Gestures have recently gained interest as a secure and usable authentication method for mobile devices. Gesture authentication relies on recognition, wherein raw data is collected from user input and preprocessed into a more manageable form before applying recognition algorithms. Preprocessing is done to improve recognition accuracy, but little work has been done in justifying its effects on authentication. We examined the effects of three variables: location, rotation, and scale, on authentication accuracy. We found that an authenticationoptimal combination (location invariant, scale variant, and rotation variant) can reduce the error rate by 45.3% on average compared to the recognition-optimal combination (all invariant). We analyzed 13 gesture recognizers and evaluated them with three criteria: authentication accuracy, and resistance against both brute-force and imitation attacks. Our novel multi-expert method (Garda) achieved the lowest error rate (0.015) in authentication accuracy, the lowest error rate (0.040) under imitation attacks, and resisted all brute-force attacks.
INTRODUCTION
The number of threats to personal information stored on mobile devices have begun to increase as these devices are more important in day-to-day life. Current authentication methods present their own set of concerns. Text-based passwords have many problems, ranging from password reuse [28, 23] to weak password selection [8] . Biometric methods have difficulties from revoking the authentication token [47] to misidentification [47] (e.g. fingerprint scanner scanning a scarred finger).
The mobile computing and systems community has recently proposed and studied several variations of gesture authentication systems [44, 13, 53, 24, 7, 25, 45, 18, 43, 55] . In the context of this work, gestures are passwords traced out on the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. CHI'17, May 06 -11, 2017, Denver, CO, USA Copyright is held by the owner/author(s). Publication rights licensed to ACM. ACM 978-1-4503-4655-9/17/05...$15.00 DOI: http://dx.doi.org/10.1145/3025453.3025879 Figure 1 . Example of a free-form gesture. The user in the picture has decided to use two fingers, and the corresponding gesture is drawn in different colors for visualization purposes. We note that the actual implementation does not require using visual cues in the generation or recall of the gesture.
surface of a touchscreen using one or more fingers [44] as depicted in Figure 1 . Gestures have similarities to graphical password systems, such as the Android 3 × 3 pattern unlock [50] or the Windows 8 click-based password [54] , but have not been shown to suffer from the same weaknesses. They are free from issues of the 3 × 3 pattern unlock: the limited password space, biased password selection, and low security (less than a 3-digit PIN) [46] . Additionally, gestures have so far not been shown to be weak against attack algorithms, in contrast to, for example, Windows 8 click-based password system [54] .
Any gesture-based authentication system will need to have an algorithm to interpret the users' gestures -a gesture recognizer [13] . These recognizers perform preprocessing to the data when computing results. This preprocessing strips information away from a gesture by controlling variables to make it easier to perform the recognition task. For example, a recognizer may need all gestures to be centered at the origin. Information is then lost -the original screen location -at this step. While this makes recognition easier, it is not clear what effects these preprocessing methods have on authentication. Prior work has not justified and analyzed how these preprocessing procedures can affect authentication performance. work, it is hard to judge which recognition method is optimal for authentication.
Previous work on gesture-based authentication can be divided into three thrusts: continuous authentication [24] [7] , templatebased gesture authentication [25] [45] [18] [13] [43] [55] and user-generated free-form gestures [44, 53] . Continuous authentication is implicit; machine learning models are used to detect whether a user is using the phone a similar way each time. Template-based systems use a reduced space of predefined gestures that the users are asked to repeat. Continuous authentication methods are constraining -if the input device's screen size changes, the way the user interacts with the device changes. This is illustrated by the different ways people hold tablets versus smartphones. The two different modalities of interaction make it difficult to recognize the same person on one device with data from another. It is not clear what the usability and security trade-offs are. Free-form user-generated gestures can, in contrast, be used in any environment. In this work, we focus on understanding and implementing a strong novel gesture recognizer for free-form gestures.
Our major contributions are as follows:
We are the first to present the effects of preprocessing invariances on the security and usability of gesture-based authentication systems. We use the Protractor [32] recognizer, a popular algorithm for free-form gesture authentication [44, 53] , to analyze the effects of three gesture invariances: scale, rotation, and location. Figure 2 shows examples of three distinct preprocessing steps: scale invariance (gestures are scaled down to a unit area), location invariance (gestures are translated to the same point), and rotation invariance (gestures are rotated to some constant arc). Each one can be turned on or off, leaving eight combinations in total. We examined five gesture datasets and found an authentication-optimal combination (location invariant, scale variant, and rotation variant) that reduces the error rate by 45.3% on average compared to the recognition-optimal combination (all invariant).
We present a comprehensive study of different approaches to implementing gesture-based authentication systems. We designed and implemented two novel Multi-Expert (ME) recognizers: Garda and SVMGarda recognizers. We also implemented eleven popular recognizer methods: We evaluated the 13 recognizers on three criteria: 1) authentication performance (i.e. equal error rate) with five datasets; 2) imitation attacks with two datasets; 3) brute force attacks. Our result shows that Garda achieved the lowest average error rate (0.015) for authentication performance, the significantly lowest average error rate (0.040) for imitation attacks, and resistance to all brute-force attacks.
RELATED WORK
There are several approaches and analyses related to gesture authentication methods. Sherman et al. [44] introduced a novel information theoretical metric to quantify the security of freeform gestures and demonstrated a way to authenticate multitouch gestures with Protractor [32] . They do not examine the influence of gesture variants on authentication performance. Clark and Lindqvist [13] gave a systematic rendition of how to evaluate gesture recognition methods. Yang et al. [53] studied free-form gestures and text passwords in the field and showed how gestures outperform text passwords in mobile authentication. De Luca and Lindqvist [33] gave an overview of several usability and security issues with smartphone authentication and different approaches to solve them.
Biometric features of human hands have been leveraged to perform gesture-based authentication [40] . However, this work focuses on the ability of users to perform pre-defined gestures and has high error rates (about 10%) except with user-defined gestures. Similarly, GEAT [43] , used biometric features of a user's gesture like finger velocity and stroke time to distinguish different users. 3D gestures have been used for authentication as well. A system using the Microsoft Kinect, called KinWrite [45] , has users perform gestures in midair to authenticate themselves. AirAuth [5] also developed a midair gesture recognition method. BoD shapes [18] are 2D gestures collected on the back of a device using two phones connected back to back. XSide [17] is a stroke-based authentication mechanism that uses front or back of smartphones.
Zheng et al. [55] designed an authentication system by recognizing user's tapping password behavior based on a list of features including acceleration, pressure, size and time collected during authentication. De Luca et al. [16] also introduced an authentication scheme based on a user's touch pattern. Burgbacher et al. [9] introduced an authentication scheme based on gesture keyboards. Shirazi et al. [41] introduced a 3D magnetic gesture recognition system. Schaub [42] examined five existing graphical password schemes and found that the design space is expressive enough to capture all aspects of a graphical password. They then give some guidelines for how to design graphical passwords.
Multi-expert systems have been applied to authentication in other context before. For example, Czyz [15] presented a multi-expert system for face authentication with sequential fusion of scores of faces' successive video frames. The final decision is combined by several face authentication schemes. Dimauro et al. [20] presented a multi-expert verification system for processing bank checks. It combines three algorithms: structure-based, component-oriented approach, and a highlyadaptive neural network based method.
Finally, the HCI community has also studied free-form and user-defined gestures from different angles. Oh et al. [36] found that user-defined gestures may be ambiguous so they implemented a mixed-initiative approach to improving gestures quality. Nacenta et al. [35] found that user-defined gestures are easier to remember than pre-designed gestures.
In summary, there has been no prior work on systematically comparing different approaches for implementing gesture recognizers for authentication. Our work contributes by implementing thirteen different approaches, compares them with multiple datasets and under different attack scenarios. Based on this analysis we have presented Garda, a novel multi-expert gesture recognition system for authentication. Our work also shows that Garda is usable on mobile devices. Finally, we present a systematic analysis of how preprocessing steps, a vital part of gesture recognition, affect the performance of gesture-based authentication systems.
ANALYSIS METHODS

Feature Extraction
The gestures in our datasets are collected by mobile devices. Although the sampling rates and dimensions differ, they are consistent across their datasets in that there are multiple measurements for each gesture and that the (x, y) coordinates and timestamps appear in every dataset. These are the only features that were compared.
Recognition Performance Metrics
We use Equal Error Rate (EER) and the Receiver Operating Characteristic (ROC) curve to evaluate the performance of gesture recognizers for authentication. The EER is a point on the ROC curve where the False Acceptance Rate (FAR), the ratio of accepted false attempts to the total number of attempts, is equivalent to the False Reject Rate (FRR), the ratio of rejected true user attempts over the total number of attempts [22] . This represents a usability-security trade-off point: where the number of rejected true attempts equals the number of attackers permitted. The ROC curve and the corresponding FAR and FRR values reflect the behavior of an authentication method with varying thresholds.
We performed two types of attacks to evaluate the security of the recognizers: brute-force and imitation attacks. Resistance to brute-force attacks characterizes a recognizer's resistance to random guessing while resistance to imitation attacks characterizes a recognizer's resistance to shoulder surfing type of attacks. These features correlate with the EER value of the recognizer; the lower the EER is, the stronger the method will be when distinguishing genuine and imitation gestures.
We note that previous works on free-form gestures for authentication such as Sherman et al. [44] and Yang et al. [53] have provided data on the usability and memorability of these type of gestures in the lab and the field. However, our work is focused on recognition performance in an authentication system, thus, other usability evaluations presented in the previous work are beyond our scope and we refer to Sherman et al. [44] and Yang et al. [53] for details.
Invariance Benchmark: Recognition-Optimal Combination $-family gesture recognition schemes such as $1 [51] , Protractor [32] , $P [48], and $N [2] implement preprocessing steps for removing a gesture's rotation, scale, and location. This is done to minimize the variations in performance of the same gestures by different people and to correspondingly increase recognition accuracy. We define the choice to make these three gesture variables invariant as the recognition-optimal combination.
Previous free-form gesture authentication systems based on Protractor [44, 53] used this recognition-optimal combination in their implementations. They demonstrated the effectiveness of distinguishing gestures from different people and great ability to resist shoulder surfing attacks [44] . However, the past work does not show whether this is optimal for authentication purposes. In our analysis, we use the recognition-optimal combination as a benchmark.
Brute-Force Attack Method
We generated a brute-force attacks with the following steps: 1) Randomly generate two sequences for x and y. 2) Filter the two sequences using a low pass filter with a cutoff frequency at 10 Hz. Remove the first few points that are distorted by the time delay of the filter. 3) Resample the generated gesture by the sampling rate.
The choice for the 10 Hz cutoff is not arbitrary. In our analysis, gestures are resampled to the same length (256). We assume the time to perform a gesture is one second, since we focus on guessing the gesture's shape. By examining the distribution of frequencies for each gesture, we found that the majority of gesture frequencies are concentrated under 10 Hz.
Imitation Attack Method
We used the imitation attack samples from two public datasets: SUSig [30] and MCTY-100 [37] . The attackers were asked to observe legitimate authentication attempts. They were also asked to practice the attacks as many times they wanted. After the attackers were confident of their imitations, they performed the attacks.
RECOGNITION ALGORITHMS
We examined and implemented 13 specific algorithms: Protractor, Edit Distance on Real sequence (EDR), Longest Common Subsequences (LCS), Dynamic Time Warping (DTW); Protractor-, EDR-, LCS-, DTW-kernel based SVM; discrete HMM (dHMM), segment HMM (sHMM), continuous HMM (cHMM); and Gaussian Mixture Models. The knowledge obtained with testing and evaluating these algorithms led us to implement two novel multi-expert approaches: SVMGarda and Garda. We discuss them later in a separate section. 
Protractor Algorithm
Protractor [32] is a common method used in free-form gesture authentication systems [44, 53] . It is one of the $-family algorithms [51, 32, 48 ] that uses geometric similarity between two gesture trials. Recall that there are three types of invariance in a gesture: location, scale and rotation invariance. The procedure of Protractor is: resampling a gesture to fixed points, removing the three variants, and finding the maximum value of cosine distances between recall gesture and template gestures.
Time Series Sequence Matching
Several gesture authentication systems use DTW [40, 4, 18, 52, 5] . LCS [6] and EDR [12] are also similar time series sequence methods. Although LCS and EDR have not been used in published gesture authentication before, they are still alternative methods to DTW and could have higher authentication accuracy. Figure 3 gives examples of these three methods.
Dynamic Time Warping (DTW) is a dynamic programming method for aligning time sequences. Figure 3 shows how DTW seeks the minimum total distance between elements in sequences Q and S by finding the non-decreasing matching pairs of elements. The crucial point is that no elements are discarded through the DTW matching, despite how large the distance between a pair of the elements could be.
Longest Common Subsequences (LCS) [6] is another similarity measurement approach for sequences. The LCS method [6, 34] is used to find the longest common subsequence of two sequences by elastic matching. As shown in the middle of Figure 3 , sequence S and Q find the longest subsequence by connecting all small continuous subsequences together. This differs from DTW, which counts the distances of matched sequence points. LCS counts the percentage of matched points in the two sequences -for example, if the length of S and Q is L S and the number of matched points between the two sequences is L m , the LCS distance is L m /L S .
Edit Distance on Real sequence (EDR) [12] is a method that measures how different two sequences are by counting the number of inserts, delete, and replace operations that are needed to transform one sequence into the other. As shown in the bottom of Figure 3 , the EDR distance of the two sequences S and Q is the number of operations that delete the four points with '×' markers and four insert points with ' '. Unlike LCS or DTW, EDR is a method that does not reward matches but rather penalizes gaps and mismatches.
Support Vector Machine
Support Vector Machine (SVM) [14] is another technique used in gesture authentication systems [7, 25, 24] . We used a nonlinear SVM classification algorithm with a kernel function to transform the input data into a higher-dimensional feature space. The essential property of Protractor and time series sequence matching algorithms (i.e. LCS, DTW, EDR) also measure the similarity between gestures, meaning we can use them as kernel functions for SVM.
Gaussian Mixture Model
Gaussian Mixture Models (GMM) have been used in voice recognition [10] [11] [38] . It is used to estimate any probability density function. A key feature is that GMM does not consider the order of a sequence. Assume a gesture sequence X = x 1 , ..., x N has D-dimensional feature vectors. The Gaussian Mixture Model of X is a weighted sum of M component Gaussian densities below:
where X is a D-dimensional data vector, ω i , M, refers to the mixture weight, s and p i (X) corresponds to the component Gaussian densities. The p i (X) are parameterized by a mean D × 1 vector µ i , and a D × D covariance matrix, Σ i :
If there is more than one gesture password, the GMM needs to calculate the universal background model (UBM) with the whole users' data and obtain a single λ ubm . We then calculate the similarity score between two gestures by doing:
X q is the recall sequence, λ tmp is the template gesture model and λ ubm is the UBM model of the dataset.
Hidden Markov Model
Hidden Markov Model (HMM) is a stochastic model used in many types of gesture recognition systems [31, 21, 19 ]. There are two main directions to build an HMM for gestures.
One way is using the directions between adjacent gesture points as observations of a HMM and train the model [31] . We call this a discrete HMM (dHMM), wherein we divide the directions into 16 equally-spaced arcs. The number of observations for a single gesture part is therefore 16. We found the seven states left-to-right no jump HMM can output the lowest EER out of many other HMM models. The transition matrix is restricted to what is seen in Figure 4 .
The other one is segmenting the gesture to identify the critical points as observations of HMM to develop the HMM model [19] . We label this as segmentation HMM (sHMM), where we segment and classify the gestures into basic parts.
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There are three steps to build the sHMM. 1) Segmentation; we use the Ramer-Douglas-Peucker (RDP) [26] algorithm for two rounds to reduce the number of points in the gesture. RDP is an approximation method to find a similar curve to the original sequence using fewer points. The dashed line and '×' in Figure 5 (a) shows the approximation gesture after the first and second round of RDP, respectively. With the approximation points '×', we segmented the gestures to several basic gesture parts. 2) Clustering. We cluster the segmented gestures into a few basic parts. We first normalize the gesture segments to the same size, then implement K-means as an unsupervised learning method to classify the basic gesture parts into several classes. We found, through observation, that K=14 was the optimal number for basic gesture types. Figure 5(b) shows the 14 basic gesture parts. Thus, the gestures can be represented as combinations of these 14 basic gesture parts. 3) Train HMM. We follow the steps in dHMM to build the HMM for each gesture password from these 14 parts.
In addition to the above, we implemented a continuous HMM (cHMM). Specifically, we divided a gesture evenly into N basic gesture parts. For each basic gesture part, there are several gesture points -we modeled the probability density function of these points with GMMs. Each basic gesture part can be represented by a combination of M Gaussian distributions. By training the HMM with the Baum-Welch algorithm [29] we obtain HMM verifiers for each gesture type. The Baum-Welch algorithm is a special case of the ExpectationMaximization (EM) algorithm [3] and is used to find a locally optimal solution to the HMM training problem. . SVMGarda and Garda authentication system. SVMGarda system uses the Protractor kernel SVM method in the top left part of authentication section. Garda system uses the Protractor method. The similarity of Garda between the recall and template gesture is measured by Protractor and GMM-UBM separately. The similarity output of Protractor is P simi . It is modified by different factors based on the comparison result of Gaussian probability of GMM-UBM P GMM , and two thresholds T upper and T lower . If P GMM > T upper , it means that GMM-UBM recognizer is confident that two gestures are similar, so the final similarity score of Garda is 10 × P simi . If P GMM < T lower , it means the GMM-UBM recognizer is confident that two gestures are not similar at all and the final result is −P simi . Otherwise, GMM-UBM cannot make a confident judgment, so the final similarity of Garda is the same as P simi .
GARDA AND SVMGARDA AUTHENTICATION SYSTEMS
In this section, we describe our novel gesture authentication system. We developed two different types of multi-expert systems. The first one, called Garda, combines Protractor and GMM-UBM. The other one, called SVMGarda, combines the Protractor kernel SVM and GMM-UBM. Figure 6 gives an overview of our Garda and SVMGarda authentication systems. Unlike other recognizers, which are based on one dimension of recognition, Garda and SVMGarda are better because they recognize gestures in two dimensions: the gesture shape feature (by GMM-UBM) and adjacent points feature (by Protractor or by Protractor kernel SVM).
Multi-expert (ME) classification systems work by combining the results of different classifiers to make the final classification decision [39] . Multi-expert systems can work better than other recognizers since they measure gesture similarities using multiple recognizers. Since the similarity results from the different recognizers are not correlated, the multi-expert system can combine results to achieve a lower EER. We define the similarity score from one recognizer as a single dimension of recognition.
The rationale for selecting Protractor instead of the other time sequence matching method in Garda is that the Protractor has a lower EER compared to LCS, EDR, and DTW. The rationale for combining the GMM-UBM and Protractor is that the Table 1 . Summary of the seven datasets used in our analysis. The template set of each dataset is always the first ten trials (# 1 to #10) of every type of gesture. The screen size refers to the screen size of device on which the gesture samples were collected for that dataset. SUSig and MCYT-100 datasets also included attacks, which were used in our attack evaluations.
two methods focus on different features of gestures. GMM-UBM does not take the order of gesture points into account, which means it only focuses on the shape of a gesture. Protractor concentrates on the trajectory of a gesture, especially the connections between adjacent gesture points.
There are three steps in both systems. First, the recall gesture is sent to the GMM-UBM authentication verifier. We set two thresholds T upper and T lower for the Gaussian Probability P GMM . If P GMM > T upper , we can make the decision that this recall gesture belongs to a certain gesture type G i . If P GMM < T lower , we can decide that this gesture does not belong to gesture type G i . Otherwise, we cannot decide the gesture's type. Second, the recall gesture is sent to a time-series authentication recognizer. For the Garda system, we use Protractor to measure the similarity. For SVMGarda system, we use the Protractor kernel SVM to measure the similarity P simi that a recall gesture belongs to a certain gesture type G i . In the last step, we combine the two probabilities together by modifying P simi with a modification factor a m , which is determined by the GMM-UBM verifier. Table 1 shows a summary of the datasets we used in our analysis: (i) Freeform gesture dataset [44] , (ii) $1 Demo dataset [51] , (iii) Vatavu's gesture datasets [49] , (iv) MMG corpus dataset [1] , (v) HHReco dataset [27] , (vi) SUSig [30] , and (vii) MCTY-100 [37] . For consistency, we opted to use the first 10 trials from each dataset as Template sets. The remaining trials are called the Recall set. We use the first five datasets to test the authentication accuracy of different recognizers. We use the last two datasets to examine the ability of the recognizers to resist imitation attacks. In total, we used 10872 gestures collected from 328 participants across these seven datasets. 
DATASETS
EER values under combinations (SLR), (SLR), (SLR), and (SLR).
S, L, and R mean the gesture's scale, location, are rotation are invariants. S, L, and R mean the these three are variants. The whiskers show the maximum and minimum EER of each group. We can see that rotation alone as variant (SLR) has obvious positive effect authentication accuracy; scale alone as variant (SLR) has no obvious effect authentication accuracy; location alone as variant (SLR) has obvious negative effect on the authentication accuracy.
RESULTS
We first present the results of our analysis of the invariances (rotation, scale, location) and their effect on authentication performance. We follow up with results on the performance of the different recognizers and present results of the brute-force and imitation attacks. Finally, we present the implementation and evaluation of our novel approach Garda operating on a mobile device.
We used two-way ANOVA for testing the statistical significance between the authentication performances of individual gesture invariances and the benchmark since both the invariance combination types and the template numbers can affect the authentication result. We used repeated measures oneway ANOVA to test the statistical significance between the authentication performances of the 13 recognizers on different datasets. We use Bonferroni corrected p-values for the post-hoc test for controlling the familywise error. Figure 7 shows the individual effects of rotation, location and scaling on authentication performance. In this analysis, we used the EER of the recognition-optimal combination as the benchmark.
Invariances Analysis
A two-way ANOVA test indicated a statistically significant difference between individual gesture invariance authentication performance and the benchmark (χ 2 (251) = 11.6, p < 0.001), while the interaction effect between the two factors is not statistically significant (χ 2 (251) = 0.17, p = 1). Thus, we did not consider the interaction effect between the the invariance combination types and the template numbers. Figure 7 demonstrates that making the gesture rotation as variant can improve the recognition performance (i.e. reduce the EER). The result holds true even with a different number of template gestures across different gesture datasets. This can be explained by a users' drawing habit -people will tend to input their gesture into the tablet the same way every time.
Rotation Invariance
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The statistical test between SLR and SLR with template number (2 to 10) shows there is no statistically significant difference (p = 0.373, d = 0.42). The lack of significance stems from the fact that the EER values become relatively close as the number of templates becomes larger (8, 9, 10) . A recognizer is more likely to identify a genuine trial when there are more genuine templates to test against. This reduces, overall, the effect of invariance combinations on EER. If we do not consider EERs with large template number (8, 9, 10) , then there is statistically significant difference between SLR and SLR (p = 0.013, d = 0.56). As such, allowing for rotation variance can reduce the possibility of accepting false gestures.
Scale Invariance Figure 7 shows that the scale variable has a slight, positive influence on recognition performance. The primary reason is that Protractor is based on the cosine distance between two gesture sequences. The cosine distance measures the directional difference between two vectors and ignores the Euclidean distance. Thus, the difference among the size of how the gestures are drawn will not affect the relative similarity scores. The statistical test between SLR and SLR shows no statistically significant difference (p = 1, d = 0.14). Taking scale as variant does not have a statistically significant influence on authentication performance.
Location Invariance Figure 7 shows that taking location as variant has a negative influence on recognition accuracy. The primary reason is that it is hard for people to draw at the same location on the screen when repeating their gestures. The recognition performance is not based on the absolute similarity among trials of the same person; it depends on the relative difference of similarities between genuine trials and imitations. Taking gesture location as variant will reduce the similarity of genuine gestures and increase the similarity of imitation gestures. This makes it more difficult to distinguish the genuine and imitation gestures, and the authentication performance will be worse. The statistical test between SLR and SLR shows a statistically significant difference (p = 9.788 × 10 −4 , d = 0.61). Figure 8 shows that the combination (SLR) achieves the lowest EER (0.041) on average. It can be explained by the individual effects of the three variables: rotation variant has statistically significant positive effect on EER, location variant has statistically significant negative effect on EER, and scale variant has slightly positive effect on the EER. Compared to the common case of the three combinations (SLR), where the EER = 0.075, the SLR reduces the EER by 45.3%.
Variants Combinations Effects on Recognition
Additionally, the ROC curves of SLR and SLR are very close. It verifies our analysis that the gesture scale variable has no statistically significant effect on EER.
We also can observe that the four combinations that take location as variant (SLR, SLR, SLR, and SLR) are the lowest four ROC curves. This means that, with the same conditions for gesture scale and rotation, taking gesture location as variant Figure 8 . The average ROC curves of the five gesture datasets with two to ten template gestures for the eight combinations of the three variants (Scale, Location, Rotation). S, L, and R mean the gesture's scale, location, are rotation are invariants. S, L, and R mean the these are variant. We can see that the combination (SLR) has the lowest EER (=0.041) across the five datasets. While the recognition-optimal case (SLR) can only achieve EER=0.075. We conclude that combination (SLR) is the optimal authentication selection of three variants. Figure 9 . The average ROC curves for the 13 recognition methods over the five gesture datasets. We found that Garda has the lowest EER (0.015). Since the ROC curve of Garda is closest to the up-left corner, it should be the most tolerant of the change of authentication threshold. We conclude that Garda is the best among the 13 methods.
will always have a negative effect on authentication accuracy. Generally, the reason is that people cannot keep their gesture's location at a relative fixed place on the touch screen. This means that different gesture locations can distort the similarities among the genuine and fake gestures.
Performance of Different Recognition Methods
To select the optimal recognition method for gestures, we tried 13 different methods in four groups: sequence matching group (Protractor, EDR, LCS, DTW), One-class SVM group (Protractor-, EDR-,LCS-,DTW-kernels), HMM group (dHMM, sHMM, cHMM), and multi-expert group (SVM- Table 2 . EER values against estimated authentication time. Each recognition method is implemented in MATLAB and tested on five gesture datasets in terms of EER and authentication time (t) in milliseconds. Since the authentication time is based on MATLAB computations, it can be only used for a relative comparison among different recognizers. In each dataset, the lowest EER is shown in bold and italic, while the highest EER is only bold. Generally, the ME group always has the lowest EER among different datasets and authentication methods. Between the two ME methods, their EER performances are dependent on the different datasets. However, since Garda has much lower EER than SVMGarda in Freeform (set 2) and the computation cost of Garda is always lower than SVMGarda, we conclude that Garda is the best among the 13 methods.
Garda, Garda). Since our analysis of gesture invariances is based on Protractor, we also used Protractor as the baseline for the comparison of these 13 methods. We evaluated the above methods with EER values, authentication times, brute-force and forgery attacks.
We used 10 gesture trials as the template gesture set to minimize the bias from the template selection. The reason is that the selection of template gestures may effect the recognition performance. The more gesture templates, the less bias that exists in the selected templates. Figure 9 shows that Garda is the best among the 13 recognizers. We averaged the ROC curves of the five gesture datasets for the 13 recognizers. We found that Garda achieves lowest EER (0.015) in the averaged ROC. The ROC curve of Garda is the closest to the up-left corner, meaning that Garda can recognize the most genuine gestures correctly while rejecting attacks as well as other recognizers. Table 2 shows that Garda has most of the lowest EERs among the 13 recognition methods through the five datasets. The authentication time for Garda is around 2 ms, which is also among the lowest authentication times. Specifically, both of the two multi-expert methods, Garda and SVMGarda outperform the other recognizers. Garda is also more stable than SVMGarda. For example, in Freeform (Set 2), Garda achieved the lowest EER (0.047), while SVMGarda got a relatively much higher EER (0.116).
Based on repeated measures ANOVA analysis on the 13 recognizers, there is a statistically significant difference between EERs when choosing different recognizers (χ 2 (90) = 9.71, p < 0.001). From our post-hoc analysis, we found there are no statistically significant differences between Garda and Protractor . This does not impact our result, since Garda is still the best performing authenticator for the following reasons: First, Protractor cannot prevent brute-force and imitation attacks as well as Garda irrespective of whether its EER is statistically significantly different; Second, Figure 9 also shows that the ROC curve of Garda is much more ideal than the other recognizers.
We found that the authentication times of the one-class SVM group are much longer than the sequence matching group while the EER values are relatively similar. The reason for the longer authentication time is that, with the similarity matrix, SVM methods need an extra step to examine the similarity scores with training gesture trials and converting the similarity to probabilities. Since one-class SVM group distinguishes the gestures based on the sequence matching kernel functions, its ability to distinguish gestures should be the same as sequence matching group methods. Thus, the one-class SVM group has similar EER as sequence matching group methods.
The sHMM method always performs with the worst EER. The reason is that we segment the gesture into several parts based on sharp turns and then classify those parts into 14 observations. We tend to lose a lot of useful information and this makes the gestures more likely to be misclassified.
Performance Under Brute-Force Attacks Figure 10 shows how the authentication methods resist bruteforce attacks. We found that the recognizers' performance are polarized. On the one hand, EDR, LCS, DTW, dHMM, sHMM and Garda resisted all of the brute-force attacks. On the other hand, the brute-force attack cracked most of the gestures of the other recognizers. Specifically, we found that the features of recognizers that can resist attacks are distance based (such as EDR, LCS, and DTW) and time series HMM-based (dHMM, sHMM). SVM was generally weak against these attacks. Figure 10 . Guessing success rates of brute-force attacks of the 13 authentication systems on different datasets. The "Others" includes Garda, EDR, LCS, DTW, dHMM, and cHMM. From the cracking rates, Garda, EDR, LCS, DTW, dHMM, and cHMM have the best ability on resisting brute force attacks since the success cracking rates of them are 0% through the 6 datasets. Table 3 . The EER of the 13 authentication methods in MCYT-100 and SUSig datasets under skilled forgery attacks. Only Garda has considerable advantages in EER.
Performance Under Imitation Attacks
We used the datasets MCYT-100 and SUSig to examine the 13 methods' performance under imitation attacks. These datasets have samples from both legitimate users and imitation attacks from skilled attackers. We used the first ten legitimate trials for each user as templates and the rest as legitimate authentication attempts. The skilled attackers observed the genuine trials and practiced them until they felt confident with attacks. Table 3 shows that only Garda outperforms the rest 12 methods on resisting forgery attacks. EER values of Garda are 0.045 and 0.035 in MCYT-100 and SUSig, respectively. In contrast, the lowest EER values for the other methods are 0.084 (LCS Kernel) and 0.202 (c-HMM). In summary, Garda outperforms all of the other approaches against imitation attacks, and none of the other approaches perform well against both of the datasets. 
Mobile Device Implementation and Evaluation
We implemented Garda, described in Figure 6 , on an Android platform. Our test device was a Samsung Galaxy Note 10.1, which had a 1.9 GHz Quad CPU and 3 GB of RAM. For our evaluation, we created 20 new gesture passwords (two templates per gesture) on the mobile device and recorded the processing time for training and authentication with a different number of gesture passwords. Figure 11 shows our mobile device evaluation results. With the number of gestures (users) increasing, we see that the training time increases while the authentication time stabilizes around 150 ms. The training time increases because Garda uses the Expectation-Maximum algorithm to train the UBM based on all the gesture trials in the dataset and re-train the Gaussian Mixture Model (GMM) for all gesture types based on this new UBM. More gestures lead to more time spent training models. In the authentication phase, we only need one GMM for a given gesture so the authentication time remains stable. However, there are typically not multiple passwords on a mobile device, and the training time even with 20 different gestures is only 30 seconds and could be run in-background over other tasks. All this shows that Garda is an efficient gesture recognizer for a mobile device authentication system.
DISCUSSION
Our evaluation showed that our novel gesture authentication method -Garda -had the best authentication EER (0.015), shortest authentication time, and resisted all of the brute-force attacks and most of the forgery attacks (EER = 0.040). Garda achieves this by combining the individual advantages of the Protractor and GMM-UBM recognition schemes. Protractor identifies the gestures temporally while GMM-UBM identifies the temporal-independent distributions of the coordinate points. Combining these two methods resulted in a more harmonious, effective authentication system. SVMGarda performed second-best to Garda. The key difference between the two is that SVMGarda uses the cosine similarity from Protractor as a kernel function for the support vector classifier. Protractor uses inverse cosine distance -the least similar gestures are scored at '0' and the most similar gestures (exact match) are scored as infinite. When Protractor is passed through the SVM as a kernel function, the output is changed from a gesture score ranging from [0,inf] to a similarity probability ranging from [0, 1] . This has the effect of shrinking the difference between genuine and imitation gestures, making it more likely that SVMGarda will mis-classify. sHMM performs the worst with an EER of 0.157. Following up gesture segmentation with a classification of the segmented parts removed crucial details from the genuine gestures. This had the side-effect of making them harder to distinguish. Of course, this is a function of the number of gesture segments: if we increase the segments, we can preserve more detail. If we continue to increase segments, sHMM becomes the same as dHMM. This improves the EER from 0.157 to 0.056.
Six recognizers (EDR, LCS, DTW, dHMM, sHMM, and Garda) were capable of resisting all brute-force attacks, but for different reasons. EDR, LCS, and DTW use recognition methods based on the Euclidean distance between genuine and fake gestures. If the gesture points are randomly generated, as they are in the brute-force method, then the matching problem is almost impossible: a randomly generated collection of a hundred-or-so coordinate points need to fall close to a continuous sequence of gesture points clustered very closely together out of thousands of positions on the screen. The result is not surprising when it is viewed this way. For dHMM and sHMM: the randomly generated gesture contains many sudden, random turns that can be used as segmentation points when compared to a user-generated gesture.
There are seven recognizers that were unable to resist bruteforce attacks. Authentication thresholds in each scheme are trained to distinguish different users' gestures, and these thresholds are quite loose since they only need to recognize a single genuine gesture from entirely different gestures. There are three reasons for these three groups: Protractor-based methods (Protractor, Protractor-Kernel SVM, SVMGarda), SVM-based methods (Protractor, LCS, DTW, and EDR kernel SVM and SVMGarda), and cHMM. For Protractor-based methods: it depends on cosine distance, which only cares about the directions between two adjacent points. This is easier than matching gestures based on Euclidean distance. For SVM-based methods, it is the same reason as why the EER values are so high: the method transforms a large range of scores [0,inf] to a limited range of probabilities [0,1], increasing the opportunity for mis-classification. cHMM used the distribution of gesture points locations without considering the temporal order, making the brute-force attack more likely to crack cHMM since the attacks are based on randomly generated gestures.
For the imitation attacks, Garda achieved the lowest EER out of all the other methods. The reason that other methods cannot resist imitation attacks is that single time sequence authentication methods are unable to distinguish the variations in genuine gestures and the difference between the genuine and skilled attack gestures.
We can see that the Garda method is robust and practical for mobile authentication. First, the authentication time is short (200 ms) and is also relatively stable as the number of gestures increases. Although we tested 20 gestures (20 different users) in the system to judge its viability, we note that it is unlikely a personal device would have so many different accounts.
Even with 20 gestures, 30 seconds is affordable for a one-time training process. The mobile device only needs to store the trials, GMM, and UBM models; therefore, our system can have a short and stable authentication time and still be scalable for large numbers of gestures.
To best of our knowledge, we have presented the first analysis of how the invariances of gesture preprocessing impact the performance of gesture-based authentication systems. We found that an optimal combination (scale variant, location invariant, rotation variant) achieves the lowest EER (0.041) on average. This derives from the combination of individual effects of the three variables: rotation variant has a statistically significant, positive effect on EER; location variant has a statistically significant negative effect on EER; scale variant does not have a statistically significant effect on the EER. The screen sizes on which gestures were collected, 3.75in to 13.3 inches, do not appear to affect our analysis of gesture invariance.
The gesture variable combinations with EERs higher than SLR can be explained by the individual effects of the three variables. First, since people are unable to draw their gestures at the same place every time, taking gesture's location as variant always has a negative effect on authentication accuracy. Second, these three variables interact with each other. The binary state of one variable can influence other variables, and thus, influence the final recognition accuracy.
CONCLUSIONS
We presented and evaluated a novel multi-expert gesture recognizer design for authentication: Garda. We also implemented and evaluated Garda on a mobile device. All our results show that our implementation can largely improve the performance of gesture-based authentication systems. Garda was the final result of a rigorous evaluation of 13 different methods to implement gesture recognizers. We applied several datasets and two different attacks against the recognizers. Finally, we conducted the first analysis of how tuning the variables of preprocessing methods of gesture recognizers can impact their authentication performance. The presented authentication-optimal combination can reduce up to 45.3% of EER on average compared to recognition-optimal configuration used in previous work. Additional material available at http://securegestures.org.
