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SUMMARY 
A broad but parametrically simple model for a stationary sequence of dependent 
discrete random variables is given and several submodels are discussed. The structure 
of the model is specified by the marginal distribution of the random variables and 
several other parameters. The sequence of random variables is formed by a proba-
bilistic linear combination of i.i.d. discrete random variables and is in general not 
Markovian. Second-order joint moments and spectra are obtained for the model, as 
well as some properties for the lengths of runs. The special case of a process in which 
the variables take on only two values is considered; this binary process is useful as a 
model for the counting process in a discrete-time point process. 
Keywords: TIME SERIES; MIXTURES; DISCRETE RANDOM VARIABLES; CORRELATIONAL PROPERTIES; 
BINARY PROCESSES; DARMA(l, N + 1) PROCESS; MIXED AUTOREGRESSIVE-MOVING 
AVERAGE PROCESS 
1. INTRODUCTION 
IN this paper we will introduce a simple method for obtaining a stationary sequence of 
dependent random variables having a specified marginal distribution and correlation structure 
(second-order joint moments). One advantage of the model is that the specification of these 
two aspects of the model is independent. Another advantage is that the sequence is obtained 
as a very simple transformation of a sequence of independent random variables. The model is 
analogous to models for dependent sequences of exponential random variables introduced in 
Jacobs and Lewis (1977), Lawrance and Lewis (1977) and Gaver and Lewis (1978). 
We will now define some quantities which will be used throughout the paper. Let {Yn} be 
a sequence of independent random variables taking values in a discrete space E each having 
the distribution TT. Let {Un} and {Vn} be independent sequences of independent random 
variables taking the values O and 1 with 
P{Un = l} = µ and P{Vn = l} = p (1.1) 
for fixed O ~ µ ~ 1 and O ~ p < 1. Let {Sn} be a sequence of i.i.d. random variables taking the 
values 0, 1, 2, ... , N with distribution F, where N is a fixed integer. 
The most general case which we will consider here is a sequence of random variables {Xn} 
which is formed according to the probabilistic linear model 
(1.2) 
for n = 1,2, ... , where 
(1.3) 
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for n = - N, - N + 1, . . . . The model of (1.2) and (1.3) will be termed DARMA(l, N + 1) ( discrete 
mixed autoregressive-moving average process with autoregression of order 1 and moving 
average of order N + 1). 
Ifwe start the process with A-<N+i> having the distribution Tr independent of {Yn;n~ -N}, 
{Un}, {Vn} and {Sn}, then the Xn's, n = 1, 2, ... , form a stationary sequence of dependent 
discrete random variables having marginal distribution Tr. This stationary sequence is in 
general not Markovian, although it will be so if /3 = 0. Its correlation structure is determined 
by the parameters p and /3 and the distribution F. Note that Tr can be any distribution. Some 
cases of discrete distributions of particular interest are obtained by choosing Tr to be geometric 
or Poisson. 
Certain special cases of the DARMA(l, N + 1) process are of particular interest and will be 
considered later in the paper; their consideration will make the nomenclature clear. Note that 
for [3 = 1, N = 0 or [3 = 0, p = 0, {Xn} is a sequence of independent random variables with 
common distribution Tr. 
The model of (1.2) and (1.3) is really the backward DARMA model. The forward model is 
defined in a similar fashion. However, the two, while similar, are not necessarily equivalent. 
This is because {Xn} is not in general time reversible in the sense that {X1, ... , Xk} will not in 
general have the same distribution as {X_k, X-k+i• ... , X_J. The properties of one model can 
be derived by the same techniques as those of the other, so we will only consider the backward 
model. 
One motivation behind the DARMA models was to provide a simple scheme for obtaining 
models with which to analyse stationary sequences of dependent discrete random variables 
with specified marginal distribution and correlation structure. In general, there is not much 
beyond a Markov chain model which is overparametrized for statistical purposes for modelling 
dependent sequences of random variables. In addition it is very often simple to show from 
data that the correlation structure of the sequence is not Markovian. The DARMA model can 
be used to model non-Markovian sequences of discrete random variables. 
Another motivation for the development of this process was to provide models for point 
processes in which the data are given in terms of counts in fixed time intervals rather than the 
exact times of arrivals. Most models for point processes beyond the Poisson process are most 
easily described in terms of times of arrivals or times between arrivals and it is often hard to 
obtain results concerning the joint distribution of counts in different fixed time intervals. We 
feel that the DARMA models will be of use in such situations. There is also the possibility of 
modelling directly the binary counting process in a discrete time point process. 
For another example of the need for discrete time series models in the modelling of com-
puter systems see Gaver et al. (1976). 
2. SOME PRELIMINARY PROPERTIES OF THE DARMA(l, N + 1) PROCESS 
In this section we will give some properties for the DARMA(l, N + 1) process. Unless other-
wise indicated we will assume throughout the paper that A-<N+i> has a distribution Tr and is 
independent of {Yn}, {Un}, Wn} and {Sn}. 
2.1. The Marginal Distribution of Xn 
We will first show that Xn as defined by (1.2) has distribution Tr for all n. To this end we 
note from the expression (1.3) that the random variable An can be expanded backwards to the 
initial value A-<N+i> to give An= Yn-i with probability pi(l-p) for 0~J~N+n and 
An= A-<N+il with probability pN+n+i;thatis, Anisa mixture ofYn, Yn-i, ... , Y_N, andA_<N+1>· 
Hence, for i in the state space E 
N+n 
P{An = i} = l; P{Yn-i = i} p3(1- p) + P{A_<N+1> = i} pN+n+i = Tr(i) 
j=O 
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for n = - N, - N + 1, . . . • Similarly, 
N N 
P{Yn-s = i} = ~P{Yn-i = i, Sn = j} = 1r(i) ~P{Sn = j} = -n{i) 
" i-O i-0 
for ieE and n = 1,2, .•.• From (1.2) and (1.3) it now follows that 
P{Xn = i} = fiP{Yn-s,. = i}+(l-fi)P{An-<N+1> = i} = -n{i) 
for i e E and n = 1, 2, . . . • Hence, the marginal distribution of the Xn's like those of the Yn's is 'IT. 
2.2. Co"elational Properties of {Xn} 
Although the Xn's have a stationary distribution 'IT, the Xn's are not independent, as are 
the Yn's. This can be seen by the following calculation of the covariance between Xn and 
Xn+J• After some simplification, 
cov (X_.+J, X,J = fJ8 cov (Yn+i-S..+J' Yn-s,.) 
+ fi(l - fl) {cov (Yn+i-S..+J' Afl-<N+i>) + cov (Yn-s,., Afl-<N+i>+J)} 
+(1-{3)2 COV (An-(N+l)+i• An-(N+1))• 
Since S_.+i only takes values in the set {O, 1, ... ,N} 
cov (Yn+J-S..+J' Yn-s) = 0 for j> N. 
For l~J~N, 
N 
cov(Yn+i-S..+J' Yn-s,.) = var(YJ k;i P{Sn+s = k}P{Sn = k-j}. 
Hence, for 1 ~J ~N 
N N-i 
corr(Yn+i-S..+J' Yn_s.) = ~ F(k)F(k-j) = ~ F(k)F(k+J). 
k-i k=O 
Similarly, 
Hence for 1 ~J~N 
andforj>N 
N 
corr(Yn-s,.,An-<N+l)+J) = (1-p) ~ p<k-(N+1-i>} F(k) 
k-N+1-i 







Consider now the second termin(2.l); since Sn+i only takes on thevalues{O, 1, ... ,N}, we have 
corr (Yn+i-S..+J' An-(N+i>) = 0 for J~ 1. (2.6) 
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Finally, consider the last term in (2.1). We have 
cov (A11,-(N+1>+.1• A11,-(N+1)) 
= p COV (An-(N+l)+.1-1• A11,-(N+1)) + (1- p) COV (Y11,-(N+1>+.1• An-(N+l))• 
The second term is zero since An-<N+l> is a function only of Yn-<N+l>• Yn-<N+ll-l• ... , Y_N, and 
A-<N+l> and these are independent of Yn-<N+i>+.1· 
By an induction argument it follows that 
(2.7) 
Putting together (2.1) through (2.7) we obtain PMV), the correlation of Xn and Xn+.1· 
For 1:t:.j:t:.N 




pMlj) = fJ(l-fJ) p.1-<N+l> l:: pk(l-p)F(k)+(l-fJ)2 pi. 
k-0 
(2.9) 
Note that 0:t:.pMU):t:.1 and for j>N, PMV) decreases geometrically with increasingj if 
O<p<l. Since PMV) is independent of n, the DARMA(l,N+l) process is second-order 
covariance stationary. 
2.3. Invariance under Transformations 
From its definition we note that Xn is a mixture of the random variables Yn, Yn-1> ... , Y_N 
and A-<N+l>; i.e. it is a random selection of one and only one of these random variables. Thus, 
if we transform each of the random variables Yn, Yn-i, ... , Y_N, and A-<N+i> by the same 
function, each Xn will be transformed in the same way and its distribution will be that of the 
transformed Yn's and A-<N+i>· 
Similar remarks apply if we transform the Xn's. Note that in applying a common trans-
formation individually to the Xn's we do not affect the selection procedure and therefore the 
correlation structure of the transformed process is the same as that of the untransformed 
process. This (marginal) transformation invariance is important for statistical analysis of the 
process. It also simplifies some of the probabilistic calculations. 
3. THE AUTOREGRESSIVE PROCESS DAR(l) 
In this section we will give some properties of the DAR(l) process {AJ. As usual we will 
assume that A-<N+i> has distribution 1r. By the results of Section 2, {AJ is a stationary 
sequence of random variables with marginal distribution 1r and correlations 
PAU) = corr(An,An+.1) = p.1, j~ 1. (3.1) 
The spectrum of the process is thus 
f(w) = 21 ( 1 +2 f PAU)cos(wj)) = 21 1 21-;2 . 
1T .1-1 1T + p - pCOSCJJ (3.2) 
It follows from (1.3) that {AJ is a Markov chain; that is, 
P{An+l = ii A1, ... , A,J = P{An+l = ii A,J 
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for any i in the state space E. Further, it is not hard to show that the transition matrix Pis 
given by 




Note that we have started from the opposite direction from that usually taken in Markov 
chain theory; we have specified the stationary distribution associated with the chain first and 
specified the (Markovian) dependency structure by a single parameter p. Moreover changing p 
does not affect '11', When p = 0 we have a stationary sequence of independent identically 
distributed random variables with distribution '11', 
The fact that {AJ is a Markov chain with a particularly simple transition function P makes 
many calculations quite easy. For example, in discrete time series, runs of given values of the 
random variables Xn. are useful in statistical analyses. Properties of these runs are easy to 
obtain for the DAR(l) process. Thus fix a state i e E and let ¼ = inf {n ;a;,; 1 : An. r#, i}-1; ¼ is the 
length of a run of i's starting at time 1, where length can be 0, 1, ... . Then 
P{¼ ;a;,; n} = P{A1 = A2 = ... = An. = i} = ?T(i)P(i, i)"'-1 
for n;;,;;,, 1 and P{T,i = 0} = 1-?r(i). Thus 
?T(i) ?T(i) 
E[¼l = 1-P(i,i) = (1- p){l-?r(i)}' 
(3.4) 
If p = 0, then An.= Yn. for n;;,;;,, 1 and E[¼] = ?r(i)/{1-?r(i)} as expected since {AJ is a 
sequence of independent random variables in this case. Note that for O ~ p ~ 1 
?T(i) 
E(¼];a;,,1-?r(i); 
that is, the expected length of a run of i's for a DAR(l) process is always greater than or equal 
to the expected run length for a sequence of independent random variables. Moreover, the 
inflation in the expected length of runs is uniform for all states. This is a consequence of the 
fact that we are dealing with a one-parameter Markov chain. 
It is also not hard to calculate the generating function for ¼· We have for O ~ z ~ 1 
00 00 
ff>(z) = ~ z"' P{~ = n} = {1-?r(i')}+?r(ij ~ z"'{P(i, i)}-1{1-P(i, i)} 
n.=O n.=1 
= {l-?r(i)}+ z{l -P(i, i)}?T(i) = {1-?r{i)}(l -zp) • 
1-zP(i,ij 1-z?r(i)-zp{l-?r(i)} 
Again, if p = 0, W(z) reduces to {l-?r{i)}/1-z?r(i), the expression for the generating function 
of a length of run of i for a sequence of independent random variables with marginal dis-
tribution '11', 
4. THE DMA(N) PROCESS 
In this section we will consider the DMA(N) process Xn. = Yn.-s,.• Note that, unlike the 
DAR(l) process, the DMA(N) process is not Markovian in general. 
4.1. Correlation Properties 
By results in Section 2, {XJ is a stationary sequence of random variables with marginal 
distribution '1T and correlations, from (2.8) and (2.9), 
N-i N 
PM.AU)= corr(Xn., Xn.+i) = ~ F(k)F(k+j) = ~ F(v)F(v-j) (4.1) 
k=O t1=i 
This content downloaded from 205.155.65.226 on Tue, 09 Jul 2019 21:43:01 UTC
All use subject to https://about.jstor.org/terms
1978] JACOBS AND LEWIS - Time Series Generated by Mixtures 99 
for 1 ~j ~ N. Also PMA.U) = 0 for j> N and Piu(0) = 1. Note that when N = 1, the maximum 
value of the first order serial correlation, maxF<o> P:~u(l) = maxF<oi[F(0){l-F(0)}] == 1/4. In 
fact one can show that for any N?;:; 1 the maximum first-order serial correlation PM.A.Cl) that 
can be achieved is 1/4. One can also maximize the correlation at any point, say j, by making 
FU)= F(0) = 1/2; however, all the other correlations would be zero in this case. 
For the spectrum of the DMA(N) process we have 
/(w)= 2
1 (1+2:.E PM.A.U)cos(wj)); 
?T i=l 
(4.2) 
then ifwe define PM.A.(-j) = Pw.U), we have 
1 +co N 
f(w) = -2 ~ exp(iwj) ~ F(v)F(v-j) 
?T i=-«J 11=lil 
= 2~ {{! exp(-iwj)FU)) C! exp(iwj)F(i))+1-! FU)2} 
where cf,8 is the characteristic function of the distribution F of the random variable S. Thus 
we can model a broad class of spectra/(w). If .F(0) = 1 we have an i.i.d. sequence and a flat 
(constant) spectrum. 
By way of example, it is worth noting that we have restricted S to have finite support. 
Then ( 4.3) is a polynomial in cos w just like any moving average process. The finite support 
was necessary to allow inclusion of the autoregressive tail (1.2). If one does not want to add 
this tail, then there is no reason to restrict the range of S. One then gets a much broader 
class of models for which ( 4.3) in particular holds, although the model is still a random index 
model. This extended model is not as broad as the DARMA(l, N + 1) model in the sense that 
one cannot, as in linear models (see, for example, Anderson, 1970), represent the tail (1.3) 
as a random index model in which the random indices for each n are independent random 
variables. 
To continue with the example, in the extended moving average model let S have a geo-
metric distribution 
P{S =j} =FU)= p(l-p)i, j= 0, 1, ...• 
Then 
and 
f(w) = - ------"---- ----"----- + 1-~ p2(1-p)2i 1( p p 00 ) 2?T [1-(1-p)exp(iw)] [1-(1-p)exp(-iw)] i=O 
1 ( p2 2p(1-p) ) 
= 21r [l +(1-p)2-2(1-p)cosw]+ [l-(l-p)2] · 
The initial point in the spectrum is related to the amount of long-term dependence there 
is in the process. One could measure this by an index of dispersion (Cox and Lewis, 1966, p. 71) 
J - var(X1+ ... +X,J and li J 2 var-x::~(O ) 
k - k{E[X]}2 k->~ k = 17 E[X]2-1. + . 
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For the moving average process, /(0+) = (1/21r){2-~f=oF(k)2} which takes values 
between 1/21r and 1r. To compare the moving average process to the DAR(l) we note that from 
(3.2) for the DAR(l) process /(0 +) = (1/21r){(l - p2)/(1- p)2} = (1/21r){(l + p)/(1- p)} which is 
always greater than 1/21r if p>O and increases with p to infinity. Note that /(0+) for a 
sequence of independent random variables is 1/21r. Thus both the moving average process 
and the DAR(l) process give more long-term dependence than a sequence of i.i.d. random 
variables. However, the DAR(l) process allows more long-term dependence than the moving 
average process. 
4.2. Joint Distributions and Time reversibility 
Unless otherwise indicated we will restrict our attention to the DMA(l) process in the 
remainder of this section; that is, if ar: = P{S,,,, = 0}, then 
{
Y,,,, with probability ar:, 
X. = 
,,,, Y,,,,_1 with probability (1- ar:). 
(4.4) 
In this case PM:.A.(1) = ar:(1-ar:) and PM:.A.U) = 0 for j~ 2. 
It is not hard to calculate the Laplac~tieltjes transform of the joint distribution of random 
variables in the DMA(l) sequence. Let y(s) = E[exp(-sYJJ. Note that on the set 
{S1 = r1, ... ,S,,,, = r,,,,} (where r, = 0 or 1, i = 1, ... ,n), 
exp(-!_ skxk) = exp[-s1{r1 Yo+(l-r1)YJ- ... -s,,,,{r,,,, Y,,,,_1 +(1-r,,,,)YJ] 
= exp [-s1 r1 Yo-s,,,,(1-r,,,,) Y,,,, 
-{s1(1-rJ+s2 rs} Yi- ... -{s,,,,_1(1-r,,,,_J+s,,,,r,,,,} Y,,,,_J. 
Since {Yk} and {SJ are independent sequences of independent random variables, 
,f,,,,,(s1, ... ,s,,,,) = E[exp(-k~,i skxk)] 
= ~y(s1 rJy(s,,,,(1-r,,,,))(,,,,it y{sil-r,J+sk+irk+J) (ft ar:(1-rJ+(l-ar:)r,), 
r k=l i-1 
(4.5) 
where the summation is over all n-tuples r = (r1, ... ,r,,,,) with each r, taking the value 0 or 1. 
One interest in the joint distributions of the random variables is to look at the time 
reversibility of the process. Time reversibility is of concern for the following reason. The 
EMA(l) process (exponential moving average of order 1) of Lawrance and Lewis (1977) is not 
time reversible, even though this fact cannot be determined from second-order properties of 
the process. Consequently one cannot distinguish between ar: and (1- ar:) in the spectrum of the 
EMA(l) process. However, by using higher order moments it is possible to distinguish between 
ar: and (1-ar:). For the DMA(l) process the fact that PM:.A.O) = ar:(1-ar:) means we cannot use it 
to distinguish between ar: and (1- ar:). The time reversibility for the DMA(l) process would mean 
that we might not be able to distinguish between ar: and (1- ar:) even by using higher order 
moments. 
In order to show time reversibility we need to show that ,f,,,,,(s1, s2, ••• , s,,,,) = ,f,,,,,(s,,,,, s,,,,_i, ... , sJ 
for any non-negative s1, ... ,s,,,,. From (4.5) we see that ,f,,,,,(s,,,,,s,,,,_1, .•• ,sJ has the same form as 
,f,,,,,(s1, s2, ... , s,,,,) except that r, and (1-r,) are interchanged for i = 1, ... , n. Hence, we can 
show time reversibility by showing that if ,f,,,,,(si, s2, ••• , s,,,,) = g(ar:, 1- ar:), then 
g(ar:,1-ar:) =g(l-ar:,ar:). 
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To illustrate the argument consider the coefficient, gr(a:, 1-a:) of the term 
r = y(sJ y(sJ y(sa) y(s4 + s5) y(s6) y(s7) y(s8) y(s9 + s10) y(s1J y(siJ ... y(sn,). 
in (4.5). (n is assumed greater than 12.) The coefficientgr(a:, 1-a:) = P(D1nE1nD2nE2nD3) 
where 
D1 = lJ {S1=i,S2=i,Ss=i)U[u {S1 = l, ... ,Sk_1 = 1,Sk=O, ... ,S3 =0}], 
i==O k=2 
E1 = {S4 = O,S5 = 1}, 
D2= u {S6=i,S7=i,Ss=i}u[u {SG= l, ... ,sk-1 = 1,Sk =O, ... ,Ss=O}], 
i=O k=7 
E2 = {S9 = O,S10 = l}, 
Ds = lJ {Su= i, ... ,Sn= i}U[ U {Su= 1, ... ,Sk-1 = 1,Sk = 0, ... ,Sn= 0}]. 
i==O k=l2 
Since the {SJ are independent and each event in the union of each D,g is disjoint, P(D,r,) is 
symmetric in a: and 1-a:, i = 1, 2, 3. Furthermore, P(E,r,) = a:(1- a:) for i = 1, 2 and the events 
{D,g} and {EJ are independent. It now follows that gr(a:, 1-a:) = gr(l-a:,a:). Similar argu-
ments can be used to show that any term of ip n has a coefficient that is symmetric in a: and 1-a:. 
Thus, g(a:, 1-a:) = g(l-a:, a:) and it follows that the DMA(l) process is time reversible. 
Another use of the Laplace-Stieltjes transform would be for obtaining the Laplace-
Stieltjes transform of the distribution of X1 + ... + X n by setting s == s1 = ... = sn. It might 
then be possible to obtain the spectrum of counts for a discrete time point process in which the 
intervals are a DMA(l) sequence. This would be analogous to the development for the EMA(l) 
process given by Lawrance and Lewis (1977). 
4.3. Run Lengths for the DMA(l) Process 
We will now consider length of runs for a DMA(l) process. Fix a state i in E and let 
T,g=inf{n;;::1: Xn=l=i}-1 the length of a run of i initiated at time 1 where length can be 
0, 1, ...• We will first compute E[T,g]. Let Oo = 1 and an= P{X1 = X2 = ... = Xn = i} for n;;;: 1. 
Then 
a1 =P{X1 = i}, a2 =P{X1 = X2 = i} = a:1T(i)0i+a:(1-a:)1T(i)a0+(1-a:)21T(i)2; 
and by induction 
an+l = P{X1 = i, ... , Xn+l = i} 
= a:?T(i)an + a:(1-a:)?T(i)an-l +a:(1- a:)2?T(i)2 an-a+ ..• 
+ a:(l -a:)n?T(i)na0+(1-a:)n+l1T(i)n+l. 
Thus 
+(1-a:)21T(i)21-(12 a:)?T(i) +a:(1-a:)?T(i) 1-(12 a:)?T(i) Oo 
= 1T(i)+ (1-a:)21T(i)2+ a:(1-a:)?T(i) + (a:?T(i)+ a:(1-a:) ?T(i)_ ) E[¾l• 
1-(1- a:)?T(i) 1-(1-a:)?T(Z) 
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Solving the last equation for E[T,] we obtain 
E[T.] = p(i) = 'IT(i)[l+ex(l-ex){l-'IT(i)}] 
' 1-p(i) {1-'IT(i)}{l -cx(l - ex) 'IT(i)}' 
(4.6) 
where 
p(i) = 'IT(i){l + cx(l - ex)}-7r(i)2 cx(l - ex) = 'IT(i) + cx(l - ex) 'IT(i){l -'IT(i)}. (4. 7) 
If ex is either O or 1, then {XJ- is a sequence of independent random variables and 
El¾]= 'IT(i)/(1-'IT(i)) as expected. Note that E[~]~'IT(i)/{1-'IT(i)} for O~ex~ 1; that is, the 
expected length of a run of i for a DMA(l) process is greater than the expected length of a run 
for a sequence of independent random variables. For a given distribution 'IT, the maximum 
value for E[T,] occurs when ex= 1/2. In this case 
E[¾l = 1 :~i) ( 1 + 4-~(il 
We now turn our attention to the generating function of~-
Similar calculations to those leading to (4.6) show that, for O~z~ 1, 
00 00 Z'IT(i)[l + zex(l - ex){l -'IT(i)}] 
~ zn P{~~n} = ~ znan = 1 0 (1 + cx(l ){1 C)}]" n=l n=l -Z'IT i Z -ex -'IT i 
Hence, 
znp T=n = 1-- zna = 00 1-z( 00 ) {1-'IT(i)}{l-z'IT(i)ex(l-ex)} ~ { } z ~ n 1-z'IT(i)-z2 '1T(i){l-'IT(i)}ex(l-exf (4.8) 
Note that for ex= 0 or 1, cll(z) = {1-'IT(i)}/{l-z'IT(i)} as expected. Higher order moments of 
the run lengths can be obtained from (4.8). 
5. THE BINARY DARMA(l, 1) PROCESS 
In this section we will consider a DARMA(l, 1) process in which Xn takes only the values O 
and 1 ; that is, 
{
Yn with probability /J, (An-l with probability p, 
Xn = and An= (5.1) 
An-l with probability (1-/J), Yn with probability (1- p), 
where {Y J- is a sequence of independent random variables taking the values O and 1 with 
common distribution 'IT. Note that the DARMA(l, 1) process is not Markovian in general. 
Time series of binary random variables are of particular importance for modelling the 
differential counting process in discrete time point processes. Klotz (1973) and Kanter (1975) 
have given a model which is different from the binary DARMA(l, 1) process. 
Setting N = 0 in (2.8)-(2.9) we obtain the correlation of Xn and Xn+s,j~ 1, 
PMU) = corr(Xn, Xn+;) = pS-1{fJ(l-/J)(l-p)+(l-/J)2 p}. 
The spectrum of the process is thus 
f(w) = 2
1 (1+2 f PMU)cos(wj)) 
'IT i=l 
= _!_(2c(/J, p)(cosw-p)-2pcosw+p2 + 1), 
2'17' 1-2pcosw+ p2 
(5.2) 
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c(f), p) = f3(1-f3) (1- p) +(1-f3)2 p. 
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We will now consider some properties of lengths of runs. For fixed iE{0, l}, let 
Ti= inf{n;;;, 1: Xn=f= i}-1 as before. We will calculate E[~] and the generating function for 
~- To begin, note that although {Xn} is not a Markov chain, {(An, Xn); n = 1,2, ... } is a 
Markov chain. For i, l, j, kin {0, 1} 
P{An+l =j, xn+l = kl An= i, Xn = l} = Qii,j) 
independent of l. Letting Qk denote the matrix whose (i, j) entry is Qii, j) we have 
_ [p(l -fJ) +{1- p(l -f3)}1r(0) (1-fJ) (1- p) 1r(l)] 
Qo-
fJ(l- p) 1r(0) f3 p1r(0) 
and 
[ 
f3p1r(l) {3(1- p) 1r(l) ] 
Qi= (1-p)(l-f3)1r(0) (l-f3)p+{l-(l-f3)p}1r(l). 
Note thatP{Tu;;;:n!Ao = i} = QlJ'(i,0)+QlJ'(i, l)=QlJ'(i,E) for i = 0, 1. Hence 
00 
E[T0 IA0 = i] = ~ QlJ'(i,E) = R0(i,E)-1, 
n=l 
where Ro(i, j) = 1: QlJ'(i, j), summing over all values of n, with I= Qg being the identity 
matrix and Ro(i, E) = Ro(i, 0) + Ro(i, 1). It is not hard to show that 
Ro = (I - Qo)-l 
where 
(I-Qo)-1 = -
1 [ l -f3p1r(0) (1-fJ)(l - p)1r(l) ] 
!::.. f3(l-p)1r(0) l-p(l-f3)-{l-p(l-f3)}1r(0) 
with 
!::.. = det(I-Qo) = {l-1r(0)} [1- p(l-/3){l -f31r(0)}-f31r(0){l -f3(l- p)}]. 
Thus 
E[T.] = 1r(0) [1-f3p+f3(1- p-f3+2f3p){l -1r(0)}] 
0 {l -1r(0)} [1- p(l -f3){l -f31r(0)}-f31r(0){l -/3(l - p)}] 
_ 1r(0){corr(Xn, Xn+J+ l-p+f3p-1r(0)(corr(Xn, Xn+J+2f3p-p)} 
- {l-1r(0)}{l-p+/3p-1r(0)(corr(Xn, Xn+J+2f3p-p)} 
(5.3) 
and 
E[T:] = 1r(l)[l-/3p+f3(1-p-f3+2f3p){l-1r(l)}] 
1 {l-1r(l)} [l-p(l-f3){l-f31r(l)}-f31r(l){l-f3(l-p)}] 
_ 1r(l) [corr(Xn, Xn+J+ 1- p+f3p-1r(l){corr(Xn, Xn+J+2f3p-p}] 
- {l-1r(l)} [l-p+/3p-1r(l){corr(Xn, Xn+J+2f3p- p}] 
(5.4) 
Note that the expected length of a run of i for the binary DARMA(l, 1) process is always greater 
than or equal to the expected length of a run of i for the independent case. 
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We now turn our attention to the computation of <I>,t(z) = ~znp{¼ = n}, summing over 
all values ofn, for i = 0, 1 and O:::;;z:::;; 1. To begin, note that 
P{To = nlAo = i} = ~ Q'{f(i,j){l-QoU,E)}. 
i 
Thus 
It is not hard to show that ~ zn Q'C = (I - zQo)-1, summing over all values of n, where 
1 [ l-zfJp1T(0) z(l-fJ)(l-p)1T(l) J 
(I-zQJ-1=-
A(z) zfJ(l- p)1T(0) 1-z[p(l-fJ)+{l- p(l-/J)}11'(0) 
with 
A(z) = 1-zp(l-fJ)+z11'(0){-fJ-1 +p(l-fJ)} 
+ z21T(0){l -1T(0)}{ -fJ(l -fJ) + 2pfJ(l -fJ)} + z2 11'(0)2 fJp. 
After some manipulation we obtain 
<I> ( ) _ l-zp(l '-fJ)+1T(0){l-1T(0)}(zfJ2-zfJ2 p-zfJ-zfJS p)+1T(0)(zp- l)-zfJp1T(0)2 
0 z - l-zp(l-fJ)+z1T(0){-fJp-l+ p(l-fJ)}+z21T(0){l-1T(0)} • 
{-fJ(l-fJ)+2pfJ(l-fJ)}+z21T(0)2fJp 
In a similar manner one can show that 
<I> ( ) _ l-zp(l-fJ)+1T(l){l-1T(l)}(zfJ2-zfJ2 p-zfJ-zfJS p)+1T(l)(zp-l)+zfJp1T(l)2 
1 z -1-zp(l-fJ)+z11'(1){-fJp-l+p(l-fJ)}+z21T(l){l-1T(l)} · 
{-fJ(l-fJ)+ 2pfJ(l -fJ)}+ z2 1T(1)2fJp 
Higher moments for the runs can be obtained from the generating functions. These are 
important in determining to what degree the binary DARMA(l, 1) process differs from Markov 
models, e.g. the DAR(l) model, the differentiation considered here being to what extent the 
distribution of run lengths departs from a geometric distribution. 
6. CoNCLUSIONS AND EXTENSIONS 
Computational studies of some of the quantities derived here, for example the expected 
run length for the binary process, will be given elsewhere, as will results about the skewness 
and complete distributions of these run lengths. Estimation problems and fits to some 
specific sets of data will also be considered. 
Finally, we note that the DARMA process may be defined using any sequence of independent 
identically distributed random variables {YJ, not necessarily discrete. However, (1.2) and 
(1.3) show that {XJ is obtained as a mixture of the {YJ sequence. As a result, even if the 
distribution of Yn is continuous, a realization of the sequence {XJ will, in general, contain 
many runs of a single value. This seems to be the major drawback to using this scheme to 
obtain a sequence of dependent random variables with a specified continuous marginal dis-
tribution and correlation structure. However, the process with continuous marginals may be 
useful in simulation studies. 
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