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Abstract
We present an efficient technique based on low-rank separated approximations for the computation of three-dimensional integrals
in the computer code DEPOSIT that describes ion-atomic collision processes. Implementation of this technique decreases the total
computational time by a factor of ∼ 103. The general concept can be applied to more complicated models.
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1. Introduction.
The computer code DEPOSIT [1] is intended to describe ion-
atomic collision processes. It allows to calculate total and mul-
tiple electron loss cross sections σ and σm (m is the number
of ionized electrons), the deposited energies T (b), (b is the im-
pact parameter of the projectile ion) and ionization probabilities
Pm(b). It is based on the energy deposition model introduced by
N. Bohr [2] and developed further by A. Russek and J. Meli [3],
C.L. Cocke [4], and V.P. Shevelko at al. [5]. Theoretical devel-
opment of the DEPOSIT is presented in [5, 6, 7, 8]. Examples
of calculations are reported in [9, 10, 11, 12]. Detailed descrip-
tion of the code and user guide are given in [1].
The cross sections and ionization probabilities needed for es-
timation of the losses and lifetimes of fast ion beams, back-
ground pressures and pumping requirements in accelerators
and storage rings are, in fact, functionals of the deposited en-
ergy T (b), which in turn is a three-dimensional integral over the
coordinate space. To calculate any of these parameters one has
to compute T (b) in all points of the b-mesh.
The integral T (b) is a bottleneck of the program, and it is re-
quired to be done as fast as possible. In the previous work [1]
an advanced quadrature technique was used, and the computa-
tional time has appeared to be much faster in comparison with
direct usage of uniform meshes. It takes several seconds to
compute one point T (b) for one atomic shell at fixed b. For
complex ions, the total computation takes few hours on one
processor core and is not enough fast. To overcome this issue
a fully scalable parallel variant of the algorithm was proposed.
Nevertheless, the computational time is still large.
In this work, we present an entirely different approach for
computing T (b) in many points of the b-mesh, based on low
rank approximations of matrices and tensors. The main idea
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is to approximate the functions to be integrated by a sum of
products of univariate functions, effectively decreasing the di-
mensionality of the problem. This involves active usage of nu-
merical and analytical tools.
The definition of T (b) involves a function of two variables
(the energy gain ∆E during an ion-atomic collision) and a func-
tion of three variables (electron density in Slater-type approxi-
mation). Details and definitions are given in Section 2.1. The
integral is computed in Cartesian coordinates, which are bet-
ter suited for the construction of separable representation than
spherical coordinates used in the original DEPOSIT code.
In Section 2.2 for a function of two variables we use the
pseudo-skeleton decomposition of matrices [13, 14, 15] com-
puted via a variant of the incomplete cross approximation al-
gorithm [16]. We show numerically that the function in ques-
tion can be well-approximated by a separable function in Sec-
tion 2.5. Thus, the approximation can be computed in O(n)
time, where n is the number of grid points in one dimension.
In Section 2.3 the Slater-type function of three variables is
decomposed by the exponential sums approach [17, 18]. The
integral is immediately reduced to a two-dimensional one of a
simpler structure.
Combining these two representations we obtain in Sec-
tion 2.4 an efficient algorithm with O(n) scaling, in compari-
son with O(n3) complexity for direct integration over a three-
dimensional mesh. The computation of T (b) on the whole b-
mesh takes less then one minute and total speedup of the pro-
gram is about ∼ 103 times. Illustrative examples are given in
Section 2.5.
All the equations related to the physical model are written in
atomic units.
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2. Numerical procedure
2.1. Statement of the problem
The deposited energy T (b) is defined as a three-dimensional
integral over coordinate space centered in the projectile ion.
T (b) =
∑
γ
∫
∆Eγ(p) ργ(r) d3r. (1)
The sum here is over all atomic shells denoted by γ = nl, n is the
principle quantum number and l is the orbital quantum number.
The electron density ργ(r) is taken in a Slater-type approxima-
tion
ργ(r) = Cγrαγe−2βγr (2)
with integer αγ, real positive βγ and normalization condition∫ ∞
0
ργ(r)dr = Nγ, (3)
where Nγ is the number of electrons in a γ-shell. The gain
of kinetic energy ∆Eγ is a smooth finite function of parameter
|p| without any singularities. The impact parameter p of the
ion’s electron is a function of b and r. In frame of the moving
projectile the following equality holds
p2 = (b − r cos θ)2 + (r cosϕ sin θ)2. (4)
For details we refer the reader to the paper [1]. In Cartesian
coordinates ∆Eγ(p) as a function of parameter p depends only
on x and z as it follows from the equation (4)
Tγ(b) =
∫∫∫
∆Eγ(x, z − b)ργ(x, y, z)dxdydz. (5)
Thus, we need to compute the integral (5). From here and bel-
low index γ will be skipped for the sake of simplicity and only
one shell will be considered in the following equations.
2.2. Low rank approximation.
Let F(x, y) be a function of two variables x, y where point
(x, y) is in a certain rectangle [ax, bx] ⊗ [ay, by]. The function
is said to be in the separated form if it can be represented as a
sum of products of univariate functions:
F(x, y) =
r∑
α=1
σα uα(x)gα(y). (6)
The minimal number r such that (6) exists will be called separa-
tion rank. Direct generalization of (6) to multivariate functions
is referred to as canonical polyadic (CP, also known as CAN-
DECOMP/PARAFAC) [19].
If the function is in the separated form, the integration is sim-
plified a lot. Indeed,
∫∫
F(x, y)dxdy =
r∑
α=1
σα
∫ bx
ax
uα(x)dx
∫ by
ay
gα(y)dy, (7)
and the problem is reduced to the computation of one-
dimensional integrals, which can be computed using fewer
quadrature points than the original integral.
The discretization of one-dimensional integrals in (7) by
some quadrature formula with nodes xi ∈ [ax, bx], i = 1, . . . , n,
y j ∈ [ay, by], j = 1, . . . ,m and weights w(x)i , w(y)j , leads to the
approximation
∫∫
F(x, y)dxdy ≈
r∑
α=1
σα
n∑
i=1
w
(x)
i uα(xi)
m∑
j=1
w
(y)
j gα(y j). (8)
On the other hand, direct two-dimensional quadrature with sep-
arated weights in x and y can be used for the original integral:
∫∫
F(x, y)dxdy ≈
n∑
i=1
w
(x)
i
m∑
j=1
w
(y)
j F(xi, y j). (9)
Comparison of two representations (8) and (9) leads to the fol-
lowing discrete approximation problem
F(xi, y j) ≈
r∑
α=1
σαuα(xi)gα(y j), (10)
which is a discrete analogue of (6). Equation (10) can be writ-
ten in the matrix form:
A ≈ UΣG⊤, (11)
where A is an n × m matrix with elements Ai j = F(xi, y j), U
is an n × r matrix with elements Uiα = uα(xi), G is an m × r
matrix with elements Gjα = gα(y j) and Σ is an r × r diagonal
matrix with elements σα on the diagonal. This is a standard
low-rank approximation problem for a given matrix. Provided
that a good low-rank approximation exists, there are very ef-
ficient cross approximation algorithms [16, 20] that need only
O((n + m)r) elements of a matrix to be computed.
By using of our implementation of the cross approxima-
tion algorithm we decompose the energy gain ∆E(x, z˜) in the
form (10). In Table 1 the ranks r and other numerical param-
eters are given for particular systems. Description of these pa-
rameters can be found in Section 2.5.
2.3. Exponential sums.
For a function ρ(x, y, z) defined in (2) the separation of vari-
ables can be done analytically [17, 21, 22, 18]. The main idea
is to approximate the Slater density function by a sum of Gaus-
sians
ρ(r) ≈
K∑
k=0
λke
−ηkr2 , r =
√
x2 + y2 + z2. (12)
Once the approximation (12) is computed, the separation of
variables in Cartesian coordinates comes for free
ρ(x, y, z) ≈
K∑
k=0
λk e
−ηk x2 e−ηky
2
e−ηkz
2
. (13)
The technique for the computation of the nodes λk and the
weights ηk is based on the computation of the inverse Laplace
transform.
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Table 1: Ranks r of the decomposition (32) calculated by the incomplete cross approximation algorithm [16] for the energy gain ∆E(x, z˜). Two cases are considered:
collision of Au26+ ions with the Oxigen atom at a collision energy E = 6.5 MeV/u and collision of U28+ ions with the Xenon atom at a collision energy E = 2.5
MeV/u. Number of the x-mesh points is taken equal to 2N+1, number of the z˜-mesh points is taken equal to 3N+1 in correspondence to the equations (26) and (30),
ax = az = 8. Accuracy ε means relative error of the approximation in the Frobenious norm. The calculations were carried out on 1.3 GHz Intel Core i5 processor.
Column Tcross corresponds to the time the cross algorithm takes. The numerical results confirm the almost linear scaling of the approach in N.
System γ-Shell r Tcross (sec) ε N r Tcross (sec) ε N r Tcross (sec) ε N
Au26+ + O 4d f 17 13 0.21 10−6 1024 21 0.42 10−9 1024 24 2.41 10−9 4096
4sp8 13 0.21 21 0.33 24 2.40
3d10 14 0.19 22 0.42 26 2.58
3sp8 16 0.25 24 0.54 29 2.64
2sp8 17 0.28 25 0.56 30 2.71
1sp2 17 0.27 25 0.56 30 2.70
U28+ + Xe 5sp4 14 0.20 10−6 1024 22 0.50 10−9 1024 26 2.17 10−9 4096
4d f 24 15 0.23 24 0.52 27 2.58
4sp8 17 0.28 25 0.55 30 2.69
3d10 17 0.27 25 0.54 30 2.77
3sp8 17 0.27 25 0.55 30 2.75
2sp8 17 0.26 25 0.54 30 2.71
1sp2 17 0.26 25 0.55 30 2.69
Let us consider a function fαβ(t) such that its Laplace trans-
form is function Fαβ(s)
Fαβ(s) =
∫ ∞
0
e−st fαβ(t) dt, (14)
of the following form:
Fαβ(s) ≡ ρ(
√
s )
C
=
(√
s
)α
e−2β
√
s (15)
where α and β are parameters of the Slater density (2). The
inverse Laplace transform fαβ(x) can be computed analytically
for the known Fαβ(s). In Appendix A we present explicit ex-
pressions for the functions fαβ(t) corresponding to the functions
(14) for integer α and real positive β.
Once (14) is given and the function fαβ(t) is known, the inte-
gral (14) is approximated by a quadrature formula
ρ(r) ≈ C
K∑
k=0
wke
tk fαβ(etk )e−r2etk , (16)
where wk and tk are quadrature weights and nodes, respectively.
The procedure to compute the weights and the nodes was taken
from the paper [18]. For the reader’s convenience we give the
formula and its derivation in Appendix B.
According to equation (12)
λk = C wketk fαβ(etk ), ηk = etk . (17)
It appears that only several quadrature points (at fixed r) are
required to achieve the accuracy of the expansion of order 10−7.
2.4. Fast computation of T (b).
The three-dimensional integral T (b) defined in (5) can be re-
duced to a two-dimensional integral by means of the decompo-
sition (13)
T (b) =
K∑
k=0
λk
∫∫
∆E(x, z − b) e−ηk x2 e−ηky2 e−ηkz2dxdydz (18)
and analytical evaluation of the one-dimensional Gaussian in-
tegral ∫ ∞
−∞
e−η y
2dy =
√
π
η
, (19)
T (b) = √π
K∑
k=0
λk√
ηk
∫∫
∆E(x, z − b) e−ηkx2 e−ηkz2 dxdz. (20)
Suppose that ∆E(x, z − b) has been decomposed as follows
∆E(x, z − b) ≈
r∑
α=1
σαuα(x)gα(z − b). (21)
Then the integration (20) can be reduced to a sequence of one-
dimensional integrations.
T (b) = √π
K∑
k=0
λk√
ηk
r∑
α=1
σαIαk Jαk(b), (22)
Iαk =
∫ bx
ax
uα(x)e−ηk x2 dx, (23)
Jαk(b) =
∫ by
ay
gα(z − b)e−ηkz2 dz. (24)
For the numerical approximation of the integrals (23) and (24)
we use the quadrature formula with uniform quadrature nodes
(although any suitable quadrature can be used)
Iαk =
∑
i
w
(x)
i uα(xi)e−ηk x
2
i , (25)
xi = −ax + i hx, 0 ≤ i ≤ 2Nx, hx = ax/Nx, (26)
Jαk(b) =
∑
j
w
(z)
j gα(z j − b)e−ηkz
2
j , (27)
z j = −az + j hz, 0 ≤ j ≤ 2Nz, hz = az/Nz. (28)
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We sample the impact parameter b (which can take only posi-
tive values) with the same step hz
bl = l hz, 0 ≤ l ≤ Nz. (29)
This allows us to introduce a new variable z˜ = z − b discretized
as
z˜k = −2az + k hz, 0 ≤ k ≤ 3Nz, (30)
and such that for the boundary conditions (28), (29), (30)
z j − bl = z˜ j−l+Nz . (31)
The approximation problem (21) reduces to a low-rank approx-
imation of the extended (2Nx + 1) × (3Nz + 1) matrix
∆E(xi, z˜ j) ≈
r∑
α=1
σαuα(xi)gα(z˜ j). (32)
This should be done only once (using the cross approxima-
tion algorithm), and the final approximation of the integral (27)
reads
Jαk(bl) ≈
∑
j
w
(z)
j gα(z˜ j−l+Nz )e−ηk z˜
2
j . (33)
The calculation of T (b) can be summarized in the following
algorithm.
1: for every γ-shell of the projectile ion do
2: compute the decomposition (12) for ρ(r)
3: compute the cross approximation for the matrix
∆E(xi, z˜ j) defined in (32)
4: for k = 0 . . . K do
5: for α = 1 . . . r do
6: compute the integral Iαk defined in (25)
7: for every bl required do
8: for k = 0 . . .K do
9: for α = 1 . . . r do
10: compute the integral Jαk(bl) defined in (33)
11: compute Tγ(bl), equation (22)
2.5. Numerical experiments.
The most important parameter in (32) is the rank r. It deter-
mines the complexity of the algorithm (the smaller r, the better).
In Table 1 we present the ranks (and other numerical parame-
ters) calculated for the energy gain ∆E(x, z˜) corresponding to
different ion-atomic collisions. As it follows from the numer-
ical experiments, the ranks are small. It means that the cross
decomposition allows to decrease the size of the problem from
O(n2) elements to O(r · n) elements where r ≪ n.
In Table 2 we present the program speedup for every atomic
shell. Details are given in the caption of the table. In sums
(25) and (33) the terms less then ǫ = 10−20 were thrown out for
every xi and z˜ j. It is readily seen, that the use of the technique
based on the separated representations (22) allows to decrease
the total time to compute T (b) by a factor of ∼ 103 compared
to the previous version. In practice the computational time is
reduced from several hours to one minute or less on the same
hardware.
Table 2: Timings to compute T (b) at fixed b are presented for two cases:
the DEPOSIT code (old) TD and the code based on the separated representa-
tions (22) Ts. Collision systems are the same as in Table 1. Number of terms
in the expansion (13) is labeled by Nw. The calculations were carried out for
accuracy ε = 10−7 and [−8, 8] ⊗ [−16, 8] mesh with 4097 × 6145 points. The
last column shows the speedup of the program.
System γ-Shell Nw T s (×10−3 sec) TD (sec) TD/T s
Au26+ + O 4d f 17 74 7.94 3.89 490
4sp8 69 4.92 3.83 778
3d10 73 3.59 3.88 1080
3sp8 72 3.81 3.82 1003
2sp8 107 2.42 3.86 1592
1sp2 209 1.24 3.88 3120
U28+ + Xe 5sp4 62 10.1 3.94 390
4d f 24 70 6.05 3.90 644
4sp8 67 5.00 3.94 788
3d10 71 3.88 3.92 1011
3sp8 70 3.52 3.90 1106
2sp8 105 1.99 3.87 1945
1sp2 207 1.04 3.88 3723
3. Conclusions and future work
We proposed a new technique for the computation of three-
dimensional integrals based on low-rank and separated rep-
resentation, that significantly reduces the computational time.
The general concept can be applied to more complicated mod-
els (like ion-molecular collisions with electron loss and charge-
changing processes) that lead to multidimensional integrals.
For the multidimensional case we plan to use the fast approxi-
mation techniques based on the tensor train (TT) format [23].
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Appendix A. Inverse Laplace transform sources
For integer α and real positive β the inverse Laplace trans-
form fαβ(t) of Fαβ(s) from equation (14) may be calculated an-
alytically and expressed via the Kummer’s confluent hypergeo-
metric function M(a, b; z) ([24], chapter 13) as follows
fαβ(t) =
M
(
1 + α2 ,
1
2 ,− β
2
t
)
t1+
α
2 Γ
(
−α2
) − 2 β M
(
3+α
2 ,
3
2 ,− β
2
t
)
t
3+α
2 Γ
(
− 1+α2
) , (A.1)
where
M(a, b; z) = 1 + ab
z
1!
+
a(a + 1)
b(b + 1)
z2
2!
+ . . . (A.2)
and Γ(x) is the Gamma function.
Below we present the most interesting fαβ(t) explicitly. Due
to the difference of the normalization conditions in spherical
and Cartesian coordinates for the Slater density (2)
ρ(r) = Nγ (2β)
2µ+1
Γ(2µ + 1) r
2µe−2β, (A.3)
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the parameter α is related to the parameter µ as follows
α = 2µ − 2. (A.4)
The number of electrons in the shell γ is labeled as Nγ. The
parameter µ is greater or equal to unity. It is an integer or half-
integer depending on the principal quantum number n and the
orbital quantum number l of the atomic shell. Details can be
found in [25, 26]. For example, µ1s2 = 1, α = 0; µ2sp8 = 2,
α = 2; µ4d10 = 3.5, α = 5. Finally,
f0β(t) =
g0
(
t/β2
)
√
π β2
, g0(t) = e
− 1t
t3/2
f1β(t) =
g1
(
t/β2
)
2
√
π β3
, g1(t) = −e
− 1t
t3/2
(
1 − 2
t
)
f2β(t) =
3 g2
(
t/β2
)
2
√
π β4
, g2(t) = −e
− 1t
t5/2
(
1 − 23t
)
f3β(t) =
3 g3
(
t/β2
)
4
√
π β5
, g3(t) = e
− 1t
t5/2
(
1 − 4
t
+
4
3t2
)
f4β(t) =
15 g4
(
t/β2
)
4
√
π β6
, g4(t) = e
− 1t
t7/2
(
1 − 43t +
4
15t2
)
f5β(t) =
15 g5
(
t/β2
)
8
√
π β7
, g5(t) = −e
− 1t
t7/2
(
1 − 6
t
+
4
t2
− 8
15t3
)
f6β(t) =
105 g6
(
t/β2
)
8
√
π β8
, g6(t) = −e
− 1t
t9/2
(
1 − 2
t
+
4
5t2 −
8
105t3
)
Appendix B. Quadrature formula for the Laplace integral
To obtain the decomposition (12) for given α and β we make
a substitution s → s2 into the equation (15)
Fαβ(s2) = sαe−2βs =
∫ ∞
0
e−s
2 x fαβ(x) dx, (B.1)
then introduce another variable x = et
Fαβ(s2) = sαe−2βs =
∫ ∞
−∞
e−s
2et+t fαβ(et)dt. (B.2)
Good news is that the function under the integral (B.2) has
exponential decay both in the spatial and frequency domains,
therefore the truncated trapezoidal (or more advanced) rule
gives the optimal convergence rate. The final approximation
has the form
Fαβ(s2) ≈
K∑
k=0
wke
tk fαβ(etk )e−s2etk , (B.3)
where parameters of the formula
tk = at + kht, ht = (bt − at)/K (B.4)
have to be selected in such a way that the resulting quadrature
formula approximates the integral for a wide range of param-
eter s. Typically, the choice at & −3, bt . 45, and K ∼ 250
gives good accuracy (≤ 10−7). As an example, in Table 2 the
required number of terms in sum (B.3) is presented. Accurate
error analysis can be found in [18].
References
[1] Litsarev, M. S., Computer Physics Communications 184 (2013) 432.
[2] Bohr, N., Philosophical Magazine Series 6 30 (1915) 581.
[3] Russek, A. and Meli, J., Physica 46 (1970) 222.
[4] Cocke, C. L., Phys. Rev. A 20 (1979) 749.
[5] Shevelko, V. P., Litsarev, M. S., and Tawara, H., Journal of Physics B:
Atomic, Molecular and Optical Physics 41 (2008) 115204.
[6] Song, M.-Y., Litsarev, M. S., Shevelko, V. P., Tawara, H., and Yoon, J.-S.,
Nuclear Instruments and Methods in Physics Research Section B: Beam
Interactions with Materials and Atoms 267 (2009) 2369 .
[7] Shevelko, V. P., Litsarev, M. S., Song, M.-Y., Tawara, H., and Yoon, J.-S.,
Journal of Physics B: Atomic, Molecular and Optical Physics 42 (2009)
065202.
[8] Shevelko, V. P., Kato, D., Litsarev, M. S., and Tawara, H., Journal of
Physics B: Atomic, Molecular and Optical Physics 43 (2010) 215202.
[9] Shevelko, V. et al., Electron loss and capture processes in collisions of
heavy many-electron ions with neutral atoms, in Atomic Processes in
Basic and Applied Physics, edited by Shevelko, V. and Tawara, H., vol-
ume 68 of Springer Series on Atomic, Optical, and Plasma Physics, pages
125 – 152, 2012.
[10] Litsarev, M. S. and Shevelko, V. P., Physica Scripta 2013 (2013) 014037.
[11] Tolstikhina, I. Y. and Shevelko, V. P., Physics-Uspekhi 56 (2013) 213.
[12] Tolstikhina, I. Y. et al., Journal of Physics B: Atomic, Molecular and
Optical Physics 47 (2014) 035206.
[13] Tyrtyshnikov, E. E., Calcolo 33 (1996) 47.
[14] Goreinov, S. A., Tyrtyshnikov, E. E., and Zamarashkin, N. L., Linear
Algebra Appl. 261 (1997) 1.
[15] Goreinov, S. A., Zamarashkin, N. L., and Tyrtyshnikov, E. E., Mathemat-
ical Notes 62 (1997) 515.
[16] Tyrtyshnikov, E. E., Computing 64 (2000) 367.
[17] Beylkin, G. and Monzo´n, L., Appl. Comput. Harm. Anal. 19 (2005) 17.
[18] Beylkin, G. and Monzo´n, L., Appl. Comput. Harm. Anal. 28 (2010) 131.
[19] Kolda, T. G. and Bader, B. W., SIAM Review 51 (2009) 455.
[20] Bebendorf, M., Numer. Mathem. 86 (2000) 565.
[21] Hackbusch, W. and Braess, D., IMA J. Numer. Anal. 25 (2005) 685.
[22] Gavrilyuk, I. P., Hackbusch, W., and Khoromskij, B. N., Computing
(2005) 131.
[23] Oseledets, I. V., SIAM J. Sci. Comput. 33 (2011) 2295.
[24] Abramowitz, M. and Stegun, I. A., Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables, Dover, New York,
ninth dover printing, tenth gpo printing edition, 1964.
[25] Slater, J., Quantum theory of atomic structure, International series in pure
and applied physics, McGraw-Hill, New York, 1960.
[26] Shevelko, V. P. and Vainshtein, L. A., Atomic physics for hot plasmas,
Institute of Physics Pub., 1993.
5
