The Receiver Operating Characteristic (ROC) curve and in particular the area under the curve (AUC) is commonly used to examine the discriminatory ability of diagnostic markers. Certain markers while basically continuous and non-negative have a positive probability mass (spike) at the value zero. We discuss a flexible modeling approach to such data and contrast it with the standard non-parametric approach. We show how the modeling approach can be extended to take account of the effect of explanatory variables. We motivate this problem and illustrate the modeling approach using data on the Coronary Calcium Score, measured by electron beam tomography, which is a marker for atherosclerosis.
Introduction
This paper considers the Receiver Operating Characteristic (ROC) curve and more specifically the area under the curve for basically continuous non-negative markers, which however, have a positive probability of taking on the value zero.
The discriminatory accuracy of a diagnostic test or marker in distinguishing between healthy and diseased subjects is popularly assessed through the use of the ROC curves [1] . A subject is assessed as diseased (positive) or healthy (negative) according to whether the subject's marker value is greater than or less than or equal to a specified threshold value. Associated with any threshold value are the probability of a true positive (sensitivity) and the probability of a true negative (specificity). The resulting theoretical ROC curve is the plot of sensitivity versus 1-specificity for all possible threshold values.
The ROC curve can be estimated from sample data taken on both diseased and healthy subjects. This estimation can be obtained under either parametric or nonparametric assumptions and for continuous or ordinal scale markers [1] [2] [3] .
The most commonly used index summarizing marker accuracy is the area under the ROC curve (AUC). Bamber [4] showed that the area under the empirical ROC curve is equivalent to the quantity obtained when computing the Mann-Whitney statistics. For a marker with perfect discrimination between the healthy and diseased populations (no overlap between the two probability density functions) the theoretical AUC will be 1. Values close to 1 indicate that the marker has high discriminatory accuracy while a value of 0.5 indicates a non-informative marker which does no better than a random (fair) coin toss. Both non-parametric and parametric procedures have been recommended for statistical inference on AUC, e.g. [1, 5] . The non-parametric approach for estimating the AUC based on the Mann-Whitney statistic (MW) is the most frequently used. For continuous markers Faraggi and Reiser [6] compared a number of procedures for estimating the AUC and concluded that in many situations a transformed normal approach (TN) performed better than MW. The TN approach is based on applying a Box-Cox power transformation to the data and then applying parametric estimation based on normal theory. This approach has been found useful when dealing with ROC curves [3, [6] [7] [8] [9] [10] .
In certain situations a basically continuous marker can have zero values with positive probability. For an example of such zero-spiked data consider the Coronary Calcium Score (CCS). Calcium in the coronary arteries indicates the presence of atherosclerotic plaque, and the extent of coronary artery calcification correlates with the extent of atherosclerosis (hard and soft plaque) at autopsy [11] . Electron beam tomography (EBT) is a sensitive, noninvasive modality for detecting sub-clinical atherosclerosis by coronary calcium measurement. CCS determined by EBT has been shown to be directly related to the extent of angiographic coronary artery disease and to be predictive of coronary events [11] . A CCS value of zero is interpreted as the tested individual having no calcium in the coronary arteries. Any positive amount of coronary calcium can be quantified by EBT in a continuous manner.
To evaluate the discriminating ability of CCS, we explored a prospective cohort study of 10,377 asymptomatic individuals [11] who were referred by their primary care physicians between 1996 and 2000 for coronary calcium screening with EBT. Patients with a history of coronary disease (i.e., a history that included admission to the hospital for chest pain, acute coronary syndrome, or myocardial infarction, as well as prior coronary angiography and revascularization) were excluded. Patients in our cohort who had an myocardial infraction (MI) within two years from the EBT test were classified as being in the diseased group and otherwise were considered to be in the healthy group. In Section 2 we review the MW approach and show how the TN method can be developed to estimate the AUC for data such as that of the CCS marker. These two approaches are compared in terms of bias and root mean square error (RMSE) via an extensive simulation study that is discussed in Section 3. For the CCS marker data, information on explanatory variables can influence both the ROC curve and its AUC [7] . Section 4 shows how the parametric ROC and its corresponding AUC estimates can be adjusted for such covariate information. This adjustment is applied to the CCS marker. Section 5 provides a concluding discussion. 
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Using the non-zero observations on the diseased and healthy subjects, i.e. an appropriate likelihood function can be built [7] and optimized resulting in λˆ, the maximum likelihood estimate of λ . Computing the sample means and standard deviations from the data transformed by λˆ and using them in (2) results in Â . Using the delta method; The TN method described above can similarly be used to estimate sensitivity and specificity thus providing a parametric estimating procedure for the ROC curve.
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Estimation for the CCS marker
As discussed in the introduction the non-zero marker values showed considerable skewness for both diseased and healthy groups. Q-Q plots also confirmed this strong skewness. Applying the Box-Cox procedure resulted in λˆ=0.021 which is quite close to 0 suggesting a log transformation. The ROC curves estimated as described in Section 2.3 by both the empirical and TN methods are given in Figure 4 , which shows that these curves are virtually the same.
In order to examine how comparable the MW and TN estimates of AUC are in a variety of different scenarios we carried out a simulation study described in the next section.
Simulation study for comparing the AUC estimators
We compared the MW and the TN estimators of AUC for spiked data in terms of bias and RMSE for a wide variety of scenarios through an extensive simulation study. Our simulations cover a variety of different distribution shapes and probabilities of observing zero, each for several choices of AUC and with sample size M=N=40, 100, 200. Data was generated from the mixture distributions. In order to obtain various shapes for the continuous part of the distribution data was generated from the Box-Cox power transformation model using λ =-2, -1, -0.5, 0, 0.5, 1, 2 as well as the gamma distribution. For calculating bias and RMSE, 1000 simulations for each scenario were carried out. The results are summarized in Table 1 . For brevity the results for sample size 100 and for the gamma distribution are not presented, as they are almost identical to those in Table 1 . The MW estimator is known to be unbiased and the small bias estimates appearing in the Table are the result of simulation noise. Both the bias and RMSE of the two estimators are essentially equivalent. This contrasts with the results of Faraggi and Reiser [6] , which for data without spikes at zero found the TN estimators to be generally better in terms of RMSE.
In addition, for each of the above simulations, nominal 95% confidence intervals were computed for both the MW and TN methods as described in Sections 2.2 and 2.3. The observed coverage probabilities (percentage out of 1000 confidence intervals for each scenario that contain the true AUC) were obtained and are summarized in Table 2 . In this Table bold 
Adjusting for explanatory variables

Theoretical development
For the CCS data we have available information on the age and gender for each subject. Such explanatory factors (covariates) may influence the discriminatory accuracy of the marker of interest. We would like to evaluate this influence on the ROC curve and its associated AUC. Faraggi [14] and Smith and Thompson [15] considered adjustments for continuous covariates while Tostesen and Begg [16] considered ordinal test results. We will show how the TN approach for spiked data can be adjusted for covariates using standard linear and logistic regression methods. The above regression models only apply to the non-zero part of the mixture distribution of the marker. The probability that the marker is zero (for the diseased or healthy subjects) may also be influenced by covariates. A logistic model can be used to model these probabilities. We write for the diseased and healthy groups 
Application to CCS data
For the CCS marker data information on each subject's age and gender are available. We first examined the linear regression models (5) after a log transformation using age, gender and the age-gender interaction as possible explanatory variables. For the diseased group only the interaction term was not found to be statistically significant (p-value=0.286) while for the healthy group all these covariates were statistically significant. Residual analysis showed no reason to reject the normal assumption for the log transformed marker data. The logistic models (6) were also applied and age, gender and the interaction term were found to be necessary for both the healthy and diseased groups.
These models were then used to estimate the ROC curve and the AUC as function of age and gender. For women the tale is quite different. It is believed that the quick progression of atherosclerosis begins with peri-menopause and progresses rapidly through menopause. This is due to the protective effects of hormones before menopause. The prevalence of zero coronary calcium prior to age 50 is close to 100 percent [19] .
Consequently for younger women CCS will have little or no discriminatory ability.
This is clearly seen in Figures 5 and 6b . As women age there is an increase in the prevalence of coronary calcium and the discriminatory ability of CCS increases, approaching that of the men, for women in their fifties (around the age of menopause). As women continue to age the discriminatory ability of the CCS marker decreases with age in a manner similar to that observed for men.
We see that if age and gender are ignored (AUC=0.73, ROC as in Figure 4) the resulting conclusions on the marker effectiveness are misleading.
Discussion
This paper discusses ROC analysis for marker data that has a mass at zero and (6) . Estimation for models (5) and (6) follows using standard methodology resulting in
We denote the estimated covariance matrices obtained from the linear and logistic models as
Consequently from model (5)
The delta method gives . Repeatedly applying the delta method to (3) and (4) gives 
