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Abstract
This thesis is concerned with the construction of asymptotically conical (AC)
Calabi-Yau manifolds.
We provide an alternative proof of a result by Goto that states that the basic
(p, 0)-Hodge numbers of a positive Sasaki manifold vanish for p > 0. Our main
theorem then gives sufficient conditions on a non-compact Ka¨hler manifold to admit
an AC Calabi-Yau metric in each compactly supported Ka¨hler class. As a corollary
to this, we recover a result of van Coevering which guarantees the existence of an AC
Calabi-Yau metric in each compactly supported Ka¨hler class of a crepant resolution
of a Calabi-Yau cone. It also follows that we are able to give sufficient conditions on
a pair (X, D) , where X is a compact Ka¨hler manifold and D is a divisor supporting
the anti-canonical bundle of X , for X\D to admit an AC Calabi-Yau metric in each
compactly supported Ka¨hler class. We extend this last result to include cohomology
classes in a specified subset of H2(X\D, R) containing the compactly supported
Ka¨hler classes. By imposing the condition h2, 0(X) = 0 on X , we can ensure that
X\D contains an AC Calabi-Yau metric in every cohomology class in H2(X\D, R)
that can be represented by a positive (1, 1)-form. This gives rise to new families of
Ricci-flat Ka¨hler metrics on certain non-compact Ka¨hler manifolds.
We furthermore construct AC Calabi-Yau metrics on smoothings of certain Calabi-
Yau cones whose underlying complex space can be described by a complete intersec-
tion. As a consequence of the rate of convergence of these metrics to their asymptotic
cone, we deduce from a theorem of Chan that any singular compact Calabi-Yau 3-
fold with singularities modelled on the cubic
∑4
i=1 z
3
i = 0 in C4 , or on the complete
intersection of two quadric cones in C5 , both endowed with appropriate Ricci-flat
metrics, admits a deformation. This last result is consistent with work of Gross.
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Chapter 1
Introduction
1.1 Motivation and Formulation of the problem
In 1954, Calabi posed his now well-known conjecture, the Calabi conjecture, a special
case of which states that any compact Ka¨hler manifold with vanishing first Chern class
admits a unique Ricci-flat Ka¨hler metric in each Ka¨hler class. Calabi himself solved
the uniqueness part of this conjecture, but it took until 1978 for Yau [108] to resolve
the existence part. Yau’s proof involved deriving difficult a priori estimates in order
to solve a complex Monge-Ampe`re equation. The affirmation of the Calabi conjecture
completely solved the problem of finding Ricci-flat Ka¨hler metrics on compact Ka¨hler
manifolds, giving the vanishing of the first Chern class as a necessary and sufficient
condition for such a metric to exist.
With the resolution of this problem in the compact case, a natural question to ask
is whether or not Yau’s theorem has some extension to non-compact Ka¨hler manifolds.
In trying to even formulate a version of the Calabi conjecture for non-compact Ka¨hler
manifolds, two issues arise. Firstly, what is meant by a Ka¨hler class on a non-compact
Ka¨hler manifold M ; and secondly, what is the analogue of the vanishing of the first
Chern class for M . The first of these two problems is overcome by defining a Ka¨hler
class to be any cohomology class in H2(M, R) that can be represented by a positive
real (1, 1)-form. As for the second, we replace “c1(M) = 0” with the hypothesis
that M has trivial canonical bundle. Accordingly, with these two notions in mind,
we can state a version of the Calabi conjecture for non-compact Ka¨hler manifolds in
the form of the following question.
(∗) Given a non-compact Ka¨hler manifold M with trivial canonical bundle KM , is
it possible to find a Ricci-flat Ka¨hler metric in each Ka¨hler class of M ?
In general, this question is a very hard open problem, and as yet there is no definitive
theory. It therefore helps to consider some sort of simplification or special case of (∗) .
In the literature, there exist examples of Ricci-flat Ka¨hler metrics on non-compact
Ka¨hler manifolds that display a wide variety of different geometries at infinity [20,
52, 60, 67, 82, 99]. Thus, one means of simplification would be to restrict attention
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to finding Ricci-flat Ka¨hler metrics with some sort of prescribed asymptotics. For
example, one could look for metrics that are asymptotic to some standard model at
infinity. More generally, one might consider Ricci-flat Ka¨hler metrics whose metric
balls exhibit some specified volume growth rate.
With regard to geodesic balls on a non-compact Ricci-flat manifold, it is possible
to show, by combining the Bishop-Gromov comparison theorem with a result of Yau
[107], that their volume growth must be at least linear and at most Euclidean. This is
something that must be taken into account when it comes to prescribing asymptotics
for the Ricci-flat Ka¨hler metrics that one intends to consider.
Now, Ricci-flat Ka¨hler metrics exhibiting Euclidean volume growth tend to be the
simplest, and one class of such metrics, considered by Joyce and others, are Ricci-flat
asymptotically locally Euclidean (ALE) Ka¨hler metrics. These are metrics that, in a
suitable sense, asymptote towards Cn/Γ outside some compact subset, where Γ is
a finite group of special unitary transformations acting freely on Cn\{0} . Examples
include those of Joyce [60] on crepant resolutions of Cn/Γ with Γ as before, which
themselves encompass Kronheimer’s hyperka¨hler metrics on crepant resolutions of
rational surface singularities [68] and Calabi’s examples on the blowup of Cn/Zn at
the singularity [17].
A more general class of Ricci-flat Ka¨hler manifolds that also exhibit Euclidean
volume growth are asymptotically conical (AC) Ricci-flat Ka¨hler manifolds. These
are Ricci-flat Ka¨hler manifolds that resemble a Ricci-flat Ka¨hler cone outside some
compact subset, and in particular include Ricci-flat ALE Ka¨hler manifolds. Notice
that, as quotients of Cn , the asymptotic models of Ricci-flat ALE Ka¨hler manifolds
are quite easy to come by. The same thing cannot be said however for the asymptotic
models of Ricci-flat AC Ka¨hler manifolds. It is a highly non-trivial problem in itself
to construct examples of Ricci-flat Ka¨hler cones that are not some quotient of Cn .
The most elementary example of a Ricci-flat Ka¨hler cone that is not a quotient
of Cn can be constructed from the affine quadric
∑4
i=1 z
2
i = 0 in C4 . This variety
is known as the conifold and it admits a Ricci-flat Ka¨hler cone metric with a high
degree of symmetry. Indeed, as a result of its symmetry, the metric can be written
down explicitly [20]. One can easily verify that the base of this cone is S2 × S3 , and
thus see that it cannot possibly be some quotient of affine space.
Now, the conifold has a so-called “small resolution”, where one replaces the sin-
gularity with a holomorphic S2 to obtain a smooth Ka¨hler manifold, and also a
“smoothing”, defined as the affine quadric
∑4
i=1 z
2
i = 1 in C4 . Both these manifolds
themselves may be endowed with Ricci-flat Ka¨hler metrics possessing a high degree
of symmetry. The construction of these metrics involves solving an ODE and, like
the Ricci-flat Ka¨hler metric on the conifold, they can be written down explicitly [20].
By studying their explicit expressions, one can check that they are AC and moreover,
that they are asymptotic to the Ricci-flat cone metric on the conifold. Thus, these
metrics serve as examples of Ricci-flat AC metrics that are not ALE. In string theory,
they have a fundamental role. They play a part in what is known as a “conifold
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transition”, the simplest example of a “geometric transition”. As this topic is one we
are not concerned with in this thesis, we refer the interested reader to [89] for details.
The Ricci-flat AC metric on the smoothing of the conifold fits into a hierarchy
of Ricci-flat AC metrics constructed by Stenzel. In [95], he constructs, by means
of solving an ODE, a Ricci-flat AC Ka¨hler metric on the smoothing
∑n
i=1 z
2
i = 1
of the affine quadric in Cn for each n . These metrics are relatively simple in the
sense that they again have a high degree of symmetry. For n = 3, one recovers the
Eguchi-Hanson metric of [27], an example of a Ricci-flat ALE Ka¨hler metric.
The main focus of attention in this thesis will be on the construction of AC Calabi-
Yau manifolds. Roughly speaking, these are Ricci-flat AC Ka¨hler manifolds with a
non-zero covariantly constant section of the canonical bundle converging, at infinity,
to a corresponding section of the canonical bundle of the cone. The question that we
consider is a special case of (∗) , where the aforementioned Ricci-flat Ka¨hler metrics
are AC. Specifically, it can be phrased as follows.
(∗∗) Let M be a non-compact Ka¨hler manifold with trivial canonical bundle KM ,
which, outside some compact subset, is diffeomorphic to the unbounded end of
a Ricci-flat Ka¨hler cone C0 , and whose complex structure is asymptotic to that
on the cone outside this subset. Does each Ka¨hler class of M admit a Ricci-flat
AC Ka¨hler metric asymptotic to the Ricci-flat Ka¨hler metric on C0 ?
The reason why the manifold M here is assumed to have only one end is because,
using the Cheeger-Gromoll splitting theorem and the curvature properties of an AC
metric, one can show that this is a necessary condition on a non-compact manifold
to admit a Ricci-flat AC metric.
Aside from the fact that (∗∗) provides a substantial simplification of (∗) , mo-
tivation for concentrating specifically on Ricci-flat AC Ka¨hler manifolds also stems
from physics. As alluded to before, these manifolds are important in string theory in
relation to geometric transitions and the AdS/CFT correspondence.
From the mathematical viewpoint, Yau has a longstanding open conjecture, one
version of which states that any complete non-compact Ricci-flat Ka¨hler manifold that
is compactifiable as a smooth manifold is also compactifiable as a complex manifold.
One would hope that Ricci-flat AC Ka¨hler manifolds, as a source of examples of
non-compact Ricci-flat Ka¨hler manifolds, may shed some light on this conjecture.
1.2 A general approach to the problem
There are two standard approaches to tackling question (∗) . The first is to take a
Ka¨hler representative ω of some Ka¨hler class [ω] on M , run the Ka¨hler-Ricci flow
on ω , and hope that the flow converges to a Ricci-flat Ka¨hler metric. If it does
converge, then the limiting metric will necessarily lie in the same Ka¨hler class as [ω] .
Alternatively, one can, like Yau, reformulate the problem in terms of solving a Monge-
Ampe`re equation. Let us recall how to do this.
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As before, we take a Ka¨hler representative ω of some Ka¨hler class [ω] on M . Due
to the fact that M has trivial canonical bundle, the Ricci form of ω admits a global
Ricci potential f . Indeed, if we take a nowhere vanishing holomorphic section Ω of
KM (i.e., a holomorphic volume form on M ), then we can take f to be
f := log
(
Ω ∧ Ωˉ
ωn
)
, (1.1)
where n is the complex dimension of M . With this global expression for the Ricci
potential of ω , it suffices to solve the complex Monge-Ampe`re equation
(ω + i∂∂ˉφ)n = ef ωn, (1.2)
for a smooth function φ on M in order to obtain a Ricci-flat Ka¨hler metric (namely
ω + i∂∂ˉφ) in [ω] . Because of the i∂∂ˉ -lemma, in the compact case, solving (1.2) is
equivalent to finding a Ricci-flat Ka¨hler metric in [ω] ,
We remark that, although these two approaches at first sight seem very different,
the analytic problems that one encounters in both are quite similar in the sense that
the estimates required to solve the complex Monge-Ampe`re equation bear resemblance
to those that are required to show long-time existence and uniform convergence of
the Ka¨hler-Ricci flow. (Compare [21] with [108]).
Now, from these two approaches, it is the latter one that we take in our attempt
to answer question (∗∗) . This requires some existence theory for solutions to the
complex Monge-Ampe`re equations on non-compact Ka¨hler manifolds. As it turns
out, this existence theory already exists in the literature, namely through the work of
Tian and Yau [100], Joyce [60], and others. However, in order to apply this theory,
the function f in (1.2) must decay to zero at infinity. A priori, it is not obvious at
all that this is the case. Staring at (1.1) and taking into account the dependency
of f on ω , we see that the representative ω of its Ka¨hler class must be chosen
in such a way that we get the necessary asymptotics on f . This highlights the
main difficulty in applying the existence theory – a background Ka¨hler form must be
constructed in each Ka¨hler class so that its Ricci potential decays to zero at infinity.
One solution of this problem is given in the work of Tian and Yau [100], where they
have additional geometric assumptions on the geometry of the manifold M in (∗∗) .
The approach taken in this thesis is to first prove a version of the i∂∂ˉ -lemma for AC
Ka¨hler manifolds and then use it, together with the asymptotics imposed in (∗∗) ,
to construct a background Ka¨hler metric in each Ka¨hler class, the Ricci potential of
which decays sufficiently fast to allow us to apply the existence theory for solutions
of (1.2). Note that only in certain circumstances are we able to construct a suitable
background metric in every Ka¨hler class. Nevertheless, our methods do produce a
suitable background metric in each Ka¨hler class in a specified subset of the Ka¨hler
cone of M , the exact subset here depending upon the geometric assumptions on M .
18
1.3 Previous results
The most general theorem to date for the construction of Ricci-flat Ka¨hler metrics
with specifically Euclidean volume growth is due to Tian and Yau [100]. This theorem
gives sufficient conditions on a Ka¨hler orbifold X and a smooth divisor D in X
for X\D to admit such a Ka¨hler metric. Roughly, it takes the following form.
Theorem 1.3.1 (Tian & Yau [100]; cf. Thm. 4.3.5). Let X be a compact Ka¨hler
orbifold and let D be a divisor in X containing the singular set of X . If the line
bundle [D] induced by D on X satisfies −KX = α[D] for some α > 1 , then, under
additional technical assumptions on the complex geometry of X and D , the existence
of a Ricci-flat Ka¨hler metric with Euclidean volume growth on X\D is guaranteed by
the existence of a Ka¨hler-Einstein metric on D .
The “additional technical assumptions” on X and D in this theorem imply that D
is Fano. In particular, the question here as to whether or not D admits a Ka¨hler-
Einstein metric is highly non-trivial.
Tian and Yau do not deal with the finer details of the asymptotic geometry of
the Ricci-flat metrics they construct. Notably, they do not specify the asymptotic
model of the resulting Ricci-flat metrics nor do they specify the rate of convergence of
the metrics to their asymptotic model. Nevertheless, Joyce [60] was able to do both
of these things for the Ricci-flat Ka¨hler metrics he constructs on crepant resolutions
of Cn/Γ. (Here, Γ is a finite subgroup of SU(n) acting freely on Cn\{0}).
Theorem 1.3.2 (Joyce [60]; cf. Thm. 4.1.1). Let π : X −→ Cn/Γ be a crepant
resolution of Cn/Γ with Γ a finite subgroup of SU(n) acting freely on Cn\{0} .
Then in each Ka¨hler class of ALE Ka¨hler metrics on X , there exists a unique Ricci-
flat ALE Ka¨hler metric that asymptotes towards the flat metric on Cn/Γ at some
specified rate.
Following this, van Coevering [103] generalised Joyce’s result to include the compactly
supported Ka¨hler classes on a crepant resolution of a Ricci-flat Ka¨hler cone.
Theorem 1.3.3 (Van Coevering [103]; cf. Cor. 4.2.7). Let π : X −→ C0 be a crepant
resolution of a Ricci-flat Ka¨hler cone C0 . Then in each compactly supported Ka¨hler
class on X , there exists a unique Ricci-flat AC Ka¨hler metric that asymptotes towards
the Ricci-flat metric on C0 at some specified rate.
Notice again the statement in this theorem involving the asymptotics of the Ricci-flat
Ka¨hler metric.
Goto [39] was able to extend van Coevering’s result to include every Ka¨hler class
on a crepant resolution of a Ricci-flat Ka¨hler cone.
Theorem 1.3.4 (Goto [39]; cf. Thm. 4.1.2). Let π : X −→ C0 be a crepant resolution
of a Ricci-flat Ka¨hler cone C0 . Then in each Ka¨hler class on X , there exists an
AC Calabi-Yau metric that asymptotes towards the Ricci-flat metric on C0 at some
specified rate.
19
In Chapter 4, precise statements of all these results shall be given. In particular,
we shall make clear what we mean here by the term “specified rate”.
1.4 The main results
The main result coming out of this thesis is Theorem 4.2.1, which gives sufficient
conditions on the manifold M in (∗∗) to admit an AC Calabi-Yau metric in each
compactly supported Ka¨hler class. Of particular interest are the two corollaries of
this theorem. The first one we obtain is the theorem by van Covering quoted above,
namely Theorem 1.3.3. The second one is reminiscent of Theorem 1.3.1 and can be
stated as follows.
Theorem 1.4.1 (cf. Cor. 4.2.9). Let X be a compact Ka¨hler manifold of complex
dimension n ≥ 2 , and suppose that there exists a smooth divisor D in X satisfying
−KX = α[D] for some α ∈ N , α ≥ 2 , where [D] is the line bundle associated to D .
If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then each
compactly supported Ka¨hler class on X\D admits an AC Calabi-Yau metric which
asymptotes towards its conical model at a specified rate of convergence.
By working harder, we are able to extend the previous theorem to a subset of the
Ka¨hler cone of X\D containing the compactly supported Ka¨hler classes.
Theorem 1.4.2 (cf. Thm. 4.3.1). Let X be a compact Ka¨hler manifold of complex
dimension n ≥ 2 , and suppose that there exists a smooth divisor D in X satisfying
−KX = α[D] for some α ∈ N , α ≥ 2 .
If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then each
Ka¨hler class on X\D , in a specified subset of the Ka¨hler cone containing the com-
pactly supported Ka¨hler classes, admits an AC Calabi-Yau metric which asymptotes
towards its conical model at a specified rate of convergence.
Due to the dropping of the “technical assumptions” on X and D , and the fact that
this theorem results in an AC Calabi-Yau metric with specified asymptotics in each
Ka¨hler class in some subset of the Ka¨hler cone of X\D , this theorem could, in some
respect, be considered a refinement of Theorem 1.3.1 in the case that the compact
orbifold X in Theorem 1.3.1 is a manifold.
In the special case that the (2, 0)-Hodge number of X vanishes, we are able to
show that Theorem 1.4.2 covers all the Ka¨hler classes.
Corollary 1.4.3 (cf. Cor. 4.3.2). Let X be a compact Ka¨hler manifold of complex
dimension n ≥ 2 with h2, 0(X) = 0 , and suppose that there exists a smooth divisor
D in X satisfying −KX = α[D] for some α ∈ N , α ≥ 2 .
If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then every
Ka¨hler class on X\D admits an AC Calabi-Yau metric which asymptotes towards its
conical model at a specified rate of convergence.
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This last corollary applies in particular whenever X (and hence D ) is Fano. By
computing the Ka¨hler cone of X\D in this case, we demonstrate that Corollary 1.4.3
does actually give rise to new families of Ricci-flat Ka¨hler metrics (cf. Corollary 4.3.3).
By appealing to our main theorem, Theorem 4.2.1, we also construct AC Calabi-
Yau metrics on smoothings of certain Ricci-flat Ka¨hler cones whose underlying com-
plex space is a complete intersection. The rates we obtain for the convergence of these
metrics to their respective asymptotic cone are sharper than those given by any of the
theorems above, and are in fact good enough to deduce the following corollary of a
theorem by Chan [22] concerning the deformability of a singular compact Calabi-Yau
3-fold with conical singularities.
Corollary 1.4.4 (cf. Cor. 5.5.4). Any compact Calabi-Yau 3 -fold with conical sin-
gularities modelled on the cubic cone
∑4
i=1 z
3
i = 0 in C4 , or on the complete inter-
section of two quadric cones in C5 , both endowed with appropriate Ricci-flat Ka¨hler
cone metrics and holomorphic volume forms, admits a deformation.
The reader is referred to Definition 5.5.2 for the precise definition of a “Calabi-Yau
3-fold with conical singularities”. It is important to note that, as of yet, no compact
examples of such manifolds exist in the literature. Even so, this corollary is seen to
be consistent with the work of Gross [48].
One thing that we do not discuss in this thesis is the uniqueness properties of AC
Calabi-Yau metrics. For results in this direction, one should consult the work of van
Coevering [102].
Let us finally remark that some of our results here may appear to overlap with
[101, Thm. 1.3]. However, as is shown in Appendix B, this is not the case.
1.5 Overview of the chapters
The first step in understanding Ricci-flat Ka¨hler metrics on non-compact Ka¨hler
manifolds with specified asymptotics is to understand the geometry and construction
of possible asymptotic models. In our case, this involves the construction of Ricci-flat
Ka¨hler cones, or equivalently, the construction of Sasaki-Einstein manifolds. Chapter
2 of this thesis provides an introduction to Sasakian geometry, with a particular
emphasis on those theorems from complex geometry that extend to the Sasaki world.
In the course of Chapter 2, we show that the analogue in Sasakian geometry of the
proof of Dolbeault’s theorem on complex manifolds does not suffice to prove a version
of Dolbeault’s theorem for Sasaki manifolds, thus leaving it open whether or not such
a theorem holds on Sasaki manifolds. The main result of this chapter is an alternative
proof of a vanishing theorem by Goto for the basic (p, 0)-Hodge numbers of a positive
Sasaki manifold.
In Chapter 3, we introduce the terminology involved and the general framework
within which we work in our construction of AC Calabi-Yau manifolds. In particular,
we define precisely what we mean by the terms we have made use of here, such as
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“AC Calabi-Yau”. We also acquaint ourselves with the analytic tools we will use to
construct AC Calabi-Yau manifolds.
Chapter 4 contains the main results of this thesis as outlined above. We begin this
chapter by recalling the proof of Goto’s existence theorem for Ricci-flat AC Ka¨hler
metrics in each Ka¨hler class of a crepant resolution of a Ricci-flat Ka¨hler cone, before
presenting our own results. We then consider a particular example to which our
results apply. We conclude this chapter with a precise statement of Theorem 1.3.1
and a discussion involving some questions that arise in the construction of Ricci-flat
AC metrics.
In Chapter 5, we consider AC Calabi-Yau metrics on smoothings of Calabi-Yau
cones whose underlying complex space can be described by a complete intersection.
We compute the rate of convergence of the holomorphic volume forms for several
examples, and use these rates to construct AC Calabi-Yau metrics with more refined
asymptotics on the smoothing in question. We finish Chapter 5 by relating these AC
Calabi-Yau metrics to the work of Chan.
The first part of Appendix A collects together the background material on complex
spaces and singularities required principally for the proof of the i∂∂ˉ -lemma on 1-
convex manifolds (Proposition 4.2.2). The latter part of this appendix contains some
theory on infinitesimal neighbourhoods and the Formal Principle necessary for the
understanding of Appendix B.
Appendix B is a remark on a paper by van Coevering concerning our results in
Chapter 4.
1.6 Notation and conventions
Here are some notations and conventions we adopt throughout this thesis.
1. All manifolds in Chapter 2 are assumed to be compact and without boundary.
2. If W is a vector space, then we embed ΛrW inside ⊗rW via the map
w1 ∧ . . . ∧ wr =
∑
σ ∈Sr
Sign(σ) ∙ wσ(1) ⊗ ∙ ∙ ∙ ⊗ wσ(r)
for all w1, . . . , wr ∈ W . Similarly, we denote the r th symmetric power of W
by SymrW , and embed SymrW inside ⊗rW via the map
w1w2 . . . wr =
∑
σ ∈Sr
wσ(1) ⊗ ∙ ∙ ∙ ⊗ wσ(r)
for all w1, . . . , wr ∈ W . Both these conventions extend to vector bundles over
manifolds in the obvious way.
3. By a “divisor”, we mean an irreducible codimension one analytic subset of a
complex manifold. In particular, for us, a divisor will only have one component
and will not have any multiplicities attached to it.
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4. If D is a divisor in a complex manifold X , we use D , [D] , and occasionally
OX(D) , to denote the line bundle on X induced by D . For the dual line
bundle, we write −D , −[D] , and sometimes OX(−D) .
5. C will denote a generic constant that may change from line to line.
6. The sphere of radius one in Rn+1 is denoted by Sn . So in particular,
S2n−1 =
{
(z1, . . . , zn) ∈ Cn :
n∑
i=1
|zi|2 = 1
}
.
7. Any geometric object associated to a cone has a subscript zero. So for example,
the cone itself could be denoted by C0 , and the metric, complex structure, and
holomorphic volume form on the cone could be denoted by g0 , J0 , and Ω0
respectively.
8. Suppose an open subset of a manifold has coordinates (x1, . . . , xn) . Given
1 ≤ j ≤ n , we define ∂xj := ∂∂xj . Similarly, if (z1, . . . , zn) are holomorphic
coordinates on an open subset of a complex manifold, then for 1 ≤ j ≤ n , we
write ∂zj as shorthand for
∂
∂zj
.
9. If 〈∙ , ∙〉 is a Hermitian inner product on a complex vector space V , then our
convention is to take conjugation in the second argument, i.e., 〈aX, bY 〉 =
abˉ 〈X, Y 〉 for a, b ∈ C and X, Y ∈ V .
10. Suppose that R, T, β ∈ R and f : [T, ∞) −→ R and g : [R, ∞) −→ R are
functions. We write f(t) = O(tβ) to mean that |t−βf(t)| is bounded as t −→
∞ . If it so happens that f(t)
g(t) −→ 0 as t −→∞ , then we write f(t) = o(g(t)) .
11. If M is a complex manifold with complex structure J , then we get an induced
complex structure, also denoted by J , on the cotangent bundle T ∗M . Our
convention is to define this induced complex structure by Jα := α ◦ J for any
one-form α .
12. If (M, g) is a Riemannian manifold, then we denote the Laplacian of g acting
on functions by Δg . In local coordinates (x1, . . . , xn) on M , we write
Δgf = −
n∑
j, k=1
1√
det(g)
∂
∂xj
(
gjk
√
det(g)
∂f
∂xk
)
,
where g =
∑n
i, j=1 gij dxi ⊗ dxj and (gij) = (gij)−1 . If M is compact, then,
with this convention, the eigenvalues of Δg are non-negative.
The notation introduced above may be reiterated at certain places. In the following
tables, we summarise some more of the notation in use in this thesis. Most of it is
standard. All other notation shall be introduced and explained at the relevant points
throughout the thesis.
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Notation Meaning Definition
Chapter 2 onwards
D the kernel of the global contact form η §2.1.1
gT the transverse metric §2.3.1
∇T the Levi-Civita connection of gT —
RT the curvature tensor of gT —
RicT the transverse Ricci curvature of gT —
ρT the transverse Ricci form —
C∞B the sheaf of smooth basic functions §2.4.1
ΛpB the sheaf of sections of smooth basic p-forms –
dB the exterior derivative restricted to basic forms —
HrB(M) the basic de Rham cohomology group of a Sasaki
manifold M
—
brB the rth basic Betti number —
ΓB(W, D) the set of foliate sections of D over an open set W
in a Sasaki manifold
§2.4.2
?ˉ the basic Hodge star operator §2.4.3
〈∙ , ∙〉B the L2-inner product on basic forms —
δB the adjoint of dB with respect to 〈∙ , ∙〉B —
ΔB the basic Laplacian —
Λp, qB the sheaf of sections of smooth basic (p, q)-forms §2.4.4
∂B , ∂ˉB the basic ∂- and ∂ˉ-operator respectively —
OB the sheaf of basic holomorphic functions —
Ωp, qB the sheaf of basic holomorphic (p, q)-forms —
(∙ , ∙)B the extension of 〈∙ , ∙〉B to a Hermitian inner product
on Λp, qB (M), where M is a Sasaki manifold
§2.4.5
∂∗B , ∂ˉ
∗
B the adjoint of ∂B and ∂ˉB with respect to (∙ , ∙)B —
Δ∂B , Δ∂ˉB the basic Laplacians associated to ∂B and ∂ˉB re-
spectively
—
Hp, qB (M) the (p, q)-basic Dolbeault cohomology group of a
Sasaki manifold M
§2.4.6
[ ∙ ]B both the basic Dolbeault cohomology class of a ∂ˉB-
closed form and the basic de Rham cohomology
class of a dB-closed form
—
hp, qB (M) the (p, q)-basic Hodge number of a Sasaki manifold
M
—
P kB(M) the set of basic primitive k-forms on a Sasaki man-
ifold M
§2.4.7
HrB(M)p the rth-basic primitive cohomology group of a
Sasaki manifold M
—
Hp, qB (M)p the (p, q)th-basic primitive Dolbeault cohomology
group of a Sasaki manifold M
—
cB1 (M) the basic first Chern class of a Sasaki manifold M §2.6.1
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Notation Meaning
General notation
g, g0, g
′, etc. Riemannian metrics
∇, ∇0, ∇′, etc. the Levi-Civita connection of some specified Riemannian metric
d volg the volume form of a metric g
g−1 the metric induced on the cotangent bundle by a metric g on the
tangent bundle
|T |g the norm of a tensor T with respect to a metric g
P2(k) the blowup of the complex projective plane P
2 at k points in
general position
Ω, Ω0, Ω
′, etc. holomorphic volume forms
J , J0, J
′, etc. complex structures
ω, ω0, ω
′, etc. Ka¨hler forms
TCxX the complexified tangent space TxX⊗C at a point x in a complex
manifold X
Λ1, 0J (T
C
xX)
∗ the set {ξ ∈ T ∗xX ⊗ C : ξ(Z) = 0, ∀Z ∈ T 0, 1x X}, where X is a
complex manifold with complex structure J and x ∈ X
Λ0, 1J (T
C
xX)
∗ the set {ξ ∈ T ∗xX ⊗ C : ξ(Z) = 0, ∀Z ∈ T 1, 0x X}, where X is a
complex manifold with complex structure J and x ∈ X
Λp, qJ the sheaf of sections of smooth differential forms of type (p, q)
on a complex manifold with respect to some complex structure
J
Ωp the sheaf of sections of holomorphic p-forms on a complex man-
ifold
∂J the usual operator ∂ : Λ
p, q
J −→ Λp+1, qJ on (p, q)-forms with
respect to some complex structure J
∂ˉJ the usual operator ∂ˉ : Λ
p, q
J −→ Λp, q+1J on (p, q)-forms with
respect to some complex structure J
Hr(X, C) the rth complex de Rham cohomology group of a complex man-
ifold X
Hp, q(X) the (p, q)-Dolbeault cohomology of a complex manifold X
Hp, q(X, E) the (p, q)-Dolbeault cohomology of a holomorphic vector bundle
E over a complex manifold X
NRD the real normal bundle of a smooth submanifold D in some am-
bient manifold
ND, N
1, 0D the holomorphic normal bundle of a complex submanifold D in
some ambient complex manifold
L× the blowdown of the zero section of a negative line bundle L over
a compact complex manifold
R+ the set {x ∈ R : x > 0}
| ∙ | the norm of an element of Cn with respect to the flat metric
id the identity endomorphism
φr the natural map from H
r
c (M, R) to Hr(M, R)
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Notation Meaning
General notation
‖ ∙ ‖op the operator norm
C∞0 (M) the set of smooth functions with compact support on a manifold
M
Γ(E) the set of smooth global sections of a vector bundle E
Γ(E|U ) the set of smooth sections of a vector bundle E over an open set
U
Further notation will also be introduced in Appendix A.
Regarding an n -complex dimensional Ka¨hler manifold M with complex structure
J and Ka¨hler metric g , our conventions are as follows. The Ka¨hler form ω , defined
by ω := g(J( ∙ ), ∙) , is given in local holomorphic coordinates (z1, . . . , zn) on M by
ω =
i
2
n∑
k, l=1
gklˉ dzk ∧ dzˉl.
Using ω and g , we define a Hermitian inner product h on (TM, J) by
h(X, Y ) := g(X, Y )− iω(X, Y ).
The complex linear extension of g to TM⊗C , also denoted by g , induces a Hermitian
inner product gC on T 1, 0M defined by gC(X, Y ) = g(X, Yˉ ) . Identifying (TM, J, h)
and (T 1, 0M, i, gC) via the canonical isomorphism X 7−→ 12 (X − iJX) yields the
relation 12h = gC . For the case M = R
2n , we find that in standard holomorphic
coordinates (z1 = x1 + iy1, . . . , zn = xn + iyn) ,
g =
1
2
n∑
i=1
dzi ⊗ dzˉi and ω = i
2
n∑
k=1
dzk ∧ dzˉk =
n∑
k=1
dxk ∧ dyk,
where g is the complex linear extension of the standard flat metric on Rn to TRn⊗C
and ω is the associated Ka¨hler form.
The Ricci form ρ of g is defined by ρ := Ric(g)(JX, Y ) and satisfies the equality
[ρ] = 2πc1(M) := −2πc1(KM ) in cohomology.
Finally, recalling point 11 above, the operators ∂J and ∂ˉJ on functions can be
written in terms of J as follows:
∂J :=
1
2
(d− iJ ◦ d) and ∂ˉJ := 1
2
(d+ iJ ◦ d).
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Chapter 2
Sasakian Geometry
Sasakian geometry may be regarded as the odd-dimensional analogue of Ka¨hler ge-
ometry. Our interest in it lies in the fact that Sasaki-Einstein manifolds provide us
with the asymptotic models for the Ka¨hler metrics we wish to construct. Indeed, a
compact boundaryless Riemannian manifold is Sasaki if and only if the metric cone
over it is Ka¨hler, and Sasaki-Einstein if and only if the metric cone over it is Ricci-flat
Ka¨hler. This yields one possible way to define Sasaki and Sasaki-Einstein manifolds
– in terms of metric cones. An alternative approach is to consider their transverse
geometry. This is the first point of view we take towards defining Sasaki manifolds,
before we focus on the former. After these initial definitions, we discuss the transverse
geometry of Sasaki manifolds, with particular emphasis on the transverse metric and
the corresponding transverse Ricci curvature. This will be followed up by a short
note on the classification of Sasaki manifolds. We then introduce basic differential
forms and foliate vector fields, objects that can be thought of as living on the local
leaf spaces of the Reeb foliation associated to a Sasaki manifold, as well as basic de
Rham cohomology. Having acquainted ourselves with these concepts, we are able to
define the basic Hodge star operator and the basic Laplacian.
At this point, we change gears slightly and turn our attention towards the trans-
verse complex geometry of a Sasaki manifold. This involves defining basic (p, q) -
forms on a Sasaki manifold, together with operators that act on such forms, namely
the transverse ∂ - and ∂ˉ -operators and their associated Laplacians. This leads us on
to the definition of basic Dolbeault cohomology, interesting from the point of view
that it is an invariant of the transverse complex structure of a Sasaki manifold. We
will then find that most of the properties of Dolbeault cohomology on a compact
Ka¨hler manifold carry over to the Sasakian world, with one exception – the Dolbeault
theorem. Even though we are unable to show that a transverse version of a theorem
of this type exists, we demonstrate that the proof of the Dolbeault theorem on a
complex manifold does not carry over to Sasaki manifolds. This will be done after
we define and discuss some aspects of basic primitive forms and basic primitive coho-
mology. In our discussion of these forms, we state yet another theorem from Ka¨hler
geometry that has an analogue in Sasakian geometry – the Hard Lefschetz theorem.
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As one shall see later, basic primitive forms and basic primitive cohomology have a
special prominence in Goto’s proof of Theorem 4.1.2, outlined in Chapter 4.
Now, the introduction of basic Dolbeault cohomology allows us to associate to
a Sasaki manifold a particular basic Dolbeault cohomology class, namely the basic
first Chern class cB1 . Akin to the complex case, this class is represented by the
basic Ricci form, a natural (1, 1)-form arising out of the transverse Ricci curvature
and transverse complex structure, and is an invariant of the underlying transverse
complex structure. Using it, we state another theorem worthy of note in Ka¨hler
geometry that has a counterpart in the Sasakian world – the Calabi-Yau theorem.
The transverse version was proved by El Kacimi-Alaoui [28] and roughly states that
any real basic (1, 1)-form representing the basic first Chern class is the Ricci form of
a unique transverse Ka¨hler form lying in a specified basic cohomology class. A precise
statement in terms of Sasaki structures will follow the introduction of the basic first
Chern class.
At this stage, one will have noticed that many of the main theorems in Ka¨hler
geometry have an analogue in Sasakian geometry (except possibly for the Dolbeault
theorem). With the notion of the basic first Chern class, we are able to define “pos-
itive” Sasaki manifolds, the analogue of Fano manifolds, as those Sasaki manifolds
whose basic first Chern class can be represented by a positive basic (1, 1)-form. As
is well-known, the (p, 0)-Hodge numbers of a Fano manifold vanish for p > 0. Thus,
one is inclined to ask: do the basic (p, 0)-Hodge numbers of a positive Sasaki mani-
fold vanish for p > 0? The answer to this question is yes, as was shown initially by
Boyer et al. [15, Prop. 2.4] for regular and quasi-regular positive Sasaki manifolds,
and then by Goto [39, Lemma 5.3] in general. We close the first part of this chapter
with an alternative proof of this vanishing, whereby we derive a transverse Bochner-
type inequality and mimic the proof in [5] that is used to establish the corresponding
vanishing on Fano manifolds.
An as yet unresolved problem for Fano manifolds concerns the existence of Ka¨hler-
Einstein metrics. This also has a counterpart in Sasakian geometry and takes the
following form: when does a positive Sasaki manifold admit a Sasaki-Einstein metric?
In the latter part of this chapter, we focus entirely on Sasaki-Einstein manifolds. A
definition will be given both in terms of their transverse Ka¨hler geometry and in terms
of cones, and several examples will be mentioned. Included in these examples will
be an ansatz, attributed to Calabi, that will generate almost all of the asymptotic
cones of the AC Ricci-flat Ka¨hler metrics to be constructed in forthcoming chapters.
We conclude this final section by discussing the precise relationship between Sasaki-
Einstein manifolds and the construction of AC Ricci-flat Ka¨hler manifolds.
By assumption, all manifolds we consider in this chapter are compact and without
boundary.
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2.1 Intrinsic definition of Sasaki manifolds
We begin with an intrinsic definition of a Sasaki manifold, following [14, Chp. 6]. It
will turn out that a Sasaki manifold is a contact manifold with a “transverse” Ka¨hler
structure. In order to say precisely what we mean by this, we must introduce on
contact manifolds a transverse version of each structure involved in the definition of
a Ka¨hler manifold. We start by discussing contact manifolds themselves and their
relation to transverse symplectic structures. (Note that our definition of a contact
manifold requires the choice of a particular global contact form).
2.1.1 Transverse symplectic structures
Let (M2n+1, η, ξ) be a triple, with M a (2n+1)-dimensional contact manifold with
global contact form η and Reeb vector field ξ . By definition, η ∧ (dη)n is nowhere
vanishing on M and ξ is the unique vector field on M satisfying η(ξ) = 1 and
ξy dη = 0. Let D (here and throughout) denote ker η , a codimension one maximally
non-integrable subbundle of TM . Then we have a canonical splitting TM = D⊕〈ξ〉 ,
where 〈ξ〉 denotes the real line bundle generated by ξ .
By Darboux’s theorem [9, Thm. 3.31], around each point in M , we can choose a
coordinate chart U := {(x1, . . . , xn, y1, . . . , yn, t)} so that
η = dt−
n∑
i=1
yi dxi and ξ =
∂
∂t
. (2.1)
In particular, in U , we have dη =
∑
i dxi ∧ dyi . Consider the projection map
ϕ : U −→ V := ϕ(U) ⊂ R2n, ϕ((x1, . . . , xn, y1, . . . , yn, t)) = (x1, . . . , xn, y1, . . . , yn).
(2.2)
The differential dϕ : TM |U −→ TV induces a pointwise isomorphism dyϕ|D : D|y −→
Tϕ(y)V for each y ∈ U . Using it, one may push forward dη to V to obtain a
symplectic form ω , where, at the point x ∈ V , ω is defined by
ω(x) := (ϕ∗|D)(dη|D) = dη ◦ ((dyϕ|D)−1 ⊗ (dyϕ|D)−1)
for any y in the pre-image of x under ϕ . The fact that Lξdη = 0 and ξydη = 0
ensures that ω is well-defined (cf. Definition 2.4.1). In coordinates
(u1, . . . , un, v1, . . . , vn)
on V , ω may be written as
ω =
n∑
i=1
dui ∧ dvi.
(V, ω) ⊂ R2n is therefore a symplectic manifold and we say that M carries a trans-
verse symplectic structure, in light of the fact that this construction can be repeated
at every point of M . Thus, any contact manifold is naturally a manifold carrying a
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transverse symplectic structure.
A local chart U := {(x1, . . . , xn, y1, . . . , yn, t)} on (M, η, ξ) in which the last
coordinate t satisfies ξ = ∂
∂t
is called a foliated coordinate chart. If, moreover, η
takes the form as given in (2.1), then we say that U is a Darboux coordinate chart.
Note that it is not necessary to use a Darboux coordinate chart in the above
discussion. Indeed, any foliated chart will do. The reason that we have chosen a
Darboux coordinate chart is that the transverse symplectic form coincides with the
standard symplectic form on R2n on the image of a Darboux coordinate chart under
the map ϕ .
We next move on to the definition of transverse (almost) complex structures on
contact manifolds.
2.1.2 Transverse (almost) complex structures
Let (M2n+1, η, ξ) be a contact manifold, and suppose that M is endowed with an
endomorphism Φ of the tangent bundle TM satisfying LξΦ = 0 and
Φ2 = − id+ξ ⊗ η. (2.3)
The fact that η(ξ) = 1 and Φ satisfies (2.3) implies that Φ has rank 2n and that
Φ ◦ ξ = 0 and η ◦ Φ = 0. (2.4)
(For a proof of these assertions, see [12, Thm. 4.1]). This latter identity states that
Φ preserves D , i.e., that Φ restricts to a map Φ|D : D −→ D . It thus follows from
(2.3) that Φ|D defines an almost complex structure on D .
Taking a Darboux coordinate chart (or indeed any foliated chart) U around any
point in M as before, we have the map ϕ : U −→ ϕ(U) := V ⊂ R2n defined by (2.2)
which induces a pointwise isomorphism dyϕ|D : D|y −→ Tϕ(y)V for each y ∈ U . Due
to the fact that Φ|D defines an almost complex structure on D and LξΦ = 0, Φ
descends to V and defines an endomorphism J of TV satisfying J2 = − id . In other
words, Φ induces an almost complex structure J on V . Because this construction
can be done around every point of M , we say that M admits a transverse almost
complex structure. At any point x ∈ V , J is given explicitly by
J(x) := (ϕ∗|D)(Φ|D) = dyϕ ◦ (Φ|D) ◦ (dyϕ|D)−1, (2.5)
where y is any point in U satisfying ϕ(y) = x .
If around every point of M the endomorphism J is actually integrable, then we
say that M admits a transverse complex structure.
In the same way that symplectic structures and (almost) complex structures come
together to define (almost) Ka¨hler structures, transverse symplectic structures and
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transverse (almost) complex structures give rise to transverse (almost) Ka¨hler struc-
tures.
2.1.3 Transverse (almost) Ka¨hler structures
Let (M2n+1, η, ξ, Φ) be a contact manifold with an endomorphism Φ of TM induc-
ing a transverse almost complex structure on M . Then, around each point in M ,
we have an associated triple (V, J, ω) , where (V, J) describes the transverse almost
complex structure and (V, ω) describes the transverse symplectic structure in some
neighbourhood U of the point in question. If it so happens that ω(X, JX) > 0 for all
nowhere vanishing X ∈ Γ(TV ) and ω(JX, JY ) = ω(X, Y ) for all X, Y ∈ Γ(TV ) , or
equivalently, that dη(X, ΦX) > 0 for all X ∈ Γ(D|U ) and dη(ΦX, ΦY ) = dη(X, Y )
for all X, Y ∈ Γ(D|U ) , then (V, J, ω) becomes an almost Ka¨hler manifold whose
metric gT := ω ◦ (id⊗J) lifts to U to define a metric gD := dη ◦ (id⊗Φ) on Γ(D|U ) .
If, in addition, J is actually integrable, that is, if Φ induces a transverse complex
structure on M , then V is a genuine complex manifold and (V, J, ω) is a Ka¨hler
manifold.
If around every point in M the transverse symplectic structure and transverse
almost complex structure fit together to give an (almost) Ka¨hler structure, then we
say that M has a transverse (almost) Ka¨hler structure.
This brings us on to the definition of Sasaki manifolds in terms of their transverse
geometry.
2.1.4 Sasaki structures and Sasaki manifolds
Let (M2n+1, η, ξ, Φ) be a contact manifold with Φ an endomorphism of TM induc-
ing a transverse complex structure on M and with η and Φ giving rise to a transverse
Ka¨hler structure on M . Define a metric g on M by
g := η ⊗ η + 1
2
dη ◦ (id⊗Φ). (2.6)
Then we call the quadruple (ξ, η, Φ, g) a Sasaki structure on M and such a manifold
M admitting a Sasaki structure is called a Sasaki manifold. We usually refer to the
quintuple (M, ξ, η, Φ, g) as a Sasaki manifold and the metric g as a Sasaki metric.
It is an easy consequence of the definition that the Reeb vector field ξ is Killing with
respect to g .
This definition of Sasaki manifolds does not immediately provide one with a clear
insight into why the metric cone over a Sasaki manifold is Ka¨hler. Likewise, given a
Ka¨hler cone, it is not immediately obvious why the base of the cone is Sasaki in terms
of the definition just given. In the following subsection, we state these relationships
explicitly.
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2.2 Definition of Sasaki manifolds in terms of metric
cones
Let us begin by defining what we mean by a metric cone.
Definition 2.2.1. Given a compact Riemannian manifold (M, g) , its metric cone
(C(M), g0) is a product C(M) := M × R+ of M with the positive real line R+ ,
equipped with the cone metric g0 := dr
2 + r2g . Here r > 0 is the natural coordinate
on R+ . We usually refer to the subset M × {1} ⊂ M × R+ as the base of the cone
and normally we make the identification M ' {1} ×M .
With this, it is easy to state an equivalent definition of Sasaki manifold to that
provided above.
Definition 2.2.2. A compact Riemannian manifold (M, g) is Sasaki if and only if
the metric cone (C(M) =M × R+, g0 = dr2 + r2g) is Ka¨hler.
If (M, g) is Sasaki and (C(M) = M × R+, g0 = dr2 + r2g) is the corresponding
Ka¨hler cone with complex structure J0 say, then the vector fields r
∂
∂r
and J0r
∂
∂r
are
holomorphic on C(M) . The vector field J0r
∂
∂r
is in addition Killing on C(M) . A
proof of these facts can be found in [77, App. A]. By making use of the Ka¨hlerian
property of g0 , it is easy to verify that the vector field J0r
∂
∂r
is also tangent to
surfaces of constant r .
To see the equivalence of this definition of Sasaki manifold with that from §2.1,
suppose that (C(M) =M × R+, g0 = dr2 + r2g) is a Ka¨hler cone with Ka¨hler form
ω0 and complex structure J0 . Then the one-form
η := −J0
(
dr
r
)
=
1
r2
g0
(
J0r
∂
∂r
, ∙
)
=
1
r2
(
r
∂
∂r
yω0
)
is a global contact form on M ' M × {1} with Reeb vector field ξ := J0r ∂∂r , and
the endomorphism Φ of TM , defined by
Φ =
{
J0 on ker η = D
0 on 〈ξ〉,
satisfies Φ2 = − id+ξ ⊗ η and LξΦ = 0. Moreover, after observing that Lr ∂∂r ω0 =
2ω0 , we find that ω0 can be written as
ω0 =
1
2
Lr ∂∂r ω0 =
1
2
d
(
r
∂
∂r
yω0
)
=
1
2
d(r2η)
= rdr ∧ η + r2dη = r(dr ⊗ η − η ⊗ dr) + r
2
2
dη
= r(dr ◦ J0 ⊗ η ◦ J0 − η ◦ J0 ⊗ dr ◦ J0) + r
2
2
dη ◦ (J0 ⊗ J0)
= dr ◦ J0 ⊗ dr + r2η ◦ J0 ⊗ η + r
2
2
dη ◦ (J0 ⊗ J0),
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an expression which forces g0 to take the form
g0 = dr
2 + r2(η ⊗ η + 1
2
dη ◦ (id⊗J0)).
Now, the form of this expression for g0 is one in which we can read off the correspond-
ing metric g on the base M of C(M) . In light of the definition of Φ, we see that it
takes the form as in (2.6). We deduce accordingly that the collection (M, ξ, η, Φ, g)
comprises a Sasaki manifold in the sense of §2.1.
Conversely, suppose that (M, ξ, η, Φ, g) is a Sasaki manifold in the sense of §2.1.
Then, on the metric cone (C(M), g0 = dr
2 + r2g) over M , we define an almost
complex structure J0 by
J0Y = −ΦY − η(Y )r ∂
∂r
and J0r
∂
∂r
= ξ,
and a symplectic form ω0 by ω0 =
1
2d(r
2η) . One can check that J0 is integrable
on C(M) (cf. [14, Cor. 6.5.11]) and that (C(M), J0, ω0) is a Ka¨hler manifold,
the Ka¨hler metric of which is exactly g0 . (One can moreover check that, with the
definition of J0 prescribed here, the vector field r
∂
∂r
is holomorphic). The pair (M, g)
thus constitutes a Sasaki manifold in the sense of Definition 2.2.2.
An important feature of a Ka¨hler cone is that half the square of its radial co-
ordinate function serves as a global Ka¨hler potential for its Ka¨hler form. Indeed,
if (C(M), J0, ω0) is a Ka¨hler cone with complex structure J0 and Ka¨hler form ω0 ,
then, as we have just seen, ω0 may be written as
1
2d(r
2η) , where η is a global contact
form on the base M ' M × {1} of C(M) and r is the radial coordinate. The fact
that the one-form η on M 'M × {1} can be realised as −J0
(
dr
r
)
thus infers that
ω0 =
1
2
d(r2η) = −1
2
d(J0rdr) = −1
4
d(J0dr
2)
=
i
4
d((∂ˉ − ∂)r2) = i
4
(∂ + ∂ˉ)((∂ˉ − ∂)r2)
=
i
2
∂∂ˉr2,
or equivalently, that r
2
2 is the Ka¨hler potential for ω0 , as asserted. For brevity, the
factor 12 shall sometimes be dropped in what follows.
2.3 The transverse geometry of Sasaki manifolds
2.3.1 The transverse metric and transverse curvature
For any Sasaki manifold (M, ξ, η, Φ, g) , the metric g induces a metric gD := dη ◦
(id⊗Φ) on D that is invariant along the flow of the Reeb vector field, i.e., LξgD = 0.
If we choose a foliated chart U = {(x1, . . . , x2n, t)} around each point in M , then,
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via the map
ϕ : U −→ V := ϕ(U) ⊂ R2n defined by ϕ((x1, . . . , x2n, t)) −→ (x1, . . . , x2n),
(2.7)
and the induced pointwise isomorphism dyϕ|D : D|y −→ Tϕ(y)V , y ∈ U , we obtain
a metric gT on V by requiring that dyϕ|D : (D|y, gD) −→ (TxV, gT ) is an isometry
for every x ∈ V and every y ∈ U in the pre-image of x under ϕ . The fact that
LξgD = 0 implies that this isometry condition is independent of the choice of y in
the pre-image. gT is therefore seen to take the form
gT (x) = g ◦ ((dyϕ|D)−1 ⊗ (dyϕ|D)−1)
at x ∈ V for any choice of y ∈ ϕ−1({x}) . We call gT the transverse metric associated
to g . It is Ka¨hler (because M is Sasaki) and is precisely the metric gT on V described
in §2.1.3.
Letting ∇T denote the Levi-Civita connection of gT on V , the curvature tensor
RT of gT is defined as
RT (X, Y ) = ∇TX∇TY −∇TY∇TX −∇T[X,Y ]
and the transverse Ricci curvature RicT of gT is defined as
RicT (X, Y ) =
∑
j
gT (RT (ej , X)Y, ej),
for vector fields X, Y on V . Here, {ej}j is a local orthonormal frame of TV with
respect to gT . If J is the complex structure on V , then, by virtue of the fact that
(V, gT ) is Ka¨hler, we are always free to choose a local gT -orthonormal frame of the
form {ek, Jek}k on V . Such a choice yields the following alternative formulation of
RicT :
RicT (X, Y ) =
∑
k
gT (RT (ek, Jek)JX, Y ).
(The proof of this statement makes use of the Ka¨hlerity of V and can be found in [5,
Prop. 4.57]). As on a Ka¨hler manifold, the differential two-form ρT := RicT ◦(J ⊗ id)
defines a closed real (1, 1)-form on V . We call this form the transverse Ricci form
of gT .
2.3.2 Classification of Sasaki manifolds
Sasaki manifolds are, by virtue of their definition, contact manifolds, hence exhibit
a Reeb vector field. If (M, ξ, η, Φ, g) is a Sasaki manifold, then by (2.6), |ξ|2g =
g(ξ, ξ) = η(ξ) = 1. In other words, ξ is nowhere vanishing. The orbits (or flow lines)
of ξ therefore give rise to a foliation of M , called the Reeb foliation, and the orbits
themselves are known as the leaves of the Reeb foliation. If all the orbits of ξ close,
then we get an associated S1 -action on M . If this action is free, the Sasaki manifold
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is called regular, otherwise one says that it is quasi-regular. If there exists at least one
orbit that does not close, we call the Sasaki manifold irregular.
If M is a regular (respectively quasi-regular) Sasaki manifold, then the images
of the local foliated charts under the projection map defined in (2.7), endowed with
the transverse Ka¨hler metric, glue together in the obvious way to give a compact
Ka¨hler manifold (resp. orbifold). Globally, this corresponds to taking the Riemannian
quotient of a regular (resp. quasi-regular) Sasaki manifold by the orbits of the Reeb
vector field. We call this compact Ka¨hler manifold (resp. orbifold) the underlying
Ka¨hler manifold (resp. orbifold) of the Sasaki structure. In the case of an irregular
Sasaki manifold, neither the gluing procedure nor the quotient results in anything
sensible.
Conversely, one can associate a regular Sasaki manifold to any negative line bundle
over any compact Ka¨hler manifold in the following way. One takes a compact Ka¨hler
manifold N say, and a negative line bundle L over N . By assumption, L admits a
Hermitian metric ‖∙‖ whose curvature form F∇ is negative. Equivalently, −iF∇ is a
Ka¨hler form on N . We define a function r on the total space of L by r(p, v) = ‖v‖ ,
where v is any vector in the fibre of L over p . The function r
2
2 is then the Ka¨hler
potential of a Ka¨hler cone metric on L× , the blowdown of the zero section of L . It
follows from Definition 2.2.2 that the S1 -bundle associated to L is a Sasaki manifold.
The orbits of the Reeb vector field of this Sasaki structure are the S1 -fibres and the
transverse symplectic form is given by −iF∇ . Thus, this Sasaki structure is regular
and the underlying Ka¨hler manifold is N equipped with the Ka¨hler form −iF∇ . We
call this Sasaki structure on {r = 1} ⊂ L the standard Sasaki structure.
As a side remark, observe that the Reeb foliation of a Sasaki manifold is a Rie-
mannian foliation (cf. [14, Defn. 2.5.6 & Prop. 2.5.7]). This is due to the fact that
the Reeb vector field of a Sasaki manifold is Killing and the fact that a Sasaki metric
takes the form as in (2.6). As the next lemma shows, the flow lines of the Reeb vector
field are geodesics. Hence the Reeb foliation also provides an example of a minimal
(or harmonic) foliation (cf. [63]).
Lemma 2.3.1 ([12, Thm 4.5]). Let (ξ, η, Φ, g) be the Sasaki structure associated to
a Sasaki manifold M , and let ∇ be the Levi-Civita connection of g . Then ∇ξξ = 0 .
Proof. From (2.6), we know that g(ξ, X) = η(X) for any X ∈ Γ(TM) . Also, by
Cartan’s “magic” formula, we know that Lξη = 0. Therefore, for every X ∈ Γ(TM) ,
we have
0 = (Lξη)(X) = Lξ(η(X))− η(LξX) = ξ(g(X, ξ))− g(ξ, ∇ξX −∇Xξ)
= g(∇ξX, ξ) + g(X, ∇ξξ)− g(ξ, ∇ξX −∇Xξ) = g(X, ∇ξξ) + g(ξ, ∇Xξ)
and
0 = ∇X(1) = ∇X(η(ξ)) = ∇X(g(ξ, ξ)) = 2g(ξ, ∇Xξ).
Combining both these equations yields ∇ξξ = 0, as postulated.
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2.4 Invariants of the Reeb foliation
Geometric objects on a Sasaki manifold that descend to the local leaf spaces (or
equivalently, to the local “transverse” charts) are called “basic” or “foliate” objects,
depending on the context. When the Sasaki manifold is regular or quasi-regular, these
objects coincide with the corresponding geometric objects on the underlying Ka¨hler
manifold or orbifold, after one passes to the quotient. Although there does not exist
an analogous correspondence for irregular Sasaki manifolds, one can still make sense
of basic (and foliate) objects in this case, and indeed, this is part of the motivation
behind their introduction. In this section, we shall present these ideas rigorously. We
always assume that (M2n+1, ξ, η, Φ, g) is a (2n+1)-dimensional Sasaki manifold in
what follows.
2.4.1 Basic forms and basic cohomology
We have the following definition.
Definition 2.4.1. A p -form α on M is called basic if
ξyα = 0 and Lξα = 0.
We will denote the sheaf of sections of smooth basic p -forms and the sheaf of smooth
basic functions on M by ΛpB and C
∞
B respectively.
If α is a basic form, then one can check that dα is also basic (although the
converse is not true – dη is basic whereas η is not). Therefore the exterior derivative
restricts to a map dB : Λ
p
B −→ Λp+1B and we obtain a complex of sheaves
0 −→ C∞B dB−→ Λ1B dB−→ Λ2B dB−→ . . .
Taking the cohomology of this complex results in the basic de Rham cohomology
groups H∗B(M) of the Reeb foliation. Explicitly, they are given by
HpB(M) :=
ker(dB : Λ
p
B(M) −→ Λp+1B (M))
Im(dB : Λ
p−1
B (M) −→ ΛpB(M))
and we write [α]B for the cohomology class of a closed basic form α . It is a result
of El-Kacimi Alaoui et al. [30] that the basic de Rham cohomology groups are finite
dimensional. Thus, we may define the basic Betti numbers by
bBr (M) := dimH
r
B(M) <∞.
In a foliated coordinate chart U := {(x1, . . . , x2n, t)} on M with ξ = ∂∂t , a basic
differential p -form α takes the form
α =
∑
i1<...<ip
αi1...ip(x1, . . . , x2n) dxi1 ∧ . . . ∧ dxip .
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Moreover, if ϕ and V are as in (2.7), then, as alluded to before, via the map
dϕ|D : D|U −→ TV , α|U descends to a p -form on V . In fact, this map induces
an isomorphism ΛpB(U)
∼= Λp(V ) . In this way, one can see that when M is regular
(resp. quasi-regular), the r th basic de Rham cohomology group HrB(M) is isomorphic
to the r th de Rham cohomology group of the underlying Ka¨hler manifold (resp. orb-
ifold).
2.4.2 Foliate vector fields
The correct notion of basic for vector fields is
Definition 2.4.2. A vector field X on M is said to be foliate if the Lie bracket
[X, ξ] is tangent to the leaves of the Reeb foliation, i.e., there exists f ∈ C∞(M) so
that [X, ξ] = fξ .
Let U := {(x1, . . . , x2n, t)} be any foliated coordinate chart on M . Then it can be
checked that a foliate vector field X takes the form
X =
2n∑
i=1
Ai(x1, . . . , x2n)
∂
∂xi
+B(x1, . . . , x2n, t)
∂
∂t
in U , for Ai and B smooth functions of the indicated variables. Thus, if ϕ : U −→
ϕ(U) := V is again as in (2.7), then we see that X|U descends to a vector field X ′ on
V satisfying dϕ(X) = X ′ . Conversely, any vector field Y ′ ∈ Γ(TV ) can be lifted to a
unique foliate section Y of D|U such that dϕ(Y ) = Y ′ . In this manner, one can see
that foliate sections of D correspond to vector fields that descend to the transverse
spaces V via the map dϕ|D : D|U −→ TV . That is, the map dϕ|D : ΓB(U, D) −→
Γ(TV ) defines an isomorphism, where, for any open set W ⊂ M , we use ΓB(W, D)
to denote the set of foliate sections of D|W .
Note that, by using dϕ|D : D|U −→ TV to pull an orthonormal frame on V back
to U , it is always possible to find a local g -orthonormal frame {e1, . . . , e2n+1} of
TM over any sufficiently small open set in M , with the property that {e1, . . . , e2n}
comprises of foliate sections of D (i.e., it is a foliate frame of D ) and e2n+1 = ξ , the
Reeb vector field.
2.4.3 Basic Hodge star operator and the basic Laplacian
Naturally associated to the transverse metric gT is the basic Hodge star operator
?ˉ : ΛrB(M) −→ Λ2n−rB (M) , defined in terms of the Hodge star operator ? of g by
?ˉα = ?(η ∧ α) = (−1)rξy ? α.
Notice that ?ˉ2 = (−1)r2 id on ΛrB(M) .
Recall that we have a non-degenerate inner product 〈 , 〉 on Λr(M) defined by
〈 , 〉 : Λr(M)× Λr(M) −→ R, 〈α, β〉 :=
∫
M
g(α, β) d volg =
∫
M
α ∧ ?β.
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(d volg here denotes the volume form of g ). This inner product restricts on basic
forms to the expression
〈 , 〉B : ΛrB(M)× ΛrB(M) −→ R, 〈α, β〉B :=
∫
M
g(α, β) d volg =
∫
M
α ∧ ?ˉβ ∧ η
and defines a non-degenerate inner product on ΛrB(M) . With respect to this in-
ner product, it is easy to check that the adjoint δB : Λ
r
B(M) −→ Λr−1B of dB :
Λr−1B (M) −→ ΛrB(M) is given by δB = −?ˉ ◦ dB ◦ ?ˉ . Indeed, for every α ∈ Λr−1B (M)
and β ∈ ΛrB(M) , we have
d(α ∧ ?ˉβ ∧ η) = dBα ∧ ?ˉβ ∧ η + (−1)r−1α ∧ dB(?ˉβ) ∧ η + (−1)2n−1α ∧ ?ˉβ ∧ dη
= dBα ∧ ?ˉβ ∧ η + (−1)r−1(−1)(2n−r+1)2α ∧ ?ˉ2dB(?ˉβ) ∧ η − α ∧ ?ˉβ ∧ dη
= dBα ∧ ?ˉβ ∧ η − α ∧ ?ˉ(δBβ) ∧ η − α ∧ ?ˉβ ∧ dη.
Integrating over M and making use of Stokes’ theorem and the fact that ξydη = 0
yields the desired equality. We can now define the basic Laplacian ΔB acting on
Λ∗B(M) by
ΔB := dBδB + δBdB .
This differential operator is self-adjoint with respect to 〈 , 〉B and the kernel of its
action on the space of basic r -forms is defined to be the space of basic harmonic (or
dB -harmonic) r -forms. In analogy with the Hodge theorem on compact manifolds,
there exists a transverse Hodge theorem [29] for Sasaki manifolds, which in particular
states that each basic cohomology class has a unique basic harmonic representative.
2.4.4 Basic (p, q)-forms
Let DC denote the complexification D ⊗ C of the subbundle D . Since Φ|D : D −→
D squares to − id , we can decompose DC into its eigenspaces with respect to the
complex linear extension of Φ|D to DC . We write DC = D1, 0 ⊕ D0, 1 , where D1, 0
denotes the +i eigenspace, and D0, 1 denotes the −i eigenspace. There also exists a
splitting of the complexification of the sheaf Λ1B of basic one-forms on M , namely
Λ1B ⊗ C = Λ1, 0B ⊕ Λ0, 1B ,
where, for each open subset U of M ,
Λ1, 0B (U) := {ξ ∈ Λ1B(U)⊗ C : ξ(Z) = 0 for all Z ∈ Γ(D0, 1|U )}
and
Λ0, 1B (U) := {ξ ∈ Λ1B(U)⊗ C : ξ(Z) = 0 for all Z ∈ Γ(D1, 0|U )}.
We define the sheaf Λp, qB by
Λp, qB :=
∧p
(Λ1, 0B )⊗
∧q
(Λ0, 1B )
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and call the corresponding sections basic forms of type (p, q) . As in the complex case,
we have a splitting
ΛrB ⊗ C =
⊕
p+ q= r
Λp, qB .
Now because M2n+1 is Sasaki, around each point x ∈ M we can choose a local
foliated coordinate chart U := {(x1, . . . , x2n, t)} so that the image of the map ϕ :
U −→ ϕ(U) := V defined in (2.7) is Ka¨hler. Treating V as a Ka¨hler manifold in its
own right with complex structure J := (ϕ∗|D)(Φ|D) , in an open neighbourhood of
ϕ(x) ∈ V , we can choose coordinates (u1, v1, . . . un, vn) with J( ∂∂ui ) = ∂∂vi . Lifting
these coordinates to M via ϕ , and still writing them as (u1, v1, . . . , un, vn) , we
obtain coordinates (u1, v1, . . . , un, vn, t) in some neighbourhood W of x satisfying
Φ( ∂
∂ui
−η( ∂
∂ui
)ξ) = ∂
∂vi
−η( ∂
∂vi
)ξ . From these coordinates, we define new coordinates
in W by (z1, . . . , zn, t) , where zk := uk+ivk for k = 1, . . . , n . We call the coordinates
{(z1, . . . , zn, t)} transversely holomorphic coordinates in a neighbourhood of x .
If α is a basic form on M of type (p, q) , then in transversely holomorphic coor-
dinates {(z1, . . . , zn, t)} around any point of M , α takes the form
α =
∑
i1,...,ip
j1,...,jq
αi1...ipj1...jq (z1, . . . , zn, zˉ1, . . . , zˉn) dzi1 ∧ . . .∧dzip ∧dzˉj1 ∧ . . .∧dzˉjq . (2.8)
We define operators
∂B : Λ
p, q
B −→ Λp+1, qB and ∂ˉB : Λp, qB −→ Λp, q+1B
by ∂B = Π
p+1, q ◦ dB and ∂ˉB = Πp, q+1 ◦ dB respectively, where
Πr, s : Λr+sB ⊗ C −→ Λr, sB
is the projection map, and we consider the complex linear extension of dB , i.e.,
dB : Λ
r
B ⊗ C −→ Λr+1B ⊗ C.
If α is as in (5.21) in some transversely holomorphic coordinate chart, then, in the
same coordinate chart, ∂Bα and ∂ˉBα take the form
∂Bα =
∑
i1,...,ip
j1,...,jq, k
∂αi1...ipj1...jq
∂zk
dzk ∧ dzi1 ∧ . . . ∧ dzip ∧ dzˉj1 ∧ . . . ∧ dzˉjq
and
∂ˉBα =
∑
i1,...,ip
j1,...,jq, k
∂αi1...ipj1...jq
∂zˉk
dzˉk ∧ dzi1 ∧ . . . ∧ dzip ∧ dzˉj1 ∧ . . . ∧ dzˉjq
respectively. We call α basic holomorphic if it is ∂ˉB -closed, i.e., if ∂ˉBα = 0, and
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we denote the sheaf of sections of basic holomorphic (p, q) -forms and the sheaf of
basic holomorphic functions by Ωp, qB and OB := Ω0, 0B respectively. Note that the
transversely Ka¨hler condition on a Sasaki manifold implies that dB = ∂B + ∂ˉB so
that 0 = ∂2B = ∂ˉ
2
B .
This local description of sections of Λp, qB (M) can equivalently be formulated in
terms of a choice of a local holomorphic foliate coframe of D∗ ⊗ C . If x ∈ M
and ϕ : U −→ V , with U , V , ϕ , and J as before, then, by virtue of the fact
that V is Ka¨hler with Ka¨hler metric the transverse metric gT , we can find a gT -
orthonormal frame of TV of the form {e′j , f ′j := Jej}nj=1 . Let {e′∗j , f ′∗j }nj=1 be the
corresponding gT -dual coframe, where e′∗j is gT -dual to e′j and f ′∗j is gT -dual to
f ′∗j . Lifting the frame {e′j , f ′j}nj=1 to M , we obtain a g -orthonormal holomorphic
foliate frame {ej , fj = Φej}nj=1 of D in U 3 x . Explicitly, {ej}j and {fj}j are the
unique sections of D|U satisfying (dϕ|D)(ej) = e′j and (dϕ|D)(fj) = f ′j , and one can
check that complex vectors of the form { 12 (ej − ifj)}nj=1 and { 12 (ej + ifj)}nj=1 span
D1, 0|U and D0, 1|U respectively. If we allow e∗j and f∗j to be the g -dual covectors of
ej and fj respectively so that {e∗i , f∗j }j forms a local holomorphic foliate coframe of
D∗ , then any element β of Λp, qB (M) can be written as
β =
∑
i1,...,ip
j1,...,jq
βi1...ipj1...jq dwi1 ∧ . . . ∧ dwip ∧ dwˉj1 ∧ . . . ∧ dwˉjq , (2.9)
in U , where dwj := e
∗
j + if
∗
j , dwˉj := e
∗
j − if∗j , and βi1...ipj1...jq ∈ C∞B (U) ⊗ C .
The relationship between the set {e∗k, f∗k} and {e′∗k , f ′∗k } is clear; it is given by
e∗k = e
′∗
k ◦dϕ and f∗k = f ′∗k ◦dϕ . Also, as was the case for basic de Rham cohomology,
the complex linear extension of dϕ|D from a map dϕ|D : D −→ TV to a map
dϕ|D : D ⊗ C −→ TV ⊗ C induces an isomorphism Λp, qB (U) ∼= Λp, q(V ) .
2.4.5 The basic Laplacians associated to ∂B and ∂ˉB
Consider now the complex linear extension of the basic Hodge star operator ?ˉ to a
map ?ˉ : ΛrB(M) ⊗ C −→ Λ2n−rB (M) ⊗ C . With this linear extension, we not only
obtain a map ?ˉ : Λp, qB (M) −→ Λn−p, n−qB (M) , but we also get a non-degenerate
Hermitian inner product ( , )B on Λ
r
B(M)⊗ C defined by
(α, β)B :=
∫
M
α ∧ ?ˉβˉ ∧ η for α, β ∈ ΛrB(M)⊗ C .
(If β = ζ+iν for ζ, ν ∈ ΛrB(M) , then βˉ = ζ−iν and ?ˉβˉ = ?ˉζ−i?ˉν ). This Hermitian
inner product in turn induces a non-degenerate Hermitian inner product ( , )B on
each of the spaces Λp, qB (M) and may be viewed as an extension of the scalar product
〈 , 〉B on Λ∗B(M) to Λ∗B(M)⊗ C .
The adjoint ∂∗B : Λ
p+1, q
B (M) −→ Λp, qB (M) of the differential operator ∂B :
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Λp, qB (M) −→ Λp+1, qB (M) , with respect to ( , )B , is given by
∂∗B = −?ˉ ◦ ∂ˉB ◦ ?ˉ,
whereas the adjoint ∂ˉ∗B : Λ
p, q+1
B (M) −→ Λp, qB (M) of ∂ˉB : Λp, qB (M) −→ Λp, q+1B (M) ,
also with respect to ( , )B , is given by
∂ˉ∗B = −?ˉ ◦ ∂B ◦ ?ˉ.
These two operators are related to δB by
δB = −?ˉ ◦ dB ◦ ?ˉ = −?ˉ ◦ ∂B ◦ ?ˉ− ?ˉ ◦ ∂ˉB ◦ ?ˉ = ∂ˉ∗B + ∂∗B .
Now the basic Laplacians associated to ∂B and ∂ˉB are defined by
Δ∂B := ∂
∗
B∂B + ∂B∂
∗
B and Δ∂ˉB := ∂ˉ
∗
B ∂ˉB + ∂ˉB ∂ˉ
∗
B
respectively. It is clear that both these Laplacians respect the bidegree, i.e.,
Δ∂B , Δ∂ˉB : Λ
p, q
B (M) −→ Λp, qB (M),
and are self-adjoint with respect to the Hermitian inner product ( , )B on Λ
p, q
B (M) .
A basic (p, q) -form α is called ∂ˉB -harmonic if Δ∂ˉBα = 0. It follows from the self-
adjointness property of Δ∂ˉB that a basic (p, q) -form α is ∂ˉB -harmonic if and only
if ∂ˉBα = ∂ˉ
∗
Bα = 0.
As on a Ka¨hler manifold, we have
Lemma 2.4.3 ([28, Prop. 3.4.5(i)]). On a Sasaki manifold, one has
ΔB = 2Δ∂ˉB .
We moreover have the following splitting of Λp, qB (M) .
Theorem 2.4.4 ([28, Thm. 3.3.3(ii)]). On a Sasaki manifold M , there is an orthog-
onal decomposition
Λp, qB (M) =ker(Δ∂ˉB : Λ
p, q
B (M) −→ Λp, qB (M))⊕ Im(∂ˉB : Λp, q−1B (M) −→ Λp, qB (M))⊕
⊕ Im(∂ˉ∗B : Λp, q+1B (M) −→ Λp, qB (M))
with respect to ( , )B .
2.4.6 Basic Dolbeault cohomology
In analogy with the complex world, we have the following basic Dolbeault complex
0 −→ Λp, 0B ∂ˉB−→ Λp, 1B ∂ˉB−→ . . . ∂ˉB−→ Λp, nB −→ 0,
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together with its basic Dolbeault cohomology groups
H
p, q
B (M) :=
ker(∂ˉB : Λ
p, q
B (M) −→ Λp, q+1B (M))
Im(∂ˉB : Λ
p, q−1
B (M) −→ Λp, qB (M))
.
As we did for basic de Rham cohomology, we denote the basic Dolbeault cohomology
class of a ∂ˉB -closed (p, q) -basic form α by [α]B .
Most of the usual results in Ka¨hler geometry concerning Dolbeault cohomology
have a complementary statement in Sasakian geometry for basic Dolbeault cohomol-
ogy. Indeed, as a result of Theorem 2.4.4, we already have
Corollary 2.4.5. On a compact Sasaki manifold M , every basic Dolbeault cohomol-
ogy class has a unique ∂ˉB -harmonic representative.
Some more of this correspondence is summarised in the following proposition [28].
Part (i) is immediate from the transverse Hodge theorem for basic de Rham coho-
mology and the corollary we have just stated.
Proposition 2.4.6. Let M be a compact Sasaki manifold of dimension 2n+1 . Then
we have
(i) (Transverse Hodge decomposition) HrB(M)⊗ C =
⊕
p+ q= rH
p, q
B (M)
(ii) Complex conjugation induces an anti-linear isomorphism Hp, qB (M)
∼= Hp, qB (M) .
(iii) (Transverse Serre duality) There is an isomorphism
Hp, qB (M)
∼= Hn−p, n−qB (M).
We define the basic Hodge numbers hp, qB (M) by
hp, qB (M) := dimH
p, q
B (M).
Note that these depend both upon the Reeb foliation and the transverse complex
structure. In light of Proposition 2.4.6 (i), it can be seen that the basic Hodge
numbers are related to the basic Betti numbers by
bBr (M) =
∑
p+ q= r
hp, qB (M).
2.4.7 Primitive forms and primitive cohomology
The inner product 〈∙ , ∙〉B introduced in §2.4.3 allows us to define so-called basic
primitive forms on M . These are basic forms lying in the kernel of Λ, the adjoint of
the map L : α 7−→ α∧dη with respect to 〈∙ , ∙〉B , and we denote the set of such forms
lying in ΛrB(M) by P
r
B(M) . Since it is possible to show that Λ = −?ˉ ◦L ◦ ?ˉ , a basic
form α is primitive if and only if ?ˉα ∧ dη = 0. An alternative characterisation of a
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basic primitive k -form exists if k ≤ n ; by doing computations in a local transverse
coordinate patch as in the Ka¨hler case, one can show that for each k ≤ n ,
P kB(M) = {α ∈ ΛkB(M) : Ln−k+1α = 0}. (2.10)
The notion of a primitive basic form works equally well also for basic (p, q) -forms.
Indeed, we extend Λ complex linearly to
Λ∗B(M)⊗ C =
⊕
p≥ 0
⊕
r+ s= p
Λr, sB M
and define a basic (p, q) -form to be primitive if and only if it lies in the kernel of
this linear extension. In what follows, we consider the complex linear extension of
L as well as Λ. By abuse of notation, we still denote these extensions by L and Λ
respectively.
Using the fact that the commutators [L, ΔB ] and [Λ, ΔB ] vanish [14, Lemma
7.2.7], it is easy to see that the maps L and Λ map basic dB -harmonic forms to basic
dB -harmonic forms and basic ∂ˉB -harmonic forms to basic ∂ˉB -harmonic forms. In
particular, from the basic harmonic representation theory of HrB(M) and H
p, q
B (M) ,
we find that the maps L and Λ descend to well-defined maps on these spaces. We
define the r th-basic primitive cohomology group HrB(M)p to be the kernel of the
induced map
Λ : HrB(M) −→ Hr−2B (M), [β]B 7−→ [Λβ]B ,
which, in light of (2.10), may be realised as
HrB(M)p = {[α]B ∈ HrB(M) : [Ln−r+1α]B = 0} if r ≤ n.
We also define the (p, q) th-basic primitive Dolbeault cohomology group Hp, qB (M)p as
the kernel of the induced map
Λ : Hp, qB (M) −→ Hp−1, q−1B (M), [β]B 7−→ [Λβ]B .
These primitive cohomology groups come into play in the following version of the
Hard Lefschetz theorem for compact Sasaki manifolds.
Theorem 2.4.7 ([14, Cor. 7.2.10]). Let (M, ξ, η, Φ, g) be a compact Sasaki manifold
of dimension 2n + 1 . Then, for 1 ≤ k ≤ n , the map induced by Lk on basic
cohomology, namely
Lk : Hn−kB (M) −→ Hn+kB (M), [α]B 7−→ [α ∧ (dη)k]B ,
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is an isomorphism, and for any r ≥ 0 , we have the decomposition
HrB(M) =
⊕
k≥ 0
LkHr−2kB (M)p.
Moreover, both these assertions respect the bidegree decomposition. In particular, we
have
HrB(M)p ⊗ C =
⊕
p+ q= r
Hp, qB (M)p. (2.11)
Notice that, as a subset of HrB(M) , each element of H
r
B(M)p admits a unique
basic harmonic representative. Due to the fact that [Λ, ΔB ] = 0, this representative
is necessarily primitive at every point of M . The usefulness in this observation is
that, as the next proposition shows, it allows us to identify the de Rham cohomology
groups with the basic primitive cohomology groups of a Sasaki manifold M .
Proposition 2.4.8 ([14, Prop. 7.4.13]). Let (M, g) be a compact Sasaki manifold
of dimension 2n + 1 and let p be an integer satisfying 1 ≤ p ≤ n . Then a p -form
is harmonic if and only if it is primitive and basic harmonic. Thus, for each r ≥ 0 ,
the basic primitive cohomology group HrB(M)p can be naturally identified with the de
Rham cohomology group Hr(M, R) .
2.5 Dolbeault’s theorem
As one may have noticed, many of the results quoted thus far are analogues of classical
results in complex and Ka¨hler geometry. One result missing however is an analogue
of Dolbeault’s theorem for Sasaki manifolds. In this section, we show that the proof
of Dolbeault’s theorem on complex manifolds does not carry over to Sasaki manifolds,
thus leaving it open whether or not such a theorem holds on these manifolds. This will
follow from Lemma 2.5.2 below. We first begin by recalling the proof of Dolbeault’s
theorem on complex manifolds.
2.5.1 Proof of Dolbeault’s theorem on complex manifolds
Let X be a complex manifold, let Λp, q denote the sheaf of sections of smooth differen-
tial forms of type (p, q) on X , and let Ωp denote the sheaf of sections of holomorphic
p -forms on X . With this notation, Dolbeault’s theorem can be stated and proved as
follows.
Theorem 2.5.1. Hq(X, Ωp) = Hp, q(X) .
Proof. The first thing to observe is that the sheaf Λp, q is fine ([65, Defn. 3.13]).
Using ∂ˉ to denote the usual Dolbeault operator on X between sections of Λp, q and
sections of Λp, q+1 , we have the following complex of sheaves:
0 −→ Ωp ↪−→ Λp, 0 ∂ˉ−→ Λp, 1 ∂ˉ−→ . . . (2.12)
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By the ∂ˉ -Poincare´ lemma [65, Thm. 3.3], this complex is a long exact sequence of
sheaves (exactness of a complex of sheaves requires only local exactness – [65, Defn.
3.12]). Moreover, since each sheaf Λp, k , k ≥ 0, is fine, (2.12) provides us with a
fine resolution of Ωp over X ([65, Defn. 3.14]). Consequently, by [65, Thm. 3.10],
Hq(X, Ωp) = Hp, q(X) , as desired.
2.5.2 Dolbeault’s theorem on Sasaki manifolds?
Let (ξ, η, Φ, g) be a Sasaki structure on a Sasaki manifold M2n+1 of dimension
2n + 1. Suppose, for example, that we wanted to prove a statement of the form
H0, qB (M) = H
q(M, OB) on M for q > 0, in an analogous way as to how Dolbeault’s
theorem was proved for complex manifolds. Dolbeault’s theorem followed from the
fact that the complex of sheaves (2.12) was actually a fine resolution of Ωp . In a
comparable manner, one possible way one would hope to prove a statement of the
form H0, qB (M) = H
q(M, OB) for q > 0 would be to show that the sheaf complex
0 −→ OB ↪−→ C∞B ∂ˉB−→ Λ0, 1B ∂ˉB−→ . . . (2.13)
(the “basic” version of (2.12) for p = 0) is a fine resolution of OB , from which the
result would follow. In fact, we need only show that (2.13) is an acyclic resolution of
OB , i.e., that the cohomology groups Hk(M, C∞B ) and Hk(M, Λ0, pB ), p > 0, vanish
for k > 0. However, in the following lemma, it is shown that H1(M, C∞B ) 6= 0,
thus verifying that this particular approach to proving the statement H0, qB (M) =
Hq(M, OB) for q > 0 does not work for any Sasaki manifold M . The lemma itself
is essentially due to Nikita Markarian [84].
Lemma 2.5.2. Let (M, ξ, η, Φ, g) be a Sasaki manifold of dimension 2n+1 . Then
H1(M, C∞B ) 6= 0 .
Proof. We calculate the cohomology of the sheaf C∞B , making use of the Einstein
summation convention throughout.
Since g is a Sasaki metric, we read from (2.6) that g(ξ, ∙) = η( ∙ ) and |η|g =
|ξ|g = 1. Consider the sequence of sheaves
0 −→ C∞B ↪−→ C∞ π ◦ d−→ 〈η〉 −→ 0, (2.14)
where 〈η〉 is the sheaf of smooth sections of the subbundle of one-forms on M gener-
ated by η as a module over C∞ and π is the g -orthogonal projection from the sheaf
of sections of one-forms on M onto 〈η〉 . π can be written down explicitly as
π : Λ1 −→ 〈η〉, π(α) = g(α, η)η.
We claim that (2.14) is a short exact sequence of sheaves.
Exactness at C∞B is obvious. To show exactness at C
∞ , let {e1, . . . , e2n, ξ}
be a local g -orthonormal frame of TM over some open set U on M , and let
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{e∗1, . . . , e∗2n, η} be the corresponding g -dual coframe, with e∗k = g(ek, ∙ ) . Then,
for any element f ∈ C∞B (U) ,
π(df) = π
(
(ejf) e
∗
j + (ξf)︸︷︷︸
=0
η
)
= g
(
(ejf) e
∗
j , η
)
η = 0.
That is, C∞B (U) ⊆ ker{π ◦ d : C∞(U) −→ 〈η〉(U)} .
Now suppose that π(df) = 0 for f ∈ C∞(U) . Then
0 = π
(
(ejf) e
∗
j + (ξf) η
)
= g
(
(ejf) e
∗
j , η
)
η + g ((ξf) η, η) η = (ξf) η,
i.e., Lξf = 0, and thus f lies in C∞B (U) . Hence we find that ker{π ◦ d : C∞(U) −→
〈η〉(U)} ⊆ C∞B (U) , from which exactness at C∞B follows.
To prove exactness at 〈η〉 , it suffices to show that for every element α ∈ 〈η〉(U) ,
U as above, there exists a function f ∈ C∞(U) satisfying π(df) = α . Now α can
be written in U as α = h η for some h ∈ C∞(U) . Therefore this latter statement
π(df) = α is equivalent to requiring that ξf = h in U . By shrinking U if necessary,
we can assume that U is a foliated chart on M with coordinates (x1, . . . , x2n, t) such
that ξ = ∂
∂t
. This last equation then reads as
∂
∂t
f(x1, . . . , x2n, t) = h(x1, . . . , xn, t) (2.15)
in U . Define
f(x1, . . . , x2n, t) =
∫ t
s0
h(x1, . . . , x2n, s) ds+ c(x1, . . . , xn)
for any c ∈ C∞B (U) and for s0 any constant in the domain of definition of the
coordinate s . This choice of f satisfies (2.15) and we have exactness at 〈η〉 .
Next observe that the sheaves C∞ and 〈η〉 in the sequence (2.14) are fine. The
fineness of 〈η〉 follows from the fact that any element in 〈η〉(V ) , V an open subset of
M , can be written as f η for some f ∈ C∞(V ) . (The point is that if f was restricted
to lie in C∞B (V ) , then 〈η〉 would no longer be fine). Consequently, we find ourselves
with a fine resolution of OB , from which we can compute the sheaf cohomology. This
is given by
H0(M, C∞B ) ∼= C∞B (M), H1(M, C∞B ) ∼= 〈η〉(M)/π(dC∞(M)),
and
Hk(M, C∞B ) = 0 for k ≥ 2 .
Let us study H1(M, C∞B ) a little bit more closely. If f ∈ C∞(M) , then π(df) =
g(df, η)η = (ξf) η . Accordingly, we can write π(dC∞(M)) = [ξC∞(M)]η . Also, one
has 〈η〉(M) = [C∞(M)]η . Therefore, we have an isomorphism
H1(M, C∞B ) ∼= 〈η〉(M)/π(dC∞(M)) ∼= [C∞(M)]η/[ξC∞(M)]η ∼= C∞(M)/ξC∞(M).
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We now show that C∞(M)/ξC∞(M) 6= 0.
Consider the smooth function f ∈ C∞(M) defined by f(x) = 1 for all x ∈ M .
Suppose that f = ξh for another smooth function h ∈ C∞(M) . Since the Reeb
vector field of any Sasaki manifold has at least one closed orbit [90, 91], we must have
an embedded S1 in M . We restrict h to this closed orbit, and view it as a smooth
function on S1 . We lift h to R , the universal cover of S1 , and the result is a smooth
function on R which takes some fixed value C on every element of 2πZ ⊂ R , and
whose derivative is equal to one. This is clearly impossible, and we ascertain that
f 6= ξh for any h ∈ C∞(M) . Thus, 0 6= [f ] ∈ C∞(M)/ξC∞(M) and we deduce that
H1(M, C∞B ) 6= 0 as claimed. This completes the proof of the lemma.
2.6 The transverse Calabi-Yau theorem
Other theorems in Ka¨hler geometry that have analogues in Sasakian geometry include
the Calabi-Yau theorem [108]. In order to state a transverse version of this, we must
introduce the notion of a “basic” first Chern class. This will also allow us to say what
we mean by a “positive” Sasaki manifold.
2.6.1 The basic first Chern class and positive Sasaki manifolds
The transverse Ricci form ρT of a Sasaki manifold M gives rise to a basic closed
(1, 1)-form on M . To see this, recall that we regard the transverse Ricci form as
living on the “transverse” Ka¨hler manifolds V associated to M . Via the map ϕ
defined in (2.7), the transverse Ricci form pulls back to each respective foliated chart
U on M and defines a closed basic (1, 1)-form in each of these open sets. Covering
M by foliated charts and “gluing” the basic (1, 1)-form in each chart together, we
obtain a closed basic (1, 1)-form on M that we still denote by ρT .
As a closed basic (1, 1)-form on M , ρT defines a basic de Rham cohomology
class. We call this class (after multiplying by a factor 12π ) the basic first Chern class
cB1 (M) of M . It is independent of the transverse metric and depends solely upon
the transverse complex structure. If it so happens that cB1 (M) can be represented by
a positive basic (1, 1)-form in the sense that the corresponding (1, 1)-form on each
“transverse” Ka¨hler manifold V is positive, then we say that M is a positive Sasaki
manifold.
2.6.2 Statement of the transverse Calabi-Yau theorem
The Calabi-Yau theorem was generalised to Sasaki manifolds by El Kacimi-Alaoui
[28]. We state an equivalent formulation of his result, given by Boyer et al. [15], in
terms of Sasaki structures.
Theorem 2.6.1 ([15, Thm. 2.3]). Let (M, ξ, η, Φ, g) be a Sasaki manifold whose
basic first Chern class cB1 (M) is represented by the real basic (1, 1) -form ρ
T . Then
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there is a unique Sasaki structure (ξ, η1, Φ1, g1) on M homologous to (ξ, η, Φ, g)
such that the transverse Ricci form of g1 is equal to ρ
T .
Note that this is a slightly abbreviated version to that as stated in [15] . The term “ho-
mologous” for the Sasaki structures (ξ, η1, Φ1, g1) and (ξ, η, Φ, g) here just means
that [dη]B = [dη
′]B , cf. [15, §1]. It is a fact that the basic Hodge numbers of
two homologous Sasaki structures (ξ, η1, Φ1, g1) and (ξ, η, Φ, g) on the same Sasaki
manifold coincide – see the remarks on [15, p.95].
A consequence of Theorem 2.6.1 for positive Sasaki manifolds is the following.
Corollary 2.6.2. Let (M, ξ, η, Φ, g) be a positive Sasaki manifold. Then there
exists a unique Sasaki structure (ξ, η1, Φ1, g1) on M with [dη]B = [dη
′]B such that
the transverse Ricci form of g1 is positive.
2.7 A vanishing theorem for positive Sasaki mani-
folds
Now that we have an analogue of Fano manifolds in the Sasakian world, namely
positive Sasaki manifolds, we are able to state yet another fact from Ka¨hler geometry
that has a counterpart in Sasakian geometry. This involves the vanishing of the basic
(p, 0)-Hodge numbers of a positive Sasaki manifold for p > 0.
Proposition 2.7.1. The basic (p, 0) -Hodge numbers of a positive Sasaki manifold
vanish for p > 0 .
As mentioned previously, this proposition was initially proved by Boyer et al. in
[15] for regular and quasi-regular Sasaki manifolds, before being generalised by Goto
[39, Lemma 5.3] to include irregular Sasaki manifolds. In this section, we provide an
alternative derivation of this proposition to that of Goto.
Recall that there are two approaches to proving the corresponding theorem on
Fano manifolds. If X is a Fano manifold of dimension N , then there is a canonical
isomorphism
H0, p(X) ∼= H0, p(X, KX ⊗K−1X ) ∼= HN, p(X, K−1X ).
Thus, if one wants to prove that h0, p(X) = 0 for p > 0, one can either show di-
rectly that H0, p(X) = 0 for p > 0 using the Bochner formula and the fact that
X admits a Ka¨hler metric of positive Ricci curvature, or alternatively, one can work
with the groups HN, p(X, K−1X ) and show that they vanish for p > 0 using the
Bochner-Kodaira-Nakano identity [10, §13.2] and the fact that K−1X admits a Hermi-
tian metric of positive curvature. (Of course, harmonic representation theory must
be applied for both of these methods to work). Goto adopts a “basic” version of this
last approach to prove Proposition 2.7.1, making use of the positiveness of the “basic”
line bundle (Λn, 0B )
−1 . Our method of proof follows more closely along the lines of the
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first approach here. We begin by proving an “integration by parts” formula and a
Bochner-type inequality for Sasaki manifolds. Then, using Corollary 2.6.2, we are able
to assert the existence of a Sasaki structure on the Sasaki manifold in question with
positive transverse Ricci curvature and with the same basic Hodge numbers as the
initial Sasaki structure. Our proof concludes as one expects, given the corresponding
proof for Fano manifolds [5, Thm. 6.11].
In order to prove an integration by parts formula, we must introduce on a Sasaki
manifold appropriate operators to which such a formula applies. We do this now.
Most of the content of this subsection is taken from [66].
2.7.1 Definition of the operator D
Let (M, ξ, η, Φ, g) be a Sasaki manifold. Writing ∇ for the Levi-Civita connection
of g , we define a map
D : ΓB(M, D)× ΓB(M, D) −→ ΓB(M, D) by DXY = (∇XY )⊥.
Here, ( ∙ )⊥ denotes the orthogonal projection, with respect to g , onto the subbundle
D ⊂ TM . A local description of D can be given as follows.
Let U be any foliated chart on M with coordinates (x1, . . . , x2n, t) and with
ξ = ∂
∂t
. If {e1, . . . , e2n+1} is a g -orthonormal basis of TM |U , with {e1, . . . , e2n}
foliate sections of D|U and with e2n+1 = ∂∂t , then any foliate section X ∈ ΓB(U, D)
can be written as X =
∑2n
j=1 ajej for functions aj ∈ C∞(U) . Since aj = g(X, ej)
and ξ is Killing, we must have Lξaj = 0 so that aj ∈ C∞B (U) for each j .
Suppose that
Deiej =
2n∑
k=1
Γkijek (2.16)
for some functions Γkij ∈ C∞(U) . Define a map
ϕ : U −→ V := ϕ(U) ⊂ R2n by ϕ((x1, . . . , x2n, t)) := (x1, . . . , x2n).
As explained in §2.3.1, the map dϕ|D : D|U −→ TV induces a transverse metric gT
on V associated to g . Hence we have a Riemannian manifold (V, gT ) associated to
(U, g) . If Y, Z ∈ ΓB(U, D) and dϕ(Y ) = Y ′ and dϕ(Z) = Z ′ , then, it is well-known
[63] that
dϕ(DY Z) = ∇TY ′Z ′,
where ∇T is the Levi-Civita connection of gT . Applying this fact to (2.16), and
writing e′i := dϕ(ei) , yields
∇Te′ie
′
j = dϕ(Deiej) =
2n∑
k=1
Γkije
′
k.
Now {e′i}2ni=1 is a gT -orthonormal frame of TV . Therefore {Γkij} are simply the
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Christoffel symbols of gT with respect to this frame. That is, Γkij = Γ
′k
ij ◦ ϕ , where
∇Te′ie
′
j =
2n∑
k=1
Γ′kije
′
k.
As a result of this, we see that {Γkij} are basic functions on U . Using the fact that
for any X, Y ∈ ΓB(D, U) we can write X =
∑2n
i=1 aiei and Y =
∑2n
j=1 bjej for
ai, bj ∈ C∞B (U) , we can now derive that
DXY = (∇XY )⊥ =
2n∑
k=1
g(∇XY, ek)ek =
2n∑
i, j, k=1
aig(∇ei(bjej), ek)ek
=
2n∑
i, k=1
ai(ei(bk))ek +
2n∑
i, j, k=1
aibjg(∇eiej , ek)ek
=
2n∑
i, k=1
ai(ei(bk))︸ ︷︷ ︸
∈C∞B (U)
ek +
2n∑
i, j, k=1
aibjΓ
k
ij︸ ︷︷ ︸
∈C∞B (U)
ek,
and accordingly, deduce that DXY ∈ ΓB(M, D) for any X, Y ∈ ΓB(M, D) (lying in
this space can be checked locally) and, locally at least, that
DY =
2n∑
j, k=1
σjk ej ⊗ e∗k, (2.17)
for locally defined basic functions {σjk} . Here, {e∗j := g(ej , ∙ )}2nj=1 is the g -dual
coframe of {ej}2nj=1 . D is therefore well-defined and in (2.17), we have a local de-
scription.
D extends in a natural way to an operator on basic one-forms. Namely, if α ∈
Λ1B(M) and X, Y ∈ ΓB(M, D) , then we define (DXα)Y = X(α(Y )) − α(DXY ) .
This extension can also be described locally.
We let U , {ei}2ni=1 , and {e∗j}2nj=1 be as before. Since e∗i (ej) = δij , δij the
Kronecker delta, and e∗i (ξ) = 0, we have Lξe∗i = 0 and ξye∗i = 0. It follows that
each e∗i is basic so that if α ∈ Λ1B(M) , then α|U =
∑2n
i=1 αie
∗
i for αi ∈ C∞B (U) .
Correspondingly, on U , we find that
(Deiα)ej = ei(α(ej))− α(Deiej) = ei(αj)− αkΓkij ∈ C∞B (U),
i.e., that
(Deiα)|U =
2n∑
j=1
g(Deiα, e
∗
j )e
∗
j =
2n∑
j=1
[(Deiα)(ej)] e
∗
j
=
n∑
j, k=1
[ei(αj)− αkΓkij ] e∗j ∈ Λ1B(U),
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which allows us to assert that
(Dα)|U =
2n∑
i, j=1
g(Deiα, e
∗
j ) e
∗
i ⊗ e∗j =
2n∑
i, j=1
[(Deiα)(ej)] e
∗
i ⊗ e∗j
=
2n∑
i, j, k=1
[ej(αj)− αkΓkij)] e∗i ⊗ e∗j ,
or equivalently, that
(Dα)|U =
2n∑
i, j=1
ψij e
∗
i ⊗ e∗j ,
for some basic functions ψij ∈ C∞B (U) . (This last assertion can be found in [66,
Lemma 2.1]).
One can also extend D to tensor products of Λ1B(M) over C
∞
B (M) using the
Leibnitz rule. For example, if α, β ∈ Λ1B(M) and X ∈ ΓB(M, D) , then we define
DX(α⊗C∞B β) := DXα⊗C∞B β + α⊗C∞B DXβ.
Proceeding in this manner, we obtain an operator
D : ΓB(M, D)× Λ1B(M)⊗C∞B . . .⊗C∞B Λ1B(M)︸ ︷︷ ︸
r -times
−→ Λ1B(M)⊗C∞B . . .⊗C∞B Λ1B(M)︸ ︷︷ ︸
r -times
and in turn, an operator
D : ΓB(M, D)× ΛrB(M) −→ ΛrB(M)
for every r > 1. If U is any foliated chart on M with coordinates (x1, . . . , x2n, t) ,
and ϕ : U −→ ϕ(U) := V ⊂ R2n is as given in (2.7), then, it is clear from the
construction of D that for any ζ ∈ ΛrB(U) and X ∈ ΓB(U, D) ,
[(ϕ∗|D)(DXζ|U )] = ∇Tdϕ(X)[(ϕ∗|D)(ζ|U )], (2.18)
where, for any ν ∈ ΛrB(M) and X1, . . . , Xr ∈ Γ(TV ) ,
[(ϕ∗|D)(ν|U )](X1, . . . , Xr) = ν((dϕ|D)−1X1, . . . , (dϕ|D)−1Xr),
(dϕ|D)−1 here the inverse of the isomorphism between the sets ΓB(U, D) and Γ(TV )
induced by dϕ|D .
Note that on basic 0-forms, i.e., on basic functions, D acts simply as the exterior
derivative.
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2.7.2 An integration by parts formula
Now that we have defined D : ΓB(M, D) × ΛrB(M) −→ ΛrB(M) , we define another
operator
D∗D : ΛrB(M) −→ ΛrB(M)
by
D∗Dα =
2n∑
j=1
(−DejDejα+DDej ejα),
for any local g -orthonormal foliate frame {ej}2nj=1 of D . This map is invariantly
defined and allows us to state an integration by parts formula as follows. (Compare
with [61, Prop. 3.1]; see also [85, 98]).
Proposition 2.7.2. Let (M, ξ, η, Φ, g) be a Sasaki manifold of dimension 2n + 1 .
Then
〈D∗Dα, β〉B = 〈Dα, Dβ〉B
for all α, β ∈ ΛrB(M) . Here, 〈α, β〉B =
∫
M
α ∧ ?ˉβ ∧ η = ∫
M
g(α, β) d volg is the
inner product on ΛrB(M) from §2.4.3.
Proof. Let x ∈ M and choose a foliated chart U := {x1, . . . , x2n, t} containing x ,
with ξ = ∂
∂t
. Define ϕ : U −→ V := ϕ(U) ⊂ R2n by
ϕ((x1, . . . , x2n, t)) = (x1, . . . , x2n)
and let gT be the transverse metric on V with Levi-Civita connection ∇T . Recall
that dϕ|D : ΓB(U, D) −→ Γ(TV ) is an isomorphism.
Viewing (V, gT ) as a Riemannian manifold in its own right, we may choose a lo-
cal gT -orthonormal frame (e′1, . . . , e′2n) with corresponding gT -coframe (e′∗1 , . . . , e′∗2n)
around ϕ(x) so that at ϕ(x) , gT = δij e
′∗
i ⊗ e′∗j and
∇Te′ie
′
j = 0 for all i, j .
(For example, pick gT -normal coordinates at ϕ(x)). The set {ei := (dϕ|D)−1(e′i)}2ni=1
thus constitutes a local g -orthonormal foliate frame of D in some neighbourhood
W ⊂ U of x for which
dϕ(Deiej) = ∇Te′ie
′
j = 0 at x.
As dxϕ|D : D|x −→ Tϕ(x)V is an isomorphism and (Deiej)(x) ∈ D|x , we must
actually have Deiej = 0 at x .
Let {e∗i }2ni=1 be the g -dual coframe of {ei}2ni=1 . That is, e∗i = g(ei, ∙ ) . This set
is a local orthonormal coframe of the restriction of the dual bundle D∗ of D to W ,
and by definition satisfies
(Deie
∗
j )(ek) = ei(e
∗
j (ek))− e∗j (Deiek) = 0 at x ,
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so that Deie
∗
j = 0 at x . It follows from the definition of the extension of D that
Dei(e
∗
j1
∧ . . . ∧ e∗jr ) = 0 at x as well.
Notice that since TM = D ⊕ 〈ξ〉 , the set {e∗i }2ni=1 ∪ {η} is a local orthonormal
coframe of T ∗M |W , g -dual to the local orthonormal frame {ej}2nj=1 ∪ {ξ = ∂∂t} .
Consequently, any differential p -form ζ can be written as
ζ =
∑
i1<...<ip−1
ζi1...ip−1e
∗
i1
∧ . . . ∧ e∗ip−1 ∧ η +
∑
j1<...<jp
ζj1...jpe
∗
j1
∧ . . . ∧ e∗jp
in W , for smooth functions ζi1...ip−1 , ζj1...jp ∈ C∞(W ) . If, in addition, ζ is basic,
then we see that it is forced to take the form
ζ =
∑
j1<...<jp
ζj1...jpe
∗
j1
∧ . . . ∧ e∗jp
in W , with ζj1...jp ∈ C∞B (W ) . Observe from this expression that the pointwise inner
product of two basic forms is necessarily a basic function.
Now let α, β ∈ ΛrB(M) and write ∇ for the Levi-Civita connection of g . Then,
summing repeated indices over 1, . . . , 2n , we have at x 3W ,
g(D∗Dα, β) = −g(DeiDeiα, β) + g(DDeiei︸ ︷︷ ︸
=0
α, β) = −gT ((∇Te′i [(ϕ∗|D)Deiα]), (ϕ∗|D)β)
= −e′i(gT ((ϕ∗|D)Deiα, (ϕ∗|D)β)) + gT ((ϕ∗|D)Deiα, ∇Te′i [(ϕ∗|D)β])
= −ei(g(Deiα, β)) + g(Deiα, Deiβ) = −ei(g(Deiα, β)) + g(Dα, Dβ).
(2.19)
Next define a vector field X on M by
g(X, v) = g(∇vα, β) (2.20)
for v ∈ Γ(TM) . We make the following claims.
Claim I ξ(g(ξ, X)) = 0.
Proof of Claim I. We calculate:
ξ(g(ξ, X)) = ξ(g(∇ξα, β)) = (Lξg)(∇ξα, β) + g(Lξ(∇ξα), β) + g(∇ξα, Lξβ)
Since ξ is Killing and β is basic, this last term is equal to g(Lξ(∇ξα), β) . So if we
can show that Lξ(∇ξα) = 0, we are done.
As this is a local computation and we may construct the neighbourhood W de-
scribed around any point of M , it suffices to show that Lξ(∇ξα) = 0 in W . Since
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in W we know that we can write
α =
∑
i1<...<ir
αi1...ire
∗
i1
∧ . . . ∧ e∗ir
for smooth basic functions αi1...ir ∈ C∞B (W ) , we find that
∇ξα =
∑
i1<...<ir
(ξαi1...ir )︸ ︷︷ ︸
=0
e∗i1 ∧ . . . ∧ e∗ir +
∑
i1<...<ir
αi1...ir∇ξ(e∗i1 ∧ . . . ∧ e∗ir ).
Thus, as a result, we need only prove that Lξ(∇ξe∗i ) = 0 for each i = 1, . . . , 2n .
Let us compute. For any vector field Y on W , we have
(∇ξe∗i )(Y ) = ∇ξ(e∗i (Y ))− e∗i (∇ξY ) = ξ(e∗i (Y ))− e∗i (∇Y ξ)− e∗i ([ξ, Y ])
If Y = ξ , this expression simply becomes (∇ξe∗i )(ξ) = 0, whereas if Y = ej , it
reduces to
(∇ξe∗i )(ej) = −e∗i (∇ejξ).
(Recall that the ej are foliate sections of D ). By [14, Prop. 7.3.4], we know that
∇ejξ = −Φej . Therefore in W ,
(∇ξe∗i )(ej) = e∗i (Φej),
and so we may write that
∇ξe∗i = g(∇ξe∗i , η)η +
2n∑
j=1
g(∇ξe∗i , e∗j )e∗j
= [(∇ξe∗i )(ξ)]︸ ︷︷ ︸
=0
η +
2n∑
j=1
[(∇ξe∗i )(ej)]e∗j
=
2n∑
j=1
[e∗i (Φej)]e
∗
j ,
and accordingly, that
Lξ(∇ξe∗i ) =
2n∑
j=1
(ξ[e∗i (Φej)])e
∗
j + [e
∗
i (Φej)]Lξe∗j︸︷︷︸
=0
=
2n∑
j=1
[(Lξe∗i )︸ ︷︷ ︸
=0
(Φej)]e
∗
j + [e
∗
i ((LξΦ︸︷︷︸
=0
)ej)])e
∗
j +
2n∑
j=1
[e∗i (Φ(Lξej))︸ ︷︷ ︸]e∗j .
(2.21)
After observing that
Φ(Lξej) = Φ([ξ, ej ]) = f Φ(ξ) for some f ∈ C∞(W ),
= 0 by the first equation of (2.4),
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we deduce from (2.21) that Lξ(∇ξe∗i ) = 0, as required. This concludes the proof of
the claim.
Claim II In W , g(∇eiα, β) = g(Deiα, β) for each i .
Proof of Claim II. For each pair (i, j) , we can write
∇eie∗j = (∇eie∗j )⊥ + g(∇eie∗j , η)η
in W , where ( ∙ )⊥ is the g -orthogonal projection from T ∗M onto D∗ . One can
check from the definitions that
Deie
∗
j = (∇eie∗j )⊥,
and we already know that
g(∇eie∗j , η) = (∇eie∗j )(ξ) = −e∗j (∇eiξ) = e∗j (Φei).
Consequently,
∇eie∗j = Deie∗j + [e∗j (Φei)]η. (2.22)
Now, α , as a basic r -form, can be written in W as a sum of terms of the form
α˜j1...jre
∗
j1
⊗ . . .⊗ e∗jr ,
where α˜j1...jr are basic. Summing over repeated indices, using (2.22), and keeping in
mind the fact that β is basic, it follows that in W ,
g(∇eiα, β) = g(∇ei(α˜i1...ire∗j1 ⊗ . . .⊗ e∗jr ), β)
= g((eiα˜i1...ir ) e
∗
j1
⊗ . . .⊗ e∗jr + α˜i1...ir (∇eie∗j1)⊗ . . .⊗ e∗jr + . . .
. . .+ α˜i1...ire
∗
j1
⊗ . . .⊗ (∇eie∗jr ), β)
= g((eiα˜i1...ir ) e
∗
j1
⊗ . . .⊗ e∗jr + α˜i1...ir (Deie∗j1)⊗ . . .⊗ e∗jr + . . .
. . .+ α˜i1...ire
∗
j1
⊗ . . .⊗ (Deie∗jr ), β)
= g(Deiα, β),
as claimed.
Applying ∇ei to both sides of (2.20), setting v = ei , and summing over 1, . . . , 2n ,
yields
2n∑
i=1
ei(g(∇eiα, β)) =
2n∑
i=1
(g(∇eiX, ei) + g(X, ∇eiei)). (2.23)
Using the defining equation of the Levi-Civita connection, we have
2g(∇eiei, ξ) = 2ei(g(ei, ξ))− ξ(g(ei, ei)) + g([ei, ei], ξ) + 2g([ξ, ei], ei) = 0,
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by virtue of the fact that {ej}2nj=1 is a g -orthonormal foliate frame of D|W and
{ej}2nj=1 ∪ {ξ} is a g -orthonormal frame of TM |W . This implies that
Deiei = (∇eiei)⊥ =
2n∑
j=1
g(∇eiei, ej)ej = g(∇eiei, ξ)ξ +
2n∑
j=1
g(∇eiei, ej)ej = ∇eiei
in W , so that
g(X, ∇eiei) = g(X, Deiei) = 0 at x.
This, together with Claim II and (2.23), shows that
2n∑
i=1
ei(g(Deiα, β)) =
2n∑
i=1
ei(g(∇eiα, β)) =
2n∑
i=1
g(∇eiX, ei) at x. (2.24)
Returning now to (2.19), we find that at x ,
g(D∗Dα, β) = g(Dα, Dβ)−
2n∑
i=1
g(∇eiX, ei). (2.25)
Since ∇ξξ = 0 by Lemma 2.3.1, (2.25) simplifies to
g(D∗Dα, β) = g(Dα, Dβ) + g(∇ξξ, X)−
2n∑
i=1
g(∇eiX, ei)
= g(Dα, Dβ) + ξ(g(ξ, X))︸ ︷︷ ︸
= 0 from Claim I
−g(ξ, ∇ξX)−
2n∑
i=1
g(∇eiX, ei)
= g(Dα, Dβ)− divgX
at x , where divg is the divergence with respect to g . Due to the fact that x was
arbitrary, we ascertain that on M ,
g(D∗Dα, β) = g(Dα, Dβ)− divgX.
Using Stokes’ theorem, we can now assert that
〈D∗Dα, β〉B =
∫
M
g(D∗Dα, β) d volg =
∫
M
g(Dα, Dβ) d volg = 〈Dα, Dβ〉B ,
as desired.
2.7.3 A Bochner-type inequality
Now that we have an integration by parts formula, the next tool we require is a
Bochner-type inequality. This is given in the next proposition.
Proposition 2.7.3. Let (M, ξ, η, Φ, g) be a Sasaki manifold of dimension 2n + 1
whose transverse Ricci curvature is strictly positive. Then for every ψ ∈ Λr, 0B (M) ,
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r > 0 ,
g(2Δ∂ˉBψ, ψ) ≤ −g(D∗Dψ, ψ)− cr‖ψ‖2gC .
Here g has been extended by complex linearity to D⊗C and ΛrB(M)⊗C , and D∗D
has been extended complex linearly to ΛrB(M)⊗C . Moreover, c is a strictly positive
constant depending only on g , ‖ψ‖gC denotes the norm of ψ with respect to the
Hermitian metric gC induced on Λ
r, 0
B (M) by the complex linear extension of g , and
ψ = α− iβ if ψ = α+ iβ for α, β ∈ ΛrB(M) .
Proof. First note that the assumptions on M imply that it is a positive Sasaki man-
ifold. In particular, M is necessarily compact [15, Prop. 2.4].
For any point x ∈ M , let U := {(x1, . . . , x2n, t)} be a foliated coordinate chart
containing x with ξ = ∂
∂t
, and let ϕ : U −→ V := ϕ(U) be the projection
ϕ((x1, . . . , x2n, t)) = (x1, . . . , x2n).
Recall that dϕ|D : ΓB(U, D) −→ Γ(TV ) is an isomorphism. If gT is the transverse
metric associated to g with Levi-Civita connection ∇T , then, in light of the fact that
M is Sasaki, the Riemannian manifold (V, gT , ∇T ) is Ka¨hler with complex structure
J := (ϕ∗|D)(Φ|D) . We can therefore assert the existence of a gT -orthonormal frame of
TV of the form {e′k, f ′k := Je′k}nk=1 which diagonalises the transverse Ricci curvature
RicT at ϕ(x) , i.e., RicT satisfies
RicT (e′i, e
′
j) = λiδij , Ric
T (f ′i , f
′
j) = μiδij , and Ric
T (e′i, f
′
j) = 0 at ϕ(x) ,
(2.26)
where the constants λi and μi are strictly positive by virtue of the fact that Ric
T
is assumed to be strictly positive. Lifting this frame to U yields a g -orthonormal
foliate frame {ek := (dϕ|D)−1(e′k), fk := Φek = (dϕ|D)−1(Je′k)}nk=1 of D|U .
Next let {e∗k, f∗k}nk=1 be the corresponding g -dual coframe of {ek, fk}nk=1 with
e∗i (ej) = δij , e∗i (fj) = 0, f∗i (fj) = δij and f∗i (ej) = 0, and let
∂zk =
1
2
(ek − ifk) and ∂zˉk =
1
2
(ek + ifk) for k = 1, . . . , n .
Then D1,0|U is spanned by the set {∂zk}nk=1 , whereas D0, 1|U is spanned by the
set {∂zˉk}nk=1 . Extending g to D ⊗ C by complex linearity yields a Hermitian inner
product gC on D1, 0 defined by gC(∂zi , ∂zj ) = g(∂zi , ∂zˉj ) , with respect to which
{√2∂zk}nk=1 forms an orthonormal basis of D1, 0|U . Setting
dzk = e
∗
k + if
∗
k and dzˉk = e
∗
k − if∗k , for k = 1, . . . , n ,
gives rise to the easily verifiable relations
dzi(∂zj ) = δij , dzi(∂zˉj ) = 0, dzˉi(∂zˉj ) = δij , and dzˉi(∂zj ) = 0,
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as well as the relations
g(∂zk , ∙) =
1
2
dzˉk and g(∂zˉk , ∙) =
1
2
dzk.
Now for an arbitrary manifold admitting a Riemannian foliation, there is a notion
of a mean curvature form κ for the foliation (cf. [61, eqn. (2.5)]). For minimal
foliations, in particular for the Reeb foliation of M (cf. Lemma 2.3.1), this mean
curvature form vanishes. Hence, on M , its basic component must also vanish, and
we read from [61, Lemma 3.2] that dB and δB are given by
dB =
n∑
i=1
(e∗i ∧Dei + f∗i ∧Dfi) and δB = −
n∑
k=1
(ekyDek + fkyDfk) (2.27)
in U .
By extending D , dϕ and ϕ∗|D by complex linearity, we obtain operators
D : ΓB(m, D)⊗ C × Λ∗B(M)⊗ C −→ Λ∗B(M)⊗ C, dϕ : TM |U ⊗ C −→ TV ⊗ C,
and
ϕ∗|D : Λ∗B(U)⊗ C −→ Λ∗(V )⊗ C
respectively. We also extend ∇T by complex linearity. Note that with these exten-
sions,
dϕ|D : ΓB(U, D)⊗ C −→ Γ(TV )⊗ C and ϕ∗|D : Λp, qB (U) −→ Λp, q(V )
are isomorphisms and D satisfies
[(ϕ∗|D)(DZζ|U )] = ∇Tdϕ(Z)[(ϕ∗|D)(ζ|U )],
for any ζ ∈ ΛrB(U)⊗ C and Z ∈ ΓB(U, D)⊗ C .
We can now write
dB =
n∑
i=1
(e∗i ∧Dei + f∗i ∧Dfi)
=
1
2
(
n∑
k=1
(dzk + dzˉk) ∧D∂zk+∂zˉk +
n∑
k=1
(dzk − dzˉk) ∧D∂zk−∂zˉk
)
=
1
2
( n∑
k=1
(dzk ∧D∂zk + dzk ∧D∂zˉk + dzˉk ∧D∂zk + dzˉk ∧D∂zˉk+
+ dzk ∧D∂zk − dzk ∧D∂zˉk − dzˉk ∧D∂zk + dzˉk ∧D∂zˉk )
)
=
n∑
k=1
(dzk ∧D∂zk + dzˉk ∧D∂zˉk ) = ∂B + ∂ˉB
(2.28)
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and
δB = −
n∑
k=1
(ekyDek + fkyDfk)
= −
n∑
k=1
((∂zk + ∂zˉk)yD∂zk+∂zˉk − [(∂zk − ∂zˉk)yD∂zk−∂zˉk ])
= −
n∑
k=1
(∂zkyD∂zk + ∂zkyD∂zˉk + ∂zˉkyD∂zk + ∂zˉkyD∂zˉk−
− [∂zkyD∂zk − ∂zkyD∂zˉk − ∂zˉkyD∂zk + ∂zˉkyD∂zˉk ])
= −2
n∑
k=1
(∂zkyD∂zˉk + ∂zˉkyD∂zk )
= ∂∗B + ∂ˉ
∗
B
(2.29)
on U .
The complex structure J on V induces a splitting TV ⊗ C = T 1, 0V ⊕ T 0, 1V ,
where JX = iX for V ∈ T 1, 0V and JY = −iY for Y ∈ T 0, 1V . If we set
∂z′k := dϕ(∂zk) =
1
2
(e′k − if ′k) and ∂zˉ′k := dϕ(∂zˉk) =
1
2
(e′k + if
′
k),
then {∂z′k} spans T 1, 0V = dϕ(D1, 0|U ) and {∂zˉ′k} spans T 0, 1V = dϕ(D0, 1|U ) . More-
over, by virtue of the fact that V is Ka¨hler, we have the relations
∇T∂z′
i
∂z′j =
n∑
k=1
Γ′kij ∂z′k , ∇T∂z′
i
∂zˉ′j = 0,
and their conjugates holding on V , for some functions Γ′kij ∈ C∞(V ) ⊗ C . These
relations imply that
dϕ(D∂zi∂zj ) = ∇T∂z′
i
∂z′j =
n∑
k=1
Γ′kij ∂z′k and dϕ(D∂zi∂zˉj ) = ∇T∂z′
i
∂zˉ′j = 0,
or equivalently, that
D∂zi∂zj =
n∑
k=1
Γkij ∂zk and D∂zi∂zˉj = 0,
where Γkij = Γ
′k
ij ◦ ϕ ∈ C∞B (U)⊗ C . Similarly, the equations
D∂zˉi∂zˉj =
n∑
k=1
Γkˉıˉˉ ∂zˉk and D∂zˉi∂zj = 0
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also hold, for Γkˉıˉˉ = Γ
k
ij . The upshot is that
D∂zidzj = −
n∑
k=1
Γjik dzk, D∂zidzˉj = 0,
and
D∂zˉidzˉj = −
n∑
k=1
Γˉ
ıˉkˉ
dzˉk and D∂zˉidzj = 0
in U . That is, D∂zk defines a map
D∂zk : Λ
r, s
B (U) −→ Λr, sB (U) (2.30)
and D∂zˉk defines a map
D∂zˉk : Λ
r, s
B (U) −→ Λr, sB (U). (2.31)
By comparing (2.28) and (2.29) with (2.30) and (2.31), one can see that
∂ˉB =
n∑
k=1
dzˉk ∧D∂zˉk and ∂ˉ∗B = −2
n∑
k=1
∂zˉkyD∂zk
in U (see also [62, eqn. (3.10)]). It follows that, for any ψ ∈ Λr, 0B (M) , we have
Δ∂ˉBψ = ∂ˉ
∗
B ∂ˉBψ = −2
n∑
k=1
∂zˉkyD∂zk
(
n∑
l=1
dzˉl ∧D∂zˉlψ
)
= −2
n∑
k, l=1
∂zˉky
(
(D∂zk dzˉl︸ ︷︷ ︸
=0
) ∧D∂zˉlψ − dzˉl ∧D∂zkD∂zˉlψ
)
= 2
n∑
k=1
D∂zkD∂zˉkψ − 2
n∑
k, l=1
dzˉl ∧ [∂zˉky(D∂zkD∂zˉlψ)]
in U . Notice that, as a basic form of type (r, 0) , D∂zkD∂zˉlψ satisfies
∂zˉky(D∂zkD∂zˉlψ) = 0.
Consequently, we arrive at the simplified identity
Δ∂ˉBψ = ∂ˉ
∗
B ∂ˉBψ = 2
n∑
k=1
D∂zkD∂zˉkψ. (2.32)
We now extend D∗D complex linearly to ΛrB(M) ⊗ C and make the following
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computation in U :
4
n∑
k=1
D∂zkD∂zˉkψ =
n∑
k=1
Dek−ifkDek+ifkψ
=
n∑
k=1
(DekDekψ +DfkDfkψ + iDekDfkψ − iDfkDekψ)
= −D∗Dψ +
n∑
k=1
(DDekek+Dfkfkψ) + i
n∑
k=1
(DekDfkψ −DfkDekψ).
(2.33)
Since for each k ,
0 = 4D∂zk∂zˉk = Dek−ifk(ek + ifk) = Dekek +Dfkfk + i(Dekfk −Dfkek),
we see that both
Dekek +Dfkfk = 0 and Dekfk −Dfkek = 0.
As a consequence, (2.33) simplifies to
4
n∑
k=1
D∂zkD∂zˉkψ = −D∗Dψ + i
n∑
k=1
(DekDfkψ −DfkDekψ). (2.34)
Let us study the latter term in this expression in detail.
Setting ψ′ := (ϕ∗|D)ψ , we have
(ϕ∗|D)
(
i
n∑
k=1
(DekDfkψ −DfkDekψ)
)
= i
n∑
k=1
(∇Te′k∇
T
f ′k
ψ′ −∇Tf ′k∇
T
e′k
ψ′)
= i
n∑
k=1
(RT (e′k, f
′
k)ψ
′ +∇T[e′k, f ′k]ψ
′),
(2.35)
where RT ( ∙ , ∙ ) ∙ denotes the curvature tensor of the transverse metric gT . Recalling
that Dekfk −Dfkek = 0 so that
0 = dϕ(Dekfk −Dfkek) = ∇Te′kf
′
k −∇Tf ′ke
′
k = [e
′
k, f
′
k],
(2.35) becomes
(ϕ∗|D)
(
i
n∑
k=1
(DekDfkψ −DfkDekψ)
)
= i
n∑
k=1
RT (e′k, f
′
k)ψ
′. (2.36)
We therefore need to investigate the action of the operator
K := i
n∑
k=1
RT (e′k, f
′
k) (2.37)
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on elements of Λr, 0(V ) . So let {e′∗k , f ′∗k }nk=1 be the gT -dual coframe of {e′k, f ′k}nk=1
on U , with e′∗i and f ′∗j dual to e′j and f ′j respectively, and define dz′k = e
′∗
k + if
′∗
k
and dzˉ′k = e
′∗
k − if ′∗k . Also, extend RicT by complex linearity to TV ⊗ C . Then a
computation yields
K dz′l = i
n∑
k=1
RT (e′k, f
′
k)dz
′
l = i
n∑
k=1
RT (e′k, f
′
k)(e
′∗
l + if
′∗
l )
= 2
n∑
j=1
(
[RicT (∂zˉ′j , ∂zˉ′l)︸ ︷︷ ︸
=0
]dzˉ′j − [RicT (∂z′j , ∂zˉ′l)]dz′j
)
= −2
n∑
j=1
[RicT (∂z′j , ∂zˉ′l)]dz
′
j .
Since ψ′ lies in Λr, 0(V ) , it can be written as a sum of terms of the form
ψ′i1...ir dz
′
i1
⊗ . . .⊗ dz′ir
for ψ′i1...ir ∈ C∞(V )⊗C . Accordingly, using the Einstein summation convention, we
can compute the action of K on ψ′ as follows:
gT (Kψ′, ψ′) = gT (K(ψ′i1...ir dz
′
i1
⊗ . . .⊗ dz′ir ), ψ′j1...jr dzˉ′j1 ⊗ . . .⊗ dzˉ′jr )
= gT (ψ′i1...ir K(dz
′
i1
)⊗ . . .⊗ dz′ir , ψ′j1...jr dzˉ′j1 ⊗ . . .⊗ dzˉ′jr ) + . . .
. . .+ gT (ψ′i1...ir dz
′
i1
⊗ . . .⊗K(dz′ir ), ψ′j1...jr dzˉ′j1 ⊗ . . .⊗ dzˉ′jr )
= −2
(
gT
(
ψ′i1...ir ([Ric
T (∂z′k , ∂zˉ′i1
)]dz′k)⊗ . . .⊗ dz′ir ,
, ψ′j1...jr dzˉ
′
j1
⊗ . . .⊗ dzˉ′jr
)
+ . . .
. . .+ gT
(
ψ′i1...ir dz
′
i1
⊗ . . .⊗ ([RicT (∂z′k , ∂zˉ′ir )]dz
′
k),
, ψ′j1...jr dzˉ
′
j1
⊗ . . .⊗ dzˉ′jr
))
= −2
(
2rδkj1 [Ric
T (∂z′k , ∂zˉ′i1
)]ψ′i1i2...irψ
′
j1i2...ir
+ . . .
. . .+ 2rδkjr [Ric
T (∂z′k , ∂zˉ′ir
)]ψ′i1...ir−1irψ
′
i1...ir−1jr
)
= −2r+1
(
[RicT (∂z′j1
, ∂zˉ′i1
)]ψ′i1i2...irψ
′
j1i2...ir
+ . . .
. . .+ [RicT (∂z′jr
, ∂zˉ′ir
)]ψ′i1...ir−1irψ
′
i1...ir−1jr
)
Using the fact that RicT is strictly positive and that our choice of frame diagonalises
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RicT at the point ϕ(x) (recall (2.26)), we find that at ϕ(x) ,
−gT (Kψ′, ψ′) = 2r+1
( ∑
j1, i1, ..., ir
[RicT (∂z′j1
, ∂zˉ′i1
)]ψ′i1i2...irψ
′
j1i2...ir
+ . . .
. . .+
∑
jr, i1, ..., ir
[RicT (∂z′jr
, ∂zˉ′ir
)]ψ′i1...ir−1irψ
′
i1...ir−1jr
)
= 2r−1
∑
i1, ..., ir
(
(λi1 + μi1)|ψ′i1...ir |2 + . . .+ (λir + μir )|ψ′i1...ir |2
)
≥ 2r−1r min
k=1,...,n
{λk + μk}
∑
i1, ..., ir
|ψ′i1...ir |2
=
r
2
min
k=1,...,n
{λk + μk} gT (ψ′, ψ′).
Now, by compactness of M , we know that there exists a strictly positive constant c ,
independent of x and depending only on g , such that mink=1,...,n{λk + μk} ≥ 2c .
(For example, we can take c to be the minimum value of the lowest eigenvalue of
RicT on M , viewing RicT as a global section of the vector bundle Sym2D∗ on M .
Since RicT > 0, this choice of c will necessarily be strictly positive). We therefore
deduce that
gT (Kψ′, ψ′) ≤ −cr gT (ψ′, ψ′) at ϕ(x) , (2.38)
for this constant c > 0.
Combining this inequality with the identities derived thus far allows us to assert
that at x ,
g(2Δ∂ˉBψ, ψ) =︸︷︷︸
by (2.32)
g
(
4
n∑
k=1
D∂zkD∂zˉkψ, ψ
)
=︸︷︷︸
by (2.34)
−g(D∗Dψ, ψ) + g
(
i
n∑
k=1
(DekDfk −DfkDek)ψ, ψ
)
= −g(D∗Dψ, ψ) + gT ((ϕ∗|D)(i n∑
k=1
(DekDfk −DfkDek)ψ
)
, (ϕ∗|D)ψ
)
= −g(D∗Dψ, ψ) + gT (Kψ′, ψ′), by (2.36) and (2.37),
≤ −g(D∗Dψ, ψ)− cr gT (ψ′, ψ′), by (2.38),
= −g(D∗Dψ, ψ)− cr g((ϕ∗|D)−1ψ′, (ϕ∗|D)−1ψ′)
= −g(D∗Dψ, ψ)− cr g(ψ, ψ) = −g(D∗Dψ, ψ)− cr‖ψ‖2gC .
Because x was arbitrary and c does not depend on x , this inequality holds at every
point of M , hence on M itself, as stated in the proposition.
We now have everything we need to complete the proof of Proposition 2.7.1.
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2.7.4 Completion of the proof of Proposition 2.7.1
Let (M, ξ, η′, Φ′, g′) be a positive Sasaki manifold. As cB1 (M) > 0, by Corol-
lary 2.6.2 and the remark before, we know that there is a unique Sasaki structure
(ξ, η, Φ, g) on M with [dη]B = [dη
′]B whose transverse Ricci form, hence transverse
Ricci curvature, is strictly positive, and whose basic Hodge numbers coincide with
those of the Sasaki structure (ξ, η′, Φ′, g′) on M .
Working with the Sasaki structure (ξ, η, Φ, g) on M , let [α]B ∈ Hp, 0B (M) for
p > 0. By Corollary 2.4.5, there exists a unique ∂ˉB -closed (p, 0)-basic form β
satisfying [β]B = [α]B and Δ∂ˉBβ = 0. Writing β = ζ + iν for some ζ, ν ∈ ΛpB(M) ,
it follows from Proposition 2.7.3 that there exists a constant c > 0 so that
0 = −
∫
M
g(2Δ∂ˉBβ, β) d volg ≥
∫
M
g(D∗Dβ, β) d volg +cp
∫
M
‖β‖2gC d volg
=
∫
M
g(D∗D(ζ + iν), ζ − iν) d volg +cp
∫
M
‖ζ + iν‖2gC d volg
=
∫
M
(g(D∗Dζ, ζ) + g(D∗Dν, ν) + i(g(D∗Dν, ζ)− g(D∗Dζ, ν))) d volg +
+ cp
∫
M
(|ζ|2g + |ν|2g) d volg
= 〈D∗Dζ, ζ〉B + 〈D∗Dν, ν〉B + i(〈D∗Dν, ζ〉B − 〈D∗Dζ, ν〉B)
+ cp
∫
M
(|ζ|2g + |ν|2g) d volg .
Proposition 2.7.2 now implies that
0 ≥ 〈Dζ, Dζ〉B + 〈Dν, Dν〉B + cp
∫
M
(|ζ|2g + |ν|2g) d volg,
and correspondingly, that
−cp
∫
M
(|ζ|2g + |ν|2g) d volg ≥ 〈Dζ, Dζ〉B + 〈Dν, Dν〉B ≥ 0.
It thus follows that ζ and ν , and hence also β , are equal to zero. This concludes the
proof of Proposition 2.7.1.
2.8 Sasaki-Einstein manifolds
In this section we introduce Sasaki-Einstein manifolds, our starting point for the
construction of asymptotically conical Calabi-Yau manifolds.
2.8.1 Definition of Sasaki-Einstein manifolds
Given a compact Sasaki manifold (M, ξ, η, Φ, g) of dimension 2n+1, recall that the
metric cone (C(M), g0 = dr
2+r2g) over M is Ka¨hler with Ka¨hler form ω0 =
i
2∂∂ˉr
2 .
A simple calculation shows that the Ricci curvature Ric( ∙ ) of these two metrics are
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related by
Ric(g0) = Ric(g)− 2ng.
Thus, C(M) is Ricci-flat if and only if M is Einstein with positive scalar curvature
2n(2n+ 1); if this is the case, then we say that (M, g) is a Sasaki-Einstein manifold
with Sasaki-Einstein metric g . Let us state this as a definition.
Definition 2.8.1. A compact (2n+1) -dimensional Riemannian manifold (M, g) is
a Sasaki-Einstein manifold with Sasaki-Einstein metric g if and only if either of the
following two equivalent conditions hold.
(i) (M, g) is Sasaki and Einstein with positive scalar 2n(n+ 1) .
(ii) The metric cone over (M, g) is Ricci-flat and Ka¨hler.
In terms of the transverse geometry of (M, g) , requiring (M, g) to be Sasaki-
Einstein is equivalent to asking the transverse metric gT associated to g to be Ka¨hler-
Einstein with positive Einstein constant 4n(n+ 1), i.e., for RicT = 2n(n+ 1)gT . A
necessary condition therefore for (M, g) to be Sasaki-Einstein is that M is a positive
Sasaki manifold. It also follows that the underlying Ka¨hler manifold (resp. orbifold)
of a regular (resp. quasi-regular) Sasaki-Einstein manifold of dimension 2n + 1 is
Ka¨hler-Einstein with Einstein constant 2n .
2.8.2 The Calabi ansatz
There is an ansatz, apparently due to Calabi [17], that provides a converse to the fact
that the underlying Ka¨hler manifold of a regular Sasaki-Einstein manifold is Ka¨hler-
Einstein Fano. Given a Ka¨hler-Einstein Fano manifold X of complex dimension n ,
we associate a Ricci-flat Ka¨hler cone, and hence a Sasaki-Einstein manifold, to it
as follows. We first normalise the Ka¨hler-Einstein metric h on X so that its Ricci
curvature is 2(n+ 1)h . The function (p, v) −→ ‖v‖ 2n+1 is then the Ka¨hler potential
of the Ricci-flat Ka¨hler cone metric on K×X , where p is a point of X , v is a non-
zero vector in the fibre of KX over p , and ‖v‖ is the norm of v with respect to
the Hermitian metric on KX induced from the normalised Ka¨hler-Einstein metric h
on X . Notice that each integral curve of the radial vector field of this cone metric
stays inside a unique fibre of KX . More precisely, if (p, v) denotes a non-zero vector
v in the fibre of KX over p , then the radial cone line passing through (p, v) is
{(p, tv) : t > 0} . The corresponding Sasaki-Einstein manifold, the total space of the
S1 -bundle associated to KX , is therefore regular, and the orbits of its Reeb vector
field are simply the S1 -fibres of the fibration. We shall return to this ansatz, known
as the Calabi ansatz, later in the next chapter. Our treatment of it here is taken from
[69, Prop. 3.1], where one can also check the details of the fact that the Ka¨hler cone
metric we have defined is Ricci-flat.
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2.8.3 Examples of Sasaki-Einstein manifolds
Regular examples of Sasaki-Einstein manifolds are abundant, thanks to the Calabi
ansatz. The most elementary example to consider is Pn endowed with the Fubini-
Study metric. The Calabi ansatz produces a Ricci-flat Ka¨hler cone metric on K×Pn =
OPn(−n−1)× , and, as a result, we obtain a Ricci-flat Ka¨hler metric on the blowdown
of the zero section of each line bundle covering KPn . In particular, we get a Ricci-flat
Ka¨hler metric on OPn(−1)× , which is just Cn+1 . Working through the computations,
one can verify that this Ricci-flat Ka¨hler metric is actually the flat metric on Cn+1 so
that the corresponding Sasaki-Einstein manifold is S2n+1 equipped with the round
metric.
Irregular Sasaki-Einstein manifolds are a lot less understood than regular Sasaki-
Einstein manifolds. In fact, examples have only recently appeared in the literature.
The first such examples were constructed by Gauntlett et al. [36] on S2 × S3 . The
same authors then went on to generalise this construction [35] before Futaki et al. [34]
(see also [23]) showed that the S1 -bundle associated to the canonical bundle of any
toric (not necessarily Ka¨hler-Einstein) Fano manifold admits a Sasaki-Einstein metric.
Futaki et al. in particular prove that the S1 -bundle associated to the canonical bundle
of P2(2) , the blowup of P
2 at two points, admits a Sasaki-Einstein metric. Note that
this Sasaki structure must be irregular since P2(2) does not admit a Ka¨hler-Einstein
metric. A similar result also holds for the S1 -bundle associated to the canonical
bundle of P2(1) , the one point blowup of P
2 – see [78]. More recently, Mabuchi et
al. [75] show that Sasaki-Einstein metrics exist on the S1 -bundle associated to the
canonical line bundle of certain P1 -bundles over Ka¨hler-Einstein Fano manifolds.
2.8.4 Asymptotically conical Ricci-flat Ka¨hler manifolds from
Ricci-flat Ka¨hler cones: two approaches
As the Ricci-flat Ka¨hler cones arising out of Sasaki-Einstein manifolds are precisely
the asymptotic models of the Ricci-flat Ka¨hler metrics we wish to construct, we can
use these cones as a starting point to produce AC Ricci-flat Ka¨hler manifolds. Indeed,
given a Ricci-flat Ka¨hler cone C0 , there are two natural approaches to constructing
AC Ricci-flat Ka¨hler manifolds from it. One way is to take C0 , take a crepant
resolution (if one exists), and try to endow the resolution with an AC Ricci-flat
Ka¨hler metric. Assuming C0 is affine algebraic, then one may also “smooth” it, by
which we mean deform its defining equations in such a way that the resulting variety
is smooth, and try to construct a Ricci-flat Ka¨hler metric on the smoothing. For each
Ricci-flat Ka¨hler cone, or equivalently, for each Sasaki-Einstein manifold, one can see
if either of these two methods yield AC Ricci-flat Ka¨hler metrics. This is the principal
motivation behind our interest in Sasaki-Einstein manifolds – to generate examples
of AC Ricci-flat Ka¨hler manifolds by either taking a resolution or a smoothing of a
Ricci-flat Ka¨hler cone.
The remaining chapters in this thesis are dedicated to constructing examples of AC
66
Ricci-flat Ka¨hler metrics via these two means. We deal with resolutions in Chapter
4 and smoothings in Chapter 5. In addition, we prove an existence theorem for
AC Ricci-flat Ka¨hler metrics reminiscent of an existence theorem by Tian and Yau
in Chapter 4. However, before we do any of these things, we must introduce the
tools and terminology we need to prove existence theorems for AC Ricci-flat Ka¨hler
metrics. In particular, we will state an existence theorem by Joyce, and generalised by
others, for solutions to the complex Monge-Ampe`re equation on non-compact Ka¨hler
manifolds. This will form the content of the next chapter.
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Chapter 3
Asymptotically Conical
manifolds
In the first part of this chapter, we present the general definition of an AC manifold
and investigate the asymptotics of certain geometric objects on such manifolds. We
then introduce the function spaces, namely weighted Ho¨lder spaces, on AC manifolds
that we shall deal with later. The action of the Laplacian on these spaces is partic-
ularly important in what follows, and it is here that we study its behaviour. These
topics fall into a comprehensive theory of analysis on AC manifolds (cf. [76]), and we
only quote what is relevant for our purposes.
Having acquainted ourselves with this material, we turn our attention towards
some Ka¨hlerian aspects of AC manifolds. This makes up the content of the latter
part of this chapter. We define AC Ka¨hler manifolds and introduce the notions
of Ka¨hler classes and compactly supported Ka¨hler classes on non-compact Ka¨hler
manifolds, before giving the definition of a Calabi-Yau cone. With this last definition,
we are able to say what we mean by AC almost Calabi-Yau and AC Calabi-Yau
manifolds, thus providing the framework within which we work in the subsequent
chapters. After discussing some properties of these manifolds, in particular involving
the Ricci potential of their metrics, we conclude with an existence theorem, due to
Joyce and others, concerning solutions of the complex Monge-Ampe`re equation on
AC Ka¨hler manifolds. It is because of this existence theorem that our methods for
constructing AC Calabi-Yau manifolds work.
3.1 Asymptotically Conical manifolds
We begin by recalling the definition of a Riemannian cone from §2.2. For notational
convenience, we shall henceforth write C0 instead of C(M) to denote a cone.
Definition 3.1.1. We say that (C0, g0) is a (metric or Riemannian) cone (over
a compact Riemannian manifold (Σ, gΣ)) if C0 = R+ × Σ for some compact Rie-
mannian manifold (Σ, gΣ) with metric gΣ , and if in addition, g0 is a Riemannian
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metric on C0 that takes the form dr
2 + r2gΣ for some coordinate function r > 0
on the R+ -factor of R+ × Σ . Such a function is unique and we call it the radial
coordinate of (C0, g0) . We refer to g0 as the conical (or cone) metric on C0 and
the subset {1} × Σ ⊂ C0 as the base of the cone. Throughout, we frequently make
the identification Σ ' {1} ×Σ , and occasionally we consider the apex of the cone at
r = 0 .
Note that the apex of a Riemannian cone C0 = R+ ×Σ over a compact Riemannian
manifold (Σ, g) is singular unless Σ = Sn and g is the round metric on Sn . One
can compute the Levi-Civita connection ∇0 of the cone metric g0 on C0 in terms of
the Levi-Civita connection ∇Σ of the metric gΣ on the base Σ. The result is
(∇0)r ∂∂r
(
r
∂
∂r
)
= r
∂
∂r
, (∇0)r ∂∂rX = (∇0)X
(
r
∂
∂r
)
= X, and
(∇0)XY = ∇ΣXY − gΣ(X, Y )r
∂
∂r
,
(3.1)
where X and Y are vector fields on Σ suitably interpreted also as vector fields on
C0 , and r is the radial coordinate of (C0, g0) . These equations will be used implicitly
in proving some of the formulae to follow.
With Definition 3.1.1, we are able to define the class of manifolds we wish to
consider, namely asymptotically conical (or AC) manifolds.
Definition 3.1.2. Let (M, g) be a non-compact Riemannian manifold with g a Rie-
mannian metric on X . Suppose that there exists a cone (C0, g0) over a compact
Riemannian manifold (Σ, gΣ) , constants λ < 0 and R > 2 , a compact subset K of
M , and a diffeomorphism Υ : (R, ∞)× Σ −→M\K , so that
|∇k0(Υ∗(g)− g0)|g0 = O(rλ−k) for all k ≥ 0 ,
where r is the radial coordinate of the cone (C0, g0) , ∇0 is the Levi-Civita connection
derived from g0 , and | ∙ |g0 is calculated using g0 . Then we say that (M, g) is an
asymptotically conical (AC) manifold with rate λ modelled on the cone (C0, g0) , and
that g is an AC metric. Here, |T |g0 = O(r−j) if rj |T |g0 is bounded as r −→ ∞ .
Sometimes we refer to (C0, g0) as the asymptotic cone of (M, g) .
Observe that if we set Σ = Sn−1/G in this definition, where G is a finite subgroup
of SO(n) acting freely on Rn\{0} (hence on Sn−1 ↪−→ Rn ), then we recover the
definition of an ALE manifold [60, Defn. 8.1.1]. In this respect, AC manifolds can be
considered a generalisation of ALE manifolds.
If (M, g) is an AC manifold with rate λ modelled on the cone (C0, g0) , then
clearly the volume form and other geometric objects on M determined by the metric
g should be asymptotic in some sense to the corresponding objects on C0 . The next
lemma gives a quantitative estimate on how fast some of these objects converge.
Lemma 3.1.3. Let (M, g) be an AC manifold with rate λ < 0 modelled on the cone
(C0, g0) of real dimension n . Then, with notation as in Definition 3.1.2, we have,
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for all k ≥ 0 , the following asymptotics:
(a) |∇k0(Υ∗(d volg)− d volg0)|g0 = O(rλ−k) ,
(b) |∇k0(Υ∗(g−1)− g−10 )|g0 = O(rλ−k) , and
(c) |∇k0(Υ∗(∇)−∇0)|g0 = O(rλ−1−k) .
In addition, the metrics Υ∗(g) and g0 are uniformly equivalent on {x ∈ C0 : r(x) >
R′} for some R′ > R . Here, ∇ is the Levi-Civita connection of g , and if g′ is any
Riemannian metric on a manifold X , then d volg′ denotes its volume form and g
′−1
denotes the metric induced on T ∗X .
Proof. From now on we identify points on M\K with their image under the map
Υ−1 . We do the same also for tensors on M\K and their pullback under Υ.
(a) Let x be any point of C0 with r(x) > R and choose a g0 -orthonormal frame
{ei} of TC0 in a neighbourhood of x that diagonalises g at x . Set e∗i = g0(ei, ∙) ,
so that {e∗i } is the corresponding g0 -dual coframe. With respect to this frame, the
metrics g0 and g take the form g0 =
∑
i e
∗
i ⊗ e∗i and g =
∑
i gii e
∗
i ⊗ e∗i at x , for
gii > 0. The condition |g − g0|g0 = O(rλ) now reads as∑
i
|gii − 1|2 ≤ A21(r(x))2λ at x ,
for a uniform constant A1 independent of x . In particular, for each i , we have
|gii − 1| ≤ A1(r(x))λ at x ,
which tells us that for each i ,
1−A1(r(x))λ ≤ gii ≤ 1 +A1(r(x))λ at x . (3.2)
In terms of these chosen frames, the volume forms of g0 and g may be written as
d volg0 = e
∗
1∧ . . .∧e∗n and d volg = (g11 . . . gnn)
1
2 e∗1∧ . . .∧e∗n = (g11 . . . gnn)
1
2 d volg0
respectively at x . Using these expressions, it is easy to see that
|d volg −d volg0 |g0 = |(g11 . . . gnn)
1
2 −1| |d volg0 |g0︸ ︷︷ ︸
=1
= |(g11 . . . gnn) 12 −1| at x. (3.3)
We now fix R1 > R sufficiently large so that A1(r(x))
λ < 12 for all x ∈ C0 with
r(x) > R1 . Henceforth considering only such x , we find from (3.2) that
(1−A1r(x)λ)n ≤ g11 . . . gnn ≤ (1 +A1r(x)λ)n
so that
(1−A1r(x)λ)n2 − 1 ≤ (g11 . . . gnn) 12 − 1 ≤ (1 +A1r(x)λ)n2 − 1.
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Observing that the left-hand and right-hand side of this inequality satisfies
|(1 +A1r(x)λ)n2 − 1|, |(1−A1r(x)λ)n2 − 1| ≤ B1r(x)λ
for some constant B1 independent of x (where we choose R1 larger if necessary), we
obtain the bounds
−B1r(x)λ ≤ (g11 . . . gnn) 12 − 1 ≤ B1r(x)λ at x.
That is,
|(g11 . . . gnn) 12 − 1| ≤ B1r(x)λ at x.
Recalling (3.3), we can now assert that |d volg −d volg0 |g0 ≤ B1r(x)λ at every point
x ∈ C0 with r(x) > R1 for some constant B1 independent of x , or equivalently, that
|d volg −d volg0 |g0 = O(rλ).
This completes the proof for k = 0.
For k ≥ 1, the proof follows along similar lines, but we choose the g0 -orthonormal
frame {ei} to be parallel at x with respect to ∇0 and make use of the Leibnitz formula
for the determinant.
(b) As in part (a), let x be any point in C0 with r(x) > R , and choose a g0 -
orthonormal frame {ei}i of TC0 that simultaneously diagonalises g at the point
x . If, at x , we write g as g =
∑
i giie
∗
i ⊗ e∗i for some gii > 0, where {e∗i } is the
corresponding g0 -dual coframe of {ei} as defined in part (a), then g−1 must take
the form g−1 =
∑
i
1
gii
ei ⊗ ei at x . Of course, g−10 =
∑
i ei ⊗ ei at x .
Recalling the estimates in part (a), we pick R1 > R sufficiently large so that
A1r(x)
λ < 12 for all x with r(x) > R1 . It follows from (3.2) that there exists a
constant B2 independent of x such that for all i ,
−B2rλ ≤ 1
1 +A1r(x)λ
− 1 ≤ 1
gii
− 1 ≤ 1
1−A1r(x)λ − 1 ≤ B2r(x)
λ
at any x satisfying r(x) > R1 . Subsequently, we have the estimate
|g−1 − g−10 |2g0 =
∑
i
∣∣∣∣ 1gii − 1
∣∣∣∣2 ≤ B22nr(x)2λ
at all such x , from which we deduce that |g−10 − g−1|g0 = O(rλ) .
In order to prove the claimed result for higher derivatives, one must choose the
g0 -orthonormal frame {ei} to be ∇0 -parallel at x and make use of the fact that if we
write g =
∑
i, j gije
∗
i ⊗e∗j and g−1 =
∑
i, j g
ijei⊗ej in this frame, where e∗i (ej) = δij ,
then dgij = −∑k, l gikgjldgkl . One should also bear in mind the already proven fact
|g−10 − g−1|g0 = O(rλ) , since this must be made use of as well.
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(c) Before proceeding with the proof, we remark that although neither ∇0 nor ∇
are tensors individually, their difference is a tensor (hence coordinate invariant).
We again pick any x ∈ C0 with r(x) > R , but this time we choose the g0 -
orthonormal frame {ei}i to be ∇0 -parallel at x . Letting {e∗i }i be the g0 -dual
coframe as defined above, and writing g =
∑
i, j gije
∗
i ⊗ e∗j and g−1 =
∑
i, j g
ijei ⊗ ej
around x , we know from the convergence of the derivative of the metrics, |∇0(g −
g0)|g0 = O(rλ−1) , that there exists a constant A˜1 , independent of x , and a constant
R˜1 > R , such that for every x with r(x) > R˜1 , |∇0(g − g0)|g0 ≤ A˜1r(x)λ−1 .
Furthermore, by part (b), we can assert the existence of a constant A˜2 , independent of
x , and a constant R˜2 > R˜1 , such that for every x ∈ C0 with r(x) > R˜2 , |g−g−1|g0 ≤
A˜2r(x)
λ . Thus, restricting our attention solely to points x ∈ C0 with r(x) > R˜2 , we
ascertain that at all such points,
A˜1r(x)
λ−1 ≥ |∇0(g − g0)|g0 = |∇0g|g0 =
√√√√ n∑
a, b, c=1
(eagbc)2 ≥ |ekgij |
for all i, j, k = 1, . . . , n , and moreover, that
A2r(x)
λ ≥ |g−1 − gˉ−1|g0 =
√∑
i, j
(gij − δij)2 ≥ |gkl − δkl| ≥ ||gkl| − |δkl||
for all k, l = 1, . . . , n . Consequently, writing the components of ∇ in the frame {ei}
as Γkij , we find that at x ,
|∇ −∇0|2g0 =
∑
i, j
|∇eiej − (∇0)eiej︸ ︷︷ ︸
=0 at x
|2 =
∑
i, j, k
(Γkij)
2
≤
∑
i, k, l,m
(
1
2
|gim|(|elgmk|+ |ekgml|+ |emgkl|)
)2
≤ 1
4
∑
i, k, l,m
(δim + A˜2r(x)
λ)2(3A˜1r(x)
λ−1)2
≤ r(x)
2(λ−1)
4
∑
i, k, l,m
(3A˜1)
2(1 +A2r(x)
λ)2
≤ A˜3r2(λ−1)
for some constant A˜3 independent of x . This final inequality is enough to give the
result for k = 0. Further computations, in the same manner as above, allow us to
establish the result for arbitrary k .
To prove that the metrics Υ∗(g) and g0 are uniformly equivalent on {x ∈ C0 :
r(x) > R′} for some R′ > R , it suffices to show that there exists R′ > R so that
at all points x ∈ C0 with r(x) > R′ , the eigenvalues of g with respect to g0 are
uniformly bounded independent of x . So for any point y ∈ C0 with r(y) > R , we fix
a g0 -orthonormal basis {ei}i of TyC0 that also diagonalises g . Under the assumption
|g− g0|g0 = O(rλ) , we know that we can find a constant Rˆ1 > R and a constant Aˆ1 ,
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independent of y , such that Aˆ1Rˆ
λ
1 <
1
2 and such that |g − g0|g0 ≤ Aˆ1r(y)λ at all
points y with r(y) > Rˆ1 . Thus, at any point x with r(x) > Rˆ1 , in our chosen frame
{ei} of TxC0 , we have |g(ei, ei)− 1| ≤ Aˆ1r(x)λ , from which it follows that
1
2
< 1− Aˆ1Rˆλ1 ≤ 1− Aˆ1r(x)λ ≤ g(ei, ei) ≤ 1 + Aˆ1r(x)λ ≤ 1 + Aˆ1Rˆλ1 for each i .
Setting R′ = Rˆ1 now yields the result.
Let (C0, g0) be a Riemannian cone over a compact Riemannian manifold (Σ, gΣ)
and let (r, x) denote conical coordinates on C0 , where r > 0 is the radial coordinate
of (C0, g0) and x ∈ Σ. For t > 0, define a map νt : Σ× [1, 2] −→ Σ× [t, 2t] by
νt((x, r)) = (x, tr).
One can easily check that ν∗t (g0) = t2g0 and that ν∗t ◦∇0 = ∇0◦ν∗t . Using these facts,
it is possible to give a quantitative estimate on the rate of growth of the g0 -norm and
of the g0 -norm of the ∇0 -derivatives of any tensor α ∈ Γ((TC0)⊗p⊗ (T ∗C0)⊗q) that
satisfies ν∗t (α) = tkα for every t > 0 for some k ∈ R . We describe how to do this
next.
Lemma 3.1.4. With the situation as above, we have |∇l0α|g0 = O(rk+p−q−l) for all
l ≥ 0 .
Proof. Let y be any point of C0 and choose t > 0 such that y ∈ Σ × [t, 2t] . Then,
for each l ≥ 0, we have the following estimate at y :
|∇l0α|g0(y) = |ν∗t (∇l0α)|ν∗t (g0)(ν−1t (y))
= |∇l0(ν∗t (α))|ν∗t (g0)(ν−1t (y)) since ν∗t ◦ ∇0 = ∇0 ◦ ν∗t ,
= tk|∇l0α|t2g0(ν−1t (y))
= tk+p−q−l|∇l0α|g0(ν−1t (y)) since ∇l0α ∈ Γ((TC0)⊗p ⊗ (T ∗C0)⊗(q+l)),
≤ tk+p−q−l sup
w∈L×[1, 2]
|∇l0α|g0(w)
≤ C˜l r(y)k+p−q−l,
for some constant C˜l independent of y . The result now follows from the fact that y
is an arbitrary point of C0 .
This lemma shall prove useful in some of the estimates we derive in the next chapters.
For brevity, whenever |∇k0α|g0 = O(rλ−k) for every k ≥ 0, we shall sometimes say
that “α = O(rλ) with g0 -derivatives”. We use the term “g0 -derivatives” to highlight
the fact that the “derivatives” are with respect to the Levi-Civita connection of g0 .
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3.2 Analysis on AC manifolds
3.2.1 Weighted Ho¨lder spaces
In order to carry out analysis on AC manifolds, we require weighted Ho¨lder spaces.
The weights involved in their definition in some sense compensate for the non-
compactness property of AC manifolds, and are given in terms of a so-called radius
function.
Definition 3.2.1. Let M be an AC manifold and use the notation of Definition
3.1.2. We say that a smooth function ρ : M −→ [1, ∞) is a radius function on M
if ρ = (Υ−1)∗r on the complement of the compact subset K .
The weighted Ho¨lder spaces on an AC manifold can now be defined as follows.
Definition 3.2.2. Let (M, g) be an AC manifold with asymptotic cone (C0, g0) ,
and let ρ be a radius function on M .
For β ∈ R and k a non-negative integer, define Ckβ(M) to be the space of con-
tinuous functions f on M with k continuous derivatives, such that ρj−β |∇jf |g is
bounded on M for j = 1, . . . , k . Here ∇ is the Levi-Civita connection of g and | ∙ |g
denotes the norm of vectors as measured with respect to g . Define the norm ‖ ∙ ‖Ckβ
on Ckβ(M) by
‖f‖Ckβ =
k∑
j=0
sup
M
|ρj−β∇jf |g.
Let δ(g) be the injectivity radius of g , and write d(x, y) for the distance between two
points x and y in M . For T a tensor field on M and α, γ ∈ R , define
[T ]α, γ = sup
x 6= y ∈M
d(x, y)<δ(g)
[
min(ρ(x), ρ(y))−γ
|T (x)− T (y)|g
d(x, y)α
]
,
where |T (x)−T (y)|g is interpreted using parallel translation along the unique geodesic
of length d(x, y) joining x and y .
For β ∈ R , k a non-negative integer, and α ∈ (0, 1) , define the weighted Ho¨lder
space Ck, αβ (M) to be the set of f ∈ Ckβ(M) for which the norm
‖f‖
Ck, αβ
= ‖f‖Ckβ + [∇
kf ]α, β−k−α
is finite. Define C∞β (M) to be the intersection of the C
k
β(M) over all k ≥ 0 . Both
Ckβ(M) and C
k, α
β (M) are Banach spaces, but C
∞
β (M) is not a Banach space.
Bearing in mind (3.1), it is easy to show that the radius function ρ of an AC manifold
(M, g) lies in the weighted Ho¨lder space C∞1 (M) .
Because of the dependence of the definition of the spaces Ckβ(M) on the asymp-
totic cone (C0, g0) of an AC manifold (M, g) , whether one decides to measure the
asymptotics of a function f ∈ Ckβ(M) with respect to the metric g or g0 actually
makes no difference, as the next lemma shows.
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Lemma 3.2.3. Let (M, g) be an AC manifold with rate λ modelled on the cone
(C0, g0) , let ρ be a radius function on M , and let ∇ and ∇0 denote the Levi-Civita
connection of g and g0 respectively. We use the notation as in Definition 3.1.2.
If f is a smooth function on M satisfying |∇kf |g = O(ρβ−k) for all k = 0, . . . , l ,
then |∇k0Υ∗f |g0 = O(rβ−k) for all k = 0, . . . , l . Conversely, if f is a smooth
function on M satisfying |∇k0Υ∗f |g0 = O(rβ−k) for all k = 0, . . . , l , then |∇kf |g =
O(ρβ−k) for all k = 0 . . . , l . In particular, f ∈ C∞β (M) if and only if |∇k0Υ∗f |g0 =
O(rβ−k) for all k ≥ 0 .
Proof. Let us identify points and tensors on M\K with their image under the maps
Υ−1 and Υ∗ respectively. With this set-up, we may write r as a function on M\K
when what we really mean is ρ .
For l = 0 the lemma is trivial. So let l = 1. From Lemma 3.1.3, we know that
the metrics g and g0 are uniformly equivalent on the set U := {x ∈ C0 : r(x) > R′}
for some R′ > R . As a consequence, we find that on this set,
c−1|∇f |g = c−1|df |g ≤ |∇0f |g0 = |df |g0 ≤ c|df |g = c|∇f |g
for some generic constant c > 0. The result for l = 1 now follows.
If we next assume that |∇kf |g = O(rβ−k) for k = 0, 1, 2, then on U we have
|∇20f |g0 ≤ |(∇0 −∇)df |g0 + |∇2f |g0 ≤ C|∇ −∇0|g0 |df |g0 + |∇2f |g0
≤ C(|∇ −∇0|g0︸ ︷︷ ︸
=O(rλ−1)
|∇f |g︸ ︷︷ ︸
=O(rβ−1)
+ |∇2f |g︸ ︷︷ ︸
=O(rβ−2)
) = O(rβ−2),
where we have once again appealed to Lemma 3.1.3. On the other hand, if we assume
that |∇k0f |g0 = O(rβ−k) for k = 0, 1, 2, then a similar sequence of inequalities yields
|∇2f |g = O(rβ−2) . This completes the proof for the case l = 2.
The proof for any l ≥ 3 follows along the same lines as above. We omit the
details.
This lemma will be used throughout without further remark.
We close this subsection with an embedding theorem for weighted Ho¨lder spaces
that provides an analogue of the corresponding theorem for Ho¨lder spaces on compact
manifolds.
Theorem 3.2.4 ([76, Thm. 4.17 (2)]). Let (M, g) be an AC manifold. If β ≤ δ
and k + a ≥ l + b , then there are continuous embeddings Ck+1β (M) ≤ Ck, aβ (M) ≤
Cl, bδ (M) ≤ Clδ(M) and Ckβ(M) ≤ Clδ(M) .
By “continuous embedding” here, we just mean a continuous injective map between
two Banach spaces.
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3.2.2 The Laplacian of an AC metric
Let (C0, g0) be a Riemannian cone of dimension n ≥ 3 over a compact Riemannian
manifold (N, gN ) , and let (M, g) be an AC manifold of dimension n with asymptotic
cone (C0, g0) . Consider the Laplacian Δg on functions derived from the metric g .
This defines an elliptic operator
Δg : C
k+2,α
β+2 (M) −→ Ck, αβ (M). (3.4)
What concerns us in this subsection is what we can say about this operator for
different values of β .
Analysis of elliptic operators acting between weighted Sobolev spaces on non-
compact manifolds was carried out by Lockhart et al. in [73]. This was further ex-
tended to weighted Ho¨lder spaces in the Ph.D. thesis of Marshall [76]. It is from this
source that we quote the following results, in the context of the Laplacian of an AC
metric acting on functions. We begin with a theorem that states precisely when the
map (3.4) is Fredholm.
Theorem 3.2.5 ([76, Thm. 6.10, Thm. 4.22, & p.74]). Let (M, g) be an AC manifold
of dimension n ≥ 3 with asymptotic cone (C0 = R+ ×N, g0 = dr2 + r2gN ) . Define
P :=
−
(
n− 2
2
)
±
((
(n− 2)
2
)2
+ μj
) 1
2
: μj ≥ 0 is an eigenvalue of ΔgN
 .
(3.5)
Then (3.4) is Fredholm if and only if β + 2 ∈ R\P .
We call the subset P the exceptional weights or exceptional set of the Laplacian Δg
of g . It is clear from its definition that this set is determined completely by the metric
on the base of the asymptotic cone of the AC manifold. It is also clear from (3.5)
that the elements of this set are spread symmetrically about the point 2−n2 ∈ R and
lie outside the interval (2 − n, 0) ⊂ R .
If (C0 = N×R+, g0 = dr2+r2gN ) is of dimension n and happens to be Ricci-flat,
then a computation yields the fact that (N, gN ) is Einstein with Einstein constant
n − 2. In particular, from Lichnerowicz’s theorem [4, Thm. 4.19], we find that the
first positive eigenvalue of ΔgN is bounded below by n − 1. It immediately follows
from the characterisation of the exceptional set P given in Theorem 3.2.5 that if
(M, g) is an AC manifold of dimension n ≥ 3 whose asymptotic cone is Ricci-flat,
then there are no exceptional weights of Δg in the interval (1 − n, 2 − n) or in the
interval (0, 1) . We state this observation as a corollary to Theorem 3.2.5.
Corollary 3.2.6. Let (M, g) be an AC manifold of dimension n ≥ 3 whose asymp-
totic cone is Ricci-flat. Then there are no exceptional weights of Δg in the set
(1− n, 1)\{2− n, 0} .
The final thing we need to ascertain is for what weights the map (3.4) is an
isomorphism.
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Proposition 3.2.7 ([76, Cor. 5.3]). Let (M, g) be an AC manifold of dimension
n ≥ 3 . If β + 2 < 0 , then the map (3.4) is injective.
Proposition 3.2.8 ([76, Cor. 5.4, Thm. 6.10, & Cor. 5.3]). Let (M, g) be an AC
manifold of dimension n ≥ 3 . If β+2 ∈ R\P and β+2 > 2−n , then the map (3.4)
is surjective.
We now have a fairly good understanding of the map (3.4).
Corollary 3.2.9. Let (M, g) be an AC manifold of dimension n ≥ 3 . Then the map
(3.4) is an isomorphism for β + 2 ∈ (2− n, 0) .
We remark that van Coevering has obtained similar results to those of Marshall
that we have quoted here. The importance of these results shall become apparent in
the final section of this chapter.
3.3 AC Calabi-Yau manifolds
AC manifolds have a counterpart in Ka¨hler geometry, so-called AC Ka¨hler manifolds.
Definition 3.3.1. Let (M, J, g, ω) be a non-compact Ka¨hler manifold with com-
plex structure J , Ka¨hler metric g , and Ka¨hler form ω , and let (C0, J0, g0, ω0) be
a Ka¨hler manifold with complex structure J0 , Ka¨hler metric g0 , Ka¨hler form ω0 ,
and with (C0, g0) a cone over a compact Sasaki manifold (Σ, gΣ) . (That is to
say, (C0, J0, g0, ω0) is a Ka¨hler cone). Moreover, let λ < 0 . Then we say that
(M, J, g, ω) is an AC Ka¨hler manifold with rate λ modelled on the Ka¨hler cone
(C0, ω0, g0, J0) , and that the Ka¨hler metric g is an AC Ka¨hler metric, if the follow-
ing conditions hold. There should exist a constant R > 0 , a compact subset K of
M , and a diffeomorphism Υ : (R, ∞)× Σ −→M\K , so that
|∇k0(Υ∗(ω)− ω0)|g0 = O(rλ−k) and
|∇k0(Υ∗(J)− J0)|g0 = O(rλ−k) for all k ≥ 0,
where r is the radial coordinate of the cone (C0, g0) , ∇0 is the Levi-Civita connection
derived from g0 , and | ∙ |g0 is calculated using g0 .
Notice that if C0 is the flat Ka¨hler cone Cn/Γ, where Γ is a finite subgroup of
U(n) acting freely on Cn\{0} , then this definition reduces to that of an ALE Ka¨hler
manifold [60, Defn. 8.9.1].
Now, as the next lemma shows, the asymptotics on the complex structures and
Ka¨hler forms in Definition 3.3.1 imply similar asymptotic conditions on the Ka¨hler
metrics. It follows that AC Ka¨hler manifolds are examples of AC manifolds.
Lemma 3.3.2. Let (M, J, g, ω) be an AC Ka¨hler manifold with rate λ modelled on
the Ka¨hler cone (C0, J0, g0, ω0) . Then, with the notation as in Definition 3.3.1, we
have
|∇k0(Υ∗(g)− g0)|g0 = O(rλ−k) for all k ≥ 0 .
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In particular, (M, g) is an AC manifold with rate λ modelled on the Riemannian
cone (C0, g0).
Proof. We henceforth identify tensors and points on M\K with tensors and points
on C0\{x ∈ C0 : r(x) > R} via the map Υ.
The hypothesis of AC Ka¨hler implies from the definition that there exists R1 > R
such that at all points x ∈ C0 with r(x) > R1 ,
|ω − ω0|g0 ≤ Ar(x)λ and |J − J0|g0 ≤ Ar(x)λ (3.6)
for some constant A independent of x . So let x ∈ C0 be any such point of C0 with
r(x) > R1 and let {xi} be normal coordinates based at x with respect to g0 . The
induced basis {∂xi}i of TxC0 will then be orthonormal with respect to g0 . In these
coordinates, we write
g =
∑
i, j
gij dxi ⊗ dxj , J =
∑
i, l
J li dxi ⊗ ∂xl , ω =
∑
k, l
ωkl dxk ⊗ dxl,
g0 =
∑
i, j
g˜ij dxi ⊗ dxj , J0 =
∑
i, l
J˜ li dxi ⊗ ∂xl , and ω0 =
∑
k, l
ω˜kl dxk ⊗ dxl
around x , so that, from (3.6),
Ar(x)λ ≥ |J − J0|g0 =
√∑
k, l
|J lk − J˜ lk|2 ≥ |Jba − J˜ba| and
Ar(x)λ ≥ |ω − ω0|g0 =
√∑
k, l
|ωkl − ω˜kl|2 ≥ |ωab − ω˜ab| at x,
(3.7)
for each fixed pair of indices (a, b) . These bounds lead to the following estimate on
the g0 -norm of the difference of the metrics g and g0 at x :
|g − g0|2g0 =
∑
i, k
(g0(∂xi , ∂xk)− g(∂xi , ∂xk))2
=
∑
i, k
(ω0(∂xi , (J0∂xk))− ω(∂xi , J(∂xk))2
=
∑
i, k, l
(ω0(∂xi , J˜
l
k∂xl)− ω(∂xi , J lk∂xl))2
=
∑
i, k, l
(ω˜ilJ˜
l
k − ωilJ lk)2
=
∑
i, k, l
((ω˜il − ωil)(J˜ lk − J lk) + J lk(ω˜il − ωil) + ωil(J˜ lk − J lk))2
≤
∑
i, k, l
(|ω˜il − ωil||J˜ lk − J lk|+ |J lk||ω˜il − ωil|+ |ωil||J˜ lk − J lk|)2
≤
∑
i, k, l
(A2r(x)2λ +A|J lk|r(x)λ +A|ωil|r(x)λ)2
≤ A2r(x)2λ
∑
i, k, l
(Ar(x)λ + |J lk|+ |ωil|)2.
(3.8)
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Thus, we must evaluate |ωil| and |J lk| at x .
Since M is Ka¨hler, g0 is invariant under J0 , hence satisfies g˜ab =
∑
c, d J˜
c
aJ˜
d
b g˜cd
in our choice of coordinates around x . The fact that our basis is g0 -orthonormal at
x then implies that δab =
∑
l J˜
l
aJ˜
l
b at x , and so, upon setting a = b , we find that
1 =
∑
l |J˜ la|2 ≥ |J˜ka |2 at x , for each pair of indices (a, k) . In particular, |J˜ la| ≤ 1 at
x , for each (a, l) .
Similarly, by definition of ω0 , we have ω˜ac = J˜
b
ag˜bc in our coordinates around x ,
and at x , the relation ω˜ac = J˜
c
a for all indices a and c . The estimate |ω˜ac| = |J˜ca| ≤ 1
therefore holds for the components of ω0 at x also, and it now follows from (3.7) that
the components of ω and J satisfy
|ωab| ≤ 1 +Ar(x)λ and |Jca| ≤ 1 +Ar(x)λ at x .
After plugging these inequalities into (3.8), we find that at x ,
|g − g0|2g0 ≤
∑
i, k, l
(A2r(x)2λ + 2A(1 +Ar(x)λ)r(x)λ)2 ≤ Br(x)2λ
for some constant B independent of x . As x was an arbitrary point of C0 with
r(x) > R1 , this estimate in fact holds at every point x ∈ {y ∈ C0 : r(y) > R1} , and
we subsequently deduce that |g − g0|g0 = O(rλ) , as desired.
Further computation yields the result for all k ≥ 1.
As we are now working principally on non-compact Ka¨hler manifolds, we need to
introduce a notion of Ka¨hler classes on such manifolds.
For any non-compact manifold X , let Hr(X, R) and Hrc (X, R) denote respec-
tively the de Rham cohomology groups and the compactly supported de Rham coho-
mology groups on X , and let φr denote the natural map
φr : H
r
c (X, R) −→ Hr(X, R)
[ξ] 7−→ [ξ]
(3.9)
between them. With this notation, we give the following definition of a Ka¨hler class
and a compactly supported Ka¨hler class on a non-compact Ka¨hler manifold.
Definition 3.3.3. Let (M, J) be a non-compact Ka¨hler manifold. Define a Ka¨hler
class on M to be a cohomology class in H2(M, R) that can be represented by a positive
(1, 1) -form. In particular, the associated metric of the representative positive (1, 1) -
form need not be complete. We also define the Ka¨hler cone of M to be the union
of the Ka¨hler classes on M . Thus, any Ka¨hler form ω on M naturally defines an
element of the Ka¨hler cone.
We say that a cohomology class in H2(M, R) is compactly supported if it lies in
the image of the natural map φ2 : H
2
c (M, R) −→ H2(M, R) defined in (3.9). If a
compactly supported cohomology class lies in the Ka¨hler cone of M , then it is called
a compactly supported Ka¨hler class.
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For us, this definition is relevant in the context of AC Ka¨hler manifolds. We next
study the map φ2 a little more closely on these manifolds.
Let (M, J, ω) be an AC Ka¨hler manifold asymptotic to the Ka¨hler cone (C0, J0, ω0)
over the Sasaki manifold (Σ, gΣ) , and let g and g0 be the Ka¨hler metrics associated
to ω and ω0 respectively. Then, as we have already seen, (M, g) is an AC manifold,
asymptotic to the metric cone (C0, g0) . From [76, Prop. 5.6], we have a long exact
sequence of de Rham cohomology on M , namely,
∙ ∙ ∙ −→ Hrc (M, R) φr−→ Hr(M, R) −→ Hr(Σ, R) −→ Hr+1c (M, R) −→ ∙ ∙ ∙ (3.10)
If we impose the condition of Ricci-flatness on (C0, g0) , so that Σ is Sasaki-Einstein,
then H1(Σ, R) = 0 and we find from (3.10) that
0 −→ H2c (M, R) φ2−→ H2(M, R) −→ ∙ ∙ ∙
That is, the natural map φ2 : H
2
c (M, R) −→ H2(M, R) is an injection if the asymp-
totic cone of M is Ricci-flat. This brings us on to the definition of Calabi-Yau cones,
the asymptotic models of the Ricci-flat Ka¨hler manifolds that we wish to construct.
Definition 3.3.4. We say that (C0, Ω0, J0, g0, ω0) is a Calabi-Yau cone (over the
Sasaki-Einstein manifold (N, gN )) if the following conditions are satisfied.
(i) C0 is a Ricci-flat Ka¨hler manifold with Ricci-flat Ka¨hler metric g0 , complex
structure J0 , and associated Ka¨hler form ω0 .
(ii) (C0, g0) is the Riemannian cone over a Sasaki-Einstein manifold (N, gN ) .
(iii) The canonical bundle KC0 of C0 is trivial, and
(iv) Ω0 is a nowhere vanishing section of KC0 that is parallel with respect to the
Levi-Civita connection of g0 .
When this is the case, we call (Ω0, g0) a Calabi-Yau cone structure on C0 , and we
refer to g0 as a Calabi-Yau cone metric.
As a Calabi-Yau cone is in particular a Ka¨hler cone, keep in mind the fact that half
the square of its radius function provides a global Ka¨hler potential for its Ka¨hler form.
The following lemma is immediate from the definition.
Lemma 3.3.5. (C0, g0) is a Calabi-Yau cone if and only if the holonomy group of
g0 is contained within the special unitary group.
Observe that the parallel nowhere vanishing (n, 0)-form Ω0 in the definition of
a Calabi-Yau cone C0 (of complex dimension n) is necessarily closed, hence holo-
morphic. If a non-compact Ka¨hler manifold M has trivial canonical bundle KM ,
then we usually call any (nowhere vanishing) holomorphic trivialising section of KM
a holomorphic volume form. In particular, in the definition of a Calabi-Yau cone, Ω0
is, by definition, a holomorphic volume form.
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As alluded to in §2.8.2, the most effective way to construct large numbers of
Ricci-flat Ka¨hler cones is to use the Calabi ansatz. From each Ka¨hler-Einstein Fano
manifold, the ansatz gives rise to a Ricci-flat Ka¨hler cone. These Ricci-flat Ka¨hler
cones are in fact examples of Calabi-Yau cones. We describe precisely how next.
3.3.1 Calabi ansatz revisited
Recall from §2.8.2 that the blowdown of the zero section of the canonical bundle KX
of a Ka¨hler-Einstein Fano manifold X of complex dimension n carries a Ricci-flat
Ka¨hler cone metric g0 and that the Ka¨hler potential of this metric is given by ‖∙‖ 2n+1 ,
where ‖ ∙ ‖ is the Hermitian metric on KX induced from the Ka¨hler-Einstein metric
on X . The total space KX also admits a holomorphic volume form Ω0 , which may
be realised as the exterior derivative of the tautological holomorphic (n, 0)-form σ
on KX defined by σ(a)(v1, . . . , vn) = a(π∗(v1), . . . , π∗(vn)) . Here, π : KX −→ X
is the canonical projection map, a is a point in KX , and v1, . . . , vn are tangent
vectors to KX at a . As shown in the proof of [69, Prop. 3.1], the point-wise norm
of Ω0 , viewed as living on K
×
X , is constant with respect to g0 . The form Ω0 must
therefore be parallel with respect to the Levi-Civita connection of g0 , which is enough
to demonstrate that the collection (K×X , g0, Ω0) constitutes a Calabi-Yau cone.
Before proceeding, we remark that a coordinate description of σ and Ω0 exists,
in addition to that provided above. Indeed, if (z1, . . . , zn) are local holomorphic
coordinates on X , then σ and Ω0 take the form y dz1∧. . .∧dzn and dy∧dz1∧. . .∧dzn
respectively, where y is the holomorphic coordinate function on KX induced by the
local section dz1 ∧ . . . ∧ dzn of KX (cf. [72, Prop. 6.1]).
3.3.2 AC Calabi-Yau manifolds
We are now in a position to give a precise definition of the type of Ricci-flat Ka¨hler
manifolds we wish to construct.
Definition 3.3.6. Let (C0, Ω0, J0, g0, ω0) be a Calabi-Yau cone over some Sasaki-
Einstein manifold (N, gN ) and let (M, Ω, J, g, ω) be a non-compact Ka¨hler manifold
with trivial canonical bundle KM , holomorphic volume form Ω , complex structure J ,
Ka¨hler metric g , and Ka¨hler form ω . We say that (M, Ω, J, g, ω) is an asymp-
totically conical (AC) almost Calabi-Yau manifold with rate λ < 0 modelled on the
Calabi-Yau cone (C0, Ω0, J0, g0, ω0) if there exists a compact subset K ⊂M and a
diffeomorphism Υ : (R, ∞)×N −→M\K for some R > 2 , such that
|∇k0(Υ∗(ω)− ω0)|g0 = O(rλ−k), and
|∇k0(Υ∗(Ω)− Ω0)|g0 = O(rλ−k)
(3.11)
for all k ≥ 0 . Here, ∇0 is the Levi-Civita connection of the Ricci-flat Ka¨hler met-
ric g0 associated to the Ka¨hler form ω0 and r is the radial coordinate of the cone
(C0, g0) .
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If (M, Ω, J, g, ω) is an AC almost Calabi-Yau manifold with rate λ modelled on
the Calabi-Yau cone (C0, Ω0, J0, g0, ω0) and the Ka¨hler metric g is Ricci-flat, then
we say that (M, Ω, J, g, ω) is an AC Calabi-Yau manifold with rate λ modelled on
the Calabi-Yau cone (C0, Ω0, J0, g0, ω0) and that the metric g is an AC Calabi-Yau
metric.
Similar asymptotic conditions on the Ka¨hler metric g and the complex structure J of
M can be deduced from (3.11). Explicitly, we have the following proposition, which
not only implies the convergence of J and J0 , but also of g and g0 . (Note that we
require Lemma 3.3.2 for this latter implication).
Proposition 3.3.7. Let (M, J) be a non-compact Ka¨hler manifold of complex di-
mension n with complex structure J and let (C0, Ω0, g0, J0, ω0) be a Calabi-Yau
cone over some Sasaki-Einstein manifold Σ . Suppose that M has trivial canonical
bundle and admits a holomorphic volume form Ω .
If there exists a compact subset K ⊂M and a diffeomorphism Υ : (R, ∞)×Σ −→
M\K for some R > 0 , with respect to which
|∇k0(Υ∗(Ω)− Ω0)|g0 = O(rλ−k) for all k = 1, . . . , l ,
then
|∇k0(Υ∗(J)− J0)|g0 = O(rλ−k) for all k = 1, . . . , l .
Here, ∇0 is the Levi-Civita connection of g0 and r denotes the radial coordinate of
the cone (C0, g0) .
In particular, if (M, Ω, J, g, ω) is an AC almost Calabi-Yau manifold with rate
λ modelled on the Calabi-Yau cone (C0, Ω0, J0, g0, ω0) , then (M, J, g, ω) is an
AC Ka¨hler manifold with rate λ modelled on the Ka¨hler cone (C0, J0, g0, ω0) , and
(M, g) is an AC manifold with rate λ modelled on the Riemannian cone (M, g0) .
To prove this proposition, we require an elementary result in linear algebra.
Lemma 3.3.8. Let S and T be two linear maps between finite-dimensional Hilbert
spaces (V, g) and (W, h) over C , endowed with Hermitian inner products g and h
respectively. Suppose that dimkerS = dimkerT . Then there exists δ0 > 0 such
that if the operator norm ‖ ∙ ‖op of S − T is strictly less than δ02 , then the projection
π : imS −→ imT with respect to h from the image imS of S onto the image imT of
T in W is an isomorphism. Moreover, we may take δ0 := infv ∈ (kerT )⊥\{0}
|Tv|h
|v|g > 0 ,
where A⊥ denotes the orthogonal complement of a subspace A of a Hilbert space with
respect to the given scalar product.
Proof. With notation as in the statement of the lemma, we have a decomposition
V = kerT ⊕ (kerT )⊥ and an isomorphism T |(kerT )⊥ : (kerT )⊥ −→ imT . Also,
observe that the function v 7−→ |Tv|h|v|g on (kerT )⊥\{0} induces a continuous strictly
positive function on the unit sphere in (ker T )⊥ , hence is bounded below by a strictly
positive constant. This constant is precisely the definition of δ0 . Thus, from this last
observation, we see that δ0 is indeed finite and strictly positive.
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From the rank-nullity theorem and the assumption dimker S = dimkerT , we
know that dim imS = dim imT . The map π : imS −→ imT is therefore an isomor-
phism if and only if it is surjective. So suppose for a contradiction that ‖S−T‖op < δ02
and π is not surjective. π must then have kernel, and, appealing to the rank-nullity
theorem once again, we find that the image of π is a proper subspace of imT . Con-
sider now the subspace (π(imS))⊥ of imT , the orthogonal complement of π(imS) in
imT with respect to the induced inner product on im T . As π(imS) is a proper sub-
space of imT , it is clear that codim((π(imS))⊥) ≥ 1. Accordingly, we may choose
w ∈ (π(imS))⊥ ∩ imT with w 6= 0. Since w ∈ (imT )\{0} , there exists a unique
v ∈ (kerT )⊥\{0} with Tv = w . Notice that this vector v satisfies
‖S − T‖2op|v|2g ≥ |(S − T )v|2h = |Sv|2h + |Tv|2h − 2Reh(Sv, Tv),
where Re z denotes the real part of a complex number z . In addition, the fact that
w ∈ (π(imS))⊥ ∩ imT infers that h(Sv, Tv) = h(Sv, w) = h(π(Sv), w) = 0. As a
result, we find that ‖S − T‖2op|v|2g ≥ |Tv|2h . That is, |Tv|h ≤ ‖S − T‖op|v|g . It now
follows from the choice of δ0 that
δ0|v|g ≤ |Tv|h|v|g |v|g ≤ ‖S − T‖op|v|g <
δ0
2
|v|g,
an obvious contradiction. This completes the proof of the lemma.
Proof of Proposition 3.3.7. We first prove the proposition for l = 0. To simplify
notation, we identify points in M\K with their image under the map Υ−1 . We do
the same thing also for tensors on M\K and their image under the pullback map
Υ∗ .
Let x be any point of M\K and set V := T ∗xM ⊗ C and W := Λn+1T ∗xM ⊗ C .
Both these spaces carry natural Hermitian inner products, namely that induced from
the Hermitian inner product 〈α, β〉 = g0(α, βˉ) on TxM ⊗ C . (g0 here has been
extended complex linearly to TxM ⊗ C). In what follows, we consider these spaces
endowed with their respective induced Hermitian inner product, each of which we
denote by g0 .
Define maps T, T0 : V −→ W by Tα = Ω ∧ α and T0α = Ω0 ∧ α respectively,
and let π :W −→ imT0 be the projection from W to imT0 with respect to g0 . We
first make a few observations regarding the maps T and T0 before proceeding.
(a) The kernel of T0 is precisely Λ
1, 0
J0
(TCxM)
∗ , whereas the kernel of T is precisely
Λ1, 0J (T
C
xM)
∗ . Thus we see that dimker T = dimkerT0 . It is also clear that
(kerT0)
⊥ = Λ0, 1J0 (T
C
xM)
∗ and that (kerT )⊥ = Λ0, 1J (T
C
xM)
∗ .
(b) Because C0 is a Calabi-Yau cone, at any point y ∈ C0 , we can choose local
holomorphic coordinates (z1, . . . , zn) with respect to J0 based at y such that
ω0 =
i
2
(dz1 ∧ dzˉ1 + ∙ ∙ ∙+ dzn ∧ dzˉn) and Ω0 = dz1 ∧ . . . ∧ dzn at y .
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In these coordinates,
g0(dzi, dzj) = g0(dzˉi, dzˉj) = 2δij and g0(dzi, dzˉj) = 0 at y ,
and we find that for every α ∈ Λ0, 1J0 C0 with α =
∑
j αjdzˉj at y ,
|T0α|2g0 = |Ω0∧α|2g0 =
∑
j
|αj |2|dz1∧. . .∧dzn∧dzˉj |2g0 = 2n+1
∑
j
|αj |2 = 2n|α|2g0 .
It follows from this that |T0α|g0 = 2n2 |α|g0 at every point of C0 for any α ∈
Λ0, 1J0 C0 . In particular, for any non-zero α ∈ Λ0, 1J0 (TCxM)∗ = (kerT0)⊥ ,
|T0α|g0
|α|g0
= 2
n
2 . (3.12)
(c) Our hypotheses allow us to control ‖T − T0‖op , the operator norm of T − T0 :
V −→W , in terms of |Ω− Ω0|g0 . Indeed, we derive the bound
‖T −T0‖op = sup
α∈V \{0}
|(T − T0)α|g0
|α|g0
= sup
α∈V \{0}
|(Ω− Ω0) ∧ α|g0
|α|g0
≤ C|Ω−Ω0|g0
for some generic constant C > 0.
We now set δ0 := 2
n
2 and choose R′ > 0 sufficiently large so that |Ω−Ω0|g0 ≤ δ02C
for all x with r(x) > R′ , something that we can do by assumption. By observation
(c), ‖T −T0‖op ≤ δ02 for all such x . This fact, together with observations (a) and (b),
allow us to appeal to Lemma 3.3.8 to deduce that the restriction of the projection π
to imT , the image of T , is an isomorphism at all points x ∈M with r(x) > R′ . We
therefore consider the composition T ′ := π ◦T : V −→ imT0 , a map that is surjective
at all points x ∈M with r(x) > R′ .
For any point x ∈ M with r(x) > R′ , let {ej}nj=1 be a g0 -orthonormal basis
of (kerT0)
⊥ = Λ0, 1J0 (T
C
xM)
∗ , and let {fj}nj=1 be a g0 -orthonormal basis of kerT0 =
Λ1, 0J0 (T
C
xM)
∗ . Regarding T ′ − T0 as a map T ′ − T0 : (kerT0)⊥ −→ imT0 , note that
‖T ′ − T0‖op = sup
v ∈ (kerT0)⊥
v 6=0
|(T ′ − T0)v|g0
|v|g0
≤
n∑
j=1
|(T ′ − T0)ej |g0 =
n∑
j=1
|π((T − T0)ej)|g0
≤ n‖π‖op‖T − T0‖op ≤ Cn2|Ω− Ω0|g0 ,
(3.13)
the last inequality following from observation (c) above and the fact that ‖π‖op ≤ n .
Also note that T0|(kerT0)⊥ : (kerT0)⊥ −→ imT0 is an isomorphism, and with respect
to the appropriate induced norms on (ker T0)
⊥ and imT0 , we have ‖T0|(kerT0)⊥‖op =
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2
n
2 (by (3.12)) and
‖(T0|(kerT0)⊥)−1‖op = sup
σ ∈ imT0
σ 6=0
|(T0|(kerT0)⊥)−1(σ)|g0
|σ|g0
= sup
α∈Λ0, 1J0 M
α 6=0
|(T0|(kerT0)⊥)−1(Ω0 ∧ α)|g0
|Ω0 ∧ α|g0
= sup
α∈Λ0, 1J0 M
α 6=0
|α|g0
|Ω0 ∧ α|g0
= sup
α∈Λ0, 1J0 M
α 6=0
|α|g0
2
n
2 |α|g0
= 2−
n
2 .
(3.14)
From these statements, we deduce that if R1 > R
′ is chosen sufficiently large so that
|Ω− Ω0|g0 < 2
n
2
Cn2
at all points x ∈M with r(x) > R1 , then
‖T ′ − T0‖op < 2n2 = ‖(T0|(kerT0)⊥)−1‖−1op at all such points.
Recalling the fact that the invertibility of a linear map is an open property [19, Thm.
10.3.1] and making use of (3.13) and (3.14), we can now infer that T ′|(kerT0)⊥ :
(kerT0)
⊥ −→ imT0 is invertible with inverse satisfying
‖(T ′|(kerT0)⊥)−1 − (T0|(kerT0)⊥)−1‖op ≤
‖(T0|(kerT0)⊥)−1‖2op‖T ′ − T0‖op
1− ‖(T0|(kerT0)⊥)−1‖op‖T ′ − T0‖op
≤ 2
−nCn2|Ω− Ω0|
1− 2−n2 Cn2|Ω− Ω0| .
(3.15)
We now proceed as in [26, §2], viewing Λ1, 0J (TCxM)∗ as a graph over Λ1, 0J0 (TCxM)∗
in the following sense. There exists a complex linear map μ : Λ1, 0J0 (T
C
xM)
∗ −→
Λ0, 1J0 (T
C
xM)
∗ such that each J -complex linear form in Λ1, 0J (T
C
xM)
∗ may be written
as φ+μ(φ) for some φ ∈ Λ1, 0J0 (TCxM)∗ . For this to be true, that is, for φ+μ(φ) to lie
in Λ1, 0J (T
C
xM)
∗ for every φ ∈ Λ1, 0J0 (TCxM)∗ , we require T (φ+μ(φ)) = 0. (Recall that
kerT = Λ1, 0J (T
C
xM)
∗ ). At points where π|imT is an isomorphism, this is equivalent
to the statement
(π ◦ T )(μ(φ)) = −π(T (φ)) ∈ imT0.
By what we have done before, we know that at points x ∈ M with r(x) > R1 , not
only is π|imT an isomorphism, but T ′|Λ0, 1J0 = π◦T |Λ0, 1J0 is an isomorphism onto imT0 .
At such points therefore, the map μ exists and is given by
μ := −(T ′|Λ0, 1J0 )
−1 ◦ (T ′|Λ1, 0J0 ).
Restricting our attention henceforth to points x lying in the subset {y ∈ M :
r(y) > R1} , we now see that Λ1, 0J (TCxM)∗ can be written as
Λ1, 0J (T
C
xM)
∗ = {α+ μ(α) : α ∈ Λ1, 0J0 (TCxM)∗}
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and that Λ0, 1J (T
C
xM)
∗ can be written as
Λ0, 1J (T
C
xM)
∗ = {α+ μ(α) : α ∈ Λ0, 1J0 (TCxM)∗}.
Here, μ : Λ0, 1J0 (T
C
xM)
∗ −→ Λ1, 0J0 (TCxM)∗ is the conjugate map to μ . The upshot of
this is that any σ1, 0J0 ∈ Λ1, 0J0 (TCxM)∗ can be written as
σ1, 0J0 = u+ μ(u)︸ ︷︷ ︸
∈Λ1, 0J (T CxM)∗
+ v + μ(v)︸ ︷︷ ︸
∈Λ0, 1J (TCxM)∗
for some u ∈ Λ1, 0J0 (TCxM)∗ and v ∈ Λ0, 1J0 (TCxM)∗,
(3.16)
or equivalently, as
σ1, 0J0 = u+ μ(v)︸ ︷︷ ︸
∈Λ1, 0J0 (T CxM)∗
+ v + μ(u)︸ ︷︷ ︸
∈Λ0, 1J0 (TCxM)∗
.
From this last expression, it is clear that u and v must satisfy the simultaneous
equations
σ1, 0J0 = u+ μ(v) and v = −μ(u),
a solution of which is given by
u = (1− μμ)−1σ1, 0J0 and v = −μ((1− μμ)−1σ1, 0J0 )
at points where (1 − μμ)−1 is invertible. We claim that this invertibility condition
holds at points x ∈M where r(x)À 0. Let us prove this.
By appealing to [19, Thm. 10.3.1] as before, it suffices to show that ‖μμ‖op < 1
to assert the invertibility of (1−μμ) . Clearly ‖μμ‖op ≤ ‖μ‖2op , so we need only show
that ‖μ‖op < 1. Now, an estimate similar to (3.13), with the basis {fj}j of Λ1, 0J0 in
place of {ej}j , yields the bound
‖T ′|Λ1, 0J0 ‖op = ‖(T
′ − T0)|kerT0‖op ≤ Cn2|Ω− Ω0|g0
with respect to the norms induced from the extension of g0 to the corresponding
vector spaces. Also, from (3.14) and (3.15), we read that
‖(T ′|Λ0, 1J0 )
−1‖op ≤ ‖(T0|Λ0, 1J0 )
−1‖op + 2
−nCn2|Ω− Ω0|g0
1− 2−n2 Cn2|Ω− Ω0|g0
= 2−
n
2 +
2−nCn2|Ω− Ω0|g0
1− 2−n2 Cn2|Ω− Ω0|g0
≤ C ′
for some C ′ > 0. We therefore see that
‖μ‖op ≤ ‖(T ′|Λ0, 1J0 )
−1‖op‖(T ′|Λ1, 0J0 )‖op ≤ C
′′|Ω− Ω0|g0 (3.17)
for another positive constant C ′′ > 1, so that ‖μ‖op < 1 at points x ∈ M with
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r(x) > R2 > R1 , R2 chosen sufficiently large to guarantee that |Ω − Ω0|g0(x) <
1
C′′ < 1. That is, (1− μμ) is invertible at such points, as claimed. In addition to its
invertibility, notice that we also have the estimate
‖1− (1− μμ)−1‖op ≤ ‖μμ‖op
1− ‖μμ‖op ≤
C ′′2|Ω− Ω0|2g0
1− C ′′2|Ω− Ω0|2g0
≤ C1|Ω− Ω0|2g0 (3.18)
on the operator norm of the inverse at these points, for yet another constant C1 > 0.
Returning now to (3.16), we deduce that for each x ∈M with r(x) > R2 and for
each σ1, 0J0 ∈ Λ1, 0J0 (TCxM)∗ ,
(J − J0)σ1, 0J0 = iu+ iμ(u)− iv − iμ(v)− iσ1, 0J0
= i(1− μμ)−1σ1, 0J0 + iμ(1− μμ)−1σ1, 0J0 + iμ(1− μμ)−1σ1, 0J0 +
+ iμμ(1− μμ)−1σ1, 0J0 − iσ1, 0J0
= i((1− μμ)−1 − 1)σ1, 0J0 + 2iμ(1− μμ)−1σ1, 0J0 + iμμ(1− μμ)−1σ1, 0J0 .
By employing (3.17) and (3.18), this expression for J − J0 allows us to obtain the
control
|(J − J0)σ1, 0J0 |g0 ≤ C2|Ω− Ω0|g0 |σ1, 0J0 |g0
with the appropriate norms induced from g0 . Similar arguments will also yield the
bound
|(J − J0)σ0, 1J0 |g0 ≤ C3|Ω− Ω0|g0 |σ0, 1J0 |g0
for σ0, 1J0 ∈ Λ0, 1J0 (TCxM)∗ and C3 > 0. In consequence, after choosing σ1, 0J0 and σ0, 1J0
to be a g0 -orthonormal basis of V , we establish that
|J − J0|g0 ≤ C|Ω− Ω0|g0 on {y ∈M : r(y) > R2} .
Recalling that |Ω − Ω0|g0 = O(rλ) by assumption, we are now able to infer that
|J − J0|g0 = O(rλ) , as desired.
In order to prove the proposition for l = 1 and higher, one must define everything
as for the l = 0 case locally around each point x ∈M , make use of the identity
∇X(A−1) = −A−1(∇XA)A−1
for the derivative of the inverse of an invertible homomorphism A between sub-
bundles of the complexification of the k -th exterior power of the cotangent bundle
with respect to the Chern connection ∇ of a Hermitian inner product along a (com-
plex) vector field X , and rewrite the l = 0 proof inserting derivatives in the relevant
places.
Examples of AC Calabi-Yau metrics include the Ricci-flat ALE Ka¨hler metrics of
Joyce [60] constructed on crepant resolutions of Cn/Γ, Γ here a finite subgroup of
SU(n) acting freely on Cn\{0} . These metrics asymptote towards their asymptotic
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cone Cn/Γ at rate −2n . The Ricci-flat Ka¨hler metrics on the small resolution and
the smoothing of the conifold mentioned in the introduction also provide examples of
AC Calabi-Yau metrics. In this case, the metrics asymptote towards their asymptotic
cone at rate −2 and −3 respectively.
In the special case of complex dimension two, there exists a complete understand-
ing of AC Calabi-Yau manifolds. Any such manifold is necessarily ALE [49] and,
building on work of Gibbons and Hawking [37] and Hitchin [55], Kronheimer [68]
gave a complete classification of all such manifolds.
We next derive the asymptotics of the Ricci potential of the Ka¨hler form associated
to an AC almost Calabi-Yau manifold. These asymptotics are needed if one wishes to
perturb an AC almost Calabi-Yau manifold to an AC Calabi-Yau manifold using the
analytic results of the next section – something that we shall do in our construction
of AC Calabi-Yau manifolds in the forthcoming chapter.
Lemma 3.3.9. Suppose that (M, Ω, g, J, ω) is an AC almost Calabi-Yau manifold
with rate λ modelled on the Calabi-Yau cone (C0, Ω0, g0, J0, ω0) . Then the function
f := log(|Ω|2g)− log(|Ω0|2g0)
lies in C∞λ (M) and serves as a Ricci potential for ω .
We remark here that the square of the norm of the holomorphic volume form Ω0 with
respect to g0 , namely |Ω0|2g0 , is constant, since (C0, Ω0, g0, J0, ω0) is a Calabi-Yau
cone. This in particular ensures that f , as written, is a well-defined function on M .
Proof. The fact that f serves as a Ricci potential for ω is clear. Let us show now
that it lies in C∞λ (M) . Using the notation set out in Definition 3.3.6, we identify the
set M\K with {x ∈ C0 : r(x) > R} via the map Υ, as well as tensors on both these
sets via the map Υ∗ .
On the set AR := {x ∈ C0 : r(x) > R} , we rewrite f as follows:
f = log
(
|Ω|2g
|Ω0|2g0
)
= log
( |Ω ∧ Ωˉ|g
|Ω0 ∧ Ωˉ0|g0
)
= log
(
n!|Ω ∧ Ωˉ|g0
|Ω0 ∧ Ωˉ0|g0 |ωn|g0
)
= log
( |Ω ∧ Ωˉ|g0
|Ω0 ∧ Ωˉ0|g0
|ωn0 |g0
|ωn|g0
)
.
(3.19)
Now, the asymptotics on Ω allow us to assert that in AR ,∣∣∣∣ |Ω ∧ Ωˉ|g0|Ω0 ∧ Ωˉ0|g0 − 1
∣∣∣∣ = ||Ω|2g0 − |Ω0|2g0 ||Ω0|2g0 = |Ω|g0 + |Ω0|g0|Ω0|2g0 ||Ω|g0 − |Ω0|g0 |
≤ |Ω− Ω0|g0 + 2|Ω0|g0|Ω0|2g0︸ ︷︷ ︸
=O(1)
|Ω− Ω0|g0︸ ︷︷ ︸
=O(rλ)
= O(rλ).
89
Also, from Lemma 3.1.3 and Lemma 3.3.2, we find that∣∣∣∣ |ωn0 |g0|ωn|g0 − 1
∣∣∣∣ = ||ωn0 |g0 − |ωn|g0 ||ωn0 |g0 ≤ |ω
n
0 − ωn|g0
|ωn|g0
=
1
|d volg |g0︸ ︷︷ ︸
=O(1)
|d volg0 −d volg |g0︸ ︷︷ ︸
=O(rλ)
= O(rλ) in AR.
We therefore deduce from (3.19) that f = log((1 + O(rλ))2) = O(rλ) on AR , or
equivalently, that f ∈ C0λ(M) .
We next want to compute |∇f |g , where ∇ is the Levi-Civita connection of g .
Using Lemma 3.1.3 once again, we have
|∇f |g = 1|Ω|2g
|∇|Ω|2g|g ≤ 2
|∇Ω|g
|Ω|g ≤ C
|∇Ω|g0
|Ω|g0
≤ C|Ω|−1g0 (|(∇−∇0)Ω|g0 + |∇0Ω|g0)
≤ C |Ω|−1g0︸ ︷︷ ︸
=O(1)
(|∇ −∇0|g0︸ ︷︷ ︸
=O(rλ−1)
|Ω|g0︸ ︷︷ ︸
=O(1)
+ |∇0(Ω− Ω0)|g0︸ ︷︷ ︸
=O(rλ−1)
) = O(rλ−1)
outside some large compact subset of M . Since we already know that f lies in
C0λ(M) , this string of inequalities implies that f ∈ C1λ(M) .
Continuing in this manner for the higher derivatives of f , we conclude that f ∈
C∞λ (M) , as required.
Consider now a non-compact Ka¨hler manifold M of complex dimension n with
nowhere vanishing holomorphic volume form Ω, Ka¨hler form ω , and associated
Ka¨hler metric ω . Define a universal constant cn , to be used from here on in, by
cn := i
n(−1) 12n(n−1) = in2 .
One can easily verify, using local holomorphic coordinates, that cnΩ ∧ Ωˉ is a real
form on M and that for any choice of constant A > 0, the real-valued function
h : M −→ R , defined implicitly by cnΩ ∧ Ωˉ = A eh ωn , is a Ricci potential for ω .
Indeed, this is clear from the following sequence of equalities:
eh =
|Ω ∧ Ωˉ|g
n!A
=
|Ω|2g
n!A
.
For the function f of the previous proposition, this constant A takes the form
|Ω0|2g0/n! , i.e., we have
cnΩ ∧ Ωˉ =
|Ω0|2g0
n!
ef ωn. (3.20)
This is something we take note of for later.
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3.4 The Monge-Ampe`re equation on AC Ka¨hler man-
ifolds
As was shown in the introduction, we need to solve a complex Monge-Ampe`re equa-
tion, namely
(ω + i∂∂ˉφ)n = ef ωn, (3.21)
in order to construct Ricci-flat Ka¨hler metrics. Here we present the existence theory
for solutions to this equation on AC Ka¨hler manifolds.
The most general existence theory to date for solutions of the complex Monge-
Ampe`re equation on non-compact Ka¨hler manifolds is that of Tian and Yau [100,
Prop. 4.1], which was subsequently sharpened by Hein [52, Prop. 3.1]. In the current
context, we are concerned principally with the asymptotics of the Ricci-flat Ka¨hler
metrics we construct. Thus, in order to get the best possible picture of these asymp-
totics, we require existence results for solutions to (3.21) on AC Ka¨hler manifolds
with estimates on solutions that are the best available. Even though the aforemen-
tioned work of Tian-Yau and Hein are the most general existence results available
today, they are not necessarily the most suitable for our purposes – being the most
widely applicable, they don’t automatically give us the best estimates on solutions
for our specific situation. This has in fact been provided for us primarily through
work of Joyce. In [60, §8], he shows that it is possible to solve (3.21) between certain
weighted Ho¨lder spaces on ALE Ka¨hler manifolds. This has since been generalised to
AC Ka¨hler manifolds and this generalisation takes the following form.
Theorem 3.4.1. Suppose that (M, J, ω) is an AC Ka¨hler manifold of complex di-
mension n > 2 whose asymptotic cone is Ricci-flat. Then
(a) Let β ∈ (−2n, −2) . Then for each f ∈ C∞β (M) there is a unique φ ∈ C∞β+2(M)
such that ω + i∂∂ˉφ is a positive (1, 1) -form and (ω + i∂∂ˉφ)n = ef ωn on M .
(b) Let β ∈ (−1 − 2n, −2n) . Then for each f ∈ C∞β (M) , there is a unique φ ∈
C∞2−2n(M) such that ω+i∂∂ˉφ is a positive (1, 1) -form and (ω+i∂∂ˉφ)n = ef ωn
on M .
(In the case when (M, J, ω) is an ALE Ka¨hler manifold, this theorem reduces to that
of Joyce [60, Thm. 8.5.1]).
Let us make a few comments regarding the proof of Theorem 3.4.1. For ALE
Ka¨hler manifolds, Joyce models his proof of Theorem 3.4.1 on Yau’s proof of the
Calabi conjecture for compact Ka¨hler manifolds [77]. In doing so, Joyce makes use of
the continuity method to solve (3.21), an approach which is generally implemented as
follows. One finds a continuous family of equations Et parametrised by t ∈ [0, 1] for
which E0 has a trivial solution, and for which E1 corresponds to the initial equation.
One then shows that the set {t ∈ [0, 1] : Et has a solution} ⊃ {0} is both open and
closed. The fact that [0, 1] is connected then implies that E1 , the original problem,
has a solution.
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The family of equations Et that Joyce considers on an ALE Ka¨hler manifold X
is the following:
Et : (ω + i∂∂ˉφt)
n = etf ωn.
He then goes on to show that the set
S := {t ∈ [0, 1] : Et has a solution φt ∈ C5, αβ (X)}
is both open and closed and non-empty for the values of β as stated in Theorem
3.4.1. This yields a solution to (3.21) in C5, αβ+2(X) . A bootstrapping argument is then
applied to show that the solution actually lies in C∞β+2(X) .
The fact that S is non-empty is obvious. When t = 0, the function zero lies in
C5, αβ+2(X) and solves E0 . The openness part of the argument follows from the results
quoted in §3.2.2 and the fact that the linearisation of the equation we are trying to
solve is the Laplacian. The hard part of Joyce’s proof is to show closedness of the set
S . This involves deriving difficult a priori estimates for the solutions {φt}t∈ [0, 1] of
Et .
Joyce’s proof of Theorem 3.4.1 for ALE Ka¨hler manifolds carries over verbatim to
a proof of the theorem as stated, as long as two things can be established. One, that
the Laplacian of an AC metric is an isomorphism between the appropriate weighted
Ho¨lder spaces (so the openness argument carries over). And two, we need to prove
a Euclidean Sobolev inequality on AC manifolds. That is, we need to show that if
(M, g) is an AC manifold of real dimension 2n , then there exists a constant C > 0
such that
(∫
M
|f | 2nn−1 d volg
)n−1
n
≤ C
∫
M
|∇f |2g d volg for every f ∈ C∞0 (M) .
This is so that the Moser iteration in the C0 -a priori estimate involved in the closed-
ness part of Joyce’s argument carries over from the ALE world to the AC world.
The first of these two requirements has already been shown to hold true in §3.2.2
through work of Marshall [76] and van Coevering [102]. As for the second, the desired
Sobolev inequality follows again from work of van Coevering [102, §2.2] and also of
Hein [53, Cor. 1.3].
Full details of the proof of Theorem 3.4.1 via the method discussed here can be
found in earlier versions of the paper [102], as well as in the original source [60].
The only difficulty now in constructing AC Calabi-Yau manifolds is setting up
a suitable background metric ω with which to apply Theorem 3.4.1 to. In the next
chapter, we show how to overcome this issue in several different geometric situations.
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Chapter 4
The Construction of AC
Calabi-Yau manifolds
The main results in this thesis are contained within this chapter and the next. Here,
we begin by recalling the proof of a theorem of Goto [39] concerning the existence of
an AC Calabi-Yau metric in each Ka¨hler class of a crepant resolution of a Calabi-Yau
cone. After this expository material, we move on to our main theorem, a consequence
of which is a result by van Coevering [103] asserting the existence of an AC Calabi-Yau
metric in each compactly supported Ka¨hler class of a crepant resolution of a Calabi-
Yau cone. (Note that this is just a special case of the aforementioned result of Goto).
It also allows us to give sufficient conditions on a pair (X, D) , where X is a compact
Ka¨hler manifold and D is a smooth divisor supporting the anti-canonical bundle of
X , for X\D to admit an AC Calabi-Yau metric in each compactly supported Ka¨hler
class. We go on and extend this to include cohomology classes in a specified subset
of H2(X\D, R) containing the compactly supported cohomology classes, as a result
of which we are able to demonstrate that X\D admits an AC Calabi-Yau metric in
every Ka¨hler class if we further impose the condition h2, 0(X) = 0 on X . After an
example, which displays in particular the fact that our results yield new families of
Ricci-flat Ka¨hler metrics, we state a theorem of Tian and Yau concerning the existence
of Ricci-flat Ka¨hler metrics and discuss some questions arising in the construction of
Ricci-flat AC Ka¨hler metrics.
We remark that a result has been claimed in a recent paper of van Coevering [101,
Thm. 1.3] which appears to overlap with some of our results in this chapter. However,
no such overlap exists. This is because, as is discussed in Appendix B, an additional
assumption is required in the statement of [101, Thm 1.3] in order for its proof, as
presented in [101], to go through. Some further remarks regarding this point can be
found in the last section of this chapter.
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4.1 AC Calabi-Yau metrics on crepant resolutions
of Calabi-Yau cones
In [17], Calabi constructs an explicit Ricci-flat ALE Ka¨hler metric on the blowup
of Cn/Zn at 0. This was complemented by the work of Kronheimer [68], who con-
structed Ricci-flat ALE Ka¨hler metrics on crepant resolutions of C2/Γ, for Γ a finite
subgroup of SU(2) . Joyce [60, §8] subsequently generalised both these sets of exam-
ples by constructing a unique Ricci-flat ALE Ka¨hler metric in each Ka¨hler class of
ALE Ka¨hler metrics on a crepant resolution of Cn/G . Here G is a finite subgroup
of SU(n) acting freely on Cn\{0} . In terms of the terminology we have introduced,
a slightly abridged version of Joyce’s result may be stated as follows.
Theorem 4.1.1 ([60, Thm. 8.2.3]). Let G be a finite subgroup of SU(n) acting freely
on Cn\{0} , let π : X −→ Cn/G be a crepant resolution of Cn/G with exceptional
set E , and let ω0 denote the Ka¨hler form of the flat metric on (Cn/G)\{0} .
If (X, ω) is an AC Ka¨hler manifold with rate −2n modelled on the flat Ka¨hler
cone ((Cn/G)\{0}, ω0) with respect to the biholomorphism
π|X\E : X\E −→ (Cn/G)\{0},
then there exists a unique Ka¨hler form ω˜ on X , lying in the same de Rham cohomol-
ogy class as ω , such that (X, ω˜) is a Ricci-flat AC Ka¨hler manifold with rate −2n
modelled on the Ka¨hler cone ((Cn/G)\{0}, ω0) with respect to the biholomorphism
π|X\E .
Notice from (3.10) that in the statement of this theorem, each Ka¨hler class on X is
necessarily compactly supported if n ≥ 2.
Van Coevering [103] went on to extend Theorem 4.1.1 to compactly supported
Ka¨hler classes on crepant resolutions of Calabi-Yau cones, a result we obtain as a
corollary to our own work – see Corollary 4.2.7. This result itself was then extended
to all Ka¨hler classes in a theorem of Goto [39] that takes the following form.
Theorem 4.1.2 ([39, Thm. 5.1]). Let (C0, Ω0, g0, ω0) be a Calabi-Yau cone of com-
plex dimension n ≥ 3 over some Sasaki-Einstein manifold (N, ξ, η, Φ, gN ) . Denote
the radial coordinate of C0 by r so that g0 may be written as dr
2 + r2gN , and take
X0 as the union of C0 with its singularity o at r = 0 , i.e., X0 = C0 ∪ {o} . In
addition, assume that X0 is an affine variety and that the isolated singularity o is
normal.
If π : X −→ X0 is a crepant resolution, then in each Ka¨hler class of X ,
there exists an AC Calabi-Yau metric with rate −2 modelled on the Calabi-Yau cone
(C0, Ω0, cω0) for some c > 0 .
In this section, we present Goto’s proof of this theorem.
Given the set-up here, we obtain a natural identification π|X\E : X\E −→
X0\{o} = C0 , where E is the exceptional set of the resolution. This map induces a
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function t on X\E ∼= C0 ∼= R+ ×N defined by t := π∗r . We extend t to the whole
of X by setting it to be identically zero on E . We also have another natural map,
namely the projection pN from C0 ∼= R+ ×N to N . For any R > 0, we denote the
restriction of this map to {x ∈ C0 : r(x) > R} by pN as well.
Our aim is to construct an AC Calabi-Yau metric in each Ka¨hler class of X . To
do this, we must build a background Ka¨hler form in each Ka¨hler class whose Ricci
potential has the appropriate decay. The construction of this background Ka¨hler form,
which in particular gives X the structure of an AC almost Calabi-Yau manifold, will
take place over the next three lemmas, making use of Proposition 2.7.1. In some
sense, we can think of this background metric as an approximating metric which we
later perturb, using Theorem 3.4.1, to an AC Calabi-Yau metric.
This first lemma is essentially an i∂∂ˉ -lemma for crepant resolutions of affine va-
rieties with isolated normal singularities.
Lemma 4.1.3 ([39, Lemma 5.5]). Let π : X −→ X0 be a resolution of an affine
variety X0 of complex dimension n ≥ 2 with a normal isolated singularity. Suppose
that X has trivial canonical bundle KX . Then
H1(X, OX) = 0. (4.1)
Furthermore, let C0 be the complement X\E , where E is the exceptional set of the
resolution X . Then, if n ≥ 3 , we also have
H1(C0, OC0) = 0.
Proof. First observe that by Takegoshi’s generalisation of the Grauert-Riemenschneider
vanishing theorem [97, Thm. I],
Rqπ∗KX = 0 for q > 0 .
Due to the fact that KX is trivial, it immediately follows that R
qπ∗OX = 0 for q > 0
as well.
As for the cohomology of the sheaves Rqπ∗OX , we know from Oka’s coherence
theorem (Theorem A.2.4) and Grauert’s direct image theorem (Theorem A.2.6) that
they are coherent analytic sheaves on X0 for q ≥ 0. We also know that X0 , as a
closed analytic subspace of the Stein manifold Cn , is itself an example of a Stein
space. As a result, Cartan’s Theorem B (Theorem A.4.13) applies, from which we
deduce that
Hp(X0, R
qπ∗OX) = 0 for all p ≥ 1 and q ≥ 0 .
Consider now the Leray spectral sequence [38, Thm. 4.17.1, p.201]
Ep,q2 := H
p(X0, R
qπ∗OX)⇒ Hp+q(X, OX)
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and form its exact sequence of terms of low degree [38, Thm. 4.5.1, p.82]
0 −→ H1(X0, π∗OX) −→ H1(X, OX) −→ H0(X0, R1π∗OX) −→
−→ H2(X0, π∗OX) −→ H2(X, OX).
Since R1π∗OX = 0 and H1(X0, π∗OX) = 0, we find from this sequence that
H1(X, OX) = 0. (4.1) now follows.
Next let HiE(X, OX) be the cohomology groups with supports in E and coeffi-
cients in the structure sheaf OX (cf. §A.2.2). Then we have the long exact sequence
of cohomology with supports
∙ ∙ ∙ −→ HiE(X, OX) −→ Hi(X, OX) −→ Hi(C0, OX |C0) −→ Hi+1E (X, OX) −→ ∙ ∙ ∙
(4.2)
In order to compute the cohomology groups HiE(X, OX) , we utilise a version of
Hartshorne’s formal duality theorem [46, Thm. A.1]. This requires the hypothesis in
the lemma that X0 is normal. As R
qπ∗OX = 0 for q > 0, the duality theorem tells
us that
Hn−qE (X, O∗X ⊗KX) = 0 for q > 0 .
(Here, O∗X is the sheaf dual to OX ). Triviality of KX then implies that this vanishing
is equivalent to the vanishing of HiE(X, OX) for i < n and we now read from the
long exact sequence (4.2) that
H1(X, OX) ∼= H1(C0, OX |C0) if n ≥ 3.
From the first part of the lemma we already know that H1(X, OX) = 0. We therefore
conclude that if n ≥ 3, then
H1(C0, OC0) = H1(C0, OX |C0) = 0.
This lemma allows us to construct an AC almost Calabi-Yau Ka¨hler form in each
Ka¨hler class of X . In what follows, we always identify X\E with C0 via π|X\E .
Lemma 4.1.4 ([39, Lemma 5.6]). Let κ be an arbitrary Ka¨hler form on X with
Ka¨hler class [κ] ∈ H2(X, R) . If n ≥ 3 , then there exists a real (1, 1) -form κ˜T ,
depending on a parameter T À 1 , with the following properties:
(i) [κ˜T ] = [κ] ∈ H2(X, R) .
(ii) For T À 1 , the restriction of κ˜T to the subset {x ∈ X : t(x) > T} is given by
the pullback of a d -closed, primitive basic (1, 1) -form α on N that is indepen-
dent of T and depends only on the cohomology class [κ|C0 ] ∈ H2(C0, R) . Thus
we have
κ˜T |{x∈X : t(x)>T} = p∗N (α) for any choice of T À 1 .
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As one shall see later, the fact that κ˜T is equal to the pullback of a closed basic
primitive (1, 1)-form on N outside a compact subset of X will result in the Ricci
potential of our background Ka¨hler metric decaying at a rate at which Theorem 3.4.1
can be applied.
Proof of Lemma 4.1.4. By Proposition 2.4.8, we know that the vector spaces H2(N, R)
and H2B(N)p coincide. Furthermore, since a Sasaki-Einstein manifold is necessarily
positive, we have the vanishing h2, 0B (N) = h
0, 2
B (N) = 0 from Proposition 2.7.1. To-
gether with equation (2.11), these two statements imply that H2(N, C) = H2B(N)p⊗
C = H1, 1B (N)p , and we obtain an isomorphism
H2(C0, C) ∼= H2(N, C) = H1, 1B (N)p (4.3)
given by the pullback p∗N : H
2(N, C) −→ H2(C0, C) .
Due to the fact that κ|C0 defines a cohomology class in H2(C0, R) , from (4.3),
we are able to assert the existence of a unique real (dB -harmonic) primitive basic
(1, 1)-form α such that
κ|C0 = p∗N (α) + dθ
for some one-form θ on C0 . Write θ = θ
1, 0 + θ0, 1 for some θ1, 0 ∈ Λ1, 0C0 and
θ0, 1 ∈ Λ0, 1C0 . Then, since dθ is a form of type (1, 1) on C0 , we see that θ1, 0 and
θ0, 1 must necessarily satisfy
dθ = ∂ˉθ1, 0 + ∂θ0, 1, ∂θ1, 0 = 0, and ∂ˉθ0, 1 = 0.
As n ≥ 3, we see from Lemma 4.1.3 and the ∂ˉ -closedness of θ0, 1 , that in addition,
θ0, 1 = ∂ˉφ for some function φ on C0 . This yields a simplification of the above
expression for dθ . Indeed, keeping in mind the fact that θ0, 1 = θ1, 0 , we have
dθ = ∂ˉθ1, 0 + ∂θ0, 1 = ∂θ0, 1 + ∂θ0, 1 = ∂ˉ∂φˉ+ ∂∂ˉφ = ∂∂ˉ(φ− φˉ) = i∂∂ˉφIm,
where φIm := i(φˉ− φ) is twice the imaginary part of φ .
Now, let T À 1 and choose a smooth cut-off function ρT : X −→ R satisfying
|ρT (x)| ≤ 1 for all x ∈ X , and
ρT (x) =
{
0 if x ∈ {y ∈ X : t(y) ≤ T − 1}
1 if x ∈ {y ∈ X : t(y) > T}.
We define κ˜T by
κ˜T = κ+ i∂∂ˉ(ρT .φ
Im).
This is clearly a closed real (1, 1)-form on X lying in the same cohomology class
as κ which is equal to κ on the set {y ∈ X : t(y) < T − 1} and p∗N (α) on the set
{y ∈ X : t(y) > T} . That is, it satisfies properties (i) and (ii) of the lemma, as
required.
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Lemma 4.1.5 ([39, Lemma 5.7]). Let κ be an arbitrary Ka¨hler form on X . If n ≥ 3 ,
then there exists a Ka¨hler form ω on X with the following properties:
(i) [ω] = [κ] ∈ H2(X, R) .
(ii) There exists a positive constant T0 À 1 such that ω coincides with c˜ω0+p∗N (α)
on the region {x ∈ X : t(x) > T0} . Here c˜ is some positive constant, ω0 is
the Ka¨hler form of the Ricci-flat Ka¨hler cone metric g0 on C0 , and α is as in
Lemma 4.1.4.
Proof. Let R and T be two parameters satisfying T À 1 and R+1 < T −1 that we
shall fix later. Using the first of these parameters, choose a function ψR : R −→ R
satisfying
ψR(x) =
{
(R+ 12 )
2 if x < R2
x if x > (R+ 1)2,
and ψ′R(x), ψ
′′
R(x) ≥ 0, and take the composition hR := ψR ◦ t2 : X −→ R . This
composition is smooth on X due to the fact that it is constant in some neighbourhood
of the exceptional set E of the resolution. Notice also that
i∂∂ˉhR(t) = ψ
′′
R(t
2)︸ ︷︷ ︸
≥ 0
i∂t2 ∧ ∂ˉt2 + ψ′R(t2)︸ ︷︷ ︸
≥ 0
i∂∂ˉt2,
a (1, 1)-form which is positive semi-definite on X and which is equal to ω0 on the
set {x ∈ X : t(x) > R+ 1} .
With this, we define a real closed (1, 1)-form ωR, T, c on X by
ωR, T, c = κ˜T + ci∂∂ˉhR(t) for c > 0 ,
where κ˜T is given in the previous lemma. We now fix the parameters R , T , and c
appearing in the definition of ωR, T, c in such a way that the resulting form is positive
definite.
We first fix T = T0 À 1 so that Lemma 4.1.4 applies, and then set R = R0 :=
T0 − 4. These choices give us a closed real (1, 1)-form ωR0, T0, c on X that is equal
to
• κ on the region {x ∈ X : t(x) < R0} ,
• κ+ ci∂∂ˉhR0(t) on the region {x ∈ X : R0 ≤ t(x) ≤ R0 + 1} ,
• cω0 + κ on {x ∈ X : R0 + 1 < t(x) < T0 − 1} ,
• cω0 + κ+ i∂∂ˉ(ρT0 .φIm) on {x ∈ X : T0 − 1 ≤ t(x) ≤ T0} , and finally
• cω0 + p∗N (α) on {x ∈ X : t(x) > T0} .
In light of the fact that κ and ω0 are Ka¨hler and i∂∂ˉhR0(t) is positive semi-definite,
it is easy to see that for any c > 0, ωR0, T0, c is positive definite except possibly on the
set {x ∈ X : t(x) ≥ T0− 1} . Now, by compactness, we know that there exists a1 > 0
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such that for all c > a1 , ωR0, T0, c is positive definite on {x ∈ X : T0−1 ≤ t(x) ≤ T0} .
And since |α|g0 = O(r−2) , we also know that there exists a2 > 0 such that for all
c > a2 , |α|cg0 < 1 on {x ∈ X : t(x) > T0} . Consequently, setting c = c˜ for any
choice of c˜ > max{a1, a2} yields a closed real (1, 1)-form ωR0, T0, c˜ that is positive
definite on the whole of X , i.e., ωR0, T0, c˜ defines a Ka¨hler form on X .
We set ωκ := ωR0, T0, c˜ . Then ωκ is a genuine Ka¨hler form on X lying in the
same Ka¨hler class as κ which is equal to c˜ω0 + p
∗
N (α) outside some compact subset
of X . This completes the proof of the lemma.
This leads on to the proof of Theorem 4.1.2.
Proof of Theorem 4.1.2. Let κ be any Ka¨hler form on X . Then by Lemma 4.1.5,
there exists a Ka¨hler form ωκ in [κ] that is equal to c˜ω0 + p
∗
N (α) outside a compact
subset of X , for some real primitive basic (1, 1)-form α on N and some constant
c˜ > 0. Notice that, with respect to the natural identification between X\E and C0
induced by π|X\E , we have
|∇k0((c˜ω0 − p∗N (α))− c˜ω0)|c˜g0 = |∇k0(p∗N (α))|c˜g0 = O(r−2−k) for all k ≥ 0 ,
where ∇0 is the Levi-Civita connection of c˜g0 .
Next observe that, by virtue of the fact that the resolution (X, π) is crepant
(and the isolated singularity of C0 is normal), the pullback π
∗(Ω0) of Ω0 defines a
holomorphic volume form on X\E that extends to a nowhere vanishing holomorphic
volume form Ω on the whole of X .
From these initial observations, we see that (X, Ω, ωκ) is an AC almost Calabi-
Yau manifold with rate −2 modelled on the Calabi-Yau cone (C0, Ω0, c˜ω0) . (The
diffeomorphism here is that given by the biholomorphism π|X\E ). In particular, by
Lemma 3.3.9 and (3.20), we can find a Ricci potential f for ωκ , a priori lying in
C∞−2(X) , that satisfies
cnΩ ∧ Ωˉ =
|Ω0|2c˜g0
n!
ef ωnκ ,
i.e.,
f = log
(
n!cnΩ ∧ Ωˉ
|Ω0|2c˜g0ωnκ
)
.
As it stands, the decay on f is not good enough to apply Theorem 3.4.1. But, as we
now show, it turns out that under closer inspection, the asymptotics of f are better
than it would first appear.
Recalling that (C0, Ω0, ω0) is a Calabi-Yau cone, so that cnΩ0 ∧ Ωˉ0 = |Ω0|2g0 ω
n
0
n! ,
we can rewrite f outside a compact subset as
f = log
(
n!cnΩ ∧ Ωˉ
|Ω0|2c˜g0ωnκ
)
= log
(
n!c˜ncnΩ0 ∧ Ωˉ0
|Ω0|2g0ωnκ
)
= log
(
c˜nωn0
ωnκ
)
= log
(
ωn0
(ω0 + p∗N (α˜))n
)
,
(4.4)
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where α˜ := α
c˜
. It is clear from this expression that the asymptotics on f are controlled
by the term in brackets, namely
ωn0
(ω0+p∗N (α˜))n
, which we expand as
(ω0 + p
∗
N (α˜))
n
ωn0
= 1 + n
ωn−10 ∧ p∗N (α˜)
ωn0
+
n∑
k=2
(
n
k
)
ωn−k0 ∧ (p∗N (α˜))k
ωn0
. (4.5)
The bad term here, and indeed the one that forces f to decay at rate −2 and not
any faster, is
ωn−10 ∧p∗N (α˜)
ωn0
. However, the fact that α˜ is a basic primitive (1, 1)-form
on N2n−1 implies (from (2.10)) that
ωn−10 ∧ p∗N (α˜) =
1
2
d(r2η)n−1 ∧ p∗N (α˜)
=
r2n−3
2
(rdη + 2(n− 1)dr ∧ η) ∧ ((dη)n−2 ∧ p∗N (α˜))︸ ︷︷ ︸
=0
= 0,
so that
(ω0 + p
∗
N (α˜))
n
ωn0
− 1 =
n∑
k=2
(
n
k
)
ωn−k0 ∧ (p∗N (α˜))k
ωn0
=
n∑
k=2
±
(
n
k
) |ωn−k0 ∧ (p∗N (α˜))k|g0
n!
= O(r−4).
(4.6)
The basic primitive form α˜ has therefore effectively killed the bad term in (4.5) and
it is now immediate from (4.4) and (4.6) that f ∈ C0−4(X) . By taking derivatives
of (4.6) with respect to ∇0 , one can go on and show that ∇k0
(
(ω0+p
∗
N (α˜))
n
ωn0
− 1
)
=
O(r−4−k) for every k ≥ 0, and deduce that in actual fact, f lies in C∞−4(X) .
We can now appeal to Theorem 3.4.1 to ascertain the existence of a function
u ∈ C∞−2(X) satisfying the complex Monge-Ampe`re equation (ωκ + i∂∂ˉu)n = ef ωnκ
on X . The Ka¨hler form ωκ + i∂∂ˉu clearly lies in the same cohomology class as κ ,
and the fact that u ∈ C∞−2(X) implies that
|∇k0((ωκ + i∂∂ˉu)− c˜ω0)|c˜g0 = O(r−2−k) +O(r−4−k) = O(r−2−k) for all k ≥ 0 .
We thus conclude that (X, Ω, ωκ + i∂∂ˉu) is an AC Calabi-Yau manifold with rate
−2 modelled on the Calabi-Yau cone (C0, Ω0, c˜ω0) , and the theorem is proved.
If it so happens that the Ka¨hler class in question in Theorem 4.1.2 is actually
compactly supported, then it is possible to show that the rate of convergence of the
resulting AC Calabi-Yau metric to its asymptotic model is faster than that cited in
the statement of Theorem 4.1.2. As mentioned before, this was initially observed by
van Coevering [103]. In the next section, we recover his result as a consequence of
our main existence result for AC Calabi-Yau metrics.
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4.2 A general existence result
4.2.1 Statement of theorem and outline of proof
We now present the main theorem of this thesis. It essentially provides a set of
sufficient conditions on a non-compact Ka¨hler manifold to admit an AC Calabi-Yau
metric in each compactly supported Ka¨hler class.
Theorem 4.2.1. Let (M, Ω, J) be a non-compact Ka¨hler manifold of complex di-
mension n ≥ 3 with trivial canonical bundle KM , nowhere vanishing holomorphic
volume form Ω , and complex structure J , and let (C0 := N ×R+, Ω0, J0, g0, ω0) be
a Calabi-Yau cone over some Sasaki-Einstein manifold (N, gN ) . Denote the Lapla-
cian of gN by ΔgN , the radial coordinate of C0 by r , and the Levi-Civita connection
of g0 by ∇0 . Also, recall the discrete set P ⊂ R from Theorem 3.2.5.
Let R > 2 , let λ ∈ (−1 − 2n, 0)\{−2n, −2} , and suppose that there exists a
compact subset K ⊂ M and a diffeomorphism Ψ : N × (R, ∞) −→ M\K with
respect to which |∇k0(Ψ∗(Ω)−Ω0)| = O(rλ−k) for all k ≥ 0 . Then in each compactly
supported Ka¨hler class of M , there exists an AC Calabi-Yau metric with rate
−2n if λ ∈ (−2n− 1, −2n)
λ if λ ∈ (−2n, −1), λ 6= −2
λ if λ ≥ −1 and λ+ 2 /∈ P
λ+ δ for any δ > 0 if λ ≥ −1 and λ+ 2 ∈ P
modelled on the Calabi-Yau cone (C0, Ω0, cg0, J0, cω0) for some c > 0 .
We remark that any Stein manifold M satisfying the hypotheses of Theorem
4.2.1 must automatically admit an AC Calabi-Yau metric. This is because the trivial
cohomology class in H2(M, R) is a compactly supported Ka¨hler class if M is Stein.
The proof of Theorem 4.2.1 involves the construction of a suitable background
metric on M in each compactly supported Ka¨hler class so as to turn M into an
AC almost Calabi-Yau manifold. Using Theorem 3.4.1, we then perturb this AC
almost Calabi-Yau manifold into an honest AC Calabi-Yau manifold. Notice from
the statement of Theorem 3.4.1 that it is quite easy to do this perturbation whenever
the Ricci potential of the background metric lies in C∞β (M) for some β < −2. The
difficulty arises in the case β ∈ (−2, 0) . Here, one must first solve an auxiliary PDE
(or several) before appealing to Theorem 3.4.1, an extra step that takes the form of
Proposition 4.2.6 below.
4.2.2 An i∂∂ˉ -lemma for 1-convex manifolds
In order to construct a background Ka¨hler metric in each compactly supported Ka¨hler
class, we need some form of an i∂∂ˉ -lemma. In this section, we establish an i∂∂ˉ -lemma
for 1-convex manifolds with trivial canonical bundle that suffices for our purposes.
The reader is referred to Appendix A for the terminology and various results we
appeal to throughout.
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Our first proposition (joint with Hein) takes the following form. The proof of it
that we present here provides a clarification of van Coevering’s proof of the same
result [101, Prop. 4.2].
Proposition 4.2.2 (joint with H.-J. Hein; see also [101, Prop. 4.2]). Suppose that Y
is a 1-convex manifold of complex dimension n ≥ 3 with trivial canonical bundle KY .
Then there exists an exhaustion of Y by compact subsets ∅ 6= K1 ⊂ K2 ⊂ . . . ⊂ Y
such that for each i = 1, 2, . . . and k = 1, . . . , n− 2 , Hk(Y \Ki, OY ) = 0 .
Proof. Since Y is 1-convex, by definition there exists a compact subset S ⊂ Y and
a smooth function φ : Y −→ [a, ∞) which is strictly plurisubharmonic outside of
S and for which the sets {y ∈ Y : φ(y) < c} for c > a are relatively compact
(see Definition A.4.3). By [2, Thm. 14(a)], if F is a coherent sheaf on Y , then
the complex dimension of the cohomology groups Hr(Y, F) is finite for each r ≥ 1.
[81, Thm. V] then states that a necessary and sufficient condition for this to be the
case is that Y is holomorph-convex and is the proper modification of a Stein space
W . Y being the “proper modification” of W just means that there exists a proper
holomorphic surjective map p : Y −→ W and a finite set D ⊂ W such that the
induced map p|Y \p−1(D) : Y \p−1(D) −→ W\D is a biholomorphism (see also [24,
§1]). In the literature, W is called the Remmert reduction of Y .
Viewing the Remmert reduction W of Y as a Stein space in its own right, notice
that W has only finitely many singularities, its singular points being precisely the
points lying in the subset D . Also notice that, due to the fact that Y is a complex
manifold, hence normal, W is a normal complex space – see [42, Rem. 3, p.337].
So let x ∈ D and let U be a small open neighbourhood of x containing no
other points in D . By virtue of the fact that Y has trivial canonical bundle and
p|p−1(U\{x}) : p−1(U\{x}) −→ U\{x} is a biholomorphism, the pushforward p∗σ of
any holomorphic volume form σ on Y to U\{x} via p|p−1(U\{x}) defines a holomor-
phic volume form on U\{x} which satisfies
0 ≤ cn
∫
U\{x}
p∗σ ∧ p∗σ = cn
∫
p−1(U\{x})
σ ∧ σˉ ≤ cn
∫
p−1(U)
σ ∧ σˉ <∞.
Moreover, after fixing a trivialising section σ of KY , any holomorphic volume form
Ω on U\{x} may be written as fp∗σ for some holomorphic function f on U\{x}
which extends to a holomorphic function fˆ on U by normality of W (cf. Lemma
A.3.2). By shrinking U if necessary, we therefore see that f is bounded, from which
it follows that
cn
∫
U\{x}
Ω ∧ Ω = cn
∫
U\{x}
|f |2 p∗σ ∧ p∗σ <∞
also. What we learn from this is that the singularities of W are rational (cf. Propo-
sition A.3.14), hence Cohen-Macaulay [32, Prop. 1.17]. Lemma A.3.11 then states
that the function y 7−→ dimyW is constant in some small neighbourhood V ⊂ U
of x . Since x is the only singular point of V , we find from Proposition A.3.8 and
the properties of p that dimyW = emdimyW = n for all y ∈ V \{x} so that in fact
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dimyW = n for all y ∈ V . The definition of Cohen-Macaulay (Definition A.3.10)
now implies that codhy OW = n for all y ∈ V . Due to the fact that x ∈ D was
arbitrary and smooth points of W are Cohen-Macaulay, we can actually assert that
codhy OW = n for all y ∈W . We make use of this property of OW later.
A consequence of the fact that W has finitely many singularities is that the
embedding dimension at each point of W is bounded uniformly over all points of W .
As a result, we read from Theorem A.4.7 that we can embed W into CN for some
large N by a proper holomorphic map f :W −→ CN .
We can now apply Remmert’s Proper Mapping Theorem (Theorem A.2.6) to as-
certain that the image of f , denoted im f , is an analytic subset of CN . As an analytic
subset of a Stein manifold, im f may be realised as the zero locus of finitely many
holomorphic functions [43, Thm. 5.14, p.178]. Hence, by Lemma A.5.1, im f is equal
to its own holomorphic hull in CN .
Let BR denote a large closed ball of radius R > 0 in CN centred at the origin, and
choose R′ sufficiently large so that for every R > R′ , the inverse image of im f ∩BR
under the map f contains D within its interior. That is, for all R > R′ ,
D ⊂ PR\∂PR,
where we write PR := f
−1(im f ∩ BR) . For any R > 0, we see from Lemma A.5.3
that BR is equal to its own holomorphic hull in CN . Also, as we have already shown,
im f is equal to its own holomorphic hull. It therefore follows from Lemma A.5.2
that the compact set im f ∩ BR ⊂ CN is equal to its own holomorphic hull, and
we subsequently deduce from Corollary A.4.11 that im f ∩ BR is a holomorphically
convex compact subset of CN .
Next, fixing R > R′ , consider the set KR := p−1(PR) ⊂ Y . This is clearly a
compact subset of Y , since p is proper and PR , as the inverse image of a compact
set under a proper map, is compact in W . We claim that Hk(Y \KR, OY ) = 0 for
all 1 ≤ k ≤ n− 2. Indeed, recalling (A.1), we have an exact sequence of cohomology
groups on W with supports in PR , namely
∙ ∙ ∙ → Hk−1(W, OW )→ Hk−1(W\PR, OW )→ HkPR(W, OW )→ Hk(W, OW )→ ∙ ∙ ∙
By Oka’s coherence theorem (cf. Theorem A.2.4), OW is a coherent analytic sheaf
on W , and so, by Cartan’s Theorem B (cf. Theorem A.4.13), the cohomology groups
Hk(W, OW ) must vanish for each k ≥ 1. We subsequently read from the exact
sequence that Hk(W\PR, OW ) ∼= Hk+1PR (W, OW ) for k ≥ 1. From Corollary A.2.12,
we know that HkPR(W, OW ) ∼= Hkf(PR)(CN , f∗OW ) , and by Grauert’s direct image
theorem, we know that f∗OW is a coherent analytic sheaf on CN . Furthermore,
by Lemma A.3.6, we know that codhf(x) f∗OW = codhxOW for all x ∈ W . As a
consequence, after recalling that f(PR) is a holomorphically convex compact subset
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of CN and that
codhf(x) f∗OW = codhxOW = n for all x ∈W ,
one can appeal to Theorem A.6.1 to obtain the vanishing Hkf(PR)(C
n, f∗OW ) = 0 for
k ≤ n− 1. As a result of the previous isomorphisms, we find that HkPR(W, OW ) = 0
for k ≤ n − 1, so that Hk(W\PR, OW ) = 0 for 1 ≤ k ≤ n − 2. By choice of BR
previously, W\PR is smooth and biholomorphic to Y \KR . We thus conclude that
Hk(Y \KR, OY ) = Hk(W\PR, OW ) = 0 for 1 ≤ k ≤ n− 2,
as claimed.
Since R > R′ was arbitrary, we have the vanishing Hk(Y \KR, OY ) = 0 for 1 ≤
k ≤ n− 2 for every R > R′ . The result is now immediate from this observation.
With this proposition, we can now state and prove an i∂∂ˉ -lemma for 1-convex man-
ifolds.
Corollary 4.2.3 (An i∂∂ˉ -lemma for 1-convex manifolds). Let Y be a 1 -convex
manifold of complex dimension n ≥ 3 with trivial canonical bundle KY and let B
be a compact subset of Y . If α is a real (1, 1) -form on Y that is exact on Y \B ,
then there exists a non-empty compact subset K of Y containing B and a function
f ∈ C∞(Y \K) such that α = i∂∂ˉf on Y \K .
Proof. By Proposition 4.2.2, there exists a non-empty compact subset K of Y , con-
taining B , with H1(Y \K, OY ) = 0. α will then be an exact real (1, 1)-form on
Y \K , so we may write α = dβ on this set for some β ∈ T ∗(Y \K) . Splitting β
into types, we have β = β1, 0 + β0, 1 for β1, 0 ∈ Λ1, 0(Y \K) and β0, 1 ∈ Λ0, 1(Y \K)
satisfying β0, 1 = β1, 0 and ∂ˉβ0, 1 = 0. It follows from this second equation and the
fact that H1(Y \K, OY ) = 0 that β0, 1 = ∂ˉh for some smooth function h on Y \K .
This results in the sequence of equalities
α = dβ = ∂β0, 1 + ∂ˉβ1, 0 = ∂∂ˉh+ ∂ˉ∂hˉ = i∂∂ˉf on Y \K ,
where f ∈ C∞(Y \K) is twice the imaginary part of h . The function f and the
compact subset K here are precisely those as in the statement of the corollary. This
concludes the proof.
Now that we have an i∂∂ˉ -lemma for 1-convex manifolds, the question arises as to
whether or not it is applicable to our particular geometric set-up. In the next lemma,
we show that a class of manifolds more general than those we consider are 1-convex,
thus providing an affirmative answer to this question.
Lemma 4.2.4. Let M be a non-compact Ka¨hler manifold of complex dimension
n with complex structure J , let N be a compact Sasaki manifold, and let (C0 :=
N ×R+, g0, J0) be the Ka¨hler cone over N with Ka¨hler cone metric g0 and complex
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structure J0 . Denote the radial coordinate of C0 by r and the Levi-Civita connection
of g0 by ∇0 .
Let R > 2 and λ < 0 , and suppose that there exists a compact subset K ⊂M and
a diffeomorphism Ψ : N×(R, ∞) −→M\K such that |∇k0(Ψ∗(J)−J0)|g0 = O(rλ−k)
for k = 0, 1 . Then M admits a smooth plurisubharmonic exhaustion function h
which, outside a compact subset, is strictly plurisubharmonic and equal to ((Ψ−1)∗r)2 .
In particular, M is 1 -convex.
Proof. Let ρ : M −→ [1, ∞) be a smooth radius function on M , equal to (Ψ−1)∗r
on M\K and strictly less than R on the interior of K , and let ψ : R −→ R be a
smooth function satisfying
ψ′(x), ψ′′(x) ≥ 0 for all x ∈ R
and
ψ(x) =
{
(R′ + 12 )
2 if x < R′2
x if x > (R′ + 1)2
for some R′ > R to be specified later. We identify M\K and (R, ∞) × N via the
diffeomorphism Ψ, thus writing J when we really mean Ψ∗(J) . Keeping this in
mind, the composition h := ψ ◦ ρ2 is given by
h(y) =
{
(R′ + 12 )
2 if ρ(y) < R′
ρ(y)2 if ρ(y) > R′ + 1
and one computes that
i∂J ∂ˉJh = i ψ
′′(ρ2)︸ ︷︷ ︸
≥ 0
∂Jρ
2 ∧ ∂ˉJρ2 + i ψ′(ρ2)︸ ︷︷ ︸
≥ 0
∂J ∂ˉJρ
2.
Using the fact that i∂Jρ
2 ∧ ∂ˉJρ2 is positive semi-definite with respect to J at every
point of M , we see that the first term here is positive semi-definite on M and vanishes
on the set {x ∈ M : ρ(x) > R′ + 1} . As for the second term, it vanishes on the set
{x ∈ M : ρ(x) < R′} and is equal to i∂J ∂ˉJρ2 on {x ∈ M : ρ(x) > R′ + 1} . We
claim that this form i∂J ∂ˉJρ
2 , which we also denote by ω , is positive definite on the
set {x ∈M : ρ(x) > R˜} for some choice of R˜À 0.
Indeed, comparing the form i∂J ∂ˉJρ
2 with the Ka¨hler form ω0 = i∂J0 ∂ˉJ0r
2 of g0 ,
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and making use of the assumptions in the lemma, we find that on M\K ,
|i∂J ∂ˉJρ2 − i∂J0 ∂ˉJ0r2|g0 =
1
2
|d(J(dρ2))− d(J0(dr2))|g0 =
1
2
|d((J − J0)dr2)|g0
≤ |dr ∧ ((J − J0)dr)|g0 + r|d((J − J0)dr)|g0
≤ 2(|dr|g0 |(J − J0)dr|g0 + r|∇0((J − J0)dr)|g0)
≤ 2(|J − J0|g0︸ ︷︷ ︸
=O(rλ)
(|dr|2g0︸ ︷︷ ︸
=1
+r |∇0dr|g0︸ ︷︷ ︸
= 1r
) + r |∇0(J − J0)|g0︸ ︷︷ ︸
=O(rλ−1)
|dr|g0︸ ︷︷ ︸
=1
)
= O(rλ).
From the proof of Lemma 3.3.2, we therefore see that we can choose R˜À 0 such that
|ω(∙ , J ∙)− g0|g0 = |ω(∙ , J ∙)− ω0(∙ , J0∙)|g0 <
1
2
on {x ∈M : ρ(x) > R˜} .
It follows that for any y ∈ {x ∈ M : ρ(x) > R˜} , the eigenvalues of the symmetric
bilinear form ω(∙ , J ∙) on TyM with respect to g0 are strictly positive. In other
words, ω is positive definite on the set {x ∈M : ρ(x) > R˜} , as claimed.
In light of this fact, we set R′ := R˜+1. Then i∂J ∂ˉJh is positive semi-definite on
M and h is strictly plurisubharmonic and equal to ρ2 on the set {x ∈ M : ρ(x) >
R˜ + 2} . These are exactly the properties of the function h as cited in the lemma,
and the lemma is proved.
Although we shall not use it explicitly, we record here, as a corollary of Corollary
4.2.3 and Lemma 4.2.4, an i∂∂ˉ -lemma for a certain class of AC Ka¨hler manifolds.
Corollary 4.2.5 (An i∂∂ˉ -lemma for AC Ka¨hler manifolds). Let M be an AC Ka¨hler
manifold of complex dimension n ≥ 3 with trivial canonical bundle, and let B be a
compact subset of M . If α is a real (1, 1) -form on M that is exact on M\B ,
then there exists a non-empty compact subset K of M containing B and a function
f ∈ C∞(M\K) such that α = i∂∂ˉf on M\K .
Notice that the question as to whether or not a global i∂∂ˉ -lemma holds on 1-
convex manifolds is one that we have not dealt with here. This is because we are not
concerned with the uniqueness issues surrounding Ricci-flat AC Ka¨hler metrics. All
the same, let us remark that on a general 1-convex manifold, one should not expect
a global i∂∂ˉ -lemma to hold, as an example in [64, Thm. 3.3] illustrates. That said,
global i∂∂ˉ -lemmas do exist on certain classes of 1-convex manifolds. For example, on
Stein manifolds, a global i∂∂ˉ -lemma holds by virtue of Cartan’s Theorem B and the
Oka’s coherence theorem. Also, by using arguments from the proofs of Lemma 4.1.3
and Proposition 4.2.2, one can show that a global i∂∂ˉ -lemma holds on 1-convex
manifolds with trivial canonical bundle. (Some further comments regarding these
matters can be found in [104, §3.5]).
106
4.2.3 Improvement of the asymptotics of the Ricci potential
The auxiliary step involved in the proof of Theorem 4.2.1 takes the following form.
Proposition 4.2.6. Let (C0, Ω0, J0, g0, ω0) be a Calabi-Yau cone over some Sasaki-
Einstein manifold (N, gN ) and let (M, Ω, J, g, ω) be an AC almost Calabi-Yau man-
ifold with rate λ ∈ (−2, 0) modelled on (C0, Ω0, J0, g0, ω0) . Denote the complex
dimension of M by n and use the notation as in Definition 3.3.6.
Suppose that the Ricci potential f of ω lies in C∞β (M) for some β ∈ (−2n, λ]
and satisfies A ef ωn = cnΩ ∧ Ωˉ for some positive constant A . If β + 2 is not
an exceptional weight of Δg , then there exists a function ϕ ∈ C∞β+2(M) so that
ω1 := ω + i∂J ∂ˉJϕ is a Ka¨hler form on M whose Ricci potential f1 , defined by the
relation A ef1 ωn1 = cnΩ ∧ Ωˉ , lies in C∞2β(M) . Moreover, (M, Ω, J, g1, ω1) is again
an AC almost Calabi-Yau manifold with rate λ modelled on the Calabi-Yau cone
(C0, Ω0, J0, g0, ω0) , where g1 is the Ka¨hler metric associated to ω1 .
Note that the function f1 here does indeed serve as a Ricci potential for ω1 – see the
discussion after the proof of Proposition 3.3.9.
Proof of Proposition 4.2.6. We identify the sets M\K and N × (R, ∞) via the dif-
feomorphism Ψ and we let ρ : M −→ [1, ∞) be a radius function on M which
coincides with (Ψ−1)∗r on the set M\K and which is strictly less than R on the
interior of K . Thus, when we write that something on M is O(rα) say, what we
really mean is that it is O((Ψ−1)∗r)α) , or equivalently, that it is O(ρα) .
By Proposition 3.3.7, (M, g) is an AC manifold with rate λ modelled on the
Riemannian cone (C0, g0) . As such, due to the fact that β + 2 is not an exceptional
weight of Δg and lies in an interval for which the map Δg : C
∞
β+2(M) −→ C∞β (M)
is surjective (recall Proposition 3.2.8), we can find a function φ ∈ C∞β+2(M) solving
the equation Δgφ = 2f on M . We need to “perturb” the Ka¨hler form ω by adding
on i∂∂ˉφ in such a way that the resulting two-form is Ka¨hler. As we shall show later,
by choice of φ , this will result in a Ka¨hler form that satisfies the requirements of the
proposition.
So let η : R → R be a smooth function satisfying η(x) = 0 for x ≤ 1, η(x) = 1
for x ≥ 2, and |η(x)| ≤ 1 for all x , and with it, define a function ηT :M −→ R by
ηT (x) = η
(
ρ(x)2
T 2
)
for T > R a positive constant to be chosen later.
Clearly ηT is identically zero on K and identically equal to one on the set {x ∈M :
ρ(x) >
√
2T} . Consider the closed real (1, 1)-form i∂∂ˉ(ηT .φ) on M , more explicitly
written out as follows:
i∂∂ˉ(ηT .φ) = ηT .i∂∂ˉφ+
1
T 2
.η′
(
ρ2
T 2
)
.i∂ρ2 ∧ ∂ˉφ+ 1
T 2
.φ.η′
(
ρ2
T 2
)
.i∂∂ˉρ2
+
1
T 2
.η′
(
ρ2
T 2
)
.i∂φ ∧ ∂ˉρ2 + 1
T 4
φ.η′′
(
ρ2
T 2
)
.i∂ρ2 ∧ ∂ˉρ2.
(4.7)
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We claim that the norm of this (1, 1)-form, with respect to g , is bounded by some
multiple of T β . Indeed, let us prove this.
Recalling that ρ ∈ C∞1 (M) , and observing that since φ ∈ C∞β+2(M) , we have the
estimates |φ| ≤ Cρβ+2 , |∇φ|g ≤ Cρβ+1 , and |∇2φ|g ≤ Cρβ , where ∇ denotes the
Levi-Civita connection of g , and keeping in mind the fact that η′
(
ρ2
T 2
)
or η′′
(
ρ2
T 2
)
non-zero infers that ρ lies in the interval [T,
√
2T ] , we estimate each term in this sum
individually as follows:
(a)
|ηT .i∂∂ˉφ|g ≤ sup
ρ∈ [T,∞)
|∂∂ˉφ|g ≤ C sup
ρ∈ [T,∞)
|∇2φ|g ≤ CT β ,
(b) ∣∣∣∣ 1T 2 .η′
(
ρ2
T 2
)
.i∂ρ2 ∧ ∂ˉφ
∣∣∣∣
g
=
∣∣∣∣ 2ρT 2 .η′
(
ρ2
T 2
)
.∂ρ ∧ ∂ˉφ
∣∣∣∣
g
≤ C
T 2
sup
ρ∈ [T,√2T ]
∣∣ρ.∂ρ ∧ ∂ˉφ∣∣
g
≤ C
T 2
(
sup
ρ∈ [T,√2T ]
ρ
)(
sup
ρ∈ [T,√2T ]
∣∣∂ρ ∧ ∂ˉφ∣∣
g
)
≤ C
T
sup
ρ∈ [T,√2T ]
(
|∇ρ|g︸ ︷︷ ︸
bounded
independent
of T
|∇φ|g
)
≤ CT β ,
(c) ∣∣∣∣ 1T 2 .φ.η′
(
ρ2
T 2
)
.i∂∂ˉρ2
∣∣∣∣
g
≤ C
T 2
sup
ρ∈ [T,√2T ]
(
|φ|. |∇2ρ2|g︸ ︷︷ ︸
bounded
independent
of T
)
≤ CT β ,
(d) ∣∣∣∣ 1T 4φ.η′′
(
ρ2
T 2
)
.i∂ρ2 ∧ ∂ˉρ2
∣∣∣∣
g
=
∣∣∣∣4ρ2T 4 φ.η′′
(
ρ2
T 2
)
.i∂ρ ∧ ∂ˉρ
∣∣∣∣
g
≤ C
T 4
sup
T ≤r≤√2T
ρ2|φ||∂ρ ∧ ∂ˉρ|g
≤ C
T 4
(
sup
ρ∈ [T,√2T ]
ρ2
)(
sup
ρ∈ [T,√2T ]
|φ|
)
∙
∙
(
sup
ρ∈ [T,√2T ]
|∂ρ ∧ ∂ˉρ|g
)
≤ CT β sup
ρ∈ [T,√2T ]
|∇ρ|2g︸ ︷︷ ︸
bounded
independent
of T
≤ CT β .
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As in (b) above, we also have
(e) ∣∣∣∣ 1T 2 .η′
(
ρ2
T 2
)
.i∂φ ∧ ∂ˉρ2
∣∣∣∣
g
≤ CT β .
With these bounds, an application of the triangle inequality to (4.7) yields the desired
estimate |i∂∂ˉ(ηT .φ)|g ≤ CT β .
Making use of the negativity of β , it is possible to pick T sufficiently large so that
|i∂∂ˉ(ηT .φ)|g < 1. Fix such a T , T0 say, and define ϕ := ηT0 .φ . The form
ω1 := ω + i∂∂ˉ(ηT0 .φ) = ω + i∂∂ˉϕ
will then be a Ka¨hler form on M that satisfies the asymptotic estimate
|∇k0(ω1 − ω0)|g0 ≤ |∇k0(ω − ω0)|g0︸ ︷︷ ︸
=O(rλ−k)
+ |∇k+20 φ|g0︸ ︷︷ ︸
=O(rβ−k)
= O(rmax{λ, β}−k) = O(rλ−k) (4.8)
for all k ≥ 0. That is, (M, Ω, J, g1, ω1) is an AC almost Calabi-Yau manifold with
rate λ modelled on the Calabi-Yau cone (C0, Ω0, J0, g0, ω0) . Furthermore, we can
find a Ricci potential f1 of ω1 lying in C
∞
2β(M) . Let us verify this last statement,
thereby completing the proof of the proposition.
As in the statement of the proposition, we define the function f1 : M −→ R
uniquely by
ef1 =
cnΩ ∧ Ωˉ
Aωn1
.
In order to ascertain its asymptotics, we expand the function
Aωn1
cnΩ∧Ωˉ = e
−f as follows:
Aωn1
cnΩ ∧ Ωˉ =
A(ω + i∂∂ˉφ)n
cnΩ ∧ Ωˉ =
(ω + i∂∂ˉφ)n
ef ωn
= e−f
(
1 + n
ωn−1 ∧ i∂∂ˉφ
ωn
)
+ e−f
((
n
2
)
ωn−2 ∧ (i∂∂ˉφ)2
ωn
+ ∙ ∙ ∙+ (i∂∂ˉφ)
n
ωn
)
= e−f
(
1 +
1
2
(Δφ)
)
+ e−f
(
±
(
n
2
) |ωn−2 ∧ (i∂∂ˉφ)2|g
n!
± ∙ ∙ ∙ ± |(i∂∂ˉφ)
n|g
n!
)
= e−f
(
1 +
Δφ
2
)
+
e−f
n!
(
±
(
n
2
)
|ωn−2 ∧ (i∂∂ˉφ)2|g ± ∙ ∙ ∙ ± |(i∂∂ˉφ)n|g
)
= e−f (1 + f) +
e−f
n!
(
±
(
n
2
)
|ωn−2 ∧ (i∂∂ˉφ)2|g ± ∙ ∙ ∙ ± |(i∂∂ˉφ)n|g
)
= 1− f2 + (1 + f) (e−f −1 + f)︸ ︷︷ ︸
=O(ρ2β)
+
+
e−f
n!
(
±
(
n
2
)
|ωn−2 ∧ (i∂∂ˉφ)2|g︸ ︷︷ ︸
=O(ρ2β)
± ∙ ∙ ∙ ± |(i∂∂ˉφ)n|g
)
.
Using the fact that f ∈ C∞β (M) and φ ∈ C∞β+2(M) , it is easy to see from this
expansion that
Aωn1
cnΩ ∧ Ωˉ − 1 ∈ C
∞
2β(M),
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so that log
(
Aωn1
cnΩ∧Ωˉ
)
, and consequently −f1 , lie in C∞2β(M) as well. This completes
the proof of the proposition.
As one shall now see, by applying this proposition iteratively if necessary, we are
always able to construct a background Ka¨hler form in each compactly supported
Ka¨hler class of M whose Ricci potential lies in C∞β (M) for some β < −2 so that
Theorem 3.4.1 applies.
4.2.4 Completion of the proof of Theorem 4.2.1
As in the proof of the previous proposition, we identify the sets M\K and N×(R, ∞)
via the diffeomorphism Ψ and we let ρ : M −→ [1, ∞) be a smooth radius function
on M which coincides with (Ψ−1)∗r on the set M\K and which is strictly less than
R on the interior of K .
The convergence of the holomorphic volume forms Ω and Ω0 at rate λ with
respect to Ψ implies by Proposition 3.3.7 that |∇k0(J − J0)|g0 = O(rλ−k) for all
k ≥ 0. Consequently, by Lemma 4.2.4, M is 1-convex and admits a smooth
plurisubharmonic exhaustion function h which is strictly plurisubharmonic and equal
to ρ2 on the set N × (R′, ∞) for some R′ > R . Recall from the proof of this
lemma that |i∂J ∂ˉJρ2 − ω0|g0 = O(rλ) . Further computation, using the fact that
|∇k0(J − J0)|g0 = O(rλ−k) for all k ≥ 0, shows that actually
|∇k0(i∂J ∂ˉJρ2 − ω0)|g0 = O(rλ−k) (4.9)
for all k ≥ 0. This observation is one we shall make use of later.
For any Ka¨hler form ω on M with [ω] ∈ H2c (M, R) , ω is exact outside some
compact subset of M . Thus, by Corollary 4.2.3, there exists R1 > R
′ such that
ω|N×(R1,∞) = −i∂J ∂ˉJu for some u ∈ C∞(N × (R1, ∞), R) . We therefore choose
any cut-off function ζ :M −→ R on M which satisfies
ζ(x) =
{
0 if ρ(x) < 2R1
1 if ρ(x) > 3R1
and define a background metric ω1 on M by
ω1 = ω + i∂J ∂ˉJ(ζ.u) + ci∂J ∂ˉJh
for c > 0. On {x ∈ M : ρ(x) < 2R1} , ω1 is given by ω + ci∂J ∂ˉJh , a form which
is positive definite due to the fact that h is plurisubharmonic. On {x ∈ M : ρ(x) >
3R1} , ω1 = ci∂J ∂ˉJρ2 , which, since R1 > R′ , is also a Ka¨hler form. On the set
{x ∈ M : 2R1 ≤ ρ(x) ≤ 3R1} , i∂J ∂ˉJh is equal to i∂J ∂ˉJρ2 and is positive definite.
As a consequence, we may choose c > 0 sufficiently large so that ω1 is positive
definite on this set as well. Henceforth fixing such a c , the conclusion is that ω1 is a
genuine Ka¨hler form on M lying in the same Ka¨hler class as ω and which is equal
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to ci∂J ∂ˉJr
2 outside some large compact set. Let us denote the corresponding Ka¨hler
metric by g1 and its Levi-Civita connection by ∇1 .
Remark. Notice that the construction of the background Ka¨hler metric here follows
along the same lines as for the crepant resolution case (cf. §4.1). Here, the Ka¨hler class
we consider is compactly supported, so we are able to add on i∂∂ˉ of an appropriate
function to the initial Ka¨hler form so that the resulting form actually vanishes outside
a compact set. We then add on ci∂∂ˉh and choose c sufficiently large so that the form
we are left with is Ka¨hler. In contrast to the crepant resolution case however, the
complex structure on the manifold we consider here differs to that on the cone. The
result of this fact is that the form i∂∂ˉh is only asymptotic to the Ka¨hler form on the
cone rather than being equal to it outside a compact set.
Now, from (4.9) and the fact that ω1 = ci∂J ∂ˉJρ
2 outside a compact set, we see
that
|∇k0(ω1 − cω0)|g0 = O(rλ−k) for all k ≥ 0 . (4.10)
As a result, we see that, by definition, (M, Ω, g1, J, ω1) is an AC almost Calabi-Yau
manifold with rate λ modelled on the Calabi-Yau cone (C0, Ω0, cg0, J0, cω0) . In
particular, from Lemma 3.3.9 and (3.20), we find that the function f1 : M −→ R ,
defined by
f1 = log
(
AcnΩ ∧ Ωˉ
ωn1
)
, where A :=
n!
|Ω0|2g0
, (4.11)
is a Ricci potential of ω1 lying in C
∞
λ (M) . By appealing to Theorem 3.4.1 with this
function, we next show that we are able to construct the AC Calabi-Yau metrics cited
in the statement of the theorem, thereby completing its proof. We treat the various
cases of λ separately.
If λ ∈ (−2n − 1, −2n) , then Theorem 3.4.1 (b) guarantees the existence of a
function φ ∈ C∞2−2n(M) satisfying the complex Monge-Ampe`re equation
(ω1 + i∂J ∂ˉJφ)
n = ef1 ωn1 (4.12)
on M , i.e., ω1 + i∂J ∂ˉJφ is the Ka¨hler form of a Ricci-flat Ka¨hler metric on M lying
in the Ka¨hler class [ω] . Due to the fact that |∇k1φ|g = O(r2−2n−k) for all k ≥ 0, we
have |∇k0φ|g0 = O(r2−2n−k) for all k ≥ 0 (cf. Lemma 3.2.3), and, as a result, the
following asymptotic estimate: for all k ≥ 0,
|∇k0((ω1 + i∂J ∂ˉJφ)− cω0)|g0 ≤ |∇k0(ω1 − cω0)|g0 + |∇k0(i∂J ∂ˉJφ)|g0
≤ |∇k0(ω1 − cω0)|g0 + |∇k+20 φ|g0
= O(r−2n−k).
(4.13)
(M, Ω, ω1+i∂J ∂ˉJφ) is therefore an AC Calabi-Yau manifold with rate −2n modelled
on the Calabi-Yau cone (C0, Ω0, cω0) .
If λ ∈ (−2n, −2) , then appealing to Theorem 3.4.1 (a) shows the existence of a
function φ ∈ C∞λ+2(M) such that ω1+ i∂J ∂ˉJφ a Ricci-flat Ka¨hler metric on M . This
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metric clearly lies in the same Ka¨hler class as ω and asymptotic estimates as in (4.13)
yield the fact that (M, Ω, ω1 + i∂J ∂ˉJφ) is an AC Calabi-Yau manifold with rate λ
modelled on the Calabi-Yau cone (C0, Ω0, cω0) .
If λ ∈ (−2, −1) , then by Corollary 3.2.6, we know that λ+2 is not an exceptional
weight of the Laplacian of g1 . Therefore we first appeal to Proposition 4.2.6 to assert
the existence of a function ϕ ∈ C∞λ+2(M) with ω2 := ω1 + i∂J ∂ˉJϕ a Ka¨hler form on
M satisfying
|∇k0(ω2 − cω0)|g0 = O(rλ−k) for all k ≥ 0 , (4.14)
whose Ricci potential lies in C∞2λ(M) . As 2λ lies in the interval (−4, −2) , Theorem
3.4.1 (a) now tells us that there exists another function φ ∈ C∞2λ+2(M) with
ω2 + i∂J ∂ˉJφ = ω1 + i∂J ∂ˉJϕ+ i∂J ∂ˉJφ
a Ricci-flat Ka¨hler metric on M . Again, it is obvious that this Ka¨hler metric lies in
the same Ka¨hler class as ω . Moreover, we have
|∇k0((ω2 + i∂J ∂ˉJφ1)− cω0)|g0 ≤ |∇k0(ω2 − cω0)|g0︸ ︷︷ ︸
=O(rλ−k) by (4.14)
+ |∇k0(i∂J ∂ˉJφ)|g0︸ ︷︷ ︸
=O(r2λ−k)
= O(rλ−k),
for all k ≥ 0, so (M, Ω), endowed with this Ricci-flat Ka¨hler metric, is an AC
Calabi-Yau manifold with rate λ modelled on the Calabi-Yau cone (C0, Ω0, cω0) .
Finally, suppose that λ ∈ [−22−p, −21−p) for some p ≥ 2. Let us first assume
that λ+ 2 lies in the exceptional set
P =
{
− (n− 1)± ((n− 1)2 + μj) 12 : μj ≥ 0 is an eigenvalue of ΔgN }
of Theorem 3.2.5. We first choose δ0 > 0 sufficiently small such that
(2lλ+ 2, 2l(λ+ δ0) + 2) ⊂ (2− 22−p+l, 2− 21−p+l)\P
for each l = 0, . . . , p − 1. Then, since the set P is precisely the exceptional set
of the Laplacian of any AC metric on M with asymptotic cone (C0, g0) , and since
the asymptotic cone is preserved under an application of Proposition 4.2.6, we can
apply this proposition iteratively p -times to (M, Ω, g1, J, ω1) , where we consider
the Ricci potential f1 as an element of C
∞
λ+δ(M) for any δ ∈ (0, δ0) . This yields a
function ϕ ∈ C∞λ+2+δ(M) with ω2 := ω1 + i∂J ∂ˉJϕ a Ka¨hler form on M satisfying
|∇k0(ω2 − cω0)|g0 = O(rλ+δ−k) for all k ≥ 0 , (4.15)
whose Ricci potential lies in C∞2p(λ+δ)(M) . As 2
p(λ+δ) lies in the interval (−4, −2) ,
Theorem 3.4.1 (a) now applies and, as above, gives us a Ricci-flat Ka¨hler metric
ω3 := ω2 + i∂J ∂ˉJφ = ω1 + i∂J ∂ˉJϕ+ i∂J ∂ˉJφ
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on M lying in the same Ka¨hler class as ω , for some function φ ∈ C∞2p(λ+δ)+2(M) .
We also have the estimate
|∇k0((ω2 + i∂J ∂ˉJφ)− cω0)|g0 ≤ |∇k0(ω2 − cω0)|g0︸ ︷︷ ︸
=O(rλ+δ−k) by (4.15)
+ |∇k0(i∂J ∂ˉJφ)|g0︸ ︷︷ ︸
=O(r2
p(λ+δ)−k)
= O(rλ+δ−k)
for all k ≥ 0. Thus, for any δ ∈ (0, δ0) , (M, Ω, J, ω3) is an AC Calabi-Yau manifold
with rate λ+ δ modelled on the Calabi-Yau cone (C0, Ω0, J0, cω0) .
Let us now assume that λ + 2 /∈ P . Then we again apply Proposition 4.2.6
iteratively p -times to (M, Ω, g1, J, ω1) , but this time, if, after the q th application
say, the Ricci potential of the resulting AC Ka¨hler metric lies for the first time in
C∞2qλ(M) where 2
qλ+ 2 ∈ P , then we choose δ′0 > 0 sufficiently small so that
(2lλ+ 2, 2l(λ+ δ′0) + 2) ⊂ (2− 22−p+l, 2− 21−p+l)\P
for each l = q, . . . , p−1, and consider the Ricci potential as an element of C∞2qλ+δ′(M)
in the (q + 1)th application of Proposition 4.2.6 for any δ′ ∈ (0, δ′0) . After imple-
menting this procedure, it follows from arguments similar to those above that there
exists a Ka¨hler form ω4 on M such that (M, Ω, J, ω4) is an AC Calabi-Yau manifold
with rate λ modelled on the Calabi-Yau cone (C0, Ω0, J0, cω0) .
This concludes the proof of Theorem 4.2.1.
4.2.5 A first corollary of Theorem 4.2.1: AC Calabi-Yau met-
rics on a crepant resolution of a Calabi-Yau cone
As a first consequence of Theorem 4.2.1, we recover the existence part of [103, Thm.
1.2]. (See also the first part of [102, Thm. 1.1]).
Corollary 4.2.7. Let (C0, Ω0, g0, J0, ω0) be a Calabi-Yau cone of complex dimen-
sion n ≥ 3 with radius function r and assume that the isolated singularity o of C0
at r = 0 is normal.
If π : Xˆ −→ C0 ∪ {o} is a crepant resolution, then in each compactly supported
Ka¨hler class of Xˆ , there exists an AC Calabi-Yau metric with rate −2n modelled on
the Calabi-Yau cone (C0, Ω, cg0, J0, cω0) for some c > 0 .
Proof. Since the resolution (Xˆ, π) of C0 ∪{o} is crepant, there exists a holomorphic
volume form Ω on Xˆ with respect to which Ω = (π|Xˆ\π−1({o}))∗(Ω0) . This fact
implies the corollary.
If the non-compact Ka¨hler manifold M in Theorem 4.2.1 has some extra structure,
namely, if M can be written as X\D , where X is a compact Ka¨hler manifold and
D is a smooth divisor in X supporting the anti-canonical bundle of X , then under
certain extra assumptions, it is possible to use this theorem to construct an AC
Calabi-Yau metric on X\D in each compactly supported Ka¨hler class. In fact, we
can do more. We can construct AC Calabi-Yau metrics in a subset of the Ka¨hler
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cone of X\D containing the compactly supported Ka¨hler classes. This gives rise to a
more refined version of a particular case of the existence theorem by Tian and Yau for
Ricci-flat Ka¨hler metrics cited in the introduction. Precise statements of these results,
together with a discussion involving the more general result here and the theorem of
Tian and Yau, will form the basis of the remainder of this chapter.
4.2.6 A second corollary of Theorem 4.2.1: AC Calabi-Yau
metrics on the complement of a divisor supporting the
anti-canonical bundle
Let X be a compact Ka¨hler manifold of complex dimension n and suppose that
we can find a smooth divisor D in X satisfying −KX = α[D] for some α ∈ N ,
α ≥ 2, which can be realised as a Ka¨hler-Einstein Fano manifold. Then there exists
a holomorphic volume form Ω on X\D , unique up to scaling, which blows up to
order α along D . We also have, by virtue of the Calabi ansatz, a Calabi-Yau cone
structure on K×D .
Under these assumptions, we see from the adjunction formula that the canonical
bundle KD of D is isomorphic to (α−1)N∗D . (Here, ND denotes the normal bundle
of D in X and N∗D its dual). The explicit isomorphism between these total spaces is
non-canonical but can be fixed by specifying a particular choice of Ω above. Locally,
with Ω now fixed, it can be realised as the map
(α− 1)N∗D −→ KD
(df |D)⊗(α−1) 7−→ fαΩy ∂
∂f
,
(4.16)
where f is the image, under a trivialisation of [D] in a neighbourhood of some point
of D , of any globally defining section s of [D] vanishing to order one along D .
(Implicit in this is the identification of ND with [D]|D via the map v 7−→ ∇vs and
the natural identification of KD with KX |D ⊗ND via the map ϕ⊗ v 7−→ vyϕ|D in
the adjunction formula).
Consider the Calabi-Yau cone structure on K×D comprising of the tautological
holomorphic volume form scaled by the factor (1 − α)−1 and the Ricci-flat Ka¨hler
cone metric arising out of the Calabi ansatz. In light of the explicit isomorphism (4.16)
between the total spaces (α−1)N∗D and KD , we have, by composition with the natural
fibre-preserving map N∗D −→ (α− 1)N∗D , v 7−→ ⊗α−1v , a natural holomorphic map
N∗D −→ KD . The restriction of this map to N∗D\{0} is seen to be an (unbranched)
covering map. Composing it with the natural biholomorphism between ND\{0} and
N∗D\{0} yields a holomorphic covering map ND\{0} −→ KD\{0} , and pulling the
Calabi-Yau cone structure in consideration here on K×D back to ND\{0} via this
composition results in a Calabi-Yau cone structure (Ω0, g0) on ND\{0} comprising
of a holomorphic volume form Ω0 and a Ricci-flat Ka¨hler cone metric g0 that is
complete towards the zero section of ND . ND\{0} , endowed with this Calabi-Yau
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cone structure, will serve as the asymptotic cone for the AC Calabi-Yau metrics on
X\D we find exist as a consequence of Theorem 4.2.1. Notice that, by construction,
the apex of the cone (ND\{0}, g0) is at the infinity section of ND .
In order to apply Theorem 4.2.1 to construct AC Calabi-Yau metrics on X\D ,
we must compute the asymptotics of Ω and Ω0 with respect to some diffeomorphism
and the Ricci-flat metric g0 on ND\{0} . The result of this computation forms the
content of the next proposition for a particular choice of diffeomorphism.
Proposition 4.2.8 (joint with H.-J. Hein). With the situation as above, let g be any
Riemannian metric on X and let exp : ND −→ X be its exponential map restricted
to ND . Then, in the neighbourhood of the zero section of ND on which exp is a
diffeomorphism, we have
|∇k0(exp∗(Ω)− Ω0)|g0 = O(s−
n
α−1−k) for all k ≥ 0 ,
where ∇0 denotes the Levi-Civita connection of the Ricci-flat Ka¨hler cone metric on
ND\{0} and s denotes its radial cone coordinate.
Proof. For clarity, we break the proof down into several parts.
The set-up and notation
First cover D by a finite number of coordinate charts {Ui}i∈ I of X , each with
coordinates (zi1 , . . . , zin) say, such that Ui ∩ D = {zin = 0} and such that the
holomorphic volume form Ω on X\D takes the form
Ω =
dzi1 ∧ . . . ∧ dzin
zαin
in Ui .
With this open cover, we may describe the section s of [D] we consider in the map
(4.16) as any multiple of that which takes the form zin on Ui in the natural triviali-
sation of [D] over each Uk , i.e., the trivialisation in which the transition functions of
[D] on Uk over Uk ∩ Ul are given by zkn/zln .
Next, let z be any point of D . Then clearly z ∈ Ui for some i ∈ I . For brevity,
we set U := Ui and zk := zik . In this notation, the coordinates (z1, . . . , zn) on U
are holomorphic coordinates with respect to which U ∩D = {zn = 0} , s|U = zn , and
Ω|U\(U∩D) = dz1 ∧ . . . ∧ dzn
zαn
. (4.17)
Notice in addition that they give rise to a trivialisation of ND over U ∩D , namely
by the vector ∂
∂zn
|U∩D . Let us denote by (w1, . . . , wn) the holomorphic coordinates
on the total space ND|U∩D corresponding to this trivialisation, where wk is the zk
coordinate on the base D if k 6= n . Explicitly, the coordinate (w1, . . . , wn) denotes
the vector wn
∂
∂zn
in the fibre of the normal bundle over the point (w1, . . . , wn−1, 0) =
(z1, . . . , zn−1, 0) ∈ D . That is, wn is a coordinate in the fibre direction. We also
get an induced trivialisation of N∗D over U ∩D , this time by the complex covector
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dzn|U∩D . We denote by (u1, . . . , un) the associated complex coordinates on N∗D|U∩D
with uk again the zk coordinate on the base D if k 6= n . Here, the coordinate
(u1, . . . , un) represents the covector un dzn in the fibre of the conormal bundle over
the point (u1, . . . , un−1, 0) = (z1, . . . , zn−1, 0) ∈ D , i.e., un is the coordinate in the
fibre direction. Finally, by taking the induced local trivialisation (dzn|U∩D)⊗(α−1)
of (α − 1)N∗D|U∩D , we obtain complex coordinates (v1, . . . , vn) on (α − 1)N∗D|U∩D ,
where, once again, vk is the zk coordinate on D if k 6= n . As before, the final
coordinate vn here is the coordinate in the fibre direction of the line bundle, and
accordingly, we denote the vector
vn dzn ⊗ . . .⊗ dzn︸ ︷︷ ︸
(α−1)−times
over the point (v1, . . . , vn−1, 0) = (z1, . . . , zn−1, 0) ∈ D by (v1, . . . , vn) . Note that,
via the identification (4.16), the coordinates (v1, . . . , vn) on (α−1)N∗D|U∩D also serve
to provide holomorphic coordinates on KD|U∩D . Indeed, on this bundle, we take the
point (v1, . . . , vn) as corresponding to the vector (−1)n−1vn dz1 ∧ . . . ∧ dzn−1 in the
fibre of KD over the point (v1, . . . , vn−1, 0) = (z1, . . . , zn−1, 0) ∈ D .
The natural biholomorphism between ND\{0} and N∗D\{0} , in terms of these
coordinates, is given by
ND\{0} −→ N∗D\{0}
(w1, . . . , wn) 7−→ (w1, . . . , 1
wn
) = (u1, . . . , un).
As for the holomorphic covering map
N∗D\{0} −→ ((α− 1)N∗D)\{0}
v −→ ⊗α−1v
we consider, it reads as
N∗D −→ ((α− 1)N∗D)\{0} = KD\{0}
(u1, . . . , un) 7−→ (u1, . . . , uα−1n ) = (v1, . . . , vn).
The composition of these previous two maps yields a holomorphic covering map from
ND\{0} to KD\{0} defined by
ϕ : ND\{0} −→ KD\{0}
(w1, . . . , wn) 7−→ (w1, . . . , wn−1, w−(α−1)n ) = (v1, . . . , vn)
(4.18)
in our local coordinates. This is precisely the map, in local coordinates, that we use
to pull-back the Calabi ansatz cone metric and the rescaled tautological holomorphic
volume form on K×D to obtain the Calabi-Yau cone structure (Ω0, g0) on ND\{0} .
Working henceforth in these coordinates on the restriction of the various line
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bundles to U ∩D , the tautological holomorphic volume form on KD , rescaled by the
factor (1− α)−1 , is written as
(1− α)−1dv1 ∧ . . . ∧ dvn on KD|U∩D .
Accordingly, we have the following expression for the form Ω0 , the pullback to
ND\{0} of this rescaled (n, 0)-form via the map ϕ in (4.18), on ND\{0}|U∩D :
Ω0 = (1− α)−1dw1 ∧ . . . ∧ dwn−1 ∧ d(w1−αn ) =
dw1 ∧ . . . ∧ dwn
wαn
. (4.19)
Comparing expressions (4.17) and (4.19), it should be clear why we consider a nor-
malised tautological holomorphic volume form on KD .
The Calabi ansatz metric and some estimates
We denote the Calabi ansatz cone metric and its associated Ka¨hler form on K×D by
g˜0 and ω˜0 respectively. If ‖ ∙ ‖ is the norm on KD induced from the Ka¨hler-Einstein
metric, then recall from §2.8.2 that the Ka¨hler potential of ω˜0 is given by ‖ ∙ ‖ 2n . In
particular, the radial coordinate r on K×D with respect to g˜0 is simply ‖ ∙ ‖
1
n .
Let L denote the base of the Calabi-Yau cone (K×D , g˜0) and write (r, x) for
conical coordinates on K×D , where x ∈ L and r is as above. In these coordinates, g˜0
takes the form g˜0 = dr
2+ r2g˜L for some Sasaki-Einstein metric g˜L on L . For t > 0,
we define a diffeomorphism νt : [1, 2]× L −→ [t, 2t]× L by
[1, 2]× L 3 (r, x) 7−→ (tr, x) ∈ [t, 2t]× L.
Now, recall that the unique integral line of the vector field r ∂
∂r
on K×D passing
through the point (p, v) ∈ KD , where p ∈ D and v is a non-zero vector in the fibre
of KD over p , is {(p, tv) : t > 0} . As a consequence, since νt is simply a homothetic
rescaling along the radial direction of g0 , the image of any point y = (v1, . . . , vn) ∈
(L× [1, 2])|U∩D ⊂ KD (in terms of the coordinates (v1, . . . , vn) on KD|U∩D ) under
νt must take the form (v1, . . . , vn−1, μvn) for some μ > 0. If y corresponds to some
(non-zero) vector v in the fibre of KD over a point p ∈ U ∩D say, then, equivalently,
the image of y under νt corresponds to the vector μv in the fibre of KD over p also.
From this, it is possible to determine the precise value of μ . Indeed, since r = ‖ ∙ ‖ 1n ,
we have
t‖v‖ 1n = tr(y) = r(νt(y)) = ‖μv‖ 1n = μ 1n ‖v‖ 1n ,
which leaves μ = tn . The upshot is that the map νt may now be written as
νt((v1, . . . , vn)) = (v1, . . . , vn−1, tnvn)
in coordinates (v1, . . . , vn) on KD|U∩D .
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Notice that under the map νt , we have ν
∗
t vi = vi for i 6= n and
ν∗t (v
− 1α−1
n ) = t
− nα−1 v
− 1α−1
n .
By shrinking the neighbourhood U if necessary, it subsequently follows from Lemma
3.1.4 that
vi = O(1) on K
×
D |U∩D with g˜0 -derivatives if i 6= n, (4.20)
and that
v
− 1α−1
n = O(r
− n
α−1 ) on K×D |U∩D with g˜0 -derivatives. (4.21)
(Recall that a tensor ξ = O(rλ) with g˜0 -derivatives if |∇˜k0ξ|g˜0 = O(rλ−k) for each
k ≥ 0. Here, ∇˜0 is the Levi-Civita connection of g˜0 ).
The cone ND\{0} and some estimates
Recalling that (ND\{0}, g0) is a metric cone with cone metric g0 := ϕ∗g˜0 and radial
cone coordinate s = ϕ∗r , we see that, since ϕ is simply a holomorphic covering map,
the estimates (4.20) and (4.21) translate into
wi = O(1) with g0 -derivatives for i 6= n, (4.22)
and
wn = O(s
− nα−1 ) with g0 -derivatives, (4.23)
respectively on ND\{0}|U∩D .
Expansion of the exponential map
Let exp : ND −→ X denote the exponential map of any background metric on X . As
is well-known, this map is a diffeomorphism onto its image in some neighbourhood
W of the zero section of ND . We restrict exp to ND|U∩D and shrink the neigh-
bourhood W if necessary so that exp(W ∩ (ND|U∩D)) ⊂ U . This allows us to write
exp |W∩(ND|U∩D) in local holomorphic coordinates.
Recall that we have holomorphic coordinates (z1, . . . , zn) on U and holomorphic
coordinates (w1, . . . , wn) on W ∩ (ND|U∩D) with respect to which U ∩D = {zn =
0} = {wn = 0} . In addition, on U ∩D , we have zk = wk for k 6= n . Viewing exp as
a diffeomorphism exp : W ∩ (ND|U∩D) −→ V onto its image, consider the function
a :W ∩ (ND|U∩D) −→ C, a(w1, wˉ1, . . . , wn, wˉn) := exp∗(w1,...,wn) zn.
Clearly, by what we have said before, a(w1, wˉ1, . . . , wˉn−1, 0, 0) = 0. Moreover, by
choosing W as a disc bundle in ND of small enough radius, we can assume that the
intersection of W with each fibre of ND is a convex set. The result is that we may
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apply [79, Lemma 2.1] fibrewise, which tells us that
a(w1, wˉ1, . . . , wn, wˉn) = A(w1, wˉ1, . . . , wn, wˉn)wn +B(w1, wˉ1, . . . , wn, wˉn)wˉn
for smooth functions A and B on W ∩ (ND|U∩D) . Taking the exterior derivative of
this expression yields
exp∗(w1,...,wn)(dzn) = (dA)wn +Adwn + (dB) wˉn +B dwˉn,
and so, making use of the fact that exp∗(w1,...,wn−1, 0)(dzn) = dwn , we derive that
dwn = Adwn +B dwˉn
when wn = 0, from which it follows that
A(w1, wˉ1, . . . , wˉn−1, 0, 0) = 1 and B(w1, wˉ1, . . . , wˉn−1, 0, 0) = 0.
These expressions allow to apply [79, Lemma 2.1] once more to A− 1 and B respec-
tively. This leads to the formulas
A = 1 + Cwn +Dwˉn and B = Ewn + Fwˉn
for smooth functions C, D, E and F on W ∩ (ND|U∩D) . Thus, all in all, we have
the expansion
exp∗(w1,...,wn) zn = (1 + Cwn +Dwˉn)wn + (Ewn + Fwˉn)wˉn
= wn +G|wn|2 +Hw2n +Kwˉ2n
(4.24)
on W ∩ (ND|U∩D) , for smooth functions G, H and K .
One can also apply the same argument to exp∗(w1,...,wn) zk for k 6= n . Indeed,
define a function b :W ∩ (ND|U∩D) −→ C by
b(w1, wˉ1, . . . , wn, wˉn) := exp
∗
(w1,...,wn)
zk − wk.
Then b(w1, wˉ1, . . . , wˉn−1, 0, 0) = 0 and by [79, Lemma 2.1], we have the expansion
exp∗(w1,...,wn) zk − wk = P (w1, wˉ1, . . . , wn, wˉn)wn +Q(w1, wˉ1, . . . , wn, wˉn)wˉn
on W ∩ (ND|U∩D) , for smooth functions P and Q on W ∩ (ND|U∩D) . Applying the
exterior derivative to this expression and setting wn = 0 yields the relation
0 = P (w1, wˉ1, . . . , wˉn−1, 0, 0)dwn +Q(w1, wˉ1, . . . , wˉn−1, 0, 0)dwˉn,
where we have once again appealed to the fact that exp∗(w1,...,wn−1, 0)(dzi) = dwi for
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all i . This last relation implies that
P (w1, wˉ1, . . . , wˉn−1, 0, 0) = Q(w1, wˉ1, . . . , wˉn−1, 0, 0) = 0,
and upon applying [79, Lemma 2.1] to P and Q , we find that
P = A1wn +A2wˉn and Q = A3wn +A4wˉn
for smooth functions Ai on W ∩ (ND|U∩D) . Putting all this together, we have the
expansion
exp∗(w1,...,wn) zk = wk +B1|wn|2 +B2w2n +B3wˉ2n (4.25)
on W ∩ (ND|U∩D) , for smooth functions Bi and for k 6= n .
Some estimates involving the exponential map
Let F (w1, wˉ1, . . . , wn, wˉn) be a smooth function on W ∩ (ND|U∩D) . Then we have
the following expression for dF :
dF =
∂F
∂wn
dwn +
∂F
∂wˉn
dwˉn +
n−1∑
i=1
∂F
∂wi
dwi +
n−1∑
i=1
∂F
∂wˉi
dwˉi. (4.26)
By shrinking U and W if necessary, one can see that F and its derivatives with
respect to wi and wˉi of all orders are bounded functions on W ∩ (ND|U∩D) . Con-
sequently, from (4.26) and the estimates we have already derived on ND\{0} , we
find that |dF |g0 = O(s−1) on W ∩ (ND\{0}|U∩D) . After an induction argument, we
deduce that
F = O(1) with g0 -derivatives on W ∩ (ND\{0}|U∩D) . (4.27)
Next observe that, by virtue of Lemma 3.1.4, we have
wˉ2n/wn = O(s
− nα−1 ) and w2n, wˉ
2
n, |wn|2 = O(s−
2n
α−1 )
with g0 -derivatives on W ∩ (ND\{0}|U∩D) . These estimates, together with (4.23)
and (4.27), now allow us to infer from (4.24) and (4.25) that on W ∩ (ND\{0}|U∩D) ,
exp∗(w1,...,wn) zn
wn
− 1 = O(s− nα−1 ) with g0 -derivatives,
and that for each k ,
exp∗(w1,...,wn)(dzk)− dwk = O(s−
2n
α−1−1) with g0 -derivatives.
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Asymptotics of the holomorphic volume forms
We now wish to estimate the norm of the difference of the forms exp∗(Ω) and Ω0
and of their derivatives of all orders on W ∩ (ND\{0}|U∩D) with respect to g0 and
∇0 , using what we have established thus far. Recall that the form Ω0 is given in
coordinates (w1, . . . , wn) on W ∩ (ND\{0}|U∩D) by (4.19), and that Ω is given in
coordinates (z1, . . . , zn) on U by (4.17). Using these expressions, as well as the
estimates we have just derived, we find that on W ∩ (ND\{0}|U∩D) ,
exp∗(Ω) =
exp∗(dz1) ∧ . . . ∧ exp∗(dzn)
(exp∗ zn)α
=
(dw1 +O(s
− 2nα−1−1)) ∧ . . . ∧ (dwn +O(s− 2nα−1−1))
wαn(1 +O(s
− n
α−1 ))α
= (1 +O(s−
n
α−1 ))−α(Ω0 +O(|wn|−α)O(s−(n−1)s− 2nα−1−1))
= (1 +O(s−
n
α−1 ))(Ω0 +O(s
αn
α−1 )O(s−n−
2n
α−1 ))
= Ω0 +O(s
− n
α−1 )
with g0 -derivatives.
A local to global argument
In summary, we have just shown that for every z ∈ D , there exists an open neigh-
bourhood U(z) of z in ND such that
exp∗(Ω)− Ω0 = O(s− nα−1 ) on U(z) ∩ (ND\{0}) with g0 -derivatives. (4.28)
Henceforth identifying D with the zero section of ND , we see that the collection of
open sets {U(z) ∩D}z∈D forms an open cover of D . By compactness of D , we are
able to extract a finite subcover {U(zi) ∩D}li=1 say.
Now, for each i = 1, . . . , l , we know from (4.28) that there exists positive constants
Ai, k such that
|∇k0(exp∗(Ω)− Ω0)|g0 ≤ Ai, ks−
n
α−1−k on U(zi) ∩ (ND\{0}) for all k ≥ 0 .
(Recall that ∇0 denotes the Levi-Civita connection of g0 ). So let us set Ak :=
maxiAi, k . Then, for each k ≥ 0, we have |∇k0(exp∗(Ω) − Ω0)|g0 ≤ Aks−
n
α−1 on⋃l
i=1 U(zi)∩ (ND\{0}) = U\{0} , where U :=
⋃l
i=1 U(zi) is a neighbourhood of the
zero section of ND . That is, exp
∗(Ω)−Ω0 = O(s− nα−1 ) on U\{0} with g0 -derivatives.
This concludes the proof of the proposition.
It now follows immediately from Theorem 4.2.1 that each compactly supported
Ka¨hler class on X\D admits an AC Calabi-Yau metric. We state this as a corollary.
Corollary 4.2.9. Let X be a compact Ka¨hler manifold of complex dimension n ≥ 3 ,
and suppose that there exists a smooth divisor D in X satisfying −KX = α[D] for
some α ∈ N , α ≥ 2 .
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If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then each
compactly supported Ka¨hler class on X\D admits an AC Calabi-Yau metric with
rate
λ =
{
− n
α−1 if
n
α−1 ∈ (1, n]\{2}
− n
α−1 + δ for any δ > 0 otherwise
modelled on the Calabi-Yau cone (ND\{0}, cg0) for some c > 0 .
4.3 An improved result: AC Calabi-Yau metrics
on the complement of a divisor supporting the
anti-canonical bundle
4.3.1 Statement and proof of result
As the next theorem shows, it is actually possible to do better than this corollary
and construct an AC Calabi-Yau metric in more than just the compactly supported
Ka¨hler classes of X\D.
Theorem 4.3.1. Let X be a compact Ka¨hler manifold of complex dimension n ≥ 3 ,
and suppose that there exists a smooth divisor D in X satisfying −KX = α[D] for
some α ∈ N , α ≥ 2 . Let j : X\D −→ X denote the inclusion of X\D in X .
If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then each
Ka¨hler class [ω] on X\D in the image of the induced map j∗ : H2(X, R)∩H1, 1(X) −→
H2(X\D, R) admits an AC Calabi-Yau metric with rate λ modelled on the Calabi-
Yau cone (ND\{0}, Ω0, cg0) for some c > 0 . Here, λ is given as follows. If [ω]
is a compactly supported Ka¨hler class, then λ is as in Corollary 4.2.9. If [ω] is not
compactly supported and 2 ≤ n
α−1 , then λ = −2+ δ for any δ > 0 . Otherwise, if [ω]
is not compactly supported and n
α−1 < 2 , then
λ =
{
− n
α−1 if
n
α−1 ∈ (1, 2)
− n
α−1 + δ for any δ > 0 otherwise.
To see that all the compactly supported Ka¨hler classes on X\D lie in the image of the
map j∗ : H2(X, R) ∩H1, 1(X) −→ H2(X\D, R) , just observe that (by Proposition
4.2.8, Proposition 3.3.7, and Lemma 4.2.4) X\D is 1-convex, and so, by Corollary
4.2.3, each compactly supported Ka¨hler class [ω] on X\D can be represented by
a closed real (1, 1)-form on X\D vanishing in some neighbourhood of D . The
extension of this closed form by zero to a closed real (1, 1)-form on the whole of X
then defines an element of H2(X, R) ∩ H1, 1(X) that restricts to the class [ω] on
X\D .
Proof of Theorem 4.3.1. Let us begin by introducing our notation. We let exp :
ND\{0} −→ X denote the restriction to ND\{0} of the exponential map of any
Riemannian metric on D and we let U ⊂ ND be a neighbourhood of the zero section
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of ND on which exp is a diffeomorphism. Also, we set V := exp(U) ⊂ X so that
V is a tubular neighbourhood of D in X , and we denote the radius function, the
Ka¨hler form and the Levi-Civita connection of the Calabi-Yau cone metric g0 on
ND\{0} by r , ω0 and ∇0 respectively. Furthermore, let us fix an R > 2 sufficiently
large so that the set {x ∈ ND\{0} : r(x) = R} is a subset of U\{0} and choose
a radius function ρ : X\D −→ [1, ∞) on X\D that agrees with (exp−1)∗r on the
set AR := exp({x ∈ ND\{0} : r(x) > R}) and which is strictly less than R on the
interior of the complement of AR in X\D .
Now that we have our set-up, let us next make a note of some of the implications of
our hypotheses before proceeding. From Proposition 4.2.8 and Lemma 3.3.7, we know
that the complex structures J and J0 on X\D and ND\{0} respectively satisfy
|∇k0(exp∗(J)− J0)|g0 = O(r−
n
α−1−k) for all k ≥ 0, (4.29)
and from Lemma 4.2.4 and its proof, we know that these asymptotics infer the exis-
tence of a plurisubharmonic function h on X\D with i∂∂ˉh a Ka¨hler form equal to
i∂∂ˉρ2 on the set AR′ := {x ∈ X\D : ρ(x) > R′}) for some R′ > R , and with
|∇k0(exp∗(i∂∂ˉh)− ω0)|g0 = O(r−
n
α−1−k) for all k ≥ 0.
In addition to these asymptotics, it is clear from the proof of Lemma 3.3.2 that the
metric g associated to the Ka¨hler form i∂∂ˉρ2 on AR′ satisfies
|∇k0(exp∗(g)− g0)|g0 = O(r−
n
α−1−k) for all k ≥ 0 ,
and from Lemma 3.1.3, it now follows that the metrics exp∗(g) and g0 are uniformly
equivalent on the set BT := {x ∈ ND\{0} : r(x) > T} for some T À R′ . These facts
will be used implicitly in the course of the proof.
So, continuing with the proof, we take any Ka¨hler class [ω] in H2(X\D, R) lying
in the image of the restriction map j∗ . If [ω] is compactly supported, then we are
done by Corollary 4.2.9. If [ω] is not compactly supported, then by assumption there
exists a real closed (1, 1)-form σ on X whose restriction to X\D satisfies
ω − σ|X\D = dβ
for some one-form β on X\D . The form dβ on X\D is a real exact two-form of
type (1, 1) , and so, by Corollary 4.2.3, there exists a compact set K ⊂ X\D outside
of which we can write dβ = −i∂∂ˉf for some f ∈ C∞((X\D)\K) .
Notice that in a local holomorphic coordinate chart W = {(z1, . . . , zn)} around
any point in D in which D ∩W = {zn = 0} , the (1, 1)-form σ takes the form
σ = i
∑
k, l
σklˉ dzk ∧ dzˉl
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for smooth functions σkl ∈ C∞(W ) . In light of this fact, using the estimates derived
in the proof of Proposition 4.2.8 and the fact that the coefficients σkl are bounded
functions on W (after shrinking W if necessary), we are able to estimate | exp∗(σ)|g0
in the set V ∩W as follows:
| exp∗(σ)|g0 ≤ C
(
n−1∑
k, l=1
| exp∗(dzk)|g0︸ ︷︷ ︸
=O(r−1)
| exp∗(dzˉl)|g0 +
n−1∑
k=1
| exp∗(dzk)|g0︸ ︷︷ ︸
=O(r−1)
| exp∗(dzˉn)|g0︸ ︷︷ ︸
=O(r
−1− n
α−1 )
+
+
n−1∑
l=1
| exp∗(dzn)|g0 | exp∗(dzˉl)|g0 + | exp∗(dzn)|g0 | exp∗(dzˉn)|g0
)
= O(r−2).
Due to the fact that D is compact, this local estimate actually gives rise to the global
estimate | exp∗(σ)|g0 = O(r−2) on ND\{0} , and by taking derivatives, one can show
more generally that
|∇k0(exp∗(σ))|g0 = O(r−2−k) on ND\{0} , for all k ≥ 0 . (4.30)
As a consequence of the uniform equivalence of the metrics exp∗(g) and g0 on BT , we
are able to deduce from (4.30) that there exists R′′ > R′ so that | exp∗(σ)|exp∗(g) < 1
at all points x ∈ ND\{0} with r(x) > R′′ . i.e., for every x ∈ AR′′ := {y ∈ X\D :
ρ(y) > R′′} , |σ|g < 1. The result is that the (1, 1)-form i∂∂ˉρ2 + σ defines a Ka¨hler
form on AR′′ .
Next, we choose a smooth cut-off function η on X that is equal to zero on the
set {x ∈ X\D : ρ(x) ≤ 12 (R′ + R′′)} and equal to one on AR′′ ∪D , and we define a
closed real (1, 1)-form ω˜ on X\D by
ω˜ := ω − i∂∂ˉ(ηf) + ci∂∂ˉh
for a constant c > 1 to be fixed in due course. By definition, ω˜ is equal to ω+ ci∂∂ˉh
on the set {x ∈ X\D : ρ(x) < 12 (R′+R′′)} , a form which is positive definite for every
choice of positive c . On AR′′ , ω˜ is equal to ci∂∂ˉρ
2 + σ , which is again a positive
(1, 1)-form by our previous discussion. On the remaining region {x : 12 (R′ + R′′) ≤
ρ(x) ≤ R′′} , i∂∂ˉh is Ka¨hler with associated Ka¨hler metric g , and by compactness,
we also know that |ω − i∂∂ˉ(ηf)|g is bounded on this region. We are therefore able
to choose c À 1 so that ω˜ is positive definite here and, as a result, on the whole
of X\D . For such a choice of c , we take the resulting Ka¨hler form, which we still
denote by ω˜ , as our background Ka¨hler form in the Ka¨hler class [ω] .
It is clear from our initial observations that
|∇k0(exp∗(ω˜)− cω0)|g0 = O(r−2−k) +O(r−
n
α−1−k) = O(rmax{−2,−
n
α−1}−k) (4.31)
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for all k ≥ 0. (X\D, Ω, ω˜) is therefore an AC almost Calabi-Yau manifold with rate
max{−2, − n
α− 1}
modelled on the Calabi-Yau cone (ND\{0}, Ω0, cω0) , where Ω and Ω0 are as in
Proposition 4.2.8, and it subsequently follows from Lemma 3.3.9 that there exists a
Ricci potential f˜ of ω˜ lying in C∞max{−2,− nα−1}(X\D) .
Now, suppose that − n
α−1 ≤ −2. Then an application of Proposition 4.2.6, fol-
lowed by Theorem 3.4.1, shows the existence of a function φ ∈ C∞δ (X\D) for any
δ ∈ (0, 1) with ω˜1 := ω˜ + i∂∂ˉφ Ricci-flat Ka¨hler. By (4.31), this Ka¨hler form will
satisfy
|∇k0(exp∗(ω˜1)− ω0)|g0 = O(r−2+δ−k) for all k ≥ 0 and for any δ > 0 .
On the other hand, suppose that −2 < − n
α−1 . If −2 < − nα−1 < −1, then,
arguing as before, we obtain a function ψ ∈ C∞2− n
α−1
(X\D) with ω˜2 := ω˜+ i∂∂ˉψ the
Ka¨hler form of a Ricci-flat Ka¨hler metric on X\D satisfying the following asymptotic
estimate:
|∇k0(exp∗(ω˜2)− ω0)|g0 = O(r−
n
α−1−k) for all k ≥ 0 .
Otherwise, if −1 ≤ − n
α−1 < 0, then we apply Proposition 4.2.6 iteratively a finite
number of times before appealing to Theorem 3.4.1. This procedure results in a
Ricci-flat Ka¨hler form ω˜3 on X\D with
|∇k0(exp∗(ω˜3)− ω0)|g0 = O(r−
n
α−1+δ−k) for all k ≥ 0 and for any δ > 0.
These last three estimates, combined with Proposition 4.2.8, complete the proof of
the theorem.
Observe that the construction of the background Ka¨hler metric here is almost
identical to that in each compactly supported Ka¨hler class in Theorem 4.2.1. The
only difference here is that the initial Ka¨hler form cannot be forced to vanish outside
a compact subset by adding on i∂∂ˉ of a function because it is assumed to lie in
a non-compactly supported Ka¨hler class. By adding on i∂∂ˉ of a function, we can
only produce a form that extends smoothly over the divisor at infinity, and this is
only possible because the initial Ka¨hler class lies in j∗(H2(X, R) ∩ H1, 1(X)) by
assumption. As of yet, we are unable to construct a suitable background Ka¨hler
metric in any Ka¨hler class not lying in this set. Even so, as we next show, it is
possible to impose a certain extra condition on X so that every Ka¨hler class on X\D
does lie in this set.
4.3.2 A corollary
Let X be a compact Ka¨hler manifold and suppose that D is a smooth divisor in X .
Then there exists a long exact sequence relating the de Rham cohomology of X and
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D with the de Rham cohomology of X\D , namely the Gysin sequence, the first part
of which reads as follows:
0 −→ H1(X, R) −→ H1(X\D, R) −→ H0(D, R) i∗−→
i∗−→ H2(X, R) j
∗
−→ H2(X\D, R) −→ H1(D, R) −→ ∙ ∙ ∙
(4.32)
The map i : D −→ X here denotes the inclusion of D in X , and
i∗ : H2m−2−k(D, R) −→ H2m−k(X, R)
is the Gysin map, that is, the adjoint of the pullback i∗ : Hk(X, R) −→ Hk(D, R)
with respect to the cup product. ( j remains the inclusion). Using this sequence, we
are able to derive sufficient conditions on the pair (X, D) above for the restriction
map
j∗ : H2(X, R) ∩H1, 1(X) −→ H2(X\D, R)
to be surjective.
Indeed, if we assume that the divisor D is Fano, then we automatically have the
vanishing H1(D, R) = 0, and accordingly, from (4.32), the surjectivity of the map
j∗ : H2(X, R) −→ H2(X\D, R).
It therefore follows that further imposing the vanishing condition h2, 0(X) = 0 on X
is sufficient to ensure the surjectivity of the restriction
j∗ : H2(X, R) ∩H1, 1(X) −→ H2(X\D, R). (4.33)
(In the case that H1(D, R) = 0, the vanishing h2, 0(X) = 0 is actually equivalent to
the surjectivity of (4.33), since im{i∗ : H0(D, R) −→ H2(X, R)} ⊆ H1, 1(X) [105,
p.179]).
This observation is important in the context of Theorem 4.3.1, where, as a conse-
quence, we obtain the following corollary.
Corollary 4.3.2. Let X be a compact Ka¨hler manifold of complex dimension n ≥ 3
with h2, 0(X) = 0 , and suppose that there exists a smooth divisor D in X satisfying
−KX = α[D] for some α ∈ N , α ≥ 2 .
If D admits a Ka¨hler-Einstein metric with positive scalar curvature, then every
Ka¨hler class [ω] on X\D admits an AC Calabi-Yau metric with rate λ modelled on
the Calabi-Yau cone (ND\{0}, Ω0, cg0) for some c > 0 . Here, λ is given as follows.
If [ω] is a compactly supported Ka¨hler class, then λ is as in Corollary 4.2.9. If [ω]
is not compactly supported and 2 ≤ n
α−1 , then λ = −2+ δ for any δ > 0 . Otherwise,
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if [ω] is not compactly supported and n
α−1 < 2 , then
λ =
{
− n
α−1 if
n
α−1 ∈ (1, 2)
− n
α−1 + δ for any δ > 0 otherwise.
One class of compact Ka¨hler manifolds where this vanishing assumption on X
holds is Fano manifolds. Let us study this particular case in detail.
4.3.3 The case when X is Fano
Let X be a Fano manifold of complex dimension n ≥ 3 and suppose that X admits
a smooth divisor D satisfying −KX = α[D] for some α ∈ N , α ≥ 2, which itself can
be realised as a Ka¨hler-Einstein Fano manifold. Then X\D is Stein and, as alluded
to above, we have the vanishing h2, 0(X) = 0. In addition, we also have an upper
bound on α – namely, α ≤ n+1 [92, Cor. 2.1.13]. If α happens to be equal to n+1,
then it is known that necessarily X = Pn and D = Pn−1 , so that X\D = Cn [92,
Cor. 3.1.15(i)]. This trivial case is one which we would like to exclude. Therefore, we
henceforth assume that α ≤ n .
Recall from (4.32) the first few terms of the Gysin sequence:
∙ ∙ ∙ −→ H1(X, R)︸ ︷︷ ︸
=0
−→ H1(X\D, R) −→ H0(D, R) i∗−→
i∗−→ H2(X, R) j
∗
−→ H2(X\D, R) −→ H1(D, R)︸ ︷︷ ︸
=0
−→ ∙ ∙ ∙
(4.34)
We wish to use this sequence to compute the second Betti number of X\D . In order
to do so, we must first compute the dimension of H1(X\D, R) . Using the Mayer-
Vietoris sequence, this turns out to be a relatively straightforward computation, as
we now demonstrate.
We let U be a tubular neighbourhood of D in X . Then the start of the Mayer-
Vietoris sequence for the pair (U, X\D) gives us:
H1(X, R) −→ H1(U, R)⊕H1(X\D, R) −→ H1(U ∩ (X\D), R) −→ ∙ ∙ ∙ (4.35)
Clearly, we have the vanishing H1(X, R) = 0 and H1(U, R) = H1(D, R) = 0.
Furthermore, since U ∩ (X\D) is diffeomorphic to the unit S1 -bundle in the normal
bundle of D in X , a manifold that admits a Sasaki-Einstein metric of necessarily
positive Ricci curvature, we also have the vanishing H1(U ∩ (X\D), R) = 0. As a
result, we read from (4.35) that H1(X\D, R) = 0 as well.
We thus obtain the short exact sequence
0 −→ H0(D, R) i∗−→ H2(X, R)︸ ︷︷ ︸
=H1, 1(X)
j∗−→ H2(X\D, R) −→ 0 (4.36)
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from (4.34), from which it follows that
b2(X\D) = dimH2(X\D, R) = dimH2(X, R)− 1 = b2(X)− 1 = h1, 1(X)− 1.
We are also interested in the dimension of H2c (X\D, R) . By Poincare´ duality [13,
Rem. 5.7], this is equal to the dimension of H2n−2(X\D, R) . So we look at another
portion of the Gysin sequence, namely:
∙ ∙ ∙ → H2n−4(D, R) i∗−→ H2n−2(X, R) −→ H2n−2(X\D, R) −→ H2n−3(D, R)→ ∙ ∙ ∙
(4.37)
Using Poincare´ duality once again, we find that dimH2n−3(D, R) = dimH1(D, R) =
0. Also, from the Lefschetz hyperplane theorem [47, p.156], we know that the map
i∗ : Hk(X, R) −→ Hk(D, R) is injective for k ≤ n − 1. Therefore the adjoint
i∗ : H2n−2−k(D, R) −→ H2n−k(X, R) is surjective for k ≤ n − 1, in particular
for k = 2, and we ascertain from (4.37) that dimH2n−2(X\D, R) , and accordingly
dimH2c (X\D, R) , is zero. It is important to note that, as a consequence of this
vanishing, the only compactly supported cohomology class in H2(X\D, R) is the
trivial one.
Consider now the short exact sequence (4.36). It is clear from this that the map
j∗ : H1, 1(X) −→ H2(X\D, R) is surjective with one-dimensional kernel. Let KX
denote the Ka¨hler cone of X , an open convex cone in H1, 1(X) not containing the
trivial class. By linearity of j∗ and the Open Mapping Theorem, j∗(KX) will be
an open convex cone in H2(X\D, R) , and since the map j∗ preserves positivity of
cohomology classes, each class in j∗(KX) can be represented by a positive (1, 1)-
form on X\D . Now, notice that if h1, 1(X) > 1, then none of the cohomology
classes in j∗(KX)\{[0]} are compactly supported. Hence, assuming that this is the
case, upon application of Corollary 4.3.2 to each class in j∗(KX)\{[0]} , we obtain a
(h1, 1(X)−1)-dimensional family of AC Calabi-Yau metrics on X\D , the cohomology
class of each of which is non-compactly supported, and which are asymptotic to the
(possibly rescaled) Calabi-Yau cone metric on ND\{0} at rate −2 + δ for any δ > 0
if 2 ≤ n
α−1 , and at rate − nα−1 otherwise. Let us summarise this observation in the
following corollary.
Corollary 4.3.3. Let X be a Fano manifold of complex dimension n ≥ 3 and suppose
that there exists a smooth divisor D in X satisfying −KX = α[D] for some α ∈ N ,
2 ≤ α ≤ n , which itself can be realised as a Ka¨hler-Einstein Fano manifold. Let KX
denote the Ka¨hler cone of X and let j : X\D −→ X denote the inclusion.
If h1, 1(X) > 1 , then each cohomology class in the set j∗(KX)\{[0]} is non-
compactly supported and admits an AC Calabi-Yau metric, asymptotic to the (possibly
rescaled) Calabi-Yau cone metric on ND\{0} at rate −2+δ for any δ > 0 if 2 ≤ nα−1 ,
and at rate − n
α−1 otherwise. Therefore we are always guaranteed the existence of at
least a (h1, 1(X) − 1) -dimensional family of AC Calabi-Yau metrics on X\D , the
Ka¨hler class of each of which need not be compactly supported if h1, 1(X) > 1 .
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We next illustrate an application of this corollary with a specific example, before
we state Tian and Yau’s existence theorem for Ricci-flat Ka¨hler metrics on non-
compact Ka¨hler manifolds [100] and discuss some questions arising in the construction
of Ricci-flat AC Ka¨hler metrics.
4.3.4 An example
Consider the Fano threefold X := P1 × P1 × P1 . This is no. 27 on Iskovskikh’s
classification of Fano threefolds [92, p.222] and has index 2 [92, p.217, Remark (vi)].
As such, it is possible to choose a smooth divisor D in X with −KX = 2[D] (cf.
[92, Thm. 2.3.1]). In order to apply Corollary 4.3.3 to the pair (X, D) , we must
identify what complex surface D corresponds to, and verify that it does indeed admit
a Ka¨hler-Einstein metric. The fact that D is a del Pezzo surface is clear. To establish
which one, we use the adjunction formula, which tells us that
KD = (KX +D)|D = (−2D +D)|D = −D|D,
so that
K2D = (−D|D)2 = (D|D)2 = D3 =
1
8
(−KX)3 = 6.
The conclusion is that D is a del Pezzo surface of index 6, so must be isomorphic
to the blowup of P2 at three points in general position, a Fano manifold which is
known to carry a Ka¨hler-Einstein metric. The pair (X, D) therefore satisfy the
hypotheses of Corollary 4.3.3, and, since h1, 1(X) = 3, we deduce that X\D admits
a 2-dimensional family of non-compactly supported AC Calabi-Yau metrics, each of
which is asymptotic to (a possible rescaling of) the Calabi ansatz metric on K×D at
rate −2 + δ for any δ > 0. By Theorem 4.3.1, we also know that there exists a
compactly supported AC Calabi-Yau metric on X\D , lying in the trivial cohomology
class in H2(X\D, R) . As stated in this theorem, this metric is also asymptotic to
(a possible rescaling of) the Calabi ansatz metric on K×D . This time, however, it is
asymptotic at the faster rate −3.
4.3.5 An existence result by Tian and Yau and questions aris-
ing in the construction of Ricci-flat AC Ka¨hler metrics
In [100], Tian and Yau prove a theorem concerning the existence of Ricci-flat Ka¨hler
metrics on non-compact Ka¨hler manifolds. We begin this section with some prelimi-
nary definitions that will allow us to state their theorem precisely.
Definition 4.3.4 ([100, Defn. 1.1]). Let X be a Ka¨hler orbifold of complex dimension
n with singularity set of complex codimension at least two. Suppose that D is a divisor
in X . Then:
(a) D is neat if no compact holomorphic curve in X\D is homologous to an ele-
ment in N1(D) , where N1(D) denotes the abelian group generated by holomor-
phic curves supported in D .
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(b) D is almost ample if there exists an integer m > 0 such that a basis of
H0(X, m[D]) gives a morphism from X into some projective space PN which
is biholomorphic in a neighbourhood of D .
(c) D is admissible if the singular set Sing(X) of X is contained in D , D is
smooth in X\ Sing(X) , and for any local uniformising chart πx : U˜x ⊂ Cn −→
Ux at each x ∈ Sing(X) , π−1x (D) is smooth in U˜x .
It is clear from the definition that any ample divisor is almost ample. Also, if X is a
compact Ka¨hler manifold and D is a smooth divisor in X such that X\D is Stein,
then D is automatically neat.
Tian and Yau’s existence result can now be stated as follows.
Theorem 4.3.5 ([100, Cor. 1.1]). Let X be a compact Ka¨hler orbifold with singu-
larity set of complex codimension at least two. Let D be a neat, almost ample, and
admissible divisor in X . Suppose that −KX = α[D] for some α > 1 and that D
admits a Ka¨hler-Einstein metric with positive scalar curvature. Then X\D has a
complete Ricci-flat Ka¨hler metric g with Euclidean volume growth.
Furthermore, if we denote by R(g) the curvature tensor of g and by ρ( ∙ ) the
distance function on X\D from some fixed point with respect to g , then R(g) decays
at the order ρ−2 with respect to the g -norm.
Observe from [6] that if the norm of R(g) with respect to g decays at the order
ρ−2− for some  > 0, then g is necessarily ALE. Also note that the Ricci-flat Ka¨hler
metrics cited in this theorem fulfill the necessary conditions to be AC.
Now, given a pair (X, D) with X a compact Ka¨hler orbifold and D a smooth
admissible divisor in X satisfying −KX = α[D] for some α > 1, there are three
natural questions that arise in the construction of AC Ricci-flat Ka¨hler metrics on
X\D . Namely,
1. What are the weakest assumptions that one can take on D?
2. How does one construct an AC Ricci-flat Ka¨hler metric in as many Ka¨hler
classes of X\D as possible?
3. How does one guarantee that the Ricci potential of the background Ka¨hler form
decays faster than the critical rate of −2?
Notice that these questions are somewhat inter-related. The rate −2 in the third
question here is critical because it is only when the Ricci potential of the background
Ka¨hler metric decays faster than this rate is one able to apply the existence theory
of Joyce [60] and Tian and Yau [100] for solutions to the complex Monge-Ampe`re
equation. In any construction of Ricci-flat Ka¨hler metrics on X\D , one will find that
this third question is a problem that must always be dealt with.
From the statement of Theorem 4.3.5, it is clear that Tian and Yau do not concern
themselves too much with the first or second question here. Indeed, they assert the
existence of only one Ricci-flat Ka¨hler metric on X\D and they are not too interested
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in whether or not the hypotheses on D in the statement of Theorem 4.3.5 can be
weakened. Saying this however, they do remark that the assumption on the neatness of
D is probably superfluous [100, p.30]. They successfully deal with the third question
above by applying an iterative scheme, similar to the one that we implemented in the
last part of the proof of Theorem 4.3.1, to some pre-existing background Ka¨hler form.
With each successive application, they obtain a Ka¨hler form whose Ricci potential
decays slightly faster than that of the Ka¨hler form before. After a finite number of
applications, the result is a Ka¨hler form whose Ricci potential decays faster than the
critical rate of −2.
In [101], van Coevering makes some progress towards dealing with the second
question here by introducing the main ideas behind an i∂∂ˉ -lemma. This allows him
to construct a suitable background Ka¨hler metric in each compactly supported Ka¨hler
class. He also weakens the assumptions on the divisor D from those considered by
Tian and Yau to “D is Fano and admissible and the S1 -bundle associated to the
canonical bundle of D admits a Sasaki-Einstein metric”. In doing this, van Coevering
makes some progress towards answering the first question above as well. With regard
to question 3, van Coevering imposes a vanishing condition on the cohomology of
certain sheaves associated to D in an attempt to overcome the rates issue raised in
this question. However, as one can read in Appendix B, he requires an additional
assumption on D in order for his argument in [101] to go through. As one can
also read in Appendix B, this extra assumption on D , together with the vanishing
condition, implies that the Ka¨hler manifold X\D is biholomorphic to one end of
a Ka¨hler cone outside some compact subset. So in the end, the manifold X\D in
consideration in [101] must essentially be a crepant resolution of a Ka¨hler cone in
order for the proof written down there to apply. As we have already mentioned, this
case was partially dealt with by van Coevering in another paper [103], before being
dealt with in full generality by Goto [39].
Even though Goto deals with the crepant resolution case as opposed to the situ-
ation we have described above, questions 2 and 3 are still relevant. By proving an
i∂∂ˉ -lemma, presented as Lemma 4.1.3 in this chapter, he constructs an AC Calabi-
Yau metric in each Ka¨hler class, thereby dealing with question 2 in full generality
for this case. He also fully answers question 3 for this case by essentially adding on
a suitable term to the initial background Ka¨hler metric that he constructs in each
Ka¨hler class.
Here, we work under the assumption that D is smooth and that α ∈ N , α ≥ 2.
By using van Coevering’s i∂∂ˉ -lemma, some points of which we clarify in Proposition
4.2.2, we are able to construct a suitable background metric, and in turn an AC
Calabi-Yau metric, in each Ka¨hler class in a subset of the Ka¨hler cone of X\D
containing at least the compactly supported Ka¨hler classes (cf. Theorem 4.3.1). This
builds upon the progress made by van Coevering in dealing with question 2 above.
We inadvertently do not need D to be neat or almost ample, as required by Tian
and Yau, although we still must assume that D is Ka¨hler-Einstein Fano. In this
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way, we have made partial progress towards answering question 1 above. In light of
the fact that no matter what the rate of decay is of the Ricci potential of our initial
background Ka¨hler form, by applying Proposition 4.2.6 iteratively, we are always able
to construct a background Ka¨hler form whose Ricci potential decays faster than the
critical rate of −2, we have, in addition, succeeded in answering question 3 for the
aforementioned Ka¨hler classes. What we must do now, on top of our work here, to
answer the above questions in full generality is the following:
(i) We must extend Theorem 4.3.1 to the case when X is an orbifold and D is
admissible, and we must allow for any value of α > 1, not just α ∈ N , α ≥ 2.
(ii) We must relax the Ka¨hler-Einstein assumption on D to something along the
lines of “D is Fano and the S1 -bundle associated to the canonical bundle of D
admits a Sasaki-Einstein metric”, as proposed by van Coevering [101].
(iii) We must determine the Ka¨hler classes on X\D to which Theorem 4.3.1 can be
extended.
One would feel that achieving (i) and (ii) would satisfactorily answer the first question
above. Achieving (iii) would certainly deal fully with the second. Notice that we have
already dealt fully with this question in the case that X is smooth and satisfies
h2, 0(X) = 0 (cf. Corollary 4.3.2). As for the third question, applying our iterative
scheme should already be enough to deal with this in full generality.
Assuming that it was possible to relax the Ka¨hler-Einstein assumption on D to
that quoted in (ii), we would be able to construct AC Calabi-Yau metrics on non-
compact Ka¨hler manifolds that are, as yet, not known to admit Ricci-flat metrics.
For example, since we already know that the S1 -bundle associated to the canonical
bundle of P2(2) admits an irregular Sasaki-Einstein metric [34], we would be able to
assert the existence of an AC Calabi-Yau metric on X\D where the pair (X, D)
are as in Proposition B.1.1. With regard to whether or not it is possible to weaken
this assumption on D even further, in light of [75, Conj. 1.2], an optimal assumption
should probably be something along the lines of “D is Fano and admits a Ka¨hler-Ricci
soliton”. (See [106] for Ka¨hler-Ricci solitons).
One issue that we have not addressed here is that of uniqueness – what can one
say about the uniqueness of Ricci-flat AC Ka¨hler metrics in each Ka¨hler class of
X\D? For compact Ka¨hler manifolds with vanishing first Chern class, one shows
that there exists at most one Ricci-flat Ka¨hler metric in each Ka¨hler class by first
appealing to the i∂∂ˉ -lemma, and then by using an integration by parts argument. By
implementing a weighted analogue of this argument, Joyce [60] was able to prove a
uniqueness result for Ricci-flat ALE Ka¨hler metrics, a result which was subsequently
generalised by van Coevering [102] to Ricci-flat AC Ka¨hler metrics. Because of the
weights involved in the proofs of these results, one must assume that the Ricci-flat
Ka¨hler metrics in consideration are AC (with respect to the same diffeomorphism)
with rate strictly faster than minus the complex dimension of the underlying manifold
in order to guarantee any uniqueness. How to weaken this decay assumption is also
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a question of relevance in the construction of Ricci-flat AC Ka¨hler metrics. Ideally,
for AC Calabi-Yau manifolds, one would hope to prove a uniqueness statement of the
following form:
If, with respect to some diffeomorphism, ω and ω′ are two AC Calabi-Yau
metrics with rate β < −1 in the same Ka¨hler class, then ω = ω′ .
Since it is possible to prove a global i∂∂ˉ -lemma on AC Calabi-Yau manifolds, this
statement is itself equivalent to the following:
If (M, g, ω) is an AC Calabi-Yau manifold with rate β < −1 modelled on the
Calabi-Yau cone (C0, g0, ω0) , and
(ω + i∂∂ˉφ)n = ωn
for some smooth function φ satisfying ω+i∂∂ˉφ > 0 and |∇k0(∂∂ˉφ)|g0 = O(rβ−k)
for all k ≥ 0, then φ is pluriharmonic, i.e., ∂∂ˉφ = 0. Here, r is the radial
coordinate of (C0, g0) , ∇0 is the Levi-Civita connection of g0 , and n is the
complex dimension of M .
If the function φ in this latter statement is assumed to converge to zero at infinity,
then by using the maximum principle, one can show that φ ≡ 0 (see for example the
proof of [57, Thm. 4.B.19]). In general however, this assumption may not hold true.
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Chapter 5
AC Calabi-Yau metrics on
smoothings of Calabi-Yau
cones
Given a Calabi-Yau cone whose underlying complex space is affine and normal, we
have already seen in §4.1 how to construct AC Calabi-Yau metrics in each Ka¨hler class
of a crepant resolution, assuming of course that such a resolution of the cone exists.
In this chapter, instead of taking a resolution, we consider the situation where the
cone is desingularised via a deformation of its complex structure. More precisely, we
construct AC Calabi-Yau metrics on smoothings of certain Calabi-Yau cones whose
underlying complex space can be described by a complete intersection. The term
smoothing here applies only to singular affine varieties, and by a smoothing of such
a variety, we mean a smooth affine variety whose defining equations can be realised
as a perturbation of those cutting out the original variety. For illustrative purposes,
we only consider three examples of smoothings in this chapter. Nevertheless, the
methods we employ in these examples are applicable to a smoothing of any complete
intersection Calabi-Yau cone.
In order to construct AC Calabi-Yau metrics on the smoothing of a complete
intersection Calabi-Yau cone, we require a diffeomorphism between the cone and its
smoothing on the complement of appropriate compact subsets of each. Unlike the
crepant resolution case, we do not have a canonical diffeomorphism between these
open subsets. To get around this problem, we take as our diffeomorphism the normal
projection from the Calabi-Yau cone to its smoothing in the ambient affine space
containing both varieties. As one shall see, the construction of this diffeomorphism is
reliant upon the fact that the Calabi-Yau cones we smooth are complete intersections.
After we construct the diffeomorphism, we use it to compute the rate of con-
vergence of the holomorphic volume forms on the cone and on its smoothing in a
computation not unlike that undertaken in the proof of Proposition 4.2.8. The fact
that the smoothing is Stein then allows us to appeal to Theorem 4.2.1 to assert the
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existence of an AC Calabi-Yau metric.
One may well ask why we do not just compactify the smoothing in projective space
and then appeal to Theorem 4.3.1 to construct these Ricci-flat metrics. The reason is
that in the proof of Theorem 4.3.1, the holomorphic volume forms are being compared
via an exponential map. Using the normal projection map instead, we obtain sharper
rates of convergence of the AC Calabi-Yau metrics to their asymptotic cone. These
sharper rates not only provide us with a better picture of how the Ricci-flat Ka¨hler
metrics we construct behave at infinity, they also have applications in relation to
singularity formation on compact Calabi-Yau manifolds.
Indeed, a theorem by Chan [22, Thm. 5.2] relates the rates of convergence of
AC Calabi-Yau metrics on smoothings of Calabi-Yau cones to the deformability of a
singular compact Calabi-Yau 3-fold with singularities modelled on these cones. As
a consequence of the sharper rates of convergence attained in our examples, we find
from this theorem that any singular compact Calabi-Yau 3-fold with singularities
modelled on the cubic cone
∑4
i=1 z
3
i = 0 in C4 , or on the complete intersection of
two quadric cones in C5 , both endowed with appropriate Calabi-Yau cone structures,
admits a deformation. The rates of convergence as stated in Theorem 4.3.1 are not
good enough to deduce this corollary of Chan’s work.
We remark that this corollary is consistent with the pre-existing work of Gross
[48] on smoothing singular compact Calabi-Yau 3-folds. This is something we shall
say more about in the final section of this chapter.
5.1 Holomorphic volume forms on complete inter-
sections
Let M be a k -dimensional complete intersection in Cn , realised as the zero set of
the (n− k) holomorphic polynomial functions f1, . . . , fn−k . We denote the standard
coordinates on Cn by (z1, . . . , zn) and we endow Cn with the standard Hermitian
inner product
〈∙ , ∙〉 :=
n∑
i=1
dzi ⊗ dzˉi.
Using this inner product, it is possible to identify the holomorphic normal bundle
N1, 0M of M in Cn with the orthogonal complement of T 1, 0M in T 1, 0Cn at smooth
points of M . Indeed, under this identification, the fibre of N1, 0M at a smooth point
x ∈M is spanned by the vectors v1(x), . . . , vn−k(x) ∈ T 1, 0x Cn satisfying
dfi(w) = 〈w, vi(x)〉 for all w ∈ T 1, 0x Cn , (5.1)
for i = 1, . . . , n− k .
Suppose now that M is smooth. Then the collection {v1(x), . . . , vn−k(x)}x∈M
comprises a global trivialisation of N1, 0M and by virtue of the adjunction formula,
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we get an induced holomorphic volume form Ω on M given by
Ω = vn−ky(. . .y(v1y(dz1 ∧ . . . ∧ dzn)) . . .).
Here we are just contracting the standard holomorphic volume form dz1 ∧ . . . ∧ dzn
on Cn at the point x ∈ M with the vectors v1(x), . . . , vn−k(x) spanning N1, 0x M .
An alternative characterisation of Ω exists in that it satisfies the equation
dz1 ∧ . . . ∧ dzn = Ω ∧ df1 ∧ . . . ∧ dfk. (5.2)
From this last expression, it is easy to see that Ω is actually a holomorphic volume
form. Just observe that the smoothness assumption implies that Ω defines a nowhere
vanishing (n− k, 0)-form on M , and applying the exterior derivative to (5.2) yields
the fact that dΩ ∧ df1 ∧ . . . ∧ dfk = 0, i.e., that dΩ|M = 0.
If we assume that M has only one singular point p , then the above still ap-
plies to the complex manifold M\{p} , and we deduce that Ω, defined by (5.2), is a
holomorphic volume form on the smooth locus of M .
The relevance of this discussion for us is that it tells us that any smooth affine
complete intersection admits a holomorphic volume form and that any affine complete
intersection Ka¨hler cone admits a holomorphic volume form away from its apex, and
moreover, in (5.2), it gives us an explicit expression for these holomorphic volume
forms. As we now move on to our first example, we will see the important role the
description (5.2) plays, especially when we come to compute the rate of convergence
of the holomorphic volume forms.
5.2 Example 1: The smoothing of the cubic cone∑4
i=1 z
3
i = 0 in C4
5.2.1 The set-up
As is well-known, the blowup of P2 at six points in general position can be identified
with a smooth cubic in P3 [47, p.489]. For simplicity, we consider here the smooth
cubic V := {∑4i=1 z3i = 0} in homogeneous coordinates on P3 . In light of the fact
that the blowup of P2 at six points in general position is a Ka¨hler-Einstein Fano
manifold, we can use the Calabi ansatz to endow K×V = O×P3(−1)|V , the blowdown
of the zero section of the canonical bundle of V , with a Calabi-Yau cone structure
(σ0, g0) . (Here we use σ0 and g0 to denote the canonical holomorphic volume form
on KV and the Calabi ansatz metric on K
×
V respectively).
Recall from §3.3.1 that the Ka¨hler potential of the Ricci-flat metric g0 is ‖ ∙ ‖ 23 ,
where ‖ ∙ ‖ is the norm induced on KV by the Ka¨hler-Einstein metric on V , so that
the radial coordinate r of g0 is ‖ ∙ ‖ 13 . Recall also that σ0 is parallel with respect to
the Levi-Civita connection of g0 .
Now, since the blowdown of the zero section of the total space of OP3(−1) is C4 ,
137
the cone K×V may be realised as the cubic cone
C0 := {(z1, . . . , z4) ∈ C4 : f(z1, . . . , z4) :=
4∑
i=1
z3i = 0} (5.3)
in C4 , a point of view which makes it clear that the underlying complex space of K×V
is a complete intersection. Under this identification, we get an induced Calabi-Yau
cone structure (σ0, g0) on C0 , as well as an induced function ‖ ∙ ‖ . (Our notation
here does not change). It is easy to see that the induced function ‖ ∙ ‖ 23 on C0 serves
as a Ka¨hler potential for the metric g0 on C0 . Also notice that, as a consequence of
the fact that the radial cone line of g0 on K
×
V passing through the vector v in the
fibre of KV over a point p ∈ V is {(p, tv) : t > 0} , the radial cone lines of the metric
g0 on C0 coincide with those of the flat metric on C4 .
A priori it looks like we have two holomorphic volume forms on C0 , namely the
parallel (3, 0)-form σ0 , and the form Ω0 given to us by the equation
dz1 ∧ . . . ∧ dz4 = Ω0 ∧ df.
As it turns out, these two forms differ only by a scaling of a non-zero constant. In
other words, we have the relationship
Ω0 = cσ0 for some c 6= 0 . (5.4)
To see this, note that since the singularity of C0 is normal (cf. §A.3.1), a com-
pactification of C0 in P4 yields a projective variety Cˉ0 := {f(z1, . . . , z4) = 0} in
homogeneous coordinates [z1 : . . . : z5] on P4 , with only a normal isolated singular-
ity. The fact that the two holomorphic volume forms σ0 and Ω0 have poles of the
same order along the divisor D := {[z1 : . . . : z4 : 0] ∈ P4 : f(z1, . . . , z4) = 0} ⊂ Cˉ0
we have added to C0 to compactify, together with the normality of Cˉ0 , then in-
fers that the quotient Ω0
σ0
extends to a holomorphic function on the whole of Cˉ0 , a
function which must necessarily be a constant by compactness of Cˉ0 .
In light of (5.4), it makes no difference whatsoever which holomorphic volume
form we decide to work with on C0 , whether it be σ0 or Ω0 . The question is simply
a matter of scaling. In order to be consistent with the holomorphic volume form we
shall work with on the smoothing below, we settle upon working with Ω0 .
The specific smoothing of the Calabi-Yau cone (C0, Ω0, g0) that we consider is
the following:
C1 := {(z1, . . . , z4) ∈ C4 :
4∑
i=1
z3i = 1},
endowed with the holomorphic volume form Ω given by (5.2). One can check that this
variety is smooth, so that Ω does in fact define a holomorphic volume form on C1 .
The first task at hand in our construction of an AC Calabi-Yau metric on C1 is to
construct a diffeomorphism between C0 and C1 . Due to the fact that C0 is singular
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and C1 is smooth, it is no surprise that this diffeomorphism will only be defined
outside compact subsets of both these varieties, the compact subset of C0 necessarily
containing the singularity.
5.2.2 Construction of a diffeomorphism
As remarked upon in the introduction, the map we wish to define is the normal
projection from C0 to C1 . That is, for a smooth point on C0 , 0 6= z := (z0, . . . , z4)
say, we take the holomorphic normal vector to C0 in C4 at z with respect to the
standard flat Hermitian metric 〈∙ , ∙〉 on C4 , and from z we move along this normal
vector until we intersect C1 . Now, from (5.1), we know that the holomorphic normal
vector v to C0 at z satisfies df(w) = 〈w, v〉 for every w ∈ T 1, 0z C4 . Thus, if we write
v =
∑4
i=1 vi∂zi , then we must have vˉj = ∂zjf , so that vj = 3zˉ
2
j . Through this, we
see that
C0\{0} 3 (z1, . . . , z4) 7−→ w := 1
3
v =
4∑
i=1
zˉ2i ∂zi
is a global trivialising section of N1, 0(C0\{0}) , and accordingly, that moving along
the holomorphic normal vector at z ∈ C0\{0} until we hit C1 corresponds to solving
the equation
4∑
i=1
(zi + α(z)zˉ
2
i )
3 = 1, (5.5)
or equivalently
4∑
i=1
z3i︸ ︷︷ ︸
=0
+3α
(
4∑
i=1
|zi|4
)
+ 3α2
(
4∑
i=1
|zi|2zˉ3i
)
+ α3
(
4∑
i=1
zˉ6i
)
= 1, (5.6)
for a number α(z) depending on z .
In order to solve this cubic equation for α , and in doing so, define the normal
projection map, we make use of the implicit function theorem. As the next lemma
shows, this not only gives us the existence of the solution we want, but also allows
us to derive quantitative information about the behaviour of the solution at infinity.
Note that one should not expect to be able to solve this equation for every value of
z ∈ C0 , as we have already said, but those values of z for which we can solve will
determine the domain of definition of the normal projection map.
Lemma 5.2.1. There exists  > 0 and a smooth function
α : C0\B−1(0, C4) −→ C with α(z) = o(|z|−1) ,
such that α(z) satisfies (5.6) for every z ∈ C0\B−1(0, C4) . Here, Br(0, C4) denotes
the open ball of radius r > 0 around the origin in C4 with respect to the flat metric.
Proof. Taking complex coordinates w = (w1, . . . , w4) on S
7 ⊂ C4 , define a function
139
f by
f :S7 × [0, ∞)× C −→ C
f(w, r, y) = 3y
(
4∑
i=1
|wi|4
)
+ 3y2
(
4∑
i=1
|wi|2wˉ3i
)
+ y3
(
4∑
i=1
wˉ6i
)
− r3.
(5.7)
The relation between this function and (5.6) is that solving (5.6) for α is equivalent to
finding a function α such that f( z|z| ,
1
|z| , α(z)|z|) = 0. As one shall now see, we are
able to construct a function α satisfying this latter equation by invoking the implicit
function theorem.
We let p = (p1, . . . , p4) ∈ S7 . Then we have
f(p, 0, 0) = 0 and
∂f
∂y
(p, 0, 0) = 3
4∑
i=1
|pi|4 6= 0,
so that the implicit function theorem [56, Thm. 2.1.2] applies to the function f at the
point (p, 0, 0) . This asserts the existence of a unique smooth function sp , defined
in some open neighbourhood Up of (p, 0) ∈ S7 × [0, ∞), satisfying sp(p, 0) = 0 and
f(w, r, sp(w, r)) = 0 for all (w, r) ∈ Up . Without loss of generality, we can always
take Up to be of the form Vp × [0, p) for some open subset Vp of S7 containing p
and for some p > 0. With Up now assumed to be of this form, sp is seen in addition
to satisfy sp(w, 0) = 0 for all w ∈ Vp .
Now, since p was an arbitrary point of S7 , we can apply the implicit function
theorem to f as above at every point (q, 0) ∈ S7 × [0, ∞) to obtain a collection
{(Vq × [0, q), sq)}q ∈S7 of open subsets Vq × [0, q) of S7 × [0, ∞) and of smooth
functions sq : Vq × [0, q) −→ C satisfying
(∗) f(z, r, sq(z, r)) = 0 and sq(z, 0) = 0 for all z ∈ Vq and r ∈ [0, q) .
The collection {Vq}q ∈S7 here, as an open cover of S7 , must contain a finite subcover
{Vqi}Ni=1 say. Setting
 := min
i=1,...,N
qi > 0,
we consider the finite collection
{(Vqi , s′qi)}Ni=1
of open sets Vqi covering S
7 , together with the associated smooth functions s′qi :
Vqi × [0, ) −→ C defined by s′qi := sqi |Vqi×[0, ) .
By definition, each s′qi is the unique smooth function satisfying
f(z, r, s′qi(z, r)) = 0 for all (z, r) ∈ Vqi × [0, ) ,
and accordingly,
s′qi(z, 0) = 0 for all z ∈ Vqi .
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From the uniqueness property, it is clear that if Vqi∩Vqj 6= ∅ , then s′qi |(Vqi∩Vqj )×[0, ) =
s′qj |(Vqi∩Vqj )×[0, ) . Thus, we have a well-defined global smooth function s : S7 ×
[0, ) −→ C given by s|Vqi×[0, ) = s′qi for each i .
In light of the above properties of s′qi , we see that s is a smooth function satisfying
f(z, r, s(z, r)) = 0 and s(z, 0) = 0 for all z ∈ S7 and r ∈ [0, ) .
In addition, because s is smooth on a compact set, we can assert that it is uniformly
continuous. So, in particular, for any choice of ′ > 0, we can find a δ ∈ (0, ) such
that for every p ∈ S7 , r < δ implies
|s(p, r)| = |s(p, r)− s(p, 0)︸ ︷︷ ︸
=0
| < ′.
We now define α(z) by
α(z)|z| := s
(
z
|z| ,
1
|z|
)
for all z ∈ C0 with |z| > −1 .
α is clearly a well-defined smooth function on C0\B−1(0, C4) . Also, from the uni-
form continuity of s , we see that α(z)|z| converges uniformly to zero as |z| tends to
infinity, i.e., α(z) = o(|z|−1) .
By definition of α(z) , we have f( z|z| ,
1
|z| , α(z)|z|) = 0 for all z ∈ C0 with |z| >
1

. Hence, α(z) is a smooth function satisfying (5.6) on its domain of definition
C0\B−1(0, C4) . The lemma now follows.
With this lemma, we are now able to write down the normal projection map Φ from
C0\B−1(0, C4) to C1 as
Φ((z1, . . . , z4)) := (z1 + α(z)zˉ
2
1 , . . . , z4 + α(z)zˉ
2
4). (5.8)
As of yet, it is not clear if Φ, or some restriction of Φ, is a diffeomorphism onto
the complement of some compact subset of C1 . Let us show this next.
Lemma 5.2.2. There exists R0 > 
−1 and a compact subset K1 ⊂ C1 such that
Φ|
C0\BR0 (0,C4) : C0\BR0(0, C
4) −→ C1\K1
is a diffeomorphism.
Proof. Notice that Φ is simply the restriction of the exponential map exp of the
flat metric on C4 to N1, 0(C0\{0}) acting on a section of N1,0(C0\{0}) defined
over the domain of definition of Φ. Also notice that since C0 is a metric cone with
respect to the restriction of the flat metric, the radius of the tubular neighbourhood
U of C0 in C4 grows at least linearly with respect to |z| . Together with the bound
α(z) = o(|z|−1) from Lemma 5.2.1, these observations infer that the image of Φ
eventually lies within the tubular neighbourhood U of C0 . Because of this, we can
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choose T0 > 
−1 sufficiently large so that Φ|
C0\BT0 (0,C4) is a diffeomorphism onto its
image.
Moving on to C1 , we claim that C1\BT1(0, C4) eventually lies within U for some
constant T1 > 0 sufficiently large. To see this, let w = (w1, . . . , w4) be any point of
C1 with |w1| > 1. What we seek is (for |w1| sufficiently large) a δ1 ∈ C such that
(w1 + δ1, . . . , w4) ∈ C0 . That is, we want δ1 to satisfy
(w1 + δ1)
3 + w32 + w
3
3 + w
4
4 = 0,
which in turn equates to asking that δ1 satisfies
δ31 + 3δ
2
1w1 + 3δ1w
2
1 = −
4∑
i=1
w3i = −1. (5.9)
So we define f : R× C −→ C by
f(r, t) := t3 + 3
(
w1
|w1|
)
t2 + 3
(
w1
|w1|
)2
t+ r.
Then f(0, 0) = 0 and ∂f
∂t
(0, 0) = 3w21/|w1|2 6= 0 so that the implicit function theorem
applies. This asserts the existence of a smooth function s satisfying s(0) = 0 and
f(r, s(r)) = 0 for |r| ≤ 1 say, which, by continuity, must satisfy
|s(r)| r−→0−−−−→ 0. (5.10)
Assuming that |w1|−3 < 1 , we set r = |w1|−3 and δ1(w1) := s(|w1|−3)|w1| . This
gives us f(|w1|−3, δ1(w1)|w1|−1) = 0. Hence, this choice of δ1(w1) satisfies (5.9)
for all w with |w1| > −1/31 =: R1 , as we want. From (5.10), we also deduce that
δ1(w1) = o(|w1|) . As one can show, these facts are enough to assert that actually
δ1(w1) = O(|w1|−2) .
Repeating the above for w1, w2, and w3 yields functions δi(wi) = O(|wi|−2) that
satisfy
δ3i + 3δ
2
iwi + 3δiw
2
i + 1 = 0 (5.11)
for i = 1, . . . , 4, where |wi| is strictly greater than some positive constant Ri > 1.
From this, one obtains constants M, R > 0, both independent of i , such that wi
satisfies (5.11) and |δi(wi)| ≤M |wi|−2 if |wi| > R . The upshot is that
(∗) for every y ∈ C1 with |y| > 2R , there exists a (not necessarily unique) vector
x ∈ C4 , the length of which satisfies |x| ≤ 4M|y|2 , such that x+ y ∈ C0 .
Thus, we ascertain that C1\BT1(0, C4) lies in U for some T1 À 0, as claimed.
As a consequence of this last statement, we can write each w ∈ C1\BT1(0, C4) as
w = expz v for a unique pair (z(w), v(w)) ∈ exp−1(U) , where z(w) ∈ C0 and v(w) ∈
N1, 0z C0 . Moreover, from (∗) , it is clear that |v(w)| −→ 0 as |w| −→ ∞ . This decay
implies from our choice of α that v(w) = (α(z(w))[zˉ1(w)]
2, . . . , α(z(w))[zˉ4(w)]
2) .
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(The other two solutions {α˜i(z)}2i=1 of (5.6) are too large – they satisfy α˜i(z)|z| −→
ci 6= 0 as |z| −→ ∞ because y = 0 is a simple root of the equation f(w, 0, y) , where
f is as in (5.7)). It follows that w = Φ(z) and we see accordingly that Φ is surjective
onto C1\BT1(0, C4) .
We now take R0 > T0 large enough so that C0\BR0(0, C4) ⊂ Φ−1(C1\BT1(0, C4))
and set K1 := C1\Φ(C0\BR0(0, C4)) . With these choices,
Φ|
C0\BR0 (0,C4) : C0\BR0(0, C4) −→ C1\K1
is a diffeomorphism, and we are done.
5.2.3 The preliminary estimates
Now that we have a diffeomorphism Φ, we next wish to compute the rate of conver-
gence of the holomorphic volume forms on C0 and C1 with respect to it. Before we
can do this however, we require some preliminary estimates. The necessary estimates
are derived in this section.
We begin by introducing conical coordinates on C0 . For any point z ∈ C4\{0}
lying on C0\{0} , we write z = (x, r) , where r(z) := ‖z‖ 13 > 0 is the distance, with
respect to g0 , from z to the apex of the cone C0 (i.e., to the origin of C4 ), and x is
a point on the base
L := {w ∈ C0 : ‖w‖ 13 = 1}
of (C0, g0) . (Recall that ‖ ∙ ‖ is the norm induced on KP2
(6)
by the Ka¨hler-Einstein
metric on P2(6) , considered as a function on C0 ).
With these coordinates, consider the diffeomorphism νt : L× [1, 2] −→ L× [t, 2t]
defined by
L× [1, 2] 3 (x, r) 7−→ (x, tr) ∈ L× [t, 2t] for t > 0 . (5.12)
We wish to write this function in Cartesian coordinates on C4 . To do this, notice that
since νt is simply a homothetic rescaling along the radial direction of g0 , and since
this radial direction coincides with the radial direction of the standard flat metric on
C4 , the image of any point w = (w1, w2, w3, w4) ∈ L× [1, 2] under νt must lie along
the real line passing through w and the origin of C4 . Thus, we must have νt(w) = μ.w
for some μ > 0. To determine the value of μ , observe that if r(w) = ‖w‖ 13 , then
t‖w‖ 13 = tr(w) = r(νt(w)) = ‖νt(w)‖ 13 = ‖μ.w‖ 13 = μ 13 ‖w‖ 13 .
This leaves μ = t3 . The result is that in the standard Cartesian coordinates (z1, . . . , z4)
on C4 , the map νt takes the form
νt((z1, z2, z3, z4)) = (t
3z1, t
3z2, t
3z3, t
3z4). (5.13)
Now, using this realisation of νt in Cartesian coordinates, it is easy to see from
Lemma 3.1.4 that for each i , zi,
zˉ2i
zi
= O(r3) with g0 -derivatives, so that in particular,
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the Euclidean norm | ∙ | of any point z ∈ C0 satisfies |z| = O(r3) . On top of these
estimates, we require estimates on α and on its derivatives. For bounds on |α| , recall
that we have previously established that α(z) = o(|z|−1) for z ∈ C0\BR0(0, C4) . It
is actually possible to derive better estimates on α . Let us show precisely how next.
Improvement upon the asymptotics of α
Recall that α(z) is a solution of (5.6) for z ∈ C0\B−1(0, C4) . We rewrite this
equation as
α(z)|z|4
(
3
(
4∑
i=1
|zi|4
|z|4
)
+ 3(α(z)|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ (α(z)|z|)2
(
4∑
i=1
zˉ6i
|z|6
))
= 1.
(5.14)
and define a function P (z) on C0\B−1(0, C4) by
P (z) := 3
(
4∑
i=1
|zi|4
|z|4
)
+ 3(α(z)|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ (α(z)|z|)2
(
4∑
i=1
zˉ6i
|z|6
)
.
Our aim is to show that P (z) is uniformly bounded above and below away from zero
for |z| large. Using (5.14), this will then allow us to deduce the desired asymptotics
on α .
Now, since α(z) = o(|z|−1) , we already know that there exists A > 0 sufficiently
large such that |α(z)z| < 1 for all z ∈ C0 with |z| > A . And for these values of
z , the bound |P (z)| ≤ 28 holds. All we need therefore is to obtain a positive lower
bound on |P (z)| . To do this, we require the following elementary lemma.
Lemma 5.2.3. There exists δ0 > 0 such that
∑4
i=1
|zi|4
|z|4 > δ0 for every z ∈ C4\{0} .
Proof. The assertion is immediate from the fact that the function
C4\{0} −→ R+
z = (z1, . . . , z4) 7−→
4∑
i=1
|zi|4
|z|4
descends to a continuous strictly positive function on S7 ⊂ C4 .
If δ0 > 0 is as in the lemma, then the fact that α(z) = o(|z|−1) implies that there
exists R > −1 such that both
3
∣∣∣∣∣(α(z)|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)∣∣∣∣∣ < δ0 and
∣∣∣∣∣(α(z)|z|)2
(
4∑
i=1
zˉ6i
|z|6
)∣∣∣∣∣ < δ0
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for all z ∈ C0 with |z| > R . For these values of z , we have
|P (z)| =
∣∣∣∣∣3
(
4∑
i=1
|zi|4
|z|4
)
+ 3(α(z)|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ (α(z)|z|)2
(
4∑
i=1
zˉ6i
|z|6
)∣∣∣∣∣
≥
∣∣∣∣∣3
∣∣∣∣∣
(
4∑
i=1
|zi|4
|z|4
)∣∣∣∣∣−
∣∣∣∣∣3(α(z)|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ (α(z)|z|)2
(
4∑
i=1
zˉ6i
|z|6
)∣∣∣∣∣
∣∣∣∣∣
≥ 3δ0 − 2δ0 = δ0 > 0.
That is, we have a positive lower bound on |P (z)| for all z ∈ C0 with |z| large, as
required. In light of (5.14), it is now clear from these bounds that as |z| tends to
infinity, α(z)|z|4 stays bounded, a fact which may equivalently be stated as α(z) =
O(|z|−4) . Thus, the fact that α satisfies (5.14) and converges to zero at infinity is
enough to ensure that |α| decays to zero at infinity at least as fast as |z|−4 . In terms
of the radial coordinate of g0 on C0 , this estimate reads as α = O(r
−12) .
Asymptotics of dα and of its derivatives
Turning our attention now to deriving a similar estimate for |dα|g0 , observe that dα
is given implicitly by the equation
− dα|z|4
(
3
(
4∑
i=1
|zi|4
|z|4
)
+ 6(α|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ 3(α|z|)2
(
4∑
i=1
zˉ6i
|z|6
))
=
= 2α
(
4∑
i=1
|zi|2(zidzˉi + zˉidzi)
)
+ 3α2
(
4∑
i=1
3zˉ2i |zi|2dzˉi + zˉ3i (zidzˉi + zˉidzi)
)
+
+ α3
(
4∑
i=1
zˉ5i dzˉi
)
.
(5.15)
By choosing R0 larger if necessary, we can always guarantee that the modulus of the
function Q(z) , defined by
Q(z) := 3
(
4∑
i=1
|zi|4
|z|4
)
+ 6(α|z|)
(
4∑
i=1
|zi|2
|z|2
zˉ3i
|z|3
)
+ 3(α|z|)2
(
4∑
i=1
zˉ6i
|z|6
)
,
is bounded uniformly away from zero over all z ∈ C0 with |z| > R0 . (The proof of
this is similar as for P (z)). In order to estimate |dα|g0 therefore, it suffices to bound
the right-hand side of (5.15). Using the fact that α(z) = O(r−12) and that for each
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i , zi = O(r
3) with g0 -derivatives, we do this as follows:
∣∣∣2α 4∑
i=1
|zi|2(zidzˉi + zˉidzi) + 3α2
(
4∑
i=1
3zˉ2i |zi|2dzˉi + zˉ3i (zidzˉi + zˉidzi)
)
+ α3
4∑
i=1
zˉ5i dzˉi
∣∣∣
g0
≤ C
(
|α||z|3 sup
i
|dzi|g0 + |α|2|z|4 sup
i
|dzi|g0 + |α|3|z|5 sup
i
|dzi|g0
)
≤ C|α||z|3 (1 + |αz|+ |αz|2) sup
i
|dzi|g0
= O(r−12)O(r9)O(1)O(r2)
= O(r−1).
(5.16)
It now follows that |dα|g0 = O(r−13) .
With further calculation, one can show that α = O(r−12) with g0 -derivatives.
5.2.4 Computation of the norm of the difference of the holo-
morphic volume forms
Now that the preliminary estimates are out of the way, we are in an ideal position to
compute the rate of convergence of the holomorphic volume forms on C0 and C1 .
First observe that the holomorphic volume form Ω0 on C0 may be written as
(−1)i−1 dz1 ∧ . . . ∧ d̂zi ∧ . . . ∧ dz4
2z2i
∣∣∣∣∣
C0
(5.17)
on the open subset {z = (z1, . . . , z4) ∈ C0\{0} : zi 6= 0} of C0 , and that the
holomorphic volume form Ω on C1 takes the form
(−1)i−1 dz1 ∧ . . . ∧ d̂zi ∧ . . . ∧ dz4
2z2i
∣∣∣∣∣
C1
(5.18)
on the open subset {z = (z1, . . . , z4) ∈ C1 : zi 6= 0} of C1 .
Next, consider the set A4 := {z = (z1, . . . , z4) ∈ C0 : |z4| > |z|3 > R˜} , where R˜À
R0 is chosen sufficiently large so that
|z|
3 −|α(z)||z|2 > 0 for all z ∈ C0 with |z| > R˜ .
For any point z = (z1, . . . , z4) ∈ A4 , one can show that z4 + α(z)zˉ24 6= 0. As a
consequence of this fact, we find from the above expressions for Ω and Ω0 that in a
neighbourhood of any point z = (z1, . . . , z4) ∈ A4 ,
Ω0 =
dz1 ∧ dz2 ∧ dz3
2z24
∣∣∣∣
C0
and
Φ∗(Ω) =
d(z1 + α(z)zˉ
2
1) ∧ d(z2 + α(z)zˉ22) ∧ d(z3 + α(z)zˉ23)
2(z4 + α(z)zˉ24)
2
∣∣∣∣
C0
.
Using our preliminary estimates, these expressions for Ω0 and Φ
∗(Ω) allow us to
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assert that on A4 ,
Φ∗(Ω) =
(dz1 +O(r
−7)) ∧ (dz2 +O(r−7)) ∧ (dz3 +O(r−7))
2z24(1 + α(z)
zˉ24
z4
)2
∣∣∣∣∣∣
C0
= (1 +O(r−9))−2(Ω0 +O(|z4|−2)O(r2r2r−7))
= (1 +O(r−9))(Ω0 +O(|z|−2)O(r−3)) since |z4| > 1
5
|z|,
= (1 +O(r−9))(Ω0 +O(r−6)O(r−3))
= Ω0 +O(r
−9)
with g0 -derivatives. Now, for i 6= 4, this computation works equally well on the
open sets Ai := {z = (z1, . . . , z4) ∈ C0 : |zi| > |z|3 > R˜} of C0 . One also finds
that Φ∗(Ω) − Ω0 = O(r−9) with g0 -derivatives. In light of the fact that for each
z = (z1, . . . , z4) ∈ C0\{0} , at least one of its components zi must satisfy |zi| > |z|3 ,
we deduce that Φ∗(Ω)−Ω0 = O(r−9) on C0\B2R˜(0, C4) with g0 -derivatives. Let us
summarise this result in the following proposition.
Proposition 5.2.4. Let (C0, g0) be the Calabi-Yau cone
∑4
i=1 z
3
i = 0 in C4 with
holomorphic volume form Ω0 , and let C1 be the affine variety
∑4
i=1 z
3
i = 1 in C4
with holomorphic volume form Ω , both Ω0 and Ω defined by (5.2). Then there exists
a compact subset K˜0 ⊂ C0 containing the apex of the cone in its interior, a compact
subset K˜1 ⊂ C1 , and a diffeomorphism Φ : C0\K˜0 −→ C1\K˜1 , such that
|∇k0(Φ∗(Ω)− Ω0)|g0 = O(r−9−k) for all k ≥ 0 .
Here, ∇0 is the Levi-Civita connection of g0 and r is the radial coordinate of the
cone (C0, g0) .
5.2.5 AC Calabi-Yau metrics on the smoothing of the cubic
cone
∑4
i=1 z
3
i = 0 in C4
The following consequence of Theorem 4.2.1 is now immediate.
Corollary 5.2.5. With the notation as in Proposition 5.2.4, there exists an AC
Calabi-Yau metric on C1 with rate −6 modelled on the Calabi-Yau cone (C0, Ω0, cg0)
for some c > 0 .
As alluded to before, one may also appeal directly to Theorem 4.3.1 to assert the
existence of an AC Calabi-Yau metric on C1 . Indeed, if we view C1 as the quasi-
projective variety X\D , where X the projective variety {z31 + z32 + z33 + z34 = z35} in
P4 and D the intersection of the projective varieties X and {z5 = 0} in P4 , then
we can read directly from Theorem 4.3.1, after verifying that X and D satisfy the
corresponding hypotheses (with α = 2), that X\D = C1 admits an AC Calabi-Yau
metric with rate −3 modelled on some rescaling of the Calabi-Yau cone (C0, Ω0, g0) .
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Notice that the rate for the metric cited in Corollary 5.2.5 is sharper than that
cited for the corresponding metric in Theorem 4.3.1. This is a point we shall come
back to later when we discuss the deformability of compact Calabi-Yau 3-folds with
conical singularities.
5.3 Example 2: The smoothing of the complete in-
tersection of two quadric cones in C5
5.3.1 The set-up
It is well-known that P2(5) , the blowup of P
2 at five points in general position, can
be realised as the complete intersection Q1 ∩Q2 of two smooth quadrics Q1 and Q2
in P4 [47, p.550]. By the work of Reid [86, p.36], we can always choose homogeneous
coordinates [z0 : . . . : z5] on P4 in which Q1 and Q2 take the form
Q1 =
{
[z1 : . . . : z5] ∈ P4 :
5∑
i=1
z2i = 0
}
and
Q2 =
{
[z1 : . . . : z5] ∈ P4 :
5∑
i=1
λiz
2
i = 0
}
,
with λi 6= λj for i 6= j . Owing to the fact that P2(5) admits a Ka¨hler-Einstein
metric, the Calabi ansatz yields a Ricci-flat Ka¨hler cone metric g′0 on K
×
Q1∩Q2 =
O×P4(−1)|Q1∩Q2 , the Ka¨hler potential of which is ‖ ∙ ‖
2
3 . (We again use ‖ ∙ ‖ to
denote the norm with respect to the Hermitian metric induced on KQ1∩Q2 by the
Ka¨hler-Einstein metric on Q1 ∩ Q2 ). Via the canonical isomorphism of the affine
variety
C ′0 :=
{
(z0, . . . , z5) ∈ C5 :
5∑
i=1
z2i = 0 and
5∑
i=1
λiz
2
i = 0
}
with K×Q1∩Q2 , we view g
′
0 and ‖ ∙ ‖ as a metric and function respectively on C ′0 so
that the function ‖ ∙ ‖ 23 on C ′0 serves as the Ka¨hler potential of g′0 on C ′0 . If we
endow C ′0 with the holomorphic volume form Ω′0 defined by (5.2), then it is clear
that the triple (C ′0, Ω′0, g′0) constitutes a Calabi-Yau cone in C5 .
The smoothing of C ′0 that we consider is the affine variety C ′1 in C5 defined by
C ′1 :=
{
(z0, . . . , z5) ∈ C5 :
5∑
i=1
z2i = 1 and
5∑
i=1
λiz
2
i = 1
}
,
together with its associated holomorphic volume form Ω′ from (5.2). The strategy we
implement to show that C ′1 admits an AC Calabi-Yau metric follows along the same
lines as for the smoothing of C0 . Because of this, we suppress some of the details.
We begin by constructing a diffeomorphism outside compact subsets of both C ′0
and C ′1 , with respect to which the holomorphic volume forms Ω′0 and Ω′ are asymp-
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totic. As before, this diffeomorphism will be the normal projection map. After this,
we compute the rate of convergence of the holomorphic volume forms with respect
to our diffeomorphism. This will then allow us to assert the existence of an AC
Calabi-Yau metric on C ′1 .
5.3.2 Construction of a diffeomorphism
The holomorphic normal bundle N1, 0(C ′0\{0}) of C ′0\{0} in C5 is spanned by two
linearly independent vectors, namely
5∑
i=1
zˉi∂zi and
5∑
i=1
λˉizˉi∂zi .
With these two vectors to work with, the diffeomorphism Φ we seek takes the form
Φ : C ′0 3 z = (z1, . . . , z5) 7−→ (z1 + (α(z) + λˉ1β(z))zˉ1, . . . , z5 + (α(z) + λˉ5β(z))wˉ5),
(5.19)
where α(z) and β(z) are two (as yet) unknown functions that together satisfy the
pair of simultaneous equations
5∑
i=1
(zi + (α(z) + λˉiβ(z))zˉi)
2 = 1 and
5∑
i=1
λi(zi + (α(z) + λˉiβ(z))zˉi)
2 = 1. (5.20)
Finding such functions will ensure that the image of the map in (5.19) lies in C ′1 .
Expanding the two equations in (5.20), we see that α(z) and β(z) must satisfy
(α(z)|z|)
(
2
5∑
i=1
|zi|2
|z|2
)
+ (β(z)|z|)
(
2
5∑
i=1
λˉi
|zi|2
|z|2
)
+ (β(z)|z|)2 1|z|
(
5∑
i=1
λˉ2i
zˉ2i
|z|2
)
=
1
|z|
(5.21)
and
(α(z)|z|)
(
2
5∑
i=1
λi
|zi|2
|z|2
)
+ (β(z)|z|)
(
2
5∑
i=1
|λi|2 |zi|
2
|z|2
)
+
+ (α(z)|z|)(β(z)|z|) 1|z|
(
2
5∑
i=1
|λi|2 zˉ
2
i
|z|2
)
+ (α(z)|z|)2 1|z|
(
5∑
i=1
λi
zˉ2i
|z|2
)
+
+ (β(z)|z|)2 1|z|
(
5∑
i=1
λˉi|λi|2 zˉ
2
i
|z|2
)
=
1
|z|
(5.22)
on an appropriate domain of definition. To solve these equations for α and β , we
once again appeal to the implicit function theorem.
Taking complex coordinates w = (w1, . . . , w5) on S
9 ⊂ C5 , we define a function
F by
F : S9 × [0, ∞)× C2 −→ C2, F (w, r, x, y) := (f(w, r, x, y), g(w, r, x, y)),
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where f and g are defined by
f(w, r, x, y) := 2x
(
5∑
i=1
|wi|2
)
+ 2y
(
5∑
i=1
λˉi|wi|2
)
+ y2r
(
5∑
i=1
λˉ2i wˉ
2
i
)
− r
and
g(w, r, x, y) := 2x
(
5∑
i=1
λi|wi|2
)
+ 2y
(
5∑
i=1
|λi|2|wi|2
)
+ 2xyr
(
5∑
i=1
|λi|2wˉ2i
)
+
+ x2r
(
5∑
i=1
λiwˉ
2
i
)
+ y2r
(
5∑
i=1
λˉi|λi|2wˉ2i
)
− r
respectively. It is clear that F (w, 0, 0, 0) = (0, 0) and moreover that(
det
(
∂xf ∂yf
∂xg ∂yg
))
(w, 0, 0, 0) = det
(
2
∑5
i=1 |wi|5 2
∑5
i=1 λˉi|wi|2
2
∑5
i=1 λi|wi|2 2
∑5
i=1 |λi|2|wi|2
)
= 4
∑
i < j
|λi − λj |2︸ ︷︷ ︸
> 0
|wi|2|wj |2.
(5.23)
Observe that if w = (w1, . . . , w5) ∈ S9 , l ∈ {1, . . . , 5} is fixed, and wk = 0 for
k 6= l , then necessarily |wl|2 = 1, so that wl = eiθ for some θ ∈ [0, 2π) . What this
tells us is that the determinant in (5.23) is strictly positive for w in the set
P := S9\{(eiθ, 0, 0, 0, 0), (0, eiθ, 0, 0, 0), . . . , (0, 0, 0, 0, eiθ) : θ ∈ [0, 2π)}.
In particular, we deduce that the implicit function theorem applies to F at the point
(w, 0, 0, 0) for w ∈ P . For each point (p, 0) ∈ P × [0, ∞) ⊂ S9× [0, ∞) , this asserts
the existence of two unique smooth functions sp, tp : Up −→ C , defined on some open
subset Up of P × [0, ∞) containing (p, 0) , satisfying
F (z, r, sp(z, r), tp(z, r)) = (0, 0) for all (z, r) ∈ Up
and sp(p, 0) = tp(p, 0) = 0. Without loss of generality, Up may be taken to be
of the form Vp × [0, p) for some open subset Vp of P containing p and for some
p > 0. With Up henceforth assumed to be of this form, we are able to infer from
the uniqueness property of sp and tp and from the fact that the only solution of the
equation F (w, 0, x, y) = (0, 0) is (x, y) = (0, 0) that sp and tp must also satisfy
sp(q, 0) = tp(q, 0) = 0 for all q ∈ Vp .
Recalling that we view S9 as living in C5 , consider the compact manifold M :=
C ′0∩S9 ⊂ C5 . Since M ⊂ P , the implicit function theorem may be applied, as above,
to every point of M × (0, 0, 0) . This yields a collection {(Vq × [0, q), sq, tq)}q∈M
of open subsets Vq × [0, q) of M × [0, ∞) and of smooth unique functions sq, tq :
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Vq × [0, q) −→ C satisfying
F (z, r, sq(z, r), tq(z, r)) = 0 and sq(z, 0) = tq(z, 0) = 0
for every z ∈ Vq and r ∈ [0, q) . By the uniqueness property of these functions, and
by the compactness of M , a finite subcollection of this collection of functions is seen to
glue together to form smooth, uniformly continuous functions s, t :M × [0, ′) −→ C
(for some ′ > 0) satisfying
s(w, 0) = t(w, 0) = 0 for all w ∈M
and
F (w, r, s(w, r), t(w, r)) = (0, 0) for all (w, r) ∈M × [0, ′) .
We set
α(z)|z| := s
(
z
|z| ,
1
|z|
)
and β(z)|z| := t
(
z
|z| ,
1
|z|
)
(5.24)
for all z ∈ C ′0 with |z| > ′−1 . From the uniform continuity property of s and t , we
see that both α(z)|z| and β(z)|z| converge uniformly to zero as |z| tends to infinity,
i.e., α(z) = o(|z|−1) and β(z) = o(|z|−1) . By definition, we also have
F
(
z
|z| ,
1
|z| , s
(
z
|z| ,
1
|z|
)
, t
(
z
|z| ,
1
|z|
))
= 0
for all z ∈ C ′0 with |z| > ′−1 , so that this choice of α and β will satisfy (5.21) for
all such z .
With α and β as in (5.24), we now have a well-defined map
Φ : C ′0\BR′0(0, C5) −→ C1
Φ : C ′0 3 z = (z1, . . . , z5) 7−→ (z1 + (α(z) + λˉ1β(z))zˉ1, . . . , z5 + (α(z) + λˉ5β(z))wˉ5).
(5.25)
Using the same arguments as in the proof of Lemma 5.2.2, one can deduce from the
decay we have here on α and β that the restriction
Φ
C′0\BR′0 (0,C
5)
: C ′0\BR′0(0, C5) −→ C ′1\K ′1
is a diffeomorphism for some R′0 > ′ and for some compact subset K ′1 of C ′1 .
5.3.3 The preliminary estimates
We next derive the necessary estimates required to compute the rate of convergence
of the holomorphic volume forms on C0 and C1 with respect to Φ.
Our notation in this section is as follows. We denote by L′ the base of the cone
(C ′0, g′0) and we let r(z) denote the radial distance, with respect to g′0 , from the apex
of the cone (C ′0, g′0) to any point z ∈ C ′0 . Given that the Ka¨hler potential of the
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cone metric g′0 is ‖ ∙ ‖ 23 , we have the equality r(z) = ‖z‖ 13 as well as the realisation
of L′ as the set
L′ := {z ∈ C ′0 : ‖z‖
1
3 = 1}.
We also write (x, r) for conical coordinates on C ′0 , where x ∈ L′ and r is as above,
and let ∇′0 denote the Levi-Civita connection of g′0 .
With this notation, consider the compact subset L′ × [1, 2] of C ′0 . For t > 0, we
define a diffeomorphism ν′t : L′× [1, 2] −→ L′× [t, 2t] by ν′t((r, x)) = (tr, x) . In light
of the fact that in Cartesian coordinates z = (z1, . . . , z5) , this diffeomorpshism reads
as ν′t(z) = t3z , we deduce from Lemma 3.1.4 that zi = O(r3) and
zˉi
zi
= O(1) with
g′0 -derivatives. Bounds similar to this on α and β are also required. Using the fact
that α and β satisfy (5.20) and decay like o(|z|−1) , one can prove that they actually
decay at least as fast as r−6 with g′0 -derivatives. We describe how to do this next.
Asymptotics of α and β
Set
A :=
(
2
∑5
i=1
|zi|2
|z|2 2
∑5
i=1 λˉi
|zi|2
|z|2
2
∑5
i=1 λi
|zi|2
|z|2 2
∑5
i=1 |λi|2 |zi|
2
|z|2
)
.
Then, after studying the pair of equations (5.21) and (5.22) and making use of the
fact that α(z), β(z) = o(|z|−1) , we derive that
A
(
α(z)|z|
β(z)|z|
)
=
(
O(|z|−1)
O(|z|−1)
)
for all z ∈ C ′0 with |z| > R′0 . Let us study the modulus of the determinant of this
first matrix to ascertain when it is in fact invertible. We have the following lemma.
Lemma 5.3.1. There exists δ1 > 0 such that det(A)(z) > δ1 for every z ∈ C ′0\{0} .
Proof. Observe that for all z ∈ C5\{0} ,
det(A)(z) = 4
∣∣∣∣∣
(
5∑
i=1
|zi|2
|z|2
)(
5∑
i=1
|λi|2 |zi|
2
|z|2
)
−
(
5∑
i=1
λˉi
|zi|2
|z|2
)(
5∑
i=1
λi
|zi|2
|z|2
)∣∣∣∣∣
=
4
|z|4
∣∣∣∣∣
(
5∑
i=1
|zi|2
)(
5∑
i=1
|λi|2|zi|2
)
−
(
5∑
i=1
λˉi|zi|2
)(
5∑
i=1
λi|zi|2
)∣∣∣∣∣
= 4
∑
i < j
|λi − λj |2︸ ︷︷ ︸
> 0
|zi|2
|z|2
|zj |2
|z|2 .
From this expression, we see that the function z 7−→ det(A)(z) on C5\{0} descends
to a well-defined function on S9 whose zeroes lie along S9\P . Due to the fact that
M ⊂ C ′0 ∩ P , this in turn restricts to a strictly positive function on M . The lemma
now follows.
Thus, at every point of C ′0\{0} , the matrix A is invertible with inverse A−1 . Since
each entry of A is bounded on C ′0\{0} and since det(A) is bounded below on C ′0\{0} ,
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it immediately follows that each entry of the matrix A−1 is bounded above on C ′0\{0} .
In light of this fact, we deduce that(
α(z)|z|
β(z)|z|
)
= A−1
(
O(|z|−1)
O(|z|−1)
)
=
(
O(|z|−1)
O(|z|−1)
)
on C ′0\BR′0(0, C5) . That is, both α and β satisfy α, β = O(|z|−2) , or equivalently,
α, β = O(r−6) .
By taking derivatives of the equations (5.20) and performing further computation,
one finds that α, β = O(r−6) with g′0 -derivatives, as claimed.
5.3.4 Computation of the rate of convergence of the holomor-
phic volume forms
We now compute the rate of convergence of the holomorphic volume forms for this
example with respect to Φ.
Consider the set
A4, 5 := {(z1, . . . , z5) ∈ C ′0 : |z4|, |z5| >
|z|
5
> R˜′},
where R˜′ À R′0 is chosen sufficiently large such that
|z|
5
−
(
|α(z)|+ sup
i
|λi||β(z)|
)
|z| > 0
for every z ∈ C ′0 with |z| > R˜′ . For any point z ∈ A4, 5 , one can check from (5.2)
that Ω′0 may be written as
dz1 ∧ dz2 ∧ dz3
4(λ5 − λ4)z4z5
∣∣∣∣
C0
(5.26)
in a neighbourhood of z and that Ω′ may be written as
dz1 ∧ dz2 ∧ dz3
4(λ5 − λ4)z4z5
∣∣∣∣
C1
(5.27)
in a neighbourhood of Φ(z) . This expression for Ω′ in particular tells us that Φ∗(Ω′)
may be realised as
d(z1 + (α(z) + λˉ1β(z))zˉ1) ∧ d(z2 + (α(z) + λˉ2β(z))zˉ2) ∧ d(z3 + (α(z) + λˉ3β(z))zˉ3)
4(λ5 − λ4)(z4 + (α(z) + λˉ1β(z))zˉ4)(z5 + (α(z) + λˉ1β(z))wˉ5)
∣∣∣∣
C′0
in a neighbourhood of z ∈ A4, 5 . As a consequence, we are able to deduce from our
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preliminary estimates that on A4, 5 ,
Φ∗(Ω′) =
=
d(z1 + (α(z) + λˉ1β(z))zˉ1) ∧ d(z2 + (α(z) + λˉ2β(z))zˉ2) ∧ d(z3 + (α(z) + λˉ3β(z))zˉ3)
4(λ5 − λ4)z4z5(1 + (α(z) + λˉ1β(z)) zˉ4z4 )(1 + (α(z) + λˉ1β(z)) zˉ5z5 )
∣∣∣∣∣
C′0
=
(dz1 +O(r
−4)) ∧ (dz2 +O(r−4)) ∧ (dz3 +O(r−4))
4(λ5 − λ4)z4z5(1 +O(r−6))2
∣∣∣∣
C0
= (1 +O(r−6))−2(Ω′0 +O(|z4|−1|z5|−1)O(r2r2r−4))
= (1 +O(r−6))(Ω′0 +O(|z|−2)O(1)) since |z4|, |z5| >
|z|
5
,
= (1 +O(r−6))(Ω′0 +O(r
−6))
= Ω′0 +O(r
−6)
with g′0 -derivatives. If one instead considers the open set
Ai, j := {(z1, . . . , z5) ∈ C ′0 : |zi|, |zj | >
|z|
5
> R˜′},
where {i, j} 6= {4, 5} and i 6= j , then the conclusion of the computation above still
applies. We can therefore assert that Φ∗(Ω′) − Ω′0 = O(r−6) with g′0 -derivatives on
each Ai, j . Now, for any point z = (z1, . . . , z5) ∈ C ′0\{0} , one can show, using the
triangle inequality and the fact that z is a zero of a quadratic polynomial, that at
least two of its components zi and zj satisfy |zi|, |zj | > |z|5 for i 6= j . Hence, we
arrive at the following proposition.
Proposition 5.3.2. Let (C ′0, g′0) be the Calabi-Yau cone{
(z0, . . . , z5) ∈ C5 :
5∑
i=1
z2i = 0 and
5∑
i=1
λiz
2
i = 0
}
in C5 with holomorphic volume form Ω′0 , and let C ′1 be the affine variety{
(z0, . . . , z5) ∈ C5 :
5∑
i=1
z2i = 1 and
5∑
i=1
λiz
2
i = 1
}
in C5 with holomorphic volume form Ω′ , both Ω′0 and Ω′ being given by (5.2). Then
there exists a compact subset K ′0 ⊂ C ′0 containing the apex of the cone in its interior,
a compact subset K ′1 ⊂ C ′1 , and a diffeomorphism Φ : C ′0\K ′0 −→ C ′1\K ′1 , such that
|∇′k0 (Φ∗(Ω′)− Ω′0)|g′0 = O(r−6−k) for all k ≥ 0 .
Here, ∇′0 is the Levi-Civita connection of g′0 and r is the radial coordinate of the
cone (C ′0, g′0) .
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5.3.5 AC Calabi-Yau metrics on the smoothing of the com-
plete intersection of two quadric cones in C5
Applying Theorem 4.2.1 to this last proposition yields the following corollary.
Corollary 5.3.3. With the notation as in Proposition 5.3.2, there exists an AC
Calabi-Yau metric on C ′1 with rate −6+ δ for any δ > 0 modelled on the Calabi-Yau
cone (C ′0, Ω′0, cg′0) for some c > 0 .
One can check that the rate of convergence of the AC Calabi-Yau metric on C ′1
we acquire from Theorem 4.3.1 is −3. Once again, this rate is slower than that as
computed using the methods outlined here.
5.4 Example 3: The smoothing of the quadric cone∑n+1
i=1 z
2
i = 0 in Cn+1
Let C˜n0 be the quadric cone{
(z1, . . . , zn+1) ∈ Cn+1 :
n+1∑
i=1
z2i = 0
}
in Cn+1 and let Ω˜0 be the holomorphic volume form on C˜n0 given by (5.2). Mak-
ing use of the Calabi ansatz and the fact that C˜n0 is canonically isomorphic to the
blowdown of the zero section of the total space of the restriction of the line bundle
OPn(−1) to the Ka¨hler-Einstein Fano manifold{
[z1, . . . , zn+1] ∈ Pn :
n+1∑
i=1
z2i = 0
}
in Pn , it can be shown (as we have done for our previous examples) that C˜n0 admits a
Ricci-flat Ka¨hler cone metric g˜0 such that the pair (Ω˜0, g˜0) constitutes a Calabi-Yau
cone structure on C˜n0 .
The smoothing of the Calabi-Yau cone (C˜n0 , Ω˜0, g˜0) that we consider here is the
affine variety C˜n1 in Cn+1 defined by
C˜n1 :=
{
(z1, . . . , zn+1) ∈ Cn+1 :
n+1∑
i=1
z2i = 1
}
,
together with its associated holomorphic volume form from (5.2). Now, the variety
C˜n1 is diffeomorphic to T
∗Sn [96], a manifold which is already known to admit an
AC Ricci-flat Ka¨hler metric through the work of Stenzel [95, §7]. However, using the
methods developed in this chapter, we can also show that C˜n1 admits an AC Ricci-
flat Ka¨hler metric. Moreover, we are able to specify the rate of convergence of our
Ricci-flat Ka¨hler metric on C˜n1 to its conical model. Without going into the details
of the proof (as they follow along the same lines of the two previous examples), we
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record this result here.
Theorem 5.4.1. C˜n1 admits an AC Calabi-Yau metric with rate{
−4 + δ for any δ > 0 if n = 2
2−2n
n−2 otherwise
modelled on the Calabi-Yau cone (C˜n0 , Ω˜0, cg˜0) for some c > 0 .
It is unknown whether or not the AC Calabi-Yau metrics of this theorem coincide
with those that have been constructed by Stenzel.
Observe that for n = 2 and n = 3, the rates given by this theorem are −4 + δ
for any δ > 0 and −3 respectively. The significance of these figures is that the
Eguchi-Hanson metric [27] on T ∗S2 is known to be AC at rate −4 whereas the Ricci-
flat metric on T ∗S3 obtained by Candelas et al. in [20] is known to be AC at rate
−3. (Note that both these metrics coincide with those obtained by Stenzel in the
appropriate dimensions).
5.5 Deformations of compact Calabi-Yau 3-folds with
conical singularities
As promised, we relate the examples discussed in this chapter to the work of Chan
[22] on deforming compact Calabi-Yau 3-folds. In order to state Chan’s result, we
must introduce some of his terminology. We begin with a definition of what it means
to say that a manifold is a “Calabi-Yau 3-fold”.
Definition 5.5.1 ([22, Defn. 2.1]). A Calabi-Yau 3-fold is a Ka¨hler manifold
(M, J, g) of complex dimension 3 with complex structure J and Ka¨hler metric g , en-
dowed with a covariantly constant holomorphic volume form Ω such that it satisfies
ω3 = 3i4 Ω ∧ Ωˉ , where ω is the Ka¨hler form of g . We say that (J, ω, Ω) consti-
tutes a Calabi-Yau structure on M and write a Calabi-Yau manifold as a quadruple
(M, J, ω, Ω) .
It is clear from the definition that Calabi-Yau 3-folds are Ricci-flat and have trivial
canonical bundle.
Next we define Calabi-Yau 3-folds with finitely many conical singularities.
Definition 5.5.2 ([22, Defn. 2.8]). Let (M0, J0, ω0, Ω0) be a singular Calabi-Yau
3 -fold with isolated singularities x1, . . . , xn ∈ M0 , and no other singularities. We
say that M0 is a Calabi-Yau 3-fold with conical singularities xi for i = 1, . . . , n
with rate ν > 0 modelled on Calabi-Yau cones (Ci, JCi , ωCi , ΩCi) if there exists a
small  > 0 , a small open neighbourhood Si of xi in M0 , and a diffeomorphism
Φi : Γi × (0, ) −→ Si\{xi} for each i such that
|∇k(Φ∗i (ω0)− ωCi)|gCi = O(rν−ki ), and
|∇k(Φ∗i (Ω0)− ΩCi |gCi = O(rν−ki ) as ri −→ 0 and for all k ≥ 0.
(5.28)
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Here Γi is the base of the cone Ci and ri is the radius coordinate on Ci . Moreover,
∇ and | ∙ |gCi are computed using the cone metric gCi .
We remark that similar asymptotic conditions exist on the metrics and on the complex
structures associated to the Calabi-Yau structures above. We also remark that, as of
yet, no compact examples of singular Calabi-Yau 3-folds fulfilling this definition are
known in the literature.
The particular instance of Chan’s theorem that is relevant to our context can be
stated as follows.
Theorem 5.5.3 ([22, Thm. 5.2]). Let (M0, J0, ω0, Ω0) be a compact Calabi-Yau
3 -fold with conical singularities xi with rate ν > 0 modelled on Calabi-Yau cones
(Ci, JCi , ωCi , ΩCi) for i = 1, . . . , n , and suppose that, for each i = 1, . . . , n , there
exists an AC Calabi-Yau 3 -fold (Yi, JYi , ωYi , ΩYi) with rate λi < −3 modelled on the
Calabi-Yau cone (Ci, JCi , ωCi , ΩCi) . If, for each i = 1, . . . , n , the complex cone Ci
is smoothable and each Yi is a particular smoothing of Ci , then there is a deformation
of M0 which smooths all its singular points.
A “deformation” of M0 here is a smooth Calabi-Yau 3-fold whose underlying complex
space is a smoothing of the underlying complex space of M0 and whose Calabi-Yau
structure is “close” in an appropriate sense to that on M0 in the regions where the
underlying complex space of M0 has been smoothed. For a more precise definition,
we refer the reader to the original article of Chan.
In light of Corollary 5.2.5 and Corollary 5.3.3, we obtain the following corollary
of Chan’s theorem.
Corollary 5.5.4. Let (C0, Ω0, g0) be the Calabi-Yau cone from Propostion 5.2.4
whose underlying complex space is the cubic cone
∑4
i=1 z
3
i = 0 in C4 , and let
(C ′0, Ω′0, g′0) be the Calabi-Yau cone from Proposition 5.3.2 whose underlying com-
plex space is the complete intersection of two quadric cones in C5 . If (M, ω, Ω) is
a compact Calabi-Yau 3 -fold with conical singularities xi with rate ν > 0 modelled
on (possible rescalings of) these Calabi-Yau cones, then there is a deformation of M0
which smooths all its singular points.
Recalling the rates of convergence of the AC Calabi-Yau metrics and associated holo-
morphic volume forms on the smoothing of the cubic cone C0 in C4 and on the
smoothing of the complete intersection of two quadric cones in C5 given to us by
Corollary 4.3.1, notice that they do not suffice to deduce this corollary from Theorem
5.5.3. This in some way justifies the extra computations that we have undertaken in
this chapter.
As we have already highlighted, Corollary 5.5.4 is consistent with the deformation
theory of Gross [48] for singular compact Calabi-Yau 3-folds. Let us next explain
precisely how.
In [48, Thm. 3.8], Gross establishes, using purely algebraic-geometric methods,
the fact that the underlying complex space of any singular compact Calabi-Yau 3-fold
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can be smoothed, under the assumption that all the singularities of the underlying
complex space are isolated complete intersection singularities and are not ordinary
double points, that is, modelled on the conifold. (Note that, unlike Chan, Gross
makes no metric assumption on the underlying complex space of the singular Calabi-
Yau 3-fold in question. This is reflected by the fact that, again, unlike Chan, Gross
says nothing about what the Calabi-Yau structure looks like on the smoothing). Even
though there are no examples of compact Calabi-Yau 3-folds with conical singularities
in the literature, if we assume that
(†) every compact Calabi-Yau 3-fold whose underlying complex space has singular-
ities modelled on the cubic cone C0 in C4 , or on the complete intersection of
two quadric cones in C5 , can be endowed with a Calabi-Yau structure so that
it becomes a compact Calabi-Yau 3-fold with conical singularities modelled on
the Calabi-Yau cones associated to the aforementioned affine varieties by the
Calabi ansatz,
then Corollary 5.5.4 not only tells us that the underlying complex space of such a
Calabi-Yau 3-fold admits a smoothing, it also tells us what the Calabi-Yau structure
on the smoothing looks like in the regions where the singular points of the underlying
complex space have been smoothed. In particular, under assumption (†) , we recover,
through Corollary 5.5.4, what is known in [48] about smoothing the underlying com-
plex spaces of the singular compact Calabi-Yau 3-folds in question in (†) . This is
the manner in which Corollary 5.5.4 is consistent with the work of Gross.
Consider now a compact Ka¨hler manifold M of complex dimension 3 with isolated
singularities modelled on the cubic cone C0 in C4 or on the complete intersection of
two quadric cones in C5 . Suppose that the dualising sheaf of M is trivial and that
M admits a holomorphic volume form Ω on its smooth locus that satisfies the second
relation of (5.28) with respect to the Calabi-Yau cone structures, given by the Calabi
ansatz, on the aforementioned affine varieties. Then, under these assumptions, it is
known that M admits a Ricci-flat Ka¨hler metric g on its smooth locus [31, Thm.
7.5]. It is not so clear however what this metric looks like in a neighbourhood of
the singularities of M . One would suspect that the collection (M, Ω, g) comprises a
Calabi-Yau 3-fold with conical singularities modelled on the obvious choice of Calabi-
Yau cones. What we have just ascertained from our previous discussion is that at
least a necessary condition for this to be true is satisfied.
Finally, we remark that, in the literature, it is well-documented that there are
cohomological obstructions to being able to smooth the underlying complex space of
a compact Calabi-Yau 3-fold with conical singularities modelled on the Calabi-Yau
cone associated to the conifold by the Calabi ansatz [33, Cor. 8.8]. In light of Theorem
5.5.3, this is down to the fact that the smoothing of the conifold, namely T ∗S3 , is an
AC Calabi-Yau manifold with rate equal to −3. Correspondingly, the fact that the
underlying complex space of a compact Calabi-Yau 3-fold with conical singularities
modelled on the Calabi ansatz Calabi-Yau cones associated to the cubic cone C0 in
C4 and to the complete intersection of two quadric cones in C5 is smoothable is
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reflected by the fact that these aforementioned Calabi-Yau cones admit smoothings
which are AC Calabi-Yau manifolds with rate strictly less than −3.
159

Appendix A
Elements of Analytic
Geometry
In the first part of this appendix, we collect together all the necessary facts from
complex analytic geometry that we have used, in particular in the proof of Proposition
4.2.2. Our treatment here is taken from [8] and [74, App. B] among other sources.
A.1 Some aspects of complex analytic geometry
This section comprises of some of the main definitions in the theory of complex an-
alytic spaces. We begin with some preliminary definitions concerning sheaves before
we introduce the necessary concepts required for the definition of a complex space.
This will involve defining ringed spaces and C -ringed spaces, as well as saying what
we mean by morphisms between such spaces. After giving the definition of a complex
space, we define some more of the common terms used in complex analytic geometry.
We then conclude with a statement of a particular case of Remmert’s proper map-
ping theorem. Note that our convention here is to denote the stalk of a sheaf F on
a topological space X at a point x ∈ X by Fx .
We have the following definitions.
Definition A.1.1. Let F and G be sheaves on a topological space X . We define
the direct sum of F and G , denoted F ⊕ G , by the pre-sheaf
U −→ (F ⊕ G)(U) := F(U)⊕ G(U).
F ⊕ G , so defined, is clearly a sheaf. We also define Fp , for p ≥ 0, by the sheaf
U −→ Fp(U) := F(U)⊕ ∙ ∙ ∙ ⊕ F(U)︸ ︷︷ ︸
p -terms
.
Fp is called the direct sum of F (p -times).
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The stalk of the sheaf Fp at x ∈ X is clearly
Fpx := Fx ⊕ . . .⊕Fx︸ ︷︷ ︸
p -times
.
Definition A.1.2 ([50, p.109]). Let A be a sheaf of rings on a topological space X .
A sheaf of A -modules (or simply an A -sheaf ) on X is a sheaf of abelian groups F on
X such that for each open set U ⊆ X , the group F(U) is an A(U) -module, and for
each inclusion of open sets V ⊆ U , the restriction homomorphism F(U) −→ F(V ) is
compatible with the module structures via the ring homomorphism A(U) −→ A(V ) .
Note that any direct sum of A -modules is again an A -module.
Definition A.1.3. Let F be a sheaf on a topological space X , and let s ∈ F(U)
be a section over an open set U . The support of s , denoted Supp s , is defined to be
{p ∈ U : sp 6= 0} , where sp denotes the germ of s is the stalk Fp . We define the
support of F , SuppF , to be {p ∈ X : Fp 6= 0} .
Definition A.1.4 ([50, p.65]). Let f : X −→ Y be a continuous map of topological
spaces. For any sheaf F on X , we define the direct image sheaf f∗F on Y by
(f∗F)(V ) = F(f−1(V )) for any open set V ⊆ Y .
Note that f∗ here is a covariant functor from the category of sheaves on X to the
category of sheaves on Y , with the map on morphisms the obvious one.
A topological space X together with a sheaf A = AX of rings on X is called
a ringed space. We write (X, AX) or just X and call A the structure sheaf of
X . Sometimes we write |X| for the underlying topological space. We denote by
R := X × C the constant sheaf C on X . If A is a R -module, we call A a sheaf of
C -algebras. In important cases R is a submodule of A and 1x ∈ Rx = C is the unit
element of Ax . For such sheaves we identify C.1x ⊂ Ax with C . If, moreover, every
stalk Ax is a local ring with (unique) maximal ideal m(Ax) such that Ax = C⊕m(Ax)
as C -vector spaces, we call A a sheaf of local C -algebras. A ringed space (X, A)
with a structure sheaf of local C -algebras is called a C -ringed space.
A morphism (f, f˜) : (X, AX) −→ (Y, AY ) of C -ringed spaces consists of a
continuous map f : X −→ Y together with a C -algebra lifting homomorphism
f˜ : AY −→ f∗AX , i.e., a family {f˜V : AY (V ) −→ AX(f−1(V )), V open in Y } of
C -algebra homomorphisms commuting with restrictions in AY and AX . (Note that
f∗(AX) may not be a sheaf of local C -algebras). We often write f : X −→ Y for such
morphisms. A morphism (f, f˜) is an isomorphism of C -ringed spaces if and only if
f is a homeomorphism of the underlying topological spaces and f˜ is an isomorphism
of sheaves.
Example If (X, AX) is a C -ringed space and if U is open in X , then (U, AX |U )
is a C -ringed space. The inclusion ı : U −→ X induces a C -algebra homomorphism
ı˜ : AX −→ ı∗(AX |U ) (which is the identity on U , the zero map outside of U , and may
behave badly on ∂U ). The space (U, AX |U ) , together with the inclusion morphism
(ı, ı˜) is called an open C -ringed subspace of (X, AX) .
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Definition A.1.5. Let X be a complex manifold and OX be the sheaf of holo-
morphic functions on X . We say A ⊂ X is an analytic subset of X if for any
x ∈ A there exists an open neighbourhood Ux of x in X and holomorphic functions
f1, . . . , fk ∈ OX(Ux) on Ux such that A ∩ Ux = {y ∈ Ux : f1(y) = ∙ ∙ ∙ = fk(y) = 0} .
A point x ∈ A is called a regular point if there exists an open neighbourhood Ux of
x such that A ∩ Ux is a complex submanifold of X . The set of regular points of A
is denoted by Areg . A point x ∈ A is a singular point of A if it is not regular; we
denote Asing = A\Areg . A is said to be irreducible if A can not be written as the
union of two analytic subsets A1, A2 with A1, A2 6= A .
A ⊂ X is called an analytic hypersurface if A is locally the zero locus of a single
non-zero holomorphic function g .
Take finitely many holomorphic functions f1, . . . , fk on an open set V in Cn and
form their ideal sheaf I := IV := OV f1 + . . . + OV fk ⊂ OV . The quotient sheaf
OV /IV is a sheaf of rings on V . Put
A := Supp(OV /IV ) = {x ∈ V : IV, x 6= OV, x}, OA := (OV /IV )|A.
Clearly A is the set N(I) := N(f1, . . . , fk) = {x ∈ V : f1(x) = . . . = fk(x) = 0}
of common zeros of f1, . . . , fk in V and, moreover, closed in V . The sheaf OA is a
sheaf of local C -algebras on A , hence (A, OA) is a C -ringed space. We call (A, OA)
a local model.
The definition of a complex space can now be given as follows.
Definition A.1.6 (complex spaces). A C -ringed space (X, OX) is called a complex
space, if X is a Hausdorff space and if every point of X has an open neighbourhood
U such that the open C -ringed subspace (U, OX |U ) of (X, OX) is isomorphic to a
complex model space.
A complex space is called reduced if its local models are of the form (A, (OV /IA)|A) ,
where A is an analytic subset of V ⊂ Cn and IA ⊂ OV is the sheaf of all holomor-
phic functions which vanish on A . A section of the sheaf OX is called a holomorphic
function.
We will usually denote a complex space (X,OX) simply by X .
A subset A of X is called analytic at x ∈ X if there exists a neighbourhood U
of X and finitely many functions f1, . . . , fk ∈ OX(U) such that A ∩ U = {x ∈ U :
f1(x) = . . . = fk(x) = 0} . If A is analytic at all points of X we call A an analytic
set in X ; such sets are always closed in X .
We denote by Xreg the set of regular or smooth points of X , i.e., points at which
the stalk of the structure sheaf is isomorphic to the ring C{z1, . . . , zn} of convergent
power series around 0 ∈ Cn for some n . (Here, (z1, . . . , zn) are complex coordinates
on Cn ). The other points of X are called singular, and the set of such points is
denoted by Xsing or S(X) . A complex manifold is a smooth reduced complex space.
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For any complex space X , the singular locus Xsing is an analytic subset of X [44,
Prop. 10.24, p.65].
The embedding dimension emdimxX of a complex analytic space (X, OX) at the
point x ∈ X is the least possible number n such that (X, OX) , in a neighbourhood
of x , is isomorphic to a local model in Cn . If mx is the maximal ideal of OX, x , then
the vector space T ∗x (X) = mx/m2x is called the Zariski cotangent space to X at x .
The (complex) dimension of this vector space is equal to the embedding dimension of
X at x [44, (4.6)]. By definition, the embedding dimension at a point in a complex
space X is always finite. It is clearly also locally constant on the open set Xreg .
Moreover, one can show that it is upper semi-continuous on X [44, p.65].
We use morphisms between C -ringed spaces to define the notion of a holomorphic
map between complex spaces.
Definition A.1.7 (holomorphic map). If (X,OX) and (Y,OY ) are arbitrary com-
plex spaces, a morphism (resp. isomorphism) ϕ : X −→ Y of C -ringed spaces is
called a holomorphic (resp. biholomorphic) map. A holomorphic map ϕ : X −→ Y
is called proper if the pre-image of any compact set is a compact set. A holomorphic
map ϕ : X −→ Y is called finite if it is proper and each point x ∈ X is isolated in
ϕ−1(ϕ(x)) .
A holomorphic map f : X −→ Y is called a (closed or proper) embedding if f is
proper, injective, and has the following property: for all x ∈ X and h ∈ OX, x , there
exists h˜ ∈ OY, f(x) such that h = h˜ ◦ f , i.e., the induced map f : OY, y −→ (f∗OX)y
on stalks is surjective for every y in the image of f . When X and Y are manifolds,
this latter condition means simply that the derivative of f has maximum rank at
every point of X .
Observe that if f : X −→ Y is an embedding, then the stalk at a point y ∈ Y
of the direct image of any OX -sheaf on X can be realised in a natural way as an
OY, y -module via the induced map f : OY, y −→ (f∗OX)y .
We close this section with a statement of a special case of Remmert’s proper
mapping theorem.
Theorem A.1.8 ([8, Thm. 1.1, p.5] with Y = Cn ). Let X be a complex space and
π : X −→ Cn a proper holomorphic map. Then π(X) is an analytic subset of Cn .
Before we state any more theorems concerning complex spaces, we must take a short
digression on sheaf theory.
A.2 Some sheaf theory
A.2.1 Coherent analytic sheaves
The definition of an analytic sheaf is as follows.
Definition A.2.1. Let (X, OX) be a complex space. Then a sheaf of OX -modules
is called an analytic sheaf.
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The most elementary example of an analytic sheaf on a complex space is its structure
sheaf. Also, if (f, f˜) : (X, OX) −→ (Y, OY ) is a morphism of complex spaces, the
direct image of any analytic sheaf on X is an analytic sheaf on Y through the map
f˜ : OY −→ f∗OX .
We also have the definition of a coherent sheaf.
Definition A.2.2 ([44, §6, p.40]). Let (X, A) be a ringed space and let F be an
A -sheaf on X .
(a) F is called finite if every point of X has a neighbourhood U such that F|U is
generated by finitely many sections of F(U) , i.e., there exists sections s1, . . . , sp ∈
F(U) such that the germs s1y, . . . , spy generate the stalk Fy (as an Ay -module)
for any y ∈ U .
(b) F is called relationally finite if for every open set U in X and for every finite
set s1, . . . , sp ∈ F(U) , the sheaf of relations
Rel(s1, . . . , sp) :=
⋃
x∈U
{
(a1x, . . . , apx) ∈ Apx :
p∑
i=1
aixsix = 0
}
is finite on U .
(c) F is called coherent if it is both finite and relationally finite.
If the structure sheaf A in this definition happens to be coherent, then there exists
an alternative formulation for what it means for an A -sheaf to be coherent.
Lemma A.2.3 ([44, (6.8), p.42]). Let (X, A) be a ringed space and suppose that A is
coherent. An A -sheaf F on X is coherent if for each x ∈ X there is a neighbourhood
U of X such that there is an exact sequence of sheaves over U ,
Ap|U −→ Aq|U −→ F|U −→ 0,
for some p and q .
An example of a coherent sheaf is the structure sheaf of a complex space as the next
theorem, due to Oka, states.
Theorem A.2.4 ([44, Thm. 7.4, p.45] – Oka’s coherence theorem). The structure
sheaf OX of every complex space X is coherent.
It follows that the structure sheaf of a complex space is a coherent analytic sheaf.
Let us now introduce higher direct image sheaves.
Definition A.2.5. Let f : X −→ Y be a continuous map of topological spaces, and
let F be a sheaf on X . The i -th direct image of the sheaf F under the mapping f
is the sheaf Ri∗f(F) on Y associated to the presheaf U 7−→ Hi(f−1(U), F) for U
an open set in Y .
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When i = 0, we retrieve the direct image sheaf defined above. With regard their
coherence, we have the following theorem of Grauert.
Theorem A.2.6 (Grauert’s direct image theorem). Let π : X −→ Y be a proper
holomorphic map between the complex spaces X and Y . Let F be a coherent analytic
sheaf on X . Then, for any q ≥ 0 , the q -th direct image Rqπ∗(F) is a coherent
analytic sheaf on Y .
This theorem in particular applies to the structure sheaf of a complex space.
A.2.2 Cohomology with supports
The following facts are quoted from [50, p.212].
Let X be a topological space, let Y be a closed subset, and let F be a sheaf of
abelian groups. Let ΓY (X, F) denote the group of sections of F with support in Y .
The functor ΓY (X, ∙) is a left exact functor from the category of sheaves of abelian
groups on X to the category of abelian groups. We denote the right derived functors
of ΓY (X, ∙) by HiY (X, ∙) . They are the cohomology groups of X with supports in
Y , and coefficients in a given sheaf.
To compute the cohomology of F with support in Z , we take an injective res-
olution of F , apply ΓZ(X, ∙) = H0Z(X, ∙) , and take cohomology. Flasque sheaves
are acyclic for ΓK(X, ∙) , therefore one may alternatively use a flasque resolution to
compute this cohomology.
If U = X\Y , then there exists a long exact sequence of cohomology groups
0 −→ H0Y (X, F) −→ H0(X, F) −→ H0(U, F|U ) −→
−→ H1Y (X, F) −→ H1(X, F) −→ H1(U, F|U ) −→
−→ H2Y (X, F) −→ . . .
(A.1)
Recall that a function between topological spaces is closed if it maps closed sets
to closed sets. We have the following lemma.
Lemma A.2.7 ([7, Cor. 1.20(ii), p.23]). Suppose that f : X −→ Y is a continuous
closed injective map between two Hausdorff topological spaces X and Y . Then the
functor f∗ : Ab(X) −→ Ab(Y ) , from the category Ab(X)of abelian groups on X
to the category Ab(Y ) of abelian groups on Y , is exact.
We use this to prove:
Corollary A.2.8. Under the same assumptions as in Lemma A.2.7, suppose that
F ∈ Ab(X) and K is a compact subset of X . Then the canonical morphism
H•f(K)(Y, f∗F) −→ H•K(X, F) is bijective.
Proof. To compute the groups H•K(X, F) , one takes an injective resolution F −→ I•
of F , applies ΓK(X, ∙) , and takes cohomology. Since the functor f∗ is exact by
Lemma A.2.7, we know that f∗F −→ f∗(I•) is a resolution of f∗F . Furthermore,
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the resolution F −→ I• , being injective, is also flasque [50, Lemma 2.4, p.207], a
property that is preserved under the direct image [50, p.67]. As a result, we see that
f∗F −→ f∗(I•) is actually a flasque resolution of f∗F . The groups H•f(K)(Y, f∗F)
may therefore be computed by applying Γf(K)(Y, ∙) to this resolution and taking
cohomology. The conclusion now follows from the equality
Γf(K)(Y, f∗F) = ΓK(X, F).
We next wish to identify a class of functions and spaces to which Corollary A.2.8
applies. To do this, we must make a definition.
Definition A.2.9 ([71, p.120]). A topological space X is said to be compactly
generated if it has the following property: if A is any subset of X whose intersection
with each compact subset K ⊆ X is closed in K , then A is closed in X .
Examples of compactly generated spaces are abundant, as the next lemma shows.
Lemma A.2.10 ([71, Lemma 4.94]). First countable spaces and locally compact
spaces are compactly generated. In particular, all metric spaces and manifolds are
compactly generated.
Observe that in the hypothesis of Corollary A.2.8, the function f must be closed.
As it turns out, proper continuous maps whose codomain is compactly generated are
closed.
Theorem A.2.11 ([71, Thm. 4.95] – proper continuous maps are closed). Suppose X
is any topological space, Y is a compactly generated Hausdorff space, and F : X −→ Y
is a proper continuous map. Then F is a closed map.
These two preceding results, combined with Corollary A.2.8, yield the following im-
portant corollary.
Corollary A.2.12. Let f : X −→ Y be a proper continuous injective map between
a Hausdorff topological space X and a manifold Y . If F ∈ Ab(X) and K is a
compact subset of X , then the canonical morphism H•f(K)(Y, f∗F) −→ H•K(X, F) is
bijective.
A.3 Singularities of complex spaces
A.3.1 Normal singularities
We begin with an appropriate definition of a normal complex space. Part of the
definition includes the fact that the complex space is reduced.
Definition A.3.1 ([44, Lemma 13.10]). Let (X, OX) be a reduced complex space
and let S(X) be the singular set of X . We say that X is normal if and only if for
every open set U in X , every bounded holomorphic function in U\S(X) extends
uniquely to a holomorphic function on U .
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In particular, complex manifolds are normal complex spaces. It can also be shown,
using Serre’s criterion for normality [50, Thm. 8.22A, p.185], that an affine complete
intersection with singularities of codimension at least two is normal.
The next lemma follows from our definition of normality.
Lemma A.3.2 ([44, Lemma 13.10(ii)]). Suppose that (X, OX) is a normal complex
space (hence reduced) with singular set S(X) . Then for every open set U in X , the
restriction map OX(U) −→ OX(U\S(X)) is surjective.
A final property of normal complex spaces we mention concerns the dimension of their
singular locus.
Lemma A.3.3 ([44, (13.2), p.80]). The singular locus S(X) of every normal complex
space X has codimension 2 .
A.3.2 Cohen-Macaulay singularities
Homological codimension
Let A be a Noetherian local ring with maximal ideal m and let M 6= 0 be an A -
module of finite type. A finite sequence (a1, . . . , aq) , ai ∈ m , is called an M -sequence
if ai is not a zero divisor in M/(a1M + ∙ ∙ ∙+ ai−1M) , 1 ≤ i ≤ q . Such a sequence is
called maximal if there is no M -sequence (a1, . . . , aq, a) . It is well-known that every
M -sequence can be extended to a maximal M -sequence, and that two maximal M -
sequences have the same length, that is, the same number of elements. The length of
a maximal M -sequence is called the homological codimension of M and is denoted
by codhAM . In the case M = 0, we put codhAM := ∞ . Quite often codhAM is
called the depth or profendeur of M .
Now if (X, OX) is a complex space, then the stalks OX, x of the structure sheaf,
as quotients of Noetherian rings, are themselves Noetherian. This observation allows
us to make the following definition.
Definition A.3.4 ([94, Defn. 1.7]). Let (X, OX) be a complex space and F a
coherent analytic sheaf on X . For x ∈ X , we define
codhx F =
{
∞ if Fx = 0
codhOX, x Fx if Fx 6= 0
and define
codhF = inf
x∈X
codhx F .
It is important to note that the function x 7−→ codhx F is lower semi-continuous for
any coherent analytic sheaf F on a complex space X .
Theorem A.3.5 ([44, Thm. 11.6, p.68]). Let F be a coherent analytic sheaf on a
complex space X . The function X −→ N ∪ {∞} , x 7−→ codhx F is lower semi-
continuous.
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We also remark that if f : X −→ Y is a proper embedding, then there exists a
relationship between codhx F and codhf(x) f∗F .
Lemma A.3.6. Let f : X −→ Y be a proper embedding between two complex
spaces X and Y and let F be a coherent analytic sheaf on X . Then codhx F =
codhf(x) f∗F for every x ∈ X . Explicitly, this reads as
codhOX, x Fx = codhOY, f(x)(f∗F)f(x)
at points x ∈ X where Fx 6= 0 .
To prove this lemma, we need an auxiliary result, namely
Lemma A.3.7 ([44, p.66]). Let A −→ B be a finite morphism. Then for every
finite B -module M , the B -module and the A -module have the same homological
codimension.
The proof of Lemma A.3.6 can now be given as follows.
Proof of Lemma A.3.6. First note that by Oka’s coherence theorem, OX is a coherent
analytic sheaf on X . It thus follows from the coherency of F and OX that for each
y ∈ Y , (f∗F)y and (f∗OX)y are finitely generated modules over (f∗OX)y . Also
observe that, by Grauert’s direct image theorem, f∗F is indeed a coherent analytic
sheaf on Y .
If Fx = 0 for some x ∈ X , then the conclusion is obvious. So let x ∈ X be a
point where Fx 6= 0 and set y := f(x) . Then
codhOX, x Fx = codh(f∗OX)y (f∗F)y. (A.2)
Since f is an embedding, it induces a surjective map f : OY, y −→ (f∗OX)y . Viewing
(f∗OX)y as an OY, y -module through this map, we can infer from its surjectivity and
from the fact that (f∗OX)y is a finitely generated (f∗OX)y -module that (f∗OX)y
is a finitely generated OY, y -module. Accordingly, we deduce that the induced map
f on stalks is a finite map so that Lemma A.3.7 applies. This lemma tells us that
codh(f∗OX)y (f∗F)y = codhOY, y (f∗F)y , an equality that, combined with (A.2), yields
the result.
Analytic dimension
Let X be a complex space. Another number of interest to us is the analytic dimension
of X at a point [44, p.61]. It is defined as follows.
We write dimxX ≤ k if there are k functions f1, . . . , fk , holomorphic in a neigh-
bourhood U of x ∈ X , such that N(f1, . . . , fk) = {x ∈ U : f1(x) = . . . = fk(x) =
0} = {x} . We write dimxX = d , if dimxX ≤ d but not dimxX ≤ d − 1, and call
this number d ∈ N the (analytic) dimension of X at x . The global dimension of X
is defined by dimX := supx∈X dimxX ∈ N ∪ {∞} .
We have the following properties of dimxX .
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(a) dimxX = 0 if and only if x is an isolated point of X .
(b) dimxX ≤ d if X is a model space in a domain of Cd .
In addition, with regard to the embedding dimension emdimxX of X at x , we have
(c) emdimxX ≥ dimxX .
Now, both the notions of embedding dimension and analytic dimension coincide
at smooth points of X .
Proposition A.3.8 ([44, (10.20), p.65]). Let X be a complex space. A point x ∈ X
is smooth if and only if emdimxX = dimxX .
But, unlike the homological codimension, the function x 7−→ dimxX is upper semi-
continuous.
Proposition A.3.9 ([44, (10.1), p.61]). Let X be a complex space. The function
dimxX , x ∈ X , is upper-semicontinuous, i.e., dimxX ≤ dimpX for all points x
near by p .
Cohen-Macaulay spaces
Using the notions of homological codimension and analytic dimension, we can now
say what it means for a complex space to be Cohen-Macaulay.
Definition A.3.10 ([44, Defn. 5.3(1), p.133]). A complex space (X, OX) is called
Cohen-Macaulay (sometimes also the terminus “perfect” is used) if
codhxOX = dimxX
for every x ∈ X . More generally, X is said to be Cohen-Macaulay at x if codhxOX =
dimxX at x .
If x is a smooth point of X , then a neighbourhood of x is isomorphic to Cn for
some n and OX, x is isomorphic to Kn := C{z1, . . . , zn} . For this ring, we have
codhKn Kn = n [44, Lemma 11.1(1), p.67]. Also, by Proposition A.3.8, we know
that dimxX = emdimxX , and by definition of embedding dimension, we must have
emdimxX = n . It follows from these facts that any smooth point of a complex space
is necessarily Cohen-Macaulay. In particular, smooth manifolds are Cohen-Macaulay.
Using the fact that x 7−→ codhxOX is lower semi-continuous and x 7−→ dimxX
is upper semi-continuous on X , we obtain a useful lemma.
Lemma A.3.11 (cf. [44, Thm. 11.12, p.71]). Suppose that (X, Ox) is a Cohen-
Macaulay space. Then the functions x 7−→ codhxOX and x 7−→ dimxX are contin-
uous, hence locally constant, on X .
If X is Cohen-Macaulay, then the normality criterion on X has a relatively simple
formulation.
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Theorem A.3.12 ([44, Cor. 5.10, p.134]). Let X be a Cohen-Macaulay space. Then
X is normal if and only if the singularity set of X has codimension at least two in
X .
A.3.3 Rational singularities
Let us begin by stating precisely what we mean by a rational singularity.
Definition A.3.13 ([16, Defn. 1.1]). Let x be a point in a normal complex space
X . We say that x is a rational singular point if, given a resolution of singularities
π : Y −→ X in the sense of [54], we have the vanishing (Riπ∗OY )x = 0 for all i > 0.
Here, OY is the structure sheaf of Y .
It can be shown that a resolution Y always exists and that the condition on Riπ∗OY
is independent of the choice of Y . Thus, this definition makes sense.
Burns [16] has given an alternative characterisation of isolated rational singular
points without the need for a resolution.
Proposition A.3.14 ([16, Prop. 3.2]). Let X be a normal complex space, let x be an
isolated singular point of X , and let ω be a nowhere vanishing top degree holomorphic
form defined on a deleted neighbourhood of x ∈ X . Then x ∈ X is rational if and only
if ω is square integrable in a neighbourhood of x , i.e., if and only if
∫
U\{x} ω∧ ωˉ <∞
for U any sufficiently small relatively compact neighbourhood of x ∈ X .
As it turns out, a rational singularity on a normal complex space is necessarily Cohen-
Macaulay [32, Prop. 1.17].
A.4 1-convex manifolds and Stein spaces
We begin by clarifying what we mean by a positive (1, 1)-form on a complex manifold.
Definition A.4.1. Let ω : TX × TX −→ R be a real (1, 1)-form on a complex
manifold X . Then the following assertions are equivalent:
1. For all v ∈ TX , v 6= 0, we have ω(v, Jv) > 0 (resp. ≥ 0), where J is the
complex structure of X .
2. If ω has the local form ω = i2
∑
j, k hjk(z) dzj ∧ dzˉk , the Hermitian matrix
(hjk(z)) is positive definite (resp. positive semi-definite) for all z .
3. ω : T 1, 0X × T 0, 1X −→ C satisfies −iω(u, uˉ) > 0 (resp. ≥ 0) for all u ∈
T 1, 0X , u 6= 0.
If they are satisfied, ω is called (strictly) positive (resp. positive semi-definite). In
the case of a positive form, the conditions are also equivalent to
4. For every x ∈ X , ω = − Imhx , where hx is a Hermitian metric on TxX .
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With this, we are able to introduce the notion of an exhaustion function and of a
plurisubharmonic function.
Definition A.4.2. Let X be a complex manifold and let ϕ : X −→ [a, ∞) be a
smooth function for some a ∈ R . ϕ is called an exhaustion function for X if the
sublevel sets Xc = {ϕ < c} are relatively compact in X for all c > a . We call ϕ
plurisubharmonic if and only if the (1, 1)-form i∂∂ˉϕ is positive semi-definite on X .
If i∂∂ˉϕ is strictly positive, then we say that ϕ is strictly plurisubharmonic.
This leads on to the definition of a 1-convex manifold.
Definition A.4.3 ([2, p.235]). A complex manifold X is called 1 -convex if there
exists a smooth exhaustion function ϕ : X −→ [a, ∞) for X which is strictly plurisub-
harmonic outside a compact set (exceptional set) K ⊂ X .
We next wish to define Stein spaces. In order to do so, we require several more
definitions.
Definition A.4.4 ([45, p.108]). Let K be a subset of a complex space X . Set
Kˆ(X) := {x ∈ X : |f(x)| ≤ sup
y ∈K
|f(y)| for all f ∈ OX(X)}.
We call Kˆ(X) the holomorphic hull of K in X .
Definition A.4.5. Let X be a complex space. We say that:
(a) X is holomorphically separable if for any x, y ∈ X , x 6= y , there exists f ∈
OX(X) with f(x) 6= f(y) .
(b) X is holomorph-convex if the holomorphic hull Kˆ(X) of any compact subset
K of X is compact.
The definition of a Stein space can now be given as follows.
Definition A.4.6. A complex space X is called a Stein space if X is holomorphically
separable and holomorph-convex. A complex manifold is a Stein manifold if and only
if it is a Stein space.
Notice that condition (a) of Definition A.4.5 is automatically inherited by any open
subset of a Stein space. Because of this, an open subset of a Stein space is a Stein
space in its own right if and only if it is holomorph-convex. It also follows from the
definition that a Stein space has countable topology [40].
It is interesting to ask when we can embed Stein spaces into affine space Cn .
Theorem A.4.7 ([8, Thm. 3.1, p.15]). Let X be a Stein space of dimension n . If
there exists an integer m > n such that the embedding dimension at every point of
X is less than or equal to m , then X can be embedding properly in Cn+m .
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In particular, observe that Stein manifolds can always be realised as submanifolds of
affine space.
We introduce some more terminology.
Definition A.4.8. Let Y be an open subset of the Stein space X . We say that Y
is a Runge domain in X if for any compact subset K of Y , the set Kˆ(X) ∩ Y is
compact.
Note that if Y is Runge in X , then Y is a Stein space in its own right – see the
comments on [81, p.197].
Stein spaces possess the important property that the holomorphic hull of any
compact subset admits a fundamental system of Stein neighbourhoods, that is, a
fundamental system of open sets that are Stein spaces in their own right.
Lemma A.4.9 ([81, (1.1), p.197]). Let X be a Stein space and let K be a compact
subset. Then Kˆ(X) has a fundamental system of neighbourhoods which are Runge in
X. In particular, Kˆ(X) admits a fundamental system of Stein neighbourhoods.
Now let (X, OX) be a complex manifold which is second countable and let S be
a subset of X . We define O(S) , the algebra of holomorphic functions on S , as the
inductive limit
O(S) = ind lim S⊃U
U open
OX(U),
where U runs over all open subsets of X which contain S. We say that S is holomor-
phically convex in X [51] if every non-zero continuous homomorphism O(S) −→ C
is defined by evaluation on some point of the set S .
If X is a Stein manifold and S is an open subset of X , then it is well-known that
S is holomorphically convex if and only if S is Stein [87]. Thus, an open subset of
a Stein manifold is holomorph-convex if and only if it is holomorphically convex. A
property of compact subsets of complex manifolds that concerns us is the following.
Lemma A.4.10 ([51, Rem. (2), p.515]). Suppose K is a compact subset of a com-
plex manifold X with a fundamental system of Stein neighbourhoods. Then K is
holomorphically convex.
The converse to this statement need not hold. See the example due to Bjo¨rk [11].
From Lemma A.4.9, we obtain a corollary.
Corollary A.4.11. Suppose K is a compact subset of a Stein manifold X and Kˆ(X)
is compact. Then Kˆ(X) is holomorphically convex. In particular, if a compact subset
of a Stein manifold is equal to its own holomorphic hull, then it is holomorphically
convex.
Wemention an alternative characterisation of Stein manifolds, provided by Grauert
[41], in terms of plurisubharmonic functions.
Theorem A.4.12. A complex manifold is Stein if and only if it admits a smooth
strictly plurisubharmonic exhaustion function.
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We finish our discussion here with an important property of Stein spaces (in particular,
of Stein manifolds) contained within the so-called Theorem B of Cartan.
Theorem A.4.13 (Cartan’s Theorem B – cf. [93]). If F is a coherent analytic sheaf
on a Stein space X , then Hp(X, F) = 0 for p ≥ 1 .
A.5 Properties of the holomorphic hull
We have the following properties of the holomorphic hull of a set.
Lemma A.5.1. If V is an analytic subset of a Stein manifold X , then Vˆ (X) = V .
Proof. Trivially we have V ⊆ Vˆ (X) . In order to show the reverse inclusion, suppose
that z /∈ V . Then [56, Thm. 7.2.11] states that there exists a holomorphic function
f on X such that f(z) 6= 0, but f = 0 on V . It follows that z cannot lie in Vˆ (X)
and we are done.
Lemma A.5.2 ([45, p.109]). If K and L are subsets of a complex space X such
that K = Kˆ(X) and L = Lˆ(X) , then K ∩ L = K̂ ∩ L(X) .
Proof. Again, trivially we have K ∩ L ⊆ K̂ ∩ L(X) . Hence, it suffices to show that
K̂ ∩ L(X) ⊆ K ∩ L .
So suppose that z /∈ K . Then K = Kˆ(X) implies that there exists a holomor-
phic function g on X such that |g(z)| > supy ∈K |g(y)| . In particular, |g(z)| >
supy ∈K∩L |g(y)| , from which it follows that z /∈ K̂ ∩ L(X) . Similarly, if z /∈ L , then
z /∈ K̂ ∩ L(X) . The result of all of this is that K̂ ∩ L(X) ⊆ K and K̂ ∩ L(X) ⊆ L .
That is, K̂ ∩ L(X) ⊆ K ∩ L , as required.
Lemma A.5.3. If B is a convex compact subset of Cn , then Bˆ(Cn) = B .
Proof. Choosing f(z) := exp〈z, ζ〉 in the definition of Bˆ(Cn) , where 〈 , 〉 is the
standard Hermitian inner product on Cn and ζ ∈ Cn , shows that Bˆ(Cn) is con-
tained within the convex hull of B . Consequently, since B is convex, we must have
Bˆ(Cn) ⊆ B . The reverse inclusion is again obvious.
A.6 A vanishing theorem
We now state a vanishing theorem connecting many of the ideas we have introduced
thus far in this appendix. This theorem is key to the proof of Proposition 4.2.2.
Theorem A.6.1 ([7, Thm. 3.1, Chp. 1, §3]). If X is a Stein space, F a coherent
analytic sheaf on X , K a holomorphically convex compact subset and r ≥ 0 an
integer, then codhx F ≥ r + 1 for all x ∈ K if and only if HiK(X,F) = {0} for all
i ≤ r .
One is also referred to [83, Thm. 2.1] for another exposition of the proof of this
theorem.
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A.7 Crepant resolutions
As a final note, we clarify what we mean by a crepant resolution.
Definition A.7.1. Let X be a complex space with an isolated normal singularity
x ∈ X and suppose that the complex manifold X\{x} has trivial canonical bundle
KX\{x} . A crepant resolution of X is a pair (Y, π) consisting of a smooth complex
manifold Y with trivial canonical bundle, together with a proper map π : Y −→ X ,
such that the restriction
π|Y \π−1({x}) : Y \π−1({x}) −→ X\{x}
is a biholomorphism. We call the set π−1({x}) the exceptional set of the resolution.
A.8 Terminology for Appendix B
Here we introduce the general theory required for the understanding of Appendix B.
A.8.1 Infinitesimal neighbourhoods
Let X be a complex manifold of dimension n , and let D be a reduced, globally
irreducible subvariety of X of codimension m ≥ 1. We denote: by OX the sheaf of
germs of holomorphic functions on X ; by ID the subsheaf of OX of germs vanishing
on D ; and by OD the quotient sheaf OX/ID of germs of holomorphic functions on
D . Furthermore, let TX denote the sheaf of germs of holomorphic sections of the
holomorphic tangent bundle T 1, 0M . For k ≥ 1, we shall write f 7→ [f ]k for the
canonical projection of OX onto OX/IkD .
With this notation, the definition of an infinitesimal neighbourhood can be given
as follows.
Definition A.8.1 ([1, Defn. 1.2]). Let D be a reduced, globally irreducible subvari-
ety of a complex manifold X . For any k ≥ h ≥ 0 let θk, h : OX/Ik+1D −→ OX/Ih+1D
be the canonical projection given by θk, h : [f ]k+1 = [f ]h+1 ; when h = 0 we shall
write θk instead of θk, 0 . The k -th infinitesimal neighbourhood of D in X is the
ringed space D(k) = (D, OX/Ik+1D ) together with the canonical inclusion of ringed
spaces ιk : D = D(0) −→ D(k) given by ιk = (idD, θk) .
A.8.2 Isomorphisms between infinitesimal neighbourhoods
Let X be a complex manifold, let D be a smooth hypersurface in X , and let ND
denote the sheaf of germs of holomorphic sections of the holomorphic normal bun-
dle N1, 0D of D in X . We denote the k -th infinitesimal neighbourhood of D in
X and the k -th infinitesimal neighbourhood of D , embedded as the zero section
in ND , by D(k) and DN (k) respectively. Clearly, D(0) is always isomorphic to
DN (0) . Concerning isomorphisms between D(1) and DN (1) , we have the following
proposition.
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Proposition A.8.2 ([1, Prop. 1.5]). Let D be a smooth hypersurface of a complex
manifold X . Then D(1) is isomorphic to DN (1) if and only if the tangent bundle of
X restricted to D splits holomorphically; that is, the tangent sequence of D in X ,
0 −→ TD −→ TX|D −→ NRD −→ 0, (A.3)
splits holomorphically.
We next give sufficient conditions under which this splitting actually occurs.
Proposition A.8.3 ([1, Prop. 1.4(i)]). Let D be a smooth hypersurface in a complex
manifold X and suppose that H1(D, TD ⊗ N ∗D) = 0 . Then the tangent sequence of
D in X splits holomorphically.
Here, N ∗D is the sheaf of germs of holomorphic sections of the holomorphic conormal
bundle of D in X .
For k ≥ 2, the next theorem gives sufficient conditions under which an isomor-
phism between D(k − 1) and DN (k − 1) can be lifted to an isomorphism between
D(k) and DN (k) .
Theorem A.8.4 (cf. [1, Rem. 4.2] & [18, 42]). Let D be a smooth hypersurface in a
complex manifold X and suppose that D(k − 1) and DN (k − 1) are isomorphic for
some k ≥ 2 . Then D(k) and DN (k) are isomorphic if both the cohomology groups
H1(D, TD ⊗ (N ∗D)⊗k) and H1(D, (N ∗D)⊗(k−1)) vanish.
If X is a compact complex manifold of dimension n ≥ 3 and D is a smooth complex
hypersurface in X with ample normal bundle, then we can appeal to the Kodaira
vanishing theorem to assert that H1(D, (N ∗D)⊗(k−1)) = 0 for all k ≥ 2. In particular,
this observation results in the following corollary of Theorem A.8.4.
Corollary A.8.5. Let X be a compact complex manifold of dimension n ≥ 3 and let
D be a smooth complex hypersurface in X with ample normal bundle. Suppose that,
for some k ≥ 2 , D(k−1) is isomorphic to DN (k−1) and that H1(D, TD⊗(N ∗D)⊗k) =
0 . Then D(k) is isomorphic to DN (k) .
A.8.3 The Formal Principle and 1-positivity
The Formal Principle
Let X be a complex manifold and let D be a smooth hypersurface in X . If D(k) is
isomorphic to DN (k) for all k ≥ 1, then we say that we have a formal isomorphism
between formal neighbourhoods of D in X and D in ND . When this happens to
be the case, it is natural to ask whether or not this formal isomorphism extends to
a biholomorphism, fixing D , between an actual neighbourhood of D in X and an
actual neighbourhood of D in ND . (Here, we identify D with the zero section of
ND ). This in general is not always possible, as was shown by Arnold in [3], but when
it is possible, one says that the so-called Formal Principle holds. Sufficient conditions
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on D under which the Formal Principle holds have been determined by Grauert and
Commichau [25]. In order to state these conditions, we must introduce the notion of
1-concavity.
1-concavity
Let M be a complex manifold and let V be an open subset of M with smooth
boundary ∂V = V \V . For each x ∈ ∂V , let φ ∈ C∞(U) be defined on an open
neighbourhood U of x in M such that U ∩ V = {y ∈ U : φ(y) < 0} and dφ 6= 0 on
U ∩ ∂V . We say that φ is a local defining function for ∂V about x [70, Prop. 8.12].
It is clear from the definition that φ is a local defining function for ∂V about each
y ∈ U ∩ ∂V .
The analytic tangent space to ∂V at x ∈ ∂V is given by
T 1, 0x ∂V := {ξ ∈ TxM : ∂φ(ξ) = 0}
for a choice of local defining function φ for ∂V about x . This definition does not
actually depend upon the choice of local defining function. Indeed, we have the
equivalent formulation
T 1, 0x ∂V = ker{dxφ : TxM −→ R} ∩ J(ker{dxφ : TxM −→ R})
= Tx∂V ∩ J(Tx∂V ) ⊂ TxM,
where J is the complex structure of M . From this, it is easy to see that T 1, 0x ∂V is
a complex subspace of TxM .
Of concern to us is the Levi-form of a local defining function, defined as follows.
Definition A.8.6. Let M be a complex manifold and let V be an open subset with
smooth boundary ∂V . Let x ∈ ∂V and let φ ∈ C∞(U) be a local defining function
for ∂V about x in some neighbourhood U of x in M . The Levi form L(φ) of φ is
the Hermitian form
L(φ) := ∂∂ˉφ
on T 1, 0∂V |U∩∂V .
One can show that for every x ∈ ∂V , the signature of the Levi form on T 1, 0x ∂V is
independent of the choice of local defining function for ∂V about x . As a consequence,
we can make the following definition.
Definition A.8.7. Let V ⊂ M be an open subset of a complex manifold M with
smooth boundary ∂V . We say that V is 1 -concave if for every x ∈ ∂V , the Levi
form of some (hence every) defining function for ∂V about x is negative-definite on
(at least) a one-dimensional complex subspace of T 1, 0x ∂V .
1 -concavity is sometimes referred to as pseudoconvexity in the literature.
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1-positivity
We can now state what it means for a holomorpic vector bundle to be 1-positive.
Definition A.8.8 ([25, Defn. 1]). Let M be a compact complex manifold and let
E be a holomorphic vector bundle over M . E is said to be 1 -positive if there is
a 1-concave relatively compact neighbourhood V of the zero section of E with a
smooth boundary ∂V , so that so that for every x ∈M :
(i) The intersection of the fibre Ex of E over x with V is star-shaped with respect
to the origin 0x ∈ Ex .
(ii) Every ray in Ex , emanating from 0x ∈ Ex , intersects ∂V transversely.
Let us consider the case when E is a positive line bundle.
Lemma A.8.9. If L is a positive line bundle over a compact complex manifold M
of dimension n , then L is 1 -positive.
Proof. Let h be a Hermitian metric on L whose curvature form Fh is positive, and
let
V := {(x, v) ∈ L : x ∈M, v ∈ Lx, and ‖v‖h < 1}.
Here, ‖v‖h is the norm of v with respect to h . It is easy to see that V satisfies both
conditions (i) and (ii) in the definition of 1-positivity. What remains to show is that
V is 1-concave. In this case, the global function
φ : L\{0} −→ R, (x, v) 7−→ log hx(v, v)
serves as a local defining function for ∂V about every point in ∂V . We now check
that the condition of 1-concavity is satisfied for this choice of defining function.
Let (x, v) be any point on ∂V with x ∈ M and v ∈ Lx , and let y 7−→ s(y)
be a local holomorphic section of L over some open neighbourhood U ⊂ M of x
satisfying s(x) = v and d(hy(s(y), s(y)))|y= x = 0. By shrinking U if necessary, we
can introduce holomorphic coordinates
(z1 := x1 + iy1, . . . , zn := xn + iyn) on U ,
and assume that s(y) 6= 0 for every y ∈ U . We also define a holomorphic coordinate
function zn on the fibres Ly, y ∈ U , by
Ly 3 w 7−→ w
s(y)
=: zn+1 ∈ C.
With this coordinate, the function φ takes the form
φ : (y, z) 7−→ log(hy(s(y), s(y))|zn+1|2)
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on U . At the point (x, v) , we see that
dφ|(x, v) = d(|zn+1|2)|zn+1 =1 = 2dr,
where we write zn+1 = r e
iθ for r > 0 and θ ∈ [0, 2π) . From this, we deduce that
ker dφ|(x, v) = span
{
∂
∂x1
,
∂
∂y1
, . . . ,
∂
∂xn
,
∂
∂yn
,
∂
∂θ
}
,
and moreover, that
T 1, 0(x, v)∂V = span
{
∂
∂x1
,
∂
∂y1
, . . . ,
∂
∂xn
,
∂
∂yn
}
.
Now, the form ∂∂ˉφ at (x, v) is given by (∂∂ˉ log ‖s(y)‖2h)|y= x . It follows that
L(φ)(x, v) = ∂∂ˉφ|T 1, 0
(x, v)
∂V = −π∗(Fh(x)).
(Here, π is the canonical projection π : L −→ M ). By choice of h , the Hermitian
form Fh(x) on TxM has n positive eigenvalues. The form −π∗(Fh(x)) on T 1, 0(x, v)∂V
must therefore have at least one negative eigenvalue. We subsequently conclude that
V is 1-concave, as required.
1-positivity is precisely the condition Grauert and Commichau put on the normal
bundle of a submanifold to ensure that the Formal Principle holds.
Theorem A.8.10 (cf. [25, Satz 4]). Let X be a connected complex manifold and let
D be a smooth compact connected hypersurface in X . If ND is 1 -positive and D(k)
is isomorphic to DN (k) for all k ≥ 1 , then there exists a biholomorphism between
a neighbourhood of D in X and a neighbourhood of the zero section of ND which
sends D ⊂ X to the zero section of ND .
From Corollary A.8.5, we obtain an important consequence of Theorem A.8.10, of use
in Appendix B.
Corollary A.8.11. Let X be a connected compact complex manifold of dimension
n ≥ 3 and let D be a smooth connected complex hypersurface in X with ample normal
bundle ND . Suppose that for some k0 ≥ 1 , D(k0) is isomorphic to DN (k0) , and
that H1(D, TD ⊗ (N ∗D)⊗k) = 0 for all k ≥ k0 + 1 .
Then there exists a biholomorphism between a neighbourhood of D in X and a
neighbourhood of the zero section of ND which sends D ⊂ X to the zero section of
ND .
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Appendix B
A comment on a paper by
van Coevering
B.1 Introduction
Let X be a smooth compact Ka¨hler manifold with canonical bundle KX , and suppose
that D is a smooth divisor in X satisfying −KX = αD for some α > 1. (In this
appendix, we write “D” to refer to both D as a divisor in X and the line bundle
induced by D on X . When there is a risk of confusion as to what space D lives
in, we adopt the convention OX(D) to denote the line bundle induced by D on X ).
In [101, p.17], it is claimed that under these assumptions on X and D , the tangent
bundle of X restricted to D splits holomorphically; that is, the tangent sequence of
D in X , namely
0 −→ TD −→ TX|D −→ NRD −→ 0, (B.1)
splits holomorphically. (It is actually claimed that “D(2) ∼= D˜(2) ”, which, in our
notation, equates to the assertion “D(1) is isomorphic to DN (1)”. However, by
Proposition A.8.2, the existence of an isomorphism D(1) ∼= DN (1) is equivalent to
the tangent sequence (B.1) splitting holomorphically). In this appendix, we show
that this is not generally the case. More specifically, we prove the following two
propositions. (Here, Pn(k) denotes the blowup of P
n at k distinct points).
Proposition B.1.1. Let X := P3(1) . Then X is an index 2 Fano manifold. If D
is chosen to be a smooth divisor in X satisfying −KX = 2D , then D is isomorphic
to P2(2) and can be represented by the proper transform in P
3
(1) of a smooth quadric
passing through the blowup point. Moreover, with this realisation of D , X\D can be
identified as a smoothing of K×P2
(2)
, the blowdown of the zero section of KP2
(2)
, and the
tangent bundle of X restricted to D does not split holomorphically.
Note that it is always possible to find a smooth divisor D in X satisfying −KX = βD ,
β ≥ 1, if X is a Fano 3-fold (cf. [92, Thm. 2.3.1 ]).
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Proposition B.1.2. Let X be a smooth connected compact Ka¨hler manifold and
suppose that D is a smooth divisor in X satisfying −KX = αD for some α > 1 .
Assume that:
(a) dimCX ≥ 3 ,
(b) ND is ample,
(c) X\D and the blowdown of the zero section of the conormal bundle, N∗×D , are
affine algebraic varieties in Cn for some n ≥ 3 ,
(d) N∗×D is singular and normal, and
(e) the cohomology groups H1(D, TD ⊗ (N∗D)⊗k) vanish for all k ≥ 2 .
Then the tangent bundle of X restricted to D does not split holomorphically.
We remark that for this latter proposition, if X is Fano, then D is ample and
(b) is automatically true. In fact, it is enough for D to be only almost ample (cf.
Definition 4.3.4 (b)) in order for (b) to hold true. We also remark here that it is the
ampleness of the line bundle ND that allows us to blowdown the zero section of N
∗
D
in (c) (cf. [42, Satz 1, p.341]).
Examples of submanifolds of Pn whose tangent sequence splits holomorphically
are linear subspaces. Indeed, it can be shown that these are the only submanifolds
of Pn whose tangent sequence splits holomorphically (cf. [80]). More generally, any
compact connected submanifold of a compact homogeneous complex manifold having
splitting tangent sequence must also be homogeneous (cf. [80, Prop. 2.6]). This is
clearly a substantial restriction on the submanifolds of compact homogeneous spaces
that can have splitting tangent sequence.
The significance of Proposition B.1.1 and Proposition B.1.2 is that, in order for
van Coevering’s proof of [101, Thm. 1.3] to go through, he must make the additional
assumption that the tangent sequence of D in X splits holomorphically for the pair
(X, D) that he considers in this theorem. The upshot is that, although a priori it looks
as though van Coevering’s main theorem in [101] overlaps with some of the results
presented in this thesis, this turns out not to be the case. Let us finish by remarking
that if the pair (X, D) do satisfy the hypotheses of [101, Thm. 1.3] as well as the
extra assumption of (B.1) splitting holomorphically, then, from Corollary A.8.11, it
follows that the non-compact Ka¨hler manifold X\D is necessarily biholomorphic to
the unbounded end of a Ricci-flat Ka¨hler cone outside some compact subset.
B.2 Proof of Proposition B.1.1
In this section we prove Proposition B.1.1. All of the proof, except the last paragraph,
may be found in [101, Ex. 6.2].
First observe that X := P3(1) is isomorphic as a complex manifold to P(OP2(1)⊕C) ,
and that P(OP2(1)⊕ C) is precisely V7 on Iskovskikh’s classification of Fano 3-folds
[92, p.219, no. 35].
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Next, let π : P3(1) −→ P3 denote the blowdown map of the exceptional divisor
E . Then we can write the canonical bundle KX of X as −4π∗H + 2E , where H
is the hyperplane bundle on P3 . From this, it is clear that the index of X is 2 and
that −KX = 2D for D = 2π∗H − E . We claim, as in Proposition B.1.1, that D
can be realised as the proper transform in P3(1) of a smooth quadric passing through
the blowup point, and thus is isomorphic to the blowup of P1 × P1 at a point, i.e.,
isomorphic to P2(2) .
Taking a smooth quadric hypersurface Q2 in P3 passing through the blowup
point, the line bundle it induces on P3 is 2H . We denote the proper transform of Q2
in P3(1) by Qˆ2 . Due to the fact that the blowup point in P
3 is also a smooth point of
Q2 , the divisor Qˆ2 in P3(1) is equal to 2π
∗H −E (see [47, p.605]). This latter divisor
is precisely D . Therefore, we conclude that D can be realised as Qˆ2 , as claimed.
With D now identified with Qˆ2 = P2(2) , we next wish to prove that X\D can
be realised as a smoothing of K×P2
(2)
. We first construct the smoothing, and then
show that it can be compactified it in a suitable complex projective space to retrieve
X . We furthermore show that the divisor in X which we have added to do the
compactification is isomorphic to D . This is enough to demonstrate that X\D can
be viewed as a smoothing of K×P2
(2)
. After doing this, we prove that the tangent
sequence of D in X does not split holomorphically, thereby completing the proof of
Proposition B.1.1.
By [92, Thm. 3.2.5 (v)], holomorphic sections of the line bundle D determine
an embedding ϕ of X into PD3+3−2 = PK2D+1 = P8 . By construction, ϕ∗OP8(1) =
OP3
(1)
(Qˆ2) . Consequently, the intersection of a generic hyperplane H
′ in P8 and the
image of ϕ , imϕ , can be identified with D = P2(2) . Since −KX can be identified
with OP8(2)|imϕ , we deduce from the adjunction formula that
KP2
(2)
= Kimϕ ⊗Oimϕ(H ′ ∩ imϕ)|H′∩imϕ
= OP8(−2)⊗OP8(1)|H′∩imϕ
= OP8(−1)|H′∩imϕ.
This shows that K×P2
(2)
can be identified with the intersection of the complex cone
over imϕ in C9 and a generic hyperplane through the origin in C9 . By shifting this
hyperplane away from the origin (and away from the conical singularity), we obtain
a smoothing of K×P2
(2)
.
Compactifying the complex cone over imϕ in C9 yields a compact Ka¨hler mani-
fold Y ⊂ P9 with a conical singularity. The divisor at infinity added here to do this
compactification is isomorphic to imϕ in P8 . As follows directly from its construc-
tion, the compactification of the smoothing of K×P2
(2)
can be realised as a hyperplane
section of Y in P9 , not intersecting the singularity. Now, as it turns out, any two
hyperplane sections of Y , not intersecting the singularity, are isomorphic. This can
be seen by projecting from one hyperplane to the other through the singular point.
In consequence, by projecting onto the hyperplane at infinity, one finds that the com-
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pactification of the smoothing of K×P2
(2)
is isomorphic to imϕ = P3(1) = X . One also
sees that the particular divisor in X that has been used to compactify is isomorphic
to a hyperplane section of imϕ in P8 – that is, isomorphic to P2(2) = D , as required.
In order to ascertain whether or not the tangent sequence of D in X splits, we
appeal to [59, Thm. 6.5] which lists the submanifolds of Pn(1) with splitting tangent
sequence. (Note that in [59], “conic” actually refers to a curve). One can read from
this theorem that the only submanifolds of P3(1) of complex dimension strictly greater
than one whose tangent sequence splits are the exceptional divisor and the proper
transform of a linear subspace of P3 . In particular, the proper transform of a quadric
is not on this list. And so D does not split in X , as we asserted.
B.3 Proof of Proposition B.1.2
Let X and D be as in Proposition B.1.2, satisfying (a)-(e). Suppose, to derive a
contradiction, that the tangent sequence (B.1) of D in X does actually split holo-
morphically. Then by Proposition A.8.2, D(1) ∼= DN (1) . Using this, together with
assumptions (a), (b) and (e), we can infer from Corollary A.8.11 the existence of a
biholomorphism between a neighbourhood of D in X and a neighbourhood of the
zero section of ND that sends D ⊂ X to the zero section of ND . Accordingly, we de-
duce that both X\D and N∗×D are biholomorphic outside some appropriate compact
subset of each. This last biholomorphism is enough to determine a bijection between
holomorphic functions on X\D and holomorphic functions on N∗×D .
Indeed, let f ∈ OX\D . Then, via the biholomorphism, f will define a holomor-
phic function on N∗×D outside some compact subset. Because N
∗×
D is affine and
normal (by assumptions (c) and (d)), hence Stein and normal, a version of Hartogs’
extension theorem applies (cf. [88, Thm. 6.6]). This asserts the existence of a unique
holomorphic extension of f to the whole of N∗×D . Running this argument backwards,
using the fact that X\D is affine by (c), yields the desired bijection.
Recalling the fact that affine algebraic varieties are determined by global sections
of their structure sheaf (cf. [58]), we conclude that X\D and N∗×D are biholomorphic.
This is clearly impossible in light of the fact that X\D is smooth and N∗×D is singular
(by (d)). Therefore the tangent sequence of D in X cannot split, as we claim.
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