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Re´sume´ – Dans cet article nous e´tudions le proble`me de l’estimation conjointe donne´es-canal pour des canaux a` e´vanouissement
rapide. Nous proposons d’utiliser le ﬁltrage particulaire pour l’estimation des donne´es et le ﬁltre de Kalman pour l’estimation
du canal. Nous comparons la solution propose´e avec les me´thodes classiques de re´duction de complexite´. Nous montrons que
l’application du ﬁltrage particulaire sur l’espace d’e´tat discret des donne´es conduit a` une approche similaire a` l’algorithme T. En
conse´quence le ﬁltrage particulaire ne peut pas ame´liorer le compromis entre performance et complexite´ des solutions classiques.
Nous concluons qu’il est pre´fe´rable d’utiliser le ﬁltrage particulaire pour l’estimation conjointe de parame`tres discrets et continus.
Abstract – In this paper we study the problem of the joint data-channel estimation in fast fading channels. We propose to use
particle ﬁltering for the data estimation and the Kalman ﬁlter for the channel estimation. We compare the proposed solution
with the classical reduced complexity methods. We show that the application of particle ﬁltering to the discrete state space of the
data leads to an approach similar to the T algorithm. Hence, particle ﬁltering cannot improve the trade-oﬀ between performance
and computational complexity of the classical solutions. We conclude that it is preferable to use particle ﬁltering for the joint
estimation of discrete and continuous parameters.
1 Introduction
Le ﬁltrage particulaire ou me´thode de Monte Carlo se´-
quentielle [1] est une technique tre`s eﬃcace pour estimer
se´quentiellement l’e´tat cache´ d’un syste`me dynamique non
line´aire. Le calcul de cette estimation de´pend de la densite´
de probabilite´ a posteriori de l’e´tat cache´ sachant les obser-
vations. Cependant, dans le cas d’un syste`me dynamique
non line´aire cette densite´ ne peut pas eˆtre de´termine´e ana-
lytiquement. Il faut utiliser des approximations nume´ri-
ques. Le ﬁltrage particulaire approxime la densite´ a pos-
teriori avec des e´chantillons ponde´re´s, appele´s particules,
qui e´voluent dans le temps selon les lois dynamiques du
syste`me conside´re´. Cette e´volution permet l’estimation se´-
quentielle de l’e´tat cache´.
En ge´ne´ral, le ﬁltrage particulaire est applique´ pour esti-
mer des e´tats cache´s continus. Dans cet article, nous uti-
liserons le ﬁltrage particulaire pour estimer les donne´es
d’une communication mobile, qui sont discrets, et nous
associerons a` chaque particule un ﬁltre de Kalman pour es-
timer les coeﬃcients du canal conjointement aux donne´es.
Cette approche d’estimation conjointe donne´es-canal est
justiﬁe´e pour des canaux a` e´vanouissement rapide. Nous
utiliserons la discre´tisation fournie par les particules pour
re´duire la complexite´ du re´cepteur. Ensuite, nous compa-
rerons le re´cepteur propose´ avec les techniques classiques
de re´duction de complexite´, comme l’algorithme DDFSE
[3, 2], l’algorithme M [4] et l’algorithme T [5].
Cet article est organise´ comme suit : tout d’abord nous
introduirons le mode`le du syste`me de transmission. En-
suite nous de´crirons le re´cepteur particulaire dans la sec-
tion 3 et ﬁnalement nous pre´senterons les re´sultats de si-
mulation en section 4.
2 Mode`le du syste`me de transmis-
sion
Nous supposerons que l’information est porte´e par un
signal binaire antipodal. La ge´ne´ralisation a` des modula-
tions plus complexes est imme´diate. Les bits d’informa-
tion, conside´re´s inde´pendants, sont organise´s en trames
constitue´es par un pre´ambule de bits connus utilise´s pour
l’estimation du canal, les bits de donne´es et plusieurs bits
pour terminer le treillis. Le canal est repre´sente´ par un
ﬁltre a` re´ponse impulsionnelle ﬁnie dont les coeﬃcients
{fk,l}Ll=0 sont variants dans le temps. L est la me´moire
de la re´ponse impulsionnelle du canal. Nous supposons
que les variations temporelles du canal a` l’inte´rieur d’une
trame sont importantes et donc que le canal doit eˆtre es-
time´ tout au long de la trame. Le mode`le matriciel du
signal rec¸u est le suivant :
rk = B · Fk + nk, (1)
ou`
rk = [Re{rk} Im{rk}],
B = [bk bk−1 . . . bk−L] = [bk Bk−1],










nk = [Re{nk} Im{nk}].
Le vecteur nk est un bruit blanc gaussien complexe a`
moyenne nulle, variance scalaire σ2n et dont les compo-
santes re´elles et imaginaires sont inde´pendantes.
3 Filtrage Particulaire pour l’esti-
mation conjointe donne´es-canal
L’estimation d’une se´quence de donne´es en pre´sence
d’un canal multitrajets peut eˆtre interpre´te´e comme un
proble`me de ﬁltrage baye´sien, ou` l’e´tat cache´ est repre´sente´
par la se´quence de bits d’information B1:K = {bk; k =
1, · · · ,K}, compose´ de K bits et la se´quence des coeﬃ-
cients du canal F = {Fk; k = 1, · · · ,K}. Le mode`le d’ob-
servation est de´crit par (1). Nous conside´rons que les coef-
ﬁcients du canal suivent un mode`le autore´gressif du pre-
mier ordre :
Fk = A Fk−1 +Wk pour k = 1, · · · ,K, (2)
ou`











Wk est un bruit blanc gaussien complexe a` moyenne nulle
et covariance Q. Comme nous ne disposons pas d’infor-
mation a priori sur la rapidite´ des variations temporelles
du canal, nous assumerons que A est une matrice iden-
tite´. Nous observons que le mode`le d’e´tat (2) et le mode`le
d’observation (1) sont line´aires et gaussiens pour le canal.
Donc, la solution optimale pour estimer les coeﬃcients du
canal est le ﬁltre de Kalman.
Pour l’estimation des donne´es, nous utilisons un re´cepteur
a` Maximum de Vraisemblance (MV). A partir de la se´quence
des e´chantillons rec¸us
R1:K = {rk; k = 1, · · · ,K},
la se´quence e´mise estime´e par le re´cepteur MV est :
Bˆ1:K = argmax
B1:K
p(B1:K |R1:K , Fˆ), (4)
ou`
Fˆ = {Fˆk|k−1; k = 1, · · · ,K}
est la se´quence des coeﬃcients du canal estime´s et Fˆk|k−1
est l’estimation des coeﬃcients du canal a` l’instant k sa-
chant les e´chantillons rec¸us jusqu’a` l’instant k − 1. Le
proble`me principal du re´cepteur MV est que sa complexite´



















Fig. 1: Arbre particulaire de l’algorithme SIS.
Pour re´duire cette complexite´, dans cet article nous pro-
posons d’utiliser l’algorithme Sequential Importance Sam-
pling (SIS) [6], qui fait partie de la famille des algorithmes
appele´s ﬁltrage particulaire. Cet algorithme applique´ a`
un espace d’e´tat discret appartient a` la famille des al-
gorithmes de recherche sur arbre, ou` les feuilles sont des
groupes de particules (Fig. 1). Le but de l’algorithme SIS
est d’approximer se´quentiellement la densite´ de probabi-
lite´ a posteriori dans (4) avec des particules ponde´re´es :





K δ(bK−b(i)K ) · · · δ(b1−b(i)1 ), (5)
ou` N est le nombre de particules, w˜(i)K est le poids nor-
malise´ a` l’instant K associe´ a` la particule i et δ(bk − b(i)k )
est l’impulsion de Dirac centre´e en bk = b
(i)
k pour k =
1, · · · ,K. Initialement, les particules sont dans le meˆme
e´tat, constitue´ par les L derniers bits du pre´ambule. Cet
e´tat est la racine de l’arbre. Dans cette application, comme
l’espace d’e´tat est discret, les particules ne peuvent se
de´placer que vers les e´tats possibles du syste`me. Les parti-
cules explorent l’espace d’e´tat en groupes qui repre´sentent
les feuilles de l’arbre. Pour chaque groupe a` l’instant k−1,
le bit courant ne peut prendre que deux valeurs : +1 et -1.
Les particules se divisent en deux groupes. Dans l’algo-
rithme SIS conventionnel, les particules e´voluent dans le
temps selon la fonction d’importance π(b(i)k |B(i)1:k−1, R1:k),
c’est a` dire que pour l’e´volution de l’instant k−1 a` l’instant
k, elles sont tire´es suivant cette fonction. Nous conside´rons
la fonction d’importance optimale qui minimise la variance
des poids des particules [6]:
π(b(i)k |B(i)1:k−1, R1:k) = p(b(i)k |B(i)k−1, Fˆ(i)k|k−1, rk), (6)
ou` B(i)k−1 = [b
(i)
k−1 · · · b(i)k−L] est le terme d’interfe´rence entre
symboles duˆ a` la me´moire du canal. Pour ce proble`me,
les particules ne peuvent pas eˆtre tire´es car les e´tats sont
discrets. Les particules d’un groupe a` l’instant k − 1 se
diviseront proportionnellement a` la fonction d’importance
en deux groupes a` l’instant k. A cause de l’indivisibilite´ des
particules, il peut arriver que des groupes restent vides.
Les chemins associe´s aux groupes vides sont alors e´limine´s.
Calculons (6) pour le bit bk = 1. Le calcul pour bk =
−1 est similaire. En appliquant le the´ore`me de Bayes, la
fonction d’importance s’e´crit :
p(b(i)k = 1|B(i)k−1, Fˆ(i)k|k−1, rk)















VD: 64 states   
PD: 64 particles
PD: 8 particles 
PSP: 64 states  
PSP: 16 states  
PSP: 8 states   
Fig. 2: FER versus Eb/No: Comparaison DDFSE-RP.
=
p(rk|B(i)+ , Fˆ(i)k|k−1)p(b(i)k = 1|B(i)k−1, Fˆ(i)k|k−1)∫
p(rk|B(i), Fˆ(i)k|k−1)p(b(i)k |B(i)k−1, Fˆ(i)k|k−1)
, (7)
ou` B(i)+ = [b
(i)
k = 1 B
(i)
k−1]. Comme les bits d’information
sont inde´pendants, on a :




Donc, (7) devient :
p(b(i)k = 1|B(i)k−1, Fˆ(i)k|k−1, rk)
=
p(rk|B(i)+ , Fˆ(i)k|k−1)
p(rk|B(i)+ , Fˆ(i)k|k−1) + p(rk|B(i)− , Fˆ(i)k|k−1)
. (9)
Nous pouvons observer que les densite´s p(rk|B(i)+ , Fˆ(i)k|k−1)
et p(rk|B(i)− , Fˆ(i)k|k−1) sont gaussiennes de moyenneB(i)Fˆ(i)k|k−1
et de variance scalaire B(i) P˜k|k−1B(i) T + σ2n, ou` nous
avons omis les exposants + et - et P˜k|k−1 = E{F˜(i)k|k−1F˜(i) Tk|k−1}
est la matrice de covariance de l’erreur d’estimation
F˜(i)k|k−1 = Fk − Fˆ(i)k|k−1 fourni par le ﬁltre de Kalman. En







= p(rk|B(i)+ , Fˆ(i)k|k−1) + p(rk|B(i)− , Fˆ(i)k|k−1) (10)











A la ﬁn de la trame nous de´cidons que la se´quence
associe´e au meilleur chemin est la se´quence de donne´es
e´mise. Le meilleur chemin est celui qui est associe´ au
groupe de particules avec le poids maximal. Le poids d’un
groupe est e´gal a` la somme des poids de toutes les parti-
cules du groupe.
Comme dans le cas d’un espace d’e´tat continu, l’algo-
rithme SIS applique´ a` un espace d’e´tat discret pre´sente
un phe´nome`ne de de´ge´ne´ration. Apre`s quelques ite´rations
de l’algorithme, une seule particule a un poids normalise´
proche de 1 et toutes les autres particules ont un poids
pratiquement nul. En conse´quence, une grande partie des
calculs consiste a` mettre a` jour des particules qui n’auront































PSP: 16 states   
PSP: 8 states    
PD: 128 particles
PD: 8 particles  
Fig. 3: Complexite´ versus Eb/No: Comparaison DDFSE-
RP.
aucune contribution sur l’estimation ﬁnale. Pour re´soudre
ce proble`me, diﬀe´rentes solutions de ree´chantillonnage des
particules ont e´te´ de´veloppe´es [1]. Dans [7] nous avons
analyse´ les performances obtenues avec ces techniques.
Dans cet article, nous retiendrons la solution suivante :
lorsque le nombre des groupes avec une seule particule
est supe´rieur a` un seuil None, les particules sont de´place´es
dans le groupe avec le poids maximal.
4 Re´sultats de simulation
Dans cette section, nous comparons les performances du
re´cepteur particulaire avec celle obtenues avec les re´cep-
teurs classiques a` re´duction de complexite´. Les re´sultats de
simulation sont donne´s pour un syste`me GSM, ou` chaque
trame est traite´e inde´pendamment. Le preambule est cons-
titue´ de 26 bits connus, suivi par un bloc de 58 bits d’infor-
mation. Nous conside´rons que les e´chantillons rec¸us sont
de´crits par (1). Pour le canal, nous utiliserons le mode`le
Hilly Terrain (HT), propose´ dans la norme GSM [8], avec
une fre´quence Doppler de 200 Hz qui correspond a` des
conditions d’e´vanouissement rapide. La me´moire du canal
L est e´gale a` 6. Pour tous les re´cepteurs, nous estimons les
coeﬃcients du canal conjointement aux donne´es en utili-
sant un ﬁltre de Kalman.
En Fig. 2 et Fig. 3, nous comparons respectivement
les performances et la complexite´ du re´cepteur particu-
laire avec celles du re´cepteur DDFSE. Si nous re´duisons
le nombre d’e´tats dans le re´cepteur DDFSE, nous obser-
vons un pallier. Le re´cepteur particulaire ne pre´sente pas
ce comportement si nous re´duisons le nombre des parti-
cules. Contrairement au re´cepteur DDFSE, la complexite´
du re´cepteur particulaire est adapte´e au rapport signal a`
bruit. A complexite´ identique, excepte´ aux faibles rapports
signal a` bruit, la complexite´ du re´cepteur particulaire est
toujours infe´rieure a` celle du re´cepteur DDFSE. Donc,
pour des canaux avec une grande me´moire, le re´cepteur
particulaire pre´sente un meilleur compromis entre perfor-
mances et complexite´ que le re´cepteur DDFSE.
En Fig. 4 et Fig. 5, nous comparons respectivement
les performances et la complexite´ du re´cepteur particu-
laire avec celles des re´cepteurs base´s sur l’algorithme M
et l’algorithme T. Les performances de l’algorithme T














M: 20 best paths
T: 20 paths max
PD: 20 particles
PD: 100 particles
Fig. 4: FER versus Eb/No: Comparaison algorithme M -
algorithme T -RP.
co¨ıncident avec celles obtenues avec l’algorithme M. Ce-
pendant, l’algorithme T pre´sente une complexite´ infe´rieure.
Les re´sultats du re´cepteur particulaire sont sensiblement
moins bons que ceux de l’algorithme T. Ces deux algo-
rithmes ont une complexite´ qui change durant la trame et
qui de´pend du rapport signal a` bruit. Nous avons observe´
que le re´cepteur particulaire ne permet pas d’ame´liorer
l’excellent compromis entre performances et complexite´
de l’algorithme T. La principale diﬀe´rence entre ces deux
approches est l’exploration de l’espace d’e´tat. Pour l’al-
gorithme T, l’e´limination des chemins explore´s est lie´e a`
une variable continue : la diﬀe´rence entre la vraisemblance
du meilleur chemin et la vraisemblance du chemin ana-
lyse´. Pour le re´cepteur particulaire, l’e´limination de´pend
d’une quantite´ discre`te :le nombre des particules dans un
groupe. Les particules repre´sentent une quantiﬁcation de
la vraisemblance de l’algorithme T. A cause de l’indivisi-
bilite´ des particules nous perdons une partie de l’informa-
tion contenue dans la vraisemblance. En conclusion, pour
ce proble`me et a` complexite´ identique, les performances
du re´cepteur particulaire sont ne´cessairement infe´rieures
a` celles de l’algorithme T.
5 Conclusion
Dans cet article nous avons propose´ un re´cepteur qui es-
time conjointement les donne´es et le canal en utilisant res-
pectivement un ﬁltre particulaire et un ﬁltre de Kalman.
Nous avons applique´ le ﬁltrage particulaire, ge´ne´ralement
utilise´ pour un espace d’e´tat continu, sur l’espace d’e´tat
discret des donne´es. Nous avons compare´ ce re´cepteur
avec les re´cepteurs classiques a` re´duction de complexite´.
Nous avons observe´ que le ﬁltrage particulaire applique´
sur un espace d’e´tat discret est un algorithme tre`s simi-
laire a` l’algorithme T. Cependant, nous avons montre´ qu’a`
cause de l’indivisibilite´ des particules, nous ne pouvons pas
obtenir avec le re´cepteur particulaire les meˆmes perfor-
mances que l’algorithme T a` complexite´ identique. Nous
pouvons conclure que si l’e´tat cache´ du syste`me est discret,
il est pre´fe´rable d’utiliser les me´thodes classiques. En re-
vanche, le ﬁltrage particulaire pre´sente de meilleures per-
formances que les me´thodes classiques lorsqu’il est utilise´
dans d’autres proble`mes de communications nume´riques





























M: 20 best paths
T: 20 paths max
PD: 20 particles
PD: 100 particles
Fig. 5: Complexite´ versus Eb/No: Comparaison algo-
rithme M- algorithme T - RP.
qui ne´cessitent l’estimation de parame`tres continus, comme
par exemple l’estimation des retards des diﬀe´rents trajets
d’un canal a` e´vanouissement pour un syste`me DS-CDMA
[9].
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