Korea. In the latter economy causality from energy to GDP was significant only at the 10% level.
The Ecological Economics Program (EEP) was established in CRES as the result of a successful application to the Institute of Advanced Studies 1994 Strategic Initiatives round. EEP's objective is to promote the development of ecological economics by conducting research and acting as a focal point for ecological economics activities in the Canberra region. To this end, EEP:
• hosts the office of ANZSEE, the Australia New Zealand Society for Ecological
Economics
• runs a seminar series
• runs a working paper series on the World Wide Web
• can serve as a host for individuals wishing to do ecological economics research as visitors to the ANU (Contact Mick Common for more information).
• supervises research students. People interested in doing a research degree in ecological economics should contact Mick Common or David Stern for more information.
The working paper series reports on research conducted in EEP by academic staff, visitors, and students, and invited seminar presenters. Introduction Stern (1993) addressed the debate among economists and energy analysts regarding the role of energy in the US macroeconomy. Several analysts (Kraft and Kraft, 1978; Akarca and Long, 1980; Yu and Hwang, 1984; Abosedra and Baghestani, 1991) had used Granger (1969) or Sims (1972) tests to test whether energy use caused economic growth or whether the level of energy use was determined by the level of output. Generally the results were inconclusive. Where significant results were obtained they indicated causality running from output to energy use. Erol and Yu (1987) found some indications of a causal relationship between energy and output in a number of industrialized countries. This relationship was particularly significant in the case of Japan for the period . However, when the period was restricted to 1950-1973 the relationship was no longer significant. Yu and Choi (1985) also found a causal relationship running from energy to while from 1974-1984 declines in energy use reduced growth by an annual average of 0.5 percentage points. Yu and Jin (1992) were the first to test whether energy and output cointegrate. They found that no such relationship exists between energy use and either employment or an index of industrial production. However, it seems that the lack of a long-run equilibrium relationship between gross energy use and output alone does not necessarily imply that no relation between the variables exists.
Only a few analysts think that capital, labor, and technical change play no significant role in determining output. If these variables are integrated then there will be no cointegration between energy and output whether there is a relationship between the latter two variables or not. Also decreasing energy intensity, due to increased energy efficiency, shifts in the composition of the energy input, and structural change in the economy, mean that energy and output will drift apart.
Similar comments apply to the bivariate energy-employment relationship. Further, the insensitivity of the test may be compounded by their use of total energy use in the economy as a whole but measurement of output as industrial output alone. Masih and Masih (1996) find cointegration between energy and GDP in India, Pakistan, and
Indonesia, but no cointegration in Malaysia, Singapore, or the Philippines. Granger causality runs from energy to GDP in India but in the opposite direction in the other two countries.
Ohanian (1988) and Toda and Phillips (1993) showed that the distribution of the test for block exogeneity in a VAR with non-stationary variables is not the standard chi-square distribution. This means that the significance levels reported in previous studies of the Granger-causality relationship between energy and GDP are incorrect as both variables are generally integrated series. If there is no cointegration between the variables then the causality test should be carried out on a VAR in differenced data, while if there is cointegration standard chi-square distributions apply when the cointegrating restrictions are imposed. Thus testing for cointegration is a necessary prerequisite to causality testing.
It seems that if a multivariate approach helps in uncovering the Granger causality relations between energy and GDP a multivariate approach should be useful in investigating the cointegration relations between the variables. In this paper, I investigate the time series properties of GDP, quality weighted energy, labor, and capital series, estimate some simple static single equation production functions, and estimate three versions of a dynamic cointegration model using the Johansen methodology. The methods are outlined in the next section of the paper which is followed by the results and finally some conclusions.
Methodology

a. General
The basic model is a four equation VAR on annual data for U.S. GDP, energy input, capital input, and labor input, for the period 1948 to 1994. The general form of the VAR is :
where GDP is gross domestic product, K is capital input, L is labor input, and E is energy input. r is the number of lags. Γ is a ((4·r)+2)∞4 matrix of regression coefficients and u t a 4∞1 random error vector. The time trend is intended to capture the effects of exogenous technical change. The optimum lag length r was chosen using the the Schwartz Information Criterion and Hannan-Quinn Information Criterion. The maximum lag length considered is four. Energy input is measured by quality adjusted index of final energy use. This quality adjusted index is created using Divisia aggregation.
b. Tests for Integration
The variables in (2) may be integrated. I test this hypothesis using four "unit root tests". The DickeyFuller (Dickey and Fuller, 1979, 1981) and Phillips-Perron (Phillips and Perron, 1988) tests are the same but use different approaches to deal with serial correlation in the data. For both tests the null hypothesis is that the series contains a stochastic trend. The model for the Dickey Fuller test is:
where y is the variable under investigation and ε t is a random error term. The number of lags p is chosen using the Akaike Information Criterion (Akaike, 1973) . The maximum lag length considered is four. The lagged variables provide a correction for possible serial correlation. The null hypothesis is given by γ = 0. The alternative hypothesis is that the process is stationary around the deterministic trend. A further battery of tests looks at other alternatives including levels stationarity.
The Phillips-Perron test uses the same models as the Dickey-Fuller tests, but rather than using lagged variables, it employs a non-parametric correction (Newey and West, 1987) for serial correlation. We chose the lag truncation for this nonparametric correction using an automated bandwidth estimator employing the Bartlett kernel (Andrews, 1991) . The test statistics for both the Dickey Fuller and Phillips Perron tests have the same distributions. Critical levels are reproduced in Hamilton (1994) and Enders (1995) .
The model used in the Schmidt-Phillips test (Schmidt and Phillips, 1992 ) is given by:
where T is the number of observations, and ε t is a random error term. First the "residual" S t is computed using equation (5) and then the regression in equation (4) Multiplier statistic which is calculated as the square of the sum of residuals divided by the estimated error variance from a regression of the variable in question on either a constant or a constant and a trend. We again use the Andrews / Newey-West procedure to correct for serial correlation.
c. Cointegration Analysis
On condition that at least some of the variables are integrated the VAR model (1), (2) can be estimated subject to cointegrating restrictions. Maximum likelihood estimation is carried out using the Johansen procedure (Johansen, 1988; Johansen and Juselius, 1990) . Practical and theoretical background is given by Hansen and Juselius (1995) and background is provided by Hamilton (1994) and Enders (1995).
Based on my previous Granger causality results (Stern, 1993) it should not be possible to exclude energy from the cointegration space. Neither should it be possible to exclude the relevant cointegration residual from the GDP equation.
Some initial specification testing is also carried out with single equation Cobb-Douglas production functions estimated using ordinary least squares.
Results
a. Tests for Integration
The Dickey-Fuller test suite (Table 1) indicates that all variables but the quantity of labor are integrated. Labor input is trend stationary. Though the logs of capital and labor appear stationary in the τ µ test this cannot be taken seriously as it would imply that these strongly trending series are levels stationary. The Phillips-Perron test (Table 2) finds that all of the series are integrated. The τ µ statistic is significant for the energy input variable, but given that the variable has a strong trend up till 1973 this result is anomalous.
The Schmidt Phillips test results (Table 3 ) are similar to those for the Dickey-Fuller results at the 5% significance level, but at the 1% significance level all variables are found to be integrated. The KPSS test (Table 4) shows that all the variables with the exception of labor input and energy prices are integrated with drift when compared to a trend stationary specification. Labor input is trend stationary. 1987) , the coefficient on capital input is insignificant and has the wrong sign. The lower left panel presents the results where a restriction has been imposed so that GDP exhibits constant returns to scale in capital and labor. This restriction can be accepted at the 5% level. Now all the coefficients are significant and the model still cointegrates. The estimated rate of technical change is lower than before. As the coefficient of energy is significant and positive, we find that there are increasing returns in terms of GDP when energy is also increased in addition to the two primary inputs. Some of this effect is absorbed by the time trend in the unrestricted model.
b. Single Equation Specification and Cointegration Tests
In the upper right panel, estimates of a Cobb-Douglas function without a time trend are presented.
All the input coefficients have the expected sign and are significant. There are increasing returns to scale to both capital and labor alone and to all three inputs. There is cointegration. In the lower right panel, constant returns to primary inputs are imposed on this model. This restriction is, however, easily rejected and the equation no longer cointegrates.
These results show that the system can be represented as either one with constant returns in capital and labor and exogenous technical change or as an unrestricted increasing returns specification with no exogenous technical change. The latter model can be estimated using the CATS package (Hansen and Juselius, 1995) while the constant returns to scale restriction cannot be implemented in that package. Also the increasing returns approach is more compatible with the idea of endogenous technical change. However, models with time trends were also estimated in the multivariate analysis.
c. Multivariate Cointegration Analysis
The optimal lag length was selected using the information criteria in Table 6 . These statistics refer to a model with a constant restricted to the cointegration space and no time trends. Clearly the optimal lag length is two lags. The residual properties of the two lag models are also very adequate compared to the other models. Table 7 reports the Johansen trace cointegration test statistics and 90% critical values for cointegration ranks of 1, 2, and 3 -as there are four equations a rank of 4
would imply that the model was stationary -and different deterministic specifications. These results are for 2 lags. Any model of rank 2 is acceptable. As a consequence I estimate all three of these models. As the residual properties of all of these models are perfectly adequate they are not reported. The most important result from the point of view of this paper is that energy cannot be excluded from this cointegrating relation. Energy is, however, the only variable that can be considered weakly exogenous. As shown by the t statistics for alpha the second CV loads strongly into the GDP equation. There is, therefore, Granger causality from energy to GDP. The first cointegrating vector loads strongly into the GDP and labor equations. I have therefore normalized it on labor. It could possibly be interpreted as a labor supply function. I investigate this hypothesis by plotting in Figure 1 the percentage changes in the long-run equilibrium values of labor predicted by the two cointegrating relations. Actual labor use closely follows the predicted value from the first cointegrating vector, albeit with a smaller variance. The predicted value from the production function -the second cointegrating vector -moves in the opposite direction to actual labor use or rather labor use responds with a lag to changes in labor demand. From Table 8 we can see that in the long-run disequilibrium between labor demand and supply closes at 14% per year. This fits the stylized fact that declines in unemployment tends to lag GDP growth. However, labor use tends to accelerate further in response to disequilibrium in the first cointegrating relation. This is a labor discouragement/encouragement accelerator. In recessions labor use is below long-run equilibrium but more workers are discouraged from searching. In booms more labor enters the work-force when labor supply is above equilibrium. GDP obviously responds positively to this labor oversupply.
The alpha coefficient that loads the production function relation into the GDP equation is also positive. When GDP is above its long-run equilibrium it tends to accelerate further and vice versa.
As can be seen in Figure 2 , GDP is normally below equilibrium (potential GDP) during booms and above equilibrium in recessions. Thus this mechanism tends to end booms and recessions by moving GDP down or up. Table 9 shows the results that occur when the constant is unrestricted. These differ somewhat from the results for the model with constant restricted to the cointegration space and the model, described below, which includes a linear trend in the cointegration space. In the production function the returns to scale are similar to the restricted model in Table 8 Table 10 shows the results that occur when the a linear trend is included in the cointegration space.
The coefficient signs are the same as in the model with the constant restricted to the cointegration space. The time trend in the production function is 0.9% which is very close to the 1.0% rate estimated in the static model in Table 5 . However the output elasticity estimates are superior in this dynamic model in that they all have the correct sign but there are actually decreasing returns to capital and labor and roughly constant returns (1.08) to all three factors of production. The negative trend coefficient in the first cointegrating vector indicates that labor supply tends to decline when holding the other inputs constant. This expresses stylized facts such as increased use of capital per worker and the tendency to a shorter working week over time. Again capital can be excluded from the cointegration space but energy is not weakly exogenous. Both cointegrating vectors now have a significant effect on energy use. So in this model there is more a case of mutual causality between energy and GDP as in Stern (1993) . The signs of all the alpha coefficients are similar but much larger than in the more restricted models. The patterns of the cointegrating relations are somewhat different than in the previous examples but still the effects on each of the variables of the two CVs move in opposite directions -cyclical and countercyclical.
Conclusions
Both the single equation static cointegration analysis and the multivariate dynamic cointegration analysis shows that energy is significant in explaining GDP. They also show that there is cointegration in a relationship including GDP, capital, labor, and energy. This result contradicts the analysis of Yu and Jin's (1992) bivariate analysis. Masih and Masih's (1996) showed cointegration and energy to GDP in only one country (India) of the six Asian countries investigated. The multivariate analysis shows that energy Granger causes GDP either unidirectionally as possibly indicated by the first of three models investigated or probably through a mutually causative relationship as indicated by the latter two models examined. These results support the results of Stern (1993) regarding Granger causality between energy and GDP.
In addition the results provide support for basic macroeconomic "stylized facts" concerning business cycle propagation, and for increasing returns as in some ways a more adequate model than exogenous technical change.
The results presented in this paper, strengthen my previous conclusions that energy is a limiting factor in economic growth. Shocks to energy supply will tend to reduce output.
Detailed sources of data are described in Stern (1993) . That database was updated to 1994 (from 1990 ) and all prices based on 1987 constant dollars. The following additional changes or improvements were made.
Labor is measured in terms of hours worked by full-time and part-time employees in domestic industries.
Capital is measured as the aggregate value of the non-residential private and government net capital stock in constant 1987 dollars. The capital series were updated from 1993 to 1994 using data on investment in 1994.
Energy is measured as a Divisia index of the energy content (BTU) of the final use of coal, natural gas, petroleum, electric power, and biofuels. These categories reflect changes that the Energy Information Administration has made in the way it reports energy data since 1990. The major change is expanded reporting of non-utility production of electricity and renewable energy sources. Final use of the fossil fuels is calculated as the primary inputs minus the amounts used in generation by electric utilities. Use of fossil fuels by non-utility electricity producers are considered as final use. This is so as to avoid a break in the data in 1989 when non-utility coverage is expanded. All use of biofuels by non-utilities is considered as final use -consumption by utilities is subtracted. All geothermal, solar, and wind power is included in terms of electricity produced regardless of whether it is produced by utilities or non-utilities.
Fossil fuel prices for the aggregation were improved by using the expenditure data reported in the Annual Energy Review (U.S. Department of Energy, Energy Information Administration, 1992 , 1995 to produce better estimates of actual final use fuel prices for oil, natural gas, and coal. 
Figures in bold indicate that the statistic is significant at the 5% level. 
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