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La tala y la caza ilegales dentro de zonas protegidas representan perdidas para Costa Rica en 
materia de conservación y explotación racional de los recursos naturales debido al impacto de 
estas a nivel ecológico y económico. 
Este informe presenta un prototipo de reconocimiento de patrones acústicos basado en 
Modelos Ocultos de Markov (HMM) para sonidos de disparos y motosierras dentro del 
ambiente del bosque, con el propósito de utilizarlo en sistemas de detección de actividades de 
caza y tala ilegales que se presenten dentro de zonas protegidas. 
Modificaciones a las variables de los HMM como el número de estados, así como el largo de 
las cadenas de observación y la tasa de muestreo para el clasificador, permiten obtener 
porcentajes de detección superiores al 90%.  
Técnicas de filtrado digital de respuesta infinita al impulso (IIR), discriminantes lineales y el 
método de aglomeración por K-medias se utilizan para otorgar a los modelos de Markov las 
secuencias para el reconocimiento. 




Illegal hunting and deforestation activities inside protected areas represent for Costa Rica loses 
in terms of conservation and rational utilization of natural resources due to ecological and 
economical effects. 
This report presents an acoustic pattern recognition prototype based in Hidden Markov Models 
(HMM) for shots and chainsaws sounds inside the forest environment to use it in surveillance 
systems of protected areas to detect illegal activities of hunting and tree cutting. 
Modifications to HMM variables like the state number, the large of the observation chains and 
the sample rate for the classifying module, allow the prototype to get detection ratios greater 
than 90%. 
Infinite Impulse Respond (IIR) filters, linear discriminant analysis and K-means clustering are 
used to give sequences to the Markov Models for the recognition. 
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Capítulo 1: Introducción 
1.1    Tala ilegal, caza furtiva e incendios forestales en Costa Rica 
Costa Rica es pionera en prácticas de conservación aprovechando el 24% de su territorio (de 
51.100km2), el cual pertenece a zonas protegidas de algún tipo (parques nacionales, refugios 
de vida silvestre, etc.) [6, 7] beneficiándose económicamente de sus condiciones ecológicas 
mediante prácticas de Desarrollo Sostenible, como la comercialización de Certificados 
Transferibles de Emisiones de Carbono (CTO’s), los pagos por servicios ambientales (PSA’s), 
y el ecoturismo [6, 9, 10]. Se dice que los ecosistemas (bosques, plantaciones forestales, 
manglares, humedales, arrecifes u otros) brindan bienes y servicios en el ámbito local, 
nacional y mundial. 
Las prácticas humanas, legales e ilegales (como los incendios provocados, la caza y la tala), y 
los fenómenos climáticos globales están dañando los ecosistemas, en donde uno de los 
indicadores del deterioro ambiental es la desaparición de especies. Solo en Costa Rica un total 
de 240 especies se encuentran en peligro de extinción al 2006, mientras que otras han 
desaparecido por completo, en donde la destrucción y la degradación de los hábitat, la 
agricultura no sostenible, la sobre caza, la contaminación y las enfermedades están dentro de 
las principales causas [11]. Por otro lado el 95% de los incendios forestales están relacionados 
con actividades agropecuarias y en menor porcentaje, con prácticas de cazadores, venganzas y 
negligencias [8]. 
Actividades lucrativas como la caza y la tala ilegales unidas a circunstancias como el poco 
personal de vigilancia y las grandes extensiones de territorio que deben cubrir, provocan que 
el comercio ilegal de maderas, la extinción de especies animales y la reducción de las zonas 
protegidas (debido a la deforestación y los incendios) produzcan un desequilibrio de los 
ecosistemas y por ende un impacto en las actividades económicas y ambientales del país. 
 1
1.1.1      Detección de actividades de tala y caza en zonas protegidas 
Surge entonces la necesidad de detectar acciones de tala y caza que se presentan en las zonas 
protegidas de Costa Rica para frenar el deterioro que estas ocasionan a la naturaleza y 
proporcionar a los encargados de vigilancia una herramienta para la conservación de los 
bosques. 
Dentro de las opciones que se manejan para la detección se presentan los métodos ópticos 
(mediante una red de cámaras que cubran la zona protegida), los métodos acústicos 
(distinguiendo sonidos que caractericen la presencia de estas actividades dentro del bosque) o 
mediante métodos sensoriales (vigilando variaciones de temperatura, presión, etc. que 
permitan detectar actividades de tala y caza). 
Los métodos ópticos permiten observar lo que sucede dentro del bosque, sin necesidad de 
encontrarse en el lugar. Además, se puede obtener información que permita castigar a los 
infractores en caso de no llegar a tiempo al sitio. Sin embargo inconvenientes como el radio de 
cobertura y la necesidad de la línea vista lo hacen poco factible para colocarlo en zonas 
boscosas. 
Actualmente no se conoce qué variables como temperatura, presión, etc. pueden ser analizadas 
para detectar tala y caza en el ambiente del bosque, por lo que en este momento, no se podrían 
utilizar métodos sensoriales en un sistema de vigilancia de zonas protegidas. 
Un sistema de detección por métodos acústicos tiene la ventaja de tener un mayor radio de 
cobertura que los métodos ópticos. Se puede realizar un sistema omnidireccional, y no es 
necesario encontrarse en línea vista con el objetivo. Además, se necesita un menor número de 
componentes para realizar un transductor de sonido (un micrófono) que para realizar un 
transductor óptico (cámaras, sistemas de iluminación, filtros de luz, etc.).Dentro de las 
desventajas que presenta un sistema acústico están: el no poder observar las actividades en el 
espacio vigilado y el no obtener información de los infractores, argumentos que sí se podrían 
conseguir por métodos ópticos. 
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Dado que se puede lograr una cobertura mayor mediante un sistema omnidireccional con una 
cantidad menor de componentes; se decide realizar un sistema capaz de detectar por medio de 
sonidos de motosierras y disparos las actividades de tala y caza dentro de zonas protegidas. 
1.1.2      Trabajos previos 
Este proyecto forma parte de un sistema de vigilancia de zonas protegidas [2, 3] que consta de 
tres bloques generales (alimentación, detección y comunicación) que se muestran en la Figura 
1.1. 
 
Figura 1.1. Diagrama general del sistema de vigilancia [1]. 
El bloque de detección consta de tres procesos: la detección de motosierras, la detección de 
disparos y la detección de fuego (ver Figura 1.2). 
 
Figura 1.2 Diagrama de segundo nivel para el módulo de detección [1]. 
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Para el sistema de vigilancia se han realizado tres prototipos de reconocimiento de disparos y 
motosierras (dos analógicos y uno digital). Los prototipos analógicos para la detección de 
motosierras y la detección de disparos de armas de fuego, se basaron en la teoría de las redes 
neuronales artificiales para la detección de señales acústicas, las cuales implementaron 
discriminadores Fisher. Los prototipos constaron de una etapa de acondicionamiento de la 
señal, un banco de ocho filtros activos y una neurona artificial ajustada por medio de 
potenciómetros. La simulación y el “entrenamiento” para determinar los parámetros de los 
diseños se realizaron mediante software en MatLab. Entre las características de los prototipos 
está la cobertura de 2862m2 (radio de 30m), un porcentaje de error de un 12% en las 
detecciones de motosierras y un 10% en las de disparos y un consumo típico de potencia de 
1.8W en ambos [4, 5].  
La primera implementación algorítmica digital para la etapa de reconocimiento del proyecto, 
se basó en la teoría “wavelet” para la fase de extracción de características y para la fase de 
clasificación se utilizaron Modelos Ocultos de Markov (HMM). Como características 
generales del proyecto se obtuvo una implementación realizada fuera de línea utilizando 
paquetes de MatLab para el diseño de “wavelets“ y los modelos de Markov. En [1] se explica 
su utilización pero no se presentan resultados con respecto a los diseños utilizados. Para este 
prototipo se realizaron pruebas y entrenamientos con señales acústicas de disparos de armas de 
fuego y motosierras a diferentes distancias del sensor grabadas directamente en el bosque. 
En síntesis, el problema está en diseñar un sistema capaz de detectar sonidos de motosierras y 
disparos para indicar actividades ilegales de tala y caza dentro de las zonas protegidas del país. 
Este debe mejorar los prototipos hasta ahora diseñados, en aspectos como:  
• Rango de detección. 
• Desempeño en cuanto al porcentaje de detección. 
• Costos de implementación. 
 4
1.2    Reconocimiento de patrones acústicos 
Los sistemas de reconocimiento de patrones han probado ser eficientes en la solución de 
problemas de detección y clasificación [23, 24]. 
La meta de estos es asignar señales a distintas clases dependiendo de las características 
presentes en dichas señales, basándose en un conocimiento anterior de las mismas 
(entrenamiento) o mediante información estadística extraída de éstas (estimación) [23, 24, 39]. 
Estos sistemas han sido utilizados en campos como la seguridad y el reconocimiento del habla, 
en donde por ejemplo, [26] presenta una unidad acústica de vigilancia, para localizar vehículos 
que emiten sonidos entre 10Hz y 300Hz, así en [27] se utiliza en reconocimiento automático 
de lenguaje (ASR), o en [28] en donde el reconocimiento de patrones se utiliza para 
determinar la presencia de un instrumento musical y realizar divisiones por segmentos. 
En su mayoría consisten de un transductor que recoge la señal por clasificar, un sistema de 
extracción de características que transforma la información obtenida en valores simbólicos, y 
un sistema de clasificación. Dependiendo de las aplicaciones, la señal del transductor es 
preprocesada para transformarla en un nuevo conjunto de variables y facilitar en cierta forma 
la solución del problema de reconocimiento [24, 39]. 
Considerando estas características y el origen de las señales por clasificar se divide el 
problema en tres etapas generales: 
1. Etapa de preproceso de las señales acústicas. 
2. Etapa de extracción de características de las señales acústicas. 
3. Etapa de clasificación para determinar si la señal acústica pertenece a un disparo, una 
motosierra o al ambiente normal del bosque. 
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La estructura general del prototipo se presenta en la Figura 1.3, en donde se muestra la 
conexión de las etapas y el flujo de las señales entre éstas. 
 
Figura 1.3. Diagrama general del prototipo de reconocimiento. 
Cada una de las etapas se divide en módulos que se encargaron de realizar tareas específicas 
del proceso. La Figura 1.4 muestra la división de las etapas en cinco módulos generales. 
 
Figura 1.4. Estructuración del prototipo de reconocimiento. 
El control de ganancia, se encarga de normalizar la amplitud de la señal de audio, el banco de 
filtros toma la señal normalizada y la divide en bandas de frecuencia, el módulo de 
codificación toma estas bandas de frecuencia y convierte estos datos en un grupo de símbolos 
que luego son interpretados por el módulo de análisis y finalmente el módulo de toma de 
decisiones indica el estado del bosque. 
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1.3    Objetivo y estructura del documento 
El objetivo de este proyecto es diseñar un prototipo algorítmico para la detección de disparos y 
motosierras dentro de zonas protegidas, que considere las restricciones de: 
• Analizar digitalmente señales acústicas, en tiempo real y 
• Desarrollar algoritmos de poca exigencia computacional. 
En el capítulo 2 se presentan principios de filtrado digital, discriminación lineal, aglomeración 
y la teoría matemática de los modelos ocultos de Markov. 
Los capítulos 3, 4 y 5 explican el diseño y la evaluación de cada una de las etapas del 
prototipo de reconocimiento. 
Por último, en el capítulo 6 se enumeran las conclusiones obtenidas y algunas 
recomendaciones para el mejoramiento del prototipo. 
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Capítulo 2: Marco Teórico 
En este capítulo se resumen los principios físicos y matemáticos en los que se basa el 
proyecto, se presenta teoría de filtrado digital, discriminación lineal, aglomeración y los 
modelos ocultos de Markov. 
2.1    Extracción de características de la señal acústica 
Con la etapa de extracción se busca una representación apta de las señales acústicas de 
disparos, motosierras y el ambiente del bosque, para ser clasificadas. Como se muestra en la 
Figura 1.4 esta consta de dos módulos, un banco de filtros y un codificador, en esta sección se 
presentan implementaciones de bancos de filtros digitales, teoría de discriminación lineal y 
principios de algoritmos de aglomeración como codificadores. 
2.1.1      Representación de señales acústicas por su contenido de frecuencias 
Los sonidos están constituidos por tres características: la intensidad, la frecuencia fundamental 
y el número de armónicos. La intensidad está determinada por la amplitud del movimiento 
oscilatorio, la frecuencia fundamental indica el tono, es decir la manera en la que se percibe un 
sonido como grave o agudo, mientras que el número de armónicos permite distinguir entre dos 
sonidos de la misma intensidad y frecuencia fundamental [42]. 
Aprovechando las características de frecuencia fundamental y número de armónicos, es 
posible analizar las frecuencias que componen los sonidos para clasificarlos. Entre los 
métodos de análisis de frecuencias en señales se encuentran: La transformada de Fourier, la 
transformada de pequeña onda y los bancos de filtros. 
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La Transformada de Fourier, de la cual se derivan sus aplicaciones discretas (DFT y la STFT), 
es utilizada para representar señales por medio de su contenido de frecuencias. Este tipo de 
análisis convierte la información en el dominio del tiempo en información en el dominio de la 
frecuencia. Esta transformación hace que se pierda información que indica eventos que 
caracterizan a las señales de origen aleatorio en el tiempo, es decir no se conoce en qué 
momento se presenta cierta frecuencia, por lo que este método no es apto para sistemas de 
reconocimiento, ya que estos detalles son necesarios para identificar entre señales. [12, 41]. 
Los sistemas de análisis mediante transformación de pequeña onda (“wavelets”), se basan en 
dilataciones y traslaciones de una función madre (llamada “wavelet madre”), cuyos 
coeficientes se pueden calcular mediante filtros. Este método permite determinar que 
frecuencias se presentan durante un intervalo de tiempo, por lo que se maneja información de 
tiempo y frecuencia [41, 43]. 
Aunque esta transformación contiene información en el dominio del tiempo, presenta un 
problema en implementaciones de tiempo real, debido a la utilización de ventanas de 
muestreo, en donde su tamaño se encuentra enlazado al número de niveles de transformación. 
Dada esta condición, y los requisitos de diseño resumidas en las secciones 1.1.2 y 1.3, la 
utilización de ventanas provoca que, en términos de costo de implementación y procesamiento 
en tiempo real, este método no sea utilizable. 
Lo que se busca entonces, es un sistema en el que se pueda manejar información del tiempo y 
la frecuencia, en donde su implementación pueda realizarse en tiempo real y no requiera de 
almacenar un número grande de muestras. Dado esto, los bancos de filtros resultan una 
solución factible en términos de representación tiempo-frecuencia, pueden realizarse en 
tiempo real sin necesidad de crear ventanas de muestreo y además por medio de ecuaciones de 
diferencias resultan fáciles de implementar [12].  
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Bancos de filtros digitales 
Cuando un banco de filtros se encarga de dividir una señal en bandas de frecuencias se conoce 
como banco de filtros de análisis y se usan comúnmente en sistemas de análisis espectral [12]. 
Estos consisten en un conjunto de N filtros caracterizados por su respuesta en frecuencia Hk(z) 
(k = 0, 1, …, N-1), tal como se muestra en la Figura 2.1. 
 
Figura 2.1. Estructura general de un banco de filtros [12]. 
La implementación de los bancos de filtros de análisis se basa en el diseño de cada filtro Hk(z). 
A continuación se presentan dos tipos: los bancos de filtros uniformes y la codificación 
subbanda. 
Bancos de filtros uniformes 
Un banco de filtros se considera uniforme cuando los Hk(z) filtros se derivan a partir de un 
filtro prototipo Ho(z), donde [12] 
 2( )        0, 1, ..., N-1k o
kH H kω ω⎛ ⎞= − =⎜ ⎟Ν⎝ ⎠
π  (2.1) 
 10
Cada una de las Hk(z) respuestas en frecuencia se obtienen desplazando uniformemente la 
respuesta del filtro prototipo cada 2 k Nπ . En el dominio del tiempo las respuestas de cada 
filtro se pueden expresar como [12]: 
( ) ( ) 2j nk Nπ        = 0, 1, ..., N-1k oh n h n e k=  (2.2)  
Una implementación de este tipo de banco es la que se muestra en la Figura 2.2 
 
Figura 2.2. Implementación de un banco de filtros uniforme. 
Este toma la secuencia {x(n)} y la pasa a través de cada filtro hk(n) para luego realizar una 
etapa de diezmado, esto para mantener la misma cantidad de muestras a la entrada y a la salida 
del sistema. La señal de salida resultante diezmada se expresa como [40]: 
 ( ) ( ) ( )k k
n
y m h n x mN n−∑  (2.3) =
Donde {yk(m)} es la salida del k-ésimo filtro paso banda diezmada por un factor de N. 
Estos bancos de filtros dividen el espectro de la señal en bandas simétricas, tal como se 
muestra en la Figura 2.3. 
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 Figura 2.3. Distribución del espectro para bancos de filtros uniformes. 
Al momento de diseñar el filtro prototipo es necesario escoger una frecuencia de corte tal que 
ωo ≤ π/N y características de corte tales que minimicen la aparición de alias en las bandas 
adyacentes. 
Si bien el diezmado es utilizado para trabajar con un mismo número de muestras y no 
aumentarlo N veces a la salida del banco de filtros, se puede realizar una implementación sin 
esta etapa y no afectar su comportamiento, por lo que la salida de cada filtro queda como la 
convolución de x(n) y h(n) 
( ) ( ) ( )k ky n h n x n= ∗  (2.4)  
En [12] se explica la utilización de este tipo de banco de filtros para producir una 
transformación discreta de Fourier (DFT) de una secuencia finita de datos. 
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Codificación subbanda 
Su nombre se debe a que son generalmente utilizados en sistemas de codificación de sonidos, 
aprovechando la característica que estos poseen de contener la mayoría de la energía en las 
frecuencias más bajas, los codificadores subbanda utilizan una estructura como la de la Figura 
2.4 [12]. 
 
Figura 2.4. Estructura de un banco de filtros en codificación subbanda [12] 
La división del espectro de frecuencias se realiza en octavas, en la Figura 2.5 se muestra la 
salida de un banco de filtros de 4 bandas. 
 
Figura 2.5. División del espectro de frecuencia en un banco de codificación subbanda [12]. 
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Estos toman la señal dada por la secuencia {x(n)} y realizan una primera división del espectro 
en dos, una parte con las componentes altas de frecuencia que van a la salida del banco y una 
parte con las componentes bajas que es enviada a una etapa de diezmado por 2, que reduce la 
tasa de muestreo para luego entrar a una nueva etapa de filtrado que separa estas componentes 
en dos nuevos grupos. El proceso se repite hasta que se alcance el total de bandas del banco de 
filtros [12]. 
La realización de los filtros en una codificación subbanda debe hacerse de manera tal que los 
alias producidos por la etapa de diezmado sean despreciables, una solución a este problema es 
la utilización de filtros espejo en cuadratura [12]. 
Filtros espejo en cuadratura 
La respuesta en frecuencia de los filtros espejo en cuadratura (QMF) se muestra en la Figura 
2.6, estos son complementarios, es decir, las frecuencias rechazadas por el filtro paso bajo son 
tomadas por el filtro paso alto y viceversa. 
 
Figura 2.6. Respuesta de los filtros espejo en cuadratura. 
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La característica general de estos filtros, es que su respuesta total en magnitud cumple con 
 ( ) ( ) ( )2 20 1 1    para todo A H Hω ω ω= + ≈ ω   (2.5) 
Estos filtros pueden ser tanto de respuesta finita al impulso (FIR) como de respuesta infinita al 
impulso (IIR), con sus debidas ventajas y desventajas. En [12] se aborda el diseño de QMF 
con filtros FIR, mientras que en [37,38] se presenta el diseño de QMF con filtros IIR. 
En [12, 15-22] se presentan más detalles acerca del filtrado digital, tipos de filtros así como 
técnicas de diseño. 
La teoría de sistemas de tasa múltiple, diezmado e interpolación de señales digitales se 
presenta en [12, 40] así como ejemplos e implementaciones. 
2.1.2      Selección de bandas de frecuencias y reducción de dimensiones 
Para seleccionar el número de bandas de frecuencias que conforman el banco de filtros, es 
preciso aplicar un método que indique cuáles frecuencias son necesarias para realizar un 
sistema de clasificación. 
Dentro de estos algoritmos se encuentra el método de discriminante lineal de Fisher. Este 
método indica qué frecuencias son útiles para realizar una clasificación en un número 
determinado de clases, realiza un mapeo de los datos en un hiperplano y mediante un vector de 
pesos indica qué dimensiones son necesarias para realizar la mayor separación de los datos en 
ese hiperplano. A continuación se presenta en manera resumida la teoría del discriminante 
lineal de Fisher. 
Discriminantes lineales de Fisher 
La meta de los algoritmos de clasificación es asignar a un vector de entrada x una de Ck clases, 
donde k = 1, 2,…, K y K es el número total de clases. En el mejor de los casos a este vector x 
le será asignada una y solo una de las clases Ck. [24]. 
 15
Estos algoritmos dividen el espacio de entrada en regiones de decisión cuyos límites son 
llamados límites de decisión o superficies de decisión. Cuando los datos pueden ser separados 
por superficies de decisión lineales se dice entonces que el conjunto es linealmente separable y 
a los algoritmos que los dividen se les conoce como discriminantes lineales [24]. 
Los discriminantes lineales de Fisher atacan el problema de clasificación realizando modelos 
que reducen la dimensionalidad del espacio, y creando regiones de decisión mediante la 
proyección de los datos en un hiperplano que mejor separe las Ck clases. 
Este método determina cuáles de las dimensiones poseen un mayor “peso” al momento de 
realizar una separación de los datos y, aunque por sí solo no constituye un sistema de 
reconocimiento completo, es generalmente utilizado para disminuir la complejidad 
computacional de los algoritmos de clasificación ya que ésta aumenta con la cantidad de 
dimensiones que se procesen [23, 24]. 
En [23-25] se introduce teoría de los discriminantes lineales mientras que [4, 5] presentan 
ejemplos de utilización de los discriminantes lineales de Fisher en problemas de 
reconocimiento. En esta sección se presenta la información necesaria para entender el papel 
del discriminante lineal de Fisher en este proyecto, iniciando con su implementación para dos 
clases y luego su generalización para un mayor número de clases. 
Discriminante lineal de Fisher para dos clases 
Supóngase un conjunto x de muestras d-dimensionales, conformado por n1 muestras de un 
subconjunto D1 y n2 muestras de un subconjunto D2. Si se proyectan estos datos en una 
dimensión utilizando una combinación lineal de los componentes de x dada por [23, 24] 
 y = wTx (2.6) 
Se obtiene un conjunto de n muestras unidimensionales y = y1, y2,…, yn igualmente dividido 
en dos subconjuntos Y1 y Y2. 
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Considerando que la proyección a una dimensión genera una perdida importante de 
información dado que las clases D1 y D2 se encontraban separadas en el espacio original de d-
dimensiones y que la proyección a una dimensión hace que se traslapen, se puede encontrar 
una proyección tal que ajustando los valores de w  se maximice la separación entre clases [23, 
24]. En la Figura 2.7 se observa como modificando la dirección de w se puede mejorar la 
separación entre los datos de dos clases. 
 
Figura 2.7. Proyección de datos de dos clases en una línea en dirección de w [25]. 
Una medida de la separación de los datos es la diferencia entre las medias m1 y m2 de los 





                 
x D x D
m x m
n n∈ ∈
=1 1 x=∑ ∑  (2.7) 
Si se proyectan estas en el vector w se obtiene una medida de las distancias de las medias dada 
por [23, 24] 
 ( )1 2 1 2m m w m m− = −  T  (2.8) 
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Esto implica que escalando w se puede aumentar esta separación. Sin embargo, lo que 
realmente dará una buena separación de los datos es qué tan lejos esté la media de una medida 
de desviación estándar para cada clase. En [23] se define la dispersión de las muestras 
proyectadas como: 






= −∑   (2.9) 
En donde ( 2221 ~~ ssn + )1  es un estimado de la varianza y 2221 ~~ ss +  es conocida como la dispersión 
total dentro de clases de las muestras proyectadas. 
Función de criterio para el discriminante lineal de Fisher 
La función de criterio de Fisher está dada por la razón de la dispersión entre clases dada por 











   (2.10) 
En donde el vector w que maximice J(·) es el que mejor separa las proyecciones Y1 y Y2. 
Explícitamente, se puede escribir la función de criterio en función de w como 





w S wJ w
w S w
=  (2.11) 
En donde SB es la matriz de dispersión entre clases y esta dada por 
  (2.12) ( )(2 1 2 1BS m m m m= − −
Y SW es la matriz de dispersión dentro de clases y está dada por 
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  (2.13) ( )( ) ( )(
1 2
1 1 2 2W
x D x D
S x m x m x m x m
∈ ∈
= − − + − −∑ ∑ )T T




21 mmSw W −=  (2.14)  
Discriminante lineal de Fisher para múltiples clases 
Para un problema de C-clases la generalización natural de los discriminantes lineales de Fisher 
envuelve C-1 funciones discriminantes. La generalización para la matriz de dispersión dentro 
de clases es [23, 24] 











S x m x m
∈
= − −∑  (2.16) 

















  (2.18) ( )( ) ( )(
1
T
T W i i
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S x m x m S n m m m m
=
= − − = + − −∑ ∑
En donde el segundo término es llamado la matriz general de dispersión entre clases SB, por lo 
que 
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 BWT SSS +=  (2.19) 
La proyección de un espacio vectorial de d-dimensiones a uno de (c-1)-dimensiones se realiza 
con las c-1 funciones discriminantes 
 yi = wiTx      con i = 1, …, c-1 (2.20) 
Si los yi son vistos como componentes de un vector y y los vectores de peso wi son vistos 
como columnas de una matriz de d por (c-1) W, entonces la proyección se puede escribir 
como una operación matricial [23, 24] 
 y = WTx  (2.21) 













Función de criterio 
Al igual que para dos clases se tiene una función de criterio para encontrar la matriz W que 














La forma de encontrar el W óptimo se resume en un problema de eigenvalores y 
eigenvectores, los cuales deben cumplir 
 iWiiB wSwS λ=  (2.24) 
Donde estos eigenvalores λ pueden encontrarse como las raíces del polinomio 
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 0=− WiB SS λ  (2.25) 
Resolviendo la ecuación 
( ) 0=− iWiB wSS λ  (2.26)  
Se obtienen los vectores que constituyen la matriz de pesos W. 
2.1.3      Aglomeración y método de K-medias 
Dentro del análisis de patrones se encuentran las técnicas de análisis de conglomerados 
(“clustering analysis”) las cuales se encargan de estudiar cómo se organiza una colección de 
patrones (generalmente representados como vectores o puntos en un espacio 
multidimensional) en conjuntos, basados en la similitud entre datos. Intuyendo que los 
patrones dentro de un grupo son más similares entre ellos que entre otros que pertenezcan a 
otros grupos [36]. 
Los algoritmos de aglomeración han demostrado ser útiles en sistemas de análisis de patrones 
incluyendo segmentación de imágenes y clasificación, particularmente en estudios de 
interrelación de los datos produciendo un acercamiento a la estructura de los mismos [24, 33 - 
36].  
En sí, la meta de los algoritmos de aglomeración, es encontrar un número de puntos dentro de 
un conjunto de datos que puedan representar dicho conjunto. Estos puntos son conocidos 
como centros, prototipos, centroides o palabras de código (“codewords”), en donde, luego de 
obtenerlos pueden usarse para tareas como la compresión de datos y la clasificación [33-36]. 
En [23, 24, 33-36] se presentan los principios de los algoritmos de aglomeración. En esta 
sección se presenta de manera resumida el algoritmo de K-medias.  
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Algoritmo de K-medias 
La estimación inicial de los centroides es la base del algoritmo de K-medias por lo que una 
pobre inicialización puede generar problemas como los “centros muertos” o la redundancia 
[34]. 
Se dice que se genera un “centro muerto” cuando no se asignan puntos a un centroide, esto 
sucede cuando un centro se ubica entre dos centroides activos o bien alejado del conjunto de 
datos. Una manera de evitar esto es tomar los centros iniciales del conjunto de muestras de 
manera aleatoria, sin embargo esto no garantiza que los centros sean igualmente activos [34]. 
La redundancia se presenta al querer obtener un mejor modelado de los datos por lo que se 
asignan un número mayor de centroides para representar el conjunto de datos, pero un alto 
número de centroides incrementa la probabilidad de colocarlos en la misma posición o muy 
cercanos entre sí [34]. 
Dado esto se puede resumir que el problema de aglomeración por K-medias es en sí un 
problema de optimización [33 - 36]. 
El algoritmo de K-medias se describe como sigue [33, 34, 36]: 
1. Seleccionar K centros iniciales para los conjuntos. 
2. Asignar cada punto x del total de datos con el centroide más cercano. 









= −∑∑  (2.27) 
4. Si J es mejorada entonces se calculan los nuevos centros con los datos asignados 
a cada conglomerado. 
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5. Repetir los pasos de 2 a 4 hasta que se acote el valor de J o hasta alcanzar un 
máximo de iteraciones. 
El método de K-medias es explicado con detalle en [33-36] donde se muestran distintas 
formas de determinar las distancias de los datos así como su implementación en sistemas de 
clasificación y compresión. 
2.2    Clasificación de la señal acústica 
La etapa de clasificación se encarga de asignar a las señales acústicas provenientes del bosque, 
previamente tratadas por las etapas de preproceso y extracción de características, una de tres 
clases: disparos, motosierras o ambiente normal. 
Dado que los sonidos presentes en un ambiente natural son aleatorios, se necesita de un 
sistema que pueda distinguir entre la cantidad de acontecimientos que se presenten dentro del 
bosque, de manera que se reduzca la aparición de falsas alarmas y los eventos no detectados. 
Los modelos ocultos de Markov son una herramienta probabilística que permite el estudio de 
señales observables de procesos del mundo real. Éstas pueden ser puras o corruptas (por ruido, 
distorsiones o reverberación), de naturaleza discreta o continua y cuya fuente puede ser 
estacionaria o aleatoria. [29] 
En esta sección se explican los conceptos básicos para la aplicación de los modelos de Markov 
en sistemas de reconocimiento. La teoría completa puede revisarse en [23, 24, 29] además [14, 
30-32] presentan ejemplos de utilización de los HMMs en distintas aplicaciones así como 
bases teóricas.  
2.2.1      Modelos Ocultos de Markov 
Estos consisten de un sistema de estados los cuales están interconectados entre sí, en donde es 
posible moverse de cualquier estado a otro con transiciones regidas por densidades 
probabilísticas. 
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Elementos de un HMM 
Un HMM discreto completo está definido por los siguientes elementos [23, 24, 29]: 
1. S: el conjunto de estados en el modelo. Aunque estos están ocultos, para muchas 
aplicaciones prácticas existe algún significado físico enlazado a los estados o a su 
configuración en el modelo. Se denotan como S = {S1, S2,…, SN} y en el tiempo t 
como qt. 
2. V: el conjunto de símbolos por estado y define el tamaño del alfabeto discreto. 
Los símbolos corresponden a la salida física del sistema por ser modelado, estos se 
denotan como V = {V1, V2,…, VM}. 
3. A = {aij}: la distribución de probabilidad para la transición entre estados, donde: 
  [ ] NjiSqSqPa itjtij ≤≤=== + ,1;|1  (2.28) 
Para el caso especial donde cualquier estado puede alcanzar cualquier otro en un 
solo paso se tiene que aij > 0. Para otro tipo de HMM se puede tener un aij = 0 para 
uno o más pares (i,j). 
4. B = {bj(k)}: la distribución de probabilidad de un símbolo de observación en el 
estado j, donde:  
 [ ] MkNjSqtenVPkb jtkj ≤≤≤≤== 1,1;|)(  (2.29) 
5. π = {πi}: la distribución para el estado inicial donde:  
 [ ] NiSqP ii ≤≤== 1;1π  (2.30) 
En resumen para una especificación completa de un HMM se necesitan establecer dos 
parámetros del modelo N y M, establecer los símbolos de observación V y establecer las tres 
medidas de probabilidad A, B y π. [29] utiliza la notación completa λ = (A, B, π) para indicar 
los parámetros completos de un modelo dado, [23, 24] utilizan su propia notación pero en este 
documento se utiliza la notación dada por [29] para referirse a un modelo completo de 
Markov. 
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Los tres problemas básicos para los HMM 
Existen tres problemas de interés que deben ser resueltos para que el modelo sea útil en el 
mundo real y estos son [23, 24, 29]: 
Problema 1: Dada una secuencia de observaciones O y un modelo λ, ¿cómo se 
computariza correctamente P(O|λ), la probabilidad de la secuencia dado 
λ? 
Problema 2: Dada una secuencia de observaciones O y el modelo λ, ¿cómo se escoge 
una secuencia de estados Q = q1, q2,…, qt que sea óptima de manera 
razonable, es decir, que mejor explique la secuencia O? 
Problema 3: ¿Cómo se ajustan los parámetros del modelo λ = (A, B, π) para 
maximizar P(O|λ)? 
 
Solución a los tres problemas básicos de los HMM 
A continuación se presentan las soluciones al primer y tercer problema, la solución al segundo 
problema no es necesaria en sistemas de reconocimiento de patrones por lo que no se explica 
en el presente documento. En [23, 24, 29] se explican las soluciones a los tres problemas 
básicos de los HMM. 
Solución al primer problema: El procedimiento adelante-atrás (Forward-Backward 
procedure) 
Aunque para resolver el problema 1 se necesita únicamente el procedimiento hacia adelante 
(forward), para la solución de los dos problemas restantes la implementación del 
procedimiento hacia atrás es necesaria, ambos procedimientos se explican en [23, 24, 29]. 
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Procedimiento hacia adelante (forward) 
Para este procedimiento se considera la variable de adelanto αt(i) que se define como: 
( ) ( ) λα |, SqOOOPi 21 ittt == "  (2.31) 
Que representa la probabilidad de la secuencia parcial de observaciones hasta el tiempo t y el 
estado Si en el tiempo t, dado el modelo λ. 
El cálculo de αt(i) se realiza inductivamente en tres pasos como sigue: 
1. Inicialización: 
 NiObi ii ≤≤= 1),()( 11 πα  (2.32) 
Se inicializa la variable de adelanto como la probabilidad de la unión del estado Si y la 
observación inicial O1. 
2. Inducción: 

















Esta es la etapa central del procedimiento, en donde la Figura 2.8 muestra como es alcanzado 
el estado Sj en el tiempo t+1 desde cualquier estado de los N posibles. 
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 Figura 2.8. Secuencia de operaciones para el cálculo de la variable de adelanto αt+1(j).[29] 
3. Terminación 








Se realiza el cálculo de la probabilidad P(O|λ) como la suma de las variables α en el instante T.  
Procedimiento hacia atrás (backward) 
De manera similar al procedimiento hacia adelante, se define la variable de atraso βt(i) 
definida como: 
( ) ( ) λβ ,| SqOOOPi 21 itTttt == ++ "  (2.35) 
Y se resuelve inductivamente por dos pasos. 
1. Inicialización: 
 NiiT ≤≤= 1,1)(β  (2.36) 
2. Inducción: 
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Solución al tercer problema: El método de Baum-Welch 
No existe una manera analítica de establecer un modelo que maximice la probabilidad de una 
secuencia de observaciones; más aún, con un conjunto finito de datos de entrenamiento no hay 
manera óptima de estimar los parámetros del modelo. 
Sin embargo, se puede obtener un λ=(A,B,π) que haga que P(O|λ) sea máximo para el 
conjunto de datos de entrenamiento utilizando un procedimiento iterativo como el método de 
Baum-Welch. 
Como primer paso del método se define ξt(i,j) como la probabilidad de encontrarse en el 
estado Si en el instante t y en estado Sj en el tiempo t+1 dado el modelo y la cadena de 
observaciones. 
( ) λξ ,|,),( OSqSqPji 1 jtitt = == +  (2.38) 
La Figura 2.9 muestra las operaciones necesarias para el cálculo de ξt(i,j) en donde se puede 
observar la implicación de las variables de atraso y adelanto del procedimiento adelante-atrás. 
 
Figura 2.9. Secuencia de operaciones para el cálculo de ξt(i,j) [29]. 
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Seguido el cálculo de ξt(i,j) se define γt(i) como la probabilidad de estar en el estado Si en el 
tiempo t. 







Dadas estas probabilidades se pueden reestimar los valores de A, B y π como: 
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b (k) = 
número de veces en el estado S
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número esperado de veces que se observa el simbolo V  en el estado S
 (2.43) 
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Si se define el modelo actual como λ y se utiliza para el cálculo de las ecuaciones (2.41, 2.42 y 
2.43) y se define el modelo re-estimado λ , entonces se puede llegar a dos conclusiones: 
1. El modelo inicial define un punto crítico en la función de probabilidad, en tal caso λ = λ , o 
bien, 
2. El modelo λ  es más probable que el modelo λ, y se ha encontrado un nuevo modelo para el 
que es más probable que se produzca la secuencia de observaciones de entrenamiento. 
El procedimiento puede continuar hasta que se alcance el punto crítico. 
2.3    Antecedentes Bibliográficos. 
Las redes neuronales artificiales, los Modelos Ocultos de Markov y los clasificadores 
estadísticos son ampliamente utilizados en el área de reconocimiento de patrones en donde el 
procesamiento de la señal depende completamente de la aplicación. 
En [13,29-32] se presentan las bases teóricas de los Modelos Ocultos de Markov y su 
utilización en sistemas de reconocimiento del habla, además en [14] se explica la utilización 
de las cadenas de Markov en modelos de predicción de mercados. 
Se utilizaron, además, bibliotecas computacionales en código MatLab para el desarrollo del 
prototipo, principalmente 
• Signal Processing Toolbox: IIR Filter Design: Herramienta de diseño de filtros 
digitales de respuesta infinita al impulso [16]. 
• MatLab Arsenal: Contiene algoritmos de discriminación lineal [41]. 
• HMM Toolbox for MatLab: Herramientas para el diseño de modelos ocultos de 
Markov [42]. 
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Capítulo 3: Diseño y evaluación de la etapa de 
preproceso 
La etapa de preproceso consta de un módulo que se encarga de normalizar la señal de audio 
proveniente del módulo de transducción, tal como muestra la Figura 1.4, Este se conoce como 
módulo de control de ganancia y se presenta a continuación. 
3.1    Control de Ganancia 
La implementación del módulo de control de ganancia se basa en la ecuación 
 EntradaSalida = 
Promedio + Constante
 (3.1) 
Mientras que su estructura interna se muestra en la Figura 3.1. 
 
Figura 3.1. Estructura interna del Control Automático de Ganancia. 
El diseño del módulo consiste en establecer el promediador así como el valor de la constante, 
conocida como constante de normalización. 
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3.1.1      Estructura del promediador 
La estructura del promediador se basa en la presentada por [4, 5] donde, analógicamente, el 
promedio de la señal de entrada se tomó mediante un circuito detector como el de la Figura 3.2 
 
Figura 3.2. Configuración analógica del promediador [4, 5]. 
El comportamiento de este circuito ante una entrada sinusoidal se muestra en la Figura 3.3. 
 
Figura 3.3. Respuesta del detector ante una entrada sinusoidal. 
Asumiendo el diodo D1 como ideal y el condensador sin carga, se puede explicar el 
funcionamiento de este circuito de la siguiente manera. 
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Al ingresar un valor mayor a cero al módulo, el condensador se carga a este valor de entrada. 
Mientras que la señal del transductor sea menor que el valor de carga del condensador la 
resistencia descarga el condensador a una tasa τ = RC segundos hasta alcanzar un valor de 
carga del condensador que sea menor al valor de la entrada del módulo. 
Este comportamiento se adapta a la aplicación mediante un algoritmo computacional. Este no 
toma enteramente el funcionamiento del circuito de la Figura 3.2, sino que se realiza una 
aproximación, esto porque además de las condiciones de funcionamiento se cumple con los 
siguientes requisitos de diseño: 
• El algoritmo debe tener una descarga lineal: Esto para reducir la complejidad 
computacional del control de ganancia, ya que esto implica que la descarga se realiza 
mediante una suma y no mediante una multiplicación como lo establece el modelo 
discreto de un circuito RC. 
• Además debe realizar una rectificación completa de la señal de entrada: Con esto se 
evitan saturaciones a la salida del módulo que se puedan ocasionar debido a 
variaciones mayores de energía en la parte negativa de la señal de entrada. 
Dadas estas condiciones, el funcionamiento del algoritmo computacional se resume en la 
Figura 3.4. Mientras que la Figura 3.5 muestra la respuesta del promediador ante una señal 
sinusoidal. 
La constante k, conocida como constante de atenuación, determina la tasa de disminución para 
la salida del promediador. 
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 Figura 3.4. Algoritmo computacional para el promediador. 
 
Figura 3.5. Respuesta del promediador ante una señal sinusoidal. 
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Para la etapa de preproceso se reconocen entonces dos valores que deben ser ajustados para 
obtener un comportamiento deseado del control de ganancia, la constante de normalización y 
la constante de atenuación, en la Tabla 3.1 se presentan las variables y su función dentro de la 
etapa. 
Tabla 3.1. Variables presentes en la etapa de preproceso. 
Variable Función 
Constante de Normalización • Evitar la saturación de la salida del control de ganancia 
Constante de Atenuación • Determinar la tasa de disminución del valor de salida para el promediador 
3.1.2      Ajuste de la constante de atenuación 
El ajuste de la constante de atenuación sigue los lineamientos que se enumeran a continuación: 
• El promediador no debe reaccionar a altas frecuencias: Mientras esto se dé, se tendrá 
una normalización a la salida del control de ganancia que no dependerá de los 
pequeños cambios de la señal sino que será gobernada por los picos de la señal de 
entrada. 
• De igual manera la tasa de disminución debe ser tal que cuando se presente un salto 
brusco en la entrada (ej. un disparo a corta distancia) no se afecte los eventos 
siguientes otorgándoles una menor ganancia. 
En resumen la constante de atenuación debe permitir que la salida del promediador se ajuste al 
contorno de la señal de entrada  
El efecto de modificar el valor de la constante de atenuación sobre la salida del promediador 
se presenta a continuación. 
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 Figura 3.6. Respuesta del promediador con una constante de atenuación de 0.01. 
La Figura 3.6.b presenta la salida del promediador con una constante de atenuación de 0.01, en 
esta se observa como la salida se ajusta a las variaciones de alta frecuencia de la entrada  
 
Figura 3.7. Respuesta del promediador con una constante de atenuación de 0,00058 
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En el caso de la Figura 3.7.b se presenta la salida del promediador con una constante de 
atenuación de 5.8X10-4, en este caso se observa que el valor de salida del promediador se 
ajusta al contorno de la señal de entrada provocando que el promediador sea menos 
susceptible a las variaciones de alta frecuencia. 
3.1.3      Ajuste de la constante de normalización 
La constante de normalización, se utiliza para prevenir la saturación de la salida del control de 
ganancia por valores del promediador iguales o cercanos a cero Esta debe ser tal que no afecte 
el valor del promedio que determina la ganancia del módulo. 
 
Figura 3.8. Respuesta del control de ganancia con una constante de normalización de 0.1 y una constante de 
atenuación de 0.00058. 
La Figura 3.8 muestra como un valor de 0.1 de la constante de normalización puede afectar la 
ganancia en zonas donde la amplitud de la señal de entrada es baja en comparación con los 
picos de la señal, provocando que la normalización no se ejecute de manera uniforme. 
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 Figura 3.9. Respuesta del control de ganancia con una constante de normalización de 0.00001 y una constante de 
atenuación de 0.00058. 
Un valor de 10-5 en la constante de normalización permite que el control de ganancia actué 
uniformemente sobre toda la señal, tal como se observa en la Figura 3.9 donde las zonas de 
menor amplitud son amplificadas de manera proporcional a las zonas de mayor amplitud de la 
señal de entrada. 
Como resultado se tiene a la salida de este módulo, una señal de audio normalizada que entra a 
la etapa de extracción de características para ser dividida en bandas de frecuencias por el 
banco de filtros. 
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Capítulo 4: Diseño y evaluación de la etapa de 
extracción de características 
Este capítulo presenta la estructura de los módulos que constituyen la etapa de extracción de 
características, presentada en la Figura 1.4. Cada módulo se encarga de dividir y codificar la 
señal normalizada proveniente de la etapa de preproceso 
4.1    Banco de Filtros 
Para la elección del banco de filtros a utilizar se valora preliminarmente las ventajas de cada 
tipo y las condiciones de la aplicación. A continuación se comparan los sistemas de filtros 
uniformes y de codificación subbanda presentados en la sección 2.1.1 en términos de tamaño y 
complejidad computacional. 
4.1.1      Comparación entre diseños 
a) Tamaño 
El sistema de codificación subbanda necesita de una conexión en cascada de los 
niveles de filtrado, es decir la salida de un sistema es la entrada del siguiente, por lo 
que aparenta ser de un tamaño mayor, pero todos los niveles de filtrado son idénticos 
por lo que es posible reutilizar los filtros y el sistema de diezmado. 
Para el sistema de filtros uniformes es necesario el diseño del filtro de la ecuación 
(2.1), pero para cada nivel de filtrado es necesario desplazar la respuesta del filtro por 
lo que en realidad se necesitan de N filtros paso-banda, donde N es el número de 
bandas. 
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b) Complejidad computacional   
Para lograr una división de N bandas de frecuencia es necesario una repetición de N-1 
niveles de filtrado para un codificador subbanda y N filtros distintos para un sistema de 
filtros uniformes. 
Debido al menor tamaño y complejidad computacional se decide utilizar un codificador 
subbanda para el banco de filtros, debido a que su diseño e implementación se limita a dos 
filtros y no a N como un banco de filtros uniformes. 
El diseño de un codificador subbanda se basa en determinar un par de filtros espejo en 
cuadratura (QMF), como se resume en la sección 2.1.1. La evaluación y el diseño de estos 
filtros se presentan a continuación. 
4.1.2      Diseño de filtros QMF 
Los filtros QMF pueden ser tanto IIR como FIR [12], para esta aplicación se decide 
implementar el banco mediante filtros IIR, dado que un filtro IIR de orden menor (entiéndase 
tercer, cuarto, quinto orden) presenta características de corte similares a un filtro FIR de mayor 
orden, y aunque la distorsión de fase que estos introducen a la señal filtrada es considerable, 
en este proyecto se desprecia dado que su salida se utiliza para determinar la energía presente 
en la banda y no para la reconstrucción de la señal original [12, 15, 20, 21]. Esto permite un 
tratamiento de la señal digital en línea con una exigencia computacional menor que los filtros 
FIR. 
Para el banco, se demandan filtros que cumplan con los siguientes requisitos con el menor 
orden posible: 
• Rizado de la banda pasante menor a 1dB. 
• Rizado de la banda no pasante menor a 30dB 
• Banda de transición entre 0.4 y 0.7 de la frecuencia normalizada. 
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Determinadas estas condiciones, se eligió un filtro elíptico o de Cauer [17] dadas sus 
características de corte en comparación con los filtros Butterworth [18] y Chebyshev [19]. 
Vaidyanathan [37, 38] presenta un algoritmo para el diseño de filtros QMF IIR en donde es 
necesario únicamente el diseño del filtro paso-bajo para obtener un filtro paso-alto de 
respuesta complementaria. Para determinar el filtro complementario el algoritmo solicita que 
el numerador del filtro paso-bajo cumpla con las siguientes condiciones: 
1. Debe ser simétrico y 
2. Si el orden es impar entonces el numerador del filtro paso-alto será antisimétrico, en 
caso contrario el numerador será simétrico. 
La Tabla 4.1 presenta los coeficientes de los filtros QMF complementarios que constituyen el 
codificador subbanda. Tanto el filtro paso bajo como el filtro paso alto comparten los polos 
(denominador). 






Filtro Paso Alto 
1 1 0.211933103 0.210320841 
2 0.006150841 0.502613340 -0.497393977 
3 0.422261262 0.502613340 0.497393977 
4 0.000680784 0.211933103 -0.210320841 
Como resultado se obtuvo un par complementario de tercer orden. El numerador del filtro 
paso bajo es simétrico de orden impar, por lo que su complemento paso alto es antisimétrico. 
Las características de corte y respuesta total en magnitud en decibeles para los filtros espejo en 
cuadratura se presentan en la Figura 4.1. 
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 Figura 4.1. Respuesta en frecuencia y respuesta en cuadratura en decibeles para los filtros QMF elípticos de 
tercer orden 
La frecuencia de corte se encuentra en 0.5 de la frecuencia normalizada, corte de media banda. 
El rizado de la banda pasante es menor a 1dB para ambos filtros, mientras que el rizado de la 
banda no pasante se encuentra por debajo de los 30dB, y aunque la banda de transición se 
encuentra fuera del rango establecido, se considera que un 0.01 por fuera de esta banda no 
perjudica considerablemente los parámetros de diseño. Se observa que la respuesta total en 
magnitud (línea verde en la Figura 4.1) cumple con lo establecido por la ecuación (2.5) por lo 
que los filtros diseñados son filtros QMF. 
4.1.3      Estimación de energía 
La estimación de la energía presente en las bandas de frecuencia se realiza mediante 
promediadores como el presente en el control de ganancia (Figura 3.2) en cada una de las 
bandas de salida del banco de filtros. En la Figura 4.2 se presenta la estructura interna del 
banco de filtros y la conexión de los promediadores. 
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 Figura 4.2. Estructura del banco de filtros. 
 
Figura 4.3. Respuesta de un banco de filtros de cuatro niveles. 
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La Figura 4.3 presenta la respuesta de un banco de filtros de cuatro niveles. En esta se observa 
como se obtiene la energía de las bandas conforme se presenta la señal acústica y como se 
extrae información de tiempo y frecuencia de la señal. 
4.1.4      Selección de bandas de frecuencias 
La selección del número de bandas necesarias para solucionar el problema de reconocimiento 
se realiza mediante un proceso de discriminación lineal de Fisher. Para conocer las bandas en 
las que se divide el espectro, es necesario establecer las características de frecuencia de la base 
de datos con que se cuenta para el proyecto. Estas se resumen en la Tabla 4.2. 
Tabla 4.2 Características de frecuencia de la base de datos para el proyecto. 
Característica Valor 
Frecuencia de Muestreo (Hz) 44100 
Frecuencia de Corte Baja (Hz) 20 
Frecuencia de Corte Alta (Hz) 20000 
Se establecen entonces, once bandas iniciales de frecuencia con las que se realiza la 
discriminación lineal de Fisher, las frecuencias de corte para cada banda y el resultado del 
análisis de discriminación lineal para la proyección a una dimensión se presentan en la Tabla 
4.3, la Figura 4.4 presenta de manera gráfica el de peso asignado a cada banda de frecuencia. 
Tabla 4.3. Resultados del análisis de discriminante lineal de Fisher. 
Banda Frecuencia Alta 
Frecuencia 
Baja Pesos LDA
1 20000.00 11025.00 -0.0076801
2 11025.00 5512.50 -0.0001915
3 5512.50 2756.25 0.0154513
4 2756.25 1378.13 -0.0178226
5 1378.13 689.06 0.0063133
6 689.06 344.53 0.1057255
7 344.53 172.27 -0.0130055
8 172.27 86.13 -0.9939808
9 86.13 43.07 0 
10 43.07 21.53 0 


















Figura 4.4. Distribución de pesos en las bandas de frecuencia. 
Se presentan resultados del análisis de discriminante lineal para la proyección a una dimensión 
debido que lo resultados arrojados por el LDA hasta un total de proyecciones a seis 
dimensiones son similares a los presentados en la Tabla 4.3 y la Figura 4.4. En estos se 
observa como la banda correspondiente a las frecuencias entre los 86.13Hz y 172.27Hz 
presenta el mayor peso de todas las bandas, esto indica que dentro del espacio vectorial de 
once dimensiones, los datos se dividen mejor en esa dirección. 
Además, el LDA determina que las bandas 9 (86.13-43.07Hz) y 10 (43.07-21.53Hz) no 
entregan información relevante para la clasificación, ya que presentan un cero en el análisis 
lineal, mientras que la banda 11 (21.53-20Hz) presenta un peso de 1.17X10-5 que es bajo en 
comparación con las otras bandas de frecuencia, por estas razones se descartan estas tres 
bandas de frecuencia del banco de filtros. 
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Aunque las bandas 1 (20K-11025Hz), 2 (11025-5012.5Hz) y 5 (1378.13-689.06Hz), presentan 
pesos bajos en comparación a la banda 8, en comparación con las bandas 3, 4 ,6 y 7 no son 
despreciables, por lo que se decide mantener estas bandas dentro de la etapa de extracción. En 
la Tabla 4.4 se presentan las bandas utilizadas en el banco de filtros. 
Tabla 4.4. Bandas de frecuencia utilizadas en el banco de filtros. 
Banda Frecuencia Alta 
Frecuencia 
Baja 
1 20000.00 11025.00 
2 11025.00 5512.50 
3 5512.50 2756.25 
4 2756.25 1378.13 
5 1378.13 689.06 
6 689.06 344.53 
7 344.53 172.27 
8 172.27 86.13 
Como salida de este módulo se obtiene la señal de audio normalizada dividida en ocho bandas 
de frecuencia que son enviadas al módulo de codificación. 
4.2    Codificación 
La función del módulo de codificación es producir los símbolos del alfabeto discreto para los 
modelos ocultos de Markov. 
Este módulo se encarga de describir el comportamiento de los datos de salida del banco de 
filtros, que en teoría posee un número infinito de posibles variantes, mediante un número 
finito de conglomerados, dado que los HMM discretos necesitan que la salida del sistema a 
modelar tenga un número finito de salidas posibles. 
El tamaño del alfabeto discreto V es determinado por el número de centroides K asignados al 
algoritmo de K-medias. Para estimar los centroides y determinar la distribución de los vectores 
de salida del banco de filtros se utilizaron distancias euclidianas cuadradas [35, 36]. 
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El prototipo utiliza un total de 32 centroides para la codificación. Rabiner [29] recomienda 
utilizar un número mayor o igual a 32 centroides para los sistemas de reconocimiento, debido 
a que la distorsión de los datos se reduce cuanto mayor es el número de conglomerados del 
sistema de cuantificación [23, 24, 29, 33-36].En la Figura 4.5 se muestra un ejemplo de la 
distribución de una señal acústica en símbolos de observación. 
 
Figura 4.5. Distribución de una señal símbolos de observación.. 
A la salida de este módulo se tienen los vectores provenientes del banco de filtros codificados 
en 32 posibles valores que van a la etapa de clasificación. 
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Capítulo 5: Diseño y evaluación de la etapa de 
clasificación 
La implementación de esta etapa se basa en los modelos ocultos de Markov, descritos en la 
sección 2.2. Esta consiste de dos módulos, análisis y toma de decisiones, como lo describe la 
Figura 1.4, el diseño y los resultados obtenidos para estos módulos se presentan en este 
capítulo.  
5.1    Análisis 
Este módulo se encarga de tomar los datos provenientes del módulo de codificación y 
mediante el procedimiento hacia adelante, presentado en la sección 2.2.1, determina la 
probabilidad de que una cadena de observaciones pertenezca a un modelo dado. 
Para el prototipo se generaron tres modelos de Markov: un modelo para sonidos de disparos, 
uno para sonidos de motosierras y otro para los sonidos del ambiente normal del bosque. 
5.1.1      Entrenamiento de los modelos 
Como se muestra en [23, 24, 29] para determinar un modelo oculto de Markov es necesario 
establecer los parámetros S, V, A, B y π presentados en la sección 2.2.1. En el módulo de 
codificación se fijó el parámetro V que corresponde al alfabeto discreto de observaciones. Los 
parámetros A, B y π son matrices aleatorias que se determinan mediante el algoritmo de 
Baum-Welch. El parámetro S, que corresponde al conjunto de estados, es el que describe el 
comportamiento de los modelos a estimar. 
Además de estos parámetros, para utilizar un modelo de Markov en problemas de 
reconocimiento es necesario definir la variable O que corresponde a la longitud de la cadena 
de observaciones. 
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Para el presente prototipo se define además la variable P que corresponde al periodo de tiempo 
en el que se toma una muestra del módulo de codificación para formar la cadena de 
observaciones, esto para poder estimar si es posible trabajar a una tasa de muestreo distinta a 
la utilizada para las etapas de preproceso y extracción de características. 
5.1.2      Base de datos para el entrenamiento 
Para el entrenamiento de los modelos se contó con sonidos grabados en el Parque Nacional 
Braulio Carrillo, con disparos y motosierras capturados a distancias de 30m, 90m, 250m y 
600m de la fuente. 
5.2    Toma de decisiones 
El módulo de toma de decisiones se encarga de clasificar la cadena de observaciones en una de 
las tres clases definidas: disparo, motosierra y ambiente normal del bosque. 
La clasificación se realiza mediante la comparación de las probabilidades de salida de cada 
modelo. La cadena se clasifica dependiendo del modelo que lance la mayor probabilidad. 
La estructura interna de la etapa de clasificación se muestra en la Figura 5.1. 
 
Figura 5.1. Estructura de la etapa de clasificación 
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5.3    Determinación de los parámetros de los modelos 
5.3.1      S: El conjunto de estados 
Para determinar el número de estados de los modelos se tomaron en cuenta las siguientes 
recomendaciones hechas por Rabiner [29] para sistemas de reconocimiento: 
1. Asignar el mismo número de estados para todos los modelos, con esto se obtiene un 
mejor desempeño de los modelos cuando evalúan cadenas del mismo largo. 
2. El error de reconocimiento de los modelos no varía de manera significativa con el 
número de estados, pero es posible encontrar algunas tasas de error mínimas. 
En la Tabla 5.1 se presentan porcentajes de reconocimiento para modelos de disparos, 
motosierras y el ambiente del bosque, con números de estados de dos a cinco. La Figura 5.2 
muestra como varían estos porcentajes con respecto al número de estados para los modelos.  
Tabla 5.1. Porcentaje de reconocimiento para modelos con distinto número de estados. 
Número de estados Disparo Motosierra Bosque 
2 0.8571 0.7528 0.8275 
3 0.8571 0.7977 0.8275 
4 0.9047 0.6292 0.8275 
5 0.8571 0.7303 0.8275 
Se observa como el porcentaje de reconocimiento no varía de manera significativa cuando se 
modifica el número de estados, salvo para el de motosierras en donde se tiene una variación de 
casi 13% al cambiar de tres a cuatro estados. Para los modelos de disparos y ambiente del 
bosque esto implica que no importa el número de estados de los modelos, no es posible 
aumentar el porcentaje de reconocimiento alterando únicamente el número de estados. 
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Aún con esto, en la Figura 5.2 se observa como con tres estados, se obtiene un punto en el cuál 
los porcentajes de reconocimiento de los tres modelos rondan el 80%. Representando un 
máximo en el porcentaje de reconocimiento de motosierras y un valor normal de los modelos 































Disparo Motosierra Bosque  
Figura 5.2. Porcentaje de reconocimiento para modelos con distinto número de estados. 
5.3.2      P: La tasa de muestreo para la etapa de clasificación 
Las Tablas 5.2 y 5.3 presentan porcentajes de reconocimiento para los modelos de tres estados 
para disparos, motosierras y ambiente del bosque, en estas se muestra como es posible 
modificar el porcentaje de reconocimiento de los modelos al variar el periodo con que se 
toman las muestras para crear la cadena de observaciones.  
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Tabla 5.2. Porcentajes de reconocimiento para los modelos con tres estados y tasas de muestreo de 44100Hz y 
10Hz. 
44100Hz 10Hz 
  Reconocido como Reconocido como 
Sonido Disparo Motosierra Bosque Disparo Motosierra Bosque 
Disparo 52 3 3 51 2 5 
Motosierra 1 10 2 0 13 0 
Bosque 5 3 52 5 6 49 
Tasa de 
Reconocimiento 89.66% 76.92% 86.67% 87.93% 100.00% 81.67% 
 
Tabla 5.3. Porcentajes de reconocimiento para los modelos con tres estados y tasas de muestreo de 20Hz y 
100Hz. 
20Hz 100Hz 
  Reconocido como Reconocido como 
Sonido Disparo Motosierra Bosque Disparo Motosierra Bosque 
Disparo 51 1 6 54 1 3 
Motosierra 2 10 1 2 11 0 
Bosque 7 0 53 9 1 50 
Tasa de 
Reconocimiento 87.93% 76.92% 88.33% 93.10% 84.62% 83.33% 
 
En la Figura 5.3 se observa cómo la variación de la tasa de muestreo afecta el porcentaje de 
reconocimiento de los modelos. Para el modelo de disparos, se mejora la detección en un 
5.17% entre 10Hz y los 100Hz, mientras que para el modelo del bosque se presenta una 
mejora de un 6.66% entre los 10Hz y 20Hz, el modelo de motosierras presenta la mayor 
alteración al mejorar en un 23.08% en el porcentaje de reconocimiento al pasar de una tasa de 






























44100 Hz 10 Hz 20 Hz 100 Hz  
Figura 5.3. Porcentajes de reconocimiento para modelos de tres estados con tasas de muestreo de 44100Hz, 
10Hz, 20Hz y 100Hz. 
Por lo tanto, es posible utilizar en la etapa de clasificación una tasa de muestreo menor que la 
utilizada en las etapas de preproceso y de extracción de características. Este prototipo utiliza 
un periodo de muestreo de 0.1s, dado que para este se tiene una mejora en el porcentaje de 
reconocimiento del modelo de motosierras, que presenta las tasas de reconocimiento menores 
de los tres modelos entrenados. 
5.3.3      O: El tamaño de la cadena de observaciones 
Los porcentajes de reconocimiento para los modelos de tres estados con una tasa de muestreo 





Tabla 5.4. Porcentajes de reconocimiento para cadenas de observación de una y dos muestras 
Una Observacion Dos Observaciones 
  Reconocido como Reconocido como 
Sonido Disparo Motosierra Bosque Disparo Motosierra Bosque 
Disparo 3 12 2 11 4 2 
Motosierra 7 60 22 18 53 18 
Bosque 7 97 523 7 97 523 
Tasa de 
Reconocimiento 17.65% 67.42% 83.41% 64.71% 59.55% 83.41% 
 
Tabla 5.5 Porcentajes de reconocimiento para cadenas de observación de tres y cuatro muestras 
Tres Observaciones Cuatro Observaciones 
  Reconocido como Reconocido como 
Sonido Disparo Motosierra Bosque Disparo Motosierra Bosque 
Disparo 15 0 2 16 0 1 
Motosierra 21 60 8 15 63 11 
Bosque 7 97 523 7 97 523 
Tasa de 
Reconocimiento 88.24% 67.42% 83.41% 94.12% 70.79% 83.41% 
 
Tabla 5.6. Porcentajes de reconocimiento para cadenas de observación de cinco muestras 
Cinco Observaciones 
  Reconocido como 
Sonido Disparo Motosierra Bosque 
Disparo 16 0 1 
Motosierra 14 68 7 
Bosque 7 97 523 
Tasa de 
Reconocimiento 94.12% 76.40% 83.41% 
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En términos de porcentaje de reconocimiento, se presenta un aumento en los modelos de 
disparos y motosierras conforme se aumentan las muestras que componen las cadenas de 
observación. Para el modelo de disparos se tiene un porcentaje de reconocimiento de un 
17.65% para una cadena de una muestra (Tabla 5.4), mientras para una de cuatro 
observaciones se obtiene un 94.12% (Tabla 5.5). Para el modelo de motosierras se pasa de un 
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Disparo Motosierra Bosque  
Figura 5.4. Variación del porcentaje de reconocimiento de los modelos en función del tamaño de la cadena de 
observaciones. 
En la Figura 5.4 se observa como después de un determinado número de muestras el 
porcentaje de reconocimiento llega a un valor máximo. En este caso para el modelo de 
disparos se alcanza un máximo de 94.12% en la detección con una cadena de observaciones de 
cuatro muestras, mientras que la tasa de reconocimiento del modelo de motosierras aumenta 
con el número de observaciones. 
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Para el entrenamiento del modelo de disparos, la mayor parte de las cadenas utilizadas son 
menores a 1s y se obtienen porcentajes de reconocimiento de un 94.12% con cuatro muestras, 
es decir con cadenas de observación de 0.4s de duración. Además se presenta un aumento en 
el porcentaje de reconocimiento de motosierras conforme se aumenta el tamaño de la cadena 
de observaciones, lo que hace pensar que con un número de muestras cercano al utilizado para 
el entrenamiento del modelo se puede llegar a obtener un máximo en el porcentaje de 
detección. 
Como salida de este módulo se tienen los símbolos provenientes del módulo de codificación 
clasificados en disparos, motosierras o en ambiente normal, con lo que se determina el estado 
del bosque. 
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Capítulo 6: Conclusiones y recomendaciones 
6.1    Conclusiones 
Para la etapa de preproceso se tiene un algoritmo de control de ganancia que se basa en un 
circuito analógico; esto permite realizar un acondicionamiento en tiempo real de la señal de 
entrada mediante un algoritmo de bajo nivel computacional realizado por medio de sumas de 
variables y una división. Se presenta además que mediante la variación de las constantes de 
atenuación y de normalización se puede modificar el comportamiento de esta etapa. 
La bandas de frecuencia necesarias para el reconocimiento de disparos y motosierras en el 
ambiente del bosque se seleccionan mediante los discriminantes lineales de Fisher; con esto se 
realiza una reducción de dimensiones que disminuye la complejidad computacional del 
sistema de reconocimiento, específicamente del modulo de codificación. Como resultado se 
tiene un total de ocho bandas de frecuencia que se resumen en la Tabla 4.4 y que van de los 
86.13Hz a los 20KHz. 
Con la utilización de un banco de filtros IIR se tiene un sistema de análisis en tiempo real que 
permite extraer información de tiempo y frecuencia de las señales acústicas. Además, se 
presenta un menor tamaño y complejidad computacional con la implementación de un 
codificador subbanda en comparación con un banco de filtros uniforme. En la tabla se 
resumen las variables que constituyen la etapa de extracción de características y cuya 
modificación puede alterar la respuesta de la misma. 
Tabla 6.1. Variables para la etapa de extracción de características. 
Variable Valor 
Orden de los filtros 3 
Constante de atenuación de los promediadores (Figura 4.2) 5.8X10-4 
Número de bandas de frecuencia 8 
Número de centroides de codificación 32 
 57
Para poder utilizar los modelos ocultos de Markov en sistemas de reconocimiento es necesario 
establecer un número de variables que optimicen la tasa de detección del sistema. Tal como se 
muestra en el capítulo 5, modificando variables como la tasa de muestreo de la etapa de 
clasificación así como el tamaño de las cadenas de observación se pueden obtener porcentajes 
óptimos de detección de los modelos. 
La utilización de modelos de pocos estados permite reducir la complejidad computacional del 
sistema de reconocimiento, ya que aumentar el número de estados aumenta también el tamaño 
de las matrices A, B y π que caracterizan a un modelo λ por lo que se incrementa el número de 
operaciones necesarias para calcular las probabilidades mediante el procedimiento hacia 
adelante. Además se comprueba que el número de estados que se utilizan para los modelos no 
afecta en gran medida la tasa de reconocimiento del sistema (Tabla 5.1), pero que existen 
máximos que se pueden utilizar para mejorar el comportamiento de los modelos. 
Al reducir la tasa de muestreo para la etapa de clasificación se cuenta con un mayor tiempo 
para el cálculo de las probabilidades, esto produce que se tenga una menor rigidez para la 
implementación del clasificador ya que se cuenta con un mayor tiempo de procesamiento. 
En cuanto al número de muestras necesarias para clasificar una señal, se tiene que una cadena 
de cuatro muestras es suficiente para obtener un porcentaje de reconocimiento superior al 
90%, con cadenas de entrenamiento menores a 1s para el modelo de disparos. Dado que cada 
muestra se toma cada 0.1s, se tiene un análisis del estado del bosque cada 0.4s. En la Tabla 6.2 
se resumen las variables presentes en la etapa de clasificación. 
Tabla 6.2. Variables presentes en la etapa de clasificación. 
Variable Valor 
S: El conjunto de estados 3 estados 
P: La tasa de muestreo 10 muestras por segundo 
O: El tamaño de la cadena de observaciones 4 muestras por cadena 
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Para comprobar que el prototipo diseñado mejora las condiciones de rango de detección y 
desempeño obtenidos con los prototipos analógicos presentados en [4] y [5] se presenta la 
Tabla 6.3 que contiene los valores de los proyectos anteriores y el actual. 
Tabla 6.3. Comparación entre los prototipos de detección anteriores y el proyecto actual. 
 
Prototipo analógico de 
detección de motosierras 
[5] 
Prototipo analógico de 
detección de disparos 
[4]. 
Este proyecto 
Rango de detección 30m / 2862m2 30m / 2862m2 600m / 1,131km2 
Desempeño en cuanto al 
porcentaje de detección 88% 90% 
Se pueden alcanzar 
porcentajes de detección 
superiores a un 90% 
Debido que se pueden detectar sonidos de motosierras y disparos a 600m de la fuente, se 
mejora el rango de detección, pasando de un radio de 30m (que corresponde a un área de 
2862m2) a uno de 600m cubriendo un total de 1.131km2. 
En cuanto al porcentaje de detección, éste puede superar el 90% presentado por el prototipo de 
detección de disparos que se presenta en [4], para el presente proyecto se obtuvo un 94.12% en 
la tasa de reconocimiento de disparos y una tasa creciente para el modelo de motosierras, esto 
implica que mediante un proceso de optimización se puede mejorar las tasas de 
reconocimiento y reducir los porcentajes de error de cada modelo entrenado. 
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6.2    Recomendaciones 
Dentro de las recomendaciones que se hacen para el mejoramiento de los resultados obtenidos 
con este proyecto se establece la utilización de herramientas como el análisis multivarianza o 
el factor lambda de Wilk para seleccionar las bandas de frecuencia del banco de filtros y 
estimar el efecto de la reducción de dimensiones en el reconocimiento de los patrones.  
Además, se puede estimar la razón que existe entre el tamaño de las cadenas de entrenamiento 
y las cadenas de observación en los modelos ocultos de Markov. Por último, se recomienda 
realizar un procedimiento de optimización para determinar una combinación apta de variables 
que mejoren la detección de los eventos. 
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Apéndice A.1 Glosario 
ASR: Del ingles, Automatic Speech Recognition. Reconocimiento Automático del Habla 
Wavelet: ent. Pequeña onda. 
DFT: Del ingles, Discrete Fourier Transformation. Transformación Discreta de Fourier 
FFT: Del ingles, Fast Fourier Transformation. Transformación Rápida de Fourier 
STFT:  Del ingles, Short Time Fourier Transformation. Transformación de Fourier de Tiempo 
Corto. 
Diezmado: dic. Sacar de diez uno. Reducir el número de muestras con que se representa una 
señal discreta [40]. 
Octava: ing. La mitad de una frecuencia dada. 
Alias:  Frecuencias fuera de la frecuencia de Nyquist que se presentan en el espectro de una 
señal discreta. 
QMF: Del ingles, Quadrature Media Filter. Filtros Medios en Cuadrature 
LDA: Del ingles, Linear Discriminant Analysis. Análisis de Discriminante Lineal 
HMM: Del ingles, Hidden Markov Models. Modelos Ocultos de Markov 
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