and (x [,...,x' n ) are not the same. In §2 we prove that the number of distinct representations of a rational number m as 2 α 3^ + 2 γ + 3 s is at most four, if m exceeds a certain constant. The number four is the best possible.
To prove this result we need not only the Main Theorem on *S-Unit Equations (Lemma 4) as in [6] , but also the complete solutions of the diophantine equations mentioned in th& first paragraph of this paper. Here we recall the remark of Brenner and Foster ([2] Comment 8.037 ) that the class of equations where p, q are given distinct primes, does not seem to be amenable by their (congruential) method. We show in § 1 how the more general equation 1 + pχ q y = p z + q» can be treated by Baker's method for estimating linear forms in the logarithms of algebraic numbers. The essential tool in § 1 is Lemma 1, due to Ellison [3] and specially made for the primes p -2, q = 3. De Weger [10] has proved a corresponding result for all primes p, q with 2 < p < q < 200 and the method works for any pair of prime
The crucial point is that the set S can contain at most 3 elements.
In a letter to one of us, P. Erdδs asked whether we can prove that every integer has at most C representations of the form 2 * 3 β 5 γ + 2*3* + 2^5* + + 3 λ + 5".
We prove in §3 the much more general result that for any positive integer n and any prime numbers p\,...,Pt there exists a number C such that every rational number m has at most C representations of the form Σ* =1 ρ\ ιX pf" where fc/i,..., k it are integers. Some weaker results in this direction are given in [6, §6] . We cannot answer Erdδs' question in a later letter to find a number C which depends only on n and / (hence is independent of the primes p\,...,pt) 9 since the corresponding problem for the Main Theorem on S-Unit Equations has not been solved yet. In Theorem 6 we extend the above mentioned results to algebraic number fields.
1. The diophantine equations 2*3' + 1 = 2 Z + 3", 2*3' + 2 Z = 3" + 1 and 2*3' + 3" = 2 Z + 1. Let Z denote the set of rational integers, and NQ the set of non-negative rational integers. We call the solutions (x, y, z, w) = (x, 0, x, 0) and (0, y, 0, y) for the first equation, = (0, y, 0, y) for the second equation and = (x, 0, x, 0) for the third equation (where x,yeZ) the trivial solutions. We shall determine all non-trivial solutions in Z 4 .
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has exactly twelve non-trivial solutions (x, y, z, w) The following lemma, proved by Baker's method for estimating linear forms in logarithms of algebraic numbers, is basic for the proofs. apart from the exceptional pairs (x, y) = (10, 6) , (11, 7) , (13, 8) , (14, 9) , (16,10), (19,12), (27,17). x(log2 -0.1) < log w + 1.4 < log(0.8x + 2.3) + 1.4. This implies x < 5 which is a contradiction. For the exceptional pairs we find 10 < x < 27, 2 < w < 23, 2 < z < 6, 0 < y < 2. The exceptional pairs (x, w) = (10,6 + y), (11,7 + y), (13,8 + y), (14,9 + y), (16,10 + y), (19,12 + y), (27,17 + y) with 0 < y < 2 do not yield new solutions of (1,1). If 1 < x < 9, then 2 < w < 9 by (1.7), hence 2 < z < 5, 0 < y < 2. In these ranges we find the solutions (x, y, z, w) = (2,1,2,2), (3,1,4,2), (4,0,3,2), (5,1,4,4). < |2*-* -3η < 372
Proof. For x > 27 this was proved by Ellison
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Hence z < 1.91ogx+ 1.51oglogz + 3.4 and therefore z < 8, which yields a contradiction.
If z-x < 27, then 2 < z < 31 by (1.8), hence 1 < w < 3, 1 < x < 3. By (1.1) we have + 3 3 )/log3< 19.6.
Thus 0 < y < 19. By checking the ranges for x, y, z, w we find that the solutions of (1.1) in Case 3 are contained in the list: (x, y, z, w) = (1,1,2,1), (1, 2, 4, 1) , (2, 1, 2, 2) , (3, 1, 4, 2) , (3, 2, 6, 2) .
4. w < log z + 0.4 and z < (log 2)" 1 log w + 2. In this case we have
Hence 2 < z < 3, w = 1. By (1.1), 2*3* < 2 3 + 3 1 = 11, hence l<x<3,0<y<2. There is only one solution in these ranges, (x,y,z,w) = (1,1,2,1). We conclude that equation (1.1) has exactly nine non-trivial solutions (x, y, z, w) e NQ, namely (1, 1, 2, 1) , (1, 2, 4, 1) , (2, 0, 1, 1) , (2, 1, 2, 2) , (3, 1, 4, 2) , ( ' j (3,2,6,2) , (4, 0, 3, 2) , (4, 2, 6, 4) , (5, 1, 4, 4) .
Next, we consider the case in which some of x, y, z, w are negative. It is easy to verify that there are only trivial solutions if x < 0 and y < 0 and if x < 0 and y < 0. Hence we may assume xy < 0.
Case (i). x < 0 and y > 0. We have Thus w > 0 and \x\ + z = 0. Therefore x = z. It follows from (1.9) that the equation Then z > 0 and \y\ + w = 0, hence w = y. From (1.9) we see that the equation has exactly two solutions (z, \y\ t x, \y\) = (1,1,2,1), (3, 2, 6, 2) . Therefore (2, -1,1, -1) and (6, -2, 3, -2) are the only non-trivial solutions of (1.1) in case (ii) . D
The proofs of Theorems 2 and 3 are somewhat simpler than the proof of Theorem 1, since we can use the following lemma. We again distinguish four cases.
Case 1. 0 < x < 2 and 0 < y < logz + 0.4.
If z > 9 and (z, w) is a non-exceptional pair, then, by Lemma 1,
hence z< 21ogz + 3.1. This implies z < 6 which yields a contradiction. For each exceptional pair (z, w) the number 3 W -2 Z + 1 has a prime factor greater than 3, so that there are no solutions of (1.2) in Case 1 with z > 9. If 1 < z < 9, then 0 < y < 2. By (1.2) we have 3" < 2 2 3 2 + 2 9 , hence 1 < w < 5. By simple computations we find that the solutions in Case 2 are contained in the list:
(JC, y, z,w) = (1, 0, 1, 1) , (1, 0, 3, 2) , (1, 1, 2, 2) , (1, 2, 6, 4) , (2, 1, 4, 3) .
Case 2. 0 < x < 2 and w < log z + 0.4. By (1.2) we have 2 Z < 3^ < 3i°ε z +0 4 and so z = 1. Hence w = 0. This is impossible.
Case 3. 1 < z < 2 and y < logz + 0.4. If z = 1, then y = 0 and, by Lemma 2, we find the two solutions (X,);,Z,H>) = (1,0,1,1), (3, 0, 1, 2) . If z = 2, then 0 < y < 1. If j; = 0, then 3" -2 X = 3 which is impossible. If y = 1, then 3" -3 2* = 3, hence 3"" 1 | 2* + 1. By Lemma 3(b) we have 1 < w < 4. Since 2 X < 3 W~X , we find x < 4. Now we obtain the following solutions of (1.2): (JC, y, z, w) = (1,1,2,2), (3, 1, 2, 3) . We conclude that (1.2) has exactly seven non-trivial solutions (x, y, z, w) e Nβ, namely (1, 0, 1, 1) , (1, 0, 3, 2) , (1, 1, 2, 2) , (1, 2, 6, 4) 1 ' j (2, 1, 4, 3) , (3, 0, 1, 2) , (3, 1, 2, 3) .
The argument for solutions with some negative values is similar to that in the proof of Theorem 1. Using (1.10) we obtain only one additional non-trivial solution in Z 4 , namely (-1,1, -1,0) . D Proof of Theorem 3. Without loss of generality we may assume that x > 1, y > 0, z > 2, w > 1. By (1.3) and Lemma 3(b), we have min(y, w) < 3.
By (1.3) and min(jc, z) > 2, we derive from 2
We again distinguish between four cases: Case 1. 0 < y < 3 and 1 < x < (Iog2)~1 logw + 2. Since (1.3) implies 3 W < 2 Z , we have w < 0.63lz and
If z > 11, then, from (1.11) and Lemma 1, we obtain for non-exceptional pairs (z, w),
Hence z < 11, which yields a contradiction. For each exceptional pair (z, w) the number 2 Z -3 W + 1 has some prime factor greater than 3. Thus there are no solutions in this case with z > 11.
If 2 < z < 11, then 0 < w < 0.631z < 6.95, hence 1 < x < 4. By checking these ranges for x, y, z, w we find the solutions: (1,0,2,1) , (1, 1, 3, 1) , (1, 1, 5, 3) , (3, 0, 4, 2) , (3, 1, 5, 2) , (4, 1, 7, 4) , (4, 3, 9, 4) . Case 2. 0 < y < 3 and 2 < z < (Iog2)" 1 log w + 2. By (1.3), we have 3^ < 2 Z < 2^°£^~lk > £ lv+ĥ ence w = 1 and therefore z = 1, which is impossible.
Case 3. 1 < w < 3 and 1 < x < (Iog2)~1 log w + 2. Hence 1 < x < 3. Obviously z >x. It follows from (1.3) that |2 z -*-3>Ί<|3 w -l|/2< 13.
If z -x > 9, then we obtain from Lemma 1 for non-exceptional pairs (z -x, y) that (z -3)(log2 -0.1) < log 13. This implies z < 7 which yields a contradiction. It is easy to check that \2 Z~X -3 y \ > 13 for each exceptional pair (z -x, y). Thus each solution of (1.3) in Case 3 satisfies z -x < 9, hence z < 12. If 2 < z < 12, then, by (1.3), 0 < y < 7. We find that all solutions in this case are contained in the list: (1, 0, 2, 1) , (1, 1, 3, 1) , (1, 1, 5, 3) , (1, 5, 9, 3) , (3, 0, 4, 2) , (3, 1, 5, 2) . Case 4. 1 < w < 3 and 2 < z < (Iog2)~1 log w + 2. Hence l<z<3, l<x<3, 0 < y < 1. These ranges are covered in Case 1.
We conclude that (1.3) has exactly eight non-trivial solutions (x, y, z, w) e N^, namely (1, 0, 2, 1) , (1, 1, 3, 1) , (1, 1, 5, 3) , (1, 5, 9, 3) 1 * j (3, 0, 4, 2) , (3, 1, 5, 2) , (4, 1, 7, 4) , (4, 3, 9, 4) . The argument for solutions with some negative values is similar to that in the proof of Theorem 1. Using (1.12) we obtain only one additional non-trivial solution in Z 4 , namely (3, -1,1, -1 Proof. See van der Poorten and Schlickewei [7] and Evertse [5] . We express (2.3) succinctly by saying that no subsum ofx^ H h x n vanishes.
We shall further use the following lemma, the proof of which is based on Lemma 1 like the proofs of Theorems 1-3. (3, 1, 1, 2) , (4, 0, 3, 2) , (5, 1, 3, 3) , (8, 1, 4, 5) .
Proof. The case y > 0, z > 0 has been treated by Stroeker and Tijdeman [9] , §10, Ex. 1. There are no solutions with y < 0 or z < 0. If y = 0 or z = 0, then (x, y, z, w) (a3), (a5) and (a6), we see that <xι>βι>Vι>δu<X2>β2>Y2>δ2
are a U bounded, whence m is bounded by M 2 say. We assume m> M 2 . We treat the other cases separately. Case (a2). We conclude that m can be written as 2 a + 3 b with a,b e Z.
(b) One vanishing subsum has two and the other has four terms. After interchanging the subscripts and rewriting terms, if necessary, we are in one of the following cases:
(bl) 2<* 3^ = 2" 2 3&, 2* + 3* = 2^2 + 3<* 2 , a x φQ 9 β\Φ 0, (b2) 2* = Ί*\ 2 αi 3^ + 3* = (2,0,1,1), (3,1,1,2) , (4, 0, 3, 2) , (5, 1, 3, 3) , or (8, 1, 4, 5) .
Thus m is of the form 2 α 3* + c with α, b G Z, c G {5,11,17, 35,259}.
Case (b2). We have 7\ =72-Since the representations are distinct, we may assume δ x < δ 2 . Put B = min(fii 9 di f fi 2 ).
Then 2 α 3^-* + 3*-* G {7/3,13 /4, 5, 7, 73/9,13,17,19, 25, 73,97, 145} . Factors 3 can be combined with 3^. We conclude that in Case (b2) m is of the form 2 a + 3 b c with a,beZ,ce{l, 13 /4, 5, 7,11,13, 17,19,25, 35,43,73, 97,145,259}. Case (b3). We have δ\ = ^ By a similar reasoning as in Case (b2), but with applying Theorem 2 in place of Theorem 3, we can show that m is of the form 2 a c + 3 b with a, beZ,ce{l, 7/3, 5,7, 73/9,11,13, 17,19,25, 35,41,73,97,145,259}. In each case we have found a representation of m as sum of two terms, e.g. 2 α +3^c in Case (b2). We call the constructed representation a common pairing of the representation (2.4) . The common pairing is obtained from each of these representations by taking two terms together. Note that in each case the common pairing consists of two terms each of which has only prime factors less than 300 and such that mini<y<2(|ordp(x y )|) is bounded. It now follows from Lemma 4 that for m large, m > Λf 3 say, the common pairing of any two representations (2.4) Case (a2) /4,5,7,11,13,17,19,25,35,43,73,97,145,259} . Obviously /3, 5, 7, 73/9,11,13,17,19,25, 35,41, 73,97,145,259} . By a similar reasoning as in Case (b2) but applying Theorem 2 instead of Theorem 3, we reach the conclusion that there are at most three distinct representations of m. Clearly, S is a multiplicative subgroup of K* (= tf\{0}). Let P n {S) be the set of projective points (XQ: X\ : -: x n ) where the homogeneous coordinates are in S and determined up to a multiplicative factor in S. We shall apply the following generalization of Lemma 4. Proof. See van der Poorten and Schlickewei [7] and Evertse [5] .
We shall prove the following generalization of Theorem 5. REMARKS. (1) The restriction 'without vanishing subsums' is necessary in view of the following example. Take K = Q and let S correspond to the ordinary absolute value and the prime numbers 2 and 3. The number a = 1 has infinitely many distinct representations
(2) Obviously, Theorem 5 is a special case of the above theorem
Proof of Theorem 6. We apply induction on n. Clearly, the assertion is true for n = 1. Now suppose that the assertion holds for all positive integers less than n. We shall show that it also holds for n. In the proof, C 0 (Λ,S, W), C X (n,S, W), C 2 (n,S, W) 9 but the left hand side of (3.3) has no vanishing subsums. If r = n then gι+hι = 2 for all / = 1,..., r, where g h hi denote the cardinal numbers of // and //, respectively. Therefore the two representations are not distinct, have vanishing subsums or a is zero. This is a contradiction with the hypothesis. Thus we have 1 < r < n-1. Now apply Lemma 6 to each equation in (3.3) . Hence there are only finitely many projective points in p*/+*/-i(S(W)S):
for / = l,...,r such that the corresponding equations ( where 1 < r < n -1 and H> Z/1 W/ (1 <l <r) belong to a finite set W" of ΛT* which depends only on n, S and W. Note that the sums in (3.4) have no vanishing subsums. According to the induction hypothesis we conclude that there exist numbers Q(r, S, W") such that a has at most 
