Abstract. We consider a system of m linear equations in n variables Ax = d and give necessary and sufficient conditions for the existence of a unique solution to the system that is integer: x ∈ {−1, 1} n . We achieve this by reformulating the problem as a linear program and deriving necessary and sufficient conditions for the integer solution to be the unique primal optimal solution. We show that as long as m is larger than n/2, then the linear programming heuristic succeeds for most instances, but if m is less than n/2, the heuristic fails on most instances. We also demonstrate that these predictions match the empirical performance of the linear programming formulation to very high accuracy.
INTRODUCTION
We consider the system of linear equations in the real vector variable x:
where A is a given real matrix in R m×n , d ∈ R m and x ∈ R n . We are interested in the conditions under which this system has a unique solution which is integer, that is
This problem, which has also been studied in [10] , can be considered a generalization of the classical knapsack feasibility problem [9, 5, 2] of finding an n-dimensional binary integer vector y ∈ {0, 1} n such that:
where a is an n-dimensional column vector of positive integers and c is a positive integer. An obvious generalization of this is the following generalized multi-knapsack feasibility problem where there are no integrality or nonnegativity restrictions on the m×n real matrix A or the real vector b ∈ R m : Ay = b, y ∈ {0, 1} n .
Using the transformation:
where e is a column vector of ones, we obtain the absolute value equation [9, 14] :
where:
It is evident then that (6) equivalent to our original problem (2) . Unfortunately, even if an integer solution is provided, determining the uniqueness of a given integer solution of a problem such as (2) is an NP-hard problem [15, 13, 12] . To circumvent this difficulty, we provide necessary and sufficient conditions that (1) has a unique solution in the hypercube [−1, 1] n which in turn is integer. We shall do this in Section 2 by solving a linear programming problem. In Section 3 we give the probability that a randomly generated solvable problem (2) will indeed have a unique integer solution.
In particular we show that as long as the number of rows is greater than half the number of columns, then for most equations of the form (2) which have an integer solution, the corresponding integer solution is unique and can be computed via linear programming. In Section 4 we shall give some numerical examples illustrating our results and shall conclude the paper in Section 5.
A word about our terminology and notation now. When we refer to an integer solution x of either the linear equation (1) or the linear program (10) below, we mean exactly that x ∈ {−1, 1} n and exclude the case when a component of x is zero. All vectors will be column vectors unless transposed to a row vector by a superscript T . For a vector x ∈ R n the notation x j will signify the j-th component, |x| denotes the vector in R n whose components are the absolute values of the components of x, and x p denotes the p-th norm of x. The scalar (inner) product of two vectors x and y in the n-dimensional real space R n will be denoted by x T y. The notation A ∈ R m×n will signify a real m × n matrix. For such a matrix, A T will denote the transpose of A, A i will denote the i-th row and A i j the i jth element. A vector of ones in a real space of arbitrary dimension will be denoted by e. Thus for e ∈ R n and x ∈ R n the notation e T x will denote the sum of the components of x. A vector of zeros in a real space of arbitrary dimension will be denoted by 0. The abbreviation "s.t." stands for "subject to".
Linear Programming Formulation and Uniqueness of Solution that is Integer
Our analysis is based on the observation that if x 0 is integer and is the unique solution of Ax = d in the hypercube [−1, 1] n , then x 0 is the unique solution in {−1, 1} n as well. Finding a solution in [−1, 1] n can be reduced to linear programming, and, moreover, we can readily provide necessary and sufficient conditions that the resulting solution is unique.
Since the hypercube [−1, 1] n is equal to the unit ball x|| ∞ ≤ 1 of the ℓ ∞ norm:
we can try to find a solution in [−1, 1] n , by solving the ℓ ∞ norm minimization problem
Suppose that there exists an
Under what conditions is x 0 also the unique optimal solution of (9)? Note that we can reformulate (9) as the following linear program
The dual problem of (10) is given by
Note also that the primal linear program (10) is a convex relaxation of the absolute value equation (6) where we replace the first equality of (6) by two inequalities, and we replace the right hand side e with a variable δe which we attempt to minimize. With this reformulation, we can use the necessary and sufficient conditions of [7] to verify that x 0 is a unique solution of the linear program (10):
, Theorem 2(iii)] Letx be a solution of the linear program
Let P eq denote the submatrix of P consisting of the rows of Px ≥ q for which P ix = q i . Then x is unique if and only if there exists no z satisfying
With this in hand, we can state now our principal result.
Proposition 2 Uniqueness of Solution of (1) that is Integer A necessary and sufficient condition that the linear program (10) have a unique integer solution is that it has a minimum value of 1 with solution x
the system:
has a solution r ∈ R n .
Proof: The constraints of the linear program (10) imply that x ∞ ≤ δ. Hence a necessary and sufficient condition for x ∈ {−1, 1} n to be a solution of (10) is that the corresponding minimum value of the objective function δ is 1. It follows from Theorem 1 above that x ∈ {−1, 1} n is a unique solution of (10), if and only if the following holds for the diagonal matrix of ±1's D = diag(x):
Define now z = Ds, and since DD = I, we also have that s = Dz. Hence condition (16) is equivalent to:
We can eliminate δ by reformulating (17) as follows:
To see that (18) is equivalent to (17), observe that if ADz = 0, z + eδ ≥ 0, δ ≤ 0 and (z, δ) = 0, then z ≥ −eδ ≥ 0 implying that z = 0, for otherwise δ would also equal zero. Conversely, if ADz = 0, 0 = z ≥ 0, then for δ = 0 we have that (z, δ) = 0 and z + eδ ≥ 0. Now, by using Gordan's theorem of the alternative [8, Theorem 2.4.5], condition (18) is equivalent to DA T r > 0 having a solution r, which is the desired condition (15) Note that Proposition 2 can be easily implemented by solving the linear program (10) and checking that its minimum objective function value is δ = 1. Also, if there exists a dual optimal solution with d ′ u = δ = 1 which has the property that for all i either v i or w i is strictly positive, then it follows from the complementarity conditions: v T (−x + e) = 0 and w T (x + e) = 0 for the primal optimal solution x, that x ∈ {−1, 1} n . The search for such a dual optimal solution can also be accomplished by linear programming.
We now proceed to give conditions that the linear program (10) returns a unique integer solution for problem (2) with a likely probability.
Probability that the Linear Program (10) Solves the Integer Problem (2)
While the conditions in Proposition 2 are completely deterministic and checkable, we have not yet shown that there exist matrices A satisfying these conditions. In this section, we show that as long as the ratio m/n is greater than 1/2, then we can solve the integer programming problem for "most" A by solving the linear program (10) .
The existence of an r ∈ R m satisfying DA T r > 0 is simply equivalent to the columns of the matrix AD lying in the same hemisphere of R m . We now quantify a very general family of random matrices for which we can precisely calculate the probability that such an event occurs. We say that A is a generic random matrix if all sets of m columns of A are linearly independent with probability 1 and that each column of A is symmetrically distributed about the origin. Wendel [16] showed via a simple inductive argument that the probability of all of the columns of a generic random matrix lying in the same hemisphere is precisely equal to
If A is a generic random matrix, then so is AD, and it follows that the probability that (10) has a unique integer solution which is recovered by the ℓ ∞ norm heuristic is exactly p m,n . It is rather surprising that not only can we can compute the probability of uniqueness in closed form for this problem, but that it is equal to the probability that at least m − 1 heads appear in n − 1 fair coin tosses. It is easy to check that for a fixed n, p m,n is an increasing function of m and that:
where the last two equalities are easily obtained by elementary properties of binomial coefficients. Moreover, we can use standard tail bounds of the binomial distribution to describe asymptotically when (10) has a unique solution. For instance, if we set γ = (m − 1)/(n − 1), then Hoeffding's inequality [4] states that
That is, for a fixed ratio γ, the probability that the heuristic yields a unique integer solution goes to 1 exponentially with n for γ > 1/2, and the probability that the heuristic yields a unique integer solution goes to 0 exponentially with n for γ < 1/2. Our computational results of the next section will support these facts.
As a final note, we can use Wendel's theorem to count the number of integer x 0 that can be recovered via ℓ ∞ minimization. Suppose that all subsets of m columns of the matrix A are linearly independent. For how many x 0 ∈ {−1, 1} n does it hold that x 0 is the unique integer solution of Ax = Ax 0 ? The answer is exactly 2 n p m,n . We can prove this probabilistically by letting x 0 be sampled uniformly from {−1, 1} n . By Proposition 2, x 0 is the unique integer solution of Ax = Ax 0 if and only if there exists an r ∈ R m with diag(x 0 )A T r > 0. Since A diag(x 0 ) is a generic random matrix, the probability of the existence of such an r is p m,n which proves our assertion. This means that for most A, our ℓ ∞ norm heuristic will succeed for most of the possible d vectors in (2) as long as m/n > 1/2.
Computational Results
We tested our linear programming formulation (10) by running it on randomly generated linear integer equations (2). We summarize our computational results as follows.
In Table 1 we present average computational results for 10 runs for each of 9 cases of solvable integer linear equations (2) solved by the linear program (10), utilizing the CPLEX linear programming code [6] within MATLAB [11] . We generated the m × n matrix A containing pseudorandom values drawn from the standard normal distribution. The right hand side d of (2) was set equal to Az where each component of z was set to 1 or −1 with equal probability. The average times in column 3 of Table 1 are for a 4 Gigabyte machine running Red Hat Enterprise Linux 5. Column 4 gives the average minimum over 10 cases of the minimum value of δ of the linear program (10) which indicates a unique integer solution of (2) when it is equal to 1. Column 5 of Table 1 gives the number of runs out of 10 that the linear program (10) returned an integer solution of (1). We make the following remarks regarding Table 1. (i) We note that for all cases for which p m,n > 1/2, that is cases for which m > n/2, the linear program (10) returned an exact integer solution. (ii) Out of the 30 cases for which m = n/2, exactly 14 linear programs (10) returned integer solutions of (2). This is in remarkable agreement with the probability of p m,2m = 1 2
given above in (20).
For a graphic display of solution behavior, we ran numerous experiments for the cases n = 50, 200, and 800. For each pair of m and n, we tested 100 random instances and declared success if the optimal solution was equal to the generated z as defined in the previous paragraph. As depicted in Figure 1 , there is a dramatic transition between failure and success of the heuristic as the ratio m/n increases. This transition is exactly predicted by the results of Section 3. The solid vertical line in the plot is the predicted phase transition where the probability of success is computed to be 1/2. As n grows, the shape of this curve rapidly approaches a step function equal to 0 for m/n < 1/2 and 1 for m/n > 1/2.
Conclusion and Outlook
We have presented a method to transform an integer programming problem into a linear program, which under appropriate conditions, yields a unique integer solution to the integer program. Using this formulation we have been able to analyze random instances of the integer program and classify which instances are readily solvable in polynomial time with high probability.
In some sense, a popular body of work in compressed sensing follows a similar trajectory (see, for instance [3, 1] ). There, an NP-Hard problem of finding the sparsest solution to Ax = b is replaced by a linear program, and a dual certificate is produced to guarantee uniqueness. The existence of such a certificate is then guaranteed by appealing to probabilistic arguments. In the compressed sensing literature, this certificate is sufficient, but Table 1 . Integer solution of the system of linear equations (2) Ax = d by the linear program (10), utilizing the CPLEX linear programming code [6] within MATLAB [11] . Each line in the first four columns represents the average of ten runs. The times are for a 4 Gigabyte machine running Red Hat Enterprise Linux 5. Column 4 gives the average minimum value of the objective function δ of the linear program (10), which indicates a unique integer solution of (2) not necessary for the linear programming solution to coincide with the sparsest solution.
It would be interesting to extend our linear programming techniques to provide necessary and sufficient conditions for optimality in compressive sensing and other NP-HARD optimization problems.
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