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1 Introduction
We recently became interested in a paper by H. Qin et al. [1] that describes a symplec-
tic particle-in-cell (PIC) tracking algorithm. The algorithm they propose is radically
different from usual PIC algorithms used for particle accelerator simulations. In a
usual PIC codes, the electromagnetic potential/field is recalculated ‘from scratch’
(from the distribution of macro particles, solving Poisson’s equation) at every time
step; whereas in their algorithm both the potential/field and the coordinates of macro
particles are pushed self-consistently over each time step using the same symplectic
integrator.
In this note we describe the work we have accomplished so far toward implement-
ing a similar algorithm to study space-charge effects in TRIUMF 500 MeV cyclotron.
2 Lagrangian
2.1 Notation
In this paper we use notation based on F.E. Low [2] and H. Cendra et al. [3]. All
bold symbols are used to denote vectors in R3. Our beam/plasma is described as a
continuous fluid. The position in real space of a fluid particle is written:
x(x1,v1, t) := x1 + ∆x(x1,v1, t− t1), (1)
where x1 and v1 are the position and velocity of the fluid particle at time t1, and
∆x(x1,v1, 0) = 0.
Φ and A are the electric scalar and magnetic vector potential. They are related
to the electric and magnetic fields through:
E =−∇Φ− ∂A
∂t
;
B =∇×A.
(2)
f(x,v, t) : R7 7−→ R is our plasma/beam density function. The “initial” density
function is defined as f1(x,v) = f(x,v, t1) .
2
2.2 Natural Units
We choose a system of units such that c = 0 = µ0 = 1 (respectively: the speed
of light, vacuum permitivity and permeability). The conversion of electric charge,
vector potential, electric field, mass, time and length to SI units follows respectively:
q =
qSI√
0
A =
ASI√
µ0
E =√0ESI
m =c2mSI
t =ctSI
l =lSI .
(3)
2.3 Relativistic Space-Charge Lagrangian
Based on the Lagrangian proposed by F.E. Low [2] we write the Lagrangian of a
given initial plasma density function f1:
L(x, x˙,Φ, Φ˙,A, A˙; t) =∫∫
f1(x1,v1)
[
−m
√
1− x˙2 + qx˙ ·A(x, t)− qΦ(x, t)
]
dv1 dx1
+
1
2
∫ [
|∇Φ(x1, t) + A˙(x1, t)|2 − |∇ ×A(x1, t)|2
]
dx1,
(4)
where dots stand for partial derivatives w.r.t. time. The first term is a 6-D integral;
it can be seen as a sum over the (continuous) set of fluid particles. The second term
is a usual (3-D) volume integral. Note that the projection onto real-space of the
6-D volume of integration coincides with the 3-D volume of integration of the second
term: this volume is the volume contained inside the vacuum chamber of our particle
accelerator.
Compared to F.E. Low’s Lagrangian the non-relativistic kinetic energy term has
been replaced by −m√1− x˙2.
We will now show how the principle of least action applied to the action associated
with this Lagrangian:
S =
∫
Ldt, (5)
leads to well-known “equations of motion”.
3
2.3.1 Variation of the Action in x
Variation of the action (see Appendix 6.1) in x leads:
δS
δx
= f1
[
q∇(x˙ ·A)− q∇Φ− ∂ (γmx˙ + qA)
∂t
∣∣∣∣
x1,v1
]
, (6)
where γ is the Lorentz factor: γ =
1√
1− x˙2 .
Using chain rule:
∂A
∂t
∣∣∣∣
x1,v1
=
∂A
∂t
∣∣∣∣
x, x˙
+ (x˙ · ∇x)A + (x¨ · ∇x˙)A
=
∂A
∂t
+ (x˙ · ∇)A .
(7)
The vector algebra identity:
x˙× (∇×A) = ∇(x˙ ·A)− (x˙ · ∇)A, (8)
together with Hamilton’s principle of least action:
δS
δx
= 0, (9)
leads to Lorentz’ equation:
m
dγx˙
dt
= q
[
−∇Φ− ∂A
∂t
+ x˙× (∇×A)
]
. (10)
2.3.2 Variation of the Action in Φ
The 6-D integral can be split into two following Fubini’s theorem; variation of the
action in Φ leads to:
δS
δΦ
= −
∫
qf1dv1 −∇ ·
(
∇Φ + A˙
)
, (11)
where we identify: ∫
qf1(x1,v1)dv1 = ρ(x1, t1) , (12)
to be the local charge density calculated at time=t1. Hamilton’s principle of least
action:
δS
δΦ
= 0, (13)
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leads (at time=t1) to Maxwell Gauss’s equation:
∇ ·
(
−∇Φ− A˙
)
= ρ (14)
2.3.3 Variation of the Action in A
Similarly the variation of the action in A leads:
δS
δA
=
∫
qx˙f1 dv1 − ∂
∂t
(
∇Φ + ∂A
∂t
)
−∇×∇×A (15)
where we recognize: ∫
qx˙f1(x1,v1) dv1 = j(x1, t1) (16)
to be the local current density calculated at time=t1. Hamilton’s principle of least
action:
δS
δΦ
= 0, (17)
leads (at time=t1) to Maxwell Ampe`re’s equation:
∇×∇×A = j− ∂
∂t
(
∇Φ + ∂A
∂t
)
. (18)
3 From Lagrangian to Hamiltonian
We would like now to apply to our Lagrangian a Legendre transformation to ob-
tain the corresponding Hamiltonian. With Lagrangians defined from a Lagrangian
densities such as:
L =
∫
L dx , (19)
the corresponding Hamiltonian density H can be obtained from:
H(Pi, qi; t) =
∑
i
(Pi · q˙i)− L(qi, q˙, t) , (20)
where the conjugate momenta densities are defined by:
Pi = ∂L
∂q˙
. (21)
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Here again dots stand for partial derivatives w.r.t. time. The resulting Hamiltonian
H then writes:
H =
∫
Hdx . (22)
In our case the Lagrangian derives from two separate Lagrangian densities:
L =
∫∫
L6D(x, x˙,Φ,A) dv1 dx1 +
∫
L3D(Φ,A, A˙) dx1.
Note the variable dependencies of the Lagrangian: dotted terms that appear explicitly
in one Lagrangian density do not appear explicitly in the other one. This will allow
us to take the Legendre transform of each Lagrangian density independently and
combine the resulting Hamiltonians.
3.1 Temporal Gauge
The lack of explicit dependency on Φ˙ in our Lagrangian implies that Φ has no canon-
ically conjugated momentum density. To overcome this degeneracy, we choose to fix
Φ = 0 (as in Ref. [1]). This incomplete gauge condition is referred to as temporal
gauge (or Weyl gauge). Within this gauge the electric field is given by:
E = −∂A
∂t
. (23)
3.2 First Hamiltonian Density
Canonically conjugated pairs associated with L6D are:
x and P = ∂L6D
∂x˙
= f1
(
mx˙√
1− x˙2 + qA
)
. (24)
In this case, the Legendre transformation (Eq. 20) writes:
H6D = P · x˙− L6D. (25)
Substituting leads:
H6D = f1m√
1− x˙2 . (26)
To properly transfer into coordinate-momenta space we rearrange for x in terms of
P in Equation 24:
x˙ =
P − f1qA√
f21m
2 + (P − f1qA)2
. (27)
After substitution into the Hamiltonian:
H6D(x,P ; t) =
√
f21m
2 + (P − f1qA(x, t))2 . (28)
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3.3 Second Hamiltonian Density
Canonically conjugated pairs associated with L3D are:
A and − E . (29)
The Legendre transformation gives:
H3D = −E · ∂A
∂t
− L3D . (30)
Using Eq. 3.1 and substituting the reduced Lagrangian leads:
H3D(A,E; t) = E
2
2
+
∇×A2
2
. (31)
4 Resulting Hamiltonian
Combining the two Hamiltonian densities gives:
H(x,P ,A,−E; t) =
∫∫ √
m˜2 + (P − q˜A(x, t))2dv1dx1 +
∫ E2
2
+
∇×A2
2
dx1 ,
(32)
with m˜ = f1m and q˜ = f1q.
Compared to the Hamiltonian used in Ref. [1], this one is truly relativistic, and
is fully expressed in terms of canonically conjugated variables; we do not need to use
a modified Poisson bracket to obtain equations of motions. This will also allow us
to use canonical transformations to re-express the Hamiltonian using Frenet-Serret
coordinates.
4.1 Equations of Motion from Hamiltonian
Hamilton’s equations for continuous systems writes:
∂qi
∂t
= +
δH
δPi ,
∂Pi
∂t
= −δH
δqi
; (33)
where
δ
δ
stand for functional derivatives(see Appendix 6.1). From the Hamiltonian
given in Eq. 32 we derive the following equations of motions:
x˙ =
(P − q˜A)√
m˜2 + (P − q˜A)2 , (34)
P˙ = q˜∇(x˙ ·A) , (35)
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A˙ = −E , (36)
− E˙ = −∇×∇×A + j , (37)
where dots are partial time derivatives.
5 Numerical Integration of the Equations of Motion
5.1 External Field
To account for the effect of an external magnetic field one has to add an extra vector
potential Aext to Eqs. 34 and 35.
The vertical component of the magnetic field in the mid plane of a cyclotron can
in general be written as a sum of Fourier harmonics:
Bz(r, θ, z = 0) = B0(r) +
∑
n
Cn(r) cos(nθ) + Sn(r) sin(nθ) , (38)
where r, θ, z are polar coordinates. A corresponding vector potential is given by:
Aextθ (r, θ, z = 0) =
1
r
∫ r
0
rBz(r, θ, z = 0) dr ,
Aextr (r, θ, z = 0) = A
ext
z (r, θ, z = 0) = 0 .
(39)
The condition Ar(z = 0) = Az(z = 0) = 0 is referred to as the “accelerator gauge” [?].
The extrapolation of this vector potential to second order in z, assuming mid plane
symmetry and using Maxwell Ampe`re’s equation, leads:
Aextθ (r, θ, z) =
1
r
∫ r
0
rBz(r, θ, z = 0) dr +O(z4) ,
Aextr (r, θ, z) =
z2
2
θB′0(r) + rθB′′0 (r)
+
∑
n
sin(nθ)
(
−nCn(r)
r
+
C ′n(r)
n
+
rC ′′n(r)
n
)
−
∑
n
cos(nθ)
(
−nSn(r)
r
+
S′n(r)
n
+
rS′′n(r)
n
)+O(z4)
Aextz (r, θ, z) = zr
θB′0(r) +∑
n
C ′n(r)
n
sin(nθ)− S
′
n(r)
n
cos(nθ)
+O(z3) .
(40)
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In the case of TRIUMF 500 MeV cyclotron those Fourier harmonics are know at a
finite number or radii (they have been computed from a cylindrical field survey). To
interpolate between those radii we use a standard 1-D spline interpolation, which
provide the value of the harmonic as well as its first and second derivatives.
5.2 Self Field Interpolation
During the numerical integration of our equations of motion we will keep track of the
value of A at only a finite number of location in real-space (i.e. the nodes of the PIC
grid). We will need to interpolate the value of A, ∇(x˙·A), and ∇×∇×A at arbitrary
positions in space. The interpolation of ∇×∇×A requires an interpolation method
which is at least 2nd-order continuous. Hong Qin et al. proposed to use a 3rd-order
continuous piece-wise polynomial kernel interpolation [1]. By studying their kernel
function, we found another good candidate:
W (x) = W(x/∆x)W(y/∆y)W(z/∆z) , (41)
W(q) =

0, q > 2 ,
−q8 3
512
+ q7
3
64
− q6 7
64
+ q4
7
32
− q + 1, 1 < q ≤ 2 ,
q8
3
512
+ q7
3
64
− q6 7
32
+ q4
77
128
− q2 63
64
+
179
256
, 0 < q ≤ 1 ,
q8
3
512
− q7 3
64
− q6 7
32
+ q4
77
128
− q2 63
64
+
179
256
, −1 < q ≤ 0 ,
−q8 3
512
− q7 3
64
− q6 7
64
+ q4
7
32
+ q + 1, −2 < q ≤ −1 ,
0, q < −2 .
(42)
It is also 3rd-order continuous; it achieves a similar performance on our test function
(see Fig.1); it is moreover 5th-order continuous around q = 0, and slightly more
computer-efficient since all 5th-order coefficients are zero.
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Figure 1: f(x, y, z) = 1√
x2+y2+z2
is used as a test function to test interpolation. The
function is discretized and evaluated along the line (x(s) = s+ 2, y(s) = s, z(s) = 2s) with
two different polynomial kernel interpolators. Relative error of the two interpolators is
plotted (×100) for comparison.
6 Appendix
6.1 Functional Derivative
Let C be the configuration space of derivable functions from Rn to R. Let S be a
mappings from C to R (called a functional) such that:
S(g) =
∫
L(g, ∂g
∂x1
,
∂g
∂x2
, ..,
∂g
∂xn
)dx1dx2..dxx, (43)
where g is an element of C. The functional derivative of S with respect to g is defined
as:
δS
δg
=
∂L
∂g
− ∂
∂x1
∂L
∂
∂g
∂x1
− ∂
∂x2
∂L
∂
∂g
∂x2
..− ∂
∂xn
∂L
∂
∂g
∂xn
, (44)
see for instance Ref. [4].
For the purpose of this paper it is useful to generalize this definition to a configu-
ration space C3 of functions from Rn to R3; in this case S becomes a mappings from
C3 to R. Let now g ∈ C3 such as:
g(x1, x2, .., xn) =
g1(x1, x2, .., xn)g2(x1, x2, .., xn)
g3(x1, x2, .., xn)
 , (45)
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then:
δS
δg
=

δS
δg1
δS
δg2
δS
δg3
 . (46)
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