Abstract. The concept of "lost positions" is a recently introduced tool for counting the number of runs in words. We investigate the frequency of lost positions in prefixes of words. With a computer search this allows to show that the asymptotic density of runs in binary words is less than 183/193 ≈ 0.9482.
Introduction
In this paper we investigate the number of runs in words over the binary alphabet Σ = {a, b}. A word w here is understood as a sequence w[i] ∈ Σ, i = 1, 2 . . . , n, written w = w The maximal possible number of runs in a (binary) word of length n, denoted as ρ(n), has been investigated a lot in recent years. Kolpakov and Kucherov showed in [9] that ρ(n) = O(n) which started the quest for the optimal constant, and also for other properties of the sequence ρ(n)/n. In a series of papers ( [12, 11, 2, 8, 3] ) the constant was progressively lowered towards 1, often with a heavy computer computation. At first, runs were counted by their started positions, later it turned out that using the center is more efficient. A breakthrough came with [1] where it became clear that decisively better choice is to consider the point of the run in which a particular Lyndon root starts. The consequence is a remarkably simple proof that 1 is a strict upper bound on the constant. This result was expanded and accompanied by a new computer search in [6] . The present paper develops the original idea a bit further and pushes the upper bound down by considering prefix density of lost positions.
The mentioned key concept of a Lyndon word is related to the second basic property of words, lexicographic orders. Let ⊳ be a lexicographic order on words. In our case of the binary alphabet, we have two orders ⊳ c , c ∈ Σ, defined by a ⊳ a b and b ⊳ b a. A word w is ⊳-Lyndon if for any factorization w = uv (where u and v are not empty) we have w = vu and w ⊳ vu. Lyndon words have many interesting properties. It is for example easy to see that a Lyndon word is not a power of a shorter word, that is, it is primitive. Moreover, a Lyndon word w has no period shorter than |w|. From the definition, and from the well known fact that two distinct primitive words do not commute, it is also clear that any primitive word has a Lyndon conjugate. That is, any primitive w can be factorized as w = uv so that vu is ⊳-Lyndon: it is enough to take the ⊳-minimum of all conjugates. The relation to runs is given by the fact that if [i. Parallel to the research on upper bounds, also several constructions of words with a high density ρ(n)/n of runs have appeared ( [7, 10, 13] ), establishing lower bound for the sequence. By the end of this paper, we shall briefly compare our findings with these lower bounds.
The paper has two main parts. In the first part we explain the theory that is behind the computation. We also tackle the question of convergence of the sequence ρ(n)/n. The second part yields some information about the computer computation and reports its results, which show that lim n→∞ ρ(n)/n < 183/193.
2. Theory 2.1. Lost positions. In this section we explain the classification of positions according to their relation to runs. This is the fundamental tool introduced in [1] and developed further in [6] . If c ∈ Σ, we shall denote as c the other letter from Σ, distinct from c.
Let 1 < i ≤ |w| be a position in w. We assign to i the following quantities.
By the definition, the interval [S(i)..E(i)] is the maximal extension of the interval [i..L(i)] which has a period D(i). The word w[i..L(i)] is a Lyndon root of w[S(i)..E(i)].
It is natural to distinguish two cases.
• If
the word w[S(i)..E(i)] contains both letters.
We also have S(i) < i and
Consider the mapping
It is not difficult to observe that each run of w is in the range of R. This is the groundbreaking observation of [1] which immediately proves that ρ(n) < n (the inequality is strict since the first position is not mapped). On the other hand, R need not be injective, and R(i) may not be a run. These two options constitute a basis for further lowering of ρ(n). .e] contains both letters, then the preimage of r under R forms two arithmetic progressions, one for each ⊳ c , and we first choose which of them we want to consider. Let
be the starting elements of the two progressions. We define f(r) to be such that r(f(r)) > r(f(r)). Then
That is, we take the last member of the progression that starts later.
We now say that the position 1 < i ≤ |w| is
Since we will be most interested in lost positions, let us give their positive characterization. The position i is lost if and only if
Conspicuous complications when it comes to positions with E(i) = |w| are motivated by our desire to make the definitions compatible with extensions of the word w to the right. Note that all previously defined quantities of i may change if E(i) = |w| when we start to consider a word ww ′ instead of w. We therefore have to use a subscript w whenever necessary. However, we claim the following to be true. Lemma 1. For any w, w ′ , if i and i ′ are the jth lost positions of w and ww ′ respectively, then i ′ ≤ i. Moreover, if |w| is the jth lost position of ww ′ , then w has at most j − 1 lost positions.
Proof. We note that the last position of a word is never lost, and show that to each lost position i in w corresponds a lost position i ′ < i in ww ′ . This will complete the proof.
It is easy to see that if
, then i is lost in w if and only if it is lost in ww ′ .
Suppose that E w (i) = |w|, that [S w (i), E w (i)] contains both letters, and that i is lost in w. We deduce that r w := [S w (i)
)) is the shift between the two arithmetic progressions of R-preimages of r w belonging to the two orders ⊳ fw(rw) and ⊳ fw(rw) . Therefore i ′ is one of the R-preimages of r w with respect to ⊳ fw(rw) . Moreover,
. Since i was not the last in the progression, neither i ′ is, which means that it is lost.
We conclude that the claim holds also in this case, since i ′ < i. That is, the lost position i of w is replaced with another, smaller one in ww ′ . (This is the motivation for the choice of f(r).)
We remark that in [6] also left extensions of words are considered which yields a slightly more restricted definition of a lost position. There is no technical term for lost positions in [6] . Instead, the term "idle position" is used to refer to uncharged positions, both open and lost.
2.2. Convergence. We are trying to give an upper bound on lim n→∞ ρ(n) n .
Since the function ρ(n) is not monotonically increasing, it is apriori not clear that the limit exists, and that we are not forced to use the upper limit instead. This difficulty is addressed in [8] by a reference to the classical result on superadditive (or subadditive) sequences, known as Fekete's Lemma (see [14, p. 25] for the discussion of the history of this result). The superadditivity of ρ(n), that is, the inequality ρ(m)+ρ(n) ≤ ρ(m+n), is trivially obtained as follows. Let x and y be words of lengths m and n, that contain ρ(m) and ρ(n) runs respectively. Then xy contains exactly ρ(m) + ρ(n) runs, given that the alphabets of x and y are disjoint.
This simple argument of course cannot be used for a fixed alphabet. Purported remedy for a fixed alphabet is given by Proposition 5 of [8] . There it seems to be claimed that the total number of runs in words uw and wv, where w is the longest word which is both suffix of uw and a prefix of wv, is the same as the total number of runs in words uwv and w. However, this is not true as the example u = bab, w = cabc and v = abcb shows.
In any case, the existence of the limit can be proved using a stronger version of the superadditivity result ([5, p. 162, Theorem 23]) as follows. Note that the simple concatenation of words fails to prove superadditivity of ρ because two runs in x and y can be merged into a single one in xy, as it in the above example happens to runs abcabc of uw and cabcabc of wv. However, there is a logarithmic upper bound on the number of runs that can be lost in this way. Each run that is a prefix of y in particular yields a prefix square of y, and those squares have pairwise different primitive roots. By [4, Theorem 8] , there is less than log φ |y| of such squares, where φ is the golden ratio. Therefore
for any n ≤ m. Since log φ n ∈ o(n), this inequality is sufficient for the existence of the limit. This can be seen by considering the modified sequence ρ ′ (n) := ρ(n) − log φ n − 2. Then, for n ≤ m, we obtain
Therefore ρ ′ (n) is superadditive, and the convergence of ρ ′ (n)/n establishes the convergence of ρ(n)/n.
Justification of the algorithm.
We now introduce the main tool of our algorithm, the predicate P d that expresses frequency of lost positions in prefixes of a word. Let d ≥ 1 be a real number and let w be a binary word. Let p 1 < p 2 < · · · < p k be all lost positions of w. Then P d (w) if and only if (p j − 1) ≥ jd for all j = 1, 2, . . . , k. Informally, P d (w) means that the average distance between first j lost positions (including the distance between the first lost position and the position one) in w is at most d. The next lemma expresses the fundamental property of P d (w) which allows to disprove P d (w) by checking prefixes of w.
Proof. Follows directly from Lemma 1.
If there are only finitely many words satisfying P d , then we define
Proof. Let w be a word not satisfying P d (w), and let j ≥ 1 be the smallest integer such that p j − 1 < jd, where 1 < p j is the jth lost position of w. Let w = a 0 w 1 a 1 w ′ , where a 0 and a 1 are letters and |a 0 w 0 a 1 | = p j . Repeating the same argument for a 1 w ′ , and using the fact that the first position of a word is never lost, we obtain inductively a factorization
such that a j , j = 0, 1, . . . , m, are letters, and for each j = 1, 2, . . . , m, we have that
Suppose, contrary to the claim, that lim ρ(n)/n ≥ 1 − 1/d. Then there are infinitely many words w such that ρ(w)/|w| > 1 − 1/(d − ε d /2). The above factorization implies that w contains at least
This inequality imposes an upper bound on the length of w, which is a contradiction.
Computation
Theorem 1 allows to compute an upper bound on ρ(n)/n by a simple search described by Algorithm 1. By symmetry, we consider words starting with a only. The search space is reduced by the fact that ¬P d (w) allows to cut off all words starting with w by Lemma 2. This is a significant help since the search performed in [6] is burdened by suffixes which contain many open positions.
The search space can be seen as a binary tree where leaves are prefixminimal words violating P d . Algorithm 1 looks through the tree in lexicographic order. The first node is a and the last one abbb. For example, the node ab has number 381 978 887 301. The node following lexicographically a leaf w, that is, the lexicographically next word prefix-incomparable with w, is w ′ b where w = w ′ ab i for some i ≥ 0. Not surprisingly, the size of the tree grows very quickly when d gets smaller as shown in Table 1 , which summarizes results of the computation. The best lower bound from [13] corresponds to d = 18.04263 . . . . Therefore, it remains to close the gap between 19.3 and 18.04 . It is likely that the actual value is very close to the lower bound. One indication of this is the analysis of the longest word w MAX satisfying P 19.3 (see Table 2 ). Note that w MAX [32..34] = aaa, which is the unique occurrence of aaa in w MAX . This means that the position 33 is lost and the position 32 is open. One can expect that the position 32 cannot be reasonably charged, that is, without introducing many lost positions. If this is true, then the word w MAX is actually not very good with respect to the prefix density of lost points: if the position 33 gets lost, then the average distance of the two first lost points is 16. Therefore, instead of witnessing possibility of words with greater number of runs, it rather seems that the word w MAX shows the need to improve the present method. values like L(i), S(i) and E(i) just for uncharged positions of the word being extended (w or w ′ ). This space consuming approach allows to speed up the search about two times. The resulting performance for d = 19.3 was on average roughly 4.7 · 10 5 nodes of the search tree per second on i5-3330 3.00GHz RAM 4GB. The bound 22/23 of [6] is obtained in less then 2 minutes.
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