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Abstract
Self-supervised learning, a.k.a., pretraining, is important in natural language pro-
cessing. Most of the pretraining methods first randomly mask some positions in
a sentence and then train a model to recover the tokens at the masked positions.
In such a way, the model can be trained without human labeling, and the massive
data can be used with billion parameters. Therefore, the optimization efficiency
becomes critical. In this paper, we tackle the problem from the view of gradient
variance reduction. In particular, we first propose a principled gradient variance
decomposition theorem, which shows that the variance of the stochastic gradient of
the language pretraining can be naturally decomposed into two terms: the variance
that arises from the sample of data in a batch, and the variance that arises from
the sampling of the mask. The second term is the key difference between self-
supervised learning and supervised learning, which makes the pretraining slower.
In order to reduce the variance of the second part, we leverage the importance
sampling strategy, which aims at sampling the masks according to a proposal
distribution instead of the uniform distribution. It can be shown that if the proposal
distribution is proportional to the gradient norm, the variance of the sampling is
reduced. To improve efficiency, we introduced a MAsk Proposal Network (MAP-
Net), which approximates the optimal mask proposal distribution and is trained
end-to-end along with the model. According to the experimental result, our model
converges much faster and achieves higher performance than the baseline BERT
model.
1 Introduction
In natural language processing, pre-trained contextual representations have been widely used to help
downstream tasks that lack sufficient labeled training data. Previous works [17, 24, 3, 12] develop
various self-supervised tasks to obtain pre-trained contextual representations. Taking the classic
masked language modeling (MLM) task used by BERT [3] as an example, it first randomly chooses a
small number of positions in a sentence, mask the words on the position and then learns an encoder
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Figure 1: The learning framework.
to restore them. As such tasks require no human supervision, the size of available training data could
easily amount to the scale of billions of words. Pre-training over such large-scale data consumes
exceptionally huge computational resources [20].
In this paper, we tackle the training efficiency issue and develop a novel variance-reduced algorithm
for better language pretraining. In particular, we observe that all previous works use uniformly
sampled positions to mask when constructing their self-supervised tasks, and this is inevitably
inefficient from the optimization perspective. For instance, in BERT training, we find that commonly
used words and punctuation are easy to learn, i.e., those words (if being masked) can be correctly
predicted by the model in just a few thousands of training steps. Meanwhile, some rare words
and phrases are difficult to predict even at the end of the training. If we always uniformly sample
the positions to mask, intuitively to say, the variance of the stochastic gradient (with respect to the
randomness of the masks) can be large since some positions gradually provide less informative signals
while some do not. Usually, learning with a large-variance gradient estimator will be inefficient and
ineffective.
To formally characterize the variance of the stochastic gradient, we first introduce a principled
gradient variance decomposition theorem. The theorem shows that the gradient variance can be
naturally decomposed into two parts. One part concerns about the variance of sentences sampled
in a batch, and the other part concerns about the variance of the masked positions. Our focus is
on the variance reduction of the second part. Importance sampling is a standard way for variance
reduction, which suggests that we can sample the masks using a proposal distribution instead of the
uniform distribution. According to the theory, the variance is minimized if the probability of a mask
sampled from the proposal distribution is proportional to the gradient norm. However, this brings
the chicken-egg problem: We will never know the gradient norm unless we mask the positions, feed
the masked sentence to the model and back-propagate the loss. As the number of possible masks is
huge, feeding all the possibilities to the network to obtain their gradients is time expensive which
significantly slows down the training process.
To address this challenge, we introduce a meta-learning approach by introducing a MAsk Proposal
Network (MAP-Net) which takes the whole sentence as input and outputs a probability distribution
over positions to sample masks. Both MAP-Net and the pretraining model are jointly optimized in an
adversarial manner. Given a masked sentence sampled from the MAP-Net, the model is optimized to
recover the masked sentence. At the same time, the MAP-Net receives signals from the performance
of the model on this masked sentence, and improve itself. Instead of using reinforcement learning,
we decouple the learning objective and make the training of the MAP-Net easier. We show that for
language generation tasks, we can use the value of the loss instead of the value of the gradient norm.
Therefore, the goal of the MAP-Net is to find “tough” masked positions with high losses to challenge
the model, while the model attempts to fulfill the tasks generated by the MAP-Net. As we obtain
the loss of many masked positions, the MAP-Net can be efficiently optimized from the pair-wise
preference of different positions.
To demonstrate the advantage of our proposed method, we conduct several experiments by using the
MAP-Net to help the training of BERT, and evaluate them over GLUE natural language understanding
benchmark [23]. Experiment results first indicate that the masked words generated by MAP-NET are
meaningful and informative during training. Furthermore, as the variance is sufficiently reduced, the
BERT model learned with MAP-Net achieves better accuracy than the baselines on most of the tasks.
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2 Related Work
Pre-trained word vectors [13, 14] has been considered as a standard component in most NLP
applications, especially for those tasks with a limited amount of labeled data [19, 21, 9]. However,
one major weakness of such word vectors lies in its disregard on the rich syntactic and semantic
structures of the word’s surrounding context.
A few recent methods are proposed to learn pre-trained contextual representations by encoding the
word’s surrounding context, and the encoders are usually trained by a variety of self-supervised
tasks using huge unsupervised data. For instance, [15, 16] train language models using stacked
LSTMs [8] and Transformer layers [22], and use the hidden states in the networks as the contextual
representation. [3, 12] is well-known to use a masked language modeling task and achieves state-of-
the-art performance on multiple natural language understanding tasks. Most recently, XLNet [24] and
UniLM models [4] are proposed by designing permuted and bidirectional language modeling tasks.
The exploding required computational cost, together with the resulting massive energy cost [20], has
become a great obstacle of applying deep neural network-based models in NLP. Unfortunately, to the
best of our knowledge, there has been a limited number of works aiming at improving the training
efficiency of such models. [25] attempts to accelerate the training efficiency of the BERT model but
it has to pay back with significantly-soaring computational resources. [6] observes that parameters
in different layers have structural similarity, and the training time of BERT can be reduced using
parameter sharing. A notable improvement is ELECTRA [2], which proposes a small network to
control the difficulty of the pre-training task. And this is served as the starting point of our work.
3 Method
3.1 Gradient Variance Decomposition of Language Pretraining
Before elaborating the details of our proposed method, we first summarize the mathematical notations
used in the following: we use V to denote the word vocabulary and use x = (x1, ..., xn) ∼ PX to
denote a sentence of n words, where xi ∈ V , i = 1, 2, · · · , n, and PX is the underlying distribution
of the sentences; We use xM ∼ RandMask(x) to denote a masked sentence of x in which the
RandMask operator first samples each position uniformly with some fixed probability, and then
replace the sampled positions by a mask symbol [MASK].
We denote θenc as the parameter of the contextual encoder model. For most language pretraining
tasks [3, 12], using xM as input, the encoder learns to detect the difference between xM and x.
Without loss of generality, we denote the loss function of as `(θenc;xM , x). For example, the masked
language modeling loss can be formally written as∑
i:xMi =[MASK]
− logP (xi|xM , i; θenc), (1)
where P (v|xM , i; θenc) is the probability that the model predicts v ∈ V as the missing word at the
masked position i.
During training, we expect that the encoder performs well over the sentence distribution PX and all
possible masks, and thus we introduce the expected loss in which the expectation is taken over the
randomness of the sentences and the masks.
L(θenc) = Ex∼PX ExM∼RandMask(x)[`(θenc;x
M , x)], (2)
In practice, people seek to use stochastic gradient decent methods to optimize L(θenc) and the
stochastic nature of the methods induces randomness in the optimization. For simplicity, we use the
single-batch setting for illustration of the stochastic gradient and its variance. All of the results can be
easily extend to mini-batch setting. In single-batch setting, denote g(θenc;xM , x) =
∂`(θenc;x
M ,x)
∂θenc
as the stochastic gradient, where x ∼ PX and xM ∼ RandMask(x). We have the gradient variance
decomposition theorem as below.
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Theorem 1 Denote Var(g(θenc;xM , x)) as the variance of the stochastic gradient g(θenc;xM , x).
It can be decomposed by the following formulation.
Var(g(θenc;x
M , x)) = Ex∼PX [VarxM∼RandMask(x)(g(θenc;x
M , x)|x)] (3)
+ Varx∼PX (ExM∼RandMask(x)[g(θenc;x
M , x)|x]), (4)
The theorem above can be directly obtained by the law of total variance [5]. From the theorem, we
can see that the variance of the stochastic gradient is naturally decomposed into two terms. The
first term characterizes the variance arising from mask sampling (we call it the mask variance), and
the second term characterizes the variance arising from sentence sampling (we call it the sentence
variance). In practice [3], a mini-batch of sentences, e.g., of size 512, is usually used for the gradient
update and thus the sentence variance is not significant. However, for each sentence, only one mask
is sampled, which can easily dominate the total variance. Therefore, in this work, we focus on the
reduction of the mask variance.
3.2 Importance Sampling via a Mask Proposal Distribution
For Monte-Carlo methods, importance sampling is a standard way to reduce the variance when
estimating the expectation of a random variable. Assume we have a data distribution P1 and f(·) is
the function of interest. To estimate the value Ez∼P1 [f(z)], we can use a proposal distribution P2
to sample z independently and use the empirical average of sampled p1(z)p2(z)f(z) for the estimation,
where p1, p2 are the probability density functions of P1, P2 respectively. If the distribution P2 can be
chosen properly, we will have a low-variance unbiased estimation of Ez∼P1 [f(z)] according to the
following theorem.
Theorem 2 [1] Denote z1, · · · , zT are i.i.d sampled from the proposal distribution P2. Then
1
T
∑
t
p1(zt)
p2(zt)
f(zt) is an unbiased estimator of Ez∼P1 [f(z)]. Varz∼P2 [
p1(z)
p2(z)
f(z)] is minimized if
probability density function p2(z) ∝ ‖ f(z) ‖2.
Mapping back to our language pretraining scenario, the above theorem suggests that instead of using
the RandMask(x) operation that samples mask positions uniformly, we can design a non-uniform
proposal distribution PropMask(x) to sample xM . For any sentence x, denote pprop(xM |x) as the
probability of xM with PropMask(x), and prand(xM |x) as the probability of xM with RandMask(x).
Then using important sampling with PropMask(x) operation, the loss we optimize can be rewritten
as
L(θenc) = Ex∼PX ExM∼PropMask(x)[
prand(x
M |x)
pprop(xM |x) l(θenc;x
M , x)], (5)
and the variance of the stochastic gradient becomes
Var(g(θenc;x
M , x)) = E
x∼PX [VarxM∼PropMask(x)(
prand(x
M |x)
pprop(xM |x)g(θenc;x
M , x)|x)] +
Varx∼PX (ExM∼PropMask(x)[
prand(x
M |x)
pprop(xM |x)g(θenc;x
M , x)|x]) (6)
It can be easily seen that using PropMask(x) does not change the sentence variance due to the fact
that prand(x
M |x)
pprop(xM |x)g(θenc;x
M , x) is unbiased. As a direct adaptation of Theorem 2, we have for any
possible xM , if pprop(xM |x) ∝‖ g(θenc;xM , x) ‖2, the mask variacne is minimized.
Please note that it is costly to find the optimal PropMask(x) during training. We can see that the
optimal PropMask(x) adaptively changes as θenc updates. More importantly, at each iteration, we
require the value of ‖ g(θenc;xM , x) ‖2 for each possible xM to determine the optimal PropMask(x).
However, for each sentence x, feeding all xM to the network to obtain the gradient norm is inefficient
and will significantly slow down the training process.
3.3 Adversarial Training with a Mask Proposal Network
In this subsection, we introduce our proposed method to deal with the challenge described above. We
first deal with the computation of ‖ g(θenc;xM , x) ‖2 and show that this value is positively co-related
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to the loss. For the BERT model, as shown in Eqn. (1), the loss for any masked position i is defined
as − logP (xi|xM , i; θenc) and the gradient of θenc can be computed by the chain rule.
∂ − logP (xi|xM , i; θenc)
∂θenc
= −∂P (xi|x
M , i; θenc)
∂θenc
× 1
P (xi|xM , i; θenc) (7)
= −∂P (xi|x
M , i; θenc)
∂θenc
× e− logP (xi|xM ,i;θenc) (8)
≈ −∂P (xi|x
M , i; θenc)
∂θenc
× (1− logP (xi|xM , i; θenc)) (9)
We can see that for such a likelihood loss function, the gradient is closely related to the scale of
the loss, which suggests us using the loss instead of the gradient norm when seeking the optimal
mask proposal distribution. The benefit of this approximation is two- folds: First, we don’t need
any additional computation to back-propagate the loss to the parameters to obtain the gradient norm,
which is more efficient. Second, this makes the sentence-level task into position-level tasks, which is
more tractable. The loss of a masked sentence is the average over the loss on the masked positions.
We can decompose the task of finding a better xM for the sentence into determining which word is
more preferred to be masked than another. As will be shown in the experiments, we find such an
approximation is effective.
Given this approximation, we are seeking a distribution that pprop(xM , x) ∝‖ l(θenc;xM , x) ‖.
Intuitively, we are looking for a mask distribution that can automatically sample some “harder” mask
that induces a large loss for the encoder. This motivates us to learn a neural network that plays the
role of learning to mask and jointly optimize it with the encoder in an adversarial manner. We call
the neural work the MAsk Proposal Net (MAP-Net).
To be concrete, denote θMAP as the parameter of the MAP-Net, which takes a sentence x as input and
outputs a multinomial distribution over the positions. For sentence x, we sample K positions using
the MAP-Net without replacements,
pos1, ..., posK ∼ MAP-Net(x; θMAP),
and obtain xM by masking the sampled position pos1, ..., posK . We simply approximate the likeli-
hood ratio as r(xM ) = prand(x
M |x)
pprop(xM |x) ≈
(1/n)K
ΠKk=1pprop(posk)
, which will be served as the weights on the loss.
For sake of algorithmic stability, we clip the ratio rclip(xM ) = CLIP(r(xM ), 1 − , 1 + ) where
 > 0 is predefined. Then practically the loss on a sampled sentence x is rclip(xM )l(θenc;xM , x),
and θenc is updated to minimize this loss function over a mini-batch of sentences.
When feeding the masked sentence xM to θenc, we also obtain some signals that can be used to update
θMAP. For each position posk, we have its loss l(θenc;x
M , x, posk) = − logP (xposk |xM , posk; θenc).
If l(θenc;xM , x, posk) is lower than the loss on other positions, the task of restoring xposk can be
considered to be easier, and we should lower down the probability pprop(posk) given by MAP-Net.
If l(θenc;xM , x, posk) is very high, the prediction task task on position posk can be considered to
be difficult. Therefore, we can update θMAP to increase pprop(posk). Based on such an intuition, we
minimize the following objective function.
L(θMAP ) =
K∑
k=1
− log pprop(posk)) · [l(θenc;xM , x, posk)− baseline], (10)
where baseline is the average loss
∑K
k=1 l(θenc;x
M , x, posk)/K). Similar to Generative Adversarial
Nets, θenc and θMAP are optimizing using Eqn (5) and (10) iteratively. The general training process
can be found in Algorithm 1.
During pre-training stage, we minimize the combined loss: L(θMAP ) + λL(θenc). We use λ to
control the learning of MAP-Net.
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Algorithm 1 Proposed Algorithm
1: Input: Sentence corpus S, θenc, θMAP .
2: repeat
3: Sample a minibatch Sˆ from S.
4: Generate the masked positions for each sentence in Sˆ using θMAP .
5: Update θenc by gradient descent according to Eqn. (5).
6: Update θMAP by gradient descent according to Eqn. (10).
7: until Converge
8: Output: θenc, θMAP .
Table 1: Hyperparameter for pretraining.
Batch size 256
Sequence length 512
Training steps 1,000,000
Peak learning rate 1e-4
Adam eps 1e-6
Adam betas (0.9, 0.98)
Warm-up steps 10,000
Learning rate decay Linear
Dropout 0.1
Weight decay 0.01
4 Experiments
In this section, we empirically evaluate our proposed MAP-Net to show how much it can be used
to improve the training efficiency of BERT. All codes are implemented based on fairseq in PyTorch
toolkit2. For BERT,
4.1 Experimental Design
We will first introduce the model architecture, and then introduce the detailed setups regarding the
pre-training and the fine-tuning stage, respectively.
For the encoder, we set it as the same architecture as BERT base configuration (110M parameters),
which is a 12-layer Transformer using GELU [7] activation function. For each layer, the hidden size
H is set as 768 and the number of attention head A is set as 12. For the Mask Proposal Network,
we set its size to 1/2 of the encoder to improve efficiency. Specifically, we set the MAP-Net using a
12-layer Transformer with H = 384 and A = 6. We set λ = 1e−2 to trade-off the learning of the
MAP-Net and that of the encoder. Both the MAP-Net and the encoder use token embeddings as the
input and we share these parameters between the two models.
4.1.1 Pre-training
Dataset Following [3], we use English Wikipedia corpus3 and BookCorpus4 for pre-training. By
concatenating these two datasets, we obtain a corpus with roughly 3400M words in total. We follow
a couple of consecutive pre-processing steps: segmenting documents into sentences by Spacy 5,
normalizing, lower-casing, and tokenizing the texts by Moses decoder [11], and finally, applying byte
pair encoding (BPE) [18] with setting the vocabulary size |V | as 32,678.
2https://github.com/pytorch/fairseq
3https://dumps.wikimedia.org/enwiki
4As the dataset BookCorpus [26] is no longer freely distributed, we follow the suggestions from [3] to crawl
from smashwords.com and collect BookCorpus by ourselves.
5https://spacy.io
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Table 2: Hyperparameter search spaces for fine-tuning. Other hyperparameters are the same as in
pretraining.
Batch size {16, 32}
Maximum epoch 10
Learning rate {1e-5, ..., 8e-5}
Warm-up ratio 0.06
Weight decay 0.1
Exploration v.s. Exploitation Ideally, the mask proposal network will interplay with the encoder
from the beginning of the training. However, we observe that if the encoder purely uses the output of
the mask proposal network from initialization, it cannot train well. We hypothesize this is because
the mask network provides hard examples to the encoder, if the mask network is used from the
beginning, the model always receive difficult masks which makes the optimization biased. To avoid
such a problem and make the training efficient, we adopt an exploration-exploitation strategy: in each
iteration, the masked sentences fed into the encoder are sampled from the uniform distribution with
probability p or MAP-Net with probability 1− p. The probability p decreases linearly from 100% at
the beginning of training to 33% at 1000k steps.
Optimization Following the standard settings used in many previous works [3, 12, 2], we train the
models for 1000k steps with setting the batch size as 256 and the maximum sequence length as 512.
For all the models to compare, we set the masked probability p to be 0.15. For all experiments, we
follow [12] to replace 80% of the masked positions by [MASK], 10% by randomly sampled words,
and keep the remaining positions unchanged. But We choose the most widely used Adam [10] as
the optimizer, and set the hyper-parameter β as (0.9, 0.98). The learning rate is set as 1e-4 with a
10k-step warm-up stage and then decays linearly to zero. We set the dropout probability as 0.1 and
weight decay to 0.01. All models are run on 8 NVIDIA Tesla V100 GPUs.
4.1.2 Fine-tuning
Table 3: The average score on GLUE tasks.
Task Model Pre-train steps400k 600k 800k 1000k
GLUE BERT 80.86 81.41 81.62 81.68
(all 9 tasks) MAP-Net 81.15 81.48 82.11 81.88
After the pretraining stage finishes, we discard the MAP-Net and only fine-tune the encoder on several
downstream tasks. We use the GLUE (General Language Understanding Evaluation) dataset [23]
as the downstream tasks to evaluate the performance of the pre-trained models. Particularly, nine
tasks within the GLUE dataset have been widely used for evaluation, including CoLA, RTE, MRPC,
STS-B, SST-2, QNLI, QQP, and MNLI-m/MNLI-mm.
Same to the pre-training, we use Adam as the optimizer and set the hyper-parameter β as (0.9, 0.98).
Following all previous works, we apply the hyper-parameter search during the fine-tuning for each
downstream task. The search space is listed in Table 2. Each configuration will be run for ten times
with different random seeds, and the average of these ten results on the development set will be
used as the performance of one configuration. We will ultimately report the best number over all
configurations.
4.2 Experiment Results
To fairly study the efficiency, besides of the last checkpoint (1000k steps), we also save some
intermediate checkpoints. Specifically, we save additional checkpoints for 400k, 600k and 800k steps.
And all the saved checkpoints will be used in various downstream fine-tune. And the results are
shown in Table 3.
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Figure 2: A example sampled from the 600k checkpoint. The masked tokens are marked in bold and
the patterns learned by MAP-Net are highlighted by small boxes of different colors.
Figure 3: The left, middle and right figures are the RTE, SST-2 and QNLI scores of different
checkpoints respectively. The x-axis is the number of training steps, and the y-axis is the score of the
task.
GLUE tasks We report the average score of 9 GLUE tasks. As shown in Table 3, the proposed
method can consistently outperform BERT in all checkpoints. For the best scores, the proposed
method outperforms the baseline BERT by about 0.4 points. Besides, the result of the 600k checkpoint
of the proposed method is almost pairing with the 1000k of baseline. These promising results
demonstrate that the proposed MAP-Net can indeed help to speed up the pretraining, thanks to the
gradient variance reduction. Due to space limitation, we only show the learning curves of three tasks,
RTE, SST-2 and QNLI, in Figure 3 Left, Middle and Right. It is clear to see that for all tasks, our
model converges much faster and achieves higher performance than the baseline BERT model. All
these results demonstrate that the proposed MAP-Net yields great advantages in terms of efficiency
and effectiveness compared to the baseline.
Case study Finally, to further understand MAP-Net, we visualize the masked sentence sampled
from the MAP-Net and the masked words are marked in bold. Due to space limitation, we only show
one of the examples in Figure 2. In spite of this, we can see that the model tends to choose words such
as nouns and verbs because they are more informative components of a sentence. More interestingly,
in a sentence, our model can prevent information leakage by masking out different forms of the same
word at the same time, such as "computer", "computing" and "computation", etc. So if BERT tries to
restore them at the same time, it must learn better and deeper contextual information. This may be
one of the reasons why our model performs better than BERT.
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5 Conclusion and Future Work
In this work, we propose MAP-Net, which uses a mask proposal network to reduce the gradient
variance of pre-training. In particular, given a sentence, the MAP-Net outputs a probability distribution
over positions to sample masks. Then, the BERT model is trained to recover the masked sentence
sampled from the MAP-Net, instead of uniform distribution. Extensive experiments demonstrate
MAP-Net can do better on downstream tasks. It outperforms BERT on GLUE tasks with less training
steps. In the future, we will continue exploring more methods to reduce the variance in pretraining,
e.g., how to smartly select batched sentences.
Broader Impact
Our method reduces the huge cost of pre-training, which can save energy and reduce greenhouse gas
emissions, thereby contributing to global environmental protection.
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