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ABSTRACT
In this dissertation, the results obtained during my PhD work are presented.
As an introduction, the brief review of the theory of superconducting fluctuations
and a short discussion of experimental situation in the field of spin caloritronics are
presented. Next, the original study of two important transport transverse effects
is reported. The first one is the Hall effect in metallic films, enhanced by super-
conducting fluctuations. We develop an appropriate technique, based on solution
of Usadel equation in the presense of classical and quantum noise and including
leading contributions due to electron-hole asymmetry. This allows us to extend the
previously known results for Cooper interaction-dominated transverse conductivity
to a broader range of temperatures and magnetic fields, including the vicinity of
the magnetic field induced quantum critical point. The second effect under study
is Transverse Spin Seebeck Effect (TSSE). The TSSE remains one of the most puz-
zling of the recently discovered spin-dependent thermoelectric effects merging spin,
charge, and thermal physics. We build a theory, which allows to quantitatively in-
terpret the recent experimental results in terms of magnetized electrons, dragged
but low-energy out-of-equilibrium phonons. The theory explains the manifestly non-
local nature of the TSSE from the fact that phonons that store the energy (thermal)
and the phonons that transfer it (subthermal) are located in different parts of the
spectrum and have different kinetics. This gives rise to a spectral phonon distri-
bution that deviates from local equilibrium along the substrate and is sensitive to
boundary conditions. The theory also predicts a non-magnon origin of the effect in
ferromagnetic metals in agreement with observations in recent experiments.
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1. INTRODUCTION
It would be fair to say that most of the transport studies of metals and semicon-
ductors from both theoretical and experimental sides are devoted to determination
of electrical and heat conducting properties of these materials. Normally, ’study-
ing transport’ means ’studying longitudinal transport’. The corresponding transport
coefficients carry a lot of information about microscopic properties of the material
under study. However, one quickly realises how important transversal effects can
be: for example a sign of the charge of a current currier e does not manifest itself
in longitudinal conductivity of a material σxx, which is proportional to the charge
squared ∼ e2. So, as soon as one is interested in the sign of e, he must turn to the
study of transversal electric conductivity σxy, which behaves as ∼ e3. In addition,
one quickly finds out that some noticable contributions to σxy are proportional to
the derivative of the density of states with respect to the energy at the chemical
potential µ, a quantity which is not easy to infer by other means (the only other
transport property that is sensitive to this quantity is the thermoelectric coefficient).
Another example of importance of the transversal transport effects is the recently
discovered Transversal Spin Seebeck Effect. In the conditions under which this effect
is studied, transversality of the measured response is crucial as it allows to gain ac-
cess to the physics of subthermal phonons which is not easily accessibly in stationary
situations. These two interesting pieces of physics (Hall effect in dirty metallic films
and Transversal Spin Seebeck Effect) are central subjects of this work.
This thesis is organized as follows. In chapter 2, we present introduction to the
history and main results of a theory of superconducting fluctuations. The main
contribution of this chapter is generalization of the Usadel equation approach for
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calculation of effects of both thermal and quantum superconducting fluctuations on
transport properties of thin films[79]. We discuss how this approach allows to get all
known result in this field in a simple and unifying manner.
In chapter 3, we apply the developed technique to calculate the effects of super-
conducting fluctuations on transversal electric conductivity. This implies taking into
account the effects of particle-hole asymmetry in the propagator of Cooper interac-
tion. We show that in the limit of weak interaction it can be done self-consistently
in the framework of quasiclassical theory. Next, we use this method to calculate
transversal conductivity σxy for a wide range of temperatures and magnetic fields,
including the region of a quantum critical point at T = 0 [61]. Several asymptot-
ical regimes are discussed and application of the theory to recent measurements is
demonstrated [20].
In chapter 4, after introducting the basic experimental facts about the Transversal
Spin Seebeck Effect, we motivate the necessity of more refined theoretical approach
to this effect. In particular, we stress that the (i) non-local nature of the signal
remains unexplained and (ii) observed dependence of transport coefficient Sxy on
the magnetization M is not really consistent with previously proposed magnonic
mechanism. Further on, we develop a theory which contributes to both of these subtle
questions [80]. Building on top of kinetic theory of subthermal phonon propagation
in insulators, we demonstrate possiility of phononic system alone to produce specific
spatial profile of the signal. In addition, we argue that electron-phonon drag can
serve as a force which generates spin current in the transversal direction which is then
converted to electric voltage by a Pt probe. Finally, we demonstrate the qualitative
agreement of the predictions of this theory with results of experiments on TSSE in
various aspects.
The results presented in this work were reported on several seminars at Texas
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A&M University (USA), as well as at Karlsruhe Institute of Technology, University of
Mainz, Max Planck Institute for Solid State Research (Germany), Landau Institute
for Theoretical Physics (Russia) and Weizmann Institute of Science (Israel).
3
2. SUPERCONDUCTING FLUCTUATIONS IN THE FRAMEWORK OF
USADEL EQUATION∗
2.1 Introduction
Theoretical studies of fluctuation conductivity in superconductors found their
origin in the discovery of paraconductivity by Aslamazov and Larkin (AL) in 1968
[12]. These authors analyzed the conductivity of superconductors in the metallic
phase above the transition temperature Tc in the framework of diagrammatic linear
response theory. Paraconductivity can be understood as the direct contribution of
fluctuating Cooper pairs to the electric current. Indeed, the formation of Cooper
pairs opens a new channel for charge transport in the metallic phase. Above the
transition temperature, these Cooper pairs do not form a condensate yet and their
contribution to conductivity is positive but still bounded due to their finite lifetime.
Other effects of superconducting fluctuations are Andreev scattering of electrons off
the fluctuating order parameter described by the so-called Maki-Thompson (MT)
term [60, 78], and the suppression of the quasiparticle density of states (DOS) near
the Fermi-level.
These classical results were obtained for temperatures close to Tc and later ex-
tended for larger temperatures and for weak magnetic fields. More recently, the
vicinity of the magnetic field-tuned quantum phase transition in disordered super-
conducting films was studied in a paper by Galitski and Larkin [30]. These authors
have shown that close to the quantum transition, contrary to the previously studied
regime of weak magnetic fields, different processes are of equal importance. This
∗Part of this chapter is reprinted with permission from ”Fluctuation conductivity in disordered
superconducting films” by K. S. Tikhonov, G. Schwiete, A. M. Finkel’stein, 2012, Physical Review
B 85 (17), 174527, Copyright (2012) by the American Physical Society.
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has the remarkable consequence that the sign of the total correction to conductivity
becomes negative for sufficiently low temperatures near the quantum critical point,
resulting in a non-monotonic magnetoresistance in this regime.
In spite of the substantial amount of existing theoretical work on superconducting
fluctuations, summarized in the book by Larkin and Varlamov [52], the subject
continues to be an active field of research. This activity is stimulated by recent
accurate experimental studies of different superconducting systems [37, 75, 14, 67, 48,
58], that call for refined theoretical studies. For example, when fitting experimental
data on disordered superconducting films by theoretical results, one commonly uses
several fitting parameters, including the critical temperature Tc, the upper critical
field Bc and the dephasing time τφ. In doing so, it would be useful to work with
theoretical results which are valid in the entire (B, T ) phase diagram, instead of
addressing different asymptotic regions separately. This is the motivation for our
choice of Diffusive Usadel Equation is a main tool for this work.
In deriving the results for the fluctuation conductivity, we deviate from the tradi-
tional route that employs the diagrammatic linear response theory in the imaginary
time technique [4] as described in detail, for example, in Ref. [52]. Instead, we develop
a formalism based on the Keldysh (real-time) representation of the Usadel equation.
In this approach, disorder averaging is performed at the earliest stages, thereby
avoiding the use of the impurity-diagram technique. As an additional advantage, no
analytic continuation is required. The Usadel equation [85] is an indispensable tool
in the theory of mesoscopic superconductors and hybrid structures [16, 74]. This
equation describes low-energy (diffusive) physics on spatial q−1 and temporal ω−1
scales, satisfying (ql, ωτ)  1, where τ is the impurity scattering time and l the
mean free path. The first calculation of superconducting fluctuation corrections in
this framework was performed by Volkov et al. [89], who calculated fluctuation con-
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ductivity in hybrid superconducting-normal structures in the vicinity of Tc in the
absence of a magnetic field.
We use the Usadel equation to calculate longitudinal and transverse (Hall) con-
ductivity in disordered superconducting films at arbitrary temperatures and mag-
netic fields. Our approach parallels to some extent the non-linear σ-model formalism
for disordered superconductors introduced by Feigelman et al. [25], and the subse-
quent work by Kamenev and Levchenko [53]. The latter work includes a calculation
of fluctuation conductivity close to Tc. The intimate relation between the σ-model
formalism and the Usadel equation approach is based on the fact that the Usadel
equation is the saddle point equation of the nonlinear σ-model. For the sake of sim-
plicity, we decided not to use the more technical apparatus of the nonlinear σ-model,
but formulate the derivation in terms of the Usadel equation. This route leads us to
a description in terms of a coupled set of kinetic equations for quasiparticles moving
on the background of superconducting fluctuations. This method appears to be a
very convenient tool for studying fluctuation transport.
The classification of the fluctuation corrections obtained in the discussed method
appears to be very different from the conventional classification based on the dia-
grams in the Matsubara technique. Therefore comparison with the results obtained
by the diagrammatic technique can be performed only on the level of the final re-
sults. Let us mention here the comparison to recent works. It can be seen[77] that
the zero magnetic field limit of the general formulas derived in this manuscript (Eqs.
(2.89), (2.90), and (2.91) below) can be presented in a form that exactly coincides
with the corresponding diagrammatic results of Lopatin et al. in Refs. [59, 73]. On
the other hand, Glatz et al. more recently presented a diagrammatic analysis of the
longitudinal fluctuation conductivity in the entire phase diagram [33, 32]. However,
their results are inconsistent with previous diagrammatic calculations as well as with
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ours. For the Hall effect, our results agree with those of a work [61] in which an
independent calculation has been performed. These results were successfully applied
for the description of a recent measurement in amorphous Tantalum Nitride films.
[20]
The remaining part of this chapter is organized as follows. In Sec. 2.2 we present
the basic formalism. We show how the Usadel equation, initially formulated for a
given order parameter configuration[85], can be applied to the calculation of fluc-
tuation conductivity. As a next step, in Sec. 2.3 we find a solution of the Usadel
equation which allows to determine the order parameter correlation function in the
Gaussian approximation. Both ingredients are required for the calculation of the elec-
tric current presented in Sec. 2.4. Next, we derive expressions for the longitudinal
conductivity that are valid in the entire metallic phase outside the regime of strong
fluctuations. Evaluation of the obtained expressions still requires a summation over
the Landau levels as well as an integration over slow (bosonic) frequencies, which
can be performed analytically only in certain limiting cases. Several such limiting
cases are analyzed in detail below, including the region close to Tc and the vicinity of
the quantum critical point. By means of a numerical evaluation, we locate the line
of the sign change for magnetoresistance ∂σ/∂B and the line ∂σ/∂T = 0. We also
discuss the existence of a crossing point of the magnetoresistance curves. In Sec. 3.3
we calculate Hall conductivity, generalizing previous calculations [28, 11, 10] to the
case of arbitrary temperatures and magnetic fields above the transition.
2.2 Basic equations
In this section we present the equations that form the basis for our calculation
of the fluctuation conductivity. After stating the microscopic model, we introduce
the Usadel equation that allows to find the quasiclassical Green’s function in the
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dirty limit, i.e., if the condition Tcτ  1 is fulfilled. Calculation of the conductivity
requires knowledge of both the quasiclassical Green’s function in the presence of the
fluctuating order parameter field and the correlation function of the order parameter
field. In the fluctuation regime, which we study here, the order parameter correlation
function is governed by the Ginzburg-Landau (GL) action. Fortunately, the GL
action can be found from the quasiclassical Green’s function itself, i.e., from the
solution of the Usadel equation. This procedure will also be described in this section.
We start with the Keldysh action for electrons with short-range BCS-type interac-
tion. After decoupling the interaction with the help of a Hubbard-Stratonovich trans-
formation, the resulting action is split into two parts S[Ψ, ∆ˇ] = S1[Ψ, ∆ˇ] + S2[∆ˇ],
where
S1[Ψ, ∆ˇ] =
∫
dx Ψ†(x)
[
iτˆ3∂t − Hˇ(x) + µ+ ∆ˇ (x)
]
Ψ(x) (2.1)
and
S2[∆ˇ] = −2ν
λ
∫
dx tr
[
∆ˇ+σˆ1∆ˇ
]
. (2.2)
Here, ν is the density of states per one spin projection at the Fermi level and µ is
the chemical potential. The dimensionless coupling constant in the Cooper channel
λ is positive for an attractive interaction. Hereafter, we use the hat symbol as in
τˆ3 to denote 2 × 2 matrices in Keldysh (K, retarded/advanced) or Gor’kov-Nambu
(N , particle/hole) spaces. By σˆi and τˆi we denote the Pauli matrices in K and N
space, correspondingly. The check symbol as in Hˇ denotes 4 × 4 matrices in the
direct product space K ⊗N . The trace operation tr in Eq. (2.2) comprises both K
and N spaces. The short notation x = (r, t) is used, and the time integration covers
the interval (−∞,∞). The single-particle Hamiltonian Hˇ is defined as
Hˇ = − 1
2m
(∇− ieA(r)τˆ3)2 + U (r) + eϕ(r), (2.3)
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with a static disorder potential U , scalar ϕ and vector potentials A, and electron
mass m and charge e. In the action, Ψ is a four component vector of Grassmann
fields with the following structure:
Ψ =
 ψ1
ψ2

K
, ψi =
 χi↑
χ∗i↓

N
(2.4)
Ψ† =
(
ψ†1, ψ
†
2
)
K
, ψ†i = (χ
∗
i↑,−χi↓)N . (2.5)
All terms in the electronic action S1 are diagonal in K-space except the order pa-
rameter field ∆ˇ = ∆ˆ0σˆ0 + ∆ˆ1σˆ1, where ∆ˆ0 and ∆ˆ1 will be referred as classical (cl)
and quantum (q) components of the order parameter. These components are non-
diagonal in N space: ∆ˆi = ∆iτˆ+ − ∆∗i τˆ−, where τˆ± = 12 (τˆx ± iτˆy). We arrange the
classical and quantum order parameter fields into the vector ~∆ = (∆cl,∆q)
T .
The electronic Green’s function for the system reads:
Gˇ (x, x′) = −i
∫
DΨD∆ˇ Ψ (x) Ψ+ (x′) eiS[Ψ,∆ˇ]. (2.6)
This expression can be cast in the form
Gˇ(x, x′) =
∫
D∆ˇ Gˇ∆(x, x
′) eiSGL[
~∆], (2.7)
where the Ginzburg-Landau action is determined by
SGL[~∆] = −i ln
∫
DΨ eiS[Ψ,∆ˇ], (2.8)
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while
Gˇ∆(x, x
′) = −i
∫
DΨ Ψ(x)Ψ†(x′) eiS1[Ψ,∆ˇ]∫
DΨ eiS1[Ψ,∆ˇ]
. (2.9)
This Green’s function depends on the specific configuration of the order parameter
field ∆ˇ.
Physical quantities can be obtained in terms of the disorder-averaged
〈
Gˇ(x, x′)
〉
dis
,
which can be found as
〈
Gˇ(x, x′)
〉
dis
=
∫
D~∆
〈
Gˇ∆(x, x
′)
〉
dis
ei〈SGL[~∆]〉dis . (2.10)
Here, we average the electronic Green’s function separately from the bosonic action.
This is a valid approximation for films with dimensionless conductance g  1; taking
into account cross-correlations between the two terms would give corrections to the
Drude conductivity of the order of 1/g2, while we are only interested in corrections
of the order of 1/g.
The electric current is related to the Keldysh component of
〈
Gˇ(x, x′)
〉
dis
:
j = − e
2m
(∇r −∇r′)
〈
GK (x, x′)
〉
dis x→x′ −
ne2
m
A, (2.11)
where n stays for the density of electrons.
In the following, it will be convenient to use the quasiclassical approximation
[24, 49, 47]. The quasiclassical Green’s function can be introduced as follows. First,
one performs the Wigner transform of the disorder-averaged Green’s function as
〈
Gˇ∆(p, r, t1, t2)
〉
dis
=
∫
dρ e−ipρ
〈
Gˇ∆(x1, x2)
〉
dis
, (2.12)
where r = 1
2
(r1 + r2), ρ = (r1 − r2). Next, the quasiclassical Green’s function is
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obtained by integration over the energy variable ξ = p
2
2m
− µ which describes the
distance from the Fermi surface:
gˇn(r, t1, t2) =
i
pi
∫ ∞
−∞
dξ
〈
Gˇ∆ (n (pF + ξ/vF ) , r, t1, t2)
〉
dis
. (2.13)
In this equation, vF denotes the Fermi velocity.
In the diffusive limit higher angular harmonics are suppressed and a formulation
in terms of the angular-averaged Green’s function is possible:
gˇ(r, t1, t2) =
∫
dn gˇn(r, t1, t2). (2.14)
The function gˇ satisfies the nonlinear Usadel equation [85, 74]:
D∇ˆ
(
gˇ · ∇ˆgˇ
)
− {τˆ3∂t, gˇ}+ i
[
∆ˇ− eϕˇ, gˇ] = 0, (2.15)
where the symbol · is used to denote a convolution in time, i.e., integration in the
intermediate time variable. The spatial derivative has the following structure: ∇ˆgˇ =
∇gˇ − ie [τˆ3A, gˇ] . An important constraint imposed on the quasiclassical Green’s
function is that it has to satisfy the normalization condition
(gˇ · gˇ)(t, t′) = 1ˇδ (t− t′) . (2.16)
In what follows we are interested in Gaussian fluctuations. This means, that
the film is considered to be not too close to the superconducting transition. The
width of the non-Gaussian region is determined by the Ginzburg number Gi; in the
case of disordered films Gi ∼ g−1. The precise criterion for the range of validity
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of this approximation depends on the quantity in question. Concerning transport
phenomena, the non-Gaussian region is wider than for thermodynamics and has
been estimated to be of the order of
√
Gi for the thermal phase transition [51], i.e.
it covers the temperature regime for which |T − Tc| .
√
GiTc. To the best of our
knowledge, there is no such calculation for the quantum transition (a study of the
effect of fluctuations on the critical magnetic field exists [29]). We assume that we
are always outside the region of non-Gaussian fluctuations.
Let us now turn to the discussion of the Ginzburg-Landau action. As long as
we are interested in Gaussian fluctuations, we need to know SGL[~∆] only up to the
second order in ~∆. Noting the relation
δ
〈
SGL[~∆]
〉
dis
δ∆∗i (x1)
= itr
[
σˆiτˆ−
〈
Gˇ∆(x1, x1)
〉
dis
]− 2ν
λ
(σˆ1~∆(x1))i, (2.17)
we can obtain
〈
SGL[~∆]
〉
dis
=
∫
dx1dx2 ~∆
†(x1)
[
−2ν
λ
σˆ1δx1,x2 + Πˆ(x1, x2)
]
~∆(x2), (2.18)
where
Πˆij(x1, x2) = i
δtr
[
σˆiτˆ−
〈
Gˇ∆(x1, x1)
〉
dis
]
δ∆j(x2)
∣∣∣∣∣
~∆=0
. (2.19)
Importantly, the appearing Green’s function at coinciding times and space points is
related to the quasiclassical Green’s function, and we can write
Πˆij(x1, x2) = piν
δtr
[
σiτˆ−gˆ(r1, t1, t1)
]
δ∆j(x2)
∣∣∣∣∣
~∆=0
. (2.20)
This result shows that knowledge of the quasiclassical Green’s function, i.e., the
solution of the Usadel equation, also allows finding the GL action. This observation
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considerably simplifies the scheme of calculation of the Gaussian corrections. With
the help of the GL action, in turn, one can obtain the order parameter correlation
function, which is needed for the calculation of the current.
The charge density and electric current are expressed in terms of the angular-
averaged Green’s function gˇ in the following way[74]:
ρ (r, t) = −eν
(
2eφ+
pi
2
tr 〈σˆ1gˆ (r, t, t)〉
)
(2.21)
and
j (r, t) =
epiνD
2
tr
〈
τˆ3σˆ1ˇj (r, t, t)
〉
, (2.22)
with jˇ = gˇ · ∇ˆgˇ. The angular brackets in this equations symbolize averaging with
the action SGL. Relation (2.22) follows from Eq. (2.11) in the diffusion approxima-
tion. Aiming for the needed accuracy (the leading order approximation in g−1), it is
sufficient to determine jˇ up to the second order in the fluctuating field ∆ before the
expansion in the electric field is performed. To see this, let us discuss the quantum
components gˆZ,W of the Green’s function gˆR in more detail. We parameterize them
as
gˆZ =
 z1 0
0 z2
 , gˆW =
 w1 0
0 w2
 (2.23)
and get the following equations:
D−1wi = IWi , D¯−1zi = IZi (2.24)
with
D−1 = D∇ˆ2 − ∂t1 − ∂t2 , D¯−1 = D∇ˆ2 + ∂t1 + ∂t2 . (2.25)
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The collision integrals IZ1,2 are given by
IZ1 = i
(
∆q · f ∗ − f¯ ·∆∗q
)
,
IZ2 = i
(
∆∗q · f − f¯ ∗ ·∆q
)
(2.26)
and collision integrals IWi = I
W
i,coll − IWi,neq by (this separation is motivated below)
IW1,coll = i(f · J1 − J¯1 · f¯ ∗),
IW2,coll = i(f
∗ · J2 − J¯2 · f¯),
IW1,neq = 2je · z1 · je + je · f¯ · f¯ ∗′ + f · jh · f¯ ∗′+
f ′ · jh · f¯ ∗ + f ′ · f ∗ · je,
IW2,neq = 2jh · z2 · jh + jh · f¯ ∗ · f¯ ′ + f ∗ · je · f¯ ′+
f ∗′ · je · f¯ + f ∗′ · f · jh. (2.27)
For convenience, we defined (je,h = ±∇he,h):
J1 = ∆
∗
q −∆∗c · he + hh ·∆∗c − hh ·∆∗q · he,
J¯1 = ∆q −∆c · hh + he ·∆c − he ·∆q · hh,
J2 = ∆q −∆c · hh + he ·∆c − he ·∆q · hh,
J¯2 = ∆
∗
q −∆∗c · he + hh ·∆∗c − hh ·∆∗q · he. (2.28)
While
〈
IZ
〉
= 0 due to causality[46], the collision integral IW does not vanish
identically after averaging. Nevertheless, its expansion in the electric field can be
shown to start from E2. First, we note that IWi,neq should be related to the production
of the heat. Indeed,
〈
IWi,neq
〉
is proportional to the Drude result for the electric current
je,h. Next, observe that the terms in
〈
IWi,neq
〉
which are only linear in je,h are further
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multiplied by averages which include the spatial gradients of f and vanish in the
absence of an electric field, when the system is isotropic. Hence,
〈
IWi,neq
〉
= O(E2).
There is still another term, IWi,coll. For E = 0 it corresponds to the collision integral
due to Cooper interactions, which enters the kinetic equation and was calculated
by Reizer[68]. Let us just note, that if the only source of non-homogeneity is a
spatially varying electric potential (as it is in our case), then the collision integral,
written in terms of the gauge invariant particle/hole energies should be independent
of the spatial coordinates. As such, it cannot depend on the electric field itself,
which is a vector, but only on E2. This is summarized by the equation: IW1,2,coll =
Icoll(E
2, ∓ eφ(x)). Since for E = 0 it vanishes (provided the electronic distribution
function H is thermal) and depends only on E2, it should be disregarded for the
calculations in the linear response.
2.3 Solution of the Usadel equation and the order parameter correlation function
For practical calculations, one needs to resolve the normalization condition (2.16)
for the quasiclassical Green’s function explicitly. In the framework of a mean-field
treatment, one works with the classical order parameter field ∆cl only. In this case
(∆q = 0) the Green’s function can be parameterized as
gˇ =
 gˆR gˆK
0 gˆA
 , (2.29)
with gˆK = gˆR · hˆ − hˆ · gˆA and (gˆR · gˆR)t,t′ = (gˆA · gˆA)t,t′ = 1ˆδt−t′ . However, in the
presence of the quantum order parameter fluctuation (i.e., for finite ∆q) this structure
is broken and a more general parametrization needs to be considered. In that case,
one can generalize (2.29) to take into account fluctuations up to the second order in
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∆:
gˇ =
 gˆR − hˆ · gˆZ gˆR · hˆ− hˆ · gˆA − hˆ · gˆZ · hˆ− gˆW
gˆZ gˆA + gˆZ · hˆ
 . (2.30)
In particular, the lower left corner of this matrix is not equal to zero[92, 46]. This
parametrization has the following property:
(
gˆR
)2
=
(
gˆA
)2
= 1ˆδt−t′ +O
(
∆4
)
(2.31)
The matrix
hˆ =
 he 0
0 hh
 (2.32)
is called generalized distribution function [47]. Matrices gˆZ,W are diagonal and appear
only in the second order in ∆. This holds provided the distribution function hˆ satisfies
the following normal metal diffusion equation:
D∇2hˆ−
[
∂t + ieφτˆ3, hˆ
]
= 0. (2.33)
For the purpose of our calculation, we may assume gˆZ = gˆW = 0. In the case of
gˆZ the reason is the following. For the calculation of the current, the Green’s func-
tion needs to be inserted into the corresponding expression (2.22) and subsequently
averaged over order parameter configurations. There can be two kinds of contribu-
tions to the current originating from gˆZ . First, if it is not combined with any other
term arising due to fluctuations, it should be averaged by itself. Since the lower-left
corner of the averaged Green’s function must equal zero in the Keldysh formalism〈
gˆZ
〉
= 0, contributions of this first type vanish automatically. The second kind
of contribution appears when combining gˆZ with other terms arising due to fluctu-
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ations in formula (2.22). Since gˆZ itself is already quadratic in ∆, this procedure
generates contributions to the current which are at least of the fourth order in ∆.
These terms are beyond the accuracy of our calculation. The same argument applies
to contributions originating from gˆW , only in this case the average
〈
gˆW
〉
does not
vanish identically, but is O(E2).
Therefore, there is no need to keep gˆW when studying linear response in the
electric field. To conclude, for the purpose of our calculation we may work with the
simple parametrization given in Eq. 2.29.
In what follows, we consider static and homogeneous electric E and magnetic B
fields and find it convenient to work in a gauge with time-independent electromag-
netic potentials: E = −∇φ and B = curlA with φ = −Er, A = (0, Bx, 0) . Under
these conditions and in the absence of superconducting fluctuations, the retarded
and advanced sectors of the quasiclassical Green’s function are diagonal in N-space
and take a particularly simple form
gˆR(t1, t2) = −gˆA(t1, t2) = τˆ3δt1−t2 . (2.34)
For a closed system, i.e. in the absence of a connection to an external bath,
the distribution function hˆ is not yet fixed. Indeed, equation (2.33) has infinitely
many solutions. In the presence of interactions, it is convenient to work with the
distribution function corresponding to the state of local thermal equilibrium with
spatially varying chemical potential:
hˆ =
 he 0
0 hh
 , he,h = H(∓ eφ (x)) (2.35)
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where
H() = tanh 
2T
. (2.36)
This particular choice is especially convenient for linear response studies, because
deviations of
〈
gˆW
〉
from zero which arise due to interactions are pushed to the second
order in the electric field. This considerably simplifies perturbation theory. Note that
temperature is still arbitrary and is determined by the heat balance with a substrate
or with contacts. Meanwhile, by neglecting
〈
gˆW
〉
we dismiss the heating effect of the
electric field.
In the presence of superconducting fluctuations, the quasiclassical Green’s func-
tion acquires off-diagonal components in N -space. For the analysis of the Gaussian
fluctuation regime, the deviations from the simple form given in Eq. 2.34 are small
and may be treated as a perturbation. With this in mind, we resolve the remaining
constraints (2.31) as:
gˆR =
 1− 12f · f ∗ f
f ∗ −1 + 1
2
f ∗ · f
 , (2.37)
gˆA =
 −1 + 12 f¯ · f¯ ∗ −f¯
−f¯ ∗ 1− 1
2
f¯ ∗ · f¯
 , (2.38)
From the solution of the Usadel equation it will follow that f , f¯ etc. are O(∆). The
functions f and f ∗ as well as f¯ and f¯ ∗ are considered as independent: they become
complex conjugates of each other only when ∆q is neglected.
We introduce parametrization (2.30) into Eq. (2.15) and neglect terms of the
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third order in ∆. As a result, we find for f the equation C−1f = V , where the
operator C−1 is given by
C−1 = D∇ˆ2 − ∂t1 + ∂t2 (2.39)
and the gauge invariant derivative is: ∇ˆf = (∇− 2ieA) f . As one may notice, this
equation describes the response of the field f to the order parameter ∆, which enters
this equation in the following combination:
Vt1,t2(r) = 2i [∆cl (r, t1) δt1−t2 + he (r, t1 − t2) ∆q (r, t2)] . (2.40)
Similar equations arise for f ∗, f , and f
∗
with appropriately modified differential
operators and functions V ∗, V and V
∗
. Taking into account the explicit form of
he,h one may conclude that f¯t1,t2 = −ft2,t1 (the same property holds for f ∗). Note
that a static electric potential does not enter the equation for f . This is one of the
advantages of the gauge in which the electric field is expressed through the scalar
potential.
The equation for f can easily be solved after a Fourier transformation to the
frequency domain according to
f (t1, t2) =
∫
f (1, 2) e
−i(1t1−2t2) (d1) (d2) . (2.41)
Here we used notation (d) = d/2pi. To proceed further, we pass to the Landau
level (LL) basis with eigenfunctions ψnp (r) of the kinetic energy operator
−D(∇− 2ieA)2ψnp (r) = nψnp (r) . (2.42)
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This equation describes a ”particle” with a mass equal to 1/2D. We choose to work in
the Landau gauge, for which the eigenfunctions ψnp are numbered by the momentum
p and LL number n:
ψnp (r) = e
ipyχn
(
x− pl2B
)
(2.43)
with magnetic length lB = 1/
√
2|e|B (for a ”particle” with charge 2|e|) and
χn (x) =
1√
lB
e−x
2/2l2B
pi1/4
√
2nn!
Hn (x/lB) . (2.44)
Note that a description based on the Usadel equation is valid as long as we consider
the regime of classically weak magnetic fields, for which ωc =
|e|B
m
satisfies ωcτ  1.
This means that the quantization of the orbital motion of the quasiparticles can be
neglected. In contrast, the LL quantization of the collective modes and Cooperons
n = Ωc
(
1
2
+ n
)
with Ωc = 4|e|DB may still be important in the region of magnetic
fields and temperatures we are interested in.
The solution for f is conveniently written in terms of the Cooperon propagator,
which is diagonal in the chosen basis: 〈n, p| C |m, p〉 = δmnCn(1 + 2) with
Cn () =
(
i− n − τ−1φ
)−1
. (2.45)
Here, we introduced the dephasing time τφ. The role of τφ is to provide the long-
time decay of the Cooperon, which is necessary to render corrections due to single-
particle interference processes finite. These processes include weak localization and
the anomalous Maki-Thompson correction (an analog of weak antilocalization) that
diverge in the absence of a magnetic field for τ−1φ = 0. Dephasing can be provided by
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magnetic impurities or inelastic processes, i.e. electron-electron or electron-phonon
collisions. For low temperatures, electron-electron collisions dominate. Outside the
region of strong fluctuations (i.e., in the Gaussian regime), one can consider the
dephasing rate as energy independent and equal to the sum of rates due to the
Coulomb[8] and Cooper channels[50, 18]. In our study, we do not specify the domi-
nant dephasing mechanism relevant for τφ and consider it as an independent param-
eter.
The solution of the equation C−1f = V for f reads:
fnp (1, 2) = Cn (2)
∫
V1,2(r
′)ψ∗np (r
′) dr′, (2.46)
where
V1,2(r) = 2i [∆cl (r, ω) + he (r, + ω/2) ∆q (r, ω)] (2.47)
with shorthand notation  = (1 + 2) /2 and ω = 1 − 2. Analogous equations hold
for f ∗, f¯ and f¯ ∗.
Having found approximate solutions for gˆR and gˆA, we turn to the GL action
SGL. As follows from Eq. 2.18 in combination with Eq. 2.20, it is sufficient to know
gˆR(A) at the first order in ∆ to determine SGL in the Gaussian approximation. We
write the GL action in the form:
SGL[~∆] =
∫
tr
(
2ν ~∆+(−ω, r)L−1(ω, r, r′)~∆(ω, r′)
)
(2.48)
with
L−1 =
 0 L−112
L−121 L−122
 . (2.49)
Arguments (ω, r, r′) of L−1 are omitted in what follows.
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A straightforward calculation according to Eq. (2.18) gives:
L−121 =
∑
np
ψnp (r)ψ
∗
np (r
′)
[∫ H−ω/2+eφ(r)d
2+ i(n + τ
−1
φ )
− 1
λ
]
. (2.50)
The rest of the elements of L−1 are related to this one according to L−112 =
(L−121 )+
and
L−122 = B (ω − eφ (r)− eφ (r′))
[L−121 − L−112 ] , (2.51)
where the bosonic distribution function is defined as
B (ω) = coth(ω/2T ). (2.52)
One can see, that the components of L−1 are not independent. Just as the compo-
nents of L, they are related by the generalized fluctuation-dissipation theorem, see
Eq. (2.51), valid in the quasi-equilibrium state. Thus, only L−121 needs to be calcu-
lated explicitly. The evaluation of the  integral in Eq. (2.50) is straightforward and
yields:
L−121 =
∑
np
ψnp(r)ψ
∗
np(r
′)En(ω − 2eφ(r)), (2.53)
where
En(ω) = ln Tc
T
+ ψ
(
1
2
)
− ψR(n, ω) (2.54)
and
ψR(A)(n, ω) = ψ
(
1
2
+
n + τ
−1
φ ∓ iω
4piT
)
. (2.55)
We have introduced the BCS transition temperature Tc =
2γωD
pi
exp
(− 1
λ
)
, where
ωD is the Debye frequency and γ ≈ 1.78. The symbol ψ stands for the Digamma
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function[3]. In deriving asymptotic expressions, we will use the following properties
of this function: ψ′(1/2) = pi2/2 and ψ(x) ≈ lnx for x 1.
The line of the superconducting transition on the mean field level is determined
by the equation En=0(ω = 0) = 0. In the absence of dephasing τφ =∞ this gives for
the upper critical field
Bc(T = 0) =
piTc
2γD
. (2.56)
Let us discuss the effect of dephasing on the transition line. Since the fluctuation
propagator depends on the dephasing rate, the transition temperature is shifted
due to τφ. Furthermore, since τφ depends on the magnetic field as well as on the
temperature, the presence of τφ in the fluctuation propagator changes the shape
of the transition line as a whole. Dephasing also affects the magnetoconductivity.
This effect has been taken into account in the analysis of the experimental data on
magnetoconductivity of thin superconducting InO films[19].
As can be seen from the right-hand side of Eq. (2.53), L−121 is not translation
invariant. However, by splitting off a gauge-dependent factor it can be rewritten in
the following form:
L−121 (t, r, r′) = e−iSg(t,r,r
′)L¯−121 (t, r− r′) , (2.57)
where Sg is defined as
Sg(t, r, r
′) = e(φ(r) + φ(r′))t− e(A(r) + A(r′)) (r− r′) (2.58)
and L¯−121 is translational and gauge invariant. We nevertheless prefer to work with
the operator L−1 in its original form.
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In order to find the order parameter correlation functions, one has to invert the
operator L−1 given by Eq. (2.49) with the following result:
L =
 LK LR
LA 0
 , (2.59)
where
LR = (L−121 )−1 , LA = (L−112 )−1 , LK = −LRL−122 LA. (2.60)
The order parameter correlation functions are given by:
〈∆cl (ω) ∆∗c (−ω)〉 =
i
2ν
LK , (2.61)〈
∆cl (ω) ∆
∗
q (−ω)
〉
=
i
2ν
LR,
〈∆q (ω) ∆∗cl (−ω)〉 =
i
2ν
LA,〈
∆q (ω) ∆
∗
q (−ω)
〉
= 0.
In equilibrium, LR(A)E→0 (ω) ≡ LR(A) (ω) is diagonal in the LL basis, and reads as follows
LRn (ω) = E−1n (ω). (2.62)
For the Keldysh propagator this gives, according to Eq. (2.60):
LKE→0 (ω) = B (ω)
(
LR (ω)− LA (ω)) ≡ LK (ω) . (2.63)
While we have already neglected the heating induced by the electric field, we still
keep other nonlinear effects. For example, one may consider the decay of fluctuating
Cooper pairs due to the acceleration of the paired electrons caused by the electric
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field. It was considered before on the basis of the phenomenological theory[70, 34,
88, 62] (with only AL process included). At T ∼ Tc this effect becomes essential
at electric fields of the order of E ∼ Tc/eξGL that can be rather small due to the
divergence of the coherence length ξGL at the transition.
In the following calculations all nonlinear effects will be neglected. In the linear
response regime, we need to find propagators at first order in the electric field.
Concerning the dependence of L on spatial arguments, we will consider it as an
operator in the basis of the LLs, the same is assumed regarding the position operator
r. Hence, in the equations below these two operators do not commute. We linearize
L−121 , looking for the first order correction to its equilibrium value. In the equations
below we do not indicate the frequency dependence of propagators, having in mind
that all functions have the argument ω. Taking into account first-order corrections
in the electric field we write
L−121 = (1 + 2eEr∂ω) E . (2.64)
For LR this gives:
LR = LR + δLR, (2.65)
δLR = −2eELRr∂ωELR (2.66)
and LA can be found by hermitian conjugation. Let us turn to LK . In order to find
it, we need L−122 given by Eq. (2.51):
L−122 = B
(L−121 − L−112 )+ eE∂ωB {(E − E∗), r} , (2.67)
where curly brackets denote an anticommutator. Plugging this expression into
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Eq. (2.60), we obtain
LK = LK + δLK (2.68)
and
δLK = B (δLR − δLA)− eE∂ωBLR {(E − E∗), r}LA. (2.69)
Now, the order parameter correlation functions given by Eqs. (2.61) are fully speci-
fied, and we can proceed to the calculation of the electric current.
To summarize, we have collected the basic elements of the formalism used for the
calculation of the fluctuation conductivity. Once the quasiclassical Green’s function
is found as a solution of the Usadel equation (2.15), the current can be obtained
from Eq. (2.22). Since the quasiclassical Green’s function is a functional of the order
parameter configuration, formula (2.22) for the current includes an average with
respect to the GL action. This action, in turn, can be found from the quasiclassical
Green’s function via Eqs. (2.18) and (2.20) and thus a closed scheme is established.
As we have already argued, it will be sufficient for our purposes to work with gˆ given
by Eq. (2.29) where gˆR(A) are defined in Eqs. (2.37), (2.38), and the distribution
function hˆ presented in Eq. (2.35).
2.4 Fluctuation corrections: derivation
Before studying the fluctuation corrections, we first show how to obtain Drude
conductivity from the formalism. Input are the normal-metal solution of the Usadel
equation: gˆR = −gˆA = τˆ3 and the distribution function in the presence of the electric
field, Eq. (2.35). This gives, according to Eq. (2.22), the electric current:
j(n) = epiνDtrτˆ3∇hˆ = 2νe2DE. (2.70)
This results in the Drude formula σD = 2νe
2D.
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Now we turn to the calculation of the fluctuation corrections. Starting with
expression (2.22), we substitute for gˆ the parametrization (2.29) and obtain the
following contributions to the current
j = j(n) + j(dos) + j(an) + j(sc). (2.71)
Here, all terms besides j(n) depend on the realization of the superconducting order
parameter ∆ and have to be averaged using the order parameter correlation functions
(2.61). The fluctuation contributions can be written in the following form (hereafter
the derivative is with respect to the energy argument):
j(dos) = 2pie2DE
∫
H′ () δν () (d) , (2.72)
j(an) = 2pie2DE
∫
H′ ()ϑ () (d) , (2.73)
j(sc) = 2pieD
∫
H () j(s) () (d) . (2.74)
The quantities which appear in these expressions are defined as follows
δν () = −ν
8
〈
f · f ∗ + f ∗ · f + (f ↔ f¯)〉
,
, (2.75)
ϑ () = −ν
4
〈
f¯ · f ∗ + f¯ ∗ · f〉
,
, (2.76)
and
j(s)α () =
ν
8
〈
f · ∇ˆαf ∗ − ∇ˆαf · f ∗ −
(
f ↔ f¯)− (f ↔ f ∗)〉
,
. (2.77)
The rationale behind this decomposition is the following: (i) The function δν()
describes the correction to the electronic density of states, see δν () in Eq. (2.78)
below. (ii) The ϑ()-term has a peculiar analytic structure. Indeed, it contains
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LR(K)j ∇h
CR
CA
Figure 2.1: Anomalous Maki-Thompson diagram
a convolution of f ∗ and f¯ , which upon averaging gives rise to a product of two
Cooperons of different analytical structure, CR and CA, and the imaginary part of the
fluctuation propagator, ImLR. This allows to identify this term with the anomalous
Maki-Thompson contribution. For an illustration of this point, we refer to Fig. 2.1.
(iii) The j
(s)
α -term can be interpreted as the fluctuating supercurrent density. This
term is the result of the expansion in the electric field of the fermionic distribution
function he entering either the combination V (see Eq. (2.40)) or the order parameter
correlation function L (see Eqs. (2.66) and (2.69)). The former contribution is purely
quantum, while the latter comprises both quantum and classical parts, which are of
different importance in the different regions of the phase diagram.
We note that the decomposition (i) - (iii) is very different from the conventional
classification based on the diagrams in the Matsubara technique. The difference is
related to two main points: a) in the traditional technique a response to a time-
dependent vector potential is calculated and b) in the present method there is no
need for an analytic continuation.
It is obvious from Eqs. (2.72) and (2.73) that j(dos) and j(an) contribute only to
the longitudinal current, while j(sc) contributes to the transverse current as well. In
this context it should be kept in mind that in the Usadel equation, which was used
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as a starting point for our calculation, the Lorentz force acting on the quasiparticle
was neglected.
To proceed further, we substitute the expressions for f , f ∗, f and f
∗
in the LL
basis (cf. Eq. (2.46)) into the expressions above and average them with respect to
order parameter fluctuations. The quantities δν() and ϑ() are equilibrium prop-
erties of the system and are independent of the electric field, and that is why their
calculation is relatively simple. Let us start with the DOS correction which can be
understood as a renormalization of the quasiparticle density-of-states:
δν () = υ
∑
n
Im
∫
(dω) C2n (2− ω)
[
LKn (ω) + L
R
n (ω)H (− ω)
]
. (2.78)
Here, υ = 1/2pil2B is the number of states per unit area of a LL. This factor appears
with each summation over LLs. In the continuous limit υ
∑
n →
∑
q and the above
expression becomes identical to the one in Eq. (372) in the review by Kamenev and
Levchenko[46]. Note that
∫
δν () d = 0. This is because the interaction cannot
change the total number of single-particle states, but just redistributes them.
Turning to the anomalous MT correction, we find that it is due to a real process.
Indeed, ϑ() can be presented in the following form:
ϑ() = υ
∑
n
τ−1out,n()
n + τ
−1
φ
, (2.79)
where τ−1out,n is the partial (n) out-scattering rate for quasiparticles arising due to the
decay of superconducting fluctuations[68]:
τ−1out,n() = 2
∫
(dω) ReCn (2− ω) ImLRn (ω) [B (ω) +H (− ω)] . (2.80)
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The discussed correction disappears at zero temperature. This makes it essentially
different from the DOS correction which exists down to zero temperature. The
sign of the anomalous MT correction is always positive. It is closely related to weak
antilocalization, and can be interpreted as an interference effect in the singlet Cooper
channel, enhanced by coherent scattering on the fluctuating order parameter.
Next, we turn to the calculation of the supercurrent j(s), which is more compli-
cated because non-equilibrium terms in the fluctuation propagators have to be taken
into account. The calculation gives:
j(s)x () =
eEx
8
υ
∑
n
∫
(dω)(n+ 1) {An,n+1(ω, )}− (2.81)
and
j(s)y () =
eEx
8
υ
∑
n
∫
(dω)i(n+ 1) {An,n+1(ω, )− An,n(ω, )}+ . (2.82)
In these equations, the notation {X}± = X ± X˜ is introduced, where X˜ is obtained
from X by the substitution n ↔ n + 1. Let us comment more on the details of the
calculation.
We start with expression (2.77). After substituting the solution for f and aver-
aging in ∆ we get:
j(s)α () =
1
8
eE
∑
mn
∫
(dω)Iα,mnAmn(ω, ) (2.83)
Here Iα,mn represents the result of integration in the momentum quantum number:
Iα,mn = 2i
∫
(dp)Im
(
ψmp(r)∇ˆαψ∗np(r)
)
〈np|x |mp〉 (2.84)
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and Amn =
∑
k A
(k)
mn has several contributions, which arise from different ways to
expand propagators or bosonic/fermionic distribution functions in the electric field.
The next step is to calculate integral (2.84): taking into account 〈n, p|x |m, p〉 =
xnm + pl
2
Bδnm, where xnm are matrix elements, calculated with χn(x), we obtain:
Ix(m,n) = 2υxnm∂mn, (2.85)
Iy(m,n) =
2i
l2B
υ(xnmxmn − δmn(x2)mn). (2.86)
We also take into account:
xmn =
lB√
2
(
√
n+ 1δm,n+1 +
√
nδm,n−1) (2.87)
∂mn = − 1√
2lB
(
√
n+ 1δm,n+1 −
√
nδm,n−1) (2.88)
and obtain the result, presented in (2.81), (2.82).
The next step is to substitute δν () , ϑ () and j
(s)
α () into the expressions (2.72)-
(2.74) and to perform the integration in . The results of these integrations can be
expressed in terms of En:
δσ
(dos)
‖ = −2e2Dυ
∑
n
∫
(dω)
[
BImE
′′
n
En + B
′ ImEnReE ′n
|En|2
]
, (2.89)
δσ
(an)
‖ = −4e2Dυ
∑
n
∫
(dω)B′ Im
2En
|En|2
1
τ−1φ + n
, (2.90)
δσ
(sc)
i = −2e2DΩ−1c υ
∑
n
∫
(dω) (n+ 1) (Bui + B′vi) , (2.91)
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where i =‖,⊥. For the longitudinal (‖) conductivity,
u‖ = Re
[
KnK
′
nL
R
nL
R
n+1
]
(2.92)
and
v‖ = 2ReKnIm [En + En+1] Im
[
LRnL
A
n+1
]
+ ImKnIm
[
LRn+1 − LRn
]
(2.93)
with Kn(ω) = ψ
R
n+1(ω) − ψRn (ω). For the transversal (⊥) conductivity (assuming
negatively charged carriers e < 0 for the rest of the text; otherwise, the sign of the
Hall conductivity should be reversed), we obtain:
u⊥ = 2Im
[
KnL
R
nL
R
n+1
(E ′n + E ′n+1)]− 2ΩcRe{(LRn )2 E ′nψR′n }
+
− (2.94)
−Im [K ′n (LRn+1 + LRn )]+ ΩcRe{ψR′′n LRn}+ ,
and
v⊥ = −2Im(ψRn + ψRn+1)ReKnRe
[
LRnL
A
n+1
]− 2Ωc {ImψRn ImψR′n LRnLAn}+ − (2.95)
−ImKnRe
(
LRn+1 + L
R
n
)
+ ΩcRe
{
LRnReψ
R′
n
}
+
.
To conclude, we have derived fluctuation conductivity due to electron-electron
interactions in the Cooper channel in the Gaussian approximation. Equations (2.89)-
(2.91) describe the contribution of superconducting fluctuations to the conductivity
everywhere in the (B, T ) phase diagram (outside the regime of strong fluctuations
close to the transition). In the rest of the chapter we discuss different limiting cases
and elaborate on asymptotics of these general formulas.
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Figure 2.2: Phase Diagram for the correction to the longitudinal conductivity δσxx.
The corresponding equations are written in the text.
2.5 Discussion of the results for longitudinal conductivity
At the end of the previous section, we provided general formulas for the fluctua-
tion corrections to conductivity. In certain asymptotic regions of the phase diagram
they are amenable to an analytic treatment. Following this route, we are able to com-
pare our results to the previous studies. The derived formulas can also be subjected
to a numerical analysis, which allows to find the corrections in the entire normal part
of the phase diagram.
We will discuss the following asymptotic regions in the phase diagram: The
vicinities of the classical (I) and quantum (II) transition points, the region of high
temperatures and small magnetic fields (III) and the region of high magnetic fields
and low temperatures (IV). The corresponding regions are indicated on the phase
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diagram displayed in Fig. 2.2. By means of a numerical evaluation, we locate the line
which describes the transition from positive to negative magnetoresistance (∂Bσ = 0),
and the line which characterizes the change of the temperature dependence of the
total correction ∂Tσ = 0.
2.5.1 GL region (I)
In this region, δσ
(sc)
‖ and δσ
(an)
‖ are the most important. Since the leading con-
tribution comes from small bosonic momenta and frequencies (ω,Dq2 . T − Tc), in
order to extract the result, one should expand the equilibrium propagator in ω/T
and n/T : [
LR(A)n (ω)
]−1 ≈ pi
8T
[−τ−1GL − n ± iω] , (2.96)
where
τGL =
pi
8T lnT/Tc
. (2.97)
In this section we assume τφ  τGL and neglect τφ in the fluctuation propagator.
Substituting the expression for the propagators L
R(A)
n to Eqs. (2.90) and (2.91), inte-
grating in frequency (only the term proportional to B′ contributes), and performing
the summation over the LL index, we obtain:
δσ
(an)
‖ =
e2
pi
TτGL
[
ψ
(
1
2
+ s
)
− ψ
(
1
2
+ s
τGL
τφ
)]
(2.98)
and
δσ
(sc)
‖ =
2e2
pi
(TτGL)s
[
−1− 2sψ (s) + 2sψ
(
1
2
+ s
)]
, (2.99)
with
s = (ΩcτGL)
−1 . (2.100)
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These results are in agreement with existing calculations. In particular, δσ
(sc)
‖ was
obtained phenomenologically by Abrahams et al.[1], and the Maki-Thompson contri-
bution was discussed for finite magnetic fields in Ref. [40]. Note, that the parameter
s divides the region (I) into two parts with a distinct behavior. The zero-field limit
is recovered for s 1:
δσ
(an)
‖ =
e2
pi
TτGL ln(τφ/τGL), δσ
(sc)
‖ =
e2
2pi
TτGL. (2.101)
In the absence of a magnetic field, the importance of the anomalous MT correction,
δσ
(an)
‖ , in comparison with δσ
(sc)
‖ is determined by the ratio τφ/τGL. Indeed, the MT
term diverges in the absence of dephasing, τφ →∞, and becomes comparable to the
AL correction when τφ ∼ τGL. As the ratio decreases further, the relative importance
of the MT correction diminishes.
For completeness, let us discuss the DOS correction in region (I). In the vicinity
of the critical temperature, δσ
(dos)
‖ is weakly (only logarithmically) singular. The
reason is that interactions preserve the total density of states, and the integration
with H′ in Eq. (2.72) is (comparatively) wide:  . T ≈ Tc. For zero magnetic field
one gets:
δσ
(dos)
‖ = −
7ζ(3)e2
pi4
lnTτGL. (2.102)
A contribution of the same form originates also from the anomalous MT correction
as a subleading term, with a numerical coefficient −14 instead of −7. It is instructive
to perform a comparison with the previously known result in this region. For that,
one should sum all terms of the kind δσ = c ζ(3)
pi4
lnTτGL. In the diagrammatic
calculation,[22] one obtains the coefficient c = −14 as the combined contribution
of all diagrams with a horizontal interaction line. Those diagrams taken together
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are often referred to as the DOS-type corrections. In addition, regular MT, AL and
anomalous MT diagrams come with the coefficients c = −7, c = 14 and c = −14,
correspondingly. One can see that only after summation of all logarithmic terms of
this kind, the results of the two approaches coincide, and one obtains in both cases
a total numerical coefficient ctot = −21.
We would like to stress that according to Eq. (2.72) it is the contribution δσ
(dos)
‖
rather than the sum of all horizontal diagrams that should be associated with the
suppression of the single-particle density of states.
2.5.2 Quantum critical point (II)
In the vicinity of the transition line, for
h = (B −Bc(T ))/Bc  1, (2.103)
the most singular contribution comes from the lowest LL, n = 0. For small temper-
atures in the vicinity of the Quantum Critical Point (QCP), when
t = T/Tc  1, (2.104)
we can simplify the inverse fluctuation propagator using the asymptotic formula for
the Digamma function:
En(ω) = −h− ln (2n+ 1)− ln
(
1− iω
n
)
. (2.105)
In this region, the role of τφ in the fluctuation propagator is mostly to shift the critical
magnetic field. We will assume that this shift has already been performed. Besides,
it is natural to neglect τφ in the Cooperon, because in the vicinity of the critical
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point the Cooperon is not singular and 1/τφ has to compete with Ωc. Substituting
the expression for En(ω) into Eqs. (2.89)-(2.91) and expanding the propagators in
ω/Ωc, the contributions of all three terms can be written in the form
δσ
(i)
‖ =
e2
pi2
[
α(i)Iα (t, h) + β
(i)Iβ (t, h)
]
(2.106)
with the numerical coefficients
α(dos) = −1, α(an) = 0, α(sc) = 1
3
, (2.107)
β(dos) = −1, β(an) = 2, β(sc) = 5
3
. (2.108)
Here
Iα =
∫ Ωc
0
ωB(ω)dω
ω2 + (hΩc/2)2
, Iβ = −
∫ ∞
0
ω2B′(ω)dω
ω2 + (hΩc/2)2
.
Evaluating these integrals, we obtain:
Iα (t, h) = ln
r
h
− 1
2r
− ψ (r) , (2.109)
Iβ (t, h) = rψ
′ (r)− 1
2r
− 1 (2.110)
with
r =
1
2γ
h
t
. (2.111)
Note that when all the contributions are summed up, we get α = −2
3
, β = 8
3
, and
our result reproduces the one obtained by Galitski and Larkin[30].
The region of the phase diagram in the vicinity of the QCP can further be subdi-
vided into classical and quantum regions, depending on the ratio of the parameters
37
h and t. The superconducting fluctuations contribute either as classically populated
modes or through virtual transitions. In the quantum region t  h the occupation
number of the lowest LL of the collective mode is small, and we obtain
δσ‖ = − 2e
2
3pi2
ln
1
h
, (t h). (2.112)
In the classical region t  h, the occupation number is large and the correction
changes its character. As a result, it becomes positive:
δσ‖ =
2e2γ
pi2
t
h
, (t h). (2.113)
2.5.3 High temperatures (III) and high magnetic fields (IV)
In these regions the dominant contributions come from high LLs and, hence, the
summation in the LL index can be replaced by an integration. At the same time,
the full dependence of the fluctuation propagators on the bosonic frequency should
be kept, because the leading contribution comes from a long double logarithmic
integration.
Let us first discuss the region (III). We will perform the calculation in the limit of
ln(T/Tc) 1. We start with the analysis of δσ(dos)‖ . It has a very slow temperature
dependence due to the long integration in energy, which has to be cut off at ω,  ∼
τ−1, where the diffusive approximation breaks down. In view of this fact, only the
term proportional to B (rather then B′) gives the leading contribution, and we can
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write
δσ
(dos)
‖ =
e2
4pi2
∫
B (ω) Im [LR (ω)ψR′′(ω)] dωd
= − e
2
4pi2
Im
∫ B (ω) ∂2ωψ (12 + −iω4piT ) dωd
lnT/Tc + ψ
(
1
2
+ −iω
4piT
)− ψ (1
2
) .
(2.114)
This integral is logarithmically divergent. As a result, we obtain:
δσdos‖ = −
e2
2pi2
ln
ln 1/Tcτ
lnT/Tc
. (2.115)
This correction is similar to the Altshuler-Aronov corrections, but with a scale-
dependent coupling constant. This result was first derived by Altshuler et al. [9]. At
very large temperatures (lnT/Tc  1) this term dominates the total correction. In
the case of a repulsive interaction, it becomes[27] e
2
2pi2
ln ln 1
Tτ
.
Let us turn to δσ
(sc)
‖ . The term proportional to B′ is again small, O
(
ln−2(T/Tc)
)
.
Another term, which is proportional to B, is more important:
δσ
(sc)
‖ = e
2
∫ ∞
0
izdz
256pi5
∫ ∞
−∞
dy coth y
2
ψ′ (ε)ψ′′ (ε)
[lnT/Tc + ψ (ε)]
2 (2.116)
where ε = 1
2
+ z−iy
4pi
. We first calculate the y integral neglecting y in the denominator.
Since only y & 1 contribute to the leading term, we can substitute coth y
2
→ sign y.
This leads to
δσ
(sc)
‖ =
e2
64pi4
∫ ∞
0
zdz
[
ψ′
(
1
2
+ z
4pi
)]2[
lnT/Tc + ψ
(
1
2
+ z
4pi
)]2 . (2.117)
The remaining integral comes from 1 . z and can be calculated to give:
δσ
(sc)
‖ =
e2
4pi2
1
lnT/Tc
. (2.118)
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We note, however, that the same term originates from the subleading contribution to
δσ
(dos)
‖ , but with a different numerical coefficient
ln 2−1
2pi2
. Thus, different contributions
of the kind O(ln−1 T/Tc) do not cancel each other.
Let us now turn to δσ
(an)
‖ . In the continuous limit, υ
∑
n →
∑
q, Eq. (2.90)
reproduces the known result[13]. In the limit of lnT/Tc  1, it can be further
simplified to:
δσ
(an)
‖ = −
e2
16pi2
1
ln2 T/Tc
∫ ∞
0
M(z)dz
z + 1/ (Tτφ)
(2.119)
with
M(z) =
∫ ∞
−∞
dy
[
ψ
(
1
2
+ z−iy
4pi
)− ψ (1
2
+ z+iy
4pi
)]2
sinh2 (y/2)
. (2.120)
Although this term is formally O(ln−2 T/Tc), it can still be essential due to the
logarithmic divergence at small momenta as it can be seen from Eq. (2.119). With
logarithmic accuracy, we can calculate it as follows:
δσ
(an)
‖ = −
e2
16pi2
1
ln2 T/Tc
∫ 1
0
M(0)dz
z + 1/ (Tτφ)
. (2.121)
As a result, we get:
δσ
(an)
‖ =
e2
12
lnTτφ
ln2 T/Tc
. (2.122)
One should keep in mind, however, that τφ itself depends on T . In this region, the
anomalous Maki-Thompson correction was considered by several authors, who all
obtained the same functional form but with different numerical coefficients[9, 32, 68].
We believe this discrepancy is due to different approximations used for the calculation
of M(0).
For high magnetic fields (region (IV)), the situation is to some extent analogous to
region (III) with the main difference that the anomalous MT term does not contribute
as it is suppressed at small temperature. The dominant corrections originate from
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δσ(sc) and δσ(dos), and the leading contributions are those which are proportional to
B ≈ signω. To proceed, we write the equilibrium propagator in its zero-temperature
form:
LR(A) = ln−1
(
Ωc/2h
n ∓ iω
)
, (T → 0). (2.123)
After the frequency integration, we find that δσ
(dos)
‖ takes the following form:
δσ
(dos)
‖ =
e2
pi2
h
∑
n
li
(
1
h(2n+ 1)
)
(2.124)
with the logarithmic integral function li(z) =
∫ z
0
dt/ ln t. This sum is logarithmically
divergent at the upper limit and has to be cut off when the diffusion approximation
breaks down, that is at n ∼ Nmax  1 with Nmax = 1hTcτ . Under these conditions,
the sum is dominated by large n and can be found to equal
δσ
(dos)
‖ = −
e2
2pi2
ln
ln 1/τTc
lnB/Bc
. (2.125)
This concludes our discussion of the regions (I-IV) in the phase diagram; the corre-
sponding asymptotic expressions are referenced in Fig. 2.2.
The results we obtained differ from those given in Ref. [32]. This follows from
a comparison of the asymptotic behavior in several regions. The most drastic dif-
ference, however, concerns the temperature dependence of the resistance for mag-
netic fields B > Bc. The authors of Ref. [32] claimed that for small temperatures
T  Tc the resistance first increases with increasing T and starts to diminish at
T/Tc & (B − Bc)/Bc. As follows from our asymptotic expressions presented in
Eqs. (2.106) and from the result of the numerical calculation shown in Figs. 2.2 and
2.3, the situation is opposite. At a fixed magnetic field, the resistance decreases as
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Figure 2.3: Resistance as a function of temperature for magnetic fields B/Bc =
0.9, 1.05, 1.1, 1.3. The sample parameters are RD = 5kΩ and Tcτ = 10
−2.
the temperature increases from zero until the line ∂Tσ = 0 is crossed. Then the
resistance starts to grow.
2.6 Conclusion
We considered homogeneously disordered films above the superconducting tran-
sition T > Tc(B) and calculated corrections to longitudinal as well as transversal
conductivities. Our results are presented by equations (2.89)-(2.91). We analyzed
the asymptotic behavior of these corrections in different regions of the phase diagram
and provided a comparison with previously published results.
The results for the longitudinal conductivity, Eqs. (2.89)-(2.91), can be useful
for the analysis of experiments. They allow for a complete numerical evaluation of
the fluctuation corrections to conductivity without any additional approximation,
e.g., the lowest Landau level approximation. Exemplary results are presented in
Figs. 2.3, 3.1 for the resistivity R = (R−1D + δσ)
−1 as a function of magnetic field and
temperature. A similar behavior of the resistance was observed in the experiment of
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Figure 2.4: Resistance as a function of magnetic field for temperatures T/Tc =
0.03, 0.1, 0.35. Inset: the zoomed region of the approximate crossing for T/Tc =
0.15− 0.3. The sample parameters are RD = 5kΩ and Tcτ = 10−2.
Baturina et al.[14]. In Ref. [14], the authors presented a fit to the measured data that
was based on the asymptotic expressions (2.106) derived in Ref. [30] and reproduced
in our work based on a different method. We note, however, that although these
expressions provide a good approximation in the vicinity of the QCP, their region of
validity does not extend up to the relatively large temperatures and magnetic fields
that were considered in the experiment (up to 0.35Tc and up to 5Bc, correspondingly).
When fitting this data, the more precise Eqs. (2.89)-(2.91) should, therefore, be used.
According to the results presented in this work, the resistance curves drawn as
a function of the magnetic field exhibit an approximate crossing point for a finite
interval of temperatures, as demonstrated in Fig. 2.3. As can be seen from this
picture, the curves do not literally cross in a single point, but deviations from this
ideal behavior are small. The existence of this approximate crossing point is a conse-
quence of a relatively wide minimum in the R(T ) curve for B = 1.05Bc as shown in
Fig. 2.3. This type of behavior has been observed in several systems; see e.g. Fig. 4
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in Ref. [63]. However, in these experiments the curves continue to cross even at the
smallest temperatures, while we did not find this kind of behavior from the Gaussian
corrections to conductivity. This could be related to the fact that for such low tem-
peratures the proximity to the QCP becomes of crucial importance, and the present
theory is not sufficient because 1) it does not account for the effect of non-Gaussian
fluctuations and 2) does not take into account the smearing of the transition by
disorder[42, 31], which is usually observed in this region (see Fig. 2 in Ref. [38] as an
example).
To conclude, we have developed an approach to the calculation of fluctuation
conductivity based on the Usadel equation and valid for both the classical as well as
the quantum fluctuation regime for arbitrary magnetic fields. This approach is more
physically transparent than conventional perturbation theory based on the Kubo
formula and provides a bridge between the phenomenological theory and microscop-
ics. We believe that it may find applications in studies of fluctuation effects out of
equilibrium or in hybrid superconductor/normal metal structures. Our results for
the Hall effect have recently been used in the description of experimental data by
Breznay et. al[20] and will be discussed in more details in the following chapter.
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3. HALL EFFECT IN SUPERCONDUCTING FILMS∗
3.1 Introduction
Measurements of the Hall effect in the classically weak magnetic fields provide
useful information about the density of the current carriers as well as the sign of
their charge. According to the Drude formulas, the ratio between the Hall (σxy)
and longitudinal (σxx) conductivities is ωcτ , where ωc = eH/m
∗c is the cyclotron
frequency of the quasiparticles (electrons or holes) and τ is the elastic scattering time.
The appearance of the cyclotron frequency in the expression for σxy manifests the fact
that for the Hall effect to be finite particle-hole asymmetry is required. Within the
Drude model the Hall coefficient is independent of τ and ωc, and is only function of
the charge carriers density n; RH ≡ ρxy/H = 1/nec. Weak localization corrections
arising due to the interference effects although modifying both σxy and σxx leave
RH unchanged. In contrast, electron-electron interactions affect the transverse and
longitudinal components of the conductivity tensor in a way violating the balance
between them and RH is no longer universal. In particular, a significant change
in the Hall coefficient occurs near the superconducting transition as a result of the
electron-electron interaction in the Cooper channel which finally leads to the onset
of superconductivity. As we show below, the corrections to the Hall conductivity
due to superconducting fluctuations diverge stronger than the longitudinal ones in
the vicinity of the thermal phase transition and as strong as longitudinal ones in the
vicinity of the quantum (magnetic field-driven) phase transition. Furthermore, the
∗Part of this chapter is reprinted with permission from ”Fluctuation conductivity in disordered
superconducting films” by K. S. Tikhonov, G. Schwiete, A. M. Finkel’stein, 2012, Physical Review
B 85 (17), 174527, Copyright (2012) by the American Physical Society and ”Hall effect in super-
conducting films” by K. Michaeli, K. S. Tikhonov, A. M. Finkel’stein Physical Review B 86 (1),
014515, Copyright (2012) by the American Physical Society.
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particle-hole asymmetry factor ωcτ is multiplied by ςµ that makes it parametrically
larger. The parameter ς is proportional to the derivative of the density of states with
respect to the energy at the chemical potential µ.
Similar to the Hall conductivity of free electrons, the corrections to σxy generated
by the superconducting fluctuations vanish in the absence of particle-hole asymme-
try. Close to Tc, the superconducting fluctuations can be described using the time
dependent Ginzburg-Landau (TDGL) [71, 2, 35] equation:
−pi/8
Tc
(
∂
∂t
+ 2ieϕ
)
∆(r, t) =
[
T − Tc
Tc
+
piD
8Tc
(−i∇− 2eA)2
]
∆(r, t). (3.1)
As was discussed in the previous section, the TDGL-equation can be derived di-
rectly from the microscopic theory by integrating out the single-particle degrees of
freedom. Then, under the assumption that the quasiparticles have a constant den-
sity of states, one arrives to Eq. 3.1. Eq. 3.1 is thus invariant under particle-hole
transformation. Therefore, the contribution of the superconducting fluctuations to
the Hall conductivity vanishes in the framework of this equation. It has been first
pointed out by Fukuyama et al. [28] that the Aslamazov-Larkin correction vanishes
unless the derivative of the density of states with respect to the energy is taken into
account. In other words, this contribution to the Hall conductivity depends on the
particle-hole asymmetry. This important observation was the basis for subsequent
studies of the Hall effect in the framework of TDGL theory both for conventional
and high-Tc superconductors as well as in the flux-flow regimes. [23, 84, 87].
Aronov et al. [10, 11] incorporated the particle-hole asymmetry into the TDGL
equation by adding a new term:
−
(
∂
∂t
+ 2ieϕ
)(
a
Tc
+ iς
)
∆(r, t) =
[
T − Tc
Tc
+
piD
8Tc
(−i∇− 2eA)2
]
∆(r, t). (3.2)
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This equation was used to derive the Aslamazov-Larkin correction to the Hall con-
ductivity. The authors of Ref. [10] claimed that the new parameter, can be related
to the derivative of the critical temperature with respect to the chemical potential,
ς = −0.5d lnTc/dµ ∼ −λ−1ν ′(µ)/ν(µ). Here λ is the dimensional coupling constant
determining Tc = ωD exp(−1/λ), and ν(µ) is the density of states at the Fermi energy
while ν ′(µ) is its derivative with respect to the energy. Hence, the corrections to the
Hall conductivity, being proportional to ς, can provide information on the dependence
of the density of states on the energy. Microscopic calculation presented below con-
firms that for three dimensional electrons ς is proportional to 1/(λεF ). The analysis
of Eq. 3.2 reveals that in the diffusive regime the cyclotron frequency corresponding
to the charged field ∆ is equal to Ωc = |4eHD/c|, where Ωc ∝ (εF τ)ωc  ωc. In
Ωc, the effective charge is equal to 2e and the diffusion coefficient D replaces 1/2m,
because in the fluctuation propagators the kinetic energy p2/2m is substituted by
Dq2. Consequently, the Drude-like contribution of the superconducting fluctuations
to the Hall conductivity is proportional to ςΩc.
Here we extend previous theoretical analysis [28, 10, 11] of the the corrections
to the Hall conductivity for various temperatures and magnetic fields. Although the
diagonal component of the magnetoresistance has been studied for the entire phase
diagram including the vicinity of the Quantum Critical Point, induced by magnetic
field [30], see also a previous section, up to now there was no similar systematic
analysis of the Hall resistance. As we explained above, the particle-hole asymmetry
enters the Hall conductivity either via the quasiparticle mass (or equivalently, the
cyclotron frequency ωc) or the derivative of the density of states. While the former
appears when the Lorentz force acts on the quasiparticles in order to turn the current
from the longitudinal to the transverse direction, the latter appears when the Lorentz
force acts on the superconducting fluctuations. Thus, in general, there are two
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distinct types of corrections to the Hall conductivity, one proportional to ωcτ and
the other to ςΩc ∼ ωcτ/λ. Since the coupling constant for the superconducting
interaction is usually much smaller than unity, one may expect only the second kind
of contributions to be important. This fact allows for self-consistent treatment of
the problem in the quasiclassical approximation.
3.2 Particle-hole asymmetry and superconducting fluctuations
Let us discuss the contribution to Hall conductivity that arises due to the deflec-
tion of the fluctuating supercurrent. In order to calculate it, it is enough to modify
the superconducting fluctuation propagator according to [10]
L−1R(A)(ω)→ L−1R(A)(ω)− ςω. (3.3)
As a consequence of the additional term, the superconducting propagators lose their
particle/hole symmetry, i.e., the relation LA(−ω) = LR(ω) no longer holds. In the
framework of the BCS theory, the asymmetry parameter ς can be related to the
energy dependence of the density of states at the Fermi level: ς = − 1
2λ
d ln ν
dµ
or,
equivalently[10], to the variation of Tc with the chemical potential: ς = −12 d lnTcdµ .
In the simple model of 3D electrons with a quadratic spectrum, one has ν() ≈
ν0(1 + /2F ) and ς = −1/(4Fλ). For λ  1 the contributions arising from δσ(sc)⊥
are parametrically larger than those arising from δσ
(dos)
⊥ and δσ
(an)
⊥ . In our calculation
of the Hall conductivity, we work in the framework of the quasiclassical approach,
using, however, Eq. (3.3) for the propagators LR(A). This is a consistent procedure
that allows to obtain all contributions to the transverse current proportional to the
large parameter 1/λ.
Here we will explain the mechanism of appearance of the parameter ς in the
propagator of superconducting fluctuations given in Eq. 3.3. For that we calculate
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Lˆ taking into account the dependence of the density of states and velocity of the
quasiparticles on energy. In the normal state, the quasiparticles are described in
terms of the Fermi liquid theory where the standard approximation is to consider
the density of states and velocity in the vicinity of the Fermi energy as constants.
The dependence of the Fermi liquid parameters on energy leads only to small correc-
tions and can be usually ignored. However, under this approximation the propagator
of superconducting fluctuations satisfies LR (ω) = LA (−ω) and, consequently, the
fluctuations corrections to the Hall effect vanish. Therefore, when studying the Hall
effect, we have to go beyond the Fermi liquid approximation. Note that although
the fluctuations in superconducting films are effectively two-dimensional, the quasi-
particles in a not too thin film are still three-dimensional and, hence, the density of
states ν is not a constant.
The propagator of superconducting fluctuations at equilibrium can be found from
the polarization operator. As we study effects of superconducting fluctuations in the
gaussian approximation, the disorder-averaged polarization operator can be written
in terms of the Cooperon and the quasiparticle Green’s functions. Before proceeding,
we note that in our approximation it will be enough to find Π in the absence of
magnetic field, and reintroduce the magnetic field in the end. Then, the calculation
can be done in momentum and frequency space, and the Cooperon becomes:
CR(q, , ω − ) =
[
1− V 2imp
∫
dk
(2pi)3
gR(k, )gA(q− k, ω − )
]−1
. (3.4)
The particle-hole asymmetry enters the calculation of the Cooperon in numerous
ways. Although the asymmetry affects also the Cooperon, in the derivation of the
corrections to the Hall conductivity we neglected it. Including the dependence of
the Cooperon on the particle-hole asymmetry leads to corrections which are smaller
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by a factor Tτ  1 or 1/εF τ  1 than the terms discussed here. First of all, the
non-constant density of states affects the elastic scattering time, and hence, modifies
the quasiparticle Green’s function:
gR,A(k, ) =
[
− ξk ± ipiV 2impν()
]−1
. (3.5)
For a parabolic spectrum of three-dimensional quasiparticles, ν () ≈ ν0 (1 + /2εF ).
Similarly, the integration over the momentum in Eq. 3.4, is sensitive to the energy
dependence of the density of states and velocity. In practice, however, the analy-
sis of the leading contribution shows that only the modification of the quasiparticle
Green’s functions are important. Then, expanding the density of states in the Green’s
functions, one gets:
CR,A(q, , ω − ) = 1 + ω/4εF∓i(2− ω)τ +Dq2τ , (3.6)
where τ = (2piV 2impν0)
−1 is the elastic scattering time at the Fermi energy calculated
in the Born approximation.
We can see that the particle-hole asymmetry modifies the Cooperon by the factor
(1 + ω/4εF ). Correspondingly, the polarization operator becomes:
ΠR,A(q, ω) = −
(
1 +
ω
4εF
)[
ψ
(
1
2
+
∓iω +Dq2
4piT
)
− ψ
(
1
2
)
+ ln
T
Tc
− 1
λ
]
. (3.7)
Not too far from the superconducting transition, we can write the propagator
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LR,A(q, ω) to the leading corrections due to the particle-hole asymmetry as:
LR,A(q, ω) = − 1
ν0
{
1
λ
+
(
1 +
ω
4ε
)[
ln
T
Tc
+ ψ
(
1
2
+
∓iω +Dq2
4piT
)
− ψ
(
1
2
)
− 1
λ
]}−1
(3.8)
≈ −1
ν0
[
ln
T
Tc
+ ψ
(
1
2
+
∓iω +Dq2
4piT
)
− ψ
(
1
2
)
− ω
4εFλ
]−1
.
Defining ς = −1/4εFλ, we get the expression for the propagator of the supercon-
ducting fluctuations used in the main text (see Eq. 3.3). The asymmetry parameter ς
can be rewritten as ς = −0.5d lnTc/d lnµ, in accordance with Ref [10]. Furthermore,
in the presence of magnetic field, the term Dq2 in the propagator L (as well as in the
Cooperon) is quantized into the Landau levels, Dq2 → Ωc(N + 1/2). One may still
use the obtained value for the parameter ς in the propagator L as given in Eq. 3.3 for
the analysis of fluctuation effects in the Hall conductivity in the whole region T -H
of the superconducting transition, T = Tc(H).
3.3 Discussion of the results for Hall conductivity due to superconducting
fluctuations
We proceed with the discussion of the results for the transverse conductivity pre-
sented in Eq. (2.91). These expressions represent only those contributions to δσ⊥,
which describe a deflection of the supercurrent. In principle other contributions ex-
ist, in which quasiparticles are deflected in the transverse direction by the Lorentz
force. These contributions are not included in the approximation we apply here. The
terms not accounted for by Eq. (2.91) include the contribution due to the anomalous
MT process, discussed by Fukuyama et al.[28] and the contribution δσ
(dos)
⊥ , recently
discovered diagrammatically by Michaeli et al.[61], which is reminiscent of the den-
sity of state suppression. They are related to the corresponding corrections to the
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Figure 3.1: Phase diagram for the Hall effect: sign of the fluctuation correction to
σxy coefficient is shown.
longitudinal conductivity as follows:
δσ
(an)
⊥ = −2ωcτδσ(an)‖ , (3.9)
δσ
(dos)
⊥ = −
ωcτ
2
δσ
(dos)
‖ . (3.10)
Note, that δσ
(an)
⊥ and δσ
(an)
‖ cancel each other in the expression for the Hall resistivity
ρxy = −σxy/(σ2xx + σ2xy) ≈ −σxy/σ2xx. In contrast, the DOS-corrections give a finite
contribution to ρxy.
In region (I) after expansion in Ωc(n+ 1/2)/4piT and ω/4piT the correction δσ
(sc)
⊥
takes the form
δσ
(sc)
⊥ = −
16e2ςΩc (TτGL)
2
pi2
f (s) , (3.11)
where
f (s) = s2
[
1 + ψ
(
1
2
+ s
)
− ψ (1 + s)− sψ′ (1 + s)
]
.
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Figure 3.2: Hall effect in the superconducting films: experiment and theory.
In this region, the Hall effect can be considered phenomenologically: the same expres-
sion (3.11) was obtained by Aronov and Rapoport[11] (with a different coefficient,
it has later been corrected by Aronov et al.[10]) on the basis of the time depen-
dent Ginzburg-Landau theory. For s  1, when quantization of the LLs for the
superconducting fluctuations is negligible, the expression (3.11) becomes:[28]
δσ
(sc)
⊥ =
e2ςΩc
96
(
T
T − Tc
)2
. (3.12)
The region of applicability of the Eq. (3.11) is in fact very narrow, and already for
T & 1.01Tc one should not expand the full expression for δσ(sc)⊥ in Ωc(n+ 1/2)/4piT
to get an accurate result. The corresponding formula has been given in Ref. [61]:
δσ
(sc)
⊥ =
2e2ςT
pi
∑
n
(n+ 1)
[
LRn+1 (0)− LRn (0)
]3[
LRn+1 (0) + L
R
n (0)
]2 . (3.13)
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In region (II), we can limit ourselves to the lowest LL and follow the same route
as in the calculation of the longitudinal conductivity. This gives for the quantum
regime:
δσ
(sc)
⊥ = −
e2ςΩc
3pi2
ln
1
h
, (3.14)
and for the classical regime:
δσ
(sc)
⊥ =
2e2
pi
ςT
h
. (3.15)
Note, that in this region δσ
(dos)
⊥ and δσ
(an)
⊥ exhibit the same singular behavior as
δσ
(sc)
⊥ . We do not provide the corresponding expressions, since they follow straight-
forwardly from Eqs. (3.9) and (3.10), together with Eq. (2.106).
3.4 Conclusion
To conclude, we have calculated fluctuation corrections to the Hall conductivity
coefficient σxy due to superconducting fluctuations. Most of these results are new
(only results for ’classical’ region for weak magnetic fields were known before). We
have analyzed asymptotic behaviour of these corrections in different regions of the
phase diagram and compared our results with previously published in full details.
Our theoretical results for Hall coefficient have recently been used for description
of experiments by Stanford group [20]. The experimental data together with the
curves, obtained with the use of the results, described above (with only one fitting
parameter - diffusion coefficient) are shown on the Figure 3.2.
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4. TRANSVERSE SPIN SEEBECK EFFECT∗
4.1 Introduction
The key and most intriguing effect among the spin-dependent effects in spin
caloritronics [82, 43, 44, 83, 6, 81, 26, 21, 15]. is the transverse spin Seebeck effect
(SSE) in which a thermal gradient in a ferromagnet/substrate structure gives rise to
spin-currents which vary along the length of the sample and are detected via the in-
verse spin-Hall voltage[86]. This effect has been experimentally observed using differ-
ent ferromagnetic materials: metals,[82] semiconductors,[43, 44] and insulators.[83]
The magnitude of the SSE is quantified by the transport coefficient Sxy =
Vy
w∇xT ,
where Vy is the measured ISHE voltage, w is the width of Pt probe, and ∇xT =
(T2 − T1)/L, where L is the length of the sample, see Fig. 4.1. The ISHE voltage is
given by Vy =
2|e|ρθH
~ (js×s)y, where js is the spin current, s is its polarization, θH is
the spin-Hall angle of the probe (in Pt, θH is of the order of one per cent) and ρ is
its electric resistivity. The effect is non-local, i.e. it depends on the position along
the sample rather than the local temperature gradient. In addition, the size of the
sample is usually about 1 cm and such a long-ranged information about position can
be transferred only by phonons, propagating along the insulating substrate.[43] The
key role of phonons for the transverse SSE effect was discussed in the Ref. [6].
Here we show that the non-locality of the SSE is a consequence of the non-
local energy transfer due to sub-thermal diffusive phonons that are sensitive to the
boundary conditions and give rise to a spectral non-uniform temperature along the
sample.[56, 54] In fact, in recent measurements in bilayer F-Pt wire devices, the spe-
∗Part of this chapter is reprinted with permission from ”Spectral non-uniform temperature and
non-local heat transfer in the spin Seebeck effect” by K. S. Tikhonov, J. Sinova, A. M. Finkel’stein,
2013, Nature Communications 4, Copyright (2013) by the Nature Publishing Group.
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cific geometry excludes long-ranged propagation of magnons and leaves only phonons
as a source of non-locality.[81] In addition, we demonstrate that while in the insulator
the SSE is likely determined by the phonon-magnon mechanism, in the conducting
ferromagnet (e.g., Ni81Fe19[82] and GaMnAs[44]), the magnon mechanism is not the
only one available. The experiments by Jaworski et al. in Ref. [44] were performed
on a material with Curie temperature TC = 130 K, considerably lower than the De-
bye temperature θD = 350 K, and showed that VISHE ∝ M at the vicinity of the
Curie point; i.e. the SSE signal vanishes with the magnetization M with the same
critical behavior. This latter fact excludes the magnon mechanism for this case: as
we have checked, starting from Eq. (12) of the Ref. [5], the magnon pumping yields
the contribution to the SSE signal, which vanishes as M3/2.
js (x) ∝ δT⊥ (x)T
T (x) =
1 + T2 − T1
L x+ δT (x)
 
(a) 
x 
y 
z 
VISHE
T1
T2
→
M
L
→∇T
δT⊥ (x) = T (x) − TPt (x)
Figure 4.1: Scheme of the SSE experiment. The effect incorporates three key physical
mechanisms: (i) subthermal phonons whose inelastic length, lin, is of the order of the
sample size, L, and whose elastic length, lel, is smaller than L, drive the non-local
heat propagation along the substrate which gives rise to a steady state distribution
function that deviates from local equilibrium; (ii) equilibration of heat flows out of
the substrate into the Pt probe and backwards establishes the temperature in the
probe TPt 6= T (x); (iii) the different phonon distribution functions in the probe and
the substrate yield a spin-phonon-drag current, ~js(x) ∝ δT⊥.
In order to evaluate the dependence of the spin current (pumped by a magnon
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mechanism) on the average magnetization M , we start from the Eq. 12 of the Ref.
15. The spin current is then given by (with magnon damping neglected):
C = Is/∆T ∝ J2sdM2τsf
∫
Jk−qd3kd3q
(1 + λ2Nk
2)
2
+ (ωqτsf )
2
B (ωq/T ) ∝
∝ J2sdM2τsf
∫
dqzdkzd
2n
(1 + λ2N (k
2
z + n
2))
2
+ (M (q2z + n
2) τsf )
2
B
(
M
(
q2z + n
2
)
/T
)
with
B (z) =
z2
sinh2 z
.
(b) 
ωbal ωnl
linlel
kBT
Lmax
Lmin
L ω
ωρ (ω) δn (ω,L/3)
ln
lel,in (ω)
L
Figure 4.2: Spectral phase diagram of phonons as a function of sample length. The
deviation from local thermal equilibrium, δn(ω, x) = n(ω, x)−nT (x)(ω), is illustrated
(green curve) for x = L/3; here ρph(ω) ∝ ω2 is the phonon density of states.
We have taken into account the magnon dispersion law ωq = Mq
2, and the form
of interaction J , which conserves in-plane momentum:
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k = n + kz, q = n + qz.
Writing
λNkz = a, Mq
2
z/T = b
2, Mn2/T = c2
we obtain:
C ∝ J2sdM2τsf
(T/M)3/2
λN
F (qTλN , T τsf ) ,
where qT =
√
T/M is a thermal magnon wavevector and function F (ξ, γ) equals
F (ξ, γ) =
∫
B (b2 + c2) cdcdbda
(1 + a2 + c2ξ2)2 + (b2 + c2)2 γ2
.
This function behaves as follows:
F (ξ  γ  1) ∝ ξ−2,
giving in this limit C ∝M3/2.
4.2 Physical mechanisms of the phonon-electron SSE
The theory of this phonon-electron SSE, which does not involve magnons, has
three key physical mechanisms. The first (i) involves the non-local nature of the
signal driven by subthermal phonons, which is also relevant for the magnon-phonon
mechanism not considered here. In recent measurements of the SSE in insulators[7]
the temperature difference between thermal magnons and phonons assumed in the
current theory[91, 5] has not been observed, suggesting the necessity of the concept
of spectrally non-uniform temperature. This concept originates from the fact that
in most dielectrics, and also some semiconductors, the energy transfer is highly non-
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local[56, 54] because of the strong dependence of the diffusion coefficient of phonons
on frequency: D (ω) ∝ ω−4, if the dominant scatterers are point-like.[94] In the dif-
fusive regime of the experiments the energy relaxation length is given by lin (ω) =√
D (ω) τin (ω), where the energy relaxation rate is τ
−1
in (T, ω) ∝ T 4ω. While the ther-
mal phonons, ~ω ∼ kBT , are equilibrated, the subthermal low-frequency phonons can
deviate from the local equilibrium due to the rapid low-frequency growth of inelastic
length lin (ω) = lin (T ) (T/ω)
5/2 , which leads to non-local kinetics. Even the concept
of temperature itself is well-defined only for phonons of high enough frequency. For
the ’thermal’ part of the spectrum ~ω & kBT , the distribution function has a Planck-
ian form nT (ω) =
(
e~ω/kBT − 1)−1 with a local temperature T = T (x). As a result,
the phonons which store the energy and phonons which transfer it are located in dif-
ferent parts of the spectrum. As illustrated in Fig. 4.2, this spectral separation occurs
when lel (T )  lin (T )  L, where lel (T ) ≡ lel (~ω = kBT ) ∝ D(~ω = kBT ) ∝ T−4,
and lin (T ) ≡ lin (~ω = kBT ) ∝ T−4.5. Then the subthermal phonons whose inelastic
length is of the order of (but whose elastic length is much shorter) than L drive the
non-local heat propagation along the substrate, giving rise to a steady state phonon
distribution function that deviates from local equilibrium for ~ω  kBT and depends
on the position along the substrate. This deviation from local thermal equilibrium
in the low frequencies manifest in a T (x) profile which deviates from a linear de-
pendence. To describe this non-local effect, it is essential to formulate the boundary
conditions for the equations describing the propagation of the diffusive phonons.
[Previously[91], the sensitivity to the boundaries entered the theory as a result of the
different boundary conditions imposed on phonons and magnons[69]. This model,
however, cannot explain the position dependence of the SSE signal, measured on the
sample with scratched magnet[43] or on the bilayer wire device.[81] Here, instead,
we demonstrate that phonons in different parts of the energy spectrum act as the
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”subsystems” of different sensitivity to the boundaries.]
The second (ii) mechanism involves the electron-phonon drag. Since the probe is
a ’dead end’, there is a full balance between incoming and outgoing heat fluxes such
that net heat flux is zero. However, the incoming and outgoing fluxes have different
spectral distributions, because of the inelastic processes in Pt which average out the
spectrum of the incoming flux, and establish a local temperature TPt(x) different
from T (x). The spin drag, induced by the phonon flux, is sensitive to the spectral
content of the phonon distribution function. Hence, despite zero net heat flux, the
spin injection is not zero. In the stationary situation, the drag voltage induced by the
phonons is compensated by redistribution of the electron density, so that the total
electric current is zero (as well as electrochemical potential gradient). However, in the
presence of a spin polarization, there will be a net spin current js = j↑− j↓ polarized
along magnetization M : unlike its charge counterpart, spin drag is not blocked by
accumulation of the spin density, which is eliminated by SO interaction in Pt. The
magnitude of js depends on the ratio of the thickness of the ferromagnet, dF, and the
phonon inelastic scattering length there, lFin. The optimal value of dF for observing
the phonon drag SSE is of the order of lFin (T ). For too thin ferromagnet, dF  lFin,
the phonons cannot effectively transfer their momentum to electrons to drag them
toward the probe. In the opposite limit, dF  lFin, the phonons equilibrate before
they reach the region near the probe. An alternative mechanism not considered here
is the quantum acoustoelectric pumping[55] due to the spectrally non-uniform flux
of phonons.
The final (iii) mechanism involves the conversion of the spin-current to an electric
signal via the ISHE. This conversion is most optimal if the thickness of the Pt layer
is of the same order of magnitude as the spin relaxation length in Pt, which is the
case in the discussed experiments.[93] As shown in detail in the following sections,
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the resulting theory gives the correct magnitude of the signal, predicts a dependence
on magnetization SSSE ∝ M , and gives specific temperature and size dependencies
that can be tested experimentally.
4.3 Subthermal phonon kinetics
On Fig. 4.2 we show the spectral phase diagram of frequency regions contributing
differently to the kinetics of phonons. There are two characteristic frequencies, ωnl
and ωbal, determining the propagation of phonons:
lin (ωnl) = L, lel (ωbal) = L. (4.1)
For non-local transport we require ~ωnl = kBT (L/lin (T ))−2/5  kBT . In addition,
we will not be interested in phonons in the ballistic part of the spectrum, ω < ωbal.
This is legitimate as long as ωbal  ωnl, and determines a maximum length of the
sample, Lmax, given by the point of intersection of the curves lin (ω) and lel (ω), as
shown Fig. 4.2). This gives a temperature dependence Lmax ∝ T−16/3. For lengths
larger than Lmax, the non-local effect is due to the fraction of phonons propagating
ballistically and requires a different formalism, which we will not discuss here. The
other condition that allows to separate thermal phonons from those which produce
non-local effects is lin (T )  L. This gives a minimum length of the sample Lmin ∝
T−9/2. For length smaller than Lmin even thermal phonons are out of equilibrium and
spectral separation does not hold. The large ratio of lin (T ) /lel (T ) opens the window
Lmin  L Lmax, which we are interested in. Hence the sample size should be in the
range indicated on Fig. 4.2. Estimation at T = 10 K (when typical phonon energy
is 28 K), gives Lmax about few cm and Lmin on the scale of mm. Recall that the
typical size of the sample used for the SSE experiments is 1cm. With temperature
the width of the region of applicability of the theory behaves as Lmax/Lmin ∝ T−5/6
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and we expect it to be relevant up to 50K. In addition, the temperature is assumed
to be much smaller than the Debye temperature, T  θD, which allows us to ignore
Umklapp processes.
With these specific length restrictions we consider next the theory of propa-
gation of diffusive phonons along the substrate. Owing to the fact that the low-
frequency phonons do not primarily interact with themselves but with equilibrated
high-frequency phonons, one may use the following kinetic equation that describes
propagation of phonons in the insulating substrate, valid for ~ω . kBT :
D (ω) ∂2xn (ω, x) =
δn (ω, x)
τin (ω)
, (4.2)
where δn is the deviation from the local equilibrium
δn (ω, x) = n (ω, x)− nT (x)(ω). (4.3)
The solution to this second order differential equation requires two sets of effec-
tive boundary condition equations. The first, which establishes T (x) from a given
δn(x, ω), is obtained from continuity of the energy density in the system, which in
stationary situations reads as ∇ ·~jQ = 0.
Because of the divergence of D (ω) at small ω, the heat flux ~jQ is transported by
the low-energy part of the spectrum.[64, 66, 39] The heat current density is given by:
~jQ (x) = −
∫ ∞
0
~ωρph (ω)D (ω) ∂xn (ω, x) dω, (4.4)
where ρph (ω) ∝ ω2 is the phonon density of states (summed over all branches). The
integral for ~jQ(x) diverges and has to be cut off at small frequency (the exact value
of the cut off does not enter our results since the integral for ∇·~jQ converges). Using
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Eq. (4.2), the energy density continuity equation takes the following form:
∫ ∞
0
ω2δn (ω, x) ρph (ω) dω = 0. (4.5)
This equation should hold for all x. Thus, one has to solve a system of integro-
differential equations. For the case of a pulse propagation in an infinite media the
non-local phonon transport has been studied in Ref. [56, 54, 90]. However, we are
interested in a stationary solution in the presence of the boundaries which yield the
second equation that fully establishes n(ω, x) and T (x).
On the boundary between the substrate and the heater there is a jump in the
phonon distribution function, because of the abrupt change in the properties of
materials. This leads to a finite thermal boundary resistance (Kapitza resistance),
which manifests itself through the jump ∆TK at the contact.[76] If the scattering
in the vicinity of the boundary is mostly elastic, the boundary condition consists
of conservation of spectral heat current density across the boundary. It relates the
heat flux through the boundary to the jump of the phonon distribution function
across it. At the left end of the sample (which is at heat contact with a reservoir at
temperature T1) it takes the following form:
lel (ω) ∂xn (ω, x)|x=0 =
1
RBd
[n (ω, 0)− nT1 (ω)] . (4.6)
The boundary resistance RBd is assumed to be frequency independent. If the heat
contacts are in thermal equilibrium, RBd can be related to the thermal boundary
conductivity hBd =
Q˙
A∆TK
∝ T 3
v2s
R−1Bd, where vs is the averaged sound velocity. Note,
that in the absence of the boundary resistance (RBd = 0), the locally equilibrated
distribution function n(ω, x) = nT0(x)(ω) with T0(x) = T1 + (T2 − T1)x/L satisfies
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Figure 4.3: Correction to the linear temperature dependence as a function of position,
Eq. (4.12).
the kinetic equation, so that δn = 0 and the non-local effect vanishes since the
boundaries are effectively at infinity. One may easily see that δn ∝ RBd at not too
large values of RBd.
With this it is then possible to write down a closed equation for T (x). If the
phonon temperature as a function of position x is known, the distribution function
can be obtained from Eq. (4.2) and reads:
n (ω, x) = nS (ω, x) + Zω
∫
Πω (L− x<) Πω (x>)nT (x′) (ω) dx′/lin (ω) (4.7)
where x< = min (x, x
′) , x> = max (x, x′) . The ’source’ term nS (ω, x) comes from
the boundary condition (4.6) and is equal to
nS (ω, x) = gωZω [nT1 (ω) Πω (x) + nT2 (ω) Πω (L− x)] , (4.8)
where
Πω (x) = cosh
(
L− x
lin (ω)
)
+ gω sinh
(
L− x
lin (ω)
)
, (4.9)
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and
Zω =
[
2gω cosh (L/lin (ω)) +
(
1 + g2ω
)
sinh (L/lin (ω))
]−1
. (4.10)
Above we have introduced the effective boundary thermal conductance gω = (lin (ω) /lel (ω))R
−1
Bd.
The second term in Eq. (4.7) describes the process of redistribution of phonons along
the sample due to diffusion and inelastic scattering. Substituting Eq. (4.7) into Eq.
(4.5), one gets an integral equation for T (x), which can be solved numerically. This
procedure is self-consistent: after finding T (x), the distribution function is easily
calculated from Eq. (4.7). To illustrate the result, we assume the following ratios of
characteristic lengths of a thermal phonon
L : lin (T ) : lel (T ) = 1 : 0.1 : 0.005, (4.11)
and calculate the correction δT‖ (x) to the linear temperature behavior
T (x) = T1 +
T2 − T1
L
x+ δT‖ (x) , (4.12)
which is shown on Fig. 4.3, where we have assumed that RBd = 0.1 and T1 < T2.
Although the deviation from the linear behaviour is small, it ensures the conservation
of the energy density of the phonons propagating along the substrate. Ultimately,
the non-equilibrium correction δn (ω, x) is responsible for the SSE effect. On Fig. 4.2,
the frequency dependence of ~ωρph (ω) δn (ω, x) is plotted close to the colder end (for
x = 0.3L). On the hotter end, δn has the opposite sign.
4.4 Out of plane spin transport
After finding the non-equilibrium distribution function of phonons δn (ω, x), we
next concentrate on the heat and spin transport in the vertical direction from the
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substrate to the probe across the magnet. The temperature of phonons in the Pt
probe, TPt (x), is different from the T (x). It is determined by the requirement that
the heat flux created by non-equilibrium non-local phonons from the substrate to Pt
is compensated by back-flow flux of thermal phonons from Pt to the substrate. The
resulting temperature difference, δT⊥ (x) = T (x) − TPt (x), can be found from the
heat balance equation:
∫ ∞
0
ωρph (ω) δN (ω, x) dω = 0, (4.13)
where δN (ω, x) = nsub−nPt is the difference of the distribution function of phonons
entering and leaving the Pt probe, located at x. Here we neglect inelastic scattering
of phonons while they pass through the ferromagnetic layer (dF . lFin), and have
assumed the sound velocities to be of similar order in the Pt and the substrate. We
also assume, that the probe is small enough a lel(T ), so that the influence of the
counterflow on the phonon distribution function in the substrate can be ignored.
It is useful to present δN (ω, x) in the following form:
δN (ω, x) =
[
nT (x) (ω)− nTPt(x) (ω)
]
+ δn (ω, x) . (4.14)
Then, the the temperature difference δT⊥ (x) can be calculated from the equation:
δT⊥ (x) /T (x) ∝ −
∫ ∞
0
z3δn (zT, x) dz ≡ −h (x) , (4.15)
where h (x) is the dimensionless heat flux supplied to the probe by the nonequilibrium
phonons. The function h (x) can be written in a form of h (x) = ∆T
T
(ωbal/T )
4H (x) ,
where H (x) is a slow function of temperature and boundary resistance RBd. Here
ωbal encodes information about scattering of phonons on the disorder and the length
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Figure 4.4: The function H(x) ∝ δT⊥(x) determining the magnitude and spatial
profile of the SSE signal Sxy given in Eq. (4.20).
of the sample. Function H(x) is plotted on Fig. 4.4 for the same sample parameters
as before.
With this we can finally estimate the scale of the SSE due to conducting electrons,
dragged by out-of-equilibrium phonons, in more detail. The guiding idea about the
scale of the effect follows from the derivation of the well known Gurevich formula[36,
17, 57] for the phonon drag. This formula gives for thermoelectric coefficient η =
−j/∇T the following expression: η ∝ − σT 3
e(pFvs)
3 , which is valid when qTl  1 (here
qT = kBT/~vs is the wavevector of a thermal phonon). For the dirty case qTl  1,
the particle current density dragged to the probe is given by [72]:
jze (x) ∝
τei
pF
∫ ∞
0
ω2δN (ω, x)W (ωlei/vs) ρph (ω) dω. (4.16)
We write τei, lei for electron-impurity scattering time and length in the ferromagnet.
The role of electron-impurity scattering in Eq. (4.16) is twofold. It enhances electron-
phonon interaction by slowing the motion of electrons (making it diffusive). This is
taken into account by the form of W (x). On the other hand it diminishes the drag
effect due to the loss of electron momentum by impurity scattering. The details of
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the function W (x) depend on the character of the scattering of phonons on defects.
We assume that phonons scatter on impurities vibrating with the lattice[65] and
W (x) = Wvb (x). For temperatures kBT  ~vs/lei, we may use the asymptotic
behavior Wvb (x 1) ≈ x. Recalling that the charge current will be compensated
by an unpolarized backflow charge current from the Pt probe, the total spin current
is given by the polarized current dragged by the phonons into the Pt probe. Finally,
we rewrite the expression for the spin-phonon-drag current injected into the Pt probe
as
jzs (x) ∝ XMT (T/vs)2 (T/θD)2Ael (T ) J (x, T ) , (4.17)
where Ael (T ) = (kBT/F) (kFlei)
2 is a dimensionless constant, determined by elec-
trons, XM =
n↑−n↓
n↑+n↓ is the level of spin polarization and the dragging factor is
J (x, T ) =
∫ ∞
0
z5δN (zT, x) dz. (4.18)
Since the spectral densities of the energy and the charge currents are proportional
to different powers of the phonon frequency, the electronic drag due to phonons is
possible even when the net energy flow is zero. The contribution to J in Eq. (4.18)
arising due to the temperature difference δT⊥ (x) between the substrate and the Pt
probe (first term in Eq. (4.14)) is dominant. In other words, while the non-locality
of the effect along the sample is carried by the low-frequency phonons, the dragging
force generating the spin-current is produced by the thermal phonons. As a result of
this intricate joint effort by the phonons in different parts of the spectrum, one gets
(restoring units):
jzs (x) = XM (kB/~)
3Ael (T ) (T/θD)
2 (T/vs)
2 δT⊥ (x) . (4.19)
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Finally, for the magnitude of the SEE, Sxy = −2 (|e| ρ/~) θHjzs /∇xT , and recalling
that δT⊥(x) ∝ −Th(x), we obtain:
Sxy = θHS
(0)
xy Ael (T )XMkFlel (θD/2.8)H (x), (4.20)
where S
(0)
xy = |e| kFρ is a material-dependent constant. The factor 2.8 takes into
consideration that the energy of thermal phonon is 2.8kBT . Assuming that in Pt,
ρ = 0.9 µΩ ·m and k−1F = 10−8cm, we obtain S(0)xy ≈ 30µV K−1. Function H (x) is
positive at the cold end, meaning the dragging force pushes electrons towards the
magnet there, according to Eq. (4.19). Note that although the electron-phonon drag
is proportional to a high power of temperature, see Eq. (4.17), the final result for
the SSE coefficient is only weakly temperature dependent, Sxy ∝ T . It comes out
as a result of the strong dispersion of the phonon scattering time in the substrate.
Although functionH(x) in Eq. (4.20) is also temperature dependent, this dependence
comes only from the non-locality of the phonon collision integral in energy, and is
relatively weak. Another important property of this function is that it’s spatial
profile varies with temperature rather slowly. This is because the phonons which
contribute mostly to the non-local effect have inelastic scattering length of the order
of the sample size. Varying the temperature mainly results in the shift of the relevant
phonon energy ωnl, so that the corresponding length scale lin(ωnl) remains the same.
These observations stress the importance of the strong dispersion of the phonon
scattering.
Taking θH = 0.08, F/kB = 10
3K, θD = 350K, kFlei = 10 and the ratio of
characteristic lengths as in (4.11), we find the magnitude of the effect at 10K to be
S ∼ 20µV K−1 ×XM.
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4.5 Conclusion
In this work we have discussed the main ingredients of the phonon dynamics in
the substrate that allows to understand the spatial profile of the SSE signal. As
we have shown, to explain the non-local effect, i.e. its dependence on the position
of the probe along the substrate, one must consider the spectral non-uniformity of
the phonon distribution function which can be interpreted as spectrally non-uniform
temperature. A key aspect of the non-locality is the explicit introduction of the
boundaries into the equations describing the propagation of diffusing phonons.
In addition, we have presented a scheme of the non-magnon mechanism in the
case when the ferromagnetic element of the device is conducting and obtain the cor-
rect magnitude of the effect. (The recent observation[41] of the magnetic proximity
effect in FM/Pt contact suggests the possibility of another channel to contribute to
the SSE voltage: anomalous Nernst effect. However, it is less universal than the
electron-phonon drag and in any case must rely on the mechanism which we propose
for generation of the non-local signal: subthermal phonons with energy dispersive
diffusion, which is quite universal.)
Furthermore, the spatial profile of the SSE signal, presented in Fig. 4.4, is very
similar to the one shown as a ’universal’ profile on the Fig. 2f of the Ref. [43]. Al-
though the phonon kinetics at temperatures comparable with θD is strongly modified
by Umklapp processes, the measured proportionality between the SSE signal and the
magnitude of the magnetization in Ref. [44] clearly indicates that near TC ≈ 130 K
the effect is still dominated by the flux of the spin-polarized electrons, instead of the
magnon-mediated spin torque. We believe that the difference between the data pre-
sented in Figs 2 and 3 of Ref. [44] - in particular, the difference in the behavior near
the TC, - supports this picture. Two different samples demonstrate drastically dif-
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ferent temperature behavior. The sample which is thicker and grown on a substrate
of a better quality has larger peak value of both Sxy and thermopower αxx and also
much faster decay of Sxy at approaching TC. The stronger thermopower observed in
the thicker sample demonstrates that in this sample phonons lose momentum mainly
in collisions with electrons, while in the thinner sample, their scattering on the de-
fects is more efficient. However, due to strong sensitivity of the phonon distribution
function at the F-Pt boundary to the ratio dF/l
F
in (T ), in the thicker sample the SSE
decays with temperature much faster than in the thinner one. As we have already
discussed, at large dF/l
F
in (T ) the phonons equilibrate before they reach the probe.
Indeed, in the thicker sample (more than three times thicker than the thinner one)
the effect was not even resolved near the Curie temperature within the accuracy of
the measurement. This suggests the need to study the dependence of the SSE signal
on the thickness of the magnetic sample in otherwise identical conditions, i.e., keep-
ing the properties of the insulating substrate and semiconductor/substrate boundary
the same.
As some direction of the future work, it is interesting to note another manifesta-
tion of similar physics, as was recently probed in experiments by the Ohaio group.
Before this recent experiment, SSE was thought to exist only in magnetic materials.
However, in paper [45], the detection of a thermally driven spin current in a wire
made of indium antimonide (InSb) was reported, which has even symmetry (the
voltage retains its sign) under reversal of the magnetic-field direction B → −B. In
fact, we believe that Jaworski et al. show that magnetic field is not even needed to
observe the spin Seebeck effect at all as the signal survives down to B = 0, while
being strongly enhanced in quantizing fields leading to the spin Seebeck coefficient
which was up to 1,000 times larger than that observed in previous measurements
of the similar effect in magnetic materials. The authors argue that their finding is
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the result of an interplay of: (i) spin imbalance in a magnetic field which is espe-
cially strong in InSb, (ii) absence of equilibrium between the electrons and phonons
maintained over the sample size, and (iii) strong electron-phonon interaction.
In the spirit of the experiment, discussed in previous chapter, this new version
of the spin Seebeck effect is a finite-size effect. The voltage probes ’knows’ whether
it is located at the hot or the cold end of the sample. What is really new in this
experiment (apart from the unusually large magnitude of Sxy) is the signal’s (almost)
even symmetry in B, which contrasts the symmetry found in magnetic systems. We
believe that it indicates a different mechanism of generation of the transversal current
and shows that spin Seebeck effect is even more general than previously believed.
It is probabal that a broken crystallographic symmetry together with the spin-orbit
interaction, is the origin of the transversal current in the new setup. We leave this
question for the future studies.
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5. SUMMARY
In this thesis we have discussed the theories of two transverse effects based on
the diffusion-type kinetic equations.
First, we have demonstrated how the Hall effect due to superconducting fluctu-
ations can be described in the framework of the Usadel equation with fluctuating
sources as long as superconducting coupling can be considered weak (λ  1). Our
results are valid in the vicinity of both thermal and quantum phase transitions as
well as in the crossover regime and thus can be very useful for accurate description
of amorphous superconducting films
Second, we have shown that Transverse Spin Seebeck Effect can be understood
as a direct manifestation of elastic diffusive propagation of low-energy phonons in
insulators. We demonstrated that strong dispersion of the phononic elastic scattering
rate leads to quite specific predictions which can be directly probed in experiments.
In particular, the proposed mechanism predicts the shape of the position dependence
of the transverse Seebeck voltage along the sample to be temperature-independent in
a relatively wide temperature window. Recent experimental results are qualitatively
consistent with this mechanism, but detailed quantitative description would require
further studies.
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