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Abstract
This thesis investigates the manifold couplings between electronic and
structural properties in crystalline Perovskite oxides and a polar molecular
crystal. Ultrashort optical excitation changes the electronic structure and
the dynamics of the connected reversible lattice rearrangement is imaged in
real time by femtosecond X-ray scattering experiments.
An epitaxially grown superlattice consisting of alternating nanolayers of
metallic and ferromagnetic strontium ruthenate (SRO) and dielectric stron-
tium titanate serves as a model system to study optically generated stress.
In the ferromagnetic phase, phonon-mediated and magnetostrictive stress in
SRO display similar sub-picosecond dynamics, similar strengths but opposite
sign and different excitation spectra. The amplitude of the magnetic compo-
nent follows the temperature dependent magnetization square, whereas the
strength of phononic stress is determined by the amount of deposited energy
only.
The ultrafast, phonon-mediated stress in SRO compresses ferroelectric
nanolayers of lead zirconate titanate in a further superlattice system. This
change of tetragonal distortion of the ferroelectric layer reaches up to 2 per-
cent within 1.5 picoseconds and couples to the ferroelectric soft mode, or ion
displacement within the unit cell. As a result, the macroscopic polarization
is reduced by up to 100 percent with a 500 femtosecond delay that is due to
final elongation time of the two anharmonically coupled modes.
Femtosecond photoexcitation of organic chromophores in a molecular,
polar crystal induces strong changes of the electronic dipole moment via in-
tramolecular charge transfer. Ultrafast changes of transmitted X-ray inten-
sity evidence an angular rotation of molecules around excited dipoles follow-
ing the 10 picosecond kinetics of the charge transfer reaction. Transient X-ray
scattering is governed by solvation, masking changes of the chromophore’s
molecular structure.
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Zusammenfassung
Diese Arbeit untersucht die vielfältigen Wechselwirkungen zwischen elek-
tronischen und strukturellen Eigenschaften in Perovskit-Oxiden und in einem
molekularen Kristall. Optische Anregung mit ultrakurzen Lichtimpulsen ver-
ändert die elektronische Struktur und die Dynamik der damit verbundenen
reversiblen Gitterveränderung wird mit zeitaufgelöster Femtosekunden Rönt-
genbeugung direkt aufgezeichnet.
Eine Nanostruktur aus metallischen und ferromagnetischen Strontium
Ruthenat (SRO) und dielektrischen Strontium Titanat Schichten dient als
Modellsystem, um optisch induzierten Druck auf einer subpikosekunden Zeit-
skala zu untersuchen. In der ferromagnetischen Phase zeigen phononischer
und magnetostriktiver Druck eine vergleichbare ultraschnelle Dynamik und
eine ähnliche Größe unterschiedlichen Vorzeichens. Die Amplitude des ma-
gnetischen Drucks folgt dem Quadrat der temperaturabhängigen Magneti-
sierung.
In einem weiteren Doppelschichtsystem komprimiert der sich ultraschnell
aufbauende phononische Druck in SRO benachbarte ferroelektrische Blei Zir-
konat Titanat Schichten. Dies reduziert die tetragonale Verzerrung von bis
zu 2 Prozent innerhalb 1.5 Pikosekunden und koppelt an die ferroelektrische
„weiche Mode“, beziehungsweise an die Ionenverschiebung innerhalb der Ein-
heitszelle. Damit verbunden wird die makroskopische Polarisation bis zu 100
Prozent reduziert; aufgrund der Anharmonizität der Kopplung mit einer Ver-
zögerung von 500 Femtosekunden.
Femtosekunden Photoanregung von Chromophoren in einem molekularen
Kristall induziert eine Änderung des Diopolmomentes durch intramolekula-
ren Ladungstransfer. Die Änderung der gestreuten Röntgenintensität weist
auf eine Molekül-Rotationsbewegung in der Umgebung angeregte Dipole hin,
welche der 10 Pikosekunden Dynamik des Ladungstransfer folgt. Die transi-
enten Röntgenstreusignale werden vollständig von der kollektiven Solvatation
bestimmt und verdecken lokale, intramolekulare Strukturänderungen.
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‘If you want to understand function, study structure’, exhorted Francis Crick
when he resolved the molecular structure of DNA. However, knowledge of a
static structure is often only a first step towards unraveling how microscopic
systems work. In particular, elementary processes in condensed matter are
frequently governed by nuclear rearrangements, which take place on a fem-
tosecond1 time scale, and are ultimately set by the translational, rotational
or vibrational motions on an atomic length scale. Hence, function is intrin-
sically coupled to dynamic structure.
While ultrafast optical spectroscopy has become a well established tool to
follow such microscopic processes in real time [1], the information on struc-
tural changes is, at most, indirect and changes in geometry triggered by
elementary excitations and interactions have mostly remained elusive. X-ray
scattering, on the other hand, gives direct access to structure in condensed
media. Since the wavelength of X-ray photons is comparable to interatomic
distances, diffraction patterns determine atomic positions with high preci-
sion. During the last decade great progress has been made to combine the
temporal resolution of ultrafast technologies with the spatial resolution of
X-rays, that is, developing X-ray sources with ever shorter pulse duration
[2]. Yet, ultrafast X-ray scattering is still a nascent field of science with not
insignificant technical constraints, and only a limited number of successful
femtosecond X-ray diffraction [3–21] and absorption [22] experiments have
been carried out. In this thesis, I present ultrafast X-ray diffraction experi-
ments, contributing both to new insight into electronic correlations and their
interaction with reversible, structural degrees of freedom and to a deeper
understanding of X-ray scattering effects related to the transient character
of the structure.
11 f (femto)=10−15 = one billionth of a millionth
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2 1. Introduction
Electronic phase transitions are associated with ultrafast changes of struc-
ture and have received increasing interest in solid state physics, for example,
the metal-insulator transition in VO2, where a structural rearrangement on
a sub-picosecond time scale occurs [5]. A recent study presented experimen-
tal results on the direct manipulation of the electronic phase of manganites
(manifesting the huge resistivity changes) by directly driving metal-oxygen
phonons by mid-infrared radiation; hence, exploiting the pronounced inter-
play between electronic and nuclear structure [23]. Ferroelectricity and ferro-
magnetism are two further prominent examples where electronic correlations
are connected with atomic rearrangements. Time-resolved optical second-
harmonic generation on gadolinium/terbium surfaces established the quasi-
instantaneous interactions of coherent optical phonons and magnetic order
via modulation of the exchange coupling [24, 25]. Apart from this, the rele-
vant time scales of elementary interactions between structural and electronic
degrees of freedom connected with ferroelectricity and ferromagnetism have
remained mostly unexplored and, hence, little is known about the underly-
ing microscopic processes. The work presented here addresses this question
twofold: first, how fast is the macroscopic polarization altered by launching
lattice excitation in ferroelectric media, and secondly, how fast is the response
of a ferromagnetic crystal structure to ultrafast demagnetization. A further
example includes a molecular crystal belonging to the larger class of systems
where the optically modified electronic structure results in an ultrafast struc-
tural response. Here, an optically induced charge transfer reaction connected
with a large dipole change triggers solvation related, structural changes in a
polar molecular crystal.
X-ray scattering will attenuate a primary X-ray beam, a process known to
occur in perfect and, less well known, also in imperfect crystal structures. In
general, crystal distortions change the fraction of coherently scattered pho-
tons and result in a modified integrated Bragg diffracted intensity. In time-
resolved X-ray experiments photo-excitation may result in ultrafast changes
of lattice geometries, requiring a sound description of transient scattering
effects. The most obvious example which has been studied by time-resolved
X-ray techniques is ultrafast laser-induced melting in semiconductor samples
[4, 7, 8, 13, 14, 17], causing a complete loss of order on an ultrafast time-
scale and a corresponding reduction of coherently scattered X-rays. More
subtle types of optically induced atomic motion, such as ultrafast laser heat-
ing [3, 12], are well known processes described by the Debye-Waller factor. A
number of experiments studied laser induced acoustic deformations in crys-
talline material by observing line-shifts of Bragg reflections or the evolution
of sidebands [8, 26–30]. The consequences for the angle integrated Bragg
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reflectivity due to a disturbance of the crystal in form of a shock wave was
studied in indium antimonide [31]. The reflectivity was shown to increase,
however, no quantitative analysis was presented. In chapter 4, it is shown
that lattice distortions in form of an optically launched strain wave in a
highly perfect crystal results in a nonlinear increase of integrated coherently
scattered X-rays. The complicated shape of the transient X-ray reflectivity
curves is fully explained by dynamical X-ray diffraction theory and allows
to quantitatively determine minute structural changes with an unprecedent
accuracy.
Dynamics in complex molecular or protein crystals have been studied by
static diffuse scattering and revealed pronounced, correlated, intermolecular
motion of molecules within the lattice [32–34]. Several time-resolved liquid
phase X-ray scattering experiments with 100 picosecond temporal resolution
reported on the light induced structural changes in molecules and their in-
teraction with the surrounding solution [35–37]. In chapter 7, it is discussed
how photoinduced charge transfer reactions lead to solvation-driven molecu-
lar dynamics in a crystalline environment on a ten picosecond time-scale. The
collective response of the crystal lattice after an ultrafast dipole change of
diluted chromopores results in a modification of the number and anisotropy
of the coherently scattered X-ray photons.
Outline
The thesis is organized as follows:
Chapter 2 introduces the general formula for X-ray scattering by elec-
trons, and discusses the most common approximations that lead to the kine-
matic and dynamical X-ray diffraction theory. A brief introduction into lat-
tice dynamics is presented and the consequences for X-ray diffraction pattern
are discussed.
Chapter 3 introduces the experimental techniques, including the setup
for the generation of ultrashort hard X-ray pulses and briefly discusses the
relevant underlying physical concepts.
Chapter 4 focuses on propagating strain waves in a perfect crystal substr-
ate after photoinduced stress in an epitaxial ferroelectric nanolayer. Analysis
with dynamical X-ray diffraction theory reveals complicated interference ef-
fects due to coherently scattered X-rays. Its quantitative description allows
an exact determination of minute dynamical structural changes down to ap-
proximately 10 fm.
Chapter 5 investigates stress generation mechanisms in the itinerant ferro-
magnetic Perovskite SrRuO3 experimentally. Femtosecond X-ray diffraction
experiments provide direct evidence of phonon mediated stress and subpi-
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cosecond magnetostriction.
Chapter 6 begins with an introduction of ferroelectricity, which is dis-
cussed with emphasis on its connection to structural degrees of freedom,
that is, how it is governed by elongation of certain phonon modes. Addition-
ally, mechanical and electric boundary effects in thin films and their coupling
to the macroscopic polarization are mentioned.
A time-resolved X-ray structure analysis of ferroelectric nano-layers ex-
posed to an ultrafast optically induced uniaxial stress is presented. Launch-
ing such lattice excitation results in an ultrafast reduction of the macroscopic
polarization. This is shown by directly measuring the relevant atomic am-
plitudes.
Chapter 7 reports another type of a polar solid: a molecular crystal
shows ultrafast solvation-related structural rearrangement after a photoin-
duced charge transfer process. This is revealed by studying the ultrafast
changes in X-ray transmission which are dominated by diffuse scattering.
X-ray reflectivity/transmission changes due to local changes of the diluted
chromophores are masked by the collective response of the crystal.
Chapter 2
X-Ray Scattering in Condensed
Matter
In the following the general formula for X-ray scattering of a distribution of
free and non-relativistic electrons is presented and it is shown how appro-
priate approximations lead to the kinematic and dynamical X-ray diffraction
theory for crystalline materials. Within the general description of X-ray scat-
tering the effect of extinction is elucidated, that is, the attenuation of the
incoming X-ray beam due to scattering. Such effects due to multiple scat-
tering events play an important role, both, in a highly perfect crystal and in
a material with significant deviations from a perfect crystal structure, when
attenuation due to diffuse or incoherent scattering dominates.
The detailed derivation of the diffraction theory establishes the basis to
link the observables, namely the time-dependent intensities and positions of
X-ray diffraction peaks, and changes of atomic positions. With a sound un-
derstanding of the diffraction theory and the manageable number of degrees
of freedom of the investigated samples, the connection between measurement
and its physical significance is accomplished. Also, since time-resolved X-ray
diffraction is still a developing field of science, with not insignificant techni-
cal constraints, to investigate an intelligent choice of Bragg reflections is an
inevitable prerequisite for successful experiments.
In the last part of this chapter the family of Oxide with a Perovskite
crystal structure is introduced and the manifold couplings between electronic
and structural degrees of freedom is discussed. This is followed by a section
on the the dynamics of crystal lattices and their transient character influences
X-ray scattering. In this context the most important milestones in ultrafast
X-ray science are presented.
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6 2. X-Ray Scattering in Condensed Matter
2.1 Classical Scattering from Free Non-Rela-
tivistic Electrons
Single Electron
It is well-known that accelerated charges emit electromagnetic radiation and
that in condensed matter electrons make the strongest contribution to the
scattering of X-rays1. Hence, the response of a single free, non-relativistic
electron subject to the electric field of an incident X-ray beam is the natural
starting point for the discussion of X-rays and their interaction with matter.
Let us assume that at position ~x1 an electron is accelerated by an electric
field Eloc1 as depicted in figure 2.1 a). Then, the radiated field at some position
~xi is given by [38]:









= 2.82× 10−5Å. (2.2)
~n1i denotes a unit vector pointing along (~xi − ~x1). In elastic scattering the
wavelength, λ, remains constant and |~k0| = 2π/λ denotes the magnitude of
the wave vector of the radiated wave, which points along the propagation
direction of the wave.
Random Distribution of Electrons
Let us now consider a situation as depicted in figure 2.1 b), where an incident
plane (X-ray) wave ~Eextei~k0~xi is scattered at a distribution of N free, non-
relativistic electrons. The total electric field at position xi is:
~Eloci (~xi) = Eextei
~k0~xi + r0 ·
N∑
j6=i





In addition to the incoming plane wave, each electron is subject to the scat-
tered wave of all surrounding electrons, which, in turn, influence the driving
field of the neighboring electrons. The apparent difficulty is solving this for-
mula to self-consistently evaluate the local fields at the positions of every
1Due to the much larger mass of the nuclei, their contribution to X-ray scattering is
negligible.
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Figure 2.1: a) Schematic for the scattering field of a single electron. b)
Scattering from a distribution of electrons, observed at point P .
scattering electron. In other words, the problem arises from the fact that
equation 2.3 contains the local fields on both sides of the equation. Hence,
finding a solution requires diagonalizing a matrix of the order N . How-
ever, with the typical electron density of condensed matter in the order of
1023 cm−3, this is impossible.
If the driving fields Elocj at positions xj are known, the scattered wave at
any position P is calculated as:
~EscattP (~xP) = r0 ·
N∑
j 6=i





This expression represents the most general formula for the radiated field
from a random distribution of free and non-relativistic electrons. Significant
simplifications which need to reflect the properties of the scattering material
need to be found to approximate equation 2.4. First of all, let us consider
a crystalline material described by a basis structure, usually referred to as a
unit cell, which is repeated periodically in space. The unit cell itself consists
of some spatial arrangement of (different) atoms and its size is determined
by the lattice constants a, b and c. This symmetry permits to describe the
electron distribution as (infinitely) extended planes of constant electron den-
sity and allows to deduce a manageable approximation of equation 2.3. It
is known as the two wave approximation in the dynamical X-ray diffraction
theory. This is presented in section 2.7. However, there exists an even sim-
pler approximation, which mostly gives a good agreement with experimental
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data. It is known as the kinematic X-ray theory and neglects all multiple
scattering events. This is discussed in section 2.3.
However, first of all it must be remembered that the smallest scattering
unit in crystals are atoms, made up of bound electrons.
2.2 Scattering from an Atom
Let us consider the scattering from an atom with Z electrons. To continue
with the classical approach we consider that each electron is spread out into
a diffuse cloud of negative charge, characterized by a charge density, ρ. The
quantity ρδV is the ratio of the charge in volume δV to the charge of one
electron, such that for each electron
∫
ρδV = 1. The wave mechanical treat-
ment then tells us that the amplitude of elastic scattering from the element
ρδV is equal to ρδV times the amplitude of classical elastic scattering from
a single electron. To calculate the radiated field at position ~x of this charge
density, one has to integrate the contributions of the different volume ele-
ments and keep track of their relative phase differences. If we denote the
wave vector of the scattered wave with ~kS, with |~k0| = |~kS| the phase differ-
ence is ∆φ(~r) = (~k0 − ~kS)~r = ~Q~r, where ~Q is the wave vector transfer. This




which is the Fourier transform of the charge density, ρ. In the limit of a point-
like charge or Q→ 0, the volume elements scatter in phase and f0( ~Q = 0) =
Z. On the other hand, with increasing ~Q, more elements scatter out of phase
and the atomic form factor decreases and consequently f0( ~Q → ∞) = 0.
This simple treatment relies on two assumptions: first of all, that the charge
distribution for each electron in the atom has a spherical symmetry and
secondly, the wavelength of the X-ray beam is much smaller than any of
the absorption edge wavelengths of the atom. Deviations from spherical
symmetry are accounted for by the quantum mechanical description, where
the electron density is described by the atomic wave functions. These have







2 + c (2.6)
where the fitting parameters aj, bj and c are tabulated in the International
Tables of Crystallography [39].
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If the X-ray frequency is smaller than an atomic transition energy and
we allow for photoabsorption, a dispersion correction is necessary and the
atomic scattering factors are described in the form
f0( ~Q,E) = f0( ~Q) + f ′(E) + if ′′(E) (2.7)
where the term f ′(E) corrects for the fact that the electrons are bound and
are not able to fully follow the driving field. The term if ′′(E) allows the
response of the electrons to have a phase lag with respect to the X-ray field
and represents the dissipation in the system (absorption). The imaginary
part is derived from the atomic photoabsorption cross-section and the real
part is calculated with the Kramers-Kronig relation. The values are tabulated
for atomic numbers up to Uranium, and in an energy range between 50-
30,0000 eV [40]. Since these corrections are mainly due to the inner-shell
electrons they have no appreciable dependence on ~Q.
2.3 Kinematic X-ray Diffraction Theory
Discarding the second term of equation 2.3, that is, neglecting all multi-
ple scattering events leads to the kinematic X-ray diffraction theory. It is
well-suited to describe scattering from very thin crystals or powder-samples
consisting of small crystallites. This approximation also presents an adequate
description of weak Bragg reflection and, in particular, of imperfect crystals
(please compare section 2.4). In general, multiple scattering is only of signifi-
cance if very many electrons contribute coherently to diffraction peaks. This
is simply because the scattered field of a single electron is only proportional
to r0, hence it is very small.
The configuration as depicted in figure 2.1 b) allows a further simplifica-
tion of equation 2.3. Let the point of observation, P, at position, ~xi, be far
away from the charge distribution. Further, we denote the distance between
P and the origin 0 with R along direction ~n and the position of some electron,
j, with ~xj. Hence, it is sufficient to approximate |~xi − ~xj| ≈ R − ~n~xj in the
exponent. This, together with the kinematic approximation, that the local
fields Elocj are solely determined by the incident plane wave Eext~ε0ei
~k0~xi , one
finds for the scattered field at P :









where the polarization vector ~ε0 of the incoming wave has been introduced.
The vectorial change in the wave number has been introduced in the previous
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section as ~Q = ~k0−|~k0|~n = ~k0−~kS. One notes that the radiation is polarized
in the plane containing ~ε0 and ~n. More specifically, the vector product can
be evaluated and yields:
~n× (~n× ~ε0) = − sin(∠(~n~ε)) = −p, (2.9)
where p denotes the polarization factor. In X-ray scattering it is usually
more convenient to specify the angle between the incoming and scattered
directions. It is denoted by 2θ. Then one writes
p =
{
1 if P is in the plane of ~k0 and ~ε
cos(2θ) if P is out of plane of ~k0 and ~ε
(2.10)
The polarization factor cos(2θ) is simply due to the fact that an observer in
the plane of the polarization of the incident wave sees a reduced acceleration
with increasing 2θ, which is exactly zero for 2θ = π. Or in other words: a
dipole does not radiate along its axis.
We now turn to (perfect) crystalline materials, where we have to take
into account the basis ~Rn forming the crystal, the relative positions of the
different atoms within the basis or unit cell and their atomic form factors.
This yields the well known result (for example Warren [41], Jens Als-Nielsen
[42]):















Here ~rj is the position of the jth atom/molecule in the unit cell. The unit
cell structure factor Fhkl depends on the kind of atoms and their relative
positions. Constructive or destructive interference from the scattered waves
of the individual atoms within a unit cell results in a modulated X-ray re-
flectivity. In particular, if the waves scattered from similar atoms are exactly
out of phase, one speaks of forbidden reflections.
The set of vectors ~Rn builds the lattice and can be written in the form:
~Rn = n1~a1 + n2~a2 + n3~a3 (2.13)
where n1, n2 and n3 are integer numbers and a1 = a, a2 = b and a3 = c
are the lattice constants of a unit cell. Equation 2.11 can be replaced by
a geometric sum, and after multiplication of the resultant product with its
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complex conjugate one obtains the so-called interference function, sinc2. In
the limit of large crystals this only yields a nonzero diffracted intensity if
~Q~Rn = 2π× integer. Very often it is easier to describe the scattering process
in reciprocal space, spanned by the reciprocal basis vectors (a∗1, a∗2, a∗3), which
fulfill ai · a∗j = 2πδi,j. The points on this reciprocal lattice are specified by
vectors of the type ~G = h~a∗1 + k~a∗2 + l~a∗3, where h, k, l are integers and are
usually referred to as Miller Indices. Accordingly, lattice planes are denoted
by (h,k,l), directions in the unit cell by [h,k,l]. We can now re-express the
condition for a non-vanishing scattered amplitude by the Laue condition:
~Q = ~G. (2.14)
It is easily shown that the Laue condition is equivalent to the Bragg law,
which reads as follows:
k · d · sin(θ) = π × integer (2.15)
where d is a lattice constant or, more generally, the distance between two
scattering atomic planes dhkl.
Attenuation of the incoming X-ray beam due to absorption is readily
included by multiplying the total diffracted energy per volume block δV of
the crystal by the absorption factor exp(−µz/ sin(θ)) and integrating over
the penetration depth, z. Here µ denotes the linear absorption coefficient.
2.4 Diffuse Scattering
Diffraction patterns of ‘real’ materials contain, in addition to sharp Bragg
peaks, a continuous background known as diffuse scattering. This scattering
necessarily arises whenever there are departures from a perfectly periodic
structure. Such deviations can exist on different length scales and may have
different physical origins, but all of these effects may be brought together
under a common name: disorder.
Generally, diffuse scattering is defined as the difference between the total
and the coherently scattered (Bragg peaks) light:
The total differential scattering cross-section for electrons in the kine-














|~n× (~n× ~ε)|2 (2.16)
where the symbol 〈〉 means average over time, that is, the average over the
movements of atoms taking different values of ~xj. In an experiment the
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observation time is always large with respect to the time scale of atomic
motions2, hence, one always averages over many ‘instantaneous’ realizations
of the structure [43]. The last factor |~n× (~n×~ε)|2 = 1/2 · [1+cos2(2θ)] allows
for polarization averaging for an unpolarized incident X-ray beam.
However, the differential scattering cross-section of the coherently scat-














|~n× (~n× ~ε)|2. (2.17)



















In the limit of a perfect crystal structure the coherently scattered light is
identical to the total scattered light. However, in the other limit, when
~Q~x 1 all summands in equation 2.17 vanish in the averaging (as the mean
of quickly oscillating functions) and the coherent scattering is equal to zero.
One can easily show (for example Warren [41]) that equation 2.18 does
not produce sharp Bragg-like structures if random deviations only are allowed
from the strictly periodic structure. Hence, it describes a broadly distributed,
smoothly varying intensity component. Note that diffuse scattering contains
complementary information to the conventional analysis of Bragg peaks as
it is sensitive on how pairs of atoms behave and is, potentially, a rich source
of information on how atoms and molecules interact [44, 45].
Certainly the most well known and prominent disorder stems from ther-
mal motion. Since the frequency of X-rays is extremely high (ν(Cu Kα)=
1.2×1018 Hz), a scattering event always takes place with a quasi-static struc-
ture. In a classical picture this is even (mostly) true for the position of
the scattering electrons, and certainly always true for much slower thermal
vibrations. X-ray scattering, therefore, takes place with a static structure
where the individual scatterers are statistically displaced from their average
position, described by the mean deviation 〈δj〉 = 0. The angle bracket 〈〉
again denotes temporal averaging. Evaluating the average of the e-function,
2In femtosecond X-ray diffraction this is not strictly true, however, one always measures
the average over many events.
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The first part of this equation leads to Bragg peaks which are attenuated
by the Debye-Waller factor, exp(−M), where M = −12Q
2〈δ2〉 is the mean
temperature factor. It increases for larger scattering vector ~Q, or for re-
flections with a high index. Typically, the average displacements of atoms√
〈δ2〉 at room temperature are in the range between 0.05 and 0.3 Å, which
translates into a few to more than 10% of the bond length. The second
term describes diffuse scattering. For a completely uncorrelated motion, all
cross-terms in the sum vanish and only an isotropic, homogeneous, diffuse
background remains. More generally, the width of diffuse scattering depends
on what length scale movement of thermally excited atoms are correlated.
Note again that in crystalline materials the smallest unit of correlated elec-
trons is an atom. However, bonded molecules or larger fractions of the latter
may also exhibit correlated motion, which manifests the diffuse scattering.
This will be important in chapter 7, when discussing transient X-ray signals
from molecular crystals.
2.5 X-Ray Reflectivity of a Superlattice
The expression superlattice refers to an artificial structure which consists of
thin layers of different materials which are repeated periodically along one
direction. Even though we calculate the X-ray reflectivity of such structures
with the dynamical Darwin equation 2.33 (derived in the following section),
it is very helpful to comprehend how the X-ray reflectivity pattern of a su-
perlattice is influenced by its structural properties.
Figure 2.2 depicts a perfect superlattice structure in one-dimensional real
space. It consists of N double layers with a periodicity D = dA+dB along the
z direction. The layers A and B have a lattice constant in growth direction
of aA and aB and a scattering amplitude fA and fB, respectively. A rectan-
gular, that is, abrupt profile of the layer sequence along the growth direction
is assumed. To illustrate the diffraction pattern in a simple way, we recall
that the real and reciprocal space are connected by Fourier transform, and
to calculate the intensity we use the kinematic approximation. The struc-
ture can be decomposed along the z-axis into the sum of both materials.
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Figure 2.2: X-Ray analysis of a superlattice structure. Schematic based on
[46]
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Further, the two materials can be considered to consist of repeating atomic
planes with distance aA/B each multiplied with their actual thickness dA/B.
Convoluting these objects with the periodicity D and adding them yields the
equivalent superlattice as depicted at the top left corner in figure 2.2. Finally,
one has to take into account that the superlattice is not infinitely extended
in space, but consists only of N alternating layers. The X-ray pattern is
obtained by taking the Fourier transform of this decomposed structure: the
finite extension of the superlattice structure corresponds to a broadening of
the superlattice peaks to a width of 4π/ND. The additional periodicity D
of the structure is equivalent to equally spaced peaks with distance 2π/D in
Fourier space. The lattice planes of the layers A and B give rise to envelope
functions with distance 2π/aA/B and a width determined by their respective
thickness dA/B. Their amplitude is proportional to the structure factor fA/B.
For sufficiently large differences between aA and aB, and no interference be-
tween their scattering amplitudes, this yields the final X-ray pattern, which
is shown in the bottom of figure 2.2. It is made up of the equally distanced
superlattice peaks with finite width, multiplied with the envelope functions
of the individual layers.
Experiments in chapter 5 and 6 are performed on nano-layered super-
lattice structures. The advantages of this sample geometry are manifold:
the additional periodicity exhibits favorable properties for X-ray scattering,
namely an increased reflectivity compared to single layers, and strong ampli-
fication of reflectivity changes despite only subtle changes in lattice structure.
Such amplification of intensity changes will be particularly pronounced if su-
perlattice peaks are positioned at the steep slope of the envelope function
and structural changes modulate the layer thicknesses dA,B, that is, shift the
envelope functions. Also in the performed experiments the time-scale of lat-
tice excitations are governed by strain propagation, that is, by the sample
thickness and the velocity of sound, which makes the use of thin layers a
prerequisite to resolve ultrafast processes. Finally structural changes which
mainly involve rearrangement of light elements like oxygen, are very diffi-
cult to observe by X-rays scattering, whereas their subsequent coupling to
volume expansion is readily detected. Then the resolved time-scale is again
ultimately limited by the layer thicknesses.
2.6 Reciprocal Space Mapping
X-ray reflections (0 0 l) of atomic planes parallel to the surface contain no
information about the in-plane lattice constants. To fully characterize the
structure of a superlattice, it is crucial to know whether the layers are grown
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Figure 2.3: a) Two materials (for example, SrTiO3 and SrRuO3) with differ-
ent in plane lattice constants. b) Pseudomorphic growth causes a tetragonal
distortion. c) The layers relax by formation of misfit dislocations.
pseudomorphically on the substrate, that is, the in-plane lattice constant a is
dictated by the substrate and is identical for the entire structure, or whether
the layers are relaxed and have lattice constants identical to their bulk val-
ues. Usually, it is a delicate balance of layer thickness and misfit strain that
decides whether a superlattice is pseudomorphic or relaxed. Thick layers
with large differences in lattice constants tend to relax through the forma-
tion of dislocations. Furthermore, strain may significantly alter the physical
properties of the thin layers, something which is particularly pronounced in
strained ferroelectric layers because of the strong strain-polarization coupling
(compare chapter 6.1.3). The two extreme cases are schematically shown in
figure 2.3 for the materials SrTiO3 and SrRuO3.
Reciprocal space mapping is performed such that the Bragg reflection un-
der investigation is fully mapped in a confined area in Q space. One chooses
an asymmetric reflection, such that the diffracting atomic planes (h k l) con-
tain information on both the in- and out-of-plane lattice constant. This is
depicted schematically in figure 2.4 a) for real space: the incoming X-ray
beam, ~k0, is Bragg matched with respect to the diffracting plane and makes
an angle, ω, with the surface of the crystal. The included angle between the
outgoing X-ray beam, kS, and k0 is (π− 2θ). In reciprocal space the diffract-
ing condition may be understood with help of the Ewald sphere: a circle
with radius |~k| is drawn around the starting point of the incoming vector
~k0 and for every reciprocal lattice point which intersects the circle one gets
a Bragg reflection. This is shown for the Bragg peak (1 0 3) in figure 2.4
b). To map Q-space around the reciprocal lattice point one has to perform
successive (ω − 2θ) scans for different starting values of ω. Note that that
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Figure 2.4: a) Asymmetric Bragg reflection in real space b) An ω-scan in
combination with a ω − 2θ-scan spans reciprocal space around a reciprocal
lattice point.
in an ω-scan the reciprocal space perpendicular to the [h k l] direction is
scanned, while an (ω − 2θ)-scan measures along the [h k l] direction, span-
ning Q-space. The experimental realization is straightforward: an ω-scan is
performed by rotating the crystal, keeping the position of the detector fixed,
while an (ω−2θ)-scan involves rotating both crystal and detector with a ratio
1:2. From the geometry of the reciprocal lattice and the Ewald construction,








sin θ sin(ω − θ) (2.22)
where λ is the X-ray wavelength and θ equals 2θ/2. The projection of the
measured reciprocal points to ka and kc yields the respective lattice constants
a and c directly. In the schematically depicted case in figure 2.4 for a (103)
reflection one calculates c = 3 · 2π/kc and a = 1 · 2π/ka. Elongations of the
reciprocal points along the ω directions give information about the mosaic
spread of the sample (its degree of imperfection) and elongation along kc is
a measure of the fluctuation in thickness of the superlattice layers. For more
details on high resolution X-ray scattering and reciprocal space mapping refer
to [47–49] or to the textbook ‘Thin Film Analysis by X-Ray Scattering’ by
Birkholz [50].
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2.7 Dynamical X-ray Diffraction Theory
In the following we will discuss the two-wave approximation for dynamical
X-ray diffraction theory. We consider a translation symmetry with respect
to atomic planes dhkl with homogeneous electron density. In this configura-
tion equation 2.3 is greatly simplified since only two electric fields interact,
namely, the reflected and transmitted wave.
The Darwin formalism leads to the correct description of X-ray diffraction
from highly perfect crystals and turns out to be particularly adequate to
account for scattering of crystalline (strained) nano-layers. Furthermore, it
allows to calculate the primary extinction, the attenuation of the transmitted
beam due to coherent scattering losses.
2.7.1 Scattering from a Single Layer of Atoms
Let us consider the reflection of a single layer of atoms, with M atoms per
unit area in the XY plane. The incident plane emanates from a distant
point, S, and we want to calculate the scattered radiation at point, P, and
the transmitted radiation at P’ (compare figure 2.5). Let the rays S0 and
Figure 2.5: Representation of an X-ray beam coming from point S incident on
a single layer of atoms in the XY-plane. The scattered radiation is observed
at point P and the transmitted radiation at P’.
0P make equal angles θ with the XY plane and let the origin 0 be chosen
such that S0 + 0P is minimum. The amplitude of the primary beam at
the origin is Eext. For simplicity we assume the beam ~Eext to be polarized
parallel to the Y-axis. First, we determine the value of the electric field due
to radiation scattered by atoms in the element of area dA with the total path
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In comparison with equation 2.3 this represents the local field due to scat-
tering of electrons homogenously distributed in the area, dA. Then the total
scattered field EP is given by summarizing over contributions from all atoms
in the plane. We replace the sum by an integral because the phase varies
only slowly. Only atoms close to the origin 0 contribute to the integral such
that it is possible to replace r′ by the average value r and one calculates (for
example Warren [41]):





where we have reintroduced the polarization factor, p. For all atoms other
than the ones at the origin 0, the path length is longer than the minimum
distance R + r and the weighted average of the contributions corresponds
to an effective increase in path length of λ/4. This is the significance of
the additional 90◦ phase shift. The transmitted field EP′ is the sum of the





EP′ = E0(1− iq0)eik0(R+r) ≈ E0eik0(R+r)e−iq0 . (2.26)
2.7.2 Refractive Index
If the X-ray beam with incidence angle, θ, travels a distance, r, within a
crystal with layers spacing, d, the number of traversed layers is given by
s = r sin θ/d. Using this expression, we can write for the total field at point
P ′:




Comparing this expression with a wave which travels a distance R through
empty space with wavelength λ = 2π/k0 and a distance r in a medium with
wavelength λ′ = 2π/kS, the electric field is determined to be:
EP′ = E0eik0R+ikSr (2.28)
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The index of refraction in the medium is defined as n = k0/kS. Comparison
of equations 2.27 and 2.28 yields:






This predicts an index of refraction which is smaller than unity, in agreement
with the experimentally measured value. The negative sign in equation 2.29
is a direct result of the cross product in equation 2.1. Whereas in expres-
sions for the intensity of a diffracted beam, the negative sign always drops
out when squaring the amplitude, the index of refraction is a phenomena,
where the negative sign can be measured directly. This result may also be
compared with the simple Lorentz oscillator model, where the real part of
the dielectric function drops below zero at resonances and approaches unity
for large frequencies.
2.7.3 Darwin Formalism
To formulate the dynamical diffraction theory allowing for multiple scat-
tering events, we follow essentially the same approach as first developed by
Darwin [51] in 1914. The perfect crystalline structure is treated as an infinite
stack of atomic planes, each of which scatters a small wave, which may be
subsequently re-scattered in the direction of the incident beam. As depicted
in figure 2.6 a) each layer labeled with the index r, starting with the surface
layer r = 0, transmits and reflects the incident field. Let the angle contained
between the incident field and the atomic layers be denoted by θ and the
distance between neighboring planes by d. The objective is to calculate the
transmission T0 and, more importantly, the reflectivity R0, which is the ratio
between the total reflected wavefield S0 and incident field T0. The field T
propagates in the direction of the incident beam, while the S field travels in
the direction of the reflected beam. Both experience attenuation and a phase
shift due to absorption and scattering at each plane r. From Bragg’s law it
is immediately evident that get only an appreciable reflected wave, when the
field S scattered at plane r is in phase with the reflected field from layer r+1.
In figure 2.6 b), this corresponds to the requirement that the distance AMA’
is equal to an integer number of π or expressed in terms of a phase factor φ:
φ = kd sin(θ). (2.30)
To derive the fundamental difference equations for the matrix Darwin
formalism let us denote the field above layer r on the z-axis with Tr and Sr.
The reflected S field just above the r+1 layer at point M is Sr+1 and after
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Figure 2.6: a) Transmission Tr and Scattering Sr of a perfect crystal with
the atomic layers labeled r. The amplitude reflectivity is defined as the
ratio between the total reflected field S0 and the total incident field T0. b)
Schematic to derive the fundamental difference equation.
propagating to position A’ it is Sr+1eiφ. Transmission through the r’th layer
changes the field by a factor (1−iq0) as calculated in equation 2.26. Addition
of the reflected part −iqTr (compare equation 2.23) yields the total field:
Sr = (1− iq0)Sr+1eiφ + (−iq)Tr (2.31)
Similarly we can construct the field T just below the r’th layer. Its wavefront
is shifted by the distance AM , that is, Tr+1e−iφ. It consists of the transmitted
and attenuated field (1− iq0)Tr and the wave Sr+1eiφ, which is reflected from
the bottom of the r’th layer:
Tr+1e
−iφ = (1− iq0)Tr + (−iq)Sr+1eiφ (2.32)
In the derivation of these two equations we have assumed that the reflectivity
per layer is small and the higher order reflections proportional to q3, q5, et
cetera, are ignored. The above derivation also becomes invalid when the
scattering angle θ approaches zero, as in the range of total reflection. Simple
algebraic rearrangement connects the transmitted and scattered field of layer
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In this expression we have separated effects due to scattering and absorption,
which is described by the matrix H, and propagation effects described by the
matrix L. To calculate the absolute reflectivity of a structure consisting of
one layer, the reflected/transmitted amplitude is equal to (S1, T1) = (0, T1),
which yields a reflectivity RN = | − iqe−2iφ|2 (compare equation 2.23). This
is equivalent to |(HL)12/(HL)22|2, where the two indices mark the entry
of the (2 × 2) matrix HL. For a structure consisting of N layers, we set
the amplitudes below layer N to be equal to (SN+1, TN+1) = (0, TN+1).
Adding more layers is equivalent to a multiplication of the matrices HNLN ·
HN−1LN−1 · · ·H1L1 for the respective atomic layers N,N − 1, · · · , 1. Along
the same lines, we can determine the absolute transmission T0. The total re-





















It is straightforward to extend this matrix formalism to more complex unit
cells and heterostructures consisting of layers composed of different atoms
and with different interatomic spacings. Note that uniaxial strain can easily
be accounted for by adjusting the k dependent phase factor φ in the propa-
gator matrix L. Please take note of further details summarized in Appendix
A.
2.7.4 Extinction
When an X-ray beam traverses a crystalline solid, it is attenuated. One can
differentiate two mechanisms, absorption and scattering. For moderate X-ray
photon energies (that is hν < mec2=1.022 MeV) absorption is dominated by
the photo-effect and is described by the imaginary part of the atomic form
factor (see equation 2.7). The effect of extinction due to scattering may al-
ready be appreciated for a single electron. Using equation 2.1 as the local
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Figure 2.7: a) Schematic of a mosaic crystal. b) Extinction due to coherent
Bragg-scattering (black arrows) and incoherent scattering (grey arrows).
field for a single electron in equation 2.4 for the radiated field at the posi-
tion of the electron shows that the radiated wave acts on the electron itself.
This is known as radiation damping, and implies that the radiated field is
directed against the local field and slows the movement of the electron. The
energy of the radiated wave is lost for the incident plane wave and results
in an attenuation in the forward scattering direction. In the framework of
scattering in crystalline materials, attenuation due to elastic X-ray scatter-
ing is usually denoted by primary and secondary extinction. (In what follows
Compton-scattering, that is, inelastic scattering, is also neglected.) The un-
derlying (oversimplified) picture is due to Darwin and schematically depicted
in figure 2.7 a). The crystal is considered to be an assembly of mosaic blocks,
where each little block can have a high degree of perfection. The orientations
of the individual blocks have a slight variation, which can be caused by small
grain boundaries or some other kind of dislocations. Primary extinction de-
scribes the attenuation of the primary beam due to coherent scattering into a
Bragg peak for one (large) block and follows directly with equation 2.34 for T0
[black arrows in figure 2.7 b)]. For a strong Bragg reflection in highly perfect
crystals, the extinction length may be as short as a few micrometers, easily
an order of magnitude smaller than the absorption length of the material.
If the individual blocks are small and their orientational disorder is small,
secondary extinction plays a role as well, since the scattering of each block
cannot be considered as incoherent with respect to diffraction from other
blocks. In other words the primary beam is reduced in intensity because it
has been diffracted by several blocks with identical orientation. Note that
what is usually referred to as ‘blocks’ may have very different physical ori-
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gins. For example, such correlations of atomic positions may also be caused
by rigid molecules, or a well ordered fraction of the latter. Such ‘blocks’
may then be responsible for an appreciable extinction. The scattered light is
radiated in many different directions leading to a pronounced anisotropy of
the extinction [grey arrows in figure 2.7 b)].
Historically, the word extinction refers to the fact that the integrated
intensity is reduced in an experiment where extinction effects play a role and
where the sample is rotated through the reflecting position or, equivalently,
when the incident beam is divergent. However, it is important to keep in
mind that for a monochromatic, highly parallel beam the reflection of a
perfect crystal is nearly one and, of course, larger than for a mosaic crystal.
In chapter 4 primary extinction in a highly perfect crystal plays a decisive
role to interpret the time-resolved X-ray data.
In chapter 7 experimental results are discussed, where the transmitted
beam is modulated by strong anisotropic incoherent scattering, whereas co-




Figure 2.8: Elementary interactions in multiferroics. The black labeled in-
teractions are discussed in detail in chapter 5 and 6.
The physical properties of Perovskite oxides are extremely diverse, rang-
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ing from metallic and ferromagnetic (SrRuO3), insulating and ferroelectric
(PbTiO3) to anti-ferroelectric and dielectric (SrTiO3). Of particular inter-
est for this work are the manifold interactions between these many different
types of electronic ordering and structural degrees of freedom. A schematic
overview is given in figure 2.8 and listed below:
• A photoexcited electron system at an elevated temperature cools down
by electron-phonon coupling and induces strain in the material (sec-
tion 5.3).
• Optical induced demagnetization by Stoner excitations, i.e. spin flips,
will couple to strain via the magneto-volume effect (section 5.4).
• Strain couples to the macroscopic polarization by the piezoelectric ef-
fect (chapter 6).
• Excited electrons in a ferroelectric material can screen electric fields
and modify the macroscopic polarization.
• Materials that display simultaneous electric and magnetic order have
received considerable interest in recent years [52]. If magnetization can
be induced by an electric field and electrical polarization by a magnetic
field one speaks of the the magneto-electric effect.
The first three types of interactions will be discussed in detail in chapter 5
and 6.
2.8.2 Static Structures
In the following, we will briefly introduce the structural properties of the
three different kinds of Perovskite oxides which are the building blocks of the
superlattices studied in this work. The present work deals exclusively with
Perosvkite crystal structures ABO3 with A=Sr,Pb and B=Ti,Ru,Zr.
Properties of Pb(Zr1−xTix)O3
Figure 2.9 shows a schematic of the ABO3 crystal structure in the paraelec-
tric phase and for PbTiO3 in the ferroelectric phase. Ferroelectric PbTiO3
has a tetragonal unit cell with lattice constant a = b = 3.904 Å and c = 4.152
Å. The undistorted diamond shape of the oxygen octahedra together with
its absolute displacement with respect to Ti (ξTi−O = 0.30 Å) and Pb
(ξPb−O = 0.47 Å) was determined in a combination of X-ray and neutron
diffraction experiments [53]. Note, that due to the small atomic scattering
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Figure 2.9: a) Cubic, non-polar structure of an ABO3 Perovskite crystal. b)
Crystal structure of PbTiO3 in the ferroelectric phase. The phase transi-
tion is accompanied by a tetragonal distortion, that is, an elongation along
the polarization direction c and an ion displacement ξPb−O and ξTi−O. c)
3-dimensional view of the ferroelectric structure showing the oxygen octahe-
dron.
amplitude of oxygen, it is a formidable task to determine its atomic positions.
In particular, this is true in the present work, where we are mainly sensitive
to the heavy atoms, namely, Ti/Zr and Pb. The growth of solid solutions
of type Pb(Zr1−xTix)O3 allows the tuning of the lattice constants and phase
transition temperatures with changing composition, x. In the present work,
we used a sample with a composition x = 0.8, which corresponds to a lattice
constant c = 3.93 Å: perfectly matching the pseudocubic SrRuO3.
Properties of SrRuO3
SrRuO3 crystallizes in an orthorhombically distorted Perovskite structure
with lattice constants a = 5.53, b = 5.57, c = 7.85 [54]. Since the lattice
distortion is small (0.4◦ degree), one can consider it to be pseudocubic with
a′ = 3.93 = d110 [55]. Figure 2.10 depicts the orthorhombic and pseudocubic
unit cell. If grown epitaxially on a SrTiO3 substrate, the [110] direction is
usually referred to as the [001] direction, pointing along the stacking direc-
tion. SrRuO3 shows ferromagnetic ordering below its Curie temperature of
TC = 160 K.
Properties of SrTiO3
SrTiO3 is dielectric and crystallizes in a cubic Perovskite structure with a
lattice constant a = b = c = 3.905. It is not ferroelectric at any temperature,
but shows a tendency to a polar instability, with a polar phonon that strongly
decreases in frequency as the temperature is lowered. However, at low tem-
peratures, the phonon stabilizes and the transition does not occur, leading to
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Figure 2.10: a) Schematic diagram of SrRuO3 crystal structure in orthorhom-
bic unit cell. The inner cube constructed by thick solid lines is the pseudocu-
bic unit cell. b) The epitaxial arrangement of single domain epitaxial SrRuO3
[110] films on miscut [001] SrTiO3 substrates. Usually the [110] direction of
the pseudocubic structure is referred to the c-axis or [001] direction [56].
the term ‘incipient ferroelectric’ [57]. There is a structural phase transition
at 110 Kelvin where the oxygen octahedra rotate around the z-axis to lower
the symmetry to a tetragonal phase, called an antiferrodistortive transition
[58]. However, the tetragonal distortion is very small c/a = 1.00056.
2.9 Transient Crystal Structures
In the following chapter, we present a very brief introduction to lattice dy-
namics, show how the dispersion relations for superlattice structures are mod-
ified and briefly discuss its relevance for time-resolved X-ray diffraction; more
details are found in various textbooks, for example Kittel [59], Ashcroft and
Mermin [60].
2.9.1 Lattice Dynamics in Superlattice Structures
If one assumes a restoring force which is proportional to the (small) displace-
ment of atoms from their original equilibrium positions, a set of differential
harmonic oscillator equations describe the lattice dynamics. For an n-atomic
crystal, we have 3n equations: 3 describe the acoustic modes where atoms
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within a unit cell oscillate in phase. The remaining 3(n-1) eigenmodes are
called optical phonons. Here, neighboring atoms oscillate out of phase. One
may also describe optical phonons as local distortions (within the unit cell)
and acoustic phonons as global lattice distortions. If the displacement of
the atoms is along the wavevector ~k, the lattice vibrations are denoted as
longitudinal, when they are perpendicular to ~k, they are called transversal.
To simulate the lattice distortion we use a simple linear chain model [61].
It is valid for phonons propagating along the [001] direction, where planes of
atoms move as a whole, and the longitudinal and transverse vibrations are
decoupled. For longitudinal modes, we only consider a single nearest neighbor
spring constant, while they are allowed to be different in different materials.
The spring constants κ are fitted to the corresponding velocity of sound v
and mass densities ρ of the material, according to the relation κ = ρv2.
Only distortions of whole unit cells are taken into account, hence, optical
phonons are not considered. For our purpose this simplified description is
adequate, but note that optical-distortions may be readily incorporated as
well [62]. The underlying concept is depicted in figure 2.11. Along one
direction atoms with massmi (in our case unit cells) are connected by springs
κi which are displaced from their equilibrium position by xi. We consider N
unit cells and the index i counts the unit cells. After optical excitation of
one material (SRO, blue dots) stress builds up within time tstress. This is
equivalent to a compression of the corresponding springs with the atoms still
at their equilibrium position, that is, no strain. At the interfaces where
the stress is not balanced, propagating strain waves originate and modify
the interatomic distances. For details about the calculation please refer to
appendix B.
A superlattice structure gives rise to a new periodicity along its stacking
direction z and defines a new structure unit cell. This is the origin of its
distinct dispersion relation. If one superlattice period dSL consists of several
unit cell layers of the constituent materials, the new unit cell is large. The
large unit cell in real-space corresponds to a folded Brillouin zone in k-space
extending between kz=0 and π/dSL. Acoustic phonon excitations of bulk
materials that extend over many unit cells are modified in the superlattice. In
k-space, such a modification manifests the back-folding of the bulk acoustic
phonon dispersion into the folded Brillouin zone of the superlattice in z-
direction. Backfolding results in additional phonon branches, which are, in
fact, optical phonons in the superlattice zone scheme, separated by energy
gaps at kz=0 and π/dSL. This is shown in figure 2.12.
To be more specific we show a calculation for a superlattice structure
containing 12 unit cells of Pb(Zr0.8Ti0.2)O3 and 16 unit cells SrRuO3. This
sample was used in a series of experiments, in particular in chapter 6. In
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Figure 2.11: Schematic of linear chain model. Stress in the SRO layers
is produced within tstress, equivalent to a compression of the springs, with
the atoms still at their equilibrium position (that is, no strain). Propagating
strain fronts originate from interfaces where the stress is not balanced. Lower
rows show a snapshot of a ZFLAP oscillation for t = T/2 and t = T .
the folded Brillouin zone these longitudinal acoustic phonons are referred to
as zone folded acoustic phonons or ZFLAP. They are former bulk acoustic
phonons with wave vector k = gSL, which are transformed into an optical
phonon of the SL at k = 0. In figure 2.12 b), there exist two phonon modes
at k = 0 and ν ≈ 0.5 THz, which correspond to a symmetric A1 and anti-
symmetric B2 ZFLAP [red and blue dot in Figure 2.12 b)]. The A1 mode has
maximal atomic displacements and thus a node of the lattice strain ∆a/a0
at the center of the PZT and SRO layers, whereas the B2 mode (blue dot)
has maximal strain and no atomic displacement at these symmetry centers
[compare figure 2.12 c)]. The fact that the symmetric A1 mode has higher
frequency than the asymmetric B2 mode is determined by the masses and
force constants in the linear chain model. X-ray diffraction is most sensitive
on the A1 mode.
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Figure 2.12: a) Superlattice longitudinal acoustic phonon dispersion, both in
the Brillouin zone of the average lattice constant a0 and in the folded Brillouin
zone determined by the superlattice periodicity dSL. The reciprocal SL vector
gSL indicates the experimentally excited ZFLAP. b) A more detailed view of
the zone folded Brillouin zone. The symmetric ZFLAP A1 is marked with a
red dot, the asymmetric ZFLAP B2 with a blue dot. c) Strain distribution
for the A1 and B2 mode in a superlattice structure.
2.9.2 Time Resolved X-Ray Diffraction of Transient
Structures
Time dependent deviations from an equilibrium crystal structure may hap-
pen on a very fast time-scale, determined by the microscopic interactions.
Such lattice dynamics or phonon modes generally evade direct investigation
since established ultrafast optical spectroscopy only gives indirect access to
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structural information and conventional (static) X-ray diffraction measures
the time- and space-averaged crystal structure and cannot resolve the mo-
mentary position of the individual atoms. Time-resolved X-ray techniques
offer the potential to overcome these limitations.
Figure 2.13: We consider a symmetric X-ray diffraction geometry with a
scattering wave vector ∆k = G parallel to the vertical direction along which
different kinds of lattice distortions (upper panel a-d) occur. In each case, the
dynamically strained crystal (red •) is compared with the undistorted lattice
(black •). The lower panel e-h) shows the influence of these distortions on
the angular pattern of a Bragg peak [63].
In general, changes in the crystal lattice affect both the position and
strength of the Bragg peaks. In figure 2.13, different types of lattice changes
are illustrated in a schematic way [63, 64]. One can differentiate the following
kinds of excitations of phonons and their impact on the X-ray diffraction
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pattern:
• One of the very first experiments with ultrashort X-ray pulses studied
the structural changes due to laser heating in an organic film [3]. A
strong decrease of a Bragg reflection on a sub-picosecond time-scale
was attributed to laser-induced disorder, followed by slower thermal
expansion [figure 2.13 a) and e)]. Further prominent examples are
photoinduced melting, a transition from an ordered solid to a disordered
liquid phase, which is connected with a randomization and fluctuation
of atomic positions. Several papers focused on the onset of melting on
an ultrafast time-scale in InSb and Ge samples [4, 7, 8, 13, 14]. In
particular, the experimental results of the last two listed publications
point to an initial isotropic disordering process, independent of the
reciprocal lattice vector, which only eventually leads to the transition
from crystalline solid to disordered liquid. The conclusion is that the
inter-atomic potentials are softened and the atoms initially move freely
with large amplitude along an effectively barrier-less potential energy
surface with initial conditions set by room temperature thermodynamic
velocities. This loss of the long-range order suppresses all Bragg peaks.
The Debye-Waller effect is a well known example where excitation of
phonons due to an elevated temperature modify the X-ray pattern. The
incoherent, statistical atomic motions lead to a reduction of all X-ray
reflection, while the effect is larger for reflections with a high index.
This was studied on an ultrafast time scale on a germanium sample
[12].
• If the energy of the optical excitation is transferred to the lattice it leads
to a spatial expansion and to a compression of adjacent (unexcited)
parts of the sample. Acoustic phonon and shock wave propagation in
crystalline solids was investigated inter alia by [8, 26–29, 31, 65–70].
The relevant time-scales are set by the velocity of sound and, depend-
ing on the particular length scale (1 − 100 nm), range between a few
picoseconds and hundreds of picoseconds. Homogeneous longitudinal
acoustic strain is connected with a change in the crystal volume, and
leads to an angular shift of the Bragg peaks [figure 2.13 b) and f)].
If the wave vector of the acoustic phonon is larger than the studied
length scale, the phonons lead to sidebands, because the phonon spa-
tially modulates the lattice planes. For insufficient angular resolution,
an effective broadening of the Bragg peak is observed while keeping its
integrated intensity [figure 2.13 c) and g)]. Note that this is only true
if it is adequate to apply the kinematic description. Quite different and
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astonishing effects may result for perfect crystals in the framework of
dynamical X-ray diffraction theory (compare chapter 4).
• Finally homogenous optical phonon excitations are structural changes
within the unit cell and can lead to both an increase or a decrease in
the strength of individual Bragg peaks via changes in the structure fac-
tor [figure 2.13 d) and h)]. The most prominent example is the direct
observation of the totally symmetric A1g optical mode in Bismuth [9].
For the first time, the atomic displacement within the unit cell was
measured, as well as its relationship with the stability limit of a struc-
tural phase. Strong excitation corresponding to atomic displacements
of more than 10 per cent of the nearest-neighbor distance – near the
Lindemann limit – leads to a subsequent loss of long-range order, which
was attributed to the melting of the material. This experiment trig-
gered a number of further time-resolved X-ray diffraction experiment
on Bismuth [16, 19, 20]. In particular, the controversy whether the ob-
served amplitude-dependent frequency of optical phonons in Bismuth
was caused by anharmonicity or softening of the interatomic potential
was addressed. Direct observation of the atomic amplitudes decided
this in favor of the latter [16]. Also excitations of zone folded longitu-
dinal acoustic phonons (ZFLAP) may be counted as optical phonons,
with the superlattice periodicity as unit-cell. For the first time, X-ray
diffraction experiments on a GaAs/AlGaAs superlattice system unam-
biguously unraveled the excitation mechanism as being of a displacive
kind [11].
Conformational changes of molecules in a crystalline environment also
belong to this class of structural changes. Beautiful experiments carried
out in Grenoble in the group of Michael Wulff include a time-resolved
Laue X-ray experiment, where about 3000 diffraction peaks where an-
alyzed to literally ‘watch’ a protein as it executes its function [71].
Another example is the observation of a paramagnetic/ferromagnetic
phase transition in an organic crystal [10].
In general, the observed dynamics consist of both structural changes within
the unit cell connected with optical phonon excitations and variations of the
unit cell size related to acoustic phonons with a wavelength larger than the
dimensions of a unit cell. Optical phonon excitations modify local geometries
and thus the structure factor, whereas acoustic phonons result in long-range
changes of geometry. Note that changes within the unit cell happen on a
time scale set by the phonon period, whereas changes of the size of the unit
cell are determined by the dimension of the entire structure and the velocity
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of sound and are generally much slower.
Chapter 3
Experiment
Science and technology has accepted the immense challenge to extend ul-
trafast techniques to an ever increasing photon energy, paving the way to
ultrafast X-ray science. Two approaches have proven to be most successful,
namely laboratory-based sources, such as laser-driven plasmas and high har-
monic generation, and large scale accelerator based installations, in particular
with additional electron bunch compression or electron slicing schemes. In
the near future the free electron laser (FEL) promises a great leap forward
in ultrafast X-ray technology. Each method has its specific advantages and
limitations, and whether they can meet the expectations of scientists will
depend on the investigated problem. The following gives a brief introduction
of the available light sources for high energetic photons which paved the way
for ultrafast X-ray science.
Synchrotrons are a well established source of highly brilliant and tunable
X-ray light. Relativistic electron bunches are accelerated and cycled in a
storage ring and used to emit X-ray pulses from bend magnets or insertion
devices. However, the pulse width of the radiated X-rays is limited to the
20-100 ps range, determined by the equilibrium length of a stored electron
bunch. Pioneering techniques have been developed at the bending magnet
beamline of the Advanced Light Source in Berkeley to overcome the inher-
ent limitations of the time-resolution of synchrotron light. In a first step
subpicosecond X-ray pulses were generated by 90◦ Thomson scattering [72],
however only low flux densities could be achieved. A few years later it was
replaced by the much more successful slicing scheme: an optical femtosecond
laser pulse scatters from a relativistic electron bunch and cuts out a slice of
the ≈ 100 ps long synchrotron pulse [73]. While the X-ray pulse duration
is indeed very short (≈ 100 fs), its apparent disadvantage is that it discards
most photons and, as a result, also only delivers a moderate X-ray flux. Fur-
thermore, its extraction from the large pedestal due to the picosecond X-ray
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pulse is still problematic. Nonetheless this scheme has also been successfully
implemented at the Swiss Light Source [74] extending to the hard X-ray range
and at BESSY for the soft X-ray regime [75, 76]. In a different approach to
produce femtosecond X-ray bursts, electron bunches at the Stanford Lin-
ear Accelerator Center (SLAC) are chirped and then sent through a series of
energy-dispersive magnetic chicanes to create 80-fs electron pulses. These are
then transported through an undulator (periodic, transverse magnetic fields)
to create sub 100-femtosecond X-ray pulses. The SPPS (Sub-Picosecond-
Pulse-Source) operated at a fixed wavelength at a rather small repetition
rate of ≈ 10 Hz. The SPPS was shut down in 2006 to make way for the
Stanford Coherent Light Source (LCLS), a free electron laser extending into
the hard X-ray regime, which is planned to be operational in 2009. A sec-
ond FEL is being built in Hamburg and is expected to be commissioned at
the end of 2013. The principle of FELs is self-amplified-stimulated-emission
(SASE). A relativistic electron bunch traverses a long undulator, where it
emits synchrotron radiation. The radiated light interacts with the electrons
and leads to micro-bunching of the electrons, separated by a distance equal to
one wavelength of the radiation. Since the emitted light is in phase with the
motion of the electrons, coherent constructive superposition stimulates fur-
ther emission and result in a very intense X-ray laser beam. The wavelength
may be readily tuned by adjusting the energy of the electron beam or the
magnetic field strength of the undulators. The LCLS will deliver monochro-
matic, sub 100 fs pulses in an energy range between 800 eV and 8 KeV and
deliver the enormous brilliance of up to 1033 photons/(s mm2 mrad2 0.1%
bandwidth) or about 1012 photons/pulse. One disadvantage is shared by all
accelerator based X-ray sources, namely the lack of inherent synchronization
with the excitation laser pulse (not to mention that they come with a hefty
price tag). Despite significant progress (in particular [19, 77]), pump/probe
path length fluctuations, arising from the large spatial dimensions, have re-
mained detrimental to a femtosecond time resolution.
Laboratory based sources include high harmonic generation, which are
based on focusing an ultrashort optical pulse in a gas yet, which then gener-
ates harmonics of the fundamental frequency up to the XUV [78–81]. These
sources are (currently) limited to pulse energies of up to about 400 eV. Yet,
these pulses are extremely short and have sparked the field of attosecond
physics. For studies of structural dynamics in condensed phase media, how-
ever, higher photon energies in the keV range are required. Indeed first
experiments seem to indicate that the production of hard X-rays with high
harmonic generation may be a viable route [82].
In this work a laser-driven plasma source is used to produce ultrashort












































































































































































































































































































underlying physical processes are given in the following section. Early real-
izations of laser-generated plasma sources have mostly focused on the charac-
teristic line emissions [83–85], whereas only a few attempts have been made
to optimize the broadband background radiation [86–88].
Finally an exciting new development must be mentioned in which syn-
chrotron radiation is produced by accelerating electrons in a laser-plasma
wakefield [89]. The generated electron bunches with 64 MeV energy and an
estimated length of only 10 fs are sent through an undulator to produce syn-
chrotron radiation in the visible to infrared range. The demonstrated scaling
of wavelength with energy promises future potential of such novel laser-based
light sources to generate radiation from the infrared to X-ray wavelengths.
Table 3.1 summarizes the current and future parameters of the different
sources capable of producing ultrashort X-ray pulses.
The following section will introduce the main components of the experi-
mental setup, consisting of a Ti-Sapphire laser system, the copper band target
for the production of the ultrashort X-ray pulses, optics for different wave-
length and pump geometries, X-ray optics to manipulate the probe beam, a
cryostat to control the temperature of the sample and finally CCD-cameras
for X-ray detection. It includes a summary of the important characteristics
of the laser-based X-ray source with special emphasis on time resolution and
time-delay zero determination.
3.1 Ti-Sapphire Laser System
For the generation of ultrashort Kα radiation we use a Ti:sapphire laser sys-
tem, operated at a 1-kHz repetition rate. A Kerr-lens mode-locked Ti:sapph-
ire oscillator with a prism-free chirped mirror design generates pulses of 22-fs
duration. These pulses are stretched to the duration of 230 ps and amplified
by a regenerative amplifier. The output pulses of an energy of 1.7mJ are
passed through a λ/2 Pockels cell and a calcite polarizer for additional sup-
pression of prepulses. The final amplification is performed in a 20-mm-long
Ti:sapphire rod cooled to 213 K and placed in a small evacuated chamber to
prevent condensation. The rod is pumped with two Q-switched, intracavity
frequency-doubled Nd:YLF lasers, each producing up to 20-W average power
at 527 nm. After amplification to a pulse energy of 9.6mJ, the pulses are
compressed by a two grating (1200 lines/mm) compressor. Output pulses
with an energy up to 6.2mJ and a pulse duration of 45 fs are generated. The
temporal structure of the pulses was measured by a third-order autocorrela-
tor with a dynamic range of eight orders of magnitude. The contrast of the
main pulse to amplified spontaneous emission (ASE) was 107. The energy
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Figure 3.1: Third order correlation measurement. The contrast of the main
pulse to amplified spontaneous emission (ASE) is 107. The energy contrast
of the main pulse to the pre-pulse located at 6.5 ps before the main pulse is
as high as 105
contrast of the main pulse to the pre-pulse located at 6.5 ps before the main
pulse was as high as 105 [compare figure 3.1]. The laser-beam quality an-
alyzed with a Shack-Hartmann wavefront sensor showed a Strehl ratio 1 of
0.973 (RMS=0.025 waves). The pulse-to-pulse energy fluctuation was 0.3%
(RMS) [90, 91].
3.1.1 Pump Probe Setup
The pump-probe technique employs a strong pump pulse, which optically
induces a non-equilibrium state in the sample that is monitored by a delayed
X-ray pulse, called the probe pulse. By changing the time-delay between
pump and probe pulses one samples the evolution of the excited state as a
function of time, or, takes snapshots of a moving structure. The temporal
resolution is ultimately limited by the duration of the pulses, however, non-
collinearity or chromatic dispersion of pump and probe beams may reduce
the temporal resolution. The timing between the two pulses is controlled
1Strehl ratio is the ratio of the observed peak intensity at the detection plane of a tele-
scope or other imaging system from a point source compared to the theoretical maximum
peak intensity of a perfect imaging system working at the diffraction limit.
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by a mechanical delay stage, which can be moved with µm-precision. For
example an additional path length of 3µm for the probe pulse corresponds
to an observation only 10 fs after the excitation has taken place, determined
by the velocity of light. The important condition that the probe pulse only
weakly interacts with the sample and does not alter the state, which it is
observing, is well fulfilled for our low intensity X-ray flux.
A schematic of the experimental setup is shown in figure 3.2 a). The
main beam is divided by a beam splitter with the ratio 5:95. The intense
part is sent into the vacuum chamber to generate X-rays, while the weak part
with approximately 300 µJ energy is used as pump-pulse. Its beam waist is
reduced by a telescope, subsequently passes the delay stage and is collimated
onto the sample. Additionally the wavelength of the pump beam can be
tuned, either by second harmonic generation in a BBO crystal or with an
optical parametric amplifier (OPA). In the OPA a strong pump wave (k1, ω1)
and a collinear weak seed wave (k2,ω2) generates a third light wave (k3, ω3) at
their difference frequency. Simultaneously, the wave at the lower frequency
ω2 is amplified to fulfill energy and momentum conservation:
ω1 = ω2 + ω3 with ω2 > ω3 (3.1)
~k1 = ~k2 + ~k3 (3.2)
Equation 3.2 describes the phase-matching condition, where identical phases
of the three light fields are involved such that constructive interference be-
tween the pump wave and the converted waves occurs during propagation
through the nonlinear crystal. The light wave at frequency ω1 is called the
fundamental whereas ω2 and ω3 are termed signal and idler, respectively.
Phase-matching is achieved by exploiting the birefringence of the crystal.
This allows to tune the wavelength between 1.2 µm (signal) and 2.2 µm
(idler) with pulse energies of typically Eidler = 20 µJ and Esignal = 35 µJ. For
more details please refer to [92], where the exact same setup is characterized
and explained in more detail.
3.2 X-Ray Source
A picture of the vacuum chamber for X-ray production is shown in fig-
ure 3.3 a). The key element of the X-ray source consists of a copper-foil
transportation system. A 20 mm wide and 20 µm thick foil is spooled onto
two coils and can be moved back and forth. The speed of the coils is adjusted
such that each laser pulse hits a fresh surface. Since the laser pulse induces a
damaged spot of about 20 µm diameter [compare figure 3.3 b)] with a 1 kHz
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Figure 3.2: a) Schematic of the experimental setup. In a geometry with no
X-ray mirror one can perform optical pump/optical probe experiments in
the same setup to determine time-delay zero. b) Extension of the setup with
a multilayer mirror and a cryostat. The contrast of the X-ray diffraction
pattern is enhanced when using a mirror.
repetition rate the minimal speed is 2 cm/s. As soon as the end of the band
is reached, the band shifts vertically by about 0.5 mm and starts to move in
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the other direction. The p-polarized laser beam is focused by a lens of 100
mm focal length into a spot with a diameter of 6.7 µm FWHM, producing an
on-axis peak intensity of more than 1017 W/cm2. The rapid heating of the
copper target by the focused laser beam causes a shock wave, which leads to
the ejection of molecular clusters and small target fragments. To protect the
focusing lens from the copper debris, a 175 µm thick and 200 m long plastic
band is placed in front of the lens and is continuously moved during the ex-
periment at approximately 20 mm/min. The protective band also changes its
direction once it has reached its end. It is sufficient to replace the band after
about 10 hours of operation, when the laser transmission decreases due to a
copper coating. The whole setup is placed into a vacuum chamber which is
evacuated to pressures below 10−4 mbar. This is necessary to avoid ionization
of air, which takes place at much lower intensities of about 5× 1014 W/cm2
under ambient pressure.
3.2.1 Physical Origin of Characteristic X-Ray Pulses
When an ultrashort, intense laser beam is incident on a solid target the
electrons and ions in a thin layer at the air/target interface experience the
electric field of the laser, which greatly exceeds the typical atomic fields. For
intensities above 1015 W/cm2 one usually identifies two dominant processes
for energy transfer, resonance absorption and vacuum heating. Resonant
absorption relies on an efficient coupling between the electromagnetic wave
and the electron plasma in the target. In the standard picture [93], a p-
polarized light wave tunnels through to the critical surface (Ne = Nc), where
it excites a plasma wave. This wave grows over a number of laser periods and
is eventually damped by collisions [94, 95]. The critical density for a laser
frequency ωLaser = 2.4×10151/s is given by Nc = ωLaserme/(4πe) = 2.5×1018
cm−3. For an approximate plasma expansion velocity of 0.1 nm/fs and for
a laser pulses with a duration of only 45 fs, the interaction basically takes
place with a solid target (for example: NCu = 8.5 × 1022 cm−3e). For this
condition of an overdense plasma resonance absorption ceases to work. It has
been shown though, that by applying a pre-pulse, which is intense enough to
ionize the target, the efficiency of the energy transfer via resonance absorption
may be enhanced [96, 97]. However, this approach has not been followed.
The alternative model of vacuum heating was proposed by Brunel [98]
in which the electrons are directly heated by the p-polarized laser beam.
According to this model, the electric field of the laser drags the electrons
away from the target surface, turns them around and accelerates them back
into the solid, all within one half laser cycle. The electrons can gain very high
kinetic energies and enter the target to produce X-ray radiation by K-shell
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Figure 3.3: a) Photograph of the vacuum chamber. The laser beam enters
through the middle and is focused onto the copper foil. The lens is protected
by a moving plastic band. b) Photograph of the used copper foil. The laser
drills holes of ≈ 20 µm diameter in to the copper foil.
ionization and bremsstrahlung [84], similar to a conventional X-ray tube.
Brunel-like vacuum heating is assumed to be the dominant mechanism in
the X-ray source described in this chapter.
Assuming a Maxwellian distribution of hot electrons E ∝ c · exp(−E/Te)
[99, 100], the high energetic bremsstrahlung has been associated with the
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average energies of the hot electrons [101, 102]. Usually the electron tem-
perature is determined by the ponderomotive scaling law and the electron
temperature as a function of laser irradiance ranges between Te ∝ (Iλ2)0.3...0.5
[103–105].
3.2.2 Characterization of the X-Ray Source
The following section discusses the most important properties of the laser-
based X-ray source [106, 107]. The most relevant parameters for time-
resolved X-ray diffraction experiments include the number of produced X-ray
photons, the duration of the X-ray pulses and the source size. A study on the
flux dependence as a function of copper-foil thicknesses is mentioned [108].
X-Ray Yield
The incoherent X-rays are assumed to be emitted homogeneously in 4 π and
are detected in transmission and reflection geometry. In all measurements the
angle between the p-polarized laser and the copper foil is chosen to be 20◦,
for which the X-ray flux showed a pronounced maximum. The low energy
part between 2.5 -20 keV is detected with Si based photodiode (XR-100CR
Amptek Inc.) with a resolution of 250 eV, the high energetic background is
measured with a scintillation photomultiplier detector (Scionix Inc. with a
detection range up to 150 keV with 3-10 keV resolution). Both detectors are
placed 1.3 m away from the source and the use of an additional lead pinhole
assures a single photon counting mode.
Figure 3.4 a) shows the spectrum of the characteristic Cu Kα (the doublet
line Cu Kα1 = 8048 eV and Kα2 = 8028 eV is not resolved) and the Kβ =
8905 eV line. The inset of figure 3.4 a) plots the higher energetic X-ray
radiation on a logarithmic scale. The high energetic X-ray photons yield an
electron energy of Ee = 28 keV, assuming the relation given in the previous
section. The total X-ray flux as well as the number of only Kα photons are
measured in transmission geometry as a function of pulse energy. The pulse
energy is reduced by different beam splitters, whereas the beam diameter
and pulse duration is kept constant. As shown in figure 3.4 the X-ray yield
increases with higher pulse energy and reaches the highest measured value of
6.8× 1010 photons/second for 5 mJ pulses, corresponding to an intensity of
≈ 1017 W/cm2. The conversion efficiency of laser energy into the Kα emission
reaches a maximal value of 2× 10−5.
The increasing X-ray yield with higher laser intensities is consistent with
the steep increase of the electron cross-section for the K-shell ionization with
increasing electron energies. Both a calculation based on the Bethe formula as
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Figure 3.4: a) Characteristic K-shell radiation of the laser based X-ray source
in transmission geometry. Inset: High energetic Bremsstrahlung with a fit to
yield an electron temperature Te=28 keV. b) X-ray flux and Kα conversion
efficiency as a function of pulse energy. Inset: Calculated and experimental
cross-section for K-shell ionization Rez [109], Liu et al. [110]
well as experimental data for the cross-section for K-shell ionization of copper
as a function of electron energies is shown in the inset of figure 3.4 b) [109,
110]. It shows a maximum around ≈ 27 keV, which in our case corresponds
to the highest laser intensity of ≈ 1017 W/cm2. Note that for Titanium,
an alternative material commonly used in laser based X-ray sources, the
maximal cross-section is at ≈ 5×1015 W/cm2, roughly an order of magnitude
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lower compared to copper [97, 104]. Accordingly a saturation of the X-
ray flux with increasing laser intensity has been shown experimentally [111].
In our setup no saturation of the X-ray flux has yet been observed. This
suggests that with higher pulse energy or tighter focusing the X-ray flux
should increase.
Additionally it has to be taken into account that for moderate electron
energies, the stopping length for electrons is shorter than the thickness of
the used copper foils. Thus, fast electrons (100 keV) will slow down within
the target to energies around the optimal Te ≈ 27 keV and efficient K shell
ionization will still take place. Calculated CSDA values (continuous stopping
down approximation), that is, a very close approximation to the average
path length traveled by a charged particle as it slows down to rest, can be
accessed from the ESTAR sever of the National Institute for Standards and
Technology. For copper, values of 3.5 µm for approximately 30 keV electrons
and 20 µm for 90 keV electrons are given. Note that ionization of the K-shell
of copper seizes to work below an electron energy of approximately 8 keV,
however such low energetic electrons have an almost negligible path length in
Cu. More importantly, multiple scattering events change the direction of the
electrons such that not all electrons reach the maximal penetration depth.
X-Ray Source Size
The size of the X-ray emitting area has been measured in the horizontal
plane by using a knife-edge technique and detecting a 23-fold magnified X-
ray image with a CCD. Integration of the shadow image yields a source size
of only 10µm [figure 3.5].
This is only insignificantly larger than the laser spot size. This has been
observed previously for a similar laser/X-ray spot ratio of 8µm/11µm [84].
The small size of the source suggests that the electrons are stopped in the
copper foil within a few micrometers.
Study for Different Foil Thicknesses
The X-ray yield for different foil thicknesses was studied experimentally both
in forward (transmission) and backward (reflection) geometry and the results
are shown in figure 3.5. The data points for the same foil thickness were mea-
sured simultaneously. In reflection geometry we observe a constant photon
flux, with a mean value of 8.7 × 1010 photons/s. In transmission geometry
the x-ray flux decreases with increasing foil thickness and is reduced by more
than 50% for the 40 µm thick target.
The most straightforward explanation for the constant flux in reflection
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Figure 3.5: a) Experimental shadow image for a knife edge measurement
(hollow circles) and the corresponding Gaussian profile of the x-ray emitting
area (solid curve). The focal spot of the laser is shown for comparison. b)
X-ray flux for different copper foil thicknesses for transmission and reflection
geometry. The red dotted line shows the calculated transmitted X-ray in-
tensity for a mean electron penetration depth of 3.7 µm. Inset: Schematic
showing the attenuation for the reflection and transmission geometry.
and a simultaneous decreasing flux for transmission is schematically shown in
the inset of the figure 3.5. The electrons are stopped within a few micrometers
(xR<10µm) where they act as a source for the X-ray flux. The transmitted
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X-ray beam suffers attenuation as it traverses the increasing distance xT of
the copper foil, while the reflected X-rays always cross the same distance xR.
For a qualitative analysis we compare the measured data points for reflection
and transmission for each foil thickness and calculate an average depth for
the source of the X-rays. We use Lambert Beer’s law and an attenuation
coefficient of copper µCuKα ≈ 0.045 µm−1 [40] and extract a mean penetration
depth of
xe = xR = 3.7± 0.7µm. (3.3)
For a copper foil exceeding this thickness the X-ray flux in backward-direction
is constant [compare dotted line in figure 3.5], at 2xR the flux for transmitted
and reflected X-rays are equal. The transmitted X-ray flux decreases with
increasing foil thickness as depicted by the calculated red, dotted line in
figure 3.5. For copper foils thinner than 3.6 µm one would expect a decreasing
X-ray flux, as the electrons are too energetic to fully deposit their energy
within the target. This is apparently not the case for the foil thicknesses
studied in this work, such that the target may be treated as being essentially
a bulk material. This analysis is certainly an oversimplification of the very
complicated underlying plasma physics. The electron energy distribution
may be non-gaussian, multiple scattering events may take place and so forth.
Nonetheless it gives a simple approximation of the electron stopping length,
which is also in very good agreement with the value estimated for an electron
temperature of 28 keV.
Defiant of the somewhat lower X-ray yield we favor the transmission ge-
ometry for the time-resolved experiments. First, the group velocities of the
X-ray and the laser pulses are similar, and thus the timing of the optical
pump and the X-ray probe can be determined by using a part of the laser
beam, which passes through the target on the same path as the X-ray beam
for adjustment in an all-optical cross correlation. Secondly, the temporal
jitter, which is caused by microscopic fluctuations of the target position and
exists for the reflection configuration, is eliminated for the transmission con-
figuration. In the time-resolved experiments discussed in this work we used
exclusively 20 µm thick targets, mainly because of their better long-term
mechanical stability.
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3.3 Time-Resolved X-Ray Diffraction Setup
3.3.1 X-Ray Pulse Duration and Accurate Time Delay
Zero Determination
The temporal durations of the pump and probe pulses are important parame-
ters because they limit the temporal resolution of the measurement systems.
Pulse characterization in the visible and near-infrared is well established,
and also for shorter wavelength in the XUV and soft X-ray regime new sensi-
tive methods have been developed. For hard X-rays with multi keV-energies
and sub-picosecond pulse duration, pulse characterization is still an unsolved
problem. Two methods have been reported for measuring the ultrashort pulse
duration in the XUV-to X-ray region. One uses an X-ray streak camera, with
a temporal resolution of only a few picoseconds, and the other is based on the
correlation method. The correlation method can be classified into two types:
auto-correlation and cross-correlation. The auto-correlation method records
the signal resulting from the temporal overlap of a master pulse and a replica
of it in a non-linear medium as a function of the time delay between the two
pulses. In the XUV region, this has been demonstrated by using two-photon
ionization of He or Ar and Xe gas [112, 113]. This has only been successfully
applied for wavelength of up to 88 nm (9th harmonic of the Ti:Sa laser pulse)
mainly because it is difficult to produce pulses which are intense enough to
induce measurable nonlinearities of atomic media. Cross-correlation may
have an enhanced sensitivity because it replaces one of the two weak photon
beams by an intense laser pulse. A widely used cross-correlation method
in the XUV to soft-X-ray region is based on the laser-assisted photoelectric
effect (LAPE) [80, 114–119] The LAPE induces changes in the photoelectron
energy spectrum, that is, appearance of sidebands, peak energy shift, and
broadening of the peaks, and these changes are recorded as a function of the
time delay between the intense laser pulse and the weak short-wavelength
pulse. Going to larger photon energies these methods eventually fail also as
the photo absorption cross-section starts to decrease exponentially. Addi-
tionally to identify the spectral shift of the resulting side-bands, the X-ray
spectral width must be kept well below the laser photon energy ~ω ≈ 1.6
eV to avoid overlap of the sidebands with the main peak. For Cu Kα1 and
Kα2 with a line width of 2.4 eV and 2.9 eV, respectively, [120] this is not ful-
filled. At the FEL in Hamburg (FLASH) it was recently demonstrated that
soft high-flux X-ray pulses (≈ 40 eV) can induce a sub-picosecond transient
optical reflectivity change in GaAs [121]. The authors expect this method to
be applicable for higher X-ray energies up to keV, in particular, for the very
high flux of future FELs. They propose this method as a tool to determine
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the X-ray/optical cross-correlation for time-resolved FEL experiments.
So far only upper limits for the temporal duration of hard X-ray pulses
have been inferred in ultrafast X-ray diffraction experiments: changes of
X-ray diffraction signals due to non-thermal melting [4, 8, 14, 122] and/or
strain generation in semiconductors [11, 26] have been analyzed and give
lower limits between 300 and 500 fs. Also by X-ray diffraction observation
of laser-induced coherent optical phonons in bulk bismuth, determined the
X-ray pulses of the Swiss Light Source with a slicing scheme to have a du-
ration of 140 ± 30 fs FWHM [19, 20]. The majority of time-resolved X-ray
diffraction experiments have measured X-ray intensity changes due to atomic
movements, which due to their finite inertia, set an upper limit to the tem-
poral resolution. In laser-based X-ray sources with moderate photon fluxes,
it remains a challenge to find a measurable, instantaneous X-ray response
due to solely electronic contributions.2
The difficulty to determine the X-ray pulse duration impedes measure-
ments of absolute time-delay zero between optical pump and X-ray probe
beam in a cross-correlation measurement. Experiments with accelerator
based X-ray sources require a synchronized femtosecond laser providing the
pump pulses. The jitter between the X-ray pulses and an external pump laser
pulse has been measured indirectly by an electro-optical sampling technique
that records the arrival time of electron bunches with subpicosecond accuracy
[77], but does not provide the timing of the X-ray pulse at the location of
the sample. For experiments with laser driven plasma sources, where optical
pump and X-ray probe pulses are intrinsically synchronized, one may use
a sample showing a fast X-ray response upon excitation to infer time-delay
zero. This method may be hampered by the irreversible character of the
pump-induced structural changes, requiring a fresh sample volume for each
pump pulse and, thus, limiting the maximum possible pulse repetition rate.
Again the assumption of an instantaneous sample response may be invalid.
Our Experimental Approach
In the following a novel technique is presented to determine time-delay zero
by comparing the very pronounced X-ray reflectivity change of a superlattice
sample (compare section 5.2 for a detailed description of the sample) to its
instantaneous optical response. This is achieved in a setup without X-ray op-
tic as shown in figure 3.6. The optically induced X-ray transient is measured
first. For the comparative measurement of the transient optical reflectivity
2One promising approach is the investigation of the forbidden (222) reflection of dia-
mond, which exclusively stems from bonding electrons. Preliminary time-resolved experi-
ments have been carried out, however, no conclusive results presently exist.
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of the sample, the Cu target and the 10 µm thick Aluminum/Kapton seal
of the vacuum chamber are removed and the probe pulse that normally gen-
erates the X-rays, is attenuated by closing an iris. Otherwise, the pathway
of the probe pulse and the sample position are left unchanged. The attenu-
ated 800 nm probe beam hits the sample at the same position as the X-ray
pulses and the reflected or transmitted intensity is measured as a function of
pump-probe delay, t, with a photodiode. To enhance the signal to noise ratio
the optical pump beam is chopped with 500 Hz and the signals with and
without pump pulse are compared. The form of temporal response is inde-
pendent of the excitation energy. The comparison between optical and X-ray
response calibrates the superlattice sample, which can than be used to infer
time-delay zero with an accuracy of ± 100 fs [123]. Additionally to confirm
that the steep signal change in the all-optical experiment corresponds to an
instantaneous response, time delay zero was measured by cross-correlation
of the optical pump and optical probe pulse in a BBO crystal. Hence, the
ultrafast X-ray response is calibrated: the first minimum of the oscillatory
signal change occurs at t = 2.0 ps (see graph in figure 3.6). For comparison
of the temporal response of a SL for different excitation wavelength a three
beam setup was implemented as schematically indicated in figure 3.6. This
seems to be the only possible solution since, due to the low pulse energies
of the near-infrared pulses, these experiments had to be performed with a
focused X-ray beam, that is, with an X-ray mirror. The X-ray mirror was
sealed with Beryllium windows and therefore did not transmit optical wave-
lengths. The beam path (b1) for the fundamental pump pulses (λ = 800
nm) was calibrated as mentioned above, that is, the first minimum of the
X-ray oscillation was set to be at t = 2.0 ps. The third beam (b3) was split
off by a second beam splitter (BS2) and its path length was controlled by a
second delay stage. It was set to an equal length compared to the λ = 800
nm pulses (b1) by second harmonic generation in a BBO crystal. Finally
time delay zero between the X-ray pulses and the near infrared pump pulses
(b2) (signal or idler output of an OPA) was determined by again measuring
the respective frequency mixing in a BBO crystal with the third beam (b3).
The BBO crystal was mounted on a pinhole with 100 µm diameter and was
fixed on the sample itself. For this method we estimate an accuracy of ±100
fs.
Target Geometry and X-ray Pulse Duration
Finally it is worthwhile to discuss the physical constraints of the X-ray pulse
duration in laser-driven plasma sources. In particular, we will address a pos-
sible dependence of the temporal length of X-ray pulses on the thickness of
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Figure 3.6: Schematic of the experimental setup to determine time delay
zero. Without X-ray mirror the optical response determines time delay zero
with an accuracy of ±100 fs. The ultrafast X-ray and optical transients are
shown in the upper right hand corner. For experiments with an X-ray optic
a third beam is set to equal length with the calibrated λ = 800 nm beam
path.
the target. For bulk targets we expect an increase in pulse duration with
increasing laser intensity. As the higher energetic electrons penetrate deeper
into the material and continue to produce Kα photons, their velocity mis-
match broadens the X-ray pulse. In very thin foils this can be minimized,
even though possibly at the cost of reducing the total X-ray flux. The hot
electrons traverses the foil before depositing their entire energy and thus
limiting the interaction length. For very thin foils Monte Carlo calculations
predict a 90 fs long X-ray pulse in a 1.7 µm Cu foil for an intensity of 7
×1015 W/cm2 [104]. Simulations also point to an asymmetric temporal pulse
shape with a long tail. The inferred electron temperature in our setup of
T ≈ 28 keV corresponds to a velocity of ve ≈ 0.32 c, thus an X-ray photon
generated at the front surface of the foil leaves the target earlier than a pho-
ton generated at a position deeper inside the target. With the approximate
stopping length for 28 keV electrons in copper of approximately 3.5 µm, the
velocity dispersion should only amount to a time smearing of ≈ 30 fs. If these
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simple considerations hold and vacuum heating is the dominant mechanism,
we may expect to produce X-ray pulses, which are not considerably longer
than the driving laser pulse.
3.3.2 Detecting X-Ray Pulses
CCD-cameras compared to photon counting detectors not only greatly ease
the alignment, but may also provide two pieces of information simultane-
ously, namely the intensity of reflections as well as their angular position.
Furthermore two or more closely spaced reflections can be recorded at the
same time. We have used two different X-ray CCD cameras, a deep depletion
directly detecting CCD camera and a indirectly detecting scintillation based
X-ray camera. The direct detecting camera is extremely sensitive as a single
Kα photons results in ≈ 2000 electrons against a dark charge of only one
electron per hour per pixel. This allows also to differentiate between Kα and
higher energetic bremsstrahlung or even Kβ radiation. The main disadvan-
tage is its lower quantum efficiency of ≈ 50% and the fact that the CCD chip
is damaged by the X-ray flux: First, the dark current increases at locations
where exposure has been high. Test measurements at 8 keV indicate that
this increase becomes noticeable when the lifetime exposure exceeds about 1
million X-ray photons detected per pixel. The dark current continues to rise
as the accumulated dose grows. For even higher exposures, the second stage
of failure occurs: the formation of a charge trap. The charge trap prevents
efficient charge transfer through the affected pixels and looks like a partial
bad column. Again, in test measurements at 8 keV, a trap forms when the
lifetime exposure reaches about 50 million detected photons per pixel. The
indirectly detecting CCD camera uses a phosphor scintillator and a taper fi-
bre bundle to image secondary photons onto the CCD chip. The scintillation
material is Gadolinium oxysulfide (with terbium) polycrystalline phosphor
(Gd2O2S:Tb) with a very high quantum efficiency of nearly 100%. For our
camera with a 2.5:1 fiberoptic taper, this phosphor generates approximately
7 electrons for each 8-keV x-ray photon. Obviously single photon counting
does not work with this camera. Since the CCD chip itself is not exposed to
the hard X-ray radiation no degradation occurs. Therefore this camera is well
suited to characterize the X-ray source and may be used to align the X-ray
mirrors. The readout speed of both cameras is identical, 1 kHz readout of a
full frame takes about 2 seconds, whereas with 100 Hz it takes 18 seconds.
Restricting the readout to small regions of interest together with binning
several pixels the readout time may be reduced to a few hundred Millisec-
onds. The most important parameters of the two cameras are summarized
in Table 3.2.
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Ropers Scientific Ropers Scientific
Scintillation Detector Deep Depletion
Chip Size 1340× 1300 1340×1300
Pixel Size 20×20 µm 20×20 µm
Quantum Efficiency (Cu-Kα) ≈ 95 % ≈ 50 %
Working temperature -35◦ Celsius -100◦ Celsius
Type of cooling Peltier liquid Nitrogen
Number of electrons per Kα 7 2190
Dark charge 0.054 e/s 1.44 e/hr
Readout noise 100 kHz 3.32 e 2.81 e
Readout noise 1 MHz 7.41 e 5.26 e
Readout time 100 kHz 18 s 18 s
Readout time 1 MHz 1.8 s 1.8 s
Table 3.2: Main parameters of the two different CCD cameras used in the
time-resolved x-ray diffraction experiments.
3.3.3 Source Stability and Normalization Schemes
Intensity fluctuations of the X-ray source are the dominant origin for noise in
the time-resolved X-ray diffraction experiments, when changes of the struc-
ture factor (number of reflected photons), rather than line-shifts are of inter-
est. We can differentiate between long time drifts of the X-ray flux, which
can amount to a decrease of up to 50 % over a whole day and fluctuations
on a shorter time-scale. For the slowly decreasing X-ray flux over the course
of several hours one can identify two main contributions: first, the debris
caused by the explosions in the copper target coat the protective plastic band
in front of the lens and reduce its transmission for the main laser beam. Sec-
ondly, the microscopic holes which are formed after the explosions impair
the mechanical stability of the copper foil and tend to bend it along the
horizontal direction. This moves it out of the laser focus as well as increase
its fluctuations. Note that instabilities of the target only in the range of
the Rayleigh length (≈ 50µm) can already half the impinging laser intensity
and thus have dramatic consequences on the X-ray emission. Microscopic
band fluctuations also happen on shorter time scales. Also on shorter time
scales, the instability of the driving laser pulse leads to fluctuations. As the
electron acceleration in the laser plasma, and thus the Kα production is a
highly non-linear process, small variations in the laser energy result in large
fluctuations of X-ray photon numbers. However, the laser generally had very
small pulse to pulse fluctuations. Finally the X-ray mirrors are very sensitive
to the position of the X-ray source, which makes pointing instabilities of the
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laser another source of X-ray fluctuations.
The detrimental influence of long time drifts may easily be avoided by
reducing the integration time per time-delay point and averaging over many
temporal scans. In other words the fluctuations need to be on a longer
time scale than the time it takes to measure one temporal scan, which is
determined by the number of data points, the integration time and readout
time of the CCD-camera. This time can be further reduced by measuring
alternatively delay points before and after time-delay zero, of course with
the disadvantage to greatly lengthen the total measuring time. The most
accurate and robust normalization scheme is to directly compare the X-ray
signal diffracted from an un-pumped and a close by pumped region of the
crystal [compare figure 3.2 b)]. This makes almost no assumption about the
isotropy of the source. This is only possible if the X-ray probe diameter is
larger than the optically excited region.
In the present work the investigated thin layers or superlattices where
grown on top of a substrate with similar lattice constants. This implies that
for an X-ray beam with finite divergence the substrate reflection can be mea-
sured simultaneously and may be used for normalization. Care has to be
taken for larger delay times when the assumptions that the substrate mate-
rial is not affected by the excitation loses its validity. In particular, strain
waves in the substrate can significantly alter the reflected intensity (compare
chapter 4). It is advisable to be cautious when using the transmitted X-ray
beam for normalization. Mainly because for crystals made out of light ele-
ments, which is of course a prerequisite to measure an appreciable amount
of transmitted photons, optical excitation may change the diffuse scattering
and thus modulate the transmitted beam [124]. For normalization one may
also use a second crystal which remains un-pumped and is mounted on an
individual rotation stage to diffract the X-ray flux ideally on the same or on
a separate X-ray camera.
An exemplary measurement of the X-ray fluctuations is shown in fig-
ure 3.7. It shows the diffracted photons of the (002) planes of a bulk SrTiO3
crystal which is unaffected by optical pump light. In the time-resolved exper-
iments it was used as a normalization signal. The integration time per point
was 15 seconds and the different images were acquired in direct succession.
The number of photons fluctuates by about 100.000, the overall standard de-
viation amounts to approximately 10%. Note, that noise due to the counting
statistic (1/
√
N , N number of photons) plays a negligible role.
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Figure 3.7: Total amount of diffracted X-ray photons of the (002) STO sub-
strate Bragg reflection unaffected by the pump pulse. The graph shows a
continuous scan with 15 seconds integration time.
3.3.4 X-Ray Optics
The main advantages of X-ray optics in time-resolved X-ray diffraction ex-
periments are an intensity gain by focusing, the suppression of the Brems-
strahlung background and of the characteristic Kβ radiation as well as a
convenient control over the divergence of the X-ray beam. Since for X-rays
the real part of the refractive index n is nearly 1, X-rays cannot be shaped
by lenses. Instead we use the possibility of controlled X-ray beam shaping
by Bragg diffraction. In the present work three different multilayer optics in
a Montell geometry were used as summarized in Tab. 3.3. Their advantage
in comparison with other designs are their exceptionally high transmission
between 0.3 and 0.8, their large collecting solid angle Ω0 and their small focus
size of down to d=32 µm [125]. The number of photons per second incident
on the sample amounted to maximal 2 × 106. For the very small source
size and an approximate penetration depth into the multilayer of 1 µm, no
appreciable temporal broadening is expected. Their large convergence angle
allows to measure several of the closely spaced superlattice SL Bragg peaks
and the substrate peak simultaneously. Even though the suppression of Kβ
is very good (for optic 3 the ratio Kα/Kβ was measured to be 0.0005), both
Kα1 and Kα1 are transmitted. Obviously this increases the total photon flux,
but it may be detrimental once Bragg peaks start to overlap. In particular
it makes the static characterization of the samples more difficult.
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1 2 3
Manufacturer Incoatec Incoatec Osmic
X-ray source-focus distance (mm) 500 500 297
X-ray source-optic distance (mm) 50 20 43
length of optic (mm) 150 80 124
Magnification 3 7.333 2
Solid Angle Ω0 (sr) 2× 10−3 9.3×10−4 8.8 ×10−4
Transmission 0.6 0.5 0.2
1-D convergence ∆θmirror(deg) 0.688 0.183 0.45
Focus size (µm) 80 150 32
Beryllium windows no no yes
photons/s on sample ≈ 2× 106 ≈ 5× 105 ≈ 5× 105
Experiment Cryostat SL DIABN SL
Table 3.3: Main design parameters of the three different multilayer mirrors
employed in the time-resolved x-ray experiments.
Figure 3.8: a) Schematic of an elliptically shaped, focusing multilayer. b)
Photograph and c) schematic of the multilayer mirror in the Kirkpatrick-
Baez scheme.
Focusing optics work by curving the optics surfaces into elliptical shapes.
The d-spacing (thickness of a single bilayer) of the multilayer coating is con-
trolled along the optic´s surface to satisfy Bragg´s law at every point, as
schematically shown in figure 3.8 a). The typical values for the thickness
of the bilayers are between 3-5 nm. There are two possible optical paths
[figure 3.8 c)] to focus in two dimensions by the Kirkpatrick-Baez scheme
[126]. Changing the size of the ellipse allows to tailor the distance between
source and optic and between optic and focus. This flexibility is important
for time-resolved experiments, since the focus of a laser-driven-plasma-source
has a restricted accessibility and to achieve a source-optic distance below 2
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Centimeters is usually impossible. Geometrical constraints are also deter-
mined by the type of goniometer and, for low temperature experiments, by
a cryostat.
3.3.5 X-Ray Cryostat
Figure 3.9: Photograph of the vacuum chamber for the cryostat. The optical
excitation light is coupled in via a glass window attached to the conical tube.
The X-rays enter and leave the chamber through a) the grey Beryllium wall
and b) through a the orange Kapton foil.
For low temperature experiments we used a Helium/Nitrogen-flow-cryo-
stat manufactured by CRYOVAC. The lowest accessible temperature was 20
Kelvin for liquid Helium and 85 Kelvin for liquid Nitrogen, two heaters with
5 and 50 Watts were used to stabilize the temperature to a relative accuracy
of 0.4 Kelvin. The heater is also designed to heat the sample to up to 600
Kelvin. The sample plate was on an manually controlled x-y-z stage and
additionally the angle θ and φ could be controlled, albeit fairly coarsely. Ide-
ally one chooses a constant Helium flow to cool the sample to a temperature
slightly below the desired value and uses the electric heaters to set a constant
temperature. To have a maximum flexibility and to avoid to place the en-
tire setup including the CCD-camera in vacuum, a small Beryllium vacuum
chamber was constructed, which only enclosed the sample. A photograph
is shown in figure 3.9 a). The walls of the chamber were chosen to have a
thickness of 500 µm which ensured a sufficient stability. They amount to a
total attenuation of about 15 %. The optical pump light was coupled into
the chamber through a glass window, attached to a conical tube. This sets a
minimum value for the angle between X-ray probe and pump light of about
15 degrees, which - at least for small beam diameters - does not significantly
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impair the temporal resolution. Since Beryllium is an extremely toxic ma-
terial, in a new design the Beryllium wall was replaced by a 125 µm thick,
non-toxic and inexpensive Kapton foil [compare photograph in figure 3.9 b)].
It can withstand atmospheric pressure and amounts to a similar X-ray at-
tenuation. It has the additional advantage of being transparent for visible





Strain is the geometrical expression of deformation caused by the action of
stress on a physical body. More specifically, for thin epitaxially grown films
one-dimensional strain may be defined as the ratio between the (strained)
out-of-plane and in-plane lattice constant, c and a, respectively. It is denoted
as tetragonal distortion η = c/a. Note that for structures in equilibrium this
value is exactly one only for perfectly cubic structures.
Physical properties of Perovskite oxides depend very sensitively on strain
[127] and may lead to preferable properties like enhanced remanent polariza-
tions and larger electro-optic coefficients [128]. Beyond static strain engineer-
ing, electron-phonon coupling after photo-excitation can result in dynamic
transient strain that propagates through a Perovskite film and its substrate,
directly affecting their mechanical and electronic behavior. In particular,
propagation of optically induced acoustic strain waves allows for a spatial
modulation of electronic properties in a well-defined way. As strain prop-
agates at the speed of sound (vph ≈ 8000 m/s), the relevant time scale of
strain transients in nanostructured Perovskites (thickness d ≤100 nm) is in
the order of tens of picoseconds. Ultrafast time-resolved X-ray diffraction
offers the possibility to measure absolute strain amplitudes on the relevant
time scales.
In the following quantitative measurements of photoinduced transient
strain in a Perovskite thin film heterostructure are presented. A peculiar
two-step time evolution of diffracted X-ray intensity is identified which origi-
nates from the interference of X-rays diffracted from strained and unstrained
parts of the sample. An analysis of such behavior by dynamical diffraction
theory allows for an absolute calibration of the change in tetragonal distor-
tion in a range down to ∆c/c0 = 2× 10−5.
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4.1 Characterization of PZT/SRO
Heterostructure
Figure 4.1: a) Transmission Electron Microscope image of the PZT/SRO
heterostructure grown on a STO substrate. b) CCD image of the (004)
Bragg reflection of the STO substrate. The two reflections are due to the
diffraction of Kα1 and Kα2. The excited region is indicated as projected on
the CCD-camera.
The heterostructure was fabricated at the Max Planck Institute of Mi-
crostructure Physics, Halle, by pulsed-laser deposition, employing a KrF ex-
cimer laser (λ=248 nm). The SrRuO3 (SRO) layer was deposited on single
crystalline SrTiO3 (100) (STO) substrates (miscut angle 0.25◦, c = a = b =
0.3905 nm) at a temperature of T=980 K in a background atmosphere of
100 mTorr oxygen. The subsequent PbZr0.2Ti0.8O3 (PZT) layer was grown
at T=850 K in 200 mTorr oxygen, and the ratio of Zr vs Ti ions was chosen
to match the in-plane lattice constant of PZT with SrRuO3. Macroscopic
ferroelectric hysteresis curves, dielectric measurements, and local piezore-
sponse scanning force microscopy investigations confirmed the ferroelectric
behavior of the PZT film, including a remanent polarization of the order of
Pr=80 µC/cm2 [129]. Transmission Electron Microscope (TEM) and elec-
tron diffraction investigations performed on a thinned cross-section sample
revealed the entire heterostructure to be epitaxial and the interfaces to be
plane and sharp. The films contain ferroelectric domain boundaries of 90◦
a-c type [figure 4.1]. A 90◦ tilt of the a and c axis results in a considerable
strain in PZT and, hence, results in a pronounced contrast in the TEM image
[130]. The layer thicknesses of 100 nm for the SRO and 250 nm for the PZT
layer are read from the TEM image.
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4.2 Time Resolved X-Ray Data
Figure 4.2: a) Measured angle-integrated diffraction intensity of the (004)
reflection of STO for different pump fluences of a) 1.6 mJ/cm2, b) 0.74
mJ/cm2 and c) 0.43 mJ/cm2. Black dots represent the measured data points
and the lines are guides to the eye. The reflectivity change ∆R/R0 is plotted
as a function of the delay time between 400 nm pump and X-ray probe pulses.
d) Measured strain amplitude (red dots) versus excitation fluence together
with a linear fit.
In the experiment, PZT and SRO layers of the sample are excited by
a pump pulse with λex = 400 nm (second harmonic of the fundamental
wavelength), an energy up to 100 µJ and a duration of 50 fs. The spot
size on the sample is 6 mm2. Optical excitation creates stress in the excited
layers and the resultant strain and its subsequent propagation into the SrTiO3
substrate is probed by diffracting X-ray pulses off the (004) atomic planes of
SrTiO3 for different time delays. For each time delay the diffracted intensity
of the substrate is integrated for 120 seconds and at least two scans in the
temporal forward and backward direction are averaged. The influence of X-
ray intensity fluctuations on the signal is minimized by normalizing to the
reflection unaffected by the pump light [compare figure. 4.1 b)]. To monitor
unwanted effects like thermally induced angular misalignment of the crystal,
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every fourth measurement point is taken at negative delay, that is, before
the pump pulse excites the sample.
In figure 4.2, the transient change of the angle-integrated reflectivity
∆R/R0 = (∆R − R0)/R0 of the (004) reflection of the STO substrate is
plotted as a function of the delay time between 400 nm pump and X-ray
probe pulses (dots, R, R0: reflectivity with and without excitation). The
transients measured with pump fluences of a) 1.6 mJ/cm2, b) 0.74 mJ/cm2,
and c) 0.43 mJ/cm2 display an increase of the angle integrated reflectivity
which occurs in the picosecond time domain, that is, much slower than our
time resolution. The time evolution changes significantly with pump flu-
ence. For the strongest excitation [figure 4.2 a)], the signal clearly grows in
two steps, whereas only one step is found for weaker excitation. Moreover,
the maximum reflectivity change ∆R/R0 does not scale linearly with the
excitation fluence.
4.3 Strain Propagation and X-Ray Interfer-
ence
4.3.1 Strain Propagation
The pulses centered at λex = 400 nm are exclusively absorbed in the PZT
and SRO layers, as the STO substrate is transparent at this wavelength [131–
133]. The pump pulse produces stress on a fast time-scale, which leads to
the formation of propagating strain fronts, modifying the separation of lattice
planes c [134]. In the experiment the diameter of the laser spot exciting the
crystal is very large compared to the laser penetration depth, therefore the
strain pulse launched into the crystal is one-dimensional, and strain occurs
only along the surface normal c. The resulting lattice dynamics is described
by a linear chain model, as explained in section 2.9.1 and appendix B. Such
transient changes of lattice geometry give rise to changes in the time-resolved
X-ray diffraction pattern.
Parameters of Strain Propagation Calculation
To calculate the propagating strain pattern ∆c(t)/c0 after photoexcitation,
we need the corresponding masses and elastic constants or values for the ve-
locity of sound in PZT, SRO and STO. For bulk STO these values are known,
for the longitudinal propagation in [001] direction, we have vSTO = 7876m/s
[135]. For the thin top layers of crystalline PZT and SRO the values taken
from literature may be less reliable. Most publications measure the velocity
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Figure 4.3: a) Calculated strain pattern as a function of penetration depth
and time delays. b) Cross sections for different time delays. For simplicity
the strain front entering the STO substrate is assumed to be of rectangular
shape.
of sound in poly-crystalline SRO samples as vSRO=6312 m/s [54] or ceramic
PZT vPZT ≈ 4500 m/s [136]. Here, one expects an average piezo-electric con-
tribution. Unfortunately, for the solid solution PbZr0.2Ti0.8O3 experimental
data on elastic properties is limited. The velocity of sound in a single crystal
PbTiO3 crystal was measured by Brioullin scattering [137] and the corre-
sponding elastic constant along the [001] direction was determined to be 150
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GPa, yielding a similar sound velocity as mentioned above. Similar results
for single crystal PbTiO3 were also obtained in a related work [138]. Lower
values have been reported in a comparison of elastic constants of sol-gel
and epitaxial films [139]. Changes of the velocity of sound due to mechan-
ical boundary conditions of the substrate resulting in biaxial strain in the
thin layers should also be considered; albeit they are small in BaTiO3 [140],
they are expected to be more pronounced in PZT. Finally the presence of
a-domains, as seen in the TEM picture [figure 4.1 a)], additionally alters the
average sound velocity. The phonon calculation is performed with an average
velocity of sound for the top layer of vPZT/SRO ≈ 3100 m/s, despite the fact
that the values published in literature give evidence of a larger velocity of
sound. This procedure is supported by our experimental data, as discussed
later, but admittedly represents a source of uncertainty. As discussed in
section 2.9.1 on lattice dynamics only an average relative mass density for
each individual unit cell is used to determine the corresponding spring con-
stants. The induced stress is normalized to one and the resulting strain only
later quantitatively determined by the experimental data (compare details in
appendix B). The relevant parameters used in the simulation for the strain
propagation are summarized in table 4.1.
PbZr0.2Ti0.8O3 SrRuO3 SrTiO3
velocity of sound v 3100 m/s 3100 m/s 7876 m/s
layer thickness d 250 nm 100 nm > 3500 nm
relative mass densities ∆ρ/ρ0 1 0.797 0.618
Table 4.1: Parameters used in the strain front propagation simulation of the
heterostructure PZT/SRO on a STO substrate
Strain Pattern
The simulation according to section 2.9.1 then yields a) the 2-dimensional
strain pattern ∝ ∆c/c0 as a function of penetration depth and time and b)
cross-sections for various time delays as shown in figure 4.3. In the following
discussion of the strain pattern several simplifications are introduced, first
of all, one assumes that the the strain fronts have a symmetric, rectangular
shape, as depicted schematically in figure 4.3 b). Later it is shown that
this is a valid approximation, since the measured X-ray reflectivity change
only depends on the accumulated strain and not on the exact form of the
strain pattern. Secondly, one also neglects secondary weaker compression and
expansion waves which enter the substrate after two and three round trips,
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respectively. For the analysis of the experimental data, only consider three
different strain fronts are considered, one generated at the air-PZT interface
and two at the SRO/STO interface1, where the stress in the material is not
balanced. At t=0, an expansion front with an amplitude 2∆c/c0 starts from
the sample surface and enters the STO substrate after
∆t = dPZT/vPZT + dSRO/vSRO ≈ 113 ps. (4.1)
At the SRO/STO interface, two strain fronts of amplitude ∆c/c0 start at t=0,
a compressive one into the optically unexcited STO substrate, and due to
conservation of momentum an expansive one into the SRO and PZT layers.
The latter strain front is reflected at ∆t from the sample surface and is
converted into a compression front that enters the STO substrate at 2∆t.
The maximum strain in the top layers is reached after ∆t when the strain
fronts from both interfaces constructively overlap [cross-section plotted in red
in figure 4.3 b)]. The time it takes the strain wave to cross the front layer and
the sound velocity in STO, vSTO, determines the width of the compressive
and expansive strain wave entering the STO substrate. Accordingly, the
width of the compressive and expansive strain front is
d = dexp = dcompr = ∆t · vSTO ≈ 890 nm. (4.2)
After 2 ∆t ≈ 226 ps the strain front has completely entered the substrate.
4.3.2 X-Ray Interference
For a quantitative analysis of the measured angle-integrated transients of
figure 4.2 and, in particular, to understand the origin of the double step
behavior, dynamical X-ray diffraction theory must be applied. The matrix
formalism introduced in chapter 2.7.3 is used to model the changes in X-ray
reflectivity. The rectangular strain profiles as discussed above change the
distance c between atomic planes and modify the phase factor φ according
to equation 2.30. Hence, the effect of strain is fully described by modified
propagation matrices L in equation 2.33. Appendix A contains further details
of the calculation.
Phonon Induced Sidebands
The strain wave changes the lattice-plane distances c that determine the
phase shift of the X-ray waves scattered from each lattice plane. According
1We further neglect the strain wave originating from the discontinuity at the PZT/SRO
interface.
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Figure 4.4: a) Reflectivity of the (004) reflection for σ polarized X-rays of
the STO substrate as a function of the diffraction angle θ calculated without
strain (solid black), with a compression (red dotted) and a compression and
an expansion wave (blue line). b) Convolution of the curves shown in the
upper panel with the angular resolution of the experiment. c) Calculated
extinction length of the (004) reflection as a function of θ for σ polarized
X-rays. d) Calculated reflectivity change as a function of diffracting angle
and penetration depth of the strain wave for a strain amplitude of ∆c/c0 =
1.25× 10−4.
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to Bragg’s law, the compressed part of the sound wave reflects at larger angle,
θ, while the expansion wave reflects at smaller θ. The resulting calculated
sidebands around the central peak are shown in the angle resolved pattern
in figure 4.4 a) for the case of σ polarized X-rays: the red line shows the
sideband only due to the compression wave, which enters the substrate first.
The blue line is the result of the same calculation, only now for later times
when the total strain wave has entered the bulk: sidebands appear at both
larger and smaller angles.
This may be fully appreciated by inspection of the calculated contour
plot 4.4 d). It displays the change of reflectivity as a function of diffraction
angle, θ, and penetration depth of the strain wave in micrometers. The
calculation includes σ and π polarization as required for the unpolarized X-
ray source. Also the (small) reduction of the form factors due to the Debye
Waller factor [141] of SrTiO3 is taken into account. One clearly sees the build-
up of sidebands as the strain wave enters the substrate, first at larger angles
and subsequently at smaller angles. The sidebands result in an increase of
reflectivity (red color code), while the center of the Bragg peak is (slightly)
attenuated (blue color code).
Line-Shift of Bragg Diffraction Peak
Figure 4.4 b) shows the calculated convolution of the theoretical X-ray re-
flectivity curves to yield the angular resolution of the measured Kα1 and Kα1
lines. Unfortunately, details of the evolution of the sidebands generated by
the strain wave cannot be resolved. In particular, the intensity oscillations
at an offset angle, ∆θ, cannot be detected. Figure 4.5 shows the calculated
shift of the center of gravity of the diffraction line as a function of the pene-
tration depth of the strain wave with an amplitude of ∆c/c0 = 1.25× 10−4.
Under the experimental conditions described above this amounts only to 5
arc seconds. One can easily measure the angular range which is imaged onto
a single CCD pixel that gives the absolute lower limit of the experimental
angular resolution. This is plotted in the same graph as the grey shaded
area and amounts to, approximately, 4 arc seconds. Admittedly, this exper-
imental setup is not optimized for angular resolution, but note that for the
lowest measured strain, the expected angular shift is below one arc second,
but results in a pronounced reflectivity change of 5 %.
X-Ray Extinction
In the high-quality STO crystal, the X-ray penetration depth at Bragg peaks
is determined by extinction, that is, by the constructive interference of all
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Figure 4.5: Calculated line-shift for a strain amplitude of ∆c/c0 = 1.25×10−4.
When the complete strain wave has entered the crystal the center of gravity
of the diffracted signal has relaxed to its original value. The shaded area
marks the angles imaged on one single CCD-pixel and gives a lower limit of
the angular resolution of the experiment.
waves scattered from lattice planes that scatter in phase. For the (004)
peak of the STO substrate studied here, the X-ray extinction length depends
strongly on the diffraction angle θ. For sigma (σ) polarized X-ray light the
calculation yields an extinction length at the center of the Bragg peak of
only ≈ 3 µm [figure 4.4 c)] 2. As schematically depicted in figures 4.6 a)
and b), the presence of the strain wave leads to an increase of the X-ray
penetration depth at the center of the Bragg peak because the strained part
of the sample does not contribute to extinction. While the central peak
is only moderately reduced in intensity by absorption over the enhanced
penetration depth, in the angle-integrated signal, the additional intensity of
the sidebands overcompensates the loss in the center and results in an overall
increase of diffracted intensity.
Reflectivity Calculations
In figure 4.7, the calculated angle-integrated reflectivity change, ∆R/R0,
normalized to the strain amplitude ∆c/c0 is plotted as a function of the
propagation distance of the strain wave into the STO substrate for different
accumulated strain amplitudes d ·∆c/c0 of the compressive/expansive strain
waves. These are simply obtained by performing an angle integration of the
reflectivity curves, two of which are exemplarily shown in figure 4.4 a). Note
that the curves are plotted with an offset of 500, 1000, 1500, 2000, 4000 and
2The asymmetry of the extinction curve and, in particular, the increase of penetration
depth for smaller angles is due to the Borrmann effect, which describes a decrease in
absorption when the minima of the X-ray wave coincide with the maxima of the electron
distribution.
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Figure 4.6: a) Decreasing X-ray intensity as a function of penetration depth.
b) The strained part of the lattice does not contribute to the extinction
length, therefore the X-rays penetrate deeper into the crystal. c) Schematic
of lattice planes in the unstrained and strained STO crystal. The yellow line
marks the position where the central part of the compressive and expansive
part are out of phase with respect to the unstrained sample. f) Compressive
and expansive part of the strain wave with ∆c/c0 = 1.25×10−4 g) Integration
of the strain fronts shows an accumulated lattice displacement of one full
lattice-plane distance, that is, 1/4 of the lattice constant c0 = 0.3905 nm,
corresponding to a π phase shift for the central parts of the compressive and
expansive strain waves.
72 4. Strain Propagation in Nanolayered Perovskites
5000 for increasing strain amplitudes. The shape of the curves changes above
a certain threshold (for d · ∆c/c0 < 0.004 nm the shape remains constant),
indicating a nonlinear dependence of the integrated X-ray reflectivity on the
strain amplitude. While for extremely low strain amplitudes the reflectivity
change, ∆R/R0, shows a pronounced maximum within the first micrometer
of penetration, the curves of the experimentally accessible strain amplitudes
d · ∆c/c0 > 0.025 nm show a single, step-like reflectivity increase up to a
plateau extending over several micrometers of penetration depth. For d ·
∆c/c0 = 0.1 nm [thick red curve in figure 4.7] the reflectivity change ∆R/R0
grows in two distinct steps as a function of the penetration depth as observed
in our time-resolved experiment shown in figure 4.2 c). This feature occurs
Figure 4.7: Calculated reflectivity change ∆R/R0 of the (004) reflection of
STO normalized to the strain amplitude ∆a/a0 as a function of the position of
the strain wave (leading edges of the wave in upper inset indicated by dashed
lines) for different strain amplitudes as indicated. For ∆c/c0 = 1.25 × 10−4
the signal grows in two steps (thick red line).
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when the accumulated lattice displacement on both the STO compression
and expansion waves approaches ∆c/c0 · d = 0.1 nm. This is equivalent to
1/4 of the lattice constant c0 = 0.3905 nm and corresponds to the distance
of the scattering planes dhkl = d004. The signal reaches the plateau after the
entire strain wave has entered the substrate. Careful analysis reveals that the
calculated double-step trace reaches the plateau approximately at the same
time as the experimental data. This time is given by 2∆t = 2d · vSTO = 226
ps. This supports the assumed value for the velocity of sound in the top layer
of vSRO/PZT, which determines the width of the strain wave of d = 890 nm.
X-Ray Interference
The figures 4.6 c)-e) schematically depict how the interference of X-ray leads
to the measured double step in the time dependent X-ray reflectivity change.
In the upper part of panel c) the equidistant lines symbolize the scattering
planes (004) of the undisturbed crystal. In the lower part, the compression
(blue) and expansion (red) waves have entered the sample and lead to a
smaller and bigger distance between the atomic layers, respectively. If the
total accumulated strain amounts to the distance of the scattering planes
(1/4 c0 = 1/4 · 0.3905 nm), the central parts of the compression and expan-
sion wave are exactly out of phase with the unstrained sample. This position
is marked with a thick yellow line. In figure 4.6 d), the strain wave is plotted
with its absolute value as a function of penetration depth and, finally, the
integrated strain is shown in figure 4.6 e). A π phase shift between strained
and unstrained parts of the sample leads to destructive interference and,
thus, a saturation of the reflectivity. In fact, the destructive interference in-
terrupts the monotonous increase due to the build-up of sidebands, observed
for weaker strain amplitudes.
Absolute Calibration of Strain Amplitudes
The two-step relation between ∆R/R0 and ∆c/c0 is only observed in a narrow
range of strain amplitudes in the simulation around d · ∆c/c0 = 0.1 nm.
Together with the value for the width of the strain wave, d ≈ 890 nm,
this allows for a comparison with the experimental data and for an absolute
calibration of the strain amplitudes underlying the measured transients. The
double-step measured with a pump fluence of 1.6 mJ/cm2 [figure 4.2 a)] is
in good agreement with the calculated signal for a strain amplitude ∆c/c0 =
1.25×10−4 [compare red line in figure 4.7]. The reflectivity changes observed
with lower pump fluences [figures 4.2 b) and c)] are also in good agreement
with the simulated traces and yield ∆c/c0 = 5× 10−5 and ∆c/c0 = 2× 10−5,
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respectively. This allows for deriving the strain amplitude as a function of
fluence, as shown in figure 4.3 d) together with a linear fit to the data. The
evaluation shows that within the experimental accuracy, the response is linear
and the smallest measured amplitude of the strain wave has a value of only
∆c = 2× 10−5 · c0, or in absolute numbers 10 femtometer.
Even though the absolute value of the reflectivity change is well repro-
duced by the simulation, it depends very sensitively on the scattering ampli-
tude of the crystal. This inevitably also depends on the crystalline perfection
of the sample, which is usually unknown or difficult to quantify. Also ambigu-
ities and uncertainties in the data analysis may have a slight influence on the
absolute reflectivity change. However, the double-step increase represents a
robust condition to set the absolute strain amplitude.
The results obtained here can be compared to experiments in germanium
on a silicon substrate [28], where the strain transients in the silicon substrate
were determined from the observed line-shift. In these experiments a larger
peak strain of 5 × 10−4 induced by the weakest pulses (15 mJ/cm2) was
detected via the line-shift of 3 arc s. Earlier work detected large strain
of milliångström in GaAs by a line-shift of about 100 arc seconds [26]. In
experiments with an almost monochromatic, parallel X-ray beam from a
synchrotron facility the intensity oscillations were observed at an offset angle
with respect to the Bragg angle [compare figure 4.4 d)], but also induced
much larger strain amplitudes [14, 66]. An increase of integrated reflectivity
of a polychromatic X-ray beam diffracted off a strained indium antimonide
sample was interpreted in a similar way as presented here [31]. Strained parts
of the sample diffract additional X-rays of different wavelength and add to
the total diffracted intensity. However, extinction effects due to coherent
scattering were not discussed, nor did they present a quantitative analysis.
In conclusion, femtosecond time-resolved X-ray diffraction gives direct
insight into strain propagation in Perovskite nanostructures. The intensity
of the (004) Bragg peak of the STO substrate displays a time evolution
strongly depending on the strain-inducing optical pump fluence. For a nar-
row range of strain amplitudes, interference of different diffracted X-ray com-
ponents results in a characteristic two-step increase of Bragg intensity with
time. This behavior is fully reproduced by dynamical X-ray diffraction theory
and allows for an absolute calibration of strain amplitudes. The shape and
size of the induced strain profile can be customized by tailoring the excited
top layer. Our results demonstrate the potential of ultrafast X-ray diffrac-
tion for a nondestructive analysis of short-lived strain phenomena down to
∆c = 2 × 10−5c0 ≈ 10 femtometer in technologically relevant Perovskite
nanostructures.
Chapter 5
Ultrafast Stress Generation in
SrRuO3
The following chapter discusses time-resolved X-ray diffraction experiments
on superlattice structures to unravel the mechanism of optically induced
stress in the metallic and ferromagnetic oxide SrRuO3. The X-ray response
after optical excitation of a ferroelectric/metallic (PZT/SRO) and two dielec-
tric/metallic (STO/SRO) heterostructures are investigated. Direct compar-
ison of X-ray and optical data reveal a delayed rise of the expansive phonon
mediated stress. The influence of the optical excitation wavelength both
with respect to the induced phonon amplitude and its temporal response is
studied. Measurements below the Curie temperature, TC=160 K, of SrRuO3
reveal an ultrafast magnetostrictive component of stress after a photoinduced
reduction of the macroscopic magnetization.
5.1 Stress Generation in Metals
The absorption of an ultrashort optical pulse produces a hot electron pop-
ulation. On a timescale typically in the order of 10 femtoseconds electron-
electron scattering leads to a thermal distribution of electrons such that the
electrons are characterized by a Fermi-Dirac distribution at a temperature Te.
Consecutive electron-phonon scattering takes place within a few hundreds of
femtoseconds and leads to an elevated lattice temperature Tl and a cooling of
the electron gas. Anharmonic incoherent phonon-phonon scattering results
in an expansion of the solid.
In thermodynamics the build-up of stress is described by the Grüneisen
concept and has two components according to the two temperature model. A
temperature is attributed to the lattice Tl and to the electronic system Te. It
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was first introduced to explain experimental results which showed deviations
from Ohm’s law for large current densities [142]. The two contributions to
stress may be described as follows [143]:
σ = σe + σl = γeCeTe + γlClTl (5.1)
where γe,l and Ce,l are the Grüneisen parameter and specific heat for electrons
and the lattice, respectively.
The lattice Grüneisen parameter for a phonon mode k is defined as the
negative logarithmic derivative of the frequency of the mode, ωk, with respect
to volume (see for example M. Born [144]):
γl,k = −
∂ ln(ωk)
∂ ln(V ) (5.2)
The overall Grüneisen parameter is the weighted average of the γk, in which









where β is the compressibility and α the linear thermal expansion. Since
the compressibility has a weak dependence on temperature the above defi-
nition of a constant γ implies that specific heat and the thermal expansion
have an identical dependence on temperature. In the simplest approxima-
tion the frequency dependence of the Grüneisen parameter can be expressed
by a single Debye or Einstein frequency/temperature. Then the Grüneisen
parameter is equivalent for all modes of lattice vibrations. Note that this is
strictly true for a diatomic chain. The notion that the thermal properties are
not sensitive to the frequency distribution except at low temperatures is also
supported by the close agreement between the Debye and Einstein curves for
the specific heat despite the radically different frequencies assumed. In real
crystals γl does have a (slight) dependence on the mode specific frequencies
and therefore on temperature, while the deviations are generally most pro-
nounced at low temperatures (for example, compare a pressure dependent
study on GaAs [145]).
It is very important to keep in mind that the Grüneisen concept is
only valid in thermodynamic equilibrium, such that its application to non-
equilibrated systems after impulsive optical excitation seems – at least – prob-
lematic. Nonetheless, it is extensively used in ultrafast science (for example
[27, 146, 147]) and indeed may remain a valuable concept, if all phonon-modes
have an identical or similar Grüneisen parameter. Then phonon mediated
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stress will only depend on the total population of excited phonons and redis-
tribution within or cooling of such a non-equilibrium phonon gas will leave
stress unchanged. When discussing the experimental results, the strength
and limitations of this concept is further discussed.
An estimation of the lattice Grüneisen parameter for SrRuO3 with help
of equation 5.3 and the values listed in table 5.1 [54] yields γl,SRO ≈ 1.7.
Linear thermal expansion coefficient Compressibility Heat capacity
α (K−1) β (GPa−1) C (JK−1mol−1)
1.05× 10−5 5.83× 10−3 109.9
Table 5.1: Thermodynamic Parameters of SrRuO3 at 300 Kelvin [54]
In complete analogy an electronic Grüneisen parameter γe is introduced,
which describes the thermal expansion caused by electrons at elevated tem-
peratures. In the simplest approximation the electrons are described as a
free Fermi gas with EF/kT  1, where EF is the Fermi energy. Here γe
reduces to the constant 2/3. For interacting electrons in a lattice potential
γe is modified, and it takes a range of values and can be negative and posi-
tive. For an equilibrated system (Tl = Te) one readily appreciates that only
for very small temperatures the electronic contribution to stress becomes
dominant, because the specific heat of the electronic system scales linearly
with temperature, whereas the specific heat of the lattice scales with T 3. At
room temperature, however, the specific heat of electrons is about two or-
ders of magnitude smaller than the specific heat of the lattice. This implies
that the electronic contribution to the total stress is only of significance for
Te  Tl  1.
With the advent of lasers delivering ultra short optical pulses, it became
possible to study the electronic contribution to the total stress, before the
electronic energy is transferred to the crystal lattice, which usually happens
within a few ps or faster. Early work [148–151] investigated the thermal
relaxation in metals by optical spectroscopy. The observed transient ther-
momodulation was attributed to electron-phonon scattering and electron dif-
fusion. A simple formula for the electron relaxation rate was derived from
the original two temperature model [152]. Later studies also included finite
times for electron-electron scattering [134, 153, 154]. Note that the two tem-
perature model is based on fast electron-electron interaction with respect to
electron-phonon interaction; a prerequisite to define a temperature to the
lattice and electron subsystems. While for noble metals this is usually a
good approximation, slower electron thermalization must be expected for
very pronounced athermal electron distributions [155, 156].
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Very recent work directly measured the electronic contribution to stress
after optical excitation of Aluminum by time-resolved electron diffraction
[146, 147]. Due to the different temporal evolutions of electronic and lattice
stress, namely, quasi-instantaneous and delayed, respectively, the two con-
tributions were extracted from the ultrafast decrease of a Bragg reflection
and a small phase shift of the oscillating Bragg peak position. Note that the
electronic contribution to the expansion in metals is quasi-instantaneous and
decays with the electron-phonon equilibration time of typically only a few
hundred femtoseconds. In our experiment it will play a negligible role for
stress generation.
In semiconductors the situation is quite different and the electronic stress
induced by optical excitation is usually described by a deformation potential,
which can be positive or negative. Here, the contribution of the electrons
to stress may greatly exceed the phonon contribution [11]; for a detailed
discussion of the excitation mechanism of coherent phonons please refer to
[157].
5.2 Characterization of the STO/SRO Super-
lattice Sample
5.2.1 Equilibrium Structure at Room Temperature
The SrTiO3(STO)/SrRuO3(SRO) superlattice was fabricated at the Max-
Planck-Institute for the Physics of Microstructures, Halle, by pulsed-laser
deposition, employing a KrF excimer laser (λ = 248 nm). A 50 nm thick SRO
electrode was deposited on a single crystalline SrTiO3 (001) substrate (miscut
angle of 0.25◦) at a temperature of T = 700◦C in a background atmosphere
of 100 mTorr oxygen. The subsequent 10 layers of STO and SRO were grown
at T = 575◦C in 200 mTorr oxygen and T = 980 K in 100 mTorr oxygen,
respectively. The surface morphology of the layers was investigated by atomic
force microscopy (AFM), indicating step-flow growth with step-bunching for
the SRO layer and layer-by-layer growth for the SRO layer [158]. TEM and
electron diffraction investigations performed on a thinned [159] cross-section
sample revealed the entire heterostructure to be epitaxial1 and the interfaces
to be plane and sharp [figure 5.1 b)]. For an accurate determination of the
static structure additional high resolution X-ray diffraction measurements
were performed at the Leibniz Institut für Kristallzüchtung, Berlin.
1The term epitaxy (Greek; epi ‘above’ and taxis ‘in ordered manner’) describes an
ordered crystalline growth on a monocrystalline substrate.
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Figure 5.1: a) TEM image of the STO/SRO superlattice. b) High resolution
reciprocal space map around the asymmetric (1 0 3) Bragg reflection of the
STO substrate. Clearly visible are the identical in plane lattice constants,
indicating a pseudomorphic growth.
Figure 5.1 b) shows a high resolution reciprocal space map around the
asymmetric STO Bragg reflection (1 0 3). It shows the X-ray reflectivity on
a logarithmic scale as a function of the reciprocal lattice vectors qc and qa.
The lattice constants of the STO substrate can be read off directly with the
relation:
cSTO = 3 ·
2π
qc




For lower values of qc we see 5 superlattice reflections. All of them yield
approximately the same value for qa corresponding to the same in plane
lattice constant a. This is very valuable information, since it is a priori not
clear whether the 50 nm SRO buffer layer has relaxed to its bulk value and
dictates the in-plane lattice constants for the superlattice. Apparently this
is not the case and the whole structure is pseudomorphically grown on top
of the STO substrate. The elongation of the SL peaks in the reciprocal
space map along the qc direction are due to thickness fluctuations in the
layer period, which are also visible in the TEM image. In absolute numbers
the mean of these thickness fluctuations amount to approximately 0.7 nm;
relative to the layer period dSL these fluctuations remain well below 1%. The
elongation along the qa direction are due to the mosaicity (imperfection) of
the substrate/superlattice structure. They correspond to an angular width
in the ω scan, and reflect the fact that parts of the sample remain Bragg-
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matched for a finite angular range.
Figure 5.2: a) High resolution X-ray reflectivity curve around the (0 0 2) STO
substrate reflection, together with a simulation with dynamical diffraction
theory (red line). b) Measurement and simulation around the (0 0 4) STO
Bragg reflection.
ω/2θ scans around the (002) and (004) STO Bragg peak in a commer-
cial X-ray diffractometer with a monochromatic and highly parallel beam
(2-crystal geometry) are shown in figure 5.2 a) and b). The high dynamic
range of approximately 106 is achieved by an automated attenuation scheme,
the angular resolution is in the order of the natural linewidth of the SrTiO3
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substrate peak. We can easily identify the STO (0 0 2) and (0 0 4) substrate
peak at 23.3◦ and 52.3◦, respectively (note that the substrate has a miscut
angle). Also the broad reflection due to the SRO buffer layer is easily identi-
fied at 23.05◦ and 51.5◦. In both scans one can identify about 9 equidistant
superlattice peaks, with intensities characteristic for the superlattice struc-
ture. The most intense SL peak (0 0 116) at 23◦, between the peak of the
SRO buffer layer and the STO substrate reflection, is investigated in the
time-resolved experiments. The inset of figure 5.2 a) is a magnification of
the buffer layer reflection where one can clearly see the (N-2) sidemaxima,
with N=10 being the number of double layers. The best simulation based
on dynamical X-ray diffraction theory (red curves) yields the structural pa-







no unit cells STO 39
no unit cells SRO 19
Table 5.2: Parameters describing the equilibrium structure of the STO/SRO
superlattice
same parameter values which are listed in table 5.2 are used to calculate the
reflectivity curve around the (0 0 4) substrate reflection and one finds a re-
markably good agreement between experiment and theory. One may pause
here for a moment to appreciate the quality of the sample as well as the ac-
curacy with which one can describe it. The good sample quality also yields
a high X-ray reflectivity with a narrow linewidth. Within a short integration
time of only 5-10 seconds one collects approximately 10,000 reflected pho-
tons of the SL planes (0 0 116) in the plasma source setup. This makes this
sample ideal to study more details about the stress generation in SrRuO3.
5.2.2 Reflectivity-Strain Mapping
In the following the relation between the measured X-ray reflectivity change
of the superlattice peak (0 0 116) and the strain in SRO layer is established.
We will see that for early times (t < 10 ps) this relation is linear and that
only for long delay times, when the entire superlattice starts to expand,
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the connection between reflectivity and strain becomes more complicated.
Importantly, the reflectivity-strain mapping shows a negligible dependence
on the sample temperature.
Figure 5.3: a) Calculated reflectivity change of the (0 0 116) SL peak as a
function of the c-lattice constants of SRO and STO. The magenta colored
dot marks the equilibrium structure at room temperature. The arrow points
along the direction of expansive strain in SRO and compressive strain in
STO, corresponding to the A1 SL-phonon. b) Calculated change of the
superlattice periodicity ∆dSL/d0SL as a function of the c-lattice constants of
SRO and STO. c) Calculated normalized reflectivity change as a function of
SRO strain for different starting lattice constants.
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The contour plot in figure 5.3 a) shows the calculated reflectivity change
of the (0 0 116) SL peak as a function of the c-axis of STO cSTO and SRO
cSRO, normalized to the reflectivity for the known c-axis parameters at room
temperature. It was calculated with equation 2.33 in the framework of dy-
namical X-ray diffraction theory. In the upper left hand corner the contour
lines are equidistant and run diagonally along increasing lattice constants of
STO and SRO. For larger values of cSTO and smaller values of cSRO the reflec-
tivity change increases, reaches a maximum and decreases again. Contour
plot 5.3 b) shows the relative change of the superlattice periodicity ∆dSL/d0SL
as a function of cSTO and cSRO. This function is given by:
dSL(x, y) = 39(3.875 + x · 0.0005) + 19(3.888 + y · 0.0005) (5.5)
with (x, y) = (0 . . . 199, 0 . . . 199) (5.6)
dSL(100, 100) = d0SL = 39 · cSTO + 19 · cSRO = 22.72 nm (5.7)
Excitation of an A1 ZFLAP corresponds to an expansion of the SRO layers
and a concomitant compression of the STO layers, leaving the superlattice
period dSL constant. On the contour plot 5.3 b) these structural changes of
oscillating layer thickness run along the diagonal contour lines, marked with a
black arrow. The slope of the arrow is determined by the relative thicknesses
of the two layers, which implies that the relative strain in the SRO layers is
approximately twice as large as in the STO layers. Measurements of the line-












Hence, simultaneous time-resolved measurements of the line-shift and of the
reflectivity change determine an intersection of the contour lines of plots 5.3
a) and b) allowing to identify the time dependent c-axis of STO cSTO and of
SRO cSRO.
Different lattice temperatures result in changed c-axis constants and,
hence, different starting points for the superlattice phonon motion on the con-
tour plots. The magenta colored dot exactly in the center of the contour plots
marks the equilibrium structure at room temperature with dSTO = 0.3907
nm and dSRO = 0.3938 nm. The position of the yellow dot was calculated by
taking into account the thermal expansion of STO [160–162] and SRO [163].
The olive colored dot was gained from the measured relative temperature de-
pendent line-shift of the (0 0 116) SL peak with respect to the STO substrate
peak, together with the tabulated thermal expansion of STO (see references
above). We additionally picked two extreme cases where the STO c-axis re-
mained constant, while the SRO c-axis contracted by twice the amount as
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expected (blue dot) and vice versa (violet dot). These five cases are com-
pared in figure 5.3 c), where we plotted the reflectivity change as a function
of strain in the SRO layer. These curves are gained from the contour plot
by moving from the 5 respective dots in direction of the SL phonon, along
the black arrow towards the upper left hand corner. Since solely reflectivity
changes are of interest, the curves in figure 5.3 c) are normalized to the room
temperature measurement. To keep track of the different scenarios the same
color-code as in the contour plot is used. It is obvious that for the two realis-
tic cases there is basically no change at all and even for the two extreme (and
unrealistic) cases the reflectivity changes remain moderate. Here, for a 50
percent decrease in reflectivity at room temperature the maximum deviations
amount to less than 7%. Please note that this would not be true for c-axis
lattice parameters in the lower right hand side of contour plot figure 5.3 a).
Here, the contour lines are no longer equidistant and the reflectivity-strain
mapping becomes highly nonlinear.
5.3 Ultrafast Phonon Mediated Stress in
SrRuO3
5.3.1 Time Resolved X-Ray Data
Superlattice Phonon Mode
Figure 5.4 displays the X-ray reflectivity change as a function of time delay
between the excitation pump pulse (λ = 800 nm, fluence of 7.5 mJ/cm2) and
the X-ray probe pulse. It shows oscillatory signal changes around a decreased
reflectivity of approximately 20%. The oscillation period is 3 ps. For later
time delays one observes smaller amplitudes and after 30 ps the reflectivity
has dropped by 40 %.
Ultrafast Rise Time of Stress in SrRuO3
A combination of optical and X-ray data is presented that sets zero time-
delay to an accuracy of approximately 100 fs. This allows to describe the
build-up of stress in the SRO layers with unprecedented temporal resolution.
For three different superlattice structures the X-ray response is compared
to optical transmission and reflectivity changes under identical pump con-
ditions. The geometry of the experimental setup remained unchanged and
the comparative optical/X-ray experiments were performed in direct succes-
sion. In addition to the superlattice characterized in the preceding section,
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Figure 5.4: a) Reflectivity change of the superlattice peak (0 0 116) of the
(STO/SRO)10 structure as a function of delay time.
(STO/SRO)10, we included another STO/SRO superlattice with 30 double
layers and a shorter period of the SL phonon of 2 ps, (STO/SRO)30, and a
superlattice structure (PZT/SRO)15, whose properties will be discussed in
detail in chapter 6. Here similar SL peaks were chosen, situated next to
the (0 0 2) substrate STO peak and sensitive to the layer thickness modula-
tion, that is, with a linear relationship between reflectivity change and strain.
For the superlattice (PZT/SRO)15 this corresponds to the Bragg reflection
(0 0 56).
The experimental results are shown in figure 5.5 a) for time delays between
-1 and 3.5 ps. One observers the first part of the SL phonon oscillation. An
intensity increase of about 50% at a time delay 1.5 ps for the (PZT/SRO)10
superlattice (blue squares), a decrease of reflected intensity of approximately
30% at 2 ps for the (STO/SRO)10 superlattice (red dots) and a significantly
lower decrease of intensity of 15% at 1.5 ps for the (STO/SRO)30 superlat-
tice. The measurement of the (PZT/SRO)10 SL was done with an excitation
fluence of 3 mJ/cm2, the non-ferroelectric superlattices with a higher fluence
of 6 mJ/cm2.
Only one optical reflectivity measurement is shown (black line), but all
traces for the three SL are identical. A narrow pulse-limited decrease of
reflectivity occurs around time delay zero. The pump-induced electronic
polarization decays with a de-phasing time short compared to the pulse du-
ration, resulting in an ‘instantaneous’ nonlinear response of the sample. The
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Figure 5.5: a) Reflectivity change of the (PZT/SRO)10 (blue squares),
(STO/SRO)10 (red dots) and (STO/SRO)30 (green triangles) superlattices.
The optical reflectivity change is plotted as the dashed black line. b) Time
evolution of the uniaxial stress build-up in the SRO layers derived from the
curves in a) according to the differential equation of a forced oscillator. The
dotted line is a guide to the eye.
initial reflectivity change is followed by a fast reflectivity increase with a
characteristic time constant of τopt ≈ 300 fs and phonon oscillations.
Wavelength Dependence of Stress in SrRuO3 at Room Temperature
Whether the rise time of the stress generating force in SRO depends on the
excitation wavelength was experimentally tested in a series of experiments.
An optical parametric amplifier (OPA) was setup to convert the fundamental
wavelength of the Ti:Saphire laser to near infrared wavelengths between 1100
nm and 2250 nm. Either the signal or the idler of the OPA with pulse
energies between 25 (signal) and 15 (idler) µJ energy was focused onto the
sample. The spatial overlap of optical and X-ray light was ensured by a
100 µm pinhole, the temporal equivalence of the respective beam path was
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Figure 5.6: a) Normalized reflectivity change of the (0 0 116) Bragg reflection
of the STO/SRO SL as a function of time. The black squares show the
reference measurement at 800 nm and the blue triangle and the green circle
show measurements for 1280 nm and 2200 nm, respectively. The inset shows
the temporal offset of the two near-infrared measurements with respect to the
800 nm pump wavelength. b) Temporal offset of the oscillations normalized
to the measurement at λ = 800 nm for different wavelengths. Within the
experimental accuracy it remains constant.
determined by a third beam and frequency mixing in a BBO crystal mounted
directly on a second pinhole with 100 µm diameter. The thin metal foil with
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both pinholes was fixed on the sample surface at exactly the same height.
This allows a temporal resolution on the order of 100 fs.
Figure 5.6 a) shows the normalized reflectivity change as a function of
time for three different excitation wavelengths. The black dots show the
response after 800 nm excitation, the blue triangles and the green circle
show the response after excitation with 1280 nm and 2200 nm, respectively.
The inset shows the temporal error function, which determines the optimal
temporal overlap between the reference curve measured at 800 nm and the
respective measurements with the near infrared pump beams. The data
points A800 nm(t) for the reflectivity change for 800 nm excitation is linearly
interpolated with a function of the form
f(a, b, c) = a+ b · A800 nm(t− c). (5.9)
The data points measured for the near infrared excitation are then fitted to
the function f(a, b, c). This yields the parameters a, b and c, while different
values for c are shown in the inset of figure 5.6 a). The minimum deter-
mines the temporal offset of the measured curves with respect to the 800 nm
measurement. Note that this does not assume any particular functional rela-
tionship. For the curves shown one determines a value of 50 fs and 30 fs for
1280 nm an 2200 nm, respectively. Figure 5.6 b) summarizes the results for
different experimental runs. It shows the temporal offset normalized to the
measurement at λ = 800 nm as a function of excitation wavelength. Within
the accuracy of the experiment one cannot infer any dependence of the rise
time on the excitation wavelength.
The X-ray reflectivity measurements for different excitation wavelengths
also allow to compare the amplitude of the superlattice phonon for identical
incident pump fluence. This analysis is shown in figure 5.7 a), where the
amplitude of the phonon oscillation normalized to the incident excitation
fluence is plotted as a function of excitation wavelength. One observes an
increase of approximately a factor of two. However, the absorption of SrRuO3
also increases by a factor of two between 800 and 2200 nm [figure 5.7 b)].
This suggests that the higher absorption for near infrared light is the reason
for the larger induced strain in the SrRuO3 layer. We conclude, that at room
temperature the optically induced stress is independent of the excitation
wavelength and only depends on the total amount of deposited energy.
Stress in SrRuO3 on Longer Time Scales
Measurements of single SL-Bragg reflections on longer time scales (t ≤ 200
ps) yield two complementary information, the reflectivity change of the SL
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Figure 5.7: a) The phonon amplitude normalized to the excitation fluence as
a function of excitation wavelength. Error bars show the reproducibility of
the experiment. Lines are guides to the eye. b) Absorption coefficient taken
from [132] for 40 and 295 Kelvin together with linearly scaled data from a).
peak and its line-shift due to an expansion of the whole SL structure. We per-
formed measurements on the reflectivity change of the (0 0 56) and (0 0 116)
Bragg peaks on a longer time scale for two samples, the (PZT/SRO)15 and
(STO/SRO)10 superlattice, respectively. The results are shown in figure 5.8
and figure 5.9. The first few ps are plotted on a linear time scale and one
can make out an reflectivity change due to the first part of the SL-oscillation.
The position of the Bragg reflection remains unchanged during this time. For
longer times the data is shown on a logarithmic time-scale: we see a line-
shift due to the expansion of the whole superlattice structure and a remaining
intensity change of the corresponding SL peaks.
5.3.2 Discussion
Origin of Superlattice Phonon Oscillation
The 800 nm and near infrared pump pulses exclusively interact with the
metallic SRO layers and cause a uniaxial stress with the superlattice period-
icity. Stress is generated on a time scale short compared to the vibrational
period T = 3 ps of the SL phonon mode and thus launches a coherent su-
perposition of acoustic phonon states corresponding to a standing wave in
the SL. The period of 3 ps is given by the layer thicknesses and the respec-
tive velocity of sounds for SRO and STO. For a constant thickness of the
entire SL structure (for times t < 10 ps, compare figure 5.9), this implies an
expansion of the SRO layer and a concomitant compression of the adjacent
90 5. Ultrafast Stress Generation in SrRuO3
Figure 5.8: a) Reflectivity change and b) angular shift of the (0 0 56) Bragg
peak of the PZT/SRO SL structure. The time axis is shown in two parts, up
to 4 ps it is linear and then it is plotted on a logarithmic length scale. The
measurements are shown for 4 different excitation fluences.
STO layers, equivalent to a change in their respective lattice constants. In
agreement with the presented discussion of the X-ray pattern of a SL struc-
ture (compare chapter 2.5 and an explanatory schematic 6.9 presented in
the following chapter) the induced changes of the respective c lattice con-
stants result in a shift of the envelope functions, which in turn modulate the
intensity of the SL peaks and cause the observed time-dependent reflectiv-
ity changes. The quantitative calculation is shown in figure 5.3 and for the
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Figure 5.9: a) Reflectivity change and b) angular shift of the (0 0 116) Bragg
peak of the (STO/SRO)10 SL structure. The time axis is shown in two parts,
up to 3/9 ps it is linear and then it is plotted on a logarithmic length scale.
The measurements are shown for 4 different excitation fluences.
range of strains considered here reveal an almost perfectly linear relationship
between reflectivity change and strain in the SRO layers.
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Rise Time of Uniaxial Stress
With the established linear relationship between the reflectivity change of
the chosen SL-Bragg peaks and the tetragonal distortion of the SRO layers
∆dSRO we can derive the driving force F(t) (uniaxial stress) acting on the SL








+ ω20∆dSRO = F (t) (5.10)
with the frequency ω0 of the experimentally observed superlattice oscillation
of the different superlattices. An additional damping constant Γ improves
the agreement between measurements and calculated values and is motivated
by the fact that the superlattice structure consists of only 10 periods and is
coupled to the STO substrate or SRO buffer layer. For every round-trip
of the strain wave within the tenth layer a compression or expansion wave
is efficiently coupled into the substrate. Differentiating dSRO and plugging
it into the above equation, yields the resulting normalized force shown in
figure 5.5 b). The second derivative introduces a fair amount of noise, such
that the exact form, especially the curvature of the force around time delay
zero is difficult to determine. Nonetheless, we find good agreement for the
following function:
F (t) = const. · (1− exp(−t/τphonon)) (5.11)
This function describes the induced stress for all three superlattices with an
identical rise time of τphonon = 500 fs. As a crosscheck we calculated the
amplitude of the oscillations using equation 5.11. The result is plotted as
the thin black lines in figure 5.5 a). The function F (t) = 1− erf(t− τphonon)
gives a somewhat better agreement for early time delays, possibly because
of a finite temporal resolution. However, the differences are subtle and the
experimental data does not allow a clear discrimination.
Temporal Evolution of Strain and Dependence on Excitation Flu-
ence
While the measured line-shift only yields the expansion of the whole super-
lattice structure, the additionally measured intensity change allows us to
calculate the strain for the two layers individually (compare section 5.2.2).
The result for the reflectivity curve shown in figure 5.4 and its corresponding
line-shift is displayed in figure 5.10. One clearly sees the oscillatory expan-
sion of the SRO layers and the simultaneous compression of the STO layers.
Their relative amplitude is determined by their respective thicknesses and
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amounts to approximately 2:1. Around 40 ps the expansion of the SRO lay-
ers reaches a maximum of about 1%. This is due to the expansion of the
entire superlattice. The STO layers have already relaxed to their original
thickness. For later times the amplitude of the thickness variation for SRO
has dropped to about 50% of its first maximum at 2 ps. Finally one observes
a slight expansion of the STO layers at 200 ps. The same temporal behavior
is visualized in figure 5.10 as a trajectory in cSRO − cSTO space.
Figure 5.10: a) Change of the layer thickness of dSrRuO3 (red line) and dSrTiO3
(black line) as a function of time delay for an excitation fluence of 7.5 mJ/cm2.
b) Time dependent trajectory in cSRO − cSTO space.
Such an evaluation for different excitation fluence is presented in fig-
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ure 5.11 for the data shown in figure 5.8 and 5.9. We plotted the change in
the tetragonal distortion ∆η/η0 (η = c/a) for the two prominent time points
t=2 ps (hollow symbols) and t=200 ps (filled symbols). First of all one no-
tices a linear relation between the excitation fluence and the induced strain.
After 200 ps the SRO layers remain expanded by approximately half their
value compared to t=2 ps, while the STO layers have relaxed to their equi-
librium tetragonal distortion. The situation for the PZT/SRO superlattice
shows an identical behavior.
Figure 5.11: a) Tetragonal distortion of STO and SRO as a function of exci-
tation fluence. The hollow symbols represent the maximal distortion at 2ps
and the filled symbols the remaining distortion after 200ps. b) Same analysis
for the PZT/SRO superlattice. Here the maximal distortion is reached after
1.5 ps.
Phonon Mediated Stress
The linear dependence of the induced strain as a function of the absorbed
energy, the finite rise of stress and its independence on the excitation wave-
length, points to an indirect generation of mechanical stress via coupling of
the excited electronic system to lattice degrees of freedom. Since we have not
observed any signs for an appreciable instantaneous contribution to stress,
electronic contributions to stress, σe, are assumed to play no role.
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We calculate the expected temperature increase of the excited SRO layers
after optical excitation. For an excitation fluence of Eex = 6.5 mJ/cm2 and
corrections with measured values for reflection and transmission, one can
approximate the deposited energy within the thin SRO layers. A certain
inaccuracy is difficult to avoid, because the transmitted light is additionally
attenuated by the SRO buffer layers. Also corrections due to the nano-
layered arrangement of SRO is neglected. Together with the specific heat
of SRO [54] we determine an approximate temperature rise of 110 Kelvin.
The volume expansion of SRO as a function of temperature yields V (290K+
110K)/V (290K) = 4.5×10−3 [54]. With the in-plane lattice constants fixed,
the temperature induced volume change occurs along the c-axis, while the
amplitude depends on the Poisson ratio. The expansion after 2 ps for a
fluence of Eex = 6.5 mJ/cm2 was measured to amount to ∆η(2 ps)/η0 =
5 × 10−3 and after 200 ps to ∆η(200 ps)/η0 = 2 × 10−3, thus in the right
order of magnitude for an expansion driven by anharmonic phonon-phonon
interaction and in agreement with an average Grüneisen parameter of γl ≈ 2.
The simplest model for the anharmonic coupling between the phonon
system and the SL phonon may be written as ∑i q2i η with q and η denoting
the coordinates of the phonon system and specific SL phonon, respectively.
The coupling to the tetragonal distortion is proportional to the elongation of
the modes of the phonon system. Hence, changes in the force driving the SL
phonon depend on the total population of phonons as well as the Grüneisen
parameter of each specific phonon mode. Optical phonon modes between 100
and 400 cm−1 describing the rotation and tilts of oxygen octahedra have been
identified to play an important role in changes of the volume in Perovskite
oxides [164, 165]. This would imply that the Grüneisen parameter is in fact
mode-specific and larger of this class of optical phonons.
Optical reflectivity measurements revealed a characteristic decay time of
approximately τoptical ≈ 300 fs (also compare section 5.4.4), which is at-
tributed to the equilibration of the electronic system [150]. Accordingly, we
interpret the rise time of stress of τphonon = 500 fs (mainly) to the electron-
phonon coupling time. The small discrepancy between τoptical and τphonon
maybe due to further redistribution of the non-thermal optical phonon gas.
Occupation of new phonon modes with stronger coupling to thermal expan-
sion, that is, for a mode dependent Grüneisen parameter, stress can evolve
even after the electronic system has thermalized. This may include oxygen
octahedra modes and also the decay of optical phonons into acoustic phonons,
which usually happens within a few picoseconds or less.
Hence, the following scenario is proposed: the optical excitation of SRO
creates a hot electron population, which thermalizes by electron-electron and
electron-phonon scattering within 300-500 femtoseconds leading to an ele-
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vated lattice temperature. The build-up of a non-equilibrated optical phonon
population produces stress and results in the strong superlattice phonon am-
plitudes by anharmonic phonon-phonon interaction.
Finally, the result that no appreciable energy transfer into the neighboring
layers has taken place within the first 200 ps requires further discussion (see
∆η(200ps)/η0 for STO and PZT in figure 5.11). This is most likely due to
the modified phonon dispersion in the superlattice structure, resulting in a
very slow thermal conductivity. Optical phonons may be confined to the
SRO layers, because at their material specific eigenfrequency no eigenmode
exist in the neighboring layer. However, optical phonons have only a typical
lifetime in the order of several picoseconds before they decay into acoustic
modes. This is significantly shorter than the time of observation at t = 200
ps. Note that even acoustic phonons may be essentially non-propagating
along the stacking direction of the superlattice, because back-folding into the
mini-Brillouin results in a flat dispersion relation. Note that this is not true
in the a− b plane, where the properties of the phonons is governed by a bulk
dispersion relation. Furthermore, the finite size of the superlattice results
in a limited number of phonon modes [compare figure 2.12 b)]. An energy
transfer via the superlattice phonon mode is negligible. The total energy of
the superlattice phonon, driven by the excitation with the same periodicity
is not very large. We estimate the optical induced stress to amount to 1
GPa for the highest excitation fluence, such that the ratio between the total
deposited energy (≈ 1 GJ/m3) and the energy of the superlattice phonon is
roughly 1/100.
5.4 Ultrafast Magnetostriction in the Ferro-
magnet SrRuO3
SrRuO3 becomes ferromagnetic below the Curie Temperature of TC=160 K
and a magnetic component of stress contributes to structural changes after
photo excitation. Time-resolved X-ray diffraction experiments reveal ultra-
fast magnetostriction after laser-induced changes of the electronic system,
partly compensating the phonon-mediated stress. A specific excitation spec-
trum is observed, which is attributed to the shape of the electronic band
structure in the magnetically ordered electron system.
5.4.1 Ultrafast Laser-Induced Demagnetization
Ultrafast laser-induced magnetization dynamics were first demonstrated by
Beaurepaire et al. [166] in 1996 and triggered ongoing experimental and the-
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oretical work [167, 168]. Beyond the technological interest in fast switching
speeds for magnetic recording, significant interest in this fields originates
form pure scientific curiosity, that is, exploring the ultimate limits for mag-
netization dynamics and the underlying microscopic interactions.
While the early results of ultrafast demagnetization were confirmed by
several groups [169, 170], microscopic modeling has been restricted to few
attempts [171] and the fs scale magnetization in itinerant ferromagnets have
remained a major theoretical challenge. Even the characteristic time-scales
and corresponding elementary processes have not been doubtlessly identi-
fied. On a fs to several 100 fs timescale, electron-electron and spin-orbit
interactions dominate, in the subpicosecond to ps time scale electron-phonon
coupling may be the responsible process and demagnetization due to direct
spin-lattice are usually assumed to be even slower. Nonetheless a full consen-
sus about a typical demagnetization time of τmag ≈ 100-300 fs for elementary
ferromagnetic transition metals has been achieved [168]. Except for recent
experiments of ultrafast demagnetization (τmag ≈ 200fs)) [172], little is known
about the underlying microscopic processes in SRO. The interplay of strong
spin-orbit coupling, which manifests itself in the strong magnetic anisotropy
and pronounced magneto-volume effect in SRO, coulomb exchange energy
and strong hybridization of the Ru 4d and O 2 p orbitals, leaves room for
various scenarios for demagnetization, including a direct spin-flipping op-
tical transition, or intraband scattering processes of non-thermal electrons
involving magnon emission.
5.4.2 Magnetic Properties of SrRuO3 and their Inter-
play with Structure
Itinerant Ferromagnetism of SrRuO3
SrRuO3 is a 4d transition metal itinerant ferromagnet with a Curie temper-
ature Tc=160 Kelvin.
The term itinerant refers to magnetic systems where the unpaired elec-
trons responsible for the magnetic moment are no longer localized at a spe-
cific atom (for example Ru4+), but are delocalized with their original energy
levels broadened into energy bands. On a simplest level the emergence of
ferromagnetism can be qualitatively understood in the frame work of the
Hubbard model [173]. For a single-band-model every atomic site has only
two states, corresponding to a spin up and spin down state. Only electrons
with opposite spin are allowed to interact. Then, the additional coulomb en-
ergy which is required to occupy a single state with two electrons is denoted
by ∆ex. This electron-electron interaction leads to a ~k independent shift of
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the electron bands. It is proportional to the density of electrons, which have
a spin opposite to the one of the electron under consideration. The splitting
is proportional to the relative magnetization (n ↑ −n ↓) and to ∆ex. For a
single parabolic band this is schematically depicted in figure 5.12 a). For a
Fermi energy εF as shown, an unequal number of electrons in the spin up
(blue shaded area) compared to the spin down state (red shaded area) re-
sults. This implies that such a splitting in majority and minority electrons
is likely to occur if ∆ex/2 is large and the density of states at the Fermi
surface εF is high. This is known as the Stoner criterion for ferromagnetism
∆ex/2 ·N(εF) > 1 [174, 175].
The main experimental evidence for itinerant or band magnetism in
SrRuO3 is the lack of saturation to the full magnetic moment in high electric
fields and its non-integer number. This may be understood as follows: The
octahedral crystalline electric field of O atoms [176] splits the fivefold degen-
eracy of the Ru 4d4 configuration into a triplet (t2g) ground state, two-thirds
occupied, and a doublet (eg) excited state, unoccupied (compare figure 5.12).
Hund’s rule predicts a low spin alignment (↑↑↑↓) (S=1), a magnetic moment
µeff = 2µB
√
S(S + 1) ≈ 2.8µB and a saturation magnetization for high mag-
netic fields of 2µB. This scenario, where the magnetism is mostly carried by
the spin is often a fair approximation, because for solids the orbital momen-
tum, present in the atomic ground state for an individual atom, is largely
quenched due to crystal field effects. However, one may already suspect that
in 4d orbitals of such heavy elements spin-orbit coupling is large, and may
be in the same order as the crystal field splitting.
A number of experimental papers have focused on determining the mag-
netic moment of SrRuO3: the earliest work on the ferromagnetic properties
of SrRuO3 revealed a surprisingly low saturation moment of 0.85 µB [177],
only a little later a low-temperature magnetic moment of 1.4µB/Ru was de-
termined by neutron diffraction [178]. A more recent study also by neutron
diffraction at T=10 K determined the ferromagnetic ordered Ru moment to
amount to 1.63±0.06µB [179]. In both cases the low values were explained
by collective-electron magnetism. A saturation magnetization of ≈ 1.4µB at
30 Tesla was found by [180].
These low values for µB were confirmed by theoretical work, in particular
by first principle calculations [181], corroborating the possibility of the band
ferromagnetism in SrRuO3 with a reduced ordered moment of 1.45 µB/Ru.
Another theoretical approach [182, 183] leads to the ferromagnetic state with
a moment of 1.59 µB/Ru for the real orthorhombic symmetry.
One reason for the difficulties of measuring the magnetic moment of
SrRuO3, resulting in the large variety of reported values, is the large magneto-
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Figure 5.12: a) Stoner model of the band splitting leading to a ferromag-
netic state. b) An octahedral array of negative charges (oxygens, blue dots)
approaching a metal ion. The orientations of the d-orbitals relative to the
negatively charged ligands. Notice that the lobes of the dz2 and dx2−y2 or-
bitals [c) and d)] point towards the charges. The lobes of the dxy, dyz, and
dxz orbitals [e)-g)] point between the charges. h) Energy splitting results in
a low spin configuration with S=1.
crystalline anisotropy [184]. This describes the quite unusual and surprising
effect that both the shape of hysteresis curves and the saturation magneti-
zation strongly depends on the direction of the applied magnetic field. It is
attributed to the strong spin-orbit coupling in SRO.
Experimentally, the temperature dependence of the magnetization M(T )
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of SrRuO3 is described by the empirical formula [179]:
M =M0(1− (T/TC)δ)β (5.12)
δ =1 (5.13)
β =0.25 (5.14)
The simplest motivation for the functional relation 4
√
1− T/TC is a Taylor
expansion of the free energy F up to sixth power in M and minimizing F
with respect to M. The quadratic coefficient is taken to be proportional to
(1− T/TC) (compare section 6.1.2 on the Landau theory of ferroelectricity).
Another argument for a tendency towards greater electron itineracy are
the more extended d orbitals of 4 d ions, compared with 3 d ferromagnets.
For 4d oxides this results in the hybridization between the transition metals
and O 2p orbitals. For the so called p-d hybridization in SrRuO3 one can
find strong experimental [185, 186] and theoretical [182, 183] evidence. Ac-
cordingly one has to conclude additionally that a substantial fraction of the
spin moment is O p like.
Invar Effect
The above mentioned p-d hybridization also leads to the pronounced inter-
play between structural degrees of freedom and the magnetic and electronic
properties. In the present work they are of main interest and will be dis-
cussed in the following: While the crystal structure of SrRuO3 remains prac-
tically invariable in the temperature range of 1.5-290 K [179, 187], there is
a strong dependence of volume on the magnitude of the magnetic moment,
known as the ‘Invar effect’. The itinerant electron magnetic substance has
a negative contribution to thermal expansion and compensates the normal
lattice expansion due to incoherent phonon motion: the volume of a SrRuO3
unit cell remains constant below the critical temperature. Figure 5.13 a)
shows measurements of the unit cell volume by X-ray diffraction as a func-
tion of temperature. The difference in volume ∆VM between the thermal
expansion as determined by the Debye model and the measured values was
attributed to the additional magnetic contributions below the Curie temper-
ature [163, 187, 188]. Note that this assumes that in the ferromagnetic phase
the anharmonic phonon phonon interaction remains unaltered. The volume
is affected by the magnitude of the magnetic moment through the magneto-
volume effect. If ωm denotes the thermal expansion due to magnetic effects,
C is the magneto-volume coupling constant and B the bulk modulus we can
5.4 Ultrafast Magnetostriction in the Ferromagnet SrRuO3 101
write [189]2:
ωm = C/B ·M2. (5.15)
Experimentally this relation is well reproduced [163] and yields ωm(T = 0
K) ≈ 1 × 10−3. This is also supported by theoretical studies, where the
magnetic moment was calculated to increase with increasing volume with a
slope of 0.06 µB/Å3 about the experimental volume [183].
With the approximate relation M ∝ 4
√
1− T/TC [179] and equation 5.15,
one gets ωm ∝
√
1− T/TC, that is, an approximate square root dependence
of the magneto volume effect as a function of temperature. This is in good
experimental agreement with [163, 187].
Figure 5.13: a) Volume of the SRO unit cell as a function of temperature.
Below 160 Kelvin the thermal expansion is compensated by magnetostrictive
components resulting in a zero thermal expansion coefficient [163]. b) The
magnetization versus temperature curves for both a strained and a strain-
relaxed SrRuO3 thin film [190]. c) Oxygen octahedra phonons (mainly) re-
sponsible for stabilizing the ferromagnetically ordered state [165].
For a thin film with a pseudocubic structure the magneto-volume effect
is even more pronounced. Figure 5.13 b) reproduces the experimental results
of a magnetization measurement of a strained and strain-relaxed SRO thin
film [190]. The strain was induced by growing the SRO film epitaxially on a
STO substrate which amounts to 0.67 % in plane strain. Note that this is the
situation in our sample. One then calculates ωm = 3.5 × 10−3 for T = 0 K.
2Again, the derivation is based on a Taylor expansion of the free energy, assuming only
even terms in M and a lowest coupling term ωmM2. This is discussed in detail for the
electric polarization in section 6.1.2.
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This is confirmed by similar results [191], which report on the magnetization
of SRO grown on different substrates, and thus with different compressive
and tensile strains. The easy axis of magnetization lies in the (001) plane, its
direction is between the [110] and [010] direction; along the growth direction
it is approximately a factor of two smaller [56, 192] (compare figure 2.10).
Microscopically the zero thermal expansion coefficient was found to be
stipulated by freezing of the mutual rotations/tilts of the oxygen octahedra
below the phase transition into the ferromagnetic phase [compare figure 5.13
c)]. This was revealed in a series of neutron diffraction experiments [179, 187].
The Ru-O bond length remains constant between 1.5 and 300 Kelvin, while
the angle Ru-O drops with decreasing temperature and stays constant below
TC. The importance of the orthorhombic distortion (that is, the tilted oxygen
octahedra) for stabilizing the magnetic state is also discussed in theoretical
work: calculations for a perfectly cubic SRO unit cell yields much lower
magnetic moments, while the rotation of the RuO3 octahedra by 8◦ in SRO
was found to be close to the value of maximum magnetization [182].
Magnetic Grüneisen Parameter of SrRuO3
The thermodynamic model of stress generation is extended further to in-
corporate magnetic contributions: one defines a magnetic specific heat and
magnetic thermal expansion coefficient, which, along the same lines as above,
are linked by a magnetic Grüneisen parameter. If Em is the magnetic inter-








Experimentally it is difficult to separated magnetic and electronic contribu-
tions at low temperatures, such that one often defines a common Grüneisen
parameter γem. Note that values of γem may have large values and may be
of either sign.
A simple approximation for the magnetic Grüneisen parameter for
SrRuO3 is given in the following. The total specific heat of SrRuO3 at
its Curie temperature of T = 160 K amounts to approximately Ctotal =
90 J/K/mol, while its magnetic contribution is given by only Cmag = 4.4
J/K/mol [193]. The total thermal expansion coefficient drops to zero at
T = 160 K [194], that is, the volume change due to anharmonic phonon-
phonon interaction and magnetic contributions exactly cancel each other.
Hence, with equation 5.16 or 5.3 the ratio between the lattice and magnetic
Grüneisen parameter is determined to γl/γm ≈ −0.05. With the approx-
imation made in section 5.1 for the lattice Grüneisen parameter one finds
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γm ≈ −33. Hence, moderate energy changes in the magnetic system result
in a huge compression of the lattice.
Again caution is necessary when applying this thermodynamic picture to
non-equilibrium physics. In fact, we have already mentioned specific optical
phonon-modes, which play a dominant role in the coupling between ferro-
magnetism and structural degrees of freedom. This is apparently in conflict
with the mode-independent Grüneisen-concept.
A number of papers have investigated the dependence of the critical tem-
perature on the applied pressure. Resistance and A.C. susceptibility mea-
surements for SrRuO3 under a hydrostatic pressure revealed a decrease in
TC at a rate of -6.3 to -7.9 K/GPa [194–197]. In a thin film of SrRuO3
a smaller value of -5.9 K/GPa was found [198]. Note, that the values of
∂TC/∂P are fairly moderate, pointing to a very stable magnetic state and
also imply that the strain caused by the pseudomorphic growth has only a
minor impact on the transition temperature TC. Figure 5.13 b) shows very
small changes of the Curie temperature for different strains, in line with the
numbers for ∂TC/∂P , however, one observes very large differences in satura-
tion magnetization at T=0 for different strains. This is the component which
for ultrafast changes in magnetization (with ∆S = 0) is believed to lead to
correspondingly sub-picosecond and very pronounced changes in the lattice
structure.
Despite the growing number of publications on SrRuO3, evincing the large
progress explaining its electronic and magnetic properties and their static
interaction with structural degrees of freedom, the dynamics and relevant
time-scales of such couplings have remained unknown. In particular, how
fast is the structural response, that is, reduction of the unit-cell volume, after
an optically induced demagnetization? This unresolved question is addressed
experimentally by the structurally sensitive method of X-ray diffraction. The
results are presented in the the following.
5.4.3 Time Resolved X-ray Data
With the Curie temperature TC = 160 K of SrRuO3 it is necessary to cool
the sample and perform the measurements with a cryostat. As excitation
wavelength we chose the fundamental beam with λ = 800 nm and the idler
output of the OPA with λ = 2250 nm. This necessitated a rather laborious
modification of the experimental setup. The implementation of the cryostat
set additional geometric constraints and required a change of the X-ray optic
together with the focusing conditions. Only optic No. 1 (see Tab. 3.3)
has an adequate divergence to measure two neighboring Bragg reflections
simultaneously as well as a sufficient distance between source and focus.
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Again the X-ray response turned out to be extremely sensitive on the focal
spot size as well as the spatial overlap of X-ray probe and pump beam. In
the experiment we investigated the dependence of the phonon amplitude and
temporal shape as a function of excitation wavelength and temperature.
Figure 5.14: Normalized reflectivity change for different temperatures as a
function of time. The excitation wavelength is a) λ = 2250 nm and c)
λ = 800 nm. Inset: Time dependent reflectivity change on a longer time
scale at T = 90 K. Temporal offset of the phonon oscillations as a function
of temperature for b) λ = 2250 nm and d) λ = 800 nm.
Figure 5.14 a) shows the normalized reflectivity change as a function of
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time for temperatures between 290 Kelvin and 25 Kelvin. The inset shows
the reflectivity change on a longer time scale for T=90 K. Here one may ap-
preciate how for longer times the phonon oscillations are superimposed by an
oscillation of longer period (approximately 30 ps), which is apparently due to
the expansion of the entire SL structure. We again calculated the temporal
error function describing the temporal offset of the oscillations to deduce a
possible temporal offset for different temperatures. This time is plotted in
figure 5.14 b) as a function of temperature. The values scatter around the
time of the room temperature measurement with an rms value of approxi-
mately 100 fs. One cannot make out a trend, which suggests that within the
accuracy of the experiment, the time remains constant. For repeated mea-
surements at the same temperature the mean time delay is plotted together
with an error bar reflecting the rms value.
In figure 5.14 c) the corresponding measurement carried out with an exci-
tation wavelength of λ = 800 nm is shown. The normalized X-ray reflectivity
change is plotted as a function of temperature. For better clarity only mea-
surements taken at 4 different temperatures are shown. Again one observes
well overlapping curves, the only slight deviations can be observed for the
lowest temperature of 50 K, here the X-ray reflectivity seems to indicate
stronger modulation and even reaches positive values for minimal elonga-
tions. Figure 5.14 d) shows the deduced temporal offset normalized to the
room temperature measurement as a function of temperature; here all mea-
surements have been included. Again, there seems to be no recognizable
dependence on temperature.
More rewarding information can be deduced from the phonon amplitudes,
both as a function of time and excitation wavelength. The experimental re-
sults are plotted in figure 5.15. Graph a) shows three exemplary curves
measured with an excitation wavelength of λ = 2.2 µm for T = 20 K (red
filled dots), T = 160 K (black stars) and T = 290 K (green circles). Fig-
ure 5.15 b) compares the phonon amplitude normalized to the room tem-
perature measurement as a function of temperature. The whole data set
consists of 7 different experimental runs, carried out on different days, but
with comparable excitation fluence. Identical temperatures have been aver-
aged, the reproducibility determines the error of approximately ± 7 %. The
green, filled dots show the data recorded with the infrared excitation pulses
(λ = 2.2µm): for temperatures above TC ≈ 160 K the phonon amplitude re-
mains constant and drops considerably for temperatures below TC. For the
lowest temperature the amplitude has dropped to nearly 50 %. For excitation
with 800 nm, the effect is much less pronounced, and the amplitude is re-
duced by approximately 20 %. The phonon amplitudes show an approximate
square root dependence on temperature.
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Figure 5.15: a) λ = 2.2 µm pump X-ray reflectivity of the superlattice
peak (0 0 116) for 300 K (blue triangle), 160 K (black stars) and 20 K
(red dots). The solid lines are calculations with equation 5.10) and a rise
time of τphonon = τmag = 500 fs. b) Lattice temperature dependence of the
amplitude(T) of the SL phonon oscillation normalized to its value at room
temperature for excitation wavelengths as indicated. The contribution of
magnetic contractive stress follows approximately the temperature dependent
magnetization squared M(T )2 (solid lines).
5.4.4 Time Resolved Optical Data
To learn more about the electronic system in SrRuO3, in particular, with
regard to the temporal evolution of the demagnetization after optical excita-
tion, temperature dependent all optical reflectivity measurements have been
carried out. Figures 5.16 show the time-resolved reflectivity change probed
with λ = 2.2 µm after excitation with a) λ = 2.2 µm and b) λ = 800 nm.
The data is shown for an early time scale, up to 2 ps, and for three exem-
plarily temperatures of 300, 160 and 20 Kelvin. Only for early delay times
t < 2 ps the time-resolved curves are discussed. One finds satisfactory agree-
ment with the experimental data for a fit function containing a fast and slow
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Figure 5.16: a) λ = 2.2/2.2 µm pump probe transient reflectivity for 300 K
(blue curve), 160 K (black curve) and 20 K (red curve). b) λ = 0.8/2.2 µm
pump probe transient reflectivity. c) Amplitude of the fast component of
the optical reflectivity as a function of temperature. For excitation with
λ = 2.2 µm one observes a behavior mimicking the magnetization square
behavior.
exponential component:
R(t, a, b, c, d, e, f) = 12
(
1 + erf(t− a
b
) + c exp(−τopticalt) + e exp(−ft)
)
(5.17)
The time constant of the fast exponential decay yields values of approxi-
mately τoptical = 250 − 300 fs. Only for measurements at the Curie temper-
ature the decay time is slightly lower. Integration over the fast component
(that is ∑R(t, a, b, c, d) and normalization to its mean value above TC yields
the points shown in figure 5.16 c). While for the data pumped with λ = 800
nm there is no observable dependence on temperature, the integrated fast
component for an excitation wavelength of 2.2 µm clearly follows an approx-
imate square root dependence.
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5.4.5 Discussion
For a constant amount of absorbed pump energy, a temperature independent
Grüneisen constant and unchanged anharmonic phonon phonon interaction,
one expects the SL phonon driving stress amplitude to be independent of the
lattice temperature. Thus, the observed temperature dependent behavior
of the phonon amplitudes gives evidence of additional contributions to the
photo-generated stress below TC = 160 K. The data points in figure 5.15 b)
approximately follow the temperature dependent magnetizationM2(T ) (solid
line) [163], suggesting a contractive magnetic contribution to stress driving
the SL phonon.
Ultrafast Demagnetization
Let us first address the question of ultrafast demagnetization, certainly the
prerequisite of magnetostrictive effects. The ultrafast time scale of the mag-
netostrictive component and the distinct excitation spectrum, that is, the
more pronounced effects observed for an excitation wavelength of λ = 2.2 µm,
give the most valuable information about the underlying mechanism. The
most likely scenario seems to be either demagnetization by direct optical spin-
flip transitions, or electron-magnon scattering during the fast thermalization
of the hot electron gas.
In literature there is experimental and theoretical evidence strongly sup-
porting these scenarios: Figure 5.7 b) shows the frequency dependent ab-
sorption coefficient α(ω) of metallic SrRuO3 as calculated from experimental
reflectivity data and its dielectric function [132]. One clearly sees an ab-
sorption maximum around 5000 cm−1, which grows for lower temperatures.
This gap is attributed to electronic correlation effects and, hence, can be
associated with the magnetically ordered electron system. Secondly, band
structure calculation [181, 183] show a large pile up of the density of states
(DOS) of the majority spins about 2500 cm−1 below the fermi-energy EF,
while unoccupied states of the minority spins are about 2500 cm−1 above
EF. The calculated density of states is shown for the ferromagnetic case in
figure 5.17 a) and schematically for the paramagnetic case b).
For allowed optical transitions between these two density of state peaks
one expects a strongly enhanced demagnetization for photon energies around
5000 cm−1. Note that due to the strong spin-orbit coupling of Ru d orbitals
and the hybridization of Ru d and O p orbitals such transitions are not
necessarily forbidden. This is well known from atomic physics: for heavy
elements the spin-orbit coupling for each individual electron increases and
the interaction is described by jj coupling. The forbidden intercombination,
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that is, transitions between states with different multiplicity or ∆S 6= 0, take
place. The most prominent example is the strongest line in the spectrum
of mercury with λ = 253.7 nm. In this scenario the additional absorption
peak around 5000 cm−1 [figure 5.7 b)] in the ferromagnetic phase would stem
from spin-flipping (demagnetizing) optical transitions, so called intercombi-
nation transitions. An approximation of the excitation density of SRO yields
several tens of percent of free electrons, with n(e)SRO = 1.22 × 1022 cm−3,
an excitation fluence of 6.6 mJ/cm2 [compare figure 5.11 and figure 5.3 b)]
and the wavelength λ = 2.2 µm. This very high value of the excitation
density supports the assumption of a considerable reduction of the macro-
scopic magnetization, even in direct optical intercombination transitions. For
higher photon energies (λ = 800 nm) the process of demagnetization is less
efficient, because here the DOS for majority and minority spins is more sym-
metric and the number of photons is lower by about a factor of 3. This
scenario implies an instantaneous demagnetization, such that the finite rise
time of the magnetostrictive stress must be due to secondary processes, that
is, phonon-phonon interaction. This will be discussed in the following section.
Figure 5.17: a) Calculation of the density of states (DOS) of SRO for the
ferromagnetic case [183] and a schematic DOS in the paramagnetic case. ∆ex
corresponds to 5000 cm−1 = 2 µm≈ 0.6 eV in SRO. a) Electron distribution
after optical excitation with 800 nm and 2.2 µm for identical total energy.
Alternatively, a slightly modified picture would also explain the wave-
length dependence of the demagnetization; it is depicted in schematic 5.17 b).
Optical excitation from filled (majority) electron states at approximately -0.3
eV (grey area) results in an non-thermal electron distribution around 0.3 eV
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(blue area) and around 1.2 eV (red area) for wavelength of 2.2 µm and 800 nm,
respectively. Again, recall that for an identical total deposited energy the
number of excited electrons for 800 nm excitation is smaller by about a factor
of three. Low energy magnetic excitations (magnons) are emitted during the
thermalization of the hot electron gas; the reservoir for angular momentum
is attributed to electron orbits (compare for example [199]). This process is
expected to be most efficient for high energetic electrons and around 0.3 eV,
where the unoccupied minority spins have a maximum. Successive spin flips
during carrier thermalization result in a randomization of a certain fraction
of the magnetic order. Hence, the demagnetization depends on the number
of photoexcited electrons and, for identical excitation energy, will be larger for
2.2 µm excitation. A finite time for demagnetization is now permitted and an
upper limit is given by the electron equilibration time. Importantly, in this
model spin flips of thermalized electrons must be assumed to be very slow.
This is in agreement with band structure calculation including spin-orbit in-
teraction showing that the band-electron wavefunctions consist of different
orbit and spin components, while the contribution of such spin-mixed states
grows for increasing energy [200]. At the band minimum (thermal electrons)
they play a negligible role and so do spin-flipping processes. Note, that the
photoexcited electrons with 800 nm or 2.2 µm have a temperature of ap-
proximately 4000 K or 16000 K, respectively, that is, much higher than the
temperature of the equilibrated electron system. The earlier mentioned op-
tical Kerr experiments [172] also revealed that thermal contribution to the
demagnetization around TC are considerably slower (≈ 10 ps).
Since the processes of phonon generation and demagnetization are both
linked to the thermalization of hot electrons, a similar rise time of phonon
mediated and magnetostrictive stress follows.
This described scenario of optical, wavelength dependent, ultrafast de-
magnetization is further corroborated by the optical pump probe data pre-
sented in section 5.4.4. Here the fast component of the reflectivity change
after λ = 2.2 µm excitation shows the characteristic behavior of a demagne-
tization curve. It remains constant above the Curie temperature and then
follows an approximate M2(T) dependence for lower temperatures. This can
be compared to the recent systematic study on various ferromagnetic com-
pounds including SRO by femtosecond magneto-optical Kerr experiments
[172]. The fast component (t < 200 fs) of the time-resolved ellipticity as
a function of temperature exhibits a very similar behavior as shown in fig-
ure 5.16. This close agreement suggests that the all optical data can be
interpreted as a probe for magnetization. The temporal resolution of the
all optical data is in the order of 100 fs, such that it is in agreement with
both demagnetization scenarios described above. The results for the 800 nm
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pump/2.2 µm probe optical data show no appreciable dependence on tem-
perature. This may be due to a nonlinear (or in general more complicated
and unknown) relationship between the optical response and magnetization,
or that indeed some fraction of electrons are spin-flipped in direct optical
transitions for 2.2 µm excitation. A more conclusive interpretation of the all
optical data certainly requires further experimental efforts.
Ultrafast Magnetostriction
Accordingly, after optical excitation the SRO layers are assumed to be (par-
tially) demagnetized, and one expects consequences for the crystal structure.
This is maintained by the overwhelming experimental and theoretical evi-
dence of the strong magneto-volume effect in SRO [163, 179, 182, 183, 188].
Therefore, the reduction of phonon amplitude below TC is assigned to the
contractive stress induced by magnetostriction. The effect is large and for
the lowest temperature we measure approximately ηmag = 2.5 × 10−3. The
magnitude of the ultrafast magneto-volume effect is in quantitative agree-
ment with previously reported values in thin films: the magnetization of
thin film SRO was compared with different in-plane strain and revealed huge
magneto-volume effect at T = 0 Kelvin of up to 3.5× 10−3 [190, 191].
While the static connection between magnetization and decreasing vol-
ume is well established, the corresponding dynamics of such interactions have
remained unknown. The presented time-resolved X-ray experiments allow to
determine the relevant time-scales with a sub-picosecond resolution. Careful
analysis of the measured transient reflectivity curves point to no apprecia-
ble temperature dependent temporal offset between the oscillations. This
suggests that the processes leading to magnetostriction happen on a similar
time-scale as the expansive phonon mediated stress. For a quantitative anal-
ysis the differential equation 5.10 is solved for a phonon and magnetic stress
contribution:
F (t) = A[1− exp(−t/τphonon)]−B[1− exp(−t/τmag)] (5.18)
where the parameter A only depends (linearly) on the incident pump fluence
and the parameter B on M2, the excitation wavelength λex (and presumably
on the incident pump fluence). The calculation is presented in figure 5.18
and compared to two exemplary curves at 300 and 20 Kelvin. For a constant
rise-time of the phonon induced force of τphonon = 500 fs we find best agree-
ment for traces with τmag ≈ 500 fs. The calculation for an instantly produced
stress (τmag = 50 fs) after demagnetization shows significant deviations, in
particular a large phase shift of nearly 500 fs [compare green dashed line in
figure 5.18 a)]. Also for much slower build-up of the magnetic component
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(τmag = 1250 fs) the calculated oscillation shows poor agreement. However,
care has to be taken not to overrate the temporal resolution of the experi-
ment. With slight changes in τphonon = 500 of ± 100 fs – certainly within the
experimental error – magnetostriction between 200 fs< τmag < 750 fs still
gives a fair agreement with the measured phonon oscillations. Additionally,
note that the curves shown in figure 5.18 a) are exemplary results for T = 20
K, while the set of repeated measurements show a relative noise in amplitude
of up to 10%. However, it is justified to exclude an instantaneous as well as
slow (>800 fs) magnetic contribution to stress.
Figure 5.18: a) X-ray reflectivity for T=300 K and 20 K (solid symbols).
Extracted magnetostrictive component together with calculated traces for
different transient stress according to lower panel. Best agreement is found
for τmag = 500 fs. b) Build-up of phonon mediated and magnetostrictive
stress for different time constants τmag
If the process of demagnetization is assumed to be quasi instantaneous
(τmag < 100 fs), the observed delay of the onset of the magnetostrictive stress
is attributed to successive phonon-phonon interaction, that is, interaction be-
tween excited phonons and the tetragonal distortion. Optical phonons have
been found to play an important role for the spin exchange coupling and
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have been identified as the oxygen vibrations Ag(5) and B2g(4) [compare
figure 5.13 a)], which modulate the Ru-O-Ru bond angle [179, 187]. In Ra-
man measurements they have been found at 391 cm−1 and 393 cm−1 [165].
Further contributions stem from phonons between 94 cm−1 and 250 cm−1
[164]. We may assume that the ultrafast optical demagnetization changes
the potential for these phonon modes, that is, they are displacively excited.
Therefore, the build-up of the magnetic contribution to stress happens on
a time scale set by their specific frequencies, corresponding to up to several
hundred femtoseconds. Even though this notion is in agreement with our
experimental data and supported by literature, it is important to remember
that the presented X-ray experiments are not sensitive to oxygen atoms dis-
placements. Thus a direct verification of the role of the oxygen octahedra on
an ultrafast time scales has yet to be demonstrated.
Summarizing, the scenario of magnetostriction may happen as follows:
the strong spin-orbit interaction in the itinerant ferromagnet SrRuO3 allows
for spin-flipping intraband scattering processes, involving the absorption of
a photon and emission of a magnon. The resulting reduction of magneti-
zation couples to the tetragonal distortion via the magneto-volume effect
and reduces the amplitude of the superlattice phonon oscillation. The finite
rise time of the magnetostrictive stress component is attributed to intraband
spin-flipping scattering processes during carrier thermalization and/or to the
elongation of specific optical phonon modes and their subsequent coupling to
the crystal volume.
In conclusion, we have identified different mechanisms of ultrafast stress
generation in the itinerant ferromagnet SRO. Measurements of photoinduced
structural dynamics in real-time by ultrafast X-ray diffraction provides the
first direct evidence for a subpicosecond build-up of magnetostrictive stress
in nanolayered SRO. The amplitude of the magnetostrictive component of
transient stress decreases with increasing temperature, mimicking the tem-
perature dependent magnetization. The magnetostrictive stress compensates
a major fraction of the crystal expansion driven by non-equilibrium phonons.

Chapter 6
Coupled Ultrafast Lattice and
Polarization Dynamics in
Ferroelectric Nanolayers
The ferroelectric properties of PbTiO3 (PTO) and its derivatives like
Pb(Zr0.2Ti0.8)O3(PZT) solid solutions are essentially determined and con-
trolled by two prominent phonon modes of the crystal lattice: (i) The tetrago-
nal distortion along the c axis is characterized by η=c/a of the unit cell where
a and c are the in-plane and out-of-plane lattice constants. (ii) The ferroelec-
tric soft mode is connected with the displacement ξPb−Ti = ξPb−O − ξTi/Zr−O
of the Pb and Ti cations given by the difference of the displacements between
the respective cation and the oxygen anions. The ferroelectric polarization P
is proportional to the soft mode displacement, that is, P ∝ ξPb−Ti. At room
temperature, the underdamped soft mode displays a frequency somewhat be-
low 100 cm−1, corresponding to a subpicosecond oscillation period [201]. The
dynamics of ferroelectricity is intrinsically coupled to lattice dynamics, that
is, atomic motions along the two modes η and ξPb−Ti. This raises the question
if and how fast the macroscopic polarization of Perovskite nanolayers can be
manipulated by launching lattice excitations. So far, experimental work on
this issue has remained limited. All-optical measurements of the ultrafast po-
larization dynamics lack the exact determination of atomic amplitudes, and
the fastest switching times observed so far for epitaxial ferroelectric materials
are in the 100 ps range [202].
This chapter presents a time-resolved X-ray diffraction experiment to
study polarization dynamics in a Pb(Zr0.2Ti0.8)O3/SrRuO3 superlattice (SL)
under optically induced uniaxial stress. Two Bragg reflections provide suffi-
cient information to derive the coupled dynamics of the two modes that are
relevant for ferroelectricity. The uniaxial stress compresses the PZT layers
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by up to (η/η0) − 1 = 0.022 without destroying the sample. We demon-
strate that such transient stress can reversibly switch off the ferroelectric
polarization of PZT within less than 2 ps.
6.1 Ferroelectricity
The ferroelectric phase transition is a structural phase transition, as a re-
sult of which a spontaneous polarization occurs in the crystal, that is, a
component of the electric polarization vector, which is caused by relative
displacements of atoms in each of the unit cells of the crystal and which
results in the appearance of the pyroelectric effect.
Ferroelectrics are in thermal equilibrium in each polarization state +P
and −P and their basic properties are determined by the characteristic dou-
ble well potential (compare figure 6.2). At sufficiently low temperatures
neighboring ions sit on the same side of the potential forming domains lead-
ing to a net polarization per unit volume. Usually a crystal consists of many
domains with random polarization such that the total macroscopic polar-
ization averages to zero. If an external electric field can pole the crystal
resulting in one single domain with a macroscopic polarization the crystal is
called ferroelectric.
As the temperature is increased the ions in the double wells obtain enough
kinetic energy to hop rapidly back and forth between the two minima of
the potential, such that their mean displacement corresponds to a non-
ferroelectric or paraelectric state. This phenomena is called a order-disorder
phase transition. The ion positions are ordered below a phase transition
temperature and are disordered above T0. Alternatively, in a displacive tran-
sition, the potential barrier of the double well is reduced with increasing
temperature and the minima move to their initial midpoint. This can hap-
pen over a small temperature range for which the ion kinetic energy kBT
changes very little.
In the following the very intuitive microscopic theory of Cochran is dis-
cussed, which explains a ferroelectric phase transition as a result of an insta-
bility for a certain normal mode of vibration, that is, nuclear motion. This
is followed by an introduction of the thermodynamic approach developed by
Landau and Devonshire. This gives a good macroscopic description of ferro-
electric phase transitions and allows us to include electrical and mechanical
boundary condition, which play an important role in ferroelectric thin films.
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6.1.1 Soft Mode or Cochran Theory of Ferroelectricity
A very elegant and intuitive model for ferroelectricity was formulated by
Cochran [203] in 1960. The main thesis of this work is that ferroelectricity
can be treated as a problem of lattice dynamics and that the lower-symmetry
ferroelectric phase corresponds to an eigenvector of a transverse optical mode.
The phase transition is described as a result of a mechanical instability of a
crystal lattice with respect to a normal mode. At the transition point the
unstable crystal lattice is restructured such that it is stable for all Eigen-
modes. The following discussion is restricted to a simple ionic crystal of
sodium chloride type, although the same work also considers the problem of
BaTiO3.
Because at low frequencies the polarization of ionic crystals are mainly
due to a displacement of the atomic cores (ionic polarization), which are
accompanied by a displacement of the electrons with respect to the core
(electronic polarization), the polarization must be directly linked to lattice
dynamics. This leads to the assumption that we can express the polarization
P as a superposition of plane waves, just like one decomposes the displace-
ment of atoms into eigenmodes. We can write:
P ∼ exp i{~k~r − ωt} (6.1)
and also for the electric field which is caused by the polarization:
E ∼ exp i{~k~r − ωt} (6.2)
With help of the Maxwell equations we can readily prove that the electric
local field Eloc acting on the atoms for transversal (t) and longitudinal (l)
lattice vibrations are as follows (see for example [204]):




~Elloc = ~ELorentz −
1
ε0
~P = − 23ε0
~P (6.4)
where ~P/3ε0 is the Lorentz field. Eloc is the electric field at the site of
the displaced atom that is produced by the dipoles throughout the rest of
the solid [compare figure 6.1 a)]. The problem is greatly simplified by only
considering ~k along the symmetry direction [100], because then the force
constants can be considered to only act between planes of atoms, and the
problem becomes similar to that of a linear chain. Further simplification is
possible when k = 0. For any such mode all atoms of the same type have
the same displacement and the only force constant involved, for a diatomic
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crystal, is that between the two Bravais arrays of atoms such as sodium and
chlorine. For simplicity only the negative ion are taken to be polarizable. We
use the shell model for a polarizable atom in the following way: one considers
3 Bravais lattices: the positive ions, and the core and shell of the negative
ions. The shell (representing the outer electrons) is coupled to the core of
the negative ion by an isotropic and short-range force, specified with the
force constant κ. The short-range force between the shell and the core of the
positive ion is described by the force constant κ0. Finally we have to consider
the long-range Coulomb forces, which depend on the polarization P . If we
denote u1, u2 and v2 as the displacements from their equilibrium positions of
positive ions and the core and shells of negative ions, respectively, we may
write for the equation of motion for the transverse mode:












Ze,Xe, Y e are the charges of the positive ions, the cores and shells of the
negative ions, respectively. For a neutral crystal we have X + Y + Z = 0, e
denotes the elementary charge. The third equation specifies that the shells
always occupy positions of equilibrium corresponding to the instantaneous
configuration of the nuclei. This situation is depicted schematically in fig-
ure 6.1 b).
We choose ~q along [100] with the atoms displaced parallel to [001] and
make the ansatz u1,2 = U1,2 exp(−iwt), v2 = V2 exp(−iwt), etc. and P =
P exp(−iwt). Simple algebraic rearrangement, introducing the effective value
Z ′ = Z +Y κ0/(κ+κ0) and noting that P = e(ZU1 +XU2 +Y V2)/V (where











Here we have also introduced the abbreviation ξ = |U1−U2|, which describes
the relative displacement of the core ions. Note that this is directly propor-
tional to the polarization P. Let us now additionally consider the situation
when an effective field E = E exp(−iΩt) exists inside the crystal, with a
frequency Ω such that the cores do not move appreciably. The equilibrium
is then given by EY e = (κ+ κ0)V2 and the polarization due to displacement
of the shells is P = Y eV2/V . One calculates the electronic polarizability of
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Figure 6.1: a) ’Cavity method’ to calculate the local field Eloc induced by the
field Ediel, as the sum of all dipolar fields throughout the solid. b) Cochran
Shell model for short range forces: the core of the negative ion is coupled to
its shell with force constant κ, the core of the positive ion is coupled to the
shell with force constant κ0.








The electric polarizability αe is, however, related to the optical-frequency
dielectric constant εe by the Clausius-Mossotti formula
αe
3V ε0
= εe − 1
εe + 2
. (6.8)
With this formula and the ansatz for equation 6.5 one gets
µw2T = κ′0 −
(εe + 2)(Z ′e)2
9V ε0
(6.9)
with κ′0 = κκ0/(κ+κ0) and the reduced mass µ = m1m2/(m1+m2). We have
added a suffix T to emphasize that we are dealing with a transverse optical
mode. For the longitudinal optical mode we can repeat the above derivation
except we have to use the the electric field as specified in equation 6.4:
µw2L = κ′0 +
2(εe + 2)(Z ′e)2
9V ε0εe
(6.10)
With the well known Lyddane-Sachs-Teller-relation between the frequencies
ωL and ωT and the static and optical-frequency dielectric constant εs and εe,
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we can appreciate the significance for ferroelectricity. As we will discuss
in the following chapter a condition for the transition to the polar phase
is that the static dielectric constant goes to infinity. Such an anomalously
large dielectric constant stems from the fact that a very small applied field
will alter substantially the displacement polarization near the ferroelectric
transition. According to equation 6.11 this happens when the transverse
optical mode ωT approaches zero or when it ‘softens’:
κ′0 =
(εe + 2)(Z ′e)2
9V ε0
. (6.12)
This condition implies that the crystal becomes instable with respect to the
transverse optical mode. The phonon mode softens exactly when the short-
range forces (κ′0, which favor the nonpolar paraelectric phase) are compen-
sated by the long-range Coulomb forces (right-hand side of equation 6.12,
which favor the ferroelectric phase). Note that the crystal does not necessar-
ily lose its stability for other eigenmodes. In particular we can see that the
longitudinal mode (equation 6.10) never causes a crystal instability. Even
though for alkali-halogenide the two forces are of the same order of magni-
tude, κ′0 is about twice as large as the Coulomb part, such that a complete
compensation is impossible, however for BaTiO3 one can show that such a
compensation is feasible.
All above considerations have been based on a harmonic approximation.
Anharmonicity, however, makes quantities like the volume of the unit cell V
and Z ′, κ′0 linear dependent on temperature. Only for simplicity we take κ′0
to be independent of temperature and only the last term of equation 6.9 is
responsible for the temperature variation. Accordingly we write:







= γ(T − TC), (6.13)
where γ is a temperature coefficient of the same order of magnitude as the
volume coefficient of expansion, and TC is the temperature where the crys-
tal just becomes unstable. Curie-Weiss law follows with equation 6.9 and
equation 6.11:
εs = εe +
(εe + 2)2(Z ′e)2
9V k′0γ(T − TC)
. (6.14)
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From these relations the connection to thermodynamic theory may easily
be established, however, this will not be pursued here. The thermodynamic
theory of ferroelectricity will be introduced in the next section.
It may be helpful to reexpress the above considerations with the following
microscopic mean field theory: the diatomic solid in the paraelectric phase
has the ions equally spaced, such that a small displacement of the ions with
charge ±eZ ′ relative to each other by the amount ξ induces a polarization P
(chapter V, M. Born [144]):
P = 1
V
(Z ′eξ + αeEloc) (6.15)
where αe is the electronic polarizability of the ion and again only the nega-
tive ions are considered to be polarizable. Substituting the local field for a








Here we introduced the transverse effective charge, or Born effective charge
Z∗, which measures the average electric dipole moment per unit cell V gener-
ated by the corresponding relative ion displacement ξ . If such a phonon goes
‘soft’ and acquires a finite frozen amplitude ξ0, then ξ0Z∗/V is the approxi-
mate (to linear order O(ξ)) macroscopic ferroelectric polarization. Because





the denominator vanishes and the induced polarization diverges. This is
called the polarization catastrophe and marks the onset of the ferroelectric
instability. Rewriting equation 6.6 with equation 6.7 in terms of αe we find
that the identical condition as given in equation 6.17 leads to the crystal
instability for the transverse optical mode. In other words for a diatomic
crystal the term ‘instability’ and ‘polarization catastrophe’ are synonymous.
6.1.2 Landau-Devonshire Theory
Based on symmetry considerations Landau Theory [206–208] can provide a
reliable description of a system’s equilibrium behavior near a phase transi-
tion. To ferroelectricity it was first applied by Devonshire [209–211]. Landau
characterizes a phase transition in terms of an order parameter, a physical
quantity that is zero in the high symmetry (disordered) phase and changes
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to a finite value if the symmetry is lowered. For the case of a paraelectric-
ferroelectric transition this order parameter is the polarization P . The free
Energy F is then expanded as a power series around the transition point and
the state of the system is found by minimizing the free energy F(P ) with
respect to P . This somewhat surprising ansatz, namely that a singular be-
havior associated with a transition can be described by a regular expansion,
works also because the value of the order parameter itself is temperature
dependent and a singular function of the expansion coefficients. Nonetheless
we may expect that the powerlaw breaks down close to the transition and
that its validity needs to be checked experimentally. The variables which
describe the equilibrium state of the bulk ferroelectric includes temperature
(T ), polarization (P ), the electric field (E), strain (η), and stress (σ). For
simplicity we restrain the discussion to one-axial ferroelectric materials. If we
also postpone the influence of strain and stress on ferroelectricity to section






6 − EP (6.18)
where the power series is truncated at the sixth term. The coefficients a0
and c are always positive and the parameter a is proportional to T and can
be written as a = a0(T − TC) with the transition temperature TC. Due
to symmetry (the free energy should not depend whether we have +P or
−P ) we only consider even terms. Below the transition point the value
of P is adjusted such that F has the smallest possible value. With the
order parameter having a macroscopic physical interpretation, equally the
derivatives of the thermodynamical potentials (F) with respect to the order
parameter P correspond to macroscopic physical quantities, namely:
∂FP
∂P





reciprocal dielectric susceptibility (6.20)
The nature of the transition is now determined by the sign of the parameter b.
If b > 0 then a second order transition occurs at the Curie temperature T =
T0 = Tc and the free energy evolves continuously as a function of temperature
from the first schematic (P = 0) in figure 6.2 a) to the second, that has a
minima at the finite polarizations P = ±P0. Minimizing F (∂FP/∂P = 0),
setting E = 0 and retaining only the highest order terms we can estimate





(TC − T ). (6.21)
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Figure 6.2: a) Free energy as function of polarization below at and above the
phase transition. b) Order parameter P for a second order phase transition
as a function of temperature c) Typical ferroelectric behavior of the dielectric
susceptibility as a function of temperature. d) Free energy for a discontinuous
transition. e) The order parameter changes abruptly at T = Tc for a first
order transition. f) The dielectric susceptibility remains finite at T = Tc,
even theoretically. Compare [127].
The spontaneous polarization Ps decreases with a square root dependence
with increasing temperature [compare figure 6.2 b)]. The negative and posi-
tive sign correspond to the energetically degenerate cases of an up and down
orientation of Ps. This allows the build-up of anti-parallel domains.
The dielectric function ε or dielectric susceptibility χ usually shows a very
pronounced maximum at the phase-transition temperature. This may serve
as an evidence for a ferroelectric transition, which can be conveniently probed
with optical means. The theoretical behavior of the dielectric susceptibility is
shown in figure 6.2 c). For example in SrTiO3, the real part of the dielectric
function ε reaches very high values of almost 24000 below 10 K, and serves
as a sign for its polar instability [57].
If the quartic coefficient b in the expansion 6.18 is negative the transi-
tion is called first-order or discontinuous. Now the free energy may have
a subsidiary minimum even for T > T0 at non-zero polarization P. If the
temperature is reduced this minimum drops in energy below that of the un-
polarized state, and so does the thermodynamically favored configuration.
This temperature is defined as the Curie temperature TC, which, however,
now exceeds T0. Between T0 and TC the unpolarized phase exists as a lo-
cal minimum of the free energy. The most important aspect of a first-order
transition is that the order parameter jumps discontinuously to zero at TC.
Solid-liquid transitions are common examples of a discontinuous transition.
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In figure 6.2 d), e), f) the free energy, the order parameter P and the suscep-
tibility is schematically plotted for first order transitions.
Finally it is important to note that the Landau-Devonshire theory is a
mean field theory. It is assumed that every ion in a double well in the crystal
interacts with every other such ion equally, independent how far away it is.
Even though this may be a somewhat crude and unphysical approximation,
it allows us to replace all ions except one with an average or mean field,
making the very complicated mathematics solvable. Since for ferroelectrics
the interactions are mainly coulombic, dropping off slowly as 1/r, the inter-
actions are very long range, and the nature of these system are indeed mean
field. Also, since the Landau theory is strictly a macroscopic approach, it
cannot predict any microscopic physics like atomic displacements etc. The
coefficients in the expansion equation 6.18 can either be determined experi-
mentally, for example, by measuring the dielectric function as a function of
temperature, or by first principle calculations.
6.1.3 Coupling between Tetragonal Strain and Polar-
ization
The coupling between strain and polarization is particularly pronounced in
the ferroelectric material PbTiO3. It has been shown by fist principle calcu-
lation that the hybridization of lead and oxygen causes a large strain that
stabilizes the tetragonal phase [212]. If a cubic crystal (for example, PbTiO3)
undergoes a ferroelectric phase transition with the polarization pointing along
the 3-direction, the symmetry is broken and we expect a tetragonal distor-
tion η3 = η = c/a along the same direction. Due to the symmetry of the
transition the lowest order coupling is of of order ηP 2 (rather than ηP or




2 +QηP 2 − ησ. (6.22)
The first term simply represents Hooke’s law, or that the elastic energy stored
in a solid is quadratically dependent on the distortion, K is the elastic con-
stant. Here Q denotes some proportionality constant 1. The total free energy
consists of the terms 6.18 and 6.22:





2 +QηP 2 − ησ (6.23)
1Please compare the references [213, 214] for more details on the appropriate propor-
tionality constants
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Figure 6.3: The anharmonic potential surface as a function of tetragonal
distortion η and polarization P/P0. The equilibrium positions of the minima
for different external stresses lie on the white line. a) No external stress
defines the starting value η0 and P = ±P0. b) Reduced values of η and P
for a finite stress. c) For a critical stress σc we can define a critical distortion
ηc where the polarization vanishes.
This defines the equilibrium free energy surface as a function of both strain
η and polarization P . The equilibrium is again obtained by minimizing F






In figure 6.3 the energy surface equation 6.23 is plotted for three different ex-
ternal stresses σ. For no stress the minima are found at η0 and P/P0 = ±1.
For increasing stress the minima move along the white line and finally in
figure 6.3 c) a critical stress corresponds to a critical strain ηc where the
polarization vanishes. Please note that the white line is calculated with con-
dition 6.24 and yields a square-root dependence of polarization as a function
of strain. Also note that the effect of external stress corresponds to adding
a tilted plane −ησ to the potential surface F . With equation 6.16 we can
relate the relative polarization change P/P0 to a shift of the ion position ξ/ξ0
within the unit cell, such that the properties of the ferroelectric system are
now characterized by the two phonon modes η and ξ. Or in other words, the
function of a ferroelectric system, that is, the polarization, is linked to the
atomic structure, which is directly accessible by X-ray diffraction.
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6.1.4 Ferroelectricity in Thin Layers and Heterostruc-
tures
The physical properties of ferroelectric thin films can be substantially dif-
ferent from those of bulk ferroelectrics. The most important aspects which
need to be considered in thin layers of ferroelectric materials are mechanical
(strain) and electrical (screening or depolarization fields) boundary condi-
tions, apart from practical issues concerned with sample quality. In the
framework of the phenomenological theory by Ginzburg-Landau-Devonshire
size effects are expected due to a disturbed balance between short- and long-
range forces in very small volumes (or compare Cochran equation 6.12). This
chapter starts with a discussion of how epitaxial in-plane strain and ferro-
electricity are coupled and alter the thermodynamic potential. Further we
will introduce the effect of screening and comment on recent developments
in the field of nano-layered ferroelectric oxides.
Misfit Epitaxial Strain
Let us consider a thin film grown epitaxially on a thick substrate (compare
figure 2.3: the in-plane strain are constant throughout the film and are com-
pletely controlled by the substrate-film lattice mismatch. The associated
stresses are finite, by contrast there are no constraints on the film surface
such that stress along the growth direction is zero. In the present work the
special case of a (001) ferroelectric film grown on top of a cubic paraelectric
substrate is studied. This implies η̄ = a− a0/a, where a and a0 are the con-
strained (substrate) and the free film in plane lattice constants, respectively.
The sought thermodynamic potential F is given by the following Legendre
transformation [215, 216]:




For the 2-D clamping case with∑in−plane σ ∂F̃/∂σ = 0 we can show that both
the quadratic and quartic polarization are renormalized [213, 214]. Whether
the transition temperature is increased or decreased depends on the sign (and
magnitude) of the elastic and electrostrictive coefficients.
Recent work showed that the transition temperature of BaTiO3 can be
raised from 120 to above 700 degree Celsius by strain engineering [128].
The biaxial strain of up to 1.7% was set by using different substrates for
the growth of the thin ferroelectric BaTiO3 layers. A combination of X-
ray, second-harmonic generation and hysteresis measurements unambigu-
ously showed a significantly increase of the transition temperature. In the
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same year it was reported that ferroelectricity can be induced in strained
SrTiO3 layers, a material which is not ferroelectric at any temperature [217].
Apparently strain, induced by thin film growth, alters the thermodynamic
potential such that care has to be taken when defining, for example, the
Curie temperature.
Depolarization Effects
Figure 6.4: a) A thin ferroelectric film with polarization P0 sandwiched be-
tween two metallic electrodes with screening length λ. b) Associated charges
Q: a perfect electrode with screening charges at the surfaces and for an re-
alistic electrode with screening charges displaced from the interface over the
length λ. c) Corresponding voltage and d) depolarization field Ed for a
realistic electrode [218].
The predominant role of electrostatic boundary conditions in controlling
ferroelectricity in very thin films has recently been demonstrated from first
principles [219–221]; even though the idea of imperfect screening has been put
forward as early as 1973 in the framework of Ginzburg-Landau-Devonshire
theory [222, 223]. In a geometry where the polarization is normal to the
boundary, one expects a build-up of free surface charge that, if uncompen-
sated, results in a depolarizing field Ed. If we sandwich the thin ferroelectric
layer between two metal electrodes, they can provide charge compensation
and the effect of depolarization can be significantly reduced. However, in
realistic electrodes the screening charges are distributed over a small but fi-
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nite region as shown in figure 6.4. This results in screening charges in the
metal plates which are displaced from the interfaces. For a short-circuited
ferroelectric capacitor, this spatial charge distribution creates finite dipoles




at each interface [figure 6.4]. To ensure that the whole structure is equipo-
tential a compensating depolarization potential is necessary [222], leading to







where d is the thickness of the film. The parameter λeff has the dimen-
sions of a length and is referred to as the effective screening length of the
system. A smaller screening length implies better surface charges screening
and a more stable ferroelectric phase. Also the depolarization field increases
with decreasing film thickness and eventually suppresses ferroelectricity. This
metal-ferroelectric-metal geometry may also try to avoid the depolarization
field by forming a ferroelectric domain structure [224]. It should be empha-
sized that this model of the ferroelectric electrode is highly idealized. Surface
molecules and the nature of the bonding at the interface are important fac-
tors in how well a ferroelectric can retain its properties as its size is reduced
[225]. Nonetheless this simple electro static model is helpful and leads to a
modification of the expression for the free energy (equation 6.18) by including
the term −EdP which yields with equation 6.27 [226]:




As expected the quadratic term of the free energy is renormalized, resulting
in a reduced critical temperature and suppression of ferroelectricity. It is
illustrative to discuss the depolarization effects envisaging the potential sur-
face F(P, η) 6.23, introduced in the previous chapter. The double minimum
of the potential surface eventually vanishes with increasing λeff or decreasing
thickness d. Comparing with figure 6.3, we note that differently the effect of
the depolarization field is now a smaller contribution of the negative parabola
∝ P 2. It results in a direct relationship between the re-normalized negative
parameter a ∝ T, λeff , η . . . and the polarization P . This together with the
established static connection between P and η is plotted in figure 6.5. With
these simple arguments from thermodynamical theory we can understand
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Figure 6.5: The evolution of P/P0 as a function of the a) parameter a, for
example, depolarization field, and b) as a function of strain, compare white
line in figure 6.3. c) Evolution of the c/a ratio with the film thickness. Exper-
imental data and model calculation for different screening length λeff . Inset:
thickness dependence of polarization P from model Hamiltonian. From [226].
that the measurement of η = c/a may serve as a probe for the polarization.
Note that this is a relation which holds in equilibrium, whether this is still
true on ultrafast time-scales will be explored in the following. The results
of such measurements for PbTiO3/SrRuO3 systems with different film thick-
nesses are shown in figure 6.5 c), [226]. The findings show a decrease of the
c-axis with decreasing PbTiO3 thickness, suggesting a decrease of the polar-
ization due to depolarization fields. A pronounced drop of the tetragonality η
is found for thicknesses below ≈ 100 Å. The best fit to the experimental data
revealed an effective screening length of λeff = 0.12 Å for SrRuO3. This in
combination with piezoelectric response measurements proved that films with
thickness below 50 Å remain ferroelectric at room temperature. Another ac-
curate and element specific method to probe the tetragonal distortion and ion
displacement in very thin films is X-ray photoelectron diffraction. This was
successfully used to show that films as thin as three unit cells still preserve
a ferroelectric polar distortion [227].
Ferroelectricity in Superlattices
Apart from beneficial properties concerning X-ray diffraction (compare chap-
ter 2.5) growing superlattices is an interesting way to create artificial mate-
rials with novel electronic and structural properties. Examples of studies
where superlattices showed unusual properties include layers of BaCuO3 and
130
6. Coupled Ultrafast Lattice and Polarization
Dynamics in Ferroelectric Nanolayers
SrCuO3 exhibiting superconductivity, even though neither of these oxides is
superconducting itself [228], or thin layers of SrZrO3 and SrTiO3 exhibiting
ferroelectricity, even though neither of these two oxides is ferroelectric by it-
self [229]. Inspired by theoretical calculations [230] that tricolor superlattices
should exhibit enhanced ferroelectric properties, in particular, an asymmetric
double well potential due to the loss of inversion symmetry, it was demon-
strated recently that it is possible to assemble an atomically sharp super-
lattice consisting of three different building blocks [231, 232]. This tricolor
superlattice showed a 50 percent increase of polarization and showed that a
single unit cell of BaTiO3 remains ferroelectric in a dielectric environment.
First principle studies [233] suggests that in BaTiO3/SrTiO3 superlattices
both layers are polarized such that the polarization is approximately uni-
form throughout the whole structure. This may be understood in terms of
a large electrostatic energy penalty for a build-up of charge at the interfaces
in case of discontinuous polarization. This was experimentally verified in
PbTiO3/SrTiO3 superlattices [234]. Additionally they found an unexpected
recovery of the tetragonal distortion and polarization for layer thicknesses
below 3 unit cells of PbTiO3, which may be related to the precise nature
of the substrate-superlattice interface or some degree of intermixing at the
superlattice interfaces.
6.2 Characterization of the PZT/SRO Super-
lattice Sample
The PbZr0.2Ti0.8O3/SrRuO3 (PZT/SRO) superlattice (SL) sample studied
here was fabricated in the Max-Planck-Institute for the Physics of Microstruc-
tures, Halle, by pulsed-laser deposition employing a KrF excimer laser (λ =
248 nm) [235]. A SrRuO3 layer was deposited on single crystalline SrTiO3
(001) (STO) substrate (miscut angle 0.25◦) at a temperature of T = 980 K in
a background atmosphere of P = 100 mTorr oxygen. Subsequently N = 15
alternating layers of dPZT ≈ 5 nm thick PZT and dSRO ≈ 6 nm thick SRO
layer were grown on top with their c axis parallel to the SL stacking axis (T
= 850 K, P = 200 mTorr oxygen and T = 980 K, P = 100 mTorr, respec-
tively). The ratio of Zr vs. Ti ions was chosen to match the in-plane lattice
constant of PZT with SRO.
The measured stationary X-ray reflectivity (green line) and a simulation
based on dynamical X-ray diffraction theory (black line, compare chapter
2.7.3) are shown in figure 6.6 a). The dotted lines are the calculated enve-
lope functions of PZT and SRO and the dashed line is the envelope function
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Figure 6.6: a) Measured (green line) and simulated (black line) stationary
x-ray reflectivity of the PZT/SRO superlattice as a function of the Bragg
angle θ. Also shown are the envelope function of PZT (dotted, red line),
SRO (dotted, blue line) and of one double layer PZT/SRO (dashed, cyan
line). The STO substrate peak is at 23.3◦ and the peak of the SRO bottom
electrode is at 23.1◦. Low b) and c) high resolution TEM image of a thinned
PZT/SRO SL
of the double layer PZT/SRO. Note that this is the sum of the scattered
amplitudes of the single layers and not the sum of their intensities. One can
clearly identify the strong reflection from the SrTiO3 substrate at 23.3◦ and
the broad reflection at lower angles (23.1◦) from the bottom SrRuO3 elec-
trode. The four to five peaks at smaller angles are due to the superlattice
periodicity. Following the detailed explanation in section 2.5 we can derive
the structural parameters averaged over the equilibrium SL structure from
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the angular positions and intensities of the SL Bragg peaks. Additionally
we assume that the lattice constants of the SRO layers cSRO = 3.93Å in the
SL agree with the value for a pseudocubic thin film [236]. The superlattice
periodicity dSL is derived from the precisely known Bragg angles. The other
parameters are gained from the best fit of the theory to the data. As the
oxygen atoms make a minor contribution to the diffraction pattern, similar
to other structure studies [237], we assume ξPb−Ti/Zr ∝ ξPb−O ∝ ξTi/Zr−O and
use ξPb−Ti/Zr = ξPb−O−ξTi/Zr−O as the soft mode elongation. In Table 6.1 the
structural equilibrium parameters are summarized. Without going through
more intricate analysis we can already make the following important obser-
vations: First, due to the relatively large tetragonal distortion of PZT the
two single layer envelope functions are fairly well separated, which implies
that the intensity of the (0055) reflection of the SL is mainly governed by
the properties of PZT (changes within its unit-cell). Secondly, the (0056) re-
flection is positioned at the slope of both envelope functions and its intensity
depends very sensitively on their position or in other words on changes of











Table 6.1: Parameters describing the equilibrium structure of the PZT/SRO
superlattice
6.3 Time Resolved X-Ray Data
Even though the first successful experiments where performed without an X-
ray mirror, the data which are presented in the following have been measured
with the Osmic multilayer X-ray optic, in a setup schematically shown in
figure 3.2 a). The excitation wavelength was chosen to be 800 nm, with a
photon energy low enough to ensure that it exclusively interacts with the
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metallic SRO layers. Due to the fairly large mosaicity of the superlattice
sample the diffracting area is minimized either by covering part of the sample
with a thin copper foil or by putting the sample close to the X-ray mirror
focus. This avoids an additional reduction of the temporal resolution due to
the non-collinear pump and probe beams. For small time delays we use the
strong Bragg reflection of the STO substrate for normalization, for longer
time delays a part of the SL reflection unaffected by the pump pulse is used
for normalization. All measurements are an average of at least two scan
in the forward and backward direction. The average integration time per
delay point was between 60 and 120 seconds. This ensures that the error due
to the counting statistic remains below 1%, corresponding to about 10.000
photons, reflected off the excited part of the sample. Time-delay zero is
accurately determined by comparison with optical data (compare chapter
3.3.1 and chapter 5.3.1).
Figure 6.7 a)- d) shows the transient change of the (0 0 56) reflection after
photoexcitation at t = 0 for 4 different excitation fluences. The signal shows
a oscillatory behavior with a period of 2 ps. The very small difference in os-
cillation period is due to sample inhomogeneities. Consecutive measurements
on the exact same spot of the sample show a constant period, independent of
the pump intensity. The first maximum of the positive reflectivity change is
reached after 1.5 ps and reaches up to 300% for the highest excitation fluence.
Figure 6.7 e) shows the fluence dependence of the peak reflectivity change of
the (0 0 56) reflection around t ≈ 1.5 ps. The red points correspond to the
transients plotted in the same figure. The time-dependent reflectivity curves
for the additional black points are not shown. The two lower plots [figure 6.7
f) and g)] compare the optically induced reflectivity changes of the SL reflec-
tions (0 0 55) and (0 0 56). One observes distinctly different behavior for the
same excitation densities. While the (0 0 56) reflectivity increases, as already
discussed, the (0 0 55) reflectivity decreases. The amplitude of the change is
significantly smaller and after the first oscillation the sign of the reflectivity
reaches positive values. We can also see that the first minimum is reached
slightly earlier than the corresponding maximum of the (0 0 56) reflection.
Utmost care has been taken not to induce any temporal shift when changing
the Bragg angles to Bragg match the two reflections. Also the two curves
have been measured in direct succession. The same observations are true for
a repeated measurement with higher excitation density shown in figure 6.7
g). Figure 6.8 shows the shift of the angular position of the (0 0 56) reflection
as a function of time. After approximately 30 ps it reaches the maximal shift
of ∆θ/θBragg = 2.5 × 10−3. Note that the angular position of the SL-Bragg
peak is constant for approximately the first 4 ps.
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Figure 6.7: Measured X-ray reflectivity change of the (0056) reflection as a
function of time for excitation fluences of a) 2 mJ/cm2, b) 4 mJ/cm2, c) 7.5
mJ/cm2 and d) 15 mJ/cm2. e) Fluence dependence of the peak reflectivity
change of the (0 0 56) reflection around t ≈ 1.5 ps. The solid line indicates the
calculated reflectivity change according to a linear fluence dependence of the
tetragonal distortion. The red points correspond to the measured transients
shown in the left panels. f) and g) Comparison of the time dependent X-ray
reflectivity change of the (0 0 55) (red circles) and (0 0 56) (black squares)
for two different excitation fluences.
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Figure 6.8: Relative angular shift of the (0 0 56) Bragg reflection for an
excitation fluence of 5 mJ/cm2. Right ordinate scale: corresponding change
of the SL-period dSL.
6.4 Discussion: Ultrafast Time-Resolved X-
Ray Structure Analysis
Superlattice Phonon Motion
We now discuss the structural dynamics of the SL sample giving rise to the
X-ray reflectivity changes shown in figures 6.7 and 6.8. The 50 fs pump
pulse interacts primarily with the electrons in the metallic SRO layers and
generates an electronic excitation spatially modulated with the SL periodicity
dSL. The excited electrons lead to an build-up of an (incoherent) phonon
population, the predominant source of stress at room temperature. (Refer
to the detailed discussion of the stress generation in SRO in chapter 5).
This creates uniaxial stress spatially modulated with the same periodicity.
Such stress drives a SL phonon mode, that is, a strain wave, with a wave
vector gSL, corresponding to the wave vector k = 0 in the folded Brillouin
zone ([11, 62], also compare chapter 2.9.1). Stress is generated on a time
scale short compared to the vibrational period T = 2 ps of the SL phonon
mode and thus launches a coherent superposition of acoustic phonon states
corresponding to a standing wave in the SL. This results in a modulation
of the SRO and PZT layer thicknesses and - with the c axis of the layers
and the SL stack axis being parallel - of the tetragonal distortions dSRO and
dPZT with a period T. Such lattice motions manifest the oscillations of X-ray
reflectivity. With help of figure 6.9 we may appreciate why the SL diffraction
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peaks, in particular peak (0 0 56), show such a strong intensity modulation.
The expansion of the SRO layer shifts its envelope to smaller angles (blue,
shaded area) and the concomitant compression of PZT shifts its envelope to
larger angles (red, shaded area). Since the SL peak (0 0 56) is positioned
almost exactly at the steepest slope of these two functions, its reflectivity
experiences a strong reflectivity increase. The series of figure 6.9 demonstrate
how the SL phonon causes an overlap of the single envelope functions of
SRO and PZT, which evidently results in an increase of the relevant double
STO/PZT double envelope function (cyan, dashed line). This explains the
large sensitivity of this particular SL-reflection to uniaxial strain. Note that
the SL-reflection (0 0 55) is slightly reduced in intensity. To infer the exact
dependence of the reflectivity change of different SL-Bragg peaks on η and ξ,
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Figure 6.9: Calculated X-ray reflectivity change of the SL Bragg Peaks (black,
solid line) together with the PZT envelope (red, filled area), SRO envelope
(blue, filled area), SRO/PZT double layer envelope (cyan, dashed line). a-f)
Starting from zero strain η0/η0 = 1 to maximal strain ηmax/η0 = 0.022
The SL Bragg peaks occur at angular positions determined by the re-
ciprocal lattice vectors G = lgSL. The data in figure 6.8 shows that these
positions and, because of Bragg’s law, dSL remains unchanged during the first
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4 ps after excitation. Thus, the SL oscillations during this time occur with a
transient expansion (compression) of the SRO layers being compensated by
a compression (expansion) of the adjacent PZT layers: ∆ηPZT = ηPZT−η0 =
−∆ηSROdSROdPZT. After this initial period, we observe the expansion of the
entire SL structure by 0.24%. This expansion of the entire structure origi-
nates from strain fronts starting from the interfaces of the SL to air and to the
substrate, where the stress is not balanced (compare chapter 4). Such strain
fronts propagate with the sound velocities vPZT,SRO, leading to an expansion
time of the entire SL (N = 15 periods) of Texp = NdSL = vPZT,SRO ≈ 30
ps. As a result, the dSL of most SL periods and, thus, the SL Bragg peak
positions remain unchanged during the first 4 ps.
Coupled Lattice and Polarization Dynamics
The measurements of the two different Bragg peaks allow for a quantita-
tive analysis of the microscopic lattice dynamics. To extract the momentary
elongations along the two coordinates ηPZT and ξPb−Ti from the time-resolved
data, we first calculate the intensity change of the (0 0 56) and (0 0 55) SL
peaks as a function of ηPZT and ξPb−Ti/ξ0 [figures 6.10 a) and b)] for constant
dSL as observed up to delay times of 4 ps. Closer inspection of figure 6.10 a)
supports the earlier more qualitative arguments, that the (0 0 56) reflection is
mainly sensitive to changes in η. Especially for small strains the contour lines
are almost perpendicular along the η direction, while changes of ξ have a neg-
ligible influence on the reflected intensity. For very large strains this changes
and only with changes of ξ it becomes possible to explain the very large
induced reflectivity changes. The intensity dependence of the SL reflection
(0 0 55) on the two modes η and ξ is shown in figure 6.10 b) and evidently be-
haves differently. In particular around ηPZT = η0 and ξPb−Ti/ξ0=1 its contour
lines are nearly orthogonal such that changes in ξ influence its intensity. The
analysis of the time-resolved reflectivity data to infer the structural dynamics
of the two relevant modes may now be easily comprehended. A specific value
of ∆R56(t) = R560 measured in the time-resolved experiments corresponds to
a calculated contour in figure 6.10 a), and ∆R55(t) = R550 corresponds to
a contour in figure 6.10 b). The intersection of the two contour lines gives
the values of ηPZT(t) and ξPb−Ti(t)/ξ0 for the time t, in this way defining
a trajectory in η − ξ space [black solid line in figures 6.10 a), b) and c)].
The time-dependence of ηPZT and ξPb−Ti/ξ0 derived in this way is plotted in
figure 6.11 b). The error bars are derived from the intensity fluctuations of
the Bragg peaks taking into account the nonlinear transformation into ηPZT
and ξPb−Ti/ξ0. The anharmonic coupling of the directly driven tetragonal
distortion ηPZT and the soft mode coordinate ξPb−Ti results in a simultane-
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Figure 6.10: a) Contour plot of the calculated change of the (0 0 56) reflec-
tivity as a function of the tetragonality η and the relative ion displacement
ξ/ξ0. Black line: trajectory derived from figure 6.11 b) with red dots indi-
cating selected time delays. White star in lower left hand corner marks the
largest measured reflectivity change of 300% and corresponds to a complete
switch-off the polarization. b) Calculated reflectivity change of (0 0 55) as a
function of η and ξ. c) Qualitative potential surface of the equilibrium struc-
ture as a function of the tetragonal distortion η and ion displacement ξ/ξ0.
d) Potential surface after ultrafast generation of stress with new potential
minimum. Trajectory as shown in a) and b)
ous elongation of the latter and a change of the polarization P ∝ ξPb−Ti.
Inspection of Fig 6.11 b) shows that the tetragonal distortion ηPZT generates
a 50 percent decrease of the soft mode elongation ξPb−Ti/ξ0 and, thus, the
ferroelectric polarization P on an ultrafast timescale. As mentioned earlier
we consider only the two phonon modes η and ξ and assume that other polar-
optical modes occurring at frequencies higher than 400 cm−1 [238] are not
driven by the gradual build-up of stress in our experiment. Thus, the cor-
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Figure 6.11: a) and c) as in figure 6.7. b) Derived transient change of the
tetragonal distortion η(t) (blue squares) and soft mode elongation ξPb−Ti
(red circles) equivalent to trajectories in figure 6.10. Solid symbols are repro-
duced as as dots in figures 6.10 a) and b). d) Equivalent analysis for higher
excitation density.
responding contributions to the electric polarization are absent. Note that
this trajectory starts close to the white line (adiabatic application of stress,
equation 6.23), with significant deviations after 1.3 ps due to the dynamic
coupling of the two modes. For the highest excitation densities, and largest
reflectivity changes we can immediately read off the values of η and ξ in the
contour plot 6.10 a) for the SL Bragg peak (0 0 56). The white star in the
lower left corner of figure 6.10 a) indicates the highest measured reflectivity
change ∆Rmax/R0 = 3 according to figure 6.7 d) (pump fluence 15 mJ/cm2),
and corresponds to a complete switch-off of the polarization P ≈ 0. This
defines the critical tetragonal distortion ηC = 1.02, corresponding to a peak
strain ∆η/η0 = 0.022 which is achieved by a stress of approximately 1 GPa,
as estimated with the elastic constants C11 = ρ ·v2 of PZT and SRO (ρ: mass
densities). (Please compare discussion and references in chapter 4.)
Detailed inspection of figure 6.11 a) demonstrates that ξ/ξ0 reaches its
maximum change approximately τP = 500 fs after the maximum change of
ηPZT, a behavior consistent with the shape of the potential energy surface
[figure 6.10 c) and d)] of the two coupled modes: Around η ' η0 where vi-
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brational motion starts, the narrow potential well along ξ allows for small
changes of ξPb−Ti with a comparably high frequency only. During the com-
pression η reaches larger values and the potential along ξ widens and softens,
now allowing for a stronger changes in this coordinate with a lower frequency.
The additional delay in ξPb−Ti represents the fraction of the soft mode period
required to reach the maximum change.
Note that the potential surface shown in figure 6.10 c) and d) is only a
qualitative approximation. Only scarce quantitative data is available, one
example is the work for bulk PbTiO3 [212]: the presented ab initio calcu-
lations determined the depth of the double well potential of the high tem-
perature phase (70 meV) and the large stabilizing strain of the tetragonal
structure (η = 1.06) with a well depth of approximately 200 meV. But note
that PbTiO3 undergoes a continuous, second order phase transition under
(hydrostatic) pressure at room temperature [201, 239]: here the double well
structure vanishes. In the superlattice structure one has to consider biax-
ial strain due to the growth condition, reduction of polarization due to the
finite screening length of SrRuO3 and that twenty percent of the Ti-atoms
are replaced by Zr-atoms. As discussed in detail in the introductory sec-
tion 6.1.3 and 6.1.4 these have a significant impact on the absolute value of
polarization. To construct a quantitative potential as a function of the two
coordinates remains a challenge for future work 2
Figure 6.12: Schematic of the coupled dynamics of PZT after launching a
lattice excitation in SRO. Atomic displacements are exaggerated. Impor-
tantly, the positions of the oxygen atoms have not been determined by the
experiment.
Figure 6.12 schematically shows the evolution of one PZT unit cell af-
2After the completion of this work, a first-principle-based calculation directly addressed
the experimental results presented in this chapter [240]. All our experimental findings
could be successfully explained by a ‘slow breathing’ of dipolar inhomogeneities in highly
inhomogeneous dipole patterns.
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ter optical excitation at t = 0. The tetragonal distortion η is reduced to-
wards a more cubic structure, followed by a delayed movement of the tita-
nium/zirconium ion. The numbers for P/P0 and η/η0 − 1 are taken from
the measurement shown in figure 6.11 a), but for clarity the plotted atomic
displacements have been greatly exaggerated. Importantly, even though the
oxygen atoms are shown in the schematic, their time dependent positions
have not been measured in the diffraction experiment.
In conclusion, we have presented an ultrafast structural characterization
of lattice and polarization dynamics in ferroelectric nanolayers, where a pair
of Bragg reflections was chosen to derive the trajectory of the two coupled
modes (η and ξ) that are relevant for the ferroelectric polarization P . Op-
tical excitation generates stress of 1 GPa leading to a strong suppression
of the ferroelectric polarization, which can even be completely switched off.
This work shows the feasibility of active ultrafast manipulation of spatial
charge arrangements and electric fields in nanostructures by optically gener-
ated mechanical stress, a concept that is highly relevant for unraveling the
structure-function relationship in correlated materials.

Chapter 7
Ultrafast Changes of Molecular
Crystal Structure Induced by
Dipole Solvation
Electron transfer reactions play a dominant role in chemistry and biochem-
istry. In particular, electron transfer forms the foundation of electrochem-
istry, underlies the mechanism of many chemical processes and is crucial to
the primary steps of essential biological processes such as photosynthesis.
The formation of a charge transfer state in an electron transfer reaction in-
volves changes in the nuclear configuration of the reactants and/or a spatial
rearrangement of charges in the polar environment.
Several techniques of optical spectroscopy have been developed to gain
insight into the solvation process on a molecular level, for example, mea-
surements of the transient spectral shifts of the electronic absorption and/or
emission spectra [241], or in a different approach, femtosecond third-order
nonlinear response of the coupled system as measured in photon echo studies
[242]. Very few studies have pursued the transient structure of the molecular
ensemble undergoing a solvation process, after a photoinduced change of a
local dipole moment. In solution, transient vibrational spectra of an excited
chromophore in the fingerprint range have revealed changes of local, that is,
hydrogen bond interactions with the first solvent shell [243]. The lattice re-
sponse of solid para-H2 to an impulsive electronic excitation of a NO impurity
was studied using femtosecond pump-probe spectroscopy [244]. Also time-
resolved Raman studies have addressed the collective response of the solvent
by following the intermolecular low-frequency modes during solvation [245].
While such Raman transients clearly demonstrate changes in the frequency
spectrum of solvent fluctuations, they leave the transient molecular struc-
ture mainly unresolved. This lack of structural information calls for other, in
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particular, ultrafast structure-resolving X-ray methods to image changes in
molecular separations and orientations directly. Some prominent examples
include a picosecond time-resolved X-ray absorption study of an iron com-
plex in an aqueous solution where its structural relaxation from the high spin
to low spin state could be determined [246, 247]. Furthermore, at the syn-
chrotron in Grenoble several liquid phase X-ray diffraction experiments were
carried out with a temporal resolution of approximately 100 ps: the pho-
todissociation reaction of C2H4I2 in methanol revealed a rather complicated
reaction pathway [36]. The presented analysis included a decomposition of
changes of the solute and changes of the solvent. Similar studies focused on
the heating of the solvent [37] and on laser-dissociated iodine dissolved in
CCl4, where atom-atom pair correlation functions of the solute and solvent
could be revealed for the first time [35]. However, structural changes due
to dipole solvation have mostly remained unexplored, with subpicosecond
temporal and atomic spatial resolution in any event.
In the following chapter a time-resolved X-ray study on the model molecu-
lar crystal DIABN is demonstrated. The ultrafast molecular rearrangements
in response to a local dipole change is mapped directly and in real time. We
find structural changes which consist of an angular reorientation of molecules
leaving the spacing of lattice planes unchanged. Visible-pump mid-infrared
probe studies confirm the occurrence of an intramolecular CT in the studied
DIABN crystals. Ultrafast X-ray diffraction and transmission experiments
give direct evidence that the X-ray signals are dominated by solvation-related
geometrical changes of the crystal lattice, i.e, a collective response of many
molecules, rather than local geometrical changes of excited chromophores.
The dipole solvation occurs with a 10 ps rise time which is identical to the
CT time. Under the conditions of weak femtosecond excitation applied here,
a giant modulation of X-ray extinction around low order reflections is found.
The extinction is due to elastic scattering and seems to be an effect which
has been overlooked in many studies, but may be present in crystals made up
of a complex unit cell and consisting of light elements (Z<10). In particular
our results may be relevant for the growing field of protein crystallography,
both stationary and time-resolved.
7.1 Dipole Solvation
Solvation generally refers to any stabilizing interaction of a solute (or solute
moiety) and the solvent or a similar interaction of solvent with groups of an
insoluble material. In our case the solute and solvent are polar and the solute
is a chromophore, that is, it absorbs light at a specific frequency.
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Figure 7.1: a) Schematic illustration of nonequilibrium energies in the ground
and excited electronic states vs. the solvation coordinate. Absorption (black
line) and prompt fluorescence (blue line) to/from the LE are illustrated, as
is relaxed fluorescence (red line) from the CT state. Also shown a schematic
of the reorientation of the solvent after a dipole flip. b) Molecular Structure
of DIABN
For a qualitative discussion of the solvation process one often uses the
free energy diagram depicted in figure 7.1 a). In initial light absorption by
an equilibrated ground electronic state S0, in which the permanent dipole
moment is µ0, the Franck-Condon principle requires that the nuclear solvent
coordinates are ’frozen’ at the instant of transition to the (locally) excited
state LE with its different dipole moment µLE [coordinate 0 in figure 7.1
a) illustrated for a dipole flip]. Subsequently, the combined system evolves
along the solvation coordinate, in this way lowering the excited state free
energy towards a minimum (coordinate 1). I.e. a reorientation of the sol-
vent molecules, which in the case of DIABN goes along with intramolecular
conformation changes of the excited chromophore and a further increase of
the dipole moment µCT. Despite the popularity of these diagrams the micro-
scopic nature of the solvation coordinate is often unknown. To what extent
time-resolved X-ray diffraction can shed light on this question by following
the corresponding atomic motions is addressed in this chapter.
To describe the dipole solvation process after a laser-induced dipole change
of the solute in the simplest approximation the solvent is treated as a di-
electric continuum. A simplified equation based on Onsager’s reaction field
theory [248], assumes that the fluorophore is a point dipole residing in the
center of a spherical cavity with radius % in a homogeneous and isotropic
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dielectric with the solvent static dielectric constant εs. It was first developed
by Lippert [249, 250] and Mataga [251, 252] and reads for the Stokes shift,
that is, the gap between the maximum of the absorption and fluorescence
band:





∆f + const, (7.1)
where
∆f = εs − 12εs + 1
− n
2 − 1
2n2 + 1 (7.2)
represents the solvent’s orientation polarization. If the excited-state dipole
is larger, the spectra are red-shifted with increasing solvent polarity ∆f ,
which is referred to as positive solvatochromism. Conversely, if the ground
state dipole is larger, the spectrum becomes blue shifted (negative solva-
tochromism). For further details please refer to ,for example, Reichardt [253].
7.2 DIABN
4-(diisopropylamino)benzonitrile (DIABN) exhibits dual fluorescence in po-
lar solvents [254], thermal vapor [255] and in crystalline form [256] [compare
figure 7.2], which serves as evidence for the occurrence of an intramolecular
charge transfer state (CT). On a molecular level, CT may be connected with
changes in geometry of the charge donating (amino group) and accepting
groups as well as with polar solvation, a stabilization of the CT state by a
rearrangement of the surrounding. Figure 7.1 a) shows a schematic energy
diagram, which gives a qualitative explanation of the red shifted second emis-
sion band from the CT state. Optical excitation populates the locally excited
state (LE) and subsequently the CT state is formed with a time constant of
11 ps. The CT state decays with a much longer time constant of 2.92 ns.
Insight into CT induced changes of the molecular structure has remained
limited and the physical meaning of the reaction coordinate is subject of on-
going scientific discussion (see the extensive review by Grabowski et al. [257]
and references within). The two main competing hypothesis of the structural
rearrangement are the so called planar ICT (PICT) and twist ICT (TICT)
model. According to the TICT model, the amino group in the CT state has
a perpendicular conformation with respect to the benzene plane. The amino
group is decoupled from the benzonitrile moiety and thus the phenyl-amino
bond is expected to expand leading to a lower vibrational frequency. The
PICT model, on the other hand, assumes that the ICT state is largely planar.
The phenyl-amino bond gains partial double bond character entailing an in-
creased vibrational frequency. The transient structure of aminobenzonitriles
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such as DIABN has been investigated by ultrafast vibrational spectroscopy
in solution [258, 259] in combination with detailed calculations [260], but
could not rule out either of the two models. X-ray diffraction experiments
on the molecular crystals DIABN and DMABN tried to directly measure
the conformation changes of the molecules after photo-excitation [261, 262].
These diffraction experiments with powdered samples were carried out with
a very high excitation density and a time resolution of 100 ps. The authors
claim that the CT state of DIABN and DMABN has a slightly twisted amino
group of 4 and 10 degrees, respectively. The results have remained controver-
sial though, inter alia because the same group [263] ruled out the existence
of the CT state in crystalline DMABN in fluorescence measurements. The
torsional angle of 10 degrees was then attributed to the LE state. These find-
ings may also be considered to be in possible disagreement with the results
presented here. In particular the authors did not give a detailed analysis on
the influence of collective intermolecular motion on X-ray diffraction peaks.
Figure 7.2: Fluorescence of crystalline DIABN (black line, taken from [262]).
The fluorescence of the LE state is marked with a blue box, the fluorescence of
the CT state with a red box. The red, dashed line is the measured absorption
edge of a DIABN crystal.
The molecular and the static crystal structure of DIABN (C13H18N2) is
shown in the inset of figure 7.3 a) and figure 7.5 a). The diisopropylamino
group of DIABN (plane through C(7), N(1) and C(8)) is twisted by an angle
of around 20◦ relative to the plane of the phenyl ring. The dihedral an-
gle C(3)C(4)N(1)C(7) equals 24.3◦, whereas an angle C(3)C(4)N(1)C(8) of
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174.6◦ is found. The structure of DIABN is monoclinic [C12/c1 (no. 15)]
with 16 molecules in one unit cell. The lattice constants are a=16.657 Å,
b=14.714 Å, c=20.725 Å and the angle ∠(a, c) = β = 92.73◦ [264]. Basi-
cally, the crystal forms 4 layers of molecules per unit cell perpendicular to
the c-axis which in turn contain pairwise molecules of parallel or anti-parallel
orientation. Single crystals of DIABN were grown by sublimation of crys-
talline powder in a quartz tube [265]. The colorless plates were characterized
by a good optical quality and a size of approximately 2 × 2 mm2. Their
thickness of typically 50 µm was cross checked by multiple reflections in a
spectrometer.
7.3 Experimental Methods and Results
In contrast to liquid samples, DIABN crystals show a broad long-wavelength
absorption tail [figure 7.1 b)] allowing for a spatially homogeneous optical ex-
citation at 400 nm. This does not only help to avoid light induced damage,
but, equally important, ensures that the entire volume which is probed by
the X-rays is uniformly excited. For all time-resolved experiments we used
50 fs optical pulses centered around 400 nm for excitation. The CT kinetics
in the crystal were studied using a visible-pump IR-probe set-up [266] with
probe pulses in the mid-IR spectral range between 2060 and 2160 cm−1. The
polarization of the probe pulses lay in the plane defined by the crystallo-
graphic a- and b-axis to eliminate artifacts from birefringence. The transient
absorbance change at 2104 cm−1 is plotted in figure 7.3 a) and rises with a
characteristic time constant of 11 ps. The perturbed free induction decay for
t < 1 ps is not shown.
Figure 7.3 d) shows the stationary Cu Kα X-ray transmission (solid line)
as a function of the incident angle θ. The calculated (isotropic) X-ray ab-
sorption (dashed line) shows a significantly smaller extinction. The Bragg
angles of the (004) and (006) reflections are marked for comparison. Clearly
the Bragg reflected intensities at these angles are to small to show up as
reduction in the transmitted beam. This measurement was taken for several
DIABN samples and while we observed slight variations, the transmission
always remained around/below 50% for the two Bragg angles θ004 and θ006
and a crystal thickness of d = 50 µm.
In the time-resolved X-ray diffraction experiments we studied the (004)
and (006) Bragg peaks. For a typical crystal thickness of d = 50 µm, the
steady-state peak reflectivity has values of R(004) ≈ 0.005 (width ∆θcrystal ≈
0.15◦) and R(006) ≈ 0.001. The time-resolved X-ray diffraction/transmission
experiments were carried out with very low excitation fluences of approxi-
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Figure 7.3: a) Transient rise (time constant: 11 ps) of the CN stretching ab-
sorption of molecules in the ICT state at 2104 cm−1 (perturbed free induction
decay for τ < 1 ps not shown). b,c) Time-resolved change of the X-ray reflec-
tivity ∆R/R0 measured on the (004) (red circles) and (006) Bragg reflections
(blue circles). The respective transmission change ∆T/T0 (open symbols) is
identical to the reflectivity change, that is, ∆T/T0 = ∆R/R0. The thin black
line is the difference signal ∆T/T0 −∆R/R0 = 0. d) Measured X-ray trans-
mission (solid line, λ = 0.154 nm) of a single (50 µm thick) DIABN crystal
as a function of the angle θ explained in the inset. The calculated X-ray
absorption contribution (dotted line) to the entire beam extinction plays a
minor role. e) Attenuation coefficient µ(θ) calculated with data from d) for
a thickness of 50 µm. Note that the calculated absorption is constant, that
is, isotropic (dotted line), while µ(θ) shows a pronounced dependence on the
angle of the incoming wave vector k0
mately 0.15 mJ/cm2, yielding an excitation density of 10−4 molecules. The
first X-ray experiments on DIABN crystals were performed without an X-
ray mirror and the reflectivity change was normalized to the reflection of a
150
7. Ultrafast Changes of Molecular Crystal
Structure Induced by Dipole Solvation
second, unpumped crystal. In later experiments the ultrashort X-ray pulses
were focused onto the sample by a multilayer mirror (No. 1, compare Tab.
3.3) and both, the X-ray reflection and transmission were recorded with the
same CCD camera. This was possible due to the relatively small Bragg an-
gles of θ004 = 8.56◦ and θ006 = 12.90◦. Only after we realized that also the
transmitted X-ray beam is modulated by the optical excitation, instead of
using a normalization signal, we decided to reduce the integration time per
delay point to a few seconds, limit the number of delay points and minimize
the readout time of the CCD chip by pixel-binning and thus acquired one
temporal scan in a minimal time (< 30 seconds). The noise level was then
reduced by averaging over up to a few thousand scans.
The result of these time-resolved measurements is shown in figure 7.3 b)
and c). The filled red symbols show the reflected intensity of the divergent
X-ray beam (∆θmirror ' ∆θcrystal) integrated over the (004) Bragg peak as
a function of time. The reflectivity increases by approximately 5% within
10 ps, shows some oscillatory features for longer time scales and remains
raised by a about 2% after 50 fs. In the lower panel of the same figure the
reflectivity change of the (006) reflection are displayed as filled blue dots.
It decreases by 10% with approximately the equivalent time constant of 10
ps, increases again and reaches ∆R/R0 ≈ 0 after 20 ps. For even longer
times one observes oscillations around zero reflectivity change. In the same
figures the transmission change ∆T/T0 is plotted as hollow symbols. They
were recorded simultaneously with the respective reflected signals, that is, for
the incident angles θ004 and θ006. Strikingly the change in transmission and
reflection is identical! The difference signal ∆T/T0 −∆R/R0 = 0 is plotted
in both figures as a thin black line and shows very small fluctuation around
zero. Note that also more subtle features are identical in the transmission and
reflection measurements. Since the presented data is a result of very many
different measurements, taken on different days and with different samples
also the oscillatory features are expected to have a physical origin, rather
than being simply due to noise.
7.4 Discussion
Charge Transfer in DIABN
Excitation with 50 fs optical pulses centered at 400 nm populates the so-called
locally excited state from which the intramolecular CT state is formed. The
latter process leads to a shift of the CN stretching mode to lower frequency
and a change of its absorption strength [258, 259]. Hence, the observed
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absorbance change at 2104 cm−1 is attributed to the CN stretching mode,
rising with a characteristic time constant of 11 ps. This gives direct evidence,
that the CT state is formed in the studied DIABN crystals and also deter-
mines its formation time [figure 7.3 a)]. The same characteristic time was
also observed in previous measurements on crystalline DIABN [256, 262] and
slightly larger (12 ps) in solution [254]. This suggest that the observed rise
time of the X-ray signals is induced by intramolecular CT state. However,
the reflectivity and transmission changes are of the order of ∆R/R0 ≈ 0.1
and hence orders of magnitude larger than a potential reflectivity change
stemming from local changes in geometry of the small fraction (10−4) of ex-
cited molecules. Instead, both reflection and transmission changes are caused
by a major fraction of molecules, that is, a collective response of the crystal
to the local photoinduced dipole changes.
Diffuse Scattering
Both stationary and time-resolved X-ray data show very surprising results,
which cannot be readily explained with existing concepts of X-ray scattering.
This calls for a detailed discussion of the underlying mechanisms, which is
presented in the following:
Let us first concentrate on the stationary transmission measurement shown
in figure 7.3 d) and e). The solid line in the upper graph shows the mea-
sured X-ray transmission (λ = 0.154 nm) through a 50 µm thick DIABN
crystal as a function of the incident angle θ. The transmission drops to ap-
proximately 50% for θ around 10◦. The dotted line shows the calculated
transmission for the absorption coefficient µabs ≈ 3 cm−1 of a DIABN crystal
of the same thickness. Note that it predicts significantly higher values for
the X-ray transmission. The lower figure 7.3 e) displays the attenuation co-
efficient µ(θ) calculated with the measured transmission values shown above
as a function of the direction of the incoming X-ray beam ~k0. It shows a
pronounced anisotropy, while the attenuation solely due to absorbtion is of
course isotropic hence constant in figure 7.3 e) (dotted line). The attenua-
tion coefficient amounts to µ ≈ 30 cm−1 for θ ≈ 8◦. This measurement also
reveals that attenuation due to Bragg diffraction plays a negligible role, as no
drop of transmission is observed around the strongest reflections (004) and
(006). Let us draw a comparison with a diamond crystal, a simple structure
with a high degree of perfection: in a transmission measurement as presented
in figure 7.3 e) one would expect to see a low constant attenuation (dashed
line) and depending on the alignment of the crystal a narrow region of zero
transmission at the corresponding angular position of a Bragg reflection.
The low reflectivity of the (strongest) (004) and (006) Bragg reflections
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point to an ideally imperfect crystal structure. The average DIABN crystal
has what is called a mosaic structure (compare chapter 2.7.4). Apparently
the individual blocks are so small, that primary extinction plays no role, and
the diffraction can be satisfactorily described by kinematic X-ray theory.
However the strong (anisotropic) attenuation of the transmitted beam can
only stem from scattering effects 1. In other words, in DIABN we have
the peculiar situation, where the cross-section due to incoherent scattering
σincoherent greatly exceeds the cross-section for coherent scattering or Bragg
diffraction σBragg. Even though this is an exceptional situation it has been
observed before. E.g. it has been pointed our that in protein crystals and
for a mean temperature factor B ≈ 20 Å2 the integrated diffuse intensity
will exceed that of the Bragg peaks beyond a momentum transfer of 1/3.8
Å−1 and, at the resolution required to locate atoms in protein crystals, more
X-rays are diffusely scattered than are diffracted into Bragg reflections [267].
A further example is an experiment where radiation damage in BeO was
induced by neutron bombardment and resulted in σBragg < σincoherent [268].
Here the strong diffuse background was attributed to formed clusters with
approximately 70 Å diameter tilted with respect to maximum reflectivity.
Before proceeding let us consider a qualitative line of reasoning why DI-
ABN crystal may be expected to exhibit a pronounced and special diffuse
scattering. In this context a few earlier publications are mentioned which
deal with diffuse scattering of molecular crystals. DIABN crystals are made
up of only light elements (Z≤7), such that absorption plays a negligible role
and attenuation due to scattering can in principle dominate. Generally dif-
fuse scattering in molecular crystals may have different origins. Very early
it was shown by Debye that thermal vibration of atoms gives rise to diffuse
scattering, apparently very sensitive on temperature and anisotropy, due to
the anisotropy of the elastic constants of the crystal. A second contribution
to diffuse scattering was found in molecular crystals which was attributed to
translation and librational oscillation of molecules as rigid bodies. Lonsdale
et al. [269, 270] was the first to show that certain features in diffuse scatter-
ing are due to the shape of the molecule and, therefore, that it was possible
to determine the orientation of the molecule in the unit cell by diffuse scat-
tering. The concept to assign a form factor to whole molecules and treat
them as a rigid body is mainly inspired by the generally weak intermolecular
Van-der-Waals forces compared to the stronger, high frequency intramolecu-
lar forces. Pioneering work on diffuse scattering in complex protein crystals
revealed pronounced intermolecular motion of molecules within the lattice
1Anomalous absorption like present in the Borrmann effect is known to occur only in
crystals with a high degree of perfection.
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[32–34]. Comprehensive reviews on diffuse scattering in molecular crystals
include Amorós and Amorós [45]and Welberry and Butler [44].
The occurrence of diffuse scattering may not be surprising since DIABN
has a large and complex unit cell and exhibits almost 500 diffraction peaks
with appreciable intensity for Miller indices (000) < (hkl) < (999) and (0◦ <
θBragg < 90◦). (For diamond one finds 13!) Diffuse backgrounds around Bragg
reflections will therefore enforcedly overlap and will lead to large values for
diffuse X-ray scattering.
The time-resolved X-ray data revealed ∆T/T0 = ∆R/R0 6= 0, which
points to a modulation of the attenuation coefficient µ(t), rather than changes
of the structure factor, or reflectivity. This may be most easily appreciated
in the following way. For the primary X-ray beam incident on the crystal
with thickness L and an extension larger than the diameter of the beam, we
may write for the time-dependent X-ray transmission (Warren [41]):
T (t) = e−µ(t)L. (7.3)
For the X-ray reflection of this ’ideally imperfect’ crystal, in the sense that






Here δR denotes the reflectivity per unit crystal thickness. The factor 2 in the
exponential is due to the doubled X-ray path for reflected rays. (Strictly this
is not correct for an anisotropic µ.) The experimental finding that ∆T/T0 =
∆R/R0 for τ < 50 ps demonstrates that both transmission and reflectivity
changes are dominated by the transient X-ray attenuation coefficient µ(t).
This holds for the assumption that µd < 1. Then the transient change of
the Bragg reflectivity δR(t) of the small mosaic blocks plays a minor role. A
strong modulation of the latter would result in ∆T/T0 6= ∆R/R0. As pointed
out earlier by far the dominant term in µ(t) is diffuse scattering [figure 7.3 e)].
The differences in signal sign and temporal evolution of the (004) and (006)
curves again point to a pronounced anisotropy of diffuse X-ray scattering.
At this point emphasize the limited sensitivity of low-index Bragg re-
flections for small changes within a complex unit-cell. With four layers per
DIABN unit-cell, the (004) reflection mainly probes the relative layer dis-
tances, while the (006) reflection is more sensitive to the asymmetry of the
layer arrangement. In any case both Bragg peaks are not particularly sensi-
tive to subtle intramolecular conformation changes. However, the unchanged
reflectivity of the (004) and (006) reflection suggests that the layer distances
remain unchanged after optical excitation.
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Mathematical Model of Diffuse Scattering
In the following the mathematical description of elastic X-ray scattering in
DIABN crystals is presented. Let us begin the discussion with the basic the-
oretical formula for the total elastic X-ray scattering cross-section. It is valid
for the approximation of free electrons, applicable here, since the binding
energies of the constituent atoms of DIABN, H,N,C are much smaller than
the energy of the keV X-ray photons. Then the attenuation coefficient as a
function of the direction of the incoming beam is given by the average elec-
tron density times the total cross-section for one electron (compare section





















|~n× (~n× ~ε)|2 (7.6)
~k0 = (2π/λ, θ0, φ0) and ~kS = (2π/λ, θS, φS) = (2π/λ,ΩS) with ~k0 − kS =
~q are the wave vectors of the incoming and scattered X-ray photons. Ne
is the average electron density of the crystal (Ne ≈ 3.4 × 1023 cm−3) and
dσe(~k0)/dΩS is the differential cross-section per electron which depends on
the positions ~xj of all electrons. r0 is the classical electron radius and |~n×(~n×
~ε)|2 accounts for polarization averaging and amounts to 1/2·[1+cos2(θ)] for an
unpolarized X-ray beam. The angle brackets 〈〉 stand for ensemble averaging
of the electron positions within the atoms and molecules as well as the spatial
and rotational disorder of the molecules themselves. Z is the number of
electrons scattering coherently, which can belong to the same atom, the same
molecule or even a well ordered fraction of the crystal [45]. Equation 7.5
will show a very different behavior, depending on the value of (~q~x), or in
other words whether the scattering is incoherent or coherent. For the case
of Z electrons with identical positions, for example well approximated by
Z electrons belonging to a heavy atom (~q~x  1), we can approximate the




















This shows the coherent effect of all the electrons, giving an intensity cor-
responding to the square of the number of electrons times the intensity for
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a single electron. It is also interesting to consider the opposite case of inco-
herent scattering. For (~q~x  1) the arguments of the exponents are large
and widely different in value. Consequently the cross terms in the square of
the sums will average to zero. Only the absolute squared terms will survive.
Thus the intensity for incoherent scattering is only the number of scattering
electrons times the intensity of a single electron.
The significance of equation 7.5 may be more easily appreciated when we

























where ∆~x = ~xi − ~xj. Hence, the extinction coefficient µ(~k0) in equation 7.5
is the Fourier transform of the density-density autocorrelation integrated
over the solid angle of the scattered photons. The autocorrelation function
AC(∆~x) is also known as the Patterson function and plays an important
role in solving the problem of the unknown phase in crystal structure de-
termination. The Patterson function is a correlation function giving the
position of every electron relative to every other electron, but not relative
to a fixed origin. Peaks in the Patterson function therefore do not repre-
sent the position of the scatters; the peaks are the terminal points of a set
of vectors, each vector representing the displacement of some electron from
some other electron. It is important to realize that such density-density cor-
relations may exist on different length scale. Electrons are bound in atoms,
and the correlation is described by the atomic form factors. The next level
of complexity one can imagine is to consider a group of atoms organized in
a molecule [45]. Evidently for a perfect static molecular crystal the Patter-
son function would repeat itself for every unit-cell. However, intramolecu-
lar vibrations and more importantly intermolecular motion will eventually
wash out correlation effects. On even larger length scales the arrangement
of molecules in nano-crystallites and low q phonons may exhibit further cor-
relation effects. In general these will also depend on the direction of the
incoming wave vector, first of all because of the shape of the molecule and
secondly because of the layered arrangement of molecules within the unit-
cell. Note that the ensemble averaging 〈〉 in equation 7.5 can be mimicked
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by truncating the Patterson function. The diffuse intensity is modeled by
Idiffuse ∝ FT (AC(∆~x) exp(−(1/2)(r/γ)2)), where AC is multiplied with a
monotonically decreasing function that smoothly truncates the Patterson
function. The parameter γ specifies the range over which couplings of the
atomic motions occurs [32]. In our calculation simply the size of the clus-
ter itself (number of electrons Z) will determine the range of couplings such
that instead of using a smoothly varying functions the Patterson function is
abruptly truncated.
Figure 7.4: Extinction µe due to elastic scattering as a function of the in-
coming wave vector ~k0 for different electron configurations
To elucidate the situation further we have performed simulations for dif-
ferent electron configuration which are shown in figure 7.4 and show an at-
tenuation sphere in units of σThomson per electron for all possible incoming
X-ray vectors ~k0 = (2π/λ, θ0, φ0). With equation 7.5 one can calculate the
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differential cross-section for each electron pair and subsequently sum over all
pairs to get the total extinction as a function of incoming wave vector ~k0.
This only requires two parameters, namely the distance between the elec-
trons |~x| forming a pair, derived from their spatial positions, and the angle
between the connecting line between the electrons and ~k0. Further details of
the calculations can be found in Appendix C. Figure 7.4 a) shows the simplest
case for one electron. Of course the total scattering cross-section is isotropic
and yields a value of σThomson. Figure 7.4 b) depicts the calculated extinction
for two electrons which scatter incoherently (realized by |~x|  1) to yield
the same result, namely σThomson/electron. Differently in c) the distance be-
tween the electrons is shrunk to zero, or |~x| → 0 to produce the coherent re-
sult predicted by equation 7.7, namely µe/electron∝ Z. The extinction yields
2·σThomson/electron. On the right hand side of the first row a chain of 10 elec-
trons is calculated, which now results in an strongly anisotropic attenuation
as a function of ~k0 and due to only partial coherent addition of the scatter-
ing amplitudes the extinction varies between σThomson / µe / 2 · σThomson.
Hence, the coherent enhancement of dσe(~k0)/dΩS is weaker for an ensemble
of electrons more separated in space like present in molecules or in small
cluster of the latter. These example calculations suggest that depending on
the number of electrons and their spatial arrangement the attenuation sphere
will change both, its size and its form. This is important to keep in mind.
In the second row of figure 7.4 the opposite limiting case is sketched,
namely for the coherent superposition of very many electrons, which lead to
Bragg reflections. Of course these have not be calculated with equation 7.5.
They are merely schematics. Figure 7.4 e) displays the extinction due to
one single Bragg reflection, which yields a double cone. The tilt of the cone
depends on the position of the scattering planes in space. The cone angle is
2θBragg. Accordingly only for ~k0 = ~kBragg we get an appreciable attenuation,
namely primary extinction. The thickness of the walls of the cone will depend
on the quality of the sample (here absolute perfection has been assumed) and
its size will depend on the number of coherently scattered electrons. Note,
that this is the regime where equation 7.5 loses its validity, namely if the
attenuation due to coherent scattering is so large, that an appreciable amount
of the incoming beam is lost and primary extinction has to be accounted for,
that is, multiple scattering. This case must be addressed with dynamical
X-ray diffraction theory, according to equation. 2.3. Figure 7.4 f) shows four
overlapping double-cones with different orientations, different Bragg angles
and different sizes. Such a figure may be measured for a (perfect) diamond
crystal, where the extinction sphere is expected to be completely dominated
by Bragg reflections. Since diamond has in fact only a one more double cone,
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namely 5, it represents a system, where diffuse scattering in comparison with
Bragg scattering is negligible.
After these introductory remarks let us now turn to the problem of DI-
ABN. First of all a few simplifications have to be made to allow to calculate
the extinction sphere in an reasonable amount of time. We only consider the
2 core electrons (1s orbital) of carbon (C) and nitrogen (N) atoms of DI-
ABN. They are assumed to be localized exactly at the position of the atoms,
a reasonable assumption considering their atomic form factor is nearly 1.
All other electrons are delocalized and play a minor role in determining the
anisotropy of the elastic scattering. Forward scattering of course does not
contribute to the attenuation, but has not been subtracted from the total
scattering cross-section. A test calculation for a single DIABN molecule is
shown in figure 7.4 g). The first signs of anisotropy due to the geometry of
the molecule are already noticeable. Figures 7.4 h) and i) shows the calcula-
tion for a cluster of 100 DIABN molecules. (Unfortunately this calculation
already requires close to 30 hours on a PC, the calculation time is propor-
tional to the number of electrons squared.) Again, it shows the total elastic
scattering cross-section integrated over all scattering directions ~kS as a func-
tion of the incoming X-ray beam ~k0. The extinction is largest for the incident
wave vector ~k0 parallel to ~b. The extinction for ~k0 parallel to ~a is somewhat
smaller and for the wave vector parallel to ~c shows a pronounced minimum.
Exactly along ~c it even shows a remarkable indentation. Figure 7.5 a) shows
the crystal structure of DIABN for a cluster of 72 molecules along the two
directions [001] and [011]. The attenuation sphere µ(2π/λ, θ0, φ0) is plotted
below the crystal structure and this comparison makes it evident that the
pronounced anisotropy is due to the alignment of the molecules in the lat-
tice planes of the crystal. The polar coordinate system θ0, φ0 is aligned to
the crystal axes ~a,~b,~c as shown in figure 7.5. The black dots in figure 7.6
show a cut through the anisotropic distribution for φ0 = 150◦ around small
values of θBragg = 90◦ − θ0. The dashed line in figure 7.6 is the cross-section
per electron for a perfectly isotropic scattering of a cluster containing 100
molecules and yields approximately 16 σThomson per electron. The position
of ~k0 for the (004) and (006) reflection is marked with a red and blue arrow,
respectively. Recall that the stationary transmission measurement shown in
figure 7.3 e) determined an extinction due to elastic scattering of µ ≈ 30
cm−1. This value is reproduced for the coherent case (equation 7.7) and
Z = 130. In other words the average cross-section per electron must be at
least 130 σThomson. For the real arrangement of DIABN molecules a cluster
of 100 molecules is apparently still to small to explain the large value of
µe as observed experimentally. Because calculations of even larger DIABN
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Figure 7.5: a) Crystal structure of DIABN showing a cluster of 72 molecules.
The crystal alignment during the experiment is indicated.b) The attenuation
sphere (orientation as molecules in a)) shows the strongly anisotropic result
along the axis of the aligned molecules.
clusters go beyond the scope of available computer power we extrapolate the
result. The total cross-section around Bragg reflections in the kinematic ap-
proximation increases very slowly and calculations for different cluster sizes
show that it is approximately proportional to V 4/3. Accordingly, we extrap-
olate the result for the small cluster and find that at least 10.000 DIABN
molecules must scatter coherently, corresponding to a crystallite with an ex-
tension of approximately 20 nm. Of course the correlations may exist on
different length scales and may have a more complex spatial arrangement.
Also any kind of disorder has been disregarded. As noted earlier this could
be incorporated in a more complicated function describing the truncation of
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Figure 7.6: The calculated total elastic X-ray scattering cross-section per
electron of a nano-crystal containing 100 DIABN molecules as a function of
the direction of the incident X-ray beam. Circles: detailed anisotropy for
directions of the incident beam around the (004) and (006) Bragg reflections.
the Patterson function, but of course would require knowledge about the real
(disordered) crystal structure.
Dipole Solvation in DIABN Crystals
A change of the molecular alignment by a dipole-induced angular reorien-
tation changes the ensemble average of the anisotropic total cross-section
[circles in figure 7.6] towards an isotropic one (dashed line), thereby mod-
ulating the X-ray extinction. For the Bragg angle of the (004) reflection
[figure 7.3 b)], the extinction of the incoming beam due to diffuse scattering
is decreased and therefore both the Bragg reflection and the transmission
increase, whereas a decrease occurs for the (006) reflection [figure 7.3 c)].
Additionally the number of coherent scatters may be changed after photo
excitation, resulting in a reduction of the cross-section per electron.
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In the molecular crystal DIABN molecules are coupled through their
(static) dipole moment which has a value of µ0 = 6.78 Debye in the elec-
tronic ground state [271]. Femtosecond excitation and the subsequent pop-
ulation of the CT state increase the dipole moment of the excited molecules
to µCT ≈ 16− 18 Debye [254]. The increased dipole moment is the source of
additional electric fields. Neighboring molecules experience the largest fields,
which – for a distance of ≈ 4 Å and ∆µ ≈ 10 Debye – reach values of 1010
V/m. To gain further insight into the distribution and magnitudes of the
additional fields due to induced dipole moments, we performed the follow-
ing simulation. Dipoles with a density of 10−4 are statistically distributed
and aligned and the sum of their dipolar fields in z-direction Ez on a test
molecule is calculated. We limit the approach to the z-direction since the
DIABN molecules are aligned along the ~a/~b directions and thus the field Ez
will exert the greatest torque on the individual molecules. To reach a sta-
tistical distribution this calculation is repeated 10.000 times. The result is
shown in figure 7.7. The diagram shows the histogram of 10.000 events in
Figure 7.7: Electric field Ez for a statistical distribution of dipoles (∆µ = 10
Debye) with a density of 10−4. The black line is a fit according to a Lorentz
curve with a width of 106 V/m
0.1 × 106 V/m intervals as a function of the electric field Ez. The distribu-
tion is well described by a Lorentz curve with a width of 106 V/m. In the
wings the additional dipolar fields increase, corresponding to a decrease of
the distance to the CT dipoles. Most of the molecules will be far away from
the excited molecule, hence the largest number of molecules experience no
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additional electric fields. These inhomogeneous electric fields generate the
torque on the unexcited molecules which drives their angular re-orientation.
The increase of the dipole moment of the excited molecule happens on the
time-scale set by intramolecular charge transfer, that is, 11 ps [figure 7.3 a)].
The resulting changes of the local electric field at the position of the unex-
cited molecules occur quasi-instantaneous. With the measured rise time of
the X-ray signals in the order of 10 ps, we can conclude that the kinetics of
the intermolecular rearrangement is ultimately determined by the dynamics
of the charge transfer itself. Note that the dipolar forces and torques can
also excite phonons which might be the origin of oscillatory features observed
after ∼ 10 ps.
Finally, we estimate the expected rotational disorder from the solvation
point of view. To determine the solvation energy one has to distinguish
between energy shifts due to intramolecular rearrangement of the molecule
in the ICT process and the contributions of the solvent itself. This has
been done by systematically changing the solvents (that is, ∆f) and follow
the fluorescence maxima shifts ∆ν̃ of the chromophore DIABN [254]. If
we assume that the values obtained for liquid solvents are conferrable to
the crystalline environment, a linear plot of equation 7.1 as a function of
the solvents polarity ∆f gives for ∆ν̃ = 22.300 cm−1 a solvation energy of
∆Esolv ≈ 2000 cm−1. This also determines the value of ∆f ≈ 0.2 and with
the measured index of refraction n = 1.8 allows an estimate of the static
dielectric function of the crystal ε(ω → 0) ≈ 100. The polarizability may
be calculated with the Clausius-Mossotti relation and with the change of
the dipole moment ∆µ ≈ 10 Debye and the known density we estimate the
corresponding elastic torque constant to be Drot ≈ 10 000 cm−1. The torque
is given by ~M = ~∆µ × ~Eloc. Hence, for electric fields between 106 and 1010
V/m this yields molecular rotation angles α = M/Drot from 0.01◦ up to 10◦
(upper limit due to steric hindering). This simple approximation estimates
a sufficient rotational disorder to break the calculated anisotropy.
Figure 7.8 shows a schematic illustration of the observed dipole solvation
in the DIABN crystals. For t < 0 the DIABN molecules are aligned in the
crystal structure. At t = 0 the laser pulse excites a small fraction of DIABN
molecules which is followed by the formation of the CT state within t = 10
ps and accompanied by a change of the dipole moment. Simultaneously this
results in a change of its electric field ~Eloc, exerting a torque ~M on the (ground
state) dipoles of the surrounding unexcited molecules. As the long-range
dipole field of the chromophore is of radial symmetry, it induces a spherical
rearrangement of molecules in the crystal lattice, leading to a more isotropic
scattering cross-section. The time-resolved X-ray data demonstrates that
the solvation process in the crystal lattice happens on a time-scale set by the
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dynamics of the intramolecular CT.
Figure 7.8: Schematic of the solvation dynamics of crystalline DIABN. At
t = 0 a small fraction of the DIABN molecules are optically excited and form
the CT state, accompanied by an increase of the dipole moment. The electric
field will exert a torque on the surrounding (polar) molecules and will align
them, changing the structure of the molecular ensemble.
In conclusion, structural changes underlying a polar solvation process
were directly observed by ultrafast X-ray diffraction/transmission experi-
ments. The photoinduced CT of a small fraction of chromophores in a molec-
ular crystal causes angular reorientation of the unexcited polar environment
and determines the transient X-ray response of the system whereas local
changes of the chromophore geometry play a negligible role. Monitoring lo-
cal changes of molecular structure by X-ray diffraction requires a suppression
of such solvation processes, for example, by dissolving the system of inter-
est in a nonpolar crystalline environment. On the other hand knowledge of
the transient total elastic cross-section contains valuable information on the
structural dynamics of the molecular ensemble surrounding the excited chro-
mophore during the solvation process. The high photon count in transmission
experiments makes this technique particularly appealing for laser-driven X-
ray plasma sources. I envision anisotropic X-ray transmission experiments




For the first time femtosecond X-ray pulses have been used to study the
structure-function relationship in oxide thin films, a class of materials which
has emerged as fertile ground for new physical phenomena and devices. Ad-
ditionally, femtosecond X-ray scattering is applied to a prototype molecular
crystal to study the ultrafast coupling between excited chromophores and
their polar surroundings. These studies of fully reversible lattice dynamics
on systems beyond semi-conductors and bismuth crystals demonstrate the
enormous potential of time-resolved X-ray diffraction.
The conclusion gives a brief summary of the main results and an outlook
for further experiments on selected aspects:
Summary
Optical excitation of condensed matter modifies its electronic structure and
leads to changes of the lattice geometry on a sub-picosecond time scale,
ultimately determined by translational, rotational or vibrational motions on
an atomic length scale.
Ultrafast optical excitation in a ferroelectric/metallic Pb(ZrTi)O3/ SrRuO3
thin film launches strain waves into a highly perfect SrTiO3 substrate crystal,
which are imaged in real time by femtosecond X-ray diffraction. The main
results are:
• Due to the very small extinction length in SrTiO3, additional X-ray
scattering from strained parts of the sample leads to an increase of the
time-dependent angle integrated reflectivity.
• Interference of X-rays scattered from strained and unstrained parts
of the sample lead to a double-step behavior of the time-dependent,
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angle-integrated X-ray reflectivity. This feature allows to calibrate the
underlying strain amplitudes by dynamical X-ray diffraction theory.
• This allows to quantitatively determine strain amplitudes as small as
10 femtometers or a hundred thousandth part of the lattice constant.
Electronic-structural couplings of ferroelectric or ferromagnetic Perovskite
oxides assembled in epitaxial nanolayered superlattices have been studied by
femtosecond X-ray diffraction. Changes in the diffracted intensity are ac-
curately mapped to changes of lattice parameters. The essential findings
are:
• Optical excitation of metallic SrRuO3 leads to a build-up of stress by
electron-phonon coupling with a finite rise time of 500 femtoseconds.
The amplitude of stress scales linearly with the total amount of de-
posited energy and is independent of the excitation wavelength. The
resulting strain is due to anharmonic phonon-phonon interaction and
can be satisfactorily described by the Grüneisen concept. Its amplitude
is in the order of one percent, corresponding to a pressure of approxi-
mately one gigapascal.
• Optical excitation of ferromagnetic SrRuO3 for T<TC leads to an ul-
trafast demagnetization and a magnetic component of stress. This
magnetostrictive component is of similar amplitude as the phonon me-
diated stress, but has a different sign. The amplitude of the magneto-
volume effect reveals a pronounced excitation spectrum, consistent with
calculations of the electronic band structure and suggesting direct, in-
stantaneous, optical spin-flip transitions, or electron-magnon scatter-
ing during thermalization of hot carriers. The magnetostrictive stress
shows a rise time of approximately 200 to 700 femtoseconds. The delay
is attributed to a finite demagnetization time and/or to elongations of
oxygen octahedra oscillations, which are known to stabilize the ferro-
magnetic ordering.
• A time-resolved X-ray structure analysis of ferroelectric nano-layers
measures the atomic amplitudes of the two modes which are known to
essentially determine and control ferroelectricity directly. That is, the
tetragonal distortion driven by expansion of neighboring optically ex-
cited SrRuO3 layers and the ion displacement within the unit-cell or soft
mode, which is directly proportional to the macroscopic polarization.
These two modes are coupled by a third-order term in Hamiltonian of
the crystal, such that the changes of the tetragonal distortion cause an
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elongation of the soft mode and a reduction of the macroscopic polar-
ization. The presented experiment demonstrated that the polarization
can be reduced to zero within 2 picoseconds, while the time-scale and
an additional observed delay of 500 femtoseconds is set by the oscilla-
tion frequency of the soft mode shaped by the anharmonic potential
surface of these two coupled modes.
Femtosecond X-ray reflectivity and transmission experiments on a polar
molecular DIABN crystal reveal collective structural rearrangements after
photoinduced dipole changes of single molecules. This presents a further
example where changes in electronic properties cause structural rearrange-
ment, and concomitantly, shows how the electronic system is stabilized by its
modified surrounding. That is, dipole solvation in a crystalline environment.
The experimental results establish:
• X-ray attenuation in DIABN crystals is dominated by anisotropic co-
herent scattering from crystal clusters containing approximately 10,000
molecules, that is, by diffuse scattering.
• The additional electric fields due to the optically changed dipole mo-
ments exert a torque on the surrounding molecules. The resulting
angular reorientation lowers the dipole-dipole interaction energy and
stabilizes the charge transfer state. This process changes the ensemble
averaged anisotropic X-ray attenuation coefficient towards an isotropic
one, resulting in the reflection and transmission changes measured in
the experiments. Changes of the layer spacing within a unit cell play
a negligible role.
• The dynamics of the optically triggered charge transfer reaction in DI-
ABN are mimicked by the collective inter-molecular changes in geom-
etry, which happen on a 10 picosecond time scale.
• Local conformational changes of the diluted chromophores play a neg-
ligible role in the X-ray signal changes.
Future Prospects
Femtosecond time-resolved X-ray diffraction is still a young field of science
and promises to make significant contributions to a deeper understanding of
microscopic processes by unraveling conformational changes on ultrafast time
scales. With the constantly growing expertise in X-ray sources delivering ever
shorter and brighter pulses, in particular, with the commission of the Free
Electron Laser in Stanford, the range of systems that can be investigated
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in the future will comprise more complex solids, and will allow to address
questions in chemical and biological physics.
More specifically, the experiment presented in chapter 6 on lattice and
polarization dynamics could be complemented by directly manipulating the
macroscopic polarization and studying the resulting lattice response. Cre-
ation of additional hot electrons by photoexcitation in a ferroelectric material
is expected to screen the electric fields and reduce the macroscopic polariza-
tion. Interesting questions include how the positively charged ion will move
in the changed potential landscape and how its displacement will modify
the tetragonal distortion. The time scales of these lattice changes will again
reveal information about the coupling of these modes.
While the experiment in section 5.4.2 unambiguously demonstrated mag-
netostrictive effects in SrRuO3 on a sub-picosecond time-scale, the role of
oxygen octahedra rotations could not be determined directly. X-ray absorp-
tion spectroscopy or EXAFS (extended X-ray absorption fine structure) in
the single scattering regime resolves radial atomic positions in the vicinity
of the absorbing atom. XANES (X-ray absorption near edge structure) is
governed by multiple scattering and contains information about both the
electronic and molecular structure and, hence, may have the potential to
measure the oxygen bond angles. Also, resonant X-ray scattering can probe
charge ordering and local lattice distortion with high precession [272]. For
example, this was demonstrated by measuring the intensity of the forbidden
(003) X-ray reflection of a manganite at the La LII edge, stemming from
the asphericity of the atomic electron density and, hence, connected to oxy-
gen octahedral tilts directly [273]. However, the ultrafast dynamics of such
electronic/structural orderings have remained mostly unexplored and only
very few structural sensitive experiments on a subpicosecond timescale have
been carried out. A femtosecond X-ray absorption experiment at the soft
X-ray slicing source at BESSY, Berlin, used a combination of X-ray mag-
netic circular dichroism and X-ray absorption measurements to reveal the
demagnetization dynamics in nickel with a time resolution of 100 femtosec-
onds [274]. A further promising femtosecond X-ray absorption experiments
on the iron(II)-complex has been carried out in the group of Chergui, at the
Swiss Light Source [275].
Further experiments on SrRuO3 are desirable to gain more insight into
the ultrafast demagnetization process. Magnetic optical Kerr effect experi-
ments, time-resolved X-ray magnetic dichroism [274, 276] and time-resolved
photoemission spectroscopy [199, 277, 278] offer a more direct access to the
magnetization and may corroborate the hypothesis for demagnetization pro-
posed in section 5.4.5. Also, a wavelength dependent study in the infrared
spectrum promises further interesting insight into the nature of ferromag-
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netism in SrRuO3.
The method of time-delay zero determination presented in section 3.3.1
reliably allowed to the set time-delay zero with an accuracy of 100 femtosec-
onds. Yet, it still requires a calibration by all optical means, which is time
consuming and, additionally, only viable in plasma sources. To find an in-
stantaneous X-ray signal exclusively stemming from electronic contributions
has not been demonstrated. The forbidden reflection (2 2 2) of diamond or
silicon crystals owes its origin to ‘lobes’ of charge density along the bond
directions. Ultrafast optically induced bond-breaking should result in a cor-
responding modified X-ray Bragg reflectivity. Promising preliminary experi-
ments have been carried out, however, no unambiguous data presently exists.
Heterodyne amplification of changes in the (2 2 2) reflection by ‘Umwegan-
regung’ [279] may present an auspicious approach, in particular for shorter
probe X-ray wavelengths. This experiment would not only establish a method
of ultrafast cross correlation for time-resoled X-ray science, but would also
promise new interesting physics.
The experiment on the molecular crystal DIABN discussed in chapter 7
showed that X-ray signal changes of intramolecular origin are completely
masked by a collective response of the polar surrounding. Experiments on
powdered samples will only evade this problem for extremely small grain
sizes well below 20 nm, such that dissolving the chromophore in a non-polar
matrix seems to be the most promising approach. Either doping non-polar
crystals with DIABN molecules as impurities, or (partially) aligning DIABN
molecules in a (non-polar) stretched polymer should reduce solvation related,
collective X-ray signals. Additionally, such complicated systems ultimately
require to detect many, high indexed Bragg reflections. This calls for different
X-ray scattering geometries, such as the Debye-Scherrer powder method.
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I will briefly discuss further details concerning the X-ray reflectivity calcula-
tions for different Perovskite crystal structures and how to incorporate strain
in the matrix framework:
Along the c-axis, or for symmetric Bragg reflections (00l), one can write






where H and L denote the scattering and propagation matrices, respec-
tively. The matrices L(12 cSTOδ) depend on the angle θ of the incident X-rays
and on strain δ, both of which determine the distance between scattering
planes. In the X-ray diffraction calculation for propagating strain waves in a
STO substrate (compare chapter 4), we must multiply HL matrices, where






where N is the number of unit-cells contributing to the diffraction signal.
This yields X-ray reflectivity curves of STO which depend on the penetration
depth d = N · cSTO of the strain front, and, since the strain fronts propagate
with the velocity of sound, reflectivity curves as a function of time.
The (pseudo-cubic) SrRuO3 is described with a corresponding formula.
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For ferroelectric Pb(Zr0.2Ti0.8)O3 we must write:
HLPZT =H(O) · L(ξPb−Oδξ) ·H(Pb) · L(
1
2 cPZTδ − ξPb−Oδξ) ·H(O) ·H(O)·
(A.3)
L(ξTi−Oδξ) ·H(Ti0.8Sr0.2) · L(
1
2 cPZTδ + ξTi−Oδξ).
Note that we can account for tetragonal distortion (cPZT δ) and ion displace-
ment (ξTi−Oδξ) and (ξPb−Oδξ) separately. Additionally in the case of super-
lattices where an expansion of SRO is fully compensated by a compression
of PZT we have to consider the thickness of the individual layers as follows:
δexpan. = −[(δcompr. − 1)
cPZT · nPZT
cSRO · nSRO
] + 1, (A.4)
where nSRO/PZT is the number of unit cells of SRO and PZT, respectively.
Appendix B
Lattice Dynamics Calculation
To calculate small atomic displacements xi in a linear chain model with N
atoms with mass mi, connected with spring with elastic constants κi and





κi,nxn = ∆i(t). (B.1)
The solution of an inhomogeneous differential equation is the sum of the
general solution to the homogeneous equation and a particular solution to
the inhomogeneous equation. Accordingly, we first of all look for N unknown
equations of the form xi ∝ exp(iωt). The calculation is performed in a matrix
formalism, such that the eigenfrequencies can be determined by solving the
eigenvalue equation: ∑
k




κ1 −κ1 0 . . . 0
−κ1 2κ1 −κ1
0 . . . . . . . . .
... . . . . . . . . .






The matrix M is a matrix with only diagonal elements with Mi,i = m−1i .
The form of matrix κ ensures that only nearest neighbor coupling is taken
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into a account. The symbol ‘·’ stands for matrix multiplication. S denotes
an orthogonal matrix containing the eigenvectors as rows of the homogenous
equation with eigenvalues ω2i , that is (ST(κM)S = Ω), where Ωi,i = ω2i . The





iωkt(M1/2 · S)i,k +
∑
k





iωkt(M1/2 · S)i,k +
∑
k
(M1/2 · (S · Ω−1 · ST) ·M1/2)i,k∆k
(B.5)
The stress ∆k is a vector containing the derivative of the excitation pattern,
that is, of the potential energy stored in the compressed springs. The con-
stants Ci are determined for the initial condition Xi(0) = 0 and are given by
Ci = −
∑
k(Ω−1 · ST ·M1/2)i,k∆k.
For the strain pattern of the PZT/SRO/STO heterostructure discussed
in chapter 4, the indices 0 < i < 249 nm/cPZT ≈ 605 stand for the number of
unit cells of material PZT with mass mPZT and spring constant κPZT, indices
605 < i < 350 nm/cSRO ≈ 859 for SRO and for i > 859 for the substrate
STO. For a homogeneous elastic potential energy in the PZT and SRO layers
∆ is given by ∆0 = −1 and ∆859 = 1 and all other entries identical 0. The
strain pattern is then computed with Xi(t) −Xi+1(t). This ensures that an
expansion wave starts from the air/PZT interface, an expansion wave into
the SRO layer and a compression wave into the substrate, while the latter
two have half the amplitude of the first strain front.
Appendix C
Total Extinction of DIABN
In the following more details about the calculation leading to the total ex-
tinction as a function of the incoming wave vector k0 is presented.










ei~q ~xie−i~q ~xj =
Z∑
i,j=1
cos[~q(~xi − ~xj)]. (C.1)
It turns out that is easiest to rewrite the formulas in spherical coordinates.
The parametrization is shown in figure C.1. In particular, the cos(Θ) term
in the polarization factor P yields (see also chapter 5.3 in Schwabl [281]):
cos(Θ) = cos(θ0, θS, φ0, φS) = (C.2)
cos(θ0) cos(θS) + sin(θ0) sin(θS) cos(φ0 − φS)
One sets k = qz, with q = 2π/λ and z the distance between the electrons.
Here the electrons are positioned along the z-axis as shown in figure C.1 b).
The cross-section for one electron pair in units of σThomsen yields:







1 + cos(θ0, θS, φ0, φS)2
2 cos[cos(θ0)− cos(θS)k]dθSdφS
When performing the integration the dependence on φ0 drops out and the
resulting analytic expression gives:
σpair(a, k)/σThomsen = (C.4)
3
8





where the abbreviation a = cos(θ0) is introduced. Note that the angle θ0 is
between the incoming X-ray beam and the connecting line of the electron
pair as shown in figure C.1 b). To get the total cross-section of a cluster of







The incoming wave vector k0 is calculated in a grid of (0 < θ0 < π, 0 < φ0 <
2π) and the coordinates of the N and C atoms of the DIABN molecules are
used to determine the value of alk = cos(θ0)lk and zlk for every pair. Only
the two 1s electrons are considered and since their atomic form factors are
close to one, we simply multiply the final result by two. This will then yield
the 3-dimensional plots shown in figure 7.4. Note that the calculation time
depends on the density of the grid θ and φ and increases with Z(Z − 1),
where Z is the number of electrons.
Figure C.1: a) Illustration of parametrization in terms of the angles
θ0, θS, φ0, φS b) Geometry of the incoming X-ray beam and the electron pair.
Appendix D
Abbreviations
a, b in-plane lattice constant
B Debye Waller factor
c out-of-plane lattice constant
dhkl distance between lattice planes (hkl)
dSL superlattice periodicity
E electric field
f0( ~Q,E) atomic form factor
gSL reciprocal SL vector 2π/dSL
~G reciprocal lattice vector
~k0,S incoming/scattered wave vector
M Debye Waller mean temperature factor
~Q wave vector transfer ~k0 − ~kS
q(f0, θ) amplitude of scattered X-ray of an atomic plane
p polarization factor
P,P macroscopic polarization




Z∗ Born effective charge
α thermal expansion coefficient
αe electronic polarizability
β compressibility
γe,l,m electronic, lattice, magnetic Grüneisenparameter
εs,e static, optical-frequency dielectric constant
η tetragonal distortion c/a








σThomson Thomson scattering cross-section
ξ ion displacement in unit cell
ω circular frequency or
angle between crystal surface and X-ray beam
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