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A POISSON TRANSFORM ADAPTED TO THE RUMIN
COMPLEX
ANDREAS CˇAP, CHRISTOPH HARRACH, AND PIERRE JULG
Abstract. Let G be a semisimple Lie group with finite center, K ⊂ G a
maximal compact subgroup, and P ⊂ G a parabolic subgroup. Following ideas
of P.Y. Gaillard, one may use G-invariant differential forms on G/K × G/P
to construct G-equivariant Poisson transforms mapping differential forms on
G/P to differential forms on G/K. Such invariant forms can be constructed
using finite dimensional representation theory. In this general setting, we first
prove that the transforms that always produce harmonic forms are exactly those
that descend from the de Rham complex on G/P to the associated Bernstein-
Gelfand-Gelfand (or BGG) complex in a well defined sense.
The main part of the article is devoted to an explicit construction of such
transforms with additional favorable properties in the case that G = SU(n +
1, 1). Thus G/P is S2n+1 with its natural CR structure and the relevant BGG
complex is the Rumin complex, while G/K is complex hyperbolic space of com-
plex dimension n+ 1. The construction is carried out both for complex and for
real differential forms and the compatibility of the transforms with the natural
operators that are available on their sources and targets are analyzed in detail.
1. Introduction
The hyperbolic spaces over K := R, C or H together with the boundary spheres
at infinity provide the simplest examples of compactifications of Riemannian sym-
metric spaces of the non–compact type. The realizations of the spheres Sn, S2n+1,
and S4n+3 as the boundary at infinity correspond to certain geometric structures
on the spheres. To describe these explicitly, let us denote by G the special uni-
tary group of a non–degenerate Hermitian form on Kn+2 of Lorentzian signature
(n+1, 1). Thus G is SO(n+1, 1), SU(n+1, 1) and Sp(n+1, 1) for K = R, C and
H, respectively. Further, let K ⊂ G be the stabilizer of a fixed one–dimensional
K–subspace in Kn+2 on which the Hermitian form is negative definite. Then K
acts trivially on the given line, so it can also be viewed as the stabilizer of a
negative vector, and it turns out that K ⊂ G is a maximal compact subgroup.
Since G acts transitively on the space of negative lines, viewed as a subspace in
KP n+1, we can view G/K as the space of these negative lines. The boundary of
this space in KP n+1 can be identified with the space of isotropic lines, so again
this is a homogeneous space of G. The stabilizer P ⊂ G of a fixed isotropic line in
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Kn+2 is well known to be the unique non–trivial parabolic subgroup of G, so G/P
realizes the boundary sphere as a generalized flag variety of G.
The spaces G/P are the homogeneous models of so–called parabolic geometries
of type (G,P ), which are the geometric structures alluded to above. According
to the different choices of K, this gives rise to the locally flat conformal structure
on Sn, the spherical CR structure on S2n+1 and the locally flat quaternionic con-
tact structure on S4n+3. These structures can be realized as “infinities” of the
hyperbolic metric, which is a Riemannian metric, a Ka¨hler metric, or a quaternion
Ka¨hler metric of constant curvature according to the choice of K. The construc-
tion of such geometries at infinity extends to more general Einstein metrics of the
types mentioned above, see [1].
These boundary spheres can be used to construct eigenfunctions for the Laplace
operator on the corresponding Riemannian symmetric space. This is done by the
Poisson transform, which is an integral operator assigning to every continuous
function on the boundary G/P its average over the action of K, c.f. [15, II.3.4].
It turns out that each eigenfunction of the Laplace operator is obtained in this
way and that its asymptotic behaviour towards the boundary recollects the initial
data. Due to its importance the Poisson transform was generalized to map between
sections of vector bundles in [22] for the case of symmetric spaces of real rank 1
and independently in [24] and [20] for arbitrary symmetric spaces of noncompact
type.
A variant of the Poisson transform in the case of realy hyperbolic space Hn+1
R
was introduced by P.Y. Gaillard in [9]. Gaillard’s construction does not only work
on functions (or densities) but on general differential forms. The basic idea of this
construction is to start with differential forms on the product Hn+1
R
×Sn, for which
there is a natural notion of bidegree. Gaillard used geometric ideas going back to
Thurston to construct a G–invariant differential form πk of bidegree (k, n− k) on
this product for each k = 0, . . . , n. Given a k–form α ∈ Ωk(Sn), one can pull it
back to the product, wedge it with πk to obtain a form of bidegree (k, n) and then
integrate over the fibers to obtain a k–form on Hn+1
R
, which is then defined to be
the Poisson transform of α.
A simple computation shows that G–invariance of πk implies that the resulting
Poisson transform defines a G–equivariant map Ωk(Sn) → Ωk(Hn+1
R
). The ad-
vantage of this construction is that one can directly relate the transform to the
exterior derivatives on both factors and to the codifferential and the Laplacian on
Ω∗(Hn+1
R
). In particular, the transform always produces co–closed, harmonic forms
on Hn+1
R
. Gaillard’s construction was partly generalized to the case of complex
hyperbolic space in [10], but things get much more involved there and the results
are much less satisfactory.
In joint research of the first and third author, it was observed that there is a
purely algebraic approach to the construction of invariant forms on the product
space for each choice of K. This is based on the rather simple observation that
G acts transitively on the product G/K × G/P , so this can be realized as G/M ,
where M = K ∩ P . Consequently, describing G–invariant forms on the product
reduces to questions of finite dimensional representation theory of M . This not
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only refers to the determination of invariant forms but also to the study of the
relation between the Poisson transforms determined by invariant forms on G/M
and natural operations on differential forms on G/P and G/K, respectively. This
approach was worked out in a general setting (involving arbitrary generalized flag
varieties and allowing also forms with values in certain vector bundles) in the PhD
thesis of the second author [13], see also [12] and [14].
Considering this general setting, it quickly turns out that the case of real hyper-
bolic space as treated by Gaillard is deceptively simple. In this case, the invariant
forms used to define the Poisson transform are essentially unique up to scale. Al-
ready in slightly more complicated cases, there is a large supply of invariant forms
and thus of possible Poisson transforms, and the problem rather is to “design”
Poisson transforms with favorable properties. An important ingredient in that
direction is that apart from the exterior derivative, there are additional invariant
differential operators on differential forms on G/P . These can be used to pass from
the de Rham complex to the so-called Bernstein–Gelfand–Gelfand complex (or
BGG complex), which also computes the (twisted) de Rham cohomology. While
the BGG complex involves operators of order bigger than one, it has the advantage
that all the bundles in the complex are associated to irreducible representations of
P (and thus of M). In contrast, in the (twisted) de Rham complex one typically
meets bundles that are induced by representations that are indecomposable but
not irreducible.
The CR–sphere provides the simplest example in which there is such a BGG
refinement of the standard real or complex de Rham complex. It turns out that
in this case the refinement does not really depend on the CR structure but only
on the underlying contact structure. A construction of this complex on arbitrary
contact manifolds (without using representation theory or touching the question of
invariance) was given by M. Rumin in [21] and therefore it is known as the Rumin
complex.
The relation between the de Rham complex and the BGG complex is slightly
intricate, since the latter is a sub–quotient of the former. There is a calculus
that can be used to construct BGG complexes (and also their analogs for curved
parabolic geometries, see [6]) which allows to identify conditions on a Poisson
transform which ensures that, while still acting on differential forms, it descends
to a transform defined on the BGG complex. It turns out that in the general
setting, this property is closely related to the fact that the values of the transform
are harmonic forms. The main purpose of this article is to explicitly construct
such a Poisson transform between the Rumin complex on the CR sphere and
harmonic forms on complex hyperbolic space and study some of its properties.
The construction of this transform does depend on the CR structure on the sphere
(and not only on its contact structure) and require a rather careful analysis of the
invariant differential forms available in this setting.
Poisson transforms defined on the Rumin complex play an important role in
a long-term project of the third author. This aims at using the first part of a
BGG complex together with carefully chosen Poisson transforms defined on the
middle degree space in order to get an index one complex whose class in Kasparov
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KK-theory is the so-called γ element. This is a crucial step towards the proof
of the Baum-Connes conjecture with coefficients in the case of simple Lie groups
of rank one. See [17] for the case of SU(n, 1) and [16] in general. Apart from
their intrinsic interest, some of the results in this article should also be viewed as
providing a basis for carrying out this program in the case under consideration.
2. Poisson transforms on differential forms
The first part of this section describes a general scheme for constructing Poisson
transforms. For a semisimple Lie group G, these transforms map differential forms
on a generalized flag variety G/P to differential forms on the quotient G/K by
the maximal compact subgroup, which is a Riemannian symmetric space of the
non-compact type. These transforms are induced by G-invariant differential forms
on the homogeneous space G/M , where M = K ∩ P , that admit a description
in terms of finite dimensional representation theory. In this general setting, we
describe a characterization of those transforms whose images consist of harmonic
forms on G/K, which provides a link to the machinery of BGG sequences on G/P .
In the later parts of the article, we specialize to the case that G = SU(n +
1, 1) and P is the unique parabolic subgroup of G. We give elementary explicit
descriptions of the structures needed to study Poisson transforms in that case
later.
2.1. The general setup and Poisson transforms. In this general part we
keep things rather short and abstract, they will be made explicit in the special
case that G = SU(n+ 1, 1) soon. The basic idea to define Poisson transforms via
invariant forms on a product goes back to [9], the general version was studied in
[13]. Consider a non-compact semisimple Lie group G with finite center, let P ⊂ G
be a parabolic subgroup and let K ⊂ G be the maximal compact subgroup. Then
G/P is a generalized flag variety of G and it is well known that the restriction
of the natural G-action on G/P to the subgroup K is transitive. Thus G/P can
be identified with K/M , where M := K ∩ P , which in particular shows that
G/P is compact. On the other hand, G/K is a Riemannian symmetric space of
the non-compact type, and transitivity of the K-action on G/P shows that G
acts transitively on G/K × G/P . Thus, the product can be identified with the
homogeneous space G/M .
Let us denote the resulting projections from G/M onto the two factors by πK
and πP , respectively. Correspondingly, the tangent bundle of G/M decomposes
as T ′ ⊕ T ′′ where T ′ = π∗KT (G/K) and T
′′ = π∗PT (G/P ), implying that there
is a well defined notion of bidegree for differential forms on G/M . Explicitly, a
k–form α on G/M is of bidegree (i, j) with i + j = k if for entries, which are
either from T ′ or from T ′′, it vanishes unless there are exactly i entries from T ′
and j entries from T ′′. We will indicate the resulting decomposition of forms as
Ωk(G/M) = ⊕i+j=kΩ
(i,j)(G/M).
In particular, for α ∈ Ωk(G/P ), the pullback π∗Pα lies in Ω
(0,k)(G/M). Given a
form ϕ ∈ Ω(ℓ,N−k)(G/M), where N = dim(G/P ), we can form the wedge product
ϕ ∧ π∗Pα ∈ Ω
(ℓ,N)(G/M). This form can be integrated over the fibers of the
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projection G/M → G/K to define an ℓ-form on G/K. Thus we obtain an integral
operator
(2.1) Φ : Ωk(G/P )→ Ωℓ(G/K) α 7→
 
G/P
ϕ ∧ π∗Pα.
It is easy to show that Φ is G–equivariant if and only if the form ϕ is G–invariant.
Definition 2.1. Let ϕ ∈ Ω(ℓ,N−k)(G/M) be a G–invariant differential form. Then
the corresponding G–equivariant operator Φ : Ωk(G/P )→ Ωℓ(G/K) from (2.1) is
called a Poisson transform and ϕ is called its Poisson kernel.
Therefore, a Poisson transform in the sense of this definition is characterized
by its G-invariant Poisson kernel ϕ. In turn, by Theorem 1.4.4 of [5], ϕ is fully
determined by its value ϕ(eM) at the origin eM ∈ G/M , which is an M–invariant
element in the corresponding finite dimensional M–representation Λ∗(g/m)∗.
The basic advantage of working with differential forms is that it makes several
natural operations available, which of course include the exterior derivatives on
the source and the target of the transform. The advantage of the construction
via forms on G/M is that such operations can be described nicely in terms of
operations on Poisson kernels, which we will do for G = SU(n + 1, 1) below. On
the Riemannian symmetric space G/K, we also have the Hodge star operator, the
codifferential and the Laplace Beltrami operator available. On the generalized flag
variety G/P there are some less well know natural operations that we will discuss
next.
2.2. The codifferential and BGG sequences. It is well known that T (G/P )
is the homogeneous vector bundle G ×P (g/p). Now the Killing form induces a
P -equivariant duality between g/p and the nilradical p+ of p. Thus, the bundles
ΛkT ∗(G/P ) of differential forms are the homogeneous bundles associated to the
representations Λkp+ of P , which are the chain spaces of the Lie algebra p+ with
coefficients in the trivial representation.
On these chain spaces, there is a natural Lie algebra homology differential.
In the theory of parabolic geometries, this is traditionally denoted by ∂∗ and
called the Kostant codifferential and we will stick to this tradition. Explicitly,
∂∗ : Λkp+ → Λ
k−1p+ is given by
(2.2) ∂∗(Z1 ∧ · · · ∧Zk) =
∑
i<j(−1)
i+j [Zi, Zj]∧Z1 ∧ · · · ∧ Zˆi ∧ · · · ∧ Zˆj ∧ · · · ∧Zk,
where the Zℓ are in p+ and hats denote omission. From the explicit formula it is
immediate that ∂∗ is P–equivariant, so its kernel and its image are P–invariant
subspaces in Λkp+. Moreover, the homology spaces Hk(p+) := ker(∂
∗)/ im(∂∗)
naturally are P–modules.
The P–homomorphisms ∂∗ induce G–equivariant bundle maps ΛkT ∗(G/P ) →
Λk−1T ∗(G/P ). We use the symbol ∂∗ also for these bundle maps and for the
induced tensorial operators on differential forms. The kernels and images of these
bundle maps induce G-invariant subbundles of each ΛkT ∗(G/P ). In particular, we
get im(∂∗) ⊂ ker(∂∗) ⊂ ΛkT ∗(G/P ) and we denote by Hk their quotient bundle,
which by construction is associated to the P -representation Hk(p+).
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Let πH : Γ(ker(∂
∗))→ Γ(Hk) be the tensorial projection induced by the quotient
projection. The machinery of BGG sequences introduced in [6] and [3] is based
on the construction of a natural differential operator L : Γ(Hk) → Γ(ker(∂
∗))
which splits the projection πH . Viewed as an operator to Γ(Hk)→ Ω
k(G/P ), L is
characterized by this splitting property (i.e. ∂∗ ◦ L = 0 and πH ◦ L = id) and the
single condition that ∂∗ ◦ d ◦ L = 0, where d denotes the exterior derivative.
For our purpose, the nicest description uses the operator R := ∂∗ ◦ d+ d ◦ ∂∗,
which defines an endomorphism of Ωk(G/P ) for each k, see Section 3 of [7]. It
turns out that ker(R) ⊂ Γ(ker(∂∗)) ⊂ Ωk(G/P ) for each k and that πH restricts
to a linear isomorphism from this kernel onto Γ(Hk) whose inverse is precisely the
splitting operator. Moreover, for each k, the inverse of this isomorphism can also
be realized by applying an operator that can be written as a universal polynomial
in R to any section of ker(∂∗) representing the given section of Hk. Having L,
one defines the kth BGG operator Dk : Γ(Hk)→ Γ(Hk+1) as Dk := πH ◦ d ◦L and
by construction this is a G–equivariant differential operator. From the fact that
d2 = 0, one easily concludes that these operators form a differential complex, i.e.
satisfy Dk+1 ◦Dk = 0, which is called the BGG complex (associated to the trivial
representation).
2.3. The action of the Casimir element. The operators R we have met in the
BGG construction have immediate relevance for the study of G–equivariant maps
defined on Ω∗(G/P ). To explain this, let us recall that the Casimir element of the
semisimple Lie algebra g induces a differential operator on the space of sections
of any homogeneous vector bundle E → G/H , where G is any Lie group with Lie
algebra g and H ⊂ G is any closed subgroup. Such a vector bundle is induced by
a (finite dimensional) representation V of H , in the sense that E = G×HV. There
is a natural action of G on Γ(E) by linear maps, which in the equivalent picture
of H–equivariant smooth functions G→ V is given by (g · f)(g′) = f(g−1g′). This
shows that there is an induced action of the Lie algebra g, for which X ∈ g acts
on f as differentiation by the right invariant vector field RX ∈ X(G) generated by
X .
This action naturally extends to an action of the universal enveloping algebra
U(g). In particular, the Casimir element C acts by a differential operator DC :
Γ(E)→ Γ(E), which is G–equivariant by invariance of C, compare with Section 2.4
of [8]. Returning to our setting, we conclude in particular that any G–equivariant
linear map Φ : Ωk(G/P )→ Ωℓ(G/K) that satisfies a weak continuity assumption
has to be compatible with the actions of the two operators DC. Since the precise
nature of these continuity conditions is not important, we state the result under
a weak assumption, namely that Φ is bounded for the natural bornologies on the
spaces in question, see the book [18]. This condition on a linear map ensures that
it is smooth in the sense of mapping smooth curves to smooth curves.
Proposition 2.2. Let Φ : Ωk(G/P ) → Ωℓ(G/K) be a G–equivariant bounded
linear operator. Then the following are equivalent:
(i) For all α ∈ Ωk(G/P ) the differential form Φ(α) is harmonic.
(ii) For all α ∈ Ωk(G/P ) we have Φ(Rα) = 0.
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(iii) We have Φ ◦ ∂∗ = 0 and Φ ◦ d ◦ ∂∗ = 0.
Proof. As we have note above, Φ is smooth in the sense that it maps smooth curves
to smooth curves. Applying this to the action of a one-parameter subgroup in G
on a fixed form and differentiating, one concludes that Φ is equivariant for the
infinitesimal actions of g. The definition of the Casimir then directly implies that
Φ intertwines the actions of the Casimir operator on the two spaces.
Since the canonical Riemannian metric on G/K is induced by the Killing form
on g, the Casimir operator on Ω∗(G/K) is a multiple of the Laplace Beltrami
operator ∆, see e.g. p. 385 in [19]. On the other hand, it was shown in Corollary
1 of [8] that DC = 2
R on Ω∗(G/P ). This readily implies the equivalence of (i)
and (ii), and the definition of R shows that (iii) implies (ii).
Thus it remains to show that (ii) implies (iii). To do this, we observe that
Theorem 5.2 of [3] or Theorem 3.9 of [7] shows that R is invertible on Γ(im(∂∗)).
Thus we can write
Φ ◦ ∂∗ = Φ ◦R ◦ (R)−1 ◦ ∂∗
and this vanishes by (ii). Knowing that Φ ◦ ∂∗ = 0, the definition of R readily
implies that Φ ◦ d ◦ ∂∗ = Φ ◦R = 0. 
From this we can prove that an intertwining operator with harmonic values
automatically descends to the BGG complex:
Corollary 2.3. Let Φ : Ωk(G/P ) → Ωℓ(G/K) be an bounded linear intertwining
operator which satisfies the equivalent conditions from Proposition 2.2, and let
Hk → G/P be the kth homology bundle.
Then Φ descends to a well defined, G–equivariant map
Φ : Γ(Hk)→ Ω
ℓ(G/K),
whose image is contained in the space of harmonic differential forms on G/K.
Explicitly, for σ ∈ Γ(Hk), Φ(σ) can be computed as Φ(α) for any α ∈ Γ(ker(∂
∗))
such that πH ◦α = σ. Moreover, for τ ∈ Γ(Hk−1), we get Φ(Dk−1(τ)) = Φ(dβ) for
any β such that πH ◦ β = τ .
Proof. From Proposition 2.2, we know that Φ ◦ ∂∗ = 0, so the restriction of Φ to
Γ(ker(∂∗)) descends to an operator Φ, which has the first claimed property.
Take τ ∈ Γ(Hk−1) and consider dL(τ), where L is the splitting operator. This
is a section of ker(∂∗) and by definition πH ◦ dL(τ) = Dk−1(τ). Thus we see
that Φ(Dk−1(τ)) = Φ(dL(τ)). For β ∈ Γ(ker(∂
∗)) such that πH ◦ β = τ , we
get L(τ) − β ∈ Γ(im(∂∗)) and in the proof of Proposition 2.2, we have noted
that this implies that it lies in the image of R. By definition, d2 = 0 implies
that R commutes with d, so dL(τ) − dβ lies in the image of R, and thus
Φ(dL(τ)) = Φ(dβ). 
3. The case of complex hyperbolic space
We next describe the machinery discussed in Chapter 2 in an elementary and
explicit way in the case that G = SU(n + 1, 1) and P is the unique parabolic
subgroup of G. Thus G/K is complex hyperbolic space and G/P can be identified
with the boundary sphere at infinity, which inherits a natural CR structure.
8 Cˇap, Harrach and Julg
3.1. Complex hyperbolic space. From this point on, we will restrict our atten-
tion to the case that G = SU(n + 1, 1) and P is the unique parabolic subgroup
of G. Fixing a Lorentzian Hermitian form h on V := Cn+2, and realizing G as
SU(h), we can realize K as the stabilizer of a complex line ℓ− ⊂ V on which h is
negative definite. Then K preserves the orthocomplement ℓ⊥− and acts unitarily
on both ℓ⊥− and on ℓ−, which shows that K
∼= S(U(n + 1) × U(1)). This readily
implies that g/k ∼= L(ℓ−, ℓ
⊥
−) endowed with the natural action of K. The space
G/K can then be identified with the space of all complex lines in V on which h is
negative definite, so this is complex hyperbolic space of dimension n+ 1.
The complex structure on L(ℓ−, ℓ
⊥
−) clearly isK–invariant and there is a positive
definite, Hermitian inner product on this space defined by (X, Y ) 7→ tr(X∗ ◦
Y ), which is K–invariant, too. Hence the homogeneous space G/K carries a G–
invariant almost complex structure J and a G–invariant Hermitian metric. It is
well known that these data actually make G/K into a complete Ka¨hler manifold.
In particular, we obtain the usual decomposition of complex valued differential
forms into (p, q)–types, which we indicate by Ω∗(G/K,C) = ⊕0≤p,q≤n+1Ω
p,q(G/K).
Using the (real valued) G–invariant Riemannian metric g, we obtain the “mu-
sical” operator ♭ : T (G/K)→ T ∗(G/K) via ξ♭(η) = g(ξ, η) for all ξ, η ∈ T (G/K),
and we denote the induced map on the level of sections by the same symbol. The
Ka¨hler form ω ∈ Ω2(G/K) associated to g is the G–invariant differential form
characterized by ω(ξ, η) = g(Jξ, η) for all vector fields ξ, η on G/K. In particular,
the exterior power 1
(n+1)!
ωn+1 is the volume form vol on G/K, which by construc-
tion is also G–invariant. We will denote the complex extensions of the Ka¨hler
form and the volume form by the same symbols. Note that these lie in Ω1,1(G/K)
and Ωn+1,n+1(G/K), respectively. The Hermitian extension of g can be used to
identify the holomorphic part T 1,0(G/K) in the complexified tangent bundle of
G/K with T ∗0,1(G/K) and then in turn induces a complex bilinear dual pairing
T ∗1,0(G/K) × T
∗
0,1(G/K) → C that extends to exterior powers in the usual way.
Denoting this by 〈 , 〉, we get the Hodge–∗–operator. This is the G-equivariant
complex linear map ∗ : Λp,qT ∗(G/K)→ Λn+1−q,n+1−pT ∗(G/K) characterized by
α ∧ ∗β = 〈α, β〉 vol
for all α ∈ Λq,pT ∗(G/K), β ∈ Λp,qT ∗(G/K). We also denote the induced operator
on forms by ∗. Denoting by d the exterior derivative on complex valued forms,
we then get the codifferential δ := − ∗ d∗ and the Laplace-Beltrami operator
∆ := dδ + δd.
The decomposition of the complexified tangent bundle into holomorphic and
antiholomorphic vectors induces a splitting of the exterior derivative on G/K into
the sum d = ∂+∂, where the first operator maps a form of type (p, q) to a form of
type (p+1, q) and the second is defined by ∂(α) := (∂α). We say that a differential
form α ∈ Ωk(G/K,C) is holomorphic (respectively, antiholomorphic) if ∂α = 0
(respectively ∂α = 0). Similarly, we can decompose the codifferential δ = ∂∗ + ∂∗
with ∂∗ = − ∗ ∂∗ and ∂
∗
= − ∗ ∂∗.
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Finally, the wedge product with the Ka¨hler form ω ∈ Ω1,1(G/K) defines the
Lefschetz map L : Ωp,q(G/K) → Ωp+1,q+1(G/K), which is G-equivariant by con-
struction. Its adjoint with respect to the Riemannian metric g is the G-equivariant
map L∗ : Ωp,q(G/K)→ Ωp−1,q−1(G/K), which can be computed as L∗ = −∗◦L◦∗.
We say that α ∈ Ωp,q(G/K) is primitive iff L∗α = 0 and coprimitive iff Lα = 0.
It is well known (c.f. Theorem 3.11 (b) in [23]) that the degree of a primitive
differential form is at most half of the real dimension of G/K, while coprimitive
forms exist only above that degree.
3.2. The CR sphere. In the notation introduced above, we define P ⊂ G to be
the stabilizer of a fixed complex line ℓ0 ⊂ V , which is isotropic for h. It is well
known that P is a minimal parabolic subgroup of G and the space G/P of complex
isotropic lines in V is diffeomorphic to the sphere S2n+1. Such a diffeomorphism
can be obtained by fixing a vector v− ∈ ℓ− such that h(v−, v−) = −1 and then
sending each unit vector v ∈ ℓ⊥− to the line spanned by v + v−, which is visibly
isotropic. This also shows how G/P can be viewed as the boundary at infinity of
G/K, since mapping v to the complex line spanned by v + v− also restricts to a
diffeomorphism from the open unit ball in ℓ⊥− onto the space of negative lines in
V , which can be identified with G/K.
Since ℓ0 is isotropic, the orthogonal space ℓ
⊥
0 is a complex hyperplane in V
which contains ℓ0, so we can view this as defining a filtration ℓ0 ⊂ ℓ
⊥
0 ⊂ V of V
by complex subspaces. Let us write this filtration as V 1 ⊂ V 0 ⊂ V −1 and define
V j = {0} for j > 1 and V j = V for j < −1. Then we get an induced filtration of
the Lie algebra g of G by defining gi = {X ∈ g : ∀j : X ·V j ⊂ V i+j}. By definition,
this filtration is compatible with the Lie bracket in the sense that [gi, gj ] ⊂ gi+j
for all i, j.
Since P ⊂ G can be characterized as the stabilizer of the filtration of V , we see
that g0 = p and that each gi is a P–invariant subspace in g. From the definition, it
is evident that gi = g for i ≤ −2 and gi = 0 for i > 2, but for indices between −2
and 2, we get a proper filtration. In particular, g−1/p is a P–invariant subspace
in g/p, which is easily seen to be isomorphic to L(ℓ0, ℓ
⊥
0 /ℓ0)
∼= Cn. On the other
hand, g/g−1 has real dimension 1 and the Lie bracket on g induces a bilinear, skew
symmetric map g−1/p × g−1/p → g/g−1. This is easily seen to be the imaginary
part of a positive definite Hermitian form, compare with Section 4.2.4 of [5].
Since T (G/P ) = G ×P (g/p), we conclude that G ×P (g
−1/p) defines a G–
invariant corank-one subbundle H ⊂ T (G/P ) which carries a G–invariant complex
structure. The considerations about the Lie bracket show that this is a contact
structure, which makes G/P into a strictly pseudoconvex partially integrable al-
most CR structure of hypersurface type. It is easy to see that this is indeed the
standard (spherical) CR structure on S2n+1 coming from the realization as the
unit sphere in Cn+1.
It is well known that the filtration on g is actually induced by a grading, which
is not P–invariant, however. This can either be realized by the choice of a complex
isotropic line ℓ˜0 ⊂ V , which is transverse to ℓ
⊥
0 . Calling this line V−1 and putting
V0 := ℓ˜
⊥
0 ∩ ℓ
⊥
0 and V1 = V
1, we get V = V−1 ⊕ V0 ⊕ V1 such that V
i = ⊕j≥iVj for
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all i. Similarly as above, this induces a grading g = g−2⊕· · ·⊕g2 compatible with
the Lie bracket that induces the given filtration in the sense that gi = ⊕j≥igj .
Alternatively, the grading can be obtained by choosing a Cartan subalgebra
h ⊂ g, which is contained in g0. Having made such a choice, g2 := g2 becomes the
highest root space, and one defines g−2 to be the lowest root space. Then there
is a unique element E ∈ [g−2, g2] ⊂ h, which fits into a standard sl2–triple, and
the grading of g is the decomposition into eigenspaces for ad(E). A crucial fact
for our purposes is that the grading of g is invariant under the adjoint action of
M := K ∩ P .
3.3. The Rumin complex on the CR–sphere. In the special case we consider,
the BGG complex as discussed in 2.2 turns out to be a complex that is naturally
defined on any contact manifold. This was first constructed in this general setting
by M. Rumin, whence it is called the Rumin complex. Let us briefly discuss
this direct construction and its relation to the general BGG construction. The
construction is completely parallel for real and complex valued forms, and we do
not distinguish between the two cases here.
Let H ⊂ T (G/P ) be the contact subbundle from above and define Q :=
T (G/P )/H . Then the short exact sequence 0→ H → T (G/P )→ Q→ 0 of homo-
geneous vector bundles dualizes to a short exact sequence 0→ Q∗ → T ∗(G/P )→
H∗ → 0. Since Q∗ has rank 1, there is an induced short exact sequence for the
exterior powers of order k = 1, . . . , 2n, which has the form
(3.1) 0→ Λk−1H∗ ⊗Q∗ → ΛkT ∗(G/P )→ ΛkH∗ → 0.
The fact that the Lie bracket induces a tensorial mapH×H → Q has a counterpart
in the dual picture of the exterior derivative. Take a k–form, which is a section of
the subbundle Λk−1H∗⊗Q∗, apply the exterior derivative and project to a section
of Λk+1H∗ (i.e. restrict the form to entries from H). The result of this operation
is easily seen to be linear over smooth functions, thus defining a natural vector
bundle map Λk−1H∗⊗Q∗ → Λk+1H∗, which is easily seen to be injective for k ≤ n
and surjective for k ≥ n.
This basically shows that it should be possible to pass to a “part” of the de
Rham complex without changing the cohomology. Indeed, it should be possible
to “leave out” a complement to the kernel of this bundle map in Λk−1H∗ ⊗Q∗ as
well as its image without changing the cohomology, since these are just mapped
isomorphically to each other by the exterior derivative. In M. Rumin’s original
construction [21], naturality was not an issue and he proceeded by choosing split-
tings of the sequences (3.1) and then factoring by the irrelevant parts. With a bit
more effort, one can use the exact sequences (3.1) and spectral sequence arguments
(which can be made explicit as diagram chases in this simple case) to obtain a con-
struction of a complex which is manifestly invariant under contactomorphisms, see
[2] or [4].
To get to the setting of Section 2.2, we observe that the nilradical p+ of p in this
simple case is the filtration component g1. (The duality between g/p and g1 easily
follows from compatibility of the Killing form B with the filtration and the fact
that p = g0.) As discussed in Section 2.2, we have the homology space Hk(p+,K)
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for K = R or C and the corresponding bundles Hk. We can next describe these
homology bundles explicitly.
Proposition 3.1. In terms of the exact sequences (3.1), the homology bundle Hk
satisfy the following. For k ≤ n, Hk is a subbundle of Λ
kH∗, while for k ≥ n+ 1,
Hk is a quotient bundle of Λ
k−1H∗ ⊗Q∗.
Proof. From the definition of ∂∗ from (2.2) and the simple structure of p+ = g1⊕g2
in our case, we see that the bundle map ∂∗ : ΛkT ∗(G/P )→ Λk−1T ∗(G/P ) vanishes
on the subbundle Λk−1H∗ ⊗ Q∗ and has values in Λk−2H∗ ⊗ Q∗. This it actually
defines a bundle map ∂∗ : ΛkH∗ → Λk−2H∗ ⊗ Q∗. It is a well known result that
this map is surjective for all k ≤ n+ 1 and injective for k ≥ n + 1.
Thus we see that for k ≤ n, Hk simply is ker(∂
∗) ⊂ ΛkH∗. For k ≥ n + 1, the
kernel of ∂∗ equals Λk−1H∗⊗Q∗, so in these casesHk is the quotient of Λ
k−1H∗⊗Q∗
by im(∂∗), which completes the proof. 
As discussed in Section 2.2, we then obtain the BGG operators Dk : Γ(Hk) →
Γ(Hk+1), which are G-equivariant differential operators that form the BGG com-
plex. It was shown in [2] that this complex coincides with the Rumin complex on
the CR sphere.
3.4. Poisson transforms and natural operations. We are now ready to invoke
the machinery discussed in Section 2.1 in our special case. As discussed there,
G-invariant forms on G/M or, equivalently, M-invariant elements in Λ∗(g/m)∗
give rise to Poisson transforms mapping differential forms on G/P to differential
forms on G/K. We next describe the composition of such transforms with natural
operations in terms of operations on the Poisson kernels.
First, observe that the decomposition of forms on G/M according to bidegree
induces a splitting of the exterior derivative as d = dK+dP , where dK and dP map
forms of bidegree (i, j) to forms of bidegree (i + 1, j) and (i, j + 1), respectively.
We call these operators, which areG–equivariant by construction, theK-derivative
and the P -derivative. Since d2 = 0, we immediately conclude that d2K = 0, d
2
P = 0
and dKdP = −dPdK . In view of the complex structure on G/K, we get an obvious
splitting dK = ∂K ⊕ ∂K .
Next, the Hodge–star operator on G/K is induced by K–equivariant isomor-
phisms Λk(g/k)∗ → Λ2n+2−k(g/k)∗. Of course, these isomorphisms are M–equi-
variant and tensorizing with appropriate identity maps and passing to the induced
tensorial operator, we obtain tensorial maps
∗K : Ω
(i,j)(G/M)→ Ω(2n+2−i,j)(G/M)
for all i and j, which we call the K–Hodge–star. Observe that since G/K has even
dimension, the inverse of ∗K is −∗K . Thus we define the K–codifferential and
the K–Laplacian on Ω∗(G/M) by δK := − ∗K dK∗K and ∆K := dKδK + δKdK ,
respectively.
Let ωK ∈ Ω
(2,0)(G/M) be the pullback of the Ka¨hler form of G/K, which of
course is G–invariant. Using this, we define the K–Lefschetz map
LK : Ω
(i,j)(G/M)→ Ω(i+2,j)(G/M)
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as the wedge product with ωK and we consider its adjoint L
∗
K := − ∗K ◦LK ◦ ∗K ,
which maps forms of bidegree (i, j) to forms of bidegree (i− 2, j).
Finally, the Kostant codifferential ∂∗ : Λj(g/p)∗ → Λj−1(g/p)∗ is P–equivariant,
and thus as above, this gives rise to a tensorial operation
∂∗P : Ω
(i,j)(G/M)→ Ω(i,j−1)(G/M),
which we call the P -codifferential. Here we fix the convention that for α ∈
Ω(i,0)(G/M) and β ∈ Ω(0,j)(G/M), we put ∂∗P (α ∧ β) = (−1)
iα ∧ (∂∗Pβ), which
by linearity defines the action on all of Ω(i,j)(G/M).
To analyze the relation of the Kostant codifferential with Poisson transforms,
we have to establish its compatibility with the wedge product on Λkp+.
Lemma 3.2. For each k = 1, . . . , 2n, α ∈ Λkp+ and β ∈ Λ
2n+2−kp+ we get
(∂∗α) ∧ β = (−1)kα ∧ ∂∗β.
Proof. From the grading property it readily follows that the Killing form B van-
ishes on gi × gj unless i+ j = 0, so B has to restrict to a non–degenerate pairing
on gi× g−i for each i = 0, 1, 2. Choose elements ν± ∈ g±2 such that B(ν+, ν−) = 1
as well as bases {ξs} for g−1 and {ηs} for g1 which are dual with respect to B.
Then we claim that
(3.2) ∂∗α = 1
2
∑
s ν+ ∧ (i[ηs,ν−]iξsα).
Here we view elements of Λ∗p+ as multilinear maps on g/p and for an element
X ∈ g−1 we denote by iX the usual insertion operator for the element X+p ∈ g/p.
By linearity of ∂∗, it suffices to prove (3.2) for decomposable elements α ∈ Λkp+,
so we can take α = Z1 ∧ · · · ∧ Zk. Now g2 is one–dimensional and the bracket on
p+ = g1 ⊕ g2 has values in g2 and vanishes if one of its entries lies in g2. Using
the definition of ∂∗, we conclude that ∂∗α = 0 if one of the Zi lies in g2. But since
both [ηs, ν−] and ξs are in g−1, the same is true for the right hand side of (3.2).
Thus we may restrict to the case that all Zi are in g1.
Now we can write [Zi, Zj] = B([Zi, Zj], ν−)ν+ and invariance of B shows that
the numerical factor can be written as B(Zi, [Zj, ν−]). Now using the invariance
of B once more, we can in turn express [Zj , ν−] ∈ g−1 as
∑
s−B(Zj, [ηs, ν−])ξs.
Inserting this, we obtain [Zi, Zj] = −
∑
sB(Zi, ξs)B(Zj, [ηs, ν−])ν+, and observe
that B(Z,X) is the value of the linear map defined by Z on X ∈ g−1. Using this,
the claimed formula follows from the definition of ∂∗ in (2.2) by a simple direct
computation, thus proving the claim.
To complete the proof, we expand (∂∗α) ∧ β according to (3.2) and move the
wedge product with ν+ to obtain summands which are up to a constant multiple of
the form (−1)k(i[ηs,ν−]iξsα)∧ν+∧β. Since (iξsα)∧ν+∧β = 0 and B(ν+, [ηs, ν−]) = 0,
we see that this equals (iξsα) ∧ ν+ ∧ i[ηs,ν−]β. The same argument shows that the
other insertion operator can be moved to β at the expense of a sign (−1)k+1 and
exchanging the two insertion operators causes another sign–change. Using (3.2)
again, this completes the argument. 
Using this, we are ready to formulate the main compatibility result.
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Proposition 3.3. Let Φ : Ωk(G/P ) → Ωℓ(G/K) be a Poisson transform with
corresponding Poisson kernel ϕ ∈ Ω(ℓ,2n+1−k)(G/M).
(i) The compositions d◦Φ, ∗◦Φ, δ◦Φ and ∆◦Φ are again Poisson transforms
with associated Poisson kernels dKϕ, ∗Kϕ, δKϕ and ∆Kϕ, respectively.
(ii) The compositions L ◦ Φ and L∗ ◦ Φ are again Poisson transforms with
associated Poisson kernels LKϕ and L
∗
Kϕ, respectively.
(iii) The compositions Φ◦d and Φ◦∂∗ are Poisson transforms with corresponding
Poisson kernels (−1)ℓ−kdPϕ and (−1)
ℓ−k+1∂∗Pϕ, respectively.
Proof. (i) Recall from Proposition X in chapter VII of [11] that the exterior de-
rivative commutes with the fiber integral. Thus, we obtain for all α ∈ Ωk(G/P )
that
dΦ(α) =
 
G/P
d (ϕ ∧ π∗Pα) =
 
G/P
(dKϕ) ∧ π
∗
Pα,
where we used that ϕ∧dπ∗Pα and (dPϕ)∧π
∗
Pα evidently vanish. Next, by tensori-
ality of the Hodge star it suffices to show the relation for the composition ∗ ◦Φ at
any point, where it can be deduced from the local description of the fiber integral.
Combining those two, we obtain (i) and together with Proposition IX in chapter
VII of [11], (ii) follows readily.
For α ∈ Ωk−1(G/P ), we get d(ϕ ∧ π∗Pα) = dϕ ∧ π
∗
Pα + (−1)
ℓ−k+1ϕ ∧ π∗Pdα.
Applying
ffl
G/P
the left hand side vanishes, since d commutes with
ffl
G/P
. In the
first summand in the right hand side, only dPϕ leads to a form of the right bidegree,
and we get 0 =
ffl
G/P
dPϕ ∧ π
∗
Pα + (−1)
ℓ−k+1Φ(dα), which gives the first part of
(iii).
For the second part of (iii), we observe that Lemma 3.2 and the definition of ∂∗P
imply that for α ∈ Ωk+1(G/P ) we get
ϕ ∧ π∗P∂
∗α = ϕ ∧ ∂∗Pπ
∗
Pα = (−1)
2n+1−k+ℓ(∂∗Pϕ) ∧ π
∗
Pα.
Applying
ffl
G/P
, the left hand side gives Φ(∂∗α) and the result follows. 
Thus we see how to construct Poisson transforms that satisfy the equivalent
conditions of Proposition 2.2 and hence descend to the Rumin complex as discussed
in Corollary 2.3: We have to construct Poisson kernels ϕ that satisfy ∂∗Pϕ = 0 and
∂∗PdPϕ = 0. To carry this out explicitly, it will be convenient to pass to complex
valued differential forms. This allows us to decompose forms on G/K into (p, q)–
types. Similarly, spitting forms on G/M into bidegrees, the first degree can be
split further into (p, q)–types. It follows immediately from the definitions that
G–invariance of ϕ is equivalent to G–invariance of all (p, q)–components of ϕ and
similarly for vanishing of ∂∗Pϕ and ∂
∗
PdPϕ.
3.5. The structure of M and g/m. To make things concrete in our case, let
us first describe the groups and Lie algebras we need explicitly. We realize G =
SU(n + 1, 1) as the group of all complex matrices g ∈ GL(n + 2,C) which satisfy
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g∗Sg = S and det(g) = 1, where S is the symmetric matrix
S =

0 0 10 idn 0
1 0 0

 .
The maximal compact subgroup K ∼= U(n+1) of G is given by the fixed points of
the global Cartan involution g 7→ (g−1)
∗
. Writing elements in G as block matrices
with the same block sizes as S, the minimal parabolic subgroup P ⊂ G is given
by
P =



a −aY ∗B a2 (b− |Y |2)0 B Y
0 0 a−1

 : a ∈ C∗, b ∈ C, Y ∈ Cn, B ∈ U(n),
det(B) = aa−1

 .
Let G = KAN be the Iwasawa decomposition of G with respect to the choices ofK
and P . Then the group A is represented by all block–diagonal matrices in P with
B = idn, Y = 0, b = 0 and a ∈ R
∗, whereas N corresponds to the elements with
a = 1 and B = idn. Finally, the intersection M = K ∩P consists of all matrices in
P with a ∈ iR, Y = 0 and b = 0 and is therefore isomorphic to S(U(n)×U(1)). In
this way, P = MAN is the Langlands decomposition and G0 := MA is the Levi
subgroup of P .
Turning to the infinitesimal picture, the Lie algebra g = su(n+ 1, 1) of G is
g =



 b −Y ∗ yX B Y
x −X∗ −b

 : X, Y ∈ Cn, b ∈ C, x, y ∈ iR, B ∈ u(n)
b+ tr(B)− b = 0

 .
The block form of g defines the |2|–grading g = g−2⊕g−1⊕g0⊕g1⊕g2, and the Lie
algebra p of P is ⊕i≥0gi. Writing ξ ∈ g as ξ = (x,X, (B, b), Y, y) according to this
decomposition, the Lie algebra k of K is given by all elements (x,X, (B, b), X, x)
with b ∈ iR. In particular, the Lie algebra m of M consists of all elements of the
form (0, 0, (B, b), 0, 0) with b ∈ iR, whereas the Lie algebra a of A is generated by
the grading element E := (0, 0, (0, 1), 0, 0) ∈ g0.
Finally, the Killing form on g is a multiple of the trace form and therefore
determined by its value on the grading element. For nice conventions, it is better
to define B to be 1
2(n+2)
times the Killing form, which leads to the following non-
degenerate pairings:
a× a→ R, B(E,E) = 2,
m×m→ R, B((b1, B1), (b2, B2)) = (b1b2 + tr(B1B2)),
g−1 × g1 → R, B(X, Y ) = −2〈X, Y 〉,
g−2 × g2 → R, B(x, y) = −xy,
where 〈 , 〉 denotes the standard Hermitian inner product on Cn.
Since M ⊂ G0, we get m ⊂ g0 and the |2|–grading on g is invariant under
the adjoint action of M . In particular, as a representation of M , the quotient
g/m splits as ⊕2i=−2(g/m)i. For i 6= 0 we get (g/m)i = gi, while (g/m)0 has real
dimension one and is spanned by E + m. Explicitly, writing elements of g/m as
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(x,X, a, Y, y) with x, y ∈ iR, a ∈ R and X, Y ∈ Cn according to this identification
and viewing M as S(U(n)× U(1)), the action of M on g/m is given by
(B, b) · ξ = (x, b−1BX, a, b−1BY, y).
We know that g/m is the sum of the horizontal subspace p/m and vertical sub-
space k/m and it is easy to identify these subspaces. The space p/m consists of
all elements of the form (0, 0, a,X, x), while k/m consists of all elements of the
form (x,X, 0, X, x). As stated above, we will work with complex forms to use the
decompositions into (p, q)–types, so it will be helpful to deal with the complex-
ification (g/m)C. Since p/m is a complex subspace in g/m, its complexification
splits as (p/m)1,0 ⊕ (p/m)0,1. Similarly, the complexification of the CR-subspace
H ⊂ k/m splits as H1,0 ⊕H0,1.
For further computations we fix some notation for elements of (g/m)C. First,
we put
Z :=
1
2
(0, 0, 1, 0, 2i) ∈ (p/m)1,0 I := (i, 0, 0, 0, i) ∈ (k/m)C.
On the other hand, for X ∈ Cn, we define
F 1,0X := (0, 0, 0, X
1,0, 0) ∈ (p/m)1,0 G1,0X := (0, X
1,0, 0, X1,0, 0) ∈ H1,0,
and similarly we define F 0,1X and G
0,1
X , using X
0,1 instead of X1,0. Of course, we
also have Z ∈ (p/m)0,1. Finally, one immediately verifies that the pullback gK
of the K–invariant Hermitian inner product on g/k with the isomorphism to p/m
corresponds to the standard pairing, i.e. , the non–trivial pairings are given by
gK(F
1,0
X , F
0,1
Y ) =
1
2
〈X, Y 〉 gK(Z,Z) = 1.
3.6. Basic invariant forms on G/M . It is now easy to construct several in-
variant one–forms on G/M via M–invariant elements in (g/m)∗
C
and analyze their
exterior derivatives. First, we define I∗ ∈ (g/m)∗
C
by requiring that I∗ vanishes on
(p/m)C and on HC and that I
∗(I) = 1.
Recall from Section 2.1 that we split forms on G/M according to bidegree. Now
we further decompose them according to (p, q)–types. This is no problem with
respect to the first degree, since this corresponds to multilinear functionals on
p/m, which is a complex subspace of g/m. Accordingly, it makes sense to say that
a form of bidegree (k, ℓ) has a certain (p, q)–type with p + q = k, which we will
phrase as being of K–type (p, q). For the second degree, we say that a multilinear
form ω of bidegree (k, ℓ) has P–type (r, s) if either r + s = ℓ, ω(I) = 0 and
ω ∈ Λr,sH∗
C
or r + s = ℓ − 1 and ω = I∗ ∧ ω˜ with ω˜ ∈ Λr,sH∗
C
. We then use the
same wording for forms on G/M .
In this language, I∗ has bidegree (0, 1), while its P–type is (0, 0). On the other
hand, there are obviousM–invariant linear functionals Z∗ and Z
∗
, which both have
bidegree (1, 0) and K–type (1, 0) and (0, 1), respectively. Now we can of course
form (partial) exterior derivatives and wedge products of these one forms. Recall
that for an M–invariant k–linear, alternating functional α on (g/m)k
C
, the exterior
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derivative of the corresponding invariant k–form corresponds to the functional that
sends X0 +m, . . . , Xk +m to∑
i<j(−1)
i+jα([Xi, Xj ] +m, X1 +m, . . . , ıˆ, . . . , ˆ, . . . , Xk +m).
Using this, we can easily compute the derivatives of I∗, Z∗ and Z
∗
and then correct
by wedge products to obtain invariant two–forms into which I, Z, and Z¯ all insert
trivially. Explicitly, we define
ω2,0 := −i∂KZ
∗
+ iZ
∗
∧ Z∗, ω1,1 :=
1
2
dPZ
∗ − iZ∗ ∧ I∗, ω0,2 :=
1
2
dP I
∗,
whose properties are collected in the following table:
form bidegree K-type P -type explicit formula
ω2,0 (2, 0) (1, 1) (0, 0) ω2,0(F
1,0
X , F
0,1
Y ) = −
i
2
〈X, Y 〉
ω1,1 (1, 1) (1, 0) (0, 1) ω1,1(F
1,0
X , G
0,1
Y ) =
1
2
〈X, Y 〉
ω1,1 (1, 1) (0, 1) (1, 0) ω1,1(F
0,1
X , G
1,0
Y ) =
1
2
〈X, Y 〉
ω0,2 (0, 2) (0, 0) (1, 1) ω0,2(G
1,0
X , G
0,1
Y ) = −
i
2
〈X, Y 〉
Table 1. Invariant forms of degree 2.
Using these invariant 2-forms we can write the images of the invariant 1-forms
under the partial derivatives as
∂KZ
∗ = 0, dPZ
∗ = 2ω1,1 + 2iZ
∗ ∧ I∗,
∂KZ
∗
= Z
∗
∧ Z∗ + iω2,0, dPZ
∗
= 2ω1,1 − 2iZ
∗
∧ I∗,
∂KI
∗ = Z∗ ∧ I∗, dP I
∗ = 2ω0,2.
In particular, using dK = ∂K + ∂K it follows that
dKdP (Z
∗) = dKdP (Z
∗
) = 0.
For completeness, we also compute
∂Kω2,0 = −Z
∗ ∧ ω2,0, dPω2,0 = 2iZ
∗ ∧ ω1,1 − 2iZ
∗
∧ ω1,1,
∂Kω1,1 = 0, dPω1,1 = −2iI
∗ ∧ ω1,1 + 2iZ
∗ ∧ ω0,2,
∂Kω1,1 = −I
∗ ∧ ω2,0, dPω1,1 = 2iI
∗ ∧ ω1,1 − 2iZ
∗
∧ ω0,2,
∂Kω0,2 = Z
∗ ∧ ω0,2 − I
∗ ∧ ω1,1, dPω0,2 = 0.
In particular, there are no new M–invariant forms obtained in this way.
4. Transforms adapted to the Rumin complex
Having constructed the basic invariant forms on G/M , we can now proceed to
construct higher degree forms with appropriate properties, and thus Poisson trans-
forms for differential forms on a CR–sphere that descend to the Rumin complex.
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4.1. The operator ∂∗P . As discussed in the end of Section 3.4, a crucial role for
verifying the conditions on a Poisson kernel from Corollary 2.3 is played by the
operator ∂∗P on differential forms on G/M defined in that section. For invariant
forms this operator corresponds to a map on alternating multilinear forms on
(g/m)∗
C
that we denote by the same symbol. Thus we start by computing the
latter operator using the notation from Section 3.6.
Proposition 4.1. Let {e1, . . . , en} be an orthonormal basis of C
n with respect
to the standard Hermitian inner product. Then for α ∈ Λk(g/m)∗
C
, and up to a
non–zero multiple, we have
∂∗Pα =
∑n
s=1 I
∗ ∧ ιG0,1es ιG
1,0
es
ϕ,
with ι denoting insertion operators. In particular, the operator ∂∗P vanishes on the
ideal generated by I∗.
Proof. The definition of ∂∗P in Section 3.4 was via the Kostant codifferential ∂
∗ and
the identification of k/m with g/p. Thus we start by rewriting the formula (3.2)
from the proof of Lemma 3.2 in terms of the basis of p induced by {e1, . . . , en}.
For all X ∈ Cn, we denote by ξX and ηX the corresponding elements in g1
and g−1, respectively. By ν± we denote the elements in g±2 corresponding to i.
Then {ξes, ξies, ν+} is a real basis of p+, and from Section 3.5 we deduce that
{−1
2
ηes,−
1
2
ηies ,−ν−} is the dual basis of g− with respect to B. Moreover, the
Lie brackets [ξes, ν−] and [ξies, ν−] equal −ηies and ηes, respectively. Thus, for all
β ∈ Λkp+ formula (3.2) says that ∂
∗β is a non–zero multiple of∑n
s=1 ν+ ∧ ιηies ιηesβ.
To obtain the corresponding expression for ∂∗P , we just have to interpret this
in terms of the M-module g/m, so we identify g− with k/m and p+ with (k/m)
∗
via the Killing form. This readily shows that ηes corresponds to the element Ges
while ν+ corresponds to I
∗ up to a non–zero factor. Therefore, we obtain for all
α ∈ Λ0,k(g/m)∗ that ∂∗Pα is a nonzero multiple of∑n
s=1 I
∗ ∧ ιGies ιGesβ,
and using the definition of ∂∗P on decomposable elements as well as linearity this
continues to hold for all elements in Λℓ,k(g/m)∗. The claimed formula then holds
by decomposing the basis vectors Ges into holomorphic and antiholomorphic parts.

4.2. Invariant forms of higher degree. Now we can start building up forms of
higher degree from the basic invariant two–forms introduced in Section 3.6. We
do this in a notation that expresses the bidegree as well as the K–type and the
P–type.
Definition 4.2. Let p, q, k be non-negative integers such that 0 ≤ p, q, k−p, k−q ≤
n. For all max{0, p+ q − k} ≤ j ≤ min{p, q} we define
ωp,q;kj := ω
j
2,0 ∧ ω
k−(p+q)+j
0,2 ∧ ω
p−j
1,1 ∧ ω1,1
q−j.
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By construction, each of these forms vanishes upon insertion of I, Z and Z.
Moreover, from Table 2 we readily see that ωp,q;kj has bidegree (p+ q, 2k − p− q),
K-type (p, q), and P -type (k−p, k− q). Since these types conversely determine p,
q and k, forms with different values of these parameters are automatically linearly
independent (if non-zero). For later use, we next show that for fixed p, q and k
with k > n, there is a linear relation between the forms ωp,q;kj for different values
of j.
Proposition 4.3. For all 0 ≤ p, q ≤ n we define
κp,q;kj :=
(
k
p
)(
p
j
)(
k−p
q−j
)
,
where we agree that κp,q;kj = 0 if one of the binomial coefficients is not defined.
Then for k > n, we get ∑
j κ
p,q;k
j ω
p,q;k
j = 0.
Proof. Since k > n the form ωk0,2 is trivial. Hence for allX1, . . . , Xp and Y1, . . . , Yq ∈
Cn, we obtain
(4.1) ιG0,1
Yq
. . . ιG0,1
Y1
ιG1,0
Xp
. . . ιG1,0
X1
ωk0,2 = 0.
Now our definitions easily imply that for all X ∈ Cn we get
ιG1,0
X
ω0,2 = iιF 1,0
X
ω1,1 ιG0,1
X
ω0,2 = −iιF 0,1
X
ω1,1 ιG0,1
X
ω1,1 = −iιF 0,1
X
ω2,0
Inductively, the first of these relations readily implies that, up to a non–zero
constant, we get
ιG1,0
Xp
. . . ιG1,0
X1
ωk0,2 = ιF 1,0
Xp
. . . ιF 1,0
X1
ωp1,1ω
k−p
0,2 .
The remaining two relations then show that, up to a factor (−i), we get
ιG0,1
Y1
ωp1,1ω
k−p
0,2 = ιF 0,1
Y1
(pω2,0ω
p−1
1,1 ω
k−p
0,2 + (k − p)ω1,1ω
p
1,1ω
k−p−1
0,2 ).
Since insertion operators always anti-commute, we conclude inductively, that (4.1)
can be rewritten as
0 = ιF 0,1
Yq
. . . ιF 0,1
Y1
ιF 1,0
Xp
. . . ιF 1,0
X1
(
∑
j κ
p,q;k
j ω
p,q;k
j ).
But by construction
∑
j κ
p,q;k
j ω
p,q;k
j is a form that vanishes under insertion of I, Z,
and Z and has K–type (p, q), so the equation shows that it vanishes upon insertion
of any p + q tangent vectors from T ′. But again by construction it has bidegree
(p+ q, 2k − p− q), so the claim follows. 
The coefficients showing up in these relations are characterized by a linear re-
cursion that we discuss next.
Lemma 4.4. The coefficients κj := κ
p,q;k
j defined in Proposition 4.3 satisfy the
following system of linear relations, which determines them up to a non-zero con-
stant.
(4.2) κj(p− j)(q − j) = κj+1(j + 1)(k − (p+ q) + j + 1) for all j ∈ Z.
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Proof. One immediately verifies that the numbers κp,q;kj satisfy the relations (4.2).
Conversely, let (κj)j∈Z be another solution and put j0 := min{0, p+ q − k}. Then
for j = j0 − 1, the right hand side of (4.2) is zero, so κj0−1 = 0 and inductively
κj = 0 for all j < j0. Similarly, for j = min{p, q} the left hand side of (4.2)
vanishes, whence κj = 0 for all j > min{p, q}. Therefore, the sequence (κj)j∈Z is
possibly nontrivial only for j0 ≤ j ≤ min{p, q}, and since the relations are linear
it follows that κj is a constant multiple of κ
p,q;k
j . 
Finally, we can use Proposition 4.1 to compute the action of ∂∗P on the forms
ωp,q;kj :
Lemma 4.5. Up to a nonzero constant that is independent of p, q, k and j, we
have
∂∗Pω
p,q;k
j =(k − (p+ q) + j)(k − j − (n+ 1))I
∗ ∧ ωp,q;k−1j
+ (p− j)(q − j)I∗ ∧ ωp,q;k−1j+1 .
Proof. In view of Proposition 4.1 we mainly have to compute
∑
s ιG0,1es ιG
1,0
es
ωp,q;kj .
Using the derivation property of insertion operators and the definitions, we readily
see that
ιG
e
1,0
s
ωp,q;kj = (k − p− q + j)(ιG1,0es ω0,2)ω
p,q;k−1
j + (q − j)(ιG1,0es ω1,1)ω
p,q−1;k−1.
The image of the right hand side under ιG0,1es can again be computed using the
derivation property of insertion operators and the definitions. This time, the
expressions involve the one-forms like ιG0,1es ω0,2 and ιG
0,1
es
ω1,1. After summation
over s the wedge products of two one-forms occurring in the summands can be
re-expressed in terms of the basic two-forms and the result follows from a direct
computation. 
4.3. The case p + q ≤ n. We will now start the construction of Poisson kernels
such that the associated Poisson transforms descend to the Rumin complex as
described in Corollary 2.3. We focus on the case of transforms that preserve the
degree of differential forms and then for a transform defined on Γ(Hℓ) we can
restrict to the case of a transform with values in Ωp,q(G/K) for some fixed type
(p, q) such that p + q = ℓ. To obtain such a transform, we have to construct a
Poisson kernel ϕp,q of bidegree (p+q, 2n+1−(p+q)) and K-type (p, q). To ensure
that the transform descends to the Rumin complex, we need that ∂∗Pϕp,q = 0 and
∂∗PdPϕp,q = 0.
In Proposition 3.1, we have seen that the nature of the homology bundles Hℓ is
different for ℓ ≤ n and ℓ > n. Thus it is not surprising that the appropriate choices
for the kernels ϕp,q look rather different in the cases p + q ≤ n and p + q > n,
and we will discuss these cases separately starting with the former. Denoting
by H ⊂ T (G/P ) the contact subbundle and putting Q := T (G/P )/H , we know
that in this case the homology bundle Hℓ is a subbundle of Λ
ℓH∗. To get a
transform that is non-zero on this homology bundle, we have to ensure that the
kernel ϕp,q satisfies ιIϕp,q 6= 0 and I
∗ ∧ ϕp,q = 0. Hence it is a natural idea to try
constructing ϕp,q as a wedge product of I
∗ with some invariant form π of bidegree
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(p + q, 2n − (p + q)) and K-type (p, q). By Proposition 4.1, this automatically
implies that ∂∗Pϕp,q = 0.
Since we also have to ensure that ∂∗PdPϕp,q = 0, it is natural to try using a
dP -exact form π in the above construction. For 0 ≤ j ≤ min{p, q} define
(4.3) πp,q;kj := (dP I
∗)k−(p+q) ∧ (2dKdPω1,1)
j ∧ (dPZ
∗)p−j ∧ (dPZ
∗
)q−j ,
which is of bidegree (p+q, 2k−(p+q)), ofK-type (p, q) and dP–exact. In particular,
any linear combination of the forms πp,q;nj can be wedged with I
∗ to obtain a form
ϕp,q as above. The definition readily implies that dP (I
∗ ∧ πp,q;kj ) = π
p,q;k+1
j (which
explains why we do not restrict our considerations to the case k = n).
Theorem 4.6. For p + q ≤ n define ϕp,q :=
∑min{p,q}
j=0 κ
p,q;n+1
j I
∗ ∧ πp,q;nj , where
the constants κp,q;n+1j are defined in Proposition 4.3. Then this kernel gives rise
to a Poisson transform Φ : Ωp+q(G/P,C)→ Ωp,q(G/K) which satisfies the condi-
tions of Proposition 2.2 and thus factorizes to the Rumin complex as described in
Corollary 2.3 and has harmonic values.
Proof. It remains to prove that ∂∗PdPϕp,q = 0. To do this, we first observe that by
definition dP (I
∗∧πp,q;nj ) = π
p,q;n+1
j . To compute ∂
∗
Pπ
p,q;n+1
j we observe that for any
form τ , we get ιI(I
∗ ∧ τ) = τ − I∗ ∧ ιIτ . Thus Proposition 4.1 shows that ∂
∗
P τ =
∂∗P ιI(I
∗∧τ). But the formulae in the end of Section 3.6 imply that, up to elements
in the ideal generated by I∗, we can replace dPZ
∗ by 2ω1,1 and dPZ
∗
by 2ω1,1 and
2dKdPω1,1 by 4ω2,0 ∧ ω0,2. This then shows that I
∗ ∧ πp,q;kj = 2
kI∗ ∧ ωp,q;kj and
thus ∂∗Pπ
p,q;k
j = 2
k∂∗Pω
p,q;k
j . But this implies ∂
∗
PdPϕp,q = 2
n+1
∑
j κ
p,q;n+1
j ∂
∗
Pω
p,q;n+1
j ,
which vanishes since
∑
j κ
p,q;n+1
j ω
p,q;n+1
j = 0 by Proposition 4.3. 
4.4. The case p + q > n. The case of high degree forms is significantly more
complicated. For ℓ ≥ n+1, the homology bundleHℓ is a quotient of Λ
ℓ−1H∗⊗Q∗ by
Proposition 3.1. Consequently, for an appropriate Poisson kernel ϕp,q we certainly
must have I∗ ∧ ϕp,q 6= 0, so compared to the low-degree case, already satisfying
∂∗Pϕp,q becomes a non-trivial problem. The basic strategy to construct appropriate
forms will again be to define a family of dP -closed forms with non-trivial wedge
product with I∗ and construct ϕp,q as a linear combination of wedge products
of these with appropriate invariant one-forms. Explicitly, for p + q − k ≤ j ≤
min{p, q}, we define
(4.4) π˜p,q;kj := (2idKZ
∗)j ∧ (dP I
∗)k−(p+q)+j ∧ (dPZ
∗)p−j ∧ (dPZ
∗
)q−j.
From Section 3.6, we know that dPdKZ
∗ = 0, so all these forms are dP -closed and
visibly π˜p,q;kj is of bidegree (p+ q, 2k − (p+ q)) and of K-type (p, q). Using these,
we can now formulate our second main theorem.
Theorem 4.7. For p+ q ≥ n+ 1 and α, β ∈ C define
ϕα,βp,q := ϕp,q :=
∑
j∈Z
(
αjZ
∗ ∧ π˜p−1,q;nj + βjZ
∗
∧ π˜p,q−1;nj
+ γjI
∗ ∧ π˜p,q;nj + 2iδjI
∗ ∧ Z∗ ∧ Z
∗
∧ π˜p−1,q−1;n−1j
)
,
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where αj := ακ
p,q+1;n+1
j+1 , βj := βκ
p+1,q;n+1
j+1 , γj :=
α(p+1)+β(q+1)
p+q−n
κp+1,q+1;n+1j+1 and
δj := −
(n+1)(α(n+1−q)+β(n+1−p))
p+q−n
κp,q;nj+1 , with the constants κ defined in Proposition
4.3. Then these kernels give rise to a 2-parameter family of Poisson transforms
Φα,β : Ωp+q(G/P ) → Ωp,q(G/K) which satisfy the conditions of Proposition 2.2
and thus factorize to the Rumin complex as described in Corollary 2.3 and have
harmonic values.
Proof. We have to prove that ∂∗Pϕp,q = 0 and ∂
∗
PdPϕp,q = 0. As noted in the proof
of Theorem 4.6, we get ∂∗P τ = ∂
∗
P iI(I
∗∧τ) which will be used heavily. Using the fact
that, up to elements in the ideal generated by Z∗, the form 2idKZ
∗ is congruent to
2ω2,0, similar arguments as in the proof of Theorem 4.6 show that up to a multiple
I∗∧Z∗∧π˜p−1,q;kj equals I
∗∧Z∗∧ωp−1,q;kj as well as that I
∗∧Z
∗
∧π˜p,q−1;kj coincides with
I∗∧Z
∗
∧ωp,q−1;kj . Next, from Proposition 4.1 we conclude that ∂
∗
P (Z
∗∧ωp−1,q;kj ) =
−Z∗ ∧ ∂∗Pω
p−1,q;k
j and similarly ∂
∗
P (Z
∗
∧ωp,q−1;kj ) = −Z
∗
∧ ∂∗Pω
p,q−1;k
j . Since we can
ignore forms that contain I∗ in computing the image of ϕp,q under ∂
∗
P we conclude
that ∂∗Pϕp,q coincides with∑
j∈Z
(
αjZ
∗ ∧ ∂∗Pω
p−1,q;n
j + βjZ
∗
∧ ∂∗Pω
p,q−1;n
j
)
up to a multiple. Now using Lemma 4.5, we see that the right hand side can be
written as
∑
j ajZ
∗ ∧ I∗ ∧ ωp−1,q;n−1j + bjZ
∗
∧ I∗ ∧ ωp,q−1;n−1j , and inserting for αj
and βj we see that, up to an overall constant,
aj = −κ
p,q+1;n+1
j+1 (n− p− q + j + 1)(j + 1) + κ
p,q+1;n+1
j (p− j)(q − j + 1),
bj = −κ
p+1,q;n+1
j+1 (n− p− q + j + 1)(j + 1) + κ
p+1,q;n+1
j (p− j + 1)(q − j),
which both vanish bye Lemma 4.4.
To compute dPϕp,q, we first observe that definition (4.4) readily implies that
dP (Z
∗ ∧ π˜p−1,q;nj ), dP (Z
∗
∧ π˜p,q−1;nj ) and dP (I
∗ ∧ π˜p,q;nj ) are all equal to π˜
p,q;n+1
j . On
the other hand, modulo the ideal generated by I∗, dP (I
∗ ∧ Z∗ ∧Z
∗
∧ π˜p−1,q−1;n−1j )
is congruent to Z∗ ∧ Z
∗
∧ π˜p−1,q−1;nj , implying
(4.5) ∂∗Pdpϕp,q =
∑
j
(
(αj + βj + γj)∂
∗
P π˜
p,q;n+1
j + 2iδj∂
∗
P (Z
∗ ∧ Z
∗
∧ π˜p−1,q−1;nj )
)
.
From Section 3.6 we know that dKZ
∗ = Z∗∧Z
∗
− iω2,0 and using this we conclude
as in the proof of Theorem 4.6 that
(4.6) I∗ ∧ π˜p,q;n+1j = 2
n+1I∗ ∧ (ωp,q;n+1j + ijZ
∗ ∧ Z
∗
∧ ωp−1,q−1;nj−1 ).
Thus in the right hand side of (4.5), we may replace π˜p,q;n+1j by 2
n+1(ωp,q;n+1j +
ijZ∗ ∧ Z
∗
∧ ωp−1,q−1;nj−1 ). But (4.6) also implies that
I∗ ∧ Z∗ ∧ Z
∗
∧ π˜p−1,q−1;nj = 2
nI∗ ∧ Z∗ ∧ Z
∗
∧ ωp−1,q−1;nj .
From Proposition 4.1 we next conclude that ∂∗P (Z
∗ ∧ Z
∗
∧ τ) = Z∗ ∧ Z
∗
∧ ∂∗P τ
for any form τ . Hence in the second term in the right hand side of (4.5), we can
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replace π˜p−1,q−1;nj by 2
nωp−1,q−1;nj . Reordering the sum, we obtain
∂∗PdPϕp,q = 2
n+1
∑
j
(
γ˜j∂
∗
Pω
p,q;n+1
j + δ˜jiZ
∗ ∧ Z
∗
∧ ∂∗Pω
p−1,q−1;n
j
)
,(4.7)
where γ˜j := αj + βj + γj and δ˜j := (j + 1)γ˜j+1 + δj . Now a direct computation
shows that the coefficients in the above sum are given by
γ˜j =
α(n+ 1− q) + β(n+ 1− p)
p+ q − n
κp,q;n+1j , δ˜j = −(n + 1− (p+ q))γ˜j+1.
Applying the formula for the P -codifferential from Lemma 4.5 to the first sum we
deduce that the coefficient of I∗ ∧ ωp,q;nj+1 is given by
−(j + 1)(n− (p+ q) + j + 2)γ˜j+1 + (p− j)(q − j)γ˜j,
which is trivial due to Lemma 4.4. Similarly, using again the formula from Lemma
4.5 the coefficient of I∗ ∧ Z∗ ∧ Z
∗
∧ ωp−1,q−1;n−1j+1 is given by
−(j + 2)(n− (p+ q) + j + 3)δ˜j+1 + (p− j − 1)(q − j − 1)δ˜j,
so since δ˜j is a constant multiple of κ
p,q;n+1
j+1 this is again trivial due to Lemma 4.4.
All in all we see that ∂∗PdPϕp,q = 0. 
4.5. Properties of the image of the Poisson transforms. In the next step
we analyze the properties of the images of the Poisson transforms Φ constructed
in Theorems 4.6 and 4.7 with respect to several differential operators on G/K. By
Proposition 3.3 it suffices to apply the corresponding M-equivariant maps to the
underlying Poisson kernels ϕp,q. Since for their construction we had to distinguish
the cases p+ q ≤ n and p + q > n, their properties will also differ significantly in
these cases.
Proposition 4.8. For p+q ≤ n let Φ: Ωp+q(G/P,C)→ Ωp,q(G/K) be the Poisson
transform constructed in Theorem 4.6. Then the image of Φ is contained in the
space of harmonic, coclosed and primitive differential forms on G/K.
Proof. Recall from Theorem 4.6 that the Poisson kernel underlying Φ is given by
ϕp,q =
∑min{p,q}
j=0 κ
p,q;n+1
j I
∗ ∧ πp,q;nj , where the forms π
p,q;n
j are defined by (4.3) and
the constants κp,q;n+1j are defined in Proposition 4.3. By Proposition 3.3 it suffices
to show that this kernel is contained in the kernel of δK and L
∗
K .
We have seen in the proof of Theorem 4.6 that the forms πp,q;kj satisfy the
relation I∗ ∧ πp,q;kj = 2
kI∗ ∧ ωp,q;kj . Hence, by linearity we can immediately apply
the formulae for the adjoint of the K-Lefschetz map from Proposition A.4. After
shifting the index appropriately we obtain that L∗Kϕp,q = 4
∑
j κ˜jI
∗ ∧ πp−1,q−1;n−1j
with coefficients
κ˜j = (j + 1)(n+ 1− (p+ q) + j + 1)κ
p,q;n+1
j+1 − (p− j)(q − j)κ
p,q;n+1
j .
However, due to equation (4.2) these constants are trivial.
Similarly, applying the formulae for ∂∗K from Proposition A.3 to the Poisson
kernel yields ∂∗Kϕp,q = 4i
∑
j κ˜jI
∗∧Z
∗
∧πp−1,q−1;n−1j = 0. Furthermore, the complex
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conjugate of ϕp,q equals ϕq,p, which readily implies ∂
∗
Kϕp,q = ∂
∗
Kϕq,p = 0 and hence
also δKϕp,q = 0. 
Next, we determine properties of the 2-parameter family of Poisson transforms
for the case p+ q > n constructed in Theorem 4.7.
Proposition 4.9. For p+q > n and α, β ∈ C the image of the Poisson transform
Φα,βp,q constructed in Theorem 4.7 is contained in the space of coprimitive forms.
Moreover, ∂∗ ◦ Φα,βp,q is independent of β, ∂
∗
◦ Φα,βp,q is independent of α and these
satisfy
∂∗ ◦ Φα,∗p+1,q = ∂
∗
◦ Φ∗,αp,q+1.
Furthermore, the partial derivatives are related via
−2i(n− p)∂ ◦ Φα,βp,q = (p+ q − n + 1)Φ
0,β
p+1,q ◦ d,
2i(n− q)∂ ◦ Φα,βp,q = (p+ q − n + 1)Φ
α,0
p,q+1 ◦ d.
Proof. For the first part we need to show that the wedge product of ϕp,q with
the pullback ωM of the Ka¨hler form on G/K along the canonical projection is
trivial. From (A.1) we know that ωM =
1
2
(ω2,0 + iZ
∗ ∧ Z
∗
), which coincides
with i
2
dKZ
∗. Consequently, by definition of π˜p,q;kj in (4.4) it readily follows that
ωM ∧ π˜
p,q;k
j =
1
4
π˜p+1,q+1;k+1j+1 . Therefore, we can write ωM ∧ ϕp,q up to an overall
constant as ∑
j∈Z
(
αjZ
∗ ∧ π˜p,q+1;n+1j+1 + βjZ
∗
∧ π˜p+1,q;n+1j+1
+ γjI
∗ ∧ π˜p+1,q+1;n+1j+1 + 2iδjI
∗ ∧ Z∗ ∧ Z
∗
∧ π˜p,q;nj+1
)(4.8)
with the coefficients defined in Theorem 4.7. Next, using the formulae for the
basic invariant forms a direct computation shows that Z∗ ∧ π˜p,q+1;n+1j+1 coincides
with 2n+1(Z∗ ∧ ωp,q+1;n+1j+1 − i(q − j)I
∗ ∧ Z∗ ∧ Z
∗
∧ ωp,q;nj+1 ). Now if we multiply the
first summand by αj = ακ
p,q+1;n+1
j+1 and sum over all j ∈ Z the result vanishes due
to Proposition 4.3. Therefore, up to an overall constant we can replace in (4.8)
the form Z∗ ∧ π˜p,q+1;n+1j+1 with −i(q − j)I
∗ ∧ Z∗ ∧ Z
∗
∧ ωp,q;nj+1 . Proceeding similarly
for the other summands in (4.8) we can write ωM ∧ ϕp,q up to an overall constant
as
∑
j ajI
∗ ∧ Z∗ ∧ Z
∗
∧ ωp,q;nj+1 with coefficients
aj := −αj(q − j)− βj(p− j) + (j + 2)γj+1 + δj .
But a direct computation yields aj = 0 for all j and therefore ωM ∧ ϕp,q = 0.
Next, we determine the image of ϕp,q under ∂K . Using the formulae for the par-
tial derivatives of the basic invariant forms from Section 3.6 a direct computation
yields
∂K π˜
p,q;k
j = (k − (p+ q) + j)(Z
∗ ∧ π˜p,q;kj − I
∗ ∧ π˜p+1,q;kj ).(4.9)
Therefore, we directly compute that both ∂K(Z
∗ ∧ π˜p−1,q;nj ) and ∂K(I
∗ ∧ π˜p,q;nj )
coincide with (n + 1− (p+ q) + j)(∂KI
∗) ∧ π˜p,q;nj , whereas
2i∂K(I
∗ ∧ Z∗ ∧ Z
∗
∧ π˜p−1,q−1;n−1j )
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equals −(∂KI
∗) ∧ π˜p,q;nj+1 . For the Poisson kernel, this means that the coefficient of
(∂KI
∗)∧ π˜p,q;nj in ∂Kϕp,q equals (n+1− (p+q)+ j)(αj+γj)−δj−1, which coincides
with −β(n + 1)κp+1,q;nj+1 by a direct computation. Hence we get
∂Kϕp,q = β
∑
j
(
κp+1,q;n+1j+1 ∂K
(
Z
∗
∧ π˜p,q−1;nj
)
− (n + 1)κp+1,q;nj+1 (∂KI
∗) ∧ π˜p,q;nj
)
.
Our aim is to compare this with the P -derivative of ϕp,q for p+q > n+1. For this,
recall from the proof of Theorem 4.7 that dP (Z
∗ ∧ π˜p−1,q;nj ), dP (Z
∗
∧ π˜p,q−1;nj ) as
well as dP (I
∗ ∧ π˜p,q;nj ) all coincide with π˜
p,q;n+1
j . Furthermore, for the P -derivative
of I∗ ∧ Z∗ ∧ Z
∗
∧ π˜p−1,q−1;n−1j we first apply the formulae for the derivatives of
the basic invariant forms from Section 4.4 and then (4.9) to write it as a linear
combination of the elements Z
∗
∧ ∂K π˜
p−1,q−1;n
j and (∂KI
∗) ∧ π˜p−1,q;nj . Now if we
define γ˜j := αj+βj+γj as in the proof of Theorem 4.7 a direct computation shows
that
δj
(n−(p+q)+j+2)
= −γ˜j+1. All in all, we obtain
dPϕp,q =
∑
j γ˜jπ˜
p,q;n+1
j + 2iγ˜j+1Z
∗
∧ ∂K π˜
p−1,q−1;n
j+1 − 2iδj(∂KI
∗) ∧ π˜p−1,q;nj .(4.10)
Next, we shift the index in the first summand and use that ∂KZ
∗
= −∂KZ
∗ to
rewrite the first two summands as γ˜j+1∂K(Z
∗
∧ π˜p−1,q−1;nj+1 ). Inserting the explicit
expressions for γ˜j and δj from Theorem 4.7 a direct computation yields
dPϕp,q = −2icα,β
∑
j κ
p,q;n+1
j+1 ∂K
(
Z
∗
∧ π˜p−1,q−1;nj+1
)
− (n + 1)κp,q;nj+1 (∂KI
∗) ∧ π˜p−1,q;nj
(4.11)
with cα,β =
α(n+1−q)+β(n+1−p)
p+q−n
. In particular, for α = 0 we compare (4.9) with
(4.11) and get
−2i(n+ 1− p)∂Kϕ
0,β
p−1,q = (p+ q − n)dPϕ
0,β
p,q .(4.12)
Furthermore, using ϕα,βp,q = ϕβ,αq,p we obtain formulae for the operator ∂K similar to
(4.9) and (4.12).
Finally, we determine the image of ϕp,q under ∂
∗
K . First, note that by (4.4) we
can write Z∗ ∧ π˜p−1,q;nj as the sum of 2
n(Z∗ ∧ ωp−1,q;nj ) and a multiple of I
∗ ∧Z∗ ∧
Z
∗
∧ ωp−2,q−1;n−1j . Now by Proposition A.3 the latter is contained in the kernel
of ∂∗K , implying that ∂
∗
K(Z
∗ ∧ π˜p−1,q;nj ) coincides with 2
n∂∗K(Z
∗ ∧ ωp−1,q;nj ). In the
same way, we can argue for the other summands of ϕp,q, obtaining
∂∗Kϕp,q = 2
n
∑
j ∂
∗
K
(
αjZ
∗ ∧ ωp−1,q;nj + βjZ
∗
∧ ωp,q−1;nj + γjI
∗ ∧ ωp,q;nj
)
.(4.13)
In this form we can directly apply the formulae from Proposition A.3 to (4.13).
After shifting the indices appropriately we have
∂∗Kϕp,q = 2
n
∑
jαjω
p−1,q;n
j + 2ibjZ
∗ ∧ Z
∗
∧ ωp−2,q−1;n−1j
+ 2icjI
∗ ∧ Z∗ ∧ ωp−2,q;n−1j + 2idjI
∗ ∧ Z
∗
∧ ωp−1,q−1;n−1j ,
(4.14)
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where the coefficients are given by
bj := (j + 1)(n− (p+ q) + j + 2)αj+1 − (p− j − 1)(q − j)αj
cj := (j + 1)(n− (p+ q) + j + 2)αj+1 − (p− j − 1)(q − j + 1)αj
dj := (j + 1)(n− (p+ q)j + 2)(βj+1 + γj+1) + (p− j)(q − j)(βj + γj)
Inserting the definitions of the coefficients αj , βj and γj we can exploit Lemma 4.4
to simplify these expressions. In particular, a direct computation shows that dj
does not depend on the parameter β. Explicitly, a direct computation shows that
∂∗Kϕp,q := 2α
∑
j
(
κp,q+1;n+1j+1 ω
p−1,q;n
j − i(n + 1)κ
p,q+1;n
j+2 Z
∗ ∧ Z
∗
∧ ωp−2,q−1;n−1j
− i(q + 2)κp,q+2;n+1j+2 I
∗ ∧ Z∗ ∧ ωp−2,q;n−1j
+ i(p+ 1)κp+1,q+1;n+1j+2 I
∗ ∧ Z
∗
∧ ωp−1,q−1;n−1j
)
.
(4.15)
In particular, we deduce that ∂∗Kϕ
α,β
p,q = ∂
∗
Kϕ
α,0
p,q , and this vanishes if and only if
α = 0. Furthermore, since ϕα,βp,q = ϕβ,αq,p we easily obtain an analogous formula
for ∂
∗
Kϕp,q. In particular, applying the complex conjugation to (4.15) directly we
deduce that
∂∗Kϕ
α,0
p+1,q = ∂
∗
Kϕ
0,α
p,q+1(4.16)
for all p+ q ≥ n. 
4.6. Real versions of Poisson transforms. In the final section we construct
for all 0 ≤ k ≤ 2n Poisson transforms Φk : Ω
k(G/P ) → Ωk(G/K) which factor
to the Rumin complex. Their associated kernels will be defined as special linear
combinations of the operators from Theorems 4.6 and 4.7, respectively. Explicitly,
recall from Proposition 4.8 that for p+ q ≤ n the image of Φp,q consist of coclosed
differential forms, whereas from Proposition 4.9 that for p + q > n the the 2-
parameter family Φα,βp,q satisfies relations between its compositions with the partial
derivatives ∂ and ∂ on G/K and the exterior derivative on G/P .
Therefore, we will design the real operators Φk so that their image consists
of coclosed differential forms and that they satisfy a commutation relation with
respect to the exterior derivatives on G/K and G/P . Explicitly, for all 0 ≤ k ≤ n
we define the real differential form ϕk :=
∑
p+q=k λp,qϕp,q with coefficients
λp,q := 2
−kiq−p(n+ 1− p)!(n+ 1− q)!
and for all n + 1 ≤ k ≤ 2n the form ϕk :=
∑
p+q=k ϕ
αp,q,βp,q
p,q with parameters
αp,q := 2
−k−1iq−p(n+ 1− p)!(n− q)!, βp,q := 2
−k−1iq−p(n− p)!(n− q + 1)!.
These Poisson kernels satisfy ϕk = ϕk for all 0 ≤ k ≤ 2n and therefore induce
Poisson transforms Φk : Ω
k(G/P )→ Ωk(G/K) which are G-equivariant and factor
to the Rumin complex.
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Theorem 4.10. For all 0 ≤ k ≤ 2n let Φk : Γ(Hk(G/P )) → Ω
k(G/K) be the
G-equivariant linear operators induced by Φk. Then these operators satisfy:
(i) The image of Φk is contained in the space of harmonic and coclosed dif-
ferential forms, which are primitive for 0 ≤ k ≤ n and coprimitive for
n+ 1 ≤ k ≤ 2n+ 1.
(ii) If Dk : Γ(Hk)→ Γ(Hk+1) denotes the kth BGG-operator, then
d ◦ Φk = ck Φk+1 ◦Dk
for all 0 ≤ k ≤ 2n, where the coefficient ck is defined by
ck =
{
n− k + 1 k ≤ n
n− k − 1 k ≥ n+ 1
Proof. (i) The operators Φk are defined by Φk(π(α)) = Φk(α) for all α ∈ Γ(ker(∂
∗)),
where π : Γ(ker(∂∗))→ Γ(Hk) denotes the canonical projection. Therefore, it suf-
fices to prove the claimed properties of the image of Φk. But from Proposition
4.8 we already know that for p + q ≤ n the image of the operators Φp,q consists
of harmonic, coclosed and primitive differential forms, so by linearity the same is
true for the images of Φk for 0 ≤ k ≤ n. Moreover, for p+ q > n we have shown in
Proposition 4.9 that the image of Φp,q is contained in the space of harmonic and
coprimitive differential forms, and thus the same holds for Φk for n+ 1 ≤ k ≤ 2n.
Hence it remains to show that δ ◦ Φk = 0 for all n + 1 ≤ k ≤ 2n + 1, which by
Proposition 3.3 amounts to proving that ϕk is K-coclosed. But we have seen in
Proposition 4.9 that ∂Kϕ
α,β
p,q = ∂Kϕ
α,0
p,q for all parameter α, β ∈ C, and similarly
for ∂
∗
K . Therefore, using formula (4.16) we deduce that
δKϕk =
∑
p+q=k
∂∗Kϕ
αp,q,0
p,q + ∂
∗
Kϕ
0,βp,q
p,q =
∑
p+q=k
∂∗Kϕ
γp,q ,0
p,q
with parameter γp,q := αp,q + βp−1,q+1. But a direct computation shows that
γp,q = 0 and hence δKϕk = 0.
(ii) Using the definition of Φk and Proposition 2.2 we need to show that
dKϕk = ckdPϕk+1(4.17)
for all 0 ≤ k ≤ 2n.
First, for p + q ≤ n the Poisson kernel ϕp,q was given by I
∗ ∧
∑
j κ
p,q;n+1
j π
p,q;n
j
with the forms πp,q;nj being defined in (4.3). Using the formulae for the derivatives
of the basic invariant forms from Section 3.6 a direct computation shows that
dK(I
∗ ∧ πp,q;kj ) = (k + 1− (p+ q))(Z
∗ + Z
∗
) ∧ πp,q;kj and therefore
dKϕp,q = (n+ 1− (p+ q))(Z
∗ + Z
∗
) ∧ ϕp,q.(4.18)
Similarly, the definition of πp,q;nj readily implies that dP (I
∗∧πp,q;nj ) = π
p,q;n+1
j , which
we write as a linear combination of ωp,q;n+1j , I
∗ ∧ Z∗ ∧ ωp,q;nj and I
∗ ∧ Z
∗
∧ ωp,q;nj .
Inserting this into dPϕp,q the sum
∑
j κ
p,q;n+1
j ω
p,q;n+1
j vanishes due to Proposition
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4.3. For the other summands, a direct computation using the definition of the
coefficients κ implies that
dPϕp,q = 2i
(
(n+ 2− p)Z∗ ∧ ϕp−1,q − (n + 2− q)Z
∗
∧ ϕp,q−1
)
.(4.19)
In order to compute dKϕk in the case k < n we first use linearity of the K-
differential and apply (4.18) to each of the summands of ϕk. Next, we apply the
relation λp,q = 2iλp+1,q(n+1−p) to the coefficients of the summands Z
∗∧ϕp,q and
λp,q = −2iλp,q+1(n+1− q) to the coefficients of Z
∗
∧ϕp,q. Shifting the summation
indices of the resulting expression to p + q = k + 1 and comparing this to (4.19)
yields (4.17) for all 0 ≤ k < n.
Next, if p + q > n we have seen in the proof of Proposition 4.9 that ∂Kϕ
α,β
p,q =
∂Kϕ
0,β
p,q and ∂Kϕ
α,β
p,q = ∂Kϕ
α,0
p,q for all α, β ∈ C. Since p + q > n we know that
both p and q are positive, so linearity of the K-differential and shifting the indices
appropriately we obtain
dKϕk =
∑
p+q=k
∂Kϕ
αp,q,0
p,q + ∂Kϕ
0,βp,q
p,q =
∑
p+q=k+1
∂Kϕ
αp,q−1,0
p,q−1 + ∂Kϕ
0,βp−1,q
p−1,q .(4.20)
By definition, the parameters of ϕk satisfy αp,q−1 = −2i(n + 1 − q)αp,q as well as
βp−1,q = 2i(n+1−p)βp,q. Inserting this into (4.20) and afterwards applying formula
(4.12) for the relation between the partial derivatives of ϕα,βp,q a direct computation
yields (4.17) for all n < k ≤ 2n.
Finally, we need to show the formula in the special case k = n. In order to do
so, using the definition of the forms π˜j a similar computation as in the proof of
Proposition 4.9 show that the derivative dPϕp,q for p+ q = n+1 can be written as
dPϕp,q =
∑
j
γ˜jπ˜
p,q;n+1
j + 2iδjdP (I
∗ ∧ Z∗ ∧ Z
∗
) ∧ π˜p−1,q−1;n−1j ,(4.21)
where the coefficients γ˜j and δj are given by γ˜j = (αp + βq)κ
p,q;n+1
j and δj =
−(n + 1)(αp + βq)κp,q;nj+1 . Next, we expand the form π˜
p,q;n+1
j in terms of wedge
products of the ω’s with invariant 1-forms. Inserting this into (4.21) we obtain
the summand
∑
j γ˜jω
p,q;n+1
j , which is trivial due to Proposition 4.3. Therefore, by
definition of the forms πp,q;kj we can replace π˜
p,q;n+1
j in (4.21) by the expression
2ijZ∗ ∧ Z
∗
∧ πp−1,q−1;nj−1 + 2i(p− j)Z
∗ ∧ I∗ ∧ πp−1,q;nj − 2i(q − j)Z
∗
∧ I∗ ∧ πp,q−1;nj ,
and expanding the other summand as well we deduce that
dPϕp,q = 2i
∑
j
ǫjZ
∗ ∧ Z
∗
∧ πp−1,q−1;nj−1 + ζjZ
∗ ∧ I∗ ∧ πp−1,q;nj − ηjZ
∗
∧ I∗ ∧ πp,q−1;nj ,
(4.22)
with coefficients ǫj = (j + 1)γ˜j+1 + δj , ζj = (p− j)γ˜j − δj and ηj = (q − j)γ˜j − δj .
Inserting the definitions we obtain by a direct computation that ǫj = 0, whereas
ζj = (αp+ βq)(q + 1)κ
p,q+1;n+1
j+1 and ηj = (αp+ βq)(p+ 1)κ
p+1,q;n+1
j+1 .
In order to determine the P -derivative of ϕn+1 we use linearity of dP and apply
the formula (4.21). Next, we shift the summation to all p, q with p+q = n, so that
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we can write dPϕn+1 as a linear combination of Z
∗∧I∗∧πp,q;nj and Z
∗
∧I ∗∧πp,q;nj .
Inserting the definition of the parameter α and β and using that λp,q = 2
−niq−p(p+
1)!(q + 1)! for p+ q = n a direct computation yields
dPϕn+1 = 2i
∑
p+q=n+1
∑
j
ζjZ
∗ ∧ I∗ ∧ πp−1,q;nj − ηjZ
∗
∧ I∗ ∧ ωp,q−1;nj
=
∑
p+q=n
λp,qκ
p+1,q+1;n+1
j+1 (Z
∗ + Z
∗
) ∧ I∗ ∧ πp,q;nj .
Finally, since p+ q = n we conclude that κp+1,q+1;n+1j+1 = κ
p,q;n+1
j and thus
dPϕn+1 =
∑
p+q=n
λp,q(Z
∗ + Z∗) ∧ ϕp,q,
which coincides with dKϕn due to (4.18). 
Appendix A. Some technical computations
In this appendix we derive explicit formulae for the image of the Poisson kernels
ωp,q;kj defined in Section 4.2 under the K-Hodge star ∗K , the K-codifferential δK
and the map L∗K corresponding to the adjoint of the Lefschetz map on G/K.
A.1. The K-Hodge star. Recall from Section 4.2 that for all positive integers p,
q and k with 0 ≤ p, q, k− p, k− q ≤ n, the M-invariant elements ωp,q;kj are defined
by
ωp,q;kj = ω
j
2,0 ∧ ω
p−j
1,1 ∧ ω1,1
q−j ∧ ω
k−(p+q)+j
0,2 .
In order to obtain formulae for δK and L
∗
K it will be necessary to write expressions
of the form ω∧∗Kω
p,q;k
j again as an image of ∗K , where ω is any of theM-invariant
elements in Λ∗(g/m)∗ of degree 2.
We will start by identifying the pullback ωK of the Ka¨hler form on G/K along
the canonical projection πK : G/M → G/K. By construction this is a real and
non-degenerate M-invariant form on (g/m)C of degree (2, 0) and K-type (1, 1) and
therefore given by a multiple of iZ∗ ∧ Z
∗
+ ω2,0. Furthermore, using the relation
ωK(Jξ, η) = gK(ξ, η), where gK is the pullback of the K-invariant Hermitian inner
product on g/k, we deduce that
ωK =
1
2
(iZ∗ ∧ Z
∗
+ ω2,0).(A.1)
From this description we obtain that the volume form volK := ∗K(1) on the
horizontal subspace p/m of g/m is given by
volK =
1
2n+1n!
iZ∗ ∧ Z
∗
∧ ωn2,0.(A.2)
In the next step we determine a formula which expresses the M-invariant forms
∗Kω
p,q;k
j in terms of powers of the invariant 2-form ω2,0. In order to do so, note that
ω0,2 is of degree (0, 2) and thus commutes with the K-Hodge star by construction.
Thus, it suffices to consider those M-invariant elements ∗Kω
p,q;k
j which do not
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contain ω0,2 as a factor. By definition, this means that j = p+ q − k ≥ 0, and for
any choice of p, q and k there is precisely one such M-invariant form.
For simplification of the following proofs we introduce some notation. By a
holomorphic k-vector X1,0 we mean a k-tuple X1,0 := (X1,01 , . . . , X
1,0
k ) whose en-
tries are the holomorphic parts of vectors X1, . . . , Xk ∈ C
n. Next, we denote
by F 1,0
X
the k-tuple (FX1,0
1
, . . . , FX1,0
k
) and abbreviate by ιF 1,0
X
the interior product
ιF 1,0
X1
. . . ιF 1,0
Xk
. In a similar way we define antiholomorphic k-vectors Y0,1 and the
corresponding tuples F 0,1
Y
and interior products ιF 0,1
Y
. Finally, we also define G1,0
X
and G0,1
Y
as well as their interior products in a similar fashion.
Lemma A.1. Let p, q and k be integers so that 0 ≤ p, q, k − p, k − q ≤ n. Let
X
1,0 be a holomorphic (k − p)-vector and Y0,1 an antiholomorphic (k − q)-vector,
respectively. Then
(A.3) ιG1,0
X
ιG0,1
Y
∗K ω
p,q;k
p+q−k = ε
p,q;kiZ∗ ∧ Z
∗
∧ ιF 1,0
X
ιF 0,1
Y
ω
n−(p+q)+k
2,0 ,
where the factor εp,q;k is defined by
εp,q;k = (−1)
1
2
(p+q)(p+q+1)−(p+q−k)2p+q−(n+1) (p+q−k)!(k−p)!(k−q)!
(n−(p+q)+k)!
.
Proof. We will prove this formula by induction on the P -type of ∗Kω
p,q;k
p+q−k. If
the P -type equals (0, 0), then k = p = q, so there are no interior products in
(A.3). From the explicit description of the Hermitian product gK we compute
gK(ω
k
2,0, ω
k
2,0) = 2
2k n!k!
(n−k)!
, which together with expression (A.2) for the volume
form yields
∗Kω
k,k;k
k = ∗Kω
k
2,0 = 2
2k−(n+1) k!
(n−k)!
iZ∗ ∧ Z
∗
∧ ωn−k2,0 .
Note that the overall factor on the right hand side coincides with εk,k;k, which
completes the argument for P -type (0, 0).
Now assume that (A.3) is shown for allM-invariant elements ∗Kω
p,q;k
p+q−k of P -type
(k− p, k− q) and consider ∗Kω
p,q+1;k+1
p+q−k = ∗K(ω
p,q;k
p+q−k ∧ω1,1), which by definition is
of P -type (k − p+ 1, k − q). Using that ιG1,0
X
ω1,1 = (F
1,0
X )
♭ for all X ∈ Cn a direct
computation yields
ιG1,0
X
∗Kω
p,q+1;k+1
p+q−k = (−1)
p+q+12(k − p+ 1)ιF 1,0
X
∗Kω
p,q;k
p+q−k.
We apply this equation to (A.3) for X = X1 and afterwards move the resulting in-
terior product with F 1,0X1 to the left. On the remaining term we insert the induction
hypothesis and finally use the relation
(−1)p+q+12(k − p+ 1)εp,q;k = εp,q+1;k+1,
thereby obtaining the claim. Since our formula is symmetric in the parameters p
and q the same line of arguments can also be applied to ∗Kω
p+1,q;k+1
p+q−k , which is of
P -degree (k − p, k − q + 1). 
Using Lemma A.1 we are now able to express the wedge product of an M-
invariant 2-form and ∗Kω
p,q;k
j again as an image of theK-Hodge star operator. This
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plays an essential role in the derivation of explicit formulae for the K-codifferential
δK and the operator L
∗
K in the following section.
Theorem A.2. Let p, q and k be integers so that 0 ≤ p, q, k−p, k− q ≤ n. Then:
(i) ω1,1 ∧ ∗Kω
p,q;k
j = (−1)
p+q2i
(
j ∗Kω
p,q−1;k
j−1 + (q − j) ∗Kω
p,q−1;k
j
)
.
(ii) ω1,1 ∧ ∗Kω
p,q;k
j = (−1)
p+q+12i
(
j ∗Kω
p−1,q;k
j−1 + (p− j) ∗Kω
p−1,q;k
j
)
.
(iii) ω2,0 ∧ ∗Kω
p,q;k
j = 4j(n+ 1− (p+ q) + j) ∗Kω
p−1,q−1;k−1
j−1
− 4(p− j)(q − j) ∗Kω
p−1,q−1;k−1
j
.
Proof. Since we can move the (0, 2)-form ω0,2 outside of the K-Hodge star it suf-
fices to consider those forms ωp,q;kj in which ω0,2 does not appear as a factor. By
definition, this corresponds to j = p + q − k for which Lemma A.1 is applicable.
For part (i), let X1,0 and Z1,0 be holomorphic vectors on Cn of length n− q + 1
and k−p, respectively, and let Y0,1 andW0,1 be antiholomorphic vectors of length
n− p and k − q + 1, respectively. Then we rewrite the expression
(A.4)
(
ω1,1 ∧ ∗Kω
p,q;k
p+q−k
)
(Z,Z, F 1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
)
as follows. First, we expand the wedge product by inserting the vectors F 1,0Xs
and G0,1Wt into ω1,1, where we pick up the signs (−1)
s+1 from the first vector and
(−1)t−k+q+1 from the second vector. Next, we use the relation ω1,1(F
1,0
Xs
, G0,1Wt) =
−iω2,0(F
1,0
Xs
, F 0,1Wt ) and apply Lemma A.1 to ∗Kω
p,q;k
p+q−k, which adds the coefficient
iεp,q;k. All in all we obtain that (A.4) equals∑
s,t(−1)
k−q+s+tεp,q;kω2,0(F
1,0
Xs
, F 0,1Wt )ω
n−(p+q)+k
2,0
(
F 1,0;s
X
, F 0,1
Y
, F 1,0
Z
, F 0,1;t
W
)
,
where the wedge product F 1,0;s
X
of length (n− q) is obtained from F 1,0
X
by omitting
the sth factor, and similarly for F 0,1;t
W
. Using that the Poisson kernel ω2,0 is of
K-type (1, 1), the expression (A.4) splits into the sum (A) + (B), where
(A) := k−q+1
n−(p+q)+k+1
εp,q;kω
n−(p+q)+k+1
2,0 (F
1,0
X
, F 0,1
Y
, F 1,0
Z
, F 0,1
W
)
(B) :=
k−p∑
r=1
k−q+1∑
t=1
(−1)k−p+r+tεp,q;kω2,0(F
1,0
Zr
, F 0,1Wt )ω
n−(p+q)+k
2,0 (F
1,0
X
, F 0,1
Y
, F 1,0;r
Z
, F 0,1;t
W
).
Since (A) is given by a power of ω2,0 we can immediately apply Lemma A.1, and
a direct computation yields
(A) = (−1)p+q2i(p + q − k)
(
∗Kω
p,q−1;k
p+q−k−1
)
(Z,Z, F 1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
).
In order to simplify (B) we first apply Lemma A.1 to replace ω
n−(p+q)+k
2,0 with the
invariant form ∗Kω
p,q−1;k−1
p+q−k as well as change ω2,0(F
1,0
Zr
, F 0,1Wt ) to ω0,2(G
1,0
Zr
, G0,1Wt).
Finally, since the Poisson kernel ω0,2 is of degree (0, 2) it can be moved into the
K-Hodge star. All in all, a direct computation yields
(B) = (−1)p+q2i(k − p)
(
∗Kω
p,q−1;k
p+q−k
)
(Z,Z, F 1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
).
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Since both expressions (A) and (B) have the same arguments as (A.4), the corre-
sponding M-invariant forms have to coincide, proving (i). Furthermore, if we ex-
change p and q and apply complex conjugation we immediately obtain the claimed
formula in (ii).
Finally, to prove (iii) let X1,0 and Z1,0 be holomorphic vectors on Cn of length
n − q + 1 and k − p, respectively, and Y0,1 and W0,1 be antiholomorphic vectors
on Cn of length n − p + 1 and k − q, respectively. We proceed similar as in the
proof of (i) and rewrite
(A.5)
(
ω2,0 ∧ ∗Kω
p,q;k
p+q−k
)
(Z,Z, F 1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
)
as follows. First, we expand the wedge product by inserting the vectors F 1,0Xr and
F 0,1Ys into ω2,0, which adds the sign (−1)
n−q+r+s. Next, we apply Lemma A.1,
thereby changing ∗Kω
p,q;k
p+q−k to a multiple of ω
n−(p+q)−k
2,0 . All in all we obtain that
(A.5) coincides with∑
r,s(−1)
n−q+r+siεp,q;kω2,0(F
1,0
Xr
, F 0,1Ys )ω
n−(p+q)−k
2,0
(
F 1,0;r
X
, F 0,1;s
Y
, G1,0
Z
, G0,1
W
)
,
which can be written as (C) + (D), where
(C) := n−q+1
n−(p+q)+k+1
iεp,q;kω
n−(p+q)+k+1
2,0 (F
1,0
X
, F 0,1
Y
, F 1,0
Z
, F 0,1
W
),
(D) :=
∑
r,t iε
p,q;k(−1)k−q+r+t+1ω2,0(F
1,0
Xr
, F 0,1Wt )ω
n−(p+q)+k
2,0 (F
1,0;r
X
, F 0,1
Y
, F 1,0
Z
, F 0,1;t
W
).
For (C) we immediately apply Lemma A.1, which by a direct computation yields
(C) = 4(n− q + 1)(p+ q − k) ∗K ω
p−1,q−1;k−1
p+q−k−1 (Z,Z, F
1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
).
On the other hand, the expression (D) has the same form as (A.4), hence by a
direct computation we obtain
(D) = (−1)p+q+12i(k − q)
(
ω1,1 ∧ ∗Kω
p−1,q;k−1
p+q−k
)
(Z,Z, F 1,0
X
, F 0,1
Y
, G1,0
Z
, G0,1
W
).
All in all we have
ω2,0 ∧ ∗Kω
p,q;k
p+q−k = 4(n− q + 1)(p+ q − k) ∗K ω
p−1,q−1;k−1
p+q−k−1
+ (−1)p+q+12i(k − q)ω1,1 ∧ ∗Kω
p−1,q;k−1
p+q−k ,
so by applying formula (i) the claim follows. 
A.2. Formulae for δK and L
∗
K. Following the previous section we now determine
explicit formulae for the images of the M-invariant forms ωp,q;kj under the M-
equivariant maps δK and L
∗
K .
Recall from Section 3.4 that the decomposition of Poisson kernels into K-types
induces a splitting dK = ∂K+∂K , where the first and second operator map Poisson
kernels of K-type (p, q) to those of K-type (p + 1, q) and (p, q + 1), respectively.
Indeed, the analogous arguments as in Proposition 3.3 show that if Φ is any Poisson
transform with kernel ϕ, then ∂ ◦Φ is again a Poisson transform with kernel ∂Kϕ,
and similarly for its complex conjugate. Furthermore, the operators ∂K and ∂K
are again antiderivations, square to zero, anticommute with each other and are
related via ∂Kϕ = ∂Kϕ for all M-invariant forms ϕ on (g/m)C.
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Similarly, the K-codifferential decomposes as δK = ∂
∗
K+∂
∗
K , where the first and
second operator map Poisson kernels of K-type (p, q) to those of K-type (p− 1, q)
and (p, q− 1), respectively. Explicitly, we have ∂∗K = −∗K ∂K∗K and similarly for
∂
∗
K , so since the K-Hodge star is complex linear they are related via ∂
∗
Kϕ = ∂
∗
Kϕ
for all Poisson kernels ϕ.
Proposition A.3. Let p, q and k be integers so that 0 ≤ p, q, k − p, k − q ≤ n.
Then we have
∂∗K
(
Z∗ ∧ Z
∗
∧ ωp,q;kj
)
= 2(n− k)Z
∗
∧ ωp,q;kj
+ 2ij(k − (p+ q) + j)I∗ ∧ Z∗ ∧ Z
∗
∧ ωp−1,q;k−1j−1
− 2i(p− j)(n− k + p− j + 1)I∗ ∧ Z∗ ∧ Z
∗
∧ ωp−1,q;k−1j .
Furthermore, this implies
∂∗K(Z
∗ ∧ ωp,q;kj ) = 2(n+ 1− k)ω
p,q;k
j
+ 2ij(n + 1− (p+ q) + j)Z∗ ∧ Z
∗
∧ ωp−1,q−1;k−1j−1
− 2i(p− j)(q − j)Z∗ ∧ Z
∗
∧ ωp−1,q−1;k−1j
+ 2ij(k − (p+ q) + j)I∗ ∧ Z∗ ∧ ωp−1,q;k−1j−1
− 2i(p− j)(n− k + q − j + 1)I∗ ∧ Z∗ ∧ ωp−1,q;k−1j ,
∂∗K(Z
∗
∧ ωp,q;kj ) = 2ij(k − (p+ q) + j)I
∗ ∧ Z
∗
∧ ωp−1,q;k−1j−1
− 2i(p− j)(n− k + q − j + 1)I∗ ∧ Z
∗
∧ ωp−1,q;k−1j ,
as well as
∂∗K(I
∗ ∧ ωp,q;kj ) = 2ij(n+ 1− (p+ q) + j)I
∗ ∧ Z
∗
∧ ωp−1,q−1;k−1j−1
− 2i(p− j)(q − j)I∗ ∧ Z
∗
∧ ωp−1,q−1;k−1j ,
∂∗K(I
∗ ∧ Z∗ ∧ Z
∗
∧ ωp,q;kj ) = 2(k − n + 1)I
∗ ∧ Z
∗
∧ ωp,q;kj .
Proof. In order to compute the image of ω := Z∗ ∧ Z
∗
∧ ωp,q;kj under ∂
∗
K we
have to determine the image of ∗Kω under the partial derivative ∂K . Recall that
for an M-invariant linear functional α on (g/m)m
C
, the exterior derivative of the
corresponding invariant differential form is induced by the functional dα which
sends vectors X0 +m, . . . , Xm +m ∈ g/m to∑
i<j(−1)
i+jα([Xi, Xj] +m, X0 +m, . . . , ıˆ, . . . , ˆ, . . . , Xm +m),(A.6)
where the hats denote omission. Furthermore, if α is of K-type (r, s) and bidegree
(r+s, ℓ), ∂Kα is computed using (A.6) by inserting ℓ vectors in (k/m)C and r+s+1
vectors in (p/m)C of which r are holomorphic and s+ 1 are antiholomorphic.
In our case the element α = ∗Kω is trivial upon insertion of any invariant vector
Z, Z and I. Furthermore, any representative of these vectors in g is contained
in the direct sum of all even grading components, whereas for X , Y ∈ Cn the
representatives ξX of FX and ηY of GY with trivial m-part are contained in the
odd grading components. Therefore, the vector [Xi, Xj] +m is M-invariant unless
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it is induced by a pairing of an invariant vector and one of the vectors ξX or
ηY . In addition, using the bracket relations on g the pairing with Z preserves
holomorphic vectors and antiholomorphic vectors, hence by the K-type of ∗Kω
the corresponding summands in (A.6) are trivial. All in all we deduce that
∂K ∗K ω = Z
∗
∧ ιZ∂K ∗K ω + I
∗ ∧ ιI∂K ∗K ω.(A.7)
For the first summand in (A.7), let us denote the representative of Z in g with
trivial m-part by the same symbol. Then the pairings of this vector with the
holomorphic and antiholomorphic parts of ξX and ηY are given by
[Z, ξ1,0X ] =
1
2
ξ1,0X , [Z, ξ
0,1
X ] =
1
2
ξ0,1X , [Z, η
1,0
Y ] = 0, [Z, η
0,1
Y ] = 2ξ
0,1
Y −
1
2
η0,1Y .
Therefore, since ∗Kω is of bidegree (2n− (p+q), 2k− (p+q)) a direct computation
using (A.6) shows that
ιZ∂K ∗K ω = (k − n) ∗K ω.(A.8)
In order to compute the other summand of (A.7), we write ω as the wedge
product of ω
k−(p+q)+j
0,2 and ω˜ := Z
∗ ∧ Z
∗
∧ ωp,q;p+q−jj , which does not contain ω0,2
as a factor. Since both ∂K and ιI are antiderivations and ιI ∗K ω = 0 we get
ιI∂K ∗K ω =
(
ιI∂K ∗K ω˜
)
∧ ω
k−(p+q)+j
0,2 + (∗Kω˜) ∧ ιI∂Kω
k−(p+q)+j
0,2 .(A.9)
From Section 3.6 we know that ιI∂Kω0,2 = −ω1,1, which we insert into the above
expression and afterwards apply Theorem A.2(ii) to rewrite ω1,1∧∗K ω˜ as an image
of the K-Hodge star operator.
Thus, it remains to compute ιI∂K ∗K ω˜, which will be done using formula (A.6).
Let us denote the representative of I in g with trivial m-part by the same symbol.
Regarding the degree of ∗Kω˜ a moment of thought shows that the only nontrivial
contribution in (A.6) is given by the summands containing the pairing of I with
ξX for X ∈ C
n. Now a direct computation shows that
[I, ξ1,0X ] = i(ξ
1,0
X − η
1,0
X ), [I, ξ
0,1
X ] = −i(ξ
0,1
X − η
0,1
X ),
for all X , Y ∈ Cn, so since the pairing with I respects holomorphic and anti-
holomorphic vectors the only nontrivial pairing in (A.6) is between I and ξ0,1X .
Therefore, using relation
ιG0,1
Y
∗K ω˜ = (−1)
p+q2(p− j)ιF 0,1
Y
(
Z∗ ∧ Z
∗
∧ ∗Kω
p−1,q;p+q−j−1
j
)
,
which follows from Lemma A.1, a direct computation yields
ιI∂K∗K ω˜ = (−1)
p+q+12i(p− j)(n− q + 1) ∗K
(
Z∗ ∧ Z
∗
∧ ωp−1,q;p+q−j−1j
)
.
Inserting this back into (A.9) and move the power of ω0,2 back into the K-Hodge
star we obtain by a direct computation that
ιI∂K ∗K ω = (−1)
p+q2i(p− j)(k − n− 1− p+ j) ∗K (Z
∗ ∧ Z
∗
∧ ωp−1,q;k−1j )
+ (−1)p+q2ij(k − (p+ q) + j) ∗K (Z
∗ ∧ Z
∗
∧ ωp−1,q;k−1j−1 ).
(A.10)
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Finally, we insert (A.8) and (A.10) into (A.7) and apply the negative of the
K-Hodge star to the resulting equation. Then a direct computation yields the
claimed formula.
The formulae for the images of the other Poisson kernels under ∂∗K follow by
combining the above with the formulae for K-derivative of the Poisson kernels
of low degree from 3.6 as well as the adjointness of the wedge product and the
interior product with respect to the K-Hodge star. As an example, we compute
the K-codifferential of ιZω = Z
∗
∧ ωp,q;kj . In order to do so, we first apply the
K-Hodge star to this element, which by the relation 2Z♭ = Z
∗
coincides with
1
2
(−1)p+qZ
∗
∧∗Kω. Next, we apply the operator ∂K , where we use that ∂KZ
∗
= 0
(c.f. Section 3.6). All in all,
∂∗K
(
Z
∗
∧ ωp,q;kj
)
=
1
2
(−1)p+q ∗K
(
Z
∗
∧ ∂K ∗K ω
)
= −ιZ∂
∗
Kω,
where we used again the adjointness of the interior and the wedge product for the
last equality. 
For the rest of this section we derive formulae for the adjoint of the K-Lefschetz
map. In order to do so, let ωK be the pullback of the Ka¨hler form on G/K as
before denote the corresponding M-invariant element in Λ2,0(g/m)∗ by the same
symbol. Recall from Section 3.4 the definitions of the K-Lefschetz map LK and
its adjoint L∗K . Since these maps are G-equivariant, they induce M-equivariant
linear maps on the level of the underlying representations, which we denote by the
same symbols.
Proposition A.4. Let p, q and k be integers so that 0 ≤ p, q, k − p, k − q ≤ n.
Then
L∗Kω
p,q;k
j = 2j(n+ 1− (p+ q) + j)ω
p−1,q−1;k−1
j−1 − 2(p− j)(q − j)ω
p−1,q−1;k−1
j .
Furthermore, we have
L∗K(Z
∗ ∧ ωp,q;kj ) = Z
∗ ∧ L∗Kω
p,q;k
j L
∗
K(Z
∗
∧ ωp,q;kj ) = Z
∗
∧ L∗Kω
p,q;k
j
L∗K(I
∗ ∧ ωp,q;kj ) = I
∗ ∧ L∗Kω
p,q;k
j
as well as
L∗K(I
∗ ∧ Z∗ ∧ Z
∗
∧ ωp,q;kj ) = I
∗ ∧ Z∗ ∧ Z
∗
∧ L∗Kω
p,q;k
j − 2iI
∗ ∧ ωp,q;kj .
Proof. Recall that the pullback of the Ka¨hler form is ωK =
1
2
(iZ∗ ∧ Z
∗
+ ω2,0).
Inserting this into the formula for L∗Kα, where α ∈ Λ
∗(g/m)∗
C
is M-invariant, and
using the relation
(
Z∗ ∧ Z
∗
∧ ∗Kα
)
= 4 ∗K ιZιZα we deduce
L∗Kα = 2iιZιZα +
1
2
∗−1K (ω2,0 ∧ ∗Kα).(A.11)
In the case α = ωp,q;kj the invariant vectors Z and Z insert trivially into α, so
the first summand of (A.11) vanishes. For the second summand of (A.11) we can
apply Theorem A.2(ii), which yields
L∗Kω
p,q;k
j = 2j(n+ 1− (p+ q) + j)ω
p−1,q−1;k−1
j−1 − 2(p− j)(q − j)ω
p−1,q−1;k−1
j .
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The expressions for the other Poisson kernels follow analogously. 
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