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Abstract
The evolution of the Von Neumann entanglement entropy of a n-dimensional mirror influenced
by the strongly coupled d-dimensional quantum critical fields with a dynamic exponent z is studied
by the holographic approach. The dual description is a n + 1-dimensional probe brane moving in
the d + 1-dimensional asymptotic Lifshitz geometry ended at r = rb, which plays a role as the
UV energy cutoff. Using the holographic influence functional method, we find that in the linear
response region, by introducing a harmonic trap for the mirror, which serves as a IR energy cutoff,
the Von Neumann entropy at late times will saturate by a power-law in time for generic values of
z and n. The saturated value and the relaxation rate depend on the parameter α ≡ 1+ (n+2)/z,
which is restricted to 1 < α < 3 but α 6= 2. We find that the saturated values of the entropy are
qualitatively different for the theories with 1 < α < 2 and 2 < α < 3. Additionally, the power
law relaxation follows the rate ∝ t−2α−1. This probe brane approach provides an alternative way
to study the time evolution of the entanglement entropy in the linear response region that shows
the similar power-law relaxation behavior as in the studies of entanglement entropies based on
Ryu-Takayanagi conjecture. We also compare our results with quantum Brownian motion in a
bath of relativistic free fields.
PACS numbers: 11.25.Tq 11.25.Uv 05.30.Rt 05.40.-a
∗Electronic address: dslee@mail.ndhu.edu.tw
†Electronic address: chenpinyeh@mail.ndhu.edu.tw
1
I. INTRODUCTION
Entanglement entropies provide useful probes to non-local properties of quantum systems,
which are important for understanding quantum phase transitions[1], and moreover are the
key quantities in quantum information processing[2]. The idea of entanglement entropies
has also received much attention in connection to the information paradox in black hole
physics [3]. It is generally impossible to isolate a particular quantum system in which we
are interested from its surrounding. Considering a full theory that describes the interaction
between system and environment, from which all information like correlation functions can
in principle be obtained. Tracing or integrating out the degrees of freedom of the environ-
ment to obtain an effective field theory for the system leads to a loss of information. If
the quantum state in the full theory is a pure state, namely a zero entropy state, tracing
out the environmental degrees of freedom yields a reduced density matrix for the degrees
of freedom of the system, which typically becomes a mixed state with non-vanishing en-
tropy. The Von-Neumann entropy is a measure of the loss of information in the process
of integrating out some degrees of freedom in the full unitary system [4, 5]. The effective
theory can be described by the reduced density matrix ρr, which is obtained by tracing out
the environmental variables in the full density matrix using the method of Feyman-Vernon
influence functional[6]. The Von Neumann entropy is then defined by −Trρr ln ρr with the
trace over system’s variables. In general, the effective theory for the system obtained in this
way is not unitary, and it can lead to the dissipative and stochastic behavior of the system.
This concept has been used in pioneering works on quantum Brownian motion[7] and general
open quantum systems[4]. In particular, the relaxation of the system into equilibrium with
the environment can be characterized by the time evolution of the entanglement entropy.
The method of Feynman-Vernon influence functional has also been extended to the quan-
tum field theory [7, 8]. However, the influence functional can only be exactly derived if the
environmental theories are Gaussian and their coupling with the system is linear [4, 9]. In
this paper, we would like to study the entanglement between a particle or a mirror and some
strongly coupled quantum fields by a holographic construction of the influence functional
that has been proposed in [10] and [11].
The idea of holographic duality is originally proposed as the correspondence between
4-dimensional conformal field theory and gravity theory in 5-dimensional anti-de Sitter
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space [12], and soon is generalized to other backgrounds and field theories. One aim is
to provide a framework to study the strong coupling problems in the condensed matter
systems (see [13] for a review). The holographic approach has also be adapted to tackle
the problems of the Brownian motion of a particle moving in a strongly coupled environ-
ment [10, 11, 14–28]. The idea is that a particle immersed in a environment given by the
quantum field corresponds to a bulk fundamental string ended at the boundary of the dual
gravity theory. In the black hole background, the string undergoes random motion due to
the Hawking radiation of the transverse fluctuation modes. This is the bulk dual of the
thermal Brownian motion. A review on the holographic Brownian motion can be found
in [20]. Another aim of the holographic duality is to understand the quantum behavior of
black hole or quantum gravity in general. A recent proposal by Ryu and Takayanagi [29],
that the entanglement entropy in the boundary theory is related to the minimal area in the
gravity theory, has arisen the hope that quantum gravity may be formulated in the language
of quantum information. Time evolution of the entanglement entropy has also been studied
in this framework [30–32], as a measure of the relaxation rate for non-equilibrium systems
and also as a probe to the black hole interior.
In this work, we apply a bottom-up holographic method, proposed in our earlier works [23]
and [11], to study the evolution of the entanglement entropy for the system of a n-dimensional
mirror in the environment of d-dimensional quantum critical theories with dynamical expo-
nent z at zero temperature. The holographic dual for such quantum critical theories has
been proposed in [33] where the gravity theory is in the Lifshitz background (See [21, 22]
for details). Several physical phenomena have been studied in this theory, including linear
DC conductivity, power-law AC conductivity, and strange fermion behaviors [22, 34–37]. In
our set-up, the bulk counterpart of the mirror is a (n+ 1)-brane in the Lifshitz geometry in
d+1 dimensions. The dynamics of the mirror can be realized from the motion of the brane
ended at the boundary of the bulk at the radius distance rb. As explained in [23] and will
also be reviewed in the appendix, this holographic identification is based upon the fact that
the coupling of the brane to the boundary field shares similar feature as the coupling be-
tween the mirror and the environment quantum field, where the mirror of perfect reflection
effectively sets the vanishing boundary condition for the field [23, 38]. In the case of n = 0,
it becomes a fundamental string in the bulk and its end point describes the position of a
particle in the boundary. Using the method of holographic influence functional, developed
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in [11], we are able to derive the reduced density matrix of the mirror for a given initial
state. The trick to adopt is that in the linear response approximation, with an initial Gaus-
sian state of the system, the reduced density matrix remains Gaussian when turning on the
bilinear couplings between the system and environment, and is completely determined by
the expectation values of the position operator qˆ, momentum operator pˆ and their product
qˆpˆ + pˆqˆ. Thus the time dependent reduced density matrix can be constructed from the
expectation values with the influence functional, rather than solving the master equation
for the reduced density matrix. The evolution of the entanglement entropy shows how the
system equilibrate with the environment and lose the information about its initial state, as
seen from the increase of the entropy comparing to the entropy in the initial state of the
system.
To summarize, in this paper we consider quantum critical fields with 1 < α < 3 and
α 6= 2 where α ≡ 1 + n+2
z
that couple to the system of the mirror. Our results show that
the Von Neumann entanglement entropy of the system relaxes by the power law in time as
t−2α−1 toward saturation. Since the boundary field has the dispersion relation E ∝ kz, in
the d−1 spatial dimension the density of state ρ(E) ∝ E−1+
d−1
z . For a n-dimensional mirror
under consideration, the effective spatial dimension probed by the mirror is n. Thus, the
environmental density of states available to the mirror would be ρ(E) ∝ E−1+
n
z . Accordingly,
the density of modes decreases as increasing z or decreasing n. If the relaxation of the
system is attributed to dissipation of energy of its degrees of freedom to the modes of the
environment, the relaxation rate decreases as α is decreased. Moreover, we find that the
saturate value of the entanglement entropy, S(t → ∞) ≃ (1 − 1
α
) ln
(
rzb
Ω
)
for 1 < α < 2
and S(t→∞) ≃ (3
2
− α
2
) ln
(
rzb
Ω
)
for 2 < α < 3, where Ω is the oscillation frequency of the
harmonic trap for the mirror. The value of Ω, which serves as the IR cutoff in the energy scale
in this system, should be small enough comparing to rzb , which is the UV energy cutoff. This
shows the qualitative difference for the theories in two regions, 1 < α < 2 and 2 < α < 3.
It can be seen that when other parameters are fixed, the saturated Von-Newmann entropy
reaches maximal when α approaches 2. This marked the transition relates to the fact that
in the IR limit the mass of the mirror is an irrelevant operator as α < 2 and a relevant
operator as α > 2. However, for α > 3, it is also found that to have the Von-Newmann
entropy consistent with the minimum uncertainty relation of quantum mechanical systems
requires the curvature radius L in the Lifshitz metric to be of the order of Planck length
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lp. This implies the breakdown of the assumption in the holographic approach by treating
the background geometry as the classical configuration given by the solution of Einstein
equations. The quantum gravity effects need to be taken into account in this case and
deserves further study.
Our presentation is organized as follows. In next section, we review the idea of open
quantum systems and introduce the method of the closed-time-path formalism. The envi-
ronmental degrees of freedom in the full density matrix of the system-plus-environment are
traced over to obtain the reduced density matrix of the system. Environmental effects are
then all encoded in the influence functional, which can be completely determined by the
nonequilibrium two-point correlators in the linear response approximation. In Sec. III, we
briefly review the method of the holographic influence functional, and present the analyt-
ical form of the nonequilibrium two-point correlators to be used in the later calculation.
The more detailed derivation of these correlators is in Appendix. In Sec. IV, we study the
dynamics of the mirror with a harmonic trap potential, immersed in the environment of
strongly coupled quantum critical fields. Before turning on the interaction of mirror with
the environment, the initial state is assumed to be the direct product of the mirror’s ground
state and the vacuum state of the quantum critical field. When turning on the interaction,
we obtain the effective nonequilibrium action by tracing out the environment fields and in-
troducing the noise’s degree of freedom. The Heisenberg equations of motion for the mirror’s
degree of freedom can be derived from the effective action. Their real-time solutions can be
studied using the Laplace transform technique. In Sec. V, we obtain the time evolution of
the entanglement entropy from the expectation value of qˆ2, pˆ2, and pˆqˆ + qˆpˆ, and show our
main results. In Sec. VI, the comparison to the case with the environment fields given by the
relativistic free fields is made in the paradigm of quantum Brownian motion. Concluding
remarks are in Sec. VII.
II. NONEQUILIBRIUM EFFECTIVE ACTION AND INFLUENCE FUNC-
TIONAL
In quantum systems, the complete information of the expectation values and correlation
functions can be determined by the time dependent density matrix ρ(t). The closed-time-
path formalism enables us to calculate the evolution of the density matrix that has been
5
prepared at some particular initial time ti. In this work, we consider the system linearly cou-
pled to an environment field. The full Lagrangian consisting of the system-plus-environment,
takes the form
L(q, F ) = Lq[q] + LF [F ] + qF , (1)
where q and F generically represent the system and the environment variables respectively.
We assume that the initial density matrix at time ti can be factorized as
ρ(ti) = ρq(ti)⊗ ρF (ti) , (2)
where ρF (ti) is the initial density matrix of the environment. The full density matrix ρ(t)
evolves unitarily according to
ρ(tf ) = U(tf , ti) ρ(ti)U
−1(tf , ti) (3)
with U(tf , ti) the time evolution operator, involving the degrees of freedom of the system
and environment. The reduced density matrix ρr of the system of interest can be obtained
by tracing over the environmental degrees of freedom, F in the full density matrix and can
be written as [7–9]
ρr(qf , q˜f , tf ) =
∫
dq1 dq2 J (qf , q˜f , tf ; q1, q2, ti) ρq(q1, q2, ti) , (4)
where the propagating function J (qf , q˜f , tf ; q1, q2, ti) is
J (qf , q˜f , tf ; q1, q2, ti) =
∫ qf
q1
Dq+
∫ q˜f
q2
Dq− exp
[
i
∫ tf
ti
dt
(
Lq[q
+]− Lq[q
−]
)]
F [q+, q−] , (5)
with a path integral that propagates forward and backward in time. For the environment of
a free field theory or in the linear response approximation, the influence functional F [q+, q−]
can be written in terms of real-time Green’s functions of the environment fields F [6],
F
[
q+, q−
]
= exp
{
−
i
2
∫ tf
ti
dt
∫ tf
ti
dt′
[
q+(t)G++(t, t′) q+(t′)− q+(t)G+−(t, t′) q−(t′)
−q−(t)G−+(t, t′) q+(t′) + q−(t)G−−(t, t′) q−(t′)
]}
. (6)
The Green’s functions involved are time-ordered, anti-time-ordered andWightman functions,
defined as
i G+−(t, t′) = 〈F (t′)F (t)〉 ,
i G−+(t, t′) = 〈F (t)F (t′)〉 ,
i G++(t, t′) = 〈F (t)F (t′)〉θ(t− t′) + 〈F (t′)F (t)〉θ(t′ − t) ,
i G−−(t, t′) = 〈F (t′)F (t)〉θ(t− t′) + 〈F (t)F (t′)〉θ(t′ − t) , (7)
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where the expectation values are calculated in the state described by ρF (ti). The retarded
Green’s function and Hadamard function can be constructed from them according to
GR(t− t
′) ≡ −iθ(t− t′)〈[F (t), F (t′)]〉 =
{
G++(t, t′)−G+−(t, t′)
}
, (8)
GH(t− t
′) ≡
1
2
〈{F (t), F (t′)}〉 =
i
4
{
G++(t, t′) +G+−(t, t′) +G−−(t, t′) +G−+(t, t′)
}
.
In a time-translation invariant environment, the Fourier transform of various Green’s func-
tions is defined by
G(t− t′) =
∫
dω
2π
G(ω) e−iω(t−t
′) . (9)
Notice that the above Green’s functions are not totally independent as a result of the
unitarity property of the system-plus-environment. In particular, as the environment is in
thermal equilibrium at the temperature T initially with ρF (ti) = e
− 1
T
HF , the fluctuation-
dissipation relation gives
GH(ω) = −(1 + 2nω) ImGR(ω) (10)
with nω = (e
ω
T − 1)−1. In the next section, we briefly review the construction of Lifshitz
geometry and the method of holographic influence functional, with which we explore the
effects of the strongly coupled quantum critical fields on the system.
III. THE HOLOGRAPHY MODEL AND HOLOGRAPHIC INFLUENCE FUNC-
TIONAL
The environment that we will consider is described by the theory of d-dimensional quan-
tum critical points with the following scaling symmetry:
t→ µzt , x→ µx (11)
where z is called the dynamical exponent. It’s gravity dual is described by the d+1-
dimensional Lifshitz geometry with the metric [33],
ds2 = −
r2z
L2z
dt2 +
1
r2
dr2 +
r2
L2
dxidxi , (12)
where the scaling symmetry (11) is realized as an isometry of this metric. In the following
calculations we will set the curvature radius L = 1, and restore L when giving the order
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of magnitude estimate on the quantities of the system. This d+1-dimensional Lifshitz met-
ric can be constructed by coupling gravity with negative cosmological constant to massive
Abelian vector fields [39]. The influence functional for the mirror (n ≥ 1) can be obtained
in the gravity theory by computing the on-shell DBI action of the brane. The details can
be found in [11, 40] and also in the Appendix. There we first introduce Q+(t, r1) and
Q−(t, r2), which describe the brane’s positions around the stationary configuration in two
regions with different asymptotic boundaries in the maximally extended Lifshitz black hole
geometry [40, 41]. We then impose the boundary conditions at rb
q±(t) = Q±(t, rb) , (13)
and the analyticity conditions in the black hole horizons. By identifying the variables q±(t)
as the displacement of the moving mirror in the close-time-path formalism, the classical on-
shell action of the brane can then be identified as the influence functional for the mirror [40]:
F [q+, q−] = Sgravity
(
Q+(t, r), Q−(t, r)
)
= Son−shellDBI (Q
+)− Son−shellDBI (Q
−) (14)
where Son−shellDBI is the on-shell DBI action for the probe brane. We call this construction of
F [q+, q−] the holographic influence functional. Various Green’s functions of the field can be
read off (See Appendix).
The DBI action in the case of the n+1-dimensional probe brane in the Lifshitz black hole,
up to the quadratic order in perturbations, is written in Appendix. Here we just present
it in the zero temperature limit (rh → 0) for the sake of introducing the notations and the
assumptions, given by
SDBI ≃ constant−
Tn+1
2
∫
dr dt dx1 dx2 ... dxn
(
rz+n+3X ′IX ′I −
X˙IX˙I
rz−n−1
)
, (15)
where Tn+1 is the tension of the brane and X
I(t, r) parameterizes the brane’s position
around the stationary configuration, where I = n+1, ..., d denotes the transverse directions
to the brane. Also, X ′I = ∂rX
I , X˙I = ∂tX
I . We assume that the mirror does not deform
when moving in its transverse directions so that all XI depends only on t and r. In the
quadratic order, the perturbations in different directions decouple, and a particular direction
XI is considered. Again, we start from the DBI action for the probe brane in the Lifshitz
black hole, from which to be able to determine Q± in two outside regions of the black hole
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separately. In the zero temperature limit by taking rh → 0, the zero-temperature retarded
Green’s function with α = 1 + (n+ 2)/z, for ω > 0 can be found to be,
GR(ω) = −Tn+1Sn ω r
n+2
b
H
(1)
α
2
−1(
ω
zrzb
)
H
(1)
α
2
( ω
zrzb
)
, (16)
where H
(1)
ν (x) is the Hankel function of the first kind and Sn is the volume of the mirror.
As we will particularly focus on the late time dynamics, the small ω expansion of GR(ω) is
considered,
GR(ω) = m(iω)
2 + γ(−iω)α +O(ω2/r2zb ) , (17)
where
m =
Tn+1Sn
z(α− 2)r
z(2−α)
b
, (18)
and
γ =
Tn+1Sn
(2z)α−1
Γ(1− α
2
)
Γ(α
2
)
. (19)
In this expansion there are the terms of even powers in ω to be treated as the correction to
the dispersion relation. We regard the ωα term as the leading contribution to the damping
effect. Apparently, the interaction between the mirror and quantum critical fields not only
gives the mirror’s mass m with the rb dependence but also induce the damping effect on
the mirror with the coefficient γ. The friction coefficient γ is independent of rb, which
becomes important in stabilizing the dynamics of the mirror in a fluctuating environment.
The zero-temperature Hadamard function for ω > 0 is found to be,
GH(ω) =
2z
π
rn+2+zb
Tn+1Sn
J2α
2
( ω
zrzb
) + Y 2α
2
( ω
zrzb
)
, (20)
where Jν(x) and Yν(x) are Bessel functions. Also, in the small ω limit, the Hadamard
function can be approximated by
GH(ω) =
π Tn+1Sn
(2z)α−1 Γ2(α
2
)
ωα +O(ωα+2/r
z(α+2)
b ) . (21)
Notice that the obtained retarded Green’s function and the Hadamard function obey the
zero-temperature fluctuation-dissipation theorem.
IV. DYNAMICS OF A MOVING MIRROR
Let us now specify the Lagrangian of the system. We see from the previous section that
the interaction with the environment field gives the mass correction m (18) to the mirror
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in the small ω limit. We here introduce the bare mass m0 where the renormalized mass
becomes M = m+m0. To give the system an infrared energy scale, we also add a quadratic
trap potential with the oscillation frequency Ω0 to the mirror. Thus, the Lagrangian for the
mirror with the displacement q can be written as
Lq[q] =
1
2
m0q˙
2 −
1
2
m0Ω
2
0q
2 . (22)
The frequency Ω0 is set to be small comparing to the UV cutoff r
z
b , and plays a role as an
IR cutoff. The retarded Green’s function in (16) after subtracting the mass correction term
m is defined to be the self-energy Σ(ω)
Σ(ω) = GR(ω)−m(iω)
2 . (23)
To study the stochastic dynamics of the system, it is more convenient to change the q+,
q− coordinates to the average and relative coordinates:
q = (q+ + q−)/2 , q∆ = q
+ − q− . (24)
Thus, the coarse-grained effective action can be defined from (5) by using the Lagrangian
of the mirror in (22) and the holographic influence functional in (6), as
SCG
[
q± = q ±
q∆
2
]
=
∫ tf
ti
dt (Lq[q
+]− Lq[q
−])− i lnF
[
q+, q−
]
=
∫ tf
ti
dt
∫ tf
ti
dt′(Mq˙∆(t)q˙(t
′)−MΩ2q∆(t)q(t
′))−
∫ tf
ti
dt
∫ t
ti
dt′q∆(t)Σ(t− t
′)q(t′)
+
i
2
∫ tf
ti
dt
∫ tf
ti
dt′q∆(t)GH(t− t
′)q∆(t
′) . (25)
where GH(t) and Σ(t) are the inverse Fourier transform of GH(ω) and Σ(ω), and Ω =
(1 − m
M
)Ω0. Apparently, the relevant Green’s functions that contribute to the mirror’s
dynamics at quadratic order are the retarded Green’s function and Hadamard function,
which we have obtained above in the holographic setup. After tracing over the degrees
of freedom of the environment, the system of the interest becomes non-unitary, and the
resulting coarse-grained effective action becomes complex-valued function. Before turning
on the interaction with the environment, the initial density matrix of the mirror is assumed
to be in its ground state of a simple harmonic oscillator with frequency Ω,
ρq(q, q
′; ti) =
(
MΩ
π
)1/2
e−[MΩ
2(q2+q′2)] , (26)
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where the initial position and momentum uncertainties are given respectively by (∆q)2(ti) =
(2MΩ)−1 and (∆p)2(ti) =
1
2
MΩ. It is possible to carry out the path integral over the mirror’s
degree of freedom in (5) and derive the reduced density of the matrix at time t. Then, the
entanglement entropy of the system can be computed by taking the trace of the reduced
density matrix with respect to the degrees of freedom of the mirror via S = −Trq[ρr ln ρr].
Instead of resorting to this straightforward but cumbersome method, we use the fact that,
in the linear response approximation, the resulting reduced density matrix, with the initial
condition in (26), remains Gaussian when the system is linearly coupled to the environment
[50]. Then the entanglement entropy can also be computed from the expectation values of
qˆ2, pˆ2, and qˆpˆ+ pˆqˆ, where qˆ and pˆ are respectively the position and the momentum operators
of the mirror [42]. To find the time dependent expectation values, we need to derive the
equation of motion for the position operator, incorporating the effects from the environment.
This can be done by introducing an auxiliary variable η(t), the noise force, with a Gaussian
distribution function:
P [η(t)] = exp
{
−
1
2
∫ tf
ti
dt
∫ tf
ti
dt′ η(t)G−1H (t− t
′) η(t′)
}
. (27)
In terms of the noise force η(t), SCG can be rewritten as an ensemble average over η(t),
exp iSCG =
∫
Dη P [η(t)] exp iSη [q, q∆; η] , (28)
where the stochastic coarse-grained effective action Sη is given by
Sη[q, q∆; η] =
∫ tf
ti
dt
∫ tf
ti
dt′(Mq˙∆(t)q˙(t
′)−MΩ2q∆(t)q(t
′))
−
∫ tf
ti
dt
∫ t
ti
dt′q∆(t)Σ(t− t
′)q(t′) +
∫ tf
ti
η(t)q∆(t) . (29)
Then, in the canonical formalism, the equation of motion of the position operator is found
to be,
M ¨ˆq(t) +M Ω2qˆ(t) +
∫ t
0
Σ(t− t′) qˆ(t′)dt′ = ηˆ(t) (30)
with the initial time set to be ti = 0. There are two different sources of quantum fluctuations,
over which the averages are taken on mirror’s position. One is the average over intrinsic
quantum fluctuations of the mirror, and the other is the average over the noise manifested
from quantum fluctuations of the environment. The noise distribution function P [η(t)] in
(27) leads to the correlation function of the noise as follows
〈ηˆ(t) ηˆ(t′)〉 = GH(t− t
′) . (31)
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For the environment consisting of a collection of harmonic oscillators, the Heisenberg equa-
tions of motion of the system and the environment can be solved exactly, giving the same
form of the above equation with the associated Green’s functions constructed out of the
harmonic oscillators [4, 5, 43]. In this work, the influence functional is derived holograph-
ically, and in this way the retarded Green’s function and Hadamard function contains the
information of the strongly coupled quantum critical fields.
The solutions of (30) can be expressed in term of the fundamental solutions G1(t) and
G2(t), defined to be the solutions of the homogeneous equations without the noise term,
obeying the following boundary conditions [9, 43]:
G1(0) = 1 , G˙1(0) = 0 ; (32)
G2(0) = 0 , G˙2(0) = 1 . (33)
The Laplace transform of them is respectively defined as
G1,2(s) =
∫ ∞
0
G1,2(t) e
−stdt . (34)
Then G1,2(s) can be found to be
G1(s) =
s
s2 + Ω2 + Σ˜(s)
;
G2(s) =
1
s2 + Ω2 + Σ˜(s)
(35)
with the function Σ˜(s) ≡ Σ(−is)/M , where Σ(ω) is the self-energy of the mirror (23). The
solution of qˆ(t) can be expressed in terms of G1(t) and G2(t) as
qˆ(t) = G1(t) qˆ(0) +G2(t)
pˆ(0)
M
+
1
M
∫ t
0
dt′G2(t− t
′) ηˆ(t′) . (36)
The real-time function of G1,2 is given by the inverse Laplace transform
G1,2(t) =
1
2πi
∫
C
estG1,2(s)ds , (37)
where C refers to the Browmwich contour running along the imaginary axis to the right of
all the poles and cuts of G1,2(s) in the complex s plane. Therefore we need to understand the
analytical structure of the self-energy Σ to obtain the real-time dynamics of all expectation
value of the mirror’s variables. Here we will mainly focus on the late time dynamics of the
mirror to find its relaxation dynamics as well as saturation behavior on the lose of information
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about the initial conditions of the system influenced by the environment. Accordingly, the
retarded Green’s function and Hadamard function in their small-ω approximation in (17)
and (21) will be applied. In principle, we can study the early time behavior since the exact
form of the Green’s functions is known. However, due to the complicated analytical structure
of the self energy, we will leave it for the future study.
From the expression (17) for the small-ω approximation of the retarded Green’s function,
the function Σ˜(s) is approximated by
Σ˜(s) ≃
γ
M
sα . (38)
For non-integer values of α, we choose a branch cut on the negative real s axis. This amounts
to choosing that
Σ˜(s = −s0 ± iǫ) = ReΣ˜(−s0)± iImΣ˜(−s0) , (39)
for s0 > 0, where we define
ReΣ˜(−s0) =
γ
M
sα0 cos(απ) , (40)
ImΣ˜(−s0) =
γ
M
sα0 sin(απ) . (41)
Notice that the same form of the self-energy has also been studied in the works [44, 45]
where the system is coupled to the bath of harmonic oscillators. The properties of the
bath is completely characterized by the spectral density that has the form, for example,
J(ω) ∝ ωβ for ω > 0 with non-integer β, where ω is the frequency of oscillators. Also
notice that the branch cuts arise due to the fact that the parameter α = 1 + (n + 2)/z is a
non-integer. Apart from the cuts, there exist the poles determined by
s2p + Ω
2 + Σ˜(sp) = 0 , (42)
where the real and imaginary parts of sp correspond to the oscillatory frequency and the
decay rate, and we denote them by
sp = ±iωp − Γ . (43)
Thus these states of the mirror are not exactly the eigenstates of the interacting Hamiltonian.
To have the analytical expressions, we consider two separate limiting situations with regard
to the relative importance of the kinetic term s2 to the damping term Σ(s) ≃ γ
M
sα at
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the positions of the poles. These two limiting cases are characterized by the parameter,
∆ ≡ γ
M
Ωα−2, where |∆| << 1 is for the kinetic term dominance and |∆| >> 1 is for the
damping term dominance. Using (19), the parameter ∆ can also be written as,
∆ =
Tn+1πΩ
α−2
(2z)α−1ρnΓ2(
α
2
) sin piα
2
(44)
with the mass density of the mirror, ρn =M/Sn. As we will see later, the runaway solutions
with negative Γ exist for α > 2. From the field theory perspective, the problem of the
existence of the runaway solutions is due to the fact that the resulting equation involves
higher than 2nd-order time derivative terms, giving the unpleasant feature of instability.
For example, the Abraham-Lorentz equation, which includes the radiation reaction force for
a nonrelativistic charged particle, is third-order in time and possesses runaway solutions. In
electrodynamics, the problem can be solved [46] by reformulating the theory to eliminate
unstable solutions with the method of reduction of order that reduces the equation to the
2nd-order. The similar procedure also works in the Einstein gravity [47]. Here we assume
all the runway solutions can be removed by the above mentioned method and discuss stable
solutions only. In case that there are more than one stable mode, we concentrate on the
most long-lived mode to be discussed in the following section. Furthermore, as α > 3, we
will see the breakdown of our assumption of the Gaussian reduced density matrix from the
obtained saturated entanglement entropy, which shows the mass density of the mirror needs
to be of the Planck scale order, being consistent with the minimum uncertainty of quantum
systems. Thus in the following discussion, we will focus on the damping term dominated
region, 1 < α < 2 and the kinetic term dominated region, 2 < α < 3 respectively. In these
cases, the Browmwich contour for the inverse Laplace transform in (37) can be deformed as
in Fig. (1). We will discuss the contributions from the poles and the branch cut separately.
A. the pole contributions
We now restore the curvature radius L for the order-of-magnitude estimation of relevant
quantities. Then the parameter ∆ ≃ (Tn+1L
n+2)(Ln+1ρn)
−1(LΩ)α−2. In the top-down con-
structions, the tension of the branes, which is related to the string coupling, determines
the Planck length scale lp in the gravity theory by (Tn+1L
n+2) ≃
(
L
lp
)n+2
. In the classi-
cal gravity limit (corresponding to the large-N limit in the boundary theory), we should
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sFIG. 1: The contour for the inverse Laplace transform used to compute the fundamental solutions
G1(t) and G2(t) with the existence of the cut and the poles.
have (Tn+1L
n+2) ≫ 1. Also, in the boundary theory, we may choose the unit such that
ρn ≃ L
−n−1. If so, the condition ∆ ≫ 1 for the damping term dominated can be achieved
for all values of α by choosing Ω ≃ L−1. As for ∆ ≪ 1 in the case of the kinetic term
dominated, the choice of Ω has to satisfy (LΩ)α−2 ≪
( lp
L
)n+2
. In the following, we will
discuss the late time behavior of the mirror in these two limits separately.
1. the damping term dominated region (∆≫ 1)
As ∆≫ 1, the resonance frequency ωp and the width Γ can be found for 1 < α < 2 to be
ωp ≃ Ω∆
− 1
α sin
π
α
,
Γ ≃ −Ω∆−
1
α cos
π
α
. (45)
The width Γ is positive for 1 < α < 2, corresponding to the stable solution. Moreover they
are the only poles in the principal sheet. As for 2 < α < 3, there are more than two poles
on the principal sheet and also the runaway solutions with Γ < 1 may exist. We will assume
that these unstable modes can be removed by the reduction of order method as described
in the previous section, and concentrate on the stable mode. In this case, the stable mode
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is found to be
ωp ≃ Ω(−∆)
− 1
α sin
2π
α
,
Γ ≃ −Ω(−∆)−
1
α cos
2π
α
. (46)
These poles contribute to the functions G1,2(t) by
G2,pole(t) ∝ cos[ωpt+ ϕ]e
−Γt , (47)
G1,pole(t) =
d
dt
G2,pole(t) , (48)
where ϕ is a constant. This solution is valid when t ≫ r−zb . Since the resonance frequency
and the width are of the same order, it leads to the broad resonance behavior as in contrast
with the narrow resonance cases that will occur in the kinetic term dominated region.
2. the kinetic term dominated region (∆≪ 1)
As ∆≪ 1, we find the narrow resonance modes of the long-lived resonances, which cor-
respond to an almost energy eigenstate of the interactive Hamiltonian with the width much
smaller than the oscillation frequency. The frequency and the width are found perturbatively
to be
ωp = Ω+ δΩ , (49)
where
δΩ =
1
2
Ω∆cos
(
απ
2
)
; (50)
and
Γ =
1
2
Ω∆ sin
(
απ
2
)
(51)
with Γ > 0 in both the ranges, 1 < α < 2 and 2 < α < 3. However as 2 < α < 3, there
are runaway solutions in the principal sheet, which are presumably removed. No matter
it is narrow or broad resonance, the pole contributions to the functions G1(t) and G2(t)
decay exponentially in general as in (47). In the following, we consider the cut contributions
and discuss the time scales, after which G1(t) and G2(t) will relax in power-law behavior in
stated.
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B. the cut contributions
The cut contributions to the G1,2 functions can be expressed as
G2,cut(t) = −
1
π
∫ ∞
0
ds
ImΣ˜(−s)
[s2 + Ω2 + ReΣ˜(−s)]2 + [ImΣ˜(−s)]2
e−st , (52)
G1,cut(t) =
d
dt
G2,cut(t) , (53)
where ReΣ˜, and ImΣ˜ are defined in (40) and (41) respectively. Notice that in obtaining this
expression, we have already used the small ω approximation ( ω
rzb
≪ 1) for Σ(ω), to focus on
the late time behavior, namely t≫ r−zb .
Since the integral for the cut contributions is dominated by the small s region in the late
times, simpler results can be obtained for much latter times, t≫ Ω−1, comparing to the late
time region (t ≫ r−zb ), which are the time scales for the pole contributions dominated. In
this case, the integrand behaves like sαe−st and the integral can be evaluated by the Gamma
function to be
G2,cut(t) ≃
∆
πΩ
Γ(1 + α) sin(απ)(Ωt)−1−α . (54)
The function G1,cut(t) is just the time derivative of G2,cut(t). Naively, it may look like
that the cut contributions dominate over the pole contributions as t > Γ−1, which is the
decay time. However, after comparing G2,cut(t) with G2,pole(t), we find that in fact for the
power-law behavior of cut contributions to dominate, the relevant time scales are t & tn ≡
−Ω−1(α + 1)∆−1 ln∆ for ∆ ≪ 1 (narrow resonance) and t & tb ≡ Ω
−1(1 + 1/α)∆1/α ln∆
for ∆≫ 1 (broad resonance).
In the following, we numerically check that the function G2(t) approaches G2,cut(t) found
in (54). The numerics is done by doing s-integral in (52) with ReΣ˜(−s) and ImΣ˜(−s) as
given in (40) and (41), and add the pole contributions given by (47). The results are shown
in Fig.(2) with the chosen parameters for narrow resonance. It can be seen that G2(t) is
oscillatory in time with the frequency ωp and its amplitude decays exponentially at a rate
determined by Γ. After the time t ≃ tn, the G2(t) function becomes the power-law decay
given by (54). It is interesting to contrast with the broad resonance as shown in Fig. (3) by
choosing appropriate parameters. The G2(t) function in this case, is also oscillatory with
smaller frequency, and after the time t ≃ tb, it exhibits the power-law relaxation as given by
the cut contributions. The G1(t) function can be similarly checked.
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G2(t)
t
FIG. 2: The dash line shows the numerical result for G2(t) from the poles and cut contributions
with their expressions (See main text for details) by setting α = 2.4, Ω = 10, γM = −0.01, and
Tn+1Sn = 15. We also set ∆ =
γ
MΩ
α−2 = −0.25, which corresponds to the case of narrow
resonance. The solid line is also for the evolution of G2(t) in the late times (t ≫ 1/Ω) given by
(54) with the same parameters above.
V. QUANTUM UNCERTAINTIES ON THE MIRROR AND THE ENTANGLE-
MENT ENTROPY
Before turning on the interaction with the environment, the initial state of the system
is prepared to be in the ground state of the harmonic oscillator. The environment fields
are also in zero-temperature ground state. The full density matrix is the direct product of
the states of the system and the environment field, which is a pure state. The interaction
with the environment turns the reduced density matrix for the system into a mixed state.
However in the linear response approximation and with the bilinear coupling between the
system and the environment, the reduced density matrix for the system remains Gaussian
at all times. If so, the Von-Neumann entanglement entropy constructed from the Gaussian
reduced density matrix can be written as [42]
S(t) =
(√
w(t) +
1
2
)
ln
(√
w(t) +
1
2
)
−
(√
w(t)−
1
2
)
ln
(√
w(t)−
1
2
)
. (55)
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FIG. 3: The dash line shows the numerical result for G2(t) from the poles and cut contributions
with their expressions (See main text for details) by setting α = 1.4, Ω = 1.5, γM = 1.8, and
Tn+1Sn = 15. We also set ∆ =
γ
MΩ
α−2 = 2.2, which corresponds to the case of broad resonance.
The solid line is also for the evolution of G2(t) in the late times (t≫ 1/Ω) given by (54) with the
same parameters above.
where the time dependent function, w(t) is defined by the position and momentum uncer-
tainties and their cross correlation,
w(t) ≡ 〈qˆ2(t)〉〈pˆ2(t)〉 −
1
2
(
〈qˆ(t)pˆ(t) + pˆ(t)qˆ(t)〉
)2
. (56)
Thus in the Gaussian state, the entanglement entropy can be obtained by calculating these
three functions.
Using (36), the position uncertainty at time t can be expressed as
〈qˆ2(t)〉 = 〈qˆ2(t)〉I + 〈qˆ
2(t)〉F
〈qˆ2(t)〉I = G
2
1(t)〈qˆ
2(0)〉+ (G22(t)/M
2)〈pˆ2(0)〉+ (G1(t)G2(t)/M)〈qˆ(0)pˆ(0) + pˆ(0)qˆ(0)〉
〈qˆ2(t)〉F =
1
2M2
∫ t
0
dτ
∫ t
0
dτ ′G2(t− τ)G2(t− τ
′)〈
{
ηˆ(τ), ηˆ(τ ′)
}
〉 , (57)
where 〈qˆ2(t)〉I is the uncertainty due to the intrinsic quantum fluctuations of the mirror,
and thus depends on the initial position and momentum uncertainties. However 〈qˆ2(t)〉F
is the uncertainty induced by the environment and involves the two-point function of the
environment field. Using the late time expressions for G1(t) and G2(t) (t ≫ tn for narrow
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resonance and t ≫ tb for broad resonance) obtained in last section, the various terms in
〈qˆ2(t)〉I show the power-law relaxation:
G21(t)〈qˆ
2(0)〉 ∝ t−4−2α ,
(G22(t)/M
2)〈pˆ2(0)〉 ∝ t−2−2α ,
(G1(t)G2(t)/M)〈qˆ(0)pˆ(0) + pˆ(0)qˆ(0)〉 ∝ t
−3−2α . (58)
We will see in the following that 〈qˆ2(t)〉I depending on the initial conditions decay more
quickly at late times as comparing to 〈qˆ2(t)〉F due to the environment-induced uncertainty.
The term 〈qˆ2(t)〉F can be further expressed by 〈qˆ
2(∞)〉F , the saturated value, and 〈qˆ
2(t)〉F,asy
vanishing at t→∞ as
〈qˆ2(t)〉F =
1
2m2
∫ t
0
dτ
∫ t
0
dτ ′G2(t− τ)G2(t− τ
′)〈
{
η(τ), η(τ ′)
}
〉
=
2
m2
∫ ∞
0
dω
2π
GH(ω)
{[∫ ∞
0
dτ −
∫ ∞
t
dτ
]
G2(τ)e
−iωτ
[ ∫ ∞
0
dτ ′ −
∫ ∞
t
dτ ′
]
G2(τ
′)eiωτ
′
}
≡ 〈qˆ2(∞)〉F + 〈qˆ
2(t)〉F,asy , (59)
The saturated value is determined by GH(ω) in (20) and the Fourier transform of G2(t),
which can be obtained from G2(s) in (35) by substituting s = iω as
G2(ω) =
1
−ω2 + Ω2 + ReΣ(ω)/M + iImΣ(ω)/M
. (60)
The self-energy Σ(ω) is defined in (23) and for Ω≪ rzb we have,
ReΣ˜(ω) ≡ ReΣ(ω)/M ≃
γ
M
ωα cos
πα
2
, ImΣ˜(ω) ≡ ImΣ(ω)/M ≃
γ
M
ωα sin
πα
2
. (61)
Then we can write the saturation value as
〈qˆ2(∞)〉F =
2
M2
∫ zrzb
0
dω
2π
GH(ω)|G2(ω)|
2
=
2
M2
∫ zrzb
0
dω
2π
GH(ω)
[−ω2 + Ω2 + ReΣ˜(ω)]2 + [ImΣ˜(ω)]2
. (62)
The integral has a UV-cutoff at ωUV = zr
z
b . With the proper rescaling of x ≡
ω
zrzb
and
δ ≡ Ω
zrzb
, we first consider δ = 0 in the limit of Ω≪ rzb . Using the exact expression for Σ(ω)
in (23) and GH(ω) in (20), it is found that
〈qˆ2(∞)〉F,δ=0 =
r
z(1−α)
b
πTn+1Sn
∫ 1
0
dx
g(x)
|Bx2 + xf(x)|2
(63)
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where
f(x) =
H
(1)
α
2
−1(x)
H
(1)
α
2
(x)
, g(x) =
1
J2α
2
(x) + Y 2α
2
(x)
, B =
1
α− 2
−
zρnr
z(2−α)
b
Tn+1
. (64)
The above integrant goes like xα−4 for small x. The integral (63) converges for α > 3,
and thus 〈qˆ2(∞)〉F,δ=0 gives the leading result to the saturated value 〈qˆ
2(∞)〉F as δ → 0.
However, the integral (63) diverges for 1 < α < 3. By keeping δ finite but small, the main
contributions to the integral (62) come from the small x region, which can be approximated
by
〈qˆ2(∞)〉F ≃
πr
z(α−3)
b Tn+1
z2Sn2αρ2nΓ
2(α
2
)
Hα(δ) (65)
with
Hα(δ) ≡
∫ 1
0
dx
xα
(−x2 + δ2)2 + 2A cos(piα
2
)xα(−x2 + δ2) + A2x2α
(66)
and A =
piαTn+1r
z(α−2)
b
zρn
where the small ω expressions for GH(ω) and Σ(ω) have been applied.
Because Hα(δ) diverges as δ → 0 for 1 < α < 3, the small δ effectively sets the IR cutoff
for the integral in (66). We see that for 1 < α < 2, the IR cutoff is at x2αIR ≃ δ
4, giving
xIR ≃ δ
2/α, and for 2 < α < 3, x4IR ≃ δ
4, thus giving xIR ≃ δ. In the δ → 0 limit, the
different infrared behaviors of the integrand in (66) between two ranges of α are due to the
fact that the retarded Green’s function in (17) in the small ω expansion is dominated by
the mass term for 1 < α < 2 as a relevant operator in the IR limit, but the damping term
for 2 < α < 3 where the mass term becomes an irrelevant operator. So, the integral with
the divergent parts only can be estimated as
Hα(δ → 0) ∝


∫ 1
δ2/α
dx
xα
x2α
∝ δ
2
α
−2 , 1 < α < 2 ;
∫ 1
δ
dx
xα
x4
∝ δα−3 , 2 < α < 3
(67)
The different behaviors of the position uncertainty in the different ranges of α lead to distinct
saturated values of the entanglement entropy as we will see in the following.
At the late-time(t ≫ tn (t≫ tb) for narrow (broad) resonance), the time dependence of
the position uncertainty is mainly determined by the cut contributions to G2(t). Using (54)
and the small ω approximation for G2(ω) and GH(ω), we obtain the asymptotic power law
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behavior as
〈qˆ2(t)〉F,asy ≃ −
4
M2
∫ ∞
0
dω
2π
GH(ω) Re
[
G2(ω)
∫ ∞
t
G2(τ) e
iωτ
]
(68)
≈ −
2 sin(απ)Γ2(1 + α) sin2(piα
2
)
MΩπ(1 + 2α)
∆2(Ωt)−2α−1 . (69)
In Figs. (4) and (5), we numerically check the asymptotic behavior of 〈qˆ2(t)〉F,asy for the nar-
row and broad resonance cases respectively. This is done by using the small ω approximate
of GH in (21) and G2(ω) in (60). The numerics shows that the initial oscillation damps out
and afterwards the position uncertainty settles to the power law relaxation at a rate t−2α−1
as we find in (69). As compared with 〈q2(t)〉I in (58) , 〈q
2(t)〉F,asy dominates at late times,
and to sum up, we have
〈q2(t)〉 = 〈q2(∞)〉F −
2 sin(απ)Γ2(1 + α) sin2(piα
2
)
MΩπ(1 + 2α)
∆2(Ωt)−2α−1 +O((Ωt)−2α−2) . (70)
t
FIG. 4: The dots show the numerical calculation of 〈qˆ2(t)〉F,asy, using the small ω approximate
of GH in (21) and the G2(ω) in (60). The solid line shows the power law time dependence as we
find in Eq.(69). In the plots, 〈qˆ2(t)〉F,asy is in units of
2 sin(αpi)Γ(1+α) sin(piα
2
)∆2
MpiΩ2α
with the parameters
chosen as in Fig. 2 for narrow resonance.
Using the operator relation pˆ(t) = M d
dt
qˆ(t), the cross correlation between the position
and the momentum can be found by simply taking the time derivative of 〈qˆ2(t)〉, and at late
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tFIG. 5: The same numerical calculation as in Fig.4 with the parameters chosen for the broad
resonance as in Fig.3.
times, is given by
〈q(t)p(t) + p(t)q(t)〉 ≃
2
π
sin(απ)Γ2(1 + α) sin2(
πα
2
)∆2(Ωt)−2α−2 +O((Ωt)−2α−3) (71)
with the vanishing saturated value. Following the same derivation, the late-time behavior
of the momentum uncertainty is obtained as
〈pˆ2(t)〉 = m2G˙21(t)G1(t)〈qˆ
2(0)〉+ G˙22(t)〈pˆ
2(0)〉+MG˙1(t)G˙2(t)〈qˆ(0)pˆ(0) + pˆ(0)qˆ(0)〉
+
1
2
∫ t
0
dτ
∫ t
0
dτ ′G˙2(t− τ)G˙2(t− τ
′)〈
{
ηˆ(τ), ηˆ(τ ′)
}
〉
≃ 〈p2(∞)〉F −
2ΩM sin(απ)
π(3 + 2α)
Γ(1 + α)Γ(3 + α) sin2(
πα
2
)∆2(Ωt)−2α−3 +O((Ωt)−2α−4) .
(72)
where 〈pˆ2(∞)〉F turns out to be finite as δ → 0 for all α > 1 and is given by
〈pˆ2(∞)〉F,δ=0 =
M2z2r
z(3−α)
b
πTn+1Sn
∫ 1
0
dx
x2g(x)
|Bx2 + xf(x)|2
. (73)
Substituting (70),(71), and (72) into the definition of the w(t) function (56), we then obtain
the Von-Neumann entanglement entropy (55). We can similarly express the entanglement
entropy as the saturated term and the term vanishes as t→∞
S(t) = S(∞) + Sasy(t) . (74)
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To the leading order in the small-δ limit, the saturated value of the entanglement entropy
can be found from 〈qˆ2(∞)〉F in (63), (65) and 〈pˆ
2(∞)〉F in (73). We find that the saturated
entanglement entropy has three qualitatively different behaviors for the following different
ranges of α,
S(∞) ≃


(
1−
1
α
)
ln
(
rzb
Ω
)
, 1 < α < 2 ;
(
3
2
−
α
2
)
ln
(
rzb
Ω
)
, 2 < α < 3 ;
(√
W (α) +
1
2
)
ln
(√
W (α) +
1
2
)
−
(√
W (α)−
1
2
)
ln
(√
W (α)−
1
2
)
, α > 3
(75)
where
W (α) =
zρ2nr
2z(2−α)
b
π2T 2n+1
∫ 1
0
dx
g(x)
|Bx2 + xf(x)|2
∫ 1
0
dx
x2g(x)
|Bx2 + xf(x)|2
. (76)
Here W (α) is the function w(t → ∞) in the case α > 3. For α > 3, the saturated value
is finite and independent of the UV and IR cutoffs. In the unit that ρn ≃ L
−n−1, we find
W (α) ≃
( lp
L
)2z(α−1)( L
rb
)2z(α−2)
, which is naturally very small. W (α) could be of the order
one and consistent with the minimum uncertainty relation as L ∼ rb ∼ lp, but this leads
to the breakdown of the classical gravity limit. Quantum gravity effect seems to become
important for α > 3 and this deserves further study. Here we mainly focus on 1 < α < 3 but
α 6= 2 with the same range of α being considered in [21] in the case of the particle (n = 0).
The saturated value of the Von Newmann entropy can be considered as a measurement of
number of the degrees of freedom available to the system from the environment. Thus, for
1 < α < 2, our result indicates that the number of the effective degrees of freedom increases
with increasing α, while for 2 < α < 3, its number decreases with increasing α. The
maximum saturated entropy occurs when α approaches 2, namely z = n+2, which happens
as the mass term changes from an irrelevant operator for α < 2 to a relevant operator for
α > 2. This is one of the main results in this paper.
The asymptotic behavior of the entanglement entropy toward the saturation is determined
by 〈qˆ2(t)〉F,asy, which decays most slowly comparing to other terms in w(t) at the late time
with the behavior as
Sasy(t) ≃
〈qˆ2(t)〉F,asy
〈qˆ2(∞)〉F
= −
2 sin(απ)Γ2(1 + α) sin2(piα
2
)
mΩπ(1 + 2α)〈qˆ2(∞)〉F
∆2(Ωt)−2α−1 . (77)
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The entanglement entropy shows the power-law relaxation at the late time. Moreover, the
larger value of z and smaller value of n lead to smaller value of α and the smaller saturation
rate. This is consistent with the field theory picture, where the relaxation is due to the
energy flow from UV to IR degrees of freedom. The quantum critical theory in d− 1 spacial
dimension with the dispersion relation E ∝ kz for the effective excitations has density of
the states ρ(E) ∝ E−1+(d−1)/z [21]. Since we consider the probed n-dimensional mirror, the
effective density of the states probed by the mirror would be ρe(E) ∝ E
−1+n/z. Thus the
number of the modes decreases with the increase in z or the decrease in n, which leads to the
slower relaxation rate. This is a remarkable result. The proposed holographic model gives a
very natural explanation to the relaxation rate that certainly deserves an experimental test.
VI. COMPARISON WITH THE ENVIRONMENT OF RELATIVISTIC FREE
FIELD THEORY
The environment-induced effects on the system, for example, a point charge coupled to
quantized electromagnetic fields [48] and a 2-dimensional moving mirror in the environmental
quantum free fields [38] are to be summarized in this section in the paradigm of quantum
Brownian motion [4, 5, 43]. In the linear response approximation, the equation of motion of
either point charge or moving mirror can be cast into the Langevin equation in the form (30).
Then, the self-energy in general can be effectively expressed in terms of the spectral density,
J(ω) of the bath field denoted by the φ field as
Σφ(s) = −
2
π
∫ ∞
0
dωJ(ω)
ω
s2 + ω2
, (78)
where J(ω) ∝ ωβ. For example, a charged point particle coupled to the quantized electro-
magnetic field gives β = 3 and a 2-dimensional mirror moving in the medium of a relativistic
free scalar field corresponds to β = 5. The solution of the Langevin equation can similarly
be constructed from the fundamental solutions Gφ,1(t) and Gφ,2(t), obeying the homoge-
neous part of (30) with the initial conditions (32) and (33). The Laplace transforms of the
solutions are the same as the ones given by (35), with the self energy replaced by Σφ(s).
The inverse Laplace transforms depend on the analytical structure of Σφ(s). It can be seen
from (78) that the self-energy Σφ(s) can have a branch-cut along the imaginary s axis. The
real part and the imaginary part of Σφ(s) can be constructed by letting s = iω ± ǫ in (78)
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FIG. 6: The contour for the inverse Laplace transform used to compute Gφ,1(t) and Gφ,2(t) in a
bath of the relativistic free field. There exist the cuts but the poles are on other Riemann sheets.
where the resulting integral in the small ǫ limit is given by the principal value. Then we
have,
Σφ(s = iω ± ǫ) = ReΣφ(ω)± iImΣφ(ω) , (79)
for ω > 0 where
ReΣφ(ω) =
2
π
∫ Λ
ωth
dω′
J(ω′)ω′
ω2 − ω′2
, (80)
ImΣφ(ω) =
2
π
sgn(ω)
∫ Λ
ωth
dω′J(ω′)ω′δ(ω2 − ω′2) . (81)
Here we impose a threshold energy ωth and a UV-cutoff Λ in the definition of the self-energy.
The branch cut then splits into two segments (iωth, iΛ), and also (−iΛ,−iωth) (See Fig.(6)).
As the Brownian particle is trapped in a harmonic potential with the frequency Ω, the
location of the poles in the inverse Laplace transform can be found by solving the pole
equation similar to the one in (42). Following [43], it is convenient to define the renormalized
self-energy and frequency,
Σφ,R(s) = Σφ(s)− Σφ(0) ; Ω
2
R = Ω
2 + Σφ(0) . (82)
The subscript R will be omitted in the following discussion for simplifying the notations.
In the case that the interaction between the system and environment are weak and the
environmental fields are free such as in [38, 48], the positions of the poles can be determined
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perturbatively with the corrections from environmental fields. As Ω < ωth, the locations
of the poles, sp is on the imaginary axis, leading to the late time oscillatory behavior. As
ωth < Ω < Λ, the free particle pole is on the branch-cut, and as can be seen from (81), the
perturbative effects from the environment shift the free particle poles to the second Riemann
sheet, then becoming the resonances [43]. This gives a clear mechanism that the decay of
the system (a resonance) is due to the existence of the open channel that allows the energy
transfer to the environment from the system. Thus, as ωth < Ω < Λ, the inverse Laplace
transform can be carried out by evaluating on the branch cuts, which gives
Gφ,2(t) =
∫ Λ
0
dω
4 ImΣφ(ω)
[ω2 + Ω2 + ReΣφ(ω)]2 + [ImΣφ(ω)]2
sin(ωt) . (83)
This integral over the ω in the limit of the weak coupling between the system and bath
exhibits a Breit-Wigner feature of the narrow resonance. The width of the resonance is
determined by the imaginary part of the self-energy and its peak is located at the shifted
resonance frequency around Ω. For the intermediate times ( 1/Ω≪ t ∼ 1/Γφ), the real-time
of Gφ,2(t) can be approximated by
Gφ,2(t) ≃ Zφ cos[Ωφt+ θφ] e
−Γφt , (84)
where
Ωφ ≃ Ω +
ReΣφ(Ωφ)
2Ωφ
Γφ ≃
ZφImΣφ(Ωφ)
2Ωφ
. (85)
with Ω≫ Γφ obtained perturbatively. Moreover, the phase shift θφ and Zφ are
Zφ ≃
[
1−
∂ReΣφ(Ωφ)
∂Ω2φ
]−1
, θφ ≃ Zφ
∂ImΣφ(Ωφ)
∂Ω2φ
, (86)
which are all perturbatively small. Finally, in the much later time when t ≫ 1/Γφ, Gφ,2(t)
decays in a power law in time as 1/tβ+1 determined by the small ω behavior of the integrand
in (83) where the imaginary part of the self-energy is in (81) with the spectral density
J(ω) ∝ ωβ. The fundamental function Gφ,1(t) shows the similar relaxation behavior. So, in
the end, the entanglement entropy constructed from these fundamental functions Gφ1 and
Gφ,2 will also exhibits the power law relaxation toward the saturation.
As a comparison, the self-energy of the system with the effects from the strongly coupled
quantum critical fields shows the damping term of the form, ωα for non-integer α whereas
for a relativistic field theories the powers of ω in the damping term is an integer as expected.
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Although the positions of the cuts in a complex s plane are very different in both cases, at
late times the system relaxes in a power law with the inverse of the powers of time t due to the
cut contributions. In particular, the existence of the cuts on the imaginary part of the self-
energy for free relativistic fields can be explained by the energy transfer from the system
to the bath via creating quantum excitations of the environment. However for quantum
critical fields the cuts arise from the damping term with peculiar non-integer powers of ω
dependence, giving the relaxation rate that also can be realized as the energy flow to the
environment by counting the number of available modes of environmental quantum critical
fields.
Moreover, the holographic approach allows us to include the non-perturbative effects
from the environment. Thus, we find the complex-valued pole solutions for either broad
or narrow resonances. However, the effects from relativistic free fields for a weak coupling
between the system and the environment are treated perturbatively, giving a reliable result
only on the narrow resonance with relatively small corrections from the environment. They
all lead to the exponential decay in the intermediate time scales. To summarize, in both
cases, the effects of the environment fields on the system share the same feature that the
system decays exponentially from the initial state during the intermediate times given by
the width of the resonance, and turns to the power law relaxation determined by the small
ω behavior of the self-energy.
VII. SUMMARY AND OUTLOOK
The main goal of this work is to understand the time evolution of the entanglement
entropy between the d-dimensional strongly coupled quantum critical field with a dynamical
exponent z at zero temperature and a n-dimensional mirror using the method of holography.
The dual description is a n+1-dimensional probe brane moving in d+1-dimensional Lifshitz
geometry. The dynamics of the mirror can be realized from the motion of the brane at the
boundary of the bulk. The interaction between the system and the environment may result
in the loss of the information of the system, which can be measured by the von Neumann
entropy, S = −Trρr ln ρr, computed from the reduced density matrix ρr of the system. In the
linear response approximation, we construct the holographic influence functional by tracing
out the environment’s degrees of freedom. Then, the stochastic effective action with the
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noise term manifested from quantum fluctuations of the environment field is obtained, from
which the associated Heisenberg equations of the mirror with effects from the environment
are derived. We consider the environment at zero temperature, and prepare an initial
density matrix of the mirror trapped by a harmonic potential in its ground state. Two
sources of the averages need to be dealt with: one is the average over the intrinsic quantum
uncertainty of the mirror and the other is the stochastic average induced by the quantum
fluctuations of the environment. When turning on the interaction of the system and the
environment, the entanglement entropy between them in the linear response approximation
can be found straightforwardly from the position and the momentum uncertainties as well
as the expectation values of position-momentum cross correlations of the system by solving
the Heisenberg equations. The self-energy of the mirror due to the effect of the environment
not only gives the corrections to the poles but also shows the existence of the cuts in terms of
the Laplace transformed variable s. We find that for 1 < α < 3 but α 6= 2, the entanglement
entropy at the late times follows a power law relaxation at a rate 1/t2α+1 to the saturation,
due to the cut contributions. We also find that the saturated values of the entanglement
entropy show two qualitatively different behaviors in the regions 1 < α < 2 and 2 < α < 3.
Moreover its relaxation dynamics can be explained by counting the number of the modes of
the environments from the field theory perspective. We then compare with the system in the
bath of relativistic free fields. The relaxation dynamics of the entanglement entropy in that
case follows the similar power-law relaxation at the late times, where the existence of the
cut has a clear explanation from the transfer of energy from the system to the environment.
The immediate extension of our work is to study the dynamics of relaxation and ther-
malization of the mirror coupled to quantum critical fields at finite temperature. Another
extension of the current work is to consider two quantum systems coupled to one strongly
coupled quantum field. In particular, we may explore the development of their quantum en-
tanglement through the interaction with the common environment field. On the one hand,
the environmental effects will induce quantum decoherence and disentanglement. On the
other hand, the environment as suitably prepared or attuned to, can also assist in maintain-
ing or even generating entanglement. To do so, one needs to extend the current holographic
setup to include two objects moving in the asymptotic Lifshitz background.
Additionally, it will be of interest to compare our results with the time dependent en-
tanglement entropy obtained based upon Ryu-Takayanagi conjecture [29, 30]. In [31] and
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[32], the relaxation of the entanglement entropy between two geometric regions in strongly
coupled fields with z = 1 was studied by preparing a non-stationary initial state and ap-
plying a global quench respectively. Their results show generic power law relaxation in the
late times, although the detailed relaxation rate may depend on the shape of the regions.
In their studies, the entanglement entropy saturates at some finite times, also determined
by the geometry of the regions. In our case, the entanglement entropy shows the similar
power law relaxation, but it saturates asymptotically as the time goes to t → ∞ instead.
This may due to the fact that the perturbation in their cases is a global quench, whereas in
our case the perturbation is local so it takes infinite time to establish the entanglement to
the whole environment. The environment fields in their case are for quantum critical field
with z = 1 (α is integer-valued) and also in finite temperature. It will be interesting to
extend our study to those cases and make the comparison. Moreover, in [49], they studied
the global quench in the Lifshitz background that extended the work in [32]. They found
that in the case that the entanglement boundary is a sphere, the late time saturation rate
of the entanglement entropy is independent of z, but the early time power-law growth has
the similar dependence on α = 1 + 2
z
as in our case with local perturbation. The detailed
comparison deserves further study.
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VIII. BRIEF SUMMARY OF THE HOLOGRAPHIC INFLUENCE FUNC-
TIONAL METHOD
Consider the Lifshitz black hole background with the metric
ds2 = −r2zf(r)dt2 +
dr2
f(r)r2
+ r2dxidxi , (87)
where f(r) → 1 for r → ∞ and f(r) ≃ c(r − rh) near the black brane horizon rh with
c = (d+ z − 1)/rh. With the same notations and assumptions as in the main text, the DBI
action for the n+1-dimensional probe brane in the Lifshitz black hole for small perturbation
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XI around the stationary configuration is given by
STDBI ≈ constant−
Tn+1
2
∫
dr dt dx1 dx2 ... dxn
(
rz+n+3f(r)X ′IX ′I −
X˙IX˙I
f(r)rz−n−1
)
. (88)
The equation of motion for XI ’s in the Fourier space, XIω(r)e
−iωt can then be derived as
follows
∂
∂r
(
rz+n+3f(r)
∂
∂r
XIω(r)
)
+
ω2
rz−n−1f(r)
XIω(r) = 0 . (89)
The solution can be expressed in terms of two linearly independent solutions with the prop-
erties Xω(r) ∝
r→rh
e+iωr∗ and X ∗ω(r) ∝r→rh
e−iωr∗ , where r∗ =
∫
drf(r)−1r−z−1, and the normal-
ization condition Xω(rb) = 1. Since the different components of X
I
ω are decoupled in the
linearized equation of motion, we may just focus on one of the directions XI and denote
it by Q(t, r). As described in the main text we introduce Q+(t, r1) and Q
−(t, r2), which
correspond to the branes living in two outside regions in the maximally extended Lifshitz
black hole geometry. Following [11], which is consistent with [40, 41], Q±(ω, r) are then
uniquely determined with extra boundary conditions
q±(t) = Q±(t, rb) , (90)
to be
Q+(ω, r1) =
1
1− e−
ω
T
[
(q−(ω)− e−
ω
T q+(ω))Xω(r1) + (q
+(ω)− q−(ω))X ∗ω(r1)
]
,
Q−(ω, r2) =
1
1− e−
ω
T
[
(q−(ω)− e−
ω
T q+(ω))Xω(r1) + e
− ω
T (q+(ω)− q−(ω))X ∗ω(r1)
]
.(91)
where q±(ω) is the Fourier transform of q±(t), which will be identified with the mirror’s
position in the close-time-path formalism. This solution is then substituted into the classical
action, we then obtain the holographic influence functional
F (q+, q−) = Son−shellDBI (Q
+)− Son−shellDBI (Q
−)
= −Tn+1Snr
z+n+3
b
∫
dω
2π
(
Q+(−ω, rb)∂rQ
+(ω, rb)−Q
−(−ω, rb)∂rQ
−(ω, rb)
)
= −
∫
dω
2π
{
q+(−ω)
[
iReGR(ω)− (1 + 2nω) ImGR(ω)
]
q−(ω)
+ q−(−ω)
[
−iReGR(ω)− (1 + 2nω) ImGR(ω)
]
q−(ω)
− q+(−ω)
[
−2nω e
ω
2T ImGR(ω)
]
q−(ω)
− q−(−ω)
[
−2(1 + nω) e
− ω
2T ImGR(ω)
]
q+(ω)
}
, (92)
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where Sn is mirror’s volume and G
(T )
R (ω) = Tn+1Snr
z+n+3
b X−ω(rb)∂rXω(rb) is the retarded
Green function at the finite temperature T , as can be seen from (6) and (8). In the zero
temperature limit, there is an exact expression for the solution in (89), satisfying the desired
boudnary conditions,
Xω(r) =
r
z+n+2
2
b
r
z+n+2
2
H
(1)
n+2
2z
+ 1
2
( ω
zrz
)
H
(1)
n+2
2z
+ 1
2
( ω
zrzb
)
. (93)
Hence the zero-temperature retarded Green’s function for ω > 0 can be found to be,
GR(ω) = −Tn+1Sn ω r
n+2
b
H
(1)
n+2
2z
− 1
2
( ω
zrzb
)
H
(1)
n+2
2z
+ 1
2
( ω
zrzb
)
. (94)
The zero-temperature Hadamard function for ω > 0 can also be found using (6) and (8),
GH(ω) =
2z
π
rn+2+zb
Tn+1Sn
J2n+2
2z
+ 1
2
( ω
zrzb
) + Y 2n+2
2z
+ 1
2
( ω
zrzb
)
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