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4 Modeling geo-dependent attitudes with spatial factor analysis: 
An application to financial planning 
 
Abstract 
Spatial variation in attitudes plays an important role in decisions on geographical marketing 
efforts, such as targeting of direct mail campaigns and scheduling of sales representatives. For 
example, for financial service companies, it is important to schedule their financial planners 
across servable geographical regions based on the spatial heterogeneity in attitudes towards 
financial products. However, studying these attitudes is difficult because they are latent in nature 
and may be spatially correlated. To address these challenges, we propose a new factor analytic 
model which allows extracting spatially correlated latent factors. The model is implemented in a 
Bayesian framework. We propose a procedure for spatial scheduling of financial planners based 
on the model results. In an empirical study on consumer attitudes in the financial domain, we 
illustrate model applicability. In particular, we show that attitudes related to risk taking and 
loyalty are spatially correlated, which is used for improved assignment of financial planners to 
regions. Finally, we discuss managerial implications and areas for future research. 
 
Key words: attitudes, financial planning, sales force optimization, spatial models, Bayesian 
inference, factor analysis 
Reference: Stakhovych, S., T. H. A. Bijmolt and M. Wedel (2010), "Modeling geo-dependent 
attitudes with spatial factor analysis: An application to financial planning," In Preparation. 
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4.1 Introduction 
In this paper, we develop a confirmatory factor model to identify spatially correlated 
attitudes. In our empirical application, we illustrate this model to the analysis of consumer 
attitudes towards financial services. Planning and management of financial issues is a complex 
matter for many consumers (Van Rooij, Kool, and Prast 2007). They have to account for future 
incomes and expenditures, which depend on numerous factors, and have to make choices 
between a wide range of available services. Furthermore, consumers differ considerably in 
knowledge of and experience with various financial products, willingness to take financial risks, 
etc., and as a result hold different attitudes towards financial services. Financial planners, both 
independent consultants and employees of financial service companies, provide services in this 
market by advising consumers and create personal financial plans. Typically, these financial 
planners service particular geographical regions and may visit the customers at home, which 
better enables them to customize their services to the customer’s individual needs. In recent 
years, financial planners have become more customer-oriented and have started to use marketing 
insights to tailor to their individual customer attitudes, risk perceptions, etc. (e.g. Pompian 2008). 
A financial service company, before assigning financial planners to certain geographical 
regions, therefore, must understand how consumers think about key issues in the financial 
domain and how this varies across regions. A study by the Financial Planning Association 
(2008), conducted in an effort to better understand how consumers perceive financial planning, 
concluded that 42% of consumers would prefer to search a financial planner by his/her service 
specialty and more than 27% would prefer to search by his/her location. Hence, both 
specialization and location play a crucial role in the relationship between financial planners and 
their customers. 
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It has been well established that consumer attitudes and preferences are heterogeneous 
and are correlated across geographical regions. For instance, Ter Hofstede et al. (2002) show that 
attitudes towards food products can be grouped into spatially contiguous regions. Yang and 
Allenby (2003) illustrate that preferences for Japanese-made cars are related to geographically 
and demographically defined networks. Mittal et al. (2004) show how addressing spatial aspects 
of satisfaction can improve management’s ability to implement programs aimed at enhancing 
service quality. Finally, Jank and Kannan (2005) illustrate how spatial modeling of choices of 
online customers across geographical markets yields better marketing decisions on a product mix 
and pricing by an online book publisher. In addition, the unobserved retail behavior was shown 
to have a spatial dependence as well (Bronnenberg and Mahajan 2001). 
Consumer attitudes towards financial products are likely not evenly distributed across 
space, for reasons similar to the issues mentioned above. Underlying latent factors capturing 
these attitudes could be spatially correlated. The example is an attitude towards home insurance 
in certain region which may be determined by the level of hazards like floods, fires or 
earthquakes in this or neighboring regions. Therefore, risk aversion in this region is very likely to 
depend on the risk aversion in the neighboring ones. 
The factor models that are available to measure consumer attitudes do not account for 
spatial correlation. The current paper therefore utilizes the benefits of spatial modeling (Bradlow 
et al. 2005; Bronnenberg 2005) to help financial institutions to allocate their financial planners 
more optimally. In particular, we develop a spatial factor analytic model (Stakhovych, Bijmolt, 
and Wedel 2010a) which allows one to extract latent spatially dependent attitudes towards 
financial products and services. We develop a confirmatory factor model to assess these 
attitudes, allow them to be impacted by exogenous variables, and introduce a spatial component 
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which is needed, because, as we will show, ignoring spatial dependency among these factors will 
lead to biased estimates and wrong decisions. 
The paper is structured in the following way. Section 4.2 provides the proposed model. In 
Section 4.3 we investigate the consequences of ignoring spatial dependency and the performance 
of the model on synthetic data. Section 4.4 is devoted to application of the model to real data and 
Section 4.5 to the problem of optimal allocation of financial planners across spatial regions. 
Finally, in Section 4.6 we provide conclusions and managerial implications together with 
limitations and directions for further research. 
4.2 Methodology 
The basis for the proposed factor analytic model was built on the work of Ansari, Jedidi, 
and Dube (2002), and Stakhovych, Bijmolt, and Wedel (2010a), who develop Bayesian 
confirmatory factor models. In this paper we extend these approaches by developing a spatial 
confirmatory factor model in which we introduce exogenous covariates which can influence the 
factor means and adapting the model with a cutoff point formulation to accommodate the 
discrete measurement scale. 
4.2.1 Model specification 
Every subject 1 ij J   from region 1i I   responds ijx  to K  ( 1k K  ) items on a 
rating scale with H  ordered categories. These scales are very common in marketing and other 
social science applications. We assume that the observed response ijkx  is driven by a latent 
variable ijky  where the response ijkx h  is observed if ijky is located between two cut-points: 
1iff for 1  and 1ijk h ijk hx h c y c k K h H       (4.1) 
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The cut-points are ordered, i.e. 1h hc c  , and the first and last cut-points are fixed to 0c    and 
Hc    for identification. All other 1H   cut-points ( 1 1Hc c  ) are freely estimated, based on 
the available data. 
The probability of the ordinal response then is: 
1






p x h f y dy k K h H

       (4.2) 
where f  is a probability density function of ijky . 
Now, the latent continuous variable ijy  is modeled as follows. 
 ij ij ij  y ξ ε  (4.3) 
 ~ ( , I )ij K KNε 0  (4.4) 
 ~ ( , )ij L i iN ξ ν  (4.5) 
 vec(V) ( W)vec(V) vec(Z ) vec(U)     (4.6) 
 1V ( )i I  ν ν ν   (4.7) 
  1 1Z Z Z Zl l L L  β β β   (4.8) 
 vec(U) ~ ( , I )IL IL IN 0  (4.9) 
Equation (4.3) represents a classical factor analytic model, where ijy  is a K  ( 1k K  ) 
dimensional vector of observed values transformed to continuous scale. These values reflect 
certain latent attitudes of interest in region 1i I   for person 1 ij J  . The variation in 
variables ijy  ( 1K  ) can be explained by L  ( 1l L  ) heterogeneous and spatially dependent 
latent factors ijξ  ( 1L ). These latent factors are mapped to the observed variables by a K L  
factor loadings matrix  , which is assumed to be homogeneous across all regions. Finally, ijε  
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are the K -variate measurement errors (Equation (4.4)), which are assumed to be standard 
normally distributed ( , I )K K KN 0 . We fix the covariance matrix of the error terms to an identity 
matrix as part of our identification constraints, which enables us to estimate all 1H   cut-points 
( 1 1Hc c  ). Alternatively, we might fix one of the cut-points to a predetermined value and 
estimate the covariance matrix. However, we prefer to pursue the former approach, as arbitrarily 
fixing the cut-point may introduce distortions to the mapping of ijx  to ijy . 
The latent factor scores ijξ  are assumed to be normally distributed ( , )L i iN ν  with L -
variate means iν  ( 1L ) and L L  positive definite covariance matrix i  (Equation (4.5)). In a 
standard factor model the factor means iν  are assumed to be independent. We in addition 
introduce the influence of exogenous covariates on factor means together with spatial 
dependency. 
Let the factor means iν  across all I  regions form the I L matrix 1V ( )i I  ν ν ν   
(Equation (4.7)). This matrix is partitioned into L  vectors Vl  ( 1I  ), such that Vl  is l-th column 






















Finally, every vector Vl  is assumed to have the following structure: 
V WV Z Ul l l l l l  β , (4.11) 
where Zl  is an lI R  matrix of explanatory variables; lβ  is an 1lR   vector of regression 
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coefficients; l  is a spatial dependency parameter, W  is an I I  spatial weights matrix, and Ul  
is an 1I   vector of error terms. Thus, the part of our confirmatory factor model in equation 
(4.11) consists of a sub-model in which the latent factor means are: a) spatially correlated across 
regions via the structure WVl l  (Anselin 1988); b) a function of region-specific explanatory 
variables Zl . 
To derive Equation (4.6) we stack all Vl  into one vector of size 1IL  such that 
1vec(V) (V V V )l L   , which allows us to write the regression in a compact way: 
vec(V) ( W)vec(V) vec(Z ) vec(U)    , where   is an L L  diagonal matrix with spatial 
correlation parameters l  on its diagonal,   is a Kroneker product, and 
 1 1Z Z Z Zl l L L  β β β   is an I L  matrix (Equation (4.8)). The vector of error terms vec(U)  
is assumed to have a multivariate normal distribution vec(U) ~ ( , I )IL IL IN 0  with zero means 
IL0  and IL IL  covariance matrix II , where   is an L L  covariance matrix between 
vectors Ul , 1l L   (Equation (4.9)). For example, for two factors ( 2L  ), Equation (4.6) will 
look as follows: 
1 1 1 1 11
22 2 2 2 2
V V Z UW 0
0 WV V Z U


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4.2.2 Model estimation and inference 
We estimate the model in Bayesian way by using Markov Chain Monte Carlo (MCMC) 
methods involving data augmentation, Gibbs sampling and Metropolis-Hastings steps to generate 
random draws for the following set of variables which are also presented on a directed graph in 
Figure 4.1. 
 { },{ }, ,{ },V,{ },{ },R , ,ij h ij l ic    y ξ β  (4.13) 
 
 
Figure 4.1. Conditional dependency among model’s parameters 
(solid lines emanate from random variables, dashed from fixed parameters) 
 
Each iteration of the MCMC sampler involves sequentially sampling from the full 
conditional distributions associated with each block of parameters. The choice of priors is 
discussed in Section 4.2.3. The simulation steps involved in each iteration of the MCMC chain 
are presented in Appendix C, while the detailed derivations of posterior distributions can be 
found in Appendix D. 


















H l  
{ }hc  S
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A general factor analytic model suffers from location, scale and rotation indeterminacy 
(Wedel and Kamakura 2001). We solve these indeterminacies by imposing certain identification 
constraints such as fixing the average of factor scores means across regions to zero, fixing at 
least one of the elements in every column of   to one, and fixing some of the elements of   to 
zeros. 
4.2.3 Likelihood and priors 
The unknown parameters in the model are: 
 ,{ }, ,{ }, R ,h lc    π β  (4.14) 
We define the distribution of π as a product of its elements, i.e. 
( ) ( ) ({ }) ( ) ({ }) (R ) ( )h lp p p c p p p p        π β  (4.15) 
The likelihood of the model can be recovered from the graph in Figure 4.1 and is defined as: 
({ } | ) ({ }|{ },{ }) ({ } | ,{ }) ({ }|{ },{ })
({ }| , ,{ }) ({ }| R )
ij ij ij h ij ij ij i i
i l i
p p c p p
p p 
     
   
x π x y y ξ ξ ν
ν β  (4.16) 
where,  { },{ }, V,{ }ij ij iy ξ  are variables produced in an augmentation step. 
The distribution of ({ } |{ },{ }) ({ } | ,{ })ij ij h ij ijp c p x y y ξ  can be recovered from 
combining (4.2) and (4.3): 
 1
1 1 1




ijk h ij x k ij x k ij
i j k
p x h c c c 
  
      ξ λ ξ λ ξ  (4.17) 
where   is the cdf of the standard normal distribution and kλ  is a -thk  row of matrix  . 
The distribution of other variables from Equation (4.16) are discussed below together 
with the discussion of priors. 
The prior of the regression parameters lβ  is multivariate normal ( , H )Rl l lN g . To ensure a 
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diffuse prior the means lg  can be set to zero and the covariance matrix Hl  to a matrix with large 
diagonal values. The prior for lβ  is ( ) ( ,100 I )l Rl Rl Rlp Nβ 0 . The factor loadings matrix   has 
independent multivariate normal priors over each row of the matrix 
( ) ( , H ) ( ,100I )k L k k L L Lp N N λ g 0 . The prior over   then is a product of the independent 
priors associated with the K  rows. 
We assume the region specific factor precision matrices 1i
  to follow a Wishart 
distribution ( , R )W   . The shape parameter   is fixed to the size of the matrix plus one, i.e. 
1L  . To facilitate further analysis we set a conjugate prior for the inverse of scale parameter, i.e. 
1 1R ( , ( S ) )W        with 1L    and S IL  , such that 1E[ R ] IL  . The covariance 
matrix 1  has a similar Wishart prior 1 1( , ( S ) )W        with 1L     and S 0.001IL  . 
The spatial parameters l  have a uniform prior over the interval  min max1 ,1  , where 
min  and max  are the minimum and the maximum eigenvalues of W . This interval ensures the 
invertability of (I W)I l . For the row-normalized first-order contiguity weights matrix W used 
in this paper these values are min 0.667    and max 1  , such that  1.5,1l U  . Finally, the 
prior distribution for the cut-points is conditionally uniform, i.e. given 1hc   and 1hc  , the 
conditional distribution of hc  is uniform 1 1( , )h h hc U c c   for 1 1h H  . 
4.2.4 Model comparison 
Two alternative model specifications, for example with and without spatial component, 
can be compared by evaluation of the marginal likelihoods. The basic idea is to compute the 
marginal likelihood which is a normalizing constant of the posterior density: 
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( | ) ( )( )
( | )
fm 
y θ θy θ y , (4.18) 
or in computationally convenient logarithmic form: 
* * *ˆ ˆln ( ) ln ( | ) ln ( ) ln ( | )m f    y y θ θ θ y , (4.19) 
where, ˆln ( )m y  is estimated log-marginal likelihood; *ln ( | )f y θ  and *ln ( ) θ  are the log-
likelihood and log-prior evaluated at a high density point *θ of the parameter space; and, 
*ln ( | ) θ y  is estimated log-posterior. The main challenge is to estimate the log-posterior. 
Several methods are available that have some associated drawbacks. We prefer to use the method 
of Chib (1995) and Chib and Jeliazkov (2001), which performs well for the purpose of 
computing the marginal likelihood. 
4.3 Model evaluation 
4.3.1 Consequences of ignoring spatial dependency 
It can be shown that ignoring spatial dependency, which amounts to estimating the model 
specified above with the spatial parameters { }l  set to zero, will lead to certain distortions in 
parameters, depending on the level of hierarchy. In our model, the largest impact is on the 
parameters { }lβ  and  , less impact is on the parameters V , while the smallest impact is on the 
parameters  { }, ,{ }ij hcξ . In other words, the closer the parameter to the root of the parameter 
hierarchy in Figure 4.1, the less distortion there is. The determining factor is which part of the 
full conditional posterior distribution contains the spatial parameter. If the likelihood contains the 
spatial parameter, then the bias and loss in efficiency are substantial, as for { }lβ  and  . If the 
prior contains the spatial parameter, as for V , then its misspecification has less impact on 
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posterior, because the likelihood contribution will overwhelm the prior, as is the case for the 
parameters  { }, ,{ }ij hcξ  for which the impact is smallest. 
For the key regression parameters, lβ , the influence of ignoring spatial dependence can 
be easily seen. The full conditional distribution of lβ  is multivariate normal: 
ˆ ˆ( | ) ( , V )l I l lp N  β β , where 1 1 1 1 1Vˆ Z B S B Z Hl l l l l l         and  1 1 1ˆ Vˆ Z B S V Hl l l l l l      β g ; 
B I Wl I l  , 1, , , ,S S S S Sl l l l l l l l l      and 1 1S (B I B)I      . If the parameter l  is set to 
zero, then B Il I  instead of B I Wl I l  , which introduces bias and loss of efficiency in the 
estimate of lβ . 
For the inverse of covariance matrix  , the effect of ignoring spatial dependence is also 
clear. It has a Wishart full conditional posterior distribution: 1 ˆˆ( | ) ( , R )p W      , where 
ˆ I    , 
1
1
Rˆ = D SI ii 

  
   ;   D = Bvec(V ) vec(Z ) Bvec(V ) vec(Z )        and 
B I WLI   . Setting the parameters { }l l  to zeros will introduce bias and inefficiency 
through B, which in this case becomes B ILI  instead of B I WLI   . 
4.3.2 Assessment on synthetic data 
In this section we investigate the effects of ignoring spatial dependency in a simulation 
study. We assess the performance of the proposed model and the consequences of ignoring 
spatial dependency on synthetic data. In line with the empirical application below, we use a map 
of the Netherlands with its division into 90 zip-2 level regions. Each of the 90 regions provides 
40 observations with 6 items on a scale with 5 ordered categories. The weights matrix W is of 
first order contingency (Stakhovych and Bijmolt 2009). The parameter values used for 
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generating the synthetic data are provided in Tables 4.1 and 4.2 below. The explanatory variables 
Zl  are drawn from the uniform distribution U(–2,2). 
We compare two models. The first model is defined in equations (4.1) to (4.9) and takes 
spatial dependency into account. The second model ignores spatial dependency, which is 
achieved by fixing the spatial parameters l  to zero in (4.6). For specification of the model with 
spatial dependency across factor means we obtained the value of 8,756  for the marginal log 
likelihood, and for the specification which ignores it 8,945 . As the first specification gives 
higher value of log-marginal likelihood, it means that the specification with the spatial 
dependence is superior, as it should be. 
 
Table 4.1. Estimates of  , hc , and E( )i  for models with and without spatial dependence 
Parameter True value Spatial dependence No spatial dependence median 95% interval median 95% interval 
21  0.8 0.799 (0.760, 0.840) 0.801 (0.762, 0.840) 
31  0.6 0.605 (0.574, 0.635) 0.606 (0.575, 0.636) 
51  0.0 -0.021 (-0.044, 0.002) -0.023 (-0.046, 0.002) 
61  0.0 0.001 (-0.018, 0.021) -0.001 (-0.020, 0.019) 
22  0.0 0.003 (-0.023, 0.030) 0.003 (-0.023, 0.027) 
32  0.0 0.006 (-0.016, 0.029) 0.006 (-0.016, 0.029) 
52  0.8 0.804 (0.761, 0.845) 0.802 (0.762, 0.844) 
62  0.6 0.580 (0.547, 0.613) 0.581 (0.549, 0.615) 
1c  -1.5 -1.484 (-1.522, -1.445) -1.474 (-1.512, -1.436) 
2c  -0.5 -0.497 (-0.529, -0.464) -0.487 (-0.520, -0.455) 
3c  0.5 0.495 (0.462, 0.529) 0.506 (0.474, 0.538) 
4c  1.5 1.490 (1.451, 1.529) 1.501 (1.463, 1.540) 
11E( )  1.0 0.993 (0.849, 1.161) 0.992 (0.852, 1.155) 
12E( )  0.2 0.191 (0.117, 0.269) 0.193 (0.120, 0.271) 
22E( )  1.0 1.030 (0.885, 1.192) 1.032 (0.883, 1.189) 
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Table 4.1 contains the true values and the posterior medians and 95% credible intervals 
of  , hc  and E( )i . In all cases, the posterior median is very close to the true value, and the 
95% credible interval includes the true value. Hence, both models recover factor loadings  , 
cut-points hc , factor scores ijξ , and the factor scores’ covariance matrix E( )i  very well and 
with great precision. 
The true values and estimates of parameters l , lβ  and   are presented in Table 4.2. In 
line with expectations formulated in the previous subsection, such parameters as the regression 
coefficients lβ  and the covariance matrix   are biased and inefficient if spatial dependency is 
ignored. Importantly, the higher the level of spatial dependency is, the more severe the bias and 
inefficiency in case of misspecification. 
 
Table 4.2. Parameter estimates of l , lβ  and   for both models 
 with and without spatial component 
Parameter True value Spatial dependence No spatial dependence median 95% interval median 95% interval 
1  0.3 0.313 (0.182, 0.432) - - 
2  0.7 0.705 (0.546, 0.830) - - 
11  0.5 0.452 (0.316, 0.654) 0.565 (0.394, 0.815) 
12  0.2 0.188 (0.077, 0.333) 0.179 (0.014, 0.396) 
22  0.5 0.481 (0.342, 0.713) 0.999 (0.720, 1.412) 
1,1  0.5 0.528 (0.406, 0.653) 0.556 (0.418, 0.705) 
1,2  1.0 1.052 (0.917, 1.186) 1.115 (0.963, 1.256) 
2,1  0.3 0.288 (0.160, 0.421) 0.250 (0.059, 0.441) 
2,2  0.6 0.596 (0.456, 0.741) 0.754 (0.556, 0.956) 
 
Inspection of the true and recovered factor means V across regions shows that both 
models recover the true structure very well. As expected, regarding the factor means, V , 
ignoring spatial dependency introduces a very small bias, but makes the estimates less efficient. 
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Comparison across latent factors shows that the stronger the spatial dependency is, the better the 
true model recovers the factor means. 
Due to the fact that we are interested most of all in the parameters lβ , l  and Vl , the 
above analyses show that the model that ignores spatial dependency is inferior to the one that 
takes the spatial dependency into account. The parameters lβ  can help us to understand how 
region-specific attributes influence the factor means. Also, knowing the spatial parameters will 
allow predicting factor means and factor scores in regions without observations. Finally, the 
factor means themselves are of use to derive region-specific policies. 
4.4 Application: Financial attitudes 
4.4.1 Data 
To study consumer attitudes in the financial domain, the Dutch division of the 
international market research company Growth from Knowledge (GfK) provided a database 
consisting of a representative sample of 3,959 Dutch households from the year 2000. In face-to-
face interviews the respondents were asked to answer questions measuring financial attitudes on 
scales from 1-5 (from ‘completely disagree’ to ‘completely agree’). The data also contains the 
location of each household on zip-2 level, with a total number of regions that equals 90. To 
assess the scale of the map and the regions, the land area of the Netherlands is somewhat larger 
(16,000 square miles) than that of Maryland (12,400 square miles) in the United States, with the 
zip-2 level regions being comparable to counties. 
We apply the model presented in Section 4.2, both with and without spatial dependence, 
to retrieve three latent factors measured in the study: importance of personal advice, loyalty to 
financial service providers, and risk aversion. We employ confirmatory factor analysis for these 
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latent constructs. In the questionnaire there are 10 questions that measured these factors: 4 of 
them are related to advice, 3 to loyalty and 3 to risk aversion (the items are shown below in 
Table 4.6). 
As region-specific covariates Z  we use the following variables: the average size of the 
households in the region, distribution of average income in the region (low, middle, high) and 
distribution of average education level of households’ heads (low, middle, high). These are 
covariates that are relevant for predicting attitudes to financial instruments and for making 
decisions on financial planning (Euwals, Eymann, and Börsch-Supan 2004; Keller and Siegrist 
2006). 
4.4.2 Results 
First, we examine the need for accounting for spatial dependence. Therefore, we compare 
two alternative specifications, namely with and without a spatial component. The marginal 
likelihood for the specification with spatial components equals 20,830 , while the marginal 
likelihood for alternative specification which ignores spatial component equals 20,927 . The 
first specification produces a higher value of marginal likelihood, and, therefore, provides a 
superior description of the data. Hence, below we report the parameter estimates for the model 
with spatial dependence. 
The estimates show that there is an evidence of spatial correlation across factor means for 
two factors. Table 4.3 presents the estimates of the spatial correlation parameters. The 95% 
posterior credible interval of the spatial correlation parameter for the personal advice factor 
contains zero. Hence, we cannot infer that there is a significant spatial dependency between 
regions for this factor. However, there is a strong spatial dependency for loyalty 0.419loyalty   
and risk aversion . 0.522risk av   (the 95% posterior credible intervals for these parameters do not 
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contain zero). Loyalty and risk perceptions are some of the most prevalent and extensively 
studied factors in finance and financial planning (among others, Dick and Basu 1994; Auh et al. 
2007; Roig, Garcia, and Tena 2009; Holtgrave and Weber 1993; Diacon and Ennew 2001; 
Duxbury and Summers 2004), and to our knowledge a (strong) spatial correlation of consumers’ 
loyalty and attitudes toward risk has not been previously documented. 
 
Table 4.3. Estimates of spatial parameters 
Factor Parameter median 95% interval 
Personal advice advice  0.279 (-0.096, 0.585) 
Loyalty loyalty  0.419** (0.046, 0.705) 
Risk aversion .risk av  0.522** (0.135, 0.784) 
** significant (95% posterior interval does not contain zero) 
 
Analysis of the mean of the factor scores’ covariance matrices E( )i  shows that there is 
some covariance between the three factors (Table 4.4). However, the factor means iν  are not 
correlated, i.e. the off-diagonal elements of the matrix are insignificant (Table 4.5). It suggests 
that the proposed factors have a high level of discriminant validity. 
 
Table 4.4. Estimates of factor scores’ covariance matrices E( )i  
 Personal advice Loyalty Risk aversion 
Personal advice 0.192 




(0.557, 0.787)  






** significant (95% posterior interval does not contain zero) 
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Table 4.5. Estimates of factor means’ covariance matrix   
 Personal advice Loyalty Risk aversion 
Personal advice 0.054 




(0.033, 0.120)  






# not significant (95% posterior interval contains zero) 
 
Table 4.6 reports the estimates of free factor loadings. All factor loadings have 
meaningful interpretations and have the expected signs. For example, item 9 measures risk 
aversion and is positive in sign, while item 8, which captures risk seeking behavior, has a 
negative sign. For none of the estimates does the posterior interval cover zero, which points to a 
strong factor structure. 
 
Table 4.6. Estimates of factor loadings 
 Item Factor 
  Importance of advice 
1 It is nice to be a customer of a bank or insurance company 
where you can get an advice 
0.291 (0.186, 0.401) 
2 The service that bank offers is very important for me 0.250 (0.149, 0.358) 
3 It is nice to be a customer of a bank where you know people 0.709 (0.580, 0.846) 
4 Generally I allow the financial expert to give an advice 
regarding my finances 
1 
  Loyalty 
5 It does not matter for me which bank I’m a customer of 1 
6 I can easily switch my insurance company 0.571 (0.498, 0.645) 
7 I do not want to change my bank often -0.587 (-0.665, -0.512) 
  Risk aversion 
8 When you invest it’s fine if there is a risk -0.308 (-0.379, -0.242) 
9 I try to avoid financial risk as much as possible 0.300 (0.243, 0.358) 
10 I never invest in high-risk financial instruments 1 
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We obtain the following estimates for the cut-points: 1 -1.937c   (-1.971, -1.904), 
2 -0.768c   (-0.787, -0.746), 3 -0.277c   (-0.297, -0.256), 4 1.228c   (1.195, 1.262). It is of 
interest to note that the first and last cut-points have fairly large values, indicating that extreme 
(1 or 5) responses on the scales are relatively rare. 
As for the region-specific covariates Z , we used the same variables to predict the factor 
means for all three factors. The estimates are presented in Table 4.7. In addition, we also present 
the estimates for a model that ignores spatial dependence in order to demonstrate the differences 
in estimates. 
 
Table 4.7. Estimates of β  (region-specific covariates Z ) 
Item Personal advice Loyalty Risk aversion Spatial No Spat. Spatial No Spat. Spatial No Spat. 
Size of household  0.218**  0.210**  0.131  0.199 -0.060 -0.110 
Income low  0.015  0.101 -0.582 -0.480  1.671*  1.801* 
Income high -0.019 -0.061 -0.621 -0.820  0.985  1.147 
Education low -0.604 -0.684  0.277  0.273 -1.198* -1.527* 
Education high -1.178** -0.991** -0.087 -0.421 -0.646 -0.019 
** significant at 95%; * significant at 90% level 
 
First of all, the Table 4.7 clearly shows that the model which ignores spatial dependency 
produces different estimates of β . In many cases the bias in the estimates is in the order of 
magnitude of 10-30%. The stronger the spatial dependency, the bigger the bias is. Secondly, the 
estimates of β  have some interesting interpretations for personal advice and risk aversion 
factors, whereas the region-level covariates have no significant effect on the loyalty factor. 
Importance of personal advice. The estimates show that the bigger the size of the 
household, the more important financial advice becomes. This may be indicative of a need for 
financial planning for retirement and schooling, under the time constraints a larger household 
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brings. Also, regions with a bigger fraction of people with high education tend to be less 
interested in financial advice. This is indicative of higher educated people having the ability and 
desire to make their own financial pans. 
Risk aversion. The average risk aversion depends on the fraction of people with low 
education in the region in question, i.e. low education reduces risk aversion. This can be 
explained from the fact that less educated people are less familiar with financial instruments and 
the risk associated with them and, therefore, underestimate the latter which may lead to more risk 
seeking behavior. The effect of low income on risk aversion is opposite. People with low income 
are willing to take less risk, which may be explained from the anticipated negative financial 
consequences. 
The values of the factor means for all attitudes are presented in Figures 4.2-4.4, in which 
the posterior means of the factor scores by zip code are plotted on a map of the Netherlands. It 
can be seen that a higher degree of spatial correlation (for risk aversion with . 0.522risk av   and 
loyalty with 0.419loyalty  ), leads to a more distinct spatial clustering, relative to the map for 
personal advice (Figure 4.2) which is more patchy. It is of interest to note that regions of high 
loyalty are located in the far North, East, and South-West of the Netherlands, which are typically 
more rural areas with lower population density. Regions of low risk aversion are located in the 
North, South and South-West, while regions of high risk aversion in the central part of the 
Netherlands. Another interesting observation is that regions with low importance of personal 
advice are located in the Randstad, a conurbation consisting of the four largest Dutch cities 
(Amsterdam, Rotterdam, The Hague and Utrecht) and the surrounding areas, and where the 
financial centers of the country are located. 
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Figure 4.2. Factor means for Personal advice 0.279advice  # 
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Figure 4.3. Factor means for Loyalty 0.419loyalty  ** 
** significant at 95% level 
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Figure 4.4. Factor means for Risk aversion . 0.522risk av  ** 
** significant at 95% level 
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4.5 Optimal spatial allocation of financial planners 
4.5.1 Optimization algorithm 
For optimization of financial planners’ allocation we take the perspective of a financial 
institution which wants to achieve the best fit between its planners and customers. The main 
reasoning underlying such an optimization is that a financial institution matches capabilities of 
financial planners to customer markets that they serve. We assume the financial institution has 
P  financial planners ( 1p P  ) and every planner can serve only a limited number pS  of 
contiguous geographical regions ( 1 ps S  ). This constraint can be justified by time constraints 
of the planners: their travel time or alternatively the total number of customers they can 
potentially serve is fixed. 
Also, every planner has some proficiency attributes ( 1 pa A  ), such as experience of 
working with risky financial products, working with insurances or mortgages, etc. We assume 
that each of the attributes has a number of discrete levels, for instance high, medium, and low. In 
other words, every financial planner will have a profile, an example of which could be as 
follows: high experience with risky products, medium with insurance and low with mortgages. 
We propose that financial institutions assess their planners periodically to construct such profiles 
of them. 
We propose to minimize the total discrepancy between the planners’ proficiency (states 
of attributes) and regional characteristics, which are measured by the attitude to financial 
products and were discussed in Section 4.4. The decision variables are the indices of the regions 
which are supposed to be assigned to financial planners. We apply a Bayesian decision-theoretic 
approach to optimization, where the expected loss function is minimized simultaneously with the 
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estimation of model parameters (Rossi and Allenby 2003). The benefit of this approach is that 
the decision variables are optimized while taking into account the uncertainty in the parameter 
estimates. 
The formal representation of the optimization problem of financial planners’ spatial 
allocation looks as follows. 
 * * , ,
1 1 1 1
min f , /
p pA SR P
a s a r
p i
i r p a s
FP RC R
   
       (4.20) 
 * 1{ } { } { }p Pi i i i    
s.t. regions inside the clusters { }pi  are contiguous, 
where *i  is a set of clusters of regions, 1p P   is an indexing for financial planners, 
1 pa A   is an indexing for financial planners’ attributes, 1 ps S   is an indexing for regions 
in cluster { }pi , 1r R   is an indexing for MCMC sampling iteration, ,a spFP  is the proficiency 
level of financial planner p  for attribute a  in a region s  of a serving cluster, ,a riRC is a region’s 
i  characteristic for attribute a  in iteration r , and *f  is a core of a loss function: in this paper we 
use an absolute value of the difference, i.e. * , ,f a s a rp iFP RC  . 
To minimize the expected loss function in Equation (4.20) we develop a heuristic 
adaptive search algorithm. The main idea is to start for planner p  from an arbitrary region and 
include one by one only the regions which share a border with the currently included regions and 
which minimize the loss function. When the maximum number of serving regions pS  is reached, 
the second stage of optimization is initialized, namely the algorithm excludes the least favorable 
regions and includes potential more favorable regions one by one, thus forming a cluster of 
contiguous regions which minimizes the expected loss function. Sometimes the chosen starting 
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region may lead to a local rather than global minimum. Therefore, the algorithm uses all regions 
as starting values and chooses those clusters which produce the lowest value of the expected loss 
function. 
4.5.2 Illustration of financial planners optimization 
As an example of the optimization problem, assume that a company has nine financial 
planners with high (3 planners), medium (3 planners) and low (3 planners) proficiency in risky 
financial products. We define three levels of proficiency in risky products as financial planners’ 
characteristic pFP : high proficiency level as -1, medium proficiency level as 0 and a low 
proficiency level as 1 (these states were chosen to match the scale of risk aversion and will be 
explained below). As for regions’ characteristics iRC  we use the factor means of risk aversion 
recovered from the data in Section 4.4 and presented in Figure 4.5(a). These regional values of 
risk aversion lie in the interval (-1,1)  and have expectation equals to zero. Hence, the proposed 
optimization algorithm finds the best possible match between the financial planners’ proficiency 
in risky products and the levels of regions’ risk aversion, such that the criterion (4.20) is 
minimized. The high proficient planners (state -1) are matched with regions with low risk 
aversion, i.e. from the lower part of the interval (-1,1) ; the low proficient planners (state 1) are 
matched with regions with high risk aversion, i.e. from the upper part of the interval (-1,1) ; and 
the planners with medium proficiency (state 0) are matched with regions with average risk 
aversion, i.e. from the middle part of the interval. Without loss of generality we assume that 
every planner can serve a cluster consisting of 5 contiguous regions. The positive spatial 
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The results of optimization are presented in Figure 4.5(b) where each of nine financial 
planners has its own servicing region. The main reasoning of such optimization for a financial 
institution is to maximize the overall benefit obtained from its employees (financial planners). It 
is more beneficial to assign the person who deals best of all with risky financial products to the 
regions where people are willing to take risk (low risk aversion), instead of assigning him/her to 
the regions where people are highly risk averse. However, it is neither easy nor straightforward 
to do this with alternative procedures that do not utilize a spatial factor model. Though there may 
be situations where the clustering of regions can be identified visually (as clusters 1 and 2 in 
Figure 4.5(b)), in majority cases it is much more difficult to do (for instance clusters 7, 8 or 9). 
4.5.3 Comparison of proposed approach to naïve approach 
In order to demonstrate the superiority of our BSFA model and optimization algorithm 
we compare them with a naïve benchmark approach which financial institutions may employ. 
Assume that a company has an access to a survey as used in this paper, namely the 
questionnaire with ten items measuring financial attitudes across 90 regions of the Netherlands 
and it is interested to measure risk aversion (for description of data see Section 4.4.1, for the list 
of items from the questionnaire see Table 4.6). There are three items from the questionnaire 
which are related to the risk aversion and all of them are measured on 1-5 discrete scale. The 
most straightforward approach that a company may pursue is to take a simple average of three 
responses and then to average them inside every region. This decision may be driven by the 
assumption that all three items contribute equally to the measurement of risk aversion; typically 
after concluding that the corresponding Cronbach alpha is high enough. However, though this 
assumption may sound plausible and logical, it holds a danger of producing wrong conclusions, 
because in fact they do not contribute equally (as can be seen from the factor loadings from the 
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BSFA model presented in Table 4.6). Once these average scores are obtained, financial planners 
would be allocated to the regions based on visual inspection based on the spatial clustering of 
these scores. 
To demonstrate the severity of the distortion by applying the naïve approach we compare 
its outcome with the outcome of the proposed approach. Before averaging the scores for three 
items, the first item should be recoded to represent risk aversion, as the original formulation 
reflects risk seeking behavior. After proper averaging and aggregating to the regional level, the 
scores are mean centered in the same manner as the factor means from BSFA model. We present 
the obtained scores of this naïve approach for recovering risk aversion in Figure 4.6(a), while the 
factor means of risk aversion produced by the BSFA model are presented in Figure 4.6(b) for 
comparison. 
The spatial pattern in Figure 4.6(b) is much smoother than in Figure 4.6(a), meaning that 
BSFA model succeeded to capture the spatial dependency of the factor means for risk aversion, 
while the naïve approach failed to do so. To confirm it statistically we perform a Moran’s I test 
(Cliff and Ord 1972), a classical measure of spatial autocorrelation. The values of this statistics 
range from -1 (indicating perfect dispersion) to +1 (perfect correlation), a zero value indicates a 
random spatial pattern. The null hypothesis of this test is that there is no spatial dependency in 
the data. The output from BSFA model produces the value of a test equals to 0.500 with a z-
statistic of 7.514 rejecting the null hypothesis of spatial independence, while the naïve approach 
produces a Moran’s I value of 0.053 with a z-statistic of 0.943, so that we cannot reject the 
hypothesis of spatial independence. 
 












































































































































































































































Chapter 4: Modeling Geo-dependent Attitudes with Spatial Factor Analysis 
 111
For the naïve approach the outcome of the financial planners’ allocation would be based 
on visual inspection of the map in Figure 4.6(a) and identifying the cluster with low risk aversion 
(circled in the latter figure). However, the output of the proposed BSFA model shows that this 
cluster has moderate to high risk aversion. Moreover, the clusters which have indeed low risk 
aversion on Figure 4.6(b) are not distinguished in Figure 4.6(a). Secondly, our optimization 
algorithm is able to identify the best possible regions with great precision as was demonstrated in 
Figure 4.5(b), while the naïve approach based on visual inspection can provide only approximate 
locations, which are very different from the outcome of the proposed approach: the correlation 
between the two allocations is only 0.054. 
4.6 Conclusions, implications and further research 
4.6.1 Conclusions 
In this paper we presented a procedure to support optimal marketing decisions on 
matching financial planners and market areas. This procedure extends the Bayesian Spatial 
Factor Analytic (BSFA) model described in Stakhovych, Bijmolt, and Wedel (2010a) by 
introducing the cut-points formulation to accommodate discrete measurement scale, including 
exogenous covariates to allow their influence on factor means, and making optimal marketing 
decisions based on the revealed factor structure. The BSFA and the MCMC algorithm developed 
in this paper proved to perform very well on synthetic data, and precisely recovering all 
parameters. Moreover, we showed that ignoring spatial dependence across factor means leads to 
biased and inconsistent estimates in certain parameters. 
The application to real data on attitudes in the financial domain demonstrated that the 
model could be of interest in better understanding of unobserved attitudes. The proposed 
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Bayesian spatial factor analysis produces interesting and meaningful results not only for factor 
loadings, but also for deeper structures of the latent factors, including their spatial correlation. 
We showed that certain attitudes, like loyalty and risk aversion, have significant spatial 
dependence and this phenomenon can be exploited for marketing purposes. 
In addition, including region specific covariates to explain the factor means shed more 
light on the nature of their variation. This dependency also helps to understand better the spatial 
distribution of the unobserved constructs. For example, risk avoidance is found to be positively 
related to income, but negatively to education. Consumers with a high income are more willing 
to take financial risks and the same holds for consumers with a relatively low education level. 
Finally, our proposed optimization algorithm was shown to be of great benefit to assign 
financial planners to certain areas based on the factor scores, subject to certain practical 
constraints. We demonstrated how the procedure suggests matching financial planners and 
market areas, which are not apparent from visual inspection of the results. 
The proposed BSFA model for extracting latent spatially dependent financial attitudes 
and optimization algorithm for assigning financial planners to regions was shown to be a 
superior alternative to a naïve approach that financial institutions may be likely to pursue. The 
advantage of the proposed approach emanates from two sources. Firstly, the BSFA model allows 
extracting financial attitudes with clear structure while simultaneously taking into account spatial 
dependency and introducing the effects of exogenous region specific covariates on factor means. 
Secondly, the optimization algorithm allows assigning financial planners to the best possible 
locations such that the overall benefit for the company is optimized, compared to approximate 
allocation of planners based on a traditional, naïve approach. 
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4.6.2 Managerial implications 
In this paper we took the perspective of manager/financial planner which face several 
important decisions. The first decision concerns the targeting or selection of customers, which 
may translate to the choice of geographical regions to serve. The second decision partially 
originates from the first one and concerns the optimization of the allocation of financial planners 
to markets. The proposed approach to model consumer attitudes towards financial products and 
optimization algorithm for assigning financial planners to the regions allow us to formulate 
several managerial implications associated with the above mentioned challenges that managers 
may face. 
First, the established influence of region specific covariates on factor means can help to 
understand better spatial dependence patterns in the factor scores (Table 4.7). For instance, 
regions with bigger households tend to appreciate financial advice more than regions with 
smaller households, while regions with bigger share of high educated people appreciate them 
less. Regions with lower education appear to be more risk averse, while regions with low income 
less risk averse. These consumer characteristics, like the factor scores, show spatial dependence. 
Second, the scheduling of financial planners or introducing of new financial products can 
be done more efficiently based on the spatial factor scores, matching the spatial structure of 
latent constructs to the proficiency levels of the financial planners. For instance, there are clear 
clusters of regions with high and low risk aversion (Figure 4.4). Hence, for offering new risky 
products these regions with low risk aversion should be targeted and a financial planner that has 
a high level of proficiency of selling financial products with higher associated risk is well 
positioned to do that. Also, there are some distinct clusters of regions where the importance of 
financial advice is higher than in other regions. Clearly, these regions should be targeted and 
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assigned financial advisors with priority. Further, some parts of the country are more loyal to 
their financial institutions, while others are less. Hence, retention strategies for regions with more 
loyal customers would need to receive priority, while acquisition strategies are likely effective 
for regions with lower loyalty. 
4.6.3 Limitations and further research 
We would like to acknowledge several limitations of our model. Our approach was based 
on the assumption of cut-points that are homogeneous across respondents. Introducing 
heterogeneous cut-points may help to capture differences in scale usage across respondents 
and/or regions. One may also consider comparing several specifications of the model, namely the 
model without both heterogeneity and spatial dependence, the model with only heterogeneity, 
and the model with both heterogeneity and spatial dependence. In addition, it may be useful to 
identify and measure the degree of explaining the variation in data by introducing heterogeneity 
and/or spatial dependence to the model. 
In the application a few constraints were used in the optimal allocation of financial 
planners, namely that the regions in clusters should be contiguous and that each cluster contains 
a fixed number of regions. However, other constraints can be easily added. For instance, we may 
limit the regions to be inside a circle with predetermined radius in order to prevent the forming 
of stretched clusters. Another constraint may be to limit not the number of regions in a cluster, 
but its population size instead. Such a constraint will eliminate the situation when one financial 
planner is assigned to highly populated area and another one to low populated. 
Finally, multiple factor scores could be used simultaneously to assign planners to regions, 
based on their proficiency in multiple areas, such as selling products with higher associated risk, 
or acquisition of new versus retention of existing customers. Another direction for further 
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research may be including of observed behavior of customers (purchases) of financial products. 
However, this extension would be possible only subject to availability of such data. In addition, 
investigating other factors that may contribute to the problem of allocation of financial planners 
may be worth to pursue. Last, but not the least, the linking of the derived allocation of planners 
to the profits can be of great significance. Though the matching of capabilities of financial 
planners to customer markets that they serve is directly related to profits, the more formal 
linkage may be more appealing for financial institutions. Methodologically it is straightforward 
to do by introducing profit maximizing optimization, but the challenge is to get an access to 
sensitive and confidential data on profitability from financial institutions. 
Advances in Spatial Dependence Modeling of Consumer Attitudes with Bayesian Factor Models 
 116
Appendix C 
Full Conditional Distributions 
The ( 1t  )-th iteration of the sampling algorithm involves generating random draws from the 
following full conditional distributions. Their detailed derivations are presented in Appendix D. 
1.  The full conditional distributions of row kλ  of factor loading matrix   is multivariate 
normal: 





















    λλ ξ g  
To avoid scale and rotation indeterminacy, some of the elements are set to one and zero after 
each iteration. 
2.  The full conditional distribution for the factor scores ijξ  for each observation is multivariate 
normal and is given by: 
ˆ ˆ( | ) ( | , , , ) ( ,V )
ijij ij ij i i L ij
p p N     ξξ ξ y ν ξ , where (C.2) 
1 1Vˆ
ij i
     ξ  and  1ˆ Vˆij ij i i ij   ξξ ν y  
3.  The full conditional distribution of regional specific factor precision matrices 1i
  is a 
Wishart distribution: 
1 1 ˆˆ( | ) ( |{ } , ,R ) ( ,R )
i ii i ij j i
p p W         ξ ν , where (C.3) 
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      ξ ν ξ ν  
4.  The full conditional distribution for 1R  is also a Wishart distribution: 
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1 1 1 ˆˆ(R | ) (R |{ }) ( ,S )ip p W          , where (C.4) 
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5.  The full conditional distribution of V  is a multivariate normal distribution 
V
ˆ ˆ(V | ) (vec(V ) | ) (V, V )ILp p N    , where (C.5) 
 1 1 1VVˆ diag { } B (I )Bi i IJ       and   1 1Vˆ ˆV V B (I )vec(Z ) diag { } FI i      , 





 f ξ ;  1diag { }i  and  1diag { }i iJ   
are IL× IL  block diagonal matrices with block elements 1i
  and 1i iL   respectively, 
1i I  . To avoid location indeterminacy the mean of the factor means across regions is set 
to zero after each iteration. 
6.  The full conditional distribution of   is: 
     11( | ) B exp Bvec(V) vec(Z ) I Bvec(V) vec(Z )2 Ip                  , (C.6) 
where B I WIL  . It cannot be written in closed form, so the random walk Metropolis-
Hastings step is used to generate the diagonal elements of matrix  . 
7.  The full conditional distribution of lβ  is multivariate normal: 
ˆ ˆ( | ) ( ,V )
ll I l
p N  β β , where (C.7) 
1 1 1 1 1Vˆ Z B S B Z H
l l l l l l 
        and  1 1 1ˆ Vˆ Z B S V Hll l l l l      β g  
B I Wl I l  , 1, , , ,S S S S Sl l l l l l l l l      is a Schur complement and 1 1S (B I B)I      . 
8.  The full conditional distribution of 1  is a Wishart distribution: 
1 ˆˆ( | ) ( , R )p W      , where (C.8) 
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ˆ I     and 
1
1








     
  D = Bvec(V ) vec(Z ) Bvec(V ) vec(Z )        and Di , 1i I   are square L L  
matrices which stand on the diagonal of matrix D , i.e. ( 1): ; ( 1):D Di Li L Li Li L Li    . 
9. The full conditional distribution of latent response variable ijy  is truncated multivariate 
normal, where the truncation depends on the cut-points and the observed ordinal response: 
1
( | ) ( | ,{ }, , ) ( , I ) ( )
ijk ijkij ij ij h ij K ij K x ijk x
p p c N c y c        y y x ξ ξ  (C.9) 
10.  The full conditional distribution of cut-points hc  also cannot be written in closed form: 
 1 1 1
:
({ } | ,  but no { }) ({ }|{ }, ,{ })
( ) ( )
ijk
h ij h ij ij
h H
h k ij h k ij
ijk x h





   
    
y x ξ
λ ξ λ ξ
  (C.10) 
where   is a cdf of standard normal distribution. We use Metropolis-Hastings algorithm to 
generate draws of cut-points. We have to stress that this distribution does not contain 
variable ijy . For details see Cowles (1996). 
The MCMC sampler is run for 120,000 iterations for both simulation and application 
studies. After discarding the initial 20,000 of draws as burn-in, the subsequent draws from the 
chain were thinned with factors 50, resulting in 2,000 draws. All estimates are based on these 
2,000 draws. The convergence was assessed using a variety of diagnostics tools such as 
autocorrelation, Geweke’s (1992) NSE (numerical standard error) and RNE (relative numerical 
efficiency) and by using time series plots to graphically assess the quality of the mixing of the 
chain. 
Chapter 4: Modeling Geo-dependent Attitudes with Spatial Factor Analysis 
 119
Appendix D 
Detailed Derivations of Posterior Distributions 
1.  ( | )kp λ  
( | ) ( |{ } ,{ }) ( ) ({ } |{ }, )k k ijk ij ij k ijk ij ij kp p y p p y   λ λ ξ λ ξ λ  
   11( ) exp H
2k k k k k k
p       λ λ g λ g . Note: though kλ  is a row of matrix  , we treat 
it as a column vector for notational convenience. 
   
1 1
1({ } |{ }, ) exp
2
iJI
ijk ij ij k ijk k ij ijk k ij
i j
p y y y
 
       ξ λ λ ξ λ ξ  
       1
1 1
1( | ) exp H
2
iJI




                 λ λ g λ g λ ξ λ ξ  
Completing quadratic form with respect to kλ  gives us the multivariate normal 
distribution. 





















    λλ ξ g  
2.  ( | )ijp ξ  
( | ) ( | , , , ) ( | , ) ( | , )ij ij ij i i ij i i ij ijp p p p       ξ ξ y ν ξ ν y ξ  
   11( | , ) exp 2ij i i ij i ij ip         ξ ν ξ ν ξ ν  
   1( | , , , ) exp 2ij ij i ij ij ij ijp         x α ξ y ξ y ξ  
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       11( | ) exp 2ij ij i ij i ij ij ij ijp                ξ ξ ν ξ ν y ξ y ξ  
Completing quadratic form with respect to ijξ  gives us the multivariate normal distribution. 
ˆ ˆ( | ) ( ,V )
ijij L ij
p N  ξξ ξ , where (D.2) 
1 1Vˆ
ij i
     ξ  and  1ˆ Vˆij ij i i ij   ξξ ν y  
3.  1( | )ip
   
1 1 1( | ) ( |{ } , , R ) ({ } | , ) ( | R )i i ij j i ij j i i ip p p p
  
        ξ ν ξ ν  
   12
1
1({ } | , ) exp
2
i iJ J





         ξ ν ξ ν ξ ν  
 11 1 1 12 1( | R ) exp tr R2
L
i i ip
     
 
         
     
    
 
( ) 1
1 1 1 1 12
1
( ) 1




1( | ) exp tr R
2








i i ij i i ij i i
j
J L J
i ij i ij i i i
j
J L


















                  
                    
   


ξ ν ξ ν
ξ ν ξ ν









              
 ν
 
So, the full conditional distribution for 1i
  is a Wishart distribution. 
1 ˆˆ( | ) ( , R )
i ii
p W      , where (D.3) 
ˆ
i i














      ξ ν ξ ν  
4.  1(R | )p    
1 1 1 1 1(R | ) (R |{ }) ({ }| R ) (R )i ip p p p
    
          
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 1 1 1 1 12 2
11






       
    

                   







    
      





1 1(R | ) R exp tr R R exp tr S R
2 2















     




   

                  




The full conditional distribution for 1R  is a Wishart distribution. 
1 ˆˆ(R | ) ( ,S )p W     , where (D.4) 













     
5.  (V | )p   
(V | ) (vec(V ) |{ },{ }, , ,{ }) ({ }| vec(V ),{ }) (vec(V ) | , ,{ })ij i l ij i lp p p p           ξ β ξ β  




1 1 1 1
1 1 1 1 1 1 1









ij i ij i i ij i
i j
J J JI I I I
i i i i i i ij ij i i ij i ij





   
      
          
                                    
 

      
ξ ξ ν ξ ν
ν ν ν ξ ξ ν ξ ξ
 
   
1
1 1
(V ) diag { } vec(V )
vec(V ) diag { } F F diag { } vec(V )
i i i
i i i i
J 
 
                  
 
where  1diag { }i  and  1diag { }i iJ   are IL× IL  block diagonal matrices with block 
elements 1i
  and 1i iJ   respectively, 1i I  . Vector F is constructed as follows: 





f ξ . 
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In order to derive the prior (vec(V ) | , )p     we vectorize matrix V  instead of V . Recall 
that vec(V) ( W)vec(V) vec(Z ) vec(U)     with vec(U) ~ ( , I )IL IL IN 0 . Hence, 
vec(V ) (W )vec(V ) vec(Z ) vec(U )        with vec(U ) ~ ( , I )LI LI IN 0 . 
After rearranging we have  1vec(V ) (I W ) vec(Z ) vec(U )LI        or 
 1vec(V ) B vec(Z ) vec(U )    , where B I WLI   . Hence, vec(V )  is also 
multivariate normally distributed with mean  E vec(V )  and covariance matrix 
 var vec(V ) . 
     1 1 1E vec(V ) E B vec(Z ) vec(U ) =B E vec(Z ) vec(U ) B vec(Z )                    
   
 
1 1 1
1 1 1 1 1 1
var vec(V ) var B vec(Z ) vec(U ) B var vec(Z ) vec(U ) B
B var vec(U ) B B I B (B I B)I I
 
  
     
            
           
 
 1 1 1vec(V ) ~ B vec(Z ), (B I B)LI IN          (D.5) 
Thus, the prior of vec(V )  is 
   
    




1(vec(V ) | ) exp vec(V ) B vec(Z ) B (I )B vec(V ) B vec(Z )
2
vec(V ) B (I )B vec(V ) vec(V ) B (I )B B vec(Z )1exp










                
                        
 
Combining together ({ } | vec(V ),{ })ij ip  ξ  with (vec(V ) | , )p     and completing the 
quadratic form with respect to vec(V )  gives us the multivariate normal distribution for 
(vec(V ) | )p   , namely: 
V
ˆ ˆ(vec(V ) | ) (V, V )ILp N   , where (D.6) 
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 1 1 1VVˆ diag { } B (I )Bi i IJ       and   1 1Vˆ ˆV V B (I )vec(Z ) diag { } FI i      . 
6.  ( | )p    
1




p p p p 

          
The prior of l  is proportional to constant ( )lp const  . 
Recall, that  1 1 1vec(V ) ~ B vec(Z ), (B I B)LI IN         , where B I WLI   . Hence, 
 1 1 1vec(V) ~ B vec(Z ), (B I B)IL IN           with B I WIL  . 




( | V, ) (B I B)








      
           
 
   
 
1 1 1
1 1 1 12 2 2(B I B) B I B B II I I
                   
Thus, the full conditional distribution of   is proportional to: 
     11( | ) B exp Bvec(V) vec(Z ) I Bvec(V) vec(Z )2 Ip                   (D.7) 
It cannot be written in closed form. Random walk Metropolis-Hastings step is used to 
generate random draws of the diagonal elements of  . 
7. ( | )lp β  
( | ) ( | V , , ) (V | , , ) ( )l l l l l lp p p p       β β β β  
In order to derive (V | , , )l lp  β  we need to partition the distribution of vec(V)  into 
distributions of Vl . Recall that  1 1 1vec(V) ~ B vec(Z ), (B I B)IL IN         . 
Now we use the property of multivariate normal distribution that if 








   
μ , where 1
2
    






    
 
then 1 2 1 1(X | X ) ( ,S )p N a μ , where 11 1 11 22 2S S ( )  μ μ a μ  and 11 11 12 22 21S S S S S  . If 
2a μ  then 1 1μ μ  and 1 2 2 1 1(X | X ) ( ,S )p N μ μ . 
So, 1(V | , , ) (B Z ,S )l l I l l l lp N
  β β , where B I Wl I l  , 1, , , ,S S S S Sl l l l l l l l l      is a 
Schur complement and 1 1S (B I B)I
      . 
   1 1 11(V | , , ) exp V B Z S V B Z2l l l l l l l l l l lp             β β β   
The prior of lβ  is multivariate normal: 
   11( ) exp H
2l l l
p   
        β β g β g  
Combining (V | , , )l lp  β  with ( )lp β  and completing quadratic form with respect to lβ  
gives us the multivariate normal distribution for ( | )lp β : 
ˆ ˆ( | ) ( , V )
ll I l
p N  β β , where (D.8) 
1 1 1 1 1Vˆ Z B S B Z H
l l l l l l 
        and  1 1 1ˆ Vˆ Z B S V Hll l l l l      β g . 
8. 1( | )p    
1 1 1( | ) ( | vec(V ), ) (vec(V ) | , ) ( | , R )p p p p                 
Recall that  1 1 1vec(V ) ~ B vec(Z ), (B I B)LI IN         . 




(vec(V ) | , ) (B I B)








       
              
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   
         
     1 11 111 2 21 1 1 1 12 2 22B I B B I B B B I B I B IILI I I I                    
     
     




vec(V ) B vec(Z ) B I B vec(V ) B vec(Z )
tr B vec(V ) B vec(Z ) vec(V ) B vec(Z ) B I










           
            
          
 
Let   D = Bvec(V ) vec(Z ) Bvec(V ) vec(Z )       . Because 1(I )I   is block diagonal 
matrix, then  1 1 1
1 1






                , where Di , 1i I   are square 
L L  matrices which stand on the diagonal of matrix D , i.e. ( 1): ; ( 1):D Di Li L Li Li L Li    . 





1 1( | ) exp tr D exp tr S
2 2























                      




So, the full conditional distribution for 1  is a Wishart distribution. 
1 ˆˆ( | ) ( , R )p W      , where (D.9) 
ˆ I     and 
1
1








     
9. Instead of deriving conditional posterior distributions ({ } | )ijp y  and ({ } | )hp c   we proceed 
with the joint distribution ({ },{ }| )ij hp c y . The reason is that ({ } | )hp c   conditionally 
depends on { }ijy  and the convergence of the chain is extremely slow (Cowles 1996). 
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({ },{ } |{ }, ,{ }) ({ }|{ },{ }, ,{ }) ({ }|{ }, ,{ })ij h ij ij ij ij h ij h ij ijp c p c p c    y x ξ y x ξ x ξ  (D.10) 
The first part of the Equation (D.10) has a truncated multivariate normal distribution, where 





({ } |{ },{ }, ,{ }) ( , I ) ( )
( )









h ijk x h h k ij h k ij








     
        

 
y x ξ ξ
λ ξ
λ ξ λ ξ
 (D.11) 
where   is a pdf and   is a cdf of a standard normal distribution and   is an indicator 
function. 




({ } |{ }, ,{ }) ({ }|{ }, ,{ })
( ) ( )
ijk
h ij ij h ij ij
H
h k ij h k ij
h ijk x h





   
     
x ξ x ξ
λ ξ λ ξ  (D.12) 
We use Metropolis-Hastings algorithm to generate draws of cut-points. 
 
 
