This paper presents a system to perform large ensembles climate stochastic forecasts. The system is based on random analogue sampling of sea-level pressure data from the NCEP reanalysis. It is tested to forecast an NAO index and the daily average temperature in five European stations. We simulated 100 member ensembles of averages over lead times from 5 days to 80 days in a hindcast mode, i.e. from a meteorological to a seasonal forecast. We tested the hindcast simulations with usual forecast skill scores (CRPSS or correlation), against persistence and climatology. We find significantly positive skill scores for all time scales. Although this model cannot outperform numerical weather prediction, it presents an interesting benchmark that could complement climatology or persistence forecast.
The geographical domain on which this NAO index is computed is larger than the one for SLP data. Scaife et al. (2014) used an NAO index to test the UKMO seasonal forecast system. The index they used is based on monthly SLP differences between the Azores and Iceland, and is therefore different from ours.
European temperatures
We took daily averages of temperatures from the ECAD project (Klein-Tank et al., 2002) . We extracted data from Berlin, De 5 Bilt, Toulouse, Orly and Madrid (Fig. 1) . Those stations cover a large longitudinal and latitudinal range in western Europe.
These datasets were also chosen because they start before 1948 and end after 2010. This allows the computation of analogue temperatures with the SLP from the NCEP reanalysis, which includes that period, they contain less than 10% of missing data. 10 These two criteria allow keeping 528 out of the 11422 ECAD stations that are available in 2018.
Methods

Analogues of circulation
Analogues of circulation are computed on SLP data from NCEP (Sec. 2.1). For each day between Jan. 1st 1948 and Dec. 31st 2017, the best 20 analogues (with respect to a Euclidean distance) in a different year are searched. This follows the procedure 15 of (Yiou et al., 2013) . The analogues are computed over two regions (large region: North Atlantic region (80W-30E; 30-70N); small region: Western Europe (30W-20E; 40-60N)). The large region is used to simulate/forecast the NAO index. This choice is justified by the fact that the North Atlantic atmospheric circulation patterns are well defined over that region (Michelangeli et al., 1995) . The small region is used to simulate/forecast continental temperatures, following the domain recommendations of the analysis of Jézéquel et al. (2018) . 20 
Forecast with analogue stochastic weather generator
Ensembles of simulations of temperature or the NAO index can be performed with the rules illustrated by Yiou (2014) , with an analogue-based stochastic weather generator. This stochastic weather generator can be run in so called dynamical mode.
For each day t, we have N best SLP analogues. We randomly select one of those N analogues and timet, with a probability weight that is 25 1. inversely proportional to the calendar distance of the analogues datest to t. This constrains the time of analogues to move forward.
2. inversely proportional to the correlation of the analogue with the SLP pattern at time t. This constraint favors analogues with the best patterns, among those with the closest distance. Lower panel: European stations used for daily mean temperature.
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3. a zero weight ift is larger than t. This ensures that no information coming from times beyond t is used in the simulation process.
The simulated SLP at t + 1 is then the next day of the selected analogue. We repeat this operation until a lead time T . This generates one random trajectory between t and t + T . The random sampling procedure is repeated S times to generate an ensemble of trajectories. Here, S = 100.
If we want to simulate a sequence starting at time t and until t + T , we have excluded all analogues whose date falls in [t, t + T ] in the random analogue selection. This provides a simple way of performing hindcast forecast for temperature or NAO index.
In this paper, the lead time T is 5, 10, 20, 40 and 80 days ahead. For each daily trajectory starting at t, we compute the average between t and t + T . Therefore, we go from a meteorological forecast (5 days) to a seasonal forecast (80 days) of 10 averaged trajectories.
The S = 100 simulations at each time steps allow computing medians and quantiles of the averaged trajectories.
For comparison purposes, climatological and persistence forecasts are also computed. The climatological forecast for a lead time T is determined from the seasonal cycle of T averages of the variable we simulate. For each time t, the climatological forecast for t + T is the mean seasonal cycle of T averages at the calendar day of t. The persistence forecast at time t for a 15 lead time of T is the observed average between t − T and t. Those two types of forecasts are illustrated in Fig. 2 . These two definitions ensure a coherence between the predictand (averages over T values ahead) and predictors (mean of averages over T values for climatology, or average over T preceding values for persistence).
Forecast skill
The simplest score we use is the temporal correlation between the median of the ensemble forecast and the observations. 20 Due to the autocorrelation and seasonality of the variables we try to simulate (temperature and NAO index), we consider the correlations for the forecast in the months of January and July.
The continuous rank probability score (CRPS) compares the cumulated density functions of a forecast ensemble and observations y t , for all times t (Ferro, 2014) .
(1) 25 F t is the cumulated density function of the ensemble forecast at time t. It is obtained empirically from the ensemble of simulations of the model. 1(x ≥ y t ) is the empirical cumulated density function of the observation y t .
The score is the average over all times:
The CRPS is a fair score (Ferro, 2014; Zamo and Naveau, 2018) in that it compares the probability distributions of forecasts 30 and observations and it is optimal when they are the same. Discrete estimates of CRPS can yield a bias for small ensemble A perfect forecast gives a CRPS value of 0. The units of CRPS are those of the variable to be forecasted therefore its interpretation is not universal, and comparing the CRPS values for NAO index and temperatures is not directly possible.
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Therefore, it is useful to compare the CRPS of the forecast with the one of a reference. A normalization of CRPS provides a skill score with respect to that reference:
The CRPSS indicates an improvement over the reference forecast. A perfect forecast has a CRPSS of 1. A positive improvement over the reference yields positive a CRPSS value. A value of 0 or less indicates that the forecast is worse than the 10 reference.
We compute CRPSS for the climatological and persistence references. We used the package "SpecsVerification" in R to compute CRPS and CRPSS scores. Hence we compare our stochastic forecasts with forecasts made from climatology and persistence. By construction, the persistence forecast shows an offset with the actual value ahead, because the persistence is the value of the average of observations between t − T and t. The variability of the climatological forecast is low because it is 15 an average of T long sequences.
Protocole
We tested the ensemble forecast system on the period between 1970 and 2010. We simulate N = 100 trajectories of length T ∈ {5, 10, 20, 40, 80} days for a given date t, and average each trajectory over T . The dates t are shifted every δt ∈ {2, 5, 10, 10, 20} days, respectively for each different value of lead times T . 20 We recall that the tests we perform are on the average of the forecast between t and t + T , not on the value at time t + T .
The CRPSS is computed for each value of lead times T , with references of climatology and persistence. We plot quantilequantile plots for observed and forecast values of the averages. This allows assessing biases in simulating averages. Variables such as temperature yield a strong seasonality, which is larger than daily variations. It is hence natural to have very high correlations or skill scores if one considers those scores over the whole year. Therefore we compare the skill scores for January 25 and July, in order to avoid obtaining artificially high scores.
Results
We performed our stochastic forecasts on the NAO index and European temperatures. The two datasets are treated separately because the simulations are done with two different analogue computations (Sec. 3.1). 
NAO index
For illustration purposes, we comment on the skill on simulations of 2007. Fig. 3 shows the simulated and observed values of averages of the NAO index, for five values of T (5, 10, 20, 40 and 80 days). This example suggests a good skill to forecast the NAO index from SLP analogues, especially at lead times of T = 5 to 10 days.
The q-q plots of the median of simulations versus observations show a bias that reduces the range of variations ( Fig. 3 , right 5 column). There are two reasons for this reduction of variance, which is proportional to the lead time T :
1. individual simulated trajectories tend to "collapse" toward a climatological value after ≈ 10 days, 2. taking the median of all simulations also naturally reduces the variance.
The q-q plots are almost linear. This means that the bias could in principle be corrected by a linear regression. We will not perform such a correction in the sequel.
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The correlation and CRPSS values for NAO index forecast are shown in Fig. 4 . The values of CRPSS pers (for a persistence reference) are rather stable (with a slight increase) near 0.45, and the climatology score slightly decreases with T although positive.
One the one hand, the CRPSS clim values do not depend on the season (identical triangles in Fig. 4 ). On the other hand,
CRPSS pers values are higher in July than January for lead times T ≤ 10 days, and lower for lead times T ≥ 40 days (squares in 15 Fig. 4 ). This means that the climatology forecast tends to be better than the persistence forecast for T > 5 days (squares higher than triangles in Fig. 4 ), which can be anticipated because of the inherent lag of the persistence forecast.
The correlation scores decrease with lead time T . The correlation skill is higher in January than in July. It is no longer significantly positive for T larger than 40 days (confidence intervals contain the 0 value). The correlation score values range between 0.65 and 0.82 for T = 5 day forecasts, and 0.45 and 0.77 for T = 10 day forecasts, depending on the season. This is 20 consistent with the NAO forecast of the Climate Prediction Center (r = 0.69 for a 10 day forecast). The correlation score is still significantly positive for T = 20 days. The higher correlation scores over the whole year (black circles) reflect a (small) seasonal cycle of the NAO index. This artificially enhances the score for those lead times because SLP analogue predictands tend to reproduce the seasonality of the SLP field (by construction of the simulation procedure), and the NAO index and SLP variations are closely linked on monthly time scales (by construction of the NAO index). 25 
European temperatures
The correlation and CRPSS values for temperature forecast are shown in Fig. 5 . The values of CRPSS pers (for a persistence reference) increases with lead time T . This is not surprising because the forecast for the next T days is based on the average of the past T days. Therefore, the persistence forecast is always "late" due to the strong seasonality of temperature variations.
The CRPSS clim values decrease with T and plateau near ≈ 0.2. This skill score is still positive (albeit small) for a seasonal 30 forecast. This positive average skill (CRPSS > 0.2) illustrates that the stochastic weather generator follows the seasonality of Obs Persistence Climatology q50 Previs q05 Previs q95 Previs NAO−3 −2 −1 0 1 2 NAOObs Persistence Climatology q50 Previs q05 Previs q95 Previs NAOObs Persistence Climatology q50 Previs q05 Previs q95 Previs NAOObs Persistence Climatology q50 Previs q05 Previs q95 Previs NAO−1.0 −0. temperature variations. We note that the CRPSS values for temperature are higher than for the NAO index. This is explained by the seasonality of temperatures, which is more pronounced than in the daily NAO index.
The CRPSS values are rather consistent for the four of the stations (Toulouse, De Bilt, Berlin and Orly). The stochastic model CRPSS fares slightly worse at Madrid station.
The correlation scores for January and July decrease with lead time T . The correlation score values for all days are above 0.97 5 due to the seasonality of temperatures and forecasts. Since this is not informative, this is not shown in Fig. 5 . The correlations are always significantly positive for Toulouse, De Bilt, Berlin and Orly. The summer correlation intervals contain the 0 value at Madrid. This is probably due to the fact that temperature is not linked to the atmospheric circulation in the summer, but rather to local processes of evapo-transpiration (Schaer et al., 1999; Seneviratne et al., 2006) .
Conclusions
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We have presented a system to generate ensembles of stochastic simulations of the atmospheric circulation, based on precomputed analogues of circulation. This system is fairly light in terms of computing resources as it can be run on a (reasonably powerful) personal computer. The most fundamental assumption of the system is that the variable to be predicted is linked to the atmospheric circulation. The geographical window for the computation of analogues needs to be adjusted to the variable to be predicted, so that a prior expertise is necessary for this analogue forecast system. This implies that this approach would 15 not be adequate for variables that are not connected in any way to the atmospheric circulation (here approximated by SLP).
The use of other atmospheric fields (e.g. geopotential heights) might increase the skill of the system. The computation of analogues with other parameters (geographical zone, atmospheric predictand, reanalysis, climate model output, etc.) can be easily performed with a web processing service (Hempelmann et al., 2018) .
We have tested the performance of the system to simulate an NAO index and temperature variations in five European stations. 20 The performance of such a system cannot beat a meteorological or seasonal forecast with a full-scale atmospheric model (Scaife et al., 2014) , but its skill is positive, even at a seasonal time scale, with a rather modest computational cost.
The reason for the positive skill (especially against climatology) remains to be elucidated, especially for long lead times. We conjecture that the information contained in the initial condition (as done with regular weather forecasts) actually controls the mean behavior of the trajectories from that initial condition. But such a skill is actually "concentrated" in the first few days, 25 because the trajectories tend to converge to the climatology after 15 days.
Recent experimental results in chaotic systems have shown that a well tuned neural network algorithm could simulate efficiently the trajectories of a chaotic dynamical system (Pathak et al., 2018b) . Our system is an extreme simplification of an artificial intelligence algorithm, but it does demonstrate the forecast skill of such approaches. The advantage here is the physical constraint between the atmospheric circulation and the variables to be simulated.
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This system was tested on temperature for five European datasets. This could be extended to precipitation or wind speed. If a real-time forecast is to be performed, we emphasize that only the predictand (here, SLP) needs to be regularly updated for the computation of analogues. The goal of such a system is not to replace ensemble numerical weather/seasonal forecast. Rather, it can refine the usual ref-
erences (climatology and persistence) for the evaluation of skill scores. This would create a third "machine learning" reference for CRPSS that might be harder to beat than the classical references.
Code and data availability. The code for the computation of analogues is available at (free CeCILL license):
https://a2c2.lsce.ipsl.fr/index.php/deliverables/101-analogue-software
