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RESUMO 
 
JUVANHOL, Ronie Silva. APRENDIZADO DE MÁQUINA NA MODELAGEM DE 
INCÊNDIOS FLORESTAIS NO ESTADO DO ESPÍRITO SANTO. 2017. Tese 
(Doutorado em Ciências Florestais) – Universidade Federal do Espírito Santo, 
Jerônimo Monteiro, ES. Orientador: Prof. Dr. Nilton Cesar Fiedler. Coorientador: Prof. 
Dr. Alexandre Rosa dos Santos. 
 
O principal problema encontrado quando da aplicação de técnicas de sistemas de 
informações geográficas e sensoriamento remoto para a predição de incêndios 
florestais é a necessidade de integrar diferentes fontes de dados. Os métodos 
aplicados, geralmente são baseados em técnicas de regressão ou em coeficientes 
que dependem de conhecimentos dos especialistas. Esta pesquisa objetivou testar a 
capacidade da árvore de classificação e regressão (CART) em avaliar o risco de 
incêndios florestais no estado do Espírito Santo. A análise CART é uma técnica 
estatística não paramétrica que gera regras de decisão na forma de uma árvore 
binária, para um processo de classificação ou de regressão. O produto MCD45A1 de 
área de queima, relativo a um período de 16 anos (2000-2015), foi utilizado para, a 
partir dos pontos centrais da célula de grade, obter um mapa de ocorrência de incêndio 
por meio de uma abordagem de densidade Kernel. O mapa resultante foi então 
utilizado como variável de entrada para a análise CART com variáveis de influência 
de incêndios usados como preditores. Um total de 12 variáveis preditoras foram 
determinadas de diversas bases de dados, abrangendo aspectos ambientais, físicos 
e socioeconômicos. As regras induzidas pelo processo de regressão permitiram a 
definição de diferentes níveis de risco, expressa em 35 unidades de gestão, utilizado 
para a produção de um mapa de predição de fogo. De acordo com os resultados, as 
áreas de maiores riscos no estado são representadas pela Região Nordeste, Vale do 
Rio Doce e Sudeste (Costa Sul). Os resultados do processo de regressão (r=0,94 e 
r²=0,88), a capacidade de análise do algoritmo CART para destacar as relações 
hierárquicas entre as variáveis preditoras e a interpretabilidade fácil das regras de 
decisão, representam uma ferramenta possível para melhor abordar o problema de 
avaliar e representar o risco de incêndios florestais.  
 
Palavras-chave: Estatística não paramétrica, Densidade Kernel, Algoritmo CART, 
Regras de decisão, Mapa de predição do fogo.  
  
ABSTRACT 
 
JUVANHOL, Ronie Silva. MACHINE LEARNING IN THE MODELING OF FOREST 
FIRES IN THE STATE OF ESPÍRITO SANTO. 2017. Thesis (Doctor of Forest 
Science) – Federal University of Espírito Santo, Jerônimo Monteiro, ES. Advisor: Prof. 
Dr. Nilton Cesar Fiedler. Co Advisor: Prof. Dr. Alexandre Rosa dos Santos.  
 
The main problem encountered when applying geographic information systems and 
remote sensing techniques for the prediction of forest fires is the necessity to integrate 
different data sources. The methods applied are usually based on regression 
techniques or on coefficients that depend on expert knowledge. The objective of this 
study was to test the capacity of the classification and regression tree (CART) to 
assess the regional fire risk. The CART analysis is a non-parametric statistical 
technique that generates decision rules in the form of a binary tree, for a classification 
or regression process. The MCD45A1 product of burn area, relative to 16-year (2000-
2015) was used to obtain a fire occurrence map, from the center points of the grid cell, 
using a kernel density approach. The resulting map was then used as input response 
variable for the CART analysis with fire influence variables used as predictors. A total 
of 12 predictors were determined from several databases, covering environmental 
physical and socioeconomic aspects. The rules induced by the regression process 
allowed the definition of different risk levels, expressed in 35 management units, used 
to produce a fire prediction map. According to the results, the Northeast Region, sweet 
river and Southeast represent the major risk areas in the state (South Coast). The 
results of the regression process (r = 0.94 and r² = 0.88), the capability of the CART 
algorithm analysis to highlight the hierarchical relationships between the predictor 
variables and the easy interpretability of the decision rules represent a possible tool to 
better approaching the problem of assessing and representing forest fires. 
 
Keywords: Non-parametric statistics, Kernel density, CART algorithm, Decision rules, 
Fire prediction map. 
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1. INTRODUÇÃO 
 
Ao longo das últimas décadas, os incêndios florestais no Brasil têm recebido 
maior atenção devido à grande variedade de impactos ecológicos, econômicos, 
sociais e políticos; embora estatísticas de ocorrência e efeitos do fogo ainda sejam 
incientes.  
O fogo desempenha um importante papel na criação e manutenção da 
estrutura da paisagem, composição, função e integridade ecológica, podendo 
influenciar as taxas e os processos de sucessão ecológica (COVINGTON; MOORE, 
1994; MORGAN et al., 2001). 
O impacto dos incêndios em escalas locais, regionais e globais foi revisado 
em Stolle e Lambin (2003) e Lentile et al. (2006). Em escala local, o fogo pode 
estimular processos microbianos do solo e a combustão da vegetação, alterando a 
estrutura e a composição de solos e vegetação (LENTILE et al., 2006). Em escalas 
regionais e globais, a combustão da floresta e vegetação de pastagem liberam 
grandes volumes de gases radiativamente ativos, aerossóis pirogênicos e outros 
compostos que significativamente influenciam o orçamento radiativo da terra e a 
química atmosférica (ANDREAE; MERLET, 2001), afetando a qualidade do ar 
(HARDY et al., 2001) e aumentando a preocupação sobre os riscos para a saúde 
humana (STEFANIDOU et al., 2008). 
Compreender a distribuição espacial dos incêndios florestais e conhecer os 
principais fatores para sua ocorrência baseia-se principalmente na análise de locais 
históricos de ocorrências (SYPHARD et al., 2008). A importância dos fatores 
antropogênicos na regulação dos eventos de incêndios, além do clima, vegetação 
e fatores topográficos faz a predição do fogo altamente desafiadora (PERRY, 
1998). O desenvolvimento e utilização de modelos de predição de fogo pode 
auxiliar o manejo florestal na tomada de decisão ativa e preventiva (GONZÁLEZ et 
al., 2006). 
Uma grande variedade de técnicas tem sido utilizadas para o modelo de risco 
de incêndio. Os modelos mais complexos de fogo requerem informação espacial 
que é fornecida por sensoriamento remoto e Sistemas de Informação Geográfica 
(SIG) (BONAZOUNTAS et al., 2005). O uso de dados de várias fontes, implica a 
presença de variação local e relações multivariadas entre as variáveis preditoras, e 
requer modelos flexíveis, imparciais, objetivos e consistentes. Apesar disso, os 
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modelos comumente utilizados sugerem uma configuração a priori dos parâmetros 
de modelagem. Essa configuração preliminar é muitas vezes baseada no 
conhecimento dos especialistas em incêndios (CAETANO et al., 2004; CHUVIECO; 
CONGALTON, 1989; EUGENIO et al., 2016; SEMERARO et al., 2016; VADREVU 
et al., 2010) ou na implementação da análise de regressão, onde os coeficientes 
representam os pesos das variáveis preditoras consideradas.  
Os modelos estatísticos propostos em trabalhos anteriores para implementar 
essa análise variam desde regressão linear múltipla (CHUVIECO; CONGALTON, 
1989) e regressão logística (RL) (CATRY et al., 2009; CHOU et al., 1993; 
VASCONCELOS et al., 2001; PREISLER et al., 2004). A regressão linear múltipla 
lida com uma variável de resposta contínua, enquanto a RL admite a existência de 
variáveis binárias. Além disso, a RL não precisa de hipóteses sobre a distribuição 
dos dados, e as variáveis preditoras podem ser contínuas e/ou categóricas. 
Entretanto, a RL dá uma saída como uma simples resposta "sim / não". Tal 
limitação, não permite a sua utilização para a predição de variáveis contínuas como 
a densidade de fogo. Ao contrário, a regressão linear múltipla pode lidar com estas 
questões, mas a sua aplicação exclui variáveis categóricas, tais como o uso da 
terra e tipo de combustível, muito essencial na modelagem de risco de incêndio. 
A fim de superar estas desvantagens, alguns autores utilizaram redes 
neurais para prever o risco de incêndio, com resultados satisfatórios, especialmente 
em áreas onde a ocorrência de incêndios revela um comportamento muito 
complexo e heterogêneo (BART, 1998; CHUVIECO, 1999; VASCONCELOS, 2001; 
VEGA-GARCIA, 1996). No entanto, as redes neurais apresentam algumas 
desvantagens, tal como a computação lenta durante as fases de treinamento. Na 
prática, a rede neural calcula mapas de risco de incêndio precisos, mas não fornece 
informações sobre as regras de hierarquia e de regressão das variáveis (AMATULLI 
et al., 2006). 
Como apresentado, diferentes técnicas foram testadas e desenvolvidas, mas 
cada uma com suas lacunas e desvantagens. Muitas vezes, os coeficientes de 
regressão obtidos por técnicas estatísticas comuns, são aplicados a toda a área de 
estudo, sem considerar a importância da variação espacial de cada variável no 
processo de regressão. Esta suposição, também conhecido como estacionaridade, 
é frequentemente violado em situações do mundo real (MARTÍNEZ-FERNÁNDEZ 
et al., 2013). Isto significa que as técnicas tradicionais comumente usadas para a 
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integração e avaliação das relações entre as variáveis preditoras não oferecem 
uma visão realista dos incêndios e, portanto, não são capazes de oferecer uma 
ajuda prática aos gestores para a tarefa de sistema de apoio à decisão (DSS).  
Os gestores de incêndio enfrentam dificuldades crescentes ao planejar as 
atividades de gestão. Portanto, antes do início da temporada do fogo, são 
necessárias ferramentas operacionais mais eficientes do que as propostas até o 
momento, a fim de fornecer informações úteis para a fase de planejamento prévio. 
(SAN-MIGUEL et al., 2003). Os modelos aplicáveis devem ser capazes não só de 
lidar com diferentes fontes de dados ou de delinear relacionamentos não 
estacionários, mas também de fornecer um resultado mais detalhado do que um 
único mapa de risco de saída.  
Contra às lacunas mencionadas dos sistemas atuais de predição de 
incêndio, os algoritmos de aprendizado de máquina apresentam uma abordagem 
interessante para tratar o problema. Alguns algoritmos são encontrados na 
literatura para avaliar a capacidade preditiva do mapa de fogo, tais como Random 
Forest (ARPACI et al., 2014; OLIVEIRA et al., 2012; WU et al., 2014), MaxEnt 
(ARPACI et al., 2014) e Boosted Regression Trees (ARGAÑARAZ et al., 2015). 
Entretanto, tais abordagens não possui o atrativo da interpretabilidade 
proporcionada pela estrutura da árvore oferecida pelo algoritmo Classification and 
Regression Trees (CART). 
Proposto por Breiman et al. (1984), a árvore de decisão CART é capaz de 
processar atributos contínuos e nominais como alvos e preditores por meio de um 
procedimento recursivo binário para construir uma árvore ideal. Considerado como 
um dos dez melhores algoritmos de mineração de dados segundo Wu e Kumar, 
(2009), a árvore de classificação prevê probabilidades de associação para variáveis 
de resposta categóricas, enquanto a árvore de regressão prevê valores médios 
para as variáveis de resposta em escala intervalar ou de razão (MICHAELSEN et 
al., 1994), útil para a predição do fogo. 
Esta tese se insere no âmbito da modelagem e análise espacial pelo uso de 
técnicas de aprendizado de máquina para avaliar a predição de fogo em escala 
regional; um campo em que o potencial desta abordagem estatística ainda não foi 
bem explorado. A técnica proposta visa fornecer saídas compreensíveis, na forma 
de regras de decisão, capazes de predizer os valores de risco médio para cada 
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célula de grade, definindo assim as unidades de manejo do fogo no estado do 
Espírito Santo. 
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2. REVISÃO DE LITERATURA 
 
Incêndio florestal é um fenômeno global, com relevante pesquisa mundial 
ligada aos impactos sobre a vida humana, os ecossistemas e outros recursos. A 
gestão do fogo está sujeita a fontes múltiplas de incertezas. A incerteza decorre de 
dados imprecisos ou ausentes, da compreensão científica incompleta da resposta 
ecológica ao fogo, compreensão científica incompleta da resposta do 
comportamento do fogo para intervenções de gestão (supressão, redução de 
combustível, entre outros), e medidas de valor de recursos limitados para orientar 
instrumentos de prevenção de recursos em risco. A gestão estratégica está sujeita 
a significativa incerteza adicional ao considerar a dinâmica espaço-temporal das 
mudanças climáticas, a sucessão vegetativa, a migração de espécies, e regimes 
de perturbação. 
As avaliações do risco de incêndios florestais são ferramentas de apoio à 
decisão que integram informações referentes à probabilidade e magnitude da 
resposta do recurso a fatores de risco, a fim de sintetizar uma conclusão sobre o 
risco que pode informar a tomada de decisão (SIKDER et al., 2006). As avaliações 
de risco informam a tomada de decisão estratégica, tática e operacional, e são 
usadas em modelos de apoio à decisão desenvolvida por pesquisadores e 
especialistas em gestão (BAR-MASSADA et al., 2009).  
Cada vez mais, a gestão do incêndio florestal está sendo vista como uma 
forma de gestão de risco, com um correspondente aumento no rigor analítico e 
alinhamento com os princípios de gestão de risco. O desenvolvimento e utilização 
de modelos de avaliação de risco de incêndio pode auxiliar o manejo florestal na 
tomada de decisão ativa e preventiva (GONZÁLEZ et al., 2006). A literatura 
continua a expandir-se com exemplos de análises de risco de incêndio em todo o 
mundo (ATKINSON, 2010; DLAMINI, 2010; KALOUDIS et al., 2010; ZHIJUN et al., 
2009). As escalas de planejamento para a gama de gestão de um incêndio incluem 
a prevenção de incêndios, detecção de incêndio, expedição de ataque inicial, e 
planejamento estratégico e gestão de combustível (MARTELL, 2007). O 
gerenciamento do risco de incêndio envolve a análise de exposição e efeitos 
(probabilidade e magnitude de potenciais efeitos benéficos ou nocivos), e o 
desenvolvimento de respostas de gestão apropriadas para reduzir a exposição e/ou 
mitigar os efeitos adversos (FAIRBROTHER; TURNLEY, 2005; FINNEY, 2005). 
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O documento dissertativo a seguir revisa o estado de avaliação da gestão, 
com uma abordagem sobre as incertezas em avaliações de risco integrados que 
consideram um conjunto de valores humanos e ecológicos. Dar-se início ao 
descrever a tipologia das incertezas enfrentadas em recursos naturais e de tomada 
de decisão ambiental. Uma análise é realizada dos métodos de modelagem de 
ocorrência de incêndios florestais, incluindo aspectos sobre o banco de dados e os 
fatores que afetam a ocorrência de fogo. Também são descritos os fundamentos 
da árvore de decisão e do algoritmo CART, considerado nesta tese como técnica 
para predição de ocorrência de incêndios florestais. 
 
2.1. Caracterização e incerteza na gestão 
 
Ascough et al. (2008), sintetiza várias caracterizações existentes de 
incerteza no contexto de tomada de decisão ambiental. Quatro grandes categorias 
de incerteza existem: (i) incerteza linguística, (ii) incerteza de variabilidade, (iii) 
incerteza do conhecimento e (iv) incerteza de decisão. 
(i) A incerteza linguística refere-se a questões de indefinição, ambiguidade, 
dependência contextual de palavras e dificuldade em explicar resultados. Brugnach 
et al. (2011) descrevem a ambiguidade como uma fonte de incerteza em que podem 
existir mais de uma maneira válida de compreender o sistema a ser gerenciado. No 
contexto de incêndio florestal, o termo "risco" tem sido usado de modo indefinido, 
causando certa incompreensão. Hardy (2005), por exemplo, define o risco como a 
probabilidade de ocorrência de incêndios, enquanto Finney (2005) adota uma 
abordagem atual, definindo risco como a expectativa probabilística da alteração do 
valor de recursos em resposta ao fogo. 
(ii) A incerteza de variabilidade refere-se à variabilidade inerente que se 
manifesta em sistemas naturais. A frequência e padrão espacial de locais de 
ignição, ou as condições meteorológicas que influenciam no comportamento do 
fogo são exemplos de incerteza de variabilidade. As abordagens probabilísticas são 
mais frequentemente utilizadas para lidar com este tipo de incerteza, tais como a 
modelagem de ocorrência de incêndio, propagação, e intensidade (AGER et al., 
2010; CARMEL et al., 2009; KROUGLY et al., 2009; PODUR; WOTTON, 2010). As 
abordagens na ciência de gestão que incorporam elementos probabilísticos 
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incluem programação dinâmica estocástica, análise de cenários e modelos de 
cadeia de Markov (WEINTRAUB; ROMERO, 2006). 
(iii) A incerteza de conhecimento refere-se aos limites de nosso 
conhecimento e limites da nossa compreensão científica. Este tipo de incerteza 
está presente, no que diz respeito, à forma como conceituar os processos naturais 
que ocorrem ao nosso redor, a natureza e a qualidade dos dados que usamos para 
informar esses modelos e a incerteza propagada nos resultados do modelo. Jones 
et al. (2004), por exemplo, identificam a necessidade de gerar estimativas de 
incerteza para as camadas de dados espaciais ao mapear combustíveis, e 
Bachmann e Allgöwer (2002) descrevem a propagação de incerteza na modelagem 
do comportamento do fogo devido à incerteza em relação às variáveis de entrada. 
Mais recentemente, Cruz e Alexander (2010) destacam as lacunas de 
conhecimento e erros comuns a muitos sistemas de modelagem de fogo em relação 
ao comportamento do fogo. A incerteza de conhecimento é considerada reduzida, 
na medida em que podemos reduzir o escopo dessa incerteza por meio de pesquisa 
adicional e investigação empírica. 
Em contraste com a incerteza de variabilidade, as abordagens não-
probabilísticas são, em geral, mais adequadas para gerir a incerteza do 
conhecimento (KANGAS; KANGAS, 2004). A gestão na incerteza do 
conhecimento, normalmente, envolve alguma forma de sistema pericial. Em 
problemas de gestão de recursos complexos, tais como a gestão de um incêndio, 
um reconhecimento formal de incerteza emparelhado com o julgamento 
especialista é muitas vezes a melhor abordagem (BORCHERS, 2005). O 
conhecimento especializado e o julgamento podem ser incorporados em uma série 
de maneiras, incluindo sistemas baseados em conhecimento, modelos hierárquicos 
multiatributo, modelos lógicos, teoria dos conjuntos fuzzy, e seus híbridos 
(GONZÁLEZ et al., 2007; HESSBURG et al., 2007; KALOUDIS et al., 2005; 
VADREVU et al., 2010). 
(iv) A incerteza de decisão refere-se à informação imperfeita envolvida na 
análise custo/benefício social, também referida como a incerteza no valor ou 
incerteza na preferência. Na medida em que não sabemos completamente as 
preferências/valores sociais, a nossa capacidade de gerir para o bem-estar social 
é limitada. Este tipo de incerteza é geralmente tratada com alguma forma de um 
método de mensuração do valor (DIAZ-BALTEIRO; ROMERO, 2008; MENDOZA; 
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MARTINS, 2006). Nestes, vemos a interseção de economia de recursos com a 
literatura de ciência da decisão. As abordagens de avaliação não-mercantis 
econômicos incluem preços hedônicos, modelos custo-viagem, avaliação 
contingente e modelagem de escolha (VENN; CALKIN, 2009). As abordagens na 
literatura de apoio à decisão florestal para lidar com a incerteza de decisão incluem 
o Analytic Hierarchy Proces (AHP), a teoria da utilidade e teoria da escolha social 
(MENDOZA; MARTINS, 2006).  
Gerir a incerteza de decisão pode ser bastante desafiador, devido à 
presença de múltiplas partes interessadas com diferentes perspectivas, 
percepções e objetivos, e o fato de que as preferências podem mudar com o tempo 
ou quando houver mais informações disponíveis (BRAGA; STARMER, 2005; 
BROWN et al., 2008; MAGUIRE; ALBRIGHT, 2005; REISKAMP et al., 2006). 
O Quadro 1 ilustra um mapeamento de fontes de incerteza no contexto dos 
incêndios florestais para o tipo de incerteza comum, juntamente com as abordagens 
de apoio à decisão mais utilizados.  
 
Quadro 1 – Incertezas no planejamento estratégico do fogo florestal para a tipologia 
de incerteza de Ascough et al. (2008) 
Fontes de Incerteza Tipo de Incerteza Metodologia 
Ocorrência de incêndio Variabilidade Baseado em probabilidade 
Comportamento do fogo Variabilidade; conhecimento 
Baseado em probabilidade; 
sistema especialista 
Resposta ecológica ao fogo Conhecimento Sistema especialista 
Eficácia dos tratamentos de 
gestão 
Conhecimento Sistema especialista 
Valorização dos recursos não-
mercantis 
Decisão Mensuração do valor 
Interação do fogo com outro 
distúrbio 
Variabilidade; conhecimento 
Baseado em probabilidade; 
sistema especialista 
Dinâmica temporal de 
vegetação e combustível 
Variabilidade; conhecimento 
Baseado em probabilidade; 
sistema especialista 
Contabilização do papel das 
mudanças climáticas 
Variabilidade; conhecimento 
Baseado em probabilidade; 
sistema especialista 
Fonte: Thompson e Calkin, 2011, p. 1897. 
 
A modelagem do comportamento do fogo, por exemplo, implica na incerteza 
da variabilidade em termos de processos, tais como frequência/localização das 
ignições e vento padrões, bem como a incerteza do conhecimento em termos de 
como nós representamos as condições dos combustíveis, a qualidade dos dados 
de entrada da paisagem e características dos combustíveis, e como modelar o 
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movimento de incêndio em toda a paisagem. Os sistemas de apoio à decisão 
ajudam a reduzir o âmbito de aplicação destas incertezas e facilita o conhecimento 
dos riscos na tomada de decisão. 
 
2.2. Análise de ocorrência de incêndio e métodos de modelagem 
 
A pesquisa de ocorrência de incêndio foi amplamente realizada para obter 
uma melhor compreensão dos fatores espaciais e temporais que influenciam as 
ignições de incêndios florestais e para desenvolver modelos que possam ser 
usados para predizer a probabilidade de ignição em diferentes áreas e com 
diferentes condições climáticas. 
A pesquisa de ocorrência de incêndio baseada espacialmente está 
principalmente preocupada com a distribuição espacial das ignições em relação às 
variáveis geográficas, como o terreno e as características da paisagem humana. 
Foram utilizadas uma série de metodologias para determinar os fatores espaciais 
que influenciam a ocorrência de incêndio. Estas incluem testes de hipóteses 
estatísticas tradicionais (CARDILLE; VENTURA, 2001; MAINGI; HENRY, 2007; 
MERCER; PRESTEMON, 2005), análise de regressão linear (DONOGHUE; MAIN, 
1985) e análise de regressão logística (CARDILLE et al., 2001; CATRY, 2009; 
KALABOKIDIS et al., 2007; MARTÍNEZ, 2009; PEW; LARSEN, 2001; SYPHARD et 
al., 2008), árvore de classificação e regressão (AMATULLI et al., 2006) e métodos 
de rede bayesiana (DILTS et al., 2009; DLAMINI, 2010). Algumas pesquisas 
investigaram o agrupamento de pontos de ignição e usaram a função K de Ripley 
e função-L para avaliar o agrupamento e a densidade kernel para fornecer 
representações gráficas (GENTON et al., 2006; HERING et al., 2009; PODUR et 
al., 2003; TURNER, 2009; YANG et al., 2007). Uma lista contendo os detalhes de 
pesquisas publicadas de ocorrência espacial de incêndio é apresentada no Quadro 
2. 
A pesquisa de ocorrência de incêndio baseada temporalmente foi realizada 
para modelar a probabilidade de ocorrência de fogo, definida como um ou mais 
incêndios que ocorrem dentro de limites temporais e espaciais definidos. A 
pesquisa de ocorrência temporal de incêndio também foi realizada para estimar o 
número de ignições que podem ocorrer em um determinado dia. Esses modelos 
usam principalmente variáveis dinâmicas do tempo e índices climáticos de fogo.
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Quadro 2 – Exemplos de modelos e análises de ocorrência de incêndios baseados espacialmente 
Referência Origem Tipo de ignição Método Fatores significativos 
Donoghue e Main 
(1985) 
Leste dos EUA Antropogênico Regressão linear Latitude, clima (precipitação), densidade populacional (não 
urbana) e número de processos judiciais e condenações 
Chou (1993) Sul da Califórnia, 
EUA 
Não especificado Regressão logística Topografia, vegetação, temperatura, precipitação, proximidade 
com edifícios e transportes 
Cardille e Ventura 
(2001) 
Alto Centro-Oeste 
dos EUA 
Todos (97% 
antropogênico) 
Análise estatística (Teste-Z) Posse de terra 
Cardille et al. (2001) Alto Centro-Oeste 
dos EUA 
Todos (96% 
antropogênico) 
Regressão logística Densidade de estradas e demográfica, temperatura e precipitação 
Pew e Larsen 
(2001) 
Ilha de Vancouver, 
Canadá 
Antropogênico Regressão logística Temperatura, precipitação, distância das cidades, rodovias e 
ferrovias 
Podur et al. (2003) Ontário, Canadá Raio Função K Tempo seco localizado e tempestade 
Mercer e 
Prestemon (2005) 
Flórida, USA Não especificado Análise estatística (Estimativa 
de verossimilhança) 
Desemprego, pobreza e número de policiais 
Amatulli et al (2006) Sudeste da Itália Não especificado Árvore de decisão Cobertura da terra, temperatura dos meses mais quentes e mais 
frios, declividade e altitude 
Genton et al. (2006) Flórida, USA Todos (75% 
antropogênico) 
Função K Raio, incêndios criminosos e de ferrovia 
Kalabokidis et al. 
(2007) 
Norte da Grécia Não especificado Regressão logística Cobertura da vegetação, declividade, altitude, pecuária 
Maingi e Henry 
(2007) 
Kentucky, EUA Antropogênico 
(incêndio criminoso) 
Análise estatística (teste de 
Kruskal-Wallis, correlação) 
Distância a estradas e lugares povoados, altitude e declividade 
Yang et al. (2007) Missouri, EUA Antropogênico Função K Posse de terreno, distância a cidades e estradas, tipo de floresta e 
declividade 
Romero-Calcerrada 
et al. (2008) 
Região de Madri, 
Espaha 
Antropogênico Estatística bayesiana (pesos 
de evidência) 
Proximidade a áreas urbanas e estradas 
Syphard et al 
(2008) 
California, USA Principalmente 
antropogênico 
Regressão logística Distância a estradas e trilhas, tipo de vegetação, interface floresta-
meio urbano e temperatura mínima média de janeiro 
Dilts (2009) Nevada, EUA Raio Modelagem bayesiana Densidade de raio, rugosidade topográfica 
Martinez et al. 
(2009) 
Espanha Antropogênico Regressão logística Fragmentação da paisagem agrícola, abondono de terras 
agrícolas e processos de desenvolvimento 
Catry et al. (2009) Portugal Principalmente 
antropogênico 
Regressão logística Densidade populacional, cobertura da terra, altitude e distância de 
estradas 
Dlamini (2010) Suazilândia Não especificado Modelagem bayesiana Cobertura da terra, altitude, precipitação média anual e 
temperatura média anual 
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Algumas análises e modelos de ocorrência de incêndios temporais foram 
especificamente realizados para selecionar o índice de perigo de incêndio mais 
apropriado para uma área (ANDREWS et al., 2003; HAINES et al., 1983; PADILLA; 
VEGA-GARCIA, 2011; VASILAKOS et al., 2009; VIEGAS et al., 1999). Da mesma 
forma, outros artigos compararam a ocorrência de fogo com o teor de umidade de 
combustível vivo e morto (CHUVIECO et al., 2009; VIEGAS et al., 1992). A 
influência de variáveis geográficas foi minimizada na maioria dos trabalhos de 
ocorrência de fogo temporal, dividindo a paisagem em unidades relativamente 
homogêneas e tratando estas individualmente.  
A grande maioria dos artigos considerou a probabilidade de ocorrência de 
fogo na escala diária (Quadro 3), modelada principalmente por meio de regressão 
logística (ANDREWS et al., 2003; MARTELL et al., 1989; PADILLA; VEGA-
GARCIA, 2011; PREISLER, 2004; VEGA-GARCIA et al., 1995; VILAR, 2010). 
Outros autores utilizaram métodos como redes neurais artificiais (VASILAKOS et 
al., 2009) e árvores de classificação e regressão (KRUSEL et al., 1993). 
 
Quadro 3 –  Exemplos de modelos temporais e análises de ocorrência de incêndios 
(probabilidade de um ou mais incêndios em um determinado dia) 
Referência Origem Tipo de ignição Método Fatores significativos 
Martell et al. 
(1989) 
Ontário, 
Canadá 
Antropogênico 
Regressão 
logística 
Umidade do combustível fino1 e dia da 
estação 
Krusel et al. 
(1993) 
Noroeste de 
Victória, 
Austrália 
Não especificado 
Árvore de 
decisão 
Variáveis meteorológicas (temperatura, 
dias desde a última chuva, índice de 
seca de Keetch-Byram, velocidade do 
vento e humidade relativa) 
Vega-Garcia 
et al. (1995) 
Alberta, 
Canadá 
Antropogênico 
Regressão 
logística 
Distrito, Índice de acumulação1 e Índice 
de propagação inicial1 
Andrews et 
al. (2003) 
Arizona, 
USA 
Todos 
Regressão 
logística 
Componente de liberação de energia2 
Preisler et al. 
(2004) 
Oregon, 
USA 
Todos 
Regressão 
logística 
Localização espacial, dia no ano, 
altitude, umidade do combustível de 
1000horas2, temperatura do bulbo seco 
e estado do tempo 
Albertson et 
al. (2010) 
Reino Unido Antropogênico 
Modelo 
probit 
Chuva, temperatura, feriado público, 
dia da semana e mês 
Vasilakos et 
al. (2009)¹ 
Ilha de 
Lesbos, 
Grécia 
Principalmente 
antropogênico 
Redes 
neurais 
Chuva, umidade de combustível de 
10horas2, mês, umidade relativa, 
altitude e dia da semana 
Chuvieco et 
al. (2009) 
Espanha 
Central 
Todos 
Regressão 
de Poisson 
Umidade do combustível vivo 
Vilar et al. 
(2010) 
Região de 
Madri, 
Espanha 
Antropogênico 
Regressão 
logística 
Dia do ano, densidade urbana, 
distância de rodovia e ferrovia, altitude 
e temperatura máxima 
1 Componente do Canadian Forest Fire Weather Index System – CFFWIS (WAGNER, 1987). 
2 US National Fire Danger Rating System – NFDRS (DEEMING et al., 1997). 
Fonte: Plucinski (2012), adaptado pelo autor. 
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Alguns trabalhos de ocorrência de fogo temporal apresentaram modelos 
para predizer o número de incêndios que ocorrem em um único dia (Quadro 4). 
Estes usaram a regressão de poisson (CUNNINGHAM; MARTELL 1973; WOTTON 
et al., 2003) e modelagem bayesiana (TODD; KOURTZ, 1991).  
 
Quadro 4 – Exemplos de modelos temporais de predição do número de incêndios 
diários 
Referência Origem Tipo de 
ignição 
Método Fatores significativos 
Cunningham e 
Martell (1973) 
Ontário, 
Canadá 
Não 
especificado 
Regressão de 
Poisson 
Umidade do combustível fino1 
Haines et al. 
(1983) 
Nordeste 
dos EUA 
Não 
especificado 
Regressão 
linear 
Componente de ignição2 
Todd e Kourtz 
(1991) 
Quebec, 
Canadá 
Antropogênico 
Modelagem 
bayesiana 
Velocidade do vento, umidade do 
combustível fino1 e umidade da turfa1 
Garcia Diez et 
al. (1994) 
Galícia, 
Espanha 
Não 
especificado 
Autoregressivo 
Nível de estabilidade atmosférica e 
déficit de saturação 
Mandallaz e 
Ye (1997) 
Sul da 
Suécia 
Todos 
Regressão de 
Poisson 
Região, dia da semana, histórico de 
fogo recente, umidade relativa e 
ETP3 
Sul da 
França 
Todos 
Regressão de 
Poisson 
ICONA3, histórico de fogo recente e 
IP3 
Norte da 
Itália 
Todos 
Regressão de 
Poisson 
Região, histórico de fogo recente, 
precipitação, velocidade do vento, 
umidade do combustível fino² 
Portugal Todos 
Regressão de 
Poisson 
RN3, IREPI3 e histórico de fogo 
recente 
Garcia Diez et 
al. (1999) 
Galícia, 
Espanha 
Não 
especificado 
Autoregressivo Estabilidade atmosférica e umidade 
Anderson 
(2002) 
Canadá Raio 
Modelo 
probabilístico  
Número de raios, teor de umidade do 
combustível, chuva e tipo de floresta 
Wotton et al. 
(2003) 
Ontário, 
Canadá 
Antropogênico 
Regressão de 
Poisson 
Umidade do combustível fino1, 
umidade da turfa1 e grau de secura1 
Wotton at al. 
(2010) 
Canadá 
Antropogênico Regressão de 
Poisson 
Ecoregião, umidade de combustível 
fino1, umidade da turfa1, grau de 
secura1, estação do ano Raio 
1 Componente do Canadian Forest Fire Weather Index System – CFFWIS (WAGNER, 1987). 
2 US National Fire Danger Rating System – NFDRS (DEEMING et al., 1997). 
3 Índices de perigo de incêndio indefinidos e não referenciados – suiço (ETP), espanhol (ICONA), 
português (IP), italiano (IREPI) e francês (RN) utilizados por Mandallaz e Ye (1997). 
Fonte: Plucinski (2012), adaptado pelo autor. 
 
Uma variedade de técnicas de análise e modelagem foram aplicadas aos 
dados de ocorrência de incêndio, embora a regressão logística tenha sido utilizada 
em grande parte das pesquisas e para a maioria dos modelos prevendo a 
ocorrência de um ou mais incêndios dentro de limites espaciais e temporais 
definidos. 
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A pesquisa de ocorrência de incêndio com base espacial foi utilizada para 
identificar áreas com alto risco de ignição. Esta informação foi utilizada em análises 
de risco de incêndio mais amplas e em operações de gerenciamento de incêndio, 
onde ajudou a segmentação de tratamentos de combustível e a alocação de 
recursos de supressão. 
 
2.2.1. Banco de dados de ocorrência de incêndios florestais 
 
Toda pesquisa de ocorrência de incêndio baseia-se em registros de fogo e 
requer dados que abranjam várias estações de fogo. Os bancos de dados de 
ocorrência de incêndio mantidos pelas agências de combate ao fogo são a fonte 
mais comum desses dados. Embora ocasionalmente, quando esses registros não 
estão disponíveis, os arquivos de imagens de satélite foram usados para pesquisa 
espacial de ocorrência de incêndio (DLAMINI, 2010; MAINGI; HENRY, 2007; 
PRASAD et al., 2008). Os documentos de pesquisa baseados em dados de satélite 
dependem da identificação de cicatrizes de fogo, e é improvável que detectam 
todos os incêndios, particularmente incêndios menores. Embora os registros 
oficiais de agências de bombeiros sejam uma fonte de dados mais confiável, pode 
haver variabilidade significativa nos padrões de relatórios mantidos pelas agências 
(ANDREWS et al., 2003).  
A disponibilidade de registros de fogo restringiu a pesquisa de ocorrência de 
incêndio no passado. As tendências recentes para o aumento da captura de dados, 
dentro de agências de combate a incêndios em muitos países e os avanços em 
programas de computador projetados para análise e modelagem de dados 
possibilitaram a realização de mais pesquisas neste campo.  
Muitas áreas do mundo afetadas por incêndios não possuem registros 
confiáveis de longo prazo de ocorrência de fogo. Desde o advento da observação 
da Terra a partir do espaço, o sensoriamento remoto tornou-se uma ferramenta 
valiosa para a comunidade científica e gestores de recursos naturais, pois 
permite a coleta periódica de dados em diferentes faixas do espectro 
eletromagnético em zonas muito vastas e inacessíveis da Terra (KENNEDY et 
al., 2009). 
O mapeamento de área queimada pelos sistemas globais de satélites 
fornece informações sobre a sazonalidade do fogo, frequência de ocorrência, 
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localização e quantificação da área queimada, que é essencial para o 
desenvolvimento de políticas de gestão ambiental. Anteriormente e na ausência 
de produtos precisos de área queimada, as avaliações da área queimada foram 
criadas com base na calibração dos dados de fogo ativos disponíveis do 
Advanced Very High Resolution Radiometer – AVHRR regionais e dados 
Moderate Resolution Imaging Spectroradiometer – MODIS globais. No entanto, 
vários fatores de controle remoto, ambientais e de comportamento do incêndio 
limitaram a precisão de tais conjuntos de dados da área afetada pelo fogo. 
A disponibilidade de dados com localização geográfica robustamente 
calibrados, atmosfericamente corrigidos, fornecidos pela última geração de 
sistemas de detecção remota de resolução moderada, permitem grandes 
avanços no mapeamento por satélites, da área afetada pelo fogo.  
O produto MCD45A1 é distribuído mensalmente e é parte da coleção 
MODIS 5 (ROY et al., 2008) desenvolvido para mapear a área afetada pelo fogo. 
Este produto utiliza dados diários de ambas as plataformas Terra e Aqua e é 
gerado a partir de uma série temporal de dados de reflectância de superfície da 
terra. O algoritmo Burned Area (BA) é um algoritmo que detecta a mudança da 
estrutura da vegetação, baseado no modelo de reflectância bidirecional e no uso 
de uma medida estatística, para detectar a probabilidade de mudança de um 
estado observado anteriormente. O algoritmo mapeia a extensão espacial (500m 
de resolução) dos últimos incêndios e não de incêndios que ocorreram em 
épocas ou anos anteriores. 
O método de mudança é aplicado a pixels georreferenciados, em longas 
séries de observações de reflectância. O algoritmo inicia pelo pré-processamento 
da reflectância da superfície da terra, detectada pelas sete bandas do sensor 
MODIS. Uma reflectância diária é prevista com base na reflectância detectada 
nos 16 dias anteriores. Esta informação é usada para modelar uma Função de 
Distribuição de Reflectância Bidirecional (BRDF), que permite o gerenciamento 
das variações angulares de reflectância. Este modelo é usado para prever 
mudanças na reflectância estimando observações subsequentes no tempo. Em 
seguida, uma medida estatística (Z-score) é calculada a partir das bandas 2 e 5 
do sensor MODIS, para cada pixel georreferenciado, para determinar a queima 
do pixel com a diferença entre a reflectância observada e prevista. Esta decisão 
é baseada em um limite (Zthre). Finalmente, o algoritmo reduz os erros de 
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comissão ao selecionar, a partir de pixels candidatos, os que fornecem 
evidências persistentes de ocorrência de fogo. Uma descrição mais detalhada do 
algoritmo aplicado para se obter os produtos BA MODIS pode ser encontrada em 
Roy et al. (2005). 
 
2.2.2. Fatores que afetam a ocorrência de fogo 
 
Uma grande variedade de fatores que afetam a ocorrência de fogo foram 
usados em modelos de predição (Quadros 2-4). Estes dependem dos tipos de 
ignição que ocorrem nos locais considerados e das variáveis disponíveis para 
análise. Muitos trabalhos de ocorrência de fogo consideraram incêndios por raio e 
incêndios antropogênicos como causas separadamente. Todavia, a maioria dos 
trabalhos apenas considerou incêndios de uma dessas categorias de ignição. 
Algumas análises espaciais de ignição de fogo por raio associaram-se a 
características do terreno (DILTS et al., 2009; KILINC; BERINGER, 2007; McRAE; 
1992; VÁZQUEZ; MORENO, 1998) e áreas com combustíveis mais secos (PODUR 
et al., 2003). Modelos e análises temporais de ocorrência de incêndio por raio 
evidenciaram a importância da umidade do combustível e das chuvas para a 
predição. Muitos modelos usaram índices dentro do Canadian Forest Fire Weather 
Index System – CFFWIS (WAGNER, 1987), particularmente o Duff Moisture Code 
(ANDERSON, 2002; MARTELL et al., 1989; PODUR et al., 2003), que está 
associado ao teor de umidade de camadas de combustível mais profundas. 
A maioria das pesquisas de ocorrência espacial de incêndio foram realizadas 
em áreas dominadas por ignições antropogênicas. Estas relacionaram a ocorrência 
de fogo antropogênico com uma série de variáveis geográficas associadas à 
densidade populacional (CARDILLE et al., 2001; CATRY, 2009; PRASAD et al., 
2008; MERCER; PRESTEMON, 2005; ROMERO-CALCERRADA et al., 2008); 
proximidade de estradas, cidades e infraestrutura (CATRY et al. 2009; CHOU et al., 
1993; MAINGI; HENRY, 2007; MARTINEZ et al., 2009; PEW; LARSEN; 2001; 
ROMERO-CALCERRADA et al., 2008; SYPHARD et al., 2008; VILAR et al., 2010) 
e uso da terra (CARDILLE; VENTURA; 2001; ROMERO-CALCERRADA et al., 
2008). Algumas investigações de ocorrência de incêndios antropogênicos também 
identificaram variáveis socioeconômicas, como a pobreza e as taxas de 
desemprego como tendo alguma influência (MAINGI; HENRY, 2007; MARTINEZ et 
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al. 2009; MERCER; PRESTEMON, 2005). As variáveis de combustível foram 
consideradas em alguns trabalhos, principalmente em termos de tipo de vegetação 
(PADILLA; VEGA-GARCÍA, 2011; SYPHARD et al., 2008; VEGA-GARCIA et al., 
1996), mas foram consistentemente menos significativos do que as variáveis 
humanas e; as variáveis climáticas foram consideradas com base em interpolações 
geográficas de valores anuais ou mensais médios (DLAMINI, 2010; PEW; LARSEN, 
2001; PRASAD et al., 2008). 
Os modelos de ocorrência temporal de incêndio que consideram as ignições 
antropogênicas assumem que as medidas de prevenção de incêndio, uso da terra 
e as variáveis socioeconômicas permanecem constantes durante o período de 
coleta de dados. Muitos desses modelos relacionaram a ocorrência de incêndio 
com o teor de umidade dos combustíveis de superfície, estimado pela umidade de 
combustível fino no CFFWIS (MARTELL et al., 1989; PADILLA; VEGA-GARCÍA, 
2011; VEGA-GARCIA et al., 1995; WOTTON et al., 2003). Alguns modelos 
incluíram variáveis associadas à data (dia do ano ou estação) para explicar a 
distribuição de incêndios que ocorrem durante a estação de fogo (ALBERTSON et 
al., 2010; MARTELL et al., 1989; PREISLER et al., 2004; VILAR et al., 2010). 
Algumas pesquisas de ocorrência de incêndio consideraram a influência de 
diferentes tipos de ignição. Martell et al. (1989) e Wotton et al. (2003) dividiram os 
incêndios antropogênicos em dois grupos com base em suas distribuições anuais 
de ocorrência. Os estudos das ignições provocadas por incêndios criminosos de 
outras ignições antropogênicas na predição de fogo são importantes, pois 
observam-se tendências espaciais distintas relacionadas à acessibilidade (MAINGI; 
HENRY, 2007) e tendências temporais associadas aos fins de semana e feriados 
(MANDALLAZ; YE, 1997)  
A pesquisa de ocorrência de incêndios florestais foi realizada em muitas 
partes do mundo para melhorar o conhecimento de fatores que afetam a 
distribuição de ignição de incêndios e desenvolver modelos preditivos. Estes fatores 
refletem a variedade de clima, paisagem e culturas nas regiões onde foram 
realizadas. Em geral, as ignições antropogênicas foram influenciadas por variáveis 
de geografia humana, bem como a ocorrência de fins de semana e feriados 
públicos e o teor de umidade dos combustíveis de superfície. As ignições do fogo 
por raio foram associadas à precipitação e ao teor de umidade das camadas de 
combustível mais profundas. 
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Os principais fatores influentes na ocorrência de incêndios florestais foram 
descritos na literatura, pelas variáveis topográficas, climáticas, socioeconômicas e 
de vegetação. 
As características topográficas afetam a distribuição da vegetação, 
composição, inflamabilidade e também influenciam as variações climáticas locais 
(SYPHARD et al., 2008; WHELAN, 1995). A altitude é um importante fator 
fisiográfico que está relacionado ao comportamento do vento e, portanto, afeta a 
propensão do fogo (ROTHERMEL, 1983). A declividade é um indicador de taxa de 
mudança de elevação (em graus). A inclinação da declividade afeta a intensidade 
da radiação e a umidade do combustível. À medida que um incêndio se move sobre 
a paisagem, seu comportamento pode mudar com a hora do dia e as características 
topográficas, devido às variações na intensidade de radiação solar recebida (PYNE, 
et al., 1996). Portanto, a declividade tem influência nas condições de pré-
aquecimento dos combustíveis e modifica a taxa de propagação e direção do fogo 
(BROW; DAVIS, 1973). As encostas íngremes aumentam a velocidade do fogo, 
porque o pré-aquecimento convectivo e a taxa de ignição são mais efetivos 
(KUSHLA; RIPPLE, 1997; ROTHERMEL, 1983; TROLLOPE et al., 2002). 
A ocorrência de fogo, frequência, bem como a intensidade dependem 
principalmente do clima (FLANNIGAN; WOTTON, 2001). Os fatores climáticos e do 
tempo, também desempenham um importante papel no comportamento e 
propagação do fogo. 
A temperatura do ar desempenha um papel importante no comportamento 
do fogo. Seu efeito direto é influenciar a temperatura do combustível e, portanto, a 
quantidade de calor necessário para o elevar ao ponto de ignição. A temperatura 
do ar também tem efeitos indiretos por meio da sua influência sobre a umidade 
relativa do ar e perdas de umidade da vegetação por evaporação (YAKUBU et al., 
2015). 
A precipitação é fator fundamental na definição da estação do fogo. Segundo 
estudos (BRAVO et al., 2010; MORENO et al., 2011; PAUSAS, 2004; PEREIRA et 
al., 2005) foi sugerida a hipótese de que a precipitação ocorrida fora da estação de 
incêndio pode afetar a ocorrência de incêndios, favorecendo o crescimento sazonal 
da vegetação, resultando em aumento da disponibilidade de combustíveis finos 
(principalmente em pastagens), onde os incêndios podem iniciar e se espalhar mais 
facilmente durante a principal estação de fogo; pelo contrário, a precipitação 
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durante a estação de fogo pode dificultar a ocorrência de incêndios pelo aumento 
do teor de umidade dos combustíveis e limitar a ignição e propagação do fogo. 
A radiação solar tem influência sobre a umidade e o tipo de material 
combustível pela disponibilidade de energia. 
A deficiência hídrica também é uma variável climática que existe uma forte 
relação com incêndios florestais. Soares (1985) afirma que em prolongados 
períodos de seca, o material combustível cede umidade ao ambiente, tornando as 
condições favoráveis à ocorrência de incêndios. 
Os padrões espaciais de ocorrência de incêndios estão fortemente 
associados com o acesso humano à paisagem. Em geral, o risco de incêndio 
aumenta em áreas mais próximas a estradas e com interface entre o meio urbano 
e a floresta (PEW; LARSEN, 2001; RODRÍGUEZ-SILVA et al., 2010; SOTO, 2012). 
Nos últimos anos, as medidas de influência humana (distância a estradas, 
distâncias de área de lazer, densidade populacional, entre outros) foram 
consideradas em pesquisas no campo de risco de incêndios florestais. Contudo, o 
problema na prevenção de incêndios é, que muitas vezes, existem grandes lacunas 
na informação disponível sobre a distribuição espacial dos recursos humanos, 
sendo um grande desafio para o desenvolvimento de planos de manejo (ROMERO-
CALCERRADA et al., 2010). 
O combustível é um importante elemento no triângulo do fogo. Influencia na 
facilidade de ignição, bem como o tamanho e a intensidade do fogo (PYNE et al., 
1996). A carga de combustível é considerada como um dos fatores mais 
importantes que influenciam o comportamento do fogo, porque a quantidade total 
de energia calorífica disponível para liberação durante o incêndio está relacionada 
com a quantidade de combustível. Assumindo uma produção de calor constante, a 
intensidade de um incêndio é diretamente proporcional à quantidade de 
combustível disponível para combustão, a qualquer taxa de propagação da frente 
do fogo (YAKUBU et al., 2015). 
 
2.3. Árvore de decisão 
 
A partir da ideia inicial de Hunt (QUINLAN, 1993), no final da década de 50, 
as árvores de decisão foram usadas com sucesso em sistemas de aprendizado de 
máquina e têm sido estudadas tanto na área de reconhecimento de padrões quanto 
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na área de aprendizado de máquina em diversos campos de pesquisa. Os modelos 
estruturados em árvores são modelos não paramétricos, cuja filosofia é utilizar 
modelos simples para sub-amostras dos dados, dividindo o problema em partes. 
Frequentemente, esses modelos são estimados por meio de algoritmos recursivos 
de particionamento. 
A árvore de decisão consiste de uma hierarquia de nós internos e externos 
que são conectados por ramos. O nó interno, também conhecido como nó decisório 
ou nó intermediário, é a unidade de tomada de decisão que avalia por meio de teste 
lógico qual será o próximo nó descendente ou filho. Em contraste, um nó externo, 
também conhecido como folha ou nó terminal, está associado a um rótulo ou a um 
valor. 
Em geral, o procedimento de uma árvore de decisão é o seguinte: apresenta-
se um conjunto de dados ao nó inicial (ou nó raiz que também é um nó interno) da 
árvore; dependendo do resultado do teste lógico usado pelo nó, a árvore ramifica-
se para um dos nós filhos e este processo é repetido até que um nó terminal seja 
alcançado. A repetição deste procedimento caracteriza a recursividade da árvore 
de decisão. 
No caso das árvores de decisão binária, cada nó intermediário divide-se 
exatamente em dois nós descendentes: o nó esquerdo e o nó direito. Quando os 
dados satisfazem o teste lógico do nó intermediário seguem para o nó esquerdo e 
quando não satisfazem seguem para o nó direito. Logo, uma decisão é sempre 
interpretada como verdadeira ou falsa. A descrição de divisão para árvores binárias 
é descrita nesta tese. Contudo, na literatura, árvore de decisão com outras divisões 
pode ser encontrada em Zighed e Rakotomalala (2000). O nível de um nó é a 
distância do mesmo até a raiz, ou seja, o número de ligações percorridas até chegar 
a raiz. A profundidade de uma árvore de decisão é definida pela maior distância 
entre uma folha e a raiz, existindo árvores com profundidade uniforme em todas as 
folhas e outras não (MURTHY, 1997). A representação de uma árvore de decisão 
pode ser visualizada na Figura 1. 
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Figura 1 – Exemplo de partição dos espaços atributos (esquerda) e exemplo de 
uma árvore de decisão (direita). 
 
Fonte: Santos (2011). 
 
O aprendizado de uma árvore de decisão é supervisionado, ou seja, 
compreende a abstração de um modelo de conhecimento a partir dos dados 
apresentados na forma de pares ordenados (entrada, saída desejada). As árvores 
treinadas podem ser representadas como um conjunto de regras “Se-Então” para 
melhoria da compreensão e interpretação (GOLDSCHMIDT; PASSOS, 2005). 
 
2.3.1 O processo de crescimento da árvore 
 
A tarefa de construção de uma árvore de decisão é chamada de indução. O 
processo de indução de árvores de decisão é realizado por meio da estratégia Top 
Down, que inicia a geração da árvore pela raiz e continua por seus filhos até que 
um critério de parada seja encontrado. Existem várias técnicas para a eleição do 
melhor preditor a ser utilizado em um nó de uma árvore de decisão, constituindo a 
função de avaliação de cada partição e o segredo para o sucesso do algoritmo de 
indução. Assim, a função de avaliação verifica cada preditor candidato e seleciona 
aquele que maximiza (ou minimiza) alguma função heurística sobre os 
subconjuntos. 
Entre as principais funções para a escolha da melhor divisão do preditor em 
cada nó da árvore estão:  
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a) Escolha randômica: citado por Baranauskas e Monard (2000), este método não 
utiliza nenhuma heurística, sendo escolhido qualquer preditor entre os preditores 
disponíveis. 
 
b) Critério de entropia: desenvolvido por Quinlan em 1993, este critério mede a 
quantidade de informação necessária para codificar a classe do nó. Assim, um 
conjunto de entrada S que pode ter c classes distintas, a entropia de S será dada 
por: 
 
i
c
i
i plogp)S(E 


1
2                   (1) 
 
Em que: ip  é a proporção de dados em S que pertence à classe .i  
 
A entropia é uma medida aplicável à partição de um espaço de 
probabilidade, medindo quanto esse espaço é homogêneo, ou por outro lado, 
quanto maior a entropia maior a desordem. A entropia atinge seu valor máximo, 
igual a 1, quando o conjunto de dados é heterogêneo (MITCEHELL, 1997). 
O ganho de informação para um atributo A , de um conjunto de dados S , 
nos informa a medida da diminuição da entropia esperada quando utilizamos o 
atributo A , para fazer a partição do conjunto de dados. 
Seja  AP , o conjunto de valores que o atributo A  pode ter, seja x , um 
elemento desse conjunto, e seja xS , um subconjunto de S  formado pelos dados 
em que xA  , a entropia que se obtêm ao particionar S  em função do atributo A  
é dada por:  
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O ganho de informação será dado por: 
 
     AESEA,SGanho                    (3) 
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Desta forma, o ganho de informação, mede a eficácia de um atributo em 
classificar os dados de treino, a escolha do atributo mais eficaz, que mais reduz a 
entropia, faz com que a tendência seja a de gerar árvores, que são, em geral, 
menos profundas, com menos nós e ramificações. 
 
c) Técnica de Laplace: citado por Fonseca (1994), esta técnica escolhe e usa, para 
realizar a partição do conjunto de treinamento em cada nó, o atributo ou preditor 
que minimizar o valor do erro esperado: 
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Em que: m  é o número de subconjuntos da partição; n  é o número de exemplos 
de partição; in  é o número de exemplos que possuem o i-ésimo valor; K  é o 
número total de classe e; j,ip  é a probabilidade de um exemplo da classe jC  ter o 
i-ésimo valor, expressa como: 
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Neste caso, o i-ésimo valor se refere a cada um dos m  valores do atributo em 
questão. 
 
d) Índice Gini: desenvolvido por Conrado Gini em 1912, mede o grau de 
heterogeneidade dos dados. Logo, é utilizado para medir a impureza de cada nó 
(ONODA, 2001). A impureza de um nó é máxima quando os registros estão 
igualmente distribuídos entre todas as classes (1-1/nk), e mínima quando todos os 
registros pertencem a uma classe. Considerando um conjunto de dados S , que 
contém n  registros, cada um com uma classe iC , o índice Gini é definido por: 
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Em que: p  é a probabilidade relativa da classe iC  em S ; n  é o número de registros 
em S  e; k  é o número de classes. 
Se S  for particionado em dois subconjuntos 1S  e 2S , um para cada ligação, 
o índice Gini dos dados particionados será dado por:  
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Em que: 1n  é o número de exemplos de 1S  e; 2n  é o número de exemplos de 2S . 
 
e) Método da paridade ou critério de Twoing: aplicado em árvores binárias para 
definir a medida de impureza, sendo demonstrado por Fonseca (1994) como: 
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Em que: Ep  é a probabilidade do nó descendente esquerdo; Dp  é a probabilidade 
do nó descendente direito;  Ei nCp  é a probabilidade da classe iC  do nó 
descendente esquerdo e;  Di nCp  a probabilidade da classe iC  do nó descendente 
direito. 
Neste método, o atributo que minimiza a impureza do nó é escolhido como 
melhor atributo para divisão. Assim, os critérios apresentados selecionam o melhor 
atributo para um determinado subconjunto de treinamento, em que a sua medida 
indica quão bem este atributo discrimina a classe. 
 
2.3.2. Definição da partição 
 
Ao estabelecer a variável a ser utilizada no nó, é necessário definir o 
particionamento das ligações do mesmo, pois muitos critérios de escolha do nó 
utilizam a distribuição da partição em seus cálculos. É importante ressaltar, que o 
tipo de partição realizada em cada nó afeta de forma decisiva o desempenho da 
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árvore. O tipo das variáveis também é um importante fator, pois o tratamento dado 
às variáveis discretas é diferente em relação às variáveis contínuas. 
Dessa forma, para definir o particionamento de cada nó para variáveis 
discretas, pode-se utilizar os seguintes critérios: 
 
a) Criação de uma ligação para cada valor da variável: é atribuído uma ligação para 
cada valor da variável. Embora permita extrair da variável todo o seu conteúdo 
informativo, a principal desvantagem do método é a criação de um número grande 
de ramificações, o que ocasiona a geração de árvores complexas e com ligações 
desnecessárias. No entanto, é o método mais simples. 
 
b) Criação de nós binários: esta solução foi criada por Hunt (1966), em que é 
atribuído a uma das ligações um dos valores da variável eleita e à outra ligação 
todos os outros valores. Esta solução é bastante simples e inteligível, porém não 
aproveita todo o poder de discriminação da variável. 
 
c) Ordenação dos valores: também cria duas ligações, sendo atribuídos a uma 
ligação, os valores de Axn  , em que nx  é uma variável e A  é um valor, e à outra 
ligação os valores de Axn  . Este método, desenvolvido por Breiman et al. (1984), 
somente pode ser utilizado para atributos que possuam uma relação de ordem 
entre os seus possíveis valores. Para um atributo ou variável com cardinalidade n
, serão possíveis 1n  diferentes partições (ou valores de A ), tornando-se 
necessário testar todas para escolher a melhor delas. Proporciona uma árvore 
bastante compreensível para o usuário, apesar de não utilizar a capacidade total 
de cada característica. 
 
d) Agrupamento de valores em dois conjuntos: apresentado por Breiman et al. 
(1984), este método também propõe a criação de duas ligações, associando um 
subconjunto de valores do atributo a uma das ligações e um outro subconjunto à 
outra ligação. Como todos os subconjuntos possíveis serão testados, totalizando 
)12( 1 n  partições, de modo a garantir a seleção da melhor partição, possui a 
grande desvantagem de necessitar de um número muito grande de testes, 
principalmente quando a cardinalidade do atributo é elevada.  
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e) Agrupamento de valores em vários conjuntos: proposto por Quinlan (1993), o 
método permite agrupar valores da variável em várias partições, não somente em 
duas. Para tal, é calculado o valor da solução, atribuindo a cada diferente 
característica da variável uma ligação própria. Em seguida, são testadas todas as 
combinações possíveis de dois valores. Se nenhuma dessas soluções for 
considerada boa pelo critério de avaliação (discutido mais adiante), o processo é 
interrompido, sendo a solução anterior adotada como solução. Caso contrário, 
repete-se o processo de testar as diversas combinações, tendo como base a 
melhor das soluções anteriores. Possui uma complexidade de cálculo razoável, 
mas a solução encontrada não é, necessariamente, a melhor possível. 
O particionamento de variáveis contínuas implica em uma maior 
complexidade de cálculo. Destacam os seguintes critérios: 
 
a) Testes simples ou pesquisa exaustiva: citado por Fonseca (1994), este critério 
escolhe para a partição do nó o ponto de cisão considerado de melhor valor pelo 
critério de avaliação adotado, testando e avaliando todas as partições possíveis 
com base em cada uma das características. O ponto de cisão consiste em um teste 
binário com resultados Axn   e Axn  , em que nx  é uma variável e A  é um valor 
de limiar. Para encontrar este ponto de cisão, ou seja, o valor de A , primeiramente 
ordenam-se todos os valores da variável de forma crescente:  nvvv ,...,, 21 . A seguir, 
o ponto médio de cada dois valores consecutivos, dado por   21 ii vvA , é um 
dos possíveis valores do ponto de cisão. Este valor, então será avaliado pela função 
de avaliação utilizada para a escolha do nó. O ponto de cisão que obtiver o melhor 
resultado será utilizado para efetuar a partição da variável contínua. Assim, para 
um problema com N  exemplos e M  características tem-se um total de   MN 1  
partições possíveis. 
 
b) Testes múltiplos: a definição de múltiplos intervalos de partição do valor de uma 
característica pode aumentar a capacidade discriminativa de cada medida, levando 
à construção de árvores de menores dimensões sem perda de desempenho, 
conforme citado por Fonseca (1994). Para definir estes múltiplos intervalos, uma 
das soluções possíveis é utilizar a segmentação global ou a segmentação a nível 
de nó.  
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A segmentação global, transforma o problema em atributos apenas discretos 
e utiliza a estratégia de Bayes para calcular a segmentação com base na qual as 
medidas contínuas serão discretizadas. A segmentação a nível de nó segmenta os 
valores contínuos em cada nó. Um exemplo deste algoritmo é apresentado em 
Moura-Pires (1991).  
Fonseca (1994) destaca que a importância da segmentação das variáveis 
em cada nó está na quantificação das probabilidades marginais das características 
em cada nó, de modo a conhecer nos intervalos de segmentação, as diferentes 
situações resultantes das partições anteriormente efetuadas.  
 
c) Combinação linear de características: a combinação linear de características 
permite contornar a limitação apresentada pelas árvores baseadas em testes 
efetuados sobre uma só característica. Segundo Baranauskas e Monard (2000), 
este método permite a criação de árvores multivariadas, combinando linearmente 
características em cada nó. Neste tipo de teste, o espaço de busca não é 
particionado em regiões retangulares e sim em hiperplanos. 
Supondo o problema M  dimensional, a pesquisa do hiperplano que fará a 
partição do conjunto de treino inicia-se com a geração aleatória de um conjunto de 
coeficientes  Maaaa ,...,, 21 , tal que se verifica:  
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Será então procurado o valor de   cc  que permitir a melhor partição1. 
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M
i
ii 
1
                  (10) 
 
Denote-se a melhor partição assim encontrada como  as*  e o ganho que 
ocorre da sua utilização no nó t por   t,as  . O melhor conjunto de coeficientes 
de   aa  será aquele que permita maximizar o valor de  , ou seja: 
                                                 
1Identificam-se com   os valores que conduzem ao resultado considerado ótimo. 
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A melhor partição será, portanto, dada por: 
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Para problemas envolvendo um número significativo de medidas, a árvore 
assim gerada apresenta grande complexidade envolvendo combinações lineares 
de todas as medidas em todos os nós. De modo a contornar este problema é 
sugerido o seguinte processo: 
 
1º Passo. Para todas as medidas i  com Mi ,...,1  variar o patamar c  e calcular a 
melhor partição do tipo: 
 
i
M
ij,j
jj cxa 


1
                 (13) 
 
Calcular a qualidade da partição, ou seja, o decréscimo na função de 
avaliação  i  assim encontrada. 
 
2º Passo. Calcular a degradação na solução proveniente da anulação da medida 
mais importante, ou seja, aquela que se retirada, conduz à pior solução implicando, 
portanto, um valor mínimo de  . Denote-se este valor por i
i
 min . De uma 
forma equivalente, a degradação introduzida pelo retirar da medida menos 
importante será dada por i
i
 max . Enquanto se verificar: 
 
 i
i
i
i
minmax                    (14) 
 
retire a medida menos importante (   é uma constante pré-definida, de valor 
geralmente 0,1 ou 0,2). 
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3º Passo. Utilizar o algoritmo de pesquisa para encontrar a melhor combinação 
utilizando agora apenas as características não retiradas no passo anterior. Breiman 
et al. (1984) apresenta um algoritmo de pesquisa para os valores de a  e 
c . Outros 
algoritmos também são propostos como o OC1, descrito em Murthy (1997). A 
Figura 2 mostra a vantagem de ser efetuada uma partição do espaço em um caso 
particular. A árvore gerada pelo algoritmo CART melhor generaliza a partição do 
espaço conseguida pela solução com combinação linear de atributos. 
 
Figura 2 – Partições resultantes das árvores geradas pelo algoritmo CART a) sem 
e b) com combinação linear de atributos.  
 
Fonte: Fonseca, 1994, p. 114. 
 
2.3.3. Definição da folha e da classe 
 
Estabelecida a partição das variáveis em cada nó, o próximo passo é 
verificar se o respectivo nó de partição será um nó terminal. Segundo Esposito et 
al (1997), a decisão para um nó terminal ou folha, pode ser realizada quando: 1) 
todos os exemplos atingem um nó pertencendo à mesma classe; 2) todos os 
exemplos atingem um nó com o mesmo vetor de características; 3) o número de 
exemplos em um nó é menor que certo percentual definido e; 4) o resultado da 
medida de qualidade do melhor atributo, para todos os possíveis testes que 
particionam o conjunto de observações é muito baixo.  
A definição de qual classe atribuir a uma determinada folha pode ser 
realizada pela atribuição da classe de maior probabilidade ou pela determinação na 
noção de custos (FONSECA, 1994): 
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a) Atribuição da classe mais provável: é atribuída a classe mais frequente dentro 
dos exemplos que se encontram nesta folha: 
 
 
N
n
maxpmax
j
j
j
j
   com .k,...,j 1              (15) 
 
Em que: N  é o número total de exemplos na folha; jn é o número de exemplos da 
classe j . 
 
b) Determinação baseada na noção de custos: é atribuída uma classe que, baseada 
na matriz de custo, minimiza os custos provenientes desta classificação: 
 
  


k
i
j,iiCpjCusto
1
                 (16) 
 
Em que: k  é o número de classes; ip  é a probabilidade da classe i  e; j,iC  é o valor 
da linha i , coluna j  da matriz de custos. 
 
2.3.4. Limitação na dimensão das árvores de decisão 
 
Segundo Fonseca (1994) uma das operações mais importantes para o 
desempenho das árvores de decisão é a limitação das suas dimensões, de acordo 
com o conhecimento alcançado do conjunto de treino. 
As árvores de decisão estão propensas ao overfitting, que ocorre quando o 
modelo aprende detalhadamente os padrões ao invés de generalizar. Este fato, 
pode gerar árvores demasiadamente extensas, com desempenho real longe do 
ideal e pouco eficientes em termos de classificação, pois dando demasiada 
importância a casos particulares surgidos no conjunto de treino, prejudica a 
inferência da verdadeira estrutura do problema.  
Para contornar o crescimento excessivo da árvore de decisão, pode-se 
substituir nós profundos, que fornecem pouco poder de previsão; por folhas, 
processo conhecido como poda da árvore. Esta técnica é realizada analisando a 
taxa de erro do nó e a taxa de erro que ocorre quando se poda o mesmo. A taxa de 
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erro-  TE  de uma folha representa a razão entre o número de casos com 
classificação errada- ce  e o número de casos classificados corretamente- cc  pela 
partição: 
 
 
ccce
ce
TE

                  (17) 
 
A poda na árvore de decisão causa um erro de classificação em alguns 
exemplos do conjunto de treinamento. Porém, sua vantagem surge quando é feita 
a classificação de novos exemplos que não foram usados no processo de 
construção da árvore, conduzindo a um erro de generalização menor. Assim, o 
objetivo da poda é remover partes da árvore que não contribuem para a precisão 
da classificação, produzindo árvores menos complexas e, consequentemente, mais 
compreensíveis. 
Segundo Gama (1999), os métodos de poda podem ser divididos em duas 
abordagens principais: pré-poda, quando critérios de parada no processo de 
indução são satisfeitos, ou seja, alguma condição é satisfeita, parando a geração 
da árvore; e pós-poda, que constrói toda a árvore para depois podá-la, reduzindo a 
mesma para dimensões ótimas. 
Fonseca (1994), destaca alguns critérios de parada. As técnicas de pré-poda 
são descritas: 
 
a) Parada baseada na informação mútua: se o ganho de informação obtido com o 
melhor atributo pelo método de entropia for inferior a um determinado  , o nó é 
considerado folha e o crescimento da árvore de decisão finaliza. 
 
       AESEA,SGanho                (18) 
Em que:   é o parâmetro a ser ajustado. 
 
b) Parada baseada no teste de independência: também conhecido como teste do 
qui-quadrado ( 2 ), este método foi desenvolvido por Quinlan (1986). Baseia-se na 
presença de um conjunto de treinamento S  e de uma característica A  que 
possibilita a partição  mSSS ,...,, 21 . Sendo p  e n  as frequências das classes P  e 
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N  no conjunto de treinamento e ip  e in  as frequências da partição iS . Assim, as 
frequências de ip'  e in'  são dadas por: 
 













np
np
n'n
np
np
p'p
ii
i
ii
i
                 (19) 
 
O valor aproximado do 2  com 1n  graus de liberdade pode ser usado para 
a determinação da confiança com que se rejeita a hipótese da característica A  ser 
independente da classe dos componentes em S : 
 
   2
1
2
2
i
ii
m
i i
ii
'n
'nn
'p
'pp 




                (20) 
 
As técnicas de pós-poda consistem em calcular o erro de uma árvore e de 
todas as suas subárvores, examinando cada um dos nós não folhas da árvore, 
começando pelos nós mais próximos das folhas e subindo de forma bottom-up. Se 
a substituição do nó por uma folha ou pelo ramo mais frequente conduzir a um 
menor erro, é realizada a substituição. Dado que o erro da árvore global decresce 
sempre que o erro de qualquer das suas subárvores decresce, este processo 
conduz a uma árvore para o qual o erro é mínimo em relação a todas as técnicas 
de poda. Ademais, a poda da árvore reduz o número de nós internos e, 
consequentemente, a complexidade da árvore, enquanto ganha uma melhor 
performance em relação à árvore original (BARANAUSKAS; MONARD, 2000). 
Os métodos de poda para árvores de decisão são uma das áreas mais 
pesquisadas no aprendizado de máquinas. Foram publicados vários estudos de 
métodos de indução para árvores de decisão (BRESLOW; AHA, 1997; ESPOSITO 
et al., 1997; SAFAVIAN; LANDGREBE, 1991; MURTHY, 1998), e todos eles 
discutem diferentes estratégias de poda. 
Considere TJ  ser o conjunto de nós internos (não terminais); TL  o conjunto 
de folhas em T  e TN  o conjunto de nós de t . Assim, TTT LJN  . O ramo de 
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T  que contém um nó t  e todos os seus descendentes será indicado como TT . O 
número de folhas de T  vai ser indicado pela cardinalidade TT L.L . O número de 
exemplos de treinamento da classe i  que compreende um nó t  serão denotados 
por  tni , o número total de exemplos em t , por  tn  e o número de exemplos não 
pertencentes à classe majoritária por  te . 
As técnicas de poda eliminam algumas partições da árvore de decisão de 
acordo com um dos seguintes critérios: 
 
a) Poda de erro reduzido: proposto por Quinlan (1987), é conceitualmente mais 
simples. Utiliza um conjunto de poda para avaliar a eficácia de uma subárvore de
maxT . O processo inicia com a árvore completa maxT  e, para cada nó interno t  de
maxT , o algoritmo compara o número de erros de classificação no conjunto de poda 
e na subárvore tT , quando t  é transformado em uma folha e associado à melhor 
classe. Às vezes, a árvore simplificada tem um desempenho melhor do que a 
original. Neste caso, é aconselhável podar tT . Esta operação da poda do ramo é 
repetida na árvore simplificada até que a poda adicional aumente a taxa de 
classificação errada. 
Quinlan restringe a condição de poda dada acima com outra restrição: tT  
pode ser podado apenas se não contém uma subárvore que resulte em uma taxa 
de erro menor do que a própria tT . Isso significa que os nós a serem podados são 
examinados de acordo com uma estratégia de baixo para cima. 
TEOREMA. O algoritmo encontra a menor versão da subárvore mais precisa em 
relação ao conjunto de poda. 
PROVA. Seja *T  a árvore podada otimamente com respeito ao conjunto de poda, 
e 0t  seu nó raiz. Então, 
*T  é a raiz da árvore  0t  associada à classe mais 
prevalente, ou, se sttt ,...,, 21 , são os filhos de 0t , 
*T  é a árvore enraizada em 0t  
com subárvores *** ,...,,
sttt
TTT
21
. A primeira parte da afirmação é evidente, enquanto 
a segunda parte é baseada na propriedade aditiva da taxa de erro para árvores de 
decisão, segundo a qual uma otimização local em cada ramo 
*
it
T  conduz a uma 
otimização global em T . 
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Outra propriedade positiva deste método é a sua complexidade 
computacional linear, uma vez que cada nó é visitado apenas uma vez para avaliar 
o momento da poda. Contudo, um problema com o algoritmo é o seu viés com 
respeito a poda excessiva. Este problema é particularmente notável quando o 
conjunto de poda é muito menor do que o conjunto de treinamento, mas torna-se 
menos relevante à medida que a porcentagem de casos no conjunto de poda 
aumenta. 
 
b) Poda do erro pessimista: este método é caracterizado por usar o mesmo 
conjunto de treinamento no crescimento e poda de uma árvore. Todavia, como a 
taxa de erro aparente (do conjunto de treinamento) é otimista e não pode ser usada 
para escolher a melhor árvore podada, a poda do erro pessimista considera uma 
constante ao erro de treinamento de uma subárvore, assumindo que cada folha 
classifica automaticamente uma determinada fração de uma instância 
incorretamente. Essa fração é dividida em 1/2 pelo número total de casos cobertos 
pela folha e é chamado de correção de continuidade na estatística (WILD; WEBER, 
1995). Nesse contexto, é usado para tornar a distribuição normal mais próxima da 
distribuição binomial no pequeno caso de amostra. Seja: 
 
     tntetr                   (21) 
 
Em que:  tr  é a taxa de erro aparente em um único nó t  quando o nó é podado, 
e: 
 
 
 
 




tT
tT
Ls
Ls
t
sn
se
Tr                  (22) 
 
Em que:  tTr  a taxa de erro aparente para a subárvore inteira tT . Então, a 
correção de continuidade para a distribuição binomial é dada por: 
 
      tn/tet'r 21                 (23) 
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Ao estender a aplicação da correção de continuidade à estimativa da taxa 
de erro de tT , temos: 
 
 
  
 
 
 











tT
tT
t
tT
tT
Ls
Ls
T
Ls
Ls
t
sn
|L|
se
sn
/se
T'r
2
21
             (24) 
 
Por simplicidade, o número de erros é dado por: 
 
    21/tet'e                   (25) 
 
para um nó t , e: 
 
   


tT
t
Ls
T
t
|L|
seT'e
2
                (26) 
 
para uma subárvore tT . 
 
Deve-se observar que, quando uma árvore continua a desenvolver-se até 
que nenhuma das suas folhas cometa erros de conjunto de treinamento, então 
  0se  se s  é uma folha. Como consequência,  Te'  representa apenas uma 
medida de complexidade da árvore que associa cada folha com um custo igual a 
1/2. Isso, porém não é verdade para árvores parcialmente podadas ou quando 
ocorrem discordâncias (observações iguais pertencentes a classes distintas) no 
conjunto de treinamento. 
Como esperado, a subárvore tT  produz menos erros no conjunto de 
treinamento do que o nó t , quando t  se torna uma folha, mas às vezes pode 
acontecer que    tTntn ''   devido à correção de continuidade, caso em que o nó 
t  é podado. No entanto, isso raramente ocorre, uma vez que a estimativa  tTn'  do 
número de classificações erradas feitas pela subárvore ainda é bastante otimista. 
Por este motivo, Quinlan reduz a condição, exigindo que: 
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      tt T'eSET'et'e                  (27) 
 
Onde 
 
             21 /ttt tnT'etnT'eT'eSE               (28) 
 
Em que:   tT'eSE  é o erro padrão para a subárvore tT , calculado considerando 
uma distribuição binomial para os erros, mesmo que a propriedade de 
independência dos eventos não seja considerada, porque maxT  foi construída para 
se adequar aos dados de treinamento.  
O algoritmo avalia cada nó a partir da raiz da árvore e, se um ramo tT  é 
podado, os descendentes de t  não são examinados. Esta abordagem de cima para 
baixo confere à técnica de poda uma alta velocidade de execução. 
A introdução da correção de continuidade na estimativa da taxa de erro não 
possui justificativa teórica. Na verdade, a correção de continuidade é útil apenas 
para introduzir um fator de complexidade da árvore. No entanto, esse fator é 
incorretamente comparado com uma taxa de erro, o que pode levar a uma poda 
reduzida ou ainda excessiva. Por certo, se maxT  classifica corretamente todos os 
exemplos de treinamento, então: 
 
      |L||L|T'eSET'e
tt TTtt

2
1
              (29) 
 
e, desde    tete ' , então o método irá podar se: 
 
 te|L||L|
tt TT
2                 (30) 
 
Ou seja, a poda ocorre se tT  tiver um número suficientemente alto de folhas com 
relação ao número de erros a cobrir. A constante 1/2 indica simplesmente a 
contribuição de uma folha para a complexidade da árvore.  
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Por fim, esse método possui uma complexidade linear no número de nós 
internos. Por certo, no pior caso, quando a árvore não precisa de poda, cada nó 
será visitado uma vez (ESPOSITO et al., 1997). 
 
c) Poda do erro mínimo: Niblett e Bratko (1986) propuseram uma abordagem de 
poda ascendente buscando por uma única árvore que minimize a taxa de erro 
esperada em um conjunto de dados independente. Na verdade, tanto a versão 
original quanto a melhorada relatada em Cestnik e Bratko (1991) exploram apenas 
informações no conjunto de treinamento. No entanto, a implementação da versão 
melhorada requer um conjunto de poda independente pelos motivos explicados a 
seguir.  
Para um problema de classe k , a probabilidade esperada de que uma 
observação que alcança o nó t  pertença à i-ésima classe é a seguinte: 
 
 
 
  mtn
mptn
tp aiii


                 (31) 
 
Em que: aip  é a probabilidade a priori da i-ésima classe, e m  é um parâmetro que 
determina o impacto da probabilidade a priori na estimação da probabilidade a 
posteriori  tpi . 
Por simplicidade, o parâmetro m  é considerado igual para todas as classes. 
Cestnik e Bratko nomeiam  tpi  como a estimativa de probabilidade m . Quando 
uma nova observação alcançando t  é classificada, a taxa de erro esperada é dada 
por: 
 
    tpmintEER i
i
 1  
           mtnmptntnmin aii
i
 1             (32) 
 
Esta fórmula é uma generalização da taxa de erro esperada calculada por 
Niblett e Bratko (1986). Por certo, quando km   e k...,,i,kpai 211  , isto é, a 
distribuição de probabilidade a priori é uniforme e igual para todas as classes. 
Assim: 
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          ktnktntnmintEER i
i
 1  
      ktnkte  1                (33) 
 
No método de poda de erro mínimo, a taxa de erro esperada para cada nó 
interno TJt  é calculada. Isso é chamado de erro estático, STE (t). Então, a taxa 
de erro esperada de tT , chamado erro dinâmico, DYE (t), é calculada como uma 
soma ponderada das taxas de erro esperadas dos seus descendentes. 
Geralmente, quanto maior o m , mais severa é a poda. Quando m  é infinito, 
aii p)t(p  , e como aip  é estimado como a porcentagem de exemplos da i-ésima 
classe no conjunto de treinamento, a árvore reduzida a uma única folha tem a 
menor taxa de erro esperada. No entanto, para m'> m, o algoritmo pode não 
retornar uma árvore menor que a obtida para um valor m . Esta propriedade de 
não-monotonicidade tem uma consequência grave em complexidade 
computacional: para aumentar o valor de m , o processo de poda deve sempre 
começar a partir de maxT .  
Certamente, a escolha de m  é crítica. Cestnik e Bratko sugerem a 
intervenção de um especialista que pode escolher o valor certo para m , de acordo 
com o nível de ruído nos dados ou mesmo estudar a seleção das árvores 
produzidas. Em estudos desenvolvidos para avaliar a acurácia da classificação das 
árvores podadas, a versão mais recente do algoritmo de poda de erro mínima 
parece ter superado dois problemas que afetaram a proposta original por Niblett e 
Bratko: viés otimista (WATKINS, 1987) e dependência da taxa de erro esperada no 
número de classes (MINGERS, 1989). 
d) Poda de valor crítico: este método proposto por Mingers (1987) é uma técnica 
de baixo para cima, como a poda de erro reduzido. No entanto, faz decisões de 
poda de uma maneira fundamentalmente diferente. Considerando que a poda de 
erro reduzido usa o erro estimado nos dados de poda para julgar a qualidade de 
uma subárvore, a poda de valor crítico olha a informação coletada durante o 
crescimento da árvore. Um indutor de árvore de decisão de cima para baixo 
emprega recursivamente um critério de seleção para dividir os dados de 
treinamento em subconjuntos menores e mais puros. Em cada nó, ele se divide de 
forma a maximizar o valor do critério de divisão – por exemplo, o ganho de 
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informação. A poda de valor crítico usa esse valor para tomar decisões de poda. 
Quando uma subárvore é considerada para a poda, o valor do critério de divisão no 
nó correspondente é comparado a um limite fixo, e a árvore é substituída por uma 
folha se o valor for muito pequeno. No entanto, uma restrição adicional é imposta: 
se a subárvore contém pelo menos um nó cujo valor é maior do que o limite, ele 
não será podado. Isso significa que uma subárvore só é considerada para a poda 
se todos os seus sucessores forem nós de folha. 
O desempenho da poda de valor crítico depende do limiar utilizado para as 
decisões de poda. Supondo que o valor do critério de divisão aumenta com a 
qualidade da divisão, limiares maiores resultam em podas mais agressivas. A 
maioria dos critérios de divisão não leva em conta o número de instâncias que 
suportam a subárvore. Consequentemente, o procedimento superestima a 
qualidade das subárvores que cobrem apenas algumas instâncias (FRANK, 2000). 
 
e) Poda baseada no erro: este é o método de poda implementado em C4.5 
(QUINLAN, 1993). Uma proposta similar também foi proposta por Kalkanis (1993). 
Como a poda de erro pessimista, ele extrai estimativas de erro dos dados de 
treinamento, assumindo que os erros são distribuídos em binômio. No entanto, em 
vez da regra de erro único padrão empregada pela poda de erro pessimista, o 
algoritmo calcula um intervalo de confiança nas contagens de erros, com base no 
fato de que a distribuição binomial é aproximada pela distribuição normal no caso 
de amostra grande. Então, o limite superior deste intervalo de confiança é usado 
para estimar a taxa de erro de uma folha em novos dados. Em C4.5, o intervalor de 
confiança é definido como 25% por padrão. Como a poda de erro reduzido – e em 
contraste com a poda de erro pessimista – uma estratégia de poda ascendente é 
empregada; uma subárvore é considerada para substituição por uma folha depois 
que todos os seus ramos já foram considerados para poda. A substituição é 
realizada se a estimativa de erro para a folha prospectiva não for maior que a soma 
das estimativas de erro para os nós de folhas atuais da subárvore. 
O uso de um intervalo de confiança é uma maneira heurística de reduzir o 
viés otimista na estimativa de erro derivada dos dados de treinamento, mas não é 
estatisticamente correto. Do ponto de vista estatístico, este procedimento de poda 
compartilha os problemas de poda de erro pessimista. O uso da suposição de 
normalidade também é questionável porque está correto apenas no limite. Para 
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pequenas amostras com menos de 100 casos, os estatísticos utilizam a distribuição 
de Student, em vez da distribuição normal (WILD; WEBER, 1995). Na indução da 
árvore de decisão, pequenas amostras são exatamente aquelas que 
provavelmente serão relevantes no processo de poda. 
 
f) Poda por minimização do custo-complexidade: desenvolvido por Breiman et al 
(1984) foi introduzida no sistema clássico CART e baseia-se nos seguintes passos: 
1) Seleção de uma família paramétrica de subárvores de  Lmax T,...,T,T,T,T 210  de 
acordo com algumas heurísticas; 2) Escolha da melhor árvore iT  de acordo com 
uma estimativa das taxas de erro verdadeiro das árvores na família paramétrica. 
No que diz respeito ao primeiro passo, a ideia básica é que 
1iT  é obtido a partir de 
iT  pela poda dos ramos que mostram o menor aumento na taxa de erro aparente 
por folha podada. Por certo, quando uma árvore T  é podada no nó t , sua taxa de 
erro aparente aumenta pela quantidade    tTrtr  , enquanto o número de folhas 
diminui por 1|L|
tT
 unidades. Assim, a seguinte relação 
 
      1
tTt
LTrtr                 (34) 
 
mede o aumento da taxa de erro aparente por folha podada. Então, 1iT  na família 
paramétrica é obtido pela poda de todos os nós em iT  com o menor valor de  . A 
primeira árvore 0T  é obtida pela poda maxT  dos ramos cujo valor   é 0, enquanto 
a última árvore 
LT  é a árvore raiz. É possível provar que cada árvore iT  é 
caracterizada por um valor distinto i , tal que 1 ii  . Portanto, o conjunto 
 LT,...,T,T,T 210  é uma família paramétrica de árvores que denotaremos como 
 maxT . A família paramétrica pode ser construída em um tempo quadrático no 
número de nós internos. 
Na segunda fase, a melhor árvore em  maxT  com relação à precisão 
preditiva é escolhida. Os autores propõem duas formas distintas de estimar a taxa 
de erro verdadeira de cada árvore na família, uma baseada em um conjunto de 
poda independente ou a validação cruzada. A validação cruzada apresenta o 
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problema adicional de relacionar os valores de 
k
j  observados no conjunto de 
treinamento k  para os valores de i  da sequência original de árvores, pois esses 
valores geralmente são diferentes. O algoritmo CART resolve este problema 
calculando a média geométrica 
av
i  de i  e 1i  para a árvore i  da sequência 
original. Então, cada conjunto k  da validação cruzada, o algoritmo escolhe a árvore 
que exibe o maior valor 
k
j  menor do que 
av
i . A média das estimativas de erro 
para essas árvores é a estimativa de validação cruzada para a árvore i . 
Algumas comparações dos métodos de pós-poda foram realizadas. 
Segundo Gama (1999), os métodos baseados no custo-complexidade e na redução 
do erro são bons, enquanto os outros podem causar eventuais problemas.  
A técnica de pós-poda é a abordagem mais utilizada e confiável, porém, 
promove um processo mais lento, enquanto que a pré-poda tem a vantagem de 
não demandar tempo na construção de uma estrutura que não será utilizada no 
final da árvore. Nem sempre a árvore podada é mais precisa que a correspondente 
gerada, mas a poda permite simplificar a árvore de decisão, essencial em árvores 
complexas. 
 
2.3.5. Qualidade do classificador 
 
Para que o resultado da mineração de dados seja utilizado com segurança, 
o classificador deve obter o menor erro de classificação aceitável. Para tal, faz-se 
necessário utilizar métricas de avaliação para estimar este valor em função dos 
exemplos do conjunto de treinamento ou em dados ainda não apresentados. 
A estimativa da qualidade de um classificador incide em estimar a 
percentagem de erro que se espera que o classificador venha a obter na 
classificação de exemplos futuros. De forma abrangente, a percentagem de erro 
pode ser demonstrada pela relação do número de erros e o número de casos 
testados. Assim, a medida mais utilizada é a taxa de erro de um classificador, 
também conhecida como taxa de classificação incorreta. Já o complemento da taxa 
de erro conhecida como acurácia ou precisão do classificador, nos informa a 
proporção de objetos corretamente classificados e determina quão bom um modelo 
será para dados não apresentados no conjunto de exemplos. 
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As medidas de desempenho de um classificador efetuadas sobre o conjunto 
de treinamento são comumente designadas como aparentes e as medidas 
realizadas sobre o conjunto de teste são conhecidas como reais ou verdadeiras 
(BARANAUSKAS; MONARD, 2001).  
Um problema que se coloca na estimação da qualidade de um classificador 
está nos custos do erro. As técnicas de estimação de erro e de custos são 
apresentadas a seguir: 
 
a) Estimação de custos: o custo de um erro pode ser considerado como a 
penalização imposta ao sistema, no caso deste cometer um dado tipo de erro de 
classificação. Se o objetivo do sistema for a minimização dos custos em lugar da 
minimização do erro faz-se necessário definir as penalizações a atribuir. É 
normalmente utilizada para este efeito a chamada matriz de custos com os 
2N  
elementos da matriz onde N  representa o número de classes. Para o cálculo do 
desempenho do classificador em termos de custos considera-se a matriz de 
confusão que descreve os resultados do teste do classificador em termos do 
número de exemplos da classe i  aos quais foi atribuída a classe j  com i  e j  
variando entre 1 a N . Portanto, o custo do classificador é dado por: 
 

 

N
i
N
j
jiji MCCusto
1 1
,,                 (35) 
 
Em que: jiC ,  é o valor da linha i , coluna j  da matriz de custos e; jiM , é o valor da 
linha i , i , coluna j  da matriz de confusão. 
b) Estimação por resubstituição ou erro aparente: desenvolvido por Breiman et al 
(1984), o método estima a proporção de resultados incorretos quando o conjunto 
de treinamento é novamente apresentado para a classificação, depois que o 
classificador foi construído. Ou seja, o conjunto de treinamento e de teste são 
idênticos. Assim, a proporção dos resultados incorretos nos informará o valor 
estimado para o erro de classificação. O erro de resubstituição pode, portanto, ser 
demonstrado por: 
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    


N
i
nn jxdX
N
dR
1
1
                (36) 
 
Em que: N  é o número de exemplos; nx  é o exemplo n ; nj  é a classe 
correspondente ao exemplo n ;  xd  é a resposta do classificador diante do 
exemplo x ;  AX  1 se A  é verdadeiro e 0 se A  é falso. 
Dado que é usado para a estimação do erro o mesmo conjunto de exemplos 
para o cálculo do classificador, pode-se destacar que, como qualquer classificador 
é construído com vista a minimizar o erro obtido com o conjunto de treino, este 
método de estimação é otimista. 
Como exemplo, suponha a situação em que  xd  constitui uma partição 
jAA ,...,1  tal que jA  contenha todos os exemplos para os quais jjn   e que os 
vetores não presentes no conjunto de treino estejam distribuídos aleatoriamente 
por todas as classes. Por certo, neste caso tem-se que   0dR , que estará 
certamente distante do valor real  dR* . 
 
c) Estimação por utilização de um conjunto independente2: neste método, o 
conjunto de exemplos t  é dividido em dois subconjuntos 
1t  e 2t , respectivamente 
para o treino do classificador e para a estimação do erro  dR*  (BREIMAN et al., 
1984). 
Sendo 2N  o número de exemplos em 2t , temos para este tipo de estimação 
a taxa do erro, denotada por  dR ts : 
    
 



22
1
tjx
nn
ts
nn
jxdX
N
dR
,
               (37) 
 
Como preceito, os exemplos de 
2t  devem ser independentes dos casos de 
1t  e seguir, aproximadamente a mesma distribuição de probabilidade. 
Normalmente, o conjunto de treinamento 
1t  é escolhido de forma aleatória contendo 
2/3 dos exemplos de t  e o conjunto de teste 
2t , 1/3 dos exemplos restantes. 
                                                 
2 Do inglês test sample estimation. 
53 
Em situações em que a dimensão do conjunto de exemplos é reduzida, o 
método de validação cruzada ou por camadas é considerado preferencial. 
 
d) Estimação por camadas ou validação cruzada3: na estimação por camadas, os 
exemplos do conjunto de treinamento t  é dividido randomicamente em V  
subconjuntos 
Vtt ,...,1  contendo, aproximadamente, o mesmo número de elementos 
(BREIMAN et al., 1984). 
Para v=1,...,V constrói-se o classificador  XdV  utilizando vtt  , ou seja, 
todos os exemplos menos os que estão no subconjunto v e usa-se este subconjunto 
para estimar o erro de classificação. O algoritmo gera um modelo do conjunto de 
treinamento e utiliza o conjunto de teste para classificar os exemplos. Realiza-se, 
portanto, uma estimação por utilizar um conjunto independente para cada um dos 
classificadores parciais. O valor estimado para o erro do classificador final será 
então, a média dos erros estimados a cada um dos V  classificadores parciais 
calculados. 
Temos assim, que a estimação do erro  vts dR  para cada um dos V 
classificadores é dada por: 
 
    
 



vnn tjx
nn
v
v
vts jxdX
N
dR
,
1
              (38) 
 
Em que: 
V
N
Nv   
 
O erro estimado para o classificador será então: 
 
   


V
v
vtscv dR
V
dR
1
1
                (39) 
 
Este método de medida de desempenho de um classificador também é 
designado por camadas estratificadas (WEISS, 1990), quando a seleção dos 
                                                 
3 Do inglês cross-validation. 
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exemplos é efetuada com a preocupação de manter a distribuição percentual das 
várias classes nas diversas partições de treinamento e teste. 
Geralmente, o conjunto inicial de treinamento é dividido em dez 
subconjuntos. Assim, todos os exemplos são utilizados nove vezes para a geração 
de um classificador e uma vez para o teste da sua eficiência com resultados 
bastante realistas (FONSECA, 1994). 
 
f) Estimativa por bootstrapping: a técnica de estimação por bootstrapping é indicada 
para os casos em que o conjunto de treino é pequeno, devido sua complexidade 
de cálculo. A variante mais comum é conhecida por e0 (WEISS, 1990). Para a 
estimação por bootstrapping e0 é formado um novo conjunto de treino a partir do 
conjunto de treino original, amostrando n vezes com reposição os n exemplos do 
conjunto original. Os exemplos repetidos são eliminados e a percentagem esperada 
de exemplos no novo conjunto de treino obtido é de 63,2% do número de exemplos 
do conjunto original. Os casos que não se encontrarem no conjunto de treinamento 
constituirão o conjunto de teste. O erro estimado para o classificador será a média 
das várias iterações deste algoritmo. 
 
2.4. Algoritmo CART 
 
Proposto por Breiman et al. (1984), o algoritmo Classification and Regression 
Trees (CART) é usado para prever variáveis dependentes contínuas (regressão) e 
categóricas (classificação) por meio do particionamento recursivo do espaço de 
variáveis de transição. 
A metodologia CART tem como principal atrativo a interpretabilidade 
proporcionada pela estrutura de árvore de decisão obtida no modelo final que, 
também pode ser lido, como um conjunto de sentenças lógicas a respeito das 
variáveis explicativas. Esta é uma característica importante, pois permite ao 
analista acessar prontamente o que o modelo está fazendo e tomar decisões com 
mais clareza. 
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2.4.1. Modelo estruturado em árvore 
 
Quando o espaço de saída é um conjunto finito de valores, como na 
classificação onde  Jc,...,c,cy 21 , outra maneira de olhar para um problema de 
aprendizagem supervisionada é notar que Y define uma partição sobre o universo 
 , isto é: 
 
JCCC
...  
21
,                (40) 
 
Em que: 
KC
  é o conjunto de objetos para os quais Y tem valor Kc . Da mesma 
forma, um classificador   pode ser também considerado como uma partição do 
universo  , uma vez que define uma aproximação 
^
Y  de Y. Esta partição, 
entretanto, é definida no espaço de entrada X , diretamente em  , isto é: 
 
JCCC
X...XXX  
21
,               (41) 
 
Em que: 
KC
X   é o conjunto de vetores de descrição Xx   tal que Kc)x(  . 
Consequentemente, o aprendizado do classificador pode ser reformulado como 
uma partição de X , combinando o mais próximo da melhor partição dado pelo 
modelo de Bayes B  sobre X : 
 
J
BBB
CCC X...XXX
 
21
               (42) 
 
Do ponto de vista geométrico, o princípio dos modelos estruturados em 
árvores é simples. Consiste na aproximação da partição do modelo Bayes, 
dividindo recursivamente o espaço de entrada X  em subespaços e atribuir valores 
de previsão constante yy
^
  a todos objetos x  dentro de cada subespaço terminal. 
Nesses termos, um modelo estruturado em árvore (ou árvore de decisão) 
pode ser definido como um modelo yX:   representado por uma árvore 
enraizada, onde qualquer nó t  representa um subespaço XX t   do espaço de 
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entrada, com o nó raiz 0t  correspondente ao próprio X . Os nós internos t  são 
rotulados com uma divisão ts  tirado de um conjunto de questões Q . Ele divide o 
espaço tX  que o nó t  representa em subespaços disjuntos, correspondendo 
respectivamente a cada um de seus filhos.  
Algoritmo 1. Predição do valor de saída )x(y
^
  na árvore de decisão. 
1: function Predict )x,(  
2:     0tt   
3:     while t is not a terminal node do 
4:          t= the child node 't  of t such tXx , 
5:     and while 
6:     return 
^
ty  
7: end function 
 
2.4.2. Indução da árvore de decisão 
 
O aprendizado de uma árvore de decisão ideal equivale a determinar a 
estrutura da árvore que produz a partição mais próxima da partidão delineada por 
Y  sobre X . A construção de uma árvore de decisão é conduzida com o objetivo 
de encontrar um modelo que divide o conjunto de aprendizado L . Todavia, entre 
todas as árvores de decisão  , podem existir várias delas que explicam L  
igualmente melhor. Blumer et al. (1987) destaca que a solução mais simples que 
se adapta aos dados no conjunto de aprendizado L  é usada para encontrar a 
menor árvore *  (em termos de nós internos) minimizando sua estimativa de 
resubstituição )L*,(E  . 
Como mostrado por Hyafil e Rivest (1976) encontrar a menor árvore *  que 
minimiza a estimativa de resubstituição é um problema NP-completo. Como 
consequência, sob o pressuposto de que NPP  , não existe um algoritmo eficiente 
para encontrar * , sugerindo assim que encontrar heurísticas eficientes para a 
construção de árvore de decisão quase ótimas é a melhor solução para manter os 
requisitos de computação dentro de limites realistas. 
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Seguindo a abordagem de Breiman et al. (1984), considere uma medida de 
impureza )t(i  como uma função que avalia a bondade de qualquer nó t , sendo o 
menor )t(i , o nó mais puro e a melhor predição )x(y t
^
 para todo tLx  , onde tL  é 
o subconjunto de amostras de aprendizado em t , para todo L)y,x(   tal que 
tXx . Partindo de um único nó que representa todo o conjunto de aprendizado L
, o algoritmo ganancioso cresce iterativamente dividindo os nós em nós mais puros, 
ou seja, o algoritmo divide iterativamente em subconjunto menores, os 
subconjuntos de L representados pelos nós, até que todos os nós terminais não 
possam ser mais puros, garantindo assim previsões quase ótimas sobre L . A 
hipótese gananciosa busca uma boa generalização para dividir cada nó t  usando 
a divisão *s  que maximiza localmente a diminuição da impureza dos nós filhos 
resultantes. 
Formalmente, a diminuição da impureza de uma divisão binária s  é definida 
como segue: 
Definição 1. A diminuição da impureza de uma divisão binária Qs  dividindo o nó 
t  em um nó esquerdo Et  e um nó direito Dt  é: 
 
       DDEE tiptiptit,siΔ                 (43) 
 
Em que: Ep  e Dp  é a proporção 
t
t
N
N
E  e 
t
t
N
N
D  da amostra tL  ir para o nó filho 
esquerdo Et e nó filho direito Dt , respectivamente e tN  é o tamanho do subconjunto 
tL . 
Com base neste conceito, o processo geral para a indução da árvore é 
descrito no algoritmo 2. 
Algoritmo 2. Indução gananciosa de uma árvore de decisão binária. 
1: function BuildDecisionTree )L(  
2:     Create a decision tree   with root node 0t  
3:     Create an empty stack S  of open nodes )L,t( t  
4:     S.PUSH )L,t( o  
5:     while  is not empty do S
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6:         tL,t S.POP(   ) 
7:       if the stopping criterion is met for t  then 
8:           t
^
y = some constante value 
9:       else 
10:         Find the split tL  that maximizes impurity decrease  
       )t,s(imaxarg*s
Qs


  
11:         Partition tL  into DE tt LL   according to  
12:        Create the left child node  of  
13:        Create the right child node Dt  of  
14:        S.PUSH ))L,t((
DtD
 
15:        S.PUSH ))L,t((
EtE
 
16:     end if 
17:   end while 
18:   return  
19: end function 
 
2.4.3. Regras de atribuição do nó terminal 
 
Quando um nó t  é declarado terminal dado algum critério de parada o 
próximo passo (linha 8 do algoritmo 2) no procedimento de indução é rotular t  com 
um valor constante t
^
y  para ser usado como uma predição da variável de saída Y. 
Para uma árvore de estrutura fixa, minimizando o erro global de generalização é 
estritamente equivalente a minimizar o erro de generalização local de cada simples 
modelo no nó terminal. De fato, 
 
))}X(,Y(L{)(Err Y,X    
  )}y,Y(L{)XX(P
^
ttY,X
t
t
~




               (44) 
*s
Et t
t

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Em que: 
~
  indica o conjunto de nós terminais em   e onde a expectativa interna4 
é o erro de generalização local do modelo no nó t . Assim, um modelo que minimiza 
)(Err   é um modelo que minimiza a expectativa interna na folha. O melhor 
aprendizado possível da árvore de decisão (de estrutura fixa), portanto, equivale a 
encontrar a melhor constante t
^
y  em cada nó terminal.  
 
2.4.4. Regras de divisão  
 
Supondo que o critério de parada não seja cumprido (LOUPPE, 2014),deve-
se concentrar no problema de encontrar Q*s   de t  que maximiza a diminuição 
da impureza )t*,s(i  (Linha 10 do algoritmo 2). 
Supondo valores de entrada distintos para todas as amostras tN , o número 
de partições de tL  em subconjuntos k  não vazios é apresentado em Knuth (1992): 
 










k
j
Njk
t
tj
j
k
)(
!K
)k,N(S
0
1
1
,               (45) 
 
que se reduz a 12
1 tN  para partições binárias. Dado o crescimento exponencial 
no número de partições, a estratégia de enumerar todas as partições e escolher o 
melhor delas é, muitas vezes, computacionalmente intratável. Por esta razão, os 
pressupostos simplificadores deve ser feito na melhor divisão *s  Mais 
especificamente, o algoritmo de indução geralmente assume que *s - ou pelo 
menos uma aproximação suficientemente boa – está em uma família SQ  das 
divisões candidatas de estrutura restrita. 
A família usual Q  de divisões é o conjunto de divisões binárias definidas em 
uma variável única e que resulta em subconjuntos não vazios de tL : 
 
}L,L),X(Qss{Q
DE t
p
j
tj  


1
              (46) 
                                                 
4 A expectativa conjunta de X  e Y  é assumida em todos os objetos Qi   tal que ti Xx  . 
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Do ponto de vista geométrico, as divisões desta forma dividem o espaço de 
entrada X  com hiperplanos, como anteriormente ilustrado na Figura 2. 
Consequentemente, o limiar de decisão corresponde assim à distância do 
hiperplano separador da origem. 
Dado a decomposição 46 nos subconjuntos )X(Q j , a divisão Q*s   é a 
melhor divisão definida em cada variável de entrada. Isto é: 
 
)t,s(imaxarg*s *j
s*j
 ,    p,...,j 1             (47) 
)t,s(imaxargs *j
L,L
)X(Qs
*
j
DTET
j



                 (48) 
 
Nessa estrutura, o cerne do problema, portanto, se reduz à implementação 
da Equação 9. 
Em CART para avaliar a medida de impureza )t(i é comumente utilizado o 
critério de Gini e a entropia de Shannon para as árvores de classificação. Na 
regressão (quando a variável de saída Y  é quantitativa), a função de impureza 
)t(iR  com base na estimativa de resubstituição local é definida pelo menor desvio 
quadrado: 
 



TLy,x
^
t
t
R )yy(
N
)t(i 2
1
                (49) 
 
É possivel notar que a Equação 49 corresponde à variância interna do nó do 
valor de saída em t . Consequentemente, *s  é a divisão que maximiza a redução 
da variância )t,s(i nos nós filhos. 
 
2.4.5. Encontrando a melhor divisão binária  
 
Para uma especificação completa do algoritmo 2 descreve-se a família Q  
de regras de divisão e critérios de impurezas como um procedimento de otimização 
eficiente para encontrar a melhor divisão Q*s  . Assumindo que Q  seja o conjunto 
de divisões binárias univariadas, demonstrou-se que *s  é a melhor das melhores 
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divisões binárias 
*
js  definida em cada variável de entrada. Isso leva ao seguinte 
procedimento: 
Algortimo 3. Encontre a melhor divisão *s  que particiona tL . 
1: function FindBestSplit )L( t  
2:    
3: for p,...,j 1  do 
4:     Find the best binary split 
*
js  defined on jX  
5:     if  )t,s(i *j  then 
6:         )t,s(i *j   
7:        
*
jss   
8:     end if 
9: end for 
10: return *s  
11: end function 
 
Para uma discussão da linha 4 do algoritmo 3, considere jX  ser uma variável 
ordenada e )X(Q j  um conjunto de todos as partições binárias não cruzadas de jX
. Considere também }Lj,xx{X tjLj T
  indicar o conjunto de valores únicos de 
jX  dentro das amostras de nó em t . A melhor divisão )X(Qs j
v
j   em jX  é a 
melhor partição de tL  em dois subconjuntos não vazios: 
 
}vx,L)y,x()y,x{L jt
v
tE
                (50) 
}vx,L)y,x()y,x{L jt
v
tD
                (51) 
 
Em que: v  é o limiar de decisão da divisão. Como ilustrado na Figura 3, existem 
1
TLj
X  partições de tL  em dois desses subconjuntos não vazios, ou seja, um 
para cada valor 
tLjk
Xv  , exceto para o último que leva a uma partição inválida. 
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Em particular, se jX  for localmente constante em t  (isto é, se todos os pontos se 
sobrepõem na Figura 3), então 1
TLj
X  e jX  não pode ser usado para partição 
t . Mais importante ainda, geralmente, existem vários limiares v  produzindo a 
mesma partição das amostras do nó. Se kv  e 1kv  são dois valores imediatamente 
consecutivos em 
tLj
X , então todas as divisões 
v
js  para [v,v[v
kk 1  produzem 
a mesma partição de tL  como 
kv
js . Em termos de diminuição da impureza i , 
todos eles são equivalentes quando avaliados no tL . Na generalização, no entanto, 
essas divisões podem não ser estritamente iguais, uma vez que não produzem a 
mesma partição de tX . Como ajuste, os limiares de decisão que são assim 
escolhidos são os pontos intermediários 
2
1 kk'k
vv
v  entre valores consecutivos 
da variável, como mostrado pela linha pontilhada na Figura 3. Na prática, esta é 
uma boa heurística na maioria dos problemas (LOUPPE, 2014). 
 
Figura 3 – Partição binária do tL  na variável ordenada jX . Definido os limiares de 
decisão v  para qualquer valor em [v,v[ kk 1  que produz partições idênticas de tL  
mas não de tX . 
 
Fonte: Louppe, 2014, p. 48. 
 
Neste contexto, a melhor divisão 
*
js  é a divisão 
'
kv
js  que maximiza a 
diminuição da impureza. Computacionalmente, a valiação exaustiva de todas essas 
divisões pode ser realizada de forma eficiente ao considerar o limiar de decisão 'kv  
ordenado, observando que )t,s(i
'
kv
j
1  pode ser calculado a partir de )t,s(i
'
kv
j , em 
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várias operações linearmente proporcionais o número de amostras que vão do filho 
direito para o filho esquerdo. Como tal, a avaliação exaustiva de todas as divisões 
intermediárias pode ser realizada em tempo linear em relação a tN , garantindo um 
bom desempenho. 
A partir da partição inicial 'v0 , onde Et  é vazio e Dt  corresponde a t , 
e usando as equações de atualização para mudar 'kv  para 
'
kv 1 , a busca da melhor 
divisão 
*
js  em jX  pode finalmente ser implementado conforme descrito no 
algoritmo 4 e ilustrado na Figura 4. 
Algortimo 4. Encontre a melhor divisão 
*
js  que particiona tL . 
1: function FindBestSplit )X,L( jt  
2:  0  
3: 0k  
4. 'kv  
5: Compute the necessary statistics for )t(i  
6: Initialize the statistics for Et  to 0 
7: Initialize the statistics for Dt  to those of )t(i  
8: Sort the node samples tL  such that j,Nj,j, tx...xx  21  
9: 1i  
10: while tNi   do 
11:       while tNi 1  and j,ij,i xx 1  do 
12:            1 ii  
13:       end while 
14:      1 ii  
15:      if tNi   then 
16:           
2
1
1
j,ij,i'
k
vv
v



  
17:           Uptade the necessary statistics from 'kv  to 
'
kv 1  
18:           if   )t,s(i
'
kv
j
1  then 
19                   )t,s(i
'
kv
j
1   
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20:                   
'
kv
j
*
j ss
1  
21:                   end if  
22:                1 kk  
23:          end if 
24: end while 
25: return 
*
js  
26: end function 
 
Figura 4 – Invariante do algoritmo 4. No final de cada iteração )t,s(i
'
kv
j  foi 
calculado a partir das estatísticas da divisão anterior em 'kv 1  e comparado com a 
melhor redução na impureza   encontrada dentro das divisões em 'v0  para 
'
kv 1 . 
 
Fonte: Louppe, 2014, p. 51. 
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3. MATERIAIS E MÉTODOS 
 
3.1. Área de estudo 
 
A área de estudo é representada pelo estado do Espírito Santo, localizado 
na região Sudeste do Brasil (Figura 5 a), com área territorial de 46.052,64km². Está 
localizado entre 17°53'29'' e 21°18'03'' de latitude S e 39° 41'18'' e 41°52'45'' de 
longitude W. Faz fronteira com o Oceano Atlântico a Leste, estado da Bahia ao 
Norte, estado de Minas Gerais a Oeste e estado do Rio de Janeiro ao Sul. Em 
função de sua posição geográfica e geomorfologia (Figura 5 b), o estado apresenta 
quatro tipos de clima de acordo com a classificação de Köppen: Cwb, clima 
subtropical de altitude, com inverno seco e verão ameno encontrado na região 
montanhosa do estado; Cwa, clima subtropical de inverno seco e verão quente 
encontrado na região Sudoeste do estado, Am, clima tropical úmido ou sub-úmido 
encontrado na região Nordeste do estado, e Aw, clima tropical, com inverno seco 
encontrado na região Oeste do estado. Em virtude dos constantes desmatamentos 
e queimadas, houve a substituição de áreas de floresta natural por outras formas 
de uso da terra. Segundo relatório da Fundação SOS Mata Atlântica e do INPE, 
com os desmatamentos analisados entre 2013 e 2014, a área de estudo apresenta 
atualmente apenas 10,5% de seus remanescentes de floresta (Figura 5 c). 
As seções a seguir descrevem a preparação do conjunto de dados e toda a 
metodologia utilizada. Em primeiro lugar, a densidade kernel e o mapa de 
ocorrência de incêndios são explicados. Em seguida, a teoria CART e as 
necessidades para a sua implementação são ilustradas. Por último, o mapa de 
predição de fogo é descrito prestando uma particular atenção à forma como as 
variáveis preditoras são implementadas. Toda a abordagem metodológica é 
descrita e resumida na Figura 6. O fluxograma mostra os principais procedimentos 
envolvidos no processo, apontando as principais etapas para determinar o mapa 
de densidade de fogo e predição de fogo. 
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Figura 5 – Localização geográfica da área de estudo (a); Modelo digital de elevação 
do estado do Esírito Santo (b); Remanescentes de floresta no estado (c).  
 
Fonte: o autor. 
 
3.2. Conjunto de dados 
 
Os subconjuntos mensais do produto MCD45A1 em formato Shapefile 
para o período de estudo (2000-2015), foram baixados via servidor File Transfer 
Protocol (FTP) do site http://modis-fire.umd.edu/ pelo software SmartFTP (1 na 
Figura 6). Os arquivos estão disponíveis em projeção sinusoidal Lat-Long e 
extensão geográfica em janelas subcontinentais, que para a área de estudo é 
delimitada pela janela 6, cobrindo a América do Sul Central com latitude S entre 
10° e 35° e longitude W entre 34° e 79°. Os mapas mensais de área queimada 
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Figura 6 – Visão geral dos principais procedimentos envolvidos no processo, 
apontando as principais etapas para determinar o mapa de densidade de fogo e 
predição de fogo. 
 
Fonte: o autor.
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foram então reprojetados para a projeção Universal Transversal de Mercador 
(UTM), datum SIRGAS 2000 e convertidos em formato raster (2 na Figura 6) com 
resolução espacial de 250m. 
 
3.3. Densidade kernel 
 
Para espacializar os dados de área queimada, considerou-se os pontos 
centrais (3 na Figura 6) de cada pixel da imagem raster, somando 3314 pontos 
de área de queima. As técnicas de interpolação, como um método para prever 
valores de atributos em locais não amostrados, a partir de observações da amostra 
dentro da área de estudo, pode ser usado para converter dados de observações 
pontuais para campos contínuos (BURROUGH; McDONNELL, 1998). Nos casos 
de observações pontuais finitas, os resultados das estimativas de densidade kernel 
são adequados (BOWMAN; AZZALINI, 1997). Originalmente, esta abordagem foi 
desenvolvida como um método alternativo para obter uma função de densidade 
probabilidade suave, univariada ou multivariada, a partir de uma amostra de 
observações (BAILEY; GATRELL, 1995; LEVINE, 2002). Como a estimativa de 
intensidade das observações pontuais (coordenadas dadas em x e y) é muito 
semelhante à densidade de probabilidade bivariada, a abordagem kernel pode ser 
adaptada para este propósito (BAILEY; GATRELL, 1995). 
A estimativa de densidade kernel (4 na Figura 6) é um método estatístico 
não paramétrico para estimar as densidades de probabilidade. Um kernel (isto é, 
densidade de probabilidade normal bivariada) é colocado sobre cada ponto de 
observação e a intensidade em cada cruzamento de uma grade sobreposta é 
estimada (SEAMAN; POWELL, 1996). O método é semelhante ao conceito de 
“janela móvel”, em que uma janela de tamanho específico é movida sobre os pontos 
de observação (GATRELL et al., 1996). Matematicamente, para um local com vetor 
de coordenadas jx , a densidade )(
^
xf , pode ser expressa pela seguinte equação 
(PARZEN, 1962; ROSENBLATT, 1956):  
 

 




 

n
i
ij
h
Xx
K
nh
xf
1
2
1 )(
)(
^
               (52) 
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Em que: n é o número de pontos de observações; 
iX  é o vetor de coordenadas do 
ponto de fogo; K é a função kernel; h é o raio de busca ou largura de banda. 
As várias funções de interpolação K, diferem na maneira como atribui pesos 
para os pontos dentro do raio de busca h, que pode ser qualquer função de 
densidade probabilidade (Gaussiana, triangular, quártica, exponencial negativa ou 
uniforme) desde que: 
 
1


dhhK )(                  (53) 
 
A função kernel quártica (SILVERMAN, 1986) foi considerada para o cálculo 
da função K no sofware ArcGis/ArcInfo 10.4: 
 
 213 hhk 

)(                  (54) 
 
A função quártica pondera com maior peso, os pontos mais próximos do que 
pontos distantes, mais o decrescimento é gradual. O raio de busca ou largura de 
banda expressa o tamanho do kernel e controla a suavização da superfície gerada. 
Dois tipos de métodos alternativos podem ser aplicados na estimativa da densidade 
kernel, o método fixo e adaptativo. No método fixo, o raio de busca, que é definido 
em unidades de distância, é constante em toda a área de interesse. No método 
adaptativo, o raio de busca, que é definido pelo número mínimo de observações 
pontuais encontradas no kernel, varia de acordo com a concentração das 
observações pontuais. Isto significa que, em áreas de baixa concentração, o raio 
de busca tem valores mais elevados do que em áreas de alta concentração 
(WORTON, 1989). 
Uma questão importante e difícil de definir ao implementar a interpolação de 
densidade kernel, é a escolha do parâmetro de suavização do kernel, tanto no 
método fixo como no método adaptativo. Um menor raio de busca permite que 
observações próximas dominem a estimativa de densidade, enquanto maiores 
raios de busca favorecem locais distantes (WORTON, 1989; SEAMAN; POWELL, 
1996). Na literatura, alguns métodos diferentes foram propostos para definir 
parâmetros de suavização, para avaliar a ocorrência de incêndios e padrão de fogo 
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(AMATULLI et al., 2007; de la RIVA et al., 2004; KOUTSIAS et al., 2004; LIU et al., 
2010). Entretanto, a escolha de um valor arbitrário para o parâmetro de suavização 
não é recomendada e ainda, deve ser realizada de maneira mais rigorosa, para que 
o modelo não seja penalizado. Portanto, o raio de busca h foi calculado usando 
uma variante espacial de Silverman (1986) que é robusta a outliers (ou seja, pontos 
que estão distantes dos demais pontos) e que está implementada no software 
ArcGis/ArcInfo 10.4. Assim, delineado a configuração do modelo de densidade 
kernel, o mapa de superfície de ocorrência de fogo, com resolução de célula de 
grade de 250m foi gerado, para então, ser utilizado na análise de regressão da 
árvore como variável de resposta. 
 
3.4. Variáveis preditoras 
 
De acordo com a literatura e considerando a relevância de cada variável em 
explicar a ocorrência dos incêndios florestais na área de estudo, um total de 12 
variáveis foram consideradas, abrangendo aspectos topográficos, climáticos, 
socioeconômicos e de vegetação (Tabela 1). As variáveis determinadas de diversas 
bases de dados foram então transformadas em imagem raster, com resolução 
espacial de 250m, de acordo com os procedimentos descritos adiante. Os dados 
geográficos foram configurados em conformidade com o sistema de referência 
geocêntrico padrão (SIRGAS 2000) e integrados em ambiente SIG do 
ArcGis/ArcInfo 10.4. 
 
3.4.1. Variáveis topográficas 
 
As variáveis topográficas (Figura 7) foram obtidas a partir do Modelo Digital 
de Elevação (MDE) de alta resolução (30m) do Shuttle Radar Topography Mission 
(SRTM), fornecido pelo File Transfer Protocol (FTP) do United States Geological 
Survey (USGS). O SRTM é distribuído em formato GeoTIFF, com coordenadas 
geográficas no sistema WGS-84 e referenciados para ondulação do geoide Earth 
Gravitational Model 1996 (EGM96).  
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Tabela 1 – Variáveis preditoras consideradas na análise da árvore de decisão 
Variável  
Nome do arquivo da 
variável 
Alcance  Unidade 
T
o
p
o
g
rá
fi
c
a
 
Altitude DEM 0 – 2834 m 
Declividade DEC 0 – 85,40 º 
Índice topográfico composto TWI 0,75 – 16,07 adimensional 
A
m
b
ie
n
ta
l 
Precipitação média anual PREC 885,94 – 1817,98 mm 
Temperatura média anual TEMP 6,54 – 25,79 ºC 
Radiação solar RADSOLAR 0,23 – 1,30 MJ cm-2 hr-1 
Deficiência hídrica média anual DEF_HID 0 – 603 mm 
S
o
c
io
e
c
o
n
ô
m
ic
a
 
Densidade demográfica DENS_DEMOG 0 – 52397,7 hab km-2 
Renda RENDA 0 – 27017,04 R$ mês-1 
Proximidade a estradas PROX_ESTR 0 – 4854,12 m 
V
e
g
e
ta
ç
ã
o
 
Campo contínuo de vegetação VCF 0 – 86  % 
Uso e cobertura da terra 
1-Agricultura 
2-Áreas urbanas 
3-Curso d’água 
4-Floresta natural 
5-Manguezais 
6-Pastagem 
7-Silvicultura 
8-Solo exposto 
9-Áreas alagadas 
10-Restinga 
  
Fonte: o autor. 
 
Figura 7 – Variáveis topográficas consideradas no estudo. 
 
Fonte: o autor. 
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O Índice Topográfico Composto (ITC), também conhecido como índice de 
umidade; é função da área de contribuição a montante e da declividade da 
paisagem (MOORE et al., 1991). A distribuição espacial da água em um campo é 
influenciada pelo fluxo lateral e, portanto, controlada pelas diferenças de 
declividade. O ITC é um atributo de terreno composto, calculado a partir da área de 
captação específica de um ponto (As) e o local da inclinação gradiente, tan β 
(BEVEN; KIRKBY, 1979). O ITC é dado como: 
 
 
tanβ
αln
ITC                    (55) 
 
Em que: ln é o logaritmo natural,   é a área curva ascendente por largura da 
unidade de contorno e β é o ângulo de inclinação (MOORE et al., 1991). Em geral, 
o índice é essencialmente uma medida da tendência do acúmulo de água em 
qualquer ponto, em um plano inclinado. O mapa de índice de umidade indica zonas 
de alta umidade do solo (altos valores) e zonas potenciais que secam primeiro 
(valores baixos). Os valores do ITC foram calculados (BÖHNER et al., 2001) para 
pixels individuais usando o SRTM (MDE). Segundo Vadrevu et al. (2010), valores 
mais altos de ITC são um bom indicador de baixa probabilidade de fogo.  
 
3.4.2. Variáveis climáticas 
 
Neste estudo, a temperatura do ar média anual, precipitação média anual, 
radiação solar e deficiência hídrica média anual foram avaliadas como parâmetros 
de incêndios florestais (Figura 8). Os registros meteorológicos foram baseados em 
uma série histórica de 34 anos (1977 – 2011) com 110 estações no estado do 
Espírito Santo e áreas adjacentes. Estes dados foram utilizados para futuras 
interpolações e estatísticas de dados. 
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Figura 8 – Variáveis climáticas consideradas no estudo. 
 
Fonte: o autor. 
 
Os valores de temperatura do ar nas estações sem registros foram 
estimados pelo ajuste da Equação 56, em função da altitude, latitude e longitude 
(VIANELLO; ALVES, 2004), adotando-se o Mínimo Quadrado Ordinário (MQO) 
como técnica de análise de regressão. 
 
LongitudeβLatitudeβAltitudeββY 3
^
2
^
1
^
0
^^
           (56) 
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Para a espacialização da temperatura, pelo modelo de regressão linear 
multipla, foi utilizado o SRTM (MDE) e camadas matriciais de latitude e longitude 
com valores em graus decimais. O modelo apresentou boa capacidade preditiva 
com r² ajustado de 0,9315. A análise gráfica dos resultados medidos contra os 
estimados é apresentada na Figura 9.  
 
Figura 9 –  Temperatura média anual medida e estimada para o estado do Espírito 
Santo. 
 
Fonte: o autor. 
 
As médias anuais de precipitação nos pontos amostrais (estações 
meteorológicas), foram interpoladas para a área de estudo usando o método 
Krigagem Bayesiana Empírica (MARSHALL, 1991) como técnica de geoestatística 
e a construção do semivariograma (MATHERON, 1963) foi usado para gerar a 
imagem raster de precipitação média anual. O ajuste do modelo produziu por 
validação cruzada, uma correlação satisfatória entre os valores reais e estimados 
e o menor erro quadrado médio, em comparação com outros métodos de 
interpolação que são comumente usados.  
A radiação solar, descreve a incidêndia de radiação solar incidente direta 
sobre uma superfície local inclinada, em relação a uma superfície horizontal de uma 
determinada latitude e longitude. Os valores de radiação solar (MJ.cm-2.hr-1) foram 
calculados (McCUNE; DYLAN, 2002) para pixels individuais usando o SRTM 
(MDE). 
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A imagem matricial de deficiência hídrica média anual foi obtida por meio do 
balanço hídrico climatológico espacializado, pixel a pixel, considerando a 
Capacidade de Água Disponível (CAD) dos solos do estado do Espírito Santo, de 
acordo com metodologia proposta por Omena (2014), adaptada de Thornthwaite e 
Mather (1955). 
 
3.4.3. Variáveis socioeconômicas 
 
Os fatores associados com a densidade populacional, renda e proximidade 
a estradas foram avaliados para determinar o mapa de predição de fogo (Figura 
10).  
 
Figura 10 – Variáveis socioeconômmicas consideradas no estudo. 
 
Fonte: o autor. 
 
As variáveis densidade populacional e renda foram obtidas pelo Censo 2010, 
fornecido pelo File Transfer Protocol (FTP) do Instituto Brasileiro de Geografia e 
Estatística (IBGE). A densidade populacional (hab.km-2) é o resumo mais comum 
da distribuição da população no espaço geográfico, sendo determinada pela 
Equação 57. 
 
iii APD                    (57) 
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Em que: iD  é a densidade populacional em unidade de área i ; iP  é a 
correspondente população e; iA  é a área de terra da unidade (DEICHMANN, 1996). 
O valor do rendimento nominal mensal dos responsáveis por domicílios 
permanentes foi considerado como o valor de renda da população na área de 
estudo, sendo determinado os limites censitários como unidade de área para 
ambas as variáveis.  
A imagem matricial de proximidade a estradas foi obtida pelo algoritmo de 
distância euclidiana, em função da malha rodoviária do estado, fornecida pelo 
Sistema Integrado de Bases Geoespaciais do Estado do Espírito Santo 
(GEOBASES). A distância euclidiana descreve a distância mais próxima em linha 
reta, entre dois pontos, a partir do centro da célula de origem da imagem matricial 
para o centro da célula vizinha. Em um plano, a distância entre os pontos de 
 AAAB YXD ,  e  BB YX ,  é dada pelo Teorema de Pitágoras (ROMERO-
CALCERRADA et al., 2010).  
 
3.4.4. Variáveis de vegetação 
 
Neste estudo, as variáveis campo contínuo de vegetação e uso e cobertura 
da terra foram consideradas para explicar a ocorrência dos incêndios (Figura 11). 
 
Figura 11 – Variáveis de vegetação consideradas no estudo. 
 
Fonte: o autor. 
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A porcentagem de cobertura do dossel foi mapeada usando os dados do 
produto MOD44B do sensor MODIS pela plataforma Terra (TOWNSHEND et al., 
2011). O produto Vegetation Continuous Fiels (VCF) da coleção 5.1 é uma 
representação do nível de subpixel das estimativas da cobertura da vegetação da 
superfície em escala global. O algoritmo VCF envolve um processo semi-
automatizado para gerar árvores de regressão com software de aprendizado de 
máquinas. Gerado anualmente, o produto MOD44B é produzido usando 
compósitos mensais de dados de reflectância de superfície da terra, incluindo as 
sete bandas do sensor MODIS; e temperatura de superfície da terra. As imagens 
foram disponibilizadas em formato Hierarchical Data Format (HDF) e projeção 
sinusoidal Lat-Long pelo United States Geological Survey (USGS). 
Neste estudo, foram utilizadas 2 imagens (ano base de 2015), quadrante 
h14v10 e h14v11, com resolução espacial de 250m e o software Modis 
Reprojection Tools (MRT) foi usado para reprojetar cada arquivo para UTM e do 
formato HDF para GeoTiff. 
A perda de áreas de floresta está intimamente relacionada com as formas 
de uso da terra e com o modo de produção estabelecido nas áreas convertidas. 
Grandes faixas de floresta foram desmatadas para abrir novas áreas de pastagem 
e agricultura, devido as pressões socioeconômicas, relacionadas com o 
crescimento populacional e expansão da fronteira agrícola na área de estudo. A 
imagem matricial de uso e cobertura da terra foi fornecida pelo Geobases sendo 
obtida pela interpretação do ortofotomosaico. As aerofotos digitais 2007/2008, na 
escala 1:35.000, com resolução espacial de 1m, foram cedidas pelo Instituto 
Estadual de Meio Ambiente e Recursos Hídricos do Espírito Santo (IEMA). 
 
3.5. Treinamento do modelo – calibração 
 
Com a variável resposta de densidade de fogo e todo o conjunto de dados 
de variáveis preditoras foi utilizado a ferramenta sample (5 na Figura 6) do 
ArcGis/ArcInfo 10.4, para uma amostragem sistemática e entrada do conjunto de 
dados na árvore de decisão pelo algoritmo CART. A amostragem sistemática da 
área de estudo garante uma grande quantidade de dados para 
formação/calibração do algoritmo da árvore e teste/validação do mapa de saída. 
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O algoritmo da árvore de decisão CART (BREIMAN et al., 1984) é um 
procedimento de particionamento recursivo binário capaz de processar atributos 
contínuos e nominais como alvos e preditores. Os dados são tratados na forma 
bruta; nenhum binning é necessário ou recomendado. Começando no nó da raiz, 
os dados são divididos até os nós terminais, sem o uso de uma regra de parada 
(WU; KUMAR, 2009). O algoritmo inicia por analisar todas as variáveis de entrada 
e determina qual divisão binária de uma única variável de preditores, melhor 
reduz o desvio na variável de resposta. O processo é repetido para cada partição 
dos dados resultantes da primeira divisão, continuando até que os nós terminais 
homogêneos sejam alcançados na árvore hierárquica. A técnica normalmente 
causa overfitting do modelo, criando uma árvore que explica substancialmente todo 
o desvio nos dados originais. A árvore tem então de ser podada de volta para a raiz 
pelo método de poda de complexidade de custos. O método de poda envolve a 
validação cruzada (VENABLES; RIPLEY, 1997), que consiste em dividir os dados 
originais em conjuntos iguais; que serão usados para gerar árvores de teste, 
validado contra o último conjunto. As estimativas do erro médio quadrático da 
validação cruzada ajudam a selecionar o tamanho mais conveniente da árvore, 
considerando um trade-off entre a redução do erro esperado e a conveniência de 
gerar uma quantidade razoável de regras de decisão. 
O mecanismo CART inclui o tratamento automático de dados faltantes, a 
construção de recursos dinâmicos (WU; KUMAR, 2009), são robustos a outliers 
e não requerem uma seleção a priori das variáveis. Além disso, pode modelar 
relações variantes, apesar da autocorrelação espacial significativa (CABLK et al., 
2002) e; os relatórios finais incluem uma classificação de importância relativa das 
variáveis utilizadas no modelo (STEINBERG; COLLA, 1997). 
O conjunto de dados de treinamento foi usado para implementar o 
algoritmo de árvore de regressão CART usando a versão de demonstração do 
software Salford Predictive Modeler (SPM) 8.0. Neste estudo, um procedimento 
interno de validação/calibração do desempenho da árvore foi realizado por uma 
metodologia de validação cruzada 10-fold capaz de produzir erros de validação 
para cada árvore gerada. Primeiro, uma grande árvore foi gerada por meio dos 
critérios de divisão dos mínimos quadrados; sucessivamente, a grande árvore foi 
podada (6 na Figura 6) para obter um bom nível de erro de validação cruzada, 
permitindo a seleção de uma árvore menor. Amatulli et al. (2006) menciona que 
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uma grande árvore pode produzir um processo de regressão muito detalhado, 
criando regras de decisão para pequenas unidades de risco de incêndio. Como 
consequência, o algoritmo seria então muito complexo, reduzindo sua natureza 
interpretável. Além disso, pequenas unidades aumentam sem sentido a 
segmentação do planejamento de incêndio, perdendo assim a eficiência 
operacional. Em geral, um nível satisfatório de erro de validação cruzada e tamanho 
da unidade deve ser identificado, considerando a interpretabilidade das regras de 
decisão. 
As regras de decisão, baseadas nos limiares de valores específicos de cada 
variável preditora; foram implementadas em linguagem python, para leitura do 
banco de dados do arquivo Excel, sendo possível determinar os valores de saída 
da árvore. Os valores de saída foram então importados para ambiente SIG (7 na 
Figura 6), para mapear a densidade prevista do ponto de fogo para cada célula de 
grade, permitindo a criação do mapa final de predição do fogo. Essa combinação, 
fornece uma importante ferramenta, para localizar espacialmente as ações de 
prevenção que devem ser tomadas, no âmbito de um sistema de gestão de fogo.  
 
3.6. Teste do modelo-calibração 
 
Uma validação espacial do mapa resultante foi então obtida por meio do 
coeficiente r, analisando a correlação entre o valor previsto de risco de incêndio e 
os valores observados de ocorrência de incêndios (8 na Figura 6). 
Sucessivamente, a fim de verificar a capacidade preditiva do modelo de 
regressão da árvore e a influência da posição do ponto de fogo na área de estudo, 
uma segunda análise de correlação foi realizada, no qual os pontos de área de 
queima em cada unidade de gestão de incêndios, expressos em densidade 
observada, foram representados graficamente em função dos valores de densidade 
predita do mapa de risco de incêndio (9 na Figura 6). A equação de regressão 
obtida com a sua inclinação, intercepto e coeficiente de Pearson, foi então 
calculado. Além disso, a análise CART permitiu a definição da importância relativa 
de cada variável no processo de regressão, revelando as capacidades preditivas 
de cada variável para a predição do risco de incêndio.
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4. RESULTADOS E DISCUSSÃO 
 
4.1. Mapa de densidade de fogo 
 
O mapa kernel de densidade de fogo (Figura 12) destacou quatro principais 
áreas de maior queima. Uma na região nordeste do estado, com picos que variam 
de 0,2 a 0,6 pontos km-2. Uma na região do rio Doce, com picos mais destacados 
que variam de 0,3 a 0,9 pontos km-2 e; duas outras áreas nas regiões costa sul e 
Caparaó com picos que variam de 0,2 a 0,3 pontos km-2. Nas demais regiões da 
área de estudo, a ocorrência de fogo diminui ligeiramente para valores próximos de 
0 a 0,2 pontos km-2. O padrão espacial da distribuição dos incêndios tem o 
comportamento agrupado, característico dos incêndios florestais causados pelo ser 
humano. 
 
Figura 12 – Mapa kernel de densidade de fogo. 
 
Fonte: o autor. 
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A tecnologia da informação tornou-se importante para monitorar a área de 
queima. O desenvolvimento de modelos estatísticos espaciais levou a melhorias 
notáveis na capacidade preditiva do fogo pela integração de um sistema de 
classificação de risco de incêndio com aplicação de informação e tecnologia 
espacial. Métodos como a análise de densidade kernel fornecem um instrumento 
para gestores florestais por desenvolver mapas de ocorrência de fogo em situações 
de variabilidade espacial e temporal.  
A técnica de densidade kernel é frequentemente utilizada para diferentes 
aplicações ecológicas, tais como análises de área de vida (BLUNDELL et al., 2001; 
MILLSPAUGH et al., 2006; SEAMAN; POWELL, 1996; WORTON, 1989) e estudos 
epidemiológicos espaciais (GATRELL et al., 1996). 
A escolha de um parâmetro de suavização (ou seja, largura de banda) 
apropriado é a etapa mais importante na obtenção de um estimador de densidade 
kernel (WORTON, 1989), mas não há acordo sobre como abordar esse problema 
(DOWNS; HORNER, 2007; FIEBERG, 2007; GITZEN et al., 2003; HORNE; 
GARTON, 2006). 
O parâmetro de suavização (h) determina a propagação do kernel centrado 
em cada observação. Se o valor de h for pequeno, os kernels individuais serão 
estreitos e a estimativa de densidade kernel em um determinado ponto será 
baseada em apenas algumas observações. Isso pode não permitir a variação entre 
as amostras e pode produzir um mapa pouco suavizado (valores altos). Por outro 
lado, se o valor de h for grande, os kernels individuais serão amplos, o que pode 
esconder detalhes finos resultando em um mapa muito suavizado (valores baixos). 
Portanto, a escolha da abordagem de suavização a usar depende do conjunto de 
observações e as considerações ecológicas específicas para cada estudo devem 
ser levadas em conta. A distribuição espacial dos incêndios florestais na área de 
estudo não é aleatória e a ocorrência de incêndio em áreas específicas depende 
de uma série de fatores relacionados aos tipos de proteção legal dos recursos 
naturais, propriedade e manejo florestal. 
 
4.2. Mapa de predição de fogo 
 
O grande conjunto de dados e número de variáveis preditoras criou uma 
árvore muito complexa, com 5137 nós terminais e um erro de validação cruzada de 
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0,01. A ação de poda da árvore foi então realizada sucessivamente para obter uma 
árvore mais simples, com 38 nós terminais (Figura 13) e um erro de validação 
cruzada com valores aceitáveis (0,3). As regras de decisão da árvore identificaram 
vários limiares únicos para cada variável e específicos para cada unidade de gestão 
de incêndio, úteis para prever 38 densidades médias, variando de 0,004 a 0,748 
pontos km-2, suavizando os valores máximos (0,9 pontos km-2) do mapa de 
densidade de fogo.  
Conclusões mais precisas podem ser alcançadas com o tamanho e a 
estrutura do algoritmo da árvore. Em particular, a ação de poda permite a 
simplificação da estrutura da árvore, produzindo uma melhoria na computação e 
uma interpretabilidade fácil das regras de decisão. Zonas de alta densidade de fogo 
estão associadas, tanto com uma alta ou baixa densidade populacional. Áreas de 
vegetação de restinga e áreas alagadas, geralmente, estão associadas a zonas de 
alta densidade de fogo (0,748). Algumas estratégias de gestão podem ser 
realizadas em tais áreas como a restrição aos locais de risco e o manejo de 
combustível para evitar o início e propagação do fogo. Uma importante aplicação 
do algoritmo é a possibilidade da auto-alimentação dos dados para desenvolver 
automaticamente a predição do fogo na área de estudo. Ou ainda, a criação de 
cenários com a simulação de mudanças nos dados, sendo possível observar as 
novas disposições espaciais das unidades de manejo do fogo e seu valor de risco. 
Um papel importante é dado pelo parâmetro climático representado pelas 
variáveis precipitação, temperatura e deficiência hídrica. Este parâmetro é 
importante indicador ecológico, não só na definição da composição das espécies, 
mas também na sua distribuição. Tais variáveis são capazes de discriminar as 
condições ecológicas e susceptibilidades de incêndio não detectadas pelos dados 
de cobertura da terra. A susceptibilidade das espécies aos incêndios florestais não 
está apenas relacionada com à inflamabilidade das espécies arbóreas e à estrutura 
do povoamento, mas também ao estado de estresse hídrico diretamente 
influenciado pelas condições meteorológicas médias (AGUADO et al., 2003; 
CHUVIECO; MARTIN, 1994). As previsões dos regimes de fogo assumem uma 
forte ligação entre o clima e o fogo, mas geralmente com menor ênfase nos efeitos 
de fatores locais, como a atividade humana (LIU et al., 2010; WOTTON et al., 2010). 
As florestas tropicais da Mata Atlântica, apesar de sua localização em uma 
das áreas mais úmidas do Brasil, onde a precipitação anual média é superior a 
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Figura 13 – Regras de regressão descritas na forma de árvore binária.  
 
*Os códigos das variáveis preditoras e suas classes ou intervalos estão listadas na Tabela 1. 
Fonte: o autor.
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1500mm, sofrem esporadicamente com incêndios (OLIVEIRA; PASSACANTILI, 
2010). Segundo Hammond et al. (2007) florestas úmidas sofrem frequentemente 
com incêndio nas Guianas, devido a impactos antrópicos. Carcaillet et al. (2002) 
relatam que nos últimos 2000 anos, na Amazônia, os incêndios também estão 
presentes no registro paleoambiental, igualmente associados à influência 
antrópica. Estudos mais recentes em florestas temperadas encontraram resultados 
semelhantes na transformação de grandes áreas de floresta, em vegetação aberta 
ou baixa, em regimes de fogo alterados, em face da mudança climática e de uso 
da terra (PARITSIS et al., 2015; TEPLEY et al., 2016). 
A importância dos fatores sociais também pode ser apontada pela variável 
renda, posto que os incêndios florestais se associam a locais de menor renda. 
Estudos na Argentina, também relatam que os bairros carentes, os que têm alto 
desemprego e poucas crianças que frequentam a escola são atingidos com 
incêndios florestais mais frequentes (CURTH et al., 2012). Nos EUA, os incêndios 
florestais que começam em comunidades pobres são menos propensos a se 
extinguir rapidamente por falta de recursos (MERCER; PRESTEMON, 2005). Os 
danos ecológicos resultantes dos incêndios florestais podem prejudicar a base dos 
recursos naturais, a partir da qual as comunidades derivam sua atividade 
econômica e emprego (BUTRY et al., 2001). Tais danos nas comunidades 
extrativistas dependentes da indústria podem ter efeitos econômicos duradouros 
(NIEMI; LEE, 2001). Em conjunto, essas descobertas sugerem que as condições 
sociais podem ser determinantes fundamentais da vulnerabilidade social e dos 
riscos de incêndios. Compreender como esses componentes de vulnerabilidade 
variam pode ajudar os gestores a desenvolver estratégias de proteção e mitigação 
adequadas a locais e populações específicas. 
As unidades de gestão variam de grandes (199101 células de grade) a 
pequenas (179 células de grade). O mapa de predição de fogo com o histograma 
é representado na Figura 14. De modo efetivo, a localização espacial das unidades 
de gestão de incêndios e um conhecimento da área de estudo, em termos de 
ecologia e fatores socioeconômicos, podem ser indicadores importantes das 
causas de incêndio. 
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Figura 14 – Mapa de predição de incêndio obtido pela aplicação das regras de 
decisão. 
 
Fonte: o autor. 
 
Na região de maior predição de incêndios florestais, o risco está relacionado 
a duas causas principais. A primeira é devido ao uso do fogo como recurso para o 
manejo de áreas para cultivo nas propriedades rurais. Estas zonas são 
caracterizadas por um elevado nível de fragmentação (JUVANHOL et al., 2017). 
Estes resultados são consistentes, de acordo, com trabalhos realizados em 
florestas tropicais (COCHRANE; LAURANCE, 2002; HOLDSWORTH; UHL, 1997), 
onde as bordas entre a interface meio urbano e floresta são consideradas as mais 
vulneráveis a incêndios florestais, como também ocorre em florestas temperadas 
(GANTEAUME et al., 2013; MASELLI et al., 2003; YANG et al., 2007). O nível de 
fragmentação da paisagem amplia fortemente as fronteiras das bordas, 
aumentando a probabilidade de que as atividades humanas afetem os processos 
ecológicos nas áreas naturais; neste caso específico aumentando a vulnerabilidade 
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ao fogo (JUVANHOL et al., 2017; LEONE; LOVREGLIO, 2003). A segunda causa 
é mais relacionada com a vegetação, pela faixa de transição entre a floresta e 
restinga. O predomínio de herbáceas estabelecido em solo arenoso e com grande 
concentração de matéria orgânica facilita a ignição do fogo (JUVANHOL et al., 
2017). 
A validação espacial do mapa indica uma satisfatória correlação (0,82), 
confirmando que a árvore selecionada foi capaz de fornecer um mapa de predição 
de fogo confiável, seguindo a tendência do mapa de densidade de fogo. Além disso, 
o algoritmo CART gerou um modelo de regressão aceitavél, com um coeficiente de 
determinação ajustado de 0,88 e correlação de 0,94 entre a densidade predita do 
mapa de risco de incêndio e a densidade observada nos pontos de área de queima. 
Em geral, os menores valores de densidade no mapa de risco apresentam melhor 
ajuste no modelo (Figura 15). 
 
Figura 15 – Equação de regressão obtida entre a densidade predita e a ocorrência 
observada de incêndios em cada unidade de manejo de fogo. 
 
 
Fonte: o autor. 
 
A teoria CART pode ser aplicada para prever valores de dados, ao mesmo 
tempo em que revela quaisquer interações hierárquicas e não-lineares das 
variáveis. Assim, a técnica pode ser usada não somente para prever os dados, mas 
também para fornecer informações sobre a estrutura preditiva das variáveis 
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independentes. Esta característica é importante tanto no sentido exploratório como 
teórico, pois permite a eventual descoberta de relações desconhecidas entre 
preditores e variáveis de resposta. 
A capacidade de estimar a variável de resposta contínua (característica da 
regressão) produz uma tendência de risco de incêndio mais realista, em termos de 
densidade ou probabilidade preditiva do mapa de fogo. Além disso, os problemas 
associados com a análise de regressão clássica surgem quando são utilizados 
muitos preditores, o que leva a um aumento maior do que exponencial no número 
de estruturas possíveis de regressão (BLACKBURN; STEELE, 1999). 
Os resultados apresentados pelo modelo da árvore de regressão são 
melhores quando se compara com outros trabalhos realizados a nível local e 
nacional (ARPACI, 2014; OLIVEIRA et al., 2012; ZHANG et al., 2016). 
Particularmente, dentro dos projetos europeus de grandes incêndios, a precisão 
global alcançada por meio de regressão logística e redes neurais foi de 60% e 69%, 
respectivamente (BART, 1998; CHUVIECO, 1999). No entanto, algumas 
observações podem ser extraídas do modelo. Em primeiro lugar, o método de 
máquina de vetor de suporte pode ser recomendado para o particionamento do 
conjunto de exemplos da variável a ser utilizada em cada nó, devido sua 
capacidade de generalização e independência da distribuição dos dados 
(BRUZZONE; PERSELLO, 2009). Segundo, pelo fato do algoritmo CART operar 
sem considerar a relação espacial, entre cada célula da grade e nenhuma 
informação sobre a localização espacial é fornecida no modelo, preditores de 
localização espacial, como coordenadas x e y, podem ser usados como entrada no 
modelo. Desta forma, as áreas com ocorrência de incêndio semelhante e próximas 
as outras podem ser agrupadas na mesma unidade de gestão de incêndio. Em 
seguida, um tamanho mínimo ou máximo da unidade pode ser definido com base 
nas ações de prevenção prescritas e nas diretrizes de planejamento do incêndio. 
Os tamanhos da unidade de gestão de incêndio predefinidos devem ser usados na 
fase de crescimento da árvore, de modo a reforçar as regras de regressão para 
agrupar pixels homogêneos em áreas maiores ou menores do que a dimensão 
definida. Este processo também permitiria uma redução evidente no tamanho da 
árvore, melhorando a compreensão de todo o processo de regressão. 
Para a maior compreensão do método proposto, mais pesquisas são 
necessárias para ampliar ainda mais a implementação e validação do modelo, 
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usando outros locais de estudo e um conjunto de dados mais extenso de variáveis 
preditoras. A mesma metodologia pode até mesmo ser aplicada no quadro de 
avaliação de risco de incêndio de curto prazo. 
A Tabela 2 mostra a pontuação de cada variável no processo da árvore de 
decisão. A variável com maior capacidade preditiva é a densidade demográfica 
(100,0), seguida da variável precipitação (78,4) e uso e cobertura da terra (75,07). 
Renda (36,05) e altitude (33,51) também tiveram boa capacidade preditiva no 
modelo, enquanto, a variável campo contínuo (1,07) e radiação solar (0,01) não são 
significativas no desenvolvimento do modelo. Em geral, o fator socioeconômico, 
ambiental e vegetação, são mais importantes na predição de fogo em escala 
regional, pois apresentam maiores pontuações e também são confirmadas pela sua 
presença abundante na estrutura da árvore, para todas as escalas de densidade 
de fogo (Figura 13). As variáveis topográficas, pelo contrário, apresentam menor 
importância no modelo preditivo. Entre estas, a altitude é a variável mais relevante. 
Por último, a variável proximidade a estradas mostra menos influência no processo 
de regressão, quando comparada com as variáveis acima mencionadas. 
 
Tabela 2 – Pontuação de cada variável no processo da árvore de decisão 
Variável Pontuação (%) 
Densidade Demográfica 100 
Precipitação média anual 78,4 
Uso e cobertura da terra 75,07 
Renda 36,05 
Altitude 33,51 
Índice topográfico composto 24,06 
Deficiência hídrica média anual 22,89 
Temperatura média anual 22,13 
Proximidade a estradas 9,92 
Declividade 9,14 
Campo contínuo de vegetação 1,04 
Radiação solar 0,01 
Fonte: o autor. 
 
A pouca influência no processo de regressão da variável distância a estradas 
é principalmente devido a dois motivos. Em primeiro lugar, a área de estudo é 
caracterizada por uma rede de estradas prolongada, que produz uma variável 
contínua heterogênea, sem padrões espaciais evidentes de qualquer dica para o 
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processo de regressão. O segundo motivo é devido à natureza incompatível entre 
as duas variáveis (distância a estradas e densidade kernel). A distância a estrada 
perde o seu significado quando correlacionado com a saída de densidade kernel, 
em vez da localização do ponto de fogo (AMATULLI et al., 2006). A variável pode 
ser melhor analisada, por exemplo, considerando a distância absoluta dos pontos 
de fogo ou em termos de densidade da rede de estradas (CHUVIECO et al., 1999). 
Estas abordagens alternativas podem destacar a importância da variável como fator 
de risco de incêndio, com seu papel nas atividades operacionais de pré-supressão 
de incêndio. 
Em relação as variáveis topográficas, geralmente apresentam menor 
importância nos modelos preditivos de ocorrência de incêndios, em comparação 
com outros fatores. Entre estas variáveis, a altitude é a mais relevante 
(ARGAÑARAZ et al., 2015; ARPACI et al., 2014; DLAMINI, 2010; OLIVEIRA et al., 
2012; WU et al., 2014;) e; a contribuição da declividade é mais explicada pela sua 
maior importância para os modelos de comportamento do fogo.  
Compreender a confluência da vulnerabilidade social e biofísica é 
especialmente relevante para os incêndios florestais. A frequência, a gravidade e o 
padrão dos incêndios florestais estão significativamente relacionados às atividades 
humanas, incluindo o uso da terra, os padrões de estabelecimento da população e 
o manejo da vegetação (HAWBAKER et al., 2013; SYPHARD et al., 2007, 2013). 
Por exemplo, a ocorrência de incêndios florestais está positivamente associada à 
densidade populacional e habitacional (SYPHARD et al., 2007; HAWBAKER et al., 
2013), pois as pessoas causam a maioria das ignições de incêndios e os usos da 
terra influenciam muito os padrões de vegetação e, portanto, o comportamento do 
fogo (PRESTEMON et al., 2013).  
O desenvolvimento em paisagens propensas a incêndios florestais nos EUA 
é facilitado por condições e processos políticos e econômicos (STETLER; VENN; 
CALKIN, 2010). Embora algumas políticas, como aquelas de apoio a pesquisas 
sobre formas sustentáveis de agricultura, venham sendo introduzidas nos últimos 
anos, áreas florestadas continuam recebendo tratamento menos favorável do 
regime de taxação das áreas rurais. Acima de tudo, a estrutura política e 
institucional, ainda favorece sobremaneira, as práticas mais extensivas de cultivo e 
a conversão da terra.  
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Devemos dar maior atenção ao desenvolvimento de escalas apropriadas 
para as ações de conservação. Ressalta-se, a necessidade específica de 
fortalecimento dos esforços em áreas onde a proteção das terras já esteja 
estabelecida, bem como naquelas que contêm serviços ambientais vitais para as 
comunidades locais e naquelas em que os impactos e as ameaças estão 
particularmente concentrados. 
Claramente, é necessário compreender melhor o efeito das ações de 
gerenciamento, sobre a ocorrência e comportamento do fogo. Isto implicaria 
necessariamente, estudos de campo em vários locais e em várias escalas, 
avaliando uma série de questões de pesquisa que vão desde o desenvolvimento 
de técnicas de prevenção e ações de pré-supressão do fogo. Os governos 
estaduais e locais também estão cada vez mais envolvidos na gestão dos incêndios 
florestais (DAVIS, 2001), e existem alguns programas governamentais de gestão 
de incêndios florestais e programas diretos de assistência ao proprietário (REAMS 
et al., 2005). 
Algumas políticas federais indiretamente apoiam os indivíduos na redução de 
sua vulnerabilidade ao incêndio. A Lei de Restauração das Florestas Saudáveis de 
2003 nos EUA oferece às comunidades oportunidades para desenvolver planos 
comunitários de proteção contra incêndios florestais, para melhorar sua capacidade 
de adaptação aos incêndios florestais (GRAYZECK-SOUTER et al., 2009; JAKES 
et al., 2011; WILLIAMS et al., 2012), e estes planos demonstraram melhorar a 
resiliência da comunidade (JAKES; STURTEVANT, 2013). Embora os planos 
identifiquem e priorizem as terras para a redução de combustíveis, eles geralmente 
incluem recomendações para reduzir a inflamabilidade das estruturas construídas 
(JAKES et al., 2011). Facilitar o desenvolvimento de planos comunitários de 
proteção contra incêndios florestais em comunidades vulneráveis poderia ajudar a 
reduzir sua susceptibilidade a impactos de incêndios, a depender de comunidades 
que tenham acesso a recursos adequados (JAKES et al., 2011). As comunidades 
socialmente vulneráveis, geralmente são menos envolvidas nestes e outros 
programas de mitigação de incêndios florestais (GAITHER et al., 2011), mesmo 
quando estão expostos a altos níveis de risco de incêndio (OJERIO et al., 2011). 
Os esforços federais de planejamento de gestão de incêndios florestais 
procuram incorporar avaliações de condições sociais selecionadas. A base e 
implementação de políticas devem ser flexíveis e conscientes das diferenças de 
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nível comunitário, para incentivar e facilitar a adoção e implementação de 
estratégias e planos sustentáveis (CHAMP et al., 2012; GRAYZECK-SOUTER et 
al., 2009; OLSEN; SHARP, 2013; WILLIAMS et al., 2012). Um processo de 
identificação dos lugares mais vulneráveis aos incêndios florestais apoiaria o 
desenvolvimento de políticas específicas em diferentes níveis jurisdicionais. 
Embora, com foco na avaliação de risco de incêndio e implementação em 
SIG, este método de análise de dados avançada, poder ser estendida a outros 
campos da ciência. Em especial, ao avaliar os riscos de desastres naturais, vários 
fatores são geralmente envolvidos. Sua natureza e comportamento muitas vezes 
não é muito conhecido e a interação multidisciplinar é necessária, a fim de salientar 
o complexo mecanismo de suas possíveis relações.  
O Sistema de Apoio à Decisão (DSS) proposto constitui uma base sólida no 
contexto geral de análise de risco. Técnicas de geoprocessamento são geralmente 
aplicadas na gestão do risco de desastres naturais, devido à sua capacidade de 
integrar e visualizar os diferentes conjuntos de dados geográficos. No entanto, mais 
ênfase deve ser posta em aplicação de técnicas não paramétricas. Este é um fator 
chave para abordar corretamente uma ampla gama de questões relacionadas com 
o ambiente, a fim de explorar a distribuição de dados e as relações intrinsecamente 
variáveis.
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5. CONCLUSÕES E IMPLICAÇÕES 
 
Este estudo demonstrou que as duas técnicas não paramétricas, 
combinadas com SIG, pode fornecer um modelo significativo para predizer 
unidades de risco de incêndios florestais no estado do Espírito Santo. 
O modelo de árvore de decisão resultante mostra um bom desempenho 
entre sua dimensão e o erro de validação cruzada. 
As áreas de maiores riscos de incêndios no estado são representadas pela 
região do vale do rio doce, nordeste e sudeste (costa sul). 
Os limiares de decisão de cada variável preditora, pode apoiar os gestores 
florestais em importante tomada de decisão para as ações de planejamento do fogo 
em cada unidade de manejo. 
O fator socioeconômico, ambiental e vegetação, são mais importantes na 
predição de fogo em escala regional, pois apresentam maiores pontuações e pela 
sua maior representatividade na estrutura da árvore, para todas as escalas de 
densidade de fogo. 
A técnica proposta pode ser considerada como uma alternativa a outras 
técnicas utilizadas, por lidar com estruturas de dados heterogêneas e complexas e 
pelos melhores resultados apresentados. 
Este estudo apresenta um método de análise de dados avançada, cuja 
aplicação pode ser estendida a outros campos da ciência. 
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APÊNDICE A – CÓDIGO DE PROGRAMAÇÃO DAS REGRAS DA ÁRVORE DE 
DECISÃO. 
 
 
 
# -*- coding: utf-8 -*- 
" " " 
    Identificacao: Unidades de manejo do fogo no estado do Espírito Santo 
    Autor: Ronie Silva Juvanhol 
              Thiago Tuler 
    Utilidades: Dado os preditores de entrada, esse algoritmo fornece zonas de 
risco de incêndio por meio de um conjunto de regras gerados a partir de uma 
árvore de decisão. 
" " " 
import os 
import openpyxl 
 
tree = { 
    'index' : 0,  
    'right': { 
        'index': 5,  
        'right': { 
            'index': 0,  
            'right': { 
                'index': 2,  
                'right':{ 
                    'index' : 3, 
                    'right' :{ 
                        'index' :2, 
                        'right': 0.044, # terminal node 38 
                        'value': 1343.19,  
                        'left': 0.017 # terminal node 37 
                    }, 
                    'value': 9.5,  
                    'left': 0.004 # terminal node 36 
                }, 
                'value': 1130.84399,  
                'left': { 
                    'index': 3, 
                    'right':{ 
                        'index': 2, 
                        'right': 0.131, # terminal node 35 
                        'value': 1111.9,  
                        'left': 0.054 # terminal node 34 
                    }, 
                    'value': 281.5, 
                    'left': 0.038 # terminal node 33  
                } 
            },  
            'value': 6.08065,  
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            'left': { 
                'index': 1,  
                'right': { 
                    'index': 0,  
                    'right': 0.175359, # terminal node 32 
                    'value': 5.89440,  
                    'left': 0.0575384 # terminal node 31 
                },  
                'value': 624.57501,  
                'left': { 
                    'index': 1,  
                    'right': 0.155, # terminal node 30 
                    'value': 506.88501,  
                    'left': 0.0315917 # terminal node 29 
                } 
            } 
        },  
        'value': 55.50000,  
        'left': { 
            'index': 2,  
            'right': { 
                'index': 6,  
                'right': 0.0473021, # terminal node 28 
                'value': 24.66975,  
                'left': { 
                    'index': 3,  
                    'right': { 
                        'index': 2,  
                        'right': { 
                            'index': 1,  
                            'right': 0.571, # terminal node 27  
                            'value': 1120.41,  
                            'left': 0.097 # terminal node 26  
                        },  
                        'value': 1369.48,  
                        'left': 0.101 # terminal node 25  
                    },  
                    'value': 76.5,  
                    'left': 0.038 # terminal node 24  
                } 
            },  
            'value': 1169.50452,  
            'left': { 
                'index': 6,  
                'right': 0.0699455, # terminal node 23 
                'value': 25.03165,  
                'left': 0.185039 # terminal node 22 
            } 
        } 
    },  
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    'value': 3.63463,  
    'left': { 
        'index': 4,  
        'right': { 
            'index': 2,  
            'right': { 
                'index': 6,  
                'right': { 
                    'index': 0,  
                    'right': { 
                        'index': 2,  
                        'right': 0.571113, # terminal node 21 
                        'value': 1382.34058,  
                        'left': 0.239003 # terminal node 20 
                    },  
                    'value': 2.35704,  
                    'left': { 
                        'index': 2,  
                        'right': 0.338749, # terminal node 19 
                        'value': 1400.65942,  
                        'left': 0.0901171 # terminal node 18 
                    } 
                },  
                'value': 24.68275,  
                'left': { 
                    'index': 1,  
                    'right': { 
                        'index': 0,  
                        'right': 0.52072, # terminal node 17 
                        'value': 2.35704,  
                        'left': 0.0606344 # terminal node 16 
                    },  
                    'value': 854.57001,  
                    'left': { 
                        'index': 1,  
                        'right': 0.748276, # terminal node 15 
                        'value': 684.70502,  
                        'left': 0.281141 # terminal node 14 
                    } 
                } 
            },  
            'value': 1350.50757,  
            'left': { 
                'index': 1,  
                'right': 0.250526, # terminal node 13 
                'value': 859.72498,  
                'left': 0.121 # terminal node 12 
            } 
        },  
        'value': 8,  
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        'left': { 
            'index': 2,  
            'right': { 
                'index': 0, 
                'right': 0.139411, # terminal node 11 
                'value': 3.26368,  
                'left': { 
                    'index': 2,  
                    'right': { 
                        'index': 5, 
                        'right': 0.0499697, # terminal node 10 
                        'value': 44.50000,  
                        'left': { 
                            'index': 2,  
                            'right': 0.131192, # terminal node 09 
                            'value': 1236.40845,  
                            'left': 0.0168376 # terminal node 08 
                        } 
                    }, 
                    'value': 1138.03552,  
                    'left': 0.109868 # terminal node 07 
                } 
            },  
            'value': 1109.07446,  
            'left': { 
                'index': 1,  
                'right': { 
                    'index': 1,  
                    'right': { 
                        'index': 1,  
                        'right': 0.175612, # terminal node 06 
                        'value': 864.86499,  
                        'left': 0.434419 # terminal node 05 
                    },  
                    'value': 841.71002,  
                    'left': 0.110923 # terminal node 04 
                },  
                'value': 556.09497,  
                'left': { 
                    'index': 2,  
                    'right': { 
                        'index': 2,  
                        'right': 0.18456, # terminal node 03 
                        'value': 1090.74597,  
                        'left': 0.330305 # terminal node 02 
                    },  
                    'value': 1034.39551,  
                    'left': 0.0835317 # terminal node 01 
                } 
            } 
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        } 
    } 
} 
 
class FireAlert (object): 
    #Inicia a variável relativa ao caminho dos arquivos utilizados 
    def __init__(self): 
        self.__location__ = os.path.realpath( 
            os.path.join(os.getcwd(), os.path.dirname(__file__))) 
     
    #Converte o nome da classe de uso da terra para um coeficiente numérico 
    def str_to_int(self, uso_terra): 
        if uso_terra == "Agricultura": 
            return 1 
        elif uso_terra == "Areas urbanas": 
            return 2 
        elif uso_terra == "Curso d'agua": 
            return 3 
        elif uso_terra == "Floresta natural": 
            return 4 
        elif uso_terra == "Solo Exposto": 
            return 5 
        elif uso_terra == "Pastagem": 
            return 6 
        elif uso_terra == "Silvicultura": 
            return 7 
        elif uso_terra =="Manguezais": 
            return 8 
        elif uso_terra == "Areas alagadas": 
            return 9 
        elif uso_terra == "Restinga": 
            return 10 
     
    # Faz uma predição com uma árvore de decisão 
    def predict(self, node, row): 
        if row[node['index']] <= node['value']: 
            if isinstance(node['left'], dict): 
                return self.predict(node['left'], row) 
            else: 
                return node['left'] 
        else: 
            if isinstance(node['right'], dict): 
                return self.predict(node['right'], row) 
            else: 
                return node['right'] 
     
    #Utiliza os dados da tabela para localizar o coeficiente de incêndio 
    def process(self): 
        print "Abrindo o arquivo..." 
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        workbook1 = openpyxl.load_workbook(os.path.join(self.__location__, 
'dados_entrada.xlsx'), read_only=True) 
        workbook2 = openpyxl.Workbook(write_only=True) 
        print "Lendo a planilha..." 
        worksheet1 = workbook1.active 
        worksheet2 = workbook2.create_sheet() 
        for index, cells in enumerate(worksheet1.iter_rows()): 
            if index != 0: 
                row = [float(cells[2].value), float(cells[3].value), float(cells[4].value), 
float(cells[5].value), FireAlert().str_to_int(cells[6].value), float(cells[7].value), 
float(cells[8].value)] 
                score = FireAlert().predict(tree, row) 
                #print 'Calculando {0} de {1}\r'.format(index+1, worksheet1.max_row), 
                print index+1 
                worksheet2.append([float(cells[0].value), float(cells[1].value), 
float(cells[2].value), float(cells[3].value), float(cells[4].value), float(cells[5].value), 
cells[6].value, int(cells[7].value), float(cells[8].value), float(cells[9].value), score]) 
            else: 
                worksheet2.append([cells[0].value, cells[1].value, cells[2].value, 
cells[3].value, cells[4].value, cells[5].value, cells[6].value, cells[7].value, 
cells[8].value, cells[9].value, cells[10].value]) 
        workbook2.save(os.path.join(self.__location__, 'dados_saida.xlsx')) 
 
if __name__ == '__main__': 
    FireAlert().process() 
