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En este artículo se presenta un mini-sistema de visión 
basado en una cámara CMOS inalámbrica 
motorizada que permite realizar el seguimiento de 
objetivos móviles. Este sistema emplea 
características de color e histogramas para detectar el 
objeto presente en la imagen con un bajo coste 
computacional. La novedad de este trabajo reside en 
la flexibilidad del sistema diseñado para ser 
incorporado en aplicaciones que empleen mini-robots 
donde se requieren especificaciones de bajo peso y 
pequeñas dimensiones, sin mermar la libertad de 
movimientos de los robots en sistemas de 
sensorizado. 
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La estimación de posición de un objeto a partir de la 
percepción del entorno constituye uno de los 
problemas fundamentales en cualquier sistema de 
visión por computador. Las técnicas para determinar 
la posición de un objeto y estimar su movimiento se 
han aplicado y se están aplicando con éxito en 
campos tan diversos como el reconocimiento de 
objetos, navegación de sistemas autónomos en 
robótica móvil, seguimiento en sistemas de vigilancia 
y estimación de movimiento en robótica de 
manipuladores. 
 
Por lo general, cuando se requiere estimar posición y 
determinar movimiento a partir de la percepción del 
entorno se emplean cámaras, sonares, sensores láser, 
etc. En los mecanismos de sensorización basados en 
cámaras se requiere seleccionar un conjunto 
determinado de características, ya sean marcas 
naturales, puntos de interés [9], información de color 
[8] o cualquier otro tipo de información basada en 
apariencia y que esté presente en el entorno, de modo 
que sea proyectada y registrada en imágenes 
bidimensionales. 
 
Cuando en un sistema de visión una cámara estática 
no es suficiente para detectar un objetivo y realizar su 
seguimiento, debido a limitaciones de visibilidad, 
caben varias soluciones posibles. Así, en la literatura 
se dispone de sistemas de seguimiento con múltiples 
cámaras, sistemas de seguimiento con una única 
cámara motorizada [7], sistemas de seguimiento con 
un par estéreo motorizado [2] o seguimiento dónde 
una cámara fija se sitúa sobre un robot para hacer 
control visual [6]. 
 
En los últimos años son muchos los algoritmos de 
seguimiento que se han desarrollado. Entre los más 
conocidos destacan: el CamShitf [4], MeanShift [5] y 
ABCShift [10], que describe un modelo de 
seguimiento adaptativo basado en CamShift. 
 
La presente investigación se centra en el diseño de un 
mini-sistema activo de visión que pueda ser 
fácilmente instalado sobre robots pequeños, gracias a 
su reducido tamaño y peso. Este sistema de visión es 
capaz de seguir un determinado objeto en 
movimiento en la escena, independientemente de la 
posición que ocupe en el entorno. La información de 
localización obtenida podrá ser utilizada por el 
sistema de navegación del robot para guiarlo. 
  
Este artículo se estructura como se indica a 
continuación. En la sección 2 de este artículo se 
enumeran los principales componentes que se han 
utilizado para crear este sistema y la forma en que se 
comunican entre sí. En la sección 3, se describe el 
algoritmo utilizado para segmentar el objeto a seguir 
en la secuencia de imágenes obtenidas por la mini-
cámara. En la sección 4, se expone el procedimiento 
utilizado para obtener los movimientos necesarios de 
los servos que permiten que el objeto siempre se 
encuentre en el centro de la imagen captada por la 
cámara. En la sección 5, se muestran varios 
experimentos de seguimiento de un objeto 
transportado por un robot manipulador. Finalmente, 
en la sección 6 se describen las conclusiones de este 
artículo. 
 
2 ARQUITECTURA DEL SISTEMA 
 
El sistema desarrollado se estructura en dos 
subsistemas: sistema de visión y sistema de control 
de movimiento. En las siguientes secciones se 
detallan los distintos componentes de cada uno de 
ellos. 
 
2.1 SUBSISTEMA DE VISIÓN 
 
Este subsistema está formado por los siguientes 
elementos (Fig. 1): 
 
• Mini-cámara inalámbrica: Es una cámara de 
reducidas dimensiones (Tabla 1) que captura 
imágenes en color. Estas imágenes son transmitidas 
inalámbricamente a través de una antena integrada 
mediante señales microondas UHF de 1.2GHz. 
 
Tabla 1: Características técnicas de la mini-cámara. 
 
Características técnicas mini-cámara 
Tipo de sensor CMOS color de 1/3” 
Tamaño imágenes PAL 628x582 px 
Dimensiones / Peso 21 x 21 x 21 mm / 21 g 
Alimentación 8V DC / 80 mA 
 
• Receptor inalámbrico: Este receptor obtiene las 
señales UHF enviadas por la mini-cámara y genera 
como salida una señal analógica de vídeo PAL. 
 
• Frame-grabber: El frame-grabber (Morphis de 
Matrox) recibe como entrada la señal analógica del 
receptor inalámbrico con el objetivo de digitalizarla. 
Este frame-grabber está instalado en el PC 
controlador del sistema y permite obtener un 
conjunto de imágenes digitales de la mini-cámara. 
 
2.1 SUBSISTEMA DE CONTROL DE 
MOVIMIENTO 
 
Este subsistema está formado por los siguientes 
elementos (Fig. 1): 
 
• Servomotores: Se han utilizado tres micro-servos 
de reducidas dimensiones (Tabla 2). Estos servos se 
han instalado conjuntamente mediante pequeñas 
piezas de aluminio de tal manera que sus ejes de giro 
fueran perpendiculares entre sí (Fig. 2). Esta 
distribución de los servos permite rotar la cámara 
según tres ángulos de giro: pan (alrededor del eje y), 
tilt (alrededor del eje x) y roll (alrededor del eje z). 
Cada servo dispone de tres terminales: dos de 
alimentación (0V y +6V) y uno para la señal de 
control PWM (Pulse-Width Modulation). 
 
Tabla 2: Características técnicas de los servos. 
 
Características técnicas servos 
Velocidad 0.10s/60º 
Par 1.7Kg · cm 
Dimensiones / Peso 22 x 11 x 20 mm / 8 g 
Alimentación 6V DC 
 
 




Figura 1: Arquitectura del sistema. Componentes del subsistema de visión: (a) mini-cámara, (b) receptor y (c) 




• Placa controladora con E/S: Se ha utilizado una 
placa Arduino Diecimila que dispone de E/S digitales 
para enviarles a los servos las señales PWM de 
control. Esta placa también tiene un módulo 
inalámbrico ZigBee que permite realizar una 
comunicación serie inalámbrica con un PC. 
 
• Módem inalámbrico ZigBee: Este módem se 
encuentra conectado al PC controlador del sistema y 
se encarga de enviar las órdenes de movimiento a los 
servos a través de la placa controladora mediante 
señales inalámbricas ZigBee.  
 
Para mandar las órdenes de movimiento a un servo se 
siguen los siguientes pasos:  
 
1 El PC controlador del sistema calcula los ángulos 
de pan, tilt y roll que se debería mover la mini-
cámara haciendo uso de los algoritmos que se 
explicarán en las secciones siguientes. 
 
2 Cada ángulo de giro se codifica con dos bytes: el 
primer byte indica el servo que tendrá que moverse 
(servo de pan, de tilt o de roll) y el segundo byte 
indica el ángulo en grados que tendrá que girar el 
servo en cuestión. Estos dos bytes son enviados 
inalámbricamente a la placa controladora haciendo 
uso del módem ZigBee. 
 
3 La placa controladora dispone de un programa 
cargado en su micro-controlador que se encarga de 
leer los bytes enviados por el módem ZigBee y de 
enviar los pulsos de control PWM correspondientes 
por la salida digital a la que está conectado el 
terminal de control del servo que se va a mover. 
 
3 ALGORITMO DE VISIÓN PARA 
SEGUIMIENTO DE OBJETOS 
 
Se ha utilizado el algoritmo CAMSHIFT [1, 4] 
(Continously Adaptive Mean Shift) para realizar el 
seguimiento de un objeto en la secuencia de 
imágenes capturadas por la mini-cámara. Este 
algoritmo es una adaptación del algoritmo Mean 
Shift [5] para poder tratar las distribuciones de 
probabilidad dinámicas (con cambios en su tamaño y 
su posición) que representan los objetos en 
movimiento. Todas las imágenes serán pasadas del 
modelo RGB al modelo HSV ya que se utilizará la 
componente de matiz (canal H del modelo HSV) para 
segmentar los objetos en el algoritmo CAMSHIFT. 
 
El algoritmo empleado se puede resumir en los 
siguientes pasos: 
 
1 El usuario fija una ventana de búsqueda inicial, 
seleccionando el objeto a seguir en la primera 
imagen. 
2 Calcular el histograma de la componente de matiz 
sobre la ventana de búsqueda de la primera imagen. 
Se omiten los píxeles con valores bajos (S < 30) de 
saturación o luminancia (V < 10) ya que los valores 
de matiz correspondientes no son representativos. 
Los valores del histograma h(x) se escalarán (Ec. (1)) 
para que se encuentren en el rango [0, 255]. De este 
modo, el histograma representará la distribución de 
probabilidad del color del objeto a seguir; es decir, la 
distribución de probabilidad objetivo. 
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3 Para cada nueva imagen, calcular la retro-
proyección (back-projection) del histograma del paso 
2. Esta operación consiste en generar una imagen en 
escala de grises donde cada píxel tendrá como 
intensidad el valor del histograma correspondiente al 
matiz de dicho pixel en la imagen procesada. Así, el 
valor de cada píxel de esta imagen identificará la 
probabilidad de que dicho píxel en la imagen 
procesada pertenezca al objeto. 
 
4 Calcular el centroide de la imagen de retro-
proyección mediante el algoritmo Mean Shift. Se 
seguirán los siguientes pasos: 
 
a. Calcular el centroide ( ),c cx y  en la ventana 
de búsqueda actual, utilizando el momento de 
orden 0 ( 00M ) y los momentos de orden 1 
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b. Establecer el centroide obtenido como 
nuevo centro de la ventana de búsqueda. 
c. Repetir los pasos a y b hasta la 
convergencia. Es decir, hasta que el centro de la 
ventana se mueva menos de una cierta cota 
predeterminada o bien un número fijo máximo 
de iteraciones. 
 
5 Establecer una nueva ventana de búsqueda para 
las siguientes imágenes; utilizando como centro el 
centroide obtenido en el paso 4 y como tamaño, 
una función del momento de orden 0 [4]. 
 
6 Repetir los pasos 3, 4 y 5 para las nuevas 
imágenes. 
4 MODELADO DEL MOVIMIENTO 
DEL SISTEMA DE VISIÓN 
ACTIVA. 
 
El proceso de formación de una imagen en el sensor 
de la cámara viene definido en el espacio proyectivo 
y determinado por el modelo de cámara de pin-hole. 
El modelo de cámara pin-hole (Fig. 3) supone que 
todo punto de un objeto 3D, P(X, Y, Z), emite un rayo 
de luz reflejado que es proyectado en un punto p(x, y) 
en el sensor de la cámara, atravesando un único 
punto (llamado centro óptico) C, independientemente 
del punto de origen 3D y del punto de impacto en el 
sensor. f es la distancia focal y representa la distancia 
que separa el centro óptico del plano imagen. 
 
 
Figura 3: Modelo geométrico de cámara pin-hole. 
 
Sin embargo, la proyección de puntos 3D en puntos 
en el plano imagen, en la práctica, depende de más 
factores que la distancia focal. Así, las proyecciones 
de los puntos 3D en la imagen se obtienen en 
términos de píxeles p(u, v). Por lo tanto la relación 
entre sensor y plano imagen viene determinada por 
un factor de escalado horizontal sx y vertical sy. 
Además, se considera que las coordenadas en la 
imagen p(u, v) se referencian respecto a la esquina 
superior izquierda y en el sensor respecto al punto 
principal de proyección o(ox, oy) que en el modelo de 
pin-hole está alineado con el centro óptico C (Fig. 4). 
En la práctica normalmente esto no se suele dar, y el 
origen de coordenadas en el plano imagen suele estar 
desplazado respecto al ideal, situado en el centro 















Figura 4: Transformaciones de coordenadas 
milímetros a coordenadas píxel. 
Si ahora se combinan el modelo de proyección 
simplificado de pin-hole, y la extensión que se ha 
hecho para adecuarlo a la formación práctica de 
imágenes en cámaras, se obtiene:  
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  (4) 
 
Y si se denota las matrices como Ks, Kf y Π0, 
entonces el modelo de proyección geométrico 
extendido que determina la formación de imágenes 
es: 
 
 0 0s f C Cp K K P K P= ⋅ ⋅Π ⋅ = ⋅Π ⋅  (5) 
 
Para obtener los parámetros intrínsecos de la cámara 
denotados por la matriz K se ha sometido a la cámara 
a un proceso de calibración inicial que determine una 
estimación de la focal de la cámara [3]. 
 
En el caso de que el sistema de coordenadas del 
mundo M en el que está representado el punto 3D P 
no coincida con el sistema de coordenadas de la 
cámara C, se tendrá que utilizar la matriz de 
transformación entre ambos sistemas MTC 




C Mp K P K T P= ⋅Π ⋅ = ⋅Π ⋅ ⋅  (6) 
 
En el sistema desarrollado en este artículo, esta 
matriz de transformación será una matriz de rotación 
R  ya que sólo se realizan giros (pan y tilt) sobre la 
cámara. El algoritmo de seguimiento deberá calcular 
los ángulos de esta matriz que permitan que el centro 
del objeto, que actualmente se encuentra en el píxel 
p(u, v), pase a coincidir con el píxel central p’(u’, v’) 
de la imagen. Aplicando el modelo de proyección de 
la cámara, se obtiene: 
 
 0'p K R P= ⋅Π ⋅ ⋅  (7) 
 
Sustituyendo el punto 3D P donde se encuentra 
actualmente el objeto por su modelo de proyección 
en la Ec. (7), podemos relacionar la posición actual p 
del objeto en la imagen con la posición deseada p’, 
situada en el centro de la imagen: 
 
 1'p K R K p−= ⋅ ⋅ ⋅  (8) 
 
La matriz de rotación R se puede descomponer en 
dos matrices: ( ),pan CR y α  para el ángulo de pan y 
( ),tilt CR x β  para el ángulo de tilt: 
 
 ( ) ( ), ,pan c tilt cR R y R xα β= ⋅  (9) 
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= −⎢ ⎥⎢ ⎥⎣ ⎦
 (11) 
 
Para simplificar los cálculos, suponemos que los ejes 
de giro de pan y tilt coinciden con los ejes yC y xC, 
respectivamente, del sistema de coordenadas de la 
cámara. Esta simplificación permite establecer que 
los giros en pan sólo generarán desplazamientos en la 
imagen sobre el eje xC mientras que los giros en tilt 
sólo generarán desplazamientos en el eje yC. De este 
modo, la matriz de rotación de la Ec. (8) se puede 
desacoplar en las siguientes dos ecuaciones 
independientes: 
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De la Ec. (12) se despejará el ( )cos α  mientras que 
de la Ec. (13) se despejará el ( )cos β . En ambos 
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De las dos soluciones obtenidas para cada ecuación, 
una será positiva y otra negativa. La solución 
negativa será descartada ya que corresponde a 
ángulos del tercer y cuarto cuadrantes, que 
conllevarían giros de más de 90º que harían perder la 
visibilidad del objeto. Al obtener el arco-coseno de la 
solución positiva, se obtendrán dos ángulos con igual 
valor absoluto y signo opuesto. Finalmente, se 
determinará el signo del ángulo teniendo en cuenta la 
dirección hacia la que tiene que girar el servo para 






Se han llevado a cabo tres experimentos para 
comprobar el correcto funcionamiento del algoritmo 
de seguimiento de la sección 3 y del algoritmo de 
estimación de los ángulos de giro de los servos de la 
sección 4. Estos experimentos consisten en el 
seguimiento de un objeto que es colocado en el 
extremo de un manipulador robótico. Se han 
programado tres trayectorias para el extremo del 
robot: horizontal,  vertical y combinada (con 
desplazamiento tanto vertical como horizontal). 
 
El primer experimento (Fig. 3) consiste en un 
desplazamiento horizontal del objeto a lo largo del 
eje xC. La mini-cámara gira principalmente alrededor 
del eje yC (pan) para seguir el objeto mientras que el 
giro en xC se puede considerar prácticamente 
despreciable (tilt). En la Fig. 6.a se muestra la 
trayectoria que sigue el centroide del objeto si no se 
realiza seguimiento. En la Fig. 6.b se muestra la 
posición del centroide cuando la mini-cámara 
motorizada realiza el seguimiento del objeto. Como 
se puede observar, el algoritmo de seguimiento 
consigue mantener aproximadamente el objetivo en 
el centro de la imagen, con un error medio de 38±16 
   
Figura 3: Experimento 1(movimiento horizontal). La secuencia de frames superior representa la trayectoria 




Figura 4: Experimento 2 (movimiento vertical). La secuencia de frames superior representa la trayectoria 




Figura 5: Experimento 3 (movimiento combinado). La secuencia de frames superior representa la trayectoria 
original y la secuencia inferior representa las imágenes captadas por la mini-cámara durante el seguimiento. 
 
























Figura 6: Posición del centroide del objeto en el experimento 1: (a) sin seguimiento y (b) con seguimiento 
 


























Figura 7: Posición del centroide del objeto en el experimento 2: (a) sin seguimiento y (b) con seguimiento. 
 
























Figura 8: Posición del centroide del objeto en el experimento 3: (a) sin seguimiento y (b) con seguimiento. 
 



















































Figura 9: Evolución de los ángulos de giro de los servos: (a) evolución de pan en experimento 1, (b) evolución 




(a) (b) (c) 
píxeles en el eje xC. En la Fig. 9.a se representa la 
evolución del ángulo de giro del servo de pan para 
realizar el seguimiento. 
 
De un modo similar, se ha realizado un segundo 
experimento (Fig. 4), consistente en un 
desplazamiento vertical del objeto a lo largo del eje 
yC. La mini-cámara girará principalmente alrededor 
del eje xC (tilt) para seguir el objeto y el giro en yC 
(pan) será despreciable. En la Fig 7.a se representa la 
trayectoria original del objeto en la imagen y en la 
Fig. 7.b se muestra la posición del objeto cuando la 
mini-cámara lo sigue. De nuevo, la cámara consigue 
mantener el objeto en el centro de su imagen, con un 
error medio de 38±16 píxeles en el eje yC. Se ha 
obtenido el mismo error que en el experimento 
anterior ya que la trayectoria se ha realizado a la 
misma velocidad. En la Fig. 9.b se representa la 
evolución del ángulo de giro del servo de tilt que 
permite llevar a cabo este seguimiento. 
 
Finalmente, en el último experimento (Fig. 5) se 
realiza una trayectoria más compleja que supone un 
desplazamiento en el plano XY. La mini-cámara 
tendrá que girar alrededor de los ejes yC (pan) y xC 
(tilt) para poder seguir el objeto. En la Fig. 8.a se 
muestra esta trayectoria en el espacio imagen. En la 
Fig. 8.b se representa la posición del centroide del 
objeto mientras se realiza el seguimiento. El sistema 
es capaz de seguir el objeto con un error medio de 
34±16 píxeles en xC y de 32±15 píxeles en yC. En la 
Figura 9.c se representa la evolución de los ángulos 





En este artículo se ha desarrollado un mini-sistema 
de visión activa que es capaz de seguir un objeto en 
movimiento, manteniéndolo en el centro de la 
imagen capturada. Se ha utilizado el algoritmo 
CAMSHIFT y se han calculado las relaciones entre 
los píxeles de la imagen y los correspondientes 
ángulos de rotación de los servos. Actualmente, el 
procesamiento se realiza a 10fps porque está limitado 
por la velocidad de los servos y de la cámara. Con un 
hardware más rápido se podría aumentar la velocidad 
ya que el algoritmo funciona en tiempo real. La 
principal ventaja de este sistema es su reducido 
tamaño y su portabilidad al ser todos sus 
componentes inalámbricos.  
 
En trabajos futuros, se intentará reducir el error en el 
seguimiento mediante técnicas (como el filtro de 
Kalman) que permitan predecir la posición del objeto 
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