Predicting catastrophes: the role of criticality by Pun, Chon-Kit
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2020
Predicting catastrophes: the role of
criticality
https://hdl.handle.net/2144/39605
Boston University
BOSTON UNIVERSITY
GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation
PREDICTING CATASTROPHES:
THE ROLE OF CRITICALITY
by
CHON-KIT PUN
B.S., University of Michigan, 2014
M.A., Boston University, 2017
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2020
c©2020
CHON-KIT PUN
All rights reserved
Approved by
First Reader
William Klein, Ph.D.
Professor of Physics
Second Reader
Harvey Gould, Ph.D.
Professor of Physics
Dedicated to my mom and dad, who have been always supportive during my
academic life.
ACKNOWLEDGMENTS
I would like to thank Professor William Klein for his mentorship. I have enjoyed
both my academic and non-academic discussions with him. I also appreciate Bill
giving me the freedom to explore my interests and be supportive of my decisions.
The experience I gained will be invaluable to the next stage of my career. I would
also like to thank Professor Harvey Gould for his insights and his throughness. None
of my drafts and presentations would be complete without his help.
My academic and social experience would not be complete without my friends
at Boston University. In particular, I would like to thank my “groupmates” Sakib
Matin, Huang Shan, Tim Khouw, Thomas Tenzin, Rashi Verma, and Nick Lubbers
for their input on my research.
Last but not least, I am forever grateful for my parents offering me the oppor-
tunity to study abroad, and their support for me to pursue my Ph.D. in physics. I
also want to thank my girlfriend, Jenny, who has been on my side during my time
in graduate school.
v
PREDICTING CATASTROPHES:
THE ROLE OF CRITICALITY
CHON-KIT PUN
Boston University Graduate School of Arts and Sciences, 2020
Major Professor: William Klein, Professor of Physics
ABSTRACT
Is prediction feasible in systems at criticality? While conventional scale-invariant
arguments suggest a negative answer, evidence from simulation of driven-dissipative
systems and real systems such as ruptures in material and crashes in the financial
market have suggested otherwise.
In this dissertation, I address the question of predictability at criticality by
investigating two non-equilibrium systems: a driven-dissipative system called the
OFC model which is used to describe earthquakes and damage spreading in the
Ising model. Both systems display a phase transition at the critical point. By using
machine learning, I show that in the OFC model, scaling events are indistinguishable
from one another and only the large, non-scaling events are distinguishable from
the small, scaling events. I also show that as the critical point is approached,
predictability falls. For damage spreading in the Ising model, the opposite behavior
is seen: the accuracy of predicting whether damage will spread or heal increases as
the critical point is approached. I will also use machine learning to understand what
are the useful precursors to the prediction problem.
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1CHAPTER 1: Introduction
In this chapter I will summarize the theories of prediction at criticality. I will discuss
the implication of a power-law distribution and a 1/f signal on the predictability
of a system. I will also review some of the possible mechanisms that produce a
power-law distribution. I end the chapter by looking at some of the properties of
earthquakes.
1.1 Prediction at criticality: an overview
In this section I review the literature on the question of the predictability of complex
systems at criticality and outline some of the arguments made for and against the
claim that systems at criticality are unpredictable. I will also summarize some of
the techniques used to predict extreme events such as earthquakes and financial
crashes.
Power law distributions
The signature of a system at criticality is a power-law function or a scale-free func-
tion. Such functions have the form
P (x) ∼ 1
xα
, (1.1)
and do not have a characteristic scale. For example, moments of the function higher
than α are divergent. There is no parameter that controls the typical scale of the
function, and the only free parameter is the exponent α. This behavior is in contrast
with functions that have a typical length scale, such as the Gaussian function P (x) =
exp(−(x/σ)2), whose scale is controlled by σ, and the exponential function P (x) =
2exp(−λx), whose scale is controlled by 1/λ. Power law distribution is also “fat-
tailed,” that is, the tail decays much slower than an exponential. Systems which
possess a power-law distribution include fluctuations of price in financial market [1],
energy release during seizures [2], and earthquake magnitude [3].
Figure 1.1: Examples of systems which display power-law distributions. (a): Re-
turn distribution of S&P 500 from 1984–1996. Samples are recorded at one minute
intervals [1]. (b): Seizure energy distribution in human subjects [2].
A standard example of a system that shows critical behavior and power laws is
the Ising model. The Ising model consists of a lattice of spins. Each spin σi can be
either up σi = +1 or down σi = −1. The Hamiltonian of the system is given by
H(~σ) = J
∑
〈i,j〉
σiσj + h
N∑
i=1
σi, (1.2)
where J describes the interaction strength between the spins and h is the magnitude
of the external field. J < 0 describes a ferromagnet and J > 0 describes an anti-
ferromagnet. The first sum in Eq. (1.2) is carried over nearest neighbors. If the
system is in contact with a heat bath at temperature T , the probability of realizing a
3particular spin configuration ~σ in equilibrium is given by the Boltzmann distribution
Pr(~σ) =
1
Z
exp[−βH(~σ)], (1.3)
where Z =
∑
~σ exp[−βH(~σ)] is the partition function and β ≡ (kBT )−1.
For h = 0, a critical point is reached as T → Tc. Near criticality, the magnetiza-
tion m ≡ 1/N∑Ni=1 σi follows a power law
m ∼ (T − Tc)β. (1.4)
The Ising model critical point can be mapped onto a percolation model [10] by a
correlated site-random bond percolation. Bonds are constructed between pair of
parallel spins with probability
pb = 1− e−2βJ . (1.5)
The constructed clusters are called Conilgio-Klein clusters. The probability of real-
izing a Conilgio-Klein cluster of size s at temperature T is described by the Fisher
droplet model [11].
n(s) ∼ exp(−s
σ)
sτ
, (1.6)
where a power law is recovered when the critical point is approached → 0.
A family of driven-dissipative systems are also shown to display a power-law
distribution. Examples include the Bak-Tang-Wisenfeld (BTW) model [12], the
Burridge-Knopoff (BK) model [13], the Rundle-Jackson (RJ) model [14], and the
Olami-Feder-Christensen (OFC) model [15] (see Table 1.1).
Although critical systems possesses power laws, the reverse is not necessarily
4BK (1967)
spring-block model with
velocity dependent friction molecular dynamics
BTW (1987)
sandpile model
no dissipation cellular automaton
RJ (1977)
spring-block model
with dissipation coupled map lattice
OFC (1992)
spring-block model
with dissipation coupled map lattice
Table 1.1: Different driven-dissipative systems that show power-law distributions.
The rightmost column states the dynamics of each model.
true. Take the following example. The simplest stochastic process that displays a
stationary power-law distribution is a geometric random walk. A geometric random
walk with constant growth rate µ is described by the Langevin equation
dy
dt
= µ− yξ(t), (1.7)
where ξ(t) is a Gaussian random noise with
〈ξ(t)〉 = µξ (1.8)
〈ξ(t)ξ(t′)〉 = 2Γδ(t− t′). (1.9)
Equation (1.7) can also be thought of as a Langevin equation with a stochastic
dissipation and a deterministic constant driving force. Solving the corresponding
Fokker-Planck equation1 gives the following stationary ensemble probability distri-
bution f(y)
f(y) = y−2−µξ/Γ exp
(
− µ
Γ
|y|
)
. (1.10)
1The Fokker-Planck equation describes the evolution of the ensemble probability distribution,
which is not necessarily the same as the probability distribution traced by a single stochastic
process in the limit t → ∞. In particular, a geometric random walk is not ergodic, i.e., the
ensemble average is not equal to the time average [16]. Therefore, the two probability distributions
are indeed different.
5This equation is also called the Gamma distribution in 1/y and asymptotically
approaches a power law [17].
Is prediction impossible in a scale-free system?
Despite that the appearance of a power law does not necessarily imply criticality,
the proliferation of power laws in many complex systems tempted physicists, such
as Per Bak, to assert that criticality is the explanation [12]. The theory of self-
organized criticality (SOC) postulates that some complex systems self-organize itself
to a critical point, which give raise to a power law.
Since inception of SOC, it is believed that systems displaying a power law distri-
bution are unpredictable [12,18]. The argument rests on the scale-invariant property
of the system at criticality. This can be understood by renormalization group (RG)
theory. Consider a system with a Hamiltonian constrained by symmetries. The
Hamiltonian in the expanded form:
H(φ(~x)) =
∫
d~x
[ t
2
φ2(~x) + uφ4(~x) + vφ6(~x) + ...
+
K
2
(∇φ(~x))2 + L
2
(∇2φ(~x))2 + ...
]
, (1.11)
. . . where the parameters S = (t, u, v, . . . ,K, L, . . .) fully describe the physics of the
system, as the evolution and the statistics of the system is fully determined by its
Hamiltonian.
A renormalization process consists of coarse-graining Eq. (1.12), rescaling Eq. (1.13)
6and renormalizing Eq. (1.14)
φ(~x)←− 1
bd
∫
d~x ′φ(~x ′) (1.12)
~x←− ~x
b
(1.13)
φ′(~x) =
1
ζbd
∫
d~x ′φ(~x ′). (1.14)
The application of the RG transforms the Hamiltonian H(φ(~x)) to a new Hamilto-
nian H ′(φ′(~x ′))
H ′(φ′(~x ′)) =
∫
d~x ′
[t′
2
φ′2(~x) + u′φ′4(~x ′) + v′φ′6(~x ′) + . . .
+
K ′
2
(∇φ′(~x ′))2 + L
′
2
(∇2φ′(~x ′))2 + ...
]
, (1.15)
where now the system is described by the new physics S ′ = (t′, u′, v′, . . . , K ′, L′, . . .).
In each RG step, the vector S transforms to S ′ = R[S]. At criticality, the S
flows under RG transformation on the stable basin of attraction to the fixed point.
At the fixed point, S is invariant under such transformation, i.e., S ′ = R[S] = S.
Therefore, the degrees of freedom φ′ in the coarse-grained level interact in the same
way as the degrees of freedom φ in the fine-grained level. In this sense, the physics
is invariant under scale transformation. In other words, fluctuations at different
scales are governed by the same physics. Moreover, the Boltzmann distribution for
φ at different levels of magnification will be identical since S is invariant under the
RG transformation. This invariance implies that if we consider two fluctuations of
sizes A1 and A2, the relative probability of getting fluctuations of size A1 to A2
is the same as the relative probability of getting the rescaled fluctuations of size
A′1 = A1/b
d and A′2 = A2/b
d. Consequently the fluctuations at a coarser scale must
7be self-similar to those at a finer scale. This self-similarity of the fluctuation at
different scales is manifested by a power-law distribution which is invariant under
scale transformation:
P (x) ∼ 1
xα
=
cα
(cx)α
P (x) ∼ P (cx) = P (x′). (1.16)
The Ising model is probably the most famous system which displays critical
phenomena. Close to the critical point T = Tc, the system is statistically self-similar
up to the correlation length ξ, which diverges as T → Tc. An RG transformation
essentially eliminates the smaller degrees of freedom and so we are left with the
interaction between the larger degrees of freedom. When the system is at T > Tc,
each RG iteration evolves the system to a higher temperature. Eventually the system
evolves to the fixed point T =∞ after infinite RG iterations, which means that large
degrees of freedom are effectively interacting much weaker than the small degrees of
freedom. We therefore say that the large and small degrees of freedom are governed
by different physics (high temperature vs low temperature).
Arguments for and against prediction at critical point
Systems at criticality often involve two types of critical points: stationary critical
point or nonstationary critical point [19]. A system with a stationary critical point
has a fixed control parameter which does not evolve over time. Examples of systems
with a stationary critical point include the Ising model, where the temperature
acts as a time independent control parameter. For a system with a nonstationary
critical point, the control parameter itself is governed by some dynamical equations
and therefore the system’s proximity to the critical point is not constant over time.
8The most common argument against predictability in scale-free driven-dissipative
system with a stationary critical point goes like the following: long range correla-
tions are not destroyed by large events due to the stationary nature of the critical
point (ξ is statistically constant over time). Due to the lack of a characteristic length
scale ξ →∞, large events are small events that do not stop. And since the correla-
tion length is large or infinite at the critical point, the amount of spatial information
required to predict when a nucleating event will stop also becomes infinite. Thus in
prediction will require perfect information of the system [18]. In reality, even having
perfect information about the system is not enough for prediction since we also need
a perfect description of the physics of the system, which is usually too complicated
to be specified.
It is shown in Ref. [20] that prediction is possible in several driven-dissipative
system using spatial and temporal information (a methodology similar to the M8
algorithm used in seismology) [21]. This result leads to the hypothesis that several
driven-dissipative systems actually have a nonstationary critical point. Large events
are hypothesized to be critical points themselves. Due to the nonstationarity of the
critical point, the approach to such large event critical points can in principle be
predicted.
The first model that quantifies the build up of events prior to a critical point
earthquake is by Bufe and Varnes [22]. The cumulative energy released by the events
prior to the critical point earthquake is described by
N(t)∑
j=1
E
1/2
j ∼ (t− tc)m, (1.17)
where tc is the time to reach the critical earthquake. The left-hand side of Eq. (1.17)
is called the cumulative Benioff strain [23]. However, only a limited number of
9foreshock sequences display a power-law increase in activity. A modification to
Eq. (1.17) by Johansen et al. [24] includes a log-periodic correction [25]. The re-
sulting log-periodic power-law (LPPL) model has been successfully used to predict
ruptures in pressure tanks [26,27] and the end of the financial bubbles [28,29]. There
is also evidence [30] of utilizing critical slowing down and the increase in fluctuation
as predictors to the critical transition in systems with nonstationary critical point
such as abrupt climate change [31] and epileptic seizures [32].
Figure 1.2: (a) Cluster size distribution in percolation in a Bethe lattice with z = 2.
The distribution follows a power law with an exponential cutoff [3]. (b) Seizure
energy distribution in rats with high degree of synchronization in the neurons [2].
So far, the argument is for events whose size satisfies a power-law distribution. In
physical systems, we usually observe two extra ingredients: exponential cutoff and
outliers. The simplest model which shows a power law with an exponential cutoff
is probably the percolation model. Consider a square lattice of size L × L = N .
Each site is occupied independently of each other with a probability p. In the limit
N → ∞, the probability P∞ that a randomly chosen site belongs to a spanning
cluster, i.e., a cluster of occupied sites which connect the top and bottom (or right
and left) boundaries, scales as P∞ ∼ (p− pc)β, where pc ≈ 0.59 for a square lattice
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and β = 1/8 in 2D. The distribution of clusters of occupied sites of size s was
shown [11,33] to satisfy the distribution2
ns ∼ exp[−(p− pc)s
σ]
sτ
, (1.18)
that is, a power law with an exponential cutoff. Clusters in the exponential cutoff
regions are not scale invariant and so the conventional scale invariant argument does
not apply.
To the best of my knowledge, for systems whose event sizes follow a power law
with an exponential cutoff, there has not been any studies that investigates the
predictability of events in the exponential cutoff region. This will be the subject of
study in the latter part of the thesis.
Outliers are observed in the distribution in the form of a “bump” or a “shoulder,”
which introduces a characteristic scale. Outliers are observed in a wide range of sys-
tems such as epilepsy [2] and financial markets [34]. One school of thought [34] pro-
poses that outliers or extremely large events belong to a different population. These
events, termed “dragon kings,” in contrast to the “black swan” events which lie on
the power law, are due to different mechanisms. Examples include nucleation [35],
self-reinforcement and synchronization [36]. Due to their different character from
the power-law events, they are believed, in theory, predictable.
Is initial configuration sufficient to prediction?
To conclude this section, we discuss whether initial configuration is sufficient to
predict the future of a system. First let’s consider deterministic systems. In Hamil-
2For p > pc, the distribution is calculated by excluding the infinite cluster.
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tonian mechanics, we know that in integrable system3, given an initial condition of
the system, any future state can be computed by integrating the initial condition
over time4. In non-integrable system, the system can exhibit chaos. One of the
defining characters of chaos is the exponential sensitivity to the initial condition
∆x(t) = exp(λt)∆x(0), (1.19)
where ∆x(0) is the difference in the initial conditions. In chaos, the Lyapunov
exponent λ is greater than zero.
Another non-Hamiltonian example that shows chaos is the logistic map
xi+1 = rxi(xi − 1), (1.20)
where as r increases, the system experiences a succession of periodic doublings which
eventually leads to chaos. Due to the exponential sensitivity to the initial condition,
chaotic systems are in general considered unpredictable over a long horizon.
Next let’s consider stochastic systems. In order to predict the future/final state
of a system, we need to understand whether the future is determined by the initial
condition or by the random dynamics of the evolution. The former case is what is
called the nature aspect of the system, while the latter case is what is called the
nurture aspect of the system [37]. Consider quenching an Ising model from infinite
temperature to zero temperature using Glauber dynamics. To see how much the
initial condition determines the final state of the system, one can compute the
3A system is said to be integrable if it possesses as many conserved quantities in involution as
degree of freedom. Integrable systems do not exhibit chaotic motion.
4The canonical coordinate (p, q) is canonical transformed to the action-angle variable (I,Θ)
where I is a constant and Θ˙ = Ω. The equation of motion is then the trivial integral Θ(t) =
Ωt+ Θ(0).
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analogous dynamical Edwards-Anderson order parameter [38] suggested in [37]:
q(t) = Eσ0 [〈σi(t)〉2], (1.21)
where Eσ0 averages over different initial condition and 〈.〉 denotes the average over
different realizations of random sequences. The order parameter qD ≡ q(t → ∞)
measures the extent to which σi(t→∞) is influenced by σi(0). If the final state is
completely determined by the initial condition, qD = 1; if the final state is completely
undetermined by the initial condition, qD = 0. Computationally, two replicas of
the same initial condition are prepared. The two replicas are then evolved using
different random sequences. The overlap between the two replicas is recorded over
time. Finally, we repeat calculating the overlap for many different pairs of replicas
and average all the overlaps. The overlap calculated this way is called the heritability
of the system.
Understanding the importance of initial condition on the final state is essential
to establishing a prediction problem. We will apply the concept of heritability when
we start formulating the prediction problem in the OFC model and the damage
spreading in the Ising model.
1.2 The color of noise and the range of memory
In this section, we will discuss the relation between the autocorrelation of a signal
and the “color” of the signal. The color of a signal is defined to be exponent of the
power spectrum S(f) of the signal. The power spectrum S(f) can be defined in
one of the following ways: (1) the square of the Fourier transform of the signal or
(2) the Fourier transform of the autocorrelation of the signal5. Intuitively, a signal
5This is also known as the Wiener-Khinchin theorem.
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with no memory is unpredictable while a signal with an infinite memory will require
information from the entire history to make prediction.
Consider the following coupled differential equations that describe a damped
harmonic oscillator:
dx
dt
= p (1.22)
dp
dt
= −ω2x− ηp+ Fp(t), (1.23)
where η is the damping coefficient and Fp(t) is a Gaussian noise with condition
〈Fp(t)〉 = 0 (1.24)
〈Fp(t)Fp(t′)〉 = 2Γδ(t− t′). (1.25)
Both Eqs. (1.22) and (1.23) on their own are Markovian, i.e., the evolution at
t′ > t is solely determined by the condition at time t, (x(t), p(t)). Combining
Eq. (1.23) with Eq. (1.22) gives the following integro-differential equation
dx
dt
= −
∫ t
−∞
dt′ exp(−η(t− t′))ω2x(t′) +
∫ t
−∞
dt′ exp(−η(t− t′))Fp(t′), (1.26)
which is no longer Markovian due to the memory kernel K(t− t′) ≡ exp(−η(t− t′)).
This is similar to the use of the Hidden Markov Model (HMM) to model correlation
in the data in machine learning [39]. The memory in Eq. (1.26) is considered short
range since the memory kernel is an exponential function.
Next, if we consider no coupling to a spring, i.e., ω = 0, Eqs. (1.22) and (1.23)
become decoupled and the first term in Eq. (1.26) vanishes. By using Eq. (1.22),
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Eq. (1.26) becomes
p(t) =
∫ t
−∞
dt′ exp(−η(t− t′))Fp(t′), (1.27)
which is the solution to the Langevin equation for the velocity of a Brownian particle.
Note that Eq. (1.27) is Markovian since it is not an integro-differential equation. The
autocorrelation Cp(t, t
′) for a Brownian motion is given by
Cp(t, t
′) ∼ 〈p(t)p(t′)〉 = Γ exp(−η(t− t′)). (1.28)
According to the Wiener-Khinchin, the power spectrum S(f) is the Fourier trans-
form of the autocorrelation function. Therefore, the power spectrum of a Brownian
motion, given by the Fourier transform of Eq. (1.28), has a Lorentzian form
S(f) ∼ Γ
(2pif)2 + η2
. (1.29)
Equation (1.29) shows that at short time scales (2pif  η), S(f) ∼ 1/f 2. For long
time scales (2pif  η), S(f) ∼ 1 and so the signal is essentially white noise.
In general, for a linear system with the following general form
n∑
l=0
(
al
dl
dtl
)
y(t) = ξ(t), (1.30)
where ξ(t) is a stochastic force, the spectrum of the stochastic process y(t) takes
the form
Syy(ω) = Sξξ(ω)|H(ω)|2, (1.31)
where
H(ω) =
[ n∑
l=0
al(iω)
l
]−1
(1.32)
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For Brownian motion, Sξξ(ω) ∼ Γ and the zeroth and the first order time deriva-
tives in Eq. (1.30) are preserved (the zeroth order corresponds to the dissipation
term). Therefore, H(ω) = 1/(ω2 + η2). For white noise, only the zeroth order time
derivative remains, and thus the spectrum is a constant. For a random walker,
there is only the first-order time derivative. The spectrum for a random walker is
therefore S(f) ∼ 1/f 2.
A stochastic process is considered to have a long memory if the memory kernel
does not have a characteristic scale, e.g., a power law. The signature of a long
memory stochastic process is S(f) ∼ 1/f , i.e., 1/f noise. The 1/f noise is ubiquitous
in many complex systems [40]. Many models have been proposed to explain the
origin of the 1/f noise. The main models are fractional Brownian motion (fBM) [41,
42], or its discrete version the fractionally-integrated autoregressive moving average
ARFIMA(p, d, q) model [43]; x the superposition of independent Poisson processes
with decay rates τ0 distributed by P (τ0) ∼ τ−10 [44]; and nonlinear stochastic process
with multiplicative noise [45] of the form
dx = σ2
(
λ− 1
2
η
)
x2η−1dt+ σxηdWt, (1.33)
which yields a spectrum S(f) ∼ 1/fβ with β equals to [45]
β = 1 +
λ− 3
2(η − 1) . (1.34)
Additional models include linear stochastic process with non-stationary, time de-
pendent drift [46] of the form
dx = γ(t)xdt+ σdWt, (1.35)
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where the drift term γ(t) is also a stochastic process of the form
dγ = σγγ
−η/2dWt. (1.36)
The 1/f spectrum from the fBM can be seen in the following way. In Eq. (1.31) and
Eq. (1.32), a signal with Syy(f) ∼ 1/f can be obtained if H(ω) = [a1/2(iω)1/2]−1,
i.e., a fractional derivative of power 1/2.
In general, a non-stationary 1/fβ noise have the following autocorrelation func-
tion [4]:
R(τ) ∼ |τ |β−1 for 0 < β < 1 (1.37)
R(τ) ∼ C − ln |τ | for β ≈ 1 (1.38)
R(τ) ∼ C − |τ |β−1 for 1 < β < 2 (1.39)
Note that for 0 < β < 1, the integral of R(τ) is infinite, implying the lack of
characteristic scale and hence long memory. At β ≈ 1, the autocorrelation function
decays logarithmically, which is much slower than the autocorrelation functions at
0 < β < 1 and 1 < β < 2, which have a power-law decay. On one extreme, a
white noise (β = 0), although is unpredictable, is not complex since the dynamics
is described by one parameter, the variance. On the other extreme, highly periodic
time series (β →∞) can be described by one single number, which is the period of
the time series. A 1/f noise, however, is complex since characterizing the dynamics
requires a large or even infinite number of parameters (1 state variable per decade) [4,
47], as manifested by the long term memory of the process.
One point of subtlety. Eq. (1.39) suggests a larger autocorrelation for larger
values of β. This is true if the autocorrelation is measured in absolute time. In
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Figure 1.3: Profiles of autocorrelation functions corresponding to power spectra with
different exponents [4]. The autocorrelation function for η 6= 1 follows a power-law
decay. At η = 1, the autocorrelation function follows a logarithmic decay, which is
much slower than any power law. Note the different notation used here: η in the
figure is equal to β that I have been using in the text.
general, time series for different values of β have different mean-weighted periods [47]
tβ ≡
[∫ Λmax
Λmin
fS(f)df∫ Λmax
Λmin
S(f)df
]−1
, (1.40)
where S(f) ∼ 1/fβ. Λmin is the inverse of the length of the time series and Λmax is
the inverse of the time step size of the time series. Physically, tβ can be interpreted
as the mean time of zero crossing. The autocorrelation time, calculated in relative
fractional Brownian motion (fBM) Levy (1951)
Superposition of independent Poisson processes Ziegle (1950)
Non-linear stochastic process with multiplicative noise Ruseckas et al. (2014)
Linear stochastic process with non-stationary,
time dependent drift Gontis et al. (2007)
Table 1.2: Four main types of models which generate 1/f noise.
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time (time normalized by tβ), is the longest when β = 1 and decreases monotonically
as β decreases or increases away from 1 [47].
1.3 The statistics of earthquakes: empirical findings and metrics
Gutenberg-Richter scaling n(s)
In the earthquake literature, the distribution of earthquake magnitudes are known
to follow a power-law distribution known as the Gutenberg-Richter (GR) scaling.
Gutenberg-Richter (GR) scaling implies the following statistics: for each earthquake
of magnitude M ≥ 8, there are about 10 with M ≥ 7 and 100 with M ≥ 6 etc.
Although earthquake fault systems, such as the Southern California fault system,
follow a power-law distribution for many orders of magnitude (see Fig. 1.4), a single
fault, such as the Parkfield fault, does not usually have a power-law distribution
spanning the same orders of magnitude as those from the fault system of which
it is a part. In terms of predictability, the GR distribution describes the relative
frequency of occurence earthquake magnitudes and poorly describes the temporal
occurrence of earthquakes due to their large variance. Moreover, the GR distribution
does not give us any information about the location of the earthquake. To better
forecast earthquakes, one needs to look at the autocorrelation or recurrence times
between the earthquakes.
Autocorrelation C(τ) and recurrence-time distribution D(τ)
To compute recurrence times from a time series s(t), one first defines a threshold
sc. The time series is turned into a point process x(t), where x(t) is a non-zero
constant at time t if s(t) > sc and zero otherwise. The recurrence time is then
defined as the time between instances with s(t) > sc. In general, a time series with
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Figure 1.4: The earthquake magnitude distribution of earthquakes in the Southern
California fault system from 1984–2000 [3]. In this fault, the power-law (Gutenberg-
Richter scaling) spans six orders of magnitude.
short-range correlation (i.e., C(τ) ∼ e−τ/τc) yields an exponential recurrence time
distribution, i.e., x(t) is a Poisson process. The Poisson process is memoryless, i.e.,
Pr(τ > t+ s|τ > s) = Pr(τ > t) 6. For a long range correlated time series with the
power-law autocorrelation
C(τ) ∼ τ−γ (1.41)
and 0 < γ < 1, the recurrence time distribution with threshold sc is a stretched
exponential function [7]:
D(sc, τ) ∼ exp(−τ/τsc)γ. (1.42)
In Ref. [5], the earthquake time series is converted into a point process by discarding
events of magnitudes M below certain threshold Mc. The recurrence time distribu-
6This is sometimes known as the bus waiting time paradox, which states that the probability
of a bus arriving in the next minute does not depend on how long you have waited.
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tion D(Mc, τ) with cutoff Mc is shown to collapse under the scale transformation
τ → R(Mc)τ (1.43)
D(Mc, τ)→ D(Mc, τ)/R(Mc), (1.44)
where R(Mc) ∝ 10−bMc . This form for R(Mc) is chosen since increases the cutoff Mc
on average increases the recurrence time τ by ∼ 10bMc . The collapsed data is fitted
by a power law with exponential cutoff
f(θ) ∝ 1
θ0.3
e−θ/1.4 (1.45)
D(Mc, τ)
R(Mc)
= f(R(Mc)τ), (1.46)
which is shown in Fig. 1.5 [5]. As explained before, an exponential recurrence time
distribution implies a memoryless process. For example, for a Poisson process,
D(τ) ∼ e−λτ ≈ 1 for small τ . The existence of a power law recurrence time distri-
bution, Eq. (1.45), implies the existence of memory, or clustering; i.e., Eq. (1.45)
implies an increased probability of shorter waiting times. By using a RG transfor-
mation, Ref. [5] showed that earthquake is not a Poisson process and indeed has
long-range autocorrelations. The existence of clustering in earthquake is also known
as foreshocks and aftershocks. Clustering has been successfully modeled by the
generalized autoregressive conditional heteroskedasticity (GARCH) model [48]. A
GARCH(m,n) model is a non-stationary time series xt with time varying variance
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Figure 1.5: The rescaled recurrence time distribution of earthquakes of different
magnitudes [5]. The data is taken from earthquakes worldwide from 1973–2002.
The distribution is not Poissonian, which suggests the clustering of earthquakes,
which is also known as foreshocks and aftershocks.
σ2t governed by:
xt = σtξt (1.47)
σ2t = a+
m∑
i=1
x2t−i +
n∑
i=1
σ2t−i. (1.48)
A GARCH(1,1) process is shown, in the continuous limit, to satisfy the Langevin
equation for a geometric random walk. The power spectrum S(f) of an GARCH(1,1)
model is flat in the small f regime and is close to 1/f 2 in the large f regime [49].
A similar 1/f 2 spectrum is also observed in geometric random walks.
Empirical findings [5] suggest that the recurrence time is history dependent, e.g..
volatility clustering and the fact that the larger the magnitude, the shorter the time
to the next earthquake [50]. However, the magnitude of the earthquakes are found
to be history independent, e.g., the waiting time and the previous magnitudes do
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not influence the future magnitudes. The implication is that an earthquake does
not know how big it is going to be.
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CHAPTER 2: The OFC model
2.1 OFC model: an overview
The Olami-Feder-Christensen (OFC) model [15] is a modified version of the spring-
block model first proposed by Rundle and Jackson [14], which is a simplification
of the Burridge-Knopoff model [13]. The nearest-neighbor OFC model that we
will consider consists of a two-dimensional lattice of linear dimension L with each
site initially assigned a random value of stress σ between the mean residual σR
and the failure threshold σF . We choose periodic boundary condition
1 for the rest
of our work. We denote the stress on each site, the stress grid, by the vector ~σ =
(σ1, . . . , σN=L×L). Figure 2.1 shows the evolution of the OFC model, chronologically
from (a–f). The system is then driven so that one site reaches σF , a procedure
known as the zero velocity limit [14] [Fig 2.1(b)]. This site is said to fail, and
its stress is reduced to σR + ηr, where η is the magnitude of the noise and r is a
uniform random variable in the range [−1, 1].1 This noise models microcrack in the
rocks which appears after an earthquake. The magnitude of the noise is affected
by factors such as water content in the rocks and temperature. The microcracks
affect the stress threshold of the rocks. A failing site with stress σ distributes stress
(1− α)(σ− σR − ηr)/4 to its four nearest-neighbor sites, where α is the dissipation
parameter [Figs. 2.1(c) and (d)]. The failure of one site can trigger other sites to
fail, thus creating an avalanche [Fig. 2.1(e)]. The avalanche or event stops when
the stress of all sites is less than σF [Fig. 2.1(f)]. We denote the number of failing
sites, or the size of the event, by s. The system is then driven again using the zero
velocity limit.
1The original OFC model [15] uses open boundary condition and zero noise η = 0.
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Figure 2.1: (a) An animation of the OFC model with η = 0 and α = 0. Begin with
σ(i, j) with no site stress above the threshold. (b) σ(i, j) is uniformly driven until
a site (center site) reaches the threshold. (c) The center site fails and dissipates
some stress out of the system and releases the remaining stress to its four neighbor.
(d) Upon receiving stress from the center, the site to the north of the center site
becomes critical. (e) The critical site fails and releases stress to its neighbor. (f) No
more sites are above the threshold, which concludes one plate update.
The types of boundary condition affect the dynamics of the system significantly.
For example, a periodic boundary condition OFC model at zero noise with dissipa-
tion α < 0.282 settles into a periodic state (of period L2), where in each plate update
only one site fails [8]. Occasionally several sites will become degenerate (reach the
threshold) and fail together. However, there is no causal toppling. That is, no site
2In Ref. [8] and the original OFC paper, α is the conservative parameter, i.e., in the original
convention, α = 0.25 means total stress conservation in the nearest-neighbor OFC model.
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fails as a consequence of the failure of other sites. For α < 0.28, the system is still
periodic (with period 6= L2), but now there is causal toppling. Whether the steady
state involves a single failure or multiple failure depends on the initial condition.
In the fully-connected zero noise OFC model, the dependence on the initial
condition is trivial. The amount of stress distributed as a result of failure is (σF −
σR)/N and goes to zero as N →∞. Therefore, unless multiple sites have the same
stress, it is very unlikely to trigger a causal avalanche as N → ∞, that is, sites
triggered by the failure of the other sites.3 Such periodic effect disappears when
an open boundary condition is used. In open boundary condition, stress can be
dissipated both in the bulk (controlled by α) and at the boundary. The event size
distribution in an open boundary condition is reported to follow a power law with
an α-dependent exponent [51]. It was later shown, using a multiscaling argument,
that the exponent of the event size power-law distribution is α-independent [52].
The source of the differences between the periodic boundary and the open bound-
ary condition is the lack of translational symmetry in the latter. Periodic states in
the periodic boundary condition can be broken by introducing defects/disorder.
The disorder can either be quenched, e.g., sites with different failure threshold or
annealed, e.g., each time a site fails, its stress is reset to some random variable.
The open boundary is a special case of quenched disorder where the boundary of
the system acts as if it is completely dissipative, i.e., α = 1 at the boundary. In
general, the introduction of disorder breaks the translational symmetry and thus
the destruction of the periodic state. The effect of inhomogeneity is strong. It is
reported in Ref. [51] that a single damaged site in a periodic boundary OFC model
can restore a power-law event size distribution.
Further modifications which can more accurately model earthquakes include the
3Sakib Matin, private communication.
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introduction of inhomogeneity to the failure threshold σF which models the geometry
of the earth’s crust and long-range stress transfer R  1, which models the elastic
force in earthquakes. In the next two sections I will give a brief overview of the
two critical points in the OFC model: one critical point at α→ 0 and the other at
η = ηc, where ηc is a function of the interaction range R.
The α transition
Figure 2.2: The event size distribution ns of a nearest-neighbor OFC model for
different values of dissipation: α = 0.01 (◦), α = 0.02 (×), α = 0.03 (+). The
system size is L = 300. We do not find a specific form for the scaling function. We
will describe the scaling function by a generic function f(.).
The long-range (L ≥ 20) OFC model is shown to approach a critical point as
α→ 0 and the event size distribution goes like [53]
ns = n(s) ∼ exp(−α2s)/s3/2. (2.1)
Equation (2.1) can be shown to scale as α−3n(s) = n(α2s), i.e., plotting α−3n(s)
versus n(α2s) collapses the distributions for different values of α . The short-range
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(nearest-neighbor) OFC model also shows the same critical behavior as α → 0.
This is evident by the increase of the cutoff in ns as α → 0 in Fig. 2.2. However,
no scaling function is found and the event size distribution can only be written in
terms of a generic scaling function f(.):
ns ∼ f(αs
σ)
sτ
(2.2)
The η transition
Figure 2.3: The event size distribution ns at different values of noise: η = 0.06
(◦), η = 0.07 = ηc (×), η = 0.08 (+). Here, we reproduce the result from Ref. [6]
on a smaller system (L = 300). The distribution is shown in Ref. [6] to satisfy
ns ∼ exp[−(η − ηc)sσ]/sτ with τ ≈ 1. The reported exponents here are similar to
that in [6], which is calculated from a much larger system size L = 500.
More recently, another type of transition with a different control parameter has
been found in the OFC model. It is shown that with periodic boundary conditions
and dynamic residual noise, the OFC model displays a phase transition at the critical
noise ηc [6]. The critical point is characterized by an event size distribution of the
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form of a Fisher droplet [11]
ns ∼ exp(−(η − ηc)sσ)/sτ (2.3)
near the proximity of the critical point. The mean cluster size χ and the connect-
edness length ξ are defined as
χ =
∑
s s
2ns∑
s sns
(2.4)
ξ2 =
∑
s s
2R2g(s)ns∑
s s
2ns
. (2.5)
Rg(s) is the radius of gyration of a cluster of size s and is defined as
Rg(s) =
∑
~x∈Cs |~x− ~xCM|2σ(~x)∑
~x∈Cs σ(~x)
, (2.6)
where the sum is over the set of sites which belong to the cluster Cs of size s. σ(~x)
is the stress at location ~x and ~xCM is the center of mass of the cluster Cs. The mean
cluster size χ and the connectedness length ξ is shown to diverge as ηc is approached
from above:
χ ∼ (η − ηc)−γ+ (2.7)
ξ ∼ (η − ηc)−ν+ . (2.8)
The exponents τ, σ from Eq. (2.3) and γ and ν from Eq. (2.7) and Eq. (2.8)
satisfy the scaling law
γ = (3− τ)/σ, (2.9)
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Figure 2.4: (a) The mean cluster size χ as a function of η − ηc. Here, we reproduce
the result from Ref. [6] on a smaller system (L = 300). χ is shown to follow a power
law χ ∼ (η − ηc)−γ with γ ≈ 2.34. (b) The connectedness length ξ as a function of
η− ηc. ξ is shown to follow a power law ξ ∼ (η− ηc)−ν with ν ≈ 1.17. The reported
exponents here are similar to that in Ref. [6], which is calculated from a system of
much larger size L = 500.
and the hyperscaling law
ν = (τ − 1)/dσ, (2.10)
where d is the spatial dimension. The exponents τ and σ determined from the sim-
ulation is shown to be τ = 1.04 ± 0.14(10/9) and σ = 0.43 ± 0.03(4/9). Given the
numerical values of τ and σ, the scaling of ns can be shown to be ∆η
−5/2n(s) =
n(∆η9/4s). Because the nearest-neighbor OFC model η transition satisfies hyper-
scaling, the Hausdorff dimension is equal to the fractal dimension D = d−β/ν where
d = 2 is the Euclidean dimension. The Hausdorff dimension4 can be computed by
the box counting method: grow a box (or a ring) of linear size ` and count the mass
M(`) included in the box. For a Euclidean droplet, M(`) ∝ `2 while for a fractal
object M(`) ∝ `D.
The system shows effective ergodicity breaking [54] when the critical point is
4The Hausdorff dimension equals to the fractal dimension if hyperscaling is satisfied.
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approached from above. For η < ηc, the system is in a quasi-limit cycle phase where
the stress of a given site is highly recurrent. For η > ηc, the system is essentially
stochastic. We will study this subject in more detail in the next section.
So far, the system is simulated using what is called the Last-In-First-Out (LIFO)
method, i.e., the most recent site with stress σ > σF will fail first. In the next
section, I will show that at low levels of the noise, the physics is pretty different if
other update schemes are used, and as the noise increases, the differences between
different methods vanishes. This suggests that high noise nearest-neighbor OFC
model might be in equilibrium.
2.2 Equilibrium in the OFC model
We will now explore the equilibrium and ergodic properties of the OFC model. First
we quickly review the concepts of equilibrium and ergodicity.
Definition of equilibrium, ergodicity and effective ergodicity
In equilibrium, each microscopic process must be balanced by its reversed process. A
system at equilibrium therefore admits a stationary distribution. The requirement
for a stationary distribution is the detailed balance condition
P (si)P (si → sj) = P (sj)P (sj → si), (2.11)
where si denotes the i
th state of the system. From the master equation,
dP (si)
dt
=
∑
j 6=i
[P (sj)P (sj → si)− P (si)P (si → sj)] (2.12)
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Eq. (2.11) ensures that dP (si)/dt = 0 for all si and P (si) is thus stationary. The
probability in Eq. (2.11) is interpreted as the probability of finding a configuration
si in an ensemble of configurations. If we are simulating a single system instead of
an ensemble of systems, e.g., a Monte Carlo Markov Chain, we instead construct a
distribution obtained by the time evolution of the Markov chain. The equivalence of
the time-evolved distribution of a single Markov chain and the ensemble distribution
is ensured if the Markov chain is ergodic. For an observable O(.), the time average
and the ensemble average of O(.) must be identical in an ergodic system
lim
T→∞
1
T
∫ T
0
O(x(t))dt =
∫
ρ(x)O(x)dx, (2.13)
where ρ(x) is the density of state x. Ergodicity in a Markov chain also implies that
any arbitrary configuration can reach any configuration in a series of steps. Note that
detailed balance does not imply ergodicity. Take the geometric random walk as an
example. An ensemble of stochastic processes admits a stationary distribution and
therefore satisfies detailed balance. However, the time average of a single geometric
random walk does not equal the average over an ensemble of geometric random
walks [16]. Ergodicity is not a sufficient condition for equilibrium, which also requires
mixing. Mixing is satisfied if the probability of finding a system within a region in
the phase space is proportional to the volume of that region.
Ergodicty is difficult to measure. A similar concept, called effective ergodicity,
which is a necessary but not sufficient condition for ergodicity has been proposed.
Effective ergodicity is easier to quantify: it can be measured by the Thirumalai-
Mountain (TM) metric [54], or the fluctuation metric. The fluctuation metric Ω(t)
for the OFC model is defined as follow.
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First we define the time average of stress at each site:
σi(t) =
1
t
∑
t′=1t
σi(t
′). (2.14)
Next we compute the spatial average of the time average stress:
〈σ(t)〉 = 1
N
N∑
i=1
σi(t). (2.15)
Finally the fluctuation metric is defined as
Ω(t) ≡ 1
N
N∑
i=1
[
σi(t)− 〈σ(t)〉
]2
. (2.16)
It has been shown that a system is effective ergodic if Ω−1(t) ∼ t. The slope
of Ω−1(t) describes the mixing rate of the system. From Eqs. (2.14)–(2.16), the
physical meaning of effective ergodicity is therefore how well the time average of
each degree of freedom of the system converges to a spatial average. An example of
a simulation of a system that is effectively ergodic, but is not ergodic is the Ising
model below Tc for sufficiently large L. The system is stuck in one well and is not
able to explore the full phase space, and therefore is not ergodic over the simulation
time. However, the time average of each spin converges over time, and according to
Eq. (2.16), is effectively-ergodic
For a Hamiltonian system, the signature of equilibrium is that the energy E of
the system follows a Boltzmann distribution exp(−βE). The probability of finding
the system with energy within [E,E + dE] is
P (E)dE = g(E) exp(−βE)dE, (2.17)
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where g(E) is the density of state at energy E. Therefore, if the system is in
equilibrium, the ratio of P (E)dE at two different temperatures β1 and β2 will follow
a Boltzmann distribution
P (E, β1)dE
P (E, β2)dE
= exp(−(β1 − β2)E). (2.18)
Finally, there is a concept of punctuated equilibrium, where the system stays in
equilibrium for a long time and is suddenly kicked out of equilibrium. This phe-
nomenon is manifested as a “kink” in the fluctuation metric. In Ref. [40], punctu-
ated equilibrium is believed to be caused by very large events. There is evidence [55]
which show that as the system becomes more mean-field, punctuated equilibrium
happens less frequently.
Probing equilibrium by comparing different update methods
Intuitively, different update methods should not matter if the system is in equilib-
rium. For example, in the Ising model at equilibrium, the Wolff algorithm and the
Metropolis algorithm will give the same statistics, or in a Lennard-Jones system
at equilibrium, using either molecular dynamics (MD) or Monte Carlo (MC) will
yield the same structure. When the system is not in equilibrium, e.g. in a glassy
state, different algorithms might matter. For example, quenching a Lennard-Jones
system below Tc, MD gives an bcc structure [56] while MC gives a fcc structure [57].
Another example is damage spreading in the Ising model. Two replicas of identi-
cal spins except at one site are evolved under the same random number sequence.
The property of damage spreading is found to depend on the particular algorithm
(e.g., Metropolis, Glauber or heat bath) and is thus not an intrinsic property of the
system. Therefore, comparing the dynamics of the system simulated by different
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update method gives us some clues to the equilibrium nature of the system.
Update methods concern the order of visiting and failing the sites which have
stress above the threshold (such sites are also called the supercritical sites). A list
of supercritical is maintained, with sites being added and removed from the list. A
plate update is concluded when there are no more sites on the list. In the following
we will consider three types of updates: last-in-first-out (LIFO), first-in-first-out
(FIFO) and parallel updating. In LIFO, supercritical sites are appended to the
right of the last supercritical site on the list. Once all the supercritical sites are
added, the most recently added (rightmost) site on the list is failed. In FIFO, the
oldest sites (leftmost) on the list (leftmost). In parallel updating, all sites on the list
are failed at the same time, which is achieved by maintaining an extra “auxiliary”
list. We will show that for low enough noise, different update methods (LIFO,
FIFO and parallel) result in different dynamics in the OFC model, suggesting that
the system is not in equilibrium.
For R = 1, i.e., nearest-neighbor, the event size distribution ns for LIFO is
different from those for FIFO and parallel (Fig. 2.5). The distribution ns for LIFO
is well described by the form s−τ exp(−(η−ηc)sσ), where ηc ≈ 0.07. The distribution
ns for FIFO and parallel updating does not seem to be described by a similar form.
In fact, for low noise (η < 0.1), ns is hardly a power-law. As the noise increases,
all three methods coincide, consistent with our prediction. It is interesting that ns
for FIFO and parallel are very similar for all values of η. This seems to suggest
some symmetry between the way the two methods fail the supercritical sites. One
possible reason why LIFO is the “odd one out” is that on average sites can stay
on the list longer and can keep receiving stress before they are finally brought to
failure.
Next we look at the mean cluster size χ, which is defined in Eq. (2.7). For LIFO,
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Figure 2.5: The event size distribution ns obtained using three different methods:
Last-In-First-Out (LIFO) in ◦, First-In-First-Out (FIFO) in 4 and parallel in ×.
The noise η increases from (a)–(d). For low noise, the distributions do not overlap.
For high enough η in (d), all three methods yield the same distributions.
χ is shown to diverge as (η− ηc)−γ+ [6]. The same behavior is not seen for FIFO and
parallel. A jump in χ is seen at the same critical noise ηc when approached from
below.
Next we look at how the range of interaction R affects the critical noise ηc.
Because ηc also marks the effective ergodicity breaking transition, I use the slope of
the inverse fluctuation metric Eq. (2.16) to determine the location of ηc. We calculate
the slope of Eq. (2.16) at every 0.001 increment in η. We choose the increment that
yields the largest change in the slope of the inverse fluctuation metric and treat it as
the approximate location of the critical noise ηc. Figure 2.7 shows the dependence
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Figure 2.6: The mean cluster size χ versus the noise η. A divergence in χ is seen
at ηc = 0.07 using LIFO. For FIFO and parallel updates, I observe a jump in χ
instead of a divergence. Note that the magnitude of the jump (∼ 60%) for FIFO
and parallel updating is much smaller than the divergence (∼ 400%) in LIFO.
of ηc(R) on R. As R increases, ηc(R) approaches zero.
Figure 2.7 suggests that the event size distribution ns calculated using the three
different methods will converge at a lower value of noise at larger R. Indeed, that
is what we observed in Fig. 2.8. Interestingly, unlike in nearest-neighbor, the distri-
bution ns for R > 1 using FIFO and parallel is no longer the same for all values of
noise. This suggests a subtle breaking in the symmetry of the two update methods
at R > 1, but not in R = 1 (nearest-neighbor).
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Figure 2.7: The range of the possible location of ηc for different interaction ranges
R. The transition noise is estimated by an abrupt increases in the slope of the
fluctuation metric (signifying an onset of effective ergodicity).
Effective-ergodicity breaking in the OFC model
In the nearest-neighbor OFC model simulated using LIFO, we show in Fig. 2.10
that using the fluctuation metric Eq. (2.16), there is a transition in the mixing rate
(inverse slope of the fluctuation metric) at ηc. Above ηc [Fig. 2.10(c)], the mixing
rate is high ( 1) while below ηc [Fig. 2.10(a)], the mixing rate is low ( 1).
Physically, the sites organize into distinct stress bands (Fig. 2.9). The reason for a
small mixing rate for η < ηc is that sites are trapped in one of the bands and only
make transition to another bands occasionally. The transition between bands is
quasi-periodic, i.e., some kind of limit cycle [6]. As η increases, the band width gets
wider and transition among bands become more frequent. The appearance of the
limit cycle as η crosses ηc from above breaks the effective ergodicity of the system.
The nearest-neighbor OFC model, therefore, is not in equilibrium for η < ηc. Using
FIFO and parallel yields a similar qualitative results of effective ergodicity breaking,
albeit the transition occurs at a different value of noise and a slight non-monotonicity
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Figure 2.8: The event size distribution ns for the R > 1 OFC model. The three
colors correspond to three different update methods: Last-In-First-Out (LIFO) in
◦, First-In-First-Out (FIFO) in 4 and parallel in ×. The distributions from the
three methods overlap above the critical noise ηc(R).
in the mixing rate close to the transition.
However, in the mean-field OFC model the system is in equilibrium. The energy
of the system is defined as E =
∑N
i=1 σ
2
i . The ratio of P (E) at two different values
of noise η1 and η2
5 is shown to follow a Boltzmann distribution, which is a signature
of a system in equilibrium.
In the next section, we explore how sites with different limit cycles organize
themselves in the stress grid by using an unsupervised machine learning model
5The ratio of P (E) at two different values of noise is taken to eliminate the unknown density
of states.
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Figure 2.9: The site stress histogram at (a) η = 0.04, (b) η = 0.07 = ηc, (c) η = 0.10
and (d) η = 0.20 using LIFO. Sites do not occupy stress uniformly and form bands.
The lower the value of noise, the more distinct the stress bands.
called spectral embedding.
Grouping synchronized sites: clustering method
As discussed in the last section, sites occupy only certain stress bands and not all
sites occupy each stress band with the same frequency. We can therefore use the site
stress histogram, which is the relative frequency of occupying each stress band, to
group sites into different classes of limit cycles, according to the similarity in their
site stress histogram. Sites sharing similar histograms are said to be synchronized.
Strictly speaking, this is only a necessary but not sufficient condition for synchro-
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Figure 2.10: The fluctuation metric Ω(0)/Ω(t) of the nearest-neighbor OFC model
simulated by LIFO as a function of time for (a) η < ηc, (b) η = ηc and η > ηc. Ω(t)
is defined in Eq. (2.16). The larger the slope, the smaller the mixing rate, which is
defined as the inverse of the slope. Note the scale in the y-axis. (d) Superposition
of the fluctuation metrics at the value of noise used in (a)–(c).
nization. For a system of size L = 64, simulated using LIFO, we use n = 40 bins
for the site stress histogram P (σi). The number of data will be the number of sites
N = L × L = 4096 and the number of features will be the number of bins = 40.
Next, we want to “project” the 40 dimension data onto a 2D plane while preserving
the local distance between the data points so that sites with similar histogram will
be close to each other in the embedded 2D space.
We will use spectral embedding to embed the data from a 40 dimensional space
to a 2D space for visualization. Figure 2.12 shows the spectral embedding of the
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Figure 2.11: The fluctuation metric Ω(0)/Ω(t) of the nearest-neighbor OFC model
simulated by (a) FIFO and (b) parallel as a function of time for different values
of η. Ω(t) is defined in Eq. (2.16). Comparing to Fig. 2.10, the transition (change
in the slope) happens at a different noise (around η = 0.8–0.9). Nevertheless, the
transition is qualitatively similar to that using LIFO.
data from (a) η = 0.01 to (j) η = 0.09. We see groups of clusters formed for η < ηc.
This shows that sites “synchronize” into different limit cycles which have different
site stress histogram profiles. For example, Fig. 2.12(a)–(f) shows that there are 4
main types of histograms.
Next we want to understand the geometric distribution of sites of different types
of histograms. We first apply K-means clustering to assign to each site a class label
which determines which one of the four clusters the site is in ([Fig. 2.13(a)]. Once
all sites have been assigned a label, we plot the sites on a grid, colored by their
class label [Fig. 2.13(b)]. Interestingly, sites with similar histograms form elongated
string-like regions. Finally, we choose an arbitrary point [green star in Fig. 2.13(c)]
and calculate the embedded distance (Euclidean distance in the embedded space)
of each point to this arbitrary point in Fig. 2.13(a). Again, sites that share similar
histograms with the green star site form string-like regions. Sites in these regions
are synchronized in the sense that they occupy a similar region of the phase space.
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Figure 2.12: Spectral embedding of the site stress histograms. The number of data
points equals the size of the system. The noise η increases from 0.01 to 0.09 from
(a)–(j). For η < ηc, data forms clusters, implying sites form groups of different limit
cycles, according to the similarity in their histograms. For η ≥ ηc, there is only one
single cluster and therefore all sites have similar histograms.
What happen to the synchronized regions as the noise level increases? In Fig. 2.14,
we show the synchronized clusters at different level of noises. As noise increases
from (a) (η = 0.01) to (d) (η = 0.07), we notice that the string-like synchronized
regions become shorter as noise increases.
Because we also observe ergodicity breaking transition using parallel update
[Fig. 2.11(b)], we expect the existence of regions of synchronized sites below the
transition noise ηc. Figure 2.15 visualized the synchronized sites, similar to Fig. 2.14.
We observe that the synchronized sites form clusters that are more compact, in
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Figure 2.13: (a) Labelling the data in the embedded space using K-means clustering.
(b) coloring sites according to their class label in (a). (c) color map of the closeness
of the sites to an arbitrary chosen site (denoted by a green star at coordinate (32,9)).
Closeness is defined to be the Euclidean distance in the embedded space (a). (c)
shows “strings” of synchronized regions.
comparison to the more string-like clusters observed in LIFO. Qualitatively, the size
of the synchronized clusters becomes smaller as the transition noise is approached.
In conclusion, the effective ergodicity breaking at η ≤ ηc involves the synchro-
nization of sites into different limit cycles. Using embedding and clustering methods,
we find that these synchronized sites form string-like regions of synchronization at
η < ηc. As noise increases, the synchronized region becomes more noisy and less
string-like. At the transition noise ηc, the synchronized sites are more or less ran-
domly distributed.
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Figure 2.14: Synchronized cluster at (a) η = 0.01, (b) η = 0.03, (c) η = 0.05
and (d) η = 0.07. The model is simulated using LIFO. As η increases, the string-
like synchronized regions become shorter and more noisy. At η = ηc = 0.07 (d),
the synchronized sites are very much disentangled and no longer form a string-like
structure.
2.3 Time series analysis in the OFC model
In this section we will investigate temporal distributions such as the recurrence
distribution and the power spectrum of the OFC model at different level of noises.
We will also conduct the study for the three update methods: LIFO, FIFO and
parallel. Finally, we will give an overview of the statistics of the OFC model at zero
noise.
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Figure 2.15: Synchronized cluster at (a) η = 0.01, (b) η = 0.03, (c) η = 0.05 and
(d) η = 0.07. The model is simulated by parallel updates. As noise increases, the
compact synchronized regions becomes smaller.
Recurrence distribution
We will first consider the recurrence distribution D(τ, sc) for event sizes s > sc.
Using a LIFO update, the waiting time distribution is exponential (linear in log-
linear plot) for all values of noise except at ηc. The exponential form of D(τ, sc) is
relatively robust to different cutoffs sc. This shows that the point process of events,
defined as events with s > sc, is memory-less and is Poissonian for η 6= ηc (the
duration between events has zero autocorrelation). At η = ηc, D(τ, sc) in a log-
linear scale is a convex function in τ . We find that D(τ, sc) seems to fit a stretched
exponential exp(−τ/τsc)γ with γ ≈ 0.28 for sc = 22, 000. The results show signs
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of a power-law autocorrelation for the duration between events [7] for the event
point process at criticality, which is reminiscent to critical slowing down in system.
Note that the recurrence distribution of large events in the OFC model does not
agree with the empirical scaling function Eq. (1.45), which is a power-law with an
exponential cutoff rather than a stretched exponential function.
Due to the lack of memory of a Poisson process, it is impossible to utilize histor-
ical events in a OFC model away from ηc to predict the time to the next earthquake
(bus-waiting “paradox”). It is however possible to exploit the power-law autocorre-
lation at critical noise to make some degree of prediction.
S(f) of total stress
First we will look at the total stress time series of the nearest-neighbor OFC model
using LIFO. We compute the power spectrum S(f) of the total stress for η < ηc
[Fig. 2.18(a)], η = ηc [Fig. 2.18(b)] and η > ηc [Fig. 2.18(c)]. The spectrum is close
to 1/f 2 for η < ηc and η > ηc, i.e., a random walk. At η = ηc, S(f) = 1/f
α where
α ≈ 1.6. From Eq. (1.39), 1 < α < 2 means a slower decaying autocorrelation and
thus longer memory. This behavior is reminiscent to critical slowing down when
autocorrelation become more and more significant as criticality is approached.
The total stress of the system increases only via the zero velocity limit updates
and decreases via dissipation when sites fail. The implication of the 1/f 2 spectrum
is, therefore that one cannot utilize the size of the present event size to forecast
the future event size. At η = ηc, however, the 1/f
β spectrum (where 1 < β < 2)
suggests some degree of event clustering: large (small) events tend to follow another
large (small) event. The clustering of events is reminiscent to the foreshocks and
aftershocks in earthquakes. Therefore, it is in principle possible to forecast future
event sizes using information from the past.
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Figure 2.16: Recurrence distribution D(τ, sc) of events above different values of
the cutoff sc for (a) η = 0.04 and (c) η = 0.10. ◦ corresponds to the smallest
value of cutoff and  corresponds to the largest value of the cutoff (the locations of
the cutoffs are marked by the dashed lines in the event size distribution in (b) for
η = 0.04 and (c) for η = 0.10. The recurrence distributions for both values of noise
are exponential, suggesting that the point process is Poissonian.
When using FIFO and parallel updates, however, we do not observe the similar
critical slowing down near the effective ergodicity breaking transition: the power
spectrum S(f) is consistently 1/f 2 for all values of noise.
Next we look at the total stress power spectrum for R = 2 and R = 3 in Fig. 2.19
using LIFO. For R = 2, S(f) is qualitatively similar to that in R = 1, i.e., a 1/f 2
spectrum at η 6= ηc. At η = ηc ≈ 0.04, the spectrum is very close to 1/f . For
R = 3, we observe an interesting characteristic peak in the power spectrum for low
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Figure 2.17: (a) Recurrence distribution D(τ, sc) of events for s > sc at η = 0.07 =
ηc. ◦ corresponds to the smallest value of cutoff and  corresponds to the largest
value of cutoff. The recurrence distribution is no longer exponential, i.e., not Pois-
sonian. (b) logD(τ, sc) is well fitted by τ
γ with γ = 0.28 < 1, which signifies that
the process possesses a power-law autocorrelation C(τ) ∼ τ−γ [7].
noise. As noise increases, the peak disappears. The existence of a peak in the power
spectrum suggests periodicity in the total stress time series. This behavior is similar
to the findings in Ref. [58], which shows that at long range (R = 20) and low noise,
the OFC model evolves into a periodic state. In general, we see a qualitative change
in the power spectrum when the critical noise ηc is approached at different values of
the stress transfer range R, which suggests some form of critical slowing down, and
an increase in the complexity of the time series [4] at the critical point.
S(f) of event size s(t)
I now look at the power spectrum S(f) of the event size time series s(t). Figure 2.20
shows that for η < ηc and η > ηc, S(f) ∼ 1, i.e., s(t) is essentially white noise. At
ηc, however, S(f) ∼ 1/fα, where α = 1.6 > 0 at low frequency (f < 4× 10−4), or at
long time scales (T = 1/f > 2500). Note that for η 6= ηc, the exponent of the power
spectrum of the total stress (α ≈ 2) and that of the event size (α ≈ 0) suggest that
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Figure 2.18: The power spectrum S(f) of the R = 1 OFC model total stress time
series. (a) η < ηc, (b) η > ηc and (c) η = ηc. The total stress time series is a random
walk when η 6= ηc. An increases in memory is seen for the total stress time series at
ηc.
the event size (white noise) is like the “derivative” of the total stress (Brownian
motion). This analogue makes sense: When the event size is below some moving
average, stress added by the ZVL wins and the stress of the system increases; while
when the event size is above some moving average, stress dissipated by the failures
wins and the stress of the system decreases.
The result suggests that prediction is possible only at the critical noise ηc if one
utilizes the the series s(t). The result seems to contradict the belief of unpredictabil-
ity at critical point [12,18].
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Figure 2.19: The power spectrum S(f) of the total stress time series at R = 2
(a)–(c) and R = 3 (d)–(f). The total stress time series is essentially a random walk
when η 6= ηc (ηc ≈ 0.04 for R = 2 and ηc ≈ 0.01 for R = 3), i.e., 1/fα where α ≈ 2.
When η ≈ ηc, α < 1. This suggests an increase in the complexity of the total stress
time series [4].
S(f) of activity J(t)
It was first argued in Ref. [12] that the BTW model exhibits a 1/f noise. This is
later shown to be incorrect. It was shown that the spectrum is actually closer to
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Figure 2.20: The power spectrum S(f) of the R = 1) OFC model event size time
series for (a) η < ηc, (b) η > ηc and (c) η = ηc. The event size time series is
essentially a white noise (S(f) ∼ 1) when η 6= ηc. At η = ηc, the exponent of the
power spectrum α is no longer zero (at low frequencies), suggesting the presence of
memory.
1/f 2 [59, 60]. The way Ref. [12, 59, 60] calculate the power spectrum is by looking
at the activity time series J(t), which is constructed as follows:
J(t) =
∑
i
fi(t− ti), (2.19)
where the time t here is measured by the steps within the plate update in the parallel
update; ti is the time when the system is loaded by the i
th zero velocity limit (ZVL),
or the beginning of the ith plate update. fi(t − ti) is the number of supercritical
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sites that relax at time t− ti since the ith plate update. The power spectrum S(f)
is then calculated by taking the square of the Fourier transform of the J(t)
S(f) = |Jˆ(t)|2 = lim
T→∞
1
2T
∣∣∣ ∫ T
−T
J(t)ei2pift
∣∣∣2 (2.20)
Here, we compute the power spectrum S(f) of the activity J(t) below, at, and
above the critical noise ηc. The activity J(t) is well-defined only when using parallel
updates and its definition is given in Eq. (2.19).
Figure 2.21: The power spectrum S(f) of the activity time series J(t). (a) η < ηc,
(b) η > ηc and (c) η = ηc. The “power law” only fits to less than one decade.
For large values of f , S(f) ∼ 1/fα with α ≈ 2 for η < ηc and α ≈ 3 for η = ηc.
The plateau for small values of frequency means that the activity of avalanches far
53
apart in plate updates are essentially uncorrelated (white noise). Similar to Ref. [61],
the domain of a good power-law fit is limited to one order of magnitude. Contrary
to Ref. [61], I do not observe α ≈ 2 for the activity J(t) with periodic boundary
conditions and finite noise.
Periodic state at zero noise
For the periodic boundary condition OFC model at zero noise, two types of periodic
states can be defined: a single failure periodic (SFP) state where only one site fails
per plate update and a multiple failure periodic (MFP) state where multiple sites
fail per plate update [8]. Whether the system evolves into a SFP state or a MFP
state depends on the initial condition. Intuitively, high dissipation favors the SFP
state. Figure 2.22 shows that the probability of realizing a MFP state decreases
monotonically with α. We use L = 64 and LIFO here. The transition from the SFP
state to the MFP state is more like a crossover and the crossover occurs at α ≈ 0.2.
This crossover in agreement with Ref. [8].
Figure 2.22: The probability of a multiple failure periodic state as a function of α.
The crossover occurs at α ≈ 0.2, which is similar to the value reported in Ref. [8].
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The time series of the total stress at zero noise is also periodic. From the power
spectrum in Fig. 2.25, we observe that at high dissipation, the total stress time series
only has one frequency peaked at 1/L2 ≈ 2.4× 10−4. As α → 0 , higher frequency
modes start to appear. Also note that the transient of the total stress time series is
much shorter than that of the event size. As mentioned, it is possible that two or
more sites become degenerate at zero noise and are triggered to fail at the same time
by the ZVL. In the literature [8], such degenerate failures are counted as one failure.
Only causal topplings count as multiple failures. Therefore, we will from here on
define the event size s by dividing it by the number of degenerate sites before the
ZVL.
The event size distribution ns of a SFP state is trivial, i.e., ns = δs,1. For MFP
state, ns does not show good power law behavior for high dissipation [Figs. 2.23(b)
and (c)]. As the dissipation decreases, ns becomes more like a power law, albeit
only spanning one order of magnitude. At α = 0.02, we observe a power law event
size distribution with τ ≈ 1.95 [Fig. 2.23(d)]. The site stress histogram is similar
to that for low noise, i.e., the stress is organized into different stress bands. One
might expect from Fig. 2.26 that at zero noise, the stress bands should be narrowly
peaked. In fact, the stress bands at zero noise are wider. The width of the stress
bands is also positively related to the value of α dissipation. This relation between
the temporal and spatial ordering was first reported in Ref. [8] and is noted to be a
common feature in cellular automata [62] and coupled map lattices [63].
Conclusion
The power spectrum of the total stress [Fig. 2.18(c)], and of the event size (Fig. 2.20),
and the recurrence distribution of large event (Fig. 2.17) show evidence of nontrivial
memory in the system at η = ηc using LIFO. This behavior is reminiscent of critical
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Figure 2.23: The event size distribution at zero noise for different values of α. For
α = 0.3, the system is in the single failure periodic (SFP) state with ns = δs,1. As
α → 0, multiple failure periodic (MFP) states are more likely. See Fig. 2.22. At
high levels of dissipation, the event size distribution is not a power law. As α→ 0, a
power law is restored. Note that s is normalized by the number of degenerate sites.
slowing down. The abnormal long memory at η = ηc suggests prediction using tem-
poral information is feasible at criticality. There is a vast set of the machine learning
models which utilize temporal information for predictions. Examples include the re-
currence neural network (RNN) and long-short term memory (LSTM) network. In
the next section, we will use information immediately before an avalanche to predict
the size of the event using machine learning.
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Figure 2.24: The total stress at different levels of α at zero noise. For α = 0.3,
the total stress is highly periodic with period T = L2; (a) corresponds to the single
failure periodic state. (b)–(d) correspond to the multiple failure periodic states. See
Fig. 2.23.
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Figure 2.25: Power spectrum of the total stress at zero noise at different values of
α. At each value of α, we average the spectrum over 10 initial condition. For high
values of α, the spectrum is peaked at fmax = 1/L
2. As α→ 0, high frequency modes
appear and the spectrum becomes strongly dependent on the initial condition.
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Figure 2.26: The site stress distribution at different values of α at zero noise. The
distribution is averaged over 100 different initial conditions. The stress is organized
into bands. The more conservative the system, the narrower the stress bands. This
relation was first reported in Ref. [8].
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CHAPTER 3: Prediction in the OFC model
The aim of this chapter is to explore the predictability of the OFC model at finite
noise. We will try to predict the event size when the system reaches a stochastic
stationary state. We will in particular focus on the predictability as the system
approaches criticality. At the end, we will also explore the predictability at zero
noise.
3.1 Prediction using spatial information
We will first investigate the predictability of the OFC model at finite noise. Since
we know that the event size distribution at finite noise pretty much follows a power-
law distribution, our goal is to predict the event size s (the number of failed sites)
given the stress grid before stress has been added using the zero velocity limit and
before the onset of an event. First, we need to understand the effect of noise on the
evolution: whether the outcome of a plate update is greatly affected by the choice
of different random sequences. To answer this, we look at the heritability [37] of the
system.
Heritability
As defined in Ref. [37], heritability measures how much the final state of the system
depends on the realization of the random sequence. If two stress grids with the
same initial condition and evolve under different random number sequence give a
drastically different event size s after the plate update is concluded, there is no hope
for any machine to make any predictions. Since we are dealing with continuous final
state, i.e., the event size s, instead of using Eq. (1.21) to measure heritability, we
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simply just measure the spread of the s due to different random sequences. We then
define heritability simply as the fluctuation of s:
q ≡ E
[ σs
〈s〉
]
(3.1)
σs ≡
√
〈(s− 〈s〉)2〉, (3.2)
where 〈.〉 is the average over different random sequences. The expectation operator
E here averages over all initial conditions. We can refine this measure by redefining
the average to be over initial conditions with 〈s〉 ∈ [si, si + δ], where δ is some bin
size, giving
q(si) = Esi
[ σs
〈s〉
]
, (3.3)
where Esi is average over initial condition with 〈s〉 in bin [si, si + δ].
Figures 3.1(a) and (c) shows that for η < ηc and η > ηc, the fluctuations of event
size due to different realization of random sequence are small for very small and very
large event sizes. Events of medium size fluctuate the most. A similar trend is seen
at η = ηc [Fig. 3.1(b)], with the fluctuations for larger events significantly larger
than those of the very small events. For all values of the noise, the fluctuations for
any event sizes are well below 60%. These results suggest that it is more feasible to
predict the size of the small and very large events.
Prediction using spatial information
Before leveraging the power of the convolutional neural network, we first need to
understand the relation between the event size and simple features which can be
calculated easily, e.g., total (or average) stress and the spatial variance of the stress.
Table 3.1 shows that the event size s is strongly correlated with the average stress
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Figure 3.1: Heritability q(si) (defined in Eq. (3.3) as a function of the event size si at
(a) η = 0.04 < ηc, (b) η = 0.07 = ηc and (c) η = 0.10 > ηc. The non-monotonicity
of the curves in (a–c) shows that events of medium size are most susceptible to
different realization of random sequence (as noted by the “hump” of the curves in
the middle). (d) superimposes q(si) for the three different value of noises, with the
error bars removed.
for η < ηc and weakly correlated for η ≥ ηc. The event size is weakly correlated with
the variance of the stress for all values of η. Naturally, this correlation indicates that
the average stress can be a good predictor of the event size s.
Next we use the CNN to predict the event size. Figure 3.2 shows the general
architecture of a CNN: an image (in this case the stress grid ~σ) is fed into the
machine and the machine outputs a number, which in this case, is the event size s.
I first discuss the sampling method of the data (stress grid and event size). If we
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η R2(s, 〈σ〉) R2(s, varσ) η R2(s, 〈σ〉) R2(s, varσ)
0.03 0.48 7.40× 10−3 0.07 0.22 1.56× 10−3
0.04 0.42 2.00× 10−3 0.08 0.44 8.46× 10−2
0.05 0.52 5.00× 10−2 0.09 0.23 2.48× 10−2
0.06 0.49 1.2× 10−2 0.10 0.11 2.81× 10−5
Table 3.1: The Pearson correlation squared (R2) between the event size s and the
average stress 〈σ〉, and the correlation squared between s and the spatial variance
varσ for different values of the noise η. Due to this correlation, we will normalize
the stress grid before training the machine.
Figure 3.2: The general architecture of a convolutional neural network. A stress
grid σ(i, j) is fed into the machine on the left. After several layers of convolution
and coarse-graining (maxpooling), the original image of size N = L× L is reduced
to a single number, i.e., the event size sˆ; sˆ is then compared with the true event size
s simulated from the same initial stress grid.
are accepting samples at every plate update, we will run into two problems: First,
many stress grids look very similar. Although the temporal correlation between the
event size is small, the stress grid in general decorrelates very slowly. Second, we
will undersample large events if we accept every sample since the event size follows
a power-law distribution. This problem also arises in real earthquake forecasting, in
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which there are so few historically large earthquakes available in comparison to the
smaller earthquakes to train or to calibrate any prediction models. To avoid this
problem, we will sample a fixed number of events (5 events) for each event size. We
do this by first running the simulation for a long time (107 plate updates). We then
randomly choose 5 events for each event size. Since small events are more likely,
we in effect are choosing 5 events from a large pool of events, therefore, the chosen
events will be statistically far apart. Similarly, large events are less likely and so
the chosen events will again be statistically far apart. If there are less than 5 events
simulated for an event size, we will accept all the events. This only occurs for the
extremely large events.
To force the CNN to learn higher order features, we first remove the correlations
between the event size s and the first and second moments of the stress grid. We
normalize each stress grid ~σ by its average stress and the spatial variance. That is,
we rescale the stress σi,µ at site i for sample µ to σ˜i,µ ≡ (σi,µ − 〈σµ〉)/√varµ, where
〈σµ〉 = 1/N
∑N
i=1 σi,µ is the mean stress per site of sample µ and varµ ≡
∑N
i=1(σi,µ−
〈σµ〉)2/N is the spatial variance of the stress. In the following all references to the
stress will be to the rescaled stress and we will omit the tilde symbol. We will train
the CNN regressor using the rescaled stress grid ~σ, sampled with quasi–uniform
event sizes (see the appendix).
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Figure 3.3: The event size distribution ns versus s (top row) and the true values
of s versus the predicted sˆ event sizes for (a) η < ηc, (b) η = ηc, and (c) η > ηc
(bottom row). Perfect prediction is represented by the dashed diagonal line. Note
that the CNN successfully predicts event sizes only for s & sc. The vertical dotted
line denotes s = sc.
To assess the performance of the machine, we show in Fig. 3.3 the predicted event
size sˆ versus the true event size s. The top row shows the event size distribution
ns at different values of η. The bottom row shows the predicted event sizes versus
the true event sizes. We see that for η < ηc, the machine performs impressively at
predicting events that are larger than sc [see Fig. 3.3(a)]. For η > ηc, the machine
performs less impressively [see Fig. 3.3(c)]. At η = ηc, the machine fails at predicting
events of all sizes [Fig. 3.3(b)]. The better performance below ηc is probably due
to the limit cycle behavior below ηc [6]. Note that the “cutoff” in ns at η = ηc in
Fig. 3.3(b) is due to finite size effect.
In Fig. 3.4 we plot the testing error
Err(log sˆ, log s) ≡
√√√√ M∑
i=1
(log si − log sˆi)2/M (3.4)
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as a function of η. Here M is the number of samples in the testing set. The reason
for using log s instead of s in the error function is because of the larger fluctuations
in (sˆ− s) for larger s and because we are interested in the relative error rather than
the absolute error. The peak at ηc indicates that prediction is not possible in the
OFC model at criticality using only the stress grid and the CNN.
We next look at how the values of the dissipation parameter α affect the pre-
dictability of the system as α → 0. No scaling function has been found to fit the
dependence of ns on α in the nearest-neighbor OFC model. Nevertheless, we can
determine the cutoff sc,α from ns as the value of s for which ns deviates from a
power law (see Fig. 3.5). As α decreases, the cutoff sc,α increases. We observe that
the onset of predictability is close to sc,α and the trend persists for different values
of α.
Figure 3.4: The testing error of the predicted event sizes as a function of the noise η.
The testing error is given in Eq. 3.4. Here M is the number of samples in the testing
set. The vertical dashed line indicates the location of the critical noise ηc ≈ 0.07 [6].
Note the poorer predictability as the critical point (denoted by the vertical dashed
line) is approached.
The extraordinary agreement of the predicted event size by the CNN and the
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Figure 3.5: Top: the event size distribution ns for different values of α. Bottom:
the true values of s versus the predicted sˆ event sizes for α = 0.01 (+), 0.02 (×)
and 0.03 (◦). Note that the onset of predictability occurs for s & sc,α. The vertical
dashed line indicates the estimated cutoff sc,α for different values of α.
true event size demands an explanation, which we will discuss in the next section.
3.2 Interpreting predictability
Occlusion sensitivity analysis
We next explore the features that the machine have learned which allow it to success-
fully forecast the size of the non-scaling events and discuss why the critical events
are difficult to forecast. We will use occlusion sensitivity analysis [64] to identify the
regions of importance of the images that are used by the CNN. For example, the
face of a dog is expected to contain the most relevant features in determining the
type of animal. Hence, blocking the face of the dog should increase the classification
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error of the CNN. We implement a similar analysis by defining an occluded region
in the stress grid and sweeping the occluded region across the entire image to create
a map that shows the regions that are the most sensitive to the occlusion. In this
way we associate the region that gives the largest change in the predicted event size
sˆ with the region that is most useful in determining the size of the event.
Figure 3.6: Top row: the number of times that a site has failed (failure map).
Brighter colors represent more failures. Second row: the sensitivity map from the
occlusion sensitivity analysis. Darker regions are more sensitive to the occlusion of
that region. Third row: local average stress map. Darker colors represent higher
stress. Bottom row: several channels (features) chosen from the third layer in the
CNN. Note that the four rows are structurally similar for (a) η < ηc and (c) η > ηc.
In Fig. 3.6 we visualize three randomly chosen samples for which s > sc for (a)
η < ηc, (b) η = ηc, and (c) η > ηc. In the top row we show the failure maps,
which correspond to the number of times that a site has failed. In the second row
we show the sensitivity maps from the occlusion sensitivity analysis. Because we
chose events of size s > sc, an occlusion that yields a decrease in the predicted
event size sˆ implies a worse prediction. For η 6= ηc, the region that gives the largest
decrease in sˆ if occluded coincides with the failure region. We call the region with
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the largest increase in sˆ if occluded the sensitive region. In the third row, we plot
the local average stress map. To determine this map, the local average stress of a
site is computed by averaging the stress of sites within a square of linear dimension
b = 10, centered at that site. Note that the region of high local stress overlaps
with the failure and most sensitive regions. This consistency is reasonable because
regions with high local stress have a greater probability of initiating and sustaining
a large event.
Among the 32 channels in the third layer of the CNN we chose the channel that
is visually the most similar to the structure of the failure region. We interpret the
channel as the high level feature learned by the CNN. We plot the channels in the
bottom row of Fig. 3.6. From these channels, we see that the machine has learned
the connection between the high local stress and failure regions.
Figure 3.7: The density of the high stress region φ˜ versus ηc − ηc. We hypothesize
that the decrease in predictability at ηc is due to the decrease in the density of the
high stress region because the CNN has a more difficult time identifying the high
stress region.
To understand why prediction is difficult at η = ηc, we look at the failure maps
in the top row of Fig. 3.6. We see that the failure regions become more diffuse
at ηc compared to the more compact failure regions away from ηc. Although the
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local average stress map and the failure map remain qualitatively similar, the stress
gradient between the high local stress region and the surrounding background is
much smaller at η = ηc.
More quantitatively, we define a high stress region as a collection of nearest-
neighbor sites whose local stress is above the cutoff σc. We define σc as follow: the
local average stress of a stress grid follows a normal distribution with mean 〈σ˜〉 ≈ 0
and variance v˜ar. We define the cutoff σc to be σc = 〈σ˜〉 +
√
v˜ar, i.e. one standard
deviation above the mean stress. We measure the radius of gyration Rg of the largest
high stress region in each sample and define the density of the high stress region φ˜ as
the sum of the local stress within the area of radius Rg divided by piR
2
g. The density
of the high stress region φ˜ decreases as ηc is approached (see Fig. 3.7). The smaller
density difference makes it more difficult for the machine to obtain the appropriate
cutoff for the high stress region, thus making prediction more difficult. Multiple
failures occur when sites fail more than once and are more prominent for very large
events for η 6= ηc, which is why the machine underestimates the event sizes of very
large events [see Figs. 3.3(a) and (c)].
The occlusion sensitivity analysis shows what regions are important to the pre-
diction problem. Not surprisingly, the extent of the region of high stress is a good
indicator of the event size. The nontrivial part here is that the machine is able to
learn the optimal cutoff to define such high stress region. How important are other
geometric features in the stress grid? We will explore this questions in the next
section using a different machine called random forest.
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Importance of different geometric features
Equipped with the intuition of what the CNN has learned, we next look at how
important different geometric features are to predict the event sizes. The geometric
features will be constructed from the stress grid by first defining the high stress
clusters h(~x). To do so, we define a stress cutoff above which a site ~xi is said to
be in the high stress state, i.e., h(~xi) = 1. If the stress of a site is below the stress
cutoff, h(~xi) = 0. A collection of nearest-neighbor high stress sites form a high
stress cluster. The cluster is constructed using the Leath-type algorithm1 [65]. Note
that the high stress cluster constructed here is different from the high stress region
defined in the previous section. The former is derived from the stress grid while the
latter is derived from the local average stress grid.
Figure 3.8 shows the largest and second largest high stress cluster at different
cutoffs, ranging from σc = 1.47 in (b) to σc = 1.57 in (f). Obviously, in order
to make use of the geometric features of the largest and second largest high stress
cluster to predict the event size, a proper cutoff σc is needed. If σc is too small,
the largest high stress cluster becomes a huge spanning cluster that includes most
of the sites [Fig. 3.8(b)]. If σc is too large, the high stress cluster will be very small
(Fig. 3.8f). There is no pointer to the proper value of σc. Therefore, we will try out
a range of values of stress cutoff and observe the corresponding performance of the
machine.
Next we define a collection of geometric features derived from the two-largest
1Leath algorithm is a recursive algorithm which starts at an occupied site. It looks at the neigh-
boring sites and checks if they are occupied. If they are occupied, it will check their neighboring
sites. The process repeats until all sites have been checked.
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Figure 3.8: (a): The heatmap of a stress grid at η = 0.04. (b–f): The largest
(orange) and second largest (white) high stress cluster at cutoffs σc =1.47, 1.50,
1.53, 1.55 and 1.57 respectively. A high stress cluster is a collection of nearest-
neighbor connected sites which have stress above the stress cutoff σc. Note that the
profile and the location of the high stress cluster are very sensitive to the value of
the cutoff.
high stress clusters. The radius of gyration of a high stress cluster is defined as
Rg =
√∑
i∈C |~xi − ~xCM |2h(~xi)∑
i∈C h(~xi)
, (3.5)
where the summation is over sites which belong to cluster C and ~xCM is the center
of mass of cluster C. Defining the span of the high stress cluster to be piR2g, we
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define the density of the high stress cluster to be
φ ≡
∑
|~xi−~xCM |<Rg h(~xi)
piR2g
. (3.6)
When the high stress cluster is elongated/string-like, we can no longer assume the
cluster is spherical. To account for such property, we can measure the compactness
C of the cluster:
C ≡ 4pi × Area
Perimeter2
. (3.7)
The upper bound of C is 1 if the cluster is perfectly compact, i.e., is a sphere and
decreases as the object becomes less compact, e.g., for a square, C = pi/42. We can
also measure the size sc of the cluster as the number of sites in the cluster
sc ≡
∑
i∈C
h(~xi). (3.8)
We can measure the distance between the center of mass of the two largest cluster:
dCM ≡ |~x(1)CM − ~x(2)CM |. (3.9)
Finally, we count the number of high stress clusters Nc of a given configuration.
The set of geometric features {φ,Rg, sc, C, dCM , Nc} of a given configuration will
be used to predict the subsequent event size s. We will use a random forest (RF)
machine for this prediction problem. A random forest classifier takes in a collection
of features, which in our case is {φ,Rg, sc, C, dCM , Nc} of the two largest clusters,
and output the predicted event size sˆ. From now on, we will introduce a shorthand
notation {(φ,Rg, sc, C, dCM)2, Nc} to denote the geometric features of the two largest
2The algorithm we used to calculate C also measure the inner perimeter. Therefore, the
perimeter of a compact cluster will be smaller than that of the same cluster but with voids.
73
Figure 3.9: Architecture of a random forest used in this prediction problem. The
number of decision trees and the depth of each trees are determined by cross-
validation (for detail, see the appendix).
high stress clusters plus the total number of high stress clusters. We first look at
the performance of the machine as a function of the stress cutoff σc in Fig. 3.10.
Figure 3.10 shows that at η = 0.04, the optimal cutoff σ∗c to the high stress
cluster is 1.54. We also find that the optimal cutoff for η = ηc = 0.07 and η = 0.10
is σ∗c = 1.54 and σ
∗
c = 1.61 respectively. In Fig. 3.11, we show the predict event size
sˆ by the RF versus the true event size s, using the optimal cutoff at (a): below ηc,
(b) at ηc and (c) above ηc. The performance of the RF is strikingly similar to that of
the CNN in Figs. 3.3(a)–(c). This suggests that the RF may have learned the same
features the CNN did. Next we look at which features the RF deems important.
The importance of a feature is calculated by looking at how much that feature
decreases the weighted impurity in a tree. The decrease is then averaged over an
ensemble of trees. The feature that yields the largest decrease will be the most
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Figure 3.10: The mean square error (MSE) of the logarithm of the event size s,
using the random forest machine. The optimal cutoff, which yields the lowest MSE,
is σ∗c = 1.54. Data is simulated at η = 0.04.
important. In Fig. 3.13, we see that for σc ≤ σ∗c [Figs. 3.13(a) and (b)], the most
important feature is the size of the largest high stress cluster sc1. This feature is
similar to what the CNN has learned. As we increase σc > σ
∗
c [Figs. 3.13(c) and
(d)], the number of high stress clusters Nc becomes the most important parameter.
Interestingly, at σ∗c pFig. 3.13(b)], only the geometric features of the largest cluster
are relevant to the prediction of the event size s.
The result of the prediction using both the CNN [Fig. 3.3(a)] and RF [Fig. 3.11(a)]
indicates the indistguishability of events whose sizes satisfying a scale-free distribu-
tion. This indistguishability implies that the geometric features of the high stress
clusters of scale-free events are similar. To see this, we visualize the state space
{(φ,Rg, sc, C, dCM)2, Nc} by embedding it onto a 2D manifold by means of the t-
distributed Stochastic Neighbor Embedding (t-SNE) [66] in Fig. 3.12. Once the data
is embedded onto a 2D space, we color the data by the logarithm of the event size
log s. From Fig. 3.3(a), we estimate the onset of the exponential cutoff to be around
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Figure 3.11: The event size distribution ns versus s (top row) and the true values of
s versus the predicted sˆ event sizes by RF for (a) η < ηc, (b) η = ηc, and (c) η > ηc
(bottom row). Perfect prediction is represented by the dashed diagonal line. The
performance of the RF is very similar to that of the CNN in Fig. 3.3(a–c).
scutoff ≈ 3000 (log scutoff ≈ 3.5). We denote samples with s < scutoff by ◦ and those
with s > scutoff by 4 in Fig. 3.12. The scaling events , which span three orders of
magnitude, occupy roughly the same region of space (below the dashed line). There-
fore, the scaling events possess similar geometric features. The non-scaling events
occupy a different region (above the dashed line) than the scaling events. Therefore
they possess different geometric features than those of the scaling events.
Using the set of features {(φ,Rg, sc, C, dCM)2, Nc} of the two largest high stress
clusters, we found that for a proper stress cutoff, the performance of the RF machine
can be as good as that of the CNN. This implies that the features chosen here are
likely to be what the CNN has learned. The non-monotonicity relation between the
RF machine performance and the stress cutoff implies that the CNN is able to learn
the nontrivial optimal stress cutoff, which can be considered as the advantage of the
CNN over RF.
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Figure 3.12: Embedding the state space {(φ,Rg, sc, C, dCM)2, Nc} into a 2D space
using t-SNE. The color represent the logarithm of the event size log s. Events in the
exponential cutoff region (s > scutoff are denoted by 4 while those in the scale-free
region (s < scutoff) are denoted by ◦. The scaling events ◦ (below the dashed line)
are essentially occupying the same region of space. Therefore, events of different
sizes effectively have similar features.
Discussion
We have found evidence that events whose size distribution satisfies a power law
lack distinguishable features which allow the machine to predict their size. This
lack of distinguishable features is related to the difficulty of distinguishing between
the fluctuations and the background at critical points [10]. For the large non-scaling
events, there exists features that allow the machine to successfully predict the event
sizes. Similar conclusions are found for both the noise [6] and dissipation [61] tran-
sitions. Our results suggest that large non-scaling events are qualitatively different
from the smaller scaling events. This conclusion agrees with the conjecture [12] that
prediction is not possible at a true critical point, where there is no deviation from
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Figure 3.13: The importance of features, ranked from top to bottom, for different
values of σc. A shift in the most important feature is seen when crossing σ
∗
c . At the
optimal cutoff σ∗c , the geometric features of the second largest cluster seem to be
irrelevant.
a power law for large events.
It is known that small, large, and very large events in the long-range Rundle-
Jackson model [14] are due to different mechanisms, namely, fluctuations about the
spinodal critical point, failed nucleation, and arrested nucleation events, respec-
tively [?, 35, 67]. These different mechanisms suggest that very large events are in
principle distinguishable from other events. The caveat is that all three types of
events follow a power law, albeit with different exponents. It will be interesting to
see if a machine can learn the difference between the different scaling events. It is
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important to note that the failed and arrested nucleation events, despite the fact
that they satisfy a power-law distribution, do not exhibit the same diffusive nature
as the smaller events (spinodal fluctuations) on the Gutenburg-Richter scaling plot.
This difference appears to be what the CNN picks up.
The connection between the OFC model and real earthquake faults is compli-
cated. The complications involve not only the values of the exponents such as τ
and σ, but also the relation between the noise induced critical point in the model
and the possible existence of such a critical point in real faults. The stress transfer
range in real earthquake faults is governed by the long-range elastic force. For OFC
models with long-range stress transfer the values of σ and τ are different from those
in nearest-neighbor [6]. As the range increases, the value of the critical noise, ηc,
goes to zero. We also perform a similar study in the next- and next-next nearest-
neighbor OFC model. We observe qualitatively the same behavior that the machine
is unable to predict size of events which satisfy a power law.
In real earthquake faults the geometry of the fault changes the exponents τ and
σ in ways that are not well understood. The results in Ref. [53] indicate that there
is a relation between the spinodal critical point in the OFC model and scaling in
real faults, but the relation is not conclusive.
We note that the OFC model is a cellular automaton with no dynamics and no
real friction force. The effect of a more realistic dynamics and a velocity weakened
friction was studied in the long-range Burridge-Knopoff model [68]. It was found
that the dynamics of the long-range Burridge-Knopoff model is much richer than in
the OFC model, and it would be of much interest to apply machine learning to the
long-range Burridge-Knopoff model.
Our main result that forecasting in the vicinity of a critical point, even with
the assistance of machine learning, does not appear to be possible has implications
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beyond the area of earthquake forecasting. For example, Ref. [69] studies whether
we can forecast the occurrence of nucleation events in metastable states near the
spinodal critical point.
3.3 Prediction using temporal information
Figure 3.14: An example of the architecture of a simple deep neural network (DNN).
Here, the last three event sizes ({s(t− 3), s(t− 2), s(t− 1)}) are used to predict the
size of the next event sˆ(t).
So far we have shown that by using spatial information, prediction at criticality
in the OFC model is difficult, if not impossible. The result is in agreement with
the conjecture stated in Refs. [12, 18]. However, as we have shown in Chapter 2,
from the power spectrum of the event size time series (Fig. 2.20) and the recurrence
distribution of the event size time series (Fig. 2.17), the OFC model exhibits some
form of critical slowing down at the noise transition. The resulting autocorrelation
can, in principle, be used to make prediction.
Real earthquake forecast usually utilizes temporal information. For example,
Ref. [70] utilizing temporal information to predict “earthquakes” in a laboratory
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setting. In this section, we will explore the possibility of using temporal information
to predict event size in the OFC model.
We will use the same sampling method as before, for the reason we have ex-
plained. For each event, we record T event sizes preceded that event. From
Fig. 2.20(c), we see that at η = ηc, the event size time series is essentially a white
noise for time scale t < 5000. Therefore, T must be larger than 5000 to include
any non-white noise character in the time series. This suggests that we can denoise
the time series by applying a low-pass filter,3 which suppresses the random high
frequency fluctuations.
η = 0.04 η = 0.05 η = 0.06 η = 0.07
fcutoff = 0.005 −2.16± 0.32 −2.17± 0.24 −3.05± 0.35 −3.58± 0.33
fcutoff = 0.01 −2.58± 0.32 −2.18± 0.26 −2.93± 0.64 −3.53± 0.72
fcutoff = 0.05 −2.80± 0.46 −2.75± 0.22 −2.89± 0.33 −3.15± 0.41
Table 3.2: The R2 score of the DNN trained on the denoised historical event size,
at different values of noise. The spread in R2 is calculated from training five dif-
ferent machines (see K-fold cross validation in the Appendix). fcutoff indicates the
frequency cutoff used in the low-pass filter. We train the machine using 500 event
sizes prior to the current one.
η = 0.04 η = 0.05 η = 0.06 η = 0.07
fcutoff = 0.005 −2.82± 0.42 −2.34± 0.79 −2.44± 0.62 −3.68± 0.52
fcutoff = 0.01 −2.11± 0.33 −2.46± 0.36 −2.91± 0.88 −3.78± 0.50
fcutoff = 0.05 −2.34± 0.29 −2.72± 0.27 −2.43± 0.46 −3.47± 0.83
Table 3.3: The R2 score of the DNN trained on the denoised historical event size,
at different values of noise. The spread in R2 is calculated from training five dif-
ferent machines (see K-fold cross validation in the Appendix). fcutoff indicates the
frequency cutoff used in the low-pass filter. We train the machine using 1000 event
sizes prior to the current one.
For this prediction task, we will use a deep neural network (Fig. 3.14). The
3Here we use a Butterworth filter [71].
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input to the machine will be the denoised event sizes using the low-pass filter at
different cutoff frequencies fcutoff. Table. 3.2 and Table. 3.3 show the performance
(in term of R2 score) of the DNN using input of length 500 and 1000 respectively.
Table. 3.2 and Table. 3.3 show that the level of frequency cutoff fcutoff and the input
size do not change the performance of the machine and in general prediction using
the temporal information is impossible for all values of noise.
Discussion
Despite the time series analysis suggests a possibility in predicting events using
temporal information, we show that, by using DNN, the machine is not able to make
any meaning prediction using only temporal information. We therefore show that
spatial information is much more useful than temporal information in predicting the
event size. We want to note that our result is not the final verdict on the usefulness
of the temporal information. It is still possible that temporal information can be
utilized to make prediction if we use other types of machine learning model, such as
the more powerful recurrent neural network (RNN) and the long-short term memory
(LSTM) network [72], or different temporal features, such as higher level features
constructed from the raw time series.
Predictability at zero noise
In this section, we will investigate the predictability of the OFC model at zero
noise (η = 0). In contrast to the finite noise case, the dynamics at zero noise is
deterministic. From Chapter 2, we know that nearest-neighbor OFC model with zero
noise and periodic boundary condition can settle into either a single failure periodic
(SFP) state or a multiple failure periodic (MFP) state, depending on the dissipation
α and the initial condition. In both stationary states, the system is periodic and
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therefore prediction should be trivial. We will therefore use information during the
transient to predict whether the system will, after a transient, evolve into a SFP
state or a MFP state.
In comparison with the prediction at finite noise, where we perform regression,
here we will perform a binary classification instead. The two possible final states y
are the single failure periodic (SFP) (y = 0) state and the multiple failure periodic
(MFP) (y = 1) state. Next we want to make sure the samples used to train the
machine are balanced, i.e. same number of samples in the SFP state as those in the
MFP state. From Fig. 2.22, sampling in simulations ran at values of α which are far
away from the crossover αc ≈ 0.2 will be much slower than those closer to αc. Once
the sampling is finished, we normalize the samples by demeaning and standardizing
the stress grids, for the reason similar to that mentioned in the previous section.
Note that the sample classes are balanced and so a machine cannot achieve high
accuracy by always predicting the majority class.
In this section we will utilize the spatial and temporal information (separately) to
predict the final state of the OFC model at zero noise. We are interested in using the
information from the transient to predict the final stationary state. For prediction
using spatial information, we use the stress grid at the beginning of the transient as
the predictor and we will use a CNN. For prediction using temporal information, we
will use the first 1,000 event sizes during the transient as the predictor and we will
use a deep neural network. We also compare the performance of the sophisticated
neural network machine to that of a simple logistic regression machine. For the
logistic regression, we will use the average stress and the spatial stress variance to
predict the final state. Table 3.4 summarizes the performance in term of accuracy
of different machines at different values of α. Despite being deterministic, the final
state of the zero noise OFC model seems to be unpredictable.
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α Acclog(〈σ〉) Acclog(varσ) AccCNN(spatial) AccDNN(temporal)
0.14 0.50 0.52 0.50 0.50
0.20 0.51 0.51 0.50 0.48
0.24 0.49 0.52 0.51 0.51
0.30 0.49 0.52 0.50 0.50
Table 3.4: The accuracy of different machines to predict the final stationary state
of a zero noise OFC model. The first two columns show the accuracy of using the
logistic machine, trained on the spatial average and spatial variance of the initial
stress grid respectively. The third column shows the accuracy of using a CNN,
trained on the initial stress grid in the beginning of the transient. The last column
shows the accuracy of a DNN, trained on the first 1,000 event sizes during the
transient.
Conclusion
Using machine learning, we find that prediction is very difficult, if not impossible at
criticality in a driven-dissipative system. We show that, in both the noise-induced
and dissipation-induced transition, prediction using spatial information is possible
only if the event does not satisfy a power law. The result is consistent with the scal-
ing argument of the impossibility of predictability at criticality. Moreover, we find
that prediction using temporal information yields a much worse performance than
using spatial information. We suggest using better constructed temporal features
and a different machine learning model in future study.
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CHAPTER 4: Prediction in damage spreading in Ising model
In the chapter I will study predictability in another complex system which shows
scale-invariant behavior at criticality: the Ising model. In particular, I will look at
damage spreading in the Ising model and explore predictability close to the critical
point.
4.1 Damage spreading: an overview
Damage spreading involves how a pair of slightly perturbed systems evolves differ-
ently over time. To study damage spreading in the Ising model, we first prepare an
Ising spin configurations S at temperature T . Starting from infinite temperature, I
run a configuration for a fixed amount of time at temperature T . We will call this
period of time the transient. Then I make a copy of the configuration and perturb
the spin at the center by flipping it. We denote the perturbed configuration as S ′.
The two replicas (S, S ′) are then evolved by a Monte Carlo Markov Chain using the
same random number sequence, i.e., same order of sites are visited and the same
random number is used in determining the flipping/orientation probability. The
two replicas are then compared at each spin is visited. The sites with different spin
directions define the damage region. If the damage region does not go to zero, we
say that the damage spreads. Otherwise, we say the damage is healed. Note that
although we start the perturbation at the center spin and stop the simulation when
the damage reaches the boundary, the spin update algorithm assumes the periodic
boundary conditions.
Damage spreading is an non-equilibrium process, so we expect different algo-
rithms will yield different results. For example, Ref. [9, 73] shows that using the
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Glauber (spin-flipping) algorithm,
z=rnd(0,1);
if (z<p) σ(t+ 1) = −σ(t); else σ(t+ 1) = +σ(t); (4.1)
where p = 1/(1+exp(β∆E)) and ∆E is the change in energy due to the flip of spin.
Damage spreads for T > Tc and heals for T < Tc. However, using the standard heat
bath (spin-orientation) algorithm,
z=rnd(0,1);
if (z<p) σ(t+ 1) = +1; else σ(t+ 1) = −1; (4.2)
damage heals. Interestingly, both algorithms, if ran on only one replica, will yield
the same evolution. When two different replicas, evolves using the same random
number sequence, the two algorithms in general yield different evolutions. However,
once the two replicas become the same at any instant, they will remain the same
forever.
Reference [74] proposed that damage spreading is in the same universality class
of another non-equilibrium process called directed percolation. Directed percolation
is similar to the isotropic percolation model. A site at si(t) at time t can be active
or inactive, depending on its neighbor from the previous time step:
si(t+ 1) =

+1 if si−1(t) = 1 and z < p
+1 if si+1(t) = 1 and z < p
0 otherwise
(4.3)
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where z is a uniform random variable from 0 to 1. The control parameter of the
model is p. Assuming starting the percolation at one site, for p < pc, the growth of
the cluster will eventually stop. For p > pc, there is a probability that the cluster
will grow forever. Defining, in the limit of t→∞ and L→∞, the probability of a
randomly chosen site being active as P∞, at p = pc [9],
P∞ ∼ (p− pc)β. (4.4)
The distribution of the mass of the finite cluster M ≡∑∞t=0∑i si(t) in the p > pc
phase is proposed to satisfy the following scaling function [75]
n(M, p) ∼M−τf((p− pc)Mσ) (4.5)
which is similar to the (finite) cluster size distribution for the isotropic percolation
model. In damage spreading, we expect similar form of distribution for the cumula-
tive damage sites ∆ ≡∑∞t=0∑Ni=0 |σ(1)i (t)−σ(2)i (t)| for T > Tc. In Fig. 4.2, I observe
that n(∆, T ) shows a similar form as Eq. (4.5).
Heritability
How important is the influence of initial condition on the fate of damage spreading?
Do different random sequences change the evolution significantly? To answer these
questions, we define the final state s equal to +1 if damage reaches the boundary
before healing and −1 if damage heals before reaching the boundary. The heritabil-
ity, i.e., the influence of the initial condition on the final state, can be measured by
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Figure 4.1: The probability of a randomly chosen site being damaged as t → ∞
with L = 64. We measure P∞ as the fraction of damaged sites at the moment the
damage reaches the boundary of the system (which we take as the criterion that the
damage will spread indefinitely). P∞ is plotted against the distance to the critical
temperature Tc. Inset: the log-log plot of P∞ vs T − Tc shows good agreement with
a power law [9].
Figure 4.2: The cumulative damage ∆ ≡∑Tbt=0∑Ni=0 |σ(1)i (t)−σ(2)i (t)| distribution at
different proximities to Tc: T −Tc = 0.01 (◦), T −Tc = 0.1 (×) and T −Tc = 1 (4).
The hump at the right end of the histogram corresponds to the damages that reach
the boundary. We denote Tb to be the time for the damage to reach the boundary.
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computing the Edwards-Anderson like order parameter [38]
q = Eσ0 [〈s〉2]. (4.6)
where Eσ0 [.] is the expectation operator average over different configurations and
〈. . .〉 is the average over different random number sequences. q = 1 if initial condition
completely determines the final state and q = 0 if initial condition is irrelevant to
the final state. In Fig. 4.3, q is close to Tc and decreases logarithmically as the
temperature increases away from Tc. We therefore expect worse predictability at
higher temperatures. We also see that the longer the duration of the transient from
infinite temperature before damage is introduced, the higher the heritability.
Since we equilibrate the system from infinite temperature, the spin configura-
tion becomes less random the longer the transient, which then helps improve the
heritability. We want to stress that the higher heritability close to the critical point
does not necessarily mean higher predictability close to T = Tc. For example, note
the non-monotonic relation between the predictability and the stochasticity in the
OFC model.
4.2 Prediction using spatial information
Damage spreading in the Ising model is similar to the initiation of avalanches in the
OFC model: a perturbed site initiates an “avalanche” which spreads throughout
the system. In the OFC model, as long as α > 0, the spread must eventually stop.
In damage spreading in the Ising model using the Glauber dynamics, the damage
will eventually stop for T < Tc. For T > Tc, damage can spread indefinitely in an
infinite system. The probability of a randomly chosen site being damaged in the limit
t→∞ and L→∞ is P∞ ∼ (T − Tc)β. We therefore set up the prediction problem
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Figure 4.3: Linear-log plot of the heritability q, defined in Eq. (4.6), as a function
of T − Tc. High q means that the realization of different random sequences has less
effect on the final state. q decreases roughly as q ∼ − log(T − Tc) as temperature
increases above Tc. We therefore expect worse predictability at higher temperatures.
Different colors represent different durations of the transient before the damage is
introduced.
as follows: given the initial configuration and that we always perturb the spin at the
center of the grid, what is the probability of having an infinite/spanning cluster?
(Or in the simulation, the probability of the damage reaching the boundary.) Similar
to the methodology in predicting the event size in the OFC model, we will use a
CNN to learn, from the perturbed spin grid, whether damage spreads s = +1 or
heals s = −1 before reaching the boundary of the system. Note that we are doing
a binary classification problem instead of a regression problem.
Due to the stochasticity of the dynamics, in order to obtain less noisy data, for
each configuration, we denoise the final state s by averaging it over different random
number seeds. The denoised final state, s˜, is defined as the sign of the average, i.e.,
s˜ = sgn(s). where s is the average of the final state of the damage averaged over 10
random number sequences. From now on, we will train and test the machine using
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Figure 4.4: The accuracy of the CNN versus T − Tc. Different colors represents
different durations of the transient before the damage is introduced at the center
of the spin grid. Better performance is observed closer to Tc and when a longer
transient is used.
only the denoised final state. and we will drop the tilde notation.
Contrary to the result in the OFC model, we observe better predictability close
to the critical point (Fig. 4.4). This makes sense due to the lower heritability
(Fig. 4.3) at higher temperatures, but it also suggests that, contrary to the OFC
model, the “physics” at the critical point does not limit prediction. If we consider
the distribution of the cumulative total damage ∆ in Fig. 4.2, we might expect
the opposite conclusion: an easier distinction between the damaged samples and
the healed samples at higher temperature because the “hump,” which corresponds
to the damaged samples, is more well-separated from the power law part of the
distribution.
To understand better what the CNN has learned, we again train a random forest
machine using geometric features derived from the spin configuration.
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Figure 4.5: The accuracy of predicting the fate of damage spreading versus T − Tc
using the CNN (◦) and random forest (). The performance of the RF is in general
inferior to that of the CNN. Qualitatively, a higher accuracy is seen close to T = Tc.
4.3 Interpreting predictability
Importance of different geometric features
We will construct geometric features similar to those in Chapter 3, namely, the
density φ, the radius of gyration Rg, the size sc, compactness C (Eq. (3.7)), the
distance between the center of the grid to the center of mass of the two largest
clusters, and the number of clusters Nc. A cluster is simply defined as a collection
of nearest-neighbor parallel spins. Applying a random forest machine, we use the
feature sets {(φ,Rg, sc, C, dCM)2, Nc} (refer to Chapter 3 for the definition of the
notation) to predict whether damage spreads s = +1 or heals s = −1. We train
the machine with features constructed from the clusters. We compare the accuracy
from the RF to that from the CNN in Fig. 4.5.
Figure 4.5 shows that the performance of the RF is inferior to that of the CNN.
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Figure 4.6: Feature importance from the random forest machine. The uncertainty
of the importance of each feature is also shown. Similar to the OFC model, the size
of the largest two clusters sc1 and sc2 are the most important features in predicting
whether damage spreads or heals.
This suggests that the CNN has learned features that are not included in the set
of geometric features we use to train the RF machine. We have also trained the
RF machine using features constructed from the Coniglio-Klein clusters. We note
that the performance is much worse than if we use the original clusters. This is not
surprising because the construction of the Coniglio-Klein clusters is also a stochastic
process, thus adding extra noise to the prediction problem. Figure 4.6 shows the
ranked importance of different geometric features of the clusters. Similar to the
OFC model, the size of the largest two cluster sc1 and sc2 are the most important
features.
To get a better intuition, we construct another set of features using only the size,
compactness and distance to the center of the 10 largest clusters. We then reduce
the dimension of the original high dimensional (3 × 10 = 30 dimensions) feature
space to a lower dimensional (2D) space by means of principal component analysis
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(PCA) (Fig. 4.7).
Figure 4.7: The projection of the feature {sc1, . . . , sc10, C1, . . . , C10, dCM1, . . . , dCM10}
onto the first two principal components. Points in red are samples with damaged
final state (s = +1) while points in blue are samples with a healed final state
(s = −1). The two classes of samples (blue and red) are slightly separated (as seen
from the histograms) in this projected space.
PCA reduces dimension by finding directions (vectors) of the largest variance
in the data. By projecting the data in a more “natural,” lower dimensional space,
redundancy in the data is reduced. Figure 4.8 shows the profile of the first eigenvec-
tor (largest eigenvalue). The profile implies that whenever the compactness of the
largest cluster is large, the compactness of the next 5 largest clusters also tend to be
large. Similarly, whenever the size of the largest cluster is large, the size of the next
5 clusters tend to be small. This last relation is easily understood as follows: when
the largest cluster is large, it occupies more space and thus other smaller clusters
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Figure 4.8: The profile of the second principal component (the y axis in Fig. 4.7).
The x axis has an arbitrary scale. It shows that, for the healed (blue) samples in the
green dashed box in Fig. 4.7, the largest 6 clusters have above average compactness
(positive C0, . . . , C5), the largest cluster has above average size (positive sc0) and
the second to 6th largest clusters have below average size (negative sc1, . . . , sc5).
are allowed (and vice versa).
Figure 4.7 shows eight randomly chosen samples from the left (a) and the right
(b) green dashed box in Fig. 4.7. Visually, samples in (a) are more like samples
below Tc, i.e., |m| > 0 while samples in (b) are more like those at Tc, i.e., fractal-
like. Comparing the spin configuration in Fig. 4.9 with Fig. 4.7 and Fig. 4.8, the
largest cluster in samples in (a) are in general larger than those in (b). Summarizing
the observations, we see that close to Tc. damage in samples that are more “low
temperature-like” tend to heal while those in samples that are more “fractal-like”
tend to spread. This observation is consistent with the fact that below Tc damage
always heals [9].
Figure 4.9 suggests that |m| can be a good predictor. To quantify the correlation
between |m| and the final state, we perform a logistic regression using |m|, and we
compare the accuracy of the logistic machine using |m| to the RF and CNN in
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Figure 4.9: Spin configurations of eight randomly chosen samples from the left (a)
and the right (b) green dashed box in Fig. 4.7. Qualitatively, samples from the left
green dashed box are more “low temperature-like,” while samples from the right
green dashed box are more “fractal-like.” Samples in (a) mostly have healed final
states while samples in (b) mostly have damaged final states.
Fig. 4.10. The performance of the logistic machine is significantly worse than the
RF and the CNN.
As mentioned, we expect the spreading and healing events are more difficult to
distinguish close to T = Tc. This expectation comes from observing the cumulative
damage distribution n(∆) in Fig. 4.2. Close to T = Tc, the “hump” in n(∆) is
linked to the power-law part of the distribution, whereas for T  Tc, the hump
is well separated from the power-law part of the distribution. Because the hump
corresponds to the spreading events and the power-law corresponds to the healing
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Figure 4.10: Comparing the performance of the logistic classifier using |m| (4) to
that of the RF classifier () and the CNN classifier (◦). The performance using the
logistic classifier is significantly worse than that using the RF and the CNN.
events, we expect a more difficult distinction between the two types of events close to
T = Tc. In Fig. 4.11, we show again the cumulative damage distribution n(∆) at (a)
T−Tc = 0.01 and (b) T−Tc = 0.10 at the top. At the bottom we show the accuracy
of determining the final state s in each bin ∆. Qualitatively, events whose ∆ is near
the change between the hump and the power-law part of n(∆) are more difficult
to predict. Note that the fluctuations in the accuracy are largely due to the non-
uniform number of samples in each ∆ bin. For example, in Fig. 4.11(b), the machine
achieves “perfect” accuracy for events in the three ∆ bins between [102, 103]. This is
due to the scarcity of samples (< 10) in those three bins, compared to the abundance
of samples (> 100) in other bins. Despite the fluctuations in the accuracy, the trend
of a worse accuracy for events with ∆ at close to the interface between the hump
and the power-law part of n(∆) is still significant.
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Figure 4.11: Top: cumulative damage distribution n(∆) at (a) T − Tc = 0.01 and
(b) T − Tc = 0.10. Bottom: the accuracy of predicting s for events in each ∆ bin.
In general, the machine finds it is more difficult to predict s for events with ∆ near
the change from power-law behavior of n(∆).
Discussion
The drop in the predictability with the increase in temperature does not come as a
surprise. Due to the higher stochasticity at higher temperatures, the dependence of
the final state on the initial condition and the heritability decreases. The result is
at odds with the claim that predictability is difficult at criticality and is therefore
different from the conclusion made in the OFC model. In the OFC model, even
though stochasticity monotonically increases with the level of noise, the predictabil-
ity, as measured by the error rate of the machine, is not a monotonic function of the
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noise. This non-monotonicity demonstrates that predictability is very difficult if not
impossible at criticality due to the behavior of the critical point (e.g., more diffuse
high stress clusters). However, in damage spreading, we observe that predictability
monotonically decreases as stochasticity increases and as the system moves away
from the critical point. The result therefore suggests that in damage spreading,
there is no “physics” that prevents prediction at criticality.
The machine finds that for T ≈ Tc, damage is more likely to spread in fractal-like
configurations and more likely to heal in high-temperature like configurations. The
result shows the power of machine learning in discovering patterns. The pattern
recognition power of the machine learning can potentially be applied to damage
prevention. For example, the occlusion sensitivity analysis can be used identify to
spins that are important to damage spreading and therefore which spins to change
to lower the likelihood of damage spreading.
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CHAPTER 5: Concluding remarks
Summary
In this dissertation we investigated a novel phase transition induced by the noise
in the OFC model and discussed the temporal and spatial properties of the OFC
model as a function of the noise. In particular, I showed, using dimension reduc-
tion and clustering methods from machine learning, the synchronization behavior
of the model below the critical noise ηc. I also showed evidences of critical slowing
down as ηc is approached by looking at the power spectrum of the total stress and
the recurrence distribution of the event size time series. I showed that the event
size distribution is strongly dependent on the choice of the update method due to
the non-Abelian character of the OFC model. However, I found that the effective
ergodicity breaking behavior is robust to different update methods.
In the second part of the dissertation I studied the predictability of large events
in the OFC model and in damage spreading in the Ising model. The results indicated
that, using only spatial information, prediction in the OFC model is difficult at both
the η-induced and the α-induced critical points and that prediction of events whose
size satisfies a power-law distribution is difficult. In general, prediction using spatial
information is far more important than using temporal information. The conclusion
of predictability in damage spreading in the Ising model is different: prediction,
using spatial information, is more feasible as the critical temperature is approached
from above. We attribute the better predictability as the critical point is approached
from above to the higher heritability of the system as the temperature approaches Tc.
We also note that, unlike in the OFC model, the predictability in damage spreading
is monotonic in the level of stochasticity.
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Future work
Our work suggests the possibility of applying machine learning to make predictions
in complex systems. We suggest the next step is to make the system more realis-
tic. For example, earthquakes from fault systems usually display good Gutenburg-
Richter scaling, despite earthquakes in individual faults not following a power-law
distribution. It would be interesting to study the predictability of coupled OFC
models in which individual OFC lattices are run at different values of the noise. It
also would be interesting to see our methodology applied to other realistic systems,
including fractures and weakness in materials.
So far our work involves prediction using spatial information and temporal in-
formation separately. The next step will be to incorporate both the spatial and
temporal information to predict the event size. We suggest constructing features
from the historical geometric features of the high stress clusters and using a random
forest machine.
An interesting project which we have explored, but have not studied in depth,
is predicting the final state of a symmetry-broken system. An example includes
predicting the final magnetic state of a quenched Ising model (phase ordering).
Although our preliminary results showed that the final state trivially depends on
the magnetization of the system right after the quench, it would be interesting to
see if the machine is able to make predictions when the symmetry breaking is more
subtle, such as at a topological phase transition.
101
APPENDIX: Machine learning
5.1 Data preprocessing and cross validation
In supervised machine learning, the goal is to predict the target y using the data X.
Before training the machine, some data preprocessing has to be done. In general.
it involves demeaning the data X. Sometimes when the scale of the features are
very different, it may be necessary to standardize (demean + normalize) the data
as well. This is necessary when we use any neural network model and PCA (both
demean and standardize). In contrast, random forest is immune to different scales
in the features. It is also common to do feature selection by means of computing
the univariate correlation between each feature and the target y as part of the data
preprocessing. Feature selection is usually used before training a random forest.
We divide the data into 3 sets: training, testing and validation (both training and
validation constitute K-fold cross-validation). The testing set is put in a “vault”
when we train the model. First we use K-fold cross-validation to estimate the
optimal sets of hyperparameters. Once the optimal hyperparameters are found, the
machine is trained. The performance of the machine is assessed by applying it on the
test data. Note that in the case of selecting a subset of features before implementing
K-fold cross-validation, it is important to make sure the selection does not see the
fold-k validation set [76].
Cross validation can be very resource intensive when a machine is very complex
(e.g., neural network) and has a lot of hyperparameters. In the case of training a
CNN, a 1-fold cross validation is used to stop the machine from overfitting. The
architecture of the network is usually assumed and fixed in the beginning without
further tuning.
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5.2 Spectral embedding and K-means clustering
In Sec. 2.2, we identify synchronized clusters by using spectral embedding and K-
means clustering. Clustering algorithm usually involves estimating density of the
data in the feature space. Estimating density in high dimension is ineffective due
to the sparsity of data in high dimension. A usual technical is to embed the high
dimensional data by means of some embedding algorithm to a low dimensional data
(usually 2D for visualization purpose). Once the data is projected onto a lower
dimensional space, clustering can be done to group similar data.
5.3 Random forest
A decision tree partitions the feature space into a set of rectangles, and then fits a
simple model (e.g., a constant) to each one. In general, the best binary partition
in terms of a minimum sum of squares is computationally infeasible. Therefore, a
greedy algorithm will be used: At each step, the machine finds the optimal splitting
variable (which feature axis) and a split point so that the variance of the data in
the respective regions with respect to their averages is minimized. The process is
repeated for the sub-regions until the penalty for the complexity becomes too large
(the tree is pruned). This pruning is to prevent overfitting.
In general, the trees are unstable and have high variance due to the low bias
of each tree, i.e., the splitting can be vastly different when a small change in the
data is made. To reduce the variance in the trees when doing regression, boostrap–
aggregation or Bagging for regression, where a subset of data is sampled with replace-
ment (boostrapping) and the machine trained from the respective subset of data are
averaged (aggregating). For classification, boosting is used instead. In boosting, an
ensemble of weak learners (machines with very few parameters) evolves over time
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as they learn from their mistakes and at the end the members cast a weighted vote.
In bagging, the bagged trees are in general i.d. (not necessarily i.i.d.) Therefore
there might exist correlation among the bagged trees. The variance of the average
of the number of bagged trees, B, is
ρσ2 +
1− ρ
B
σ2. (5.1)
As the number of trees B increases, the second term vanishes. The reduction in
variance is thus limited by the first term, which is proportional to the correlation
among the trees. A Random forest thus builds a collection of decorrelated trees and
then averages them.
Because each node in a tree corresponds to one feature, we can calculate how
much that node contributes to the decrease in the variance of the split. The impor-
tance of each node (feature) can be measured by how much that node contributes
to the decrease in the variance.
5.4 Convolutional neural network (CNN)
The architecture of the CNN consists of 8 alternating layers of convolutional layers
and maxpooling layers (4 layers each). The depths of the convolutional layers are
8, 16, 32 and 64, each with a filter of size 5 ×5. We used zero padding on the
boundaries to ensure the same size after each convolution. The output of the last
maxpooling layer is connected to a fully connected neural network with one hid-
den layer of 25 nodes. All layers use relu (rectified linear unit) as the activation
function except the last layer, which uses a linear activation function. Dropout [77]
with dropout rate = 0.1 is applied to the layer immediately before the fully con-
nected layer. The total number of parameters of this architecture is 145,971 The
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particular choice of activation functions and structures are standard in the machine
learning literature. A thorough discussion of the advantages of this particular CNN
architecture can be found in Ref. [78]
One standard way to mitigate overfitting is to use the batch training (similar to
the spirit of stochastic gradient descent). In each epoch of the training, the machine
is fed a batch of data selected at random. This forces the machine to look at a
different landscape of the loss function of the data in every epoch and thus reduces
overfitting. We use the python package keras to train the CNN 1. After specifying
the architecture of the machines, batch size, loss function and the criteria for early
stopping, the machine is trained by calling the fit function. However, when the
data set is large (e.g., L = 300 and N = L2), this method of training will take up
too much memory (from storing the data). When dealing with large set of data, it
is more efficient to use the fit generator function instead. The data is loaded ‘’on
the run” at the time a batch is defined and thus takes much less memory.
5.5 Deep neural network (DNN)
The architecture of the the DNN consists of 6 layers of depths 10, 100, 200, 500,
200 and 100. A dropout rate = 0.2 is applied to each layer. The total number of
parameters of this architecture is 342,211. The reason of choosing a relatively small
number of nodes (10) in the first layer is to reduce the number of parameters. [Nodes
in different layers are fully connected and the input size is relatively large (10,000).]
After some trial and error, we choose a batch size of 64 and learning rate of 10−5.
Note that the values of these hyper-parameters (batch size, learning rate, etc.) are
explored without looking at the testing set, which is always kept in a “vault” during
the model selection and training process.
1https://keras.io/
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5.6 Sampling method
After discarding the transient (106 plate updates), we run for an additional 107 plate
updates and record the event sizes and the random number seed. We then construct
the event size distribution and randomly choose five samples from each bin of the
distribution (or the number of samples in that bin if there are less than five samples)
and record the time of events in each bin. We then re-run the simulation using the
same random number seed and save the stress grids at the recorded times. This
procedure ensures that the number of samples in each bin remains the same for
different values of the noise. This sampling method is more desirable than random
sampling because the data sampled in this way is more “balance”, that is, the
machine does not over-learn samples of any particular event size. We divide the
data into training set (63% of the data), validation set (7% of the data) and testing
set (30% of the data). The validation set is used to early-stop the training process to
prevent overfitting. For the regression, the total number of data varies from 20,500
to 164,951 for different values of noise. For the classification, the total number of
data is 10,000 and the training-validation-testing ratio remains the same.
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