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We present a model of contact process on Domany-Kinzel cellular automata with a geometrical
disorder. In the 1-D model, each site is connected to two nearest neighbors which are either on
the left or the right. The system is always attracted to an absorbing state with algebraic decay
of average density with a continuously varying complex exponent. The log-periodic oscillations are
imposed over and above the usual power law and are clearly evident as p→ 1. This effect is purely
due to an underlying topology because all sites have the same infection probability p and there is
no disorder in the infection rate. An extension of this model to two and three dimensions leads to
similar results. We also study a model with fixed immunization rate p0 in one and two dimensions.
If p0 > ps, where ps is percolation threshold, the system always tends to an absorbing state. As
infection rate p→ 1, we observe a power law decay of order parameter with complex exponent. This
may be a common feature in systems where quenched disorder leads to effective fragmentation of
the lattice.
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Introduction: The dynamic phase transition to a fully
absorbing vacuum state is the most studied phase tran-
sition in nonequilibrium statistical physics. Such tran-
sition is possible only in nonequilibrium systems since
one does not demand detailed balance in these systems.
Several universality classes have been proposed for this
transition. In simulations, the directed percolation (DP)
is the most observed universality class[1]. However, ex-
perimental verification of this universality class is ob-
tained in very few cases[2, 3]. The reasons could be the
inevitable presence of noise and disorder in the experi-
mental systems[4, 5] and even the nature of the update.
Quenched disorder is a relevant perturbation if the spa-
tial correlation length critical exponent ν⊥ fulfils the con-
dition ν⊥d >2 where d is dimensionality and ν⊥ is the
correlation length exponent in the spatial direction of the
pure system [6]. This is known as Harris criterion.
In some cases, quenched disorder leads to a whole pa-
rameter range of very slow dynamics instead of a clean
critical point. In this phase, the exponent of the power
law is continuously changing due to the formation of rare-
region. This phase is known as Griffiths phase [7, 8]. This
is in contrast with continuous phase transitions where the
power law associated is observable only at the critical
point.
Power law in Griffiths phase has a real exponent usu-
ally. A complex exponent will lead to log-periodic oscil-
latory corrections to the power law [9]. Complex expo-
nent has been obtained and studied in systems embedded
with geometrical hierarchy, growth process and rupture
[10, 11]. Recently, we have observed complex persistence
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exponent in a 1-d model where half of the sites obey rules
leading to DP class and the rest evolve according to rules
leading to compact directed percolation (CDP) class[12].
It demonstrates that such exponent may appear sponta-
neously in systems without pre-existing hierarchy. Even
for a random walk, the discrete scale invariance hierarchy
is dynamically constructed due to intermittent encounter
with the slow region [13].
In this work, we study the contact process on a d-
dimensional lattice with directed asymmetric coupling.
We observe log-periodic oscillations in the decay of the
fraction of infected sites ρ(t). This can be an outcome
of the quenched disorder leading to the effective frag-
mentation of lattice. The model does not have a self-
similar structure in the defects or the lattice. This is
a topological disorder. Griffiths phase has been ob-
served for complex networks which have inherent topo-
logical disorder[14]. The topological disorder may lead to
the disappearance of the active phase transition for the
model of the resilience of the internet against breakdown
[15, 16], or disease spread for sufficiently small infection
rate[17]. The model studied in this work does not show
an active phase either. Throughout the phase diagram,
we have an absorbing phase. However, the dynamical ap-
proach to the vacuum state changes with the parameter
values.
An epidemic model where sites which are infected once
will become immune and cannot be reinfected (perfect
immunization) has been studied[18]. For perfect im-
munization, the process belongs to dynamical percola-
tion(DyP) universality class. If immunization is not per-
fect, the process is controlled by the rate of infection and
the rate of immunization. When the two probabilities are
equal the model undergoes a transition in DP universal-
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2ity class. For fixed immunization, (where the probability
of immunization is fixed when the first infection is en-
countered), the system shows three distinct phases an
absorbing phase, an active phase, and a phase of annu-
lar growth[18]. We assume that the immune sites do not
participate in the dynamics. If the fraction of immune
sites cross the percolation threshold, there is an effective
fragmentation of lattice in several clusters. The system
eventually goes to an absorbing phase. For larger val-
ues of infection probability, the the fraction of infected
sites decay as power law. The exponent of the power
law is complex and changes continuously in one and two
dimensions for infection probability close to 1.
According to the Janssen-Grassberger conjecture the
systems without quenched disorder or asymmetry have a
transition in the DP universality class [19, 20]. We relax
both of these conditions simultaneously. In a 1-D model,
every site is randomly labeled as R or L. The site labeled
R (L) is coupled to two nearest neighbors on the right
(left) side. This topological disorder results effectively
partitioning the cluster in several disconnected pieces as
would be explained in the next section. We extend the
study in 2-D and 3-D and obtain similar results.
Model and Simulation We consider the cellular au-
tomata model of contact process proposed by Domany-
Kinzel [21]. The state of ith site of a 1-D lattice (vi =0
or 1) is specified at time t by vi(t). In the models of
DP, sites marked as 1 could be interpreted as wet or in-
fected or chaotic while sites marked as 0 correspond to
dry or healthy or close to the fixed point. One of the
realizations which shows a transition in directed perco-
lation (DP) universality class is as follows. The condi-
tional probability P (vi(t + 1)|vi−1(t) + vi+1(t)), defined
as: P (1|0) = 0,P (1|2) = P (1|1) = p, where p 6= 1. Zero
infection is an absorbing state in the model from which
the system cannot escape since P (1|0) = 0.
Consider a 1-D lattice of length N updated syn-
chronously. We introduce quenched disorder in the sys-
tem by choosing a randomly chosen fraction r of sites as
type L and rest are chosen as type R. The sites L and R
evolve according to conditional probability PL and PR.
We define PL(vi(t+ 1)|vi−1(t) + vi−2(t)) as PL(1|0) = 0,
PL(1|2) = PL(1|1) = p and PR(vi(t+1)|vi+1(t)+vi+2(t))
is defined as PR(1|0) = 0, PR(1|2) = PL(1|1) = p where
p 6= 0. The order parameter, fraction of active sites is
given by ρ(t) = 1N
∑N
i=1 vi(t). The quantity ρ(∞) ap-
proaches zero asymptotically for p < 1.
We simulate the 1-D lattice of size N = 2×106 for time
up to 5 × 106 and average over more than 103 configu-
rations. We present the results for r = 0.5, i.e. half the
sites are of type L and the other half are of type R. This
is a case with the maximum disorder. At the same time,
there is no anisotropy on an average. For small values
of infection probability p, the fraction of active sites ρ(t)
undergoes exponential or stretched exponential decay for
small values of infection probability p. Nevertheless, as
p→ 1, we observe a regime where ρ(t) decays as a power
law. The power law is given by ρ(t) ∼ t−δ, where the
exponent is complex and real part of δ is continuously
decreasing as p→ 1. The region of continuously varying
power law is known as Griffiths phase. Thus the above
phase can be named as a complex Griffiths phase. The
Griffiths phase usually results due to the rare region ef-
fect.
The Griffiths phase observed in the above connections
has origin in effective fragmentation of lattice in discon-
nected parts of different sizes. Consider the sequence
RRLL. The first two sites evolve according to two sites
on the right side and the next two sites evolve according
to two on the left. Thus, the evolution in these four
sites is practically independent of the rest of the lat-
tice (independent of nature of update). Thus, if such a
group or any group which starts with LL and ends with
RR reaches an absorbing state, it cannot come out of
such a state. Such groups, when they reach an absorb-
ing state, will decompose the entire lattice into several
independent sections and the decay of the number of ac-
tive sites will be dictated by evolution in several such
sections. Consider a sequence LLRR. This sequence is
essentially driven by clusters on the right side as well as
clusters on the left side. If both these clusters reach an
absorbing state, the cluster which starts with LL and
ends with RR will eventually reach an absorbing state.
Thus we have two types of clusters. In one case, the dy-
namics do not depend on the rest of the lattice and since
this is a finite cluster, an absorbing state is eventually
reached. Other types of clusters are driven by clusters
on the right and left. If both these clusters have reached
an absorbing state, the driven cluster will reach an ab-
sorbing state eventually since it is a finite cluster as well.
These sections of driving and driven clusters have differ-
ent lengths and the expected time by which they reach
an absorbing state is different as well. The absence of a
single length-scale (or time-scale) in evolution could lead
to non-exponential relaxation. We indeed obtain power
law relaxation over a large range of parameters in this
model.
The lattice decomposes into several finite-size clusters.
The activity of these some large rare clusters are disas-
sociated from the bulk i .e. although the bulk lattice is
in the absorbing phase, the clusters of rare regions are
locally in the fluctuating phase. This leads to slow dy-
namics in the Griffiths phase [4]. Due to the finite size
of clusters, the system always collapses to the absorbing
phase.(see Fig.1(a)) for any value of p < 1. Thus, the
model has only an absorbing phase and no fluctuating
phase. We have confirmed the absence of a fluctuating
phase by simulations with different small lattice sizes.
We observe that the absorbing state is always reached,
though the required time increases with lattice size.
With no effective fragmentation of lattice, DP univer-
sality class is restored even with quenched disorder. With
probability r, we connect a given site i to both nearest
neighbors and with probability 1− r we connect them to
both next-nearest neighbors. The system undergoes DP
transition with a clean critical point.
3FIG. 1. (a) The time evolution of ρ(t) vs t in 1-D model
on log-log scale , with r = 0.5 and values of p ranging for
0.7 to 0.93 (from bottom to top). Clearly, the exponent of
power law is changing continuously. (b) We plot ρ(t) × tδ vs
log(t) for p ranging from 0.85 to 0.95 (from bottom to top)
The log-periodic oscillations are clearly evident. The y-axis is
multiplied by an arbitrary constant for better visualization.
The exponent of power law is complex in nature. A
complex exponent can be written as δ = δ′ + iδ′′. Thus
ρ(t) ∼ Re(At−δ′−iδ′′) ∼ At−δ′ cos(δ′′log(t)). As the func-
tion is log-periodic, it is very difficult to extract the exact
periodicity. The amplitude of these oscillation increases
as p → 1. These oscillations become more evident if
we plot the quantity ρ(t)× tδ with time Fig.1(b)). This
behavior can be fitted by a constant superposed by log-
periodic oscillations. The amplitude and wavelength of
these oscillations grow as p → 1. For small values of p
the amplitude is very small(if any) and it makes it diffi-
cult to determine if δ′′ 6= 0. The value of δ decreases as
p→ 1 (See Fig.1(b)).
We extend this study to 2-D and 3-D. Let us consider
the state of a site at time t, v(i, j)(t) on lattice of size N
2.
Let the sites be of four types: L, R, U and D. For all
four types, the evolution occurs according to the value of
FIG. 2. (a) We plot time evolution of ρ(t) × tδ for various
values of p in the range 0.87 to 0.95(bottom to top) in 2-D
model.(b) We plot ρ(t) × tδ for values of p in the range 0.85
to 0.95(bottom to top)in 3-D model. The log-periodic oscil-
lations are evident. The y-axis is multiplied by an arbitrary
constant for better visualization in both figures.
the site itself and one of its nearest neighbors (whichever
is not blocked by the quenched defects). The condi-
tional probabilities PL(vi,j(t + 1)|vi,j(t) + vi,j−1(t)) and
PR(vi,j(t+1)|vi,j(t)+vi,j+1(t)) and PU (vi,j(t+1)|vi,j(t)+
vi−1,j(t)) and PD(vi,j(t+1)|vi,j(t)+vi+1,j(t)) are defined
as follows. PL(1|k) = PR(1|k) = PU (1|k) = PD(1|k) = p
for k 6= 0 and 0 for k = 0. We introduce a defect in
the lattice by assigning type L, U , R and D to each site.
This results in the coupling of a given site in a certain
randomly chosen direction. In the case of 3-D, we have
six possible directions. Each site is coupled with neigh-
bors only in one direction and the conditional probabili-
ties for their evolution can be defined on the similar lines.
In all these cases ρ(t) → 0 as t → ∞ for p < 1. In the
2-D model, we simulate a 2-D lattice of size N2 where
N = 600 for a very long time t = 1 × 107 and average
over more than 103 configurations. In 3-D we consider a
lattice of size N3 where N = 50 for time up to 5 × 106
4FIG. 3. (a)Time evolution of 1-D model with immunized
fraction p0 = 0.9. We plot ρ(t) × tδ vs time for p = 0.97
to o.99(from bottom to top). (b)We plot ρ(t) × tδ for a 2-D
model with immunized fraction p0 = 0.9 and various values
of p ranging from 0.95 to 0.98 (from bottom to top). The
exponent δ decreases with p. The log-periodic oscillations are
more evident as p→ 1
and average over more than 103 configurations. In both
cases, ρ(t) decays to an absorbing phase for p 6= 0. For
small values of p, ρ(t) decays exponentially or stretched
exponentially to an inactive state. As in 1-D, a regime
of continuously changing power law decay with complex
exponent δ = δ′ + iδ′′ is observed for p close to 1. The
fact that the exponent is complex is reflected in logarith-
mic oscillations in the decay of ρ(t) particularly as p→ 1
in both 2-D and 3-D(See Fig.2(a)and (b)).
We study 1-D and 2-D with fixed immunization. In
each case a fraction p0 of the sites are immunized and
remain inactive throughout evolution. We consider the
symmetric connection. Each non-immune site is con-
nected to its two (four) nearest neighbors in 1-D (2-D). It
becomes active with probability p if any of the neighbors
is active. In 1-D, the percolation threshold is zero. We
observe an absorbing phase for any p0. Fig.3(a) shows
FIG. 4. (a)We plot Tkvs k, where Tk is the average time
taken by cluster of k sites to become inactive starting with
104 configurations. We consider k = 1 − 10. Tk can
be fitted as exp(γpk) where γp = 1.15, 1.4, 1.79 for p =
0.94, 0.96, 0.98. (b) We plot the relation Tk/ exp(γpk) with
k forp = 0.94, 0.96, 0.98. The oscillations are pronounced for
larger values of p.
the time evolution of 1-D lattice of size N = 1 × 106
where a fraction of sites p0 = 0.9 are immunized. The
log-periodic oscillations indicate power law decay with
complex exponents which is more evident as p→ 1.
In 2-D, we consider p0 = 0.9 and N = 600. Let ps be
percolation threshold. For p0 < ps, the system under-
goes a clean transition from an absorbing phase to the
fluctuating phase. For p0 > ps, there is no active phase.
The fraction ρ(t) always relaxes to the absorbing phase
with power law decay. The exponent of power law is com-
plex and it decreases as p → 1. Also, the amplitude of
log-periodic oscillations increases as p→ 1.(see Fig.3(b)).
The lattice breaks into mutually disconnected clusters for
p0 > ps. Since the cluster size is always finite, the system
always goes to an inactive absorbing state. However, it
is interesting that the critical exponents describing the
transition are complex and the log-periodic oscillations
5are pronounced as p→ 1 even in this case.
Now the question is what is the of the complex expo-
nents? In the case of the 1-D model, we simulate systems
of k+ 2 sites such that the first and the k+ 2th are set as
inactive and the rest of the sites are kept active. Thus we
have a cluster of k sites of evolving according to rules of
the 1-D model of immunization as described in the above
section. We denote the average time taken by a cluster
of k sites to become inactive by Tk. The probability of
surviving a cluster of size k decreases exponentially. The
average time Tk increases exponentially with oscillations
imposed over and above the exponential (See Fig4(a)). In
Fig4(b), we plot Tk/exp(γpk) versus k for various values
of p. The combination of exponentially rare regions which
survive for exponentially long times leads to a power law
and the oscillations over and above this exponential leads
to log-periodicity.
Summary: We have studied a contact process with ran-
dom asymmetric couplings in 1-3 dimensions on Domnay-
Kinzel automaton. In one-dimension, we study a system
in which each lattice site is coupled to two neighbors ei-
ther on left or on right. In two and three dimensions each
site is coupled to a neighbor chosen randomly. This is a
quenched disorder. For low values of p the fraction of
active sites ρ(t) decays exponentially or stretched expo-
nentially. But for p → 1, ρ(t) shows a power law decay
with a complex exponent. Thus we observe log-periodic
oscillations in time over and above the power law decay.
We also studied contact process with fixed immunization
on a 1-d and 2-d lattice. We consider a fraction p0 of
sites fully immunized. For p0 higher than the percola-
tion threshold, the lattice is effectively fragmented into
several disjoint units. Again, we observe complex critical
exponents in evolution of ρ(t) for p→ 1. In 2-d, such os-
cillations are observed even for smaller values of p0 than
the 1-d case. Thus the entropy of a fragmented state
could also, play a role in the nature of log-periodic oscil-
lations. This power law decay of order parameter with
complex exponent can be termed as a complex Griffiths
phase. Such transition is not observed when the cluster
is not effectively fragmented in disjoint units.
In complex Griffiths phase, the real part of exponent
decreases continuously while amplitude and wavelength
of oscillations increases as p→ 1. This is a system with a
parallel update of all sites. A change in the nature of the
update can lead to different behaviors. It can be of inter-
est to study the impact of changes in updating scheme,
dimensionality, and entropy of fragments on exponents
in complex Griffiths phase.
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