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SwitzerlandABSTRACT The group-additive decomposition of the unfolding free energy of a protein in an osmolyte solution relative to that
in water poses a fundamental paradox: whereas the decomposition describes the experimental results rather well, theory sug-
gests that a group-additive decomposition of free energies is, in general, not valid. In a step toward resolving this paradox, here
we study the peptide-group transfer free energy. We calculate the vacuum-to-solvent (solvation) free energies of (Gly)n and
cyclic diglycine (cGG) and analyze the data according to experimental protocol. The solvation free energies of (Gly)n are linear
in n, suggesting group additivity. However, the slope interpreted as the free energy of a peptide unit differs from that for cGG
scaled by a factor of half, emphasizing the context dependence of solvation. However, the water-to-osmolyte transfer free
energies of the peptide unit are relatively independent of the peptide model, as observed experimentally. To understand these
observations, a way to assess the contribution to the solvation free energy of solvent-mediated correlation between distinct
groups is developed. We show that linearity of solvation free energy with n is a consequence of uniformity of the correlation
contributions, with apparent group-additive behavior in the water-to-osmolyte transfer arising due to their cancellation. Implica-
tions for inferring molecular mechanisms of solvent effects on protein stability on the basis of the group-additive transfer model
are suggested.INTRODUCTIONThe thermodynamics of protein unfolding in the presence of
aqueous osmolytes (small organic cosolutes) is of funda-
mental interest in understanding the forces stabilizing the
folded protein (for example, see (1–9)) and in the broader
quest to understand how biological systems adapt to envi-
ronmental stresses by changing the solvent properties (10–
13). Experimental investigations on the molecular role of
the osmolytes on the thermodynamics of protein unfolding
are usually anchored by
DGNU ¼ DGð0ÞNU þ
X
i
aiDgtr;i; (1)
where DGNU and DG
ð0Þ
NU are the experimentally accessibleunfolding free energies of the protein in the osmolyte solu-
tion and in water, respectively. (For a 1M osmolyte solution,
DGNU  DGð0ÞNU is the m-value (2); here, we follow the
sign convention of Auton and Bolen (14)). Drawing upon
the seminal studies by Tanford and co-workers (1,15),
DGNU  DGð0ÞNU is partitioned into the water-to-osmolyte-
solution transfer free energy, Dgtr;i, contribution due to
group i, potentially allowing one to understand the role of
the solvent at the level of each individual group. Typically,
the groups include the peptide unit and the side chains of the
amino acid residues, and the Dgtr;i contributions are ob-Submitted May 21, 2013, and accepted for publication August 8, 2013.
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factor ai accounts for the fractional change in the degree
of solvent exposure of group i in going from the native
(N) to the unfolded (U) state.
The pioneering experimental studies by Bolen and co-
workers interpreted using Eq. 1 leads to an important
insight: both conformation-protecting and denaturing osmo-
lytes exert their influence primarily by changing the solubi-
lity of the peptide backbone (3,7), an identification with
significant consequences to our understanding of protein
folding (16). However, these results pose a paradox:
whereas the group-additive decomposition in Eq. 1 is, in
general, not valid (to be discussed below), DGNU  DGð0ÞNU
calculated using Eq. 1, together with reasonable approxima-
tions of the unfolded state of the protein, describes the
experimental DGNU  DGð0ÞNU rather well (17,18). Toward
resolving this paradox, here we examine the vacuum-to-
solvent and water-to-osmolyte-solution transfer free
energies of the peptide group and its dependence on the
choice of model compounds.
Glycyl peptides, (Gly)n, are a common model for the pep-
tide unit. The peptides can be blocked n-acetyl-glyn-methyl
amides (as in this study) or zwitterionic (15). Using blocked
glycyl peptides, and by carefully minimizing peptide-
peptide interactions in peptide solubility, Auton and Bolen
(14) have sought the peptide-group transfer free energy,
Dgtr;p, that is ‘‘independent of the model compound and
the choice of concentration scale.’’ In their studies, Dgtr;p
was obtained by appropriately combining the transfer free
energy of chains of various lengths n, and, somewhathttp://dx.doi.org/10.1016/j.bpj.2013.08.011
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free energy with respect to n, the so-called constant-incre-
ment method. Model independence was demonstrated by
showing that the transfer free energies based on (Gly)n agree
with those from cGG, the cyclic-diglycine molecule. This
concordance, although pleasing, is puzzling as well, for in
cGG, the CO and NH of the peptide are cis and the molecule
has a net zero dipole moment, whereas in the (Gly)n system,
the CO and NH are trans, and the peptide dipole moment is
nonnegligible. Thus, either the conformation of the peptide
is unimportant in Dgtr (Eq. 1) or there are other factors that
lead to this result, or a combination of both.
Implicit in Eq. 1 is the important assumption that the
same unfolded-state conformation is present in both water
and the aqueous osmolyte solution. In practice, limiting
models of the unfolded state—an extended protein (more
rigorously a random coil in a good solvent) on one end,
and, on the other end, a structure obtained by combining
excised fragments of folded proteins that retain intramolec-
ular interactions representative of compact denatured
states—are considered and an attempt is made to bracket
the m-value (17,18). However, conformational preferences
can be different in different phases, due to both the intramo-
lecular interaction in a given conformation and how that
conformation is solvated in the medium, as can be directly
seen within the multistate picture of hydration (19,20).
(Among the manifestations of this effect is the phenomenon
of self-solvation (21,22), an effect that reveals limitations of
additivity.) It is of course remarkable that despite such
obvious approximations, the transfer free energy model
(Eq. 1) appears to describe the experiments as well as it
does (17,18). Here, paralleling the experimentalist’s
approach, we consider only peptides in the fully extended
conformation and dissect how and why apparently additive
behavior emerges for this scenario that is likely favorable
for additivity.
Important past simulation examinations of group addi-
tivity in peptide hydration appear to come to opposite
conclusions. Using a continuum dielectric model of the
solvent, Avbelj and Baldwin (23,24) argue against group
additivity. For example, they find that in an extended
(Ala)9 chain, the electrostatic contribution to the hydration
free energy of the peptide unit, as well as its interaction
with other peptide units, depends on the location of the
chosen peptide unit. However, from all-atom simulations
of (Gly)n, Hu et al. (25) find that both the vacuum-to-water
and the water-to-osmolyte-solution transfer free energies are
reasonably linear with n. Since the condition for the use of
the constant-increment approach seems to be satisfied, these
authors concluded in favor of group additivity and obtained
the group contribution from the slope of the free energy
versus n.
However, as we show below, the seemingly contradictory
conclusions from the earlier simulation studies can be
reconciled; and this reconciliation depends on appreciatingthat an independent group-additive contribution to the
hydration free energy is not a consequence even when the
conditions for use of the constant-increment approach are
satisfied. Here we use all-atom simulations and the quasi-
chemical organization of the potential distribution theorem
(19,20,26) to examine the solvation free energies of
acetyl-(Gly)n-methyl amide peptides and of cGG. A virtue
of the quasichemical formulation is that it makes transparent
the role of correlated fluctuations of the binding energies of
two groups on the molecule and its role in the thermody-
namics of hydration, issues that are of central interest in
understanding group additivity.
We show that even for an idealized solute that is
incapable of making any close (near-neighbor) contacts
with the solvent, the group-solvent binding energies
between neighboring groups are correlated and make
a nonnegligible contribution to the net solvation free
energy. This implies that identifying a model independent,
group contribution to the solvation free energy is, in princi-
ple, not possible, even for this idealized solute. The situa-
tion for a real solute is bound to be considerably more
complicated.
Group additive behavior in the solvation free energy can
be suggested if solvent-mediated correlation between
different groups are similar for a series of model com-
pounds, such as (Gly)n, but the identified group-additive
free energy will necessarily depend on the chosen model.
The existence of correlations is consistent with the
continuum dielectric study (23,24) and its uniformity is
what leads to a linear dependence of solvation free energy
on n, consistent with the earlier all-atom study (25). It is
important to note that such correlation effects arise at
different energy scales: within the quasichemical formula-
tion, it is found for the idealized solute that is incapable
of near-neighbor contacts with the solvent, a collection of
spheres that only repels the solvent, and for the physical
solute. However, group additivity in the water-to-osmolyte-
solution transfer free energy can arise if these correlation
contributions cancel, but in that case, care is needed in
inferring mechanistic conclusions about solvent effects on
stability from such an apparently group-additive model.METHODS
The simulation procedure closely follows our earlier work (27). The pep-
tides are modeled in the extended configuration with the long axis aligned
with the diagonal of the simulation cell and the center of the peptide placed
at the center of the simulation cell. (Initial configurations were energy-
minimized with restraints to keep the peptide extended.) The peptide atoms
are held fixed throughout the simulation. The solvent was modeled by the
TIP3P (28,29) model and the CHARMM (30) force field with correction
terms for dihedral angles (31) was used for the peptide. A total of 2006
TIP3P molecules solvated the peptide. Parameters for urea and trimethyl-
amine N-oxide (TMAO) were obtained from Weerasinghe and Smith (32)
and Kast et al. (33), respectively. A total of 449 urea molecules (for a molar
concentration of ~8 M) and 195 TMAO molecules (for a molar concentra-
tion of ~4 M) were used.Biophysical Journal 105(6) 1482–1490
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pressure of 1 bar, as described earlier (27,34). The equations of motion
was propagated using the Verlet algorithm with a time step of 2.0 fs.
SHAKE (35) was used to constrain the geometry of water molecules.
The Lennard-Jones interactions were terminated at 10.43 A˚ by smoothly
switching to zero starting at 9.43 A˚. Electrostatic interactions were treated
with the particle mesh Ewald method with a grid spacing of 0.5 A˚.
We applied atom-centered fields to carve out a molecular cavity in
the liquid, in contrast to the spherical cavity used in our earlier study
(27). The functional form of the field is given by Eq. 4b in that
study (27). To build the field to its eventual range of l ¼ 5 A˚, we
progressively applied it in unit A˚ increments and computed the work
done in applying the field using Gauss-Legendre quadrature. In Section
S.II of the Supporting Material, we present further details of this proce-
dure and how the conditional binding energy distribution, PðεjflÞ, was
calculated.
cGG was built and optimized using the Gaussian (G09) quantum chem-
istry package (36). For consistency with the (Gly)n simulations, the partial
charges and Lennard-Jones interaction parameters were obtained from the
backbone atoms of the CHARMM forcefield.THEORY
The excess chemical potential, mex, of a solute in the solu-
tion is that part of the Gibbs free energy that would vanish
if the interaction between the solute and solvent were to
vanish. Formally (20,37),
bmex ¼ lnebε; (2)
where h.i denotes ensemble averaging with respect to
PðεÞ, the probability density distribution of the binding (or
interaction) energy, ε, of the solute with the solvent. As
usual, b ¼ 1=kBT, where T is the temperature and kB the
Boltzmann constant.
Following earlier work (27,34), to calculate mex from
Eq. 2, we regularize PðεÞ by introducing an auxiliary
constraint, a field fl that pushes the solvent molecules
away from the solute’s surface to a range l. (The envelope
defined by l also specifies the inner shell.) This construct
has the virtue of tempering the solute-solvent interaction,
and, for solvent pushed far enough (typically evacuating
the first hydration shell is sufficient), the distribution of
binding energies is Gaussian. Formally, with the introduc-
tion of the field,
bmex ¼ ln x0½fl|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
local chemistry
ln p0½fl|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
packing
þ bmex½PðεjflÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
longrange
: (3)
ln x0½fl is the free energy required to apply the field in theFIGURE 1 Schematic depicting the quasichemical organization (Eq. 3)
of Eq. 2.solute-solvent system: it reflects the strength of the solute
interaction with the solvent in the inner shell. ln p½fl is
the free energy required to apply the field in the neat solvent
system: it reflects the intrinsic properties of the solvent. For
fl modeling a hard exclusion of solvent ln p0½fl, is
precisely the hydrophobic contribution to hydration (38).
bmex½PðεjflÞ is the contribution to bmex from long-range
solute-solvent interactions. In molecular dynamics simula-
tions, we calculate ln x0½fl or ln p0½fl simply by theBiophysical Journal 105(6) 1482–1490work required to apply fl. Fig. 1 presents a schematic of
the decomposition of mex according to Eq. 3.
The chemistry and packing contributions defined in Eq. 3
also have an alternate physical interpretation that proves help-
ful in appreciating the correlation effects to be defined below.
For example,ln x0½fl ¼ lnð1þ
P
iR1Ki½flriwÞ, where
i water molecules (from the bulk at a density rw) are seques-
tered within the inner shell and the equilibrium constant for
forming the solute plus i water cluster is Ki (19,20,26,39). A
similar clustering expansion, with an equilibrium constant
~Ki, obtained in the absence of the solute, applies to the pack-
ing contribution.
For fl excluding solvent from the first hydration (or inner
shell), the conditional binding energy distribution, PðεjflÞ,
can be well described by a Gaussian of mean hεjfli and
variance hdε2fli (27,34,40), and the long-range contribu-
tion is then given by
mex½PðεjflÞ ¼

ε
fl

þ b
2

dε2
fl

: (4)Correlation effects in the long-range contribution
Now, consider decomposing ε into contributions εi due to
various groups i ¼ 1;.; n, comprising the solute under
consideration. For a pairwise additive force field, as is
used in this study, such a decomposition can be unambigu-
ously made. For the conditioned solute, even the individual
binding energy distributions, PðεijflÞ, are Gaussian distrib-
uted, but in general, εi is correlated with εjðjsiÞ. When
two conditioned solutes are spatially adjacent, the presence
of one solute can influence the binding energy distribu-
tion of the other; physically this happens because the
solvent has to jointly satisfy binding with both the
solutes. In this correlated case, Pðε ¼ PiεiÞ is Gaussian
distributed with a mean
P
ihεijfli and a varianceP
ihdε2i jfli þ 2
P
i>jrij
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hdε2i
flihdε2j
fli
r
, where rij is the
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the free energy is then given by
mex½PðεjflÞ ¼
X
i
mex½PðεijflÞ
þ b
X
i>j
rij
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dε2i
fldε2j fl
q
;
(5)
where mex½PðεijflÞ is described by Eq. 4. The second sum-
mation in Eq. 5 can be rewritten as a sum over all nearest-
neighbor pairs,
P
ði;iþ1Þ, the next-nearest pairs,
P
ði;iþ2Þ,
etc. From the summation arranged in this fashion, we can
then identify the effect of correlations at various spatial
length scales to the free energy mex½PðεjflÞ. Note that this
formulation precisely identifies the contributions solely
due to the individual groups, namely the quantities
mex½PðεijflÞ; we call this the self-contribution of the
group i. For ease of presentation, when we speak of, say,
an ði; iþ 2Þ correlation, we mean the correlation between
the binding energies of groups i and i þ 2, respectively,
and the solvent.FIGURE 2 Long-range contribution to the free energy of blocked (Gly)n
modeled in the extended conformation in water. Open circles are the simu-
lation results. Solid circles are based on using the average values of the self
(i) and (i, iþ 1) correlation contributions from the (Gly)7 chain (Table 1) to
reconstruct the free energy for all other n. (See text for further details.)Correlation effects in packing and chemistry
To identify correlation contributions in ln p0, we consider a
group i and the rest of the peptide forming the background,
iback . (For clarity, we do not display the dependence on
the field, fl.) Then, the probability that the inner shell
is evacuated around i and iback is, by Bayes’ rule,
p0ði$ibackÞ ¼ p0ðiÞ  p0ðibackjiÞ ¼ p0ðiÞp0ðibackÞpc, where
pc is defined as the correlation contribution. (Of course,
p0ði$ibackÞ is the quantity p0 in Eq. 3.) p0ðiÞ and p0ðibackÞ
are obtained using the same procedure as used for p0. pc is
then evaluated from these quantities.
In contrast to Eq. 5, pc does not admit a simple algebraic
expression. Nevertheless, the physical meaning of pc can be
appreciated as follows. Consider two initially well-sepa-
rated spherical cavities, assumed identical for simplicity.
Further, for simplicity, we assume that only j water mole-
cules populate the cavity with an equilibrium constant ~Kj;
without loss of generality, j can be the dominant coordina-
tion state of the cavity (39). When these two j water clusters
are now brought together, we can expect interference
between the j water clusters. For example, when the two
cavities just touch each other, the equilibrium constant for
forming the 2j water cluster, in the absence of any inter-
ference, is just ~K
2
j . However, physically we expect the equi-
librium constant for distributing 2j water molecules in the
combined volume of the two cavities to be different from
the noninterfering case. The correlation contribution is
just a measure of the deviation from this noninterfering
case. Of course, the interference effects will be greatly
amplified when the cavity volumes overlap. Thus, within
the clustering perspective, the additivity approximation
amounts to assuming no cluster interference.A decomposition similar to the one noted above also
applies to x0, with the physical meaning of xc paralleling
the physical meaning of pc. (As a technical aside, note
that when calculating x0ðiÞ, the rest of the chain remains
physically coupled with the solvent and vice versa for
x0ðibackÞ.)RESULTS AND DISCUSSION
Solvation of the conditioned solute
We first consider the solvation of the conditioned solute, as
this helps us focus on solvation effects uncluttered by the
complexities of near-neighbor solute-solvent interactions.
Hydration of (Gly)n
The solvation free energy of the conditioned solute,
mexn ½PðεjflÞ, depends linearly on n for all solutions consid-
ered here. For the analysis below, we exclusively focus on
the vacuum-to-water transfer (Fig. 2).
For understanding the correlation contributions to the
slope, we focus on the internal groups of the (Gly)n chain,
as these are the ones changing with n. For the blocked
(Gly)7 model, group 0 is the methyl, group 1 is the
CONHCH2 group formed between the acetyl group and
the N-terminus of the protein, and group 8 is the terminal
CONHCH3 group. The remaining six (6) CONHCH2 groups
are termed the internal groups. For the (Gly)3 model, per this
convention, there are two internal groups. In Table 1, we
present the average contribution due to various orders of
correlation between these internal groups.
Notice that the self-contribution ((i), Table 1) is fairly
different from the slope of the mexn ½PðεjflÞ versus n curve.Biophysical Journal 105(6) 1482–1490
TABLE 1 Average values of correlation contributions of
various orders per internal peptide unit
Water Urea TMAO
(Gly)3 (Gly)7 (Gly)7 (Gly)7
(i) 1.58 1.53 1.97 1.53
(i, i þ 1) 0.78 0.79 0.79 0.79
(i, i þ 2) — 0.25 0.25 0.25
(i, i þ 3) — 0.11 0.11 0.11
Total 2.36 2.18 2.62 2.18
(i) indicates that only the contribution of the group with the solvent is
included (the first term on the right in Eq. 5); (i, i þ 1) indicates the first-
neighbor correlation contribution, bri;iþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hdε2i
flihdε2iþ1fli
q
, and so on.
For reference, note that the slope of the mexn ½PðεjflÞ versus n curve for
water (Fig. 2) is 2.23 kcal/mol. All values are in kcal/mol.
FIGURE 3 The solvation free energy (Eq. 3) versus n for blocked (Gly)n
in the extended conformation. TMAO and urea are aqueous solutions.
Straight-line fits are shown by a solid line for water and a dashed line for
urea. The fit for TMAO is indistinguishable from that for water within
statistical uncertainties and hence is not shown.
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ously identified as a contribution solely due to the group.
Progressively including contributions from ði; iþ 1Þ,
ði; iþ 2Þ, etc., correlations, we find a sum that is reasonably
close to the slope of mexn ½PðεjflÞ versus n. (The slight
discrepancy between the sum computed in Table 1 and the
slope arises because the linear fit is not perfect.) Observe
that the contribution from various orders of correlation are
fairly similar for (Gly)7 and (Gly)3. Likewise, the correla-
tion of the end groups with the internal groups are also fairly
similar for these two models (data not shown), implying
insensitivity to chain length for the correlations involving
long-range interactions.
The identification of the self and correlation contributions
depends on how (Gly)n is partitioned, whereas m
ex
n ½PðεjflÞ
is itself invariant to the chosen partitioning scheme. If
instead of decomposing the chain into single peptide units
i, adjacent peptide units are treated as one group, we find
that as i increases, the sum of the self-contributions itself
progressively approaches mexn ½PðεjflÞ (Section S.V in the
Supporting Material). This intuitively reasonable result
emphasizes the length-scale dependence of (approximate)
additivity and the subtleties involved in identifying a group
for a group contribution scheme.
It proves insightful to consider how well the average
values of various orders of correlation for (Gly)7 describe
the free energy for all other chain lengths. To this end, we
take the average value of the ði; iþ 1Þ correlation contribu-
tion from Table 1, the self-contributions for groups 0, 1,
and 8, and the ði; iþ 1Þ contribution between groups
0 and 1 and between groups 7 and 8, and use Eq. 5 to
compute the free energy for all n. These values are referred
to as reconstructed in Fig. 2. (The correlation coefficients,
rij, for (Gly)7 are given in Table S2.) The good agreement
for all n, including n ¼ 1 (which is all end-groups in our
notation), reveals the underlying uniformity of these self-,
(i), and nearest-neighbor, ði; iþ 1Þ, correlations in this
model system.
From Table 1, we find that ignoring all higher-order cor-
relations will lead to an error in the net free energy ofBiophysical Journal 105(6) 1482–1490~0:65 7z4:6 kcal/mol; ignoring only the ði; iþ 3Þ corre-
lations still leads to an error of ~0.7 kcal/mol. To put these
numbers in perspective, the m-value, which is the principal
target of the group additive decomposition (Eq. 1), is usually
only a few kcal/mol (17) for modest-sized proteins.
Borrowing ideas from Dill (42), for the group-additive
decomposition of m to be satisfactory, a rough estimate
for the allowable error/group for a modest ~100-amino-
acid protein is ~10 cal/mol/group. (The experimental error
for the peptide group transfer contribution is roughly of
this magnitude (14).) As the simulation results suggest,
ignoring long-range correlation contributions itself can
easily lead to much larger errors.
Long-range correlations in aqueous osmolyte solutions
Table 1 compares the average values of the various orders of
correlation in the solvation of (Gly)7 in different solvents.
Remarkably, we found that all orders of correlation
excluding the self-contribution are identical. Physically
this reflects the electrostatic basis of the long-range correla-
tions, and these, being sensitive to the dielectric constant
(already high for water itself), do not change much across
osmolyte solutions considered here. Thus, for the idealized
solute, the transfer free energy from water to the osmolyte
solution can be entirely determined by the self-contribution,
which is also the contribution that obeys group additivity.Solvation of the physical solute
Fig. 3 shows that mexn versus n for blocked (Gly)n obeys a
linear dependence. Similar linearity also holds for the chem-
istry, packing, and long-range contributions (Eq. 3) individ-
ually. (The reasons for the linearity of the chemistry and
Peptide Group Solvation 1487packing contributions are considered below.) According to
the constant-increment method (14), we consider the slope
of these curves as the contribution of an individual group
to the free energy. These values are collected in Table 2
together with results for cGG. (Following established
experimental approach (14), the value for cGG is scaled
by half to obtain the value for one CH2CONH group.)
As found experimentally (14), the simulated water-to-
osmolyte transfer free energies are found to be indifferent
to the peptide model used. For water-to-aqueous-urea trans-
fer free energy, the agreement between experiments and
simulations is also satisfactory: the urea concentration is
~8 M, and assuming a linear dependence of transfer free
energy on osmolyte concentration (2,25), we find that for
1 M urea solution, the transfer free energy is 50513
cal/mol versus the experimental estimate of 43510 cal/
mol (14). We find a net-zero transfer free energy to aqueous
TMAO solution (4 M), in contrast to the experimental esti-
mate of 87 cal/mol (14), a discrepancy that is likely due to
inadequacy in the force-field model for TMAO (25,42).
From Table 2, we note that the good agreement between
(Gly)n and cGG in water-to-aqueous-osmolyte transfer free
energy masks the rather poor agreement in transfer free
energies from vacuum to the respective solution. Although
it can be argued that water-to-osmolyte-solution transfer is
the most relevant transfer experimentally, from the perspec-
tive of a physical theory, the vacuum-to-solution transfer
quantities have the virtue of highlighting the role of inter-
group correlations transparently.
To further illuminate the model dependence of the trans-
fer free energies (Table 2), we consider how these values are
used in modeling the m-value. As Eq. 1 indicates, the trans-
fer free energies are scaled by the fractional solvent expo-
sure of the group relative to that in the model compound
(17,18). Using commonly used atomic radii (43–45) for
calculating solvent-accessible surface area (SASA), we
find that the SASA of the CONHCH2 group in cGG is
~1.5 times that in the (Gly)n model. (The SASA of the pep-
tide in cGG is obtained by dividing the SASA for the entire
molecule by 2. For the (Gly)n model, the change in SASATABLE 2 Peptide-group transfer free energies from vacuum
to solvent obtained from the slope of mexn versus n
Water Urea TMAO
(Gly)n 5.0 5.4 5.0
0.4 0.0
cGG/2 6.2 6.6 6.2
0.4 0.0
Values for cGG have been scaled by 1/2. Below each line for the model sys-
tem studied, we present the free- energy values for transferring from water
to the solution under study. At the specified osmolyte concentration, using
the linear extrapolation approximation (2,25), the experimental estimate of
the transfer free energies for urea (8 M) and TMAO (4 M) are0.34 kcal/
mol and 0.35 kcal/mol, respectively. All values are in kcal/mol. Standard
error (1 s) for water-to-osmolyte transfer is ~0.1 kcal/mol (see Supporting
Material).with n gives the SASA/peptide.) Thus, relative to (Gly)n,
the transfer free energy/unit area of the model compound
is ~33% smaller in magnitude for the peptide from cGG.
In the context of the m-value, using the peptide from cGG
as a model can lead to both quantitative and qualitative
errors.Correlation effects in the solvation of the physical
solute
Packing contributions
Table 3 lists the correlation contribution to p0 for two
different chain lengths and two different solvents. (Recall
that in calculating p0, solute-solvent interactions are turned
off.) In each case, we focus on the peptide group from the
middle of the chain.
Consider the n ¼ 6 case for water. We find that the work
done in evacuating the inner shell that will accommodate i
alone (22.9 kcal/mol) plus the work for evacuating the
inner shell to accommodate the background, iback, alone
(78.8 kcal/mol) is ~21 kcal/mol more than would be
required if these domains were evacuated simultaneously.
This is physically reasonable, because evacuating the shell
for i should aid in evacuating the shell around the neighbors:
that is, water molecules populating the inner shell around
the peptide interact cooperatively.
Comparing n ¼ 4 and n ¼ 6 cases for water, we find that
within statistical uncertainties the correlation contributions
are similar. This uniformity of correlation explains, as it
did for the long-range contributions, why a linear depen-
dence of the packing contribution versus n is obtained.
Also note that within the partitioning of local and back-
ground followed here, the change in free energy is entirely
due to the variation in the length of the background chain.
Finally, the trends noted for water also hold for urea.
However, the correlation contributions differ between the
solvents.
The analysis of the correlation effects in the packing
contribution shows that even for a collection of cavities,
nonadditive, solvent-specific behavior should be expected.TABLE 3 Correlation contributions in the packing
contribution
Solvent n p0 p0 (i) p0 (iback) pc
Water 4 62.0 22.7 60.5 21.2
6 81.1 22.9 78.8 20.6
Urea 4 65.9 24.5 64.2 22.8
6 85.7 24.6 83.2 22.1
p0, p0ðiÞ, and p0ðibackÞ values are reported in energy units by taking the log-
arithm and multiplying by kBT. For each peptide of length n, the group i
refers to the central peptide in the chain. For example, for n¼ 6 (there being
seven peptide groups), i ¼ 4. For water, the standard error on pc is 0.3 kcal/
mol and for urea it is 0.4 kcal/mol. pc averaged over n ¼ 4 and n ¼ 6 cases
for water is 20.9 5 0.2, and for urea it is 22.5 5 0.3. All values are
in kcal/mol.
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TABLE 5 Correlation contributions to the net chemistry plus
packing contribution
Solvent n
x0
p0
x0ðiÞ
p0ðiÞ
x0ðibackÞ
p0ðibackÞ
xc
pc
Water 4 12.4 3.3 7.4 8.3
6 17.2 3.2 12.9 7.5
Urea 4 13.0 3.4 7.9 8.5
6 18.5 3.5 14.5 7.5
The x0=p0, x0ðiÞ=p0ðiÞ, and x0ðibackÞ=p0ðibackÞ values are reported in energy
units as in Table 4. The standard error on kBT ln xc=pc is ~0.6 kcal/mol. The
average xc=pc is 7.95 0.4 for water and 8.05 0.4 for urea. Within the
noted uncertainties, the correlation contribution is the same for both urea
and water. All values are in kcal/mol.
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Table 4 lists the correlation contribution to x0 corresponding
to the cases considered in Table 3. Notice also that the net
local contribution, x0ðiÞ, due to a defined group is invariant
to the chain length, as it should be, provided the end
effects are small. Further, as noted above, the change in
free energy is entirely due to the variation in the length of
the background chain. Just as we found for the correlation
effects in packing, the correlation contributions are uniform
across chain lengths for a given solvent but differ between
solvents.
Cancellation of correlation effects in water-to-osmolyte-
solution transfer
Table 5 combines the results for the correlation contribution
to the net chemistry-plus-packing contribution. Within the
statistical uncertainty of the calculation, the correlation
contribution to the net short-range effects is the same for
both urea and water, just as we found for the long-range con-
tributions (Table 1). Thus, in the water-to-aqueous-osmolyte
transfer these correlation contributions will cancel, leaving
only a group-additive contribution.
The uniformity of correlation effects seen in the long-
range (Table 1 and Fig. 2), packing (Table 3), and chemistry
(Table 4) contributions explains why the net mexn is linear in n
(Fig. 3) for the extended (Gly)n chains considered here.
However, as the above analysis makes clear, linearity of
mexn versus n does not mean we can define a group-additive
contribution ignoring the context in which the group is
found. The above analysis also helps reconcile the linear
mexn versus n observed in an earlier all-atom simulation
(25) that was interpreted as supporting group additivity
with the continuum dielectric calculations that questioned
additivity (23,24).CONCLUDING DISCUSSIONS
Group additivity is a widely used approximation in chemis-
try. For a small-molecular solute in the gas phase, a system
that is entirely characterized by strong, short-range interac-
tions, group additivity may be an acceptable approximation.
However, in the treatment of a many-body system, such as a
protein in a solvent, characterized by many different scalesTABLE 4 Correlation contributions in the chemistry
contribution
solvent n x0 x0 (i) x0 (iback) xc
Water 4 74.4 19.4 67.9 12.9
6 98.3 19.7 91.7 13.1
Urea 4 78.9 21.1 72.1 14.3
6 104.2 21.1 97.7 14.6
x0, x0ðiÞ, and x0ðibackÞ values are reported in energy units by taking the log-
arithm and multiplying by þkBT. For water, the standard error on xc is
0.3 kcal/mol and for urea it is 0.4 kcal/mol. The average xc is 13.05 0.2
for water and 14.55 0.3 for urea. All values are in kcal/mol.
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sufficient care.
Group-additive models have been often used in describing
protein folding, and cautionary notes based on scaling of
errors with chain length have been presented as well (46).
Efforts to explore this issue by all-atom simulation are
beginning to appear. Notably, the failure of additivity was
demonstrated in a recent exhaustive study of the hydration
of 15 amino acids and their analogs (47). As in that earlier
work, here we have used all-atom simulations to examine
the meaning of a group-additive transfer free energy of a
peptide unit. Distinguishingly, here we have developed a
framework to understand how the solvation thermodynamics
of a defined group depends on its neighbors. Such a frame-
work, it is hoped, will help improve our understanding of
both the successes and limitations of additivity and may
perhaps show the way to more effective models.
Based on the aforementioned framework, we find that
even for an idealized solute with no near-neighbor solute-
solvent interaction, the net solvation free energy of the
solute comprises contributions due to the correlated interac-
tion of the solvent with distinct groups in the solute. As
is intuitively reasonable, the contribution of individual
group-solvent interaction to the net free energy is the most
dominant. However, the binding energy of a group i with
the solvent is correlated with the binding energy of its neigh-
bors i51, i52, etc. These correlated fluctuations can either
raise or lower the free energy of the solute, and, it should be
noted, can persist even for spatially distant groups. For the
linear (Gly)7, correlations persist up to ði; iþ 3Þ. Consider-
ation of the length-scale dependence of additivity shows that
identifying separate free energy contributions due to polar
and nonpolar groups, a commonly used construct in protein
biophysics, is itself of limited validity, especially if those
groups are adjacent spatially.
For the physical solute, we find that water molecules that
populate the inner hydration shell behave in a cooperative
manner, emphasizing that it is not possible to treat a defined
group as independent of its neighbors. A similar behavior,
perhaps even longer-range of correlations, can be expected
for a topographically complicated object and for objects
Peptide Group Solvation 1489with formal charges, such as charged amino acid residues.
On this basis, it is difficult to rationalize the common prac-
tice of subtracting the transfer free energy of glycine from
that for the target amino acid to isolate a contribution due
to the side chain alone.
For the extended-(Gly)n chains studied here, the correla-
tion contributions to the short-range and long-range contri-
butions to the free energy are similar in both water and
the aqueous osmolyte solutions studied here. Thus, in
the water-to-aqueous-osmolyte transfer, these correlation
contributions largely cancel, resulting in an apparently
group-additive behavior. We suspect that cancellation of
correlations may partly explain the success of the group-
additive molecular transfer model in describing the experi-
mental m-value (17,18). Inclusion of conformational
flexibility, not considered here, will likely weaken the
solvent-mediated inter-residue correlations, further aiding
the group-additive decomposition of net water-to-aqueous-
osmolyte transfer free energy. On the other hand, differen-
tial weighting of conformations in different solvents and
presence of charged residues will all render group additivity
less tenable. Rigorously evaluating such cases in realistic
proteins is necessarily left for future studies. The analysis
here does indicate, especially given that m-values are
typically only a few kcal/mol, that care may be needed in
drawing mechanistic conclusions about molecular forces
stabilizing a protein based on a group-additive decomposi-
tion of the m-value. Indeed, the case of urea-induced protein
denaturation appears to support this cautionary note:
whereas the group-additive approach suggests that urea
denatures a protein largely because of favorable interactions
with the peptide backbone (48), simulation suggests that
denaturation is driven by promiscuous urea-protein interac-
tions mediated by (largely nonspecific) dispersion interac-
tions (49).SUPPORTING MATERIAL
Three figures, two tables, Supporting Methods and additional analysis
are available at http://www.biophysj.org/biophysj/supplemental/S0006-
3495(13)00924-7.
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