Abstract. The paper deals with the invertibility of Toeplitz plus Hankel operators T (a) + H(b) acting on classical Hardy spaces on the unit circle T. It is supposed that the generating functions a and b satisfy the condition a(t)a(1/t) = b(t)b(1/t), t ∈ T. Special attention is paid to the case of piecewise continuous generating functions. In some cases the dimensions of null spaces of the operator T (a) + H(b) and its adjoint are described.
Introduction
Fredholm properties of Toeplitz plus Hankel operators T (a) + H(b) with piecewise continuous generating functions a and b have been studied for many years. These operators are considered in various Banach and Hilbert spaces, and the results obtained show that the structure of the algebras generated by such operators is much more complicated than the structure of the algebras generated by one-dimensional singular integral operators with piecewise continuous coefficients defined on closed smooth curves. Moreover, calculating the index of Toeplitz plus Hankel operators, one encounters even more difficult problems, and the difficulties grow if one attempts to study invertibility or one-sided invertibility of such operators. It is worth noting that, in general, Fredholm operators T (a) + H(b) are not one-sided invertible. Nevertheless, a few works where one-sided invertibility was discussed, have appeared in literature recently. They are mainly concerned with two special cases of Toeplitz plus Hankel operators -viz. with the operators having the form M(a) := T (a) + H(a) or the form M (a) := T (a) + H( a), where a(t) := a(1/t), t ∈ T and T := {t ∈ C : |t| = 1} is the counterclockwise oriented unit circle [1, 4, 5] . Thus one-sided invertibility of Fredholm operators M(a) was established in [1] . Similar problems are studied in [4, 5] but a different approach is employed. Moreover, in order to describe the kernel and cokernel dimensions of Fredholm Toeplitz plus Hankel operators T (a) + H(b) the method of asymmetric factorization has been proposed in [1, 7] . This method is similar to the Wiener-Hopf factorization used in the theory of Toeplitz operators. Still, for a = b the papers [1, 7] do not offer effectively verifiable conditions of one-sided invertibility of the operators under consideration. The focus here is mainly on piecewise continuous generating functions but certain results remain true for general generating functions. Moreover, the approach used in this paper is not limited to Toeplitz plus Hankel operators considered below. The results remains true for Toeplitz plus Hankel operators with generating functions a, b ∈ P C p and acting on the spaces l p (Z), 1 < p < ∞, and also for Wiener-Hopf plus Hankel operators acting on L p (R + ). The corresponding operators acting on weighted spaces with appropriately chosen weights can be studied, as well. Nevertheless, for the sake of simplicity, here we only consider the case of H p spaces.
Spaces and operators
Let X be a Banach space. By L(X) we denote the Banach algebra of all linear continuous operators on X. An operator A ∈ L(X) is called Fredholm if the range im A := {Ax : x ∈ X} of the operator A is a closed subset of X and the null spaces ker A := {x ∈ X : Ax = 0} and ker A * := {h ∈ X * : A * h = 0} of the operator A and the adjoint operator A * are finite-dimensional. For the sake of convenience, the null space of the adjoint operator A * is called the cokernel of A and it is denoted by coker A. Further, if an operator A ∈ L(X) is Fredholm, then the number κ := dim ker A − dim coker A is referred to as the index of the operator A. Note that by dim Y we denote the dimension of the linear space Y . Let K(X) denote the set of all compact operators from L(X). Then the Fredholmness of an operator A ∈ L(X) is equivalent to the invertibility of the coset A + K(X) in the Calkin algebra L(X)/K(X).
Let us now introduce some operators and spaces we need. As usual, let L ∞ (T) stand for the C * -algebra of all essentially bounded Lebesgue measurable functions on T, and let 
vanish for all n < 0 and n > 0, respectively. It is a classical result that for p ∈ (1, ∞) the Riesz projection P , defined by P :
is bounded on the space L p and its range is the whole space H p . The operator Q := I − P ,
is also a projection and its range is a subspace of the codimension one in H p . We also consider the flip operator J :
where the bar denotes the complex conjugation. Note that the operator J changes the orientation, satisfies the relations
and for any a ∈ L ∞ , JaJ = aI.
Now let us introduce Toeplitz and Hankel operators T (a) and H(a).
The operator T (a) : H p → H p is defined for all a ∈ L ∞ and 1 < p < ∞ by T (a) : f → P af. This operator is obviously bounded and
where c p is the norm of the Riesz projection on L p . This operator is called Toeplitz operator generated by the function a. Toeplitz operators with matrix-valued generating functions acting on
It is clear that this operator is also bounded but, in contrast to Toeplitz operators, the corresponding generating function a is not uniquely defined by the operator itself. Note that if a belongs to the space of all continuous functions C = C(T), then the Hankel operator H(a) is compact on the space H p . Moreover, Hankel operators are never Fredholm, whereas if a Toeplitz operator T (a) : H p → H p is Fredholm, then T (a) is one-sided invertible. On the other hand, Fredholm Toeplitz operators with matrixvalued generating functions are not necessarily one-sided invertible, and this fact causes numerous difficulties in their studies.
A function a ∈ L ∞ is called piecewise continuous if for every t ∈ T the one-sided limits a(t + 0) and a(t − 0) exist. The set of all piecewise continuous functions is denoted by P C(T) or simply by P C. It is wellknown that P C is a closed subalgebra of L ∞ . Any function from P C has at most countable set of jumps. Moreover, for each δ > 0 the set S := {t ∈ T : |a(t + 0) − a(t − 0)| > δ} is finite. If B is a unital subalgebra of L ∞ containing the algebra C, then we denote by T (B) and T H(B) the smallest closed subalgebra of L(H p ) containing all Toeplitz operators T (a), respectively, Toeplitz plus Hankel operators T (a) + H(b) with generating functions from B. In the case where B = C the algebras T H(C) and T (C) coincide since the algebra T (C) already contains all compact operators. Additionally, an operator T (a) + H(b) is Fredholm if and only if a(t) = 0 for all t ∈ T and ind (T (a) + H(b)) = ind T (a) = −wind a, where wind a is the winding number of the contour Γ := {a(t) : t ∈ T} with respect to the origin. The algebras T (P C) and T H(P C) are much more complicated and will be discussed in Section 4.
The theory of Toeplitz plus Hankel operators is heavily based upon the relations
which show that Toeplitz and Hankel operators are closely related even for general a, b ∈ L ∞ . A consequence of (2.1) is that for
This representation is often used in the forthcoming sections. More facts about Toeplitz and Hankel operators can be found in [3, 10, 11] .
To study the invertibility of the operators T (a)+H(b) acting on the space H p , 1 < p < ∞ we shall make use of a well-known classical formula. Let X and Y be arbitrary operators acting on the space L p and let J be the above defined flip operator. Then the relation 
Thus we can study the modified operator T (a)±H(b)+Q instead of the initial one, and if we set X = P aP + Q, Y = P bQ, then relation (3.1) 5 leads to the representation
Thus the operator diag (T (a) + H(b), T (a) − H(b)) acting on the space H p × H p has the same Fredholm properties as the operator A acting on
In particular, the kernels of these two operators have the same dimension and so are the cokernels. Let us also recall that the shift J changes the orientation and this fact causes essential complications, for example, it can happen that one of the operators T (a) ± H(b) is Fredholm but the other one is not. Examples where such situation occurs are presented in Section 4, cf. Examples 4.14-4.17.
From now on we always assume that the generating function a is invertible. This does not lead to loss of generality since Fredholmness of the operator T (a) + H(b) implies the invertibility of a in L ∞ , [1, 15] . Now we can formulate the first result.
are simultaneously Fredholm or not. If they are Fredholm, then
Moreover the kernel and cokernel dimensions of these operators coincide.
Proof. Let us first represent the operator A in a different form. To this end we recall the following fact. If p is an idempotent in a unital Banach algebra C with identity e, then the elements ap + (e − p) and pap + (e − p) have identical invertibility properties. Consequently, if C = L(Z), where Z is a Banach space, then ap + (e − p) and pap + (e − p) have identical Fredholm properties. This immediately follows from the relation (3.5) ap + (e − p) = (pap + (e − p))(e + (e − p)ap),
and from the invertibility of the element e+(e−p)ap with ((e+(e−p)ap)
Then the operator A of (3.2) can be represented in the form [8] ,
The relation (3.5) implies that the operators A and A,
have identical Fredholm properties. On the other hand, the operator A can also be written as
Now we note that the invertibility of the function a implies the invertibility of the matrix
Therefore, applying the relation (3.5) again but to the operator R −1 A, we obtain the claim.
Remark 3.2. If the operator T (U(a, b)) is Fredholm, then its kernel and cokernel dimensions can be expressed via the partial indices of the matrix U(a, b). However, the computation of the partial indices is a very complicated task, and nowadays there are only a few classes of matrices the partial indices of which can be determined [12] . In the present paper we derive some results on one-sided invertibility of Toeplitz plus Hankel operators but our method is not directly linked to the partial indices approach.
Let us make an important assumption, viz. let us assume that the generating functions of the corresponding Toeplitz plus Hankel operator
Equation (3.6) is called the matching condition, and the corresponding pair of functions (a, b) is called matching pair. Note that the set of all match- 
On the other hand, if a function c satisfies the equation (3.7), then it is the matching function for any pair (ac, a) and for any pair (a, a c), a ∈ L ∞ . Therefore, in the following any function satisfying (3.7) is called matching function. Moreover, if c 1 , c 2 are matching functions, then the product c 1 c 2 is the one as well.
An example of a matching function is the function c = c(t) = t n , t ∈ T, n ∈ Z. The set of matching functions is quite large. For instance, let an element g 0 ∈ L ∞ be continuous at the points t = ±1, invertible in L ∞ and such that g 0 (±1) ∈ {−1, 1}. Let T + := {t ∈ T : Im t ≥ 0} be the upper half-circle. Set
Then g g = 1 for all t ∈ T, so g is a matching function.
In passing note that if (a, b) is a matching pair, then the matrix U(a, b) takes the form
Thus, in this case U(a, b) is a triangular matrix and the corresponding Toeplitz plus Hankel operator can be studied in more detail. Now we need a few more facts concerning the connections between the Fredholmness of certain matrix operators and their entries. Let R be an associative ring with the unit e. Denote by R 2×2 the set of all 2 ×2 matrices with entries from R. This set, equipped with usual matrix operations, forms a non-commutative ring with the unit E = diag (e, e). To prepare the next theorem we need few more notation. If u, v ∈ L ∞ are functions such that the operators T (u) and T (v) are Fredholm, and hence one-sided invertible, we denote by (κ 1 , κ 2 ) the pair (ind T (v), ind T (u)). Let Z + and Z − be, respectively, the sets of all non-negative and negative integers. Finally, if T (ψ), ψ ∈ L ∞ is Fredholm, then ψ can be represented in the form ψ = ψ 0 t n , where the operator T (ψ 0 ) is invertible and n = −ind T (ψ). Thus for n ≤ 0, a right inverse for the operator
, let us consider the matrix function G defined by 
Moreover, (i) If (κ 1 , κ 2 ) belongs to one of the sets
Proof. It is clear that if T (G) and one of the operators
Really, since the operator T (G) can be represented in the form
and the middle factor in the right-hand side of (3.10) is invertible, the claim follows. On the other hand, if T (G) is not Fredholm then, according to (3.10), one of the operators T (u), T (v) is also not Fredholm. In order to establish identity (3.8), one has to employ the representation (3.10) once more. The proof of the relation (3.9) is more complicated. To this end one has to study the set S 1 := ker(diag (T (v), I)) ∩ im A 1 , where
l (u) denote one of the left inverses of the operator T (u), and let A 2 be the matrix operator defined by
, and
so the operator A 1 A 2 is left-invertible. Since the operator A 2 is invertible, one obtains that im A 1 = im (A 1 A 2 ). It follows from the theory of one-sided invertible operators [10] that the operator R,
is a projection onto im A 1 A 2 = im A 1 . Moreover, the projection R has the same kernel as the operator diag (I, T −1
t , where (α, β) t denotes the vector-column with the entries α and β. For x ∈ ker T (v) the element (x, 0) t belongs to the set im A 1 if and only if R ((x, 0) t ) = (x, 0) t , i.e. if
. Using now the above mentioned representation T −1
Because T (u 0 ) is invertible, we get that (x, 0) t , x ∈ ker T (v) belongs to im A 1 if and only if
The theorem is proved.
Set now u = c, v = d and w = a −1 . Moreover, if κ 1 := ind T (d) and κ 2 := ind T (c), then the kernels of the above mentioned operators are connected in the following way.
(i) If (κ 1 , κ 2 ) belongs to one of the sets
Proof. Let us first point out that semi-Fredholm Toeplitz operators with piecewise continuous generating functions are indeed Fredholm operators. The latter statement can be easily derived from Proposition 3.1 in Section 9.3 of [11] in conjunction with Lemma 1 in Section 18 of [13] . The remaining part of the proof immediately follows from Theorems 3.1 and 3.4.
The last theorem will be used later in the study of invertibility of Toeplitz plus Hankel operators with piecewise continuous generating functions. Note that necessary information on properties of such operators, including an index formula, will be provided in Section 4.
P C-generating functions
For the following, we need additional results concerning Toeplitz and Toeplitz plus Hankel operators with piecewise continuous generating functions acting on the space H p , 1 < p < ∞. For, let us introduce the functions
where y ∈ R, and R refers to the two-point compactification of R. Note that for given points u, w ∈ C, u = w the set A p (u, w) := {z ∈ C : z = u(1 −ν p (y)) + wν p (y), y ∈ R} forms a circular arc which starts at u and ends at w as y runs through R. This arc A p (u, w) has the property that from any point of the arc, the line segment [u, w] is seen at the angle 2π/(max{p, q}), 1/p + 1/q = 1. Moreover, if 2 < p < ∞ (1 < p < 2) the arc A p (u, w) is located on the right-hand side (left-hand side) of the straight line passing through the points u and w and directed from u to w. If p = 2, the set 
where Ω 1 := {z ∈ C : Im z ≤ 0 and Re z ≥ 0}, Ω 2 := {z ∈ C : Im z ≤ 0 and Re z ≤ 0}. On the other hand, for 2 ≤ p < ∞,
Thus for p = 2 the point h p (y), y ∈ R moves along the imaginary axis from the origin to the point z 0 = −i and then goes back to the origin. (iv) For all y ∈ R the function h p satisfies the inequality
, and y = 0 is the only point where equality holds. As was already mentioned, T (P C) and T H(P C) are the smallest closed subalgebras of L(H p ) containing all Toeplitz operators T (a) and Toeplitz plus Hankel operators T (a) + H(b) with a, b ∈ P C, respectively. An index formula for Fredholm operators from T (P C) ⊂ L(H p ) is well-known and goes back to I. Gohberg and N. Krupnik [3, 10] . Let us now recall some results from [3] and [14] . First of all, we note that the algebra T (P C) contains the set K(H p ) of all compact operators from L(H p ), and the Banach algebra
is a commutative subalgebra of the Calkin algebra the maximal ideal space of which M(T π (P C)) can be identified with the cylinder T × [0, 1] equipped with an exotic topology. However, in this paper we prefer to identify the space of maximal ideal of the above algebra with T × R, and by smb T π (P C) we denote the Gelfand transform of the algebra T π (P C).
Theorem 4.1. Let T π (P C) be the above defined Banach algebra. Then (i) On the generators T π (a) := T (a) + K(H p ), a ∈ P C the Gelfand transform smb :
(ii) The operator A ∈ T (P C) is Fredholm if and only if
Remark 4.2. The function smb A traces out an oriented curve, the orientation of which is inherited from those of R and T. Thus if smb A does not cross the origin, the winding number wind smb A is well-defined. We shall also agree on writing smb A for smb A π , so we can think about the homomorphism smb as a function acting on the whole algebra T (P C). In this case, smb A = 0 for any compact operator A.
Later on we will see that for generating functions b ∈ P C having discontinuity points on T \ {−1, 1}, the Hankel operator H(b) does not belong to the algebra T (P C). On the other hand, we need a non-trivial result that for b ∈ P C ∩ C(T \ {−1, 1}) the operator H(b) ∈ T (P C). Let us give an idea of the proof for this fact. First of all, one can observe that it suffices to show that for the characteristic function χ + of the upper half-circle T + , the corresponding Hankel operator H(χ + ) belongs to the Toeplitz algebra T (P C). However, the last inclusion could be verified following localization arguments from [14, pp. 245-247] and also using Theorem 4.4.5(iii) from there. Moreover, it is established in [14] that the Gelfand transform of the coset
ind (T (a) + H(b)) = −wind smb (T (a) + H(b)).
The Fredholm theory for operators belonging to T H(P C) is considerably more complicated than that for T (P C). This is due to the fact that the Calkin image T H π (P C) := T H(P C)/K(H p ) of the algebra T H(P C) is not commutative. Let 
is invertible for every (t, y) ∈
• T + × R and the function
The mapping smb defined in assertion (i) extends for each (t, y) ∈ T + × R to an algebra homomorphism on the whole T H(P C). (i) Theorem 4.3 indicates that the algebra T H π (P C) is not commutative. In particular, this means that Hankel operators with generating functions from P C(T) with discontinuity points on T \ {−1, 1} do not belong to the algebra T (P C).
(ii) This theorem also shows that the roles of the points t = ±1 and t ∈ • T + are very different. In connection with this, let us remaind that t = ±1 are the only fixed points of the operator J. (iii) There is an index formula for Fredholm operators T (a)+H(b) considered on the space l p (Z + ) [17] . The approach of [17] can be modified in order to get a similar result for Toeplitz plus Hankel operators acting on H p -spaces. On the other hand, the index formula presented in Proposition 4.8 below, is relatively simple and sufficiently effective to handle all problems considered in this work. (iv) If a ∈ P C, then the symbols of the operator T (a) defined by Theorems 4.1 and 4.3 coincide.
Let us note that at the first time Theorem 4.3 appeared in [16] , see also [14] .
We proceed with additional preparatory material. 
ind (T (a) + H(b)) = ind (T (a) − H(b)).
Moreover,
where T (U) is the block Toeplitz operator on H p ×H p with generating matrixfunction U = U(a, b) defined by (3.3).
The first assertion can be proved analogously to [17] , see also [6] , and the second one directly follows from the relation (3.4).
Remark 4.6. In the case at hand, the index computation is reduced to the similar problem for a block Toeplitz operator the generating matrix of which has piecewise continuous entries. The index formula for such operators is known [3, Chapter 5] .
As the next step we prove the following proposition. 
where b 0 is a function continuous on T\{−1, 1} such that
, and g is a function on T, which is invertible, continuous on T \ {−1, 1} and a(1 ± 0) = g(1 ± 0), a(−1 ± 0) = g(−1 ± 0). Moreover, the operators T (g) + H(b 0 ) and T (ag
are also Fredholm and T (g) + H(b 0 ) belongs to the algebra T (P C).
Proof. By Theorem 4.3, the function a is invertible in P C. The existence of functions b 0 and g with the properties prescribed is obvious. Notice that ag −1 is continuous at the points t = ±1 and ag −1 (±1) = 1. Using the relations (2.1)-(2.2) and Corollary 5.33 from [3] , one arrives at the representation (4.2). The Fredholmness of all the Toeplitz plus Hankel operators appeared is clear, and the inclusion T (g) + H(b 0 ) ∈ T (P C) for such a kind operators has been mentioned before.
Now we are able to establish a transparent index formula for the operators under consideration.
where
and
Proof. Remark that the function b 2 vanishes at the points t = −1 and t = 1.
The result now follows from the representation (4.2) and Theorem 4.5. Notice than certain deficiency of Theorem 4.10 consists in its inability to handle one-sided invertibility in the case where one of the operators, say T (a) + H(b), is Fredholm but T (a) − H(b) is not. This situation can still be studied but to do so we need a result of I. Shneiberg [18] . 
Moreover, the above argumentation shows that this statement is true even for T (a) + H(b) acting on H s for all s ∈ (p ′′ , p ′ ) where p ′′ < p and is close enough to p.
Let us now formulate the final result. 
, one can employ the following result [9, Chapter ] . Let X 1 , X 2 be Banach spaces such that X 1 is continuously and densely embedded into X 2 , and let A be a linear continuous Fredholm operator on both X 1 and X 2 which has the same index on each space. Then
Therefore, according to Theorem 4.10, the operator T (a) + H(b) is also one-sided invertible on H p , which completes the proof.
Example 4.13. Let a ∈ P C and the operator T (a) + H(a) : H p → H p be Fredholm. The matching condition is trivial, and the last theorem shows that the operator T (a) + H(a) is one-sided invertible. Hence, we recovered a result of E. Basor and T. Ehrhardt for a ∈ P C. In the following the index of certain operators will be computed. These computations use Theorem 4.1 and the results presented after that theorem.
Example 4.14. Consider the function a = exp(iξ/4), ξ ∈ (0, 2π). This function is continuous on T \ {1} and has a jump at the point t = 1, viz. a(1 + 0) = 1 and a(1 − 0) = i. The operators T (a) + H(at) and T (a) − H(at) are well-defined on every space H p , 1 < p < ∞. Since b = at the matching condition (3.6) is satisfied with the matching functions c(t) = t −1 and d = a a −1 t. Note that a a −1 = −i exp(iξ/2). By Theorem 4.1 the operator T (a a −1 ) is not Fredholm on H 2 because a a −1 (1+0) = −i, a a −1 (1− 0) = i, and the interval connecting these two points includes the origin. In view of Theorem 3.6, at least one of the operators T (a) + H(at) or T (a) − H(at) is not Fredholm. Since H(ta) ∈ T (CP ), it follows from Theorem 4.1 that T (a) − H(at) is Fredholm but T (a) + H(at) is not. Moreover, ind (T (a) − H(at)) = 0, and easy arguments show that T (a) − H(at) is Fredholm on each space H p : If p = 2, then T (a a −1 ) is Fredholm with index −1 for 2 < p < ∞ and with index 0 for 1 < p < 2. Then, according to Theorem 3.6, the operator T (a) − H(at) is Fredholm for each p ∈ (1, ∞). The above mentioned theorem of I. Shneiberg then entails that T (a)−H(at) has index zero for all p ∈ (1, ∞). Thus we have
whereas ind T (c) = ind T (t −1 ) = 1 for all p ∈ (1, ∞). From Theorem 3.6 one concludes that dim ker diag (T (a) + H(at), T (a) − H(at)) = 1 for all p ∈ (1, ∞) \ {2},
Moreover, the constant function x(t) = 1, t ∈ T belongs to the kernel of the operator T (a) − H(at). Therefore, dim coker (T (a) − H(at)) = 1, so this operator is not one-sided invertible. This leads to the conclusion that T (a) + H(at) is invertible if 1 < p < 2, and it is invertible from the left with dim coker (T (a) + H(at)) = 1 if 2 < p < ∞.
In conclusion of this example, we would like to mention a quite remarkable fact. It turns out that the approach presented here allows one to find the kernels of Toeplitz plus Hankel operators in various situations. Thus, let us consider the operators T (a) + H(at n ) and T (a) − H(at n ) where a is the above defined function and n ∈ Z + . The reader can verify that if n = 2m + 1, m ∈ Z + , then It is also worth noting that for arbitrary function a ∈ P C, the above presented functions belong to the kernel of the corresponding operators T (a) + H(at n ) and T (a) − H(at n ) but they may not exhaust it. To study the properties of the operators T (a)±H(at −1 ) in more detail for 1 < p < 2, let us first note that we are in the situation described in Theorem 3.6, case (ii). Further, on each space H p , 1 < p < 2 the operators T ( a −1 ) and T (a a −1 ) are Fredholm with the index zero, so they are invertible. Note that P 0 T ( a −1 )T (a a −1 )P 0 : im P 0 → im P 0 is a non-zero operator. Really, let us show that (4.4) P 0 T ( a −1 )T (a a −1 )P 0 : im P 0 (1) = 0.
The proof of (4.4) can be given from the Wiener-Hopf factorization of power functions. Definition and properties of such a factorization can be found in [3, 10, 11] . Here we will only sketch the proof. The details are left to the reader. Let us introduce few more notation. From now on, the argument arg z of a complex number z = 0 is always chosen so that arg z ∈ [0, 2π). If β ∈ C, the function ϕ β ∈ P C is defined by ϕ β (exp(iζ)) := exp(β(ζ − π)), ζ ∈ [0, 2π).
It is easily seen that the function ϕ β has at most one discontinuity -viz. a jump at the point z 0 = 1 so that ϕ β (1 + 0) = exp(−πiβ) and ϕ β (1 − 0) = exp(πiβ). Therefore, one has ϕ β (exp(iζ)) = exp(−iβπ) exp(iβζ), and the representations a a −1 (exp(iζ)) = −i exp(iζ/2) and a −1 (exp(iζ)) = −i exp(iζ/4) imply that the same assumption (3.6). Nevertheless, our approach is remarkably different from that of [2] , and the intersection of the theoretical results obtained is minimal.
