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ENCLOSURE OF THE NUMERICAL RANGE AND RESOLVENT
ESTIMATES OF NON-SELFADJOINT OPERATOR FUNCTIONS
AXEL TORSHAGE
Abstract. In this paper we discuss the relationship between the numerical
range of an extensive class of unbounded operator functions and the joint
numerical range of the operator coefficients. Furthermore, we derive methods
on how to find estimates of the joint numerical range. Those estimates are
used to obtain explicitly computable enclosures of the numerical range of the
operator function and resolvent estimates. The enclosure and upper estimate of
the norm of the resolvent are optimal given the estimate of the joint numerical
range.
1. Introduction
Unbounded operator functions are important in many branches of physics in-
cluding elasticity, fluid mechanics, and electromagnetics [APT02, Tre08, ELT17].
The spectrum can be used to understand the action of selfadjoint operators but
operators and operator functions in classical physics are frequently non-selfadjoint.
To comprehend the stability of these systems under small perturbations we need
knowledge of the pseudospectrum or the numerical range [Kat95, TE05, Dav07].
The closure of the numerical range is a classic enclosure of the spectrum, [Mar88],
and for points in the resolvent set the distance from the numerical range gives an
upper bound on the resolvent [MM01]. Hence, the numerical range is an invaluable
tool to study behavior of non-selfadjoint operators and operator functions such as,
estimates of the location of the spectrum, and where the resolvent is well-behaved.
The numerical range of matrix functions is studied in [LR94, AMP02], where
geometric properties are investigated. However, it is in general not possible to ana-
lytically compute the numerical range even for matrices of low dimension. Further-
more, for operator functions the numerical range is not convex or even connected
in general. Hence, the existing numerical methods for approximating the numeri-
cal range only work for the finite dimensional cases and even for low dimensional
problems, the computations are very time consuming.
In [KL78] the authors present properties of the numerical range for selfadjoint
quadratic operator polynomials λ ´ A ´ λ2B using the numerical ranges of the
operators A and B. In a related work [ET17] introduced an explicit enclosure of
the numerical range W pT q of operator functions of the form:
(1.1) T pωq :“ A´ ω2 ´ 1
c´ idω ´ ω2B,
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where A and B are selfadjoint operators, c ě 0, and d ě 0. The presented enclosure
of the numerical range is optimal given the numerical ranges of A and B since for
each possible pair W pAq and W pBq, there exist operators A and B such that the
enclosure coincides with the numerical range of T . Although [ET17] considers a
very special case, we will show in this paper that the main results for (1.1) also hold
in a much more general setting. We will study operator functions with an arbitrary
number of possibly unbounded operator coefficients.
In [ET17] the enclosure is deduced without taking the relationship of A and B
into consideration. In [Das73, Hua85, GJK04] the joint numerical range is stud-
ied, which if applied to the operator coefficients, may improve the enclosure of
the numerical range significantly. However, the complexity of computing the joint
numerical range of the operator coefficients is usually directly related to the com-
plexity to compute the numerical range of the operator function. Thus to still be
able take advantage of the relationship between the operator coefficients, we will in
this paper provide methods to obtain outer bounds of the joint numerical range. We
generalize the explicit enclosure of pseudospectrum given in [ET17], to our operator
function, subject to the outer bound of the joint numerical range, and provide a
computable estimate of the norm of the resolvent.
The structure of the paper is as follows: In Section 2, we define the numerical
range of an operator function, the corresponding joint numerical range of the op-
erator coefficients, and describe how these sets relate to each other. For bounded
operator functions the relation is trivial but if the operator function is unbounded,
additional challenges arise. These challenges are especially severe if the operator
function has several unbounded coefficients. We address this in Lemma 2.2 and
Lemma 2.5.
In Section 3 we introduce methods of finding non-trivial outer bounds of the
joint numerical range of the operator function’s coefficients. In this section we
show how common relations between operators can be utilized to obtain bounds
on the joint numerical range. The main results are Proposition 3.8, which presents
results for relations involving Borel functions defined on the operator coefficients,
and Corollary 3.11 which considers cases where one operator coefficient is dominated
by the other operator coefficients.
In Section 4 we present the enclosure of the numerical range for operator func-
tions and how this set can be computed from the estimates of the joint numerical
range of the coefficients. Results, including how to obtain the boundary of the
enclosure, are presented for the case of two operator coefficients and analyzed in
Theorem 4.4. In Theorem 4.12 those results are generalized to more than two
operator coefficients.
In Section 5 an enclosure of -pseudospectrum called -numerical range is given
and we derive an enclosure of this set. The main results are Theorem 5.3 that shows
properties of this enclosure and Proposition 5.4 that provides an upper estimate of
the resolvent that can be computed explicitly for unbounded operator functions.
Throughout this paper, we use the following notation. Let ω< and ω= denote
the real and imaginary parts of ω, respectively. If M is a subset of an Euclidean
space, then BM denotes the boundary of M and CopMq denotes the convex hull
of M.
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2. Numerical range and joint numerical range
Let H denote a Hilbert space with the inner product x¨, ¨y and Aj , j “ 1, . . . , n
denote selfadjoint operators. For simplicity we use the notation rA :“ pA1, . . . , Anq
and assume that Dp rAq :“ DpA1q X . . .XDpAnq is dense in H.
Let pT : C Ñ LpHq denote the operator function
(2.1) pT pωq :“ gpωq ` nÿ
j“1
Ajf
pjqpωq, Dp pT pωqq :“ Dp rAq.
where f pjq, g : C Ñ C, j “ 1, . . . , n and C is open and dense in C. Assume thatpT pωq is closable for ω P C and let T pωq denote its closure.
Note that if Aj is non-selfadjoint and bounded in (2.1), it is possible to write
Aj “
Aj `Aj˚
2
` iAj ´Aj˚
2i
“ Bj ` iCj ,
where Bj and Cj are selfadjoint. Hence, assuming that the bounded operators in
(2.1) are selfadjoint is no restriction.
From the definition of DpT pωqq it follows trivially that
(2.2) DpT pωqq Ą Dp rAq, ω P C.
The numerical range of an operator A P LpHq is defined as
W pAq :“ txAu, uy : u P DpAq, }u} “ 1u,
and is thus real for selfadjoint operators. The numerical range of an operator
function T is the set
(2.3) W pT q :“ tω P C : Du P DpT pωqqzt0u, xT pωqu, uy “ 0u.
In [ET17] an enclosure of the numerical range of (1.1) is presented and evaluated.
The same idea can be used for the closure of the much more general operator
function (2.1). To be able to obtain a tighter enclosure in the general case we first
consider the joint numerical range of rA defined as
(2.4)
W p rAq :“ !pxA1u, uy, . . . , xAnu, uyq : u P Dp rAq, }u} “ 1) ĂW pA1q ˆ . . .ˆW pAnq.
The joint numerical range is in [Das73] studied for bounded operators and in [Hua85]
for unbounded operators.
2.1. Relation between W pT q and W p rAq. Let rα :“ pα1, . . . , αnq P Rn and define
the function
(2.5) trαpωq :“ gpωq `
nÿ
j“1
αjf
pjqpωq, ω P C,
where f pjq and g are defined as in (2.1). For a given set X Ă Rn, let WXpT q Ă C
denote the set
(2.6) WXpT q :“ tω P C : Drα P X, trαpωq “ 0u.
From this definition it follows directly that if Dp rAq “ DpT pωqq, ω P C then
W pT q “WW p rAqpT q.
4 AXEL TORSHAGE
Hence, the numerical range of T is closely related to the joint numerical range of rA.
This was discussed by P. Psarrakos, [PT00], for operator polynomials in the finite
dimensional case. These results can be straight forward generalized to bounded
operator functions and operator functions with one unbounded operator Aj where
f pjqpωq ‰ 0, ω P C since in these cases Dp rAq “ DpT pωqq.
However, for more general unbounded operator functions, (2.2) is often not an
equality and then we only have the inclusion W pT q ĄWW p rAqpT q.
Remark 2.1. Even if X is closed it might not hold that WXpT q is closed. This can
be seen from the example
T pωq :“ ωA´ I, X :“W pAq “ r1,8q, DpT pωqq “
"
DpAq ω ‰ 0
H ω “ 0 .
Then W pT q “WXpT q “ p0, 1s, which is not a closed set.
For each set Ω ĄW p rAq it follows trivially from the definition (2.6) that WΩpT q Ą
WW p rAqpT q. Hence, the goal is to find small Ω ĄW p rAq such that WΩpT q ĄW pT q.
Lemma 2.2. Assume that u P DpT pωqq, }u} “ 1 and xT pωqu, uy “ 0. Then for
each  ą 0 there are v P Dp rAq, }v} “ 1 and rα PW pA1q ˆ . . .ˆW pAnq such that
(2.7)
nÿ
j“1
|xAjv, vy ´ αj | ă , }u´ v} ă  and trαpωq “ 0.
Furthermore, if u P Dp rAq then ω PWW pAqpT q.
Proof. Let, tviu8i“1 be a sequence of unit vectors inDp rAq such that limiÑ8xT pωqvi, viy “
0 and limiÑ8 }u´vi} “ 0. For j P t1, . . . nu we can assume without loss of generality
that if limiÑ8xAjvi, viy does not exist, then txAjvi, viyu8i“1 has no converging subse-
quence. Let J denote the set J :“ tj P t1, . . . , nu : limiÑ8xAjvi, viy does not existu.
For j P t1, . . . , nuzJ define αj :“ limiÑ8xAjvi, viy P W pAjq. Let i1 be a constant
such that
(2.8)
ÿ
jPt1,...,nuzJ
|xAjvi, viy ´ αj | ă 
2
, }u´ vi} ă  for i ě i1,
and define the constant
K :“ ´
ÿ
jPt1,...,nuzJ
f pjqpωqαj .
Then,
xT pωqu, uy “
Cÿ
jPJ0
f pjqpωqAju, u
G
´K “ 0, J0 :“ tj P J : f pjqpωq ‰ 0u.
We then obtain
K “ lim
iÑ8
ÿ
jPJ0
f pjqpωqαpiqj , αpiqj :“ xAjvi, viy.
As limiÑ8xAjvi, viy does not exist for j P J0 and that f pjqpωq ‰ 0 for j P J0 it
follows that J0 either is empty or has at least two elements.
If J0 is empty define v :“ vi1 and αj “ xAjv, vy for j P J . It then follows that
K “ 0, and that (2.7) holds from (2.8).
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If there are at least 2 elements in J0 then since C can be seen as a two dimensional
vectors space over the field R, it follows that for some k, l P J0 there are constants
κj , γj P R, j P J0 such that f pjqpωq “ κjf pkqpωq ` γjf plqpωq. Here we choose
κk “ γl “ 1 and κl “ γk “ 0. Thus
(2.9) K “ lim
iÑ8
¨˝
f pkqpωq
ÿ
jPJ0ztlu
κjα
piq
j ` f plqpωq
ÿ
jPJ0ztku
γjα
piq
j
‚˛.
Since, K is written as the limit of two sums, either both sums converge to a bounded
limit or neither of the sums have a limit.
First consider the case when both sum converge, then K “ f pkqpωqKk`f plqpωqKl
where, Kk and Kl are the real numbers
(2.10) Kk “ lim
iÑ8
ÿ
jPJ0ztlu
κjα
piq
j , Kl “ lim
iÑ8
ÿ
jPJ0ztku
γjα
piq
j .
Let i2 ě i1 denote a number such that
(2.11)
ˇˇˇˇ
ˇˇαpi2qk ´
¨˝
Kk ´
ÿ
jPJ0ztk,lu
κjα
pi2q
j
‚˛ˇˇˇˇˇˇ`
ˇˇˇˇ
ˇˇαpi2ql ´
¨˝
Kl ´
ÿ
jPJ0ztk,lu
γjα
pi2q
j
‚˛ˇˇˇˇˇˇ ă 
2
,
and
Kk ´
ÿ
jPJ0ztk,lu
κjα
pi2q
j PW pAkq, Kl ´
ÿ
jPJ0ztk,lu
γjα
pi2q
j PW pAlq.
An i2 satisfying the latter properties exists due to the limit (2.10) and that there
are no subsequence of tαpiqk u8i“1 converging to endpoints of W pAkq or tαpiql u8i“1
converging to endpoints of W pAlq. Define αj :“ αpi2qj for j P Jztk, lu and
αk :“ Kk ´
ÿ
jPJ0ztk,lu
κjαj , αl :“ Kl ´
ÿ
jPJ0ztk,lu
γjαj .
It then follows that rα P W pA1q ˆ . . . ˆW pAnq, trαpωq “ 0, (2.8) and (2.11) yield
that (2.7) holds for v :“ vi2 .
Now consider the case when the two sums in (2.9) do not converge. Then
Im
ˆ
K
f plqpωq
˙
“ lim
iÑ8 Im
ˆ
f pkqpωq
f plqpωq
˙ ÿ
jPJ0
κjα
piq
j .
Since the sum does not converge it follows that f pkqpωq “ rf plqpωq for some r P
Rzt0u and consequently
K
f plqpωq “ limiÑ8
ÿ
jPJ0
prκj ` γjqαpiqj .
The result is now shown similarly as in the case when the sums converges: let
i2 ě i1 denote a number such that
(2.12)
ˇˇˇˇ
ˇˇαpi2ql ´
¨˝
K
f plqpωq ´
ÿ
jPJ0ztlu
prκj ` γjqαpi2qj ‚˛ˇˇˇˇˇˇ ă 2 ,
and
αl :“ K
f plqpωq ´
ÿ
jPJ0ztlu
prκj ` γjqαpi2qj PW pAlq.
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Define αj :“ αpi2qj for j P Jztlu and v :“ vi2 , (2.7) is then obtained from (2.8) and
(2.12). The last statement of the lemma follows direct from definition. 
Corollary 2.3. Let  ą 0 and define the set
Ω :“
#rα PW pA1q ˆ . . .ˆW pAnq : Drα1 PW pA1, . . . , Anq, nÿ
j“1
|αj ´ α1j | ď 
+
,
then WΩpT q ĄW pT q.
Proof. Immediate from Lemma 2.2. 
Example 2.4. In many cases it is easier to construct an Ω ĄW p rAq that differs from
the one given in Corollary 2.3. Assume that Aj in (2.1) is bounded for j ą 1. Then
Dp rAq “ DpA1q and from definition of T it follows that
DpT pωqq “
"
DpA1q, f p1qpωq ‰ 0
H, f p1qpωq “ 0 .
Hence, W pT q “ WW p rAqpT q on the set Γ :“ tω P C : f p1qpωq ‰ 0u and for α1 P
W pA1q we have that
W pT qzΓ “Wtα1uˆW p rA1qpT qzΓ, rA1 :“ pA2, . . . , Anq.
This means that if
Ω ĄW pA1, . . . , Anq Y tpα1, xA2u, uy, . . . , xAnu, uyq : u R DpA1q, }u} “ 1u ,
for any α1 P W pA1q, then W pT q Ă WΩpT q. However, in this example it is best to
investigate the values of ω such that f p1qpωq ‰ 0 and f p1qpωq “ 0 separately since
then DpT pωqq is constant on the two parts. For values of ω such that f p1qpωq “ 0, we
even have that the operator function T pωq is bounded. Additionally, if f p1qpωq “ 0,
f p1q is holomorphic at ω, and g, f pjq, j “ 2, . . . , n are continuous in ω it follows that
ω P W pT q. Hence, in many common cases, the values of ω such that f p1qpωq “ 0
are easily investigated. However, if there are more than one unbounded operator
this method is not applicable directly.
In the case when the functions g, f pjq, j “ 1, . . . , n are holomorphic functions
the result of Lemma 2.2 can be improved.
Lemma 2.5. Let T denote the closure of the operator function (2.1), let trα be
defined by (2.5) and denote by W pT q and WW p rAqpT q the sets (2.3) and (2.6), re-
spectively. Let H Ă C denote the set where g, f pjq, j “ 1, . . . , n are holomorphic
and linearly independent. Then W pT q XH “WW p rAqpT q XH.
Proof. Since Dp rAq Ă DpT pωqq for all ω, it follows that W pT qXH ĄWW p rAqpT qXH.
Hence, we only have to show the converse. Assume ω PW pT qXH, and u P DpT pωqq
is a unit vector such that xT pωqu, uy “ 0, then due to Lemma 2.2 there is a sequence
unit vectors of tviu8i“1 P Dp rAq and rαi “ pαpiq1 , . . . , αpiqn q such that
(2.13)
nÿ
j“1
|xAjvi, viy ´ αpiqj | ă
1
i
, }u´ vi} ă 1
i
and trαipωq “ 0.
ENCLOSURE OF THE NUMERICAL RANGE AND RESOLVENT ESTIMATES 7
This implies that
tx rAvi,viypωq “ tx rAvi,viypωq ´ trαipωq “
nÿ
j“1
f pjqpωq
´
xAjvi, viy ´ αpiqj
¯
.
If tx rAvi,viypωq “ 0, for some i we are done. Otherwise tx rAvi,viy is a holomorphic
non-constant function for all i and tx rAvi,viypωq is arbitrary small by choosing i large
enough. Assume that there exist a smallest N P N such that |tpNqx rAvi,viypωq| Û 0,
where N denotes de number of derivatives in ω. Then since tx rAvi,viy is holomorphic
it follows that for each  ą 0 there is an i (large enough) such that for some ω1
satisfying |ω1 ´ ω| ă  we have tx rAvi,viypω1q “ 0. Hence, the result holds. Now
assume that no such N exists. Since the function is holomorphic it follows that
limiÑ8 tx rAvi,viy Ñ 0. This leads to a contradiction since g and f pjq, j “ 1, . . . , n
are supposed to be linearly independent. 
Since WW p rAqpT q “W pT q in many important cases, such as bounded or holomor-
phic T , we will in the following study enclosures of the sets W p rAq and WW p rAqpT q
instead of W pT q. Furthermore, if T is unbounded and non-holomorphic, Lemma
2.2 states that it is enough to take an arbitrarily small neighborhood of W p rAq, to
obtain an enclosure of W pT q.
2.2. Convex hull of W p rAq. Many studies of the joint numerical range are in-
terested in determining conditions for convexness in Rn, [Das73, Hua85, GJK04].
Assume that rA “ pA1, A2q, where A1, A2 are selfadjoint and consider W p rAq, (2.4).
Since A1 and A2 are selfadjoint there is a natural one-to-one correspondence be-
tween the numerical range of A1 ` iA2 in C and the joint numerical range of A1
and A2 in R2. Hence, the joint numerical range of A1 and A2 is convex since the
numerical range of an operator is convex. However, if rA “ pA1, . . . , Anq, n ą 3,
the joint numerical range is not convex in general, [GJK04]. In the case n “ 3 the
joint numerical range is convex if 8 ą dimH ą 2, but if dimH “ 2, this does not
necessarily hold. Take for example
A1 “
„
1 0
0 ´1

, A2 “
„
0 1
1 0

, A3 “
„
0 i
´i 0

,
then W pA1, A2, A3q “ trα P R3 : }rα} “ 1u, which is the (non-convex) boundary of
the unit sphere.
However, Proposition 2.6 yields that it is for WW p rAqpT q ultimately irrelevant if
W p rAq is convex or not. For operator polynomial T on H of finite dimension, the
proposition was shown in [PT00, Proposition 2.1] and the generalization to our case
is straightforward.
Proposition 2.6. Let T be defined as the closure of (2.1) and let W p rAq and WXpT q
be defined as (2.4) and (2.6), respectively. Then
WW p rAqpT q “WCopW p rAqqpT q,
where CopW p rAqq denotes the convex hull of W p rAq.
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Proof. It is clear that WW p rAqpT q Ă WCopW p rAqqpT q. Hence, it is enough to show
that WW p rAqpT q Ă WCopW p rAqqpT q. Assume that ω P WCopW p rAqqpT q, then it follows
from definition that for some rα P CopW p rAqq,
gpωq `
nÿ
j“1
αjf
pjqpωq “ 0.
Since rα P CopW p rAqq, Caratheody’s Theorem yields that
rα “ n`1ÿ
i“1
kirαpiq, n`1ÿ
i“1
ki “ 1,
for some rαpiq PW p rAq and ki ě 0. Since rαpiq PW p rAq, it follows thatrαpiq “ pxA1ui, uiy, . . . , xAnui, uiyq ,
for some unit ui P Dp rAq, i “ 1, . . . , n` 1. Hence,
gpωq `
nÿ
j“1
n`1ÿ
i“1
kixAjui, uiyf pjqpωq “ 0,
and consequently,
n`1ÿ
i“1
ki
˜
gpωq `
nÿ
j“1
xAjui, uiyf pjqpωq
¸
“
n`1ÿ
i“1
kixT pωqui, uiy “ 0.
Define the linear operator function rT pλq :“ T pωq´λ. Then xT pωqui, uiy PW p rT q for
i “ 1, . . . , n`1. Since rT is linear, W p rT q is convex and thus 0 “ řn`1i“1 kixT pωqui, uiy P
W p rT q, which yields that ω PW pT q, the proposition then follows directly. 
Corollary 2.7. Let WW p rAqpT q be defined by (2.4) and (2.6). Then
WW p rAqpT q “č
Ω
WΩpT q,
where the intersection is taken over all convex Ω ĄW p rAq.
Proof. From Proposition 2.6 it follows that WW p rAqpT q “WCopW p rAqqpT q. The result
then is a direct consequence of that CopW p rAqq equals the intersection of all convex
Ω ĄW p rAq. 
3. Estimates of the joint numerical range
This section is dedicated to obtain a non-trivial enclosure of W p rAq. Computing
the set W p rAq is usually as hard as computing the numerical range of T . The trivial
result Ω Ą W p rAq ñ WΩpT q Ą WW p rAqpT q implies that if a suitable enclosure Ω of
W p rAq can be found then an enclosure of WW p rAqpT q is obtained as the solutions ω
of trαpωq “ 0, rα P Ω.
In [ET17], the trivial Ω :“ W pA1q ˆ . . . ˆ W pAnq Ă W p rAq is used. This Ω
is easy to investigate and it gives the smallest enclosure of W p rAq without further
knowledge of the operators. However, especially when working with more than one
unbounded operator coefficient, the enclosure might be rather crude. The idea is
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therefore to utilize common relations on the operator coefficients to be able find a
smaller enclosure on W p rAq and thus a better enclosure of WW p rAqpT q.
Example 3.1. Let A1 and A2 be unbounded selfadjoint operators, where DpA1q X
DpA2q is dense in H. Assume that W pA1q “ r0,8q and W pA2q “ r0,8q and
assume that the unbounded operator polynomialpT pωq :“ ω2 ´ I ´ 2ωA1 ` 2A2, Dp pT pωqq :“ DpA1q XDpA2q,
is closable for ω P C and let T denote the closure. Without further knowledge of
A1 and A2, the set Ω :“ r0,8q ˆ r0,8q is the smallest enclosure of W pA1, A2q. It
then follows that
WΩpT q “
"
α1 ˘
b
α21 ` 1´ 2α2 : pα1, α2q P Ω
*
“ r´1, 0s Y tω P C : Re ω ě 0u.
Hence, the enclosure WΩpT q includes the half-plane consisting of ω with non-
negative real part. However, a better enclosure might be possible to obtain if
we have additional knowledge of the correspondence of the operators A1 and A2.
Assume that xA2u, uy ď xA1u, uy for all u P DpA1q XDpA2q this yields that
W pA1, A2q Ă Ω1 :“ tpα1, α2q P r0,8q ˆ r0,8q : α2 ď α1u.
It then follows that
WΩ1pT q “
!
α1 ˘
apα1 ´ 1q2 ` 2pα1 ´ α2q : pα1, α2q P Ω1) “ r´1,8q,
and since the functions in T are holomorphic, Lemma 2.5 yields that W pT q Ă
r´1,8q, which is a significant improvement from WΩpT q.
Example 3.1 shows the benefits of using a non-trivial Ω. The condition xA1u, uy ě
xA2u, uy is useful even if one or both of the operators are bounded. Clearly more
complicated conditions than xA1u, uy ě xA2u, uy can be studied.
Lemma 3.2. Let Aj be a selfadjoint operator in H, j “ 1, . . . , n such that Dp rAq
is dense in H. Assume that for some k P t1, . . . , nu and M Ă t1, . . . , nuztku,
there exist functions yj : W pAjq Ñ R for j P M , such that one of the following
inequalities
(3.1)
piq xAku, uy ď řjPM yjpxAju, uyq,
piiq xAku, uy ě řjPM yjpxAju, uyq,
holds for all u P Dp rAq. Then the corresponding
piq W p rAq Ă trα PW pA1q ˆ . . .ˆW pAnq : αk ď řjPM yjpαjqu,
piiq W p rAq Ă trα PW pA1q ˆ . . .ˆW pAnq : αk ě řjPM yjpαjqu,
holds.
Proof. From (3.1) the result follows directly. 
If (3.1) (i) holds and trαpiqu8i“1 P W p rAq it follows that if αpiqj are bounded as
iÑ8 for j PM , then αpiqk does not approach 8. In particular if (3.1) (i) holds for
k P t1, . . . , nuztju with M “ tju for some functions ypkqj , k P t1, . . . , nuztju, then
for rα PW p rAq, αk is bounded by a constant depending on αj for k P t1, . . . , nuztju.
In this case, the problem therefore can be studied a bit similar to the case when
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there is only one unbounded operator. This stresses the increased importance of
relations of the type (3.1) when there are multiple unbounded operators.
In the following subsections two standard types of relations between the opera-
tors in rA are presented and ways to find yj satisfying (3.1) in these cases are given.
From Lemma 3.2 we then obtain non-trivial enclosures of W p rAq.
3.1. Functions of selfadjoint operators. Let A P LpHq be a selfadjoint op-
erator. From [RL36, Fit13], it follows that there exists a sequence of pairwise
orthogonal Hilbert spaces Hi Ă DpAq with the inner products x¨, ¨yHi “ xVi¨, Vi¨yH,
i “ 1, 2 . . ., that satisfies
8ÿ
i“1
ViVi˚ “ IH, Vi˚ u “
"
u, u P Hi
0, u P HKi ,
and
(3.2) A “
8ÿ
i“1
ViAiVi˚ , DpAq “
#
u P H :
8ÿ
i“1
}AiVi˚ u}2Hi ă 8
+
,
for some selfadjoint operators Ai P BpHiq. The sequence of Hilbert spaces tHiu8i“1
is called a reduction of A. Since Ai is a bounded selfadjoint operator the spectral
theorem [RS72, Corollary of Theorem VII.3], states that there is some finite measure
space pXi, µiq, unitary operator Ui : L2pXi, µiq Ñ Hi and a multiplication operator
Mhi P BpL2pXi, µiqq such that
Ai “ UiMhiUi˚ .
Here Mhi denotes multiplication with the bounded function hi P L8pXi, µiq and
(3.3) σpAiq “ tx P R : µph´1i px´ , x` qq ą 0, for all  ą 0u.
The right hand side of (3.3) is called the essential range of hi. Let y : σpAq Ñ R
denote a Borel function bounded on bounded domains. From (3.3) it follows that
the set of x P Xi, where yphipxqq is not defined, is of measure 0. Hence, Myphiq is
well-defined and we can thus define
(3.4)
ypAq “
8ÿ
i“1
ViUiMyphiqUi˚ Vi˚ , DpypAqq “
#
u P H :
8ÿ
i“1
}UiMyphiqUi˚ Vi˚ u}2Hi ă 8
+
.
The operator ypAq is selfadjoint and [Fit13, Proposition 3] implies that ypAq in this
definition is independent of the choice of the sequence of Hilbert spaces tHiu8i“1.
Proposition 3.3. Let A be a selfadjoint operator and let y : σpAq Ñ R denote a
Borel function bounded on bounded domains and define ypAq as in (3.4). Then,
W pA, ypAqq Ă Coptpα, ypαqq : α P σpAquq.
Proof. Take pα, βq PW pA, ypAqq then there is some unit vector u in DpAqXDpypAqq
such that
pα, βq “ pxAu, uy, xypAqu, uyq “
8ÿ
i“1
`xMhizi, ziyL2pXi,µiq, xMyphiqzi, ziyL2pXi,µiq˘ ,
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where zi :“ Ui˚ Vi˚ u P L2pXi, µiq. Since the operators Mhi and Myphiq are multipli-
cation by hi respectively yphiq in L2pXi, µiq this can be written as
(3.5) pα, βq “
8ÿ
i“1
ż
Xi
phipxq, yphipxqqq |zipxq|2dµipxq,
where the integral is defined component wise. Furthermore, since Ui is unitary and
Hi are pairwise orthogonal
8ÿ
i“1
ż
Xi
|zipxq|2dµipxq “
8ÿ
i“1
}zi}2L2pXi,µiq “
8ÿ
i“1
}Vi˚ u}2Hi “ }u}2H “ 1.
Since hipxq P σpAiq Ă σpAq, for all x P Xi apart from a set of measure 0, it follows
from (3.5) and the definition of the convex hull that pα, βq P Coptpα, ypαqq : α P
σpAquq. 
Corollary 3.4. Let A be a selfadjoint operator, with W pAq “ ra0, a1s if A is
bounded and let y : W pAq Ñ R be a convex Borel function bounded on bounded
sets. Furthermore, define ypAq as in (3.4). Then
(3.6) W pA, ypAqq Ă tpα, βq : α PW pAq, ypαq ď β ď pypαqu,
where
pypαq :“
$&%
ypa1q ´ ypa0q
a1 ´ a0 α`
ypa0qa1 ´ ypa1qa0
a1 ´ a0 if A is bounded8 if A is unbounded
.
Proof. Since y is convex on W pAq and for bounded A the function py is the straight
line between pa0, ypa0qq and pa1, ypa1qq, it follows that Coptpα, ypαqq : α P W pAquq
is a subset of the proposed enclosure of W pA, ypAqq. The result then follows directly
from Proposition 3.3 and that Coptpα, ypαqq : α P σpAquq Ă Coptpα, ypαqq : α P
W pAquq. 
Remark 3.5. Obviously, for concave functions an analog result holds.
Example 3.6. Let A be a bounded selfadjoint operator, W pAq “ ra0, a1s. Assume
that either n P N is even or α0 ě 0. Then ypαq :“ αn is convex and thus from
Corollary 3.4 we obtain
(3.7)
W pA,Anq Ă
#
pα, βq : α PW pAq , αn ď β ď α
n´1ÿ
i“0
ai0a
n´i´1
1 ´
n´1ÿ
i“1
ai0a
n´i
1
+
.
Note that the upper bound on β is the straight line between pα0, αn0 q and pα1, αn1 q.
If A would have been unbounded (3.7) gives only a lower bound on β. In principle
this also applies for odd n and indefinite A but then Coptpα, ypαqq : α PW pAquq is
more complicated to describe since y is neither convex nor concave.
Proposition 3.3 also enables us to find non-trivial enclosures of W p rAq in more
general cases than rA “ pA, ypAqq.
Definition 3.7. Let y : X Ñ R denote a function on a connected set X Ă R.
Define the functions py : X Ñ RY t8u and ry : X Ñ RY t´8u aspypxq :“ suptz : px, zq P Coptx, ypxq : x P Xuq,rypxq :“ inftz : px, zq P Coptx, ypxq : x P Xuq.
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ŷ(x)
y˜(x)
Figure 1. Visualization of pypxq and rypxq in Definition 3.7 for
ypxq “ x3 ` x2 ´ x` 1´ 2 sin 5x.
These functions are visualized in Figure 1.
Proposition 3.8. Let Aj be selfadjoint operators in H for j “ 1, . . . , n and assume
that Dp rAq is dense in H. Let k P t1, . . . , nu, M Ă t1, . . . , nuztku and let yj :
W pAjq Ñ R, j P M denote Borel functions bounded on bounded sets. Let yjpAjq
be defined as in (3.4) and assume that Dp rAq Ă DpyjpAjqq for j PM and one of the
following inequalities holds
piq xAku, uy ď řjPM xyjpAjqu, uy,
piiq xAku, uy ě řjPM xyjpAjqu, uy,
for all u P Dp rAq. Then the corresponding property
(3.8)
piq W p rAq Ă trα PW pA1q ˆ . . .ˆW pAnq : αk ď řjPM pyjpαjqu,
piiq W p rAq Ă trα PW pA1q ˆ . . .ˆW pAnq : αk ě řjPM ryjpαjqu,
holds where pyj and ryj are given by Definition 3.7 with X “W pAjq.
Proof. (i) Assume rα P W p rAq, then there is some unit u P Dp rAq such that αj “
xAju, uy for j PM and
αk “ xAku, uy ď
ÿ
jPM
xyjpAjqu, uy.
From Proposition 3.3 it follows that for j PM :
pαj , xyjpAjqu, uyq P Coptpα, yjpαqq : α P σpAjquq Ă Coptpα, yjpαqq : α PW pAjquq,
which means (by definition) that xyjpAjqu, uy ď pyjpαjq. Then it clearly follows
that αk ď řjPM pyjpαjq, which proves (i). The proof for (ii) is analogous. 
Consider the case rA “ pA1, A2q and assume that
xzpA1qu, uy ď xA2u, uy ď minpxypA1qu, uy, xy1pA1qu, uyq, u P Dp rAq
for some Borel functions y, y1, z : W pA1q Ñ R that are bounded on bounded do-
mains. Then by applying Proposition 3.8 three times it follows that
W p rAq Ă trα PW pA1q ˆW pA2q : rzpα1q ď α2 ď minppypα1q, py1pα1qqu.
The advantage of being able to use the result in Proposition 3.8 multiple times is
more thoroughly shown in Example 3.9.
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Example 3.9. Consider the C4ˆ4-matrices
(3.9) A1 :“
»——–
1
2
2
4
fiffiffifl , A2 :“
»——–
1
1
1
1
fiffiffifl .
It is easy to see that W pA1, A2q is symmetric with respect to the line R ˆ t0u,
thus a non-trivial upper bound also yields a lower bound. By straight forward
computations it follows that for unit vectors u
xA2u, uy ď x2´sAs1u, uy, s P R.
Since αs is a convex function in α for s P Rzp0, 1q, it follows from Proposition 3.8,
(see Corollary 3.4) that
xA2u, uy ď 2
s ´ 2´s
3
xA1u, uy ´ 2
s ´ 2´s`2
3
, s P Rzp0, 1q.
In Figure 2.(a), the upper (and lower) bound for different s P Rzp0, 1q is visualized.
Since the upper bound holds for s P Rzp0, 1q, for each xA1u, uy we choose s such
that the upper bound is minimized. This yields the bound |xA2u, uy| ď zpxA1u, uyq
where
(3.10) zpαq :“
$’’’’’’&’’’’’’%
2
3
ap4´ αqpα´ 1q, α R ˆ8
5
,
5
2
˙
α
2
α P
ˆ
8
5
, 2

1 α P
ˆ
2,
5
2
˙ .
In Figure 2.(b), the enclosure of W pA1, A2q obtained by the bounds on xA2u, uy
given in (3.10) is visualized. It can also be seen that the enclosure actually equals
W pA1, A2q. This shows the power of using multiple conditions when finding the
enclosure of W pA1, A2q. It should here be noted that
zpA1q “
»——–
0
1
1
0
fiffiffifl
and thus xzpA1qu, uy ă xA2u, uy for u “ r1, 0, 0, 1sT . Hence, the upper bound
obtained by taking the intersection of many functions can not be obtained by a
single function in general.
3.2. Domination of selfadjoint operators. For pairs of selfadjoint operators,
the case when one of the operators is bounded by the other is commonly studied
and a useful relation. The operator B is said to be A-bounded if DpAq Ă DpBq
and there are nonnegative constants γ and γ1 such that
(3.11) }Bu} ď γ}u} ` γ1}Au}, u P DpAq.
It is of interest to see if non-trivial Ω Ă W pAq ˆW pBq can be obtained from
relation (3.11). If A is bounded then Corollary 3.4 can be utilized to find a non-
trivial enclosure of W pA,Bq. From definition (3.11) it holds that
xB2u, uy 12 ď γ}u} ` γ1xA2u, uy 12 .
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1 2 3 4
−1
0
1
(a) (b)
1 2 3 4
−1
0
1
Figure 2. The boxes in the figures are BpW pA1qˆW pA2qq, (3.9).
In (a) the lines gives bounds for different s P Rzp0, 1q. Panel (b)
shows W pA1, A2q.
Hence, applying the lower bound of Corollary 3.4 for xB2u, uy and the upper bound
of Corollary 3.4 for xA2u, uy yields
xBu, uy
}u}2 ď γ ` γ
1
d
xAu, uy
}u}2 pa0 ` a1q ´ a0a1,
where a0 “ inf W pAq and a1 “ supW pAq. While this is useful when A is a bounded
operator, the bound does not work for unbounded A. Hence, for this case we opt
for another bound that takes more of the structure of (3.11) into consideration to
get a non-trivial bound both in the bounded and unbounded case.
Lemma 3.10. Let Aj for j “ 1, . . . ,m and B be selfadjoint operators in H and
assume that DpA1q X . . . X DpAmq is dense in H. Assume that Aj ě 0 and
xAju,Aluy`xAlu,Ajuy ě 0, j, l P t1, . . .mu for u P DpA1qX . . .XDpAmq. Further-
more, assume there exists a γ ě 0, such that for all u P DpA1qX. . .XDpAmq Ă DpBq
the inequality
}Bu} ď γ}u} `
mÿ
j“1
}Aju}
holds. Then
(3.12) |xBu, uy| ď
˜
γ
2
3 }u} 43 `
mÿ
j“1
xAju, uy 23
¸ 3
2
, u P
mč
j“1
DpAjq.
Proof. Define A0 :“ γI to simplify the notation. We will only show the upper
bound, but the proof of the lower limit is completely analogous. First consider the
case when γ ą 0 and define the operator
(3.13) C :“
mÿ
j“0
Aj
gffe1` mÿ
l“j`1
cj,l `
j´1ÿ
l“0
1
cl,j
, DpCq :“
mč
j“1
DpAjq,
where, cj,l ą 0 for 0 ď j ă l ď m are some constants. Since C is a positive sum
of positive selfadjoint operators, C is a selfadjoint operator with the given domain.
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From definition it follows that for u P DpCq
(3.14) }Cu} ě
gffe mÿ
j“0
}Aju}2
˜
1`
mÿ
l“j`1
cj,l `
j´1ÿ
l“0
1
cl,j
¸
“
gffe˜ mÿ
j“0
}Aju}
¸2
`
m´1ÿ
j“0
mÿ
l“j`1
ˆ?
cj,l}Aju} ´ 1?
cj,l
}Alu}
˙2
ě
mÿ
j“0
}Aju} ě }Bu}.
Assume that there is an u P DpCq such that xBu, uy ą xCu, uy. It then follows
that there exists a k ą 1, such that xBu, uy ą xkCu, uy. Define the selfadjoint
operator D :“ B ´ kC, DpDq :“ tu P H : }Du} ă 8u Ą DpCq and thus
xDu, uy “ xBu, uy ´ xkCu, uy ą 0.
This implies that there is some λ ą 0 such that λ P σpDq. Let tHiu8i“1 be a
reduction of D as in (3.2) and for i “ 1, 2, . . . let Di denote the operator inHi. Then
there is some i such that λ P σpDiq. Since Di is a bounded selfadjoint operator
it follows by the spectral theorem [RS72, Corollary of Theorem VII.3], that there
exists a finite measure space pX,µq, a unitary operator U : L2pX,µq Ñ Hi and a
multiplication operator Mh P BpL2pX,µqq such that
Di “ UMhU˚.
Here Mh denotes multiplication with the function h P L8pX,µq with essential range
σpDiq, see (3.3). Since λ P σpDiq and λ ą 0 there is some function ϕ P L2pX,µq
such that
µpsupp ϕq ą 0, supp ϕ Ă tx P X : hpxq ą 0u.
This implies that
Mhϕ “Mh0ϕ, h0pxq :“ maxphpxq, 0q,
thus Mh0 is a positive semi-definite operator and }Mh0ϕ}L2pX,µq ą 0. Define v :“
ViUϕ, then
Dv “ ViUMhU˚Vi˚ v “ ViUMhϕ “ ViUMh0ϕ “ Ev, E :“ ViUMh0U˚Vi˚ .
If v P DpCq then this means that Bv “ pkC `Eqv and thus since }Ev} ą 0 and E
is positive semi-definite
}Bv} “ }pkC ` Eqv} ą }Cv},
which contradicts (3.14). If v R DpCq then since DpCq is dense in DpDq and
v P ViHi there is a unit vector v1 P DpCq X ViHi such that pk ´ 1q}Cv1} ą }Di}Hi .
Then it follows that
}Bv1} “ }kCv1 `Dv1} ě k}Cv1} ´ }Di}Hi ą }Cv1}.
Hence, we have a contradiction of (3.14). Thus, for u P DpCq it holds that
xBu, uy ď xCu, uy “
mÿ
j“0
xAju, uy
gffe1` mÿ
l“j`1
cj,l `
j´1ÿ
l“0
1
cl,j
.
This holds for all choices of constants cj,l ą 0. Hence, for each u P DpAq we are
interested in the cj,l ą 0 that minimizes xCu, uy, (3.13) and thus obtain the sharpest
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possible bound using similar reasoning as in Example 3.9. By simple analysis it
follows that the minimizing cj,l are
cj,l “
ˆ xAlu, uy
xAju, uy
˙ 2
3
.
Using these cj,l the result (3.12) follows for γ ą 0. Let γ “ 0 and assume that the
result does not hold, then for some u P DpA1q X . . .XDpAmq˜
mÿ
j“1
xAju, uy 23
¸ 3
2
ă xBu, uy ď
˜

2
3 }u} 43 `
mÿ
j“1
xAju, uy 23
¸ 3
2
,
for all  ą 0. But, this is a contradiction since the upper bound on xBu, uy is
continuous in , which can be arbitrarily small. 
If γ “ 0 and m “ 1 in Lemma 3.10 it follows that |xBu, uy| ď xA1u, uy. Addi-
tionally, if A1 is unbounded and Aj are bounded for j ą 1, then (3.12) behaves like
xA1u, uy for large xA1u, uy.
Corollary 3.11. Let Aj, j “ 1, . . . , n be selfadjoint operators in H and assume that
Dp rAq is dense in H. Let k P t1, . . . , nu, M Ă t1, . . . , nuztku, and let yj : W pAjq Ñ
R be Borel functions that are bounded on bounded sets where yjpAjq is defined as
in (3.4). Assume that yjpAjq ě 0, xyjpAjqu, ylpAlquy ` xylpAlqu, yjpAjquy ě 0,
j, l PM for u P Dp rAq and that there exists an γ ě 0, such that
}Aku} ď γ}u} `
ÿ
jPM
}yjpAjqu}, u P Dp rAq Ă č
jPM
DpyjpAjqq Ă DpAkq.
Then
(3.15) W p rAq Ă
$&%rα PW pA1q ˆ . . .ˆW pAnq : |αk| ď
˜
γ
2
3 `
ÿ
jPM
pyjpαjq 23¸
3
2
,.- ,
where pyj is defined as in Definition 3.7 for W pAjq.
Proof. From Lemma 3.10 it follows that for unit vectors u P Dp rAq
|xAku, uy| ď
˜
γ
2
3 }u} 43 `
ÿ
jPM
xyjpAjqu, uy 23
¸ 3
2
,
and the result then is given by the inequality 0 ď xyjpAjqu, uy ď pyjpxAju, uyq given
by Proposition 3.3. 
Corollary 3.11 and/or Proposition 3.8 can be used any number of times to obtain
a smaller enclosure of W p rAq as in Example 3.9.
Remark 3.12. The converse statement of Corollary 3.11 does not hold. For example,
let A1 and A2 be defined as in Example 3.9, then xA1u, uy ě 2xA2u, uy for all u
but }A2u} “ }u} which is larger than 2´1}A1u} for some u P C4.
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4. Enclosure of the numerical range
This section generalizes results in [ET17, Section 2], to the closure of the operator
function (2.1), and closed Ω such that W p rAq Ă Ω ĂW pA1q ˆ . . .ˆW pAnq. Define
the set WΩpT q by (2.6):
(4.1) WΩpT q “ tω P C : Drα P Ω, trαpωq “ 0u.
WΩpT q is an enclosure of WW p rAqpT q and from Corollary 2.3 and Lemma 2.5 it fol-
lows that WΩpT q is related to W pT q and WΩpT q ĄW pT q if T is either holomorphic
or bounded.
We define the set {BΩ iteratively. Let JΩ denote the set
(4.2) JΩ :“ tj P t1, . . . , nu : infrαPΩαj “ ´8 & suprαPΩαj “ 8u
and define
(4.3)
{BΩ “ {BΩ` Y {BΩ´ JΩ ‰ H where Ω˘ :“ tα P Ω : ˘αmin J ě 0u
{BΩ “ BΩ JΩ “ H .
Hence, {BΩ Ą BΩ, with equality if each operator in rA is bounded either from
below or above.
Lemma 4.1. Let Aj, j “ 1, . . . , n be selfadjoint operators and let Ω denote a closed
set satisfying W p rAq Ă Ω Ă W pA1q ˆ ¨ ¨ ¨ ˆW pAnq. Denote by L a straight line in
Rn where ΩX L ‰ H. Then LX {BΩ ‰ H, where {BΩ is defined in (4.3).
Proof. Assume that L X BΩ “ H, then L Ă Ω. Consequently JΩ ‰ H and thus
L X Ω` ‰ H or L X Ω´ ‰ H, where Ω˘ is defined in (4.3). If L X BΩ˘ ‰ H
we are done, otherwise L Ă Ω˘. It then follows that JΩ˘ ‰ H and (4.3) can be
applied again. By doing this iteratively at most n times we obtain a set Ω1 such
that {BΩ1 Ă {BΩ, L X Ω1 ‰ H and JΩ1 “ H. It then follows that L Ć Ω1 and thus
LX BΩ1 Ă LX {BΩ ‰ H. 
In the following we consider two cases separately. In the first part we will consider
the case with two operator coefficients as in [ET17]. In the second part we consider
the case when there are more then two operator coefficients. These cases are studied
separately since the results can be improved when n “ 2.
4.1. Functions with two operator coefficients. Consider T given as the closure
of (2.1) with n “ 2, (in this case W p rAq is convex even though we do not utilize it
here).
Proposition 4.2. Let T be defined as the closure of (2.1) with n “ 2 and let
Ω be a closed set satisfying W pA1, A2q Ă Ω Ă W pA1q ˆ W pA2q. Assume that
Impf p1qpωqf p2qpωqq “ 0 and let WΩpT q denote the set (4.1). Then, ω P WΩpT q if
and only if the degenerate system
(4.4)
«
f
p1q
< pωq f p2q< pωq
f
p1q
= pωq f p2q= pωq
ff„
α1
α2

“ ´
„
g<pωq
g=pωq

,
has a solution in {BΩ.
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Proof. Assume that ω P WΩpT q, then tpα1,α2qpωq “ 0 for some pα1, α2q P Ω, which
thus is a solution to the system (4.4). Since, Impf p1qpωqf p2qpωqq “ 0 this system is
degenerate. Hence, there is a line of solutions to this problem in R2. Lemma 4.1
yields that (4.4) has a solution in {BΩ. The converse statement follows directly. 
Proposition 4.3. Let T be defined as the closure of (2.1) with n “ 2 and let
Ω be a closed set satisfying W pA1, A2q Ă Ω Ă W pA1q ˆ W pA2q. Assume that
Impf p1qpωqf p2qpωqq ‰ 0, and let WΩpT q denote the set (4.1). Then ω P WΩpT q if
and only if
(4.5)
˜
Impf p2qpωqgpωqq
Impf p1qpωqf p2qpωqq ,
Impf p1qpωqgpωqq
Impf p1qpωqf p2qpωqq
¸
P Ω.
Proof. Since α1, α2 are real, the real and imaginary part of tpα1,α2qpωq gives a
2-dimensional linear problem in α1 and α2. Solving it yields (4.5). 
Define for C the partition
(4.6) Ci “ tω P C : Impf p1qpωqf p2qpωqq “ 0u, Cr “ CzCi.
Theorem 4.4. Let T be defined as the closure of (2.1) with n “ 2 and assume
that Ω is a closed set satisfying W pA1, A2q Ă Ω Ă W pA1q ˆW pA2q. Denote by
WΩpT q, W{BΩpT q and WBΩpT q, sets given by (2.6). Further, denote by C the set
where f p1q, f p2q, g are continuous and let H be the set where those functions are
holomorphic and linearly independent. Then
(i) W{BΩpT q X Ci “WΩpT q X Ci,
(ii) WBΩpT q X Cr X C Ą BWΩpT q X Cr X C,
(iii) WBΩpT q X Cr XH “ BWΩpT q X Cr XH.
Proof. (i) Assume ω P WΩpT q X Ci, then from Proposition 4.2 it follows that
ω PW{BΩpT q X Ci, and the converse is trivial.
(ii) Let ω P BWΩpT q X Cr X C, due to Proposition 4.3 there is a unique pair
pα1, α2q P R2 such that f p1qpωqα1 ` f p2qpωqα2 ` gpωq “ 0. Then due to continuity
of the functions f p1q, f p2q, g and from continuity of the solution of a non-degenerate
matrix equation it follows that for each ω1 in some small open ball around ω there is
a (by Proposition 4.3) unique solution pα11, α12q to f p1qpω1qα11`f p2qpω1qα12`gpω1q “ 0,
that is close to pα1, α2q. But since ω P BWΩpT q this implies that for each open ball
at least one of the solutions is in Ω and at least one in not in Ω. Hence, for some
ω1 close to ω the unique solution is some pα11, α12q P BΩ, and since this holds for all
balls around ω, it follows that ω PWBΩpT q X Cr X C.
(iii) Assume ω P WBΩpT q X Cr X H, then there are some pα1, α2q P BΩ such
that tpα1,α2qpωq “ f p1qpωqα1 ` f p2qpωqα2 ` gpωq “ 0. The zeros of a holomorphic
function are continuous in holomorphic perturbations. Hence, it follows that for
each r ą 0, there is some r1 ą 0 such that apα1 ´ α11q2 ` pα2 ´ α12q2 ă r1 implies
that tpα11,α12q has a zero in Bpω, rq. Where Bpω, rq is the open ball with centrum ω
and radius r. Since Cr is open, for r ą 0 small enough Bpω, rq Ă Cr. This means
that pα1, α2q P BΩ yields ω P BWΩpT q. Hence, WBΩpT qXCrXH Ă BWΩpT qXCrXH,
the converse statement follows from (ii). 
If f p1q, f p2q, g are holomorphic in C then Theorem 4.4 (ii) is a consequence of
Theorem 4.4 (iii). However, equality does not hold in general in Theorem 4.4 (ii).
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Example 4.5. Let Ω “W pA1q ˆW pA2q “ r0, 1s2 and define the operator function
T pωq :“ A1 `A2pω ` 2iq ` gpωq, gpωq :“
#
0 for |ω| ă 1
ω2p|ω| ´ 1q for 1 ď |ω| ă 2
ω2 for |ω| ě 2
.
The functions f p1q, f p2q, g are continuous and p0, 0q P BΩ X Cr but it follows from
definition that Wtp0,0qupT q “ Bp0, 1q, where Bp0, 1q is the closed unit disc. Hence,
WBΩpT q X Cr X C ‰ BWΩpT q X Cr X C in this case.
Remark 4.6. An algorithm similar to [ET17, Proposition 2.17] can be used to ob-
tain WΩpT q X Cr from its boundary. However, the algorithm does not necessary
converge in a finite number of steps since there can be an infinite number of com-
ponents. Figure 4 shows this behavior in a simple case.
4.2. Functions with more than two operator coefficients. Consider T given
as the closure of (2.1) with n ą 2. A major difference in this case is that trαpωq “ 0
does not have a unique solution rα P Rn for any ω P C. Hence, whether ω P WΩpT q
or ω R WΩpT q is not determined by checking if a unique point rα P C is in Ω. The
solvability and the solutions of trαpωq “ 0 trivially coincides with the solvability and
the solutions of «
f
p1q
< pωq . . . f pnq< pωq
f
p1q
= pωq . . . f pnq= pωq
ff»—–α1...
αn
fiffifl “ ´ „g<pωq
g=pωq

.
We will denote this system by the matrix notation:
(4.7) F pωqrα “ Gpωq.
Definition 4.7. Let Ω Ă Rn be a closed possibly infinite set. The m-skeleton, Ωm
for m “ 0, . . . , n´ 1 is then defined iteratively as follows:
Let JΩ Ă t1, . . . , nu be defined as in (4.2).
If JΩ ‰ H define
Ωm :“ Ωm` Y Ωm´, Ω˘ :“ tα P Ω : ˘αmin J ě 0u.
If JΩ “ H define Ω0 “ BΩ and for m ą 0 let Ωm denote the set of pointsrα P Ω such that there is a m-dimensional subspace P satisfying ΩX P “ trαu. For
convenience we define Ω´1 :“ Ω.
Definition 4.7 is a generalization of (4.3), note that {BΩ “ Ω0. Furthermore, it
follows that
Ω “ Ω´1 Ă Ω0 Ă Ω1 Ă . . . Ă Ωn´1.
Example 4.8. If Ω “ Bp0, rq, the open ball around 0 with radius r, then Ωm “
BBp0, rq for m “ 0, . . . , n´ 1. If Ω “ r0, rsn, then
Ωm :“ trα P Ω : ÿ
tjPt1,...,nu:αjPt0,ruu
1 ě m` 1u, m “ 0, . . . , n´ 1.
Lemma 4.9. Let Ω Ă Rn be a closed set and P a m-dimensional subspace, where
m P t0, . . . , n´ 1u. If ΩX P ‰ H then Ωm´1 X P ‰ H.
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Proof. For m “ 0 this is direct from definition and for m “ 1 it follows from Lemma
4.1. Hence, for the rest of the proof, assume that m ě 2.
Let JΩ Ă t1, . . . , nu be defined as in (4.2) and if JΩ ‰ H define
Ω :“ Ω` Y Ω´, Ω˘ :“ tα P Ω : ˘αmin J ě 0u.
By doing this iteratively we obtain some n2 ď 2n and Ωpiq, i “ 1, . . . , n2 such that
Ω “
n2ď
i“1
Ωpiq,
n2ď
i“1
JΩpiq “ H.
Hence, there is some i P t1, . . . , n2u such that P XΩpiq ‰ H. Since JΩpiq “ H there
is some l “ pl1, . . . , lnq, lj P t´1, 1u such that α1j :“ inf rαPΩpiq ljαj ą ´8.
Define for k P R the n´ 1-dimensional hypersurface
Qk :“
$&%rα P Rn : ź
jPt1,...,nu
p1` ljαj ´ α1jq “ k
,.- .
It follows that for k ă 1 then Qk X Ωpiq “ H and for all k, the set Qk X Ωpiq is
closed and bounded. This together with that ΩpiqXP ‰ H means that there is a k
such that Qk XΩpiqXP ‰ H and Qk1 XΩpiqXP “ H for all k1 ă k. Let P 1 denote
the plane that tangents Qk in some point rα P Qk X Ωpiq X P . From definition the
P 1 of Qk for each point in Ωpiq is unique which implies that Ωpiq X P X P 1 “ trαu.
Since P XP 1 ‰ H it follows that P XP 1 is a subspace of dimension at least m´ 1.
Hence, Ωpiq X P X P 1 “ trαu yields that rα P Ωpiqm´1. The result then follows from
that rα P Ωpiqm´1 X P Ă Ωm´1 X P due to Definition 4.7. 
Proposition 4.10. Let T be defined as the closure of (2.1), with n ą 2 and let Ω be
a closed set satisfying W pA1, . . . , Anq Ă Ω ĂW pA1qˆ. . .ˆW pAnq. Then ω belongs
to the set WΩpT q defined in (4.1) if and only if r :“ ranF pωq “ ranrF pωq, Gpωqs
and Ωn´r´1XP ‰ H, where P Ă Rn is the n´ r-dimensional solution subspace to
(4.7).
Proof. It follows that ω P WΩpT q if and only if (4.7) is solvable in Ω which means
that ranF pωq “ ranrF pωq, Gpωqs, and ΩX P ‰ H. From Lemma 4.9 and that the
dimension of P is n´ r the result follows. 
Lemma 4.11. Let Ω Ă Rn be a closed convex set and P a m-dimensional subspace,
where 0 ď m ď n´ 1. If BΩX P ‰ ΩzBΩX P “ H then Ωm X P ‰ H.
Proof. If m “ 0 the result follows from definition. Assume that m ě 1 and define
Ωpiq as in Lemma 4.9, which then is convex and BΩpiq X P ‰ ΩpiqzBΩpiq X P “ H.
For simplicity assume that P “ trα P Rn : αm`1 “ . . . “ αn “ 0u, rα P Ωpiq ñ
αm`1 ě 0. Since, Ωpiq is convex the problem can be written in this form in some
coordinate system. Define the m` 1-dimensional subspace R :“ trα P Rn : αm`2 “
. . . “ αn “ 0u. For simplicity the notation rα “ pα1, . . . , αm`1q is used since the
omitted values are always 0. Since P Ă R it follows that Ω1 :“ Ωpiq XR ‰ H.
Let  ą 0 be some small number, then since no line is a subset of Ω1 we can
assume that p0, 0, . . . , 0, αm`1q R Ω1 for αm`1 ă . Additionally, by scaling (if
necessary) we can assume that rα1 P Ω1XP with α11 “ . . . “ α1m “ 1 and α1m`1 “ 0.
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Define for px1, . . . , xmq P r0, 1sm and k ą 0 the continuous function
ykpx1, . . . , xmq :“ max
¨˝

¨˝
1´ 2
gffe1´ mÿ
j“1
pxj ´ kq2
mk2
‚˛, 0‚˛.
Define the m-dimensional set
Γk :“ tpα1, . . . , αm, ykpα1, . . . , αmqq : pα1, . . . , αmq P r0, 1smu.
For k close to zero it follows that pΓkzP q X Ω1 “ H from closedness of Ω1. Let
k ą 0 be the smallest value such that there is some point rα P pΓkzP q XΩ1. Such k
exists and is at most 4`?12 since rα1 P pΓ4`?12zP qXΩpiq. Then there is a subspace
P 1 of dimension m that tangents Γk at rα that intersects only this point in Ω1 since
Ω1 is convex and Γk is strictly convex on pΓkzP q. Since P 1 Ă R it follows that P 1
intersects only one point in Ω
piq
m .
Hence, rα P Ωpiqm Ă Ωm and since distpP, rαq ď  where  can be chosen arbitrary
small we can choose rα arbitrary close to P . Finally, since each such rα is in a
bounded domain the limit of this construction as  Ñ 0 exists and is a point in
P . 
Define for T the partition of C as
(4.8) Ci “ tω P C : ranF pωq ă 2u, Cr “ CzCi.
This definition generalizes (4.6) to the case n ě 2.
Theorem 4.12. Let T denote the closure of the operator function (2.1), let sets
of the type WXpT q be defined by (2.6) and let C denote the set where f pjq, g are
continuous. Let Ω be a closed set satisfying W pA1, . . . , Anq Ă Ω Ă W pA1q ˆ . . . ˆ
W pAnq and Ωm be defined by Definition 4.7. Then
(i) WΩn´3pT q “WΩpT q,
(ii) WΩn´2pT q X Ci “WΩpT q X Ci,
(iii) W
CopΩqn´2pT q X Cr X C Ą BWCopΩqpT q XWCopΩqpT q X Cr X C.
Proof. (i) From definition, Ωn´3 Ă Ω and thus WΩn´3pT q Ă WΩpT q. Hence, the
result follows if we can show that WΩn´3pT q Ą WΩpT q. Assume ω P WΩpT q, then
from Proposition 4.10 it follows that (4.7) has a solution subspace P Ă Rn of
dimension m ě n´ 2 for ω and P X Ω ‰ H. From Lemma 4.9 it then follows that
Ωn´3 X P Ą Ωm´1 X P ‰ H and thus ω PWΩn´3pT q.
(ii) The proof is analogous to the proof of (i) with the exception that the solution
subspace P is of dimension at least n´ 1 which means that Lemma 4.9 guarantees
a solution in the smaller set WΩn´2pT q.
(iii) Assume that ω P BWCopΩqpT q X WCopΩqpT q X Cr X C, from Proposition
4.10 there is an n ´ 2-dimensional space P Ă Rn such that trαpωq “ 0 for rα P P
and P X CopΩq ‰ H. Since the solutions of a full rank problem is continuous in
the coefficients and f pjq and g are continuous at ω, the property ω P BWCopΩqpT q
implies that BCopΩqXP ‰ CopΩqzBCopΩqXP “ H. Lemma 4.11 then implies that
CopΩqn´2 X P ‰ H, and thus WCopΩqn´2pT q.

Theorem 4.12 (iii) can not be generalized to Ci without closing W
CopΩqn´2pT q
since, WΩpT q X Ci is not closed in general, Remark 2.1.
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Remark 4.13. If Ω :“W pA1, . . . , Anq is closed, then Theorem 4.12 (i), and Propo-
sition 2.6 yields that WΩn´3pT q “WCopW pA1,...,AnqqpT q.
Example 4.14. No general equality similar Theorem 4.4 (iii) hold in the case when
n ą 2. A very simple example that visualizes this is
T pωq :“ ω3 ` ω2A1 ` ωA2 `A3,
where W pA1q ˆW pA2q ˆW pA3q ˆ r0, 1s3. It then follows that Ci “ R, Cr “ CzR,
H “ C and that Ω1 consist of the edges of the cube r0, 1s3. Hence, i{2 PWΩ1pT qXCr
since i{2 P Cr is a root of ω3 ` ω 14 and p0, 1{4, 0q P Ω1. However i{2 R BWΩpT q as
can be seen in Figure 3.
Conversely, there are non-trivial cases when W
CopΩqn´2pT qXCrXH “ BWΩpT qX
Cr XH, with n ą 2.
5. Resolvent estimate
In this section we present enclosures of the -pseudonumerical range and up-
per estimates on the norm of the resolvent for the closure of (2.1), which is a
generalization of the results in [ET17, Section 4]. The -pseudospectrum, σpT q,
 ą 0 of an operator function T is usually defined as ω P C such that ω P σpT q or
}T pωq´1} ą ´1. However, there is a number of equivalent definitions of σpT q. For
this section the most suiting definition is:
σpT q :“ σpT q Y tω P CzσpT q : Du P DpT pωqqzt0u, }T pωqu}{}u} ă u.
Pseudospectrum and resolvent estimates are useful in describing how well-behaved
the operator T pωq´1 is for ω P CzσpT q, for further reading see [TE05]. This is re-
lated to the -numerical range given in Definition 5.1, courtesy to [ET17, Definition
4.1].
Definition 5.1. For an operator function T : C Ñ LpHq we define the -pseudonumerical
range as the set
W pT q :“W pT q Y tω P CzW pT q : Du P DpT qzt0u, |xT pωqu, uy|{}u}2 ă u.
If T pωq “ pT ´ ω then Definition 5.1 simplifies to
W pT q :“W pT q Y tω P CzW pT q : Dω0 PW pT q : |ω ´ ω0| ă u,
and thus the definition of the -pseudonumerical range is trivial for linear operator
functions.
The property, }T pωqu}}u} ě |xT pωqu, uy| for u P DpT q yields that W pT qzσpT q Ą
σpT qzσpT q. Hence, -pseudonumerical range yields an upper estimate on the norm
of the resolvent in CzW pT q.
However, just as in the case of numerical range, computing W pT q explicitly for
a general operator function is not possible. For T defined as the closure of (2.1),
trα defined in (2.5), and a given set X Ă Rn, let W XpT q Ă C denote the set
(5.1) W XpT q :“ tω P C : Drα P X, |trαpωq| ă u.
Lemma 5.2. Let T be defined as the closure of (2.1), W p rAq denote the joint
numerical range of A1, . . . , An and W

W p rAqpT q be a set on the form (5.1). Then
W pT q “W 
W p rAqpT q.
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Figure 3. The inner part denotes WΩpT q where the bright lines
denote WΩ1pT q. The outer area denote W
1
5
Ω pT q. Here, T pωq :“
ω3`ω2A1`ωA2`A3, with Ω “W pA1qˆW pA2qˆW pA3q “ r0, 1s3.
Proof. From that Dp rAq Ă DpT pωqq it follows that W pT q Ą W 
W p rAqpT q, so only
the converse has to be proven. Assume that ω P W pT q then there is some unit
vector u P DpT q such that xT pωqu, uy “ e where |e| ă . Since Dp rAq is dense
in H it follows that there is a sequence tviu8i“1 P Dp rAq of unit vectors such that
vi Ñ u and xT pωqvi, viy Ñ e. Hence, by choosing i large enough it follows that
|xT pωqvi, viy| ă . Define rα “ pxA1vi, viy, . . . , xAnvi, viyq PW p rAq, then |trαpωq| ă ,
which implies that ω P W 
W p rAqpT q. Therefore W pT q Ă W W p rAqpT q and the result
follows. 
Lemma 5.2 states that W 
W p rAqpT q is the -pseudonumerical range of T , (5.1),
despite that W pT q ‰ WW p rAqpT q in general. Hence, for the operator function T
defined as the closure of (2.1) and Ω ĄW pA1, . . . , Anq the set
(5.2) W ΩpT q “WΩpT q Y tω P CzWΩpT q : Drα P Ω, |trαpωq| ă u,
gives an enclosure of W pT q, where trα is given by (2.5).
If Ω is a bounded set and f pjq, g, j “ 1, . . . , n are continuous it follows that
(5.3) BW ΩpT q Ă tω P C : infrαPΩ |trαpωq| “ u,
with equality if they are holomorphic and linearly independent. However, if Ω is
unbounded then the sequence trαpiqu8i“1 P Ω such that |trαpiqpωq| Ñ  is not always
convergent. The results in Theorem 5.3 (iii), (iv) are generalizations of (5.3) to
unbounded Ω.
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Theorem 5.3. Let T denote the closure of (2.1) and sets of the type W XpT q be
defined by (5.1), let Ω be a closed set satisfying W pA1, . . . , Anq Ă Ω Ă W pA1q ˆ
. . . ˆW pAnq and let Ωm be defined by Definition 4.7. Furthermore, denote by C
the set where f pjq, g, j “ 1, . . . , n are continuous, and H as the set where they are
holomorphic and linearly independent. If either n “ 2 or Ω is convex or bounded
define m :“ n´ 2, otherwise define m :“ n´ 3. Then
(i) W ΩmpT qzWΩpT q “W ΩpT qzWΩpT q,
(ii) W Ωn´2pT q X CizWΩpT q “W ΩpT q X CizWΩpT q,
(iii) tω P BW ΩpT q X C : 1 ą , ω R BW 1Ω pT qu Ă tω P C : inf rαPΩ |trαpωq| “ u,
(iv) tω P BW ΩpT q XH : 1 ą , ω R BW 1Ω pT qu “ tω P H : inf rαPΩ |trαpωq| “ u.
Proof. (i)-(ii) From definition it follows that W ΩmpT qzWΩpT q Ă W ΩpT qzWΩpT q.
Assume that ω PW ΩpT qzWΩpT q, then for some rα P Ω, trαpωq “ e where 0 ă |e| ă .
Then similar to Proposition 4.10 there is a space P Ă Rn such that trαpωq “ e
for rα P P , where the dimension of P is n ´ 2 if ω P Cr and at least n ´ 1 if
ω P Ci. From Lemma 4.9 it follows that ω P W Ωn´3pT qzWΩpT q if ω P Cr and
ω P W Ωn´2pT qzWΩpT q if ω P Ci similar to Theorem 4.12 (i)-(ii). This proves (ii)
and also and implies (i) when ω P Ci or m “ n´ 3.
Hence, we only have to show the result for ω P Cr and m “ n ´ 2. It follows
similar to Proposition 4.10 that for all r P r0, 1s there is a n´2-dimensional solution
space Pr Ă Rn such that trαpωq “ re for rα P Pr. From construction these spaces are
parallel. There are three cases to investigate: n “ 2, Ω is convex or Ω is bounded.
Define Ωpiq as in the proof of Lemma 4.9 such that P1XΩpiq ‰ H. Since ω RWΩpT q
it follows that P0 X Ωpiq “ H.
Assume that n “ 2. Then it follows that Pr is only a point for all r P r0, 1s.
Hence there is a r1 P p0, 1q such that Pr1 “ trα1u Ă BΩ Ă Ω0 and the result follows in
this case since |trα1pωq| “ |r1e| ă . Hence, in the following assume that Ω is either
bounded or convex.
Similar to the proof of Lemma 4.11, we assume that Pr “ trα P Rn : αn´1 “
r, αn “ 0u, which will be true in some coordinate system. Define the n ´ 1-
dimensional subspace R :“ trα P Rn : αn “ 0u, and use the notation rα “
pα1, . . . , αn´1q for rα P R. Define Ω1 :“ Ωpiq XR, which then is non-empty.
Assume that Ω is bounded, then Ω1 is bounded as well. Define for  ą 0, k ě 0
and for real xj , j “ 1, . . . , n´ 2 the function
ykpx1, . . . , xn´2q “ k ` 
n´2ÿ
j“1
x2j ,
and the n´ 2-dimensional surface in R
Γk :“ tpα1, . . . , αn´2, ykpα1, . . . , αn´2qq : pα1, . . . , αn´2q P Rn´2u.
For each  ą 0, the surface Γk has a unique tangent. Furthermore, if  is small
enough then Γ0 X Ω1 “ H since Ω1 is bounded. For each small  ą 0 there is a
unique k ď 1 such that there is an rα1 P Γk X Ω1 and Γk1 X Ω1 “ H for k1 ă k. It
also follows that if  ą 0 is small enough then |trα1pωq| ă  and the tangent plane of
Γk at rα1 does not intersect any other point in Ω1, since Γk is close to the plane Pk.
The result then follows from that Ω1 Ă Ωpiq.
Assume that Ω is convex, then Ω1 is convex as well. If there is some smallest
r1 P p0, 1q such that Pr1 X Ω1 ‰ H then Lemma 4.11 implies that there is some
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rα1 P Ωn´2 such that |trα1pωq| ă  due to t being continuous in rα. Hence, we only
have to show the result when no such r1 exists. In that case there is a largest r1
such that Pr1 X Ω1 “ H. The distance between Pr1 and Ω1 must then be 0 due
to continuity. Choose a point in rα1 P BΩ1 such that distpPr1 , rα1q ă 1 for some
1 ą 0. Let P 1 denote a n´2-dimensional hyper plane that tangents Ω1 at rα1, (if Ω1
is smooth at that point this tangent is unique). Hence, Lemma 4.11 implies that
Ω1n´2 X P 1 ‰ H. From the construction at least one point in rα P Ω1n´2 X P 1, must
satisfy distpPr1 , rαq ď 1. Hence, if 1 ă r1´1 then |trαpωq| ă , and the result follows
from that Ω1 Ă Ωpiq.
(iii) Assume that ω P tω P BW ΩpT q X C : 1 ą , ω R BW 1Ω pT qu. Assume that
inf rαPΩ |trαpωq| ă . Then there is some rα1 P Ω such that |trα1pωq| ă . By continuity
there is a neighborhood N of ω such that |trα1pω1q| ă  for ω1 P N . This contradicts
that ω P BW ΩpT q. Hence, inf rαPΩ |trαpωq| ě . If inf rαPΩ |trαpωq| “ 1 ą  then since
ω R W 1Ω pT q Ą W ΩpT q it follows that ω “ BW 1Ω pT q which is a contradiction and
(iii) follows.
(iv) Assume that ω P H. Then tω P BW ΩpT q X H : 1 ą , ω R BW 1Ω pT qu Ătω P H : inf rαPΩ |trαpωq| “ u follows directly from H Ă C and (iii). Assume that
inf rαPΩ |trαpωq| “  and let trαpiqu8i“1 be a sequence in Ω such that |trαpiqpωq| Ñ . Since
 ą 0 and trαpiq is non-constant and holomorphic around ω, the minimum modulus
principle states that for each neighborhood N of ω, there is a ωpiq P N such that
piq :“ |trαpiqpωpiqq| ă |trαpiqpωq|. Additionally since f pjq, g, j “ 1, . . . , n are linearly
independent trαpiq does not approach a function locally constant  around ω. This
implies that ωpiq P N can be chosen such that piq ă  for i large enough and thus
ωpiq P W ΩpT q. N can be chosen arbitrary small which implies that ω P BW ΩpT q.
Additionally for each 1 ą , there is neighborhood N 1 of ω and an i such that
|trαpiqpω1q| ă 1 for ω1 P N 1. Hence, ω R BW 1Ω pT q. This proves tω P BW ΩpT q XH :
1 ą , ω R BW 1Ω pT qu Ą tω P H : inf rαPΩ |trαpωq| “ u, and pivq follows. 
Remark 5.4. In Theorem 5.3 (iii), (iv) it is equivalent to verify that ω R BW 1Ω pT q as
1 Ñ  from above due to monotonicity. Hence, these sets can be defined as limits.
Remark 5.5. From Theorem 4.12 (i) and Theorem 5.3 (i) it follows thatW Ωn´3pT q “
W ΩpT q.
Consider F pωq and Gpωq defined in (4.7) and define ω as the least squares
solution:
(5.4) ω :“ infrαPΩ |trαpωq| “ infrαPΩ }F pωqrα´Gpωq}.
By solving the finite dimensional least squares problem (5.4) an estimate of the
resolvent of T pωq is given in Proposition 5.6.
Proposition 5.6. Let T be defined as the closure of (2.1) and W ΩpT q be defined by
(5.2), where Ω is a closed set satisfying W pA1, . . . , Anq Ă Ω ĂW pA1qˆ. . .ˆW pAnq.
Denote by ω the least squares solution (5.4). Then ω P W ΩpT q for  ą 0 if and
only if ω ă . Further, for ω P CzWΩpT q the resolvent estimate }T pωq´1} ď ´1ω
holds.
Proof. From the definition of -pseudonumerical range, (5.2), it follows directly
that ω PW ΩpT q if and only if  ą ω. Further, for all u P DpT pωqq, }T pωqu}{}u} ě|xT pωqu, uy|{}u}2 ě ω, which yields that }T pωq´1} ď ´1ω . 
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Figure 4. Define the operator function T pωq :“ A1 sin 1ω`A2`ω2
on C :“ Czt0u with W pA1q “ p´8,8q and W pA2q “ r0, 4{25s. In
the Figure, WΩpT q, Ω :“ p´8,8q ˆ r0, 4{25s is visualized in dark
red and the rest shows an estimate of }T pωq}´1.
Acknowledgements. The author gratefully acknowledge the support of the Swedish
Research Council under Grant No. 621-2012-3863. The author also would like to thank
Christian Engstro¨m for important feedback during the preparation of this article.
References
[AMP02] M. Adam, J. Maroulas, and P. Psarrakos. On the numerical range of rational matrix
functions. Linear Multilinear Algebra, 50(1):75–89, 2002.
[APT02] V. Adamjan, V. Pivovarchik, and C. Tretter. On a class of non-self-adjoint quadratic
matrix operator pencils arising in elasticity theory. J. Operator Theory, 47(2):325–341,
2002.
[Das73] A. T. Dash. Tensor products and joint numerical range. Proc. Amer. Math. Soc., 40:521–
526, 1973.
[Dav07] E. B. Davies. Linear operators and their spectra, volume 106 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 2007.
[ELT17] C. Engstro¨m, H. Langer, and C. Tretter. Rational eigenvalue problems and applications
to photonic crystals. J. Math. Anal. Appl., 445(1):240–279, 2017.
[ET17] C. Engstro¨m and A. Torshage. Enclosure of the numerical range of a class of
non-selfadjoint rational operator functions. Integral Equations and Operator Theory,
88(2):151–184, 2017.
[Fit13] P. M. Fitzpatrick. A note on the functional calculus for unbounded self-adjoint operators.
J. Fixed Point Theory Appl., 13(2):633–640, 2013.
[GJK04] E. Gutkin, E. A. Jonckheere, and M. Karow. Convexity of the joint numerical range:
topological and differential geometric viewpoints. Linear Algebra Appl., 376:143–171,
2004.
[Hua85] D. Huang. Joint numerical ranges for unbounded normal operators. Proc. Edinburgh
Math. Soc. (2), 28(2):225–232, 1985.
[Kat95] T. Kato. Perturbation Theory for Linear Operators. Classics in Mathematics. Springer-
Verlag, Berlin, 1995. Reprint of the 1980 edition.
ENCLOSURE OF THE NUMERICAL RANGE AND RESOLVENT ESTIMATES 27
[KL78] M. G. Kre˘ın and H. Langer. On some mathematical principles in the linear theory of
damped oscillations of continua. I, II. Integral Equations Operator Theory, 1:364–399,
539–566, 1978.
[LR94] C.-K. Li and L. Rodman. Numerical range of matrix polynomials. SIAM J. Matrix Anal.
Appl., 15(4):1256–1265, 1994.
[Mar88] A. S. Markus. Introduction to the spectral theory of polynomial operator pencils, vol-
ume 71 of Translations of Mathematical Monographs. American Mathematical Society,
Providence, RI, 1988.
[MM01] A. Markus and V. Matsaev. Some estimates for the resolvent and for the lengths of
Jordan chains of an analytic operator function. In Recent advances in operator theory
(Groningen, 1998), volume 124 of Oper. Theory Adv. Appl., pages 473–479. Birkha¨user,
Basel, 2001.
[PT00] P. J. Psarrakos and M. J. Tsatsomeros. On the relation between the numerical range
and the joint numerical range of matrix polynomials. In Proceedings of the Eleventh
Haifa Matrix Theory Conference (1999), volume 6, pages 20–30, 1999/00.
[RL36] F. Riesz and E. R. Lorch. The integral representation of unbounded self-adjoint trans-
formations in Hilbert space. Trans. Amer. Math. Soc., 39(2):331–340, 1936.
[RS72] M. Reed and B. Simon. Methods of modern mathematical physics. I. Functional anal-
ysis. Academic Press, New York-London, 1972.
[TE05] L. N. Trefethen and M. Embree. Spectra and pseudospectra: The behavior of nonnormal
matrices and operators. Princeton University Press, Princeton, NJ, 2005.
[Tre08] C. Tretter. Spectral theory of block operator matrices and applications. Imperial College
Press, London, 2008.
Mathematisches Institut, Universita¨t Bern, Sidlerstr. 5, 3012 Bern, Switzerland
E-mail address: axel.torshage@math.unibe.ch
