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AN EXTENSION OPERATOR ON BOUNDED DOMAINS AND
APPLICATIONS
MATHEW GLUCK AND MEIJUN ZHU
Abstract. In this paper we study a sharp Hardy-Littlewood-Sobolev (HLS)
type inequality with Riesz potential on bounded smooth domains. We obtain
the inequality for a general bounded domain Ω and show that if the extension
constant for Ω is strictly larger than the extension constant for the unit ball
B1 then extremal functions exist. Using suitable test functions we show that
this criterion is satisfied by an annular domain whose hole is sufficiently small.
The construction of the test functions is not based on any positive mass type
theorems, neither on the nonflatness of the boundary. By using a similar
choice of test functions with the Poisson-kernel-based extension operator we
prove the existence of an abstract domain having zero scalar curvature and
strictly larger isoperimetric constant than that of the Euclidean ball.
1. Introduction
The classical Hardy-Littlewood Sobolev (HLS) inequality [10, 11, 18, 14] states
that if n ≥ 1, 0 < α < n and 1 < p, t <∞ satisfy 1p + 1t + n−αn = 2 then there is a
sharp constant N (n, α, p) such that∣∣∣∣
∫
Rn
∫
Rn
f(y)g(x)
|x− y|n−α dx dy
∣∣∣∣ ≤ N (n, α, p) ‖f‖Lp(Rn) ‖g‖Lt(Rn)
for all f ∈ Lp(Rn) and all g ∈ Lt(Rn). In the diagonal case that p = t = 2nn+α Lieb
[14] computed the the extremal functions and the value of the optimal constant
N (n, α, 2n/(n+α)). The sharp HLS inequality has implications throughout many
subfields of mathematics. For example, the sharp HLS inequality implies the sharp
Sobolev inequality, the Moser-Trudinger-Onofri and Beckner inequalities [2] as well
as Gross’s logarithmic Sobolev inequality [7]. These inequalities play prominent
roles in analysis and in geometric problems including the Yamabe problem and
Ricci flow problems.
In recent years numerous extensions and generalizations of the classical HLS
inequality have been realized, many of which have implications in other areas of
mathematics. Some examples of such extensions are weighted HLS inequalities
and Frank and Lieb’s [6] sharp HLS inequality on the Heisenberg group. Another
example is the reversed HLS inequality of Dou and Zhu [4] (see also [16]) which
applies to the case where the differential order exceeds the dimension.
Another direction for extending the classical HLS inequality is to prove HLS
inequalities for manifolds with boundary. Progress in this direction was made by
Dou and Zhu in [3] where a HLS-type inequality was proved on the upper half space
R
n
+ = {x = (x1, . . . , xn) ∈ Rn : xn > 0}. They proved
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Theorem A. Let n ≥ 3 and 1 < α < n. For every p, t satisfying both 1 < p, t <∞
and
n− 1
np
+
1
t
+
n− α+ 1
n
= 2 (1.1)
there is a sharp constant Cα(n, p) such that for all f ∈ Lp(∂Rn+) and g ∈ Lt(Rn+),∫
R
n
+
∫
∂Rn+
f(y)g(x)
|x− y|n−α dy dx ≤ Cα(n, p)‖f‖Lp(∂R
n
+)
‖g‖Lt(Rn+). (1.2)
For the conformal exponents (i.e when p = 2(n−1)/(n+α−2)) and when α = 2,
the sharp constant in Theorem A was computed in [3] and is given by
C2
(
n,
2(n− 1)
n
)
= n
n−2
2(n−1)ω
1− 1n−
1
2(n−1)
n . (1.3)
Moreover, in [3] the extremal functions corresponding to C2(n, 2(n − 1)/n) were
classified and are given up to a positive constant multiple and a translation by
y0 ∈ ∂Rn+ by
fǫ(y) =
(
ǫ
ǫ2 + |y|2
)n
2
; gǫ(x) =
(
ǫ
(xn + ǫ)2 + |x′|2
)n+2
2
, (1.4)
where ǫ > 0 and x′ = (x1, · · · , xn−1, 0) ∈ ∂Rn+. Theorem A is equivalent to the
boundedness from Lp(∂Rn+) to L
t′(Rn+) (t
′ is the Lebesgue conjugate exponent
corresponding to t) of the extension operator E˜α given by
E˜αf(x) =
∫
∂Rn+
f(y)
|x− y|n−α dy. (1.5)
In particular,
∥∥∥E˜αf∥∥∥
Lt′(Rn+)
≤ Cα(n, p) ‖f‖Lp(∂Rn+) and the constant Cα(n, p) is
sharp. When α = 2 and p = 2(n−1)n , the extremal f ’s in this inequality are as
in (1.4). In view of the conformal equivalence of the upper half-space and the unit
ball B1 ⊂ Rn, the extension operator
E2,B1f(x) =
∫
∂B1
f(y)
|x− y|n−2 dSy
automatically satisfies the embedding inequality ‖E2,B1f‖L2n/(n−2)(B1) ≤ C2(n, 2(n−
1)/n) ‖f‖L2(n−1)/n(∂B1) and the constant C2(n, 2(n−1)/n) in this inequality is sharp.
In this work, we will investigate the extension of the HLS-type inequality on
the upper half-space (Theorem A) to bounded subdomains Ω ⊂ Rn having smooth
boundaries. Let n ≥ 3 and let Ω be a bounded subdomain of Rn. For α ∈ (1, n),
the following extension operator was introduced in Dou and Zhu [3]:
Eα,Ωf(x) = Eαf(x) =
∫
∂Ω
f(y)
|x− y|n−α dy for x ∈ Ω.
Based on the classical argument using Young’s inequality and the Marcinkiewicz
Interpolation Theorem, one can prove the existence of a constant C(n,Ω) > 0 such
that
‖E2f‖
L
2n
n−2 (Ω)
≤ C(n,Ω) ‖f‖
L
2(n−1)
n (∂Ω)
(1.6)
2
for every f ∈ L2(n−1)/n(∂Ω). A similar approach was taken by Dou and Zhu
in [3] to establish Theorem A. In Section 2 we will show that inequality (1.6) is a
consequence of Theorem A. We will also investigate the sharp constant in inequality
(1.6). Define the extension constant for Ω by
E2(Ω) = sup{J2(f) : f ∈ L2(n−1)/n(∂Ω) \ {0}}, (1.7)
where
J2(f) =
‖E2f‖
L
2n
n−2 (Ω)
‖f‖
L
2(n−1)
n (∂Ω)
. (1.8)
In particular, in this notation we have E2(B1) = C2(n, 2(n − 1)/n). The main
questions we plan to address are
Q1: What is E2(Ω) for a given domain Ω?
Q2: For which Ω is the supremum in the definition of E2(Ω) achieved?
A partial answer to Q1 is given in the following proposition where we obtain a
lower bound for E2(Ω).
Proposition 1.1. Let n ≥ 3. If Ω ⊂ Rn is a bounded smooth domain then
E2(Ω) ≥ E2(B1) = n
n−2
2(n−1)ω
1− 1n−
1
2(n−1)
n .
In a similar spirit to the resolution of the Yamabe-type problem [19, 1, 17, 13],
we show that if Ω is a domain for which strict inequality holds in Proposition 1.1
then the supremum in the definition of E2(Ω) is achieved.
Theorem 1.2. Let n ≥ 3. If Ω ⊂ Rn is a smooth bounded domain for which
E2(Ω) > E2(B1), (1.9)
then there is a nonnegative function f ∈ C0(∂Ω) for which J2(f) = E2(Ω).
In view of Theorem 1.2 one is naturally led to ask for which domains Ω (if
any) does (1.9) hold? We will show that if Ω is an annular domain whose hole is
sufficiently small then (1.9) holds.
Theorem 1.3. Consider the annular domain Ar = B1 \Br for 0 < r < 1. For all
r sufficiently small E2(Ar) > E2(B1). Consequently, for such r the supremum in
the definition of E2(Ar) is attained.
The proof of Theorem 1.3 is based on the construction of a suitable global test
function. Contrary to the resolution of Yamabe problem where the test function
is chosen based on the positive mass theorem or the conformal non-flatness of the
boundary, our test function is not a concentrating function. This motivated us
to study the Poisson-kernel-based extension operator which was studied by Hang,
Wang and Yan in [8, 9]. For f : ∂Ω → R, let P2f be the harmonic extension of f
which coincides with f(x) on the boundary:{
−∆P2f(x) = 0 for x ∈ Ω
P2f(x) = f(x) for x ∈ ∂Ω.
It was proved by Hang, Wang and Yan [9] that
Θ2(Ω) = sup
06=f∈C(∂Ω)
‖P2f‖L2n/(n−2)(Ω)
‖f‖L2(n−1)/(n−2)(∂Ω)
<∞. (1.10)
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Similarly to Proposition 1.1 and Theorem 1.2 they also showed that for any bounded
domain Ω (their results were proved for general manifolds):
Θ2(Ω) ≥ Θ2(B1), (1.11)
and Θ2(Ω) is achieved whenever Θ2(Ω) > Θ2(B1). They further conjectured that
strict inequality holds in (1.11) whenever Ω is not conformal to Euclidean ball.
However, no example of such a domain Ω was given. It was noted in their paper
that if Θ2(Ω) > Θ2(B1) then there is a metric g in the conformal class of the
Euclidean metric g0 which is scalar flat and such that the isoperimetric constant
|Ω| 1ng / |∂Ω|
1
n−1
g of (Ω, g) is strictly larger than the isoperimetric constant of the
Euclidean ball. On the other hand, using a local expansion (see (3.3) in Morgan
and Johnson [15]), one can see that on a Ricci flat manifold, there are domains with
small volume that have larger isoperimetric constant than the Euclidean ball. Here
we shall provide large-volume examples of domains Ω for which Θ2(Ω) > Θ2(B1).
Theorem 1.4. For 0 < r < 1 consider the annular domain Ar = B1 \ Br. If r is
sufficiently small then there is a metric g on Ar which is conformally equivalent to
the Euclidean metric, has zero scalar curvature and for which
|Ar|1/ng
|∂Ar|1/(n−1)g
>
|B1|1/n
|∂B1|1/(n−1)
= n−1/(n−1)ω−1/n(n−1)n .
At the time of writing this paper we learned that T. Jin and J. Xiong [12] showed
that Θ2(Ω) > Θ2(B1) whenever n ≥ 12 and (Ω, g) is a bounded subset of Rn having
smooth connected boundary.
This paper is organized as follows. In Section 2, for smooth bounded Ω we
establish the HLS-type inequality, the extension inequality and a corresponding re-
striction inequality as well as the compactness of E2 for subcritical exponents. In
Section 3 we prove Theorem 1.2, the criterion for the existence of extremal func-
tions and show that the criterion is satisfied for an annular domain whose hole is
sufficiently small. In Section 4 we prove Theorem 1.4. Section 5 is an appendix
containing statements of useful regularity lemmas.
Unless explicitly stated otherwise, we assume throughout that n ≥ 3. The
following notational conventions will be used: We will use 2∗ = 2nn−2 to denote
the critical exponent in the Sobolev embedding. For p ∈ [1,∞] we will use p′ to
denote the Lebesgue conjugate exponent corresponding to p so that 1p +
1
p′ = 1.
For x ∈ Rn we will use x = (x′, xn) ∈ Rn−1 × R, where x′ = (x1, · · · , xn−1). At
times use the identification Rn−1 = ∂Rn+. In such instances no distinction is made
between x′ ∈ Rn−1 and (x′, 0) ∈ ∂Rn+.
2. Extension, restriction and HLS-type inequalities and compactness
of E2 for subcritical exponents
2.1. ǫ-sharp inequality. In this subsection we establish an ǫ-sharp inequality for
the extension operators Eα on smooth bounded domains.
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Proposition 2.1. Suppose α, p satisfy 1 < α < n and 1 < p < (n− 1)/(α− 1) and
let q be given by
1
q
=
n− 1
n
(
1
p
− α− 1
n− 1
)
. (2.1)
For any ǫ > 0, there is a constant C(ǫ) > 0, such that for all f ∈ Lp(∂Ω)
‖Eαf‖pLq(Ω) ≤ (Cα(n, p) + ǫ)p ‖f‖pLp(∂Ω) + C(ǫ) ‖Eα+1 |f |‖pLq(Ω) . (2.2)
We note first that if α, p and q are as in the statement of Proposition 2.1 then
the extension operator E˜α for the upper half space given in (1.5) is bounded from
Lp(∂Rn+) to L
q(Rn+) with∥∥∥E˜αf∥∥∥
Lq(Rn+)
≤ Cα(n, p) ‖f‖Lp(∂Rn+) . (2.3)
In fact, this operator is also well-defined and bounded from Lp(∂Rn+) to L
q(Rn\Rn+).
Therefore, we have the following bound for the extension to all of Rn:∥∥∥E˜αf∥∥∥
Lq(Rn)
≤ 2Cα(n, p) ‖f‖Lp(∂Rn+) . (2.4)
By using above two inequalities and flatting the boundary, we easily obtain the
following two lemmas from Theorem A.
Lemma 2.2. Suppose 1 < α < n and 1 < p < (n− 1)/(α− 1) and let q be given by
(2.1). For all ǫ > 0 and all y0 ∈ ∂Ω, there is a positive constant δ = δ(y0, ǫ) > 0,
such that if f ∈ Lp(∂Ω) with supp f ⊂⊂ ∂Ω ∩Bδ(y0) then
‖Eαf‖Lq(Ω∩Bδ(y0)) ≤ (Cα(n, p) + ǫ) ‖f‖Lp(∂Ω∩Bδ(y0)) . (2.5)
Lemma 2.3. Let α and p satisfy 1 < α < n and 1 < p < (n − 1)/(α − 1) and let
q be given by (2.1). There exists a constant C = C(n, α, p) > 0 with the following
property: for all y0 ∈ ∂Ω there is a δ = δ(y0) > 0 such that if f ∈ Lp(∂Ω) with
supp f ⊂⊂ ∂Ω ∩Bδ(y0) then
‖Eαf‖Lq(Bδ(y0)) ≤ C ‖f‖Lp(∂Ω∩Bδ(y0)) . (2.6)
Proof of Proposition 2.1. Let ǫ > 0. By Lemma 2.2 and compactness of ∂Ω we
may choose δ > 0 such that for all y ∈ ∂Ω and all f ∈ Lp(∂Ω) having supp f ⊂⊂
Bδ(y) ∩ ∂Ω,
‖Eαf‖Lq(Ω∩Bδ(y)) ≤ (Cα(n, p) + ǫ) ‖f‖Lp(∂Ω∩Bδ(y)) .
Let {Bδ(yi)}M+Ni=1 be an open cover of Ω such that for each i either yi ∈ ∂Ω or
Bδ(y
i) ∩ ∂Ω = ∅. After reindexing if necessary we may assume that yi ∈ ∂Ω for
i = 1, · · · ,M and Bδ(yi) ∩ ∂Ω = ∅ for i = M + 1, · · · ,M + N . Let {ρi}M+Ni=1 be
a smooth partition of unity subordinate to {Bδ(yi)} satisfying both 0 ≤ ρi(x) ≤ 1
and
∑M+N
i=1 ρ
p
i (x) = 1 for all x ∈ Ω. For any 0 ≤ f ∈ Lp(∂Ω) we have
‖Eαf‖pLq(Ω) ≤
M+N∑
i=1
(
‖Eα(ρif)‖Lq(Ω∩supp ρi) + ‖ρiEαf − Eα(ρif)‖Lq(Ω∩supp ρi)
)p
.(2.7)
5
For every i = 1, · · · ,M +N we have
‖ρiEαf − Eα(ρif)‖qLq(Ω∩supp ρi) ≤
∫
Ω∩supp ρi
(∫
∂Ω
|f(y)| |ρi(x)− ρi(y)|
|x− y|n−α dSy
)q
dx
≤ max
i
‖∇ρi‖qL∞(Ω)
∫
Ω∩supp ρi
(Eα+1 |f |)q(x) dx
≤ C ‖Eα+1 |f |‖qLq(Ω∩supp ρi) , (2.8)
where C is a positive constant depending on n, α, p, ǫ,Ω and the partition of unity
{Bδ(yi)}. We denote any such constant by C(ǫ). For i = 1, . . . ,M , Lemma 2.2 and
the choice of δ guarantee that
‖Eα(ρif)‖Lq(Ω∩supp ρi) ≤ (Cα(n, p) + ǫ) ‖ρif‖Lp(∂Ω) . (2.9)
For i = M + 1, · · · ,M + N we have supp ρi ∩ supp f = ∅ so Eα(ρif) = 0. Using
estimates (2.8) and (2.9) in (2.7) gives
‖Eαf‖pLq(Ω) ≤
M∑
i=1
(
(Cα(n, p) + ǫ) ‖ρif‖Lp(∂Ω) + C(ǫ) ‖Eα+1 |f |‖Lq(Ω∩supp ρi)
)p
+C(ǫ)
M+N∑
i=M+1
‖Eα+1 |f |‖pLq(Ω∩supp ρi)
≤ (1 + ǫ)(Cα(n, p) + ǫ)p
M∑
i=1
‖ρif‖pLp(∂Ω) + C(ǫ)
M+N∑
i=1
‖Eα+1 |f |‖pLq(Ω∩supp ρi)
≤ (1 + ǫ)(Cα(n, p) + ǫ)p ‖f‖pLp(∂Ω) + C(ǫ) ‖Eα+1 |f |‖pLq(Ω) .
Since ǫ > 0 is arbitrary, estimate (2.2) follows. 
2.2. HLS type inequality and compactness for Eα. For δ ≥ 0 we define
Ωδ = {x ∈ Rn : dist(x,Ω) < δ}.
First we prove the boundedness of Eα : L
p(∂Ω)→ Lq(Ωδ) for subcritical exponents
p, q.
Lemma 2.4. Let 1 < α < n and suppose p, t satisfy the following three conditions:
1 < p < (n− 1)/(α− 1), 1t + 1p > 1 and
1
t
+
n− 1
np
+
n− α+ 1
n
< 2. (2.10)
There exists δ0 > 0 such that for all 0 ≤ δ < δ0, there is a constant C =
C(n, α, p, t,Ω, δ) > 0 such that∣∣∣∣
∫
Ωδ
∫
∂Ω
f(y)g(x)
|x− y|n−α dSy dx
∣∣∣∣ ≤ C ‖f‖Lp(∂Ω) ‖g‖Lt(Ωδ) (2.11)
for all f ∈ Lp(∂Ω) and all g ∈ Lt(Ωδ). Consequently, for any such α, p and δ, if q
satisfies
n− 1
n
(
1
p
− α− 1
n− 1
)
<
1
q
<
1
p
then there exists a positive constant C = C(n, α, p, q,Ω, δ) > 0 such that
‖Eαf‖Lq(Ωδ) ≤ C ‖f‖Lp(∂Ω) (2.12)
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for all f ∈ Lp(∂Ω).
Proof. It suffices to prove the lemma under the additional assumption that f and
g are nonnegative. By our assumptions on α, p and t we have 1 < 1t +
1
p < 2.
Let r > 1 satisfy 1p +
1
t +
1
r = 2 and choose a = a(n, α, p, t) ∈ (0, 1) such that
1 − n−1(n−α)p′ < a < n(n−α)t′ (such a exists by assumption (2.10)). For δ > 0 set
Nδ(∂Ω) = {x ∈ Rn : dist(x, ∂Ω) < δ}. By smoothness of ∂Ω we may choose
0 < δ0 < 1 sufficiently small such that for all x ∈ Nδ0(∂Ω) there is a unique x∗ ∈ ∂Ω
such that dist(x, ∂Ω) = |x∗ − x|. Fix any 0 ≤ δ < δ0 < 1, any 0 ≤ f ∈ Lp(∂Ω) and
any 0 ≤ g ∈ Lt(Ωδ) and define
γ1(x, y) = g
t
p′ (x)h1−a(x, y)
γ2(x, y) = f
p
t′ (y)ha(x, y)
γ3(x, y) = g
t
r′ (x)f
p
r′ (y),
where h(x, y) = |x− y|α−n. By Ho¨lder’s inequality we have∫
Ωδ
∫
∂Ω
f(y)g(x)h(x, y) dSy dx =
∫
Ωδ
∫
∂Ω
γ1(x, y)γ2(x, y)γ3(x, y) dSy dx (2.13)
≤ ‖γ1‖Lp′(Ωδ×∂Ω) ‖γ2‖Lt′ (Ωδ×∂Ω) ‖γ3‖Lr′(Ωδ×∂Ω)
= ‖γ1‖Lp′(Ωδ×∂Ω) ‖γ2‖Lt′ (Ωδ×∂Ω) ‖g‖
t
r′
Lt(Ωδ)
‖f‖
p
r′
Lp(∂Ω) .
To estimate ‖γ1‖Lp′(Ωδ×∂Ω), note that for any x ∈ Nδ(∂Ω) and any y ∈ ∂Ω,
|x∗ − y| ≤ |x∗ − x|+ |x− y| ≤ 2 |x− y| .
Therefore, for all x ∈ Nδ(∂Ω)∫
∂Ω
h(x, y)p
′(1−a) dSy ≤ C(n, a)
∫
∂Ω
|x∗ − y|−(n−α)p′(1−a) dSy
≤ C(n, α, p, t,Ω),
the final inequality holding as our choice of a guarantees that (n−α)p′(1−a) < n−1.
If x ∈ Ωδ \ Nδ(∂Ω) then∫
∂Ω
h(x, y)p
′(1−a) dSy ≤ δ−(n−α)p′(1−a) |∂Ω| .
Combining this with the previous estimate we obtain a constant C = C(n, α, p, t,Ω, δ) >
0 such that
‖γ1‖p
′
Lp′(Ωδ×∂Ω)
=
∫
Nδ(∂Ω)
|g(x)|t
∫
∂Ω
h(x, y)(1−a)p
′
dSy dx
+
∫
Ωδ\Nδ(∂Ω)
|g(x)|t
∫
∂Ω
h(x, y)(1−a)p
′
dSy dx (2.14)
≤ C ‖g‖tLt(Ωδ) .
To estimate ‖γ2‖Lt′(Ωδ×∂Ω) observe that for every y ∈ ∂Ω∫
Ωδ
h(x, y)at
′
dx ≤
∫
B(y,diam(Ω)+1)
h(x, y)at
′
dx ≤ C(n, α, p, t,Ω),
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the final inequality holding since our choice of a guarantees that (n − α)at′ < n.
Therefore,
‖γ2‖t
′
Lt′(Ωδ×∂Ω) =
∫
∂Ω
fp(y)
∫
Ωδ
h(x, y)at
′
dx dSy
≤ C(n, α, p, t,Ω) ‖f‖pLp(∂Ω) . (2.15)
Using (2.14) and (2.15) in (2.13) we get (2.11). The norm bound in (2.12) follows
from (2.11) and Lebesgue duality. 
The boundedness of Eα : L
p(∂Ω)→ Lq(Ωδ) for critical exponents p, q follows by
combining Lemmas 2.3 and 2.4 with a partition of unity argument.
Lemma 2.5. Let 1 < α < n, let 1 < p < (n − 1)/(α − 1) and let q be given by
(2.1). There exists δ0 > 0 such that for all 0 ≤ δ < δ0, Eα is bounded from Lp(∂Ω)
into Lq(Ωδ) and
‖Eαf‖Lq(Ωδ) ≤ C(n, α, p,Ω, δ) ‖f‖Lp(∂Ω) .
In particular, the extension constant E2(Ω) in (1.7) is well defined.
Proof. It suffices to prove the lemma under the additional assumption that f ≥ 0.
By Lemma 2.3 and compactness of ∂Ω we may choose δ > 0 such that for all y ∈ ∂Ω
and all f ∈ Lp(∂Ω) having supp f ⊂⊂ Bδ(y) ∩ ∂Ω,
‖Eαf‖Lq(Bδ(y)) ≤ C(n, α, p) ‖f‖Lp(∂Ω∩Bδ(y)) .
Let {Bδ(yi)}M+Ni=1 be an open cover of Ω such that for each i either yi ∈ ∂Ω or
Bδ(y
i)∩∂Ω = ∅. For notational convenience we write Bi = Bδ(yi). After reindexing
if necessary we may assume that yi ∈ ∂Ω for i = 1, · · · ,M and Bi ∩ ∂Ω = ∅ for
i = M + 1, · · · ,M + N . Choose γ > 0 sufficiently small so that Ωγ ⊂ ⋃M+Ni=1 Bi.
Let {ρi}M+Ni=1 be a smooth partition of unity subordinate to {Bi} satisfying both
0 ≤ ρi(x) ≤ 1 and
∑M+N
i=1 ρ
p
i (x) = 1 for all x ∈ Ωγ . Computing similarly to (2.7),
for any 0 ≤ f ∈ Lp(∂Ω) we have
‖Eαf‖pLq(Ωγ ) ≤
M+N∑
i=1
(
‖Eα(ρif)‖Lq(Ωγ∩supp ρi) + ‖ρiEαf − Eα(ρif)‖Lq(Ωγ∩supp ρi)
)p
.
(2.16)
After decreasing γ if necessary an application of Lemma 2.4 guarantees that for
every i = 1, · · · ,M +N
‖ρiEαf − Eα(ρif)‖qLq(Ωγ∩supp ρi) ≤ maxi ‖∇ρi‖
q
L∞(Ωγ)
‖Eα+1f‖qLq(Ωγ∩supp ρi)
≤ C ‖f‖qLp(∂Ω) (2.17)
for some constant C > 0 depending on n, α, p,Ω, γ and {Bi}. Moreover since
supp(ρif) ⊂⊂ Bi, by Lemma 2.3 and the choice of δ for every i = 1, · · · ,M , we
have
‖Eα(ρif)‖Lq(Ωγ∩supp ρi) ≤ C(n, α, p) ‖ρif‖Lp(∂Ω) , (2.18)
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while Eα(ρif) = 0 for i =M +1, · · · ,M +N . Using estimates (2.17) and (2.18) in
(2.16) gives a constant C(n, α, p,Ω, δ) such that
‖Eαf‖pLq(Ωγ ) ≤ C
(
M∑
i=1
‖ρif‖pLp(∂Ω) +
M+N∑
i=1
‖Eα+1f‖pLq(Ωγ∩supp ρi)
)
≤ C ‖f‖pLp(∂Ω) .

Consider the restriction operator Rα defined by
Rαg(y) =
∫
Ω
g(x)
|x− y|n−α dx y ∈ ∂Ω. (2.19)
From Lemma 2.5 and Lebesgue duality we get the following estimates.
Corollary 2.6. Let 1 < α < n.
(a) Suppose 1 < p, t < ∞ satisfy (1.1). For all 0 ≤ δ sufficiently small there is
a positive constant C = C(n, α, p,Ω, δ) such that for all f ∈ Lp(∂Ω) and all
g ∈ Lt(Ωδ),∣∣∣∣
∫
Ωδ
∫
∂Ω
f(y)g(x)
|x− y|n−α dSy dx
∣∣∣∣ ≤ C ‖f‖Lp(∂Ω) ‖g‖Lt(Ωδ) .
(b) Suppose 1 < t < nα and let r be given by
1
r
=
n
n− 1
(
1
t
− α
n
)
.
There exists δ0 > 0 such that for all 0 ≤ δ < δ0 the map R2 : Lt(Ωδ)→ Lr(∂Ω)
is bounded with
‖Rαg‖Lr(∂Ω) ≤ C(n, t,Ω, δ) ‖g‖Lt(Ωδ) .
(c) When δ = 0, α = 2, p = 2(n − 1)/n and t = 2n/(n+ 2) the optimal constant
in each of the inequalities of parts (a) and (b) is E2(Ω) as defined in (1.7).
Lemma 2.7. Let Ω ⊂ Rn be a smooth bounded domain. For any 1 < q < 2∗, the
extension operator E2 : L
2(n−1)/n(∂Ω)→ Lq(Ω) is compact.
Proof. By Lemma 2.5 we may choose δ > 0 such that for all 1 < α < n+22 the
extension operator Eα : L
2(n−1)/n(∂Ω)→ Lr(Ω2δ) is bounded, where r is given by
1
r
=
n+ 2− 2α
2n
.
Let {Bδ(yi)}M+Ni=1 be an open covering of Ω by charts for which yi ∈ ∂Ω for i =
1, . . . ,M and Bδ(y
i) ∩ ∂Ω = ∅ for i = M + 1, . . . ,M + N . Let {ρi}M+Ni=1 be a
smooth partition of unity subordinate to {Bδ(yi)} for which both 0 ≤ ρi ≤ 1
and
∑M+N
i=1 ρi ≡ 1. To prove the lemma it suffices to show that for every i =
1, . . . ,M + N and every bounded sequence (fm)
∞
m=1 ⊂ L2(n−1)/n(∂Ω) there is a
subsequence of ρiE2fm which converges in L
q(Ω). For the remainder of the proof
of Lemma 2.7 we consider fixed i ∈ {1, . . . ,M + N}. Let (fm)∞m=1 be bounded in
L2(n−1)/n(∂Ω). We assume with no loss of generality that ‖fm‖L2(n−1)/n(∂Ω) ≤ 1
for all m. For notational convenience we set Bi = Bδ(y
i). For x ∈ Bi define
hm,i(x) = hm(x) = ρi(x)E2fm(x).
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For ǫ < 14dist(supp ρi, ∂B
i) define
hǫm(x) = ηǫ ∗ hm(x) =
∫
Bǫ
ηǫ(y)hm(x− y) dy,
where ηǫ is the standard mollifier. See for example [5] page 629.
Step 1: We show that ‖hǫm − hm‖Lq(supp ρi) → 0 as ǫ→ 0 uniformly in m.
First note that by Lemma 2.5, (hm)m is bounded in L
2∗(Ωδ). Moreover, Ho¨lder’s
inequality gives
|hǫm(x)| ≤
(∫
Bǫ(x)
ηǫ(x− z) dz
)n+2
2n
(∫
Bǫ(x)
ηǫ(x− z) |hm(z)|2
∗
dz
)n−2
2n
=
(∫
Bǫ(x)
ηǫ(x− z) |hm(z)|2
∗
dz
)n−2
2n
.
Therefore, ∫
Ω
|hǫm(x)|2
∗
dx ≤
∫
Bǫ
ηǫ(z)
∫
Ω
|hm(x− z)|2
∗
dx dz
≤
∫
Bǫ
ηǫ(z) dz ·
∫
Ωδ
|hm(x)|2
∗
dx
=
∫
Ωδ
|hm(x)|2
∗
dx.
Thus, hǫm is bounded in L
2∗(Ω).
Now,∫
Ω
|hǫm(x) − hm(x)| dx ≤
∫
Ω
∫
B1
η1(z) |hm(x− ǫz)− hm(x)| dz dx
≤ I1 + I2 + I3 + I4,
where, with D1 = D1(x, z) = {y ∈ B4ǫ(x) : |x− y| > |x− ǫz − y|} and with
D2 = D2(x, z) = B4ǫ(x) \D1,
I1 =
∫
Ω
∫
B1
∫
∂Ω∩D1
η1(z)ρi(x) |fm(y)|
∣∣∣|x− ǫz − y|2−n − |x− y|2−n∣∣∣ dSy dz dx
I2 =
∫
Ω
∫
B1
∫
∂Ω∩D2
η1(z)ρi(x) |fm(y)|
∣∣∣|x− ǫz − y|2−n − |x− y|2−n∣∣∣ dSy dz dx
I3 =
∫
Ω
∫
B1
∫
∂Ω\B4ǫ(x)
η1(z)ρi(x) |fm(y)|
∣∣∣|x− ǫz − y|2−n − |x− y|2−n∣∣∣ dSy dz dx
I4 =
∫
Ω
∫
B1
η1(z) |ρi(x− ǫz)− ρi(x)| |E2fm(x− ǫz)| dz dx.
To estimate I1 first note that for all x ∈ supp ρi and all z ∈ B1,∫
∂Ω∩D1
|fm(y)|
∣∣∣|x− ǫz − y|2−n − |x− y|2−n∣∣∣ dSy
≤
∫
∂Ω
|fm(y)| |x− ǫz − y|2−n dSy
≤ C(n)√ǫ (E3/2 |fm|) (x − ǫz).
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Therefore, using Ho¨lder’s inequality and Lemma 2.5 we obtain
I1 ≤ C(n)
√
ǫ
∫
B1
η1(z)
∫
Ω
(
E3/2 |fm|
)
(x− ǫz) dx dz
≤ C(n)√ǫ∥∥E3/2 |fm|∥∥L1(Ωδ)
≤ C(n,Ω, δ)√ǫ∥∥E3/2 |fm|∥∥L2n/(n−1)(Ωδ)
≤ C(n,Ω, δ)√ǫ ‖fm‖L2(n−1)/n(∂Ω) .
By a similar computation we obtain
I2 ≤ C(n,Ω)
√
ǫ ‖fm‖L2(n−1)/n(∂Ω) .
For the estimate of I3 we first note that for all |x− y| ≥ 4ǫ and all 0 < |z| ≤ 1 we
have ∣∣∣|x− ǫz − y|2−n − |x− y|2−n∣∣∣ ≤ C(n)ǫ |x− y|1−n ≤ C(n)√ǫ |x− y| 32−n .
Therefore, using Ho¨lder’s inequality and Lemma 2.5 we obtain
I3 ≤ C(n)
√
ǫ
∥∥E3/2 |fm|∥∥L1(Ω)
≤ C(n,Ω)√ǫ ‖fm‖L2(n−1)/n(∂Ω) .
For the estimate of I4 we use the Mean-Value Theorem, Ho¨lder’s inequality and
Lemma 2.5 to obtain
I4 ≤ ǫ ‖∇ρi‖C0(Bi)
∫
B1
∫
Ω
η1(z) |E2fm(x− ǫz)| dx dz
≤ ǫ ‖∇ρi‖C0(Bi) ‖E2fm‖L1(Ωδ)
≤ C(n,Ω, δ)ǫ ‖∇ρi‖C0(Bi) ‖fm‖L2(n−1)/n(∂Ω) .
Combining the estimates of I1, . . . , I4 we obtain
‖hǫm − hm‖L1(Ω) ≤ C(n,Ω, δ)
√
ǫ.
Now choose 0 < θ < 1 such that q = θ + (1− θ)2∗. By interpolation we have
‖hǫm − hm‖qLq(Ω) ≤ ‖hǫm − hm‖θL1(Ω) ‖hǫm − hm‖(1−θ)2
∗
L2∗ (Ω)
≤ C(n,Ω, δ)θǫ θ2 sup
m
‖hǫm − hm‖(1−θ)2
∗
L2∗(Ω)
.
Step 1 is complete.
Step 2: For each fixed ǫ > 0 sufficiently small, the sequence (hǫm)
∞
m=1 is uni-
formly bounded and equicontinuous.
To see the uniform bound, observe that for fixed ǫ > 0 small, Ho¨lder’s inequality
and Lemma 2.5 give
|hǫm(x)| ≤
∫
Bǫ(x)
ηǫ(x− z) |hm(z)| dz
≤ Cǫ−n ‖E2fm‖L2∗ (Ω2δ)
≤ Cǫ−n ‖fm‖L2(n−1)/n(∂Ω)
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for some positive constant C = C(n,Ω, δ). To see that equicontinuity holds, note
that for any x,w ∈ Ωδ we have
|hǫm(x) − hǫm(w)| ≤ J1 + J2, (2.20)
where
J1 =
∫
Bǫ
ηǫ(z) |E2fm(x− z)| |ρi(x− z)− ρi(w − z)| dz
J2 =
∫
Bǫ
ηǫ(z)ρi(w − z) |E2fm(x− z)− E2fm(w − z)| dz.
Using the Mean-Value Theorem, Ho¨lder’s inequality and Lemma 2.5 we have
J1 ≤ Cǫ−n ‖∇ρi‖L∞ |x− w| ‖E2fm‖L1(Ω2δ)
≤ C(n,Ω, δ)ǫ−n ‖fm‖L2(n−1)/n(∂Ω) |x− w| .
To estimate J2 first note that for all x,w ∈ Ωδ, all y ∈ ∂Ω and a.e. z ∈ Bǫ the
Mean-Value Theorem gives∣∣∣|x− z − y|2−n − |w − z − y|2−n∣∣∣ =
∣∣∣∣
∫ 1
0
d
dt
|tx+ (1− t)w − y − z|2−n dt
∣∣∣∣
≤ C(n) |x− w|
∫ 1
0
|tx+ (1− t)w − y − z|1−n dt.
Choosing R > 1 + 2 diam(Ωδ) we get∫
Bǫ
∣∣∣|x− z − y|2−n − |w − z − y|2−n∣∣∣ dz ≤ C(n) |x− w| ∫ 1
0
∫
Bǫ
|tx+ (1− t)w − y − z|1−n dz dt
≤ C(n) |x− w|
∫
BR
|z|1−n dz
≤ C(n,Ω) |x− w| .
Therefore,
J2 ≤ Cǫ−n
∫
∂Ω
∫
Bǫ
|fm(y)|
∣∣∣|x− z − y|2−n − |w − z − y|2−n∣∣∣ dz dSy
≤ C(n,Ω)ǫ−n |x− w| ‖fm‖L1(∂Ω)
≤ C(n,Ω)ǫ−n |x− w| .
Using the estimates of J1 and J2 in (2.20) establishes the the equicontinuity of h
ǫ
m.
With steps 1 and 2 complete, one may use a standard diagonal subsequence
argument to construct an Lq(Ω)-convergent subsequence of (hm).

3. Criterion for existence of supremum and a domain for which the
criterion is satisfied
3.1. Lower bound for the extension constant. In this subsection we will prove
Proposition 1.1. For ǫ > 0 let fǫ and gǫ be as in (1.4). These functions satisfy∫
R
n
+
∫
∂Rn+
fǫ(y)gǫ(x)
|x− y|n−2 dy dx = E2(B1) ‖fǫ‖L2(n−1)/n(∂Rn+) ‖gǫ‖L2n/(n+2)(Rn+) .
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In particular, we have both
E˜2fǫ(x) = C1gǫ(x)
n−2
n+2 = C1
(
ǫ
|x′|2 + (xn + ǫ)2
)n−2
2
(3.1)
and
R˜2gǫ(y) = C2fǫ(y)
n−2
n = C2
(
ǫ
ǫ2 + |y|2
)n−2
2
(3.2)
for some constants C1, C2 > 0, where E˜2 is as in (1.5) and R˜2 is given by
R˜2g(y) =
∫
R
n
+
g(x)
|x− y|n−2 dx, y ∈ ∂R
n
+.
Proof of Proposition 1.1. For R > 0 we use the notation B+R = BR ∩ Rn+ and
Bn−1R = BR ∩ ∂Rn+. Let fǫ and gǫ be as in (1.4). For any R > 0 these functions
satisfy∫
B+R
∫
Bn−1R
fǫ(y)gǫ(x)
|x− y|n−2 dy dx = E2(B1) ‖fǫ‖L 2(n−1)n (∂Rn+)
‖gǫ‖
L
2n
n+2 (Rn+)
−I1(ǫ, R)− I2(ǫ, R) + I3(ǫ, R),
where
I1(ǫ, R) =
∫
R
n
+\B
+
R
∫
∂Rn+
fǫ(y)gǫ(x)
|x− y|n−2 dy dx
I2(ǫ, R) =
∫
R
n
+
∫
∂Rn+\B
n−1
R
fǫ(y)gǫ(x)
|x− y|n−2 dy dx
I3(ǫ, R) =
∫
R
n
+\B
+
R
∫
∂Rn+\B
n−1
R
fǫ(y)gǫ(x)
|x− y|n−2 dy dx.
By performing routine computations we obtain both
‖fǫ‖
2(n−1)
n
L
2(n−1)
n (∂Rn+\B
n−1
R )
≤ C(n)
( ǫ
R
)n−1
(3.3)
and
‖gǫ‖
2n
n+2
L
2n
n+2 (Rn+\B
+
R)
≤ C(n)
( ǫ
R
)n
. (3.4)
Using (3.1) and (3.4) we obtain
I1(ǫ, R) =
∫
R
n
+\B
+
R
E˜2fǫ(x)gǫ(x) dx ≤ C
( ǫ
R
)n
.
Using (3.2) and (3.3) we obtain
I2(ǫ, R) =
∫
∂Rn+\B
n−1
R
fǫ(y)R˜2gǫ(y) dy ≤ C
( ǫ
R
)n−1
.
Combining the estimates for I1 and I2 and since I3 ≥ 0 we get∫
B+R
∫
Bn−1R
fǫ(y)gǫ(x)
|x− y|n−2 dy dx ≥ E2(B1) ‖fǫ‖L2(n−1)/n(∂Rn+) ‖gǫ‖L2n/(n+2)(Rn+)−C
( ǫ
R
)n−1
(3.5)
for ǫ ≤ R.
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Now let y0 ∈ ∂Ω. For R > 0 small we may choose an open set UR containing
y0 together with a smooth diffeomorphism Φ : UR → BR such that Φ(UR) = BR,
Φ(UR ∩ Ω) = B+R and Φ(UR ∩ ∂Ω) = Bn−1R . Given δ > 0, by choosing R = R(δ)
smaller if necessary we may also arrange both the Lipschitz continuity with small
Lipschitz constants for Φ and Φ−1:
(1 + δ)−1 ≤ |Φ(ξ1)− Φ(ξ2)||ξ1 − ξ2| ≤ 1 + δ
for all distinct ξ1, ξ2 ∈ UR and that the pull-backs of the area and volume forms
satisfy
(1+δ)−1dSζ ≤ Φ∗(dy) ≤ (1+δ)dSζ and (1+δ)−1dξ ≤ Φ∗(dx) ≤ (1+δ)dξ.
For any such δ and R applying Corollary 2.6 gives∫
B+R
∫
Bn−1R
fǫ(y)gǫ(x)
|x− y|n−2 dy dx
=
∫
Ω∩UR
∫
∂Ω∩UR
(fǫ ◦ Φ)(ζ) (gǫ ◦ Φ)(ξ)
|Φ(ξ)− Φ(ζ)|n−2 Φ
∗(dy)Φ∗(dx)
≤ (1 + δ)n
∫
Ω∩UR
∫
∂Ω∩UR
(fǫ ◦ Φ)(ζ) (gǫ ◦ Φ)(ξ)
|ξ − ζ|n−2 dSζ dξ
≤ (1 + δ)nE2(Ω) ‖fǫ ◦ Φ‖
L
2(n−1)
n (∂Ω∩UR)
‖gǫ ◦ Φ‖
L
2n
n+2 (Ω∩UR)
.
(3.6)
Moreover,∫
∂Ω∩UR
fǫ(Φ(ζ))
2(n−1)
n dSζ =
∫
Bn−1R
fǫ(y)
2(n−1)
n (Φ−1)∗(dSζ)
≤ (1 + δ)
∫
R
n
+
fǫ(y)
2(n−1)
n dy,
so
‖fǫ ◦ Φ‖
L
2(n−1)
n (∂Ω∩UR)
≤ (1 + δ) n2(n−1) ‖fǫ‖
L
2(n−1)
n (∂Rn+)
.
Similarly,
‖gǫ ◦ Φ‖
L
2n
n+2 (Ω∩UR)
≤ (1 + δ)n+22n ‖gǫ‖
L
2n
n+2 (Rn+)
.
Combining these estimates with (3.5) and (3.6) gives
(1 + δ)n+
n
2(n−1)+
n+2
2n E2(Ω) ‖fǫ‖
L
2(n−1)
n (∂Rn+)
‖gǫ‖
L
2n
n+2 (Rn+)
≥ E2(B1) ‖fǫ‖
L
2(n−1)
n (∂Rn+)
‖gǫ‖
L
2n
n+2 (Rn+)
− C
( ǫ
R
)n−1
.
Using the fact that both
‖fǫ‖
L
2(n−1)
n (Rn+)
= ‖f1‖
L
2(n−1)
n (Rn+)
and ‖gǫ‖
L
2n
n+2 (Rn+)
= ‖g1‖
L
2n
n+2 (Rn+)
for all ǫ > 0 we get
E2(B1)− C
( ǫ
R
)n−1
≤ (1 + δ)n+ n2(n−1)+n+22n E2(Ω).
Finally, given δ0 ∈ (0, 1) choose R0(δ0,Ω) > 0 small then choose ǫ = ǫ(n, δ0, R0)
small so that
C
(
ǫ
R0
)n−1
< δ0E2(B1)
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This gives
E2(B1)(1− δ0) ≤ (1 + δ0)n+
n
2(n−1)
+n+22n E2(Ω).
Since 0 < δ0 < 1 is arbitrary Proposition 1.1 is established. 
3.2. Criterion for the existence of extremal functions. Define for 2 < q < 2∗
E2,q(Ω) = sup{‖E2f‖Lq(Ω) : ‖f‖L2(n−1)/n(∂Ω) = 1}. (3.7)
First, it is routine to check
Lemma 3.1. E2,q(Ω)→ E2(Ω) as q → (2∗)−.
We are ready to prove
Proposition 3.2. For every 2 < q < 2∗ there is 0 ≤ f ∈ C1(∂Ω) satisfying both
‖f‖L2(n−1)/n(∂Ω) = 1 and ‖E2f‖Lq(Ω) = E2,q(Ω).
Proof. Let (fi) ⊂ L2(n−1)/n(∂Ω) be a sequence of nonnegative functions for which
‖fi‖L2(n−1)/n(∂Ω) = 1 for all i and for which ‖E2fi‖Lq(Ω) → E2,q(Ω). Since (fi) is
bounded in L2(n−1)/n(∂Ω) there is 0 ≤ f ∈ L2(n−1)/n(∂Ω) for which fi ⇀ f weakly
in L2(n−1)/n(∂Ω). For such f we have E2fi ⇀ E2f weakly in L
2∗(Ω). Indeed, for
any g ∈ L2n/(n+2)(Ω), Corollary 2.6 (b) guarantees that R2g ∈ L2(n−1)/(n−2)(∂Ω),
so the L2(n−1)/n(∂Ω)-weak convergence fi ⇀ f gives
〈E2fi, g〉 = 〈fi, R2g〉 → 〈f,R2g〉 = 〈E2f, g〉 .
By the compactness of E2 : L
2(n−1)/n(∂Ω)→ Lq(Ω) (Lemma 2.7), after passing to
a subsequence we have E2fi → E2f in Lq(Ω). Therefore,
‖E2f‖Lq(Ω) = limi ‖E2fi‖Lq(Ω) = E2,q(Ω).
On the other hand, testing the L2(n−1)/n(∂Ω)-weak convergence fi ⇀ f against
f (n−2)/n ∈ L2(n−1)/(n−2)(∂Ω) and by Ho¨lder’s inequality we get
‖f‖
2(n−1)
n
L2(n−1)/n(∂Ω)
= lim
i
∫
∂Ω
fif
n−2
n dS
≤ lim
i
‖fi‖L2(n−1)/n(∂Ω) ‖f‖
n−2
n
L2(n−1)/n(∂Ω)
= ‖f‖
n−2
n
L2(n−1)/n(∂Ω)
so that ‖f‖L2(n−1)/n(∂Ω) ≤ 1. Therefore,
E2,q(Ω) ≥
‖E2f‖Lq(Ω)
‖f‖L2(n−1)/n(∂Ω)
≥ ‖E2f‖Lq(Ω) = E2,q(Ω),
from which we deduce that ‖f‖L2(n−1)/n(∂Ω) = 1.
It remains to show that f ∈ C1(∂Ω). By direct computation one may verify that
f satisfies the Euler-Lagrange equation
E2,q(Ω)qf(y)n−2n =
∫
Ω
(E2f(x))
q−1
|x− y|n−2 dx for y ∈ ∂Ω.
Therefore, the functions
u(y) = f(y)
n−2
n y ∈ ∂Ω
v(x) = E2f(x) x ∈ Ω
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are nonnegative and satisfy u ∈ L2(n−1)/(n−2)(∂Ω), v ∈ L2∗(Ω) and

u(y) = E2,q(Ω)−q
∫
Ω
v(x)q−1
|x− y|n−2 dx for y ∈ ∂Ω
v(x) =
∫
∂Ω
u(y)
n
n−2
|x− y|n−2 dSy for x ∈ Ω.
(3.8)
The assumption 2 < q < 2∗ guarantees that r given by
1
r
=
n
n− 1
(
q − 1
2∗
− 2
n
)
satisfies r > 2(n−1)n−2 . Moreover, Corollary 2.6 and the first item of (3.8) guarantees
that u ∈ Lr(∂Ω). The functions a(x) = E2,q(Ω)−qvq−2(x) and b(y) = u(y)2/(n−2)
satisfy a ∈ Lσ(Ω) and b ∈ Lτ (∂Ω) with σ = 2∗q−2 > n2 and τ = r(n−2)2 > n − 1.
Lemma 5.1 of the appendix guarantees that u ∈ L∞(∂Ω) and that v ∈ L∞(Ω).
Finally, since v ∈ L∞(Ω), Lemma 5.3 of the appendix guarantees that u ∈ C1(∂Ω).
The assertion of the proposition follows. 
We wish to investigate the behavior of the extremal functions for (3.7) as q →
(2∗)−. To emphasize the dependence of these functions on q we denote these func-
tions by fq. We define also
uq(y) = f
n−2
n
q (y) for y ∈ ∂Ω
vq(x) = E2fq(x) for x ∈ Ω.
Lemma 3.3. Suppose Ω ⊂ Rn is a smooth bounded domain for which E2(Ω) >
E2(B1). If (fq)2<q<2∗ is sequence of nonnegative continuous functions satisfying
both ‖fq‖L2(n−1)/n(∂Ω) = 1 and ‖E2fq‖Lq(Ω) = E2,q(Ω) then (fq)2<p<2∗ is bounded
in C0(∂Ω).
Proof. If fq satisfies the hypotheses of the lemma then Lemma 5.4 of the appendix
guarantees that vq ∈ C0(Ω). Since uq and vq satisfy (3.8), the conclusion of the
lemma is equivalent the existence of a q-independent constant C > 0 such that for
all q
‖uq‖C0(∂Ω) + ‖vq‖C0(Ω) ≤ C. (3.9)
In fact, we only need to show that (3.9) holds as q → (2∗)−. We argue via proof by
contradiction. If (3.9) fails then (3.8) implies that both of ‖uq‖C0(∂Ω) and ‖vq‖C0(Ω)
are unbounded as q → (2∗)−. Since vq is harmonic in Ω there is zq ∈ ∂Ω for which
Mq = max{max
∂Ω
uq,max
Ω
vq} = max{uq(zq), vq(zq)} → ∞.
After passing to a subsequence we may assume that either that zq maximizes uq for
all q or that zq maximizes vq for all q. Moreover, since ∂Ω is compact, after passing
to further subsequence if necessary we may assume that zq → z0 ∈ ∂Ω. For each q
let
Γq = Aq(Ω− {zq}) = {Aq(x− zq) : x ∈ Ω},
where Aq : R
n → Rn is a rotation chosen so that for δ = δ(Ω) sufficiently small,
∂Γq ∩ Bδ is parameterized by a function hq ∈ C1(Bn−12δ ) for which both hq(0) =
0 = |∇hq(0)|. Thus, for any y ∈ ∂Γq ∩Bδ,
y = (y′, hq(y
′)) = Hq(y
′).
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Set µq =M
2/(n−2)
q ,
Ωq = µqΓq = {µqx : x ∈ Γq}
and define the rescaled functions
Uq(y) = µ
−(n−2)/2
q uq(zq +A
−1
q µ
−1
q y) for y ∈ ∂Ωq
and
Vq(x) = µ
−(n−2)/2
q vq(zq +A
−1
q µ
−1
q x) for x ∈ Ωq.
These functions satisfy

Eq2,q(Ω)Uq(y) = µ(n−2)q/2−nq
∫
Ωq
Vq(x)
q−1
|x− y|n−2 dx for y ∈ ∂Ωq
Vq(x) =
∫
∂Ωq
Uq(y)
n/(n−2)
|x− y|n−2 dSy for x ∈ Ωq
‖Uq‖L2(n−1)/(n−2)(∂Ωq) = 1
‖Vq‖Lq(Ωq) = µ
n
q −
n−2
2
q E2,q(Ω).
(3.10)
Moreover, we have both 0 < Uq(y) ≤ 1 for all y ∈ ∂Ωq and 0 < Vq(x) ≤ 1 for all
x ∈ Ωq with either Uq(0) = 1 for all q or Vq(0) = 1 for all q. For y ∈ ∂Ωq satisfying
|y′| < µqδ set
U q(y
′) = Uq(y
′, µqh(µ
−1
q y
′)) = Uq(µqHq(µ
−1
q y
′)). (3.11)
Since (Vq)2<q<2∗ is pointwise bounded and uniformly equicontinuous on compact
subsets of Rn+ and since (U q)2<q<2∗ is pointwise bounded and uniformly equicon-
tinuous on compact subsets of ∂Rn+ there are nonnegative functions U ∈ C0(∂Rn+)
and V ∈ C0(Rn+) and there is a subsequence of q along which both U q → U in
C0loc(∂R
n
+) and Vq → V in C0loc(Rn+). Moreover,
‖U‖L2(n−1)/(n−2)(∂Rn+) ≤ 1. (3.12)
Claim 3.4. The following equality holds for every x ∈ Rn+:
V (x) =
∫
∂Rn+
U(y)n/(n−2)
|x− y|n−2 dy.
Claim 3.5. The following inequality holds for every y ∈ ∂Rn+:
E2∗2 (Ω)U(y) ≤
∫
R
n
+
V (x)(n+2)/(n−2)
|x− y|n−2 dx.
Let us delay the proofs of these claims and show that these claims are sufficient
to prove the lemma. First observe that Claim 3.4 guarantees that ‖V ‖L2∗(Rn+) ≤
E2(B1). Indeed, for any R > 0, multiply the equality in Claim 3.4 by V (n+2)/(n−2),
integrate over B+R then apply Theorem A to obtain
‖V ‖2∗L2∗(B+R) =
∫
B+R
∫
∂Rn+
U(y)n/(n−2)V (x)(n+2)/(n−2)
|x− y|n−2 dy dx
≤ E2(B1)
∥∥U nn−2∥∥
L2(n−1)/n(∂Rn+)
∥∥∥V n+2n−2∥∥∥
L2n/(n+2)(B+R)
= E2(B1) ‖U‖
n
n−2
L2(n−1)/(n−2)(∂Rn+)
‖V ‖
n+2
n−2
L2∗ (B+R)
.
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Using inequality (3.12) we obtain ‖V ‖L2∗ (B+R) ≤ E2(B1) for all R > 0. By a similar
computation, multiplying the inequality of Claim 3.5 by Un/(n−2), integrating over
∂Rn+ then applying Theorem A we obtain
E2(Ω)2∗
∫
∂Rn+
U(y)2(n−1)/(n−2) dy ≤ E2(B1) ‖U‖
n
n−2
L2(n−1)/(n−2)(∂Rn+)
‖V ‖
n+2
n−2
L2∗(Rn+)
.
Applying (2.3) with sharp constant C2(n, 2(n− 1)/n) = E2(B1) gives
‖V ‖L2∗(Rn+) ≤ E1(B1)
∥∥U nn−2∥∥
L2(n−1)/n(∂Rn+)
= E2(B1) ‖U‖
n
n−2
L2(n−1)/(n−2)(∂Rn+)
so in view of the previous estimate we obtain
E2∗2 (Ω) ‖U‖
2(n−1)
n−2
L2(n−1)/(n−2)(∂Rn+)
≤ E2∗2 (B1) ‖U‖
2∗n
n−2
L2(n−1)/(n−2)(∂Rn+)
.
This estimate together with (3.12) contradicts the assumption E2(Ω) > E2(B1). 
Let us now provide proofs for Claims 3.4 and 3.5.
Proof of Claim 3.4. For x ∈ Rn+ and R > 2 |x| we have∣∣∣∣∣V (x) −
∫
∂Rn+
U(y′)
n
n−2
|x− y′|n−2 dy
′
∣∣∣∣∣ ≤ |V (x) − Vq(x)| +
5∑
i=1
Ji,
where
J1(x,R) =
∫
∂Rn+\B
n−1
R
U(y′)
n
n−2
|x− y′|n−2 dy
′
J2(x,R, q) =
∫
∂Ωq\µqHq(µ
−1
q B
n−1
R )
Uq(y)
n
n−2
|x− y|n−2 dSy
J3(x,R, q) =
∫
Bn−1R
U q(y
′)
n
n−2
∣∣∣|x− y′|2−n − ∣∣x− µqHq(µ−1q y′)∣∣2−n∣∣∣ dy′
J4(x,R, q) =
∫
Bn−1R
U q(y
′)
n
n−2
∣∣∣∣1−
√
1 +
∣∣(∇hq)(µ−1q y′)∣∣2
∣∣∣∣∣∣x− µqHq(µ−1q y′)∣∣n−2 dy
′
J5(x,R, q) =
∫
Bn−1R
∣∣U(y′) nn−2 − U q(y′) nn−2 ∣∣
|x− y′|n−2 dy
′.
Ho¨lder’s inequality and (3.12) give
J1 ≤ C(n)
∫
∂Rn+
U(y′)
n
n−2
|y′|n−2 dy
′
≤ C ‖U‖
n
n−2
L2(n−1)/(n−2)(∂Rn+)
(∫
∂Rn+\B
n−1
R
|y′|−2(n−1) dy′
) n−2
2(n−1)
≤ CR(2−n)/2.
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To estimate J2 oberserve first that 2 |x− y| ≥ |y| for all y ∈ ∂Ωq \µqHq(µ−1q Bn−1R ).
Using Ho¨lder’s inequality and the third item of (3.10) we have
J2 ≤ C(n)
∫
∂Ωq\BR/2
Uq(y)
n
n−2
|y|n−2 dSy
≤ C(n) ‖Uq‖
n
n−2
L2(n−1)/(n−2)(∂Ωq)
(∫
∂Ωq\BR/2
|y|−2(n−1) dSy
) n−2
2(n−1)
.
Moreover,∫
∂Ωq\BR/2
|y|−2(n−1) dSy = µ1−nq
∫
∂Γq\B(0,µ
−1
q R/2)
|y|−2(n−1) dSy
= µ1−nq
∫
(∂Γq∩Bδ)\B(0,µ
−1
q R/2)
|y|−2(n−1) dSy
+ µ1−nq
∫
∂Γq\Bδ
|y|−2(n−1) dSy
≤ µ1−nq
∫
(∂Γq∩Bδ)\B(0,µ
−1
q R/2)
|y|−2(n−1) dSy
+ µ1−nq |∂Ω| δ−2(n−1).
The first integral on the right-most side of the above string of inequalities can be
estimated by pulling back to ∂Rn+ as follows:
µ1−nq
∫
(∂Γq∩Bδ)\B(0,µ
−1
q R/2)
|y|−2(n−1) dSy
≤ µ1−nq
∫
Bn−1δ \B
n−1(0,µ−1q R/4)
(
|y′|2 + hq(y′)2
)1−n√
1 + |∇hq(y′)|2 dy′
≤ Cµ1−nq
∫
∂Rn+\B
n−1(0,µ−1q R/4)
|y′|−2(n−1) dy′
≤ CR1−n.
Therefore
|J2| ≤ C(n,Ω)
(
R
2−n
2 + µ
2−n
2
q
)
.
To estimate J3 we first note that since hq ∈ C1(Bn−1δ ) satisfies hq(0) = 0 = |∇hq(0)|
we have µq
∣∣hq(µ−1q y′)∣∣ = ◦(1) uniformly for y′ ∈ Bn−1R , where ◦(1) → 0 as q →
(2∗)−. In particular for q = q(x) sufficiently close to 2∗ we have 2µq
∣∣hq(µ−1q y′)∣∣ <
xn for all y
′ ∈ Bn−1R . For such y′ and q the Mean Value Theorem gives∣∣∣|x− y′|2−n − ∣∣x− µqHq(µ−1q y′)∣∣2−n∣∣∣
=
∣∣∣∣
∫ 1
0
d
dt
(
|x′ − y′|2 + (xn − tµqhq(µ−1q y′))2
) 2−n
2
dt
∣∣∣∣
≤ C(n)µq
∣∣hq(µ−1q y′)∣∣
∫ 1
0
(
|x′ − y′|2 + (xn − tµqhq(µ−1q y′))2
) 1−n
2
dt
≤ C(n)µq
∣∣hq(µ−1q y′)∣∣ x1−nn .
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Since (U q)2<q<2∗ is bounded in C
0(B
n−1
R ) we obtain
J3 ≤ C(n)
∥∥U q∥∥ nn−1C0(Bn−1R ) µq
∣∣hq(µ−1q y′)∣∣ x1−nn Rn−1
≤ ◦(1)x1−nn Rn
as q → (2∗)−.
For the estimate of J4 note that by assumption on hq we have
∣∣(∇hq)(µ−1q y′)∣∣ =
◦(1) as q → (2∗)− uniformly for y′ ∈ Bn−1R . Therefore,∣∣∣∣1−
√
1 +
∣∣(∇hq)(µ−1q y′)∣∣2
∣∣∣∣→ 0
as q → (2∗)− uniformly for y′ ∈ Bn−1R . This gives
J4 ≤ C(n)
∥∥U q∥∥ nn−2C0(Bn−1R ) x2−nn
∫
Bn−1R
∣∣∣∣1−
√
1 +
∣∣(∇hq)(µ−1q y′)∣∣2
∣∣∣∣ dy′ = ◦(1).
The estimate of J5 is
J5 ≤
∥∥∥U nn−2 − U nn−2q ∥∥∥
C0(B
n−1
R )
∫
Bn−14R
|y′|2−n dy′ = ◦(1)
as q → (2∗)−.
Finally, given x0 ∈ Rn+ and ǫ > 0 by first choosing R = R(x0, ǫ) > 0 large
then choosing q = q(ǫ, x0, R) sufficiently close to 2∗ we obtain
∑5
i=1 Ji < ǫ. Since
Vq(x
0)→ V (x0) as q → (2∗)− and since ǫ > 0 is arbitrary the claim is established.

Proof of Claim 3.5. Let y ∈ ∂Rn+ and let R > 2 |y|+ 1. We have
E2(Ω)2∗U(y)−
∫
R
n
+
V (x)
n+2
n−2
|x− y|n−2 dx = E
2∗
2 (Ω)U(y)− Eq2,q(Ω)U q(y) +
4∑
i=1
Ji,
where
J1(y,R) = −
∫
(Rn+\B
+
R)∪(B
+
R\Ωq)
V (x)
n+2
n−2
|x− y|n−2 dx ≤ 0
J2(y,R, q) = µ
−nq( 1q−
1
2∗ )
q
∫
Ωq\B
+
R
Vq(x)
q−1∣∣x− µqHq(µ−1q y)∣∣n−2 dx
J3(y,R, q) = µ
−nq( 1q−
1
2∗ )
q
∫
Ωq∩B
+
R
Vq(x)
q−1
(∣∣x− µqHq(µ−1q y)∣∣2−n − |x− y|2−n) dx
J4(y,R, q) =
∫
Ωq∩B
+
R
(
µ
−nq( 1q−
1
2∗ )
q Vq(x)
q−1 − V (x)n+2n−2
)
|x− y|2−n dx.
To estimate J2 observe that for y ∈ Bn−1R/2 and |x| > R we have |x| ≤ 4
∣∣x− µqHq(µ−1q y)∣∣
whenever q is sufficiently close to 2∗. For such q, using Ho¨lder’s inequality and the
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fourth item of (3.10) we have
J2 ≤ C(n)µ−nq(
1
q−
1
2∗ )
q ‖Vq‖q−1Lq(Ωq)
(∫
Rn\BR
|x|−(n−2)q dx
) 1
q
≤ C(n,Ω)µ−n(
1
q−
1
2∗ )
q R
n
q−(n−2)
≤ C(n,Ω)R− 14
whenever q is sufficiently close to 2∗. For the estimate of J3, first note that by the
Mean-Value Theorem we have∣∣∣∣∣x− µqHq(µ−1q y)∣∣2−n − |x− y|2−n∣∣∣ ≤
∣∣∣∣
∫ 1
0
d
dt
(
|x′ − y|2 + (xn − tµqhq(µ−1q y))2
) 2−n
2
dt
∣∣∣∣
≤ C(n)µq
∣∣hq(µ−1q y)∣∣
∫ 1
0
dt
|x− y˜(q, t)|n−1 ,
where y˜(q, t) = (y, tµqhq(µ
−1
q y)). Since µq
∣∣hq(µ−1q y)∣∣ = ◦(1) uniformly for y ∈
B
n−1
R as q → (2∗)− and since 0 ≤ Vq(x) ≤ 1 we get
J3 = ◦(1)
∫ 1
0
∫
B(y˜(q,t),2R)
|x− y˜(q, t)|1−n dx dt
= ◦(1)R
as q → (2∗)−.
To estimate J4, since µ
−nq( 1q−
1
2∗ )
q < 1 for all q and since Vq → V in C0loc(Rn+), we
have
J4 ≤
∥∥∥V q−1q − V n+2n−2∥∥∥
C0(B
+
R∩{|xn|≥R
−2})
∫
B2R
|x|2−n dx+ 2
∫
B2R∩{|xn|<R−2}
|x|2−n dx
≤ ◦(1)R2 +R−1
as q → (2∗)−. Combining the estimates of J1, . . . , J4 and using both Lemma 3.1
and the C0loc(∂R
n
+)-convergence U q → U we obtain
E2(Ω)2∗U(y)−
∫
R
n
+
V (x)
n+2
n−2
|x− y|n−2 dx ≤ C(n,Ω)R
− 14 + ◦(1)R2
as q → (2∗)−. Finally, given ǫ > 0 we first choose R = R(Ω, ǫ) large and then
choose q = q(R, ǫ) sufficiently close to 2∗ to obtain
E2(Ω)2∗U(y) ≤
∫
R
n
+
V (x)
n+2
n−2
|x− y|n−2 dx+ ǫ.

Proof of Theorem 1.2. For each 2 < q < 2∗ let 0 ≤ fq be a continuous function
satisfying both ‖fq‖L2(n−1)/n(∂Ω) = 1 and ‖E2fq‖Lq(Ω) = E2,q(Ω). Lemma 3.3 guar-
antees the existence of a q-independent constant C > 0 such that ‖fq‖C0(∂Ω) ≤ C
for all 2 < q < 2∗. Lemma 5.2 of the appendix now guarantees that (fq)2<q<2∗ is
uniformly equicontinuous. By the Arzaela Ascoli compactness criterion, there is a
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nonnegative function f∗ ∈ C0(∂Ω) and a subsequence of q along which fq → f∗ uni-
formly on ∂Ω. Passing to this subsequence we also obtain both ‖f∗‖L2(n−1)/n(∂Ω) = 1
and E2fq → E2f∗ uniformly on Ω. Using the elementary estimate
E2,q(Ω) = ‖E2fq‖Lq(Ω)
≤ |Ω| 1q− 12∗ ‖E2fq − E2f∗‖L2∗ (Ω) + ‖E2f∗‖Lq(Ω) ,
letting q → (2∗)− and using Lemma 3.1 gives E2(Ω) ≤ ‖E2f∗‖L2∗ (Ω). On the other
hand, since ‖f∗‖L2(n−1)/n(∂Ω) = 1 we obtain E2(Ω) ≥ ‖E2f∗‖L2∗(Ω). 
3.3. A domain for which E2(Ω) > E2(B1). In this section we prove Theorem 1.3
by direct computation. The computation is based on the following two equalities∫
∂B1
1
|x− y|n−2 dSy = nωn for all x ∈ B1 (3.13)
and ∫
∂Br
1
|x− y|n−2 dSy =
nωnr
n−1
|x|n−2 for r < |x| < 1, (3.14)
the proofs of which will be given at the end of this subsection.
Proof of Theorem 1.3. For a smooth bounded domain Ω ⊂ Rn we define
C2(Ω) = |Ω|−n+22n |∂Ω|−
n
2(n−1)
∫
Ω
∫
∂Ω
1
|x− y|n−2 dSydx.
Evidently C2(Ω) ≤ E2(Ω). Moreover, using (3.13) and the value of E2(B1) as
computed in [3] we obtain
C2(B1) =
nω2n
ω
n+2
2n
n (nωn)
n
2(n−1)
= E2(B1).
Therefore, we only need to show that if r is sufficiently small then
C2(Ar) > C2(B1). (3.15)
Using equations (3.13) and (3.14), direction computation gives∫
Ar
∫
∂Ar
1
|x− y|n−2 dSydx
=
∫
Ar
(∫
∂B1
1
|x− y|n−2 dSy +
∫
∂Br
1
|x− y|n−2 dSy
)
dx
= nωn
(
ωn(1− rn) + nωnr
n−1
2
(1 − r2)
)
= nω2n
(
1 +
nrn−1
2
+ ◦(rn−1)
)
On the other hand, using the elementary estimates
(1 − rn)n+22n = 1 + ◦(rn−1) and (1 + rn−1) n2(n−1) ≤ 1 + n
2(n− 1)r
n−1
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which hold for 0 < r < 1 we have
C2(Ar) =
nω2n
(
1 + nr
n−1
2 − rn − nr
n+1
2
)
(ωn(1− rn))
n+2
2n (nωn(1 + rn−1))
n
2(n−1)
≥ C2(B1)
1 + nr
n−1
2 + ◦(rn−1)
1 + n2(n−1)r
n−1 + ◦(rn−1) .
Since n ≥ 3 we have n2 > n2(n−1) and consequently (3.15) holds for 0 < r sufficiently
small. 
Proofs of (3.13) and (3.14). To show (3.13), first note that by symmetry of B1
we have x 7→ E2(1)(x) is constant for |x| = 12 . Since E2(1) is harmonic in B1/2
the maximum principle guarantees that E2(1) is constant on B1/2. In particular
E2(1)(x) = E2(1)(0) = nωn for |x| ≤ 12 . By analytic continuation E2(1)(x) = nωn
for |x| < 1.
To show (3.14), let
u(x) =
∫
∂Br
1
|x− y|n−2 dSy for |x| > r.
By symmetry of ∂Br, u is radially symmetric. Moreover, the Dominated Conver-
gence Theorem guarantees that
|x|n−2u(x)→ nωnrn−1 as |x| → ∞. (3.16)
The function
v(z) =
(
r
|z|
)n−2
u
(
r2z
|z|2
)
z ∈ Br \ {0}
is radially symmetric and satisfies ∆v = 0 in Br \ {0}. Moreover, equation (3.16)
gives
lim
|z|→0
v(z) = nωnr. (3.17)
In particular |z|n−2v(z) → 0 as |z| → 0 so the removable singularity theorem for
harmonic functions guarantees that v may be extended to a harmonic function on
Br. We continue to use v to denote this extension. Since v is radially symmetric,
the restriction of v to ∂Br/2 is constant. Therefore, the maximum principle and
equation (3.17) guarantee that v
∣∣
Br/2
= v(0) = nωnr. By analytic continuation we
get v(z) = nωnr for all z ∈ Br. Equation (3.14) now follows from the definition of
v. 
4. Supremum for P2 extension operator and its geometric implication
Let g0 denote the Euclidean metric. If a metric g on Ω is conformally equivalent
to g0 and has identically vanishing scalar curvature Rg then there is a smooth,
positive, harmonic function u on Ω for which g = u
4
n−2 g0. Letting f = u
∣∣
∂Ω
we
have u = P2f , where P2 is the Poisson kernel-based extension operator. For such
g, the isoperimetric constant of (Ω, g) is
I(Ω, g) =
|Ω| 1ng
|∂Ω| 1n−1g
=
‖P2f‖
2
n−2
L2∗ (Ω)
‖f‖
2
n−2
L2(n−1)/(n−2)(∂Ω)
.
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By approximation, Θ2(Ω) as defined in (1.10) satisfies
Θ2(Ω) = sup
{ ‖P2f‖L2∗(Ω)
‖f‖L2(n−1)/(n−2)(∂Ω)
: f ∈ L2(n−1)/(n−2)(∂Ω) \ {0}
}
= sup
{ ‖P2f‖L2∗(Ω)
‖f‖L2(n−1)/(n−2)(∂Ω)
: 0 < f ∈ C∞(Ω)
}
= sup
{
I(Ω, g)
n−2
2 : g ∈ [g0] and Rg = 0
}
.
In this section we will prove Theorem 1.4. As a consequence of this theorem and
the above discussion, we deduce that if 0 < r < 1 is sufficiently small then there is
a scalar flat metric g in the conformal class of g0 for which I(B1 \Br, g) is maximal
among all such metrics.
Proof of Theorem 1.4. By Theorem 1.1 of [9] it suffices to show that if 0 < r < 1
is sufficiently small then Θ1(B1) < Θ1(Ar). For 0 < r < 1 and a > 1 define
f(y) =
{
1 if y ∈ ∂B1
a if y ∈ ∂Br.
The harmonic extension of f to Ar is
P2f(x) = c1|x|2−n + c2 for r < |x| < 1, (4.1)
where
c1 =
rn−2(a− 1)
1− rn−2 and c2 =
1− arn−2
1− rn−2 .
We’ll show that if r is sufficiently small then
Θ2(B1) <
‖P2f‖
L
2n
n−2 (Ar)
‖f‖
L
2(n−1)
n−2 (∂Ar)
.
By Lebesgue duality it is sufficient to show that
Θ2(B1) <
∫
Ar
P2f(x)dx
|Ar|
n+2
2n ‖f‖
L
2(n−1)
n−2 (∂Ar)
. (4.2)
By direct computation we have
‖f‖
L
2(n−1)
n−2 (∂Ar)
=
(
nωn
(
1 + a
2(n−1)
n−2 rn−1
)) n−2
2(n−1)
.
Moreover, using (4.1) and computing directly gives∫
Ar
P2f(x)dx = ωn
(n
2
c1(1 − r2) + c2(1− rn)
)
=
ωn
1− rn−2
(
1 +
(n
2
(a− 1)− a
)
rn−2 + ◦(rn−2)
)
,
where ◦(rn−2) denotes any function h(r) for which r2−n|h(r)| → 0 as r → 0. Using
the above computations together with the elementary estimates
(1− rn)n+22n = 1 + ◦(rn−2)
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and (
1 + a
2(n−1)
n−2 rn−1
) n−2
2(n−1)
= 1 + ◦(rn−2)
the quotient on the right-hand side of (4.2) is estimated as follows∫
Ar
P2f(x)dx
|Ar|
n+2
2n ‖f‖
L
2(n−1)
n−2 (∂Ar)
=
ω
n−2
2n
n
(nωn)
n−2
2(n−1)
· 1 +
(
n
2 (a− 1)− a
)
rn−2 + ◦(rn−2)
(1− rn−2) (1− rn)n+22n
(
1 + a
2(n−1)
n−2 rn−1
) n−2
2(n−1)
≥ Θ2(B1)
1 +
(
n
2 (a− 1)− a
)
rn−2 + ◦(rn−2)
1− rn−2 + ◦(rn−2) .
The assumption a > 1 guarantees that n2 (a− 1)− a > −1 so
1 +
(
n
2 (a− 1)− a
)
rn−2 + ◦(rn−2)
1− rn−2 + ◦(rn−2) > 1
whenever 0 < r is sufficiently small. Inequality (4.2) follows immediately. 
5. Appendix: Regularity
In this section we collect some regularity results, the proofs of which follow from
standard arguments.
Lemma 5.1. If u ∈ L2(n−1)/(n−2)(∂Ω) and v ∈ L2∗(Ω) satisfy

u(y) =
∫
Ω
a(x)v(x)
|x− y|n−2 dx y ∈ ∂Ω
v(x) =
∫
∂Ω
b(y)u(y)
|x− y|n−2 dSy x ∈ Ω
(5.1)
where a ∈ Lσ(Ω) for some σ > n2 and b ∈ Lτ (∂Ω) for some τ > n − 1 then
u ∈ L∞(∂Ω) and v ∈ L∞(Ω).
Lemma 5.2. Let Ω ⊂ Rn be a smooth bounded domain. The restriction operator R2
given in (2.19) maps L∞(Ω) into C0,1(∂Ω) and there is a constant C = C(n,Ω) > 0
such that for every g ∈ L∞(Ω),
|R2g(y)−R2g(z)| ≤ C ‖g‖L∞(Ω) |y − z|
for all y, z ∈ ∂Ω.
Lemma 5.3. Let Ω ⊂ Rn be a smooth bounded domain. The restriction operator
R2 given in (2.19) maps L
∞(Ω) into C1(∂Ω).
Lemma 5.4. If f ∈ L∞(∂Ω) then for every 0 < β < 1, E2f ∈ C0,β(Ω) and there
is a constant C = C(n,Ω, β) such that for all x, z ∈ Ω
|E2f(x)− E2f(z)| ≤ C ‖f‖L∞(∂Ω) |x− z|β .
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