INTRODUCTION
Lyapunov functions are useful for determining the stability properties of nonlinear systems. This paper presents a method for constructing Lyapunov functions for locally asymptotically stable critical nonlinear systems that is both simple and systematic. Normal form theory will be used to construct the Lyapunov functions, and an important contribution of this work is the provision of a method for systematically computing the transformations that put critical nonlinear systems into an approximate normal form.
Without loss of generality, the systems investigated in this paper are of the form x s A 0 x q f x , x , 1 Ž . Ž . Ž . Ž . The local stability analysis of the system 1 , 2 can be reduced to the study of that of an n -dimensional purely critical subsystem using results 0 w x from center manifold theory 2 . Due to the limited availability of local w x stability tests for purely critical nonlinear systems 7, 8 , this work will focus on the construction of Lyapunov functions for two classes of critical nonlinear systems:
Ž . Ž . In general, it is not easy to construct a Lyapunov function for a critical Ž . nonlinear system that is known to be locally asymptotically stable LAS . w x In 8 , a procedure for constructing Lyapunov functions for LAS Case 1 and Case 2 critical nonlinear systems was developed. In that work, once a transformation had been applied to the system's original coordinates to put the system into an approximate normal form, a Lyapunov function could be constructed for a Case 1 or Case 2 critical system in the new set of coordinates. The problem then remained to find a systematic method for constructing the normal form transformations. A solution to this problem is presented in this work. w x In 5 , Fu and Abed also proposed an approach for directly constructing Lyapunov functions in the original coordinates for these classes of critical LAS nonlinear systems. Their approach relied on a result about local definiteness of a class of scalar bivariate functions. In that work, Lyapunov Ž functions were constructed explicitly only when the lowest first, second, . and third order terms in the Taylor series expansion of the nonlinear Ž . dynamics were sufficient to decide the local asymptotic stability LASY . That work cannot be directly applied to those nonlinear systems for which higher than third order nonlinearities must be taken into consideration in order to conclude LASY. The work presented here is much less restrictive and represents an improvement upon previous results. The method for constructing Lyapunov functions that is developed in this work is based on normal form theory and uses properties of homogeneous expansions of smooth maps for constructing normal form transformations. The main contribution of this work is the computation of a transformation that takes a critical system to an approximate normal form. This procedure involves appropriate choices of the complementary spaces that comprise the normal form decomposition and observations about the form of the transformations that take a critical system to its approximate normal form.
The organization of this paper is as follows. Normal forms are discussed in Section 2. In Section 3, a systematic method for computing normal forms and the associated smooth transformations is presented. Section 4 gives a general procedure for constructing Lyapunov functions for critical nonlinear systems, as well as a procedure for the construction of Lyapunov functions for Case 1 and Case 2 smooth critical nonlinear systems in their original coordinates. A brief summary in Section 5 concludes the paper.
SOME DETAILS ABOUT NORMAL FORMS

Ž
. For m G 0, define H n, m, k to be the linear space generated by the homogeneous maps of degree k from R n ª R m . The inner product w x Ž . defined in 1 can be ascribed to H n, m, k . Ž . For a given n = n matrix, A, the Hilbert space H n, n, k can be Ž . decomposed with respect to the range R n, n, k of the linear operator 
Ž .
A
where Ker L is the nullspace of L 1 . This is the complementary A A space that will be used to develop normal forms in this work, although the development given in this paper will hold for any complementary space.
With this Hilbert space decomposition in hand, the concept of the normal form, along with its dynamics-simplifying properties, is ready to be introduced. Without loss of generality, consider an analytic nonlinear dynamical system expanded as a series of homogeneous polynomial maps as follows:
Ž . For k G 2, consider the effect of a near identity change of coordinates of the form
Ž . Ž . Differentiating both sides of 4 with respect to time and using 3 yields
. Note that I q DP y is always invertible in a sufficiently small neighborhood of the origin, and
denotes linear combinations of terms of degree 2 k y 2 or higher.
Ž . Ž . Ž . Equations 5 , 6 and 3 yield the dynamics:
Here the subscript k is used to denote the
suggests the possibility of choosing P in 4 so as to use the
and, consequently, there would be no terms of degree k in 7 . In the more
The remaining terms of degree k or less in 7 can be considered, in some Ž . sense, to be essential in determining the dynamical behavior of 3 near the origin.
The transformation described above applied iteratively will yield the normal form transformation. This method for constructing the normal form transformation involves the iterative application of a sequence of Ž . Ž . changes of coordinates 4 to the system 3 , starting with k s 2. At each
After a finite number of such iterations, the system 3 is said to A be put into an approximate normal form. Clearly, the process of normalization is intrinsically local in the sense that the change of coordinates is only valid in some neighborhood of the origin. The normal forms in the following theorem are obtained in the manner described in this discussion. 
. , k, and a neighborhood ⍀ of the origin, such
Ž . that, for y g ⍀, the system 3 is transformed to a system of the form
T where g y s Ay and g y g Ker L for k s 2, 3, . . . , k.
A Ž . Remark 2. Clearly, the structure of the normal form of the system 3 , Ž . as well as its actual expression given by 9 , depends on A. Even if A is fixed, the normal form is not unique, but depends on the choice of the Ž . sequence of complementary subspaces C n, n, i , as well as other factors.
Remark 3. As long as the number of iterations of the changes of Ž . Ž . coordinates is finite, the normal form of the system 3 given by 9 must be convergent in some neighborhood ⍀ of the origin. The limiting result of this iteration may not be convergent. In the case that the resulting normal form process is convergent, and f g C , the resulting full normal form has an analytic expansion of the form:
T where g y s Ay and g g Ker L for k s 2, 3, . . . .
A
Remark 4. The structure of an approximate normal form for a critical nonlinear system is such that the critical dynamics are locally decoupled from the stable dynamics, in that all the lowest-order terms in the critical w x dynamics will be independent of the stable dynamics 9 . This feature of the normal forms of critical systems is what lends them so well to stability analysis of critical nonlinear systems.
COMPUTING NORMAL FORMS
In this section, efficient algorithms for computing normal forms and the associated transformations are introduced. This will be accomplished in Section 3.2, using a method presented in Section 3.1 for relating the dynamics of systems that are connected by smooth transformations that are not necessarily normal form transformations.
General Algorithms for the Transformations
Without loss of generality, an artificial parameter a will be introduced to take advantage of the properties of homogeneous maps. Consider a nonlinear dynamical system depending on a parameter as follows:
where f : R n = R ª R n and 0 / a g R. Let For u gi¨en by 15 , let f x, a , g y, a , and U u, Ž .
is the binomial coefficient and
is the Lie bracket.
Remark 6. In practice, only the first few terms in the Taylor series of f Ž . or u,¨, g, and U, respectively in a are important in stability analysis. However, it is convenient to develop these algorithms while considering the infinite power series in a, even though the functions f, u,¨, g, and U will not necessarily have a convergent power series in a. The use of this formalism presents no difficulty as long as only a finite number of terms of the series are actually calculated.
Ä 4
The first few elements in the sequence g can be written as follows: Ž .
Ž .
Ѩ x is the Lie deri¨ati¨e.
Ž . A procedure for deriving an explicit expression for u y, a from U is given in the following. Ž . Ž .
In general, for m s 1, 2, 3, . . . ,
where ⌳ is a map depending only on U , U , . . . , U . 
Normal Form Computation
As was shown in Section 2, the normal form can be derived using a sequence of near identity transformations. Although it does demonstrate the concept of normal forms, this method for computing normal forms is very inefficient. This method is also not appropriate for implementation using a symbolic computation package such as Maple or Mathematica. However, with slight modifications, the algorithms introduced in Theorems 5 and 7 may be used to derive normal forms and the associated transformations using a symbolic computation package.
Assume the original nonlinear dynamical system is given by
The goal of this portion of the work is to obtain the transformation 
The process of computing the normal form dynamics can be accomplished recursively using Theorem 5 and Procedure 1 for the successive 
A
Other coefficients in U m are free to be chosen. These free coefficients are simply set to zero for this work. Once all of the coefficients in U m are determined, both u m and g m are also determined.
CONSTRUCTING LYAPUNOV FUNCTIONS
w x In 8 , a general procedure for constructing normal form transformations that give rise to the construction of Lyapunov functions for critical nonlinear systems in normal form was provided. Lyapunov functions for Case 1 and Case 2 critical nonlinear systems were explicitly constructed. The problem with obtaining the functions in the original coordinates was rooted in a lack of a systematic computationally efficient method for obtaining the normal form transformations. In this section, Procedure 2 will be implemented to construct transformations that bring a system to a kth-order approximate normal form. These transformations will be used to construct Lyapunov functions for Case 1 and Case 2 critical nonlinear systems in their original coordinates.
A kth-order approximate normal form for a smooth critical nonlinear Ž . Ž . w x system 1 , 2 , has the form 9 Ž . Let P s P T ) 0 be a matrix such that A yT P q PA y -0. The following w x theorem is proved in 8 .
Ѩ¨x Ž . 
SUMMARY
This paper presents a systematic procedure for constructing Lyapunov functions for a class of nonlinear systems, namely, locally asymptotically stable smooth critical nonlinear systems whose linearizations have only either one simple zero eigenvalue or a simple pair of purely imaginary Ž eigenvalues, while all other eigenvalues are stable have negative real . parts . This procedure provides the capability to obtain a transformation that places the system in approximate normal form. Once such a system is Ž . in an appropriate approximate normal form, the local asymptotic stability of the system is easily determined and a Lyapunov function for the system w x can be found from the method presented in 8 . The Lyapunov function for the system in its original coordinates is obtained by substituting an appropriate transformation. Procedures that allow for the computation of normal forms and the associated transformations have also been introduced. The method presented here for Lyapunov function construction could be applied to more general than Case 1 and Case 2 critical nonlinear systems, provided a Lyapunov function for the system in approximate normal form could be found.
