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Über eine Klasse nichtlinearer Eigenwertprobleme 
Von HEINZ LANGER in Dresden (DDR) 
In der Arbei t [1] betrachtet R . E. L. TURNER die Schar 
M(n) = A-nl-n2B2-~^VnBn 
mit nichtnegativen Operatoren A, B2, • • •, BN £ 91J) in einem seperablen Hilbert-
raum §>. Für einen vollstetigen Operator A erweist sich das nichtnegative Spektrum 
der Schar M als diskret. Wählt man in jedem der zugehörigen Eigenräume eine 
Basis, so zeigt R. E. L. TURNER, daß das System aller dieser Eigenvektoren eine 
Rieszsche Basis von § bildet, wenn nur eine der folgenden Bedingungen erfüllt ist: 
a) A£<Zp für 
2 
b) A£(sp für und B2, ..., BN£<52.. 
Unlängs t wurden diese Bedingungen von A. S. MARKUS u n d G . I. R u s s u [2] ab-
geschwächt zu einer der folgenden: 
c) A£<5p für ein /><1; 
d) A£<Sp für p < m— 1 (2^m=N) und B2 = -- =Bm_i= 0. 
In der vorliegenden Note zeigen wir, daß für die Gültigkeit der obigen Aussage 
an Stelle von a), b), c) oder d) nur vorausgesetzt zu werden braucht, daß A voll-
stetig ist, und auch die Voraussetzungen über B2, ..., BN abgeschwächt werden kön-
nen.2) Darüber hinaus läßt sich im allgemeineren Falle A ^ M , aus unseren 
V 91 bezeichne den Ring aller beschränkten linearen, S „ die Menge der vollstetigen Operatoren 
in £>; <5r, p>0, sei die Menge aller A€<&„ mit TX''\A*A)< wobei sich die Summation über alle 
Eigenwerte von A*A erstreckt, jeder entsprechend seiner Vielfachheit oft gezählt. Der Operator 
/465R heißt nichtnegativ (streng positiv), wenn für alle gilt: (Ax, 4 s 0 ((Ax, .v)S}<||x||2 für 
ein geeignetes y=-0), wir schreiben dafür A SO (A » 0). 
2> Neulich bewiesen auch V . I . M A C A J E V und A. I. V I R O Z U B (erscheint in Funkcionál. Anal, i 
Prilozen.) die Gültigkeit der obigen Aussage unter solchen allgemeinen Bedingungen. Ihre Methode 
unterscheidet sich jedoch wesentlich von unserer, indem sie zum Beweis der Existenz einer Lösung 
YGSH mit den Eigenschaften 1 ) — 3 ) aus Satz 2 ein Ergebnis von I . C. G O H B E R G und J . LEITERER zur 
Faktorisierung von Operatorfunktionen benutzen. 
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Ergebnissen die Existenz einer „Spektralschar" fü r das nichtnegative Spektrum der 
Schar M herleiten, worauf wir an anderer Stelle eingehen werden. 
Zum Beweis der obigen Aussage führen wir die Schar M durch eine Parameter-
transformation auf eine Schar L: 
(1) L(X) = XNI+XN-1DN-l + -+XDl+D0, 
D0, . . . , f j y - i £91, zurück, für die ein Intervall A2] der reellen Achse mit 
¿(¿^«Oi z(;.2)»o, l'(X)»o^ für AetAj,^] 
existiert, und zeigen, daß es dann eine Lösung Z £ 9 t der Operatorengleichung 
(2) L(Z) = Z " + Z V 1 Z * - 1 + " +£> 1 Z+ J D 0 - 0 
gibt, die ähnlich zu einem selbstadjungierten Operator ist.3) Diese Methode der 
Betrachtung der zur Schar (1) gehörigen Operatorengleichung wurde von M. G. 
KREIN und dem Verfasser für gewisse quadratische Scharen in [3], [4] (siehe auch 
[5], [6]) entwickelt. Wesentliche Hilfsmittel für unsere Betrachtungen sind die von 
P. H. MÜLLER [7] angegebene Linearisierung der Schar L sowie einige einfache Aus-
sagen der Theorie linearer Operatoren in / -Räumen. 
Herrn Professor M. G. KREIN danke ich sehr dafür , daß er mich auf die Arbeit 
[1] aufmerksam und mir diese zugänglich gemacht hat, den Herren Dr. A. S. MARKUS 
und Dr. Ju. L. Smul'jan danke ich für wertvolle Hinweise. 
1. In diesem Abschnitt stellen wir einige einfache Begriffe aus der Theorie der 
linearen Operatoren in ./-Räumen zusammen, 
Es sei § ein Hilbertraum für das Skalarprodukt (x, y) (x, y f. §), G ein beschränk-
ter und beschränkt invertierbarer indefiniter (d.h., es gibt Elemente x, mit 
(Gx, x ) > 0 und (Gy, j>)-=0) selbstadjungierter Operator in Wir definieren in § 
ein indefinites, sog. G-Skalarprodukt [x, y] durch die Gleichung 
(3) [x,y]=(Gx,y) (x , j>€§) . 
Dann ist § ein / - R a u m für dieses indefinite Skalarprodukt und ein geeignetes po-
sitiv definites Skalarprodukt, dessen Norm der Ausgangsnorm äquivalent ist. Ein 
Element heißt G-positiv (<7-nichtnegativ usw.), wenn [x, x] > 0 ( [ x , x ] s 0 usw.) 
gilt. Die Menge aller G-nichtnegativen Elemente von § bezeichnen wir mit 
Ein Teilraum, der außer x = 0 nur aus G-positiven (G-nichtnegativen) Elementen 
besteht, heiße G-positiv (G-nichtnegativ). Gilt für die Elemente x eines G-positiven 
Teilraumes £ sogar 
[x, x ]Sy | | x | | 2 
mit einem y > 0 , so nennen wir ß streng G-positiv. 
3 ) D. h., es gibt einen Operator S»0, so daß SZ selbstadjungiert ist. 
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i Das G-orthogonale Komplement ffi111. eines Teilraumes (£,c § besteht defini-
tionsgemäß aus allen x c ö mit [x, (£] — {0}. 
Ein beschränkter linearer Operator A in § heißt bekanntlich (r-selbstadjungiert, 
wenn , 
[Ax, v] = [.v, Ay] (x, y e $>) 
gilt. 
Wir benötigen die folgenden einfachen Aussagen: 
1°. Liegt die Spektralmenge a des G-selbstadjungierten Operators A symmetrisch 
zur reellen Achse, so ist auch der zu o gehörige Rieszsche Projektor G-selbstadjun-
giert ([8]). 
2°. Ist der Wertebereich eines G-selbstadjungierten Projektors G-nichtnegativ, 
so ist er sogar streng G-positiv ([9]), bildet also einen Hilbertraum bezüglich des G-Ska-
larproduktes. 
Die Aussage 2° benutzen wir zum Beweis des 
L e m m a 1. Es sei Et, 1, eine Familie G-selbstadjungierter Projektoren, 
die bezüglich der gleichmäßigen Operatorentopologie stetig vom Parameter t abhängt. 
Dann folgt aus E09>c:'$+, daß E,§> für alle O^iSl streng G-positiv ist. 
B e w e i s . Die Menge 
ist offensichtlich abgeschlossen. Wäre r ^ [0, 1], so gäbe es einen Punkt t0 mit 
t0 = inf([0, l ] \ r ) . 
Dann gilt auf Grund von 2° für ein geeignetes y > 0 : 
[E,0x,Etax]^y\\E,0x\\2 
Für alle i aus einer hinreichend kleinen Umgebung von r0 gilt weiter E,E,0§>=Et9). 
Wählen wir <5>0 so, daß y—(2d+d2)\\G\\ > 0 ausfällt, dann folgt für a l l e x £ ö und t 
mit \\E-EJ =§ <5: 
[EtF,ox, E,Etox] [Etox, E,0x]-2\\E-EJ \\EtQx\\2 \[G\\ -
H I $ - i y № „ * l l 2 I I G | | s ( V - ( 2 5 + 52) | |G| |) | |£ f ox| |2 , 
im Widerspruch zu der Tatsache, daß in jeder Umgebung von i 0 ^in t mit2st§>cti^ß+ 
liegt. 
2. Wir betrachten zunächst allgemein die Schar L : 
L(X) = XNDN + XN~lDN_l + -+XD1+D0 
m,it Operatoren D0, .'.., DN£iH. Definitionsgemäß besteht das Spektrum a(L) der 
Schar L aus allen Punkten A der komplexen Ebene, für die der Nullpunkt z = 0 
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ein Punkt des Spektrums des Operators L(A) ist; sein Komplement bildet die Re-
solventenmenge q(L). 
Ist z=0 ein Eigenwert von L(X0), d.h., besteht die Gleichung £(A0);C(O)=0 mit 
einem Elenjent so heißt A0 ein Eigenwert der Schar L und das Ele-
ment x ( 0 ) ein Eigenelement zu diesem Eigenwert; der von allen solchen Eigenelemen-
ten gebildete Teilraum heißt der zu A0 gehörige Eigenraum. Die Menge dei Eigen-
werte der Schar L bezeichnen wir mit op(L). 
Ist A0£<T„(L) und genügen die Elemente x ( 1 ) , . . . , xm den Gleichungen 
1! dX0 "' x! bll 
so bilden sie definitionsgemäß eine Jordansche Kette zum Eigenwert A0. 
Wir setzen jetzt DN=I voraus. Dann ordnet man ([7], vergl. auch [4], [10]) der 
Schar L den Operator 
(4) " A v - i - A v - 2 " - ö l -Do 
/ 0 . 0 0 
L = 0 1 . 0 0 
0 0 . / 0 
im Produktraum § = S (1)©.§> (2)©••• © § ( N ) mit > = = .•. = §<"> = § zu. Be-
kanntlich gilt dabei 
(5) <t(L) = <7(L), ap(L) = op(L), 
und die zu einem Eigenwert A0 gehörenden Jordanschen Ketten von L und L ent-
sprechen einander eineindeutig; insbesondere besteht zwischen den Eigenelementen 




Die Resolvente (L - -AI ) - 1 gestattet für X£q(L) = q(L) die Matrixdarstellung 
(6) • (L — AI) _ 1 = (Rij (A)) ; M 
mit 
(7) ^y(A) = —XNiL~1(X) 2 DN_m+1ÄJ~m+ ..., i.j=l,2,...,N, 
wobei Dn=I gesetzt wurde und die nicht aufgeschriebenen Summanden Polynome 
in A sind. 
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Sind die Operatoren D0, Dt, . . . , DN_ t selbstadjungiert, so überzeugt man sich 
leicht davon, daß der Operator L für den selbstadjungierten und beschränkt invertier-
baren Operator 
0 0 . 0 I 
0 0 / 
G = 
0 0 . • Dn - 1 F>N-2 
0 I • 
• ; 
I DN_1Dn_2 • ö l 
G-selbstadjungiert ist. 






so ergibt sich für das G-Skalarprodukt (3) leicht 
(8) [x, x] = --{L\X)x, x). 
3. Neben der Schar L betrachten wir entsprechend wie in [4], [5], [6] die Operato-
rengleichung 
L(Z) DNZN+DN_iZN~1 + -+DlZ + Do=0. 
Ist z e « eine Lösung dieser Gleichung, so ist offensichtlich jedes Eigenelement von 
Z auch ein Eigenelement von L zu demselben Eigenwert. M a n kann zeigen, daß 
dies für Jordansche Ketten von Z ebenfals zutrifft. Außerdem sieht man leicht, 
daß auch jeder approximative Eigenwert von Z 4 ) zu a(L) gehört. 
Es sei von jetzt an stets D N = I vorausgesetzt. Wie in [4], [5] erhalten wir eine 
Lösung Z von (2) mit Hilfe des folgenden 
L e m m a 2. Ist <£ ein invarianter Teilraum von L der Gestalt 
j z « " - 1 ^ 
e = 'zWx : mit z ™ , . . . , * " - 1 ^ « , 
I * ) 
so gilt Z°' ) = (Z (1 )) J ' ,y = 1, 2, ...,N~ 1, und der Operator Z=Za) bildet eine Lösung 
4) Die komplexe Zahl X heißt ein approximativer Eigenwert von Z, wenn eine Folge (x„) mit 
||*„|| = 1 und Zx„ — Xx„-~0 existiert. 
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der Gleichung (2).' Ist umgekehrt Z eine Lösung von (2)', so läßt L den Teilraum 
® z = ' Zx : 
invariant; dabei gilt a{Z) = o(L\(£z). j 
Der einfache Beweis der ersten Aussagen dieses Lemmas kann dem Leser 
überlassen werden. Zum Beweis der Aussage über das Spektrum beachten wir'did 
Beziehung • • • - . . " 
ZNx 
L 
Zx = • Zix 
-x ,Zx . 
somit sind die Gleichungen 
(zx-'xX ' 
\x 
äquivalent, woraus leicht die Behauptung folgt. 
Wir ergänzen diese Betrachtungen über die Wurzeln von (2) durch ein Lemma, 
das jedoch im folgenden nicht benötigt wird. 
Jede Lösung Z von (2) erzeugt .eine Darstellung vón L in der Form L(X) 
= Lz(X)(XI-Z) mit der Schar '• ' ' '. 
LZ{X)="¿V-J-^i DN_kZJ~% Dn = I, 
j = O ft—o 
vom Grade ÍV— I. Weiter bezeichne L z die Schar LZ(X)=LZ(1). 
L e m m a 3. Ist Z £ í>í eine Lösung von (2), so ist der der Schar Lz zugeordnete 
Operator L z im Räume 1 der Einschränkung von L auf das G-orthogonale Kom-
plement von Gz isomorph.5) Insbesondere gilt also ' 
D. h., es gibt eine eineindeutige und in beiden Richtungen stetige Abbildung von £j'v 1 auf 
<£z» die Lz in L|®z überführt. 
Zy ' 
und . Zx=.y 
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' Beweise Der Teilraum ist offensichtlich invariant bezüglich Li 'Mari < über-
zeugt sich unmittelbar davon, daß er-aus. allen Elementen von der Form 
- V i Z ' j - t B x ^ l x ^ j . t 
j= i U=o 
XS-2 Xo, Xj , ... , 2 € 




äquivalent den folgenden N— 1 Gleichungen: 
- X f i Z'J-kD,_k\x^j.i =>Ä_2, 
i= i U=o ) 
xN-2 '• — yn-3> 
xi • • . — }'o • 
Daraus folgt leicht die Behauptung. . 
4. Hauptergebnis dieser Mitteilung ist der 
S a t z 1 • Die Schar L: £(A) = ' XNI + X"'* Dn^1 + ----tXD1+D0 genüge der fol-
genden Bedingung: Es existiert ein Intervall X2] der reellen Achse mit L(A])<scO, 
1 T (1 \ 
L(X2)»0 und — » 0 für alle ).£[/-j, X2]. Dann gibt es einen Operator Z £ 9 t 
oX 
mit den folgenden Eigenschaften: 
1) £ ( Z ) = 0; 
2) Z ist ähnlich zu einem selbstadjungierten Operator; 
3) <r(Z) = a(L) H , /.2], <tp(Z) ~ ap(L) D [/.,, X2], und die zu einem solchen 
Eigenwert gehörenden Eigenelemente von Z und L stimmen überein. 
Der Operator Z ist durch die Eigenschaft 1) und die erste Gleichung von 3) eindeutig 
bestimmt. 
F o l g e r u n g . Ist a(L) H [/., , X2] eine höchstens abzählbare Menge, so gibt es 
eine Rieszsche Basis von die aus Eigenelementen von L zu Eigenwerten in , X2] 
besteht; diese Eigenwerte bilden dann zusammen mit ihren Häufungspunkten die 
Menge o(L) Pi [Aj, X2], ihre Eigenräume werden von Elementen der Basis aufgespannt. 
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Ohne Beschränkung der Allgemeinheit setzen wir im Beweis des Satzes S 
S l 2 < < » voraus. Wir wählen einen Punkt a £ ( A t , / 2 ) u r , d betrachten neben der 
Schar L die Scharen L,: 
L,(X) = L ( A ) + ( i - l ) L ( a ) , 0säf=§l . 
Offensichtlich gilt = ^ ^ , und die Scharen L, genügen bezüglich , X2] oX oX 
denselben Voraussetzungen wie die Schar L. 
Im Verlauf des Beweises des Satzes formulieren wir einige Lemmata ; dabei 
seien stets die im Satz über die Schar L getroffenen Voraussetzungen erfüllt. 
L e m m a 4. Es gibt eine Umgebung ?t von [X1,X2] mit 
«XiAi.A,] c f?(L,) für 0S/S1. 
B e w e i s . Offensichtlich gibt es ein ¿ > 0 , so daß fü r alle i£[0 , 1] folgendes gilt: 
¿,(A)<<0 für A c R t - J , At], 
L , (A)»0 für Ae[A2 , A2+<5], 
L'(X)»0 für Xe[Xi-S,X2+ö\. 
F ü r X = t -He , T£[At—(5, A2 + <5], gilt dann 
L,(X) = L t(T) + ie£'(T) + e 2 0( l ) ( e - 0 ) , 
wobei das Glied 0 ( 1 ) für f£[0 , 1] gleichmäßig beschränkt ist. Deshalb hat für 
|e| hinreichend klein einer der Operatoren ± L , ( X ) einen streng positiven Imaginärteil, 
ist also beschränkt invertierbar. 
Wir wählen jetzt > ;>0 so, daß der durch die Eckpunkte Ax—h/...A2 —»7... 
...X2 + />/...XY + irj... Ai — ir\ definierte orientierte Streckenzug(£ganz in der Umgebung 
21 aus Lemma 4 verläuft. Weiter sei 
= fXJLt-1(X)dX, j=0, ± 1 
2711 € 
Auf Grund der Beziehung (5) und Lemma 4 ist a(L,)C\ [A1( A2] eine Spektralmenge 
f ü r den gemäß (4) gebildeten Operator L t und der zugehörige Rieszsche Projektor E t 
gestattet die Matrixdarstellung 
f A ? * " 1 ' . . / ! 
(9) E, = — J(L, — XT)~1dX = 
K}1* 
U / 0 ) 
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wir vermerken noch die später benötige Beziehung 
(16) L /E , = - — f AJ'(L, - AI)"'1 dl 
K<j> 
, ' 7 = 0, ± 1 , .... 
Gemäß der Aussage 1° von Abschnitt 1 ist der Operator E, G-selbstadjungiert. Der 
Wertebereich von E 0 besteht aus allen der Gestalt 
ocx 
x 
x € § . 
Um das zu sehen, beachten wir die für alle A aus einer hinreichend kleinen Umgebung 
von A = a bestehende Beziehung 
1 
£ ( A ) A - a 
L'-1 (a)+...; 
wobei die nicht aufgeschriebenen Summanden holomorph von A abhängen. Aus (6) 
und (7) folgt dann leicht die Behauptung. 
Auf Grund der Beziehung (8) ist der Teilraum E 0 § G-positiv. D a E, in der 
gleichmäßigen Operatorentopologie für O S i S l analytisch von t abhängt, ist ge-
mäß Lemma 1 auch E ( § , O S / S l , ein streng G-positiver Teilraum, also ein Hilbert-
raum für das G-Skalarprodukt. In diesem Hilbertraum ist L, G-selbstadjungiert, 
und es gilt <T(L, | E , § ) c [ A t , A2]. Für beliebiges gilt also 
[E,x, x] £ 0, A J L / ' - ^ x , x] : [L/E,x, x] s A ^ L / " 1 ^ , x]. 






, * e 
an, so ergibt sich bei Beachtung von (10) 
( I i ) K ^ ^ O ; A i K f J " 1 ' s KlJ> ^ A2 K,ij ~1}, y = 0, + 1 , ± 2 , . . . . 
L e m m a 5. Es gilt ^ O ) » 0 ( O S / S 1). . 
B e w e i s . Es genügt zu zeigen, daß der Nullpunkt nicht zu ff(/^0)) gehört. Zuerst . 
überlegen wir uns, daß der Nullpunkt kein Eigenwert von ist. Aus Ä^0 )x0 = 0, 
6 A 
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xo^0, folgt gemäß (11) ÄtU)xo=0 für j— 1, 2, ... , also ist dann auf Grund von (9) 
auch E , x 0 = 0 für x 0 = (xj) mit xA = x 0 , x2=x3 = ••• =xN=0. Somit läßt sich 
(L , - -AI ) _ 1 x 0 auf ganz 91 holomorph fortsetzen, insbesondere gestattet auch 
1 (A)x0eine solche Fortsetzung. Wir bezeichnen sie mit y(X). Für (p(X) = (y(k),x0) 
gilt dann (p(A,)<0, <p(k2)>0, andererseits ist aber für Punkte A ^ I , 
<p\l) = -(L-'(X)L't(Ä)Lr'(X)x0, x0) = -(L',(X)y(X), j(I)), 
also auch (p'(X)^0 für [k x ,k 2 ] . 
Um zu zeigen, daß sogar streng positiv ist, führen wir gemäß [11] einen 
Hilbertraum 9) in folgender Weise ein: Die lineare Menge £ aller beschränkten 
Folgen (x(n)) von Elementen aus § versehen wir mit dem Skalarprodukt 
((*<">), (/">)) = LIM (x("\ /">), 
n 
wobei LIM einen beliebigen, im folgenden festgehaltenen Banachlimes bezeichnet, 
n 
bilden den Faktorraum nach £ 0 = {(x('°) 6 £:((jt (n )), (x (n>))=0} und vervollständigen 
diesen. Für einen beschränkten linearen Operator A in 9) bezeichne Ä den durch 
die Festsetzung 
Ä(xin)) = (Ax{n)) 
in induzierten Operator. Dann gilt für A, A;£9t, 7 = 1 , 2, ...:oc1A1+a2A2 = 
= a , A, +oc2A2, A~~' =Ä~' falls 0£{>(A), a ( A ) = ap(A) falls A—A*, und für eine 
bezüglich der Operatorennorm gegen A konvergente Folge (Aß konvergiert auch 
(Äj) bezüglich der Operatorennorm in § gegen Ä. 
Die Schar L,:L,(k) = L(l) + (t — \)L(a) in § genügt denselben Voraussetzun-
gen wie L, in §>, und es ist gemäß den oben vermerkten Regeln für den Übergang 
A-Ä 
Nach dem ersten Teil des Beweises gilt folglich 0$(7p(/i:((O)), d.h. 0(tcr(A,(0)). Damit 
ist das Lemma bewiesen. 
Wir untersuchen den Teilraum E t § genauer. Zunächst gibt es für hinreichend 
kleine t Operatoren T, , die E 0 § eineindeutigund stetig a u f E , § abbilden und zusam-
men mit ihrer Inversen stetig (bezüglich der gleichmäßigen Operatorentopologie) 
von t abhängen. Wir setzen 
i x 
0 
l o j 
x € § 
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- 1 - 1 
und betrachten den Teilraum T j E , ^ . Für t=0. gilt T 0 E 0 § j = E 0 § . Dann bildet 
aber T,E, auch für hinreichend kleine t den Teilraum eineindeutig auf E 0 § ab, 
d.h., es gilt 
T ^ S ^ E o * oder E , § 1 = T , E 0 6 = E , § . 




schreiben. Auf Grund von Lemma 5 folgt daraus mit Z(O)=A,((/)(A'I<0)) 1 : 
E , * = - Z ^ x : xd$> 
Anwendung von Lemma 2 ergibt mit Zt = Z\l^:Z\i^ = Z)t und 
(12) £ , (Z , ) = 0 
für alle hinreichend kleinen t. Nun hängen sowohl der Operator Z, als auch die 
Koeffizienten der Schar L, für O s / s l analytisch von t ab. Deshalb besteht die 
Beziehung (12) auch für t= 1, d.h., der Operator 
z ^ / s r p W ) - 1 
genügt der Gleichung (2). Offensichtlich ist Z von links symmetrisierbar durch den 
streng positiven Operator • Damit sind die ersten beiden Aussagen des 
Satzes bewiesen. Die erste Beziehung der Aussage 3) ergibt sich aus den Gleichungen 
(beachte Lemma 2) 
<7(Z) = = < x ( L ) n [ A v A2] = . f f ( L ) n [ A „ A J ; ' 
die Beweise der übrigen Aussagen von 3) überlassen wir dem Leser. 
Genügt Z ' der Gleichung L(Z') = 0 und gilt ( T ( Z ' ) C [ A , , A 2 ] , so ist der Teil-
raum <SZ- invariant unter L und es gilt <7(L|6z.)c[Ax,A2]. Daraus folgt 6 y c 6 z , 
woraus sich leicht Z = Z ' ergibt. Damit ist Satz 1 bewiesen. 
5. Aus Satz 1 folgern wir jetzt ohne Schwierigkeit den 
S a t z 2. Gegeben sei die Schar . 
(13) M(fi) = Ä-fiI-n2B(n), B(n)= 2 HJ~2Bj . 
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mit einem Operator A £il?, A^O und einem Operatorpolynom B(p), das für p^O 
zusammen mit seiner Ableitung B'(p) nichtnegative Werte (in Dl) annimmt. Dann gibt es 
einen Operator Y SR mit den.folgenden Eigenschaften: 
1) M(Y)=0; 
2) Y.istähnlich zu einem selbstadjungierten Operator-, 
3) a(Y) = a{M) f l [0, ap{ Y) = ap(M) H [0, und die zu einem solchen 
Eigenwert gehörenden Eigenelemente von Y und M stimmen überein. 
F o l g e r u n g . Ist a(M) f l [0, oo) eine höchstens abzählbare Menge, so gibt es eine 
Rieszsche Basis von die aus Eigenelementen von M zu Eigenwerten in [0, °=) be-
steht; diese Eigenwerte bilden zusammen mit ihren Häufungspunkten die. Menge 
a(M) Fl [0,°°), ihre Eigenräume werden von Elementen dieser Basis aufgespannt. 
B e w e i s . Aus der Gestalt der Schar M ersieht man leicht, daß Zahlen p2 
und r\ mit < 0 ; IM|| so gewählt werden können, daß 
M f ß ^ O , M ( / t 2 ) « 0 
und 
(14) N-^-M(ß) + tiM'(p)«0 für / i ^ ^ / i j 
gilt. Wir betrachten die Schar 
l(X) = —(1 + X)NF~112M F~UZ mit E=-M(n). 
Dann gilt für A.- =———,. / = 1 , 2 , 
>1 ~ Ih 
L(Ät) = -(1 +Al)NF-1/2M(pl)F-ll2^0; 
Z/(A) = - ( 1 +X)N~2E-112 7V(I + X)M1 n X 1 + A 
+ t]M' 
+ A 
P - 1 / 2 
M 
Durchläuft A das Intervall [A,, A,], so ist 1+A = stets positiv, und für den 
Ausdruck in der eckigen k lammer auf der rechten Seite ergibt sich mit p = ' : 1 + / 
. N~^—M(p) + t1M'(p), 
1 -
85 H. Langer: Eine Klasse nichtlinearer Eigenwertprobleme 
also .ist L'(X) auf A2] wegen (14).streng positiv. Schließlich ist der Koeffizient von 
die identische Abbildung. 
Die Schar L genügt also allen Voraussetzungen von Satz 1. Daraus folgt die 
Existenz eines Operators Z mit L(Z) = 0 und <r(Z)cz[Xl, X2]. Wegen — e x i -
stiert der Operator ( 7 + Z ) - 1 £ und man überzeugt sich leicht davon, daß . 
Y=>1F-1I2Z(I+Z)-1F112 
die im Satz genannten Eigenschaften hat. 
B e m e r k u n g . Hat A aus (13) die Gestalt A — al + A1 mit a S O und einem 
vollstetigen Operator Al, so ist das Spektrum von Y im Intervall (a, diskret; 
insbesondere zieht die Vollstetigkeit von A stets die Vollstetigkeit von Y nach sich. 
Zum Beweis dieser Aussage genügt es zu zeigen, daß für X > a und jede beschränkte 
Folge (x„) mit (V—Xl)x„ — 0 (stark), x„ — 0 (schwach) für n — °o auch ||xn|| —0 folgt. 
Aus den Voraussetzungen ergibt sich aber 
(a-X)\\xn\\2-X2{B(X)xn,x,) - 0 , 
woraus leicht die Behauptung folgt. 
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