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Abstract—Log-structured merge tree (LSM-tree) based key-
value stores are widely employed in large-scale storage systems.
In the compaction of the key-value store, SSTables are merged
with overlapping key ranges and sorted for data queries. This,
however, incurs write amplification and thus degrades system per-
formance, especially under update-intensive workloads. Current
optimization focuses mostly on the reduction of the overload of
compaction in the host, but rarely makes full use of computation
in the device. To address these issues, we propose Co-KV, a
Collaborative Key-Value store between the host and a near-data
processing (i.e., NDP) model based SSD to improve compaction.
Co-KV offers three benefits: (1) reducing write amplification by
a compaction offloading scheme between host and device; (2)
relieving the overload of compaction in the host and leveraging
computation in the SSD based on the NDP model; and (3)
improving the performance of LSM-tree based key-value stores
under update-intensive workloads.
Extensive db bench experiment show that Co-KV largely
achieves a 2.0x overall throughput improvement and a write
amplification reduction by up to 36.0% over the state-of-the-
art LevelDB. Under YCSB workloads, Co-KV increases the
throughput by 1.7x ∼ 2.4x while decreases the write amplification
and average latency by up to 30.0% and 43.0%, respectively.
Index Terms—Key-Value Store; Near-Data Processing; LSM-
tree; Compaction Offloading
I. INTRODUCTION
Applications with many types of data are exploding in
the big data era. IDC [25] reveals that the digital universe
is large and is doubling in size every two years. Data-
intensive applications must be supported by high performance.
In relational databases, retrieval [2] is too inefficient to provide
high performance for large-scale data processing. Key-value
stores with high performance are widely employed in storage
and memory systems [5]. Many famous IT companies built
their data infrastructure using LSM-tree based key-value store
[20], e.g., Google with LevelDB [15].
However, the compaction procedure, in which SSTables are
merged with overlapping key ranges and ordered for data
queries, is a weak link for LSM-tree based key-value stores.
Compaction causes write amplification [20] and large amounts
of data movement between host and device, which degrades
performance, especially under update-intensive workloads.
Current optimizations for LSM-tree based key-value stores
concentrate mostly on two aspects. Firstly, the approaches
on the host side aim to reduce I/O accesses to the device
during compaction [27]. The host-side parallelism of CPU and
I/O resources is used to improve compaction [29]. The CPU
usage in the host increases while the computation resources
in storage device are far from being fully utilized. Secondly, a
prior method [13] offloads the whole compaction from the host
into the devices to optimize compaction. This approach avoids
frequent data movement but relies on CPU computation in the
resource-constrained devices, thus its inability to maximize the
overall system performance.
The popular framework moving computing close to source
data is named near-data processing (i.e., NDP) in storage
level [3] or processing-in-memory in memory level [12][19],
respectively. This model aims to reduce the cost of data
movement in the system under big-data workloads. In-storage
computing model [13] applied in NAND flash-based storage
system is widely studied. With computing ability increasing,
new frameworks [9][10][11] with storage and computing pre-
process the tasks collaboratively with the host, which reduces
data movement and thus relieves the load of bandwidth and
improves system performance. Our work aims to study the
optimization of compaction in a key-value store using the
storage-level NDP model.
A Collaborative Key-Value store, referred to hereafter as
Co-KV, is proposed for compaction optimization. Contribu-
tions of this paper include: (1) NDP model-based Co-KV can
leverage computation resources in host and device and the
parallelism in the overall system; (2) Co-KV enables signifi-
cation improvement in compaction by means of a compaction-
offloading collaborative scheme between host and device; and
(3) With Co-KV in place, overload of the host CPU and I/O
resources is relieved and the overall performance is optimized
in key-value stores.
II. BACKGROUND AND RELATED WORK
This section presents the background and related work on
LSM-tree based key-value stores and storage-level near-data
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processing, which are helpful for us to design Co-KV.
A. LSM-tree based Key-Value Stores
LSM-tree based key-value stores [5][15] provide high
throughput in large-scale storage systems, LevelDB, for ex-
ample. A key-value item is written into a commit log and
buffered in a MemTable in memory. When the size of
MemTable reaches its maximum capacity, it is transformed
into an immutable MemTable and dumped into a disk as
the SSTable. SSTables are organized into a series of levels
that grow exponentially in size. An SSTable is migrated from
Lk to Lk+1 level, a process termed compaction. Compaction
affects the performance of key-value store by incurring write
amplification which is the ratio of the amount of data written
to the underlying storage device to that requested by the from
the user. Written data volume in Lk+1 level is about ten times
as large as that in Lk in the worst case during a compaction.
Most schemes have been proposed on the host side. bLSM
[21] with the benefits of the LSM- and B-tree has a merge
scheduler to improve performance. VT-tree [23] eliminates
unnecessary copying SSTables into new ones in compaction.
RocksDB [5] triggers more than two contiguous levels at
once to sort and merge, which reduces compaction. LSM-trie
[27] decreases write amplification by improving the random
performance on multiple sorted tables in each level. The
cLSM [4] and pipelined compaction procedure [29] employs
concurrent or parallelism to improve the compaction perfor-
mance. WiscKey [17] integrates the internal parallelism of
SSD with the key-value separation method to achieve a high
query performance. Atlas [14] is a distributed key-value store
that stores keys and values on different HDDs. LSbM [24]
introduces a buffer management in the disk to minimize cache
invalidation caused by compaction in the device.
In contract, our Co-KV makes full use of computation in
host-side and device-side subsystems to substantially improve
the overall system performance degraded by compaction.
B. Near-Data Processing Model
In the era of big data, large-scale systems change from a
computing-intensive to a data-intensive processing model. In
the computing-intensive model, performance and energy [28]
of the system are increasingly consumed by the high overload
of data movement [1]. The I/O interface between storage and
memory is always the bottleneck in high-performance systems
[13], which are evenly aggravated by data movement from
storage to memory. To address these issues, a new notion of
moving computation to data is proposed and named near-data
processing (i.e., NDP) [10][16].
Our work focuses mainly on the storage-level NDP. The
active disk [22] is a prior prototype of NDP model in storage
level. With the advent of the flash memory, the framework
of the active disk attracts attention from both academia and
industry for two reasons: (1) The bandwidth of the flash
memory is much higher than that required by the I/O between
host and device [9]; (2) Inside a flash memory-based device,
the computation controller, which mainly runs flash translation
layer, can be enhanced to deal with computing-intensive
tasks [6][26]. The notion of storage-level NDP (or in-storage
computing [7][18]) has been increasingly employed in the big-
data workloads.
Therefore the NDP model is applied into our novel Co-KV
to improve the compaction of LSM-tree based key-value stores
by host- and device-side collaboration.
III. CO-KV DESIGN
A. Motivation
LSM-tree based key-value stores offer high performance
and low latency. Compaction is the bottleneck of performance
because of movement of huge amounts of data between host
and device. The storage-level NDP model moves computation
to data and gives the chance to process data in a storage
device. The whole or part of the task is handled in the
store, with the intermediate or final result passed to the host.
Data are processed on both sides in parallel, as a result
of which, CPU consumption and I/O resources of the host
are relieved. But, how to divide compaction tasks into host
and storage device? How to synchronize both-side tasks and
manage data consistency? These challenges motivate us to
design a collaborative compaction for LSM-tree based key-
value store using the benefits of the NDP model.
Then, we propose a new key-value store prototype, called
Co-KV, by collaboration of computation in host and device to
perform compaction in parallel. It significantly improves the
performance of the key-value store.
B. Design Goals
Co-KV employs the NDP model to handle the challenges
of compaction in LSM-tree based key-value stores. Co-KV is
designed with the following goals in mind:
Low write amplification. Write amplification induces extra
data movement from device to host during compaction. It
largely impacts overall performance; thus, it is essential to
minimize write amplification for better performance of the
key-value store.
Reduction of CPU and I/O overload in host. Data moving
from device for compaction consumes CPU and I/O resources
in the host. Co-KV aims to reduce the burden of CPU and I/O
resources on the host side by offloading compaction into the
device to enhance the overall performance.
Optimized host- and device-side computation. Com-
paction costs computation in the host, while the computation
in devices is rarely exploited. Based on the NDP model, Co-
KV executes compaction between host and device using the
computation resources of both for high performance.
C. Prototype of the Co-KV System
We introduce the framework and implementation of Co-
KV (see Figure 1) with emphasis on two key technologies:
compaction offloading and collaborative management.
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Fig. 1. Overall System of Co-KV.
1) Overall System of Co-KV: We present the main compo-
nents related to the collaborative compaction in Lk and Lk+1
levels between host and device. Co-KV is mainly composed of
the host-side compaction manager (i.e., Co-KVH manager), the
device-side compaction manager (Co-KVD manager for short),
the compaction offloading manager (i.e., Offload manager),
and the Semantic manager.
Offload Manager: The Offload manager is an essential
element in Co-KV. A scheme of offloading compaction named
Compaction-SSTables-Aware (CSA for short) is implemented.
The Offload manager splits meta-data of compaction into host-
and device-side ones. Meta-data, as the semantic format, is
transmitted to the host- and device-side managers respectively
through the semantic manager. Meanwhile, the Offload man-
ager receives the meta-data from the two compaction managers
and integrates them into a new one, which maintains meta-
data consistency during the compaction. The Offload manager
deals with the compaction overload between the host-side and
device-side systems, and therefore reduces write amplification
and enhances the system performance.
Co-KVH Manager: A host-side compaction manager in
Co-KV (i.e., Co-KVH in Figure 1) is fully compatible with
application interfaces (put, get, delete, etc.) in LevelDB. The
Co-KVH manager is responsible for host-side compaction,
data consistency, and meta-data management. Meta-data for
compaction is offloaded from the Offload manager (see Of-
fload in Figure 1) to the Co-KVH manager, which performs
host-side compaction operations. Performance in the host can
be improved by reducing the scale of compaction operations
with respect to that in LevelDB. Results of compaction (e.g.,
FileMetaData) are returned to the Offload manager via seman-
tic messages by a semantic manager.
Co-KVD Manager: The device-side compaction manager
(Co-KVD) exemplifies the near-data processing model in the
device level. The Co-KVD manager receives a portion of the
meta-data in a semantic message from the Offload manager
via the semantic manager. In this way, the Co-KVD manager
locally performs compaction using the NDP model rather than
sends more SSTables to the host. A portion of compactions
in the device contributes to low write amplification in Co-
KV and high overall system performance. File meta-data (key
range, file number, and file size) of new SSTables produced
from device-side compaction is returned to the host.
Semantic Manager: The Semantic manager is an important
part of Co-KV for the collaborative compaction between the
host and the device, i.e., the collaborative compaction in the
Co-KVH manager and the Co-KVD manager. The Semantic
message is the basic data transmission unit of meta-data for
compaction between the Offload manager and the Co-KVH
manager (or the Co-KVD manager). The semantic manager
plays an important role in keeping the data consistency and
optimizing parallel compaction operations between the above
two compaction managers.
Details of the implementation for these components in Co-
KV are demonstrated in the following section.
IV. CO-KV IMPLEMENTATION
We introduce the scheme of compaction offloading for the
Co-KVH manager and the Co-KVD manager. The collaborative
compaction between these two managers is described.
In LevelDB, an SSTable (e.g., Ski SSTable) in Lk level and
a number of SSTables in Lk+1 level are read from the device
when a compaction is triggered. Meta-data are updated after
SSTables being written back to the device. In comparison,
Co-KV offloads a portion of compaction onto the device.
The NDP model is employed by the Co-KVD manager in the
device to perform compaction by using its computation and a
lightweight run-time library .
It should be noted how the collaborative compaction man-
agers between two sides handle SSTables during compaction.
Two challenges must be handled:
 How can the Offload manager select SSTables as action
objects during compaction? (Problem 1)
 How can the Offload manager split and offload SSTables to
Co-KVH and Co-KVD managers? (Problem 2)
.Problem 1. Experiments are conducted to analyze the
characteristics of compaction in LevelDB and find how many
SSTables should be selected from Lk and Lk+1 levels by the
Offload manager. Since compaction in LevelDB results mainly
from the random workload, db bench in LevelDB is employed
in this test. Under fillrandom workload, a data set with one
billion key-value items is configured to test the number of
SSTables from Lk level in compaction.
Observation: We find in most cases that more than 93.0%
single SSTables in Lk level and no less than 80% double
SSTables in Lk+1 level are selected to be compacted. These
observations lead us to (1) select one SSTable from Lk as the
number of SSTables in our Co-KV; and (2) design an approach
to offloading half of the SSTables in Lk+1 to the device-side
compaction manager by the Offload manager. The total of
compaction SSTables is reduced on the host side. Meanwhile,
host- and device-side compactions are executed in parallel,
which greatly improves the performance. This approach makes
full use of computation in the overall system and proves to be
efficient in this section and in Section V. This approach is used
in most cases to improve compaction for the overall system,
with the original method employed for the rest ones.
.Problem 2. We design a scheme of offloading compaction
in Offload manager to (1) improve compaction and lower write
amplification; and (2) employ the NDP model in the device
to achieve maximum parallelism in compaction. This scheme
refered to as Compaction-SSTables-Aware (CSA) offloads
compaction to the host- and device-side compaction managers.
The Offload manager obtains meta-data of SSTables across its
levels and SSTables in the current version for compaction. The
CSA scheme is illustrated as follows.
It is supposed that Ski SSTable in Lk level is involved in
compaction. The key range of Ski SSTable is given by
RSki = [Kkmin,Kkmax] , (1)
which is applied to compare with the key range of every
SSTable in Lk+1 level to find the SSTable with overlapping
one by
RSki ∩RSvj 6= ∅, (v = k + 1). (2)
where 0 ≤ i ≤ n and 0 ≤ j ≤ m− 1 as shown in Figure1.
Then, the key-range set of SSTables that have an overlap-
ping key range with Ski SSTable is involved in the process
of compaction. These ranges of key in Lk+1 level can be
expressed as
Setcomp =
{
RSv0 , RSv1 , · · · , RSvm−1
}
, (3)
where v = k+1.
By the CSA scheme, elements in Setcomp are divided into
two subsets:
Setcompsub1 =
{
RSv0 , RSv1 , · · · , RSvbm/2c−1
}
, (4)
where there is v = k+1 and
Setcompsub2 =
{
RSvbm/2c , RSvbm/2c+1, · · · , RSvm−1
}
, (5)
where v = k+1 and RSvbm/2c = [Kvmin,Kvmax].
Then key range RSki for Ski SSTable is split by the value
of the lower range of RSvbm/2c (i.e., kvmin), and RSki can be
expressed as
RSki = [Kkmin,Kvmin] ∪ [Kvmin,Kkmax] , (6)
where RSki is rewritten into
RSki = RSki−t ∪RSki−b, (7)
where RSki−t = [Kkmin,Kvmin] and RSki−b =
[Kvmin,Kkmax].
Finally, two sets of SSTables are obtained by the Offload
manager using a CSA scheme:
Setcomp−h = {Setcompsub1 , RSki−t} , (8)
and
Setcomp−d = {Setcompsub2 , RSki−b} . (9)
When compaction is offloaded into the two managers,
the collaborative compaction is performed on both sides.
A semantic manager is designed to handle the semantic
transmission between the host- and device-side compaction
managers. When the meta-data of SSTables in compaction is
dispatched to the device, the semantic manager is triggered
to send the meta-data to the device. In compaction, the Co-
KVH manager (or Co-KVD manager) receives and checks
the semantic requests or responses from its counterpart. The
semantic manager goes inactive upon the completion of the
semantic transmission from both sides. An example is given
to illustrate the semantic management in compaction.
When the device-side compaction completes, the Co-KVD
manager generates a semantic with the completion flag and
send it to Co-KVH . The meta-data after compaction is sent
to the Offload manager by the semantic manager. When Co-
KVH compaction is done, Co-KVH sends its new meta-data
to the Offload manager and checks the completion flag in an
incoming semantic from the device. If compaction has not
been completed, the Co-KVH manager continues to check
the completion flag of semantic from the device until the
compaction in device finishes. Owing to the semantic manager,
the semantics from both compaction manager can cooperate
with each other in real time. The parallelism of collaborative
compaction between host and device can keep data consis-
tent. It is stated that the semantic manager a lightweight
management software, which has little impacts on system
performance.
Both the Compaction-SSTables-Aware scheme and the se-
mantic manager play an important role in our Co-KV. We
put forward the procedures for Co-KVH and Co-KVD (see
Algorithm 1 and 2) combining two aspects.
Algorithm 1 Compaction in host-side Co-KV
1: procedure Co-KVH COMPACTION
2: if CompactionTrigger == TRUE then
3: Select Ski SSTable in Lk
4: keyRange = [Kkmin,Kkmax]
5: m = Numbers of SSTables in this compaction in Lk+1
6: Set RSki−t = [Kkmin,Kvmin], RSki−b = [Kvmin,Kkmax]
7: Set Setcompsub1 =
{
RSv0 , RSv1 , · · · , RSvbm/2c−1
}
8: Set Setcompsub2 =
{
RSvbm/2c , RSvbm/2c+1, · · · , RSvm−1
}
9: OffloadManager(ToCo-KV H, RSki−t, Setcompsub1 )
10: OffloadManager(ToCo-KV D, RSki−b, Setcompsub2 )
11: SemanticManager(SEND, Co-KVH , CompMetadata H)
12: SemanticManager(SEND, Co-KVD , CompMetadata D)
13: Co-KV HmanagerDoCompaction()
14: SemanticManager(SEND, Offload, Co-KVHnewMetadata)
15: while DCompFinish == FALSE do
16: continue
17: end while
18: DCompFinish = FALSE
19: SemanticManager(RECV, Offload, Co-KVHnewMetadata)
20: SemanticManager(RECV, Offload, Co-KVDnewMetadata)
21: Update meta-data and delete obsoleteFile by Offload manager
22: end if
23: end procedure
Algorithm 2 Compaction in device-side Co-KV
1: procedure Co-KVD COMPACTION
2: SemanticManager(RECV, Co-KVD , CompMetadata D)
3: Co-KV DmanagerDoCompaction()
4: DCompFinish = TRUE
5: SemanticManager(SEND, Offload, Co-KVDnewMetadata)
6: end procedure
V. EXPERIMENT AND EVALUATION
Experiments are conducted to evaluate the benefits of Co-
KV under workloads: (1) the collaborative feasibility of Co-
KV and availability of the offloading compaction between host
and device; and (2) the superiority of Co-KV in compaction
improvement under workloads.
A. Experimental Settings
Hardware: We designed an experiment platform to evaluate
Co-KV. Experiment is conducted on a system with four
Intel(R) Core(TM) CPU i5-6500@3.20GHz processors and
16GB memory. An Intel 535 SSD is employed as the storage
device featured with 180GB capacity, 540MB/s Seq. Read,
and 490MB/s Seq. Write.
Software: The operating system is Ubuntu 16.04 LTS with
ext4 as the default file system. LevelDB a popular LSM-tree
key-value store is employed as the baseline in experiment. The
Co-KV framework extended from LevelDB consists of two
components: the host- and device-side software frameworks.
On the host side, the software framework is derived mainly
from LevelDB. The APIs in Co-KV are compatible with those
in LevelDB. The Runtime library inside LevelDB is applied
in the Co-KVH manager.
NDPsim emulation: In our work, a real-world device-side
SSD with a near-data processing model inside is not available
for us yet. We implement a function-level simulator for the
near-data processing model (named NDPsim with 3,000 lines
of code) which is emulated by a process on the host side
by a software framework. In Col-KV, NDPsim should have
two features: (1) the time consumption1 from a device to
NDPsim is subtracted to simulate the internal high throughput
in compaction inside a NDP-based storage device; (2) NDPsim
is configured with heavy compaction load to simulate the
case where the computation ability inside NDP-based SSD
is smaller than that in the host. NDPsim provides a runtime
system for SSTables compaction by using a library similar to
that in LevelDB.
In Co-KV, these host- and device-side frameworks execute
their tasks in two different processes. As shown in Section
III-C, Co-KVH and Co-KVD managers perform compaction,
separately. The Co-KVH manager in a process perform com-
paction according to meta-data Setcomp−h (see Eq.8) on the
host side. Meanwhile, the Co-KVD manager inside NDPsim
runs compaction by Setcomp−d (see Eq.9) in the other process
to simulate the real-world NDP runtime environment by a soft-
ware framework. Therefore, there is no interference between
the compactions in the host-side framework and device-side
NDPsim. NDPsim invokes the Co-KVD manager to handle
SSTables compaction on receiving mete-data sets Setcomp−d
(see Eq.9) for compaction from Offload manager. NDPsim
performance can be influenced by the meta-data transmission
between the Co-KVH manager in the host-side framework
and its Co-KVD manager, which is mainly attributable to
inter-process communication. The Offload manager collects
meta-data for new SSTables on the completion of compaction
by the two managers. Results from the Co-KVH and Co-
KVD managers are written to different files in the device.
The computation in the devices will not incur overloads on
throughput of concurrent accessing the device. Finally, the
meta-data from two compaction managers are written to a log
file in the device by the Offload manager.
Our goal is to show that the NDP model inside an SSD
can improve compaction better in Co-KV than in LevelDB.
NDPsim indicates the benefits of Co-KV with the near-data
processing model. Work on the real-world NDP framework
is under way to add computing components into SSD-based
storage for compaction improvement in key-value stores.
1In a real-world NDP-based SSD, the time consumption is largely depen-
dent on the number of SSTables from flash memory to DRAM.
TABLE I
WORKLOAD CHARACTERISTICS
db bench - Workload in LevelDB
Type fillrandom fillseq Key-Value Items
(109)
db bench 1 X 2x, 4x, 6x,
db bench 2 X 8x, 10x
User-defined Workload in YCSB
OPS (Read%) Database Size (10GB) Value Size (1KB)
(Update : Read) Load (1x) Run (2x) 1x
10%, 30%, 1x, 2x 1x, 2x,
50%, 70%, 90% 3x, 4x, 5x -
B. Workloads
Db bench in LevelDB test-suite is used to test Co-KV. We
compare Co-KV with LevelDB in terms of write amplification
and throughput. The size of MemTable, SSTable, and data
block is set to 4MB, 2MB and 4KB, respectively. The key-
value item size is set to 16bytes and 100bytes which is
the default configuration of LevelDB. Two workloads with
ten types of key-value items (see Table II) are employed in
evaluation.
YCSB (Yahoo! Cloud Serving Benchmark) [8] is designed
to evaluate performance of NoSQL databases. There are
six default kinds of workloads. The impact of compaction
on performance results mostly from random updates. Thus,
the advantage of Co-KV is obvious where compaction is
performed under update-intensive workloads. Five types of
workload executors by extending workload class of YCSB
are modified to simulate different update-intensive workloads.
Configurations of the random key and value size, which have
great impact on compaction, are employed in the experiment.
We set the request distribution to Zipf (see Table II). In
our experiment, YCSB is used to evaluate the operations per
second (ops/sec), latency, and write amplification of Co-KV.
C. Evaluation
1) Experiment based on db bench: In this section, we
compare our Co-KV with LevelDB to analyze the experimen-
tal results in the aspects of write amplification and throughput
under db bench workload.
Write Amplification: Performance of a key-value store is
largely dependent on write amplification, which is defined
as the average of actual amount of written data to disk
per user written data. Its ideal value is one. There are two
kinds of compaction tasks in the Co-KVH and the Co-KVD,
respectively. Write amplification, a terminology in the user
level, is considered in Co-KVH rather than Co-KVD. Write
amplification is much smaller in Co-KV than that in Lev-
elDB. In this experiment, we use five kinds of data sets in
db bench 1 (i.e., 200 million, 400 million, 600 million, 800
million, and a billion key-value items).
In Figure 2(a), write amplification in LevelDB rises with
growing scale of the data set under fillrandom workload in
db bench 1. For a size of data set of 1 billion, the write
amplification for LevelDB reaches up to 20.7. In contrast,
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the Co-KV store improves the value by more than 36.0%.
In Co-KV, compaction tasks are offloaded to the Co-KVD
manager in the device by means of a compaction-SSTables-
aware scheme. Compaction in the Co-KVH manager and the
Co-KVD manager is performed in parallel, and compaction
in device will not increase host-level write amplification. In
db bench 1, Co-KVD significantly reduces write amplification
of the overall key-value store.
It is required/necessary that compaction does not occur
under sequential fillseq workload (see db bench 2 in Table
II). There is no need to offload compaction to Co-KVD. Write
amplification in Co-KV is depended on Co-KVH similar to
that in LevelDB. Therefore, write amplification is of the same
value (i.e., 2.1) in Co-KV and in LevelDB under this workload
(see Figure 2(a)). The value is higher than the ideal reference
(i.e., one) because of meta-data update.
Throughput (MB/s): Throughput of key-value store is
largely determined by write amplification. Write amplification
decreases considerably and throughput is improved as well.
We employ the same workloads in db bench (see Table
II) in this test. Db bench 1 and db bench 2 have identical
data sets from 200 million to one billion key-value items
with a key size of 16Bytes and a value size of 100Bytes.
Results under fillseq workload in db bench 2 are shown in
Figure 2(b). The maximum throughputs for LevelDB and Co-
KV rise up to 48.7MB/s and 48.9MB/s, respectively. Under
fillseq workload, compaction will not be triggered in Co-
KV and LevelDB; thus, they have similar throughputs. Figure
2(c) presents the throughputs of Co-KV and LevelDB under
fillrandom workload. The size of the data set is approximately
between 20GB and 110GB. Throughput for LevelDB ranges
from 2.0MB/s to 3.1MB/s.
In contrast, the throughput in Co-KV is about twice as
great as that in LevelDB. The value ranges from 3.5MB/s
to 5.9MB/s, with a best improvement of about 2.0x. As data
volume increases, much more compaction is triggered and
write amplification becomes higher. In this case, throughput
is degraded both in Co-KV and in LevelDB. Co-KV reduces
write amplification by up to 36.0% due largely to its parallel
and collaborative compactions in Co-KVH and Co-KVD. It
is concluded that Co-KV relieves the run-time cost in the
process of compaction to achieve better throughput compared
with LevelDB.
2) Experiment based on YCSB: A number of workloads
are configured on the basis of varied ratios of read to write,
size of data set (under load or run operations), and record size
in YCSB. Throughput (operations per second, ops/sec), write
amplification, and average latency in YCSB are employed to
evaluate Co-KV under YCSB workloads.
Different Run Data Volumes (Load 20GB database,
Record size = 1KB): A workload (in Table II) with 100
percent update operations and Zipf distribution is configured in
YCSB. The record size is 1KB, load 20GB database and five
types of databases are configured during running. As shown
in Figure 3(a), Co-KV improves the throughput (ops/sec) to
2.0x at the least (run 100GB database) and 2.2x at the most
(run 20GB database) compared with LevelDB. 100% update
operations in this workload can cause lots of compaction for
LevelDB or Co-KV to degrade its throughput. In Co-KV,
the device-side Co-KVD runs about half of the compaction
operations in LevelDB. The host- and device-side compaction
operations can be executed in parallel. These features of Co-
KV contribute to its better throughput than that in LevelDB.
Similarly, write amplification is noticeably improved in Co-
KV in comparison with that in LevelDB (see Figure 3(b)). In
the best case, write amplification in Co-KV is decreased to
about 71.0% what it is in LevelDB under load 20GB and run
80GB database based workload. Note that write amplification
degrades the overall performance. As Figure 3(c) shows, the
average latency of update in Co-KV is optimized by about
50.0% ∼ 54.0% compared to that in LevelDB.
Different Read and Update Ratios (Load 10GB, Run
20GB database, Record size = 1KB): In the experiment, we
configure the ratio of read and update operations (get/put) in a
workload to evaluate the throughput for Co-KV. This workload
has 10GB load database, 20GB of run database, and 1KB of
record size. The read operation is configured as 10%, 30%,
50%, 70%, and 90%, respectively. The throughput in Co-KV
shows to be 7186ops/s, 8820ops/s, 11578ops/s, 15428ops/s,
and 21415ops/s under 10%-, 30%-, 50%-, 70%-, and 90%-
read workloads. Although the throughput in LevelDB has the
same tendency, the value of throughput (ops/sec) is smaller
than that in Co-KV under the same workload. Firstly, the
update operations in Co-KV or LevelDB induce compaction
which affects its throughput. More update operations (such
as 90% update) can trigger compaction which cuts down
the throughput for both Co-KV and LevelDB. Secondly, Co-
KV with improved compaction has better throughput than
LevelDB (see Figure 3(d)).
VI. DISCUSSION AND FUTURE WORK
We hope that this work can provide insights into a new
research field of compaction improvement using collaboration
of host and device for LSM-tree based key-value stores in
perspective of system-level parallelism. Our Co-KV is also
applied into other LSM-tree based key-value stores on an
SSD capable of near-data processing. Characterized by a
compaction offloading scheme and the semantic management
between host and device, Co-KV makes transparent to users
the subsystem with the NDP model in the device, and is fully
compatible with the application interfaces in LSM-tree based
storage systems. Therefore, Co-KV enjoys flexibility for key-
value storage system.
In this work, the Co-KVH is derived from LevelDB and
demonstrates a relatively large compaction improvement in the
host side. One of our future work is to design and implement a
new dynamic Co-KVH -based scheme to improve compaction
in the host for Co-KV. In addition, we will primarily address
the implementation complexity in the Offload manager, Co-
KVH manager, Co-KVD manager, and semantic manager to
deploy Co-KV on a real-world platform in the future.
VII. CONCLUSION
Compaction has an adverse effect on the performance
of LSM-tree based key-value stores. Existing work mostly
concentrates on alleviating compaction in the host level. The
collaborative improvement for compaction is rarely taken into
account. We propose a system-level Co-KV to minimize the
consumption of compaction in the LSM-tree based key-value
stores. It employs the near-data processing model in the device
and takes full advantage of the collaborative computation on
both host and device. Co-KV divides a compaction into two
portions, which are offloaded into host and device, respec-
tively. Collaborative compactions are performed in parallel.
Our Co-KV achieves better performance than LevelDB in
terms of write amplification, throughput, and latency under
db bench and YCSB workloads.
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