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Abstract
This paper presents a novel electronic nose (E-nose) data pre-processing method, based on a recently developed non-parametric
kernel-based modelling (KBM) approach. The proposed method is tested by an automated odour detection and classification
system, named ”NOS.E”, developed by the NOS.E team in University of Technology Sydney. Experimental results show that
when extracting the derivative-related features from signals collected by the NOS.E, the proposed non-parametric KBM odour data
pre-processing method achieves more reliable and stable pre-processing results comparing with other pre-processing methods such
as wavelet package correlation filter (WPCF), mean filter (MF), polynomial curve fitting (PCF) and locally weighted regression
(LWR). Based on these derivative-related features, the NOS.E can achieve a 96.23% accuracy of classification with the popular
Support Vector Machine (SVM) classifier.
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1. Introduction
Electronic nose (E-nose) is capable of identifying chemical
compounds through sensing and analysing odour molecules. As
a kind of machine olfaction, E-nose plays a significant role in
the odour analysis area and has received considerable attention
from researchers all over the world [1–4]. The E-nose system
comprises a set of active gas sensors that detect the odour and
transduce the chemical vapours into electrical signals [1, 2].
The odour ”fingerprint” captured by the gas sensors can then
be analysed and identified with pattern classification methods,
e.g., Principal Components Analysis (PCA), Cluster Analysis
(CA), Support Vector Machine (SVM), and Artificial neural
networks (ANNs). E-nose has been extensively applied in the
areas of agriculture, medical diagnosis, environmental moni-
toring and protection, food safety, the military, cosmetics and
pharmaceuticals [1, 4–11].
Currently, by using different E-nose platforms, the stud-
ies on E-nose mainly focus on two different parts: 1. The
design of hardware system (such as sensor design and main
control system design) [9, 11–17]; 2. The algorithms for E-
nose, such as data pre-processing methods and odour classifi-
cation methods [9, 18–25]. Moreover, some researchers develop
their E-nose research based on the famous commercial E-nose
products (such as the fox E-nose (Alpha MOS, France), the
portable Cyranose 320 (Cyrano Science, USA), Airsense PEN2
and PEN3 (Airsense Analytics GmbH, Germany) [1, 26–32].
These studies on E-nose have made great progress in this area.
In order to get reliable classification results for E-nose ap-
plications, data pre-processing methods are used to improve
the stability of the feature extracted from the pre-processed
odour data. These pre-processing techniques mainly include
wavelet package correlation filter (WPCF), mean filter (MF),
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polynomial curve fitting (PCF) and locally weighted regression
(LWR), etc. [33, 34]. Even though these methods are quite ma-
ture and efficient, sometimes they are unable to obtain reliable
results due to individual variations in the test system and unex-
pected responses caused by the gas interference or fluctuations
of environmental parameters [35–37]. Moreover, these unex-
pected responses treated as noises will potentially reduce the
stability and reliability of features. Experimental results will
be significantly influenced especially for the derivative-related
features which are sensitive to noises.
To seek a data pre-processing method which can overcome
the drawbacks of current data pre-processing techniques for E-
nose system, this paper proposes a novel non-parametric kernel-
based modelling (KBM) data pre-processing method. Further-
more, this method is tested by recently developed NOS.E odour
detection and identification system. The NOS.E system (shown
in Fig. 1), mainly comprises an efficient power system, an
automated air intake system, an interchangeable metal-oxide
(MOX) gas sensor array board, and a fast data acquisition
module. The target odour is drawn into the mixing chamber
by the gas sampling pump, before going into the gas chamber,
where the sensor array senses the odour stimulus.
Before applying the non-parametric KBM approach [38] [39]
in the area of E-nose data pre-processing, three standard sig-
nals (linear signal, logarithmic signal and sigmoid signal) are
used to test the performance of five different pre-processing
methods (WPCF, MF, PCF and LWR). The results (presented
in Section 3) show that the proposed method provides more
reliable pre-processing results comparing with other methods.
Moreover, these data pre-processing methods are applied on
real odour signals collected by the NOS.E system and then the
Coefficient of Variation (CoV) method is employed to evaluate
the stability of derivative-related features [40]. The CoV anal-
ysis results (listed in Table 2) for different perfumes features
indicate that the proposed method is much better than other
data pre-processing methods.
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In addition, when applying the popular SVM classifier to the
obtained features, 96.23% accuracy of classification is achieved
based on the proposed method. On the other hand, the WPCF
data pre-processing method has 94.12% accuracy of classifi-
cation which is the second highest compared with other data
pre-processing methods (68.57%, 87.80%, and 71.50% accuracy
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Figure 1: Block Diagram of NOS.E System.
The paper is structured as follows. Section 2 is devoted
to the experimental setup. Data pre-processing methods are
developed in section 3. Section 4 provides experimental results
and analysis discussion. The conclusions are drawn in section 5.
2. Experimental Setup
2.1. Data Pre-processing Simulation Setup
In this paper, three different standard simulated test signals
(as shown in Fig 2): linear signal (Lin) y = x; logarithmic
signal (Log) y = log(x) and sigmoid signal (sig) y = 1
(1+exp(x))
are used to test the performance of five different pre-processing
methods (KBM, WPCF, MF, LWR and PCF). Firstly, these
signals are polluted by Gaussian noises with the Signal-to-Noise
Ratio (SNR) ranging from 10dB to 50dB. Then the polluted
signals are processed by the five different data pre-processing
methods. Finally, the Normalized Root Mean Square Error
(NRMSE) is used as a criterion to determine the goodness-of-fit
between the pre-processed signals and the original signal, where
the NRMSE costs vary between -Inf (bad fit) to 1 (perfect fit).
2.2. Perfume Test Experimental Setup
In this paper, the NOS.E system are used to detect two
different kinds of perfume samples (bought from David Jones,
Bondi Junction, Sydney, Australia) to verify the performance
of the proposed data pre-processing method. The diagram of
NOS.E perfume test experimental setup is shown in Fig. 3.
Users can operate the NOS.E system via a touchscreen Pad.
The integral components of this system are assembled in a car-
rying case. The sensor array in NOS.E equipment is composed
of ten commercially available metal oxide gas sensors: TGS
2611E, TGS 2612, TGS 2610D, TGS 2611C,TGS 2610C, TGS
2602, TGS 2600, TGS 2620, TGS 2603, and TGS 2602. The

























Figure 2: Simulated Test Singals.
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Figure 3: Diagram of NOS.E Perfume Test Experimental Setup.
input gases are sensed by the sensor array, converted to digital
signals and then sent to the host computer for data processing.
In this paper, perfume I is CHANEL Chance, and perfume II
is CHANEL Gabrielle. The test protocol of the NOS.E system
are listed as following steps (using perfume I as an example).
• 1. Prepare the test sample;
Prepare 1mL perfume using a 10mL headspace vial.
• 2. Power on NOS.E equipment and open all the actuators
to warm up the NOS.E equipment for 60 minutes (to make
sure the equipment works at the ideal working status);
• 3. Set up the test time for each phase using the NOS.E
Analyser;
Chamber washing time for 300 seconds; Vacuum I for
10 seconds; Baseline setup for 20 seconds; Vacuum II for
10 seconds; Test time for 90 seconds; Baseline recovery
for 90 seconds and Chamber washing II for 300 seconds.
• 4. Connect the test sample I;
As shown in Fig. 1, the headspace vial has two sampling
needles, one for the fresh air input and the other for the
target gas output to NOS.E equipment.
• 5. Configuration;
Click Configuration button on the user interface to send
all the operating parameters and instructions to the slave
computer.
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• 6. Baseline set up;
Click Baseline Set up button, and the NOS.E system
will start to collect the data until the baseline recovery
phase is complete.
• 7. Save the data;
Once the test is completed, the data will be saved in
the local folder automatically.
• 8. Review the test results;
Click Analyser button to review the sensor responses
and key features.
• 9. Repeat the same sample followed from steps 5 to 8
for ten times, and these repetitions are counted as ten
acquisitions.
Followed by the NOS.E odour test protocol, 60 perfume sam-
ples (30 perfume I samples, 30 perfume II samples) are collected
by the NOS.E system. Each sample is collected 10 times, hence,
600 odour datasets (300 perfume I datasets, 300 perfume II
datasets) are analysed. The odour datasets used in this paper
are obtained under 25 ℃ to 27 ℃ ambient temperature and
50% RH ambient humidity.
3. Methodology
In this section, a new non-parametric KBM method is ex-
ploited to model the gas sensor response [38, 39, 41]. Unlike
most of the previous data pre-processing methods, in which the
denoising is based on the filtering techniques, our approach re-
duces the noise based on non-parametric modelling to improve
the classification accuracy; nevertheless, the identification of
the model is based on the raw data.
Generally, the researchers use filtering based methods to pro-
cess the raw data of the MOX gas sensor response. However,
sometimes, the filter based pre-processing methods cannot ob-
tain the desired effects due to the individual variation of the
test system and the unexpected responses caused by the in-
terference gas [35–37]. Especially, as the filter based methods
cannot always guarantee the smoothness of the filtered signals,
in feature extraction stage, unacceptable outliers might be gen-
erated. In order to obtain a better result and facilitate the
automated feature extraction, we adopted a non-parametric
modelling method which applied the finite impulse response to
describe the systems characteristics.
In this paper, t with sampling time T is selected as the time
index. The relationship between the gas input (u), which can
be approximately treated as a step stimulation, and the gas
sensor response (y) can be described by a single input single
output (SISO) dynamic system. Hence, the discrete time out-
put y can be calculated by the impulse response (IR) of this





−ku(t)+ε(t), k = 1, 2, 3 · · · ,∞, t = 1, 2, 3 · · · , N
(1)
where g0k represents the coefficient of the impulse response. q
represents the shift operator, i.e. qu(t) = u(t + 1), ε(t) is the
Gaussian white noise.
Considering the impulse response decays exponentially for
linear stable systems, we here express the system by using the





−k, c = [g1, g2, · · · , gm]T . (2)
Hence, the model in Eq.(1) is able to be transferred as:
y(t) = ϕT (t)c+ ε(t), (3)
where ϕ(t) contains the input information of the system:
ϕ(t) = [u(t− 1), u(t− 2), · · · , u(t−m)]T . (4)
Then, the FIR model can be written as:
YN = φNc+ εN , (5)
where N = M −m, and M is the number of data point that
we collected. YN is a vector representation of sensor array’s
responses:
YN = [y(1), y(2), · · · , y(t), · · · , y(N)]T , (6)
where y(t) denotes the t-th element of YN .
εN is a vector representation of Gaussian white noise:
εN = [ε(1), ε(2), · · · , ε(t), · · · , ε(N)]T , (7)
where ε(t) denotes the t-th element of εN .
The i-th row of φN ∈ RN×m is [u(m + i − 1), u(m + i −
2), · · · , u(i)].
Assuming that function g ∈ Rm, then function g in the reg-
ularisation term can be projected into a reproducing kernel
Hilbert space (RKHS).
The IR model can be identified by minimising the cost func-
tion:
ĉ = arg min
c∈Rm
||YN − φNc||22 + γcTP−1c, (8)
where P represents the kernel matrix which is defined as:
p(i, j) = e−ρ‖i−j‖
2
, ρ > 0. (9)
The estimated IR model from Eq.(8) can provide better and
smoother results comparing to LASSO (Least Absolute Shrink-
age and Selection Operator) or Ridge regression using the prior
information in kernel matrix P−1 [39]. Furthermore, as the
system is stable, after a while, the impulse response will close to
zero. Hence, when m is too big, we expect that the last several
parameters of the estimated FIR approach to zero. Therefore,
an extra L1 regularisation was added to sparsify the transfer
function identified, and the cost function can be rewritten as:
ĉ = min
c∈Rm
||YN − φNc||22 + γcTP−1c+ α||c||1. (10)
where α is a positive coefficient to control the trade off be-
tween L1 regulariser and kernel regulariser γcTP−1c.
The above equation can be considered as a special case of
elastic net [42] which the L2 norm regularisation is weighted
by kernel matrix P−1. We here rearrange Eq.(10) and define









where B is the upper triangular matrix from Cholesky factori-


















































































































































Figure 4: Simulated Response Comparison for Different Data Pre-processing Methods.
Then, the cost function Eq.(10) can be written as:
ĉ = min
c∗∈Rm
||Y ∗N − φ∗Nc∗||22 + α||c∗||1, (13)
where c∗ is defined as:
c∗ =
√
1 + γc. (14)
Due to the limitation of the input signal, the input matrix
φTNφN is not orthogonal.
As efficient algorithms for solving wide classes of convex
optimization problems, interior-point methods are always ef-
ficient in terms of computation time and resource consump-
tions [43]. The Eq.(13) is convex but not differentiable. The
L1 regularisation LSP (Least Squares Problems) can be trans-
formed to a convex quadratic problem, with linear inequal-
ity constraints. Therefore, we adopt an interior-point method
(primal-dual interior-point method) [44] for this L1 norm reg-





4. Experimental Results and Discussion
4.1. Data Pre-processing Simulation Results
The data sets list in Table. 1 come from the average of
100,000 times simulations, which show the goodness-of-fit test
results for three test signals. According to this table, although
PCF achieves higher goodness-of-fit results for linear signal
(SNR from 20dB to 50dB), the proposed non-parametric KBM
method can also achieve quite close results. As for the logarith-
mic signal and sigmoid signal, the proposed method achieves
higher goodness-of-fit results than the other methods, which
indicates the signals processed by the proposed method are
more close to the original signals. Therefore, the proposed non-
parametric KBM method provides more reliable pre-processing
results. Moreover, since the original test signals (linear signal,
logarithmic signal and sigmoid signal) are smooth and noise-
less, when using these signals to evaluate the different data
pre-processing methods, the method achieves higher goodness-
of-fit is considered as a more smooth method. In addition, the
simulated response results (see Fig. 4) for different data pre-
processing methods indicate that the proposed method can pro-
vide more smooth results compared with other pre-processing
methods.
4.2. Perfume Test Results
Based on the different data pre-processing methods, perfume
I is used as an example to show the waveforms for the sensors
which have response to the test samples, and results are plotted
in Fig. 5. From this figure, it can be more directly seen that
the proposed non-parametric KBM method can provide more
smooth response waveforms compared with the other methods.
Therefore, the proposed method can achieve much more reliable
derivative-related features.
In odour classification stage, the features are often extracted
from the data recorded until the steady-state response of gas
sensors reached. Feature extraction methods generally fall into
two categories: the human-supervised extraction based on ex-
pert knowledge and the automatic feature extraction methods
that are completely data-driven. In this study, we have ex-
tracted the features by using a human-supervised method as
the proof-of-concept of the presented method. Considering the
derivative-based features are sensitive to noises, to demonstrate
the effectiveness of our proposed method in dealing with noised
signals, we in particular chose six derivative-based features
commonly used by other works [45, 46]: the response of the
maximum 1st-order derivative (Dres), the response of the max-
imum 2nd-order derivative (Dresx), the response of the mini-
mum 2nd-order derivative (Dresn), time interval between gas-
in and maximum 1st-order derivative of response (tDres), the
time interval between gas-in and maximum 2nd-order deriva-
tive of response (tDresx), and the time interval between gas-in
and minimum 2nd-order derivative of response (tDresn). The
diagram of these features is shown in Fig. 6.
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Figure 5: Data pre-processing Results for Perfume I.


































Figure 6: Features from the signal used for classification. Red line
represents the time of gas-in, tgas−in. The green line is the time
point which has maximum 1st-order derivative of response, tDres.
The pink line is the time point which has minimum 2nd-order deriva-
tive of response, tDresn. The blue line is the time point which has
maximum 2nd-order derivative of response, tDresx. The black line
is the time point which has maximum value of response, tpeak.
All the derivative-related features listed in Fig. 6 are ex-
tracted based on the six different pre-processed datasets. Then
the Coefficient of Variation (CoV: V arcoef (x)) assessment
method was used to evaluate the stability of these features.
According to Eq. 16, a smaller CoV value will indicate the bet-
ter feature stability:




where σ(x) is the standard deviation of the feature x, and x̄ is
the mean value of the feature x.
Based on the CoV analysis results (listed in Table 2) for
features of different types of perfumes, the proposed non-
parametric KBM method has a smaller CoV value compared
with the other methods, which means this method could pro-
vide much stable feature datasets in terms of improving the
performance of the classification task.
4.3. Classification Results
Based on different data pre-processing methods (non-
parametric KBM, WPCF, MF, PCF and LWR), we extracted
six derivative-related key features for the classification of the
two types of perfumes by using the SVM classifier with RBF
kernel. We used the five-fold cross-validation method for clas-
sification. The full dataset is partitioned into training and test
sets by randomly selecting 20% of the data from each sample to
form the test set and the remaining data to form the training
set. This process was performed five times: where each data
sample appears exactly once in a test set. The five-fold cross-
validation method is run ten times and the averaged accuracy
is used to assess the perfume classification accuracy.
The classification results are listed in Table 3. Without any
pre-processing methods, the SVM classifier achieved a 62.57%
average accuracy of classification. When the odour dataset was
processed by WPCF, we achieved 94.12% average classification
accuracy. MF pre-processing method for SVM classifier has
a 68.57% average classification accuracy. PCF and LWR pre-
processing methods attained 87.80% and 71.50% average classi-
fication accuracy, respectively. According to these classification
results, the proposed non-parametric KBM method achieved
a much higher average classification accuracy (96.23%) than
other methods. The confusion matrix for the classification ac-
curacy based on different data pre-processing methods is shown
in Fig 7. The classification accuracy clearly indicates that the
proposed data pre-processing method can provide more stable
features to improve the performance of the odour classifier.
5. Conclusion
A novel non-parametric KBM odour data pre-processing
method has been presented and its effectiveness has been tested
on the recently developed NOS.E system. According to the
test results, when extracting derivative-related features, the
proposed non-parametric KBM method provides more reliable
and stable pre-processing results comparing with the other pre-
processing methods. Based on these derivative-related features,
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10dB 20dB 30dB 40dB 50dB
N/A Linear 0.0567 0.7016 0.9056 0.9702 0.9906
N/A Logarithmic 0.1713 0.7379 0.9171 0.9738 0.9917
N/A Sigmoid 0.2970 0.7777 0.9297 0.9778 0.9930
KBM Linear 0.8411 0.9492 0.9818 0.9900 0.9912
KBM Logarithmic 0.8605 0.9553 0.9843 0.9916 0.9927
KBM Sigmoid 0.8815 0.9620 0.9859 0.9914 0.9922
WCTF Linear 0.6740 0.8950 0.9605 0.9661 0.9635
WCTF Logarithmic 0.7139 0.9063 0.9568 0.9670 0.9696
WCTF Sigmoid 0.7557 0.9137 0.9573 0.9633 0.9638
MF Linear 0.7057 0.9066 0.9694 0.9875 0.9912
MF Logarithmic 0.7414 0.9179 0.9730 0.9887 0.9919
MF Sigmoid 0.7802 0.9296 0.9750 0.9860 0.9876
LWR Linear 0.7579 0.9256 0.9766 0.9923 0.9969
LWR Logarithmic 0.7936 0.9349 0.9784 0.9905 0.9927
LWR Sigmoid 0.8253 0.9432 0.9772 0.9841 0.9850
PCF Linear 0.8409 0.9498 0.9841 0.9950 0.9984
PCF Logarithmic 0.8598 0.9542 0.9815 0.9873 0.9881
PCF Sigmoid 0.8783 0.9538 0.9711 0.9735 0.9738
Note: N/A: Not Applicable; KBM: Kernel-based modelling; WTCF: Wavelet Transform Correlation Filter; MF: Mean Filter;
LWR: Locally Weighted Regression; PCF: Polynomial Curve Fitting.
NOS.E system can detect and identify two different perfumes
with a 96.23% classification accuracy by using popular SVM
classifier.
Further study will focus on the areas below: 1. Collecting
more different samples to validate the implementation of the
NOS.E system across various odour identification and classifi-
cation applications; 2. Improving the efficiency and functional-
ity of the NOS.E system by more research outputs with the pro-
posed non-parametric KBM data pre-processing method and
NOS.E hardware design optimisation; 3. Considering discrim-
inative models for feature extraction [47]); 4. Applying some
cost-sensitive classification algorithms to improve the perfor-
mance of NOS.E system [48].
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Table 2: The Odour Features’ Coefficient of Variation for Perfume I and Perfume II
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KBM WTCF MF LWR PCF N/A KBM WTCF MF LWR PCF N/A
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TGS 2610C Dresx 0.71 11.16 4.10 1.49 28.24 12.31 0.72 7.05 4.32 1.49 16.13 14.42
TGS 2610C Dresn 0.90 56.94 1.82 0.84 57.13 34.82 0.61 66.92 1.87 0.72 43.51 70.85
TGS 2610C tDres 0.59 6.32 2.28 0.80 33.66 31.17 0.66 3.42 2.59 0.97 33.87 31.48
TGS 2610C tDresx 2.22 53.52 12.31 14.02 26.18 48.91 2.58 82.42 14.96 15.59 30.55 50.81
TGS 2610C tDresn 11.07 18.50 17.10 57.13 29.37 15.93 18.69 21.88 18.14 56.91 16.13 17.70
TGS 2602I Dres 1.91 112.57 10.99 23.57 83.36 37.07 2.44 90.16 11.35 17.94 54.53 81.65
TGS 2602I Dresx 1.68 66.50 10.27 10.77 17.66 22.97 1.85 52.55 11.12 11.20 19.49 39.82
TGS 2602I Dresn 1.58 43.97 16.55 48.21 60.17 31.33 1.79 33.04 17.94 51.49 67.42 33.99
TGS 2602I tDres 10.90 30.30 17.52 120.75 37.24 16.510 13.35 33.49 19.31 95.21 15.38 19.25
TGS 2602I tDresx 3.43 103.43 14.50 34.42 109.80 43.46 2.54 73.34 13.09 20.40 64.10 80.94
TGS 2602I tDresn 2.64 85.17 16.38 8.09 18.11 22.66 3.67 87.15 17.98 3.03 15.61 41.02
TGS 2620 Dres 4.00 47.97 18.04 62.07 60.17 30.60 4.92 39.21 18.67 63.21 66.40 31.17
TGS 2620 Dresx 3.70 6.46 3.50 3.78 6.32 6.54 2.56 3.63 2.39 2.55 3.23 3.67
TGS 2620 Dresn 2.94 3.66 2.79 3.04 3.69 3.69 3.00 4.02 2.85 3.05 4.28 4.06
TGS 2620 tDres 3.94 4.36 3.69 3.89 4.33 4.41 4.60 5.17 4.29 4.56 5.12 5.23
TGS 2620 tDresx 3.34 4.18 3.13 3.52 5.15 4.23 2.93 4.00 2.74 3.15 4.49 4.04
TGS 2620 tDresn 1.12 6.78 2.05 0.95 5.63 6.04 1.19 6.57 2.25 0.73 4.60 9.89
TGS 2603 Dres 0.52 27.88 4.40 2.61 71.53 26.75 0.40 21.38 4.35 4.00 5.49 23.89
TGS 2603 Dresx 0 7.65 1.63 0.56 21.44 7.93 0.40 5.11 1.54 0.22 8.90 10.12
TGS 2603 Dresn 0 8.21 2.53 1.49 9.30 15.89 0 4.48 2.69 1.64 6.92 12.92
TGS 2603 tDres 0 6.76 3.66 0.76 5.93 43.86 0 5.35 3.98 1.02 5.24 40.47
TGS 2603 tDresx 4.66 5.65 36.88 62.61 69.01 44.10 8.71 5.49 37.96 65.71 5.49 42.65
TGS 2603 tDresn 3.03 36.98 5.91 58.37 79.67 53.22 0 14.10 3.16 37.05 22.34 46.67
TGS 2602II Dres 0 10.71 9.56 0.53 36.24 49.88 0 8.50 4.41 0.70 38.62 53.05
TGS 2602II Dresx 0.10 12.20 7.82 52.17 15.26 41.60 0.06 5.53 8.93 55.90 14.76 39.37
TGS 2602II Dresn 0.66 20.53 12.96 9.22 60.15 38.52 0.43 20.77 9.78 16.62 53.35 39.57
TGS 2602II tDres 1.33 43.22 17.30 42.88 65.11 48.52 3.46 17.41 13.45 44.96 34.93 40.79
TGS 2602II tDresx 2.52 17.24 33.01 5.96 9.05 40.38 3.82 18.06 26.64 2.11 6.67 44.34
TGS 2602II tDresn 0 9.60 23.55 38.84 76.17 39.82 0 5.75 26.79 40.32 75.87 40.30
Table 3: Classification Results
Pre-processing Method Parameters of Pre-processing Method Average Accuracy of SVM Classification (%)
N/A N/A 62.57
Kernel-based modelling method Kernel = RBF , ρ = 0.0005, m = 200 96.23
Wavelet Package Correlation Filter Wavelet = Daubechies− 3, Level = 5 94.12
Mean Filter Window width = 7 68.57
Polynomial Curve Fitting Order = 3 87.80
Locally Weighted Regression τ = 5 71.50
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Figure 7: The confusion matrix for the classification accuracy for different data-preprocessing methods.
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