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An Ecological Model 
A model is an imperfect and abstract representation of the real 
world phenomenon. Any such representation in terms of mathematics is 
said to be a mathematical model. In this thesis, an ecological model 
means a mathematical model that represents an ecological phenomenon 
such as the interaction of species to each other and to their 
environment. 
The principal objective of all ecological models (which incorporate 
relatively a few key parameters) is of uncovering the rules, interactions 
and constraints that govern the complex systems which they represent. 
Mathematical models were developed primarily in the physical sciences, 
physiology and applied sciences such as fisheries and wildlife 
management. But lately, mathematical models have been quite 
successfully used to describe and predict the behavior of complex living 
systems particularly the ecological systems. 
Classical Lotka-Volterra Predator-prey and Competition Models 
Kolmogoroff [6] (see also Rescigno and Richardson [14]) devised a 
general model for interacting species formulated by 
^ = X F ( X , Y) 
at 
^ = Y G ( X , Y ) (^•" 
dt 
Functions F and G in (A.l) denote per capita growth rates of species X 
and Y respectively. Obviously, classical Lotka-Volterra models are 
special cases of (A.l). Some other important and interesting particular 
cases of (A.l) are due to Leslie [7], Rolling [4], Rosenzweig and 
MacArthur [15], Ayala [2], Barker [3] and May [10]. 
Inspite of the fact that analytical solutions to most of the classical 
models have been quite successfully demonstrated, the situations 
described by them are far from those observed in natural populations. 
One can consider the case of well-known oscillating hare-lynx 
populations of Canada. Although these populations exhibit stable limit 
cycles of a predator-prey system but as May [10] points out these 
populations can not be taken as an illustration of neutral oscillations of 
classical Lotka-Volterra model. Furthermore, in many cases the behavior 
of the laboratory populations grown under strictly controlled conditions 
has been quite different from that predicted by mathematical models 
proposed to describe the specific nature [11,13]. These citations show 
proposed to describe the specific nature [11,13]. These citations show 
that classical models indeed represent a very restrictive class of 
situations. Over the course of time, theoretical biologists and applied 
mathematicians have modified the classical models and models 
methodologies in many ways. 
Various Factors Incorporated in this Thesis Model Systems 
The thesis discusses in detail the importance of these factors. One may 
refer to [1,5,8,9,12] for related literature 
G Prey Defensive Switching Behavior 
G Age-structure 
Q Delays 
Q Density Dependence 
Q Gompertz Interactions 
The present thesis comprises five chaptres under the titles : 
Chapter-I : Introduction, Synopsis of the work and Methodology 
Chapter-II : Coexistence of Species in a Defensive Switching Model 
Chapter-III : Evolutionarily Stable Strategies for Prey Defensive 
Switching 
Chapter-IV : A Predator-specific Defense Model with Age-structure 
Chapter-V : Oscillations in Exactly Solvable Predator-prey Volterra 
type Models 
In Chapter-II, we consider a mathematical model of two-predators and 
one-prey system which has the defensive switching property of predation -
avoidance. We assume that the prey remains vigilant against relatively abundant 
predator species and guards against it by switching to another (relatively rare) 
predator species. We analyze how the intensity of defensive switching affects 
the stability of the model system. It is seen that the system generally has a 
stable three species coexisting equilibrium state. In the special case that the 
intensity of defensive switching equals one and the two predators have the 
same mortality rates, it is shown that the system asymptotically settles to a 
Volterra's oscillation in three-dimensional space. It is observed that a 
sufficiently small or sufficiently large value of intensity of defensive switching 
can make the system unstable. Finally, it is shown that the handling time may 
have a stabilizing effect on predator-prey systems with defensive switching. 
In Chapter-Ill, we consider a predator-prey system in which two 
predators share a single prey and the prey defends itself against 
predators by adopting defensive switching strategy. To illustrate how the 
defensive switching strategy can evolve under natural selection, 
dynamical behaviors of two-predators and one-prey system are studied. 
It is assumed that the defensive strategy of the prey against a predator 
species is regulated mainly by two parameters: the relative alertness of 
the prey, u, and the intensity of the defensive switching, n. Assuming 
that the system is encountered with immigrant prey species with altered 
defensive switching parameters one after another, we study the 
conditions of replacement of the native prey by the immigrant prey. It 
is seen that the system eventually attains an evolutionarily stable state 
such that no entry of an immigrant prey is possible. It is noticed that 
unless some trade-off relation exists between u an n, the evolutionarily 
stable state is not unique, but it is given by a set of parameters {u,n} 
which form a curve designated "ESS line". Therefore, if a number of 
two-predators and one-prey systems are allowed to evolve independently, 
each system will reach a different state on the "ESS line" through a 
different course of mutational events. The strategy leading to optimal 
(minimum) prey consumption by both predators is also discussed in 
relation to the "ESS line". 
Chapter-IV contains a two-predator, one-prey model with prey defensive 
switching. We introduce delays for the first time in such a model. To this end, 
we assume that one of the predator species has age-structure that significantly 
affects its fecundity. The type of the delay we consider in this chapter is that 
due. to age-specific maturation periods. We employ the construction of 
Liapunov fimctionals and Krasovskii methods respectively to analyze two 
special but equally generalized cases of the main model called Model A and 
Model B. We give sufficient conditions for the asymptotic stability of the 
positive equilibrium of each model. In contrast to the generally held tenet in 
population biology that large delays cause instabilities, main results of this 
chapter suggest that large maturatoin periods can promote the coexistence of 
two predators and a single prey that exhibits defensive switching property. 
In Chapter-V, we consider a Volterra type two species competing 
system with Gompertz type interactions and compare its stability with 
the model system of Takeuchi and Adachi [16] that has no Gompertz 
interactions. We see that although our system predicts a larger region of 
coexistence of species as compared to [16], it still exhibits non-
oscillatory behaviour of species. We show that addition of one or two 
predators to this system may cause oscillations in species and that now 
the patterns of species may be (i) coexistence at the globally stable 
equilibrium and (ii) coexistence in the periodic motion of Hopf-type 
(limit cycle). We emphasize that though our results seem to be similar 
to those reported in [16] but in [16] the stability analysis is based on 
perturbation methods and Hopf bifurcation theory whereas our model 
systems turn out to be exactly solvable. 
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Chapter -1 
INTRODUCTION, SYNOPSIS OF THE WORK 
AND METHODOLOGY 
1.1 An Ecological Model 
A model is an imperfect and abstract representation of the real 
world phenomenon. Any such representation in terms of mathematics is 
said to be a mathematical model. In this thesis, an ecological model 
means a mathematical model that represents an ecological phenomenon 
such as the interaction of species to each other and to their 
environment. 
The principal objective of all ecological models (which incorporate 
relatively a few key parameters) is of uncovering the rules, interactions 
and constraints that govern the complex systems which they represent. 
Mathematical models were developed primarily in the physical sciences, 
physiology and applied sciences such as fisheries and wildlife 
management. But lately, mathematical models have been quite 
successfully used to describe and predict the behavior of complex living 
systems particularly the ecological systems. 
1.2 Classical Lotka-Volterra Predator-prey and Competition 
Models 
Populations in nature interact with each other on a regular long 
term basis. Two types of interactions that have been widely studied are 
of predator-prey and competitive nature. This is probably because any 
species is a part of a web constituted by species which exploit each 
other or compete for vital resources. Lotka [74] and Volterra [129] were 
supposedly the first to describe these interactions by the following 
simple differential equation models: 
—- = X(r-y,Y) [A prey-predator model] (1.1) 
at 
dY 
^ = Y(-d + Y,X) 
at 
and 
— = riX(Ki-X-Pi2Y)/Ki [A competition model] (1.2) 
dt 
^ = r,Y(K,-Y-P2,X)/K2 
In model (1.1), X = X(t) and Y=Y(t) are the population sizes of the 
prey and the predator species at time t respectively, r is the intrinsic 
growth rate of the prey species in the absence of the predator, d is the 
death rate of the predator species, y^ and y^ are constants describing the 
loss of the prey and the gain of the predator species respectively. In 
model (1.2), X and Y represent the population sizes of two competing 
species, r. are the intrinsic growth rates and K. are the carrying 
capacities of the two species when living alone in the habitat and 
3. (>0) are the competition coefficients which measure the degree of 
inhibition of species i due to the presence of species j . 
Kolmogoroff [67] (see also Rescigno and Richardson [105]^ devised 
a general model for interacting species formulated by 
^ = X F ( X , Y) 
at 
^ = Y G ( X , Y ) ^'-'^ 
dt 
Functions F and G in (1.3) denote per capita growth rates of species X 
and Y respectively. Obviously, models (1.1) and (1.2) are special cases 
of (1.3) for particular forms of functions F and G. Some other 
important and interesting particular cases of (1.3) are due to Leslie 
[72], Holling [59], Rosenzweig and MacArthur [110], Ayala [7], Barker 
[9] and May [79]. 
Inspite of the fact that analj^ical solutions to most of the classical 
models have been quite successfully demonstrated, the situations 
described by them are far from those observed in natural populations. 
One can consider the case of well-known oscillating hare-lynx 
populations of Canada. Although these populations exhibit stable limit 
cycles of a predator-prey system but as May [79] points out these 
populations can not be taken as an illustration of neutral oscillations of 
Lotka-Volterra model (1.1). Furthermore, in many cases the behavior of 
the laboratory populations grown under strictly controlled conditions has 
been quite different from that predicted by mathematical models 
proposed to describe the specific nature [84,97]. These citations show 
that classical models indeed represent a very restrictive class of 
situations. Over the course of time, theoretical biologists and applied 
mathematicians have modified the classical models and models 
methodologies in many ways. 
1.3 Various Factors Incorporated in this Thesis Model Systems 
and their Importance 
1.3.1 Prey Defensive Switching Behavior 
Just as predators show preference for most abundant prey species 
given the choice from among several preys [1,3,65,81,92,93,94,111, 
114,124], the prey species exhibits antipredator behavior when it has to 
deal with more than one predators. Many reported studies reveal this 
fact [14,34,64,66,68,91]. If a prey is eaten by two or more predator 
species, this prey may have either non-specific defense (effective against 
all predator species) or predator-specific defense (each behavior is 
effective against one predator species) [77,118]. Ecological biologists 
have studied many ways in which potential prey attempt to avoid 
predators [14,34,64,66,68,91]. These antipredator behaviors include 
habitat selection [37,119], vigilance [71,88], crypsis [35], aposematic 
coloration and the associated distastefulness [43], and, when the prey 
are plants and predators herbivores, various secondary compounds [20]. 
Many of these studies have tried to explain observed patterns in 
antipredator behaviors in terms of the costs and benefits of different 
levels of prey investment. However, in the recent past, an interest has 
evolved in how these antipredator behaviors influence the population 
dynamics of predator-prey systems [54,64,77,86,99,122]. 
The idea of introducing individual behaviors into simple predator-
prey models is not new. A sizable literature concerns itself with the 
"functional response" of predators, how predators react to different prey 
densities, and how this reaction changes predation rates [1,53]. 
Compared to this, a few studies on the effects of prey behaviors are 
found in literature. Sih [118] studies the case when prey momentarily 
make themselves more visible to many predators if they are disturbed. 
McNair [86] investigates the general role of prey refuges on the 
dynamics of the predator-prey system. Abrams [2], in a setting 
including three trophic levels, determines how the behavior of 
consumers influences interactions among resources, consumers and 
predators. Ives and Dobson [64] incorporate antipredator behavior effects 
in one-predator and one-prey system and explore the population dynamic 
consequences of antipredator behavior by comparing systems in which 
the efficiencies of antipredator behaviors differ. By considering a 
specific model, they show that antipredator behaviors tend to decrease 
the oscillatory dynamics inherent in model predator-prey systems. 
Matsuda et. al [77] investigate both the short and long term effects of 
one predator on the fitness of another predator species when both share 
a common prey species. Using a very abstract model, they argue that 
antipredator behavior generally promotes the coexistence of "competing" 
predators. Hori [62] reports a simple example of predator-specific 
defense from Lake Tanganyika. There he finds two phenotypes namely 
dextral and sinistral of scale eating cichlid fish, P. microlepis. These 
phenotypes attack the prey from two different directions, while the 
dextral individuals having a right-handed jaw attack the prey from the 
left hand side, the sinistral individuals with left-handed jaw attack from 
the right side. When one of the two phenotypes, for example dextral 
individuals, is more abundant in the population, prey fishes tend to 
guard more against attacks to their left side, which results in sinistal 
individuals (rare type) gaining greater hunting success. Hori [62] 
observes that phenotype frequency fluctuates and is maintained by 
frequency dependent selection. Takahashi and Hori [122] give a detailed 
genetic model and confirm the idea (earlier floated by Hori [62]) that 
the oscillations in phenotypes frequency in Lake Tanganyika are due to 
the differential hunting success and its delayed effect on reproduction. 
We consider in Chapters II and III two model systems representing 
situations where two predators share a common prey and the prey 
species adopts defensive switching behavior against predators. While in 
Chapter-II, we analyze how the intensity of defensive switching behavior 
affects the stability of the model system, in Chapter-Ill, we study 
conditions under which an immigrant prey with a different defensive 
switching strategy can or can not enter an already existing two 
predators-one prey system. In Chapter-IV again, we analyze a prey 
defensive switching model but with age-structure in one of the predator 
populations. 
Now we discuss why age-structure of populations is important and 
crucial. 
1.3.2 Age-structure 
There are many examples where age plays an important role in the 
dynamics of interacting populations (Wilbur [134]). This review presents 
several cases where juveniles compete with juveniles and adults compete 
with adults. Werner [135] discusses sunfish of different sizes where 
juveniles of the larger species compete with adults of the smaller 
species for food items of similar size. There are many examples of 
prey populations where individuals in age also differ in vulnerability to 
predation. For instance, juveniles are more vulnerable than adults in the 
moose populations of Isle Royale [4] while adults are more vulnerable 
stage in periodical cicada [73]. Nielson [96] considers interaction 
between walleye and yellow perch where the major diet item for adult 
walleye is juvenile yellow perch (see also [70] and references there in). 
Dayton [30] studies how Balanus cariosus and Mytilus Californianus 
escape predation by Thais by growing to a large enough size. Among 
insects, there are numerous examples where predation is only on young 
individuals (see e.g. [53] and [95]). Among vertebrates, however, it is 
expected that predation will be on all ages but somewhat greater on the 
youngest and the oldest individuals because they are most vulnerable 
[87,106]. Obviously, none of these situations can be described by a 
mathematical model unless it incorporates the age-structure of the 
population. It is for the same reason that the Kolmogoroff model and 
for that matter all models of Kolmogoroff type fail to represent any 
age-structured population. 
The early age-dependent population growth models are due to 
Sharpe and Lotka [117], McKendrick [85] and Von Foerster [130]. Since 
the formulation of our model system in Chapter-IV will be based on 
McKendrick-Foerster model, we briefly discuss this model in the 
following : 
Mckendrick-Foerster Model 
Let p(a,t) be the density distribution of individuals of a population 
of age a at time t. The unit of p(a,t) is given by the unit of the 
population divided by the unit of time. Accordingly, the population at 
time t comprising of individuals of ages between aj and a^  will be 
f'V(a,t)da 
• l a , 
and the total population at time t, denoted P(t), will be 
P(t) = fp(a,t)da (1.4) 
Let the removals and additions of individuals to the population be 
governed by the following equations usually known as the balance 
equation and the recruitment equation respectively. 
ap(a,t) ap(a,t)_ , , . . . . . 
—^r~ •*" —^— -I^(a)p(a, t) da. dt 
p(0,t) = JJf(a)p(a,t)da (1.5) 
Non negative functions ^ and f in (1.5) respectively represent the age-
specific mortality rate and the facundity rate of the population. 
Equation (1.5) together with the initial condition 
p(a,0) = m, (1-6) 
where (j)(a) represents the initial age distribution of the population, 
completes the Mckendrick-Foerster model. 
It may be noted that although model equations (1.5)-(1.6) describe 
the dynamics of a single population with age-structure, two or more 
such equations can be used to represent the age-structured interacting 
populations with the inclusion of suitable interaction terms. Relevant 
literature on age-structured single species models contains many papers 
including Gurtin and Levine [48,49], Gushing and Saleem [29], 
Frauenthal [38], Goleman and Frauenthal [16] and Diekmann et. al [31]. 
On the other hand, for age-structured interacting population models, one 
may refer to Smith and Mead [121], Auslander et. al [6], MacDonald 
[75], Gushing [25,28], Thompson et. al [126], Freedman and Rao [40], 
Saleem [112,113], Hastings [55], Gopalsamy [45], Saleem et. al [115]. 
Authors of these papers mostly deal with age-structured predator-prey 
interactions. 
Age-structure can be an important source for introducing delays in 
the populations. We emphasize on this point in the next section. 
1.3.3 Delays 
Any biological mechanism which causes delay in the growth rate 
response of a population is generally considered to be a destabilizing 
agent. This is a well known tenet in population biology which also has 
quite a good theoretical support by a large variety of mathematical 
models (see e.g. [10,12,22,23,24,26,41,46,56,78,79,80,82,95]). Almost all 
these models exhibit a loss of stability of an equilibrium if the delay is 
sufficiently large. Even in those situations where the delay is small, loss 
of stability of equilibrium has been noticed though not as widely as for 
large delays. One may refer to [11,29,52,55] for situations when small 
delays cause instabilities. 
Many mathematicians and biologists contend that delays in the 
population's birth rate and/or death rate responses to environmental 
changes (including the change in population's own density) are crucial 
to the occurrence of oscillations in the population density. According to 
Ricklefs [106], only the delay mechanisms which are primarily related 
to the reproduction processes of the population are mainly responsible 
for causing oscillations in the population. For example, oscillations in 
Daphnia population are attributed to the fact that the fecundity of the 
parthenogenetic female is determined not merely by the population at a 
given time but also by all past populations to which it has been 
exposed. Furthermore in a recent study, Takahashi and Hori [122] have 
attributed the oscillations in the scale eating cichlid fish phenotypes of 
Lake Tanganyika to their differential hunting success and its delayed 
effect on reproduction. 
Delay causing mechanisms most frequently mentioned by population 
biologists are those related to age-structure, fecundity, gestation and 
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maturation periods of species [120]. The existence of an equilibrium 
(or stationary) age distribution, its stability properties and the occurrence 
of regular or even chaotic oscillations in population size, all have been 
related to age specific fecundity or to other parameters closely 
connected with it, such as maturation time, mean gestation time, age of 
maximum fecundity or with the "reproductive window" (see e.g. 
[26,29,79,97,107,131] and references therein). 
The motivation for the model system of Chapter-IV is to consider 
delays (possibly) for the first time in a prey defensive switching model. 
The type of delay we shall be interested in is that due to age-specific 
maturation periods. 
1.3.4 Density Dependence 
It has been argued in the ecological literature that density is an 
important parameter that vitally affects the dynamics of interacting 
species. Among the demographic parameters which get mostly influenced 
by the density are the population's mortality and fertility rates (see 
[36,128]). Easterlin [32,33] reports that women born in large cohorts 
have a lower fertility than women born in small cohorts. His studies 
emphasize the need to consider models with density dependent birth 
rates. On the other hand, populations with limited resources indicate 
that models with density dependent death rates should be considered, hi 
biological terms, density dependent mortality due to limited resources is 
called inhibition effect. 
The early age-structured models with density dependence are due 
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to Gurtin and MacCamy [50] and Hoppensteadt [61]. The key feature 
of their nonlinear models is the dependence of population's fertility and 
mortality rates on the total population size. More specifically, one can 
obtain the Gurtin-MacCamy model from the McKendrick-Foerster model 
(1.5)-(1.6) by assuming the mortality function, [i and fecundity function, 
f, in (1.5) dependent on the total population size, P(t), as follows: 
Gurtin-MacCamy Model 
^.*M=-^(a ,P( . ) )p(a , , ) 
da. a 
p(0,t)=ff(a,P(t))p(a,t)da 
p(a,0) = Ka) (1.7) 
Various functions in (1.7) have the same definitions as in (1.4), (1.5) 
and (1.6). Some more models with density dependence which followed 
Gurtin and MacCamy model [50] are Gurtin and Levine [48], Rorres 
[108,109], Gurney and Nisbet [47], Pruss [102], Webb [132] and 
Weinstock and Rorres [133]. 
In Chapter-IV our model formulation will be based on Gurtin and 
MacCamy model of the form 
^ + ^ = - , p ( M ) da dt 
p(0,t) = JJf(a,t) p(a,t)da a > 0 , -oo<t<oD (1.8) 
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where the fecundity f is assumed to be dependent on time through its 
dependence on total populations of two predators and one prey. Indeed, 
the dependence of f on the three populations results from the prey 
defensive switching property. 
An integro-differential equation form of the system (1.8) 
Assuming p(+oo, t)=0 for all t i.e. the density in age class a drops to 
zero as a->+Qo, integration of (1.8a) yields 
p(a,t) = B(t-a)e-^ (1.9) 
where B(t) = p(0,t) which when substituted into (1.8b) yields 
B(t) = JJ'f(a,t)B(t-a)e-^da (1.10) 
On the other hand, an integration of (1.8a) from a=0 to +co gives 
dP 
—+ ^P=B(t) (1.11) 
which, after substitution into (1.10) and an integration by parts, gives 
dP r»9f 
^+^*=r^p('-'')«"'"<^ (1.12) 
A solution of (1.12) defines the density p by means of (1.11) and (1.9). 
1.3.5 Gompertz Interactions 
It is well known that there are no nontrivial orbits in two-
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dimensional competitive Lotka-Volterra (L-V) systems. It is also well 
known that there exist closed orbits for classical one-prey, one-predator 
models of L-V types. These results are discussed in most elementary 
texts on ecology (see [39,57,79]). 
To investigate the question of periodicity, some isolated examples 
have been found of three-dimensional competitive L-V systems with 
periodic orbits [19,58,136,137] and others with nonperiodic oscillations 
[83,100,116]. The question of periodicity has also been investigated for 
L-V type predator-prey systems. Here again, a few isolated examples 
have been reported of two-prey, one predator systems with oscillations 
in species in the form of limit cycle [42,63] or quasi cyclic motion 
[127] also called spiral chaos [44]. 
It is clear from the references cited above that as yet a very little 
is known about the dynamics of n-dimensional L-V systems for n > 2. 
In three dimensions, some authors have used extensive matrix analysis 
to determine the dynamics at an equilibrium for its linearization 
[8,15,21] but this type of analysis is notoriously difficult to generalize 
and provides only local information. Others have used Liapunov 
methods and Hopf bifurcation theory and have even taken numerical 
routes to discuss the dynamics of L-V type systems (see 
[19,58,63,123,136]). 
In order to do away with both (i) the notoriety of extensive 
matrix analysis involved with the linearization process and (ii) the 
lengthy and at times cumbersome computations of stability criterion 
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involved vi^ ith Liapunov methods and Hopf bifurcation theory, we 
consider in Chapter V, the two-prey, one-predator systems and two-prey, 
two-predator systems with Gompertz type interactions (see [98]). Our 
motivation for introducing Gompertz law also lies in the superiority of 
Gompertz law over the logistic law. Since ideal living conditions prevail 
in the initial stage, there should be very rapid growth initially. 
Compared to the logistic law, the Gompertz law exhibits faster early 
growth but a lower approach to the asymptotic with a longer period 
than linear growth about the point of inflexion. Moreover, the 
consideration of Gompertz type interactions in Chapter-V greatly 
facilitates the calculations for providing similar results to bifurcation 
theory. 
1.4 Mathematical Preliminaries and Methodology 
1.4.1 The concept of Equilibrium Points 
Let the following system of autonomous differential equations be 
given 
^ = f(x(.)) (,. ,3) 
where xeR" and f : R"^R" 
Definition 1.1 
A point x'eR" is said to be an equilibrium point (or stationary 
point or steady state or critical point) of the system (1.13) if 
f (x*) = 0 
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Since the constant function x(t) = x* satisfies (1.13), it is also called 
an equilibrium solution of the system (1.13). 
1.4.2 The Characteristic Equation 
Supposing, the linearization of the system (1.13) about its 
equilibrium point x* gives 
^ = A U ( t ) (,. ,4) 
at 
where A is a constant n x n matrix and U(t) is a small deviation of 
the solution x(t) from the equilibrium x*, then the equation 
p(;^) = det (A-Xl) 
is called the characteristic polynomial and 
V(X) = 0, (1.15) 
the characteristic equation of the matrix A. The roots Ti of the 
characteristic equation (1.15) are called the characteristic roots or eigen 
values of the matrix A. The equation (1.15) is sometimes also called 
the characteristic equation of the linearization (1.14). 
1.4.3 Stability Theorem 
The following theorem gives the asymptotic stability of the system 
(1.14). Its proof can be found in [17,89]. 
Theorem 1.1 
The equilibrium point U=0 of the system (1.14) is asymptotically 
stable if and only if all the eigen values of the matrix A have negative 
real parts. 
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1.4.4 Routh-Hurwitz Criteria 
Writing the equation (1.15) in the form 
±ip(X) = r + a , r ' + +a„.,;\.+a„=o, (1.16) 
the presence of a negative coefficient a^  implies that there is a real 
positive root of (1.16). When all the coefficients are positive there are 
various ways of testing whether all real parts of the roots are negative. 
The standard method is to evaluate alternate members of the set of 
Routh-Hurwitz determinants, 
D _ = m+l 
a, 
1 
0 
0 
a3 
^ 2 
a, 
1 
a. 
a4 
a3 
^2 
a2m+l 
a, 
2m 
a2m-l 
^ m - 2 
If any of these are negative, the equilibrium point U=0 of (1.14) is 
locally unstable. Thus for different n, the Routh-Hurwitz conditions for 
all the roots X of (1.16) to have negative real parts or for the 
equilibrium point U=0 to be asymptotically stable are 
n = 2, a > 0, a > 0 
n = 3, D2> 0 or aja2 - a^> 0 
n = 4, D3 > 0 or D^a, - a \ > 0 (1.17) 
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1.4.5 Liapunov Stability 
We discuss here only that part of Liapunov stability theory which 
has been used in this thesis elsewhere. Consider the differential system 
(1.13) i.e. 
dx 
dt 
— = f(x), x(t„) = x„, 0 < t ,< t < <» (1.18) 
where x, x„ and f are elements of R". Assume that 0 
(i) f(x) is continuous and satisfies local Lipschit/'s condition on the 
set 
A - {x : ||x|| < a < co} 
and 
(ii) f(0) = 0, t > 0 (1.19) 
Definition 1.2 
A real valued function r\ is said to belong to the class K=K [0,a) 
if 
(i) T] is defined and continuous on 0 < r < a where a is the 
same as given in the definition of A in (1.19) 
(ii) ri is strictly increasing on [0,a) 
(iii) T](0) = 0 
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Definition 1.3 
A real-valued function V(x) defined on A is said to be positive 
definite if V(0) = 0 for t> 0 and if there exists a function Ti(r)eK 
such that 
Ti(llxll) < V(x) on A 
V is called negative definite if -V is positive definite. A function V(x) 
is called decrescent if there exists a function 
^(r)eK such that 
V(x) < ^(||x||) on A 
Liapunov's second Theorem on Stability 
Theorem 1.2 
Assume that there exists a positive definite decrescent function 
V(x) such that its derivative with respect to (1.18) is negative definite. 
Then the solution x = 0 of (1.18) is uniformly asymptotically stable. 
1.4.6 Construction of Liapunov functionals 
The method of construction of Liapunov functionals has been given 
in [18] which we discuss here only briefly. 
Let the system of integro-differential equation be given as 
dy 
dt 
= By + J^co(t-s)My(s)ds (1.20) 
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where y = y(t) = (yi(t), yjCt), yjCt)), B and M are constant 3x3 
matrices and co(t) is a nonnegative continuous function called the weight 
function (or Kernel) such that 
J (jo(t-s)ds = COQ, where (o^ is a positive constant. 
Theorem 1.3 
Assume that there exists a functional W (y,(.), y^i), y,()) such 
that 
(i) W is positive definite on R\ 
(ii) It has continuous first order partial derivatives with respect to 
all variables ((y,,y2,y3M0,0,0)). 
Then the equihbrium point (ypyj.y,) = (0,0,0) of the system (1.20) 
is asymptotically stable if W has a negative time derivative along a 
solution (y,,y2,y3)^(0,0,0) of (1.20). 
1.4.7 Krasovskii Theorem 
This theorem and its proof can be seen in [51, Chapter-VII]. We 
mention here only necessary details. 
Let the given differential equation be 
x = g(x,t), (1.21) 
where x = x(t) is an n-dimentional vector and the components of the 
right hand side have bounded first order partial derivatives with respect 
to Xj, x^ . Let k^  be the set of points x such that |x|<h, i.e. an open 
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spherical neighborhood of the origin in R". Let K^ ^ denote the "half 
cylinder" of points (x,t) of a (n+l)-dimentional space, R^xl, defined by 
|xl < h, t> t„. 
Let the functional matrix 
J(x,.) = | 
OK 
be continuous and bounded with respect to t in a certain domain k . 
Now the desired Krasovskii theorem can be stated as : 
Theorem 1.4 
Let a real symmetric positive definite constant matrix B be given 
such that the characteristic roots X^, X^, ,X^ (which depend on x and 
t) of the symmetric matrix 
M = -(J^B + BJ) 
satisfy in IC an estimate 
Sup X-<-d<0, 8 a constant. 
i 
Then the equilibrium of (1.21) is asymptotically stable and for fixed t^ , 
k^  is a subset of the domain of attraction. In [51], Theorem 1.4 is 
proved by constructing a positive definite function 
V = x^Bx 
and estimating the derivative 
dt ' 
for all (x,t)ek^j. This together with Theorem 1.2 proves Theorem 1.4. 
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1.5 Abstract of the Thesis 
The present thesis comprises five chaptres under the titles : 
Chapter-I : Introduction, Synopsis of the work and Methodology 
Chapter-II : Coexistence' of Species in a Defensive Switching Model 
Chapter-Ill : Evolutionarily Stable Strategies for Prey Defensive 
Switching 
Chapter-IV : A Predator-specific Defense Model with Age-structure 
Chapter-V : Oscillations in Exactly Solvable Predator-prey Volterra type 
Models 
In Chapter-II, we consider a mathematical model of two-predators and 
one-prey system which has the defensive switching property of predation -
avoidance. We assume that the prey remains vigilant against relatively abundant 
predator species and guards against it by switching to another (relatively rare) 
predator species. We analyze how the intensity of defensive switching affects 
the stability of the model system. It is seen that the system generally has a 
stable three species coexisting equilibrium state. In the special case that the 
intensity of defensive switching equals one and the two predators have the 
same mortality rates, it is shown that the system asymptotically settles to a 
Volterra's oscillation in three-dimensional space. It is observed that a 
sufficiently small or sufficiently large value of intensity of defensive switching 
can make the system unstable. Finally, it is shown that the handling time may 
have a stabilizing effect on predator-prey systems with defensive switching. 
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In Chapter-Ill, we consider a predator-prey system in which two 
predators share a single prey and the prey defends itself against 
predators by adopting defensive switching strategy. To illustrate how the 
defensive switching strategy can evolve under natural selection, 
dynamical behaviors of two-predators and one-prey system are studied. 
It is assumed that the defensive strategy of the prey against a predator 
species is regulated mainly by two parameters: the relative alertness of 
the prey, u, and the intensity of the defensive switching, n. Assuming 
that the system is encountered with immigrant prey species with altered 
defensive switching parameters one after another, we study the 
conditions of replacement of the native prey by the immigrant prey. It 
is seen that the system eventually attains an evolutionarily stable state 
such that no entry of an immigrant prey is possible. It is noticed that 
unless some trade-off relation exists between u an n, the evolutionarily 
stable state is not unique, but it is given by a set of parameters {u,n} 
which form a curve designated "ESS line". Therefore, if a number of 
two-predators and one-prey systems are allowed to evolve independently, 
each system will reach a different state on the "ESS line" through a 
different course of mutational events. The strategy leading to optimal 
(minimum) prey consumption by both predators is also discussed in 
relation to the "ESS line". 
Chapter-IV contains a two-predator, one-prey model with prey defensive 
switching. We introduce delays for the first time in such a model. To this end, 
we assume that one of the predator species has age-structure that significantly 
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affects its fecundity. The type of the delay we consider in this chapter is that 
due to age-specific maturation periods. We employ the construction of Liapunov 
functionals and Krasovskii methods respectively to analyze two special but 
equally generalized cases of the main model called Model A and Model B. 
We give sufficient conditions for the asymptotic stability of the positive 
equilibrium of each model. In contrast to the generally held tenet in population 
biology that large delays cause instabilities, main results of this chapter suggest 
that large maturatoin periods can promote the coexistence of two predators 
and a single prey that exhibits defensive switching property. 
In Chapter-y, we consider a Volterra type two species competing 
system with Gompertz type interactions and compare its stability with 
the model system of Takeuchi and Adachi [123] that has no Gompertz 
interactions. We see that although our system predicts a larger region of 
coexistence of species as compared to [123], it still exhibits non-
oscillatory behaviour of species. We show that addition of one or two 
predators to this system may cause oscillations in species and that now 
the patterns of species may be (i) coexistence at the globally stable 
equilibrium and (ii) coexistence in the periodic motion of Hopf-type 
(hmit cycle). We emphasize that though our results seem to be similar 
to those reported in [123] but in [123] the stability analysis is based 
on perturbation methods and Hopf bifurcation theory whereas our model 
systems turn out to be exactly solvable. 
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Chapter - II 
COEXISTENCE OF SPECIES IN A 
DEFENSIVE SWITCHING MODEL 
2.1 Introduction 
We have discussed in section 1.3.1 of Chapter-1 how Hori [62] observes 
sustained oscillations in the frequency of the two phenotypes, dextral and 
sinistral, of the scale-eating cichlid fish P. microlepis in Lake Tanganyika. 
There, we also mention the genetic model of Takahashi and Hori [122] by 
which they attempt to show that the oscillations in the phenotype frequency in 
Lake Tanganyika are due to the differential hunting success and its delayed 
effect on reproduction. Not to mention, Hori's observation [62] is a nice example 
of prey's predator-specific defense. 
We analyze in this chapter a new mathematical model that incorporates 
the basic assumption of observed pattern of antipredator behavior of Lake 
Tanganyika where the prey guards more against the more abundant phenotype 
(dextral or sinistral) and the rare type gains advantage. In our model, the defense 
of the prey against the more abundant predator species is through its defensive 
switching that results in an advantage to the relatively rare predator species. 
The purpose of this study is to explore the effects of the intensity of defensive 
switching and the handling time on the stability of predator- prey systems. 
We discuss the term "defensive switching" in section 2.2. In section 
2.3, we present the main model system (2.3). Stability results of this system 
are given in section 2.4. We study the effects of handling time in section 2.5. 
Section 2.6 contains the discussion and conclusions. 
2.2 Defensive Switching 
Simple Volterra's equations for two-predators and one-prey system may 
be written as 
dP, 
dt 
= P . ( - a . + f,R) 
dR 
dt 
^ - P , ( - a , + f,R) 
dR 
dt 
= R ( a , - f , P - f R ) (2.1) 
where P,, Pj and R are the population densities of two kinds of predator species 
and a prey species respectively; a, and a^ are the respective mortality rates of 
the first and second predator; Cj is the intrinsic growth rate of the prey and f, 
and fj are the respective predatory rates of the first and second predator. It can 
be shown that the system (2.1) leads to the extinction of one of the predator 
species which has greater value of a/f and settles one-predator and one-prey 
Volterra's oscillation. 
Prey defensive switching effects on the dynamics of predator-prey 
systems can be studied by assuming the predatory rates in (2.1) as functions 
of P, and Pj. As a simple example, we consider these functions of the type 
f . ( P l ' P 2 ) = 
1 + 
vP ,^ 
n >0 
f , ( P . , P , ) = P a | l - p o 
\J 
(2.2) 
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Here P and ^^ are the predation coefficients of the first and second predator 
respectively and n is the intensity of defensive switching to be discussed shortly. 
From the graphs off, (see Fig. 2.1) both (i) as a function of P/Pj and 
(ii) as a function of Pj with a given value of P,, it can be seen that the functions 
f, and f^  of equations (2.2) have a characteristic property of defensive switching. 
The predatory rate that an individual of the prey is attacked by a predator 
decreases when the population of that species becomes large compared with 
the population of another predator species. Obviously, this property is much 
amplified for large value of n. 
Such a density dependence of the predatoiy rate that the rate diminishes 
at large densities is considered to be primarily due to the following reason. 
When the population of a predator becomes large, the prey defends itself against 
it and switches to another predator species with a relatively smaller population 
in order to avoid too much predation of its individuals. Too much predation of 
prey species is likely because the large predator population may not leave 
enough safer places for the prey individuals to hide. 
We shall henceforth call the predatory rates f, and f^, "defensive 
switching functions." It may be noted that these functions provide a wide 
range of defensive switching effects from no defensive switching (n->0) to a 
sharp defensive switching of a step function type (n->oo).When n=1.0 and 
^^=^2=1.0, the first and second predator can only feed on the prey species 
with rates p = P2/(P,+P2) and 1-p = P,/(P,+P2) respectively, which corresponds 
to Brunswik's [13] idea of "probability matching". 
27 
2.3 The Model System 
Substituting from (2.2) into (2.1), the main model system of this chapter 
becomes 
dt 
- a , + -^ =^ -^ — 
' P,"+P2" 
dP. 
dt 
2 _ 
= P, - ttj + P2P."R P,"+P," 
dR 
dt 
— = R a, -
P,P:P, 4-P,P,"P, 
P,"+P: 
(2.3) 
where the parameters a,, a^, a,, Pj, Pj and n are all positive and have the same 
biological interpretations as given in section 2.2. 
Using the non dimensional variables and parameters 
x = (P/a,)Pj , y = (P/a,)P2, z = (p/a,)R, T = a,t, a = a / a „ 
b = Pj/Pi and c = ttj/aj," 
the non dimensionalized form of system (2.3) can be written as 
(2.4) 
dT - 1 + 
y"z 
x " + y ' 
dy 
= y 
dT ^ 
a + 
bx"2 
x"+y" 
dz 
dT = z c -
y"x + bx"y 
x"+y" (2.5) 
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This system has two equilibrium states, namely, the trivial state eo=(0,0,0) and 
the coexisting state e_^  = (x*, y*, z*), 
such that 
c(a + b)a'"' ^ Q 
"" b[a''"+ab''"] 
c(a + b)b'^ " 
b[a""+ab""] 
> 0 
and 
= 1 + 7 > 0 (2.6) 
b 
It may be noted that unlike system (2.1), the system (2.3) (or the system 
(2.5)) has no equilibrium states consisting of one-predator and one-prey. 
Linearizing the system (2.5) about the trivial state e^  and using the Routh-
Hurwitz criteria (see section 1.4.4 of Chapter-l), it can be shown that e^  is 
unstable and thus all the three species can not become extinct simultaneously. 
To explore the possibility of coexistence of all the three species, we study the 
stability of the coexisting state e^  in the next section. 
2.4 Stability of Coexisting State 
Let u(T), v(T) and w(T) be the deviations of x, y and z from the values 
of the equilibrium x', y* and z* respectively. 
X = X* + u(T), y = y' + v(T) and z = z* + w(T) 
DiflFerentiating the right hand sides of equations (2.5), we obtain the linearized 
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dynamics of u(T), v(T) and w(T): 
_d_ 
dT 
f u(T) ^ 
v(T) 
I w(T) J 
= D 
f "^'^^ 1 
v(T) 
, w(T) ^  
where the matrix D = (d;.) is such that 
*n •" • 
,n.l ," ' » 
nx y z nx y z , 
d, = ^ , d.,= 
<l„=- A' • "' 
xy 
A  ' '' A ' 
,11-1 ,n+i , 
d., = bnx y z bnx y z i _ ^ x y 21 2 ' "22 A' ' ^23=" A ' 
*"-• »"+• * 
^r nx y z bnx y z y z A ' 
with 
»n»l »n-l « ,n ,n * 
_ nx y z bnx y z 
^32 - - ^2 + ^1 
3^3 = 0, 
." , •" 
bx* z* 
A ' 
A = X + y ' 
The eigen values of the matrix D are the roots of the characteristic equation 
I'+A^X^+A^X + A^ = 0, (2.7) 
where 
na(l + b) 
^1 " a + b ' 
' (a + b)(a''"+ab"") 
2+-
a b + na " + a"b + nab " 
• 1 . ' 
- ( n - 1 ) a (a" + ab ") 
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and 
A3 = nac 
Routh-Hurwitz criteria ( see section 1.4.4 of Chapter-I) give that all the roots 
X of (2.7) have negative real parts and thus the coexisting state e^  is stable iff 
a^b>'"+ na2+''"+ a''"b + nab'*''"+ 3^ '^'"+ a^b'^ '^" > n(ai^''"+a2b'^*'") 
and 
1 + b 
a + b 2 
(2.8) 
Since these conditions do not seem to be simple for general values of 
parameters, we first discuss these conditions in a specialized situation and fix, 
n, the intensity of defensive switching equal to one. 
Special Case : n = 1.0 
For this case, the system (2.3) takes the simple form 
dP, 
—!- = P. 
dt ' 
- a , + 
P1+P2 
d^ 
dt = P, - t t j + 
P2P1R 
P. + P2 
dR 
dt 
= R a3 - (P.+P2)P.P2 P,+P, (2.9) 
with its non dimensional form (see (2.5)) as 
dx 
dT - 1 + x + y 
31 
dy 
- ^ = y 
dT 
dz 
— = z 
dT 
bxz 
- a + 
x + y 
(l + b)xy 
c -
x + y (2.10) 
The coexisting state e^  (ref. (2.6)) of (2.10) becomes 
X = 
c(a + b) 
b(l + b) y = 
c(a + b) 
a(l + b) ' = 1 + (2.11) 
and 
the characteristic equation (ref. (2.7)) simplifies to 
3^ _^  a(l + b) 2^ ^ c(a '+b) 
a + b a + b 
?i + ac = 0 (2.12) 
Routh-Hurwitz conditions (2.8) for the stability of e^  now reduce to a 
single condition a^^l. It thus implies that the system (2.10) generally has a 
stable coexisting state e^  except the special case when a=l. Consequently, the 
system (2.9) has a stable coexisting state except the case when the two predators 
have equal mortality rates (i.e. a^ = a^). The case a = 1 turns out to be even 
more interesting. In this case, the three roots of the characteristic equation 
(2.12) are -1 and ± i Vc and the system (2.10) (or equivalently the system 
(2.9)) has a periodic solution. Since the system (2.9), unlike the system (2.1), 
possesses no equilibrium state consisting of one-predator and one-prey, the 
stability results for the system (2.10) mentioned here suggest that the defensive 
switching has a strong effect of coexistence due to density dependent selection 
between predators. 
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The Liapunov type Function 
Let us consider the following function 
H (X, y, z) = M X - X - Iq —7 
U ) + 
y - y * - l n 
+ N z - z* - In ^;- > 0 , (2.13) 
where M = bVa > 0 and N = b(a+b)/a(l+b) > 0 and the equality holds only in 
the coexisting state e .^ Differentiating (2.13) with respect to T and using (2.10) 
and (2.11), we have 
dH 
d'F 
b(X-Y)^ 
aX + bY 
< = 0 (2.14) 
where X and Y are variables such that X = bx and Y = ay. Here the equality 
holds only in the plane X = Y which contains the coexisting state e_,. The 
linear stability results stated above and the relation (2.14) together yield that 
the coexisting state e^  of the system (2.10) (or the system (2.9)) is globally 
asymptotically stable if a 9^= 1 (or equivalently a, ^ a J . For the case a = 1 (or 
a, = a^), similar arguement concludes that the system (2.10) possesses a 
periodic solution. To further study the case a = 1, we consider (similar to 
Y y [124]), a new variable r = — = •— and then using (2.10), we obtam 
X bx 
dr 
dT 
bzr(l-r) 
1 + br 
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This relation confirms that the trajectory of (2.10) once approaches the plane 
X = Y, it remains there. Using two dimensional coordinates s = V2X and z for 
this vertical plane, asymptotically attained trajectory can be described by the 
following Volterra's equations 
ds_ 
dT = s 
- 1 + 
bz 
1 + b 
dz 
dT 
s (2.15) 
Thus, in the special case a = 1, the trajectory of the system (2.10) always 
approaches a periodic solution of two dimensional Volterra's equations given 
by (2.15) in the vertical plane y=bx 
To illustrate the stability results of this section, we present three 
computer simulations in Fig.2.2. Fig. 2.2(i) shows a stable case while Fig. 
2.2(ii) depicts a periodic solution. Fig. 2.2(iii) illustrates the projection of this 
periodic solution in the vertical plane y=bx as given by (2.15). 
To study the solution behavior of the general system (2.5), we integrate 
it numerically for different values of n while fixing other parameter values. 
We observe that the stable case (a ?t i, n = 1.0; Fig. 2.2(i)) and the periodic 
case (a = 1, n = 1.0, Fig. 2.2(ii)) remain stable and periodic respectively for 
several other large values of n (see Fig. 2.3(i-ii)). But for sufficiently large n, 
it is found that the stable case ( a^ l^.O, n=1.0) becomes unstable and the three 
species display oscillations (Fig. 2.3(iii)). 
It is interesting to note from among various computer calculations that 
an otherwise stable case (a = 2.0, b = c = 1.0 ) for different values of n (e.g. 
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see Fig. 2.2(i) for n = 1.0, Fig. 2.3(i) for n = 20.0), becomes either periodic or 
non periodic oscillatory for smaller values of n. We present two computer 
simulations in Fig. 2.4. to support this assertion. 
To analyze the nature of solutions of the system (2.5) as shown in 
Fig.2.4., we check Routh-Hurwitz conditions (2.8) numerically fixing a=2.0, 
b=c=1.0 and varying values of n as 0.1 and 0.5. We fmd that while condition 
Jl + b , 1 (2.8a) remains satisfied for both values of n, the value of i rTT'^2 ^ > (see 
condition (2.8b)) for both values of n becomes almost zero and this justifies 
the oscillatory nature of solutions for given values of n. 
2.5 Model (2.9) with Handling Time 
We consider in this section a simple generalization of system (2.9) b\ 
introducing handling time effects into it through parameter h. The modified 
system becomes 
dp, 
dt 
dP3 
dt 
dR 
dt 
= P. 
= P^  
= R 
a . P'^^^ 1 
^ ' ' (P,+ ?,)(] +p,hP, + p,hP,) 
[ a 1 P^^>^ 1 
^^ ' (P,+ P,)(l + P , h P , + p , h P , ) 
r ^ , (p, + p , )p ,p , 1 
' ( p , + p , ) ( i + p , h p , + p ,hp , ) (2.16) 
Obviously, the system (2.16) reduces to system (2.9) when handling time effects 
are not considered. It may be noted that the handling time effects indeed 
reduce the per capita predation rates of the predators. 
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Using non dimensional variables and parameters from (2.4) and 
introducing a new non dimensional parameter H = haj , we write the system 
(2.16) in non dimensional form as 
dT 
= X - 1 + yz (x + y ) ( l + b H x + Hy) 
dy 
dT - a + 
bxz 
(x + y)(l + bHx + Hy) 
dz 
dT = z c -
(1 + b)xy 
(x + y)(l + bHx + Hy) (2.17) 
This system has the coexisting state e^  = (x", y", z**). 
where 
X = 
ac(a + b) 
b[a(l + b) -Hc(a + b)(l + a)] 
y = 
c(a + b) 
[a(l + b ) - H c ( a + b)(l + a)] 
and 
z = 
a(l + b)(a + b) 
b[a(l + b ) -Hc(a + b)(l + a)] 
H <^  
a (1+b) 
c (a+b) (1+a) (2.18) 
Of course the last inequality in (2.18) involving H is a necessary condition for 
the existence of the coexisting state. In the following, we shall concentrate 
only on the linear stability' of e^. 
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Substituting 
x = x " + U , y = y " + V and z = z " + W 
in (2.17) and retaining only linear terms in U, V and W, we obtain 
*• -r -rr* • • \ dU X (bH8 + CT) , , X ( a x - H 6 y ) , , x „ , 
dT 6CT 5ay z 
dV ^ ay" (ay"-bH5x") ^ _ ay" (a + SH) ^ ^ ay" ^^ 
dT 5ax" 6CT Z " 
dW _ cz" (bH6x"-ay") cz" (H5y"-CTx") 
dT Sox" 5cry" 
where 
5 = x" + y" and a = 1 + bHx" + Hy" (2.19) 
The characteristic equation of the linearized system (2.19) associated 
with e^ ^ turns out to be 
Ti3+B,Ti2+B2Ti + B3 = 0, (2.20) 
where 
B, = {x" ( bH5 + a) + ay" (a + 6H )} / 6a > 0, 
Bj = (ac (ax** - 5Hy'*) a5+ ax**y** (bH5 + a) (H5 + a) 
- a (H5y**- ax**) (b5Hx**- ay**) + c(ay**- b6Hx**)a5} / 5W , 
and 
B3 = {ac(bH5 + a) (ax**- H6y**)x** - ac(H5y**- ax**) 
(ay**- bH5x**) - ac (bH6x**- ay**) (ax**- H6y**) 
+ ac (ay** - b6Hx**) (a + H6)y**} / d^a^. 
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According to Routh-Hurwitz criteria, the coexisting state e^ is stable iff 
B2>0, B3>0 and B,B2-B3>0 (2.21) 
These conditions do not seem to be simple given the expressions for 
B,, Bj and B3. In an attempt to study these conditions in some tractable situation, 
we fix b = c = 1.0 (or equivalently Pj = p^ and a, = a^ which means that the 
two predators have equal predation coefficients and the mortality rate of the 
first predator is equal to the intrinsic growth rate of the prey) and analyze the 
roots x] of the characteristic equation (2.20) as a function a and H. Biologically, 
the assumption b=c= 1.0 may not be very realistic but otherwise it is an equally 
important situation because in case of no handling time (i.e. H=0), it has been 
observed in section 2.4. that the stability of the coexisting state indeed depends 
on the value of a. Morespecifically, it has been reported in section 2.4. that all 
the three species coexist in the coexisting state e^  (Fig. 2.2(i)) if a? l^ and in a 
periodic solution (Fig. 2.2(ii)) if a=l. 
Under the assumption b == c = 1.0, the characteristic equation (2.20) 
becomes simpler with its coefficients now changing to 
_ 2x (1 + 2H5) 
B = ^ {x"(a+l)'H + a' + l + H5(a-l) '} 
2 6CTa 
and 
x**^ 
63= - 1 (1 + a)\ 
•* 6 a a 
where 
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a(a + l) 
^ " " [2a - (l+a)'H] ' 
a = 1 + 5H 
and 
H < ^ (2.22) 
Routh-Hurwitz conditions (2.21) now reduce to a single condition 
^ 3^ 
a - — 
2 16 
+ — 
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2(l+2H6)x"(a+l)2 H + (a-l)^ + 5H5 
+ 4H2 62(a-i)2>o (2.23) 
which does not hold true only when a=l and H = 0. In all other situations 
including a ^ 1 and H = 0 or a = 1 and H ^^  0 such that (2.22f) is satisfied, it is 
seen that the coexisting state e^ of the system (2.17) is stable. Since the left 
hand side of the inequality (2.23) becomes zero when a = 1 and H = 0, it 
implies that the two roots of the characteristic equation (2.20) become pure 
imaginary and the periodic solution of the system (2.17) exists. This result is 
very much in agreement with the periodic solution of the system (2.10) for 
a=l. We give two computer graphs in Fig. 2.5. which illustrate the role of 
handling time in restoring the stability of the coexisting state e^ from a periodic 
solution. 
Obviously these illustrations indicate that the handling time may act as a 
stabilizing factor in predator-prey systems with defensive switching. To further 
support this assertion, we present in Fig. 2.6. two computer simulations which 
show that the stable case for H = 0 (a = 2.0, b = c =1.0; Fig. 2.2(i)) remains 
stable for permissible H > 0 as well. 
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2.6 Discussion and Conclusions 
The predator specific defense of prey species in Lake Tanganyika 
[62,122] against the two phenotypes (dextral and sinistral) of the scale-eating 
cichlid fish, P. microlepis results in a greater hunting success to a rare 
phenotype. This is because the prey fish protect their more frequently attacked 
side by directing more attention to it and this gives the minor type of the other 
side an advantage in taking scales. Guided by this phenomenon, we consider 
in this chapter a simple mathematical model (2.3) for a system having two-
predators and one-prey in which the prey displays defensive switching behavior. 
Such a behavior results in an advantage to a relatively low-density predator 
species in terms of its increased predatory rate and consequently its 
reproduction rate. We assume that the predatory rates f(i=l,2) of the two 
predators are effected through the prey behavior and are functions of the relative 
predator density P/Pj of the forms as given in equations (2.2). We argue in 
section 2.2. that these fxmctions possess a defensive switching property. This 
property can further be described as follows : 
Suppose the relationship between the density of the i-th predator species, 
P. (i=l,2), and the number of individuals of prey species eaten by it, Q., is 
given by 
^ = k ^ 
where k represents the relative predation potential per unit relative predator 
density, k is generally a function of predator densities P, and ?^. We define the 
term "defensive switching" to refer to the case where k is a monotonically 
decreasing function of the relative predator density P/P^. With f denoting the 
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predatory rate of the i-th predator species, the respective number of prey 
individuals eaten by the first and second predator can be written as 
Q, =fjRP, and Q^  = f^ RP ,^ 
where f. (i=l, 2) have the functional forms of equations (2.2). It is easy to see 
that these functional forms indeed satisfy our above definition of defensive 
switching, since 
To study the stability of the main model system (2.3), we consider its 
non dimensional form and rather analyze the stability of the system (2.5). It is 
observed that the two parameters a and n, which respectively denote the ratio 
of the mortality rates a^  and a^ of the two predators and the intensity of the 
defensive switching, play a crucial role in determining the stability of the 
system (2.5). 
We first consider the case n=l .0. It is seen that the system (2.5) generally 
has a stable coexisting equilibrium state except the special case when a=1.0 or 
the two predators have equal mortality rates (Fig. 2.2(i)). For the case a=1.0, 
we consider a Liapunov type function and show that all the three species 
coexist in a periodic solution (Fig. 2.2(ii)). Further, in the case a=1.0, it is 
shown that the system (2.5) is equivalent to a Volterra 2-species system (2.15) 
in the three dimensional space. To be more specific, it is shown that the system 
(2.5) settles to a Volterra oscillation in the vertical plane y=bx in the three 
dimensional space (Fig. 2.2(ii)). We denote the vertical plane y=bx in the 
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three dimensional space by sz-plane (Fig. 2.2(iii)). Since equal mortality rates 
of the predators (or a= 1.0) is a rare possibility in nature, it can be said that our 
model's prediction is more likely for the coexistence of the three species in the 
equilibirum state. Interestingly, this confirms the assertion of Ives and Dobson 
[64] that antipredator behaviors tend to decrease the oscillatory dynamics 
inherent in model predator-prey systems. Furthermore, since our model (2.3) 
does not possess an equilibrium state consisting of one-predator and one-prey 
and the model (2.1) without defensive switching effects can settle only to one-
predator and one-prey system, it can be argued that the defensive switching 
behavior of our model has a strong effect of coexistence of all the three species 
due to density dependent selection between predators. 
As regards the case when the intensity of defensive switching, n^ ^LO, 
we first consider n > 1.0. It is seen that the three species coexist either in 
equilibriimi state when mortality rates of predators are different (a^ ^^ l.O) or in 
periodic solution when mortality rates of predators are equal (a=1.0) for 
moderately large n ( n = 20.0, Fig. 2.3(i-ii)) but for sufficiently large n (say 
n=40.0; Fig. 2.3(iii)), the system (2.5) displays oscillations in three species 
even when a?^  1.0. On the other hand, the case n < 1.0 provides a possibility of 
coexistence of three species in periodic solution for n = 0.5 even when both 
predators have different mortality rates (Fig. 2.4(i)). It is noticed that a further 
decrease in the value of n (say n=0.1) causes non periodic oscillations in the 
three species (Fig. 2.4(ii)). 
It may be noted from the results reported above that the cyclic behavior 
in our model system (2.5) occurs for a = 1.0 and different values of n or a^ L^O 
and n=0.5 and this makes it unlikely that our model provides an adequate 
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explanation for the cycles observed by Hori [62]. We guess that the following 
reasons may have been responsible for the failure of our model on this account: 
(1) we have assumed that the prey change their defensive switching behavior 
instantaneously whereas in a recent paper Abrams[3] has shown that non-
instantaneous (predator) switching makes a difference to the dynamics (2) we 
have not considered the delay effects in the reproduction process of either 
predator species whereas Takahashi and Hori in a recent paper [122], have 
argued that differential hunting success and its delayed effect on reproduction 
is a crucial factor for permanent fluactuations in Lake Tanganyika and (3) as 
per our assumption, defense of prey depends only on the ratio of predator 
densities. Even when both predators are rare, if their ratio is large, defense 
will be very asymmetric. This may be reasonable in some biological system, 
but in others defense is expected to be low against both predators when both 
populations are rare, regardless of their ratio. 
We conclude that the model (2.3) of this chapter, inspite of its restrictive 
class of assumptions, addresses nicely to the question how the intensity of 
defensive switching affects the stability of predator-prey systems. Though the 
model confirms an earlier assertion of Ives and Dobson [64] that antipredator 
behaviors tend to decrease the oscillatory dynamics inherent in model predator-
prey systems, it still suggests the coexistence of the three species in periodic 
solution in some special situations. The equivalence of the model to a Volterra 
2-species system is quite interesting. The present model represents a situation 
when the predator specific defense increases vulnerability to other predator 
species. In such a situation, according to Matsuda et.al [77], two predators 
would show mutualism in that there would occur positive effects of one predator 
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on the fitness of another. It is interesting to note that the current model also 
confirms this assertion because in the present case 
^m = _ J ^ > 0 a n d ^ ^ = - M ^ > 0 
where, f R represents the functional response of the i-th prodator species (one 
can refer to [77] for more details). 
In the end, our study shows that handling time effects may restore the 
stability of predator-prey systems with defensive switching. 
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Fig,2.2 : Trajectories of the system (2.10), (i) Stable case for a=2.0, b=c=1.0, 
e^=(1.5,0.75,3.0) (ii) Periodic case for a=1.0, b=c=2.0, e^=(1.0,2.0,1.5) 
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e^=(l.0232,0.9883,3.0) (ii) Periodic case for a=1.0, b=c=2.0, n=20.0, 
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e^=( 1.0115,0.9942,3.0). 
47 
7^ 
6 
- 5 -l 
2 -
y-population 0 0 x-population 
( IK) ( I * ) 
40 
35 
30-
c 
2 25-
3 
3 
a. 
&20 
K 
15-
10-
{• 
100 200 300 400 500 600 700 800 900 1000 
time 
—1 r-
100 200 300 400 500 600 700 600 900 1000 
time 
(lie) 
iao 
20 
10 
ii.iiiimi 11 0 100 200 300 400 500 600 700 800 900 1000 
tfme 
Fig.2.4 : Trajectories of the system (2.5), (i) Periodic case for a==2.0, b=c=l .0, n=0.5, 
e^=(2.0,0.5,3.0) (ii) Oscillatory case for a=2.0, b=c=1.0, n=0 1, 
e^=(2-9941,0.0029,3.0). 
48 
y-populatfon 0 0 x-popolalion 
10-, 
y-population 0 0 x-populatnn 
Fig.2.5 : Trajectories of the system (2.17), (f) Periodic case for a=b=c=1.0, H=0.0, 
e^=(l.0,1 0,2.0) (ii) Stable case for a=b=c=l.0, H=0.1,e„=(l-25,1.25,2 5) 
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Fig.2.6: Trajectories of the system (2.17) with a=2.0, b=c=1.0, (i) H=0.01, 
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Chapter - III 
EVOLUTIONARILY STABLE STRATEGIES FOR 
PREY DEFENSIVE SWITCHING 
3.1 Introduction 
Likewise Chapter-I, the prey defensive switching property is the 
basis for our model formulation again in this Chapter. We consider a 
predator-prey system in which two- predators share a common prey and 
the prey adopts the predator specific defensive switching strategy. We 
assume that the defensive strategy of the prey has the characteristic 
property of the guarded response of the prey of Lake Tanganyika where 
the prey guards more against the more abundant phenotype of scale 
eating cichlid fish, P. microlepis, and in the process the other relatively 
rare phenotype gains advantage. We define the term "defensive 
switching" in section 3.2. The purpose of this study is to see how the 
defensive switching strategy can evolve under natural selection. To this 
end, we will investigate the conditions for entry of an immigrant prey 
into a prexisting two- predators, one-prey system in which the 
immigrant prey has an altered defensive strategy as compared with that 
of the native prey. We will discuss the results from the view point of 
"evolutionarily stable strategies" [69,76]. 
3.2 Defensive Switching and Optimization Theory 
Let X. (i=l,2) denote the i-th predator density, y the prey density 
and N. the number of i-th predator species involved in predation per 
unit time per unit prey. We write the relationship between N; and x. as 
N, X, 
^ " ^ (31) 
N^ X, ^ ' 
where k represents the relative predation effect per unit relative predator 
density, k is generally a function of predator densities x, and x^. We 
call the term "defensive switching" to refer to the case where k is a 
monotonically decreasing function of the relative predator density Xj/x,. 
We assume that the prey remains vigilant against the most abundant 
predator type and that the number of i-th predator species involved in 
predation per unit prey mainly depends on two factors (i) the alertness 
of the prey towards this predator and (ii) the relative density of the 
i-th predator with respect to other predator species. Incorporating these 
assumptions, we write the respective number of first and second 
predator species involved in predation per unit prey as 
N, = fjXj and N^ = f^x^. 
where 
f, = (1-urx^ 
' uX+(l-u)"x," ' 2^ - 1 - fp (3-2) 
(0 < u < 1, n > 0) 
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Here f. (i = 1, 2) denotes the fraction of the i-th predator species 
involved in predation, u and (1-u) are the fractions of alertness of prey 
towards the first and second predator respectively and n is the intensity 
of defensive switching to be explained shortly. It can be seen that the 
fraction f decreases if (i) the population of the i-th predator increases 
compared to population of the other predator and (ii) the alertness of 
the prey against the i-th predator increases. This assertion is verified by 
the graph of f, as a function of x/x^ for different values of u and n 
(see Fig. 3.1(i)). On the other hand. Fig 3.1(ii) shows that f, increases 
if the population of the second predator increases and the population of 
the first predator is kept fixed. 
Such a density dependence of the function fj that it diminishes 
when the population of the first predator becomes large compared to 
population of the second predator is mainly due to the following 
reason. When the population of the first predator becomes large, the 
prey defends itself against it by switching to the second predator and 
thus the interaction of the first predator with the prey population 
becomes less leading to reduction in the value of f,. Fig.3.1(ii) 
represents the case when the prey switches from the second predator to 
the first predator owing to the increase in the population of the second 
predator. Thus it can be seen that the functions, f, have a defensive 
switching property which is much amplified for large n. It is for this 
fact that we call n, the intensity of defensive switching. Moreover, the 
functional forms of the functions f of equations (3.2) give 
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N, _ 
u-uJUJ 
which further satisfies our definition (3.1) of defensive switching. 
Henceforth, we shall call functions f of equations (3.2), "defensive 
switching functions". Assuming that the per capita prey consumed by 
the i-th predator, Q., is directly proportional to the number of i-th 
predator species involved in predation, N., one can write 
Q, = P,f,x, and Q, = P/,x, (3.3) 
where Pj and ^^ represent the predation coefficients of the first and 
second predator respectively. 
It can be noted that the defensive switching functions f of 
equations (3.2) involve a wide range of defensive switching effects. 
They represent no defensive switching if n=0, u = 0 or u = 1 and a 
sharp defensive switching of a step function type if n->oo. In the case 
n=l, u=0.5, the respective fractions of the first and second predator 
species involved in predation per unit prey are p = X2/(Xj+X2) and 
q=l-p=Xj/(Xj+X2) which corresponds to Brunswik's [13] idea of a "probability 
matching". 
In another extreme case n-^co and u = ^/(Pj+Pj), f are reduced 
to f, = 1, f, = 0 for p,x,< p,x, 
fi = 0' 2^ = 1 for P,x > p^x, (3.4) 
Since f^+f^ = 1, the per capita total prey consumption (TPC) i.e. the 
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number of prey consumed by both predators per^^^^^^pffjS^aJte 
written from equations (3.3) as ^ r 
TPC = Q+Q, \ * \ '~^y^Z / 
= (P,x, - p^x,) f, + P,x, ( 0 < f, < 1) ^~~^- ' 
Since, for given x, and x ,^ f, ranges from 0 to 1 with varying 0 < u < 1 
and 0 < n < 00, it is seen that the relations (3.4) provide an optimal 
defensive strategy to prey which makes TPC minimum with respect to 
parameters u and n. It may further be seen that in terms of the relative 
density of the first predator, q - xj(x^+x^), the defensive switching 
functions f can be written as 
fi - -z—hr,—^ ' ^^2 = I - f. (3.6) 
1+ 
1-u v i - q y 
In Fig. 3.2, we illustrate f, as a function of q for fixed parameters u 
and n. 
It follows from (3.6) that when q = 1-u, f, = f^  = 0.5 and the 
prey adopts such defensive switching strategy that the two predators 
have equal fractions of their populations involved in predation. 
Moreover, since 
f ^ 0.5 when q ^ 1-u, (3.7) 
we call the state q = 1 - u, the defensive switching point. In Fig. 3.3 
we show TPC (see (3.5)) as a function of q = Xj/(x,+X2), where 
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Xj+X2=l (constant). It is seen that at the point q = ^^/(^^+^^)(i.e., 
P,x,=P2X2), the TPC has the same value (i.e. TPC = ^^x=^^x^) for any 
value of n. Since 3,x,=p2^2 represents that the two predators consume 
per capita equal number of prey spacies when prey completely avoids 
one of the predator species, we call the predator frequency q = ^J 
(Pj+Pj), the equivalence point. At the defensive switching point q = l - u , 
TPC = ^ (^pjXi+PjXj) which is also independent of n. Using equations 
(3.5) and (3.6), it can be shown that the TPC for any value of n is 
always greater than that for n = 0 (no-defensive switching case) when 
q takes intermediate value between the defensive switching point 
q = l - u and the equivalence point q=P2/(P,+P2) and that the difference 
grows with increasing n as shown in Fig. 3.3(i). 
3.3 The condition for Entry of an Immigrant Prey 
In this section, we consider that there already exists a system of 
one-prey and two-predators in which the prey adopts a defensive 
switching strategy against the two predators described by the defensive 
switching functions f. of equations (3.2). We designate this defensive 
strategy of prey by the set of parameters I = {u,n}. We call this prey 
as the native prey with defensive strategy I. We now suppose that this 
system, having established a steady state, is met with another immigrant 
prey which has the same defensive switching functions as does the 
native prey except that the parameter set I = {u, n} is altered to 
J = {v, m}. Ignoring all complications arising from sexual reproduction 
and deploid genetics, we assume that all species reproduce asexually. 
Prey defensive switching behavior will be said to undergo evolutionary 
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changes if the native prey goes to extinction and the immigrant one 
dominates the system. If such immigrant preys appear randomly, but the 
interval between successive encounters is long enough for the system to 
reach a new steady state before a new immigrant prey comes in, then 
the evolutionary process can be seen as a series of such events. In this 
section, we obtain the conditions for entry of the immigrant prey into 
the preexisting system. 
Let us consider a four species system having two-predators and a 
native prey with defensive strategy I = {u,n} and an immigrant prey 
with defensive strategy J = {v,m}, described by the following equations: 
dx, 
- ^ = x,(-a+p,f,y,+p,g,y,) = F,x, 
dXj 
dt y,(a3-P,f,x-p/,x,) = G,y, 
^ = y2(a3-Pjg^x,-p,g2X2) = G^y, (3.8) 
dt 
where 
(l-urO-q)" 
1^ u V + ( l - u ) " ( l - q / ' 2^ ~ "^^ 1 
^ (i-vr(i-qr 
gi v^q^+O-vrCl-q)" ' 2^ - 1-gi 
(0 < u < 1, 0 < V < 1, n > 0, m > 0) (3.9) 
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Here, Xj and x^  are the respective densities of the first and second 
predator, y, and y^ are the densities of the native prey and the 
immigrant prey respectively, a^  and a^ are the mortality rates of the 
first and second predator, pj and Pj are the respective predation 
coefficients of the first and second predator, a, is the intrinsic growth 
rate of the prey and f and g; are the fractions of the i-th predator 
against the defensive strategies of the native prey and the immigrant 
prey respectively. The same parameters ttj, P, and pj are used for both 
preys which are assumed to differ only in defensive switching 
parameters u and n. For simplicity, we neglect the competition terms. 
The steady state of the preexisting system can be obtained by 
putting Fj = F^  = G, = 0 and y^  = 0 in (3.8) which is indeed the 
boundary (monomorphic) equilibrium point of the four species system 
(3.8). If we denote this point by x' = (Xj', x '^, y,', 0), we have 
^ ^ a3(P,a,+P,a,)qo 
P,P2[aiqo+a2(i-qo)] 
^ 2 
/ I 
_a3(p,a2+P2a 
PiPjCaiqo+ct: 
_(P,a2+P,a,) 
P,P2 
,)(!• 
. ( 1 -
5 
-qo) 
qo)] 
(3.10) 
where 
x; _ (l-u)(P,a,) l/n 
«^ x;+x; u(P,a,y'"+(l-u)(P,a,)"" ^^ -^ ^^  
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Here q^  represents the relative density of the first predator at the 
equilibrium point x'. It has been reported elsewhere in Chapter-Ilthat 
the equilibrium point x' = (x,', X2', y,') of the preexisting system is 
stable for u=0.5 and wide range of values of n. Further, it has been 
revealed from various computer simulations that the equilibrium point x' 
of the preexisting state remains stable for wide range of values of u 
and n (computer calculations taken during the analysis of the model of 
Chaper-II). 
It can be easily seen from the system (3.8) that the necessary 
condition for the entry of small number of the immigrant prey into the 
preexiosting system at the equilibrium point, x', is 
G/x') = a, - p,g,x; - P,g,x; > 0 (3.12) 
On the other hand, the respective per capita total prey consumption, 
TPC, of the native prey against its defensive strategy I = {u,n} and 
that of the immigrant prey against its defensive strategy J = {v,m} at 
the equilibrium point x' can be written as (see equation (3.5)). 
TPC, (I) = 3,f;x; + p / ; x ; 
TPC, (J) = p.g/x; + p^g^x; (3.13) 
where the notation TPP, (J) (TPP,(I)) signifies the per capita total prey 
consumption by both predators of the immigrant prey (native prey) 
when it adopts the defensive strategy J = {v,m} ( I={u,n} ) while 
almost all members of the population adopt the strategy I={u,n}. Using 
the condition G,(x')=0, one can write the condition (3.12) for entry of 
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the immigrant prey into the preexisting system at the equilibrium x' as 
G,(x') = TPC,(I) - TPC,(J) > 0 (3.14) 
where I = {u,n} and J = {v,m}. 
Since there seems to be no empirical evidence of physiological or 
behavioral constraints between the values of u and n, we assume that 
the changes in the values u and n are very small and independent. We 
further assume that for each mutational process, only one of the 
parameters changes at a time. We consider changes m these parameters 
separately. 
(A) The case where I = {u,n} and J={v,n} (The change occurs only 
in the alertness of prey) 
Using equations (3.9) to (3.11) and (3.13), equation (3.14) can be 
written as 
Q^{x') = TPC,(I) - TPC,(J) 
= [3, "(P.+PA] [u"(l-v)"-(l-u)"v"] C, (3.15) 
where 
PiP3a,a3(x, +x^) 
^ ^ [a,P3(l-v)"u" +a,p,(l-u)"v"][a,p, +a,^,] "" ^ ^^l^) 
If u* denotes the solution of (3.11) for q^  = ^^/(^^+^^) , 
1.1 i 
P," g," 
^ = " x n ^ — i : r T (3.17) 
P2" a; + P," a^ " 
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and then it follows from equatioin (3.11) that 
P, - (Pi+PX > 0 for u > u* 
P3 - (P ,+PX < 0 for u < u*, (3.18) 
Using these inequalities, the sign of the right hand side of equation 
(3.15) can now be determined. It is seen that the condition (3.14) for 
entry of the immigrant prey into the preexisting system at the 
equilibrium x' holds true if 
V > u when u < u* 
V < u when u > u* (3.19) 
The region given by conditions (3.19) is shown by domains (I) and 
(III) in Fig. 3.4(i) and the relation between u* and n (see (3.17)) is 
plotted by solid lines in Fig. 3.5. 
(B) The case where I = {u,n} and J={u,m} (The change occurs only 
in the intensity of defensive switching) 
By similar mathematical calculations as for case(A) above, we have 
G/x') = TPCj(I) - TPCj(J) 
[p2-(P,+P2)qo] Ml 
.Ml. 
.m/n P,a 
,«.2 
vMi 
1 + 
. m/n 
1 + Pl«2 
(x ' l+Xj) 
(3.20) 
From equation (3.11), we can show that 
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P,-(P,+P,) q, > 0 for ML 
Ma 
> 
(l-u)P, 
up . 
P,-(P,+P,) q„ > 0 for ML Pitt, 
(l-u)Pi 
uPz 
If n* denotes the solution of (3.11) for q. = p,/(P+P,), then 
^ _ log[P3ai/p,aJ 
" - log[P,(l-u)/p,u] (3.21) 
It may be noted that n*(u) is the inverse function of u*(n) defined b\ 
(3.17). Now by examining the sign of equation (3.20), it can be seen 
that the condition (3.14) for entry of the immigrant prey into the 
preexisting system is equivalent to 
m < n 
m > n 
when n > n 
when n < n* or n* < 0 (3.22) 
The value of n* is positive if (P2aj-pja2) [P,(l-u)-P2u]>0 and the region 
given by inequalities (3.22) is shown by domains (I) and (III) in 
Fig. 3.4 (ii). 
3.4 Stability of the Four Species System 
We devoted the previous section to obtaining the necessary 
conditions for the entry of the immigrant prey into the preexisting 
system. In this section, we examine the dynamical behavior of two-
predator, two-prey system (3.8) after the immigrant prey enters the 
preexisting three species system. We first study the stability of an 
interior equilibrium point of (3.8). 
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(A) The case where I = {u, n} and J = {v,n} (The change occurs 
only in the alertness of prey) 
The interior (polymorphic) equilibrium point x* = (Xj*,X2',y,*,y2') of 
the system (3.8) can be obtained as 
a, 
X, = ^ 
1 n 
^ 2 ~ p. 
. _ {a,prV -a,(3r (l-v)"}{u"P; +(l-u)"P;'} 
|3,"^K'{(l-u)V-u"(l-v)"} •^ 1 on+lon+l 
* _ {a.ru" -g^r (i-u)"}KP2 +(I-V)"P:} 
' (3,"'^"^'K(l-v)"-(l-u)V} ^ •^^ •'-' 
One can note that at this state, the relative predator density has 
the value of the equivalence point i.e. q* = ^/(Pi+Pj). The equilibrium 
point X* is positive i.e. yj* > 0 and y^' > 0 if 
u < u* < V or u > u* > V (3.24) 
where u* is defined by equation (3.17). The region of condition (3.24) 
is illustrated in Fig. 3.4(i) by domain (III). By analyzing the linearized 
version of equation (3.8) in the neighborhood of boundary equilibria, it 
can be seen that if the interior equilibrium point exists (condition (3.24) 
is satisfied), then all other equilibrium points are locally unstable. Thus 
the interior equilibrium point if it exists may be either stable or yields 
a limit cycle. This assertion is corfirmed by computer calculations (see 
Fig. 3.6(ii)). 
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Next we consider the case that an interior (polymorphic) 
equilibrium point does not exist and that the condition (3.14) for the 
entry of the immigrant prey into the preexisting three species system is 
satisfied. Then we have the following relations (see domain (I) in 
Fig.3.4(i)). 
u > V > u* or u < V < u* (3.25) 
If we denote by x" = (x,", x^", 0, y,") the other boundary 
(monomorphic) equilibrium point of equations (3.8) which satisfies 
F,=F2=G2=0, y,=0, a similar procedure as for the derivation of equation 
(3.14) yields 
G,(x") = TPC/J) - TPCj(I) 
= [P2-(P,+P,)q'][v"(l-u)"-(l-v)"u"]D, (3.26) 
where 
PiP2«i«2(x;+x;) 
^ [a,P3(l-u)"v"+a3P,(l-v)"u"][a,P,+a,P,] ' ^^'^^^ 
and 
X ^ (1-v) (P,a,)'^" 
q' - x;+x; v(p,a,)"" + (l-v)(p,a,)"" (^-^S) 
It can be shown that 
where 
P2-(Pi+P2)q'>o 
P2-(P,+P2)q'<o 
1.1 I 
P," «:" 
u' = i., i i., 1 
P2" a," +p|> ttj" 
for V > u* 
for V < u* (3.29) 
64 
Equations (3.26), (3.27) and (3.29) are the same as equations (3.15), 
(3.16) and (3.18) except that u and v are interchanged. Thus, if 
condition (3.25) is satisfied, G,(x")<0 and the native prey is replaced 
by the immigrant prey. Furthermore, one can see from condition (3.25) 
that all boundary equilibria except x" are unstable. Hence it is expected 
that any immigrant prey with defensive strategy J = {v,n} which 
satisfies condition (3.25) (domain (1) in Fig. 3.4(i)) will always replace 
the native prey which has defensive strategy 1 = {u,n}. 
Finally, let us consider the case that the parameter u of the native 
prey is equal to u'(n) defined by (3.17). In this case, the condition for 
entry of the immigrant prey into the preexisting system becomes neutral 
i.e. 
G^{x) = TPC,,(r) - TPC,,(J) = 0 for any v (3.30) 
where 1* == {u*,n} and J = {v,n}. In this case, the entry of the 
immigrant prey into the preexisting system shall depend on the stability 
of the boundary equilibrium (monomorphic) point x' = (Xj', x '^, y,', 0) of 
the system (3.8). However under condition (3.30), equations (3.23) give 
x,*>0, X2*>0, y , ' >0 , y2* = 0 and thus it follows that the system (3.8) 
has no interior (polymorphic) equilibrium point for any v (Fig. 3.4). All 
boundary equilibrium points except x' are unstable. Thus the equilibrium 
point x' may be globally stable for any value of v. This assertion is 
confirmed by computer calculations (see Fig. 3.6(iii)). 
From these results, one can say that once a system consisting of 
two predators and one prey with defensive strategy r={u'(n), n} attains 
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a steady state, any prey with different defensive strategy {v,n} can not 
enter the system. Thus one can regard I* = {u'(n),n} as an evolutionary 
stable strategy. 
(B) The case where I={u,n} and J={u,in} (The change occurs only 
in the intensity of defensive switching) 
By a similar procedure as in case (A), the interior equilibrium 
(polymorphic) point x**=(\^", x^", y,", y^*') is obtained as 
a. 
X, = - ^ 
*• a , 
X2 = — 
P. 
03 
P. 
Yi = 
{a,pr u- -a.Pr (1 - ")"} (""P" + (1 - u)"P"} 
p,p, {p;'p^"'(i-u)"-prp?u"(i-u)'"} 
\ 
,. {a,Pru"-a,Pr(l-u)"} {u-p-+(l-u)'"pr} 
^' p,p, {prpy(i-u)'"-pKu'"(i-u)"} (3.31) 
Again at this state, the relative predator density has the value of the 
equivalence point q" = p2/(Pi'^ P2)- I* ^^^ ^^ seen that the interior 
equilibrium x" is positive i.e. y," > 0 and y/* > 0 if 
n<n*<m or n > n '> m (3.32) 
where n* is defined by equation (3.21). By using analysis similar to 
case (A), we obtain parameter domains for entry of the immigrant prey 
into the preexistinjg system as indicated in Fig. 3.4(ii) and the system 
in each domain shows the same behavior as the case (A). It can be 
seen that when the native prey has a parameter n=n'(u), any immigrant 
66 
prey with defensive strategy J={u,m} (m^^n) can not enter the 
preexisting three species system. 
3.5 Evolutionarily Stable Strategies 
In this section, we consider an evolutionary process involving 
successive replacements by different immigrant preys. We assume that 
each time an immigrant prey attempts to enter the preexisting system, 
the change occurs either in u or n (but not both) and that the intervals 
between successive encounters with new immigrants are long enough so 
that after each entry of the immigrant, the system establishes a new 
steady state before the next immigrant prey appears. 
First, we consider the case that the (small) changes occur only in 
the value of u while n is kept fixed. We shall assume that a system 
composed of two-predators and one-prey with defensive strategy 
Ij={u,,n} has already established a steady state, and an immigrant prey 
with defensive strategy I2={u2,n} appears in this system. In the previous 
section, we obtained the criterion for entry of an immigrant prey into 
the preexisting system with respect to parameters u of the native and 
immigrant prey as shown in Fig. 3.4(i). Using this diagram, we can see 
that if the set of native and immigrant prey parameters (UjjU^ ) is in the 
domain (I), the immigrant can enter the system and finally replace the 
native one, but if (u,,U2) is in the domain (II), the immigrant can never 
enter the system. As we have assumed, the difference between u, and 
Uj sufiiciently small, so that the parameters set seldom falls in domain 
III. Thus if Uj > u' and U2 < u,, the immigrant prey with defensive 
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switching I2={u2,n} will succeed in entering the system and evolve a 
system consisting of two-predators and one-prey with strategy I^ . 
Similarly the next immigrant prey with defensive strategy I3={u3,n} will 
replace the prey with defensive strategy I2={u2,n}, if U3< u^. By such a 
process of successive replacements, u will finally approach u*(n) as 
shown in Fig. 3.4(i). Conversely, when u,<u*, the value of u increases 
at each step and will approach u'(n). As we discussed previously, once 
the value of u attains u*(n), no more substitutions will occur. In this 
sense, we can regard the state u'(n) as the evolutionarily stable 
defensive strategy for a given value of n. The curve u*(n) as a function 
n is plotted in Fig. 3.5 which we shall call hereafter the "ESS line". 
Similarly, a diagram for entry of immigrant prey in the preexisting 
system for the parameters n with a fixed value of u is illustrated in 
Fig. 3.4(ii). 
Now, we consider a more general case that changes occur in either 
u or n randomly. For each step of mutation, we refer to Fig. 3.4(i) and 
Fig. 3.4(ii) for the changes in u and n respectively. The stepwise 
changes in u and n will occur, approaching a point on the "ESS line'" 
as illustrated in Fig. 3.4. Since the changes with respect to u and n 
occur randomly, we can not specify what point on the "ESS line" will 
be finally reached. As we noted in equations (3.4) and (3.5), the 
optimal defensive strategy for a prey that makes the TPC minimum is 
realized when u = ^^/(^^+^^) and n->oo. It can be seen from equation 
(3.17) that the set of parameters (u= ^J{^^+^^), n-^oo) lies on "ESS 
line". 
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It should be noted that at any point on "ESS line", the relative 
predator density always attains the equivalence point (q = Pj/Oj+Pj)' 
namely ^^x^=^2^^). This result can be explained more intuitively as 
follows: Suppose that the relative predator density is different from that 
at the equivalence point, q ^ ^J(^+^^). It follows from equation (3.5) 
that if q > 2^/(1^ 1+ 2^) (^ •^ - Pi^i^P2^2) ^^^^ the per capita total prey 
consumption, TPC, of the immigrant prey will be lesser than that of 
the native prey if the immigrant prey adopts a more effective defensive 
strategy against the first predator than does the native prey. Similarly 
when q < p /^CPi+Pj) (i-^- Pi^<32^2) ^^^^ the TPC of the immigrant 
prey will be lesser than that of the native prey if the immigrant prey 
adopts a more effective defensive sfrategy against the second predator 
than does the native prey. Thus evolutionarily stable state can not be 
realized unless q = P2/(Pi"''p2)-
3.6 Discussion and Conclusions 
We analyze in this chapter a predator-prey system in which two predators 
share a common prey and the prey responds to changing predator densities by 
avoiding more abundant predator species. This leads to the idea of defensive 
(or adaptive) switching. We define this term in section 3.2 on the lines similar 
to Murdoch [93] where he defined (predator) switching. According to our 
definition (3.1), a prey is said to use defensive switching behavior against the 
two predators if the relative number of predator species involved in predation 
per unit relative predator density is a monotonically decreasing function of 
the relative predator density. We consider functions fj and f^ (which denote 
the fractions involved in predation of the first and second predator respectively) 
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of the form (3.2) which satisfy our definition of defensive switching. The 
benefit of any antipredator behavior is a decreased risk of predation. This fact 
is obvious from the graph off, in Fig. 3. l(i). It shows that f, diminishes when 
the population of the first predator is large compared to the population of the 
second predator. Similar argument may be given for the function f^. 
We assume that the defensive switching strategy of the prey is 
characterized by two parameters : the relative alertness of the prey against the 
predator, u, and the intensity of defensive switching, n. Two points, namely 
the defensive switching point q=l-u (where q is the relative density of the first 
predator i.e. q = x/Xj+Xj) and the equivalence point q = ^^/(^^+^^) (where (3, 
and P2 represent the predation coefficients of the first and second predator 
respectively) turn out to be crucial points at which the per capita total prey 
consumption (denoted by TPC) by both predators becomes independent of n. 
the intensity of defensive switching (see equation (3.5) and the paragraph 
following it). 
It is seen that the TPC for any value of n is always greater than that for 
n=0 (no-defensive switching case) when q takes intermediate value between 
the defensive switching point q = 1-u and the equivalence point q=^^/(^^+fi^) 
and that this difference grows with increasing n (see Fig. 3.3). Furthermore, it 
is seen that the optimal defensive strategy for a prey that makes the TPC 
minimum is realized when u = p/d^j+Pj) and n->oo. 
In order to see how the defensive switching property of prey can evolve 
under natural selection, we analyze the dynamical behavior of two-predators 
and one-prey system. Assuming that the system is encountered with an 
immigrant prey with altered defensive switching strategy (in terms of different 
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parametes u and n) one after another, we obtain the conditions for replacement 
of a former occupant prey by an immigrant one. It is found that the system 
eventually attains an evolutionarily stable state such that no entry of any 
immigrant prey is possible. Assuming that each time an immigrant prey enters 
into a preexisting system, the change in defensive switching is effected through 
change in only one parameter (u or n but not both) at a time, the approach to 
the evolutionarily stable state can be traced down by taking suitable routes in 
Fig. 3.2(i) or 3.2(ii) depending on whether the change occurs in u or n. It is 
interesting to note that unless some trade-off relation exists between u and n, 
the evolutionarily stable state is not unique, but it is given by a set of parameters 
{u,n} which form a curve designated "ESS line". "ESS line" u*(n) (or n*(u)) is 
given by equation (3.17) (equation (3.21)) and is plotted in Fig. 3.5(i) (Fig. 
3.5(ii)). Thus, if a number of two-predators and one-prey systems are allowed 
to evolve independently, each system will reach a different state on the "ESS 
line". It can be noted that the set of parameters u = P,/(3i+P2), n^oo (which 
gives the optimal defensive strategy for the prey) and the equivalence point 
q=P2/Pi+P2 (at which the two predators have equal per capita total prey 
consumption when the prey completely avoids either the first predator or the 
second predator) both lie on the "ESS line". 
The fact that the evolutionarily stable state of our system is not unique 
but can be specified only by the "ESS line" leads to speculate that the 
occurrence of defensive switching should be widespread in predator-prey 
systems where two or more predators share a common prey. This observation 
needs to be supported either by data from natural species or experimental 
evidences. The authors are not aware of any such reported study yet. 
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Likewise Holt [60] and Matsuda [76], the optimal prey foraging strategy 
for our defensive switching functions can be discussed by introducing contour 
lines (isoclines) of TPC, the per capita total prey consumption. At the steady 
state of two predators and one-prey system given by equations (3.10), TPC 
satisfies 
TPC (x,,x,)= P,f,x,+ P3(l-f,)x2 = a, (3.33) 
Contour lines of equation(3.33) in the space (x,,X2) are illustrated for various 
values of u and n in Figs. 3.7(i) and 3.7(ii) respectively. For any fixed values 
of u and n, it can be shown that TPC (x,, X2) < a3 in regions I and TPC (x,, x^ ) 
> ttj in regions II of Fig. 3.7. In these diagrams, the contour lines have negative 
slopes, which means that an increase in the density of the rarer predator 
produces an increase in the per capita total prey consumption by both predators 
because TPC(Xj,X2) < TPC(^, x^ ) for ^ > x,« 0 (TPC(x,,X2) < TPC (X,,TI) for 
Ti > X2 w 0). In accordance with the concepts similar to Holt [60] and Matsuda 
[76], this system depicts nonoptimal forging preys. In such arguments, it is 
assumed a priori that the predator densities are fixed at constant values. 
However in general, the interaction between prey and predator should 
affect their population sizes so that different defensive switching properties 
may lead to different steady states. The predator densities at the steady state 
in the two predator and one prey system are given by equations (3.10) as 
function of parameters (u,n). We plot such equilibrium states (closed circles) 
for each value u(n) in Fig. 3.7(i) (Fig. 3.7(ii)). The evolutionary changes in 
u(n) for a fixed n(u) will proceed along these equilibrium points tending to the 
evolutionarily stable state as illustrated by the directed dotted lines in 
Fig. 3.7(i) (Fig. 3.7(ii)). Thus we can see that the predator densities are strongly 
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regulated depending on how evolution of the preys proceeds, however they 
ultimately reach the evolutionarily stable state at which x. coincides with the 
value at the equivalence point (Xj^aj/pj, X2=a3/P2)-
It is interesting to conclude that evolutionarily stable strategies for 
predator switching (Matsuda [76]) and the prey's defensive switching (present 
study) produce almost similar results. Thus, introducing a predator in a two 
prey, one predator system with predator switching behavior and introducing a 
prey in a two-predator, one-prey system with prey defensive switching behavior 
seem to be yielding similar effects. 
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Fig. 3.1 The fraction of the first predator species f,(X|,x,) involved in predation with 
u=0.5: (i) Function f, as a function of x/x, (ii) Function f, as a function of x, 
with fixed value of x,=1.0. 
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Fig. 3.2 The fraction of the first predator f, involved in predation (equation 3.6) as a 
function of the relative density of the first predator q is shown for various 
values of n: (i) u =0.5,the case of equa\ fraction of alertness. M curves passes 
through (0,1), (0.5, 0.5) and (1,0), (ii) u=0.25, the case of unequal fraction of 
alertness. 
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Fig. 3.3 The per capita total prey consumption (TPC) as a fUnction of the relative den-
sity of the first predator q is shown for various values of n when x +x, =1 
(constant) 3,=1.0, P,=3.0 : (i) the case where the defensive switching point is 
not equal to the equivalence point (i.e. l-u;^p7(|3,+pO, (ii) The case where the 
defensive switching point coincides with the equivalence point (i e 
l-u=i33/(P+p3). 
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Fig. 'iA Conditions for entry o^ immigrant prey and coexistence of preys (i) u and v 
stand for fraction of alertness of the native and immigrant preys respectively 
(ii) n and m stand for the intensity of defensive switching of the native and 
immigrant preys respectively. In both the diagrams, the immigrant prey can 
enter into the preexisting system to drive out the native one in the domain (1), 
fails to enter in domain (U) and coexists with the native one in the domain(III). 
The sequences of arrows in (i) and (ii) illustrate possible processes of transi-
tions of u and n by entry of immigrants respectively. 
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Fig. 3.5 Evolutionary changes in u and n. The solid line represents the "evolutionarily 
stable stretegy line" (ESS line) u*(n) defined by equation (3.17). In the hatched 
region, the system has a stable equilibrium state which consists of two preda-
tors and one prey with strategy I={u,n}. The ESS line always lies in the stable 
region. The sequence of arrows illustrates possible processes of transitions of 
{u,n} by entry of immigrant preys, (i) the case for a|=1.3, a,=1.0, P|=1.4, 
3,=0.9 (ii) the case for a,=0.7, a,=1.2, p =1.4, p,=0.9. 
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y -population 0 0 (X|*x, )-population 
y -populatton 0 0.5 (X|*K,)-population 
y -population 0 1 X|+x,-population 
Fig. 3.6 Trajectories of the dynamical system (3.8) with a|=l .3, a,=l .0, a3=l .0, P|=l .4, 
P2=0.9, n=1.0: (i) The switching parameters are chosen as (u,v) = (0.3, 0.5), a 
point in domain (I) in Fig. 3.4(i). A trajectory starting from an initial point 
(x,*, Xj*, y,*,y,*)= (0.3, 0.8, 0.4, 0.0001) is shown, (ii) The switching param-
eters are chosen as (u,v) = (0.4, 0.8), a point in domain (III) in Fig 3.4(i) 
(coexistence). Two tragectories with different initial points x"=(1.3, 0.9, 1.2, 
0.0005) and x*=(0.8, 1.5, 0.0001, 2.5) are shown, (iii) The case where the 
native prey has a set of values (u,v) == (0.66, 0.4) which lies on the "ESS line" 
in Fig. 3.5. A trajectory with an initial point x" = (1.0, 1.5,0.0001, 2.0) is 
illustrated. 
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0 1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
X, 
Fig. 3.7 Contour lines of the per capita total prey consumption rate TPC = a, as a 
function of x, and x,. We set a, = 1.3, a,= 1.0, a,=0.48, p,= 1.4, p,= 0.9 
(i) Contour lines with various u for fixed n=1.0. The values of u for curves 
1,2,....,5 are 0.65,0.6,0.55,0.45, 0.4 respectively, (ii) Contour lines with vari-
ous n for fixed u=0.45. The values of n for curves 1, 2, 5 are 2.0, 1.6, 1.2, 
0.8,0.5 respectively. All contour lines pass through the equivalence point (X|,x,) 
= (0.34,0.53). Closed circles on the contour lines represent the predator densi-
ties at the equilibrium points given by equation (3.23a,b). In an evolutionary' 
process, the switching parameters change along the dotted line, approaching 
the ESS at which the predator densities reach the equivalence point. 
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Chapter - IV 
A PREDATOR-SPECIFIC DEFENSE MODEL 
WITH AGE-STRUCTURE 
4.1 Introduction 
In this chapter, we enlarge the scope of the model of Chapter-II 
by introducing age-structure in the dynamics of one of the predator 
populations. This allows us to incorporate delay effects (possibly) for 
the first time in a prey defensive switching model. 
It has been a generally held tenet in population biology that a 
time delay in the growth rate response to environmental changes 
(including changes in the population's own size) will, if long enough, 
lead to instabilities or at least to destabilization of equilibrium 
population levels. Delay causing mechanisms most frequently mentioned 
by population biologists are those related to age-specific fecundity or to 
other parameters closely connected with it. The existence of an 
equilibrium (or stationary) age distribution, its stability properties and 
the occurrence of regular or even chaotic oscillations in population size, 
all have been related to age specific fecundity or to other parameters 
closely connected with it, such as maturation time, mean gestation time, 
age of maximum fecundity or with the "reproductive window" (see e.g. 
[26,29,79,97,107,131] and references therein). 
The type of delay we are interested in the present model system 
is that due to age-specific maturation periods [27]. For this purpose, we 
assume that one of the predator populations has an age-structure that 
significantly affects its fecundity. The mathematical goal of this study is 
to analyze two special but equally important cases of the main model 
(4.7) of this chapter called Model A and Model B with a view to 
study the effects of the maturation periods on the equilibrium stability. 
We derive the model equations in section 4.2 under several basic 
biological assumptions with certain types of predator and prey 
populations in mind which we now describe. 
We assume that the populations of both predators and their 
common prey are closed to immigration and emigration and that they 
interact in a constant environment. We consider two types of predators, 
one with age-structure and the other without it. We ignore any age-
structure in the prey population. For ignoring age-structure in a 
population, we suppose that either such a population's vital parameters 
are not age-specific or that their dependence on age-structure is 
insignificant as far as their effect on age-structured population's 
fecundity and death rates is concerned. Examples of populations without 
age-structure might include those populations whose life cycles are 
either simple as to render age-structure within them insignificant or 
whose life cycles are significantly longer (or shorter) than that of the 
age-structured population. 
As mentioned earlier also we are primarily concerned here with 
maturation periods as delay and instability causing mechanism, and 
therefore we concentrate on age-specific differentials in reproductive 
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output (fecundity rate) of the age-structured predator population at the 
expense of ignoring age differentials in its death rate. We also assume 
the death rate of a second non age-structured predator population to be 
constant. Such an assumption may well be justified for various reasons 
such as (i) delays in death rate responses are generally supposed to be 
of less importance [106] and (ii) the survivorship curve of a population 
may be of type II i.e. exponentially decreasing [59]. 
Finally, we assume that each of the non age-structured predator 
and the prey population grows under self-inhibition in the absence of 
other species. We also assume that prey defends itself against predators 
by being vigilant against relatively abundant predators and switching (in 
defense) to a relatively low density predator species. More specifically, 
we assume that prey displays defensive switching behavior against 
predators. 
Under these assumptions, we derive the model equations (4.7) in 
section 4.2. In section 4.3. we analyze Model A using the construction 
of Liapunov functional method and give the sufficient conditions for 
the asymptotic stability of its positive equlibrium. In section 4.4, we 
analyze Model B using Krasovskii method. Section 4.5 contains the 
main conclusions of this chapter. 
4.2 Model Equations 
Let x(t) denote the total number of individuals at time t of an 
age-structured predator population. Let p(a,t) denote the density of 
individuals of age a at time t of this population, thus 
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x(t) = JJp(a,t) da 
Following general theory of age-structured populations essentially 
due to Mckendrick [85] and Foerster [130] (also see [26,61] and 
section 1.3.2 of Chapter-I), we assume that the dynamics of the 
predator population x is governed by (see model (1.7) in Chapter-1) 
5p 5p 
- - + —• = - a , p , a > 0, -oD < t < 00 
da at 
p(0,t) = rf(a,t) p(a,t)da , (4.1) 
JO 
where 
a, is the death rate of the population x. As discussed in section 4.1, 
a, is taken to be a positive constant independent of a,t and p. 
f(a,t) is the age-specific fecundity rate of the population x. 
We assume the function f to be a function of time t only 
implicitly through its dependence on the population size x, population 
size y (of a second non age-structured predator population) and the 
population size z (of the prey). More specifically, we assume that f has 
the form 
f = y,p(a)R(x,y)z (4-2) 
The positive constant YJ>0 is called the birth modulus and the function 
P is the maturation function. The maturation function p which 
obviously describes the effects of age on fecundity is assumed to satisfy 
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B(a) > 0, P(0) = 0 and p*(s) = f e " P(a) da<+<» (4.3) 
Jo 
for all s > 0. Here P' (s) is the Laplace transform of p(a). Function R 
represents a fraction of the prey available to the population x against 
its defensive switching behavior to be explained shortly. 
Before considering the dynamical equations for populations y and 
z, we integrate (see [26,28,29]) equations (4.1) under the assumptions 
(4.2), (4.3) and p(+oo,t)=0 and obtain the dynamical equation for the 
population x as under (also see the derivation of equation (1.12) in 
Chapter-1) 
— = -a ,x + Y,Rzr P ' ( t -s) e""'^ "^ ^ x(s) ds (4.4) 
dt •'-'" 
One can derive similar equations for populations y and z. But 
since the present study is the first attempt (to the best of our 
knowledge) to introduce delays in a defensive switching model, we 
restrict ourselves to a simpler model in this chapter. Thus we consider 
some special types of predator-prey interactions with some specific 
assumptions in mind as have been cited in section 4.1. Under one such 
assumption, we ignore any age-structure in populations y and z and 
consider their dynamics to be governed by the Lotka-Volterra type 
equations as follows : 
^ = y[ -a3- f (y) + Y,(l-R)z] 
dz 
— - • z dt a3-g(z) -6 ,Rr p'(t-s) e-"'"-'> x(s) ds-82(l-R)y 
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(4.5) 
Various entities in (4.5) are explained in the following: 
ttj > 0 is the death rate of the predator y. 
f(y)>0 is the self-inhibition rate of the predator y. 
y, is the rate of conversion of the prey eaten by the predator y 
into newborns. (1-R) is the fraction of the prey available to the 
predator y. 
a^ > 0 is the intrinsic growth rate of the prey z. 
g(z) is the self-inhibition rate of the prey z. 
5, > 0 is the rate of consumption of the prey z by the predator x. 
6, >0 is the rate of consumption of the prey z by the predator y. 
To be specific for the defensive switching strategy of the prey, we 
assume (see equations (2.2) in Chapter-II) the following simple form for 
the function R. 
1 
^"TT~r (4.6) 
1 + x/y ^ '' 
This particular form of the function R implies that the availability of 
the prey to a predator population diminishes if its population becomes 
large compared to population of the other predator. Obviously R 
represents the prey defensive switching behavior and thus it may also 
be called as defensive switching function. 
Substitution of (4.6) into (4.4) and (4.5) gives the main model 
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equations of this chapter as under 
dx yz f. „ , 
a,x + Y, - ^ rp'(t-s)e-"'*-"x(s)ds 
1 '1 X + V J-^ dt • " x  y
dy xyz 
-—= - a . y -yf(y) + y, , 
^ = a3Z - zg(z) - 6, - ^ r P '(t - s) e-'^-'^ x(s)ds - 5 , ^ ^ dt ^ ' x + y J-o'^^ x + y 
For the purpose of simplicity in our subsequent analysis, we concentrate 
on two special but equally generalised cases of the model (4.7) and 
denote them Model A and Model B 
Case I 
We assume here that f(y) = 0 (i.e. the predator y has no self-inhibition 
effect). 
Under this assumption, the model (4.7) is reduced to 
f = - « . ' ' + Y . ^ J>'(t-s)e-^->x(s)ds, 
dy xyz 
— = -a^y + Y ^ — , Model A 
dz yz ft c. xyz 
— = a,z - zg(z)-6, -^— \ 3 ( t - s )e-"-"x(s)ds -^2 - ^ -
It can be verified that Model A has a unique positive equilibrium 
eA=(x', y', z*) given by 
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1 a, 
* I L 
y,p*(a,) y^  
. _ [a3-g(z')][Y,+Yia3P*(a,)] 
' " Y2[5,+5,a,P'(a,)] ' 
and 
[cL,-g{z)][y^+y,a^^\a^)] 
y* ^ y,a3P'(a,)[6,a,p*(a,) + 82)] ^ -^^ ^ 
provided, 
This condition implies that Model A has a positive equilibrium e^ only 
when the intrinsic growth rate of the prey z is greater than its unit 
abundance self-inhibition rate. 
Case 11 
It is assumed here that the prey z has no self-inhibition effect (i.e. 
g(z)=0). Thus the model (4.7) takes the form 
dx 
^ = _a,x + l ^ y ^ j ' P '(t - s)e-<-^x(s)ds, dt x+V"'-* 
- ^ = - a , y -y f (y ) + y , ^ , Model B 
f = a 3 Z - A > ^ r p'(t-s)e-<'->x(s)ds- 6 , - ^ 
dt x+y- '^ x + y 
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This model indeed differs from Model A in that here the predator y is 
assumed to have self-inhibition (crowding) effect whereas the prey z is 
assmned to grow exponentially in the absence of both predators x and 
y. Model B is thus another model with prey defensive switching 
behavior. 
Model B has a positive equilibrium e^ = (x", y", z") 
where y" is a solution of 
y - C 
such that 
D < y" < C, 
with 
Y,a,P*(a,) [5,a,3*(a,)+6J 
and 
D = [5,a,P*(a,) + 6J 
x" and z" can now be obtained in terms of y** as 
^,_Y,P'(a,)[a2+f(y")] 
^._Y,+Y.r(a.)[a:+f(y")] 
Y,Y2P*(ai) 
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We determine sufficient conditions for asymptotic stability of the 
positive equilibrium of Model A and Model B in sections 4.3 and 
section 4.4 employing the construction of Liapunov functional and 
Krasovskii methods respectively. 
4.3 Linear System (Model A) 
Under the transformations 
x(t) = x'+u(t), y(t) = y'+v(t) and z(t) = z*+w(t), 
the linearized system corresponding to Model A takes the form 
^ = a„u(t) + a„v(t) + a,3w(t) + - ^ j ' P '(t - s)e--^'-^u(s)ds 
dt p (a,)''-" 
dvft) 
—r— = a2,u(t) + 3^ 2 v(t) + 3^ 3 w(t) 
dt 
^ = a3Mt) + a3,v(t) + a33w(t)---A_-rp'(t-s)e-"' '->u(s)ds, (4-9) 
dt yiP(a,)''-» 
where 
f , X- ^ 
_ a,x _ a,x 
'' y (x +y ) '^  z 
^2. x*(x- + y ' ) ' ^^ ^ ( x * + / ) ' ^'^ ~ z 
31 Y,(x +y ) y^\{x +y ) 
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a,6,x ttjSjX* 
^32 Y,yV+y*) Y2(x*+y') 
a33 = a3-[g(z')+z-gXz*)] a,5,x' a2^2y* 
Yiz Y2Z 
In order to study the asymptotic stability of the solution 
(u,v,w) = (0,0,0) of (4.9), we use the method of construction of 
Liapunov functional (see [18,103] and section 1.4.6 in Chaptet-I). To 
this end, we introduce the Liapunov functional W as 
W(u(.), v(.), w(.)) = m, |u(t)| + m^ |v(t)| + |w(t)| 
where. 
(4.10) 
m Yi 
(4.11) 
It is obvious that W is a positive definite functional on R\ Further, it 
has continuous first order partial derivatives with respect to all variables 
((u,v,w) ^ (0, 0, 0)). The time derivative of (4.10) along a solution 
((u,v,w) ^ (0,0,0)) of (4.9) yields 
dW d , .., d, ,,, d , , . , 
— =m,-|u(t) | + m,- |v(t) | + - |w(t) | 
dt at dt dt 
f * \ 
-m,a, 
CL/ a,6,x* g^g^y" 
x + y ) j x ( x + y ) Y,(x+y) y^^i^+y) 1+- H-nij |u(t)| 
+ 
m,a|X ^i^iy a,6,x 6,a2X 
y*(x* + y*) (x* + y*) Y,y*(x* + y*) y^_(x' + y') |v(t)| 
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+ 
m,a,x 
z Y,z Y,z 
|w(t)| 
(4.12) 
The right hand side expression of (4.12) has been obtained after using 
(4.9). It follows from (4.8) and (4.11) that the coefficients of |u(t)| and 
|v(t)| are negative. The coefficient of |w(t)| is negative and hence by 
construction of Liapunov functionals method, the linear system (4.9) is 
asymptotically stable if 
g(z*) < a, < £(zg(z))L. (4-13) 
This condition implies that all the three species (predators x, y and 
prey z) with prey defending itself against predators by defensive 
switching may coexist at their equilibrium values (4.8) provided the 
instrinsic growth rate of the prey z is greater than its per unit 
abundance self-inhibition rate but less than the rate of growth of total 
inhibiton at the equilibrium. The condition (4.13) also emphasizes that 
at the equilibrium, the total inhibition of the prey z should be 
increasing. 
The question now arises what happens if the rate of growth of total 
inhibition of the prey at the equilibrium is less than its intrinsic 
growth rate, i.e. 
— (zg(z))U,<a3 (4.14) 
To answer this question, we apply the construction of Liapunov 
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functioanls method again using another functional as 
L (u(.), v(.), w(.)) = n, lu(t)| + n, |v(t)| + |w(t)|, (4.15) 
where. 
n, = and n. = -,„ 
' Y . 
The time derivative of (4.15) along a solution 
((u, V, w) ^ (0, 0, 0)) of (4.9) yields 
dL 
dt n,a, 
n^a^y 5^ay d^cuy^ 1 + — + ^ ^^—+-
I, ( x + y ) j x ( x + y ) Y , ( x + y ) Y , x ( x + y ) _ \m 
+ 
n,a,x njttjy* 5,a,x' 6,a,x' 
. y'(x"+y') (x'+y') y,y'(x' + y') y,(x"+y') _ |v(t)| 
+ -^-h-+ ' . +a3-(g(z) + zg'(z ))-^^. --4-
z z Y,z y,z 
Kt^ 
5, , 6, 
From n,= and n^= 2y > it follows that the coefficients of |u(t)| and 
|v(t)| are negative. The coefficient of |w(t)| is negative if 
a3-T-(zg(z)) dz 
6 3 0 2 ^ / 
• ^ * 
-^ 2Y , Z 
(4.16) 
Substituting for y* and z* from (4.8) into (4.16), it becomes 
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a3-l-(z8(z)) dz 
< 2^ [«3 -g(Z*)] 
"^ 2 [6,a,P'(a,)+6J ^^ "^ ^^  
Thus it follows that the linear system (4.9) (and hence the positive 
equilibrium e of Model A) is asymptotically stable provided condition 
(4.17) holds. Obviously this condition holds true if aj-—(zg(z) 
dz 
. <0 
as expected. On the other hand, although condition (4.17) turns out to 
be too complex in reference to its biological interpretation but at the 
same time it seems to be interesting for its dependence on the 
maturation function p. With a view to elaborate (4.17) in biological 
terms, we suppose that (in the absence of predators x and y) the prey 
z grows logistically and hence we assume a linear from of the ftmction 
g such that g(z) = a^z. This assumption reduces the inequality (4.17) to 
ap*(a,) + bp*(ai) + c>0 (4.18) 
where, 
a = 25,a,Y, (2a^a2-a3y2) 
b = 46,a,a,y2+52Y,(3a2a,-a3y2) 
and 
c = 3620^2 
It can be seen that under the condition 
O-A ^ Y2 
a 3 " 2 ^ (419) 
94 
(which may hold true for large a^, intrinsic growth rate of the prey or 
large y^, rate of conversion of the prey eaten by the predator y into its 
newborns), 
inequality (4.19) is satisfied provided 
r(a,)<Tl* (4.20) 
where ri* is the positive root of the quadratic 
ati^  + bn+c = 0 (4.21) 
We now summarize the results of this section in the following : 
Theorem 1 
(a) Positive equilibrium e of Model A is asymptotically stable if 
g*(z) < a3<—[zg(z)] 
oz 
(b) Positive equilibrium e of Model A is asymptotically stable if 
d . . , 5^  [a3-g(z')] 
C < "3—r(zg(z) • < ~TTi—QV m ~ i dz '=' 2 [5,a,P (a,)+5J 
(c) Supposing a linear function g(z) = a^z in Model A and denoting 
the positive root of (4.21) as TI*, the positive equilibrium e^ of 
Model A is asymptotically stable if 
^ 4 < X2 
and 
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Condition (4.20) involves the maturation function p and hence it may 
explain what effects delays may have on equilibrium stability. To see it, 
we consider the following form for the maturation function 
P(a) = - y a e-"^ -", (4.22) 
m 
This choice of P implies that fecundity of the predator x peaks at age 
a = m (although it is rather broadly distributed around a = m ) which 
might be taken as a measure of a biological maturation period. 
Substitution of (4.22) into (4.20) yields 
1 
m > — 
( 1 
.v^ -1 > 
This condition suggests that the maturation period of the predator x 
should be large to ensure the coexistence of two predators that share a 
common prey which displays defensive switching behavior against 
predators. 
For the purpose of stability results (maturation versus no-maturation 
periods), we consider the following model which corresponds to a non 
age-structured version of Model A. 
dx YiXyz 
dt x + y 
dy Y x^yz 
dt " x + y 
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dz 
dt 
= a 3 Z - z g ( z ) - (5,+SJxyz 
x + y (4.23) 
Taking the transformations 
x(t) = x*+u,(t), y(t) = y*+v,(t) and z(t)=z*+w,(t), 
the linearized system corresponding to (4.23) turns out to be 
dY(t) 
dt 
= BY(t) (4.24) 
where. 
Y = 
u, 
w, 
and 
B = X 
(8 
(X 
a 
( X 
, + 
• + y - ) 
• + y*) 
8 2 ) a , y * 
Y i C x ' + y ) 
y ' 
(8 
a 
( X 
X 
• + y*) 
^iV' 
x' 
.+ 
+ y ' 
5 j ) a j X * 
Y j ( x + y ) 
a , y 
- z " g ' ( z - ) 
It can be seen using Hurwitz criteria (see section 1.4.4 in Chapter-I) 
that all the roots of the characteristic equation associated with (4.24) 
have negative real parts. Thus the positive equilibrium of (4.23) is 
asymptotically stable. On the other hand, one may verify that with no-
self-inhibition effect in the prey population (i.e. g(z)=0), the positive 
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equilibrium of (4.23) is asymptotically stable if the death rates of both 
predators x and y are different (i.e. ttji^aj). One may consult Chapter-II 
for this result. This leads to the well known fact that the self-inhibition 
effects enhance stability. Furthermore, comparing the results of Model A 
and model (4.23), it may be concluded that even with the self-inhibition 
effects, the age-structure makes the system less stable. 
4.4 Nonlinear System [Model B] 
In this section, we assume (as in [23]) that all the positive 
solutions of Model B exist and are bounded for all te[0,oo] and are 
such that 
K, < x(t) < K,, L, < y(t) < L,, M, < z(t) < M. (4.25) 
where K., L. and M. are positive real numbers. 
Invoking the transformations 
= l o « ^ . q, = l o g ^ and r, = I c ^ ^ ^ 
' y ' z 
the Model B takes the form 
dZ -. 
- ^ = f(z,t) (4.26) 
where. 
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z = 
Pi 
q. 
r, 
and 
f(Z,t; = 
"F,(Pi,q. ,ri) 
G , ( P p q p r i ) 
H,(p,,q,,r,). 
with 
def a l V V 7 p''i'^'^l'"Pl »t 
def Y Y*7*P'''"^''' 
G,=-a,-f(yV') + ^ Pl J . \ 7 ftll X e*^ ' +y e 
X e"^ ' + y e^ ' •'-'<' x 
5,xy e"''^ ' 
e"' +yV' 
It can be seen that f (0,t)=0 for all te(-oo, (»). 
Now following the analysis steps as in [51,103,104] (also see section 
1.4.7 in Chapter-I), it yields that the positive equilibrium Cg of Model 
B is asymptotically stable if 
ap, <o. 
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d¥, dG, 1 
ap, aq, 4 
d¥, dG, 
—!-+—^ 
aq, dp, 
and 
SF, an, ac, an, ar, ao, 
+ • ^+^^^l i^^+-^^' 
ar, ap, j[ ar, aq, Jl aq, ap, 
aF, 
ap, 
ao, an, 
' • . + — 1 
ar, aq. 
+-
ao, 
aq, 
aF aH, 
-12 
ar, ap. (4.27) 
Various first order partial derivatives of F,, G, and H, involved in 
(4.27) are 
^=- y y ^ ^ Y " f'p'(t-s)e-°-'-'e^-'->ds 
dp, (xeP'+ye"') •'^ 
aF, ^ Y.xyzV'"^' 
dq, ~(xV'+yV') 
^ _ y.yVe 
ar, 
V V ze'''•"'''•'' ct , 
(xe'"+ye'")-'-" 
ao, YjxVVe"'* '^^  
* n. . • 
ap, (xe'''+ye''') 
_ J - = -f (y e'")y e"' - - V r r — r 
aqi (xe'^'+ye^') 
ao, y^xVeP'^ '^ 
ar, (xV'+y'e"') 
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* *^«21i 
ap, (xV'+yV')' = P^^—r r P '(t-s) e-"'^ '-^ ^ e"-'^ ^ ds 
(xV '+yV ' ) ' 
£ ^ = _ y^ y ^ , ^ f p'(t-s) e-""^ '-' e"'^ '' ds 
e.x'V'e""^'" 
(xeP'+ye"') 
Denoting 
P = P(t) = r Ptt-s) e"-^ '"^  x(s) ds 
•f-co 
the stability conditions (4.27) can be written as 
P > 0 
y,f(y)(x+y)2 P>z/4 [y.P-y^x]^  
and 
Y,yz 6,y' 
P - 5,xy^ 
x(x + y) (x + y)M (x + y r product 
Y2XZ S^x^y 6iXy 
x + y (x + y ) ' (x + y)^ product 
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(x+y)^ (x + yf 
(x + y)^ 
YjXz SjX^y 5,xy 
(x + y) (x + y) ' (x + y)' 
f (y)y + / ,2 (x + y r 
y,yz 5.y 2 N 
x(x + y) (x + y)^ P - (x + yr 
(4.28) 
It is clear that for asymptotic stability of the positive equilibrium e^  of 
Model B, conditions (4.28) must hold true for all t > 0. These 
conditions are too complicated to make any meaningful interpretation. It 
is for this reason that we further simplify our assymptions and assume 
that 72 and d^ (the two parameters concerning the population y (see 
section 4.2)) are so small that Y2=0 and 62^=0. Under these assumptions, 
stability conditions (4.28) reduce to 
0 < P< 
4fty)(x+y)^ 
and 
where, 
with 
G(P) > 0 (4.29) 
G(P) = a,P2 + b,P+c, , 
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a, = Y,6,z 1±-1 6, z 
b, = YjSjXz 
5, 
2x 
z 
f'(y)5,z(x+yy -l2 yx 
6, z(x + y) 
and 
c, - 2f'(y)y5,(x+y)^ Yi xy 5, z(x + y) 
Conditions (4.29) must be satisfied for all t>0 for e^ to be asympto-
tically stable. For any fixed t>0, let 
xy Yi X 
z(x+y) 5, z 
P* = 
4fty)(x+y)^ 
Y,z 
and P" denote the positive real root of G(P) = 0 i.e. 
P" = 
-b, - ^bj-4a,c. 
2a, 
where aj < 0, b, < 0 and c, > 0 
Thus conditions (4.29) are satisfied for any fixed t > 0, if 
0 < P < min (P*, P") 
Using (4.25) and supposing that 
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and 
where, 
KX 2-2 .Y. . A _ 
< - ^ < 
M,(K,+L,) 5, M^ 
^,= 
4f'(LiXK,+L,)^ 
^2 = 
-bj-ybf-4aic' 
2a; 
(4.30) 
a", = y,6,M^ Y, K, 
5, M, 
b'= y,5,K,M^ 
Y, 2K, 
5, M^ product 
and 
K,L, 
[5, M,(K,+L,)J 
c; = 2f'(L^)L,6,(K+L,)2 ^ 2 ^ 2 6, M,(K,+L,) 
it turns out that the positive equilibrium e^  of Model B is asympto-
tically stable provided 
0 < P < min ( t , y (4.31) 
for all t > 0 Assuming (without losing generality) that there exists 
m > 0 such that 
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P'(a)>0 for a < m and P'(a)<0 for a>m, (4.32) 
the condition (4.31) is reduced to 
0 < KjJJp'(a)e-°"da+K2£'p'(a)e"""da<min(^„^2) 
We now summarize the results of this section in the following 
theorem. 
Theorem 4.2 
(a) The positive equilibrium Cg of Model B is asymptotically stable 
provided the conditions (4.27) hold. 
(b) Assume that 73=0, 5/=0 and conditions (4.25), (4.30a) and (4.32) 
hold. The positive equilibrium e^  of Model B is asymptotically 
stable if 
o < K, rp'(a)e-"'*da+K2 rp'(a)e-"''da < mm(^,,^2) 
' JO Jm 
where ^,,^2 ^^ e given in (4.30b,c) 
In order to have some insight into the result of (Theorem 4.2(b)), 
we consider the specialized form (4.22) for the distribution function 
P(a) for which 
P(a) =^-e-'"'" 
m 
1 
2 
m 
and 
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K rp'(a)e-""'da + K3 rp'(a)e-'^"'da 
1 Jo Jm 
I^C , (•^-K,)e-^^- ^^33^ 
(a,m+l) m(a,m+l) 
It implies from (4.33) that large m facilitates the condition of Theorem 
4.2(b) to be satisfied. This result further confirms the contension of 
section 4.3 that large maturation periods may promote the coexistence 
of two predators and a single prey with prey adopting defensive 
switching behavior. This result strengthens the view that the generally 
held tenet in population biology that large delays cause instabilities may 
not hold true even for some nonlinear model systems. 
4.5 Conclusions 
Many authors in mathematical ecology have studied one-predator-two-
prey models with predator switching behavior emphasizing predator 
preference for relatively abundant prey items. Conclusions from the results 
of these models have been very much model dependent [5,76,101,124,125] 
prey switching behavior has also been studied in recent years (see e.g. 
[34,62,64,122]). This is called predator-specific defense. These studies 
mainly concern those situations where a single prey is eaten by two or 
three predators( such as scale eaters in Lake Tanganyika [62]) and this 
prey has predator-specific defense ( each prey behavior is effective against 
one predator species). Here again different models have produced different 
results varying from coexistence of species to permanent fluctuations 
(see e.g.[62,77,122]). 
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We consider in this chapter a new two-predator-one-prey model with 
prey defensive switching behavior. We introduce delays for the first 
time in such a model through age-structure in one of the predator 
populations with a purpose to study the effects of maturation periods 
(as delays) on the equilibrium stability. Main result of this chapter can 
be summarized as "although maturation periods result in the weakening 
of equilibrium stability (or weakening of resilience),large maturation 
periods can promote the coexistence of two predators and a single prey 
when prey displays defensive switching behavior. This result is very 
much in contrast to the usually held tenet in population biology that 
large delays cause instabilities. It is interesting to note that same 
contrasting result holds true even for a nonlinear model. 
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Chapter-V 
OSCILLATIONS IN EXACTLY SOLVABLE 
PREDATOR-PREY VOLTERRA TYPE MODELS 
5.1 Introduction 
As it has been mentioned in section 1.3.5 in Chapter-I, we know very little 
as yet about the dynamics of n-dimensional Lotka-Volterra (L-V) systems for 
n>2. For n=3, some authors have used extensive matrix analysis to determine 
the dynamics at an equilibrium from its hnearization ([8,15,21]) but this type of 
analysis is difficult to generalize and provides only local information. Others 
have used Liapunov methods and Hopf bifurcation theory and have even used 
numerical methods to discuss the dynamics of L-V type systems 
(see,[19,58,63,123,136]). 
With a view to avoid both (i) the notoriety of extensive matrix analysis involved 
with the linearization process and (ii) the lengthy and at times cumbersome 
computations of the stability criterion involved with Liapunov methods and Hopf 
bifurcation theory, we consider in this chapter, two-prey, one predator and two-
prey, two predator systems with Gompertz type interactions (see [98] and also section 
1.3.5 in Chapter-I). This assumption renders our model systems exactly solvable. 
Thus our solutions are exact (and in analytical form) from which global dynamics of 
the systems can be determined. We give main results of this chapter in Theorems 
5.1, 5.2,5.3 and 5.4. These results confirm the contension of Takeuchi and Adachi 
[123] that the addition of one or two predators to two species competing system 
enlarges the possibility of coexistence of all species. Two patterns of coexistence 
observed in this chapter are : (i) coexistence at the globally stable equilibrium and 
(ii) coexistence in the periodic motion of Hopf type (limit cycle). 
We analyze two-species competing system in section 5.2 Two-prey, 
one predator system is analyzed in section 5.3 Section 5.4 deals with 
two-prey, two predator model. Conclusions are given in section 5.5. 
5.2 Two-species Competitive System 
We are concerned here with the model described by the following 
system of differential equations 
dx, 
— = x,[l - logx, - alogxj 
dx 
dt 
= x^ Ll - Plogx, - logx^] (5.1) 
Here x = x.(t) are population sizes at time t of the prey which compete 
for the same resource. The first terms of the right hand side lead to the 
usual exponential increase for both species. The rest of the terms are the 
appropriate self-inhibition and competitive interaction terms in the 
Gompertz form. The positive parameters a and p represent competitive 
effects between the two prey. 
Letting 
Xj = logx, and Xj = logXj (5.2) 
reduces the system (5.1) into 
dX, 
"•1 _ 
dt 1- X, - aX^ 
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^ = 1 - P X , - X , (5.3) 
On differentiating once the equation (5.3a) and making appropriate 
substitutions from equations (5.3), we obtain 
^ = - 2 ^ - ( l - a P ) X , + l - a 
dt' dt ^ ^^ ' 
This equation can be solved to get 
V = C,e^ " + C^e-' + - ^ (5.4) 
Further from equation (5.3a), we get 
X [Ic;e .^' + ] I " Q e - ' + - ^ (5.5) 
2 Va \ a 1-aP ^ ^ 
In equations (5.4) and (5.5), Cj and C^ are the two arbitrary constants 
and T|. are such that 
Ti, = -l+^cip and r\^ = -\-^[o^ 
Equations (5.4) and (5.5) via (5.2) give exact expressions for x, and X2 as 
follow 
X, = (e^'"')(e'^"'")(e^) 
X, = (e ^«'" ) (e^«'^ ' ) (e'-< )^ 
Main results of this section can now be stated as : 
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Theorem 5.1 
Let us consider system (5.1) with aP -^ 1 
\-<x (a) If aP < 1, then populations x,(t) and XjCt) globally tend to lap 
, i-p . , 
and r ^ respectively as time t increases. 
(b) If aP > 1, then one of the populations exponentially increases while 
the other population exponentially decreases. 
Theorem 5.1(a) states that both populations x, and x, coexist provided the 
competitive parameters a and p satisfy the condition aP<l . One may 
note that this condition replaces the conditions (a<l and b<l) of [123] 
for coexistence of species. A pictorial representation of stability regions 
is given in Fig. 5.1. 
The region Rl shown by squares is the region for global stability 
obtained by Takeuchi and Adachi [123]. Region Rl u R2 u R3 depicted 
by horizontal lines is the region for global stability suggested by our 
system (5.1). Obviously our system produces a larger region of 
coexistence for species than the one reported in [123], though likewise 
[123], it still provides no evidence of any oscillatory behavior of species. 
This further confirms the well known fact from the literature that two 
species competing system have no periodic orbits (see [39,57,79]). 
5.3 Two-prey, one-predator System 
Introducing one predator to the system (5.1), it becomes 
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dx, ^ , , , , 
-— = xJ l - logXj-a logXj-e logy] 
dx 
-^ = x^[l- piogx, - logx^ - ^logy] 
dy 
- f = y[- l+dslogXj+d^ilogxJ (5.6) 
dt 
Here y = y(t) represents the predator population size at time t. The 
positive parameters E and /i are coefficients of decrease of prey due to 
predation and d is the transformation rate of the predator. 
Denoting 
Xj=logx, , X2 = logX2 and Y=logy (5.7) 
system (5.6) reduces to 
dX, 
"•I 
= l - X , - a X 2 - 8 Y 
= 1-PX^-X,-^IY 
dt 
dX, 
dt 
dY 
— = - l + d E X , + dtiX, 
This system may be written in the vector-matrix form as 
dL 
— = M +NL , (5.8) 
where 
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X, 
M = 
and 
N = 
-1 - a -8 
- P - 1 - ^ 
de d^ i 0 
Let T). (i= 1,2,3) denote the eigenvalues of matrix N and let T be the 
matrix that diagonalizes N such that 
T'NT = D, 
where D is the diagonal matrix with r|.(i= 1,2,3) as its diagonal elements. 
Let 
r ' L = p , r 'M = Q 
so that the equation (5.8) is now 
dP 
This equation has the solutions 
(5.9) 
?.= - — +C.e^i', i= 1,2,3 (5.10) 
where Q. are the elements of the column vector Q and C^  are three 
arbitrary constants. In case we choose r|j real and TJ^  = r\^\ we shall have 
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D, real and D^ = D,* 
The L. i.e. Xj, X^ and Y can now be evaluated from equation (5.9a) by 
using (5.10). 
This gives 
Qi , 7 ^ . . . + Ce'^  
n, 
X. -I 
i=l 
Y = 1 
1=1 
Q. (5.11) 
where Cjare arbitrary constants with C, real and € , = €3* . Furthermore 
g ^ P s - ^ ( T i . + l ) 
an-8(Ti.+1) 
U. = (Ti.+l)^-a3 
a|a-8(Tii + l) 
and 
Qi = E, 
r 
a|a-E(Ti,+l) - R - 1 
with 
g _ (a|i-s(Tit + l)) 
(T l i -T lz) (TI1-TI3) 
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F, = [aPn8(Ti^+n2+ri3+3)-P8HTi,+ l)(Ti2+Ti3+2)-a^i2(n2+l)(Tl3 + l) 
+ ^8(Ti, + l)(Tl,+ l)(Ti3+l)-a2pn2]/[P82-an2], 
F, = [a[i(Ti,+Ti3+2)-8(ri,+ l)(Ti3 + l ) - a P 8 ] , 
Q^ = Ej(Tij<^Ti2) ^^a^i-8(Tl,+1) 
and 
Q3 = E,(Ti,<^ri3) 
f F,(Ti3<-Ti,) 
an-8(Ti,+1) 
A 
-FzC^s '^n,)-! 
The solution x,, x^  and y of system (5.6) can now be obtained readily 
using equations (5.7) and (5.11). It is evident that this solution depends 
crucially on the properties of the eigenvalues r|.. The property that is of 
relevance to us concerns the signs of the real parts of these eigenvalues. 
We now study the eigenvalues T|. 
The Tij are the roots of the characteristic equation for the matrix N given 
by 
ri^  + a,r|^+a2ri+a3=0 , (5.12) 
where 
and 
a r 2 
a-=d|i2+d82+l-ap 
a =d^i2+ds2-dfis(a+P) (5.13) 
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Now, as is well known by Hurwitz criterion (see [90] and section 1.4.4 
in Chapter-I), the necessary and sufficient conditions for the real parts of 
all the three roots of equation (5.12) to be negative are 
a^ > 0 and la^ > n^, 
which become 
a+3<—+— 
8 \i 
a(3<l + -[ | i '+e '+^i£(a + |3)] (5.14) 
after using values of a., from (5.13). 
Under the conditions (5.14), the exponential terms in equation (5.11) die 
out as t->oo and the remaining constant terms are the only ones that 
contribute to the populations x,, x^ and y. Thus the populations Xj, X2, and 
y respectively reach definite constant values say Xj*, x^* and y* as t->oo. It 
is clear that these values are independent of initial conditions, since the 
latter would show up only through the arbitrary constants C^  multiplying 
the exponential terms. 
It is obvious that (Xj*, x^*, y*) indeed is the equilibrium solution of 
system (5.6) with 
«t 
X , = 
* 
^ 2 = 
d|i{E-H)+ati-e 
gd(ne(a+P)V-E^) 
d£(H-E)+PE-H 
gd(nE(a+P)V-E^) 
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, _ (l-aP-d(M+s-Pn-aE)) 
We now state our first result of this section. 
Theorem 5.2 
The solution (x^, x^, y) of system (5.6) globally tends to (x,*, x '^, y') as 
time increases (or the equilibrium (x,*, x '^.y*) of system (5.6) is globally 
stable) iff 
8 [i 
and 
aP < min ^ ^ , l . l ( ^ ^ . s ^ . M a . p ) ) (5.15) 
The following result follows from Theorem 5.2. 
Corollary 5.1 
The equiUbrium (Xj*, x^*, y') of system (5.6) is globally stable if a+P<2 
Proof. It is easy to see that under the assumption a+P<2, the inequality 
(5.15b) of Theorem 5.2 reduces to aP<^^'^*^ which always holds true. 
e 1 
Lettmg c= , the inequality of (5.15a) can be written as a+P<c+-
^ c 
which also holds true since a+p<2 and c + - ^ 2 for all c>0. This 
c 
completes the proof. 
117 
Remark 1 
The conditon (5.15b) of Theorem 5.2 has two inequalities i.e. 
a|3<l+—(M.^ +E^+|4.e(a+p)) which follows from Hurwitz criteria and 
aP<^^ ^ which is always true for any distinct a and p. 
Remark 2 
Stability of the equilibrium (x,*, X2*, y*) means the coexistence of the 
three populations x,, x^  and y. 
Now we wish to see how the nature of the solution (x,,X2,y) 
changes as we vary the value of a single parameter while keeping values 
of other parameters fixed. We choose e as the parameter. One may 
choose any other parameter. 
We cite the main results in the following theorem. 
Theorem 5.3 
Let us consider system (5.6) with its time dependent solution and 
equilibrium solution respectively denoted (Xj.x .^y) and (x,*,X2*,y*). Let us 
denote 
(a + P)-V(a + P)^-4 
(a + P) + V(a + P)'-4 
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3^ 2d 
-dn(a + P) + VdV'(a + P ) ' -4d (dn '+2-2aP) 
^4 = 
ap-O+d^i^) 
(a) Suppose aP <1 and a+P>2. The solution (x,,X2,y) globally tends to 
(x,*, XJ'JY*) as t increases (or equilibrium (x,', x^'.y*) is globally 
stable) if either 
(i) 0 < 8 < 8,* or 
(ii) 8 > 82* 
(b) Suppose ap <_ 1 and a + p > 2. The equilibrium (x,', x,*, y') is 
unstable if 
e ; < 8 < 8 / 
du' 
(c) Suppose 1 + - — > a p > 1 and a + p > 2. The equilibrium 
(Xj', Xj*, y*) is globally stable if either 
(i) 0 < 8 < 8,* or 
(ii) 8 > 8 * 
(d) Suppose 1 + - ^ < ap < 1 + djx^  and a + p > 2. The equilibrium 
(Xj*, x^*, y*) is globally stable if either 
(i) 0 < 8 < 8,* and 8 > 83' or 
(ii) 8 > max {£^*, 83*) 
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(e) Suppose aP > 1 + dfi^  and a + p > 2. The equilibrium (x,*, x / , y') 
is globally stable if either 
(i) 0 < 8 < e,* and 8 > max(83*, e/) or 
(ii) 8 > max (e/, s,', 8/) 
It may be mentioned that all the results of Theorem 5.3 are the outcome 
of the fact whether the necessary and sufficient conditions (5.14) for the 
real parts of all the three roots T]. of equation (5.12) to be negative hold 
true or not. The results of Theorem 5.3 suggest the change in the nature 
of the solution (x,, x^, y) (or in the stability of the equilibrium 
(x,*, x^ *, y')) when 8 crosses critical values e,*, e^ *, e^ * and 8/. 
It is obvious that the possibilities for the roots of the characteristic 
equation (5.12) are (i) all the roots r|. are real and (ii) one root is real 
and the other two roots are complex conjugates. Hurwitz conditions 
(5.14) guarantee that all the roots r\^ lie in the left-half complex plane. 
As soon as either of these conditions violates at least one root passes to 
the right-half complex plane and the solution (Xj, x ,^ y) does not tend to 
(x,',X2*,y*) or the equilibrium (Xj*,X2*,y*) is unstable. There must be some 
critical value of 8 at which crossing of roots through the imaginary axis 
indeed occurs. In the above e,*, E^* and 83* seem to be such critical 
values for parameter e. But at 8,* and 82* crossing of roots through the 
imaginary axis occurs at the origin and hence these cases provide no 
oscillations in populations. On the other hand, if one considers the cases 
of Theorem 5.3(d) and 5.3(e) then at 8 = 83' the three roots of the 
characteristic equation (5.12) are 
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r|, = -2 and 
Ti2^ 3= + i - ^ 8 3 ' + d n ^ + l - a p 
and this suggests that the three populations x,, x^ and y coexist in an 
oscillatory motion. Obviously oscillatory behavior of populations seems to 
be occuring due to the addition of one predator to the system (5.1). This 
result naturally confirms the contention of [123] that addition of one 
predator species to two-species competing system increases its diversity. 
We present some computer simulations in Figs. 5.2-5.4 which 
illustrate various possibilities of the results of Theorem 5.3. 
5.4 Two-prey, two-predator System 
Introducing two predator populations to the system (5.1), it takes the 
form 
dx, 
dt 
dx 
x,[ 1 - logx, - alogXj- e,logy, - e^logyj 
2 ^t = x^n- Plogx,- logXj- ^i,logy,- [ijlogyj 
dt = y,[-l + d,e,logx,+d,|i,logX2] 
dy, 
-^=y,[-l+d, s^logx,+d, i^^ logx^ ] (5.16) 
Here, y.=y.(t),(i=l,2) are population sizes of predator at time t, positive 
parameters S; and \i. are coefficients of decrease of prey due to predation 
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and positive parameters d. are transformation rates of i-th predator. 
Using transformations 
X. = logx. and Y, = logy^  (i=l,2), 
system (5.16) can be written in vector-matrix form as 
(5.17) 
dL 
— = M+NL , dt 
where 
(5.18) 
L = 
X" 
Y, 
. Y 3 . 
, M = 
r 
1 
-1 
-1 
and 
N = 
-1 
- p 
d,8, 
d^ E^ 
- a 
-1 
d.l^ , 
d^n, 
- S i 
-P•^ 
0 
0 
" ^ 2 
- ^ ^ 2 
0 
0 
Mathematically, system (5.18) can be solved likewise system (5.8) and the 
solution (Xj, x ,^ y^, y^) of system (5.16) obtained using transformations 
(5.17). Here again the nature of this solution depends crucially on the 
properties of eigen values of marix N. The characteristic equation of 
matrix N turns out to be a quartic whose coefficients depend on the 
parameters of system (5.16). The necessary and sufficient conditions that 
Hurwitz criteria provides for the roots of this characteristic equation to 
have negative real parts turn out to be too complicated to extract any 
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meaningful results. Thus we concentrate in the following on a simplified 
version of system (5.16) and assume similar to [123] 
s, = fi2 = e, £2 = |i, = | i , d, = d2 = d and a = p (5.19) 
These conditions require that the coefficients of decrease of i-th prey due 
to predation by i-th predator (i=l,2) are equal. The coefficients of 
decrease of i-th prey by j-th predator (ij=l,2 and i^ j^) are equal. Further, 
the transformation rates of both predators are equal and finally both prey 
face same competitive environment. 
Under assumptions (5.19), system (5.16) becomes 
dx, 
— =x , [ l - l og Xj-alogx^-Elogyj-i i logyJ 
dx, 
— =X2[ l -a logx , - logX2-^ logy , -8 logy2] 
dy, 
dt 
dy. 
= yJ- l+dslogXj + dnlogxJ 
y^h l + dnlogXj + dslogxJ, (5.20) 
dt 
which, under transformations (5.17), reduces to 
dX, 
- ^ = l - X . - a X , - 8 Y . - ^ i Y , 
dX, 
"•2 
dt l - a X j - X ^ - j i Y . - e Y ^ 
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dY 
— ^ = - l + d8X,+d^iX2 dt 
dY 2 _ 
= - l + d|iX, + dEX2 (5.21) 
dt 
Further, denoting 
X^X.-X^and Y - Y , -Y, , (5.22) 
system (5.21) changes to 
dX 
— = ( - l + a ) X + (^i-8)Y 
dt 
dY 
d(8- | i )X (5.23) dt 
This system has the solution 
x= 
Y = 
= C j e V + C 2 e V 
Q d ( 8 - | i ) ^ , , 
^ 1 
+ C3 
d ( 8 -
^ 2 
• ^ ) gn:t 
where r|.(i=l,2) are the roots of the charactreistic equation of the 
coefficient matrix of system (5.23) i.e. 
^ ( a - l )+V(a - l ) ^ -4d ( s - | i ) ^ 
It may be noted that the solution of (5.20) is related to the solution of 
(5.23) or vice-versa via (5.17) and (5.22). It may also be noted that the 
equilibrium solutions of (5.23) and (5.20) are related as 
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X y 
X* = log-^ and Y* = log~r, 
^ 2 Jl 
and since (X*, Y') = (0,0) it implies that the equilibrium solution of 
system (5.20) is 
(x,,X2,y,,y2) = ( x , x , y ,y ) 
where 
1 d(E+M)-(l+a) 
e"'^ '^'^  and y* = e 
We now state the main results of this section in the following 
Theorem 5.4 
Let us consider system (5.20) (or the system (5.16) with the 
assumptions (5.19)). Let ej=(Xj,X2,y,,y2) and e^=(x*,x',y*,y*) respectively 
denote the time dependent and equilibrium solution of (5.20). 
(a) The equilibrium e^  is globally stable if a < 1 
(b) The equilibrium e^  is stable for all a if x,(0) = X2(0) and 
yi(0) = y,(0) 
(c) The equilibrium e^  is unstable for a > 1 if either x,(0) ^ x^{()) or 
YiCO) ^ y # ) . 
(d) The solution e^  is a periodic solution if a = 1 and if either 
Xj(0) ^ X2(0) or y,(0) ^ y^{Q>) 
We present some computer simulations in Figs. 5.5-5.7 which illustrate 
various possibilities of the results of Theorem 5.4. 
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5.5 Conclusions 
The dynamics of two-species competitive or predator-prey Lotka -
Volterra (L-V) systems are well known. While the competitive systems 
produce no nontrivial periodic orbits, the predator-prey systems in their 
classical form give structurally unstable closed orbits (see [39,57,79]). 
The question of periodicity in n-dimensional (n > 2) competitive and 
predator-prey L-V systems has interested many authors. But the fact is 
that most of these investigations have been mainly restricted to three-
dimensional systems where some isolated examples have been reported 
with periodic orbits [19,42,58,63,136,137] and others with nonperiodic 
oscillations [44,83,100,116]. The perturbation techniques, Hopf bifurcation 
theory, the Liapunov methods and the numerical methods have been the 
main tools that these authors have used for determining the dynamics of a 
given system at an equilibrium or doing its stability analysis. The 
perturbation techniques often require extensive treatment of matrix 
analysis involved with linearization process and even then provide only 
local information. The Liapunov methods have their own limitations and 
the Hopf bifurcation theory needs a lengthy and at times cumbersome 
computations for stability criterion. 
In order to avoid all such difficulties, we consider (see[123]) two-
prey, one-predator and two-prey, two-predator models and assume 
Gompertz type interactions in them. This assumption renders our model 
systems exactly solvable. Thus our solutions are exact (and in analytical 
form) from which global dynamics of the systems can be determined. 
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First, we consider a two-species competing system (5.1). We see 
that although this system suggests a larger region of coexistence of 
species as compared to [123], but (confirming all earlier results on two-
species competitive systems) it still produces no oscillatory behavior of 
species. Then we add one predator to the system (5.1) and obtain system 
(5.2). We find that the nature of the closed form solution of system (5.6) 
crucially depends on the characteristic roots of the matrix N (see section 
5.3). Determination of the location of these roots in the complex plane 
with respect to varying the value of a single parameter s (while keeping 
values of all other parameters fixed) leads to the results of Theorems 5.2 
and 5.3. It is observed that with the change in the value of 8, the stability 
of the equilibrium (Xj*, X2*,y*) of system (5.6) changes from stability to 
instability or vice-versa several times. 
In reference to the result of Theorem 5.3(d), a specific example is 
cited in section 5.3 with parameter values |a. =^  1, d = 0.5, a = 1 and |3 = 1.4. 
In this example, it is found that the equilibrium (Xj', x^ *, y*) is globally 
stable if 8 > 1.8633. At the critical value 8 = 82* = 1.8633, one root of the 
characteristic equation (5.12) sits at the origin while the other two roots 
remain in the left-half plane. When 8 is decreased so that 8 < 1.8633, the 
root sitting at the origin crosses into the right-half plane and the equihbrium 
(x,*, Xj*, y*) becomes unstable. If e is further decreased so that it hits 
another critical value 8 = e/ = 0.5367, the root from the right-half plane 
shifts back to the origin and on further decreasing the value of 8, this root 
again crosses into the left-half plane and the equilibrium (x^ *, x^ *, y*) 
becomes stable again. An interesting case arises when 8 hits the critical value 
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8 = Ej* = 0.2282. At this stage, one root of characteristic equation (5.12) is 
Ti,=-2 and the other two roots are pure imaginary i.e. 
r|2 3 = ii^de*' +dn^ + l - a p • Thus at 8 = e,* = 0.2282, the equilibrium 
(Xj*,X2',y*) bifurcates into a limit cycle of period about liil 
±i^(je*' +d|i^ + l - aP and all the three populations co-exist. Further 
decreasing the value of e from 0.2282, the two roots sitting on the 
imaginary axis cross into the right-half plane and the equilibrium again 
becomes imstable. We give another specific example for |i = 1, d = 0.5, a = 
1 and P = 1.55 to illustrate the result of Theorem 5.3(e). We find for this 
example, the three species of system (5.6) coexist in limit cycle at the 
critical value of e = z* = 0.4059. 
Finally, we consider two-prey, two-predator system (5.16). It is clear that 
though this system can be solved likewise system (5.6) but here the stability 
criterion turn out to be too complex. We therefore consider system (5.16) 
under similarity assumptions (5.19) and thus analyze system (5.20) 
completely. We observe that the stability of the equihbrium (Xj*, x^ *, y,*, y^ *) 
= (x*, X*, y*, y*) of system (5.20) (see section 5.4) depends on the initial 
condition (x,(0), xlO), y,(0), y^(0)). It is found that ri the two-prey and the 
two-predators seperately start from equal values i.e. x(0) = X2(0) and 
yi(0) = YaC^X then the equilibrium (x*, x*, y*, y*) is globally stable for all a. 
The nature of stability of this equilibrium changes if either Xj(0) ^ x^{Q)) or 
yi(0)^y2(0)- In this situation, a< l impUes that the equihbrium (x*, x*, y', y') 
is stable, a > 1 implies that the equilibrium (x*, x', y*, y') is unstable and 
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a = 1 produces periodic motion (limit cycle) of period about 27i/^d(8 - u)^  • 
It may thus be concluded that the results of this chapter very much 
confinn the contention of Takeuchi and Adachi [123] that the addition of 
one or two predators to two-species competing system enlarges the 
possibility of coexistence of all species. Two patterns of coexistence 
observed in this chapter are (i) coexistence at the globally stable 
equilibrium and (ii) coexistence in the periodic motion of Hopf type 
(limit cycle). 
The most interesting aspect of the present study is that the model 
systems considered are exactly solvable. 
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Xj-population 0 0 X|-population 
Fig. 5.2 A case of stable equilibrium in Theorem 5.3(d) for a = 1.0, p = 1.4. e = 0.35, 
d = 0.5,n= 1.0 with equilibrium point(x,*,X2*,y*) = ( 0.1001,16.5321,4.1203) 
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Fig. 5.3 Oscillatory behavior of all three species (Fig. 5.3(i)) in Theorem 5.3(d) for a = 
1.0, P = 1.4, E = 0.2282, d = 0.5, jj. = 1.0 resulting in limit cycle (Fig. 5.3(ii)) 
with equilibrium point (x^*,x^*,y*) = (0.2165, 10.4769, 2.2101). 
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Fig. 5.4 Oscillatory behavior of all three species (Fig. 5.4(i)) in Theorem 5.3(e) for 
a = 1.0, p = 1.55, E = 0.4059, d = 0.5, jx = 1.0 resulting in limit cycle 
(Fig. 5.4(ii)) with equilibrium point (x,*,x/,y*) = (0.0125,47.4232, 69.4240). 
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Fig. 5.5 A case of stable equilibrium in Theorem 5.4(a) for a = 0.5, 8 = 2.0, d = 0.5, 
[I = 0.6 with equilibrium point (x*,x^*,Y*,y,*) = ( 2.1581, 2.1581, 0.9425, 
0.9425). 
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Fig. 5.7 Oscillatory behavior of all four species (Fig. 5.7(i)) in Theorem 5.4(d) for 
a = 1 0, e = 2.0, d = 0.5, ^ = 0.6 resulting in limit cycle (Fig. 5.7(ii)) with 
equilibriumpoint(x,*,x^*,y,*,y3*) = (2.1581, 2.1581, 0.8129, 0.8129). 
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