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Abstract: A Cauchy type singular integral equation of the first or the second kind can be numerically solved either 
directly or after its reduction (by the usual regularization procedure) to an equivalent Fredholm integral equation of 
the second kind. The equivalence of these two methods (that is, the equivalence both of the systems of linear algebraic 
equations to which tee singular integral equation isreduced and of the natural interpolation formulae) isproved in this 
paper for a class of Cauchy type singular integral equations of the first kind and of the second kind (but with constant 
coefficients) for general interpolatory quadrature rules under sufficiently mild assumptions. The present results 
constitute an extension of a series of previous results concerning only Gaussian quadrature rules, based on the 
corresponding orthogonal polynomials and their properties. 
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I. Introduction 
Several methods have recently appeared for the numerical solution of singular integral 
equations with Cauchy type kernels [19, pp. 323-355] (from now on simply called singular 
integral equations) along a finite interval. A literature on some of these methods is mentioned in 
[4; 9, pp. 177-401; 13]. The most important and, simultaneously, most recent of these methods is 
the direct quadrature method [11,14,21], analogous to the quadrature (NystrOm) method for 
Fredholm integral equations of the second kind [1, pp. 88-126; 2, pp. 352-375]. 
In a recent paper [16], the equivalence of the systems of linear algebraic equations resulting 
during the numerical solution of a singular integral equation of the first kind either directly or 
after its reduction to an equivalent Fredholm integral equation of the second kind was estab- 
lished. The quadrature rules used in [16] were the Gauss- and Lobatto-Chebyshev quadrature 
rules. Further generalizations are reported in [12,14,17], where also Gaussian quadrature rules 
were used. A final interesting eneralization of these results is contained in [6], where the most 
general case of using Gaussian quadrature rules (that is, the case of singular integral equations of 
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the second kind with variable coefficients) was considered, on the basis of the results of [5], and 
the results of [16] were generalized to apply to this case too. On the other hand, in [11,14] the 
natural interpolation formulae corresponding to the aforementioned two methods (direct and 
regularization) were compared (by using Gaussian quadrature rules) and were found to be 
equivalent. 
It seems interesting to try to eliminate the requirement of using Gaussian quadrature rules, 
which are not the only available in the literature or the only used in practice. This is the aim of 
this paper, where interpolatory quadrature rules will be used and results similar to those of the 
aforementioned references will be established, that is, the equivalence of the direct quadrature 
method of numerical solution of singular integral equations to the classical quadrature method 
(Nystr6m method), applied to the equivalent Fredholm integral equation of the second kind. Of 
course, the establishment of these results requires some assumptions to be made on the 
interpolatory quadrature rules used and on the method of numerical solution, but these 
assumptions seem to be sufficiently mild. Finally, the singular integral equations of the second 
kind with constant coefficients and index K equal to 0 are considered as a model for the results of 
this paper. The singular integral equations of the first kind and index x = 0 are just a special case 
of these equations. Of course, further generalizations of the present results seem quite possible 
under reasonable assumptions. Such a case is, e.g., that of singular integral equations with index 
K = -1.- 1.  
2. The quadrature rules 
We will consider the solution of the singular integral equation of the second kind and with 
constant coefficients [14] 
_ fl f, g( t )d t+ w( t )k ( t ,x )g ( t )d t=f (x ) ,  - l<x<l ,  (1) aw(x)g(x )+ _ w(t) t _x  -1 
for the value 
= 0 (2) 
of the index of (1). In (1) a and b are constant coefficients, g(t) is the unknown function, k(t, x) 
is a known kernel and f (x)  is the known right-hand side function. Finally, w(x) is the weight 
function, resulting from the theory of singular integral equations [19, pp. 323-355] of the form 
[4,14,19] 
w(x)= (1-x)°(1 +x) -1, (3) 
with 
and 
whence 
(4) 
- co t  "~a = cot ,nil = a/b,  (5) 
sin2~a = b2/( a 2 + b2). (6) 
N.L loakimidis / Singular integral equations 269 
In [14] (1) was solved numerically (but with K = 1) by using Gauss-Jacobi quadrature rules [18, 
pp. 381-385]. Here similar results will be obtained, but with the use of interpolatory quadrature 
rules [3, pp. 60-62] associated with the weight function w(x). These rules include the Gauss-Jacobi 
quadrature rule [18, pp. 381-385] as a special case. 
Hence, we consider an interpolatory quadrature rule of the form 
1 w(t)g(t) at= ~ Aig(ti)+ E., (7) 
1 i=1 
where ti are the nodes, Ai the weights and E n the error term (the dependence of t~ and A, on n not 
denoted explicitly). If we define the polynomial 
?/ 
pn(x)=cX-I (x -  t,), (8) 
i= l  
where c is an arbitrary constant different from zero. and the associated function 
f, p.(t) r,(x) = - w(t) dt, (9) -1 t -x  
we have for the weights A~ the well-known formula [3, p. 61] 
A,= -rn(t,)/p'(t,), i= l(1)n. (10) 
Of course, we assume that the nodes ti are distinct and lie inside the interval (-1,1), its 
end-points -1  and + 1 excluded. For the results of this paper, we have to make one more 
assumption: that all the weights A i are  of the same sign. Clearly, because of (3) and (7), then they 
should be positive numbers. This is always the case for the Gauss-Jacobi quadrature rule (used 
in [14]), for the Radau-Jacobi quadrature rules, as well as for the Lobatto-Jacobi quadrature 
rule [3, pp. 77-82; 18, pp. 390-397], but also for several more quadrature rules too, especially of 
low order. This assumption is one of the most restrictive assumptions of this paper, but it seems 
necessary for the subsequent results. 
Equation (7) is sufficient for the approximation of the regular integral in (1). For the 
approximation of the Cauchy type principal value integral in (1), we can use the quadrature rule 
[9, pp. 213-216; 15] 
Pl 
1 at 1 ~_,lAg(',) r,,(x) 
-1 t -x  ~ t i -x  ,rrp,,(x-----~g(x)+E,,, x4:t,, i= l (1 )n .  (11) 
i= 
The modification of (11) valid when x = t, (i---l(1)n) [15] is of no interest here. Moreover, 
convergence results for (11) were established in [7,8] after a rederivation of (11) and its 
aforementioned modification [15] (in a somewhat more complicated, but equivalent, form) in [8]. 
At this point, we take into account the well-known result [22, Eq. (25)] (where (5) and the 
relations of Jacobi polynomials to the hypergeometric function [20, pp. 62-65] were also taken 
into account), valid under the restriction (4), 
~r p{_.._a,(x), (12) H~'e ' (x )  = Tnraw(x)P~'~'~'(x) + sin ~ra " 
where P~.*'a)(x) is the Jacobi polynomial of degree n and H~a'a)(x) the associated function, 
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defined by the formula [3, p. 26] 
H~"'~)(x)= - fl_lw(t) P~a'~)(t)t-x dr, (13) 
analogous to (9). By expanding the polynomial p.(x), defined by (8), into a series of Jacobi 
polynomials P~a'P)(x) of the form 
p.(x)  = ~ cjP)"'~)(x) (14) 
j -O 
and taking into account (9) and (13), we can directly conclude that 
r.(x) = "ha ~r --g-w(x)p.(x)+ sin" ~a q.(x), (15) 
where q.(x) is a new polynomial associated with p.(x). For x = t i we find from (8), (10) and (15) 
• tr q.(ti) i=  l(1)n. (16) 
Ai-~ sin .tra p~,(ti)' 
These equations reduce directly to the well-known expressions for the weights A~ in the case of 
the Gauss-Jacobi quadrature rule [18, pp. 381-385] if p. (x ) -  P."~'a)(x). 
Furthermore, by taking into account (11) and (15), we find 
aw(x)g(x )+b f lw( t )  g(t) dt b ~Aig( t i )  b q~(x) , 
• rrJ_, t -x  = ~';=1 ti-----~x sin'rrap-(-~) g tx )+E" '  
x4: t,, i=  l(1)n. (17) 
This quadrature rule is analogous to a quadrature rule already derived in [10] and it is ideal for 
the approximation of the first two terms of the singular integral equation (1). At this point we 
can remark that the fact that q.(x) in (17) is a polynomial can also be established in an easier 
(but conceptually more complicated) way on the basis of the results of [5]. Moreover, we can 
prove that: 
Theorem 1. The polynomial q.(x) in (15) is given by 
q.(x) = ~ cj~'-" ' -a)(x),  (18a) 
j = 0 
where cj are the coefficients of p.(x)  in (14). Moreover, if the nodes t i in (7) lie in ( -  1,1) and the 
corresponding weights A t are positive numbers, then the roots of qn(x) alternate with the roots of 
p.(x)  and at least n - 1 of the roots of q.(x) lie in ( -  1,1). 
Proof. At first, because of (13) and (14), (9) takes the form 
r.(x)-- E (18b) 
j=O 
Now, because of (12), (14) and (18b), (18a) follows directly. Secondly, the fact that the n roots of 
q,,(x) alternate with the n roots of p,,(x) becomes clear from (16) and the fact that p,,(x) and 
q,,(x) are simple polynomials. Hence, at least n - 1 of the roots of q,,(x) lie inside ( -  1,1) or, 
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rather inside (tl, t.), where t I is the smallest and t. the largest node of our basic quadrature rule 
(7). 
The same result can also be established as follows: By taking into account (4) and (12) ant 
applying (17) with g(x)= 1, we find 
q.(x) sin rra x& A t 
= Z., + 1, x4= t,, i=  l (1 )n ,  (191 p.(x) ~r tiZ x i=1 
since E, = 0 in this special case. The behaviour of the right-hand side of (19) in a subinterval 
( t i+e ,  t~+ 1 -e ) ,  i=1(1) (n -1 ) ,  where e is an arbitrarily small positive quantity, and the 
assumption that A i are positive quantities lead directly to the conclusion that %(x)  has one root 
in each one of the aforementioned subintervals. [] 
At this point we assume also that all the roots x k of q.(x) lie in ( - 1,1) and not only at least 
n - 1 of these roots as was proved above. Clearly, since n - 1 of these roots lie in ( -1 ,1) ,  the nth 
root with be real. If c. 4= 0, cj = 0 ( j  = 0(1)(n - 1)) in (18a), then all the roots of qn(x) lie in 
( - 1,1) because this is the case for the Jacobi polynomial P~-~'-~)(x). (Then the quadrature rule 
(7) reduces to the Gauss-Jacobi quadrature rule.) The same happens also if some of the 
coefficients cj ( j  = 0 (1) (n -  1)) are not equal to zero, but sufficiently small in absolute value 
compared to c.. For example, it can be proved that: 
Theorem 2. The n roots of q.  (x )  lie in ( - 1,1) i f  - 1 + (a /n )  < c . _  l / c .  < 1 - ( f l /n )  and cj = 0 
( j  --- 0(1)(n - 2)). 
Proof. It follows easily from a well-known theorem for orthogonal polynomials [20, p. 46] and the 
elementary properties of Jacobi polynomials [20, pp. 58-59]. [] 
Now, by taking into account the way of thinking used in [14], we have to introduce the new 
weight function 
w*(x) = (1 - x ) -a(1  + x ) -P= [w(x) ] - '  (20) 
and the associated interpolatory quadrature rule 
f '  w*(t)g(t)dt= ~ B,g(x, )+E. .  (21) 
1 k=l  
based on the roots x k of q.(x),  that is, 
n 
q.(x)=dI - I  (X--Xk)' (22) 
k=l 
where d is an appropriate constant different from zero. Clearly, (22) is analogous to (8). Similarly, 
(10) may be written as 
Ba = -s.(xk)/q'~(x,), k = l (1)n ,  (23) 
where 
s . (x )  = - f '  w*(t) qf(~t) dt ' (24) 
-1 I - -X  
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a formula analogous to (9). 
Now we will prove that: 
Theorem 3. The weights B k of the quadrature rule (21) are positive numbers, provided that th~ 
weights A, of the quadrature rule (7) are positive numbers. 
Proof. We take into account he closed-form solution of the singular integral equation 
aw(x)p.(x)+b f ] w(t) p ' ( t )  dt= - b 
v a_, t - x sin ~ra q ' (x) '  (25) 
which is [4; 14; 19, pp. 327-331] 
_ [ .q.(t)  ] b ~aw*(x)q"(x)-b~w*(t)~-xdtJ" (26) p. (x)  = (a 2 + b2)sin ~a 
Now, taking into account (6) and (26), we obtain from (24) 
s,(x)  = 'rra 'rr p, (x) .  (27) 
---b -w*(x )q ' (x )  sin Ir-----a 
The same result can be obtained by taking into account he formula 
_ __ ~r P~"'P)(x) (28) H("-"'-~)(x)= ~raw*(x)P("-~'-B)(x) sin ~r-----a b 
(under the restriction (4)), analogous to (12) (with -a ,  - /3 instead of a,/3, respectively). Now 
from (14), (18a), (24) and (28) we obtain again (27). 
Next, by taking into account (22) and (27), we can write (23) as 
.rr p , (x , )  
B,=s in~ra q ' (x , ) '  k= l(1)n. (29) 
From our previous result that the roots of p,(x) and q,(x) alternate along (-1,1), the fact that 
these functions are simple polynomials of degree n and our initial assumption that the weights A i, 
determined from (10) or (16), are positive numbers, we conclude from (29) that the weights B k are 
also positive numbers. [] 
We note in passing that the positivity of the weights in an interpolatory quadrature rule with n 
nodes has a consequence itsconvergence for increasing values of n. We proceed now to the proof 
of the main result of this paper. 
3. The equivalence of the natural interpolation formulae 
We will make use in this section of the results of the previous ection and we will generalize the 
results of [16] and [11] (for the case of the Gauss-Chebyshev quadrature rule) and of [14] (for the 
case of the Gauss-Jacobi quadrature rule) to apply to the present case of sufficiently arbitrary 
quadrature rules, (7), (11), (21) and 
i f ,  w.(t)g(t) at= 1 B,g(x,___2) s.(x) 
-~ _, t -x  "~ ,=, x , -x  ~rq.(x) g (x )+E ' '  x~x, ,  k- - l (1 )n ,  
(30) 
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resulting from (21) for Cauchy type principal value integrals [9, pp. 213-216; 15]. The modifica- 
tion of (30) valid when x = x k (k = l(1)n) [15] is of no interest here. 
By applying the quadrature rules (7) and (17) to our singular integral equation (1), we obtain 
~, b ] b q,(x)  
i=lA, ~r(ti_x) +k(t,,x) gl(ti) sin~ra p,,(x) g'(x)=f(x)" 
x .  t,, i= 1(1),,, (31) 
where gl(x) denotes an approximation tog(x). For x = x k (k = l(1)n), we obtain the system of n 
linear algebraic equations (because of (21)) 
" [ b~r(t~_ xk) ] i~=lAi +k(ti, xk) gl(t~)=f(xk), k=l (1 )n .  (32) 
After the numerical solution of (32), (31) serves as a natural interpolation formula for gl(x), that 
is 
g,(x) = sin ~a p.(x) -f(x) (33) b q.(x) i=, i "rr(t~-x) +k(ti'x) g,(ti) 
x . t , ,  i=1(1) . ,  x .x , ,  k=l (1)n .  
We consider now the Fredholm integral equation of the second kind equivalent to (1) [1% pp. 
335-336; 14] 
f~1w(y)K(Y, (a z + b2)g(x)+ x)g(y) dy= F(x), 
where the functions K(y, x) and F(x) are defined by 
K(y,x)=aw*(x)k(y,x)-~Llw*(t ) dt, 
b f~lw,( f(t) dt F(x)=aw*(x)f(x)--~ t) t_x 
with w*(x) determined from (20). 
-1  ~<x~< 1, (34) 
(35) 
(36) 
Now, by applying the quadrature rule (7) to the integral in (34) and the quadrature rule (30) to 
the integrals in (35) and (36), we obtain (taking also into consideration (27)) 
(a2+b2)gz(x)+ ~.Ai[---b ~ Bkk(ti, x,) 
i=1  [. ~ X k - -  X k=t  
b B b p°(x) 
- 7rrk_ , Xx,-x sin'na q,(x)/(x)' 
b p,(x) k(t,,x)]g2(ti ) 
sin ~ra q. ( x ) 
x~x, ,  k= l (1 )n ,  
(37) 
system of n linear algebraic equations (because of (8)) 
(a2+b2)g2( t J )+~-~'A i [b  ~Bk( '~- t j ' xk ) ]  g2( t i )=b k =1 k tj -- X k 'rr k=l 
fix,) 
tj -- X k ' 
j=  1(1),,. 
(38) 
where g2(x) denotes an approximation to g(x). For x = tj ( j  = l(1)n), we obtain the following 
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After the numerical solution of (38), (37) serves as a natural interpolation formula (Nystr6m's 
natural interpolation formula [1, pp. 88-89; 2, pp. 356-357] for g2(x), that is, 
g2(x)=(a2+bZ) -1 J4, Bkk(ti, xk) + b p,,(X)k(ti, x ) 
i k=t x~ - x sin "rra q,,(x) 
t !  
×gz(t, ) b y~ Bxf(xk______)) b p,,(x) ., ,] 
-~  =1 xk-x  sin'rra q, -~ J tX)  I' x~x k, 
Now we will prove that: 
k = a(1)n .  
(39) 
Theorem 4. The solutions gl(ti) and g2(ti) of the systems of linear equations (32) and (38), 
respectively, coincide, that is, 
gl(ti)=g2(ti), i= l(1)n. (40) 
Proof. We work in a manner similar to that described in [16] (and further used in [6]) and we 
easily see that we have to show that 
d i  - -1  (xk_ t i ) (xa_ t j )=(a2+ )3i1, i , j= l (1 )n ,  (41)  
where 3~j denotes Kronecker's delta. Hence, for i 4=j we observe that it is sufficient o show that 
( ) 1 a~ Bk ~ 1 =0,  i, j=  l (1)n.  (42) 
t i t./ . - 1 X k -- t i X k l/ 
But from (28) we find for n = 0 (because of (13)) 
b fa w*(t) b 
-aw*(x) +-~__, t - -x  dt= sin '~-----a" (43) 
By applying the quadrature rule (30) to (43) (in this case E,, = 0 since g(x) = 1) we find 
1 ~ B k 1 p,,(x) 1 
- - -  _ _  = . ( 4 4 )  
~r x~ - x sin ,rra q,, (x)  sin ~ra k--1 
Since t i (or tj) are the roots of p,,(x), by applying (44) for x = t, and x = ti' we conclude the 
validity of (42). Furthermore, for i = j  (41) reduces to 
A ,~ Bk ( 'rr ) 2 , 
- -  2 = ~ i=  l (1 )n ,  (45) 
k-1 (xk -  t,) 
where (6) was taken also into account. By differentiating (44) with respect o x and applying the 
resulting equation for x = t,, we see that 
n ¢ 
E Bk "rr p, ,(t i )  + - -  - -=0,  i= l (1 )n .  (46) 
k=l  (xk--ti) 2 sin ,trot qÁ,(ti) 
Now, because of (16) and (46), the validity of (45) and, consequently, of (40) is evident. [] 
Finally, based on the validity of (40), we will prove that: 
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Theorem 5. The natural interpolation formulae (33) and (39) are equivalent, that is 
g~(x)=gz(X). (47) 
Proof. We work in a manner similar to that described in [11] and we easily see that we have to 
show that (because of (6) and (40)) 
p, (x)  b sin_~a ~'-, B k [~Aik(t i ,  xk)gl(ti)_f(xk)].(48 ) 
Ai,rr(ti-x)gl(ti)= xr /,.=1 xk~x i=l q.(x) ,=1 
Now we take also into account (32), satisfied by g~(ti), and we see that in order to show the 
validity of (48), it is sufficient o show that 
p. (x) sin ~a ~ Bk 
q.(x)(t i -x)  = ~k=l  (Xk--x)(t~--Xk)' i= l (1 )n ,  (49) 
or, further, that 
i (  1 1) 1 p.(x) =-1 Bk - , i = l(1)n. (50) 
sin ~ra q.(x) ¢r k=l X k -- X X k -- t i 
The validity of (50) follows now directly from (44) and the proof of the theorem is complete. [] 
The above results show that the equivalence of the numerical solutions of a singular integral 
equation by a direct quadrature method and after a reduction to an equivalent Fredholm integral 
equation of the second kind (and application of Nystr6m's quadrature method [1, pp. 88-93; 2, 
pp. 356-357] holds true (under appropriate conditions) not only when Gaussian quadrature rules 
are used [11,14,16,17], but also when sufficiently arbitrary interpolatory quadrature rules are used 
under appropriate (but not too restrictive) assumptions. 
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