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Introduction 
The Estes and Straughan (1954) two choice, non-contin- 
gent probability learning situation involves the presenta- 
tion of a signal (e.g., light, buzzer) to which S responds 
by predicting one of two mutually exclusive and exhaustive 
events. The prediction of the more frequent event on trial 
n, Bion! is designated Ay yr and the prediction of the less 
2,n° This frequent event on trial n, Boon! is designated A 
learning situation is described as "non-contingent" because 
the occurrence of either event on trial n is independent of 
the response, i.e., 
P(E; 4) = P(Es lAs yn) Pow Se 3 
The evants Ei and E. occur with probabilities 1m and 1-1, 
respectively. 
One purpose of the present research is to consider 
several models which predict behavior in the situation just 
described. These models will be examined for their ability 
to account for the choice behavior of Ss who have received 
extended training on one of two reinforcement schedules 
(levels of wm) and one of two payoff conditions. In particu- 
lar, these models will be evaluated for their ability to 
describe the mean and variability of response probabilities, 
as well as several response probabilities conditional on 
previous sequences of events and responses. 
In this section, the experimentation in non-contingent 
two-choice behavior of human Ss will be summarized and the 
import of the findings from these studies on the development 
of mathematical psychology will be considered. This sec- 
tion will conclude with a discussion and evaluation of 
several models which yield vredictions of response proba- 
bility, with specific emphasis on those that yield predic- 
tions of trial to trial changes in performance. 
Previous experimentation 
The relationship between theory and experiment is 
nicely demonstrated in the area of mathematical learning 
theory. Many early and several later studies in non-con- 
tingent two-choice probability learning (see Appendix A) 
involved Ss trained on one of several levels of m for less 
than 300 trials with no incentive other than the knowledge 
of the correctness of their predictions. In these studies 
the probability of predicting a given event appeared to 
stabilize (reach an asymptote) at the probability that the 
event occurred. This phenomenon has been called "matching" 
and is designated by lim P(A, 4) oh ie 
n+ 
Several subsequent non-payoff studies (see Appendix A) 
in which Ss were trained with more than 300 trials have 
evidenced “overshooting", i.e., an asymptotic level of res-~ 
ponding exceeding matching. This finding brings into ques- 
tion the validity of models for choice behavior which pre- 
dict matching asymptotes. In defense of these models, 
Estes (1962) has suggested that either: (a) After a long 
series of trials, variables which do not represent the 
effects of reinforcing operations begin to come into play; 
or (b) the quantitative assumptions concerning the effects 
of reinforcement and non-reinforcement must be modified. 
If overshooting results from additional processes becoming 
effective later in the experimental session, then those 
models which predict a matching asymptote may tentatively 
be judged appropriate to describe choice behavior when the 
effectiveness of these additional processes is experimen- 
tally prevented. If, on the contrary, overshooting repre- 
sente the ultimate effect of the conditioning process, then 
those models which predict matching must be judged inappro- 
priate to describe choice behavior. A second purpose of the 
present research will be to consider the evidence which 
bears on the validity of these two alternatives. 
Another finding of major theoretical importance observed 
in experiments on choice behavior was the decreasing proba- 
bility of predicting an event as the number of consecutive 
occurrences of that event increased. This phenomenon is 
called the negative recency effect, or the gambler's fallacy 
(see Appendix A, Table 2). The observation of this pheno- 
menon brings into question the validity of those models for 
choice behavior (e.g., Bush & Mosteller, 1955; Estes, 1959; 
Suppes & Atkinson, 1960; and Myers & Atkinson, 1964) which 
identify the event following a response as a reinforcer, 
i.e., that which increases response strength. That nega- 
tive recency effects show evidence of diminishing with an 
increasing number of trials (Anderson, 1960; Anderson & 
Whalen, 1960; Edwards, 1961; Edwards & Tannenbaum, 1961; 
Lindman & Edwards, 1961; Derks, 1962; Derks, 1963; Jones & 
Myers, 1965), suggests that this identification may become 
valid later in learning and that these models will then 
adequately describe choice behavior. The present study 
will provide further data on this edtibn ane will permit 
an examination of the adequacy of several models to des- 
ecribe choice behavior pre-asymptotically where negative 
recency effects are most often observed. 
Models for choice behavior 
We now turn to a consideration of several models for 
choice behavior. Those of particular interest predict 
overshooting and describe response probability as a func- 
tion of the outcomes of previous trials. Several static 
models have been proposed, e.g., Expected Value Matching 
Generalization (Edwards, 1956), Relative Expected Loss 
Minimization Rule (Edwards, 1956), Expected Gain (Taub & 
Myers, 1961), Maximization of Expected Utility (Siegel, 
1959; Radlow & Siegel, 1960; and Siegel, 1961) and the 
Scanning Model (Estes, 1962); these are of less interest 
because they do not contribute to an understanding of the 
learning process and their asymptotic goodness-of-fit is no 
better than that provided by stochastic! models. Further, 
with the exception of the Siegel et al. model, they do not 
adequately describe the effects of payoff. We will consider 
two types of stochastic models for describing choice be- 
havior which are able to predict overshooting: (1) Linear 
and (2) Finite state Markovian with restricted transitions 
(Bstes, 1959, p. 11). 
Linear models. Following Bush & Mosteller (1955) there 
are two types of linear models which are applicable for the 
prediction of choice behavior in the situation described 
above: (a) Experimenter-Controlled; and (b) Experimenter- 
Subject-Controlled. 
In each of these types of models, Bush and Mosteller 
(1955) describe response probability on trial n in terms of 
the application of different operators to response proba- 
bility on trial n-l. They use an operator to mean an in- 
struction applied conditionally to response probability, 
either increasing it, leaving it unchanged, or decreasing 
oe 
For the Experimenter-Controlled equal a case (Bush & 
Mosteller, 1955, p. 280), the probability of predicting an 
event on trial n increases if that event occurred on trial 
n-1, i.e., reinforcement is assumed to be independent of 
the S's response on trial n-l1. This model will not be of 
further interest, however, as it can only predict asymp- 
totic matching. 
For the Experimenter-Subject-Controlled case (Bush & 
Mosteller, 1955), change in response probability is des- 
cribed by four operators. The operator applied is depen- 
dent on the response and event outcome which occurred on 
trial n-1. This set of operators, given by the linear 
theorem (Anderson, 1959), appears in Eq. 1 in Bush and 
Mosteller (1955) notation. 
(1) Q4~Py (Ay n-1) : P(A nlEx n-144,n-1) & 
OP (AL naa) + (4-85, ) 45, 
ThE! ch, Pi (Ay lB n-24y,n-1) is the probability of an 
A, response for organism x given event Ey and response A, on 
trial n-l, Py {Ay 1) is the probability of an A, response 
for organism x on trial n-1, and k=l or 2 depending on 
which event occurred on trial n-1, and j=l or 2 depending 
on what response was made. The PARGMERES, ay is an operator 
parameter which measures the effectiveness of the outcome 
of the previous trial on response probability; and X51 is 
the limiting value to which response probability would go 
with repeated application of operator QsK: Depending on 
the restrictions that are placed on the parameters B57 and 
Ask, several variations of this model result. The two 
which seem most applicable to prediction of choice behavior 
and are able to predict overshooting are the: (a) Rein- 
forcement-extinction (R-E) model; and (b) secondary rein-~- 
forcement (SR) model. 
The Bush and Mosteller (1955) R-E model assumes that 
the probability of predicting an event Eye i=1,2 on trial 
n increases whenever that event occurs on trial n-l, but 
that there is a differential increase depending on whether 
the event was predicted correctly (e.g., By n-11 n-1? or 
incorrectly (e.g., By n-172,n-1)° The operators for this 
R-E model (Eq. 2) are obtained from the linear theorem 
(Eg. 1) with the following restrictions: 
rie aaa is gg 
Ci2 7 Sa ee a she > ME he 
We have | 
Pi (Ay nlBy n-2Aa,n-1) = 91? (Ay nei). + (1-4) 
(2) P(Ay glEa n-241, n-1) ii oP (Ay 1) 
Py (Ay lB, n-a4o,n-1) = 92Pi¢(Ay na) + (1-8) 
Py (Ay nlEp n-142,n-1) = 81? x (Ad n-1) 
These operators characterize a R-E model because the occur- 
rence of an event on each trial strengthens (reinforces) 
one response and weakens (tends to extinguish) the other 
response. 
Averaging over organisms and events we have 
P ( 1 [8y (24-1) -4, (20-1) ] + 
Ay in) ri V2 n- 
(3) Vy nay f2"@5-€, (20-1) ] + 1 (1-45) 
where Vo on-1 is the second raw moment of the distribution 
of response probabilities, and Va a2 is the average prob- 
ability of an A, response on trial n-1l. 
If there is a reason to believe that some stimuli as- 
sociated with reward (Ay n-2®1,n-1? occur with non-reward 
(Ay n-aE2 nai)? the presense of these stimuli on non-re- 
warded trials will reinforce the response which was made. 
These reinforcing stimuli are called secondary reinforcers 
and the phenomenon secondary reinforcement. If the follow- 
ing restrictions are placed on the parameters of the linear 
theorem (Eq. 1), the set of operators obtained (Eq. 4) con- 
stitutes the SR model described by Bush and Mosteller (1955). 
Tel) eee oe fave 4ay 
S12 ™ Soy ™ 8, Wes hoy RO 
= 8 = 1 
P(Ay nlEy nevAr nen) = 8p? (Ay nea) + G84) 
P = BoP (A ) + (1-8.) 
x Ay nlEo n-241 n-1) l,n-1 
(4) 
P.(Ay gIEy n-7%2,n-1) “ BoP, (Ay n-1) 
Pi (Ay nlEa n-vA2,n-1) = 8 1Px (Ay n-1) 
Averaging over organisms and events we have 
P ( (a, (2w-1)-G, (2m-1)] oa Ay yy) ™ V2 nel 
(5) 
Vy yay [1-8 (29-1) -85 (20-1) ] 
Finite state Markov models. Using the concepts of 
stimulus-response psychology, several models for the pre- 
diction of choice-behavior have been formulated which view 
learning a a stochastic process described by a discrete 
parameter (trials) Markov chain (Parzen, 1962). The models 
with which we will be concerned have been described by 
Estes (1959, p. 11) as having restricted transitions, i.e., 
the changes in response probability from one trial to the 
next may only increase or decrease by a constant amount or 
remain unchanged. 
Among the first of these models was the pattern model 
(Estes, 1959; Suppes & Atkinson, 1960). In this model the 
number of effective stimulus elements is either assigned 
@.g-, one, two - or may be treated as a parameter to be 
estimated from the data. The states have been identified 
with the responses of predicting an event. Response prob- 
ability is considered a function of the number of elements 
conditioned to predicting the more frequent event. Although 
it is not an essential restriction, it has generally been 
assumed that exactly one element (pattern) is sampled from 
the set of N elements on each trial and with probability c, 
the sampled element transits to the state of conditioning 
predicting the reinforcing event. The response made on 
each trial is that to which the sampled element is condi- 
tioned. As these N-element models have a matching asymp- 
tote for any value of N, they will be of no further in- 
terest. 
In order to account for the overshooting frequently 
observed with extended training or payoff (see Appendix A), 
Atkinson (1961) formulated a "strength of conditioning" 
model in which the number states of conditioning was to be 
estimated from the data. This model assumes that associated 
with each stimulus element is an integer j which varies from 
0 to s. The transition of the element(s) from state 0 to s 
indicates an increase in the strength of conditioning and 
10 
results in an increase in the probability of the response 
predicting the more frequent event. The conditioning state 
of the sampled element increases by one (toward state s) 
with probability @ when an By occurs, and decreases by one 
with probability 6 when an E, occurs. On any trial the 
probability of an Ay response is given by j/s where j is 
the ordinal number of the state in ear bhie sampled ele- 
ment lies and s denotes the maximum value of conditioning 
strength. The predicted asymptotic level of responding is 
given by Eq. 6. 
Aes prc a asres tan aGee) a # * 
(6) s(l-a) (l-a ) J 
P(A, 5) = 4 (ie eS 
where a = (1-1) |. 
More recently, Atkinson (1962) and Myers and Atkinson 
(1964) have presented an extension of the pattern model 
which allows learning to occur with correct as well as in- 
correct predictions. This has been named the weak-strong 
(W-S) conditioning model. These models were derived from 
stimulus sampling concepts to provide a framework within 
which the effects of incentive and motivational variables 
could be analyzed. As the Atkinson (1962) and Myers and 
Atkinson (1964) models are very similar, only the more re- 
cent model will be discussed in detail. 
It is convenient to first consider the axioms of this 
model, a branch diagram illustrating the transitions among 
11 
the four states, and then a transition matrix. 
i Ou 
Sampling Axioms. 
The stimulus situation associated with the onset of 
each trial is represented by a set of N stimulus 
elements. On each trial exactly one stimulus is 
randomly sampled from this set. 
Given the set of stimulus elements available for 
sampling on a trial, the probability of sampling a 
given element is independent of trial number and the 
preceding pattern of events. | 
Conditioning Axioms. 
On every trial each stimulus element is conditioned 
to exactly one response. Further, the element is 
either weakly or strongly conditioned to that res- 
ponse. (The strong conditioning state for A; response 
is denoted Sir the weak state by W,)- 
If a stimulus is sampled on a trial and is strongly 
conditioned to the A; response, then (a) the stimulus 
remains strongly conditioned to the A; response Lt 
that response is reinforced; and (b) with probability 
§ the stimvjJus becomes weakly conditioned to the A; 
response if some other response is reinforced. 
If a stimulus is sampled on a trial and is weakly 
conditioned to the A, response then (a) with prob- 
ability y» the stimulus becomes strongly conditioned 
to the A, response if that response is reinforced 
and (b) with probability 6 the stimulus becomes 
weakly conditioned to the A, (i#j) response if A, 
is reinforced. 
Stimulus elements that are not sampled on a trial do 
not change their conditioning state. 
Response axiom. 
If the sampled element is conditioned to the A; res- 
12 
ponse either weakly or strongly, then that response 
will occur with probability 1. 
The branch diagram below illustrates the transition- 
ings among conditioning states for the subset of trials on 
which an element is sampled. 
1F5 2 
pit Ky, 
cy ea Pt ee a. a i S 
1 
(7) W Apes. 
a Py ae 
Bike ee eg W, MELA Poot ae Wo oak e! 
Temi Se i ; “Xe, gb, PRG, aR 1 2 
From these branch diagrams we may form a matrix of transi- 
tions among states. 
ari Wy Fr So 
Sy 1-6 (1-1) § (1-1) 0 0 
WwW ut l-ur-6 (1-71) 6 (1-7) 0 
pret 
Wo 0 én l-éa-p(l-1r) w(l-r) 
So 0 0 én l-émt 
For simplicity, states may be numbered as follows: 
S.=l, W =4, Since the four state Markov 
x 1 2 2 
chain defined by the transition matrix above is irreducible 
=2, W,=3, and S$ 
and aperiodic, the quantity us exists, where 
a a. 6 (m) (9) uy = lim Pi 
m->co 
3 
The u,'s may be computed by 
(10) or ee ons 
where for the two-choice non-contingent situation 
D. = 3 D, = (1-1) 7x (11) £ 3 ; 6 
Do = (l-1) 129 D, = (1-7) 
and ¢= 6 
u 
Atkinson (1962) has shown that at asymptote, the probability 
of an A, response is a simple function of the u;'s- Spe~- 
cifically 
(12) lim P(A, ,) = P(A,) =u, + us 
n?7o 
For the non-contingent choice situation this is equal to: 
(13) P(A,) = no + n* (1-m) ¢ 
no + eGoan be +n (1-1) 6 
where 0 <u <land0 < 6 «< 1 and P(A,) has bounds 
(14) ™ $P(A,) < 13 
3 
tr? + (1=-n) 
Evaluation of models. 
We will now panaivtex the models described in the pre- 
ceding section with regard to their mathematical tracta- 
bility, goodness-of-fit and their psychological meaningful- 
ness. By mathematical tractability of a model we will mean 
the ease with which different predictive statistics may be 
derived and the ease of obtaining estimates for the theo- 
14 
retical parameters of which behavior is assumed a function. 
The goodness-of-fit of a model refers to the extent of cor- 
respondence between experimentally observed and predicted 
statistics. By psychological meaningfulness of a model we 
will refer to the extent that the parameters used to des-~ 
cribe choice behavior vary with the manipulation of the 
experimental variables with which they are identified, and 
remain invariant with the manipulation of other variables. 
Linear models. In only three studies (Bush & Wilson, 
1956; Bogartz, 1965; Myers, Suydam, & Heuckeroth, 1965) 
have the R-E and SR models been applied to two-choice be- 
havior, and in one (Myers, Suydam, & Heuckeroth, 1965) the 
application has been to primarily non-symmetric payoff 
data. Bush and Wilson (1956) tested the SR model using 
data from 22 paradise fish, each of which was trained with 
aw = .75 for 140 trials. They used.a Monte-Carlo tech- 
nique (Bush & Mosteller, 1955, p. 129) to obtain predic- 
tions of choice behavior from theoretical Ss (stat-fish). 
Only those protocols showing a distribution of successes 
comparable to the experimental Ss were used to obtain pre- 
dictions of the learning curve, the mean and standard de- 
viation of the number of successes and runs of successes. 
Examination of the learning curve for their experimental Ss 
suggests that performance had not stabilized. Although no 
goodness-of-fit statistics are reported, inspection reveals 
that this model predicts a level of learning, and a mean 
and standard deviation of success-runs greater than found 
15 
for the experimental Ss. With regard to parameter identi- 
fication, Bush and Wilson (1956) found, as they expected, 
the parameter identified with primary reward (a, ) was more 
reinforcing than the parameter identified with secondary 
reward (@,). 
Bogartz (1965) has applied the R-E model to predict 
the asymptotic response probability of choice data collected 
with preschool children run under a .5 or .8 level of fr. 
Marked deviations in fit were attributed in part to the 
fact that the data showed evidence of alternation patterns 
and position preferences. 
Identifying the conditioning rate parameters (a, and 
of the W-S a.) of the R-E and SR models, and 6. and 6 1 2 
model, with the size of the regret (Savage, 1957) associa- 
ted with each trial outcome, Myers, Suydam, and Heuckeroth 
(1965) have tested the ability of these models to describe 
the asymptotic first-order conditional probabilities of the 
form described on p.35. for data collected by Myers and 
Suydam (1964). These data were for human Ss trained with 
either a .6 or .8 level of nm for 300 trials with symmetric 
or non-symmetric payoff. Parameters identified with the 
largest regret size were shown to have the greatest rein- 
forcing effect for each model. Examining the goodness~-of- 
fit of these models suggested that the W-S model resulted 
in a better fit than the R-E model which, in turn, was 
better than the SR model; however, it was concluded that 
16 
any claims of superiority must await tests with other data 
sets and other statistics. Further, since most of the data 
were obtained under non-symmetric payoff conditions, the 
relevance of these results for the symmetric payoff case 
must be considered as suggestive at best. 
The paucity of work with the linear models is presum- 
ably due to the difficulty of estimating the second raw 
moment, Vo: Bush and Mosteller (1955) have pointed out that 
the problem in using expressions involving the second moment 
arises because each mement is a function of the next higher 
moment and no closed expression can be obtained. Several 
authors (Bush & Mosteller, 1955; Mosteller & Tatsuoka, 1960) 
have suggested techniques by which the predicted asymptotic 
response probability may be approximated. However, the tech- 
nigues are not useful for obtaining estimates of the rate 
parameters and moments which are required for a fine grain 
analysis of the data. Bush and Wilson (1956) comment on a 
technique of estimating these rate parameters and moments 
using the first three moments of the observed distribution 
of successes in each block of 10 trials with formulas for 
moments of the p-value distribution (Bush & Mosteller, 1955, 
p. 98). Anderson (1959) has suggested obtaining estimates 
of the rate parameters and moments by equating the observed 
first-order joint probabilities of the form P(AL Fs n= 
Ay ni)! i,j,k = 1,2, to the prediction equations and solving 
appropriate expressions simultaneously. As there was no 
known teabon to believe the Bush and Wilson (1956) technique 
was better, a method similar to that suggested by Anderson 
(1959) was-employed in the present experiment for convenience 
(und also Bogartz, 1965; Myers, Suydam, & Heuckeroth, 1965). 
Specifically, parameter estimates were obtained in the pre- 
sent experiment by minimizing the sum of squared deviations 
of pooled observed and predicted second-order joint frequen- 
cies (see Appendix D for the function minimized). The esti- 
mation algorithm is briefly described in Appendix E. 
Finite state Markov models. While the Atkinson (1961) 
Ss state model has been able to successfully predict asymp- 
totic response probability of choice behavior under payoff, 
the goodness-of-fit is poorer than found using the Myers and 
Atkinson (1964) W-S model (Myers?, 1965). While s has been 
shown to increase with payoff in a symmetric payoff situa- 
tion (Atkinson, 1961), no clear identification exists for 6. 
Further, the parameter identification becomes even more 
questionable when non-symmetric payoff is used. 
The W-S model (Myers & Atkinson, 1964) seems somewhat 
more promising with respect to parameter identification. 
Applying the W-S model to symmetric and non-symmetric pay- 
off data (Myers & Suydam, 1964) and using a regret (Savage, 
1957) identification, Myers, Suydam, and Heuckeroth (1965) 
have reported that parameters identified with increasing 
regret size showed an increasing reinforcing effect. In 
several other studies (e.g., Calfee, 1963; Myers & Atkin- 
son, 1964; Suydam et al., 1964; Jones‘, 1965) a reward- 
non-reward identification has been used, i.e., 6 has been 
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identified with the effects of loss (neén-reward), w with 
the effects of gain (reward), and N with the number of 
stimulus elements. According to these identifications, 
' Myers and Atkinson (1964) have suggested that 6 and yw ap- 
pear to be an increasing function of the amount of payoff, 
and that a decrease in N with increased payoff suggests 
that Ss attend to fewer cues as motivation is increased. 
In each of these studies, except Jones“, N was found to 
decrease with increases in payoff. The findings with re- 
gard to 6 and y are not clear. Sometimes 6 and yw increase 
with payoff (Myers & Atkinson, 1964; Suydam et al., 1964, 
1¢ and 10¢ aware groups), and in other cases (Jones*; 
Suydam et al., 1964) these parameters do not vary consis-~- 
tently with payoff. 
The mathematical tractability of the W-S model is evi- 
denced by the wealth of statistics which have been already 
derived (see Appendix C, Part A.1-5). Theoretical expres- 
sions are available for marginal response probabilities, 
for response probabilities conditional on previous res- 
ponses and events, and for standard deviations of marginal 
response probabilities (Myers & Atkinson, 1964; Heuckeroth 
& Myers, 1965). 
With regard to fits to data, several authors (Myers & 
Atkinson, 1964; Suydam et al., 1964; Myers, Suydam, & 
Heuckeroth, 1965; and Jones“) present evidence for the 
ability of the W-S model to describe several asymptotic 
13 
statistics for date collected from human Ss. Calfee (1963) 
bas also demonstrated the model's applicability to animal 
data. He ran two groups of rats in a non-contingent two- 
choice problem for 3680 trials with a .65 and .8 level of 
wm, respectively. Excellent fits were obtained for both 
marginal and conditional asymptotic statistics. Heuckeroth 
and Myers (1965) have provided a preliminary test of the 
ability of the W-S model to predict asymptotic standard 
deviation of response proportions”, the learning curve, and 
pre-asymptotic first-order conditional probabilities using 
data published by Suppes and Atkinson (1960). Their find- 
ings indicate that predicted asymptotic standard deviations 
are slightly lower than observed, especially for the non- 
payoff group, and that using parameter estimates taken at 
asymptote yields a predicted learning curve whose rate is 
somewhat higher than observed. 
The large deviations between observed and predicted 
statistics, e.g., some of the asymptotic second-order con- 
ditional statistics, could have occurred because the sampling 
assumptions of the model have been violated. Myers and At- 
kinson (1964) have further suggested that these findings 
might be attributed to the unreliability of these statistics, 
or that the model may require some modification to adequate- 
ly describe these statistics. These authors have suggested 
that additional experimentation involving more trials and 
subjects was required to decide whether these deviations in 
26 
£it were attributable to unreliability of the estimates. 
The present research will provide more data so that a 
further evaluation may be made. 
Myers and Atkinson (1964) have generalized the W-S 
model so that a stimulus element can be in any one of k- 
stages of conditioning to a response, e.g., with k=3 an 
element could be in a weak, intermediate, or strong state 
of conditioning. When several versions of the k~stage 
model (k=2,3,4,5,10) were used to describe the first-order 
conditional probabilities for several sets of human choice 
data, the best fits were usually obtained with the two- 
stage (W-S) model (Myers & Atkinson, 1964). We will, there- 
fore, restrict our study to this two-stage model in the 
present experiment. 
Summary of purpose 
Evidence from a large hody of Sisarature (Appendix A) 
has shown that the choice behavior of human Ss trained for 
a large number of trials or with payoff overshoots the mar~- 
ginal event probability. One purpose of the present re- 
search is to compare the ability of two types of mathematical 
models formulated within the framework of statistical learn- 
ing theory to describe the choice behavior of Ss trained 
under conditions expected to lead to overshooting. The 
types of models with which we are concerned are the in- 
finite state (linear) and finite state Markovian models. In 
our selection of the specific models for study, it was first 
required that they be able to predict overshooting. The 
eeieteantarkdontrolied equal a (Bush & Mosteller, 1955) . 
and N-element pattern models (Estes, 1959; Suppes & Atkin- 
son, 1960) were rejected because they failed to satisfy 
this requirement. It was also required that the models 
selected provide evidence of being able to describe choice 
Gata, i.e., show goodness-of-fit, have appropriate para- 
meter identification, and be mathematically tractable. The 
finite state Markov model described by Myers and Atkinson 
(1964) -- the W-S model -- was judged to satisfy these re- 
quirements most admirably. Except for the criterion of 
mathematical tractability, two linear models (R~-E and SR) 
also show promise of being able to describe choice data. 
Consequently, these three models are compared on a large 
array of statistics for data collected under several experi- 
mental conditions. Examining the goodness-of-fit cf several 
models on several statistics and determining whether para- 
meters vary in a predictable manner with the manipulation 
of variables identified with the parameters and otherwise 
remain invariant, provides evidence regarding the validity 
of our hypotheses (as expressed in the assumptions of the 
models) about the learning process. 
The early coincidental finding of observed and predic- 
ted asymptotic matching has led at least one writer (Estes, 
1962) to question whether the occurrence of overshooting is 
due to the introduction of variables not manipulated by the 
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experimenter as training progresses. An additional purpose 
of the present research is to attempt to evaluate whether | 
additional processes are becoming effective as the experi- 
mental session progresses, or whether the course of learning 
represents the ultimate effect of the conditioning process. 
Method 
Subjects: The subjects for this experiment were 80 male 
and 80 female University of Massachusetts undergraduates 
taking a course in Introductory Psychology. 
Apparatus: Each § sat before a black panel (15% x 10 
inches) upon which two 1" diameter green jewel lights were 
mounted. These lights served as the reinforcing events. 
Directly below each light was a toggle switch with which Ss 
indicated his event-prediction. A buzzer, sounded for * 
second at the beginning of each trial, signaled S to make 
his prediction. Three seconds later one of the event lights 
came on for 1 second. Three and one-half seconds later the 
buzzer signaled the beginning of the next trial. The pre- 
dictions of each S were recorded on an Esterline Angus 
Operations Recorder. The sequence of events presented to 
each S was controlled by a Western Union tape transmitter. 
In each experimental session, data was collected from 1 to 
4 Ss as scheduling permitted. 
Sequences: For each level of 1 (.6 and .8), ten sequences 
of 600 events each were constructed so that the number of 
runs of each event was approximately at its expected value 
(Nicks, 1959), and the proportion of E,'s did not deviate 
by more than 10% from m in each 50-trial block. Table 1 
shows the distribution of run lengths for each reinforce- 
ment schedule. 
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Procedure: Eight groups of 20 Ss representing all combina- 
tions of nm (.6 and .8), payoff (gains and losses of 0¢ and 
1¢), and sex each made 600 binary predictions. In each 
payoff-sex group for a given level of 1, data was collected 
from two males and two females with one of the ten sequences 
of events. The Ss in the payoff groups were given several 
sheets with "+" and “-" columns to keep track of their 
correct and incorrect predictions, respectively. The Ss in 
the non-payoff groups made their predictions under the 
usual no-feedback condition. All Ss received instructions 
that the experiment was concerned with the study of the 
processes by which people make decisions (see Appendix B), 
and that their task was to make as many correct predictions 
as possible. Ss in the payoff groups were told, in addi- 
tion, they would win or lose 1¢ on each trial depending on 
the correctness of their predictions. All Ss were told 
that the sequence of events was strictly random and that 
attempting to find a pattern would probably hurt their 
scores. 




He ow nAM&WNDE 
a ee o& UI& Wbo
Total runs 
Total trials 
RPeRMm PP & ~J
144 
600 



























The results of the present experiment will be presented 
in three sections: 1) Marginal probabilities; 2) Run data; 
and 3) Application of models to data. 
Marginal probabilities 
A preliminary analysis of variance invdlving payoff, 1, 
sex, and event sequences within ms was performed on the total 
number of Ay predictions for each S. The results of this 
analysis indicated that all sources of variance involving 
sequences were non-significant. Consequently, a second 
analysis of variance (Table 2) involving payoff, r, and sex 
was performed on the number of Ay responses in successive 
blocks of 50 trials. This analysis (Table 2) and Figure 1 
indicate that Ss trained with payoff attain significantly 
higher levels of performance (P<.001) than Ss trained with 
no payoff, and Ss trained under a .8 level of w predict the 
E, event more frequently (P<.001) than those trained with .6 
level of 1. No interaction between these two factors is 
present. Further, the rate of learning is significantly 
greater with payoff (P<.01) than with no payoff, and with a 
-8 level of mw (P<.001) than with a .6 level of 7. The 
significant triple interaction, P x » x T, (P<.005) indi- 
cates that the effect of incentive (payoff) increases as 
the experimental session progresses for the .6 group, but 
shows an initial increase followed by a decrease for the .8 
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group. 
From Figure 1 we see that the level of performance, 
P(A,), in each experimental group appears to overshoot m7. A 
series of simple t tests performed for each block of 50 tri- 
als showed that all groups do significantly exceed a level 
of responding described as matching: s) The .6-0¢ group 
overshoots m only in the last block of 50 trials (P<.05); 
b) the .6-1¢ group overshoots nm after 450 trials (P<.01); 
c) the .8-0¢ group overshoots mr after 200 trials (P<.01); 
and d) the .8-1¢ group overshoots nm after only 100 trials 
(P<.01). 
Further inspection of Figure 1 suggests that the curves 
for the .6 groups have not leveled off toward an asymptote. 
When separate analyses of variance were performed over the 
last two blocks of 50 trials for each of these groups, this 
impression was borne-out only for the .6-1¢ group. Conse- 
quently, it may be questionable to use asymptotic equations 
(Appendix C) for parameter estimation and for the prediction 
of asymptotic statistics of the data for this group. How- 
ever, the use of these equations for this group might be 
justified by the fact that other authors (e.g., Myers & At~ 
kinson, 1964; Suydam et al., 1964; and Myers, Suydam & 
Heuckeroth, 1965) have applied these equations successfully 
in their parameter estimation and in the prediction of 
several statistics for data collected from Ss trained for 
less trials than used in the present experiment, i.e., for 
data which is also pre-asymptotic. 
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Table 2. Analysis of Variance of the Number of A, Responses 
In Each Block of 50 Trials 
Source of Variance af ss MS F 
Between Ss 159 131,680.90 
Payoff (P) 2 SByp7asen 3,572.60 12.38%** 
Reinforcement Schedule (1) lL. 83,437.50 83,437.50 289.11*** 
Sex 1 297.00 297.00 1.03 
Px 1 64.80 64.80 <l 
P x Sex 1 160.30 160.30 <l 
n x Sex 1 219.20 BM Oi Us et 
Px "2x Sex 1 62.80 62.80 <l 
Ss/P X nw x Sex 152 43,866.70 288.60 
Within Ss 1760. 61,541.30 
Trial Blocks (T) 11 -25,199;60 2,290.89 119.97*** 
2 se Lk 501.80 45.62 22397 
sx T 11 2,899.20 263.56 » 13.80*** 
Sex x T a 99.90 9.08 <l 
at Se ee a sy 530.80 48.25 2.53% 
Px Sex x T pin 104.10 9.46 <l 
mn x Sex x T 11 110.40 10.04 <l 
Poe: @. = Sex x FT 11 167.30 Loa <1 
Ss x T/P x w X Sex 1672 31,928.00 19.10 
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Run data 
| To evaluate the effects of previous events throughout 
the course of learning, the proportion of A, responses in 
each block of 100 trials was plotted following runs of 1 to 
9 E,'s and 1 to 5 E.'S for the .6 groups (Figures 2 & 3); 
and following runs of 1 to 10 E,'s and 1 to 3 E,'s for the 
-8 groups (Figures 4 & 5). 
As used here, a run of j E,'S, against which response 
probability on trial n is conditionalized, refers to a j+l 
tuple of the form E i,k=1,2, i,n-2"3 n-2°°° "4 n-5"k,n-j-1! 
ifk, j=l,.... The response probability conditionalized 
against such a j+l tuple is called a 441°° order E, rein- 
forcement-run statistic. 
In each of these figures (Figures 2-5), several changes 
in recency effects over trial blocks can be noted: 
a) The progressive elevation and flattening of the Ey 
run curves during the later blocks indicates that negative 
recency decreases over trials. By the third block of 100 
trials these curves show little evidence of negative recency 
for the .8 groups, however, this effect is still present in 
the last block of 100 trials for the .6 groups. 
b) Except for the .6-0¢ group, the probability of an Ay 
response decreases when conditionalized against longer runs 
of E. events, i.e., positive recency is exhibited. Inspec- 
2 
tion of the E. run curves suggests that positive recency 
2 
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3D 
groups than for the .6 groups. Further, this effect appears 
to increase for the .6-1¢ and .8-0¢ groups, but decrease for 
the .8-1¢ group as later trial blocks are approached. 
Recency effects also appear to be a function of payoff, 
but to a lesser extent than the effects of mw or trials. 
Specifically: 
| a) The E, run curves show less negative recency with 
payoff than with no payoff; 
§) The Eo run curves, especially for the .6 group, show 
more positive recency with payoff than without payoff. 
This effect is most noticeable within the first 200 
trials for the .8 groups. 
Application of models to data 
In this section we will consider the ability of two 
linear models (Bush & Mosteller, 1955) and a finite state 
Markov model (Myers & Atkinson, 1964) to describe a wide 
array of statistics from the data obtained in this experi- 
ment. The size of the trial block used to compute each 
observed and predicted statistic was selected with two 
considerations in mind: 
a) The observed statistic should be reliably estimated; 
and b) enough data points should be provided so that the 
ability of the models to describe the entire course of 
learning could be evaluated. In view of these considerations, 
the observed and predicted first-order conditional probabili- 
ties of the form P(A, , 125 n-12%,n-1)! j,k=1,2 and marginal 
36 
response probabilities, P(A, wi were obtained for each 
s 
block of 50 trials (Tables 3a-d, 4a-d, and 7a-b, respec- 
tively). With the same considerations in mind, the second- 
order conditional probabilities [e.g., P(A, AIEo n-247,n-1 
AS he n-1 "2 n-242,n-2)) reinforcement-run 
#1 n-2"1,n- 2,n- 
statistics (R-R-S), P(A, A IEy ni ,n-2°** 84, n-§"k,n-j-1)' 
i,k=1,2, ifk, j=1,..., and standard deviation of response 
proportions were obtained for the last block of 100 trials 
(Tables 5a-d, 6a-b, and 8, respectively). 
Generally, there are two types of entries in Tables 
3a-d, 4a-d, S5Sa-d, and 6a~b: a) Observed and predicted con- 
ditional probabilities; and b) the frequency of the events 
against which response probability is conditionalized, i.e., 
N(-|...). Where not indicated otherwise, all entries in, 
these tables should be regarded as probabilities. The ob- 
served probabilities in Table 7a-b are based on 2000 obser- 
vations each. Tables 3d and 4d also contain the parameter 
estimates obtained from the data in the last block of 50 
trials. The parameter estimates obtained from the data in 
the last block of 100 trials appear in Table 5a-d. 
While the choice of the statistic used in parameter es- 
timation was somewhat arbitrary, it was considered desirable 
that: a) The same statistic should be used in estimation for 
each model; b) there should be more independent equations 
than parameters; and c) after a large number of iterations 
of the algorithm (see Appendix E), the parameters estimated 
ae 
should be relatively invariant with additional iterations. 
With these considerations in mind, the parameter estimates 
used in the present experiment were obtained by pooling 
specific observed second-order joint probabilities and mini- 
mizing a least squares function (see Appendix D). Those 
statistics for which predictions were made in successive 
blocks of 50 trials were obtained by minimizing this func- 
tion using the second-order joint counts from the last block 
of 50 trials; those statistics tested during the last 100 
trials were obtained by minimizing this same function, but 
using the second-order joint counts from the last 100 tri- 
als. Such a procedure was expected to yield a reasonable 
test of each model's ability to describe the statistics in 
the last block of trials at the very least. As the use of 
asymptotic equations (Appendix C) in estimation, strictly 
speaking, is appropriate only with asymptotic data, it was 
considered more desirable to evaluate the ability of each 
model to describe the pre-asymptotic statistics with near 
asymptotic estimates, rather than possibly introduce some 
bias in the parameter estimates and therefore the predictions 
by using these equations for estimation in the pre~-asymp- 
totic blocks. 
All predicted statistics for the W-S model and the 
second-order sequential statistics for the linear models 
were obtained with the equations in Appendix C. All re- 
maining predicted statistics for the linear models were 
obtained by a Monte-Carlo technique. This technique in- 
38 
volved inserting estimated values of ay and. ao in the un- 
averaged linear operators (Eqs. 2&4) and using a set of 
random numbers with a uniform probability distribution to 
generate the theoretical protocols (stat-rats). These 
protocols were then analyzed in the same manner as the ex- 
perimental data. As the predicted statistics were rela-~- 
tively invariant when 120 or 200 stat-rats were computed, 
200 stat-rats were generated for each experimental con- 
dition. 
The statistic used to evaluate the goodness-of-fit of 
these models is the absolute average deviation (AAD) cf ob- 
served and predicted statistics weighted by the frequency 
of the events against which the A, response is conditdion- 
alized (see Appendix F). This statistic has been computed 
for each model for each experimental group for the first- 
order conditional probabilities (Tables 3e & 4e) during each 
block of 50 trials, the second-order conditional probabili- 
ties and the R-R-S's during the last 100 trials (Tables 5a-d 
and 6a-c, respectively), and the entire learning curve 
(Table 7a~b). The results of these tests of the models are 
described below: 
First-order conditional probabilities. Response prob- 
abilities conditionalized against the response-event com- 
binations of the immediately preceding trial are presented 
in Tables 3a-d and 4a-d. The W-S and R-E models are able to 
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Table 8. Observed and Predicted Standard-Deviation of Res- 
ponse Proportions for All Experimental Groups* 
GROUP OBSERVED PREDICTED 
W-S R-E SR 
-6-0¢ 0161 eLl2 - 060 -496 
-6-1¢ sid ~130 -047 218 
~8-0¢ -082 049 ~ 100 357 
~8-1¢ «077 044 044 aeod 
*See Table 6b Footnote. 
than the SR model for all experimental groups, especially 
the .8 groups. The differences in fit of the W-S and R-E 
models is noticeably different only for the .6-1¢ group, 
where the R-E model is better able to describe these sta- 
tistics. With regard to the ability of the R-E and W-S 
models to describe these statistics over the course of 
learning, changes in the AAD statistic indicate that there 
is generally a’ gradual improvement in fit as the later trial 
blocks are approached. Two exceptions to this generaliza-~ 
tion can be noted: a) The fits of the W-S model for the 
-6-1¢ group show a gradual deterioration as asymptotic 
blocks are approached; and b) the fit of the R-E model in 
block 8 for the .6 groups is somewhat worse than it is for 
several preceding blocks. 
Second-order conditional probabilities. Response prob- 
abilities conditionalized against the response~-event com- 
binations of the two immediately preceding trials are pre- 
sented in Table Sa-d. Each model is able to describe these 
~ 
statistics [e.g., P(Ay ny lEy n-a41,n-121,n-241,n-2% Eo n-1 
Ay no ™2 ,n-2"2,n-2!! quite well for each experimental group, 
especially the -8 groups. The most noticeable deviation is 
found with the fit of the R-E model to the .6-0¢ data. 
Reinforcement-run statistics, R-R-S. Response proba- 
bilities conditionalized against the preceding run of events 
are presented in Table 6a-b. While there are specific 
variations, the average deviation for the Ey R-R-Ss or the 
Ey and E, R-R-Ss combined is smallest for the W-S model for 
the no-payoff groups. Similarly, the R~E model shows 
smallest deviations for the payoff group. The SR model is 
able to describe the E, R-R-Ss quite well under all experi- 
mental conditions, except for the .6~-1¢ group. The W-S 
model describes these statistics best for this group. All 
models are able to describe the E, R-R-Ss with about the 
same precision for the .8~-1¢ group. The most noticeable 
deviations in fit are for the SR model with the .6 groups 
(especially the -6-1¢ group) and the R-E model for the .8-0¢ 
group. There are two additional points of interest to note: 
a) The fit of the fourth-order E, R-R-S for the W-S model 
are generally better than the fit to these third-order sta- 
tistics; and b) the predicted Ej R-R-Ss are generally smaller 
than observed in the data. The only exception noted is for 
the predictions of the .6-1¢ group with the linear models. 
Learning curve. Marginal response probabilities are 
presented in Table 7a-b. Generally, each of these models is 
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able to describe the learning curves with about the same 
accuracy. ine pane noticeable deviations are for the pre- 
dictions of the SR model for the no-payoff groups. Except 
for the predictions of the .6-1¢ group, the learning curves 
predicted by each model show a rate of learning greater 
than observed in the early blocks; and further, the predic- 
tions of the W-S and SR models stabilize more rapidly than 
the observed probabilities. The predictions for the .6-1¢ 
groups by each model in the last block of 50 trials are 
markedly below the observed value; and further, the learning 
curves predicted by the W-S and R-E models continue to rise 
and show no evidence of stabilizing. 
Standard-deviation of response proportions (Table 8). 
Except for the predictions of the R-E model for the .8-0¢ 
group, the W-S and R-E models predict a lower level of 
asymptotic variability than observed in the data. The pre- 
Gictions of the SR model are markedly greater than the ob- 
served value for each experimental group. The W-S model 
shows the best fit for each .6 group; the R-E model ces- 
cribes this statistic as well as the W-S model for the .8-1¢ 
group, and noticeably better for the .8-0¢ group. 
Discussion 
In this section we will first consider the experimental 
findings in terms of the previous review of literature. In 
particular, we will be concerned with the effects that m and 
payoff have on marginal response probability and the rate of 
learning. The run data will also be of interest, with par- 
ticular emphasis on the effects of 1, payoff, and trials have 
on the occurrence of negative recency. This will be followed 
by an evaluation of the models with regard to goodness~of-fit 
and psychological meaningfulness, and some comments regarding 
deviations in fit, extended training, and pre-experimental 
response tendencies. Finally, we will conclude this section 
with an attempt to evaluate whether overshooting in later 
trial blocks is a function of the introduction of variables 
not specially manipulated by the experimenter. 
Experimental effects 
Marginal probabilities. The results of the present ex- 
periment and those studies cited in Appendix A, Table l, are 
in general agreement in showing that higher levels of fm lead 
to higher levels of event prediction, and that the dntroduc- 
tion of an incentive leads to overshooting. The present re- 
sults also indicate that the rate of learning is a function 
of the level of mw and payoff condition. These findings 
indicate that: a) The more frequently a response is rein- 
forced, the higher the rate and level of performance; and 
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b) the introduction of an incentive leads to a higher rate of 
learning and level of performance than when no incentive is 
used. 
The rates of learning for the two .6 groups in the pre- 
sent experiment were slower than those observed by most other 
investigators (Appendix A) under identical nm and payoff 
levels. However, the rates of learning found for Edwards' 
(1961) .6-0¢ group and a .6-1¢ "unaware" group by Suydam et 
al. (1964) are similar to those found in the present experi- 
ment. These slower rates of learning observed for .6 groups 
in the present experiment may have been caused by placing 
too much emphasis in the instructions upon the mechanies of 
responding (Appendix B) rather than the task to be learned. 
The rates of learning for the .8 groups in the present 
experiment are similar to those reported by Myers et al. 
(1963), slightly exceed those reported by Anderson and Wha- 
len (1960), and are somewhat lower than those reported by 
Edwards (1956), Taub and Myers (1961), and Friedman et al. 
(1963). The differences in rates of learning noted among 
these studies are probably a reflection of procedural dif- 
ferences, e.g., the number of trials over which the event 
sequences were randomized, instructions, or the number of 
levels of + on which Ss were trained. 
In Figure 1 the amount of overshooting found for the 
-6-1¢ and .8-0¢ groups was larger than found in studies pre- 
viously reported in the literature (Appendix A), This large 
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amount of overshooting could be due, in part, to the fact 
that the sequence of events used in the present experiment 
was randomized over a larger block of trials than did most 
of the studies cited in Appendix A. Randomizing events over 
increasingly larger blocks of trials generally results in an 
increase in the mean and variability of run length. Gambino 
and Myers (1965) have reported that when a .5 level of 7 is 
used, increasing the variability of the run length leads to 
an increase in perseverative behavior, i.e., predicting the 
event which has just occurred. If this increase in persever- 
ative behavior with increased variability of run length 
proves to hold with the systematic manipulation of the run 
structure at other levels of 1, the extent of overshooting 
found in the present experiment would be consistent with such 
a finding. That such a relationship may hold is evidenced 
by the fact that Jones and Myers (1965) reported greater 
overshooting when events were randomized over long rather 
than short blocks of trials, i.e., where the variability of 
run length was greater. 
Run data. The results of the present experiment are 
consistent with the findings of several authors (Nicks, 
1959; Atkinson, Sommer, & Sternman, 1960; Anderson & Whalen, 
1960; Edwards, 1961; Craig & Myers, 1963; Jones & Myers, 
1965), in showing less negative recency, the greater the 
level of wr. These findings are consistent with a suggestion 
made by Restle (1961) that Ss respond to runs of reinforcing 
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events of different lengths as differential cues. For ex- 
ample, experiencing k E. events ina sequence with few long 
runs (such as are usually found in event sequences for a .6 
level of +) would be more likely to serve as a cue to pre- 
dict Ey. i#j, whereas a sequence with more long runs (such 
as are usually found in event sequences for a .8 level of 1) 
would be more likely to serve as a cue to predict the same 
event. 
Another finding frequently reported in the literature 
is the decreasing or unlearning of the negative recency ef- 
fect as the training session progresses (e.g., Anderson, 
1960; Anderson & Whalen, 1960; Edwards, 1961: Edwards & 
Tannenbaum, 1961; Lindman & Edwards, 1961; Derks, 1962; 
Derks, 1963; Jones & Myers, 1965). Except for the E, run 
statistics of the .6-0¢ group, this result is also obtained 
in the present experiment. The decrease in negative recency 
as training progresses could be considered a consequence of 
two processes: a) The extinction of pre-experimental response 
tendencies (Estes, 1962), e.g., looking for patterns in the 
event sequence; and bh) the acquisition of response tenden- 
cies which are dependent upon the reinforcing properties of 
the sequence. 
It was also found in the present experiment that nega- 
tive recency appears to be less when payoff is used than 
under no-payoff conditions. Atkinson, Sommer, & Sternman 
(1960) and Derks (1962) have reported a similar effect. 
Since the addition of an incentive to the experimental situa- 
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tion does not increase the amount of information in the event 
sequence, the effect of introducing an incentive may be to 
increase the Ss‘ attentiveness to the reinforcing properties 
of the event sequence, and thereby increase the saliency of 
past events in the Ss' memories. 
Evaluation of models — goodness-of-fit 
One way of evaluating the ability of a model to describe 
data is to examine its goodness-of-fit, i.e., the extent of 
correspondence between observed and predicted statistics. 
W-S model 
abilities. In testing this model, we have seen that, except 
for the .6-1¢ group, when parameters are estimated with data 
from the last block of 50 trials, the fit to the first-order 
conditional probabilities and the learning curve improves as 
the asymptotic blocks are approached (Tables 3e, 4e, & 7a-b). 
In the early blocks, the predicted statistics level off to- 
ward Een obaeays too quickly, a result consistent with that 
reported by Heuckeroth and Myers (1965) for the Suppes and 
Atkinson (1960) data. The replicability of this finding 
suggests that when the parameters of the W-S model are esti- 
mated with data at one level of learning, generally they 
will not be appropriate to describe performance at other 
points in the learning process, i.e., the model's assump- 
tion of parameter invariance over trial blocks requires 
revision. 
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The AAD statistic (Appendix F) for the first-order con- 
ditional probabilities (Tables 3e & 4e) and marginal response 
probability (Table 7a-b) for all but the .6-1¢ experimental 
group shows deviations of less than 2% in the last block of 
50 trials. The size of these deviations compares favorably 
with the fits to these statistics from several other human 
choice studies (e.g., Myers & Atkinson, 1964; Suydam et al., 
1964), and from one experiment with rats (Calfee, 1963). 
Considering that slightly different functions were being 
minimized to obtain parameter estimates in these studies 
(see Myers & Atkinson, 1964) compared to that used in the 
present experiment (see Appendix D), the ability of the W-S 
model to describe these statistics asymptotically seems well 
established. 
The marked deviations in the fit to the asymptotic 
first-order conditional probabilities and marginal response 
probabilities for the .6-1¢ group are puzzling when viewed 
against the good fits to these statistics for the other ex- 
perimental groups and the fits reported in other choice 
studies. These results could possibly be due to the fact 
that the estimated value of 6 (Table 3d) for this group is 
much lower than that found for other sets of data obtained 
from human Ss. There may be at least three reasons such a 
deviant value was obtained: a) The function being minimized 
(Appendix D) has either failed to iterate to the minimum 
value, or it has reached a relative rather than an absolute 
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minimum; b) the use of asymptotic equations (Appendix C) in 
estimation when the observed data is clearly not asymptotic 
(see p. 27) may result in parameter estimates lacking in 
mearningfulness; and c) the model may not be appropriate to 
describe choice data when the observed marginal response 
probability is outside or near the asymptotic bounds predic-~- 
ted by the model (Calfee, 1963, pp. 95-96). Which of these 
alternative explanations, if any, is appropriate, may be 
decided: a) After the function used in parameter estimation 
in the present experiment is investigated; b) an estimation 
procedure more appropriate to pre-asymptotic data is used; 
and c) the data is tested with a model whose upper asymp- 
totic bound is greater than the W-S's, e.g., the Myers and 
Atkinson (1964) three-stage model. Some evidence for the 
validity of the third alternative is found when we note that 
the observed marginal response probability in block 12 
(Table 7a) for the .6-1¢ group is within 2% of the W-S 
upper asymptotic bound. It should also be noted that the 
estimated value of 6 for this group (Table 3d) is comparable 
to those reported by Calfee (1963, Tables 8b, 10a-b, 12a-b) 
for groups whose marginal response probability exceeded the 
upper asymptotic bound for the W-S model. 
Second-order conditional probabilities. The de- 
viations in fit for the .6-0¢ and .6-1¢ groups in the pre- 
sent experiment on these statistics is 4.1% and 5.2%, res- 
pectively. This compares quite favorably to the 5.6% de- 
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viation for one group reported by Calfee (1963, Table 13b, 
p. 87) using a .65 level of +. For other .65 groups reported 
by Calfee (1963), the fits are considerably worse. These 
groups, however, also have a marginal response probability 
which exceeds the predicted upper asymptotic bound for the 
W-S model. The deviations in fit for the .8-0¢ and .8-1¢ 
groups in the present experiment show deviations of 2.3% 
and 2.5%, respectively. These fits compare favorably with 
those reported by Calfee (1963) for .8-incentive data, and 
by Myers and Atkinson (1964) with .8-0¢ data collected by 
Friedman et al. (1963). These results demonstrate the 
ability of the W-S model to describe response Srobability 
conditionalized against the responses and events on the 
preceding two trials with about the same precision across 
several sets of data. 
Earlier it was pointed out that Myers and Atkinson 
(1964) suggested that poor fits to the second-order condi- 
tional probabilities may be attributed either to the unre- 
liability of these statistics, or that the model may require 
revision to handle these statistics. If the poor fits were 
due to unreliability, then we would expect the fit to in- 
prove when the observed statistic is based on a larger num- 
ber of observations. With over twelve times as many observa- 
tions as used in the present experiment, however, Calfee 
(1963) reports deviations two to five times as large. Fur- 
ther, with almost twice as many observations as used in the 
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present experiment, the fit to the Friedman et al. (1963) 
data (see Myers & Atkinson, 1964) is about the same as found 
for our .8-0¢ group. The results of this evaluation imply 
that the model will require revision to handle these statis- 
tics. 
Reinforcement-run statistics (R-R-S). Calfee 
(1963) has obtained excellent fits (usually less than 1% 
deviation) to the third and fourth-order R-R-S using the 
Myers and Atkinson (1964) three-stage conditioning model 
with rats. The fit of the W-S model to the third-order Ey 
R-R-S for data collected by Jones and Myers (1965), however, 
shows deviations of about 10% for the .6 groups and 4.5% for 
the .75 groups. The deviations reported for the present 
data (Table 6a-c) are somewhat greater than those reported 
by Calfee (1963), but somewhat less than those found with 
data collected by Jones and Myers (1965). 
Calfee (1963) may have obtained better fits to the R-R-Ss 
than reported in the present experiment, or for data collected 
by Jones and Myers (1965), because the identification of an 
event following a response as a reinforcer may have been more 
appropriate for rats than human Ss. Alternatively, these 
differences might be attributed to the fact that he used 
more event sequences than Jones and Myers (1965) or than 
were used in the present experiment. When more event se~ 
quences are used, the actual probability of an Ey event on 
any trial more closely approximates the average event prob- 
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ability, mw, and consequently the prediction equations (Ap- 
pendix C, part A.3) are more appropriate (see Anderson, 1964, 
p. 136). It is also possible that the good fits reported by 
Calfee (1963) were obtained because his observed and predic- 
ted R-R-Ss were obtained after more training had been given 
than was used in the present experiment or by Jones and 
Myers (1965). An increase in the number of training trials 
makes it more probable that pre-experimental response ten- 
dencies like negative recency will have extinguished, and 
that the choice behavior more nearly resembles that des- 
cribed by the model. 
The better fits to these statistics found in the pre- 
sent experiment compared with those obtained with the data 
collected by Jones and Myers (1965) may be similarly ex- 
plained. Specifically, the observed and predicted R-R-Ss in 
the present experiment were obtained from a later block of 
trials, more event sequences were used, and each of these 
sequences was randomized over a larger block of trials than 
reported by Jones and Myers (1965). 
From inspection of Table 6a we note that the Ey R-R-Ss 
predicted by the W-S model for all experimental groups in 
the present experiment are lower than observed, i.e., more 
positive recency exists in the data than predicted by the 
model, at least when choice behavior is conditionalized on 
up to the preceding four events. A similar finding was also 
noted for most of the third-order Ey R-R-Ss predicted with 
yal 
this model using data collected by Jones and Myers (1965), 
and to a lesser extent for the F, R-R-Ss predicted by Calfee 
1 
(1963) using the Myers and Atkinson (1964) three-stage model. 
The replicability of this finding across several data sets 
and under different experimental conditions suggests that 
the W-S model will require revision to handle these statis- 
tics. 
Standard-deviation of response proportions. The 
predicted asymptotic standard deviations of response prob- 
abilities found for the W-S model in the present study were 
smaller than the observed values (Table 8), especially with 
no payoff. These results are consistent with those reported 
by Heuckeroth and Myers (1965) for the Suppes and Atkinson 
(1960) data. While the fits to this statistic were reason- 
ably good, that these predictions were consistently below 
the observed values for all experimental groups suggests 
that the model may require revision, e.g., introducing a 
neutral state of conditioning into the model might cause an 
increase in the predicted variability. Alternatively, intro- 
ducing some form of diversion into the experimental situation 
might reduce the Ss' utility for varying their responses 
(Siegel, 1964), and thereby reduce the observed variability 
in the data. 
Linear models 
First-order conditional probabilities (Tables 3a-e, 
4a-e). We have seen that the ability of the SR model to 
$e 
describe the first-order condit#onal probabilities is quite 
poor for each experimental group, and except for the .8-1¢ 
group, shows little evidence of improving over blocks of 
trials. The R-E model, however, is able to predict these 
statistics quire well, especially for the .8 groups. Fur- 
ther, the fit for the R-E model improves rapidly through the 
first seven trial blocks and then shows some deterioration 
followed by a more gradual improvement. 
It is noted (Table 3d) that the estimated values of ay 
and a. for the R-E model with .6-0¢ data are essentially equal 
(a deviation of .001). Therefore, it is of interest to com- 
pare the predictions of the R-E model for this group in the 
present experiment with the predictions of the equal a model 
(Bush & Mosteller, 1955) for comparable groups reported else- 
where in the literature. Suppes and Atkinson (1960) have 
applied the equal a model to predict the asymptotic first- 
order conditional probabilities for their .6-0¢ group 
(Group Z). Their fit (1-2% deviation) is much better than 
reported for the .6-0¢ group in the present experiment (6-7% 
deviation). 
The generally good fits for the R-E model found in the 
present experiment are consistent with the good asymptotic 
fit to these statistics reported by Myers, Suydam, and 
Heuckeroth (1965); however, the SR model shows markedly 
poorer fits. The poorer fit to these statistics for the SR 
model in the present experiment could be attributed to dif- 
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ferences in the experimental situation to which the model 
was being applied, or to the fact that these statistics were 
predicted with equations in Appendix C by Myers, Suydam, and 
Heuckeroth (1965), but with a Monte-Carlo technique in the 
present experiment. Since the parameter estimation tech- 
niques used in the present experiment and by Myers, Suydam, 
and Heuckeroth (1965) are similar, evidence of the importance 
of the prediction method was found by comparing the asymp- 
totic fit to these statistics with the present experimental 
data when the equations in Appendix C were used, and the Mon- 
te-Carlo technique was used. The results of this comparison 
showed quite clearly for each experimental grovp that Monte- 
Carlo predictions result in poorer fits, especially for the 
SR model. In view of the comments by Sternberg (1963) 
suggesting that the goodness-of-fit of a model appears to ve 
a function of the statistic used in parameter estimation, 
the results of this comparison also makes it reasonable to 
suggest that the most appropriate statistic to use in para- 
meter estimation for a model may depend upon the prediction 
technigue. An orthogonal comparison using different statis- 
tics in estimation, different models, and the two prediction 
techniques is required to evaluate this suggestion. 
Second-order conditional probabilities (Table 5a-d). 
These statistics have not been previously tested with the 
R-E or SR models. The fits obtained for these models in the 
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present experiment are quite good, especially for the .8 
groups (Table 5c~-d). 
Reinforcement-run statistics (R-R-S) (Table 6a-e). 
The fits to these statistics for the R-E model are good for 
all experimental groups except the .8-0¢ group. Similarly, 
the SR model is able to predict these statistics reasonably 
well for all experimental groups except the .6-1¢ group. 
Except for the .6-1¢ group, both models predict less posi- 
tive recency than exists in the E, R-R-S data. Only the SR 
model shows a clear tendency to predict less positive recency 
than found in the Eo R-R-S data. That the Eo R-R-Ss predic- 
ted with the SR model tend to be greater than the observed 
values is consistent with the run statistics predicted with 
the SR model for paradise fish (Bush & Wilson, 1956). 
Learning curve (Table 7a-b). It has been noted 
that the predicted learning curves for the two linear models 
for each experimental group show an initial rate of learning 
faster than observed. The predicted learning curve reported 
by Bush & Wilson (1956) for the SR model was higher than the 
observed curve, but increased at about the same rate. The 
fits to the learning curves for each model, for all but the 
-6-1¢ experimental group, improve as asymptotic blocks are 
approached. In fact, except for the .6-1¢ group, the fits 
of the R-E model in the last block of trials in the present 
experiment are quite good, a result inconsistent with that 
reported by Bogartz (1965). For the .6-1¢ group, both linear 
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models, as well as the W-S model, predict an asymptotic 
level of responding notably lower than observed. 
The estimated value of a, for the SR model is 1.00 for 
each .8 group (Tables 4d, 5c-d). Bush and Mosteller (1955) 
have applied the identity operator (a. = 1) model to data 
collected at a .75 level of m by Brunswick (1939) for rats 
and to unpublished data for human Ss collected by Goodnow in 
1951 (see Bush & Mosteller, 1955, p. 294). The predicted 
learning curves show deviations of 3-4% and 6-7%, respective- 
ly. These predictions compare well with those found for the 
SR model for the .8-1¢ group in the present experiment. 
It has already been noted that the estimated values of 
a5 and ao for the .6-0¢ group with the R-E model are essen- 
tially equal. Bush and Mosteller (1955) have applied the 
equal a model to data collected with mr = .66 by Neimark 
(1951). Her predicted learning curve shows an average de- 
viation of 3-4%, a result consistent with that found with 
the R-E model for the .6-0¢ group in the present experiment. 
Suppes and Atkinson (1960) have also applied the equal a 
model to predict the learning curve for their .6-0¢ group 
(Group 2). Although the predicted learning curve has a 
matching asymptote, the rate of learning in the early blocks 
is too high, a result consistent with that found for each 
model in the present experiment. 
Standard-deviation of response probability (Table 
8). The predictions of this statistic by the R-E model are 
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quite good for the .8 groups, and except for the .8-0¢ group, 
are lower than the observed values. The predictions of the 
SR model are consistently and usually markedly higher than 
the observed values, a finding consistent with that reported 
by Bush and Wilson (1956). 
Evaluation of models — psychological meaningfulness 
Each of the models we are considering contains para» 
meters identified with the effects of reward and non-reward 
or secondary reinforcement. Another way to evaluate these 
models is to see whether the estimated values of these para- 
meters vary with the manipulations of the experimental vari- 
ables with which the parameters are identified, and remain 
invariant with the manipulation of other variables. It has 
been suggested that the parameters estimated with the data 
in the last 50 trials for the .6-1¢ group (Table 3d) for the 
W-S model may be inappropriate because the observed marginal 
response probability is close to the upper asymptotic bound 
for this model. As the parameter estimates based on the data 
from the last 100 trials, in addition to being more reliable, 
do not show evidence of this possible inappropriateness, the 
present evaluation will be made with the more reliable esti- 
mates (Tables 9, 11, & 12). 
W-S model 
Myers and Atkinson (1964) have suggested that it might 
be appropriate to assume the effects of reward (y) and non- 
reward (6) increase, and the number of stimulus elements (N) 
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decrease with increases in payoff. We will use these identi- 
fications in the evaluation of the parameter identification 
and invariance for this model. 
From Table 9 below we see, in agreement with these iden- 
tifications, that the effects of reward (vy) increases and the 
number of stimulus elements (N) decreases with the introduc~ 
tion of payoff. The effect of non-reward (6), however, 
Table 9. Parameter Estimates for the W-S Model for Each 
Experimental Group 
Pe 8 
6 u N 6 u N 
0¢ 2472 yt & ¥3 2.622 -818 ~294 3.097 
Payoff 
1¢ »672 999 2.188 .764 1.000 2.226 
increases with the introduction of payoff only for the .6 
group; the effect of non-reward decreases somewhat with the 
introduction of payoff for the .8 group. Parameter estimates 
for uw and N appear invariant over levels of m for the payoff 
groups, but increase with mn under no payoff. The effect of 
non~reward (6) also increases with +t. At each level of 1, 
the effects of reward changes more rapidly than the effects 
of non-reward. 
The parameter estimates for the W-S model in the pre- 
sent experiment generally show the same ordinal relationship 
as reported for several sets of data by Myers and Atkinson 
(1964); however, the size of the estimates for each para- 
meter varies considerably. Further, as already noted in the 
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introduction, there are cases (Jones‘; Suydam et al., 19 64) 
where not even the ordinal relationship found among para- 
meter estimates by Myers and Atkinson (1964) holds. Such 
findings are clearly disturbing if we want a model which can 
predict ab well as describe data. 
Attributing the variation in parameter estimates 
among different studies to sampling variability of the para-~ 
meters, serves as a partial explanation at best. It seem 
that a more important source of variability may arise from 
the fact that the parameter estimates reported elsewhere 
(Myers & Atkinson, 1964; Suvdam et al., 1964; Jones) and in 
the present experiment were estimated from data which rep- 
resent different points in the learning process. If the ef- 
fectiveness of the experimental variables with which the 
parameters are identified do change throughout the course of 
learning, such changes should be reflected by the failure to 
find parameter invariance over trial blocks. When parameter 
estimates for the W-S model were examined for each experi- 
mental group for successive blocks of 50 trials, invariance 
of parameters was not found. Therefore, it was also appro- 
priate in evaluating the psychological meaningfulness of the 
W-S model, to compare the estimates reported for different 
sets of data with those obtained from comparable blocks of 
trials in the present experiment (Table 10). The W-S model 
parameters were estimated with data from trials 161-240 for 
the Suppes and Atkinson (1960) data, trials 193-288 for the 
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Friedman et al. (1963) data, and from trials 251-300 for the 
Suydam et al. (1964) and Jones* data. 
Table 10. A Comparison 6f the Parameter Estimates Reported 
for the W-S Model in Several Human Choice Studies 
with Those Obtained from Comparable Blocks of 
Trials in the Present Experiment 
Experimental Groups 
Experiment 6 u N § u N 6 u N 
Suppes & 
Atkinson s200  .020 3.90 
(1960) * 
Present 
Meperiment. **°9 «POL 3-92 
Friedman 
et al. 2500 .030 - 2444 
(1963) * 
Present 
Experiment ,050 .001 2.56 
Suydam et 
al. (1964) 
Jones* .539 .465 2.28 
-686  ,002 4.26 .627 .029 2.13 
Present 
*Parameter estimates reported by Myers and Atkinson (1964) 
We see from Table 10 that when parameter estimates are ob- 
tained from comparable points in oe learning process, in 
all but one case, the effects of reward (y) and the number 
of stimulus elements (N) appear invariant, and in only one 
case does the effect of non-reward (6) appear invariant. 
This invariance suggests that a stimulus sampling model like 
the W-S may be developed which will be able to predict as 
&0 
well as describe choice data. The variability in the para- 
meters which is still present might be attributed to dif- 
ferences in the function being minimized in the parameter 
estimation (see Myers & Atkinson, 1964, and Appendix D), the 
difference in the effects of reinforcement, especially of 
non-reward (6), when the event sequences are randomized over 
adifferent size trial blocks, or variation in the instruc- 
tions among these studies (see Table 10) as well as sampling 
variability of the parameters. 
SR model 
In evaluating the psychological meaningfulness of the 
SR model, we will assume that: a) The effectiveness of pri- 
mary reward is greater than secondary reward (see Bush & 
Wilson, 1956); b) the effectiveness of primary reward in- 
creases with the introduction of payoff (see Myers & Atkin- 
son, 1964); and c) according to a line of reasoning developed 
below, the effectiveness of secondary reward decreases with 
the introduction of positive reinforcement (gain) for correct 
responding and negative reinforcement (loss) for incorrect 
responding. 
We recall that the SR model assumes that if stimuli 
associated with reward also occur with non-reward, secondary 
reinforcement can occur, but does not necessarily occur. It 
seems reasonable to assume that the reinforcing effects of 
gain and loss have been well estabiished in most Ss prior to 
entering the two-choice probability learning situation. 
With these strong reinforcers present initially, there seems 
el 
little reason to expect that the stimuli from the event 
lights or the prediction response would acquire secondary 
reinforcing properties greater than the effects of gain and 
loss, i.e., the introduction of gain and loss for correct 
and incorrect predictions, respectively, should reduce the 
effectiveness of secondary reward. 
From Table 11 below, we see, in aqreement with the as- 
sumed identifications, that: a) The effect of primary reward 
is greater than secondary reward (see also Bush & Wilson, 
1956; Myers, Suydam, & Heuckeroth, 1965); b) the effect of 
primary reward increases with the ifttroduction of payoff; 
and c) the effect of secondary reward decreases with the in- 
troduction of payoff. There is, however, some dependence of 
the parameters on mw. Specifically, the effect of primary 
reward appears to increase with nm when payoff is used, and 
decreases with ms when no payoff is used. The effect of 
secondary reward decreases with fr. 
Table 11. Parameter Estimates for the SR Model for Each 
Experimental Group 
6 8 
Oo} ao 4 a2 
0¢ -596 -813 -708 1.000 
payoff 
1¢ «o5e ~974 -486 1.000 
R-E model 
In evaluating the psychological meaningfulness of the 
R-E model, we will assume the identifications suggested by 
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Myers and Atkinson (1964) for wand 6 are also appropriate 
for ay and &.,, respectively, i.e., the effects of reward and 
non-reward increase with the introduction of payoff. 
From Table 12 below, we see, in agreement with these 
identifications, the effect of reward increases with the in- 
troduction of payoff, however, the effect of non-reward de-
 
creases. Further, the parameters do not appear to be invari- 
ant over levels of j,.- Specifically, the effects of reward 
increase more rapidly, as a function of , and payoff, than 
the effects of non-reward decrease. 




a) ago Oo} a9 
O¢ 832 ,o2.5 608 -908 
payoff 
i¢ Ton 849 394 951 
Evaluation — summary 
From the evaluation of these models with regard to good~ 
ness-of-fit, it is clear that the SR model generally does not 
Gescribe the data as well as the W-S and R-E models, although 
the parameter identification of the SR model was quite good. 
In view of the differences in fit of the SR model in the pre- 
sent experiment and by Myers, Suydam, and Heuckeroth (1965), 
and the fact that this discrepancy might be attributed to 
differences in the experimental situation or the statistic 
used in parameter estimation, it would be premature to re- 
ject this model at the present time. The parameter identi- 
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fication for the W-S model is somewhat better than for the 
R-E model; however, the deviations in fit for these two 
models are quite similar. While the slight differences in 
these two models (W-S and R-E) in the present experiment do 
not Warrant rejecting either model, it appears that the 
modifications which might lead to an improvement in fit for 
the R-E model can come primarily from adding parameters or 
modifying the experimental situation so that the choice 
behavior corresponds with the predictions of the model. 
From the point of view of obtaining a psychologically mean-~ 
ingful and mathematically tractable theory, the modification 
of a stimulus sampling model, like the W-S model, seems more 
fruitful than modification of the linear models. In addi- 
tion to adding parameters and modifying the experimental 
situation, one could, for example, systematically vary the 
axioms regarding the transition of stimulus elements to 
adjacent states of conditioning and examine the changes in 
the ability of the model to describe the statistics of the 
Gata. Alternatively, the states of the model could be varied, 
e.g., adding a neutral state of conditioning to the W-S model 
might lead to an increase in predicted variability. 
Deviation in fit —- extended training and pre~experimental 
response tendencies 
Most models used to describe choice behavior identify 
the event following a response as a reinforcer, i.e., they 
predict positive recency. One of the most frequently cited 
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reasons for deviations in fit for a model is the occurrence 
of ee ae | ae response tendencies like negative recency 
(e.g., Estes, 1964; Anderson, 1964). Estes (1964) has com- 
mented that until Ss learn about the properties of the se- 
quence of events, his responses will be determined by gener- 
alizations from other situations. Estes has further sug- 
gested that giving Ss extended practice should extinguish 
these tendencies so that the choice behavior more nearly 
resembles that predicted by the model (generally stimulus 
sampling models). Anderson (1964) has arqued that while 
extended practice may allow these pre-experimental response 
tendencies to seiinontans aifferent practice regimes will 
train in different sorts of behavior, each of which will 
require a different model. 
The good-fits of the W-S model to several asymptotic 
statistics reported in the present experiment, by Calfee 
(1963), by Myers and Atkinson (1964) for the Friedman et al. 
(1963) data, and by Friedman et al. (1963) with the equal a 
model lend: support to Estes' suggestion regarding the effects 
that extended practice should have on choice data. 
We note that the Ss trained by Calfee (1963) and Fried- 
man et al. (1963) received extended practice on more than 
one level of 1, while Ss in the present experiment received 
extended training on a single Level of ww, 1.0. different 
practice regimes were used in ides studies. As the W-S 
model has bean able to describe the data from each of these 
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studies quite well, it seems that Anderson's (1964) sugges- 
tion that a different model will be needed to describe choice 
behavior after different practice regimes have been used 
needs to be qualified. 
Overshooting—the result of reinforcing operations ? 
It has been pointed out earlier in this paper that 
overshooting, i.e., an asymptotic level of responding ex~ 
ceeding matching, occurs in several studies (see Appendix A, 
Table 1) in which more than 300 trials are used and some in- 
centive in addition to observing the correctness of one's 
predictions is introduced. This finding is not consistent 
with the asymptotic matching prediction derived from several 
models (e.g., Estes, 1959; Suppes & Atkinson, 1960). Estes 
(1962) has suggested that if the occurrence of overshooting 
is due to the introduction of variables not controlled by 
the experimenter and as a function of the number of trials, 
then these models would be appropriate to describe choice 
behavior when the effectiveness of these variables is ex- 
perimentally controlled. If, on the contrary, overshooting 
represents the ultimate effect of the conditioning process, 
then the quantitative assumptions regarding the effects of 
reward and non-reward (as described by these models) must be 
modified. 
If additional variables are becoming effective as a 
function of extended training, they could be evidenced by 
salient changes in the observed statistics or the goodness- 
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of-fit of different statistics over trial blocks. 
From inspection of Figure 1 we see that the observed 
learning curves for the .6-0¢, .6-1¢, and .8-0¢ groups in the 
present experiment take a definite upward turn following 400 
trials. Regarding the goodness-of-fit, it was noted that the 
predicted marginal response probability for the .6-1¢ group 
by each model was markedly lower than observed in the last 
block of trials. Further, it was noted that the seadietions: 
of the first-order conditional probabilities by the R-E 
model show a sudden deterioration in fit after the seventh 
block (Tables 3e, 4¢), especially for the .6 groups. 
It should be pointed out that while these findings are 
consistent with the suggestion that variables not controlled 
by the experimenter are entering as the experimental session 
progresses, it is also possible, as suggested earlier, that 
these salient changes are attributable to changes in the 
effectiveness over trial blocks of the experimentally mani- 
pulated variables. As the most obvious of the uncontrolled 
variables that could enter into the learning process with 
extended training are fatigue and boredom, a goal of future 
research might well be to provide Ss with extended training 
but attempt to control the influence of these variables, 
e.g., Ss could be run with periodic resting sessions, the 
required prediction response odd be made variable from 
trial to trial, or the intertrial interval might be lengthened 
with the time between trials being spent in unrelated tasks 
of varying degrees of interest. 
Summary 
The Ss (80 males, 80 females) in the present experiment 
each made 600 predictions in the Estes and Straughan (1954) 
two-choice noncontingent probability learning situation under 
one of two levels of mt (.6, .8) and payoff (0¢, 1¢). Ss 
trained with a .8 level of t and payoff attained significantly 
higher levels and rates of learning than Ss trained with a .6 
level of mt and no payoff, respectively. No sex differences 
were found. Each m-payoff group evidenced overshooting, 
although at different points in training. An examination of 
response probability conditionalized against the preceding 
run of events indicated that negative recency decreases with 
increases in training, mn, and the introduction of payoff. 
These data were used to evaluate the ability of three 
mathematical models (Bush & Mosteller, 1955 -- R-E and SR 
linear models; and the Myers & Atkinson, 1964 -- W-S Markov 
model) to aecouthe the mean and variability of response 
probabilities, and several response probabilities condi- 
tionalized against previous sequences of events and res- 
ponses. Generally, the W-S and R-E models are abe to des- 
cribe the data better than the SR model, although the para- 
meter identification for the W-S and SR models is more appro- 
priate than for the R-F model. While the differences in 
fit for the W-S and R-E models are quite small (frequently 
less than 1%), the W-S model shows a slight superiority to 
the R~E model in most cases. The deviations in fit noted 
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for all of these models in predicting the course of learning 
appears to result from the fact that the rate of learning in 
the predicted curves is too high, and especially for the W-S 
and SR models, the curves level off toward an asymptote too 
quickly. 
The poor fits for the SR model could have resulted from 
choice of an inappropriate statistic for parameter estima- 
tion, consequently, it would be premature to reject this model 
at the present time. While the differences in the ability of 
the R-E and W-S models to describe the data in the present 
experiment are too small to warrant rejection of either 
model, it seems that a psychologically more meaningful and 
mathematically more tractable theory for predicting as well 
as describing choice behavior will be obtained through modi- 
fication of a stimulus sampling model like the W-S model. 
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Appendix A 
Table 1 is presented primarily to cite findings of several 
studies which bear upon the probability matching hypothesis, 
with special regaed to the effects of extended training and 
payoff. 
Table 2 is presented to summarize those studies which 
have investigated negative recency and the variables which 
influence its occurrence, e.g., amount of training, 1, in- 
structions, payoff, and method of sequence randomization. 
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‘The purpose of this experiment is to investigate the 
processes which determine how people make decisions. The 
board in front of you contains two large green lights. 
Directly beneath each light is a switch. You may ignore the 
little orange lights as they will not be used. On each trial 
a buzzer will sound and then one of the two green lights will 
go on. You are to predict which light will come on. When the 
buzzer sounds, your task is to pull the switch beneath the 
light you think will come on. (The method of operating the 
switches was demonstrated to each S.) When one of the lights 
comes on, push the switch back to its starting position even if 
you wish to predict the same light will go “on" on the next 
trial. It is important that the switch remain on until the 
light comes on for recording purposes. Therefore you may use 
the coming on of a light as the signal to push the switch back 
to its starting position. You should make your predictions so 
as to obtain the best possible score, however, you are cautioned 
against looking for patterns in the lights. The sequence de- 
termining which light will come on was generated in a strictly 
random fashion, and attempting to find a pattern will probably 




The following instructions were then read to Ss in the 
payoff groups: 
For each correct prediction you make, you will receive 1¢ 
and for each incorrect prediction, you will lose 1¢. To help 
us keep track of your wins and losses, you have been provided 
with several sheets of paper. Please place your name on the 
top of each sheet. (Pause) You will note that one column has 
"+#"s and the other has "-"s. On every trial in which you make 
a correct prediction, place a check after the last check in 
the "+" column. On those trials in which you make an incorrect 
prediction, place a check after the last check in the "-" 
column. In other words, there should be no blank spaces be- 
tween any two successive checks in a column. (A hypothetical 
sequence of wins and losses on five successive trials was 
presented to each S to be sure he understood the method of 
recording.) At the end of the experiment, you will be paid 1¢ 
for the difference between the number of checks in the "+" and 
"-" columns. ~- Are there any questions? 
Appendix C 
Part A.l. -Listed below is a summary of the techniques des- 
cribed by Heuckeroth and Myers (1965) for computing the first- 
Crore joint probabilities of the form PAAy nP5n-1Ak n-2) ! 
j,k=1,2 for any trial, n 
2 
i (Fu.2n- t ‘ast 
WN a 
2 





P(A,E,A,) = eet eres) a 
K + K 2 K 
eS 2pn-2 1,1yn-1) ++ sx( 241,n-1) 
N N N 
P(A. ELAa) = Cles}lE("1,2,n-1 * “1,1,n-1) A 
a ae ee 4 CaS RSET ROT. Ra 
2 
(1, 2,n-1 + 1 1,n-1) 
N 
where K, , i,j=1,2 is a random variable, the number of 
pi,n-l 
stimulus elements in state j of conditioning to response A; 
on trial n-1l, and E is the expectation operator. The expec- 
tation of each of these random variables on trial n-1 is 
obtained through a series of recursions on trial n-2 (see 
119 
Heuckeroth & Myers, 1965, for mathematical development). To 
obtain a solution for these joint probabilities, the recur- 
sive relationships involving 14 expectations are required. 
These relationships are expressed in the matrix multiplica- 
tion vi - vi etyeo? 
where 
vis e (2.0) =(S.,1.0) n(K2,a.n\ =(%2,2,2) 
N N N N 
2 2 2 2 
(S,2,n) =(®,1.n = (S2,2.n) »(*2,2.n) 
N N N N 
s(S.2.n\(S12) » *1,2,2) Sapn 
N N N N 
= (S202) (%2,2.0) e(Saun (‘2,2.2) 
| N N N N 
N . N N N 
All but the following entries in the Vi vector are 
a 
A 
defined as 0: 
e(Su et = e(F2,2,3) 
N N 
K 2 K 2 K K 
e( 11,1) a #(E2.2,2) = E ( LA,2)( 2,1,1 = .25 
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Part A.2. Listed below are the expressions for the asymp- 
totic joint probabilities of the form P(Ay P53 n-1"%k,n-1 
Ey n-2)m,n-2? a Wai weak-strong model (j,k,l,m = 1,2). 
The conditional statistics may be obtained by noting that 
in the noncontingent case 
P(A, |E.A,E,A_) = P(A, ESA, EA.) 
ae P(E,) Pr (E7)P (A, [E7A,)P (A) 
where P(E,) = nr and P(E.) = (1-1). 
2 2 3 P(A.E.A.E.A.) = =< [A+3(N-1)A* + (N-1) (N-2)A™] 
ae lal Soap gee & Ne 
2 
P(A,E,A,E,A,) = 1 [u,6 + (N-1)A(B+2u,6) + (N-1) (1-2) A7B] 
N 
P(A,E,A,E,A,) = rth). [c+ (N-1) A (A+2C)+(N-1) (N-2)A°] 
N 
P(A,E,A,E,A,) = LAE lt { (N-1) AB [1+ (N-2) A] } 
N 
P(A,E,A,E,A,) = 2 { (N-1)A [u,6+B+ (N-QAB] } 2°44) 3 1 
ae 
P(A,E,A,E.A,) = (Lon), {u.46%4(N-1) [A6 (uy) +8C] + (N-1) (N-2)A°B) 
N 
m2 24 (N- P(A)E,A,EjA,) = 3 {u,6 (1-8) +u,6 + (iN 1) [2Bu,6+AD] + 
(N-1) (N-2) AB“} 
: 2 
P(A, E,A,ELA,) = AS oh. [u,6 (1-u)+(N-1)B(u36+A)+(N-1) (N-2) AB ] 
N 
ei nm (1-1) 
P(A, E5A, FA) mee BR 
_ (1-7) 
P(A) EA) E,A,) = Blatt 
P(A,E.A.E.A.) = (1-1) * ae ap gt ep A eT 
P(A,E.A.E.A.) = (1-1)? jee age Opel le, me 
a n (1-7) 
P(A) EA,E,A,) tt: 
- w (1-7) 
P(A, EDAZE,A5) ork a 
P(A.E.A.E.A._) = (1-1)? 122° 2"'1 mr: 
2 
he ee VLD 
P(AJE,A,ESA,) fe 
where 
A = uy + Us 
B= us + Uy, 
C= Uy + us (1-8) 
D = u, (1-8) + Uy 
122 
fu, tu, [1-6 (1-u) ]+(N-1)A(2A+C) + 
(N~1) (N-2)a°3 
[u,6 (1-8) +(N-1) (BC+2AU,6)+(N-1) N-2)A7B] 
[u, (1-82) 4u, (1-8) 743 (N-1) AC+ (N-1) (N-2) a3] 
(N-1) B [C+ (N-2) A7] 
(N-1) AB [1+ (N-2)A] 
(N-1) [Bug 6+AD+ (N-2) AB“] 
(N-1) [BC+Au, 6+ (N-2) AB] 
(N-1) AB [1+ (N-2)B] 
and the Wyant sa, have been defined in Eqs. 9-1l. 
123 
Part A.3. Listed below are the Ey and E, second, third, and 
fourth-order R-R-S. 
a. Second-order Ei R-R-S 
1 
P(A, |E, er = 1 [s, + (1-8) Ww, + [ow, + (L-w) W516 + 
2 (N-1) [2(S;+W,) + 8(W,-Wi)] + (N-1) (S44) 
b, Third-order E, R-R-S 
P(A, |E,E,E,) 4 
1 SNe ieee: by ie) be 2 3 ls, + W, [1-6(1-8)"] + w5fQ igs aa~6) Jo ys} 
2 e ~(1-6) 2 2 + 546 + (N 1) (S,+W, +W., {1 lis © orb: S46 + 
2{(S,+W,) - W,d(1-6) + 6 (1-u) WH] 
; (N-1)° 13 (S, 41, ) +6 (26 -W,)] + ORT ae) 
j 
c. Fourth-order E, R-R-S 
P(A, |E,E,E,E,) = 
1 3 | ae 
7 [si +: W, [1-6 (1-6) 1 + W, ((1-u) {1-1 §)~} 
il Qed Lok eae C=8))}) 4+ s,[6(1- (1-8) “+8? (1-6)] 
+ (N-1) [8 ,4W, +, £1- (1-6) °F48, £6 (1- (1-8) “}452 (1-6) #1 
+ 3(m~-1) [S Fy, 6 (1-8) 240, £ (1—n) (1~ (1-6) “34823 
+867] 
+ 3 (N-1) 7 [2(S,+W,)—W, £6 (1-8) P40, £ (1-u) 641- (1-8) “4 
+8467] 
+ (v-1) 7 [4 (S,451,) +6 (31,-W,)] + ov-1) “18,471 
Where i,j = 1,2 ifj and 
vf ate, 
So = Uy 
Wy = U9 
Wo = U3 
and Used = 1,4 have been defined in equations 9-1l. 
124 
pe 
Part A.4. The method of calculating the asymptotic variance 
of response proportions is obtained from the calculation: 
var(S,) = KEP (A ..) [P(A, ..)] } + 
Rel kh 
2 lim Dy D> P ( A A ) 
neo jml jm2 1,n+j 1,nti 
K(K-1) (P(A...) 1° 
where: a) Sy. is the sum of K trials 
b) P(A, ~) is defined by Eq. 13, 
f 
j-1 k 
and c) te ey ins P(A) n45)a ned) is defined by the 
s s s s k-1 oe " = r " vector-matrix he operat Viatk Ve ) 
where 1) Ve ate = [P(S ) P(W 1,nt+k°1,n 1,ntk°1,n) ? Wo, n+k®1,n) 
P( ) P(S ) P(W So ntk°1,n Lontk"1,n L,ntk"1,n? 
P ( ) P(S Wo ontk™1n 2,ntk"1,n)! 
and 2) Viel vector has the elements 
_ 1-(1-1) 6 ees, 4 2-0-28| a)lim P(S 7 
no 
L,nt1°1,n! 
N-1 (l-1) 6 
cae © is Pe. LS ua + Os] an pn+1°1,n 
| N-1 
nies chee PCW ne1°1,n) . ap v4 
nro 
N-1 
st Fa P(S) n+1°1,n) an 4] 
neo 
bot Sa eS 








Wy one?" 2 
PW tly 1? 
PCS. 412 n) 
126 
= Wo ee L-mu~ (1-1) 6] 
Bg aes 
eae = ae: (=n) 6] 
eo Magee cd = v2 5 vg] 
where Myr j= 1,4 is defined in Eqs. 9-11, 
and 3) matrix T" is defined below 
where (a) 
(b) 
a! 0 0 
a't=b a’ 0 
a l-a-b' 5? 
0 a l-a 
0 0 0 
0 0 0 
0 0 0 
0 0 0 






0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
i~-a’ a’ 0 0 
b l-a-b' a’ 0 
0 a l-a-b' a hy 
0 0 a l-a 
127 
Part A.5. The learning curve is obtained by the matrix 
vector solution Vo= Fo ake 
n 
where 
ay Nae te Cay) Py) BAW) PSs 1) 
and (1) P(S, ) and PW, .) are the probabilities a stimulus 
element on trial n is sampled from the strongest or 
weakest state of conditioning to an Ay response, res- 
pectively. 
(2) P(S, ,) and P(Wo 2) are similarly defined for an A, 
response. 
and where 
b) T = 
ai a (1-1) 8 0 0 
N 
mh yatut(l-1) 6 (1-7) 6 0 
N N N 
0 wé j-th tm) utd (1-1) u 
N N N 
0 0 m6 16 7 1 
c) Wa (OG) Sih oO] 
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Part B.1. Listed below are the expressions for the asymp- 
totic joint probabilities of the form BMA By 1k, n<1) 
for the Bush and Mosteller (1955) Reinforcement Extinction 
Model (j,k=1,2) averaged over organisms and events. The 
conditional statistics may be obtained by noting that in 
the non-contingent case 
P(A,E.A,) 
ec vj P(A, |E5A,) 
P(E.) P(A) 
P(A,E,A,) = r{aiV, + [1-01,]V,} 2 
tt P(A,E,A,) m{l - ag - V, [1-202] ~ Vo [ao] } 
P(A,E,A,) (1-1) fa2Vv.} 
P(AJE,A,) ms (1-1) {a1 [V,~-V]} 
129 
Part B.2. Listed below are the expressions for the asymp- 
totic joint probabilities of the form PAY oF 4 n-14x n= 
Ey n-2"m,n-2) for the Bush and Mosteller (1955) Reinforcement 
Extinction Linear Model (j,k,2,m = 1,2) averaged over organ- 
isms and events. The conditional statistics may be obtained 
by noting that in the non-contingent case 
P(A, E.A,E,A. ) 
P(A, |E,A,E/A,) = aE: Sit eA 
P(E) P(A, |E,A_) P(E.) P(A) 
where P(E.) = T and P(E.) = l= 
P(A, E,A,E,A,) = m?{V, [l-a,-a17+0) 9] + Vo [oy (1t0,-20 17) ] 4: 
V3 [a1 9]} 
P(A, E,A,E,A,) = m2{l-a2 (lta,;-a,02) - V, [1-a2 (2+20)-30102)] Pa 
Vo [ag (1+a1-30 02) ] ~ V,{a027]} 
P(A,E,A,EQA,) = n(1-m){V,[a2(1-0,)] + V,[a,027)} 
P(A,E,A,E,A,) = m (1-9) {Vj [oy (1-0) ] ~ V,[a, (1-01-07) ] ~ 
P(A, E,A,F,A,) = n7{V, [o, (1-a,a2)] - Vo [a,(1~2a,02)] - V3 la12a2]} 
P(A,E,A,E,A,) = m2{ao(l-a22) - V, [az (2-3027)] + 
V5 [ag (1-3a27)] + V,[a2°]} 
P(A,E,A,EQA,) = 1(1-0){V,[l-a2] - Vy log(1-2a2)] - V3 [a29]} 
P(A,E,A,E,A,) = t(1-m) {1-a9~V, [lt+a,~a2 (1+20))] + 
ug De gi 
Vo [ay (1-202-0102)] Sy V3 lo1%a2]} 
P(A, E,A,E,A i) 
P(AJE A, EWA 2A F yA) 
P(A,E A, EA 
2 
P(AJE A,E,A gay EAs) 
AEA P(A, EADE,A,) 2 
P(A, E,A,E,A,) 
P(A, E,A,EA, ) 
EA.) P(A, EAE A, 
pe 24) - 
= 
130 
m(1-n) {Vj [a2 (ay-1)7] + Vj [20,02 (1-01)] + 
Vz fa1702]} 
m (1m) {a2 (ag-1)* = V, [ag (1-4ag+3a2)1 - 
Vo lag*(2-3a2)] - V3 [o271} 
(1-1) *fa2%Vv,) 
(1-9) *{a42a9(V5-V3) } 
n(1-) {V, [a2 (1-01)] - Vp fa,2(1-203) - 
V3 [o171} 
n(1-1){a,a2(1~a2) - V,fo102(2-3a2)] + 
V_faia2(1-3a2)] + V,lo,027)} 
(1~1) Tae [V,-a2V3] } 
(1-n) “fv, [012] - Vy fo,2(1+0,)] + V3 [01313 
‘Be Bs 
Part C. 1. Listed below are the expressions for the asymp- 
totic joint probabilities of the form PAB) Es n-1%x,n-1) 
for the Bush and Mosteller (1955) Secondary Reinforcement 
Model (j,k=1,2) averaged over organisms and events. The 




P(A, IE,A,) - 
k 
P(A,E,A,) = m{aiV, + (1-01) V,} 
P(A,E,A,) tla (V,-V,)} 
P(A,E,A,) (1-1) faav. + (1-~a2)V, } 
P(A,E oAo) (1-1) {a1 (V,-V5)} 
Low 
Paft C.2. Listed below are the expressions for the asymp- 
totic joint probabilities of the form PAAY ns n-1 9, n-1 
Ey n-2)m,n-2? for the Bush and Mosteller (1955) Secondary 
Reinforcement Linear Model (j,k,l,m=1,2) averaged over 
organisms and events. The conditionalsstatistics may be 
obtained by noting that in the non-contingent case 
UM het gas Ua es 
P(E,)P (A, |E7A,,) P(E.) P(A) | 
P(A, |E,A,EZA,,) = 
P(A,E,A,E,A,) = w2{V, [l-ay-03*+0) 3] + Vo, (1+a-20,7)] + 
V,[o17]} 
P(A, E,A EA.) = m*{V, [ag (1-a) ] = V_ [ag (1-aj-a,02)] - 
V3 lo,027)} 
P(A,E,A,E,A,) = m(1~) {Vj [1-ag-a,02 (1-02) ] + 
V5 lag (1ta1-20,02)) 2 2 V3 [o1027)} 
P(A,E,A,E,A,) = n(1-m){V, [a1 (1-01)] - V5 fay (1-01-07) ] - 
P(A, E,A.E,A pEyAgEyAy) = w2{V,Lorag(1-a1)] - Vz layo2(1-201)] - 
V3 [a1702]} 
P(A,E,A,E,A,) = w2{V, [a27] - Vy lag? (l+o2)] + V3 [a2 9]} 
P(A,E,A,E.A,) = m(1~m){V, Log? (1-02) ] - Volog2(1-2a2)] - 
V,[a2°]} 
B(A,E,A,E,A,) = (1-0) {V,[o,02] - Vo layag(1+a,)] + V3 [o17a2]} pEyAgF oA 
P(A, E,A,5jA,) 
P(A, ELA,E,A,) 
A, E.A pF 24) P(A,E, 
P(A,EQA,E,A,) 
P(A, E,A,£,A,) 




n(1=n){V, (1-0, (1ta2-a 02)] + 
Vola, (1+a2-20,02)] + V5 fa,7a02]} 
m(1-1) {V, [a2 (1-02)] - Volag(1-ag-027)] - 
V5 [o23)} 
(1=n) ?{v, [1-a2 (1+ag-a22)} + V5 lag (1te2-2022) ] 
+ V5 la29]} 
(1m) 7{V, foi (1-a2)] - V5 foi (1-a2-a,02)] - 
Vz [a1202]} 
m(1-1) {V, [a1*(1-a1)J - Volo1*(1-201)] - 
Vz la, °)} 
m(1=n){V,o,a2] - Vofaya2(1ta2)] + Vzfa,0271} 
(1-1) “fv, Lara2 (1-a2)] ~ V. fara (1~2a2)] _ 
(Ln) ?{¥, [0121 - V5 fo,2(140,)] + Vgfo.2)} 
Appendix D 
The following least-squares function was minimized to 
obtain all parameter estimates 
p 2 P(AJE)A)EA))+] — [P (AGE nal : 
i=l P(A, E,A,E,A5) P(A, EA, EA, 
2 |[P(a,E,A,E,A, P(A,E, A,E,A, 2 
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where N “ia Ke] 121 mel Ms e1m aind Mad is defined as the 
number of occurrences of BAY on trial n-1 and E,A, on trial 
hae 
n-2 over a block of trials of arbitrary size; and 
P(A, EA, E7A.) and P(A, ELA, EYAL) « (ifi,k,Z2,m = 1,2) are the 
observed and predicted second-order joint probabilities, 
respectively. 
Appendix E 
The algorithm used in parameter estimation has been 
described in great detail by Wood (1962) and consequently 
will be considered only briefly here. The function being 
minimized (e.g., see Appendix D) is computed for a point in 
the parameter space... The value of the function resulting 
from use of this set of coordinate (parameter values) is 
called a base point. Following calculation of the base 
point, a series of exploratory moves is made to determine the 
direction in which the minimum value of this function lies. 
These moves can be characterized by the computation of the 
function after- individually increasing or decreasing each 
parameter from its value at the base point by a prescribed 
step size. If the function decreases with a move in one 
direction, that value of the parameter is retained and the 
next is varied; if the function increases with a given move, 
the reverse move is made. If the function increases with 
both moves, the step size for that parameter may be decreased. 
A move which decreases the size of the function is termed a 
success and the step size for that parameter is increased. 
The set of parameters obtained from the exploratory moves 
becomes a new base point. These exploratory moves are 
followed by a pattern move, i.e., each parameter is shifted 
away from this new base point by an amount equal to the 
difference between the old and new base point values, and 
in the same direction as the successful exploratory moves. 
be 
If the pattern move is a success, the current parameter 
values become the new base point from which a new set of 
Gee eyeteey mover is made. If the pattern move failed, the 
old base point is retained, the step size is reduced, and a 
new set of exploratory moves begins. This sequence of 
steps can be repeated until the parameters or the function 
being minimized is as stable as desired. 
Appendix F 
Listed below are the absolute average deviation (AAD) 
statistics used to evaluate the fits of: 
Part A. First-order conditional probabilities (Tables 3e & 4e) 
1. For each block 
2 2 ; 
aap = dod 22 My |Pa a !P yA) = Pa Ar !FsQ) |, 4 = 2,12 
2: 
32a, x21 “i5x 
2. Over all blocks 
ih ok ik ane Bi hE cea - P, (Ay [E.A x) | 
421 421 kel Ni4x 
where Nisk is the number of yk events in the une block of 
50 trials; and Py (A, IE5A,) and P, (A, |E,Ay) are the observed 
and predicted first-order conditional probabilities for the 
— block of 50 trials, respectively. 
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Part B. Second-order conditional probabilities (Tables 5a-d) 
"L}1l BjA EB Ay 2 By Ay BAY 
BaD ss Pl\Ay leap a | Fl*iig.a Fa * 2122 2A FoA2 2 FA, 
PSE us | Kee aca tg Ay la 
No222 LJEZAZE A, LJELA LFA, 
eiiahimeieetehe te 200\( ifs ng oe a 
Nii12 L)E,A EA, 1)E,A, FA, 
pum et ars] eee arly | 
No112 1/E5A, EA, L)ELA EVA, 
N1221 ° Pe Ne clots \ | 
No012 1)E,A ZEA, L)E,ALE, A, 
“2221 EOASE Ay “ BOASE IA 
N ol Pad Gein Ee We eR Main Wiese DN * 1222 p2F2A2 1 2F 2A 
Maize a vie aad \t a(n Peouee 2 \ | 
Ny211 LE, AEA, LE, AQE,Ay 
“2211 oa m2takihn\ 3 i(a ee) 
Ni212 LE, AEA, L)E, AEA 
ee ae goa 
421 21 221 mé1 “5xim 
where Nekdm is the number of occurrences of EA, on trial n-1 
and E,A., on trial n-2 in the last block of 100 trials; and e.g., 
B,A,E,A E,A,E,A : Tigre tan oy | “ hg laa yan 
PIA and P/A 
( ‘me ( 1 ae) 
are the observed and predicted second-order conditional prob- 
abilities, respectively; where response probability is con-~- 
ditionalized against a pooled probability space. 
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Part C. Reinforcement~run statistics (R-R-S) (Table 6c) 
1. Individual statistics 
AAD = lpcay I, lz  +22, )- P(A, lz, Saat 24). 1a od 25 ee 
2. All E, R-R-S 
AAD = 
N(e | ByB,) | 1P(a, 12,54) ~ P(A, |E,E, ,1| + 
N(+[E,B,E,) | (P(A, [E,E AF) P(A, |E,E 2,)1| + 
N(+|E,E,E,E ) (P(A, [E,E,E iE) - 7 P(A, [EyE. ye ey) 
: ae ae , 1,j=1,2,iA45 
[N(° IE; E. ) + N(e |E,= E E) + N(° |E,E iFyF,)] 
3. Ey and E , RoR-S 
(+ [ByE,)|EP (Ay lz; E.) ~ P(A, |E,E B,)1| + 
ih hh N(+|E,E,E lm, ei ByB,) ~ (a, 12,2,B,)1| + 
Ren eee N{-JE ELE, 5 =) [Pay 52,224) zt ro: le, E,E,E,)1 
2 : 
{521 521 IN(+]E,E,) + N(+ |EJE,E,) + N(+E,E,E,E,)]} 
ifj 
g ! where P(A, |E;---E,) s and P(A, |Ey---E,) s are the observed 
and predicted R-R-Ss, respectively; and N(+|E;..-E;)'s are 
the denominators for the observed R-R-Ss in the last block 
of 100 trials. Each of these values, N(+|E,..-E,), 
P(A, |E ger rEy)y and P(A, |E,---E5), appear in Table 6a-b. 
Part D. Learning curve (Table 7a-b) 
ie 
r,/(P(A, ,) - Re )]J ay “ia be A gt Ba 1 | 
where P(A, b) and P(A, p) are the observed and predicted 
? f 
marginal response probability for block b, respectively. 
Footnotes 
1. We will refer to a model as "stochastic" if it yields 
predictions of trial to trial changes in performance. 
2. For Ss trained under symmetric-payoff, the outcome of 
each correct prediction, i.e., Ay non or Ao n® 
results in the same payoff, and the outcome of each 
pg Be 
incorrect prediction, i.e., Al? 2 in or Bo nian! re- 
sults in the same loss. When the payoff and loss for 
each correct and incorrect prediction, respectively, 
are not equal, but rather a function of the particular 
response-event outcome, payoff is said to be non- 
symmetric. 
3. Myers, Personal Communication. 
4. Jones, Personal Communication. 
5. The observed standard deviation of response probabilities 
in Table 8 was computed with the following formula: 
oe 
where Py is the proportion of A, responses ror: the 2: 8 
in the 7 experimental group for trials 501-600. 
Approved by: 
Dr. Jerome L. Myers/ Thesis Chairman 
Prof., Dept. Psychol. 
Dr ohn W. Moore 
Asst. Prof., Dept. Psychol. 
Dr. Gail’ B. Oakland 
Chairman, Dept. Stat. 
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