Abstract. Transonic small disturbance theory in two dimensions leads to a nonlinear first-order system of mixed type. For such systems corresponding variational problems are formulated. These minimum problems are studied on closed sets of admissible functions satisfying certain boundedness constraints and entropy conditions. Existence theorems can be proved though the functionals need not be convex and the given sets are not compact. Furthermore, some properties of minimizers are derived.
Introduction
A standard model in transonic gas dynamics is the irrotational steady flow of an inviscid gas past a profile in two dimensions. This flow can be described by the equations The equations (1.1) are studied in the upper half-plane Z2 ^: 0 . As usual (cf., e.g., [14, 15] ) the upper part of the airfoil is defined by a (sufficiently smooth) shape function f and a thickness parameter 6 > 0: These new unknowns satisfy the boundary conditions for x 1 E (tangent flow).
Remark 1.1. Introducing the small disturbance potential 1 due to V the first relation of (1.2) gives the Karman-Guderley equation (cf. [1: p. 511 and [13, 14] ). The following investigations do work in an analogous way for this equation (and related ones), too.
In the sequel the parameters w, 6, y and K are assumed to be fixed. For simplicity of the mathematical discussion we carry out a further transformation of dependent and independent variables: (cf. Figure 2) . In this paper we study a more general boundary value problem then (1.5), (1.7):
Let Q be a bounded domain in the (x,y)-plane with piecewise smooth boundary an r 1 u 172 U I', where 17 1 and 172 are open subsets of an , and j u 1 (fo) = 0, It Nthe N-dimensional Lebesgue measure. We consider the first order system
in Q with the following boundary conditions: In transonic flows we have to take into account that there exist subsonic regions as well as supersonic ones in Q and that shocks with jumps in (u, v) occur. From the mathematical point of view these facts causes many difficulties in the existence proofs for system (1.8) and, of course, for the full system (1.1). These questions are still open also in the case of generalized solutions. Steps in this direction were done by Feistauer, Morawetz, Neas, Pogu and the author (cf. [2 -7, 9, 10, 12 -15] ).
Since discontinuous solutions of system (1.8) are allowed the theory of nonlinear hyperbolic systems (cf., e.g., [161) says that solutions "without physical sense" (rarefraction shocks) can occur. To select the "physically right" ones the solutions of system (1.8) must additionally satisfy an entropy condition. In this paper we confine ourselves to the condition -u M(x,y) (1.12) in the distributional sense with a given non-negative function M E L'l) (r > 1). In the original variables due to (1.4) We deal with the boundary value problem (1.8), (1.9) in a weak form and with the corresponding variational problem. In Section 2 we study this minimum problem on a closed convex set which is given by L°°-bounds and the entropy condition (1.12). Here the functional considered need not be convex as it is in the subsonic case. But, using some compensated compactness arguments the weak lower semi-continuity of this functional can be proved. In Section 3 we minimize the same functional over a modified set where the constraints for admissible functions are weakened. Instead of the entropy condition (1.12) we use its local version in the sense of [7] . Furthermore, the established estimates for that functional enables us in Section 4 to discuss some properties of minimizers. We obtain results on uniqueness and on relations to the boundary value problem (1.8), (1.9).
Throughout the paper only the case of two dimensions is considered to make clear the underlying ideas. Generalizations to higher dimensions are evident (cf. Remark 4.6./u)).
Variational formulation
To formulate a generalized problem to problem (1.8), (1.9) we introduce the space Note that Vq E V for a smooth function 0 which vanishes in a neighbourhood of r 1 . For such function 0 and smooth functions u and v the second boundary condition in (1.9) is equivalent to
with (x, y) = (x(r), y(T)) (r E (a, 9)) being a representation of r2 , and G a function on r2 choosen in natural way. The functional
and hence, there exists a unique element (uo, vo) E V such that
So, we are led to the following definition.
ff(((u),v) -(uo,vo)) . (h, k) dxdy= 0 for all (h, k) E V. (2.4)
It is easy to see that (2.4) is the Euler-Lagrange equation for the variational problem J (u, v) ff (P(u) + v2 -(uuo + VV,,)) dxdy mm (2.5)
(u,v)EV
with P(u) = fp(a)dc being the primitive of p. But we seek a solution (u, v) of problem (2.5) which, in addition, is bounded and satisfies the entropy condition (1.12) in the form
Therefore we study this minimum problem over the set
This is a non-empty, closed, convex subset of V bounded in 1R2) Remark 2.2. i) In the case of the basic transonic system (1.5) the a priori the L°°-bound on (h, k) in (2.7) means an additional constraint for admissible small disturbances of the velocity field. Such a constraint may be caused by the range of validity of the physical model and of the transonic expansion procedure. From the mathematical point of view we are able to weaken this constraint (cf. Section 3).
ii) This variational approach is well known for the elliptic case, i.e. for pure subsonic flow problems. Defining
CeII ={(h,k)e V IhI,kI<m and h>0 a.e. on cl} the minimum problem
posses a unique solution because the functional J is strictly convex, continuous and bounded on )Ce11 (cf., e.g., [20: Theorems 38.A and 38.CJ). Here no entropy condition is needed. To extend this approach to transonic flow problems this condition is necessary to compensate the failure of convexity of J.
To prove that the functional J is weakly lower semi-continuous on IC we estimate the difference of two values of J from below. Throughout the paper we use 11 ll q as abbreviation"for the L(1l)Noim, 1 q Lemma 2. Proof. Due to the definition of the functional J in (2.5) we have
For arbitrary elements (h, k), (u, v) E V we have
To get an estimate from below for the integrand of the right-hand side we study its first term 
and using the concavity of the function y i-+ 'y we obtain
Finally, from (2.9) and (2.10) inequality (2.8) follows if we With the help of simple methods from compensated compactness theory we obtain a compactness property of the set K defined by (2.7) which is crucial in the existence proof below.
Lemma 2.5. Let {(u,v)} C K be a sequence weakly converging in L2(,1R2).
Then the sequence {u} converges strongly in L(TZ) for each q E [1, 00).
Proof. a) For 0 E C000 (1l) we define the functionals 
Proof a) Let {(u,v)} C AC be a sequence weakly converging in L 2 (1l,1R2 ), i.e. Un -u and v, -v in L2 (l) as n -co. Since the set AC is convex and closed in V the
. (2.14) where the estimates I u I, 1U1 < m a.e. on Q are used and c = ji(c i + (C2 -To pass to the limit n -_ in (2.14) we only have to consider the last term of the right-hand side. This term is negative, but due to Lemma 2. The variational inequality (2.13) can be considered as a further generalization of the weak problem (2.4). It is immediately to see that a solution (u, v) e AC of inequality (2.13) which lies in the interior of AC satisfies relation (2.4). But the needed estimates for (u, v) to lay in the interior of AC cannot be derived a priori. The question arises if it is possible to enlarge the class AC of admissible functions for the variational problem (2.12) . To this purpose we analyze carefully the proof of Theorem 2.6 to weaken the constraints established in the definition (2.7) of the class AC
Local entropy condition
In this section we make use of the concept of local entropy conditions introduced in [7] but in a more natural way. 
is a given non-negative function.
Remark 3.3. Contrary to the global entropy condition (2.6) condition (3.2) means
-u <M in the distributional sense not on the whole of cu but only on the supersonic (or hyperbolic) region . Now, instead of (2.12) we study the variational problem It is easy to see that IC I.c is again a non-empty closed subset of V. But, due to the non-linearity of the local entropy condition (3.2) the set Kioc is not convex. Applying the same compensated compactness arguments as for the set IC we get the following compactness property. -u <-a (3.8) a.e. on ft Let C Q such that u > a on Q'. Then a < 0 and a2 > au 2 au on which contradicts (3.7). Hence ,Y2(W) = 0 and together with (3.8) we obtain a = a.e. on ci.
d) From (3.6) and the result above it follows that u; -k u and (u)2 -as n -* cc. Because of (3.5) interpolation gives statement (i). Furthermore, we get u =--u -u -u = u+ in L3 (ci), i.e. statement (ii). As an immediate consequence of Lemma 3.4 we get that every bounded subset Of ACioc is weakly compact in V. That means that each bounded sequence from Kioc possesses a subsequence weakly converging in V with limit point in CI.. This result enables us to derive an existence theorem for the variational problem (3.3). defined by (3.4), and L(1 , 1R2 ) is substituted by L(1) x L 2 (1) with q € [1,$) .
Proof. al) To prove the weak lower semi-continuity of the functional J on we consider a sequence {(u, v)} C Ki,, weakly converging in V to (u, v) . We have the
JIVn -V11 (3.9)
+ fj(u + 2u)(u n -u)2 dxdy + I() + I(°)
where
a2) To pass to the limit n -oo in (3.9) only the last two terms of the right-hand side of (3.9) are of interest. Due to Lemma 3.4/(i) we have u + 2u -' 3u = 0 in L3 (1) .
converges to 0. To get I(120-) = 0 we apply Lemma 3.4/(iii) and obtain
. Using the definition (3.4) we see that u +2u are bounded in L 3 () with s > 3, uniformly in n, and the desired convergence follows. bi) In the existence proof for the solution of the variational problem (3.3) we have to take into account that Cioc is an unbounded set of V. But, it is easy to get the coerciveness of the functional J on )loc. Namely, (2.8) with (h, k) € Kioc and
where the constant c is from (3.10) . Using the definition of J in (2.5), Young's inequality and the representation h+ = IhI + h we derive
with positive constants c4 and c5.
b2) The coerciveness of the functional J proved above enables us to apply the well known "trick" for minimum problem on unbounded sets (cf., e.g., [20: . Selecting a suitable subsequence we can assume that
Ki0
Passing to the limit n -: in (3.9) we obtain
Note that u(u -u)2 > 0 a.e. on Q and u+ = 0 a.e. on
The last terms of the right-hand side of (3.9) again converges to 0 (cf. step a2)). Since J(u,v) 
For fixed in assumption (3.12) yields
Finally, relation (3.13) implies the desired convergence of the sequence {f} I
Some properties of minimizers
We consider a solution (u, v) E ACioc of the minimum problem (3.3). In general it does not satisfy the corresponding variational inequality because the set )1oc is not convex. But, we can show that (u, v) is a solution of a certain quasi-variational inequality (cf.
[20: p. 10]) where the convex set depends on (u, v) . This set is defined by restrictions on the subsonic, sonic, and supersonic regions of the admissible functions. It is immediately seen that (u, v) E Ki0 [u, v] and that Ci0 [u, v] is a closed subset of V. Furthermore, we have the following Theorem 4.2. Let the functional J and the sets K1 t0 ,K i0 [u,v] be given by (2.5) , (3.4) 
Proof. a) To prove the convexity of the set Ki0 [u, v] 
a.e. on for H < 3 /lIxllL ( 0 ) . Hence, h = u a.e. on Q, from which the inclusion (h,k) E )CI.c follows. Moreover, we have J(h, k) ^! J (u, v) for all such e, and consequently, DJ(u,v;,q) = 0 for all 4 E C0 (f2). Using the definitions of V in (2. 1), of DJ in (2.13), and of (uo,vo) in (2.3) we get the assertion I Remark 4.4. The result in the last theorem is one advantage of the concept of local entropy conditions used above. It says that on each subdomain of Q in which a minimizer to problem (3.3) is uniformly subsonic (i.e. uniformly positive) it is a weak solution to our original problem (1.8). In the case that it is uniformly subsonic'in the whole of Q, in addition, a uniqueness result can be derived. is also valid if the set K joc is substituted by AC. Note that in this case the variational inequality (2.13) holds.
ii) We want to point out that the same methods presented in this paper work in higher dimensions if we start with the system ax,-p(ul) +>-uj=div(p(ul) for the unknown u = (u i ,. . ., uv) E RN. This system is studied in a bounded domain C RN with piecewise smooth boundary where appropriate boundary conditions are laid on u. Here, p is again a given smooth function on JR satisfying the assumptions (1.10) and (1.11). For example, such boundary value problems with p(u i ) = occur if the transonic expansion procedure from Section 1 is applied to three-dimensional wings (cf. [1: Subsection 3.1.1]). We omit the details.
