Abstract It is well known that a Lie groupoid G
Introduction
The theory of Lie groupoids [25] incorporates Lie groups, manifolds, smooth group actions, principal fiber bundles, smooth foliations, etc. As discovered by Connes, one may canonically associate a C * -algebra C * (G) to a Lie groupoid G; see [4] for the special case where G is the holonomy groupoid of a smooth foliation, and [5] for the general situation. Almost simultaneously, Renault defined a C * -algebra C * (G, λ) for a locally compact groupoid G with Haar system λ [39] (a Haar system on a groupoid generalizes a Haar measure on a group [12] , and the above constructions of groupoid C * -algebras were predated edly pointed out [32, 44] that with respect to those arrows the map G → C * (G) is covariant on Lie groups, whereas M → C 0 (M ) is contravariant on manifolds (being a special case of the Gelfand-Naimark functor for commutative C * -algebras). A similar problem arises with G → A * (G), though in the opposite way: this map would be contravariant on Lie groups (since one has to take the dual of the Lie algebra homomorphism induced by a Lie group homomorphism), and covariant on manifolds (in which case the association is the identity M → M , as mentioned above).
Therefore, in order to achieve functoriality, we have to look for more subtle arrows. On the groupoid side, the solution comes from the work of Haefliger [11] , who introduced equivalences classes of bibundles that are principal on one side as arrows between topological groupoids. Such arrows are sometimes called Hilsum-Skandalis maps [32, 33] . For groupoids defined by a foliation, this turns out to lead to the correct notion of a (generalized) map between two (singular) leaf spaces [14] ; also cf. [28, 29] . Such bibundles may be composed by a groupoid analogue of the algebraic bimodule tensor product in ring theory [14] ; this groupoid bibundle tensor product also occurs, in a different setting, in [34, 50] . Each groupoid may be seen as a bibundle for itself, defining the local unit arrow associated to each object. Hence one obtains a category. An important insight, which Haefliger attributes to Skandalis, is now that two topological groupoids are Morita equivalent (in a precise sense that will not concern us) iff they are isomorphic objects in this category; see [33] for details. Also cf. [28, 29] for the idea of relating Morita equivalence to isomorphism in a suitable category in the setting of topoi.
Working with Lie groupoids rather than general topological groupoids necessitates a slight modification of the notion of a Hilsum-Skandalis map; our category [LG] has Lie groupoids as objects, and isomorphism classes of smooth bibundles that are principal from the left and proper from the right as arrows. We call such bibundles regular. This category indeed has the desired property that isomorphism of objects coincides with Morita equivalence of Lie groupoids (as defined in [34] , adding the obvious smoothness conditions).
If G is a smoothétale groupoid (here and in what follows, smoothness by definition implies Hausdorff), one may define C ∞ c (G) as an algebra (always understood over C) under convolution (defined by the obvious "counting measure" Haar system). Using Hilsum-Skandalis maps as arrows between smoothétale groupoids, and locally unital bimodules (in the purely algebraic sense) as arrows between algebras, Mrčun [32, 33] proved that the map G → C ∞ c (G) is functorial. If one defines Morita equivalence of algebras as isomorphism in the above category, it trivially follows that the functor G → C ∞ c (G) preserves Morita equivalence.
For C * -algebras, the correct notion of an A-B bimodule is what Rieffel (who introduced this notion) called an Hermitian B-rigged A-module [41, 42] , and what is currently called an A-B C * -correspondence [35] , or an A-B Hilbert bimodule (which is the terminology used in this paper). The C * -algebraic analogue of the bimodule tensor product is the tensor product defined by Rieffel in his construction of induced representations of C * -algebras [41] . Furthermore, each C * -algebra may be seen as a Hilbert bimodule over itself. The category [C * ] whose objects are C * -algebras and whose arrows are unitary equivalence classes of Hilbert bimodules, composed by Rieffel's tensor product, was introduced by Schweizer [43] , who proved that isomorphism of objects in this category implies strong Morita equivalence of C * -algebras as defined by Rieffel [42] . Independently of Schweizer's work, a bicategory similar to [C * ] appeared in [23] to the same effect.
In this context, we prove that the map G → C * (G) is functorial from [ LG] to [C * ], from which it follows that it preserves Morita equivalence (this corollary was already known [22] , based on the corresponding result in the locally compact case [34] ). (It should be mentioned that Stachura [44] has also addressed the functoriality of G → C * (G) in a completely different way.) We turn to the map G → A * (G), which we would like to be functorial from [ LG] to a suitable category [Poisson] of Poisson manifolds. Here guidance comes from quantization theory (as developed in [19] ), from which it is clear that the classical analogue of a Hilbert bimodule is what we will call a regular symplectic bimodule. Up to minor technical differences with the definition used in the present paper, this concept was independently introduced by Weinstein [47] and Karasev [16] (who use different terminology; the term "dual pair" is in common use). Matched symplectic bimodules may be composed in a way that may either be seen as a version of symplectic reduction [19] , or as a special case of the groupoid bibundle tensor product [51] . Under the regularity condition, this composition indeed defines the operation that is to become the product of arrows in a category.
The choice of unit arrows in this category requires some explanation. Our choice is based on the theory of symplectic groupoids, independently introduced by Karasev [15, 17] , Weinstein [48, 6, 27] , and Zakrzewski [52] . One normally calls a Poisson manifold P integrable when there exists a symplectic groupoid Γ(P ) over P [6] ; for our purposes, we require Γ(P ) to be s-connected and ssimply connected as part of the definition of integrability (this means that the fibers of the source projection are connected and simply connected). If we now restrict the objects in [Poisson] to be integrable Poisson manifolds P , we can look at Γ(P ) as a regular symplectic bimodule, serving as a local unit arrow from P to P . Thus we arrive at a category [Poisson] , whose arrows are suitable equivalence classes of regular symplectic bimodules. This category enjoys the property that two objects are isomorphic iff they are Morita equivalent in the sense of Xu [50] .
We then prove that the map
LGc] is the full subcategory of [ LG] whose objects are s-connected and s-simply connected Lie groupoids. As before, it trivially follows that this map preserves Morita equivalence (this corollary, including the connectedness hypothesis, was already known [22] ).
The plan of this paper is as follows. In Chapter 2 we define the categories [C * ], [ LG], and [Poisson] , and prove that the notions of Morita equivalence for C * -algebras, Lie groupoids, and Poisson manifolds as defined by Rieffel [42] , Muhly-Renault-Williams [34] , and Xu [51] , respectively, coincide with isomor-phism of objects in these categories. Prior to C * -algebras we briefly treat algebras as an introduction, and preceding the discussion of [Poisson] we deal with a category [SG] of symplectic groupoids, which in the present context is an auxiliary construction helpful in dealing with Poisson manifolds.
In Chapter 3 we prove the functoriality of the map G → C * (G) from [ LG] to [C * ] by associating a Hilbert bimodule with a regular bibundle, basically by taking function spaces over the manifolds in question, and completing in the pertinent norms. We show that this preserves composition of arrows as well as local units, and eventually pass to equivalence classes. In Chapter 4 we establish the functoriality of G → A * (G), by associating a regular symplectic bimodule with a given regular bibundle. This is done by simply taking the cotangent bundle, involving the generalized momentum map for Lie groupoid actions previously introduced in [22] .
It should be mentioned that the use of equivalence classes of bibundles, Hilbert bimodules, and symplectic bimodules may be avoided by using bicategories [26] rather than categories; see [23] for this approach.
2 Morita equivalence as isomorphism of objects
Algebras
As a warmup, we briefly review the purely algebraic situation. Our basic reference is [9] , which, despite its promising title, does not mention Definition 2.1 or Proposition 2.3 (neither do other algebra books we have consulted).
Let all algebras and modules under consideration be defined over a fixed commutative ring k. Recall that an A-B bimodule M , written as A M B, is a left A module, which is simultaneously a right B module, such that both actions commute. Each algebra A canonically defines a bimodule A A A, with actions given by multiplication. The bimodule tensor product M ⊗ B N between an A-B bimodule M and a B-C bimodule N is an A-C bimodule. Two A-B bimodules M, M ′ are said to be isomorphic when there exists an isomorphism M → M ′ as k-modules that intertwines the actions of A and B. The bimodule tensor product is merely associative up to isomorphism, which partly explains the following definition. Here it should be mentioned that ⊗ B passes to isomorphism classes. Whenever no confusion can arise, we will not explicitly mention that an arrow is really the isomorphism class of a bimodule, and we will write M rather than its isomorphism class [M ] for such an arrow.
The following is not usually taken as the definition of Morita equivalence in pure algebra texts (but rather as an entry in a list of equivalent necessary and sufficient conditions for it, see below), but in the analogous cases of C * -algebras, Lie groupoids, and Poisson manifolds its pertinent counterparts are. 
Proof
We write isomorphism of objects in a category as ∼ =. By definition [26] , one has A ∼ = B when M exists as stated, and this in turn means that there exists a bimodule M −1 ∈ (B, A) such that
The "⇒" claim is part of "Morita I", cf. no. 12.10.4 in [9] for condition 1, and 12.10.2 for condition 2 in Definition 2.2. The converse follows from nos. 12.8(c) and 4.3(c) in [9] . The inverse is M −1 = Hom B op (M, B), seen as a B-A bimodule in the obvious way.
Morita theory then goes on by defining the representation category Rep(A) consisting of (left) A modules as objects and intertwiners as arrows, and proving that Rep(A) and Rep(B) are equivalent as categories (under a k-additive equivalence functor) iff A and B are Morita equivalent. In a different phrasing, this equivalence is the definition of Morita equivalence, and Definition 2.2 a theorem. Given Proposition 2.3, this is an almost trivial result, and we will not stress this aspect of Morita theory in what follows.
C * -algebras
The correct C * -algebraic analogue of a bimodule for algebras is a Hilbert bimodule. This concept is due to Rieffel [41, 42] , who originally spoke of Hermitian B-rigged A-modules rather than A-B Hilbert bimodules. It involves the theory of Hilbert C * -modules (founded by Rieffel and Paschke), for which we refer to the textbooks [18, 37] (also cf. [19] for a presentation of this theory in connection with constrained quantization). For unexplained notation see [18] . Here L B (E) is the C * -algebra of adjointable operators on E. The nondegeneracy condition means that ϕ(A)E is dense in E [18] ; as remarked in [35] , this actually implies that ϕ(A)E equals E. This condition enters the proof of Proposition 2.8 below through the following lemma. Recall that K B (E) is the C * -algebra of "compact" operators on E, generated by operators θ Ψ,Φ , defined by θ Ψ,Φ Z = Ψ Φ, Z [18, 37, 19] .
Definition 2.4 An

Lemma 2.5
Let A E ⇋ B be a Hilbert bimodule, and let {E i } be an approximate unit in A. Then for each K ∈ K B (E) one has
Proof Prop. 2.5(iii) in [18] shows that the nondegeneracy of ϕ implies that ϕ(E i )Ψ − Ψ → 0 for each Ψ ∈ E. Using the elementary bounds ΨB ≤ B Ψ and Φ, Z ≤ Φ Z , it easily follows that ϕ(E i )θ Ψ,Φ − θ Ψ,Φ → 0 for all Ψ, Φ ∈ E. Using the definition of K B (E) and the uniform bound E i ≤ 1, eq. (2.3) follows.
The following category was introduced independently in [43] , and, in the guise of a bicategory (where the arrows are Hilbert bimodules rather than equivalence classes thereof), in [23] . Cf. Definition 2.1. Cf. any of the above references for Rieffel's tensor product, which we will generically denote by⊗ B , etc. (In [18] and [37] this is called the "interior" and the "internal" tensor product, respectively.) It is a trivial exercise in the definition of this tensor product that it passes well to unitary isomorphism classes. The canonical Hilbert bimodule A A ⇋ A over itself is defined by A, B = A * B, and the left and right actions given by left and right multiplication, respectively. Note that the norm in A as a C * -algebra coincides with its norm as a Hilbert C * -module because of the C * -axiom A * A = A 2 . Definition 2.1 makes sense partly because of natural isomorphisms A⊗ A E ≃ E as A-B Hilbert bimodules, etc.
For convenience, we recall Rieffel's original definition of (strong) Morita equivalence of C * -algebras [41, 42] . This result was conjectured by the author in the setting of bicategories (cf. [23] ), after which Paul Muhly pointed out that the difficult half ("⇒") of the proof of the categorical version of the claim, as formulated above, had already been given by Schweizer (see Prop. 2.3 in [43] ). This part of the proof below is a rearrangement of Schweizer's proof, with considerable detail added.
Proof The "⇐" claim is a rephrasing of the statement that, given the conditions in Definition 2.7, an inverse M −1 of M exists, in satisfying the C * -algebraic analogue of (2.1) and (2.2), viz.
This was stated (without proof) by Rieffel on p. 239 of [41] , and is proved in [37] , Prop. 3.28. For later use, we here merely recall that the inverse Hilbert bimodule is M −1 = M, the conjugate space of M, on which B acts from the left by B : Ψ → B * Ψ, and A acts from the right by A : Ψ → A * Ψ. The A-valued inner product on M is given by Ψ, Φ A = ϕ −1 (θ Ψ,Φ ). For the "⇒" direction, assume the existence of M −1 such that (2.4) and (2.5) hold. First, note that condition 1 in Definition 2.7 trivially follows from (2.4) and the definition of the B-valued inner product on M −1⊗
which is the first A on the right-hand side of (2.5), regarded as a subalgebra of M (A). Note, then, that by construction one haŝ
for all A ∈ A. It follows from (2.4) that ρ is injective, so that ρ * is injective (cf. [18] , p. 42), and henceρ * is injective. We now claim thatρ
where A is seen as a subalgebra of M (A). For, since A is an ideal in M (A), we have
Hence, sinceρ * is contractive, and the norm induced on A by its embedding in M (A) is the original norm, one has
Hence for K ∈ K B (M) one has E iρ * (K) →ρ * (K) by Lemma 2.5, from which (2.7) follows. Similarly, exchanging A and B and M and M −1 , one obtainŝ
4). The inclusion (2.8) will now be used to show that
(2.9)
as A-A Hilbert bimodules (cf. the "⇐" part of the proof), the fact that A is a unit for ⊗ A , the associativity of Rieffel's tensor product up to isomorphism, and (2.4), one obtains
as A-B Hilbert bimodules. It follows from (2.5) and the definition of the A-valued inner product on
this is simply the proof of symmetry in the standard argument that (strong) Morita equivalence is indeed an equivalence relation [41, 37] (or see Thm. IV.2.3.3 in [19] for a direct proof of (2.11)).
Combining this with Prop. 4.7 in [18] , which applies because of (2.8) and the fact that B ≃ K B (B), yields
where we have suppressed the notation for a number of isomorphisms and other maps. Combining (2.12) and (2.10) gives (2.9). It now follows from (2.7), (2.9), and (2.6) thatρ * : K B (M) → A is surjective. Since we already know that it is injective,ρ * defines an isomorphism from K B (M) to A. Eq. (2.6) then shows that ϕ : A → K B (M) is the inverse ofρ * , so that it must be an isomorphism as well.
Lie groupoids
Our notation for groupoids is that G 0 is the base space of a groupoid G, with source and target maps s, t :
, and object inclusion ι : G 0 ֒→ G 1 ; this inclusion map will often be taken for granted, in that G 0 is seen as a subspace of G 1 . We will often use the notation
for the fiber product of sets A and C with respect to maps f : A → B and g : C → B.
A Lie groupoid is a groupoid for which G 1 and G 0 are manifolds, s and t are surjective submersions, and m and I are smooth. It follows that ι is an immersion, that I is a diffeomorphism, that G 2 is a closed submanifold of G 1 × G 1 , and that for each q ∈ G 0 the fibers s −1 (q) and t −1 (q) are submanifolds of G 1 . References on Lie groupoids that are relevant to the themes in this paper include [25, 6, 19] .
The following notion will be important in what follows: A Lie groupoid (or, more generally, a topological groupoid) is called s-(simply) connected if the fibers of s :
We now define actions [25] and bibundles [11, 14, 34, 28, 29, 32, 33] for Lie groupoids. 
A right action of a Lie groupoid
H to M that satisfies σ(mh) = s(h), mh = m for all h ∈ H 0 , and (mh)k = m(hk) whenever σ(m) = t(h) and t(k) = s(h).
A G-H bibundle M carries a left G action as well as a right H action that commute. That is, one has
On occasion, we simply write G M H. The maps τ and σ will sometimes be called the base maps of the given actions.
In the purely algebraic case, one may form a tensor product between two matched groupoid bibundles G M H and H N K, as follows. The pullback M * H N carries a diagonal right H action, given by h : (m, n) → (mh, h −1 n) (defined as appropriate). The tensor product over H is then simply the orbit space
seen as a G-K bibundle under the obvious maps, viz. 
In other words, the action is free (in that xm = m iff x ∈ G 0 ) and transitive along the fibers of π, and one has G\M ≃ X through π.
A G-H bibundle M is called left principal when it is principal for the G
action with respect to X = H 0 and π = σ. Similarly, it is called right principal when it is principal for the H action with respect to X = G 0 and π = τ .
A G-H bibundle M is called regular when it is left principal and the right H action is proper (in that the map
(m, h) → (m, mh) from M * H0 H to M × M is proper).
Two (regular) G-H bibundles M, N are called isomorphic if there is a diffeomorphism M → N that intertwines the maps
M → G 0 , M → H 0 with the maps N → G 0 , N → H 0 ,
and in addition intertwines the G and H actions (the latter condition is well defined because of the former).
The definition of a principal bundle is taken from [11, 32, 33] ; it is different from the one in [34] . The properness of the H action is not included in previous definitions of bibundles, which deal with topological orétale groupoids, but it will be seen to be essential in the case of Lie groupoids (and, more generally, of locally compact groupoids).
Lemma 2.11 Let two bibundles G M H and H N K both be regular. Then their tensor product
Moreover, the bibundle tensor product (2.13) 
between regular bibundles is associative up to isomorphism, and passes to isomorphism classes.
Proof The surjectivity of σ : M → H 0 implies that M * H0 N is a submanifold of M × N , and the freeness of the H action on N with the properness of the H action on M implies that the diagonal H action on M * H0 N is free and proper, so that the quotient space M ⊛ H N is a manifold. We omit the proof of this claim, since it is practically the same as for Lie groups [1] .
To show that G M ⊛ H N K is regular, first note that the base map υ : [m, n] H → υ(n) from M ⊛ H N to K 0 is a surjective submersion. For since υ : N → K 0 is a surjective submersion by assumption, any curve c(·) in K 0 may (locally) be lifted to a curve n(·) in N ; since σ : M → H 0 is a surjective submersion as well, n(·) in N can (locally) be extended to a curve (m(·), n(·)) in M * H0 N , whose image in K 0 is evidently c(·).
The properness of the K action on M ⊛ H N is proved as follows. Since the H action on M is proper by assumption, the induced H action on M * H0 N is proper as well, so that the canonical projection of M * H0 N to M ⊛ H N is a surjective submersion. In particular, it is open, so that (see Bourbaki) a convergent sequence in M ⊛ H N can be lifted to one in M * H0 N . Hence a sequence
We finally show that the
−1 n) for some h ∈ H, hence h ∈ H 0 since the H action on N is free by assumption, hence mh = m by definition of a groupoid action, hence xm = m, hence x ∈ G 0 , as the G action on M is free by assumption. Hence the G action on M ⊛ H N is free.
For transitivity of the G action on the fibers of υ, pick κ ∈ K 0 . Denoting the base map N → H 0 by ρ, we infer
Here n 0 ∈ N is fixed subject to υ(n 0 ) = κ, and m 0 ∈ M is fixed subject to σ(m 0 ) = ρ(n 0 ). To derive the second equality we used the fact that the H action on N is principal over υ, and for the fourth equality we used that the G action on M is principal over σ. The claim follows.
The proof of the final statement is left to the reader. This definition was adapted from [32, 33] , which in turn draws on [11] . Also see [28, 29] , where similar structures emerge in the context of topos theory.
Lemma 2.12 Define the canonical
We recall the notion of Morita equivalence for groupoids [34] , here adapted to the smooth case in the obvious way. Cf. Cor. 1.8 in [32] for an analogous result for smoothétale groupoids (using a different definition of Morita equivalence).
Proof Invertibility of M means that there exists a regular H-G bibundle
To prove the "⇐" claim, take M −1 to be M as a manifold, seen as a H-G bibundle with the same base maps, and left and right actions interchanged using the inverse in G and H. The isomorphisms (2.14) and (2.15) are proved by the argument following Def. 2.1 in [34] .
For the "⇒" claim, we first note that the G action on
, is proper because of (2.15) and the fact that in a Lie groupoid the left G action on itself is proper. Now assume that the G action on M is not proper; in that case there exist sequences m n → m and x n → x such that x n m n converges (say to l), but x n has no convergent subsequence.
H converges without x n having a convergent subsequence. But this contradicts the properness of the G action on
Second, since the target projection t : G 1 → G 0 is a surjective submersion, so is the map M ⊛ H M → G 0 by (2.15), and therefore τ : M → G 0 must be a surjective submersion as well.
Third, to prove that the H action on M is free, note that by (2.14) there exists a right H equivariant diffeomorphism ϕ :
Finally, we prove that the right H action on M is transitive on the fibers of τ . We denote the map M −1 → H 0 by σ, and the map M → G 0 by τ . Theñ
For q ∈ H 0 we thus haveσ
We know from (2.14) that the right H action on M −1 ⊛ M is principal overσ, since the right H action on itself is. Hence we may pick (m Together with the assumed regularity of the bibundle G M H, we have now proved both conditions in Definition 2.14.
Symplectic groupoids
The definition of a suitable category of Poisson manifolds depends on the theory of symplectic groupoids. These were independently introduced by Karasev [15, 17] , Weinstein [48, 6, 27] , and Zakrzewski [52] ; we use the definition of Weinstein (also cf. [45] ).
Definition 2.16 A symplectic groupoid is a Lie groupoid Γ for which Γ 1 is a symplectic manifold, with the property that the graph of
The notion of a bibundle for symplectic groupoids is an adaptation of Definition 2.9, now also involving the idea of a symplectic groupoid action [27] .
Definition 2.17 An action of a symplectic groupoid Γ on a symplectic manifold S is called symplectic when the graph of the action in Γ × S × S − is Lagrangian. Let Γ, Σ be symplectic groupoids. A (regular) symplectic Γ-Σ bibundle consists of a symplectic space S that is a (regular) bibundle as in Definition 2.9, with the additional requirement that the two groupoid actions be symplectic.
The tensor product of two matched regular bibundles for symplectic groupoids is then defined exactly as in the general (non-symplectic) case, viz. by (2.13). Compared with Lemma 2.11, one now needs the fact that S 1 ⊛ Σ S 2 is symplectic when S 1 and S 2 are, and the pertinent actions of Σ are symplectic. For this, see Prop. 2.1 in [50] . Also, the notion of isomorphism for symplectic bibundles is the same as for the Lie case, with extra requirement that the pertinent diffeomorphism is a symplectomorphism. Finally, if G = Σ is a symplectic groupoid, then the canonical Σ-Σ bibundle Σ is symplectic; cf. [6] .
Hence we may specialize Definition 2.13 to The proof is practically the same as for Proposition 2.15, since it is already given that S and S −1 are symplectic. The only subtlety is that, in the proof of the "⇐" claim, S −1 as a symplectic manifold should be defined as S − , that is, as S with minus its symplectic form.
Poisson manifolds
Poisson manifolds (or, more generally, Poisson algebras) may be seen as classical analogues of C * -algebras [19] . The classical counterpart of a Hilbert bimodule is a symplectic bimodule. This concept, which plays a central role in the interaction between symplectic and Poisson geometry, is due to Weinstein [47] and Karasev [16] (who use different terminology and impose a number of additional conditions; also cf. [6, 19, 2] ). Definition 2.21 A symplectic bimodule Q ← S → P consists of a symplectic manifold S, Poisson manifolds Q and P , and complete Poisson maps q : S → Q and p : S → P − , such that {q * f, p * g} = 0 for all f ∈ C ∞ (Q) and g ∈ C ∞ (P ).
Recall that a Poisson map J : S → P is called complete when, for every f ∈ C ∞ (P ) with complete Hamiltonian flow, the Hamiltonian flow of J * f on S is complete as well (that is, defined for all times). Requiring a Poisson map to be complete is a classical analogue of the self-adjointness condition on a representation of a C * -algebra. We now turn to a possible tensor product between symplectic bimodules Q ← S 1 → P and P ← S 2 → R, supposed to yield a new symplectic bimodule Q ← S 1 ⊚ P S 2 → Q. One problem is that, contrary to both the purely algebraic and the C * -algebraic situation, such a tensor product does not always exist. To explain the conditions guaranteeing existence, and also to describe the natural context for this tensor product, we first recall the notion of symplectic reduction [24, 46] . Let (S, ω) be a symplectic manifold, and let C be a closed submanifold of S. The null distribution distribution N C on C is the kernel of the restriction ω C = ι * ω of ω to C; here ι : C ֒→ S is the canonical embedding. We denote the annihilator in T * S of a subbundle V ⊂ T S by V 0 . For example, N 0 C consists of all 1-forms α on S that satisfy α(X) = 0 for all X ∈ N C . The symplectic orthogonal complement in T S of V is called V ⊥ ; it consists of all Y ∈ T S such that ω(X, Y ) = 0 for all X ∈ V . In this notation we obviously have
The following result describes regular symplectic reduction.
Lemma 2.22
When the rank of ω C is constant on C, the null distribution N C is smooth and completely integrable; denote the corresponding foliation of C by Φ C . In addition, assume that the space
leaves of this foliation is a manifold in its natural topology.
Then there is a unique symplectic form ω C on S C satisfying τ *
Here τ C→S C maps σ to the leaf of the null foliation in which it lies. For a proof cf. [24] .
If one drops either of the assumptions in the proposition, one enters the domain of singular symplectic reduction, in which it is no longer guaranteed that the reduced space is a symplectic manifold.
We now specialize to symplectic bimodules.
Lemma 2.23 Let Q ← S 1 → P and P ← S 2 → R be symplectic bimodules, with Poisson maps J L : S 1 → P − and J R : S 2 → P . Assume that
for all (x, y) ∈ S 1 * P S 2 , where p = J L (x) = J R (y) (for example, it suffices that either J L or J R is a surjective submersion, or, more weakly, that either T J L or T J R is surjective at all points relevant to S 1 * P S 2 ). Then the first assumption in Lemma 2.22 holds, with S = S 1 × S 2 and C = S 1 * P S 2 . In case that the second assumption holds as well, one obtains a symplectic manifold
and a symplectic bimodule
This lemma is a rephrasing of Thm. IV.1.2.2 in [19] , which in turn is a reformulation of Prop. 2.1 in [50] . The (routine) proof may be adapted from these references. The maps q 1 : S 1 ⊚ P S 2 → Q and r 2 : S 1 ⊚ P S 2 → R − are simply given, in obvious notation, by q 1 ([x, y]) = q(x) and r 2 ([x, y]) = r(y), where q : S 1 → Q and r : S 2 → R − are part of the data of the original symplectic bimodules; the point is that these maps are well defined as a consequence of Noether's theorem (in Hamiltonian form [1, 19] ). The same theorem implies the completeness of q 1 and r 2 , for the Hamiltonian flow of q * f on S 1 , f ∈ C ∞ (Q), composed with the trivial flow on S 2 so as to lie in S 1 ×S 2 , leaves S 1 * P S 2 stable. Hence the Hamiltonian flow of q * 1 f on S 1 ⊚ P S 2 is simply the canonical projection of its flow on S 1 * P S 2 , which is complete by assumption (and analogously for r).
In order to explain which Poisson manifolds and symplectic bimodules are going to be contained in the category [Poisson], we invoke the theory of symplectic groupoids; cf. the preceding section. In the context of Poisson manifolds, we recall the following features [6, 27] .
Lemma 2.24
In a symplectic groupoid Γ: The objects in [Poisson] are now defined as follows.
Definition 2.25 A Poisson manifold P is called integrable when there exists an s-connected and s-simply connected symplectic groupoid Γ(P ) over P (so that P is isomorphic to Γ(P ) 0 as a Poisson manifold).
This definition has been adapted from [6] , where no connectedness requirements are made.
Lemma 2.26 The symplectic groupoid Γ(P ) over an integrable Poisson manifold P is unique up to isomorphism.
Proof We recall that the Lie algebroid of a symplectic groupoid Γ is (isomorphic to) T * Γ 0 [6, 45] . Hence T * P is integrable as a Lie algebroid when P is integrable as a Poisson manifold, and Γ(P ) is simultaneously the integral of the Lie algebroid T * P (where Γ(P ) is seen as a Lie groupoid) and of the Poisson manifold P (where Γ(P ) is seen as a symplectic manifold). Now, Prop. 3.3 in [30] guarantees that if a Lie algebroid comes from a Lie groupoid, then the latter may be chosen so as to be s-connected and s-simply connected; by Prop. 3.5 in [30] , it is then unique up to isomorphism. Hence the uniqueness of Γ(P ) as the s-connected and s-simply connected symplectic groupoid of P follows from its uniqueness as the Lie groupoid of T * P .
To define the arrows in [Poisson], we recall a crucial fact about symplectic groupoid actions. 
Conversely, when Γ is s-connected and s-simply connected, a given complete Poisson map ρ : S → Γ 0 is the base map of a unique symplectic Γ action on S with the above property.
The first claim is taken from [27, 6] , and the second is due to [8, 51] .
Lemma 2.28 1. Let P and Q be integrable Poisson manifolds, with associated s-connected and s-simply connected symplectic groupoids Γ(P ) and Γ(Q); cf. Definition 2.25. There is a natural bijective correspondence between symplectic bimodules Q ← S → P and symplectic bibundles Γ(Q) S Γ(P ).
In particular, the symplectic bimodule associated to the canonical bibundle
Γ(P ) Γ(P ) Γ(P ) is P t ← Γ(P ) s → P .
Let R be a third integrable Poisson manifold, with associated s-connected and s-simply connected symplectic groupoid Γ(R)
, and let Q ← S 1 → P and P ← S 2 → R be symplectic bimodules. In case that the associated symplectic bibundles are regular, one has
as symplectic manifolds, as Γ(Q)-Γ(R) symplectic bibundles, and as symplectic Q-R bimodules.
Proof The first claim follows from Lemma 2.27 and the Hamiltonian Noether theorem, in the form that states that [ϕ The third claim is a rephrasing of the proof of Prop. 2.1 in [50] .
We say that two Q-P symplectic bimodules Q qi ←S i pi → P , i = 1, 2, are isomorphic when there is a symplectomorphism ϕ :S 1 →S 2 for which q 2 ϕ = q 1 and p 2 ϕ = p 1 . This squares with Lemma 2.27, in that it is compatible with the notion of isomorphism between symplectic bibundles (defined after Definition 2.17). In other words, the bijective correspondence between complete Poisson maps and symplectic groupoid actions behaves naturally under isomorphisms.
Lemma 2.29
1. One has isomorphisms S 1 ⊚ P Γ(P ) ≃ S 1 and Γ(P )⊚ P S 2 ≃ S 2 as Q-P and P -R symplectic bimodules, respectively.
The tensor product ⊚ is associative up to isomorphism, and passes to isomorphism classes of symplectic bimodules.
Proof The first claim follows from (2.20) and Lemma 2.12. Alternatively, it may be established by direct calculation: for example, the symplectomorphism Γ(P ) ⊚ P S → S is given by [γ, y] → γy.
The second claim follows from (2.20) and the last item in Lemma 2.11, or, alternatively, directly from Lemma 2.23.
We are now, at last, in a position to give a classical version of Definition 2.6. 
28.2).
As before, one of our goals is to equate a recognized definition of Morita equivalence with isomorphism of objects in a category. In the present case, the appropriate definition is due to Xu [51] . This definition enables us to reappreciate the definition of integrability.
Lemma 2.32 A Poisson manifold is integrable iff it is Morita equivalent to itself.
Proof As remarked in [51] , the proof of "⇐" is Cor. 5.3 in [49] . The "⇒" claim follows because one may take S = Γ(P ) in Definition 2.31; condition 1 in is satisfied by definition of a symplectic groupoid, condition 2 follows by assumption, and condition 3 is proved in section II.1 of [6] (Corollaire following Remarque 2) or in Thm. 1.6 of [27] .
We have now arrived at the desired conclusion: 
By Lemma 2.28.1 and 3, and the compatibility of isomorphisms for symplectic bibundles and their associated symplectic bimodules, this is equivalent to
By definition of [Poisson] , this means that Q ∼ = P in [Poisson] .
As a corollary, note that an equivalence symplectic bimodule is automatically regular (since an equivalence symplectic bimodule is regular by Proposition 2.20).
Functoriality of
In this chapter we prove that the map G → C * (G) may be extended so as to associate Hilbert bimodules to regular bibundles, thus defining a functor from [ LG] to [C * ]. Although it should be possible to use the geometric definition of C * (G) in terms of half-densities [5] , as in our previous proof that G → C * (G) preserves Morita equivalence [22] , we find it much easier to regard a Lie groupoid as a locally compact groupoid with smooth Haar system (cf. the Introduction).
Specifically, by Prop. III.3.3.3 in [19] (which earlier appeared in [38] , and has been folklore since 1980), a Lie groupoid G has a family of measures {µ G q } q∈G0 such that µ G q is supported on t −1 (q) and is equivalent to Lebesgue measure in each coordinate chart (recall that t −1 (q) is a submanifold of G 1 ). Furthermore, for each f ∈ C ∞ c (G 1 ) the function q → dµ G q (x) f (x) on G 0 is smooth, and one has the left invariance property Proof It should now be obvious why the right H action on a regular bibundle has to be proper, since this guarantees C ∞ c (H)-valuedness of the inner product (otherwise, one could land in C ∞ (H)). The necessary algebraic properties may be checked by elementary computations. The property Φ, Ψ * = Ψ, Φ follows from (3.28), the property Φ, Ψ · g = Φ, Ψ * g is an identity, the properties Φ, f · Ψ = f * · Φ, Ψ and ( (3.29) and (3.25) , and finally Φ · (g 1 * g 2 ) = (Φ · g 1 ) · g 2 follows from (3.25) for µ H . The proof of positivity of , is the same as in [34] ; it follows from Prop. 2.10 in [34] and the argument of P. Green (Remark following Lemma 2 in [10] ). This also proves the nondegeneracy of the action of C ∞ c (G) (and hence of the ensuing action of C * (G)). We cannot use the entire argument in [34] to the effect that everything can be completed, since in [34] one has a C ∞ c (G)-valued inner product as well. However, it is quite trivial to proceed, since by the above results C ∞ c (M ) is a pre Hilbert C * -module over C ∞ c (H), which can be completed to a Hilbert C * -module E(M ) over C * (H) in the standard way (cf. Ch. 1 in [18] or Cor. IV.2.1.4 in [19] ). One then copies the proof in [34] of the property 33) where the norm is in C * (G), to complete the argument.
Now let H N K be a second regular bibundle, so that one may form the bibundle tensor product M ⊛ H N (cf. Lemma 2.11) and its associated C * (G)-
Note that the right-hand side is well defined on [m, n] H rather than (m, n) because of the invariance property (3.25) for H. This map was introduced by Mrčun [32, 33] for smoothétale groupoids; we have merely replaced the counting measure by a general Haar system.
Lemma 3.2 The mapŨ leaves the kernel of the canonical projection
stable. The corresponding quotient map U , extended by continuity, defines an isomorphism
Proof A lengthy but straightforward computation shows that
, which by definition is equal to
is equal to
In view of the definitions of the various Hilbert C * -modules over C * (K) involved, this computation implies thatŨ quotients and extends to an isometry U from
Moreover, it is easily seen thatŨ has a dense range in C ∞ c (M ⊛ H N ) with respect to the inductive limit topology, so that it certainly has a dense range for the topology induced on C ∞ c (M ⊛ H N ) by the norm on E(M ⊛ H N ) as a Hilbert C * -module over C * (K) (since the latter topology is finer than the former). Since C ∞ c (M ⊛ H N ) is itself dense in E(M ⊛ H N ) in the latter topology, it follows thatŨ has dense range when seen as a map taking values in E(M ⊛ H N ). Hence U is an isometric isomorphism between E(M )⊗ C * (H) E(N ) and E(M ⊛ H N ) as Banach spaces.
Another elementary computation shows that
for all Φ ∈ E(M ), Ψ ∈ E(N ), and g ∈ C * (H). The reason for this is that a continuous B 0 -linear map between two pre Hilbert C * modules over a dense subalgebra B 0 of B extends to a B-linear map between the completions; this easily follows from the bound ΨB ≤ B Ψ .
We conclude that U is a C * (K)-linear isometric isomorphism, and hence by Thm. 3.5 in [18] it is actually unitary (in particular, it now follows that P is adjointable).
Finally, analogously to (3.35) one obtains the equalitỹ 37) where f ∈ C ∞ c (G). This time, the passage of this property to the pertinent completions is achieved through (3.33), which leads to the bound AΨ ≤ A Ψ for any adjointable operator on a (pre) Hilbert C * -module. Thus U is C * (G)-linear as well.
We finally deal with the unit arrows.
Lemma 3.3 The construction in Lemma 3.1 maps the canonical bibundle G G G into the canonical Hilbert bimodule
Proof It is a simple matter to check from (3.30) -(3.32) that Φ, Ψ = Φ * * Ψ, f · Φ = f * Φ, and Φ · g = Φ * g. These properties pass to the completions by continuity.
Our goal is now immediate from Lemmas 3.2 and 3.3. 
cf. Lemma 3.1, is a functor. 
Functoriality of G → A * (G)
A Lie groupoid G defines an associated "infinitesimal" object, its Lie algebroid A(G) [36] ; see [25, 6, 19, 2] for reviews. The main point is that A(G) is a vector bundle over G 0 , endowed with an "anchor map" α : A(G) → T (G 0 ) and a Lie algebra structure on its space of sections C ∞ (G 0 , A(G)) that is compatible with the anchor map in a certain way.
It is of central importance to us that the dual vector bundle A * (G) is a Poisson manifold in a canonical way [6, 7] (also cf. [19, 2] for reviews), which generalizes the well-known Lie-Poisson structure on the dual of a Lie algebra. We look at the passage G → A * (G) as a classical analogue of the map G → C * (G). Another important construction is that of the cotangent bundle T * (G) of G. This is not merely a symplectic space (equipped, in our conventions [19, 22] , with minus the usual symplectic form on a cotangent bundle, so that we write T * (G) − when this aspect is relevant), but a symplectic groupoid with [6] (also see [45] for a review). For simplicity we will write T * (G) for T * (G 1 ), and denote the source and target projections of T * (G) bys andt, respectively. for all curves χ(·) ∈ t −1 (s(h)) subject to χ(0) = s(h). Note that these formulae for right actions are not given in [22] , but they may be derived from those for left actions, together with the formula α −1 = −I * (α) for the inverse in T * (G) (where I : G 1 → G 1 is the inverse in G) [6] .
The explicit form of J L will be needed for a second bibundle H N K, for which J so we start by proving that
as symplectic manifolds. To do so, we first show that
as manifolds, where ∼ is an equivalence relation defined as follows.
there exists a curve h(·) in H with h(0) = h and t(h(λ)) = σ(m(λ)) = ρ(n(λ)) (the latter equality may be imposed for convenience because of (4.50)), such that
To prove (4.49), note that for any (possibly singular) smooth foliation Φ of a manifold Q with smooth leaf space Q/Φ one has an isomorphism
where the right-hand side consists of all 1-forms ω on Q that satisfy i ξ ω = 0 (forming T (Φ) 0 ⊂ T * (Q)) and i ξ dω = 0 (defining T (Φ) 0 ), for all ξ ∈ C ∞ (Q, T (Φ)). This is well known for regular foliations (cf. [31] ), and the proof is the same in the singular case (it merely depends on the smoothness of the leaf space). These conditions may be rewritten as i ξ ω = L ξ ω = 0 (where L is the Lie derivative), or as i ξ ω = 0 for all vector fields ξ as above and ϕ * ω = ω for all diffeomorphisms ϕ of Q that are generated by such ξ. The isomorphism (4.52) is then given by α ↔ π * α, where π : Q → Q/Φ is the canonical projection. In addition, one has
where the equivalence relation ∼ on T (Φ) 0 is defined by β ′ ∼ β iff β ′ = ϕ * β for some diffeomorphism ϕ as specified above. The isomorphism (4.53) associates a section q → β(q) with a section is given by α ↔ [π * α] ∼ . We apply this to Q = M * H0 N , where Φ is the foliation by the orbits of the diagonal H action. The condition of lying in T (Φ) 0 then has T * (M ) * A * (H) T * (N ) as its solution set, and the equivalence relation ∼ defined for Φ is precisely the one imposed by (4.51) and preceding text. This proves (4.49).
Next, we show that the equivalence relation ∼ on T * (M ) * A * (H) T * (N ) coincides with ∽, defined as follows. We say that (θ We stress thatĥ andh do, and α h does not depend on the vectorsṁ(0) anḋ n(0). The full right-hand side of (4.56) is independent of the choice ofĥ andh; cf. the comment following (4.42). First, ∽ implies ∼ (i.e., A ∽ B → A ∼ B), for if (4.50), and hence σ(m(λ)) = ρ(n(λ)), holds, one may choose h =h =ĥ, and the final line in (4.56) drops out, implying (4.51).
To prove the converse, we note that, since the bibundle G M H is regular, the map σ : M → H 0 is a surjective submersion, so that Hence ∼ implies ∽, and we have shown that these equivalence relations coincide. Comparing (4.56) with (4.41) and (4.44), and using (4.49), it is clear that (4.48) holds at the manifold level. But it is almost trivial that the identification we have made preserves the symplectic structure, so that (4.48) is valid for symplectic manifolds as well.
Finally, we need to verify that the symplectomorphism (4.48) is compatible with the A * (G)-A * (K) symplectic bimodule structure that both sides have. This is, indeed, obvious from the explicit structure of the pertinent Poisson maps. It is trivial from the explicit form of the isomorphism (4.48) described above that (4.58) is duly transferred to (4.59).
We finally deal with the unit arrows. It is here that our standing assumption of s-connectedness and s-simply connectedness is essential.
Lemma 4.4 The construction in Lemma 4.2 maps the canonical bibundle G G G into the symplectic bimodule
Proof Recall thats andt are the source and target maps of the symplectic groupoid T * (G) − . The lemma follows because, as already remarked in [22] , s andt as defined in [6] coincide with the momentum mappings J 
