Introduction
K-means is the most popular partitional clustering technique for its efficiency and simplicity in clustering large data sets (Forgy 1965; Macqueen 1967; Lloyd 1982 , Wu et al., 2008 ). One of the major issues in the application K-Means-type algorithms in cluster analysis is, these are sensitive to the initial centroids or seeds. Therefore selecting a good set of initial seeds is very important. Many researchers introduce some methods to select good initial centers (Bradley and Fayyad, 1998; Deelers and Auwatanamongkol, 2007) . Recently, Arthur and Vassilvitskii (2007) propose k-means++-a careful seeding for initial cluster centers to improve clustering results. Almost all algorithms produce different results in different independent runs. In this paper we propose a new seed selection algorithm, Single Pass Seed Selection (SPSS) that produces single, optimal solution which is outlier insensitive. The new algorithm is extension to k-means ++. K-means++ is a way of initializing k-means by choosing initial seeds with specific probabilities. The k-means++ selects first centroid and minimum probable distance that separates the centroids at random. Therefore different results are possible in different runs. For a good result the k-means++ has to be run number of times. The proposed SPSS algorithm selects the highest density point as the first centroid and also calculates minimum distance automatically using highest density point, , which is close to more number of other points in the data set. The objectives of the proposed SPSS algorithm are 1) to select optimal centroids 2) to generate single clustering solution instead most of the algorithms results different solutions in different independent runs. The quality of the clustering solution of SPSS is determined using various cluster validity measures and error rate is also identified using number of misclassifications. The experiments indicate that the SPSS algorithm converge k-means with unique solution and also it performs well on synthetic and real data sets.
Related Work
Inappropriate choice of number of clusters (Pham et al., 2004) and bad selection of initial seeds may yield poor results and may take more number of iterations to reach final solution. In this study we are concentrating on selection of initial seeds that greatly affect the quality of the clusters. One of the first schemes of centroids initialization was proposed by Ball and Hall (1967) . Tou and Gonzales have proposed Simple Cluster Seeking (SCS) and is adopted in the FACTCLUS procedure. The SCS and the method suggested by Ball and Hall are sensitive to the parameter d and the presentation order of the inputs. Astrahan (1970) suggested using two distance parameters. The approach is very sensitive to the values of distance parameters and requires hierarchical clustering. Kaufman and Rousseeuw (1990) introduced a method that estimates the density through pair wise distance comparison and initializes the seed clusters using the input samples from the areas with high local density. A notable drawback of the method lies in its computational complexity. Given n input samples, at least n(n-1) distance calculation are required. Katsavounidis et al. (1994) suggested a parameter less approach, which is called as the KKZ method based on the initials of all the authors. KKZ chooses the first centers near the "edge" of the data, by choosing the vector with the highest norm as the first center. Then, it chooses the next center to be the point that is farthest from the nearest seed in the set chosen so far. This method is very inexpensive (O(kn)) and is easy to implement. It does not depend on the order of points and is deterministic by nature as single run suffices to obtain the seeds. However, KKZ is sensitive to outliers, since it is selecting farthest point from the selected centroids. More recently, Arthur and Vassilvitskii (2007) proposed the k-means++ approach, which is similar to the KKZ (Katsavounidis et al., 1994) method. However, when choosing the seeds, they do not choose the farthest point from the already chosen seeds, but choose a point with a probability proportional to its distance from the already chosen seeds. In k-means++, the point will be chosen with the probability proportional to the minimum distance of this point from already chosen seeds. Note that due to the random selection of first seed and probabilistic selection of remaining seeds, different runs have to be performed to obtain a good clustering.
3.Methodology:
The proposed method, Single Pass Seed Selection (SPSS) algorithm is a modification to kmeans++, is a method of initialization to k-means type algorithms. The SPSS initialize first seed and the minimum distance that separates the centroids based on highest density point, which is close to more number of other points in the data set. To show the modifications suggested in k-means++, k-means++ algorithm is presented here for ready reference.
kmeans++ algorithm
k-means begins with an arbitrary set of cluster centers. k-means++ is a specific way of choosing these centers. The k-means++ is as follows: Choose a set C of k initial centers from a point-set (X 1 , X 2 ,..,X m ):
1. Choose one point uniformly at random from (X 1 ,X 2 ,..,X m ) and add it to C 2. For each point X i , set d(X i ) to be the distance between X i and the nearest point in C 3. Choose a real number y uniformly at random between 0 and 
Single Pass Seed selection algorithm
Although the k-means++ is O (log k) competitive on all datasets, it also produce different clusters in different runs due to steps 1 and 3 in the algorithm. We propose a method for the steps 1, 3 of k-means++ to produce unique solution instead of different solutions, rather the proposed method-SPSS algorithm is a single pass algorithm:
Step 1: Initialize the first centroid with a point which is close to more number of other points in the data set.
Step 3: Assume that m (total number of points) points are distributed uniformly to k (number of clusters) clusters then each cluster is expected to contain m/k points. Compute the sum of the distances from the selected point (in step1) to first m/k nearest points and assume it as y.
Steps of the algorithm
Choose a set C of k initial centers from a point-set (X 1 , X 2 ,.., X m ). where k is number of clusters and m is the number of data points:
1. Calculate distance matrix Dist mxm in which dist(X i ,X j ) represents distance from X i to X j . 2. Find Sumv in which Sumv(i) is the sum of the distances from X i th point to all other points. 3. Find the index,h of minimum value of Sumv and find highest density point X h . 4 . Add X h to C as the first centroid. 5. For each point X i , set d (X i ) to be the distance between X i and the nearest point in C. 6. Find y as the sum of distances of first m/k nearest points from the X h . 7. Find the unique integr i so that
. Add X i to C 10. Repeat steps 5-8 until k centroids are found
In k-means++ algorithm for selection of y, the number of passes in the worst case will be max{d(X 1 ) 2 +d(X 2 ) 2 +...+d(X n ) 2 } whereas it is equal to one in the proposed SPSS algorithm. Therefore the SPSS is a single pass algorithm with unique solution while the k-means++ is not.
Experimental Results
The performance of SPSS is tested using both simulated and real data. The clustering results of SPSS is compared with k-means, k-means++ and fuzzy-k. These are implemented with the number of clusters as equal to the number of classes in the ground truth. The quality of the solutions of the algorithms is assessed with the Rand, Adjusted Rand, DB, CS and Silhouette cluster validity measures. The results of the proposed algorithm are also validated by determining the error rate. The error rate is defined as 100 * = m N err mis , where N mis is the number of misclassifications and m is the number of elements of data set.
Experimental Data
The efficiency of SPSS is evaluated by conducting experiments on five artificial data sets, three real datasets down loaded from the web site UCI and two microarray data sets (two yeast data sets) downloaded from http://www.cs. The synthetic data sets:
The five synthetic data sets from N p (µ, ∑) with specified mean vector and variance covariance matrix are as follows.
1. Number of elements, m=350, number of attributes, n=3, number of clusters, k =2 with
2. The data set with m=400, n=3, clusters=4 with
3. m=300, n=2, k=3;
4. m=800, n=2, k=6; 
Presentation of Results
Since the all existing algorithms produce different results in different individual runs, we have taken 40 independent runs of each algorithm. The performance of SPSS in comparison with k-means type algorithms is presented in terms of the validation measures Rand (Rand 1971 ), Adjusted Rand, DB (Davies and Bouldin 1979), CS (Chou et al. 2004) Silhouette metrics values and the error rate. The indices of various validation measures measure for different k-means type algorithms are calculated based on 40 independent runs of each algorithm and then taking the average, minimum and maximum values of the indices and error rate corresponding to the best possible algorithm along with corresponding index are compared with those obtained for SPSS algorithm and are tabulated in tables 1,2 and 3. The tables 1,2 and 3 respectively are meant for presenting the comparative results corresponding to average indices, error rate vs those of SPSS; minimum indices, error rate vs SPSS; and maximum vs SPSS. The minimum error rate that found and best performance values in 40 independent runs of each existing algorithm on each dataset is tabulated in Table2. The maximum error rate and the least performance values that found in 40 independent runs of each existing algorithm on each dataset is tabulated in Table3. 
Comments on the results of SPSS
• In the case of synthetic4 data set the SPSS outputs true clusters with error rate zero, and produced the value 1 for ARI,RI, HI indices where as the mean error rates are 51.67, 10.96 and 8.738 respectively for k-means, k-means++ and fuzzy-k.
• SPSS results 45.79 error rate for real data set Glass where as the k-means, k-means++, and fuzzy-k resulting the mean error rates as 55.86, 56.1, 62.29.
• For micro array data set yeast1, the existing algorithms are find clusters with mean error rates 37.49, 39.18, 35.44 but for the same the SPSS produced clusters with 35.44 error rate.
• In case of synthetic1, synthetic2, synthetic3, synthetic5, wine and yeast2 the SPSS equally performs with the means of other algorithms.
• In case of iris the SPSS resulting clusters with 50.67 error rate where others are determining with around 14 mean error rate.
• From the tables1 2, and 3 we can deduce that SPSS converged solution in least error rate which ever observed as the best value in 40 runs in the case of other algorithms. A comparison of SPSS with minimum error rates in 40 independent runs of other algorithms are summarized as follows. • In the case of iris and yeast2 the SPSS is resulting poor clusters, but the error rates are not higher than the maximum error rates that found in 40 independent runs of other algorithms which are tabulated in the table3.
• The quality of SPSS is 82.58% in terms of Rand measure.
• The average improvement in terms of error rate over k-means is 10%, over k-means++ is 3% and over fuzzy-k is 2.8%. On an average there is nearly 5% improvement with robust solution in a single pass.
Evaluation of Microarray data set clusters
The clustering solutions of the microarray data sets of the proposed algorithm are visualized using the cluster profile plots (in parallel coordinates (Keim and Kriegel 1996) and the heatmap (Eisen et al. 1998) 
Finding meaningful clusters from FatiGo
The evaluation criteria that help biologists to find the most valuable clusters from microarray data sets is different from the evaluation criteria in other clustering applications. The evaluation criteria of gene expressed profiles needs to be able to identify whether the genes in the same cluster have the similar biological function. We use Gene Ontology (GO) and P value to evaluate the clustering results. The FatiGO is a project (Al-Shahrour et al. (2004) , http://www.fatigo.org), that determines the biological significance in terms of biological processes, molecular functions, and cellular components of the submitted clusters (Suresh et al. 2009 ). The results of the SPSS are submitted to the FatiGO to identify the gene enrichment of the clusters. The tool computes P value using hyper geometric distribution to determine the statistical significance of the association of a particular GO term with a group of genes in a cluster and evaluates whether the clusters have significant enrichment in one or more function groups. The P value is as follows:
where, n= total number of genes in a cluster, k = the number of genes annotated to a specific GO term in a cluster, g=the number of genes in a whole genome, f= the number of genes annotated to a specific GO term in a whole genome and P is the probability of k genes annotated to a GO term among n genes of a cluster. P value is used to measure the gene enrichment of a microarray data cluster. If the majority of genes in a cluster biologically related, the P value of the category will be small. That is, the closer the P values to zero, the more the significance that the particular GO is term associated with the group of genes. We found that many P values are small, as shown in Figure 3 to Figure 5 . Thus the proposed SPSS can find clusters with coexpressed genes. FatiGO produce the GO term for a given cluster of genes and a reference set of genes. The FatiGO computes various statistics for the given cluster of genes. It is observed that the percentage of genes in the cluster is considerably different from that of the reference cluster in almost all the functionalities. This implies that the correct genes are selected to remain in the same cluster. A sample of FatiGO results (GO terms) of a cluster of yeast1 as determined by SPSS is shown in the figures from Figure 7 to Figure 9 , which are self explanatory. 
Comments on the Microarray visualization results
• The similar color patterns of heat maps of the microarray cluster profiles of SPSS have demonstrated that the expression profiles of the genes of a cluster are similar to each other.
• As determined by FatiGO (a web tool to evaluate micro array clusters using GO), the proposed algorithms increased the enrichment of genes of similar function within the cluster.
• The smaller P values (nearer to zero) in the FatiGO results indicates that the majority of genes in a cluster belong to one category and a particular GO term is associated with the group of genes Figure 9 Biological process of Cluster 2 generated from SPSS Conclusion k-means++ is a careful seeding for k-means. However, for good clustering results it has to repeat number of times and produces different results in different independent runs. The proposed SPSS algorithm is a single pass algorithm yielding unique solution with consistent clustering results compared to k-means++. Being the high density point is the first seed, the SPSS avoids different results that occur from random selection of initial seeds and the algorithm is insensitive to outliers in seed selection.
