We study ring-theoretic (in)finiteness properties -such as Dedekind-finiteness and proper infiniteness -of ultraproducts (and more generally, reduced products) of Banach algebras. Whilst we characterise when an ultraproduct has these ring-theoretic properties in terms of its underlying sequence of algebras, we find that, contrary to the C * -algebraic setting, it is not true in general that an ultraproduct has a ring-theoretic finiteness property if and only if "ultrafilter many" of the underlying sequence of algebras have the same property. It is briefly explained why the continuous model theoretic counterpart of Loś's Theorem is not a conclusive tool in our setting -this is due to "metric versions" of our properties being important in the study of of how the property passes to reduced products. For Banach algebras, we construct counter-examples to show that the property does not imply the metric property; but for C * -algebras we find that the metric versions are automatic. Finally the related notion of having stable rank one is also studied for ultraproducts.
Introduction
The notion of central sequences (with respect to a limit, or an ultrafilter limit) has long been a key tool in the study and classification of von Neumann algebras (see [27, Section 3,  Chapter XIV] as a starting point). More recently, such ideas have also become central to the classification of C * -algebras, see [19] for example. The study of ultrapowers is intimately connected to model theory, and indeed the use of continuous model theory has recently been successfully applied to the study of von Neumann and C * -algebras, [11, 10] . Furthermore, the analogue of the ultrapower where usual convergence is used, the asymptotic sequence algebra, appears in the study of the set theory of C * -algebras, [9] .
These constructions, and the very language of continuous model theory (in particular, the use of bounded metric spaces in the notion of a structure), are "metric" in nature, [1] . This of course interacts well with C * -algebras, which are rather metric objects. In this paper we explore how the asymptotic sequence algebra, and ultraproducts, of Banach algebras behave, and we find that a relative lack of norm control means that necessary and sufficient conditions tend to be different. We remark that the asymptotic sequence algebra appears to have not been systematically studied for Banach algebras; we think that this is likely to prove to be a useful construction in general Banach algebra theory.
The main object of study in this paper is the following (see also Section 2 for precise details). Let (A n ) be a sequence of Banach algebras and let ℓ ∞ (A n ) be the Banach space of all bounded sequences (a n ) where a n ∈ A n for each n, turned into a Banach algebra with pointwise operations. Similarly, let c 0 (A n ) be the subspace of sequences (a n ) with lim n a n = 0. Then c 0 (A n ) is a closed ideal of ℓ ∞ (A n ) and in fact ℓ ∞ (A n ) is the multiplier algebra of c 0 (A n ) (compare [9, Section 13] for example). The asymptotic sequence algebra Asy(A n ) is the quotient algebra ℓ ∞ (A n )/c 0 (A n ). Let U be an nonprinciple ultrafilter on N and let c U (A n ) be the subspace of ℓ ∞ (A n ) formed of sequences (a n ) with lim n→U a n = 0. The quotient ℓ ∞ (A n )/c U (A n ) is the ultraproduct (A n ) U , see [15] . As c 0 (A n ) ⊆ c U (A n ) the ultraproduct is "smaller" than the asymptotic sequence algebra, although for the questions we consider here there will be little difference. If A n = A for all n, we write Asy(A) and (A) U , the latter known as the ultrapower of A.
Our starting point is to ask when Asy(A n ) or (A n ) U is unital. The first author considered the ultrapower case in [5, Proposition 2.1] , showing that (A) U is unital if and only if A is. In Section 3 below, we consider to what extent Loś's Theorem, for continuous model theory, makes this result a triviality. In fact, the proof of [5, Proposition 2.1] is mostly taken up with providing a "sentence", in the continuous model theory sense, of what it means to be unital. Much the same argument establishes that Asy(A) is unital if and only if A is.
Once units have studied, it is natural to look at projections, and equivalence of projections. In a Banach algebra, we should instead look at an idempotent, which is p ∈ A with p 2 = p. Two idempotents p, q are equivalent, written p ∼ q, when there are a, b ∈ A with p = ab and q = ba. This is indeed an equivalence relation, see Section 2 for this, and for comments about when A is a C * -algebra. We say that p, q are orthogonal if pq = 0 and qp = 0.
A unital algebra A is properly infinite if there are orthogonal idempotents p, q ∈ A with p ∼ 1 and q ∼ 1. A is Dedekind-finite if p ∼ 1 implies p = 1, and is otherwise Dedekindinfinite. In this paper, we study how these notions interact with the ultraproduct, and especially, the asymptotic sequence algebra, constructions.
We show that if (A n ) is a sequence of Dedekind-finite Banach algebras then also Asy(A n ) is Dedekind-finite. The converse is not, in general, true, but we show that it is under further conditions. As the asymptotic sequence algebra construction is a metric construction it turns out that to study when Asy(A n ) is Dedekind-finite requires us to consider a metric version of being Dedekind-finite (in fact, we look at being Dedekindinfinite) where the norms of the idempotents involved in the definition play an important role. We explore counter-examples coming from weighted semigroup algebras, and this motivates looking at issues to do with renorming Banach algebras.
We perform a similar analysis for being properly infinite: here things are reversed, and if Asy(A n ) is properly infinite then A n is properly infinite for large enough n. Again, the converse holds when we have sufficient "norm control", and we construct counterexamples to show that this is not always true. Along the way, we show that the inductive limit of Banach algebras (A n ) embeds into Asy(A n ), and use this to draw conclusions about when the inductive limit is properly infinite. We also consider ultrapowers and products as well; here the proofs follow closely those for the asymptotic sequence algebra, and so we just give quick sketches.
Finally, we consider the property of having stable rank one, which we view as being a strengthening of being Dedekind-finite. Here Asy(A) having stable rank one implies the same for A; again the converse does not hold, which we show by way of a counterexample. Two themes running through our consideration of all three properties are "lifting" properties from Asy(A n ) to ℓ ∞ (A n ), which we view as being interesting from a technical viewpoint; and also the certain "norm control" considerations mentioned above.
The organisation of the paper is as follows. In Section 2 below, we give some precise definitions, say a little more about our main notions in the case of C * -algebras, and provide some preliminary lemmas. In Section 3 we show how the continuous model theory version of Loś's Theorem does, and does not, help prove results about ultrapowers.
In the subsequent sections we study, respectively, being Dedekind-finite, being properly infinite, and having stable rank one. We finish the paper with some open problems.
Preliminaries
For us, a Banach algebra A will always have a contractive product ab ≤ a b . If A is unital then we assume that the unit 1 has 1 = 1. These assumptions can always be achieved by giving A an equivalent norm (see e.g. [3, Proposition 2.1.9] and the comment following it). As many of the results in this paper depend upon exact norm control, and not just upon the equivalence class of the norm, we should be a little careful of renorming arguments. The reader is pointed to Section 4.4 and Propositions 5.14 and 5.15 below for a wider discussion.
Let us quickly recall why ∼ is an equivalence relation on idempotents. Only transitivity is non-trivial. Let p ∼ q and q ∼ r, say with p = ab, q = ba and q = cd, r = dc. Then p = p 2 = abab = aqb = (ac)(db) and (db)(ac) = dqc = dcdc = r 2 = r so p ∼ r.
For a C * -algebra A, rather than considering idempotents, it is usual to consider projections, which are by definition self-adjoint idempotents: p ∈ A with p = p * = p 2 . It is a fun exercise to show that an idempotent in a C * -algebra is a projection if and only if it has norm one. Further, the natural equivalence of projections is that of Murray-von Neumann equivalence, which says that p ≈ q if and only if p = v * v, q = vv * for some v ∈ A (which is necessarily a partial isometry). The proof in the previous paragraph still works to show that ≈ is an equivalence relation. Finally, it is then usual to define properly infinite and Dedekind-(in)finite using projections and Murray-von Neumann equivalence.
We claim that it does not matter, for a C * -algebra, if we use our definitions or the C * -definitions. This is folklore, but we have been unable to find a reference, so to aid the reader, we give the argument. For the next few results, we fix a C * -algebra A. Lemma 2.1. Let p ∈ A be an idempotent. There is a projection q ∈ A with p ∼ q. We can arrange for pq = q, qp = p or for pq = p, qp = q.
Proof. This is [26, Exercise 3.11] or [3, Proposition 3.2.10]. Set a = 1+(p−p * ) * (p−p * ) ≥ 1 so a is invertible. Then pa = pp * p = ap and so also p * a = ap * . Set q = pp * a −1 = a −1 pp * . Then q 2 = a −1 pp * pp * a −1 = a −1 app * a −1 = q and q = q * . Also pq = q while qp = a −1 pp * p = a −1 ap = p, so p ∼ q. If instead we set r = p * pa −1 = a −1 p * p then r 2 = r = r * while pr = p and rp = r.
Proof. This is [3, Proposition 3.2.10]. Suppose p = ab and q = ba. Let c = qbp so qc = c = cp; as also c = babab we have that ac = p and ca = q, and so cac = cp = c.
Suppose p = 0. We have that p = p * p = c * a * ac ≤ a 2 c * c. Working in pAp, we see that c * c is invertible, so there is d ∈ pAp with d|c| = |c|d = p. Set u = cd so u * u = d * |c| 2 d = p. Then qu = cacd = cd = u and hence uu * = uu * q = cdd * c * ca = cdd * |c| 2 a = cdp|c|a = cd|c|a = cpa = caca = q. Thus p ≈ q.
If p = 0, q = 0 then swap the roles of p and q. If p = q = 0 then clearly p ≈ q.
Proposition 2.3. A is properly infinite as a Banach algebra if and only if it is properly
infinite as a C * -algebra.
Proof. If A is properly infinite as a Banach algebra then there are idempotents p, q with pq = qp = 0 and p ∼ 1, q ∼ 1. By Lemma 2.1 there are projections p ′ , q ′ with pp ′ = p ′ , p ′ p = p and′ = q, q ′ q = q ′ . Then 1 ∼ p ∼ p ′ so p ′ ≈ 1 by Lemma 2.2, and similarly q ′ ≈ 1. Also q ′ p ′ = q ′ qpp ′ = 0 so also p ′ q ′ = 0, and hence A is properly infinite as a C * -algebra. The converse is clear.
Proposition 2.4. A is Dedekind-finite as a Banach algebra if and only if it is Dedekind-
finite as a C * -algebra.
Proof. If A is Dedekind-finite as a C * -algebra, then let p ∈ A be an idempotent with p ∼ 1. There is a projection q ∈ A with q ∼ p. Thus q ∼ p ∼ 1 so q ∼ 1 so q ≈ 1 so q = 1. We can arrange that pq = q so as q = 1 also 1 = q = pq = p. So A is Dedekind-finite as a Banach algebra. The converse is clear.
We now return to the general case. For M > 0 define
The following lemma is well-known, it can be found for example in [18, Lemma 2.1] without a proof. For completeness we provide the proof. In what follows, if A is an algebra, then inv(A) denotes the group of invertible elements of A. If a, b ∈ A, then the commutator of a and b is [a, b] := ab − ba. Proposition 2.5. Let A be a unital Banach algebra, and let a ∈ A be such that ν := a 2 − a < 1/4. Then there is an idempotent p ∈ A such that p − a ≤ f a (ν) holds. Moreover, if y ∈ A is such that [y, a] = 0 then [y, p] = 0.
Proof. As ν < 1/4, it follows that the series ∞ n=0 2n n ν n converges in [0, ∞) with sum
is absolutely convergent and therefore convergent in A. Let us define p := (a − 1/2)s + 1/2. Clearly, if y ∈ A is such that [y, a] = 0 then [y, s] = 0, and consequently [y, p] = 0. We show that p ∈ A is an idempotent, which is equivalent to showing that (2p − 1) 2 = 1.
We first observe that by the Cauchy product formula
(4(a − a 2 )) n by the Carl Neumann series. Thus s 2 = (1 − 4a + 4a 2 ) −1 and con-
by the definition of f a .
A related result is the following, which is also folklore, a stronger version of which was proved by Zemánek in [28, Lemma 3.1] . For the convenience of the reader we give a self-contained elementary proof. Lemma 2.6. Let A be a unital Banach algebra, and let p, q ∈ A be idempotents with p − q < 1. Then p ∼ q.
Proof. We first observe that (p − q) 2 commutes with p and q. Indeed,
5)
and similarly for q and (p − q) 2 . Now since p − q < 1, clearly (p − q) 2 < 1 and thus as in the proof of Proposition 2.5, the series
converges (absolutely) in A, and d commutes with p and q. Again, as in the proof of Proposition 2.5 we conclude d 2 = (1 − (p − q) 2 ) −1 . Another easy calculation shows
(2.7)
We define c := d(p + q − 1). Since p and q commute with d, it follows that
We are now ready show that p ∼ q. To see this, we first observe
and thus pc = cq. Consequently (pc)(cp) = pc 2 p = p and (cp)(pc) = cpc = c 2 q = q follow, concluding the proof.
Remark 2.7. From this proof, we see that p = ab and q = ba for a, b ∈ A, where a = pc, b = cp, and c = d(p + q − 1), where d is given by a power series which yields the norm estimate
We introduced above the asymptotic sequence algebra Asy(A n ), and the ultrapower (A n ) U , as quotients of ℓ ∞ (A n ). We shall denote by a capital letter A (etc.) an element A = (a n ) ∈ ℓ ∞ (A n ). Let π : ℓ ∞ (A n ) → Asy(A n ) be the quotient map; then it is easily seen that π(A) = lim sup n→∞ a n .
In particular, given any a ∈ Asy(A n ) we can always find A = (a n ) ∈ ℓ ∞ (A n ) with π(A) = a and A = sup n a n ≤ a , and similarly for (A n ) U . As our notation indicates, we only work with sequences of algebras (A n ), and not with general nets, though our results could be formulated in a more general setting. We always assume, then, that our ultrafilters are non-principle, which on a countable indexing set, is equivalent to being countably-incomplete, [15, Section 1].
Ultrapowers and Loś's Theorem
That A is unital, with unit e ∈ A, can be expressed in first-order logic as ∃ e ∈ A, ∀ a ∈ A, ae = ea = a. However, in continuous model theory, we have to use "continuous logic", and furthermore, we can only quantify over bounded subsets of A. In fact, typically we set B n ⊆ A to be the closed ball of radius n ∈ N. We claim that a sentence expressing that A is unital is inf
If A is unital, clearly this sentence holds for A. To prove the converse, we need to argue exactly as in the proof of [5, Proposition 2.1]. Indeed, if the sentence holds, then we can find a sequence (e n ) in B 1 with ae n − a , e n a − a ≤ 1 n a for all a ∈ A, n ∈ N. Then e n − e m ≤ e n − e n e m + e n e m − e m ≤ 1/n + 1/m, from which it follows that (e n ) is Cauchy, and so converges, say to e ∈ A, which is easily seen to be a unit for A.
Loś's Theorem for continuous model theory, [11, Proposition 4.3] or [1, Theorem 5.4], shows that A will satisfy this sentence if and only any ultrapower (A) U does. This immediately shows [5, Proposition 2.1]. In effect, Loś's Theorem takes care of the "ultraproduct bookkeeping" for us.
Notice that in this formulation of "A is unital" we quantified over e ∈ B 1 . We can do this because of our tacit assumption that A is unital only when the unit has norm 1. In this paper, we shall see that the questions we ask cannot be limited to bounded subsets. As such, Loś's Theorem is not such a useful tool to us.
Another approach to our overall presentation, which we could have taken, would be to work with "reduced products", compare [14, Section 2.3 ]. If F is merely a filter on N (and not necessarily an ultrafilter) we may still define c F (A n ) to be those sequences (a n ) ∈ ℓ ∞ (A n ) with, for each ǫ > 0, that {n : a n < ǫ} ∈ F. Then c F (A n ) is a closed two-sided ideal, and so we may define
This definition agrees with the previous one if F does happen to be an ultrafilter. Furthermore, if F is the Fréchet filter (so A ∈ F if and only if N \ A is finite) then c F (A n ) = c 0 (A n ) and so (A n ) F = Asy(A n ).
Consequently, we could have structured all our statements and proofs to be about reduced products. Instead, we felt that writing statements and proofs of Asy(A n ) improved the readability (as we can work with "normal" convergence, and limits at ∞). Once the structure of an argument is understood, it is then easy to adapt it to work for (ultra)filter products.
Dedekind-finiteness
In this section, we show that if A n is Dedekind-finite for each n, then also Asy(A n ) is Dedekind-finite. The converse is not true without some form of "norm control", and we provide a counter-example in the Banach algebra case, while also clarifying why the converse does hold for C * -algebras.
4.1.
When the sequence consists of Dedekind-finite algebras. In the following proof, for clarity, given a sequence (A n ) of unital algebras, we write 1 n for the unit of A n . Proof. Let p ∈ Asy(A n ) be an idempotent. Choose X = (x n ) ∈ ℓ ∞ (A n ) with π(X) = p, so that π(X 2 ) = π(X) 2 = p 2 = p = π(X), or equivalently, X − X 2 ∈ c 0 (A n ). Let us introduce ν n := x n − x 2 n for every n ∈ N, then lim n→∞ ν n = 0. In particular, there is N ∈ N such that for every n ≥ N we have ν n < 1/8. In view of Proposition 2.5, for every n ≥ N there is an idempotent
By continuity of f X , it follows that lim n≥N f X (ν n ) = 0; consequently lim n≥N x n − p ′ n = 0. For every n ∈ N we define
Since p ′ n ≤ p ′ n −x n + x n ≤ f X (1/8)+ X for all n ≥ N , it follows that P := (p n ) is an idempotent in ℓ ∞ (A n ). We observe that p = π(P ) by lim n≥N x n − p ′ n = 0. Now suppose further that p ∼ 1, so there exist a, b ∈ Asy(A n ) such that 1 = ab and p = ba. There are A = (a n ), B = (b n ) ∈ ℓ ∞ (A n ) such that a = π(A) and b = π(B), consequently lim n→∞ 1 n − a n b n = 0 and lim n→∞ p n − b n a n = 0. Now let δ ∈ (0, 1) be such that
Let M ≥ N be such that for all n ≥ M the inequality 1 n − a n b n < δ holds, then u n := a n b n ∈ inv(A n ) with 1 n − u −1 n < δ/(1 − δ). For every n ≥ M , let q n := b n u −1 n a n , then q n ∈ A n is an idempotent with q n ∼ 1 n . Since A n is Dedekind-finite, it follows for all n ≥ M that q n = 1 n .
We need to show that p = 1 holds, which is equivalent to showing lim n→∞ 1 n − p n = 0. Since 1 n −p n ∈ A n is an idempotent for all n ∈ N, it is enough to show that eventually 1 n − p n < 1, compare Remark 4.2 below. Let K ≥ M be such that for every n ≥ K x n − b n a n < δ,
Then for every n ≥ K we have p n = p ′ n and 1 n = q n , thus
This concludes the proof.
4.2.
When the asymptotic sequence algebra is Dedekind-finite. In this section we demonstrate that the converse of Theorem 4.1 holds for certain specific cases; but in general it does not hold, which we show by way of a counter-example. In order to do this, let us introduce the following auxiliary quantity. For a unital Banach algebra A, we define C DI (A) := inf{ a b : a, b ∈ A and ab = 1 and ba = 1}.
(4.5)
We may also introduce the auxiliary constant C ′ DI (A) := inf{ p : p ∈ A, p 2 = p, p ∼ 1, and p = 1}.
, but otherwise these quantities are not comparable, see Proposition 4.11. As a definition, perhaps C ′ DI (A) seems more natural, but we shall see that C DI (A) is more useful in constructions. Remark 4.2. If p ∈ A is an idempotent, then p n = p for any n ∈ N, and so p ≥ 1 or p = 0. Suppose we have a, b ∈ A with ab = 1. Then p = ba is an idempotent, and hence so also is 1 − p, hence either p = 1 or 1 − p ≥ 1. So in the definition of C DI we also have that ba is far away from 1.
Proof. Let A = (a n ), B = (b n ) ∈ ℓ ∞ (A n ) be such that π(A)π(B) = 1. We wish to prove that π(B)π(A) = 1. By the assumption we can take N ′ ∈ N such that C DI (A n ) > 2 A B + 1 whenever n ≥ N ′ . Let us define u n := a n b n for every n ∈ N. Since lim n→∞ 1 n − u n = 0, we can pick N ≥ N ′ such that 1 n − u n < (2 A B + 1) −1 for all n ≥ N . Then u n ∈ inv(A n ) and
Let us define q n := b n u −1 n a n for every n ≥ N . As a n (b n u −1 n ) = 1 n it follows that q n ∈ A n is an idempotent with q n ∼ 1 n . Clearly, either q n = 1 n or q n = 1 n . Towards a contradiction, suppose there is some m ≥ N with q m = 1 m . Then
which is impossible. Hence q n = 1 n for all n ≥ N . From π(A)π(B) = 1 it follows that π(B)π(A) ∈ Asy(A n ) is an idempotent, which is equivalent to saying that lim n→∞ b n a n b n a n − b n a n = 0. Let M ′ ≥ N be such that ν n := b n a n b n a n − b n a n < 1/8 whenever n ≥ M ′ . By Proposition 2.5 there is an
Let M ≥ M ′ be such that b n a n − p n < 1/2 for all n ≥ M . Thus we obtain
and hence, by Remark 4.2, 1 n = p n for all n ≥ M . This yields π(B)π(A) = π(P ) = π(1), showing that Asy(A n ) is Dedekind-finite.
In particular as C ′ DI (A) ≤ C DI (A) and C ′ DI (A) < +∞ if and only if C DI (A) < +∞, we immediately obtain the following. Let I be a non-empty set. For a fixed s ∈ I, δ s denotes the function
Let ν : I → (0, +∞) be a function. We define
The sum defining f is a formal sum, but once we have defined ℓ 1 (I, ν), it is clear that the sum converges in norm. It is easy to see that (ℓ 1 (I, ν), · ν ) is a Banach space. In line with the general convention, we will simply write ℓ 1 (I, ν) for this Banach space, and ℓ 1 (I) whenever ν = 1. When I is a monoid, there is a canonical way of turning ℓ 1 (I, ν) into a unital Banach algebra. Slightly more generally, let S be a semigroup. Let ω : S → (0, +∞) be a weight on S, that is, we require ω(st) ≤ ω(s)ω(t) to hold for all s, t ∈ S. In addition, when S is a monoid with multiplicative identity e ∈ S then we also require ω(e) = 1. We remark that any weight is equivalent to one satisfying this normalisation condition. We define the usual convolution product on ℓ 1 (S, ω) by
then (ℓ 1 (S, ω), * ) is a Banach algebra (one uses the condition on the weight to show that the norm is submultiplicative.) When S is a monoid, (ℓ 1 (S, ω), * ) becomes a unital Banach algebra with unit δ e , clearly δ e ω = 1 holds.
In what follows, we shall mostly be interested in weights ω with ω(s) ≥ 1 for all s. Notice then that ℓ 1 (S, ω) becomes a (in general, not closed) subalgebra of ℓ 1 (S).
Proposition 4.5. Let S be a monoid with unit e ∈ S and let ω : S → [1, +∞) be a weight on S. Let p ∈ (ℓ 1 (S, ω), * ) be a non-zero idempotent such that p = δ e . Then
Proof. Since (ℓ 1 (S, ω), * ) is a subalgebra of (ℓ 1 (S), * ), we have that p ∈ (ℓ 1 (S), * ). Assume first that p(e) = 0. We claim that then δ e − (p(e)) −1 p ≥ 1. Indeed otherwise δ e − (p(e)) −1 p < 1 and thus (p(e)) −1 p, and so p, are invertible in (ℓ 1 (S), * ), which is impossible as p is an idempotent different from δ e . Consequently
If p(e) = 0 then the above inequality obviously holds. As p is an idempotent, we have 1 ≤ p , and this yields
From this we conclude
In what follows BC denotes the bicyclic monoid, which is the monoid generated by elements p, q subject to the single relation that pq = e: BC = p, q : pq = e . Proof. For any n ∈ N, work in A n , and consider h := δ q * δ p . Then h is an idempotent with h ∼ δ e and h = δ e . Indeed, δ p * δ q = δ pq = δ e and δ q * δ p = δ qp = δ e . This in particular shows that A n is Dedekind-infinite. Now let h ∈ A n be an arbitrary idempotent such that h ∼ δ e and h = δ e . We observe that Proposition 4.5 yields h ωn ≥ n/2, and consequently C ′ DI (A n ) ≥ n/2. In view of Corollary 4.4 the Banach algebra Asy(A n ) is Dedekind-finite.
In particular, this shows that the converse of Theorem 4.1 does not hold in general. As we can vary finitely many of the A n without changing Asy(A n ), by using the contrapositive, we can alternatively state Theorem 4.1 as: if Asy(A n ) is Dedekind-infinite, then infinitely many of the A n are Dedekind-infinite. If we add in control of C DI then we obtain a converse.
Proposition 4.7. Let (A n ) be a sequence of unital Banach algebras such that there exists K > 0 and an increasing sequence
Proof. By assumption, for each k ∈ N we can find a n k , b n k ∈ A n k with a n k b n k ≤ K + 1, say, and a n k b n k = 1 n k while b n k a n k = 1 n k . We can rescale and suppose that a n k = b n k . For n ∈ N not in the sequence, define a n = b n = 1 n . Then A = (a n ) ∈ ℓ ∞ (A n ), and similarly for B = (b n ), and clearly π(A)π(B) = 1. By Remark 4.2, we have that b n k a n k − 1 n k ≥ 1 for each k, and so π(B)π(A) = 1. Thus Asy(A n ) is Dedekind-infinite.
Furthermore, under certain conditions, we do obtain a direct converse to Theorem 4.1.
Corollary 4.8. Let (A n ) be a sequence of unital Banach algebras such that Asy(A n ) is Dedekind-finite. Moreover, suppose that one of the following two conditions hold:
(1) A n = A m for every n, m ∈ N;
(2) A n is a C * -algebra for each n ∈ N. Then there is N ∈ N such that A n is Dedekind-finite for n ≥ N .
Proof. If A n = A for each n, then if A is Dedekind-infinite, then C DI (A) < ∞ and so Proposition 4.7 shows that Asy(A n ) is Dedekind-infinite, a contradiction.
Consider now a C * -algebra B. By Proposition 2.4, we know that B is Dedekind-finite if and only if it is Dedekind-finite in the C * -algebraic sense, that is, if u is a partial isometry with u * u = 1 then uu * = 1. It follows that C DI (B) = 1 or +∞. Thus, if each A n is a C * -algebra, and Asy(A n ) is Dedekind-finite, then Proposition 4.7 shows that C DI (A n ) = +∞ for all but finitely many n. That is, eventually A n is Dedekind-finite, as claimed.
In the proof of Proposition 4.7, it seemed necessary to work with C DI and not C ′ DI . In fact this is necessary, as we now show. For the following, we need some simple combinatorics of the monoid BC. Any element of BC can be written as a reduced word in the generators p, q, which is necessarily of the form q α p β with α, β ∈ N 0 . The multiplication law is that
From this, it is easy to see that the set of idempotents in BC is
The following are also easy to see:
(2) if s ∈ BC I , t ∈ BC I then st, ts ∈ BC I By point (1) we see that BC I is a sub-semigroup of BC, and so we may consider ℓ 1 (BC I ), which can be identified with a closed subalgebra of ℓ 1 (BC). Lemma 4.9. Let S := {s n } be a countable semigroup consisting of idempotents such that s n s m = s max(n,m) for every n, m ∈ N. Then f ∈ ℓ 1 (S) is an idempotent if and only if f (n) ∈ {−1, 0, 1} for all n, there is an n 0 ≥ 0 so that f (n) = 0 for n ≥ n 0 , and for all
Firstly, let f be an idempotent. To ease notation, let e n = δ sn , so that f has the expansion f = n≥0 f (n)e n . Then
Either
Finally, as ∞ n=0 f (n) must converge, we must have that f (n) = 0 eventually.
We now consider the converse. Given such an f , we have that
.
Proof. Let A = ℓ 1 (BC, ω), and suppose that K > C DI (A), so that K > 1, and we can find f, g ∈ A such that f * g = δ e and g * f = δ e , and with f ω g ω ≤ K.
As ω ≥ 1 we can regard A as a (possibly not closed) subalgebra of ℓ 1 (BC). Let h = g * f , an idempotent. Let k ∈ ℓ 1 (BC I ) be the restriction of h onto BC I . Working in ℓ 1 (BC), we notice that
by our assumption on the weight. We now observe that, because h 2 = h,
Let this quantity be ν, and suppose that ν < 1/4. Working in ℓ 1 (BC I ), by Proposi-
Let this quantity be ν ′ . Working in ℓ 1 (BC), we have that
Let this quantity be ǫ. Assume that ǫ < 1. By Remark 4.2, as h = δ e , we have that δ e − h ≥ 1, and so k ′ = δ e . Let e n = δ q n p n for all n ∈ N 0 and write
As k ′ ∈ ℓ 1 (BC I ) is an idempotent, we hence conclude, using Lemma 4.9, that there is
say, where f ′ is supported off BC I , and similarly for g. Then
Notice that by the points above Lemma 4.9, we have that f ′ * g ′′ + f ′′ * g ′ is supported off BC I . Write (f ′ g ′ ) n for the coefficient of e n in the expansion of f ′ * g ′ , and similarly for g ′ * f ′ . That f * g = δ e means that max(n,m)=t
Using also (4.16) we see that
Choose ǫ 0 ∈ (0, 1), and suppose that 43K 3 ≤ N ǫ 0 , so certainly K 2 < N/15. As h ω ≤ K, we see that ν ≤ K(2K + 1)/N ≤ 3K 2 /N < 1/5, and so (1 − 4ν) −1/2 − 1 ≤ 7ν, so that
is arbitrary, so take ǫ 0 = 1/2, for example, to conclude that if C DI (A) < (N/86) 1/3 , then we can choose a suitable K ≤ (N ǫ 0 /43) 1/3 , and so conclude that
which is a contradiction, as required.
Proposition 4.11. For any n ∈ N we can find a unital Banach algebra A n with
Define ω n on BC by ω n (e) = 1, ω n (qp) = 1, ω n (s) = N otherwise. Let X = {e, qp} ⊆ BC. We now prove that ω n is a weight, for which we need to show that ω n (st) ≤ ω n (s)ω n (t) for all s, t ∈ BC. This can only fail if we can find s, t such that ω n (st) = N yet ω n (s) = ω n (t) = 1, which is impossible as X is a sub-semigroup of BC.
Now consider A n := ℓ 1 (BC, ω n ), and let h = δ qp ∈ A n . Then h ωn = 1 and as before, h ∼ δ e , so C ′ DI (A n ) ≤ 1, hence C ′ DI (A n ) = 1. However, by Proposition 4.10, C DI (A n ) ≥ (N/86) 1/3 ≥ n, as required.
Using this proposition, we thus obtain a sequence (A n ) of Dedekind-infinite Banach algebras, with C ′ DI (A n ) = 1 for each n, but with C DI (A n ) → ∞. By Proposition 4.3 we find that Asy(A n ) is Dedekind-finite. We conclude that in Proposition 4.7 we cannot replace C DI with C ′ DI . Remark 4.12. Notice also that in this way, we obtain a sequence (A n ) of Banach algebras, and idempotents p n ∈ A n such that each p n is equivalent to 1 n , but the (equivalence class of the) sequence p = (p n ) is not equivalent to 1 in Asy(A n ).
Remark 4.13. The weights we have so far constructed have the property that ℓ 1 (BC, ω n ) is isomorphic (just not isometric) with ℓ 1 (BC), for the formal identity map. However, we can easily construct examples which do not have this property.
Viewing BC as the set of reduced words of the form s = q α b β we define the word length as ℓ(s) = α + β. It is easy to see that ℓ : BC → N 0 is sub-additive: ℓ(st) ≤ ℓ(s) + ℓ(t). As such, ω x (s) = exp(xℓ(s)) defines a weight for every x ≥ 0, and this family of weights will have the same properties as those used in Theorem 4.6. Furthermore, ℓ 1 (BC, ω x ) is not (naturally) isomorphic to ℓ 1 (BC) for any x > 0.
We now adapt the construction in the proof of Proposition 4.11. Define, for x ≥ 0, ω x (s) = 1 : s = e or s = qp, exp(xℓ(s)) : otherwise. This is weight by the same argument as in the proof of Proposition 4.11. As before, with
Renormings. In Section 2 we mentioned that any unital Banach algebra can be renormed so as to make the norm of the unit be 1. Let us explore this further. Firstly, we could take a more "permissive" definition of a unital Banach algebra: a complete normed algebra, with a contractive product, and an element e ∈ A with ea = ae = a for each a ∈ A. That is, we do not assume that e = 1. Notice that if A is a Banach algebra with a unit of norm one, then for m ≥ 1 we can define a m = m a for a ∈ A. Then · m is an equivalent norm on A, and as ab m = m ab ≤ m a b ≤ m 2 a b = a m b m , we have a contractive product, but of course now e m = m. Proof. Fix a unital Banach algebra A with a norm one unit e. For each n ∈ N let A n = (A, · n ) with · n defined as above. Towards a contradiction, suppose that f ∈ Asy(A n ) is a unit, say f = π(F ) with F = (f n ) ∈ ℓ ∞ (A n ), so that 0 = lim sup n→∞ a n f n − a n n = lim sup n→∞ n a n f n − a n for each A = (a n ) ∈ ℓ ∞ (A n ). Notice that (a n ) ∈ ℓ ∞ (A n ) exactly when there is K > 0 with a n ≤ Kn −1 for each n. Let b n := e/n for all n ∈ N. Then b n = 1/n and b n n = 1, hence B :
We hence see that
However, as f n ≤ Kn −1 for some fixed K, we see that e − f n ≥ e − f n ≥ 1 − K/n which is a contradiction.
We thus see that it pays to be careful about "implicit renormings", when considering the sort of questions we are asking. We are also now lead to wonder how the constants C DI (A) and C ′ DI (A) behave under renormings. The following is a result in this direction; we remark that we revert to our standing assumption that unital Banach algebras have contractive multiplications and units of norm one. Proposition 4.15. Let A be a unital Banach algebra. There is an equivalent norm · 0 on A such that (A, · 0 ) is a unital Banach algebra, and C ′ DI (A, · 0 ) = 1. Proof. Let p ∈ A be an idempotent with p ∼ 1 and p = 1. The set S := {1, p} is clearly a bounded sub-semigroup of A. Hence by [3, Proposition 2.1.9] there is a submultiplicative norm · 0 equivalent to · on A such that (A, · 0 ) is Banach algebra and s 0 ≤ 1 for every s ∈ S. In particular 1 0 ≤ 1 and p 0 ≤ 1, hence 1 0 = 1 and p 0 = 1. Consequently C ′ DI (A, · 0 ) = 1. For the benefit of the reader, we remark that that [3, Proposition 2.1.9] is proved as follows. Firstly we define ν(a) = sup{ a , sa : s ∈ S} and then notice that ν is an equivalent norm on A with bounded product, such that S is ν-bounded, and such that ν(sa) ≤ ν(a) for a ∈ A, s ∈ S. Then let E be the unconditional unitisation of (A, ν), and finally let · 0 be the norm induced on A be the left-regular representation of A on E. If we pick one of the "exponential" weights on BC considered in Remark 4.13 then A = ℓ 1 (BC, ω x ) is not isomorphic to ℓ 1 (BC), and so (A, · 0 ) is not simply ℓ 1 (BC).
Notice that in the above proof, we actually proved more: given any chosen idempotent p with p ∼ 1 and p = 1, we can find an equivalent norm · 0 with p 0 = 1 for this p.
The following shows that we cannot do the same for C DI . Proposition 4.17. For each K > 0 there is a Banach algebra A and a, b ∈ A with ab = 1, ba = 1, and such that, if · 0 is any equivalent norm on A, then a 0 b 0 ≥ K.
Proof. We use the same weight ω x as in Remark 4.13, and set A x = ℓ 1 (BC, ω x ). Let · 0 be an equivalent norm on A x , so there is m > 0 with m −1 f ωx ≤ f 0 ≤ m f ωx for all f ∈ A x . Let s = q α p β ∈ BC, with say α > β. Then
It follows that
Thus δ s 0 ≥ e x(α−β) . The same argument applies in the case when α < β.
As in the proof of Proposition 4.10, set a = δ p and b = δ q , so that ab = 1 and ba = 1. We have just shown that a 0 ≥ e x and b 0 ≥ e x , which completes the proof.
We have been unable to decide if it is possible to renorm A x so as to get C DI (A x , · 0 ) = 1 (or just be smaller than some absolute constant). The difficulty is that, given the previous proposition, we need consider the possibility of some other elements c, d ∈ A x with cd = 1 and dc = 1, while also considering an arbitrary renorming.
4.5.
For ultraproducts. All of these results hold for ultraproducts with suitable modifications.
Theorem 4.18. Let (A n ) be a sequence of Banach algebras, and let U be an ultrafilter such that {n ∈ N : A n is Dedekind-finite} ∈ U . Then (A n ) U is Dedekind-finite.
Proof. We simply adapt the proof of Theorem 4.1. Firstly, we find that there is U ∈ U with n ∈ U =⇒ ν n = x n − x 2 n < 1/8. This allows us to find P = (p n ) so that π(P ) = p ∈ (A n ) U . Then we find U ′ ⊆ U with U ′ ∈ U and u −1 n existing for n ∈ U ′ . But moving to a smaller subset U ′′ , we can assume that A n is Dedekind-finite for each n ∈ U ′′ . We then move finally to a yet smaller subset to finish the proof.
We shall not in the sequel give such details, as the reader should see that they are routine. Proposition 4.3 and Corollary 4.4 also hold for ultraproducts. Indeed, given an ultrafilter U , we only need the weaker condition that for each N ∈ N we have that {n ∈ N : C DI (A n ) ≥ N } ∈ U (or for C ′ DI ). Hence also, with A n := (ℓ 1 (BC, ω n ), * ) for every n, we have that (A n ) U is Dedekind-finite while each A n is Dedekind-infinite. The analogue of Proposition 4.7 is the following. Proposition 4. 19 . Let (A n ) be a sequence of unital Banach algebras, let U be an ultrafilter, and suppose that there exists K > 0 such that {n ∈ N :
Let us just state one version of an analogue of Corollary 4.8. 
Proper infiniteness
Recall that a Banach algebra A is properly infinite when there exist idempotents p ∼ 1 and q ∼ 1 which are orthogonal, pq = qp = 0.
5.1.
When the asymptotic sequence algebra is properly infinite. The idea of the following proposition originates in [13] .
Proposition 5.1. Let (A n ) be a sequence of unital Banach algebras, and let p, q ∈ Asy(A n ) be idempotents with [p, q] = 0. Then there exist idempotents P, Q ∈ ℓ ∞ (A n ) with p = π(P ), q = π(Q) and [P, Q] = 0.
Proof. Exactly as in the proof of Theorem 4.1, given an idempotent p ∈ Asy(A n ), we can find an idempotent P
It is clear that [P, Z] = 0, so if we write Z = (z n ), then [p n , z n ] = 0 for every n ∈ N.
As π(Z) = q, we see that q = q 2 is equivalent to lim n→∞ z n − z 2 n = 0. Let µ n := z n − z 2 n for every n ∈ N. There is M such that for every n ≥ M we have µ n < 1/8. In view of Proposition 2.5, for every n ≥ M there is an idempotent q ′ n ∈ A n with z n − q ′ n ≤ f zn (µ n ) ≤ f Z (µ n ) ≤ f Z (1/8). Moreover, for every n ∈ N we have [q ′ n , y] = 0 whenever y ∈ A n is such that [z n , y] = 0. In particular, [q ′ n , p n ] = 0 for all n ≥ M .
By continuity of f Z , it follows that lim n≥N f Z (µ n ) = 0; consequently lim n≥N z n − q ′ n = 0. For every n ∈ N we define
We observe that q = π(Q) by lim n≥M z n − q ′ n = 0. It is clear from the above that [P, Q] = 0, thus concluding the proof.
Theorem 5.2. Let (A n ) be a sequence of unital Banach algebras such that Asy(A n ) is properly infinite. Then there is an N ∈ N such that A n is properly infinite for every n ≥ N .
Proof. Let p, q ∈ Asy(A n ) be mutually orthogonal idempotents with p, q ∼ 1. By Proposition 5.1 there exist idempotents P, Q ∈ ℓ ∞ (A n ) with p = π(P ), q = π(Q) and [P, Q] = 0. It follows from p, q ∼ 1 that there exist A = (a n ), B = (b n ), C = (c n ), D = (d n ) ∈ ℓ ∞ (A n ) such that 1 = π(A)π(B), p = π(B)π(A), and 1 = π(C)π(D), q = π(D)π(C). Now let us pick δ ∈ (0, 1) sufficiently small, depending on the norms of A, B, C, D. More precisely, we require δ ∈ (0, 1) to satisfy
Write P = (p n ) and Q = (q n ), then pq = 0 = qp is equivalent to lim n→∞ p n q n = 0 = lim n→∞ q n p n . So there is M ∈ N such that p n q n , q n p n < δ for every n ≥ M , and since p n , q n ∈ A n are commuting idempotents it follows that p n q n is an idempotent of small norm, so p n q n = 0; similarly q n p n = 0. The aim of the following is to show that the idempotents p n and q n are not only eventually orthogonal, but equivalent to the unit element 1 n of A n , eventually.
We observe that 1 = π(A)π(B) is equivalent to lim n→∞ 1 n − a n b n = 0, thus there is M ′ ≥ M such that 1 n − a n b n < δ for every n ≥ M ′ . Consequently, by the Carl Neumann series u n := a n b n ∈ inv(A n ) and 1 n − u −1 n < δ(1 − δ) −1 for all n ≥ M ′ . Thus we can define p ′ n := b n u −1 n a n for all n ≥ M ′ and it is immediate that p ′ n ∈ A n is an idempotent with p ′ n ∼ 1 n . We also have that sup
The equality p = π(B)π(A) is equivalent to saying that lim n→∞ p n − b n a n = 0, and similarly q = π(D)π(C) is equivalent to lim n→∞ q n − d n c n = 0. So there is N ≥ M ′′ such that p n − b n a n < δ and q n − d n c n < δ whenever n ≥ N .
For every n ≥ N we have p ′ n − p n ≤ b n u −1 n a n − b n a n + b n a n − p n ≤ b n u −1 n − 1 n a n + b n a n − p n ≤ A B (1 − δ) −1 δ + δ < 1.
(5.4) Therefore by Lemma 2.6 it follows that p ′ n ∼ p n , and since ∼ is an equivalence relation on the set of idempotents of A n , we have p n ∼ 1 n . Similarly, we conclude q n ∼ 1 n for n ≥ N . Since p n and q n are orthogonal, the claim follows.
An application to inductive limits of unital Banach algebras.
We wish now to present an application to inductive limits of unital Banach algebras. The construction is given in [2, Section 3.3] and [22, Section 1.3.4], for example, but for us it will be enough to use the characterisation in terms of a universal property. Inductive limits seem to be more commonly considered in the setting of C * -algebras (where all connecting maps are contractions) or for locally convex spaces. In the general Banach algebra setting there are some subtleties, which we note below.
Let I be a directed set and let (A i ) i∈I be a family of unital Banach algebras. We suppose that for i ≤ j there is a bounded unital homomorphism ϕ j,i : A i → A j , called the compatibility morphism, which satisfies that ϕ i,i = id A i for each i ∈ I, ϕ k,j •ϕ j,i = ϕ k,i for i ≤ j ≤ k, and lim sup j≥i ϕ j,i < ∞. We remark that the construction will still work under the weaker condition that for each i there is K i with lim sup j≥i ϕ j,i (a) ≤ K i a for a ∈ A i . However, this is not equivalent to the stronger condition: the Uniform Boundedness Principle does not apply, due to the use of lim sup (this is erroneously claimed in [2, 22] ).
The (Banach algebra) inductive limit A = lim − → A i is uniquely (up to isometric isomorphism) characterised by the universal property that:
(1) for each i ∈ I there is a bounded unital algebra homomorphism ϕ i :
is another unital Banach algebra with contractive homomorphisms φ i : A i → B with the same commutation and norm relations, then there is a contractive unital homomorphism φ :
We remark that without the rather explicit norm condition, we do not seem to obtain a universal condition, at this level of generality. If each A i is a C * -algebra with each compatibility morphism a * -homomorphism, then A is a C * -algebra, and each compatibility morphism is a contraction. Let now B be another C * -algebra with * -
Then for a ∈ A i we have φ i (a) = φ j (ϕ j,i (a)) ≤ ϕ j,i (a) for each j ≥ i, and so the norm condition is automatic in this situation. Proposition 5.3. Let ((A n ), (ϕ i,j )) be an inductive system of unital Banach algebras, indexed by N. There is an isometric unital algebra homomorphism θ : lim − → A n → Asy(A n ).
Proof. We use the universal property with B = Asy(A n ). Denote by π : ℓ ∞ (A n ) → B the natural quotient map. For each n define φ n : A n → B by φ n (a) = π 0, 0, . . . , 0 (n−1) terms , a n , ϕ n+1,n (a n ), . . . , ϕ i,n (a n ), . . . .
It is easy to see that the family (φ n ) satisfies the required commutation relations. Further, by the definition of the norm on B, we have that φ n (a) = lim sup k≥n ϕ k,n (a n ) which is exactly the required norm relation. There is hence a unital contractive homomorphism θ : lim − → A n → Asy(A n ) with φ n = θ • ϕ n for each n. Comparing the norms shows that θ is actually an isometry onto its range.
The following lemma is straightforward.
Lemma 5.4. Let A, B be unital algebras and let ψ : A → B be an algebra homomorphism which preserves the unit. If A is properly infinite, then so is B.
Corollary 5.5. Let (A n ) be an inductive system of unital Banach algebras. If lim − → A n is properly infinite then there is N ∈ N such that A n is properly infinite for every n ≥ N .
Proof. By Proposition 5.3 there is an isometric algebra homomorphism θ : lim − → A n → Asy(A n ) which preserves the unit, hence by Lemma 5.4 the asymptotic sequence algebra Asy(A n ) is properly infinite. The claim now follows from Theorem 5.2.
Remark 5.6. It is an unpublished observation of James Gabe that for C * -algebras, Corollary 5.5 follows from the semiprojectivity of the Cuntz algebra O ∞ . We would like to thank him for communicating this result to us.
5.3.
When the sequence consists of properly infinite algebras. We first demonstrate that the converse of Theorem 5.2 is false in general. For a unital Banach algebra A we define As when we considered an algebra being Dedekind-infinite, the constant C ′ PI seems more natural, but C PI seems more useful. However, for being properly infinite, we shall actually obtain a complete characterisation (see Proposition 5.8 and Proposition 5.16) using C PI . Furthermore, Proposition 5.13 shows that C ′ PI and C PI are not comparable. Notice that if A is properly infinite, then it is Dedekind-infinite, because if p, q are orthogonal with p ∼ 1 and q ∼ 1, we cannot have p = 1.
is clear, given the remark before the lemma. Let K > C PI (A) so we can find a, b, c, d ∈ A with a b c d ≤ K and ab = cd = 1, badc = dcba = 0. Then ba = 1, and so C DI (A) ≤ a b . As cd = 1 we have that c d ≥ 1 and so a b ≤ K, from which the result follows.
First we prove a slight strengthening of Theorem 5.2.
Proposition 5.8. Let (A n ) be a sequence of unital Banach algebras such that Asy(A n ) is properly infinite. Then there is a K ≥ 1 and an N ∈ N such that C PI (A n ) ≤ K for all n ≥ N .
Proof. That Asy(A n ) is properly infinite means we can find p, q ∈ Asy(A n ) mutually orthogonal idempotents with p ∼ 1 ∼ q. As in the proof of Theorem 5.2 we can find P = (p n ), Q = (q n ) ∈ ℓ ∞ (A n ) with p = π(P ), q = π(Q) and with additionally p n , q n being commuting idempotents for each n.
We freely follow the notation of the proof of Theorem 5.2. Given ǫ ′ ∈ (0, 1) we can find a suitable δ > 0, and use this to construct an idempotent p ′ n ∈ A n with p n − p ′ n < ǫ ′ , for n ≥ N . Here N depends on δ (which depends on ǫ ′ ). By Lemma 2.6 this yields that p n ∼ 1 n because p ′ n ∼ 1 n . However, by Remark 2.7, we also find that p n = b ′ n a ′ n for some a ′ n , b ′ n ∈ A n with a ′ n b ′ n = 1 n and with a ′ n b ′ n ≤ p n 2 ( 2p n − 1 n + ǫ ′ ) 2 (1 − ǫ ′ 2 ) −1 . As P = (p n ) is fixed, for any ǫ > 0 we can find ǫ ′ > 0 so that p n 2 ( 2p n − 1 n + ǫ ′ ) 2 (1 − ǫ ′ 2 ) −1 ≤ p n 2 2p n − 1 n 2 + ǫ for all n. Similarly we can construct c ′ n , d ′ n ∈ A n for q n .
In conclusion, given ǫ > 0 there is N ∈ N such that for n ≥ N there exist a ′ n , b ′ n , c ′ n , d ′ n ∈ A n with b ′ n a ′ n = p n , a ′ n b ′ n = 1 n , d ′ n c ′ n = q n , c ′ n d ′ n = 1 n and with a ′ n b ′ n ≤ p n 2 2p n − 1 n 2 + ǫ, c ′ n d ′ n ≤ q n 2 2q n − 1 n 2 + ǫ.
for n ≥ N .
We now aim to construct counter-examples to Theorem 5.2, for which we continue to use semigroup algebras. However, we now need to add a "zero element".
We say that S is a monoid with a zero element if S is a monoid with at least two elements and there exists a ♦ ∈ S such that ♦s = ♦ = s♦ for all s ∈ S. If such a ♦ ∈ S exists then it is necessarily unique. As we assume that S has more than one element, we have that ♦ is different from the multiplicative identity e ∈ S.
Let ω : S → (0, +∞) be a weight on S. Let µ := ω| S\{♦} , then µ : S \ {♦} → (0, +∞) is such that µ(e) = 1. Every µ : S \ {♦} → (0, +∞) arising in this way, as a restriction of a weight, will be referred to as a quasi-weight.
We now explain how to define a product on the Banach space ℓ 1 (S \{♦}, µ) (see also [4, Section 3.2] for a similar treatment). This is accomplished by identifying ℓ 1 (S \ {♦}, µ) with the quotient algebra ℓ 1 (S, ω)/Cδ ♦ . With more details, we first notice that Cδ ♦ is a closed two-sided ideal in (ℓ 1 (S, ω), * ). Let π : ℓ 1 (S, ω) → ℓ 1 (S, ω)/Cδ ♦ denote the quotient map. The symbol · will stand for the product on ℓ 1 (S, ω)/Cδ ♦ induced by * . Let us consider the restriction map It is elementary to see that # is an algebra product on ℓ 1 (S \ {♦}, µ)). Furthermore, (ℓ 1 (S \ {♦}, µ), #) is a Banach algebra since f #g µ ≤ f µ g µ holds for all f, g ∈ ℓ 1 (S \ {♦}, µ) as the map ϕ is an isometry. For our purposes the most important property of ℓ 1 (S \ {♦}, µ) is that for every
The above equality holds for the following reason. Observe that for r ∈ S \ {♦}, we simply have δ r = δ r | S\{♦} = ψ(δ r ). Consequently whenever s, t ∈ S \ {♦} then
On the one hand if st = ♦ then ψ(δ st ) = ψ(δ ♦ ) = 0. On the other hand if st = ♦ then ψ(δ st ) = δ st , thus proving the claim.
In particular it follows from Equation 5.10 that (ℓ 1 (S \ {♦}, µ), #) is a unital Banach algebra with δ e being the unit, and such that δ e µ = µ(e) = 1. The proof of the following is entirely analogous to that of Proposition 4.5. In the following Cu 2 denotes the second Cuntz semigroup Theorem 5.10. Let A n := (ℓ 1 (Cu 2 \ {♦}, µ n ), #) for every n ∈ N. Then (A n ) is a sequence of properly infinite Banach algebras such that Asy(A n ) is not properly infinite.
Proof. Fix n ∈ N. Let p := δ b 1 #δ a 1 and q := δ b 2 #δ a 2 . Then p, q ∈ A n are idempotents with p ∼ δ e ∼ q and p ⊥ q plainly because of the defining property of Cu 2 and Equation (5.10 ). This in particular shows that A n is properly infinite.
Let p, q ∈ A n be arbitrary idempotents satisfying p ∼ δ e ∼ q and p ⊥ q. Clearly p, q / ∈ {δ e , 0}, hence Proposition 5.9 yields p µn , q µn ≥ n/2, and consequently C ′ PI (A n ) ≥ n 2 /4. In view of Proposition 5.8 the Banach algebra Asy(A n ) cannot be properly infinite.
Let us think a little about the combinatorics of Cu 2 . Any reduced word is of the form s = s b s a where s a is a word in a 1 , a 2 (which are free, so generating a copy of S 2 the free semigroup on two generators) and s b is a word in b 1 , b 2 . Consider how to cancel a word of the form s a t b . This will be equal to ♦ unless s a t b = · · · a n 3 1 a n 2 2 a n 1 1 b n 1 1 b n 2 2 b n 3 1 · · · with perhaps one of s a or t b having extra, unbalanced, terms on the left, or right, respectively. We can express this more succinctly as follows. Define * to be the unique involution on Cu 2 with a * i = b i for i = 1, 2 and e * = e, ♦ * = ♦. Notice that r * b r b = e for any word r b . Then s a t b = ♦ unless either s a = r a t * b or t b = s * a r b , for some words r a and r b . From this, we can see that the idempotents in Cu 2 are of the form s b s * b for an arbitrary word s b ∈ S 2 . Let I(Cu 2 ) be the set of idempotents, excluding ♦. One can also show that if s ∈ I(Cu 2 ), t ∈ I(Cu 2 ) then st, ts ∈ I(Cu 2 ). How idempotents multiply is a little more complicated. Let s = s b s * b , t = t b t * b , and consider st. This will equal ♦ unless either:
Proposition 5.13. For each n ≥ 1 there exists a quasi-weight µ n on Cu 2 \ {♦} so that with A = (ℓ 1 (Cu 2 \ {♦}, µ n ), #), we have C ′ PI (A) = 1 and yet C PI (A n ) ≥ n. Proof. We follow the strategy of the proof of Proposition 4.11. Choose N so that (N/86) 1/3 ≥ n. The set X = {e, ♦, b 1 a 1 , b 2 a 2 } is a sub-semigroup of Cu 2 , and so the map ω : Cu 2 → [1, ∞) defined by ω(s) = 1 for s ∈ X and ω(s) = N ∈ N otherwise, is a weight. Let µ n be the induced quasi-weight on Cu 2 \ {♦}. With p = δ b 1 a 1 and q = δ b 2 a 2 , we see that C ′ PI (A) = 1. However, our quasi-weight satisfies the hypotheses of Proposition 5.12, and so C PI (A) ≥ (N/86) 1/3 ≥ n.
We can prove some similar renorming results. The following is shown in exactly the same way as Proposition 4.15, as if we have orthogonal idemopotents p, q then {0, 1, p, q} is a (bounded) semigroup in A.
Proposition 5.14. Let A be a unital Banach algebra. There is an equivalent norm · 0 on A such that (A, · 0 ) is a unital Banach algebra, and C ′ PI (A, · 0 ) = 1. Proposition 5.15. For each K > 0 there is a Banach algebra A and a, b, c, d ∈ A with ab = cd = 1, cb = ad = 0, such that, if · 0 is any equivalent norm on A, then
Proof. We follow the strategy of the proof of Proposition 4.17. We have the wordlength ℓ on Cu 2 , where ℓ(♦) = 0, and again this is sub-additive. Thus, for x > 0, the function ω x (s) = exp(xℓ(s)) is a weight. Let µ be the quasi-weight given by ω, and set A = ((ℓ 1 (Cu 2 \ {♦}, µ n ), #). Let · 0 be an equivalent norm on A, say with
The same argument as used in the proof of Proposition 4.17 now shows that a 0 , b 0 , c 0 , d 0 ≥ e x , which completes the proof.
Again, we leave open the question of whether it is possible to find an equivalent norm with C PI (A, · 0 ) = 1 (or less than some absolute constant).
5.4.
When we have norm control. As in the Dedekind-finite case, the converse to Theorem 5.2 holds provided we have uniform norm control. Notice that this, when combined with Proposition 5.8, gives a complete characterisation of when Asy(A n ) is properly infinite.
Proposition 5. 16 . Let (A n ) be a sequence of unital Banach algebras such that lim sup n→∞ C PI (A n ) < ∞. Then Asy(A n ) is properly infinite.
We remark that this hypothesis is weaker than sup n C PI (A n ) < ∞, as the hypothesis of the proposition allows finitely many of the A n to not be properly infinite.
Proof. By hypothesis, there are K > 0 and N ∈ N such that for n ≥ N we can find a n , b n , c n , d n ∈ A n with a n b n c n d n ≤ K and so that, with p n = b n a n , q n = d n c n , we have that p n , q n are mutually orthogonal idempotents with p n ∼ 1 ∼ q n . Notice that by rescaling, we may suppose that a n = b n and c n = d n . As a n b n = 1 it follows that a n ≥ 1; similarly c n ≥ 1. Then a n 2 c n 2 ≤ K and so a n 2 ≤ K and c n 2 ≤ K. For n < N define a n = b n = c n = d n = 0. Then A = (a n ) ∈ ℓ ∞ (A n ) with A 2 ≤ K, and similarly for B = (b n ), C = (c n ) and D = (d n ). We now see that π(A)π(B) = 1 in Asy(A n ), and similarly π(C)π(D) = 1. Furthermore, p = π(B)π(A) and q = π(D)π(C) are idempotents with pq = qp = 0. Thus p ∼ 1 ∼ q and p, q are orthogonal, and so Asy(A n ) is properly infinite, as claimed.
Corollary 5.17. Let (A n ) be a sequence of unital Banach algebras such that there is an N ∈ N such that A n is properly infinite for all n ≥ N . Moreover, suppose that one of the following two conditions hold:
(1) A n = A m for every n, m ≥ N ;
(2) A n is a C * -algebra for each n ∈ N. Then Asy(A n ) is properly infinite.
Proof. When A n = A m for n, m ≥ N , this follows immediately from the preceding result. Now suppose that each A n is a C * -algebra. As remarked in the introduction, a C * -algebra B is properly infinite if and only if there are projections p, q ∈ B with pq = 0 (so also qp = 0) and with p ≈ 1 ≈ q. In particular, C PI (B) = 1; and so the result follows again from the previous result. 5.5. For ultraproducts. All of these results hold for ultraproducts with suitable modifications. For example, the analogue of combining Propositions 5.8 and 5.16 is the following.
Theorem 5.18. Let (A n ) be a sequence of Banach algebras, and let U be an ultrafilter. Then (A n ) U is properly infinite if and only if there is K > 0 such that {n ∈ N :
Stable rank one
We say that a Banach algebra A has stable rank one if the group of invertible elements inv(A) is dense in A. We recall, [25, Proposition 3.1] , that this is equivalent to either the left, or the right, topological stable rank of A being 1. Let us sketch this argument. Definition 6.1. For a unital Banach algebra A let Lg n (A) be the collection of n-tuples of elements of A which generate A as a left ideal. The left topological stable rank of A is the least n for which Lg n (A) is dense in A.
There are analogous definitions on the right.
This means that (a 1 , · · · , a n ) ∈ Lg n (A) exactly when there exist (b 1 , · · · , b n ) ∈ A n with 1 − i b i a i < 1. Thus a ∈ Lg 1 (A) if and only if there is b ∈ A with 1 − ba < 1, in which case ba is invertible, so actually there exists b ′ ∈ A with b ′ a = 1, that is, a is left invertible.
So if inv(A) is dense, then Lg 1 (A) is dense. Conversely, if Lg 1 (A) is dense, then for a ∈ Lg 1 (A) there is b ′ with b ′ a = 1 so there is b ∈ Lg 1 (A) with b − b ′ small enough so that 1 − ba < 1. Then ba is invertible, and b is left invertible, so there are c, d with cb = 1, d(ba) = (ba)d = 1. Then c = c(ba)d = ad and so adb = 1 so db is the inverse of a. Hence Lg 1 (A) ⊆ inv(A) and so inv(A) is dense.
We recall, see [17, Lemma 2.1] for example, that having stable rank one implies being Dedekind finite. As shown in [17, Example 2.2] the converse does not hold. We hence view having stable rank one as a strict strengthening of being Dedekind-finite; and a strengthening which is much studied for C * -algebras. Lemma 6.2. Let (A n ) be a sequence of unital Banach algebras. Then inv (Asy(A n )) = π inv ℓ ∞ (A n ) .
(6.1)
Proof. For the non-trivial direction, let us pick an arbitrary A = (a n ) ∈ ℓ ∞ (A n ) with π(A) ∈ inv(Asy(A n )). Thus there is C = (c n ) ∈ ℓ ∞ (A n ) with π(A)π(C) = π(C)π(A) = 1, that is, with lim n→∞ c n a n − 1 n = lim n→∞ a n c n − 1 n = 0.
Set u n = c n a n and v n = a n c n for each n, so there is N with u n − 1 n < 1/2 and v n − 1 n < 1/2 for n ≥ N . Consequently, for n ≥ N we have that u n , v n ∈ inv(A n ) with u −1 n , v −1 n ≤ 2. As a n u n = a n c n a n = v n a n for each n, we have that a n u −1 n = v −1 n a n for n ≥ N . Observe that a n (c n v −1 n ) = 1 n , (c n v −1 n )a n = c n a n u −1 n = 1 n , and so a n ∈ inv(A n ) with a −1 n = c n v −1 n and hence a −1 n ≤ 2 C . Define a ′ n = a n : n ≥ N, 1 n : otherwise, b n = a −1 n : n ≥ N, 1 n : otherwise.
. As π(A) = π(A ′ ) the claimed result follows. Proposition 6.3. Let A be a unital Banach algebra such that Asy(A) has stable rank one. Then also A has stable rank one.
Proof. If not, then there is a ∈ A and ǫ > 0 with a − b ≥ ǫ for each b ∈ inv(A). Let A = (a) ∈ ℓ ∞ (A) so as Asy(A) has stable rank one there is c ∈ inv(Asy(A)) with π(A) − c < ǫ/2. By Lemma 6.2 there is C = (c n ) ∈ inv(ℓ ∞ (A)) with π(C) = c, so that
Hence there is some n with a − c n < ǫ, and as each c n is invertible, this gives the required contradiction.
We now wish to improve this result, and completely characterise when Asy(A) has stable rank one in terms of "uniform" approximation by invertibles for A. We give below, in Theorem 6.11, a counter-example to show that A can have stable rank one while Asy(A) does not. For C * -algebras, this does always hold, see Proposition 6.9. Proposition 6.4. Let A be a Banach algebra. The following are equivalent:
(1) There is a function f : (0, ∞) → R such that for ǫ > 0 and a ∈ A with a ≤ 1 there is b ∈ inv(A) with a − b < ǫ and b −1 ≤ f (ǫ); (2) ℓ ∞ (A) has stable rank one.
(3) Asy(A) has stable rank one.
Proof. Suppose f exists. Let A = (a n ) ∈ ℓ ∞ (A). By homogeneity we may suppose that a n ≤ 1 for each n. Given ǫ > 0, for each n we can find b n ∈ inv(A) with a n − b n < ǫ and b −1 n ≤ f (ǫ). Thus B = (b n ) ∈ ℓ ∞ (A) and (b −1 n ) is also in ℓ ∞ (A). So B ∈ inv(ℓ ∞ (A)) and A − B ≤ ǫ. As ǫ > 0 and A were arbitrary, this shows that ℓ ∞ (A) has stable rank one.
If ℓ ∞ (A) has stable rank one, also Asy(A) has stable rank one. Now suppose that Asy(A) has stable rank one. For ǫ > 0 and a ∈ A with a ≤ 1 let
Suppose this is not so. Then there is ǫ > 0 and a sequence (a n ) with a n ≤ 1 for each n ∈ N, and with b −1 ≥ n for each b ∈ I ǫ an . Let A = (a n ) ∈ ℓ ∞ (A) and a = π(A) ∈ Asy(A) so there is c ∈ inv(Asy(A)) with a − c < ǫ/2. Again, c = π(C) for C = (c n ) ∈ inv(ℓ ∞ (A)) so in particular there is M > 0 with c −1 n ≤ M for all n ∈ N. Then lim sup n→∞ a n − c n < ǫ/2 so for n large enough, c n ∈ I ǫ an and also n > M , which gives the required contradiction.
We remark that it seems somewhat harder to characterise when Asy(A n ) has stable rank one, for a sequence (A n ) of varying Banach algebras. In the next section we develop some results which allow us to say something about this more general situation. 6.1. Stable rank one as a "three space property". Having stable rank one is not a three-space property (see [25, Examples 4.13] ), but in our special situation we can say something. The following is the Banach-algebraic analogue of the ring-theoretic lemma [17, Lemma 2.10] . We recall that if A is a unital algebra over a field K with multiplicative identity 1 A , and J A is a two-sided ideal, thenJ denotes the unital subalgebra K1 A + J . Moreover, inv(J ) = inv(A) ∩J (see [17, Lemma 2.4] ).
Proposition 6.5. Let A be a unital Banach algebra and let J
A be a closed two-sided ideal such that bothJ and A/J have stable rank one. Let π : A → A/J denote the quotient map. If π(inv(A)) = inv(A/J ) then A has stable rank one.
Proof. Let a ∈ A and ǫ > 0 be arbitrary. Since A/J has stable rank one, there is c ∈ A such that π(c) ∈ inv(A/J ) and π(a) − π(c) < ǫ/2. By the assumption there is d ∈ inv(A) such that π(d) = π(c) and thus π(a) − π(d) < ǫ/2. Consequently there is b ∈ J such that a − d − b < ǫ/2. Let us define a ′ := b + d. We observe that π(a ′ d −1 ) = π(bd −1 + 1) = π(b)π(d −1 ) + π(1) = π(1), (6.2) equivalently, 1 − a ′ d −1 ∈ J . This implies that a ′ d −1 ∈J . NowJ has stable rank one, therefore we can pick f ∈ inv(J ) = inv(A) ∩J such that a ′ d −1 − f < ǫ/2 d . Clearly f d ∈ inv(A). Also,
which shows that A has indeed stable rank one. Lemma 6.6. Let (A n ) be a sequence of Banach algebras all of which have stable rank one. Let J = c 0 (A n ) considered as an ideal in A = ℓ ∞ (A n ). ThenJ has stable rank one.
Proof. This follows from [25, Theorem 5.2], but we give the argument in this special case. Let A = (t1 n +a n ) ∈J , so a n → 0 and t ∈ C. We wish to approximate A by a member of inv(J ). If t = 0 then pick s ∈ C non-zero and close to t. If A ′ = (s1 n + a n ) ∈J can approximated by a member of inv(J ) then so can A because A ′ is close to A. So we may suppose that t = 0. If t −1 A = (1 n + t −1 a n ) can be approximated by a member of inv(J ) then so can A. So we may suppose that t = 1. Pick ǫ > 0 and choose N so that a n < 1/2 for n ≥ N . For n ≥ N let c n = −a n + a 2 n − a 3 n + · · · ∈ A n so that c n ≤ a n (1 − a n ) −1 and c n a n = a n c n = −c n − a n . For n < N use that A n has stable rank one to find d n ∈ inv(A n ) with 1 n + a n − d n ≤ ǫ. Set c n = (d n ) −1 − 1 n for n < N . Set b n = d n − 1 n for n < N and b n = a n for n ≥ N . Then B = (b n ), C = (c n ) ∈ J . Notice that (1 n + b n )(1 n + c n ) = d n d −1 n : n < N, 1 n + a n + c n + a n c n : n ≥ N, and so (1 n + b n )(1 n + c n ) = 1 n for all n. Similarly (1 n + c n )(1 n + b n ) = 1 n for all n. As 1 + B, 1 + C ∈J we see that 1 + B ∈ inv(J ). Finally we consider A − (1 + B) . For n < N we have that (1 n + a n ) − (1 n + b n ) = 1 n + a n − d n ≤ ǫ, while for n ≥ N we have that (1 n + a n ) − (1 n + b n ) = a n − a n = 0. Hence A − (1 + B) ≤ ǫ. Proposition 6.7. Let (A n ) be a sequence of unital Banach algebras all of which have stable rank one. ℓ ∞ (A n ) has stable rank one if and only if Asy(A n ) has stable rank one.
Proof. If ℓ ∞ (A n ) has stable rank one then clearly so does Asy(A n ). Conversely, set A = ℓ ∞ (A n ) and J = c 0 (A n ) so that Asy(A n ) = A/J . By Lemma 6.6, we see that J has stable rank one, and by Lemma 6.2 we know that inv(A/J ) = π(inv(A)). Thus Proposition 6.5 applies to show that A has stable rank one.
6.2.
For C * -algebras. We recall that in a C * -algebra A an element a ∈ A has a unitary polar decomposition if there exists a unitary u ∈ A such that a = u|a|. Lemma 6.8. If A is a unital C * -algebra such that every element of A has a unitary polar decomposition then A has stable rank one.
Proof. Let a ∈ A and ǫ > 0 be fixed. By the assumption there is a unitary u ∈ A such that a = u|a|. By the Spectral Theorem, we know that |a| + ǫ1 ∈ inv(A), hence also b = u(|a| + ǫ1) ∈ inv(A). Then a − b = ǫu = ǫ. It follows that A has stable rank one. Proposition 6.9. Let (A n ) be a sequence of unital C * -algebras having stable rank one. Then Asy(A n ), and hence also ℓ ∞ (A n ), have stable rank one.
Proof. This relies on an observation of Loring, [21, Lemma 19.2.2] , which says that under this hypothesis, every element of Asy(A n ) has a unitary polar decomposition. The result now follows from Lemma 6.8 and Theorem 6.4.
For completeness, we give the short proof of [21, Lemma 19.2.2] . Let a ∈ Asy(A n ) be a = π(A) for some A = (a n ) ∈ ℓ ∞ (A n ). As for each n we have that inv(A n ) is dense in A n , we can find x n ∈ inv(A n ) with lim n→∞ a n − x n = 0, so that a = π(A ′ ) with A ′ = (x n ) ∈ ℓ ∞ (A n ). Notice that ( x −1 n ) might well be unbounded. For each n set u n = x n (x * n x n ) −1/2 a unitary in A n with u n |x n | = x n . Then U = (u n ) ∈ ℓ ∞ (A n ) and X = (|x n |) ∈ ℓ ∞ (A n ) are such that U is unitary and X = |A ′ |, and A ′ = U X. By uniqueness of positive square-roots, π(X) = |a| and so π(U )|a| = a in Asy(A n ) is the required unitary polar decomposition. Remark 6.10. This result, together with Proposition 6.4, shows that if A is a C * -algebra with stable rank one, then we get a form of uniform norm control on the approximating invertible elements. It would be interesting to know if this could be proved "directly", in some sense. 6.3. A counter-example. We shall now present a construction which shows that Proposition 6.9 does not hold for Banach algebras. Theorem 6.11. The Banach algebra A = ℓ 1 (Z), equipped with the convolution product, has stable rank one. For any nonprinciple ultrafilter U we have that (A) U does not have stable rank one, and hence also Asy(A) and ℓ ∞ (A) do not have stable rank one.
Proof. Let (p n ) be an increasing enumeration of the primes. We shall first show that the ultraproduct (ℓ 1 (Z/p n Z)) U does not have stable rank one. We do this by collecting certain facts:
(1) There is a contractive surjective homomorphism from (ℓ 1 (Z/p n Z)) U to ℓ 1 (G) where G is the set-theoretic ultraproduct (Z/p n Z) U . This follows from [7, Section 2.3.2] following [5, Section 5.4] . Notice that G is also a commutative group. (2) The proof of [20, Theorem 7.1] shows that G is divisible and torsion-free and that G has cardinality the continuum. It follows that there is a set I of continuum cardinality with G and ⊕ I Q isomorphic as Q-vector spaces, so certainly isomorphic as abelian groups. So ℓ 1 (G) is Banach-algebra isomorphic to ℓ 1 (⊕ I Q). (3) Let H = ⊕ I Q and let H be the dual group, a compact abelian group. By [12, Proposition 4.14] , for example, we know that the Gel'fand tranform (identified with the Fourier transform) gives a contractive homomorphism G : ℓ 1 (⊕ I Q) → C( H) which has dense range. (4) The compact space H consists of all group homomorphisms ⊕ I Q → T, equipped with the topology of pointwise convergence. It is easy to see that this agrees with the compact space ( Q) I . So C( H) is isomorphic with C(( Q) I ). (5) There is hence a dense range homomorphism (ℓ 1 (Z/p n Z)) U → C(( Q) I ). (6) The compact abelian group Q is identified in [16, Section 25.4] . In particular, it is isomorphic to the "a-adic solenoid" Σ a for a suitable choice of sequence a. These compact groups are studied in [16, Section 10] , and in particular, [16, Theorem 10.13] shows that Σ a is connected (and compact Hausdorff). It follows from the definition, and [16, Theorem 10.5], that Σ a is a metrisable space. (7) We now consider the covering dimension of a topological space, see for example [23, Chapter 3] . In particular, it follows from [23, Proposition 1.3] that for a Hausdorff space X, if dim(X) = 0 then X is totally disconnected. Thus dim( Q) ≥ 1. We shall also consider the small inductive dimension of a topological space, [23, Chapter 4] . For a metric space, this is the same as the covering dimension, [23, Section 4, Chapter 5]. Finally, if X is a compact metric space with dim(X) ≥ 1, and I an infinite set, then X I has infinite dimension. This is shown for the small inductive dimension in [8, Example 1.5.17], and hence also holds for the covering dimension. (8) Rieffel's original motivation in [25] was to generalise the covering dimension to C * -algebras (compare [25, Theorem 1.1] with [23, Proposition 3.3.2] for example).
In particular, [25, Proposition 1.7] shows that if X is a compact (Hausdorff) space then the topological stable rank of C(X) is ⌊dim(X)/2⌋ + 1. (9) In particular, Q I has infinite dimension. It follows that C( Q I ) does not have stable rank one. Hence also (ℓ 1 (Z/p n Z)) U does not have stable rank one.
