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Abstract
We investigate the existence of weak solutions to the abstract Cauchy problem
for the following doubly nonlinear evolution inclusion of second order{
u′′(t) + ∂Ψ(u′(t)) + ∂Et(u(t)) +B(t, u(t), u
′(t)) ∋ f(t), t ∈ (0, T ),
u(0) = u0, u
′(0) = v0,
on a separable and reflexive Banach space V . Under suitable assumptions on
the functionals Et and Ψ as well as the perturbation B and the external force f ,
the existence of solutions is established by showing the convergence of a variational
approximation scheme using tools from the theory of convex analysis and the theory
of gradient systems.
1 Introduction
In this article, results on the doubly non-linear evolution equationu
′′(t) + ∂Ψ (u′(t)) + ∂Et(u(t)) +B(t, u(t), u′(t)) ∋ f(t), t ∈ (0, T ),
u(0) = u0, u′(0) = v0
(1.1)
are provided. General inclusions of type (1.1) can be seen as an abstract formulation
of second order in time equations coming from physics as the Kevin–Voigt model or
the peridynamic model in elasticity theory, the non linear Klein–Gordon equation from
quantum mechanics and other nonlinear wave equations arising in mechanics and quantum
mechanics, a equation for describing a vibrating membrane, see, e.g., [EmT10, EmŠ11,
EmŠ13, RoT17, BMR12, Rou05].
Abstract evolution equations of second order of the form
u′′(t) + A(t)u(t) +B(t)u(t) = f(t), t ∈ (0, T ),
have been studied by several authors under various conditions and assumptions on the
acting operators. Emmrich and Šiška have shown in [EmŠ13] the existence of weak
solutions considering the case when A : VA → V ∗A is a linear, bounded, strongly positive
and symmetric, and B : VB → V ∗B is a demicontinuous and bounded potential operator
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operator such that a Andrews–Ball type condition holds, i.e., (B + λA) : V → V ∗
is monotone with V := VA ∩ VB, VA and VB being suitable separable and reflexive Ba-
nach spaces, whereas in [EŠT15] the authors consider the reverse case, i.e., the operator
A is supposed to be hemicontinuous, monotone, coercive and satisfy a suitable growth
condition and the operator B is supposed to be linear, bounded, symmetric, and strongly
positive. A doubly nonlinear case has been investigated in [EmT10, EmT11, EmŠ11] with
similar assumptions on the operators with the crucial assumption on B(t) = B0 + B1(t)
being the sum of a linear, bounded, symmetric and strongly positive operator B0 and
a compact perturbation B1(t). The case where at least one operator is assumed to be
multivalued has also been studied by several authors. Just recently Rossi and Thomas
studied in [RoT17] a coupled system of a rate-dependent and a rate-independent process.
The rate-dependent process being of second order in time modelling visco-elastic solids
with inertia while the rate-independent process is a generalized gradient flow modelling
plasticity with damage, see also [Rou09]. Using the notion of an so-called(semi-)energetic
solution, they showed, e.g., the existence of a weak solution for the rate-dependent process
in the case of A : V → V ∗ beeing linear, bounded, symmetric and strongly positive and a
energetic solution for the rate-independent process. We mention, that this coupling can
also be considered in our more general setting which we will not focus on in this work.
A special class of evolution equations of second order are the so-called Hamiltonian or
energy preserving systems, i.e, when A ≡ 0 and B is a potential operator. In this case no
dissipative effects occur, e.g., in the Klein–Gordon equation without viscous regular-
ization. This situation is in general more delicate and there are very few abstract results
known. By means of the semigroup theory, Barbu and Brézis [Bar76, Bre72] obtained
the existence of strong solutions in a Hilbert space setting. We also refer the reader to
the monographs [Bar76, GGZ74, Rou09] for a detailed study of evolution equations.
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In what follows, let (U, ‖ · ‖U), (V, ‖ · ‖) and (W, ‖ · ‖W ) be real, reflexive and separable
Banach spaces and let (H, | · |, (·, ·)) be a Hilbert space with the norm | · | induced by
the inner product (·, ·), such that the dense and continuous embeddings
U →֒ V →֒W →֒ H ∼= H∗ →֒ W ∗ →֒ V ∗ →֒ U∗
hold. Furthermore, we assume the embeddings U
c
→֒W as well as V
c
→֒ H to be compact.
First, in order to give the inclusion (1.1) a meaning, we define for a proper functional
F : V → (−∞,+∞] the (Fréchet) subdifferential of F , which is given by the multival-
ued map ∂F : V → 2V
∗
with
∂F (u) :=
{
ξ ∈ V ∗ : lim inf
v→u
F (v)− F (u)− 〈ξ, v − u〉
‖v − u‖
≥ 0
}
.
Its elements are called subgradients, where 〈·, ·〉 denotes the duality pairing between the
Banach space V and its topological dual space V ∗. The effective domain of F and the
domain of its subdifferential ∂F , we denote by D(F ) := {v ∈ V | F (v) < +∞} and
D(∂F ) := {v ∈ V : ∂F (v) 6= ∅}, respectively. If the set of subgradients of F at a
given point u is nonempty, we say that F is subdifferentiable at u. The following lemma
states that the subdifferential of the sum of a subdifferential function and a Fréchet
differentiable function equals the sum of the subdifferentials of both functions.
3Lemma 2.1. Let F : V → (−∞,+∞] and G : V → (−∞,+∞] be subdifferentiable and
Fréchet differentiable at u ∈ D(∂F ) ∩D(∂G) 6= ∅, respectively. Then, there holds
∂(F +G)(u) = ∂F (u) +DFG(u).
Proof. This follows immediately from the definition of a subdifferential.
Since we are dealing with convex and λ-convex functions, we would like to express the
subdifferential in an equivalent way which is easier to handle. The function F is called
λ-convex with parameter λ ∈ R if
F (tu+ (1− t)v) ≤ tF (u) + (1− t)F (v) +
λ
2
t(1− t)‖u− v‖2
for all u, v ∈ D(F ) and t ∈ (0, 1). If λ < 0 and λ = 0, then the function is called strongly
convex and convex, respectively. It is not difficult to show that for a λ-convex and proper
function F , the subdifferential of F is equivalently given by
∂F (u) =
{
ξ ∈ V ∗ : F (u) ≤ F (v) + 〈ξ, u− v〉+
λ
2
‖u− v‖2 for all v ∈ V
}
.
It follows immediately that for λ < 0, the subdifferential of a λ-convex function F is
strongly positive, i.e.,
〈ξ − ζ, u− v〉 ≥ −λ‖u− v‖2
for all ξ ∈ ∂F (u) and ζ ∈ ∂F (v).
Let us now introduce an important tool from the theory of convex analysis. For a proper,
lower semicontinuous and convex function F : V → (−∞,+∞], we define the so-called
convex conjugate (or Legendre–Fenchel transform) F ∗ : V ∗ → (−∞,+∞] by
F ∗(ξ) := sup
u∈V
{〈ξ, u〉 − F (u)} , ξ ∈ V ∗.
By definition, we directly obtain the Fenchel–Young inequality
〈ξ, u〉 ≤ F (u) + F ∗(ξ), v ∈ V, ξ ∈ V ∗.
It can be checked that the convex conjugate itself is proper, lower semicontinuous and
convex, see, e.g., Ekeland and Témam [EkT74]. If, in addition, we assume F (0) =
0, then F ∗(0) = 0 holds as well. The following lemma gives a characterisation of a
subgradient of a function F in terms of its convex conjugate.
Lemma 2.2. Let F : V → (−∞,+∞] be a proper, lower semicontinuous and convex
functional and let F ∗ : V ∗ → (−∞,+∞] be the convex conjugate of F . Then for all
(u, ξ) ∈ V × V ∗, the following assertions are equivalent:
i) ξ ∈ ∂F (u) in V ∗;
ii) u ∈ ∂F ∗(ξ) in V ;
iii) 〈ξ, u〉 = F (u) + F ∗(ξ) in R.
Proof. Ekeland and Témam [EkT74, Prop. 5.1 and Cor. 5.2 on pp. 21].
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2.1 Assumptions
In this section, we collect all assumptions concerning the potential Ψ , the energy functional
E , the perturbation B as well as the external force f . Henceforth, we refer to the inclusion
(1.1) in the given framework as the damped inertial system (U, V,W,H, E , Ψ, B, f). The
assumptions we consider are essentially the same as given in [BEM19], where the same
evolution inclusion has been investigated after neglecting the acceleration term u′′(t).
Involving the acceleration term makes the situation more delicate. The assumptions for
the dissipation potential Ψ are the following:
(2.Ψ) Quadratic dissipation potential. There exist a strongly positive, symmetric
and continuous bilinear form a : V × V → R such that Ψ (v) = a(v, v).
Remark 2.3.
i) Assumption (2.Ψ) yields the convexity and continuity of the map v 7→ Ψ (v). Fur-
thermore, Ψ is Fréchet differentiable with the Fréchet derivative given by a
strongly positive, linear bounded and symmetric operator A : V → V ∗ such that
∂Ψ (v) = {Av} and the potential is expressed by Ψ (v) = 1
2
〈Av, v〉. Assumption (2.Ψ)
implies that the Legendre–Fenchel transform Ψ ∗ is convex, continuous, finite
everywhere, i.e., D(Ψ ∗) = V ∗ and can explicitly expressed by Ψ ∗(ξ) = 1
2
〈ξ, A−1ξ〉,
where A−1 : V ∗ → V is also continuous, symmetric and strongly positive which
follows from the Lax–Milgram theorem.
ii) A state dependence of the dissipation potential Ψu is admissible under the assump-
tions that the state dependence is continuous in the sense of Mosco-convergence,
the potentials Ψu and Ψ ∗u are coercive uniformly in u ∈ V in sublevels of E and the
Nemitskij operator associated to the Fréchet derivative A(u) : V → V ∗ of Ψu(v)
with respect to v ∈ V is weak to weak continuous in suitable Bochner spaces. See,
e.g., [Att84, BEM19, MRS13] for more details.
iii) We remark, that we could also allow a time dependent dissipation potential when
we assume a differentiable time dependence and a uniform strongly positivity and
boundedness of A(t) : V → V ∗ and a slight modification of Assumption (2.Ec) and
(2.Bb).
Let us also collect the assumptions for the energy functional E .
(2.Ea) Constant domain. For all t ∈ [0, T ], the functional Et : V → (−∞,+∞] is
proper and weakly lower semicontinuous with the time-independent effective do-
main dom(Et) ≡ D ⊂ U for all t ∈ [0, T ].
(2.Eb) Bounded from below. Et is bounded from below uniformly in time, i.e., there
exists a constant C0 ∈ R such that
Et(u) ≥ C0 for all u ∈ V and t ∈ [0, T ].
Since a potential is uniquely determined up to a constant, we assume without loss
of generality C0 = 0.
(2.Ec) Coercivity. There exists τ0 > 0 such that for every t ∈ [0, T ] and u0 ∈ V the
map
u 7→ Et(u) + τ0Ψ ((u− u0)/τ0)
has bounded sublevels in U .
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(2.Ed) Control of the time derivative. For all u ∈ D, the map t 7→ Et(u) is continuous
in [0, T ] and differentiable in (0, T ) and its derivative ∂tEt is controlled by the
function Et, i.e., there exists C1 > 0 such that
|∂tEt(u)| ≤ C1Et(u) for all t ∈ (0, T ) and u ∈ D.
(2.Ee) Closedness of ∂E . For all sequences tn : [0, T ]→ [0, T ], n ∈ N,
(un)n∈N ⊂ L∞(0, T ;U) and (ξn)n∈N ⊂ L2(0, T ;U∗) such that
a) tn(t)→ t for a.a. t ∈ [0, T ],
b) ∃C2 > 0 : sup{n∈N | t∈[0,T ] } G(un(t)) ≤ C2,
c) ξn(t) ∈ ∂Etn(t)(un(t)) a.e. in (0, T ),
d) un ⇀∗ u in L∞(0, T ;U), ‖σhun − un‖L2(0,T−h,V ) → 0 as h → 0 uniformly in
n ∈ N and ξn ⇀ ξ in L2(0, T ;U∗),
e) lim supn→∞
∫ T
0 〈ξn(t), un(t)〉U∗×U dt ≤
∫ T
0 〈ξ(t), u(t)〉U∗×U dt,
we have the relations
ξ(t) ∈ ∂Et(u(t)) in U∗, Etn(t)(un(t))→ Et(u(t)) as n→∞
and lim sup
n→∞
∂tEtn(t)(un(t)) ≤ ∂tEt(u(t)) for a.a. t ∈ (0, T ).
(2.Ef) Λ-convexity. There exists λ ≤ 0 such that for every t ∈ [0, T ], the energy
functional Et is λ-convex.
(2.Eg) Control of the subgradient. Let u ∈ D(∂UEt) and ξ ∈ ∂UEt(u). Then there
exist constants Cˆ > 0 and σ > 0 such that
‖ξ‖σU∗ ≤ Cˆ(1 + E(u) + ‖u‖U),
where ∂UE denotes the subdifferential of E on the space U .
We first give a few relevant comments on these assumptions that will be important later
on.
Remark 2.4.
i) From Assumption (2.Ed), we deduce with Gronwall’s lemma the chain of inequal-
ities
e−C|t−s|Es(u) ≤ Et(u) ≤ eC|t−s|Es(u) for all s, t ∈ [0, T ], u ∈ D. (2.1)
In particular, there exists a constant C1 > 0 such that
G(u) = sup
t∈[0,T ]
Et(u) ≤ C1 inf
t∈[0,T ]
Et(u) for all u ∈ D. (2.2)
ii) If the sequence (un)n∈N in (2.Ee) is bounded in H1(0, T ;V ), the condition ‖σhun −
un‖L2(0,T−h,V ) → 0 as h → 0 uniformly in n ∈ N holds obviously. Though, this
can not stated in this way since we want to verify the conditions for a sequence of
piecewise constant functions.
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Finally, we make the following assumptions on the non-variational non-monotone per-
turbation B and the force f .
(2.Ba) Continuity. The map (t, u, v) 7→ B(t, u, v) : [0, T ]×W ×H → V ∗ is continuous
on sublevels of G, i.e., for every sequence (tn, un, vn) → (t, u, v) in [0, T ]×W×H
with supn∈N G(un) ≤ R, there holds B(tn, un, vn)→ B(t, u, v) in V
∗.
(2.Bb) Control of B. There exist constants β > 0 as well as c ∈ (0, 1) and c˜ ∈ [0, 1)
with c + c˜ < 1 such that
c Ψ ∗u
(
−B(t, u, v)
c
)
≤ β(1 + Et(u) + |v|2) + c˜ Ψ (v)
for all u ∈ D, v ∈ V, t ∈ [0, T ].
(2.f) External force. The external force is square integrable as function with values
in H , i.e., f ∈ L2(0, T ;H).
Remark 2.5. We note that Assumption (2.Ba) ensures that the Nemytskij operator
associated to B maps strongly measurable functions contained in sublevels of G into
strongly measurable functions, i.e., for all strongly measurable functions u and v with
supt∈[0,T ] G(u(t)) ≤ R, the map t 7→ B(t, u(t), v(t)) is strongly measurable.
Having all assumptions given, we are in the position to state the main result which
includes the definition of a notion of a solution to (1.1).
Theorem 2.6 (Existence result). Let the damped inertial system (U, V,W,H, E , Ψ, B, f)
be given and fulfil Assumptions (2.E), (2.Ψ) and (2.B) as well as Assumption (2.f). Then
for all initial conditions u0 ∈ D, v0 ∈ H, there exists a solution to (1.1), i.e., there exist
functions
u ∈ L∞(0, T ;U) ∩ AC([0, T ];V ) ∩W1,∞(0, T ;H) ∩H2(0, T ;U∗) and ξ ∈ L∞(0, T ;U∗)
with u(0) = u0 and u′(0) = v0 such that
ξ(t) ∈ ∂Et(u(t)) and f(t) ∈ u′′(t) + ∂Ψ (u′(t)) + ξ(t) +B(t, u(t), u′(t)) in U∗
for almost all t ∈ (0, T ) and such that the energy dissipation inequality
1
2
|u′(t)|2 + Et(u(t)) +
∫ t
s
(Ψ (u′(r)) + Ψ ∗(S(r)− ξ(r)− u′′(r)) dr
≤
1
2
|u′(s)|2 + Es(u(s)) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈S(r), u′(r)〉dr,
holds for all 0 < t ≤ T for s = 0, and a.a. s ∈ (0, t), where S(r) := f(r)−B(r, u(r), u′(r)), r ∈
[0, T ].
2.2 Semi-implicit variational approxiomation scheme
The proof of theorem (2.6) is based on the construction of strong solutions to (1.1) via a
semi-implicite time discretization scheme. More specifically, we will employ a semi-implicit
Euler method where all terms will be discretized implicitly except for the non-variational
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perturbation term B in order to obtain a variational approximation scheme to inclusion
(1.1). To illustrate the idea, let for N ∈ N\{0}
Iτ = {0 = t0 < t1 < · · · < tn = nτ < · · · < tN = T} (2.3)
be an equidistant partition of the time interval [0, T ] with step size τ := T/N , where we
omit the dependence of supporting points on the step size for simplicity. The discretisation
of (1.1) is then given by
V nτ − V
n−1
τ
τ
+ ∂Ψ (V nτ ) + ∂Etn(U
n
τ ) +B
(
tn−1, U
n−1
τ , V
n−1
τ
)
∋ fnτ in V
∗ (2.4)
for n = 1, . . . , N , where V nτ :=
Unτ −U
n−1
τ
τ
and fnτ :=
∫ tn
tn−1
f(σ) dσ. The values Unτ ≈ u(tn)
and V nτ ≈ u
′(tn) shall approximate the exact solution and its time derivative, and are to
determine recursively from (2.4). By Lemma 2.1, it can be seen that the approximate
value Unτ is characterized as the solution to the Euler–Lagrange equation associated
to the map
u 7→ Φ(τ, tn−1, Un−1τ , U
n−2
τ , f
n
τ − B(tn−1, U
n−1
τ , V
n−1
τ ); u),
where
Φ(r, t, v, w, η; u) =
1
2r2
|u− 2v − w|2 + rΨ
(
u− v
r
)
+ Et+r(u)− 〈η, u〉 (2.5)
for r ∈ R>0, t ∈ [0, T ) with r + t ∈ [0, T ], u ∈ D, v, w ∈ V , and η ∈ V ∗.
We end up with the recursive schemeU
0
τ and U
−1
τ are given; whenever U
1
τ , . . . , U
n−1
τ ∈ V are known,
find Unτ ∈ Jτ,tn−1(U
n−1
τ , U
n−2
τ ; f
n
τ − B(tn−1, U
n−1
τ , V
n−1
τ ))
(2.6)
for n = 1, . . . , N , where Jr,t(v, w; η) := argminu∈U Φ(r, t, v, w, η; u). For notational conve-
nience, we define the so-called Moreau–Yosida regularisation
Φr,t(v, w; η) = inf
u∈U
Φ(r, t, v, w, η; u). (2.7)
The following lemma assures the solvability of the variational scheme (2.6).
Lemma 2.7. Let the system (U, V,W,H, E , Ψ ) be given and let the Assumptions (2.Ea)-
(2.Ec) and (2.Ψ) be fulfilled. Then for all r ∈ (0, τ0), t ∈ [0, T ) with t+ r ≤ T , v, w ∈ V
and η ∈ V ∗, the set Jr,t(v, w; η) is nonempty, where τ0 is from (2.Ec).
Proof. Let u ∈ D, v, w ∈ V, η ∈ V ∗ and r ∈ (0, τ0), t ∈ [0, T ) with r + t ≤ T be given.
First of all, the Fenchel–Young inequality and the boundedness of the energy from
below yield
Φ(r, t, v, w, η; u) =
1
2r2
|u− 2v + w|2 + rΨ
(
u− v
r
)
+ Et+r(u)− 〈η, u〉
=
1
2r2
|u− 2v + w|2 +
1
r
Ψ (u− v) + Et+r(u)− 〈η, u− v〉 − 〈η, v〉
≥
1
2r2
|u− 2v + w|2 +
(1
r
− ε
)
Ψ (u− v) + Et+r(u)
− εΨ ∗
(
η
ε
)
− 〈η, v〉 (2.8)
≥
1
2r2
|u− 2v + w|2 +
1
τ0
Ψ (u− v)− εΨ ∗
(
η
ε
)
− 〈η, v〉,
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where ǫ = 1/r+1/τ0. This implies Φr,t(v, w; η) > −∞, i.e., there exists a global minimum
of Φ(r, t, v, w, η; ·). On the other hand, we observe that
Φr,t(v, w; η) ≤
1
2r2
|u0 − 2v + w|2 + rΨ
(
u0 − v
r
)
+ Et+r(u0)− 〈η, u0〉 (2.9)
for any u0 ∈ D, so that Φr,t(v, w; η) < +∞ holds as well. It remains to show that the
global minimum is achieved by an element of D. In order to show that, let (un)n∈N ⊂ V
be a minimizing sequence for Φ(r, t, v, w, η; ·). From (2.8), we deduce that (un)n∈N ⊂
V is contained in a sublevel set of τ0Ψ ((· − v)/τ0) + Et+r(·) and thus by Assumption
(2.Ec) bounded in U . Hence, there exists a subsequence (not relabeled) which converges
weakly in V towards a limit u˜ ∈ U . By the weak lower semicontinuity of the map
u 7→ Φ(r, t, v, w, η; u), we have
Φ(r, t, v, w, η; u˜) ≤ lim inf
n→∞
Φ(r, t, v, w, η; un) = inf
v˜∈V
Φ(r, t, v, w, η; v˜),
and therefore u ∈ Jr,t(v, w; η) 6= ∅ and u ∈ D.
2.3 A priori estimates
Since the preceding lemma assures the solvability of the approximation scheme (2.6), we
are now able to define linear and constant interpolation functions which will interpolate
the values (Unτ )
N
n=0 and (V
n
τ )
N
n=0 for every τ > 0, respectively, and we will derive a priori
estimates for them. The interpolation functions shall approximate the wanted solution
to (1.1) and its derivative, and are therefore also referred to as approximate solution to
(1.1). In order to define the approximate solutions, let the initial values u0 ∈ D and
v0 ∈ V and the time step τ > 0 be fixed. Further, let (Unτ )
N
n=1 ⊂ D be the sequence of
approximate values obtained from the variational approximation scheme (2.6) for U0τ := u0
and U−1τ := u0 − τv0. Moreover, let (ξ
n
τ )
N
n=1 ⊂ V
∗ be a sequence of subgradients of the
energy determined by (2.4), i.e. ξnτ ∈ ∂Etn(U
n
τ ), i = 1, . . . , N . The piecewise constant and
linear interpolation functions are defined by
U τ (0) = U τ (0) = Ûτ (0) := U
0
τ = u0 and
U τ (t) := U
n−1
τ , Ûτ (t) :=
tn − t
τ
Un−1τ +
t− tn−1
τ
Unτ for t ∈ [tn−1, tn), (2.10)
U τ (t) := Unτ for t ∈ (tn−1, tn] and U τ (T ) = U
N
τ , n = 1, . . . , N.
as well as
V τ (0) = V τ (0) = V̂τ (0) := V
0
τ = v0 and
V τ (t) := V
n−1
τ , V̂τ (t) :=
tn − t
τ
V n−1τ +
t− tn−1
τ
V nτ for t ∈ [tn−1, tn), (2.11)
V τ (t) := V nτ for t ∈ (tn−1, tn] and V τ (T ) = V
N
τ , n = 1, . . . , N,
where we recall V nτ =
Unτ −U
n−1
τ
τ
for n = 1, . . . , N . We notice that Û ′τ = V τ in the weak
sense. Furthermore, we define the functions ξτ : [0, T ]→ V ∗ and fτ : [0, T ]→ H by
ξτ (t) = ξnτ , fτ (t) = f
n
τ for t ∈ [tn−1, tn), n = 1, . . . , N, (2.12)
ξτ (T ) = ξNτ and fτ (T ) = f
N
τ .
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For notational convenience, we also introduce the piecewise constant functions t¯τ :
[0, T ]→ [0, T ] and tτ : [0, T ]→ [0, T ] given by
tτ (0) := 0 and tτ (t) := tn for t ∈ (tn−1, tn],
tτ (T ) := T and tτ (t) := tn−1 for t ∈ [tn−1, tn), n = 1, . . . , N.
Obviously, there holds tτ (t)→ t and tτ (t)→ t as τ → 0. Henceforth, we use the abbrevi-
ated notation Bτ (t) := B(tτ (t), U τ (t), V τ (t)), t ∈ [0, T ].
With the above defined functions, we are in the position to show useful a priori esti-
mates.
Lemma 2.8 (A priori estimates). Let the system (U, V,W,H, E , Ψ, B, f) be given and
satisfy the Assumptions (2.E), (2.Ψ), (2.B) as well as Assumption (2.f). Furthermore,
let U τ , U τ , Ûτ , V τ , V τ , V̂τ , ξτ and fτ be the interpolation functions defined in (2.10)-(2.12)
associated to the given values u0 ∈ D, v0 ∈ V and the step size τ > 0. Then, the discrete
energy dissipation inequality
1
2
∣∣∣V τ (t)∣∣∣2 + Etτ (t)(U τ (t)) + ∫ tτ (t)
tτ (s)
(
Ψ (V τ (r)) + Ψ ∗
(
Sτ (r)− V̂ ′τ (r)− ξτ (r)
))
dr
≤
1
2
∣∣∣V τ (s)∣∣∣2 + Etτ (s)(U τ (s)) + ∫ tτ (t)
tτ (s)
∂rEr(U τ (r))dr +
∫
tτ (t)
tτ (s)
〈Sτ (r), V τ (r)〉dr (2.13)
+ τ
λ
2
∫
tτ (t)
tτ (s)
‖V τ (r)‖2dr,
holds for all 0 ≤ s < t ≤ T , where Sτ (r) := fτ (r) − Bτ (r), r ∈ [0, T ]. Moreover, there
exist positive constants M, τ ∗ > 0 such that the estimates
sup
t∈[0,T ]
∣∣∣V τ (t)∣∣∣ ≤M, sup
t∈[0,T ]
Et(U τ (t)) ≤M, sup
t∈[0,T ]
|∂tEt(U τ (t))| ≤M, (2.14)∫ T
0
(
Ψ
(
V τ (r)
)
+ Ψ ∗
(
Sτ (r)− V̂ ′τ (r)− ξτ (r)
))
dr ≤M (2.15)
hold for all 0 < τ ≤ τ ∗. Besides, the families
(V τ )0<τ≤τ∗ ⊂ L2(0, T ;V ), (2.16a)
(V̂ ′τ )0<τ≤τ∗ ⊂ L
2(0, T ;U∗), (2.16b)
(Bτ )0<τ≤τ∗ ⊂ L2(0, T ;V ∗), (2.16c)
and (ξτ )0<τ≤τ∗ ⊂ L∞(0, T ;U∗) (2.16d)
are uniformly bounded with respect to τ in the respective spaces. Finally, there holds
sup
t∈[0,T ]
(
‖U τ (t)− U τ (t)‖+ ‖Ûτ (t)− U τ (t)‖+ ‖V τ (t)− V̂τ (t)‖U∗ + ‖V τ (t)− V τ (t)‖U∗
)
→ 0
(2.17)
as τ → 0.
Proof. Let (Unτ )
N
n=1 ⊂ D be the approximate values obtained from the variational approx-
imation scheme (2.6) and let (ξnτ )
N
n=1 ⊂ V
∗ be the associated subgradients. Then, as al-
ready mentioned, by Lemma 2.1 the approximate value Unτ solves the Euler–Lagrange
equation (2.4), viz.
Snτ −
V nτ − V
n−1
τ
τ
− ξnτ ∈ ∂Ψ (V
n
τ ) and ξ
n
τ ∈ ∂Etn(U
n
τ ), (2.18)
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where Snτ := f
n
τ −B(tn−1, U
n−1
τ , V
n−1
τ ). Due to Lemma 2.2, the first inclusion is equivalent
to
Ψ (V nτ ) + Ψ
∗
(
Snτ −
V nτ − V
n−1
τ
τ
− ξnτ
)
=
〈
Snτ −
V nτ − V
n−1
τ
τ
− ξnτ , V
n
τ
〉
(2.19)
and the second one implies
−
〈
ξnτ , U
n
τ − U
n−1
τ
〉
≤ Etn(U
n−1
τ )− Etn(U
n
τ ) +
λ
2
‖Unτ − U
n−1
τ ‖
2
= Etn−1(U
n−1
τ )− Etn(U
n
τ ) +
∫ tn
tn−1
∂rEr(Un−1τ )dr +
λ
2
‖Unτ − U
n−1
τ ‖
2
(2.20)
for all n = 1, . . . , N . Using the identity(
V nτ − V
n−1
τ , V
n
τ
)
=
1
2
(
|V nτ |
2 − |V n−1τ |
2 + |V nτ − V
n−1
τ |
2
)
,
and the fact that 〈w, v〉 = (w, v) whenever w ∈ H , we end up with
1
2
|V nτ |
2 + Etn(U
n
τ ) + τΨ (V
n
τ ) + τΨ
∗
(
Snτ −
V nτ − V
n−1
τ
τ
− ξnτ
)
− τ 〈Snτ , V
n
τ 〉 (2.21)
≤
1
2
|V n−1τ |
2 + Etn−1(U
n−1
τ ) +
∫ tn
tn−1
∂rEr(Un−1τ )dr +
λ
2
‖Unτ − U
n−1
τ ‖
2
for all n = 1, . . . , N , which, by summing up the inequalities, implies (2.13). In order to
show the bounds (2.14) and (2.15), we make use of the following estimates: First,
τ〈Snτ , V
n
τ 〉 ≤ cτΨ (V
n
τ ) + cτΨ
∗
(
−B(tn−1, Un−1τ , V
n−1
τ )
c
)
+
τ
2
|fnτ |(1 + |V
n
τ |
2)
≤ cτΨ (V nτ ) + τβ(1 + Etn−1(U
n−1
τ ) + |V
n−1
τ |
2) + τ c˜ Ψ (V n−1τ ) (2.22)
+
τ
2
|fnτ |(1 + |V
n
τ |
2),
where we used Assumption (2.Bb) and Un−1τ −τV
n−1
τ = U
n−2
τ in the last inequality. Second,
by the uniform strong positivity of the dissipation potential
µ‖Unτ − U
n−1
τ ‖
2 ≤ Ψ (Unτ − U
n−1
τ ) ≤ τΨ
(
Unτ − U
n−1
τ
τ
)
for τ ≤ 1, where we used the fact that τ 7→ τΨ (v−u
τ
) is monotonically decreasing. Finally
we use the estimate following from the energetic control of power (2.Ed)∫ tn
tn−1
∂rEr(Un−1τ )dr ≤
∫ tn
tn−1
CEr(Un−1τ )dr ≤ C
∫ tn
tn−1
G(Un−1τ )dr.
Inserting all preceding inequalities in (2.21) and summing up all inequalities from 1 to n,
there exist constants C2, C3 > 0 such that
1
2
|V nτ |
2 +
1
C1
G(Unτ ) +
∫ tn
0
(
(1− α)Ψ (V τ (r)) + Ψ ∗
(
Sτ (r)− V̂ ′τ (r)− ξτ (r)
))
dr
≤ C3
(
|v0|
2 + E0(u0) + T + ‖f‖L1(0,T ;H) + Ψ (v0)
)
+ C2
∫ tn
0
(
(1 + |fτ(r)|)|V τ (r)|2 + G(U τ (r))
)
dr,
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where α := c + c˜ + τ λ
2µ
< 1 for τ < τ ∗ := min{2µ
λ
(1 − c − c˜), r∗, 1} with r∗ > 0 from
Assumption (2.Bb). Then by the Gronwall lemma there exists a constant M > 0
such that (2.14) and (2.15) are satisfied. Further, due to the coercivity of Ψ and Ψ ∗, the
uniform boundedness of (V τ )0<τ≤τ∗ ⊂ L2(0, T ;V ) and (Sτ − V̂ ′τ − ξτ )0<τ≤τ∗ ⊂ L
2(0, T ;V ∗)
follows. The boundedness of (Bτ )0<τ≤τ∗ ⊂ L2(0, T ;V ∗) uniformly in τ is a consequence
of Assumption (2.Bb): for M > 0, there exists µM > 0 such that
µM
∫ T
0
‖Bτ (r))‖2∗dr ≤
∫ T
0
Ψ ∗ (B(tτ (r), U τ (r), V τ (r))) dr
≤
∫ T
0
(
β(1 + Etτ (r)(U τ (r)) + |V τ (r)|
2) + c˜ Ψ (V τ (r))
)
dr
≤ const.
uniformly in τ . Since (fτ )0<τ≤τ∗ is uniformly integrable in L2(0, T ;H), we deduce that
(V̂ ′τ + ξτ )0<τ≤τ∗ is uniformly bounded in L
2(0, T ;V ∗) with respect to τ as well. Finally,
Assumption (2.Eg) implies uniform bounds for (ξτ )0<τ≤τ∗ and (V̂ ′τ )0<τ≤τ∗ in L
∞(0, T ;U∗)
and L2(0, T ;U∗), respectively. It remains to show the uniform convergences (2.17). But
this follows immediately from the uniform integrability of (V̂ ′τ )0<τ≤τ∗ ⊂ L
2(0, T ;U∗) and
(V τ )0<τ≤τ∗ ⊂ L2(0, T ;V ) since there holds
‖Ûτ (t)− U τ (t)‖ ≤ ‖U τ (t)− U τ (t)‖ =
∫
t(t)
t(t)
‖Û ′τ (r)‖dr and
‖V̂τ (t)− V τ (t)‖U∗ ≤ ‖V τ (t)− V τ (t)‖U∗ =
∫
t(t)
t(t)
‖V̂ ′τ (r)‖U∗ dr
for all t ∈ [0, T ].
2.4 Limit passage and completion of the proof
This section is devoted to the existence of convergent subsequences of the approximate
solutions in some proper Bochner spaces in order to pass to the limit in the discrete
inclusion (2.4) as the step size vanishes. As we will see, we will indeed obtain a solution to
the Cauchy problem (1.1). For this purpose, we will make use of compactness properties
of bounded sets in reflexive and separable spaces with respect to the weak topology. We
elaborate on this in the next result.
Lemma 2.9 (Compactness). Under the same assumptions of Lemma 2.8, let (τn)n∈N be
a vanishing sequence of positive real numbers and let u0 ∈ D and v0 ∈ V . Then there
exists a subsequence, still denoted by (τn)n∈N, a pair of functions (u, ξ) fulfilling u(0) = u0
in U , u′(0) = v0 in V and u ∈ Cw([0, T ];U)∩AC([0, T ];V )∩C1([0, T ];H)∩H2(0, T ;U∗),
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ξ ∈ L∞(0, T ;U∗) such that the following convergences hold
U τn , U τn , Ûτn ⇀
∗ u in L∞(0, T ;U), (2.23a)
Ûτn → u in Cw([0, T ];U), (2.23b)
U τn(t), U τn(t) ⇀ u(t) in U for all t ∈ [0, T ], (2.23c)
Ûτn → u in C([0, T ];W ), (2.23d)
Ûτn ⇀
∗ u in W1,∞(0, T ;H), (2.23e)
V τn , V τn ⇀ u
′ in L2(0, T ;V ), (2.23f)
V τn , V̂τn → u
′ in Lp(0, T ;H) for all p ≥ 1 with u′ ∈ C([0, T ];H), (2.23g)
V̂τn ⇀
∗ u′ in L∞(0, T ;H) ∩ H1(0, T ;U∗), (2.23h)
V τn(t), V τn(t)→ u
′(t) in H for a.a. t ∈ (0, T ), (2.23i)
V̂τn → u
′ in Cw([0, T ];H), (2.23j)
V τn(t), V τn(t) ⇀ u
′(t) in H for all t ∈ [0, T ], (2.23k)
ξτn ⇀
∗ ξ in L∞(0, T ;U∗), (2.23l)
Bτn → B(·, u(·), u
′(·)) in L2(0, T ;V ∗) (2.23m)
Proof. Let U τ , U τ , Ûτ , V τ , V τ V̂τ , ξτ as well as fτ be the interpolation functions with the
initial values u0 ∈ D and v0 ∈ V as defined in (2.10)-(2.12). Since all spaces were sup-
posed to be separable and reflexive, we note that if a Banach space X is separable
and reflexive, the spaces Lp(0, T ;X) become for 1 < p < ∞ also separable and reflexive,
whereas L∞(0, T ;X) becomes the dual space of the separable space L1(0, T ;X∗). So, as a
consequence of the Banach–Alaoglu theorem, bounded sets in Lp(0, T ;X), 1 < p <∞,
and L∞(0, T ;X) are relatively compact with respect to the weak and weak* topology. re-
spectively In view of the a priori estimates (2.14) and (2.15) and Assumption (2.Ec), this
implies that the sequence (U)τn is bounded in L
∞(0, T ;U). Together with the bounds
(2.16), this already yields the existence of convergence subsequences (denoted as before)
such that (2.23a), (2.23e),(2.23k),(2.23h) and (2.23l) hold. We remark, that the limit
functions can be identified with u and u′ by standard arguments. The convergence of
Ûτn → u in Cw([0, T ];V ) follows direclty from Lemma A.2.4 in [Puh16] stating that
for a bounded sequence in L∞(0, T ;V ) having weak derivatives which are bounded in
Lp(0, T ;V ), p ∈ (1,∞), there exists a subsequence converging against an absolutely con-
tinuous function with respect to the topology of Cw([0, T ];V ). Then, using the uniform
boundedness of the interpolation functions in U , i.e., (2.14) and the convergence (2.23a),
we obtain (2.23b) and (2.23c). Along the same lines, there holds (2.23j) and (2.23k). In
order to show (2.23d), we make use of the Arzelà–Ascoli theorem, i.e., we show that
the sequence of piecewise linear interpolations are pointwise contained in a relatively com-
pact subset of the space W and are pointwise equicontinuous . The former follows from
the boundedness of Ûτn(t) in U uniformly in t ∈ [0, T ] and for all n ∈ N following from
the a priori estimates and the compact embedding of U in W . The latter, on the other
hand, is a consequence of the estimate
‖Ûτn(t)− Ûτn(s)‖W ≤
∫ t
s
‖Û ′τn(r)‖W dr ≤ |t− s|
1/2(
∫ t
s
‖Û ′τn(r)‖
2
W dr)
1/2
≤ |t− s|1/2‖Û ′τn‖L2(0,T ;W ) ≤ C|t− s|
1/2‖Û ′τn‖L2(0,T ;V )
≤ |t− s|1/2CM,
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which in turn again follows from the a priori estimates. Now, we seek to apply theorem
(A.2) to the sequence V τn with M+ = V, B = H and Y = U
∗. Assumption i) and ii)
theorem (A.2) are obviously fulfilled. Assumption iii) follows for p =∞ directly from the
a priori estimate (2.14), whereas the compliance of assumption iv) for r = 2 can be seen
by
‖στnV τn − V τn‖L2(0,T−τn;U∗) = τn‖V̂
′
τn‖L2(0,T ;U∗) ≤ τnM,
and hence (2.23g). This, in turn, implies pointwise convergence of the very sequence
almost everywhere in [0, T ], i.e., (2.23i). The assertion for V̂τn can be shown analogously.
Further, from the convergences (2.23d), (2.23i), (2.17) and Assumptions (2.B), we deduce
with Lebesgues dominated convergence theorem the strong convergence of the perturba-
tion (2.23m). Finally, thanks to (2.23b) and (2.23j), the initial conditions are also fulfilled
by u and u′.
We conclude this section with the
proof of Theorem 2.6. We first show that the limit function obtained from the previous
lemma is indeed a solution to theCauchy problem. Let u0 ∈ D, v0 ∈ H and the vanishing
sequence of step sizes (τn)n∈N be given. We remark that for the a priori estimates, we
necessarily needed the initial datum v0 to be in V . Therefore, let (vk0 )k∈N ⊂ V be a
sequence such that vk0 → v0 in H . Henceforth, we assume k ∈ N to be fixed and we define
the interpolation functions associated to u0 and vk0 as in the previous lemma omitting
for notational convenience the dependence on k. Then, we obtain again by the previous
lemma the existence of convergent subsequences (labeld as before) of the interpolation
functions and a limit function u ∈ L∞(0, T ;U)∩H1(0, T ;V )∩C1([0, T ];H)∩H2(0, T ;U∗)
with u(0) = u0 in U and u′(0) = vk0 in V , where again we omit the dependence of the
limit function on k. Now, the discrete inclusion (2.18) reads in the weak formulation∫ T
0
〈Sτn(r)− V̂
′
τn(r)− ξτn(r)− AV τn(r), w(r)〉dr = 0 for all w ∈ L
2(0, T ;V ),
where Sτn = fτn − Bτn . Since Ψ is defined by a uniformly positive quadratic form, the
Fréchet derivative is a linear bounded and strongly positive operator A : V → V ∗
which implies that the associated Nemitskij operator A : L2(0, T ;V ) → L2(0, T ;V ∗)
is well defined, linear and bounded. Therefore the Nemitskij operator is weak-to-weak
continuous and we can pass to the limit. Also the convergence of Sτn to f−B(·, u(·), u
′(·))
strongly L2(0, T ;V ∗) as n → ∞ is justified by the previous lemma. Since V̂ ′τn ⇀ u
′′
in L2(0, T ;U∗) and ξτn ⇀ ξ in L
∞(0, T ;U∗), we are able to identify the weak limit of
(V̂ ′τn + ξτn) in L
2(0, T ;V ∗) as (u′′+ ξ) ∈ L2(0, T ;V ∗) although each term lies in the weaker
space L2(0, T ;U∗). Therefore, we are allowed to pass to the limit in the weak formulation
there as well. Then, by a density argument and the fundamental lemma of calculus of
variations, we deduce
u′′(t) + Au′(t) + ξ(t) +B(t, u(t), u′(t)) = f(t) in V ∗ a.a. in (0, T ). (2.24)
It remains to show that ξ(t) ∈ ∂E(u(t)) in U∗ a.a. in (0, T ). In order to show this, we
employ the closedness condition (2.Ee) which mimics the result for maximal monotone
operators in Appendix A.1. Since we have already shown all assumptions to hold true
except for Assumption d) and e). Assumption d) follows immediately from
‖στnU τn − U τn‖L2(0,T−τn;V ) = τn‖Û
′
τn‖L2(0,T ;V ) ≤ τnM,
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whereas Assumption e) is verified by the following calculations: Let t ∈ [0, T ]. Then, we
have∫
tτn (t)
0
〈ξτn(r), U τn(r)〉U∗×U dr =
∫
tτn (t)
0
〈Sτn(r)− V̂
′
τn(r)− AV τn(r), U τn(r)〉U∗×U dr
=
∫
tτn (t)
0
〈Sτn(r), U τn(r)〉U∗×U dr
−
∫
tτn (t)
0
〈V̂ ′τn(r), U τn(r)〉U∗×U dr
−
∫
tτn (t)
0
〈AV τn(r), U τn(r)〉U∗×U dr
=: I1 + I2 + I3.
The convergence of the first integral is due to the strong convergence of Sτn against
f − B(·, u(·), u′(·)) in L2(0, T ;V ∗). For the second integral, we observe, that by the
discrete integration by parts rule, there holds
−
∫
tτn(t)
0
〈V̂ ′τn(r), Uτn(r)〉U∗×U dr
=
∫
tτn (t)
τn
(Û ′τn(r), Û
′
τn(r − τn))dr − (U τn(t), Û
′
τn(t)) + (U τn(τn), v0).
Thus, by (2.23d), (2.23g) and (2.23k)
lim
n→∞
I2 =
∫ t
0
(u′(r), u′(r))dr − (u(t), u′(t)) + (u0, v0) =
∫ t
0
〈u′′(r), u(r)〉U∗×U dr.
Finally, observing that
∫
tτn (t)
0
〈AV τn(r), U τn(r)〉U∗×U dr =
∫
tτn(t)
0
〈AU τn(r), V τn(r)〉V ∗×V dr
=
N∑
k=1
〈AUkτn , U
k
τn − U
k−1
τn 〉
≤
N∑
k=1
(
Ψ (Ukτn)− Ψ (U
k−1
τn )
)
= Ψ (UNτn)− Ψ (u0)
= Ψ (U τn(tτn(t)))− Ψ (u0),
we obtain by the weakly lower semicontinuity of the dissipation potential and its differen-
tiability
lim sup
n→∞
I3 ≤ lim sup
n→∞
(
Ψ (u0)− Ψ (U τn(tτn(t)))
)
= − lim inf
n→∞
(
Ψ (U τn(tτn(t)))− Ψ (u0)
)
≤ Ψ (u0)− Ψ (u(t))
≤
∫ t
0
〈Au(r), u′(r)〉dr
=
∫ t
0
〈Au′(r), u(r)〉dr.
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Hence, by the closedness condition (2.Ee), there holds ξ(t) ∈ ∂E(u(t)) in U∗ and E
tτn (t)
(U τn(t))→
Et(u(t)) as well as
lim sup
n→∞
∂tEtn(t)(un(t)) ≤ ∂tEt(u(t)) (2.25)
for a.a. t ∈ (0, T ). It remains to show that the energy dissipation inequality holds. Let
t ∈ [0, T ] and N ⊂ (0, T ] a set of measure zero such that E
tτn(s)
(U τn(s)) → Et(u(s)) and
V τn(s)→ u
′(s) for each s ∈ [0, T ]\N . Then, exploiting the convergences (2.23) and (2.25)
as well as the condition (2.Ed), we obtain from the discrete energy dissipation inequality
1
2
|u′(t)|2 + Et(u(t)) +
∫ t
s
(Ψ (u′(r)) + Ψ ∗(S(r)− ξ(r)− u′′(r)) dr
≤ lim inf
n→∞
(
1
2
∣∣∣V τn(t)∣∣∣2 + Etτn (t)(U τn(t))
+
∫
tτn(t)
tτn(s)
(
Ψ (V τn(r)) + Ψ
∗
(
Sτn(r)− V̂
′
τn(r)− ξτn(r)
))
dr
)
≤ lim sup
n→∞
(
1
2
∣∣∣V τn(s)∣∣∣2 + Etτn (s)(U τn(s)) +
∫
tτn (t)
tτn (s)
∂rEr(U τn(r))dr +
∫
tτn (t)
tτn(s)
+ 〈Sτn(r), V τn(r)〉dr + τ
λ
2
∫
tτ (t)
tτ (s)
‖V τ (r)‖2dr
)
=
1
2
|u′(s)|2 + Es(u(s)) +
∫ t
s
∂rEr(u(r))dr +
∫ t
s
〈S(r), u′(r)〉dr,
where S(r) = f(r) − B(r, u(r), u′(r)). The last step in the proof relies in showing, that
there exists also a solution to (1.1) with the initial conditions u(0) = u0 and u′(0) = v0.
We remember, that for each k ∈ N, there exists a solution uk with uk(0) = u0 and
u′k(0) = v
k
0 , where v
k
0 → v0 in H as k → ∞. Let (uk)k∈N be a sequence of such solutions.
From the discrete energy dissipation balance, we find in an analogous way as before the
same bounds for uk in suitable Bochner spaces so that the rest of the proof works in
exactly the same manner which show the assertion.
2.5 Application
In this section we want to apply the abstract result to a concrete non-trivial example
which does not fit into the framework of the cited authors. Let Ω ⊂ Rd be a bounded
domain with a Lipschitz boundary. We consider the Cauchy problem to the doubly
nonlinear evolution equation of second order
(P)

utt −∆ut −∆pu+ (u2 − 1)u± |u|q−1 ± |ut|r−1 = 0 in Ω × (0, T ),
u(x, 0) = u0(x) on Ω,
u′(x, 0) = v0(x) on Ω,
u(x, t) = 0 on ∂Ω × [0, T ].
Choosing U = W1,p0 (Ω), V = H
1
0(Ω), W = L
q(Ω) and H = L2(Ω), the dissipation poten-
tial Ψ : V → R and the energy functional E : V → (−∞,+∞] are given by
Ψ (v) =
1
2
∫
Ω
|∇v(x)|2dx and E(u) =
∫
Ω
(
1
p
|∇u(x)|p +
1
4
(u2 − 1)2
)
dx,
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respectively, whereas the perturbation B : W ×H → V ∗ is defined by
〈B(u, v), w〉V ∗×V = 〈B(u, v), w〉W ∗×W =
∫
Ω
(±|u(x)|q−1 ± |v(x)|r−1)w(x)dx.
Choosing, e.g.,
d ≥ 3, p ∈ (d,+∞), q ∈ (1, p/2 + 1) and r ∈ (1, 2],
by the Rellich–Kondrachov theorem, U and V are compactly embedded in W and
H , respectively. Since the dissipation potential is state independent, it is induced by the
bilinear form a : V × V → R
a(v, w) :=
1
2
∫
Ω
∇v · ∇wdx
and therefore satisfies all conditions. The conditions (2.Eb)-(2.Ed) are obviously fulfilled
by the energy functional. In order to verify (2.Ea), we note that every convex and lower
semicontinuous functional on a Banach space is weakly lower semicontinuous, and that
a functional is lower semicontinuous with respect to a given topology if and only if its
sublevel sets are closed with respect to that topology. Knowing that, we observe that the
energy
E(u) =
∫
Ω
(
1
p
|∇u(x)|p +
1
4
(u2 − 1)2
)
dx
=
∫
Ω
(
1
p
|∇u(x)|p +
1
4
(u4 − 2u2 + 1)
)
dx = W (u)−
1
2
∫
Ω
u2dx (2.26)
is the sum of a convex and a concave function on V where the concave function is due to
the compact embedding of H10 in L
2 continuous with respect to the weak topology. This
implies E to be weakly lower semicontinuous on V . In fact, the convex part of the energy is
perturbed by the negative Hilbert space norm of L2 squared which by the parallelogram
law and the embedding H10 →֒ L
2 leads to the Λ-convexity of E with Λ := C being the
constant of the very same embedding. Now, we show the closedness property (2.Ee).
First, we note that for each u ∈ D(∂E), there holds ξ ∈ ∂E(u) = ∂W (u) − u if and only
if ξ = −div(|∇u|p−2∇u) + (u2 − 1)u = ζ − u ∈ V ∗, where ζ ∈ ∂W (u). Now, let un ⇀∗ u
in L∞(0, T ;U) ∩ H1(0, T ;V ) and ξn ⇀∗ ξ in L2(0, T ;U∗) such that ξn(t) ∈ ∂E(un(t)) for
almost all t ∈ (0, T ) and
lim sup
n∞
∫ T
0
〈ξn(t), un(t)〉U∗×U dt ≤
∫ T
0
〈ξ(t), u(t)〉U∗×U dt. (2.27)
Defining ζn := ξn + un, there holds ζn ∈ ∂W (un) and ζn ⇀ ζ := ξ + u in L2(0, T ;U∗). By
the Lions-Aubin lemma, we obtain strong convergence of un → u in C([0, T ]; L2). Thus,
in view of (2.28), we deduce
lim sup
n∞
∫ T
0
〈ζn(t), un(t)〉U∗×U dt ≤
∫ T
0
〈ζ(t), u(t)〉U∗×U dt. (2.28)
Since W is convex, by Lemma A.1., Lemma A.2. and Theorem A.4., there holds ζ(t) ∈
∂W (u(t)) in W−1,p
′
and W (un(t)) → W (u(t)) as n → ∞ for a.a. t ∈ (0, T ). Therefore
17
The control of the subgradient of E follows from the following calculations: Let u ∈ D(∂E)
and ξ ∈ ∂E . Then,
〈ξ, v〉U∗×U =
∫
Ω
(
|∇u|p−2∇u · ∇v + (u2 − 1)uv
)
dx
≤ C
(
‖u‖p−1
W1,p0
+ ‖(u2 − 1)u‖L(p+1)/p
)
‖v‖W1,p0
≤ C
(
1 +
1
p
‖u‖p
W1,p0
+ ‖u‖W1,p0
)
‖v‖W1,p0
= C (1 + E(u) + ‖u‖u) ‖v‖W1,p0 for all v ∈W
1,p
0 ,
where C > 0 denotes a generic constant, whence (2.Eg). Finally, we verify the assumptions
on the perturbation B. The continuity condition (2.Ba) can easily be checked. Ad (2.Bb):
Let u ∈ D(E) and v, w ∈ V . Then, by the Hölder and Young inequality as well as the
Sobolew embedding theorem, there holds
〈B(u, v), w〉V ∗×V =
∫
Ω
(±|u(x)|q−1 ± |v(x)|r−1)w(x)dx
≤ C
(
‖u‖q−1
L(q−1)2d/(d+2)
+ ‖v‖r−1
L(r−1)2d/(d+2)
)
‖w‖L(2d/(d−2)
≤ C
(
‖u‖q−1
W1,p0
+ ‖v‖r−1
H10
)
‖w‖H10
≤ c (C(1 + E(u)) + c˜Ψ (v))1/2 ‖w‖H10,
where again C > 0 denotes a generic constant and c˜, c ∈ (0, 1) with c + c˜ < 1. Noticing
that the convex conjugate of Ψ is given by Ψ ∗(ξ) = 1
2
‖ξ‖2∗ for all ξ ∈ V
∗, we conclude
(2.Bb). Therefore, we obtain for any initial data u0 ∈ D(E) = W
1,p
0 ∩ L
4 and v0 ∈ L2 the
existence of a solution
u ∈ L∞(0, T ;W1,p0 ) ∩ H
1(0, T ; H1) ∩ C1([0, T ]; L2) ∩ H2(0, T ;W−1,p
′
)
to (P) a.e. in time in H−1 such that the energy dissipation inequality
1
2
‖u′(t)‖20,2 + E(u(t)) +
∫ t
s
(Ψ (u′(r)) + Ψ ∗(B(u(r), u′(r))− u′′(r)− ξ(r)) dr
≤
1
2
‖u′(s)‖20,2 + E(u(s)) +
∫ t
s
〈B(u(r), u′(r)), u′(r)〉H−1×H10 dr
holds for all t ∈ [0, T ] for s = 0 and a.a. s ∈ (0, t), where ξ(t) = −∆pu(t) for a.a.
t ∈ (0, T ).
A Appendix
A.1 Maximal monotone operators
In this section, we collect some important results from the theory of maximal monotone
operators. We shall henceforth assume that B is a real Banach space with its dual space
denoted by B∗. Furthermore, we denote by 〈·, ·〉 : B∗ × B → R the dual pairing between
B∗ and B. We recall, that a multivalued operator A : B → 2B
∗
is said to be monotone if
for all v1, v2 ∈ D(A) := {v ∈ B | A(v) 6= ∅} and all xi ∈ A(vi), i = 1, 2, there holds
〈x1 − x2, v1 − v2〉 ≥ 0.
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A monotone operator is said to be maximal monotone if its graph is not contained properly
in the graph of any other monotone operator.
Often in nonlinear problems, a closedness property of nonlinear operators is needed in
order to identify weak limits. The following result, given by H. Brézis, M.G. Crandall
and A. Pazy, states under which conditions maximal monotone operator is closed with
respect to an appropriate topology.
Lemma A.1. Let B be a real reflexive Banach space. Let A : B → 2B
∗
be maximal
monotone, and let ξn ∈ A(vn) and ξ ∈ A(v) be such that ξn ⇀ ξ in B and vn → v in B∗
as n→∞. Moreover, let either
lim sup
n,m→∞
〈ξn − ξm, vn − vm〉 ≤ 0,
or
lim sup
n→∞
〈ξn − ξ, vn − v〉 ≤ 0,
then ξ ∈ A(v) and 〈ξn, vn〉 → 〈ξ, v〉.
Proof. Lemma 1.2 in [BCP70].
The following theorem which was proven by R.T. Rockafellar in 1966, reveals an
important relation between the subdifferential of a functional and a maximal monotone
operator.
Lemma A.2. Let B be a real Banach space, and let f : B → (−∞,+∞] be a proper,
lower semicontinuous and convex functional. Then, the subdifferential ∂F is maximal
monotone.
Proof. Theorem 4 in [Roc66].
Remark A.3. In fact, the converse holds true if the multivalued operator is maximal
cyclically monotone. In this case, there exists a proper convex functional f such that
∂f = A, we refer to [Roc66] for more details.
Finally, the following result, given by N. Kenmochi, states to what extent the prop-
erties of a functional on a Banach space and its subdifferential is inherited by the Ne-
mytskji operator on a appropriate Bochner space and vice versa.
Theorem A.4. Let B be a real reflexive Banach space, and let f(t, ·) : B → (−∞,+∞]
be for each t ∈ [0, T ] a proper, lower semicontinuous and convex functional such that
for each (Bochner) measurable function v : [0, T ] → B, the map t 7→ f(t, v(t)) is
(Lebesgue) measurable and there exists constants α, β ∈ R such that
f(t, v) + α‖v‖B + β ≥ 0 for all t ∈ [0, T ] and v ∈ V.
For p ∈ (1,+∞), we define the Functional F : Lp(0, T ;B)→ (−∞,+∞] by
F (u) =

∫ T
0 f(t, v(t))dt if f(·, v(·)) ∈ L
1(0, T ),
+∞ otherwise.
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Then, F lower semicontinuous and convex with F (u) > −∞ on Lp(0, T ;B). Assume
further that for each t ∈ [0, T ] and each z ∈ B with f(t, z) < +∞, there exists a function
v ∈ Lp(0, T ;B) such that v(t) = z, f(·, v(·)) ∈ L1(0, T ), v is right-continuous at t and
lim sup
s→t
f(s, v(s)) ≤ f(t, z).
Let u ∈ D(∂F ), then
ξ ∈ ∂Lp(0,T ;B)F (u) ⊂ Lp
′
(0, T ;B∗) if and only if ξ(t) ∈ ∂Bf(t, v(t)) for a.a. t ∈ (0, T ).
Proof. Proposition 1.1 in [Ken75].
A.2 Compactness result
In this section, we provide a version of Lions–Aubin or Lions–Aubin–Simon lemma,
a well-established strong compactness result for Bochner spaces. This version is also
known as the Lions–Aubin–Dubinskii lemma and deals with the case of piecewise
constant functions in time which avoids the construction of weakly time differentiable
functions. Although, we need a special case of this lemma, we want to state it in its full
generality.
We call a set M+ ⊂ B a seminormed nonnegative cone in a Banach space B if the
following conditions hold: for all u ∈ M+ and c ≥ 0, there holds cu ∈ M+, and if there
exists a function [·] :M+ → [0,∞) such that [u] = 0 iff u = 0 and [cu] = c[u] for all c ≥ 0.
Furthermore, we say M+ is continuously embedded in B, noting M+ →֒ B, if there exists
C > 0 such that
‖u‖B ≤ C[u] for all u ∈M+.
Theorem. A.3 [Lions–Aubin–Dubinskii] Let B and Y be Banach spaces and M+ be
a seminormed nonnegative cone in B. Let either 1 ≤ p < ∞ and r = 1 or p = ∞ and
r > 1. Let (u)τn ⊂ L
p(0, T ;M+ ∩ Y ) be a sequence of functions being constant on each
subinterval ((k−1)τn, kτn], 1 ≤ k ≤ n, T = nτn such that the following assumptions hold
i) M+ →֒ B compactly,
ii) for all sequences (wn)n ⊂ B ∩ Y with wn → w in B and wn → 0 in Y imply that
w = 0,
iii) (u)τn is bounded in L
p(0, T ;M+),
iv) there exists C > 0 such that for all n ∈ N, ‖στnuτn − uτn‖Lr(0,T−τn;Y ) ≤ Cτn, where
σhu := u(·+ h).
Then, if p < ∞, (u)τn is relatively compact in L
p(0, T ;B) and if p = ∞, there exists
a subsequence of (u)τn converging in L
q(0, T ;B) for all 1 ≤ q < ∞ to a limit function
belonging to C([0, T ];B).
Proof. Theorem 2.
Remark A.5. We note, that the same conclusion can easily shown for piecewise constant
functions which are defined to be constant on left closed intervals.
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