Abstract-Many problems associated with networked systems can be formulated as network utility maximization (NUM) problems. This paper presents a distributed primal-dual algorithm for the NUM problem that uses event-triggering. Under event triggering, each agent broadcasts to its neighbors when a local "error" signal exceeds a state dependent threshold. The paper establishes such state-dependent event-triggering thresholds under which the proposed algorithm converges. The paper gives an upper bound on the largest number of successive data dropouts the network can tolerate while ensuring the algorithm's convergence. Simulation results show that the proposed algorithm reduce the number of message exchanges by up to two orders of magnitude, and enjoys much better scalability with respect to the above two measures of network size than commonly used dual decomposition algorithms.
I. INTRODUCTION
A networked system is a collection of subsystems where individual subsystems exchange information over some communication network. Many problems in networked systems, like resource allocation in wireless communication networks [1] [2] , congestion control in wired networks [3] [4] , and optimal power dispatch [5] in electrical power grid can be formulated as optimization problems. Recent development in distributed algorithms has been largely focused on solving the Network Utility Maximization (NUM) problem. NUM problems maximize a global separable measure of the networked system's performance subject to linear constraints on resources. It originates in the Internet context [3] [4] as a way to understand the Internet protocols such as TCP. The NUM problem has a rather general form and many problems in other areas can be formulated as a NUM problem with little or no variation. It is for this reason that we will use the general NUM formulation as an illustrative example to demonstrate the idea of our event-triggered algorithm. However, we must emphasize that our objective is not trying to solve the Internet congestion control problem in [4] .
A variety of distributed algorithms [4] [6] [7] have been proposed to solve the NUM problem after Kelly's seminar work [3] . These algorithms can be classified as either primal, dual, or primal-dual algorithms. Among all existing algorithms, the dual decomposition approach proposed by Low et al. [4] is the most widely used algorithm for the NUM problem. Low et al. showed that their algorithm was stable for a step size that is inversely proportional to two important measures of network size: the maximum path length L, and the maximum number of neighbors S. So as these two measures get large, the step size becomes extremely small.
Step size determines the number of computations required for the algorithm's convergence. Under dual decomposition, system agents exchange information at each iteration, so that step size also determines the message passing complexity of the algorithm. Therefore if we use the "stabilizing" step size, dual decomposition will have a message complexity that scales in a super-linear manner with those two measures of network size, L and S. For many networked systems this type of message passing complexity may be unacceptable. This is particularly true for systems communicating over a wireless network. In such networked systems, the energy required for communication can be significantly greater than the energy required to perform computation [8] .
This paper presents one way of reducing the message passing complexity of distributed NUM algorithms. The paper presents a distributed primal-dual NUM algorithm that uses event-triggered message passing and proves its convergence. We also consider data dropouts in the network, and give an upper bound on the largest number of successive data dropouts the network can have, while ensuring the asymptotic convergence of the algorithm. Simulations show that the algorithm has a message passing complexity that is up to two orders of magnitude lower than dual decomposition, and is scale-free with respect to L and S.
This work is similar to our prior work in [9] . Both work are based on the augmented Lagrangian method. However, in [9] , we eliminate the dual variables from the Lagrangian function explicitly, which gives us a primal algorithm. In [9] , there is an event associated with each user and link. Each user has to know the gradient information of its data rate, which is undesirable. Moreover, the interactions between user and link events complicate the algorithm and the analysis significantly. In the primal-dual algorithm in this paper, there are only link events. The algorithm has comparable performance to the primal algorithm, but the simplicity in the event structure enables us to obtain additional analytical results. In [9] , the primal algorithm converges to the exact minimizer of NUM. We could develop a similar strategy so that the primal-dual algorithm also converges to the exact minimizer. However, for the purpose of this paper, we only consider the problem of converging to an approximate minimizer.
The rest of the paper is organized as follows. Section II formally states the NUM problem and reviews dual decomposition. The event-triggered distributed primal-dual algorithm is based on a basic primal-dual algorithm for NUM, which will be first discussed in section III. Section IV then presents the event-triggered distributed primal-dual algorithm, and proves its convergence. Section V analyzes data dropouts in the algorithm. Finally, section VI presents simulation results and section VII concludes the paper.
II. DUAL DECOMPOSITION NUM ALGORITHM NUM problem [3] considers a network of N users and M links. We let S = {1, · · · , N } denote the set of users and L = {1, · · · , M } denote the set of links. Each user generates a flow with a specified data rate. Each flow may traverse several links before reaching its destination. The set of links that are used by user i ∈ S will be denoted as L i and the set of users that are using link j ∈ L will be denoted as S j . The NUM problem takes the form maximize:
where
T and x i ∈ R is user i's data rate. A ∈ R M×N is the routing matrix mapping users onto links and c ∈ R M is a vector of link capacities. The ji'th component, A ji , is 1 if user i's flow traverses link j and is zero otherwise. The jth row of Ax represents the total data rates going through link j, which cannot exceed its capacity c j . The cost function U is the sum of the user utility functions U i (x i ). These utility functions represent the reward [3] [4] user i gets by transmitting at rate x i .
NUM problems are often solved using the dual decomposition [4] . The algorithm examines the dual of the NUM problem, which is
where , then for all i ∈ S and j ∈ L, we let
for k = 0, · · · , ∞. It is shown that a stabilizing step size is
where L is the maximum number of links any user uses and S is the maximum number of users any link has. We can conclude that the computational complexity of dual decomposition (as measured by the number of algorithm updates) scales superlinearly with L and S.
III. BASIC PRIMAL-DUAL ALGORITHM The primal-dual algorithm in this paper is also based on the augmented Lagrangian method. Recall that in [9] , by introducing a dual slack variable s ∈ R M + , the augmented cost associated with NUM is
Here a penalty parameter w j is associated with each link constraint, and
is the jth row of the routing matrix A.
In [9] , we eliminate the dual variable s, and rewrite the augmented cost as a function of only the primal variable x. That approach resulted in a primal algorithm. Here, we treat L(x, s; λ, w) as a function of both the primal variable x and dual variable s. This gives us a primal-dual algorithm.
In this paper, we are only considering the problem of minimizing L(x, s; λ, w) for fixed λ and w. If λ j = 0 and w j is small, the minimizer of L(x, s; λ, w) will be a good approximation to the solution of the original NUM problem.
The basic primal-dual algorithm is given as follows:
The above algorithm converges to an approximate solution of the original NUM problem. The recursion shown in step 2 is minimizing L(x, s; λ, w) using a simple gradient following method. γ is a sufficiently small step size.
In dual decomposition and the algorithm shown above, the exchange of information between users and links happens each time the gradient following update is applied. This means that the number of messages passed is equal to the number of updates required for the algorithm's convergence. That number is determined by the step size, which may be small, so the number of messages passed will be large. The following section presents an event-triggered distributed implementation of the basic primal-dual algorithm.
IV. EVENT-TRIGGERED DISTRIBUTED PRIMAL-DUAL ALGORITHM
Implementing the primal-dual algorithm in section III in a distributed manner requires communication between users and links. An event-triggered implementation of the algorithm assumes that the transmission of messages between users and links is triggered by some local error signal crossing a state-dependent threshold. The main problem is to determine a threshold condition that results in message streams ensuring the asymptotic convergence of the algorithm to the NUM problem's approximate solution. This ThC18.1 section determines such an event threshold condition and gives an event-triggered distributed primal-dual algorithm.
We can search for the minimizer of the Lagrangian L(x, s; λ, w) using a gradient following algorithm where
for each user i ∈ S and
for each link j ∈ L, where
Here given a function f : R + → R, its positive projection is defined as
The positive projection used in equation 9 and 10 guarantees the user rate x i (t) and dual state s j (t) are always nonnegative along the trajectory. Equations 9 and 10 are the continuous-time versions of the update in equations 7 and 8, respectively. In equation 9, user i ∈ S can compute its rate only based on the information from itself, and the information of µ j from those links that are being used by user i. Link j ∈ L is associated with a dynamical system which is characterized by equations 10-11. This first-order dynamical system takes the total flow rate that goes through link j as the input, and outputs µ j . To make our notations consistent with [9] , we call µ j as the jth link's local state, which serves as the feedback signal to the users in i ∈ S j . From equations 10 and 11, link j only needs to be able to measure the total flow that goes through itself in order to compute its local state µ j . All of this information is locally available, so both the user rate update and the link state computation can be done in a distributed manner.
In equation 9, the link state information is available to the users in a continuous manner. We now consider an eventtriggered version of equation 9, where the user accesses a sampled version of the link state. We associate a sequence of sampling instants, {T [ℓ] denotes the instant when the jth link samples its link state µ j in equation 11 for the ℓth time and transmits that state to users i ∈ S j . At any time t ∈ ℜ, the sampled link state is a piecewise constant function of time which satisfieŝ
for all ℓ = 0, · · · , ∞ and any
. The event-triggered version of equation 9 takes the form
dτ (14) for
Here we assume that there is no transmission delay in eachμ j (t) broadcast.
Next we will state the main theorem of this section. 
For all j ∈ L, let ρ j be a constant such that 0 < ρ j ≤ 1. Assume that for all j ∈ L, and all ℓ = 0, · · · , ∞ that
. Then x(t) asymptotically converge to the unique minimizer of L(x, s; λ, w).
Proof: For all i ∈ S, define z i (t) as
For convenience, we do not explicitly include time dependence in the proof. For all t ≥ 0 we have
This suggests us that if the sequences of sampling instants {T
satisfy the inequality in equation 15, theṅ L(x, s; λ, w) ≤ 0 is guaranteed for all t. Using the properties of U i , we know for any fixed λ and w, L(x, s; λ, w) is strictly convex in x and s and has a unique minimizer (x * (λ, w), s * (λ, w)). Suppose the corresponding Lagrangian is L(x * , s * ; λ, w) and define V (x, s) = L(x, s; λ, w) − L(x * , s * ; λ, w). It is trivial to see V (x, s) is a Lyapunov function for the system. Moreover,V (x, s) = 0 meanṡ L(x, s; λ, w) = 0. The only scenario this can happen is z i = 0, ∀i ∈ S, (−µ j ) + sj = 0, µ j =μ j , ∀j ∈ L (17) which corresponds to the unique minimizer. As a result, the equilibrium is asymptotically stable. Proof complete.
This theorem asserts that we can use the violation of the inequality in equation 15 to trigger the sampling and ThC18.1 transmission of the link states. Each link j computes the square of the error between the last transmitted link stateμ j and the current link state µ j . At t = T L j [ℓ], this error is zero and the inequality is trivially satisfied. After that time, µ j (t) continues to change until the inequality is violated. We let that time be the next sampling instant, T L j [ℓ + 1] and then transmit the sampled link stateμ j to the users i ∈ S j . Unlike the primal algorithm in [9] , which has interacting user events and link events, we only have link events here.
We should point out that, in equation 15, if the positive projection stays active, then the link dynamical system in equations 10-11 reduces to a memoryless function. In those situations, if we still use the inequality in equation 15 to trigger the link event, then link j has to sample and transmit its state infinitely fast. Fortunately, this turns out to be not a serious problem here since we are more interested in how fast the algorithm enters some neighborhood of the optimal point. This neighborhood can be chosen large enough so that the positive projections will not become active before entering it. In all our simulations, this neighborhood is chosen to be within 3% relative error around the optimal point, which is rather small. The positive projections are not active before entering this 3% neighborhood in all of our simulations.
In the remaining part of the paper, we will assume that the positive projection in equation 15 cannot be active unless at the minimizer of L(x, s; λ, w). In general this assumption is only true with appropriate choice of penalty coefficient w j for each link j. However, it is reasonable if we are only interested in converging to some neighborhood of the optimal point, because our analysis only focuses on the behavior of the system before entering this neighborhood. This assumption enables us to present and analyze the primal-dual algorithm in a much clearer way.
In the following work, we will find it convenient to use a slightly more conservative event than equation 15.
Corollary 4.2:
Suppose all the assumptions in theorem 4.1 hold except that the event-triggering condition in equation 15 is replaced by
where δ j is defined by
Then the user rates x(t) asymptotically converge to the unique minimizer of L(x, s; λ, w). Proof: By the definition of δ j in equation 19, equation 18 is equivalent to
Therefore, we have
, j ∈ L and ℓ = 0, · · · , ∞. With the positive projection assumption, all assumptions of theorem 4.1 are satisfied. We can conclude that x(t) asymptotically converge to the unique minimizer of L(x, s; λ, w).
The inequalities in equations 15 or 18 can both be used as the basis for the event-triggered algorithm. Equation 18 is a slightly more conservative condition, and we will use it in our event-triggered distributed primal-dual algorithm in the following.
For a function f (t) on t ∈ [0, T ), denote f + (T ) as the limit of f (t) when t approaches T from the left hand side.
Each user i ∈ S executes the following algorithm. It is continuously transmitting data at rate x i (t) at time t.
Algorithm 4.1:
3) Update User Rate: Integrate the user rate equation
where t ∈ [T, T + ) and T + is the time instant when the following condition is true a) if user i receives a new link state µ
and go to step 3. A similar algorithm is executed by all links j ∈ L. Link j can continuously monitor link state µ j (t) at any time t ∈ ℜ. Transmit µ j (T ) to all users i ∈ S j and setμ j = µ j (T ). 3) Link Update: Integrate the equation
where t ∈ [T, T + ) and T + is the time instant when the following condition is true a) If |µ j (t)−μ j | ≥ δ j |μ j (t)|, setμ j = µ + j (T + ) and broadcastμ j to all users i ∈ S j . 4) Increment Time: Set T = T + and go to step 3. By corollary 4.2, the data rates x(t) generated by algorithms 4.1-4.2 converge asymptotically to the minimizer of L(x, s; λ, w), which is an approximate solution to NUM.
V. DATA DROPOUTS ANALYSIS
In the previous discussion, whenever the new sampled link stateμ j (t) is obtained by link j, it is transmitted to the users i ∈ S j successfully. This, however, does not necessarily ThC18.1 happen in large scale networks. In this section, we take data dropouts into consideration, and gives an upper bound on the largest number of successive data dropouts each link can have, while ensuring the asymptotic convergence of the event-triggered algorithm in section IV. Using our result, each link can identify this upper bound for its subsystem in a decentralized way. We assume that data dropouts only happen whenμ j (t) are transmitted across the network.
First, consider what happens when there are data dropouts in the network. Suppose link j detects a local event and obtains a new sampled stateμ j . Link j then transmit the neŵ µ j to users i ∈ S j . If the transmission fails, users i ∈ S j will not receive the newμ j . However, link j thinks the new state has been successfully transmitted, so in equation 18,μ j (t) has been updated to the newμ j . This means users and links have different copies of the latest sampled link state, which may destabilize the system. Our main idea is, the event in equation 18 is rather conservative if ρ j is small, so even if data dropouts occur, the system may still be stable.
Further discussion needs additional notations. We use r j [k] to denote the time instant when link j samples its link state µ j for the kth time, and T , and its dynamics satisfy equations 10-11. For each user i ∈ S, let its user rate, x i (t), satisfy equation 14 with sampled link states defined in equation 13. For all j ∈ L, let ρ j be a constant such that 0 < ρ j ≤ 1. Assume that for all j ∈ L, and all
, where δ j is defined in 19. Further assume that link j's largest number of successive data dropouts, d j ∈ Z, satisfies
then the user rates x(t) asymptotically converge to the unique minimizer of L(x, s; λ, w).
Applying equation 23 on the previous equation yields
. From equation 23, we can obtain
. Applying equation 27 on equation 25 yields
Since the above inequality holds for all ℓ = 0, 1, · · · , ∞, we know that for all t ≥ 0 we have
The inequality holds by applying equation 24. Remember our assumption on positive projection of µ j (t), from the proof of theorem 4.1 and apply equation 30, we know that for all t ≥ 0 we have
The convergence then follows easily. D j (ρ j ) is the the maximum allowable number of successive data dropouts for link j. This theorem guarantees that algorithm 4.1-4.2 still converges if each d j does not exceed D j (ρ j ). We can easily see that D j (ρ j ) can be determined by link j itself locally. However, there is a tradeoff between D j (ρ j ) and the broadcast periods. In general, small ρ j results in short broadcast periods and large D j (ρ j ), and vice versa. Two extreme cases are, as
Simulations show that the condition in equation 24 is indeed a sufficient but not necessary condition. Due to page limits, we will not present those results here.
VI. SIMULATION
This section presents simulation results.
A. Simulation Setup
Denote s ∈ U[a, b] if s is a random variable uniformly distributed on [a, b]. Given M , N , L and S, we randomly generate a network with M links and N users, where
We make sure at least one link (user) has S users (L links). User i is assigned U i (x i ) = α i log x i , where α i ∈ U[0.8, 1.2]. Link j is assigned c j ∈ U[0.8, 1.2]. Both algorithms are simulated. The optimal rate x * and corresponding U * are calculated using a global optimization technique.
ThC18.1
Define error as (for both algorithms)
where x(k) is the rate at the kth iteration. In both algorithms, we count the number of iterations K for e(k) to decrease to and stay in the neighborhood {e(k)|e(k) ≤ e d }. In dual decomposition, message passings from the links to the users occur at each iteration synchronously. So K is a measure of the total number of message exchanges. In our event-triggered algorithm, events occur asynchronously. We add the total number of triggered events, and divide this number by the link number M . This works as an equivalent iteration number K for our event-triggered algorithm, and is a measure of the total number of message exchanges. The default settings are as follows: M = 60, N = 150, L = 8, S = 15, e d = 3%. Initial condition is x i (0) ∈ U[0.01, 0.05], ∀i ∈ S. In dual decomposition, initial p j = 0 for j ∈ L, and the step size γ is calculated using equation 5. In our algorithm, ρ j = 0.9, λ j = 0, w j = 0.01 for j ∈ L.
B. Scalability with respect to S and L
The following simulations present scalability results. In the first simulation, we fix M , N , L and vary S from 7 to 26. For each S, both algorithms were run 1500 times, and each time a random network with the above specification is generated. The mean m K and standard deviation σ K of K are computed for each S. m k works as our criteria for comparing the scalability of both algorithms. Figure  1 plots the iteration number K (in logarithm scale) as a function of S for both algorithms. The asterisks above represent m K for dual decomposition, and the crosses below denote our primal-dual algorithm. The dotted vertical line around each asterisk and cross corresponds to the interval [m K − σ K , m K + σ K ] for each different S denoted by the x-axis. For our algorithm, when S increases from 7 to 26, m K increases from 30.5 to 36.6, and σ K increases from 0.7 and 1.9. As for dual decomposition, m K increases from 0.3856 × 10 3 to 5.0692 × 10 3 . σ K at the same time increases from 0.4695 × 10 2 to 6.4627 × 10 2 . The second simulation is similar to the first one except that we vary L from 4 to 18 instead of S. Figure 2 plots K (in logarithm scale) as a function of L for both algorithms. For our algorithm, when L increases from 4 to 18, m K increases from 31.1 to 48.5, and σ K varies between 1.1 and 3.8. As for dual decomposition, m K increases from 0.9866 × 10 3 to 3.5001 × 10 3 , and σ K at the same time increases from 0.9991 × 10 2 to 6.0232 × 10 2 . We can see that our algorithm is up to two order magnitude faster than dual decomposition. We can also see that, our algorithm is almost scale-free with respect to S and L. As shown above, the primal-dual algorithm in this paper has comparable performance to the primal algorithm in [9] .
VII. CONCLUSION This paper presents an event-triggered primal-dual algorithm for the NUM problem and proves its convergence. Results on the maximum allowable successive data dropouts is also given. Simulations suggest that the algorithm enjoys much better scalability than dual decomposition with respect to two measures of network size, and reduce the number of message exchanges by up to two orders of magnitude compared to dual decomposition.
