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ABSTRACT
A commonly used evaluation metric for text-to-image synthe-
sis is the Inception score (IS) [1], which has been shown to be
a quality metric that correlates well with human judgment.
However, IS does not reveal properties of the generated im-
ages indicating the ability of a text-to-image synthesis method
to correctly convey semantics of the input text descriptions.
In this paper, we introduce an evaluation metric and a visual
evaluation method allowing for the simultaneous estimation
of the realism, variety and semantic accuracy of generated
images. The proposed method uses a pre-trained Inception
network [2] to produce high dimensional representations for
both real and generated images. These image representations
are then visualized in a 2-dimensional feature space defined
by the t-distributed Stochastic Neighbor Embedding (t-SNE)
[3]. Visual concepts are determined by clustering the real im-
age representations, and are subsequently used to evaluate the
similarity of the generated images to the real ones by classi-
fying them to the closest visual concept. The resulting clas-
sification accuracy is shown to be a effective gauge for the
semantic accuracy of text-to-image synthesis methods.
Index Terms— Text-to-Image Synthesis, Evaluation met-
rics, Data visualization
1. INTRODUCTION
The progress of text-to-image synthesis field has traditionally
been empirically driven, and since no “one-fits-all” metric has
been proposed for both quantitative and qualitative evaluation
of machine-generated images, the existence of a robust eval-
uation metric is crucial for the advancement of the field. The
Inception Score (IS) [1] is the commonly chosen metric for
evaluating the quality of the generated images, as it has been
shown to correlate well with human judgment. However, this
metric solely takes into account the realism and variety of the
generated images [4, 5, 6, 7]. This works well for unrestricted
image generation, but fails to capture important information
when the image synthesis task is conditioned on classes or
text descriptions. For conditional text-to-image synthesis, a
suitable evaluation metric should also take into account how
well the generated images correspond to the given conditions.
For text-to-image synthesis methods this means the method’s
ability to correctly capture the semantic meaning of the input
text descriptions. Human rankings give an excellent estimate
of semantic accuracy but evaluating thousands of images fol-
lowing this approach is impractical, since it is a time consum-
ing, tedious and expensive process.
In this paper, we propose a new evaluation method for
text-to-image synthesis that allows for the simultaneous esti-
mation of realism, variety and semantic accuracy of the gen-
erated images. We use t-Distributed Stochastic Neighbor Em-
bedding (t-SNE) [3] to visualize Inception-net [2] features
of the real and generated images. Visual concepts are de-
termined by clustering the representations of the real images
in the low-dimensional feature space and are used to access
their class-wise similarities. We evaluate four state-of-the-art
text-to-image synthesis methods using this method, i.e. the
AttnGAN [4], the HDGAN [6], the MirrorGAN [5], and the
StackGAN++ [8], and we show that the proposed evaluation
method can capture information related to the classes of the
corresponding real (ground-truth) images.
2. PROPOSED EVALUATION METHOD
An ideal evaluation method for text-to-image synthesis meth-
ods should be able to highlight several key properties of the
generated images. The first property is realism and image
quality, i.e. to what extend the generated images resemble real
images. The second property is variety, i.e., the generated im-
ages should ideally show as much variety as that appearing in
real images. Moreover, mode collapse, i.e. different captions
leading to the same image being generated multiple times,
should be avoided. The third key property is the methods’
ability to accurately capture the semantics of the provided text
descriptions. The evaluation method introduced in this paper
focuses on all of these three properties. The procedure fol-
lowed by the proposed method is described next.
Let us denote by X = {x1, x2, . . . , xn} a set of n real
images, each followed by a text description (in the form of a
caption) included in the set T = {t1, t2, . . . , tn}. A text-to-
image synthesis method, usually based on a generative net-
work G, generates synthetic images included in the set S =
{s1, s2, . . . sn}, where si = G(ti) for i = 1, 2, . . . , n. As
commonly done in the evaluation of text-to-image synthesis
methods, the data sets (X,T ) should not have been used for
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Fig. 1: Example real images from the CUB-200-2011 data set [9]. Upper row: Examples from the White Pelican class. Lower
row: Examples from the Carolina Wren, Canada Warbler, Rufous Hummingbird, Blue Jay, and Red Headed Woodpecker classes
in the order given.
training of G, and the classes of (X,T ) should be disjoint
from the classes of the data used for training G1.
To capture semantic information related to the classes of
the real images in the set X , an Inception network [2] is
trained to achieve high classification performance (∼ 95%)
on the real images X . This network is subsequently used to
extract image representations for both the real images in X
and the synthetic images in S. This is done by introducing
the images to the network and extracting the next to the last
layer outputs. Let us denote by X˜ = {x˜1, x˜2, . . . , x˜n} and
S˜ = {s˜1, s˜2, . . . , s˜n}, where x˜i ∈ RD and s˜i ∈ RD, i =
1, . . . , n, the representations of the real and synthetic images,
respectively. Since the next to the last layer in Inception net-
work is formed by 1024 neurons, we have D = 1024.
To obtain 2-dimensional representations of the real and
synthetic images, the two sets (X˜, S˜) are combined and used
for applying the t-SNE [3] mapping. In our experiments we
followed the process suggested by the authors in [3], i.e.
an intermediate dimensionality reduction from D to 50 di-
mensions is applied by using Principal Component Analysis
(PCA) [10]. When performing the t-SNE mapping, the per-
plexity is set to the number of images in each class since
this is the expected number of neighbors. Let us denote by
ΦX ∈ R2×n and ΦS ∈ R2×n the resulting 2-dimensional
representations of the real and the synthetic images, respec-
tively.
For a properly trained Inception network, the image rep-
resentations obtained by applying the t-SNE mapping of the
real images ΦX is expected to form tight clusters, correspond-
ing (sub-)classes of the data set (X,T ). This is verified by
our experiments, as can be seen from the 2-dimensional plots
in Figures 2 and 3, where the real image representations il-
1In general there may be several captions for each real image, and thus
more synthetic images than the real ones. Here one caption per image is
assumed to simplify notation.
lustrated as black points are well-clustered in disjoint groups.
The distribution of the representations ΦS of the synthetic im-
ages reveals the following properties:
Realism: For fairly realistically looking synthetic images,
the distribution of their low-dimensional representa-
tions ΦS should show a significant degree of overlap
with the distribution of the low-dimensional represen-
tations of the real images ΦX . This is assuming the
Inception network is not completely over-fitted to the
real images (hence the choice of ∼ 95% classification
accuracy vs. 100%).
Variety: The low-dimensional synthetic image representa-
tions ΦS should be spread out to a reasonable degree,
i.e. comparable to the distribution of low-dimensional
representations of the real images ΦX . Too tight clus-
tering of ΦS signifies very similarly looking generated
images or, in the worst case, mode collapse where the
same image is generated from multiple different cap-
tions.
Semantic accuracy: The types of data considered in this pa-
per, i.e. CUB-200-2011 [9] (see Figure 1), consists of
images belonging to distinct classes of similar looking
objects, such as species, along with matching, human
written captions. For such data, captions within each
class should ideally show a high degree of semantic
similarity, since they are all describing the same type
of object (i.e. a specific species of bird). When the
generator G is successful at capturing the semantics of
the captions in the set T , the generated images should
not only be realistically looking but also similar to the
real images belonging to the same class. This means
that the distance between points in ΦS and ΦX belong-
ing to the same classes should be a good gauge of the
text-to-image synthesis method semantic accuracy.
(a) AttnGAN
(b) MirrorGAN
Fig. 2: 2-dimensional image representations obtained by ap-
plying t-SNE on Inception features for images generated by
(a) AttnGAN, and (b) MirrorGAN. Black points correspond
to real images.
To quantify the results of the process described above, a
clustering scheme is used. First, fuzzy C-Means clustering
[11] is applied on the real image representations ΦX . The
number of cluster centers is set to the number of classes in
the data set (X,T ). After clustering is performed, each clus-
ter is assigned a label indicated by the most frequent class
among the images belonging to that cluster. When two or
more clusters are assigned the same class based on the ma-
jority of their images, the cluster containing most images of
that class is given first priority when assigning labels. This
ensures unique labels for the resulting clusters.
Each synthetic image i represented by a low-dimensional
vector in ΦS is assigned probabilities pij correspoding to the
membership values with respect to the jth cluster based on its
distance to the corresponding cluster centroid. The predicted
classes are then given by:
ypredi = arg max
j
pij . (1)
(a) HDGAN
(b) StackGAN
Fig. 3: 2-dimensional image representations obtained by ap-
plying t-SNE on Inception features for images generated by
(a) HDGAN, and (b) StackGAN. Black points correspond to
real images.
Since the true classes ytruei of points in Φ
S are known, the
clustering accuracy can be easily calculated by:
cluster acc =
1
n
∑
i
{
ypredi = y
true
i 1
ypredi 6= ytruei 0.
(2)
When G correctly captures the semantics of the text
descriptions in T for a specific class, the resulting low-
dimensional image representations should lie close to the
cluster of real images belonging to the corresponding class.
Thus, the clustering accuracy above should be a good met-
ric for evaluating the ability of the text-to-image synthesis
method to synthesize images capturing the class semantics.
3. EXPERIMENTS
In this Section, we describe experiments conducted to eval-
uate the ability of the proposed method to capture semantic
AttnGAN HDGAN MirrorGAN StackGAN-v2
Inception score 4.32± 0.05 4.00± 0.05 4.53± 0.04 4.09± 0.05
Self-reported 4.36± 0.03 4.15± 0.05 4.56± 0.05 4.04± 0.05
Clustering acc. (real) 0.96 0.95 0.95 0.96
Clustering acc. (synthetic) 0.22 0.11 0.20 0.11
Inception acc. (synthetic) 0.23 0.13 0.22 0.12
Table 1: Inception scores and results of fuzzy c-means clustering on the t-SNE embeddings for images generated from the
CUB-200-2011 test set. The errors given correspond to 1 standard deviation.
class information in text-to-image synthesis methods evalu-
ation. We used four state-of-the-art text-to-image synthesis
methods to this end, i.e. the AttnGAN [4], the MirrorGAN
[5], the HDGAN [6], and the StackGAN++ [7]. These meth-
ods were used to generate synthetic images using each of the
∼ 30k captions from the test set of the CUB-200-2011 dataset
[9]. The captions describe ∼ 3k images of birds from 50 dif-
ferent species (10 captions per image).
The pre-trained Inception model from [7], trained on the
CUB-200-2011 test data [9], was then used to generate image
representations for the real images as well as the resulting
synthetic images obtained by each of the four text-to-image
synthesis methods. When performing the t-SNE mapping, the
perplexity was set to 600 since this is the approximate number
of synthetic images per class (and thus the expected number
of neighbors).
Figures 2 and 3 show the 2-dimensional data represen-
tations obtained by applying t-SNE on the real images com-
bined with each of the synthetic image sets of the studied
methods. The synthetic image representations are shown in
blue and red, while the real image representations are shown
in black. The blue points are synthetic image mappings that
have been classified correctly using the proposed method
based on fuzzy C-means. These are positioned around real
image clusters corresponding to the correct species. The
red points are representations of synthetic images that were
not classified correctly. More blue points signify that the
corresponding text-to-image synthesis method is better at
capturing the semantics of the captions.
The AttnGAN (Figure 2a) and MirrorGAN (Figure 2b)
seem to yield the most correct classifications. Their t-SNE
plots are very similar showing a high degree of clustering
around the real image representations. They both seem to
have a large amount of variety, and the methods are able to
generate correctly classified images for almost all classes.
There exists, however, still a large number of incorrectly clas-
sified images that are not similar to any real image cluster.
The StackGAN++ (Figure 3b) and HDGAN (Figure 3a)
methods are also very similar to each other but synthesize
much fewer correctly classified images. They both show an
equal amount of variety, similar to the AttnGAN and Mir-
rorGAN frameworks, and produce images similar to all real
image clusters. However, most of these images are miss-
classified, revealing a lower ability to accurately portray the
semantics of the captions.
Calculating the clustering accuracy (Eq. (2)) confirms the
conclusions from the visual inspection. In Table 1 the cluster-
ing accuracy of each method is highlighted in bold font. The
AttnGAN and MirrorGAN methods achieve an accuracy of
0.22 and 0.20, respectively which is close to double the accu-
racy achieved by the HDGAN and StackGAN++ methods. As
a sanity check, the classification accuracy of the pre-trained
Inception network was calculated directly (bottom line of ta-
ble 1), and the results are almost completely equal to those
reported by the corresponding works. This is a strong indica-
tor that the overall structure and clustering of the data has not
been lost after applying the the t-SNE mapping.
The Inception scores were also calculated for the gen-
erated images. The Inception scores obtained by our ex-
periments and those reported in the papers proposing each
corresponding method are listed in the top two lines of ta-
ble 1. As can be seen, the self-reported scores are close to
those reported by the corresponding papers. HDGAN’s In-
ception score deviates somewhat from the self-reported score
(3 standard deviations) while the other scores agree with
self-reported results.
4. CONCLUSION
In this paper, we introduced a novel evaluation method and
metric for text-to-image synthesis methods. We showed that
the proposed visualization method allows for the assessment
of several key properties of the generated images, namely re-
alism, variety (including the presence of mode-collapse) and
semantic similarity to the input text descriptions. These prop-
erties can be assessed for thousands of images simultaneously
and lead to much better insight of the text-to-image synthe-
sis methods’ performance than the traditional evaluation ap-
proach based on the Inception Score [1]. Finally, a semantic
accuracy metric was introduced that allows for easy compar-
ison between different text-to-image synthesis methods’ abil-
ity to accurately capture semantic information.
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SUPPLEMENTARY MATERIAL
Appendix: Detailed results for t-SNE of Inception-net features.
The following plots shows the distribution of classes (color coded by class) for both generated and ground truth image features
as well as the fuzzy-C-means[11] clustering results. Results are shown for the AttnGAN[4], HDGAN[6], MirrorGAN[5] and
StackGAN++[8] methods.
Fig. 4: T-SNE results for AttnGAN[4] on the CUB-200-2011[9] test set (images generated from∼ 30k captions). a) Generated
image features colored by class. b) Real image features (black) and generated image features (gray). c) Results of fuzzy c-
means clustering. Correct predictions are in blue, incorrect predictions are in red. Example images from the two black boxes
are shown in figure 5. d) All ∼ 3k real image features, colored by class.
(a) (b)
Fig. 5: a) Random example images from the left black box in figure 4c. b) Random example images from the right black box in
figure 4c. As can be seen, generated images falling far away from the representations of real images (and incorrectly classifier)
illustrate a strange content. On the opposite, generated images falling close to the representations of real images (and correctly
classifier) illustrate a visually plausible content.
Fig. 6: a) t-SNE mapping of Inception-net[2] features for the real images in the CUB-200-2011[9] test set. b) t-SNE mapping
of Inception-net features for the real images in the CUB-200-2011 training set. Points are colored by image class. Figure (a)
clearly shows that the Inception-network is properly trained to classify the CUB-200-2011 test set since each class is tightly
clustered. Figure (b) shows that the network is able to cluster images from unseen classes (the training set is disjoint from the
test set) and thus able to generalize to new images.
Fig. 7: T-SNE results for HDGAN[6] on the CUB-200-2011[9] test set (images generated from ∼ 30k captions). a) Generated
image features colored by class. b) Real image features (black) and generated image features (gray). c) Results of fuzzy c-
means clustering. Correct predictions are in blue, incorrect predictions are in red. d) All ∼ 3k real image features, colored by
class.
Fig. 8: T-SNE results for MirrorGAN[5] on the CUB-200-2011[9] test set (images generated from ∼ 30k captions). a)
Generated image features colored by class. b) Real image features (black) and generated image features (gray). c) Results of
fuzzy c-means clustering. Correct predictions are in blue, incorrect predictions are in red. d) All ∼ 3k real image features,
colored by class.
Fig. 9: T-SNE results for StackGAN++[8] on the CUB-200-2011[9] test set (images generated from ∼ 30k captions). a)
Generated image features colored by class. b) Real image features (black) and generated image features (gray). c) Results of
fuzzy c-means clustering. Correct predictions are in blue, incorrect predictions are in red. d) All ∼ 3k real image features,
colored by class.
6. REFERENCES
[1] Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec Radford, Xi Chen, and Xi Chen, “Improved
techniques for training gans,” in Advances in Neural Information Processing Systems 29, D. D. Lee, M. Sugiyama, U. V.
Luxburg, I. Guyon, and R. Garnett, Eds., pp. 2234–2242. Curran Associates, Inc., 2016.
[2] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna, “Rethinking the inception archi-
tecture for computer vision,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016,
pp. 2818–2826.
[3] Laurens van der Maaten and Geoffrey Hinton, “Visualizing data using t-sne,” Journal of machine learning research, vol.
9, no. Nov, pp. 2579–2605, 2008.
[4] Tao Xu, Pengchuan Zhang, Qiuyuan Huang, Han Zhang, Zhe Gan, Xiaolei Huang, and Xiaodong He, “Attngan: Fine-
grained text to image generation with attentional generative adversarial networks,” in Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, 2018, pp. 1316–1324.
[5] Tingting Qiao, Jing Zhang, Duanqing Xu, and Dacheng Tao, “Mirrorgan: Learning text-to-image generation by redescrip-
tion,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 1505–1514.
[6] Zizhao Zhang, Yuanpu Xie, and Lin Yang, “Photographic text-to-image synthesis with a hierarchically-nested adversarial
network,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 6199–6208.
[7] Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiaogang Wang, Xiaolei Huang, and Dimitris N Metaxas, “Stack-
gan: Text to photo-realistic image synthesis with stacked generative adversarial networks,” in Proceedings of the IEEE
International Conference on Computer Vision, 2017, pp. 5907–5915.
[8] Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiaogang Wang, Xiaolei Huang, and Dimitris Metaxas, “Stack-
gan++: Realistic image synthesis with stacked generative adversarial networks,” arXiv preprint arXiv:1710.10916, 2017.
[9] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie, “The Caltech-UCSD Birds-200-2011 Dataset,” Tech. Rep.
CNS-TR-2011-001, California Institute of Technology, 2011.
[10] Karl Pearson, “Liii. on lines and planes of closest fit to systems of points in space,” The London, Edinburgh, and Dublin
Philosophical Magazine and Journal of Science, vol. 2, no. 11, pp. 559–572, 1901.
[11] Joseph C Dunn, “A fuzzy relative of the isodata process and its use in detecting compact well-separated clusters,” 1973.
