The goal of the article is to develop the approach of substationarity to spatial point processes (SPPs). Substationarity is a new concept, which has never been studied in the literature. It means that the distribution of SPPs can only be invariant under location shifts within a linear subspace of the domain. Theoretically, substationarity is a concept between stationariy and nonstationarity, but it belongs to nonstationarity. To formally propose the approach, the article provides the definition of substationarity and an estimation method for the first-order intensity function. As the linear subspace may be unknown, it recommends using a parametric way to estimate the linear subspace and a nonparametric way to estimate the first-order intensity function, indicating that it is a semiparametric approach. The simulation studies show that both the estimators of the linear subspace and the first-order intensity function are reliable. In an application to a forest wildfire data set, the article concludes that substationarity of wildfire occurrences may be assumed along the longitude, indicating that latitude is a more important factor than longitude in forest wildfire studies.
Introduction
The goal of the article is to develop the concept of substationarity for spatial point processes (SPPs). Substationarity a new concept, which has not been studied in the literature. Theoretically, substationarity can bridge stationarity and nonstationarity, two well-known concepts in the literature of spatial statistics. Substationarity means that the distribution of an SPP is only invariant under any location shift within a linear subspace of the domain. Stationarity means that the distribution is invariant under any location shift within the entire domain. Nonstationarity is the complementary concept of stationarity. It means that the distribution of the SPP can be affected by at least one location shift in the domain. If an SPP is substationary, then its distribution may still be affected by a location shift if it is outside the linear subspace. Therefore, the intersection of substationarity and nonstationarity is not empty. Substationarity provides a way to treat nonstationarity. It can make inferences on nonstationarity easy and convenient.
The idea of the research is motivated from our recent work on typical events in natural hazards [40] . According to its scientific definition, a natural hazard is a naturally occurring event that might have a negative effect on human or environments. Natural hazards include wildfires, tornados, and earthquakes. In our work on forest wildfires, we identified an inhomegenous wildfire pattern in Alberta (Canada) forests. The proportion of large wildfires in the north was higher than that in the south, but the frequency of wildfires in the south was higher than that in the north. Wildfire activities were not significantly affected by their longitude values. It seems that substationarity might be held along the longitude, indicating that it is an important concept in forest wildfire studies.
Statistical approaches to SPPs are important in many scientific disciplines such as forestry [32] , epidemiology [2, 9] , wildfires [26, 31] , or earthquakes [25, 42] . In statistics, an SPP is treated as a pattern of random points developed in an Euclidean space. The number of points within a bounded subset of the Euclidean space is finite. Point distributions and dependence structures are modeled by intensity functions [8] . The simplifying assumptions of stationarity and isotropy have been developed to make the analysis convenient. Various well-known tools have been proposed. Examples include the K-function [29] , the L-function [4] , and the pair correlation function [33] . As stationarity is an important assumption, a few methods have been proposed to evaluate it [14, 41] . Becuase of the concern of the stationarity assumption, recent research often models SPPs under nonstationarity [24, 36] . An important concept called the second-order intensity-reweighted stationarity (SOIRS) has been proposed [1] . This concept is powerful in the joint analysis of the first-order and second-order intensity functions under nonstationarity. With the aid of SOIRS, a number of methods for nonstationarity have been proposed [10, 15, 16, 19, 35] . SOIRS only specifies the relationship between the first-order and the second-order intensity functions. It does not contain any assumptions related to substationarity, implying that statistical approaches to substationarity can be combined with SOIRs.
The purpose of the article is to develop a formal statistical approach to substationarity in SPPs, including the concept of substationarity and corresponding estimation methods. Since the linear subspace may still be unknown, estimation of the subspace must also be involved. In our approach, we want to estimate the subspace via a parametric way and intensity functions given the linear subspace via a nonparametric way. Therefore, we classify our estimation as a semiparametric approach. The nonparametric component provides the intensity functions given the linear subspace and the parametric component supplies the linear subspace. We evaluate the properties of our estimation methods by simulations and applications. In simulations, we evaluate the performance of the estimators of the linear subspace and the first-order intensity function by studying their mean square error (MSE) values. In applications, we implement our approach to forest wildfire data. We conclude that estimation under substationarity can provide more precise and reliable results than that under nonstationarity.
To the best of our knowledge, the article is the first one to formally discuss the concept of substationarity. As it has not been previously proposed, it is important to have a formal statistical definition of substationarity at the beginning. Although many research problems can be specified, we only focus on estimation of the first-order intensity functions under substationarity. Many nonparametric or semiparametric methods can be adopted, but we only study the kernel method since it is convenient.
The article is organized as follows. In Section 2, we review the concept of SPPs. In Section 3, we provide the definition of substationarity, including the evaluation of its theoretical properties. In Section 4, we propose a method to estimate the first-order intensity function under substationarity. In Section 5, we evaluate the performance of our estimators by Monte Carlo simulations. In Section 6, we apply our approach to the Alberta forest wildfire data. The paper ends with some discussion in Section 7.
Spatial Point Processes
A spatial point process (SPP) N (S) on S is composed of random points in a measurable S ⊆ R d . It is treated as the restriction of N , the SPP on the entire R d , with points only observed in S. Therefore, points of N in S c (the complementary set of S) are not observed. Let B and B(A) be the collections of Borel sets of R d and a measurable A ⊆ R d , respectively. Let N (A) and N be the numbers of points in A and R d , respectively. Then, N (A) is finite if A is bounded and P [N (A) = 0] = 1 for any A ∈ B(R d ) with |A| = 0, where |A| is the Lebesgue measure on R d .
An SPP N is kth-order stationary if
, and n 1 , · · · , n l ∈ N, where A + h = {s + h : s ∈ A}. It is strong stationary if (1) holds for any l ∈ N. We say N (S) is kth-order stationary and strong stationary, respectively, if it can be derived by restricting a kth-order stationary or a strong stationary N on S.
The kth-order intensity function of N is defined as 
is independent of h almost surely with respect to the Lebesgue measure on R d for any positive l ≤ k and any l ∈ N, respectively. The mean structure of N is
where λ(s) = λ 1 (s) is the first-order intensity function. The covariance structure of N is
where
where δ s,s represents the point measure at (s,
If g(s 1 , s 2 ) only depends on s 1 − s 2 or s 1 − s 2 such that it can be expressed as g(
then N is called a second-order intensity-reweighted stationary (SOIRS) or a second-order intensityreweighted isotropic (SOIRI) SPP. SOIRS and SOIRI are important concepts for nonstationary SPPs as it can model the first-order and second-order intensity functions together [1] .
If N is first-order stationary, then λ(s) = c and µ(A) = c|A| for some c > 0. If N is second-order stationary, then λ(
Only the mean structure is important in Poisson SPPs. However, both the mean and variance structures are important in non-Poisson SPPs.
Substationarity
The main purpose of this section is to provide the formal definition of substationarity as well as corresponding properties. As substationarity is a new concept which has not been studied in the literature before, it is also important to provide asymptotic theory under substationarity. The theory are useful in the evaluation of theoretical properties of estimators provided in the next section. Obviously, if N is kth-order substationary and its kth-order intensity function almost surely exists, then
almost surely with respect to the Lebesgue measure of
If N is kth-order substationary in L, then it is also k-th order substationary in any linear subspace L ′ ⊆ L. Therefore, the linear subspace L in Definition 1 is generally not unique.
Definition 2 We say N is kth-order intrinsically substationary or intrinsically strong substationary in
We say N (S) is kth-order intrinsically substationary or intrinsically strong substationary in L or L ∩ S equivalently if it can be restricted by a kth-order intrinsically substationary or intrinsically strong substationary in L on S.
If N is substarionary in both L 1 and L 2 , then (1) holds for any
implying that N is also substationary in Span{L 1 , L 2 }. Thus, the linear subspace L in Definition 2 is unique. A kth-order intrinsically substationary N in L is kth-order stationary if and only if
If N is substationary in L, then for any h ∈ L there is µ(A) = µ(A + h). This statement can be true in a more general case. Suppose N is substationary in the horizontal axis of R 2 (i.e., d = 2) such that L = {(x, 0) : x ∈ R}. Then, the first-order intensity of L only depends on the vertical value of the point, indicating that we can express λ(s) = λ(y) for any s = (x, y) ∈ R 2 . Let ν r be the Lebesgue measure on R r . For any A ∈ R 2 , there is
where A y = {s = (x, y) : (x, y) ∈ A}. For any measurable bounded A, B ⊆ R 2 , we may still have µ(A) = µ(B) even if B = A + h for any h ∈ L (e.g., the case displayed in Figure 1 ). We summarize this issue into the following theorems.
Proof: Straightforwardly, there is
Then, we draw the conclusion. ♦
Let s L and s L ⊥ be the orthogonal projection of s on L and L ⊥ , respectively. Then, the first-order intensity function of N can be expressed as λ(s) = λ(s L ⊥ ) for any s ∈ A. We have
We draw the conclusion. ♦ Theorems 1 and 2 can be used to study the relationship between expected numbers of counts between two regions. It is not enough to use them to study their joint distribution. As it depends on types of N , we study the properties of the joint distribution under the framework of asymptotics. Let A z,L = {v
, and µ(A z,L ) for all A ∈ A, respectively. If A is a finite collection of disjoint subsets such that it can be expressed as
as z → ∞. The finite-dimensional central limit theorem of N (A z,L ) can be derived by (5) and (7), but it is not enough for us to study properties of the estimator of the first-order intensity proposed in the next section. To study the properties, we need the functional central limit theorem of M z,L (A) when A contains infinitely number of measurable subsets of R d . A typical way to show functional central limit theorem is to combine the finite-dimensional asymptotics with the tightness [38] . A typical way to prove the tightness is the evaluation of the bracketing entropy number, which is used in the following theorem.
weakly converges to a mean zero Gaussian random field on [0, ∞) r with the covariance structure given by the right side of (7) .
Proof: We show the conclusion by the standard empirical process approach. Let
) for any t a. Then, F is an r-dimensional marginal uniformly distributed CDF on the σ-field generated by A a,V . Let F i be the ith CDF of F . For any ǫ ∈ (0, 1), there is an integer J such that r/ǫ 2 ≤ J ≤ r/ǫ 2 +1. Let
, where x i , x * i , and x ′′ i are the ith component of x, x * , and x ′′ , respectively. Then, g x ′ ≤ g x ≤ g x ′′ and
we conclude that G is F -Donsker [34, P. 270], implying that the conclusion holds in
We draw the conclusion of the theorem by letting a i → ∞ for all i. Let A and B be bounded measurable subsets of
are almost independent. To theoretically address this issue, we need to assume that N satisfies the strong mixing condition. This approach was first introduced for dependent random variables by [30] and later extended to stationary SPPs by [22] . Here we want to modify it to substationarity SPPs.
Suppose N is substationarity in L. Let B(A) be the collection of Borel sets generated by A. Denote the diameter of A by ρ(A) and ρ(A 1 , A 2 ) as the minimum distance between A 1 and A 2 , where
be the mixing coefficients, where P (U ) is the distribution of N (U ). We say N is strongly mixing if α(zu, zv) → 0 as z → ∞. We want to derive the functional central limit theorem of M z,L (A t,V ) for t ∈ [0, ∞) r and V ∈ B(L ⊥ ). Our proof is based on a classical way. It was initially introduced by [21] and later modified by [20] . The main idea is to split A z,L for A ∈ A t,V into two components B and C. Both B and C can be writing into the sum of blocks, where counts in blocks of B are almost independent and counts in blocks of C can be igrnored. This is a popular idea in the proof of the asymptotic normality for stationary time series, which can also be used to SPPs. Since the proof of our functional central limit theorm is just a simple usage of the popular idea, we decide to only briefly display it.
Theorem 4 Assume N is strongly mixing and substationary in L. If the fourth intensity function of N is uniformly bounded and
for any u and v, then M z,L (A V ) weakly converges to a Gaussian process with independent increments.
Using the method in Theorem 1.3 of [21] , we can partition A into many small blocks, denoted by
. By the method of Theorem 1.4 in [21] , we can choose k 1 such that it is bounded by z (1+u)/(2d) for any positive u if z is sufficiently large. Then, there is 
Proof: At the beginning, we assume that there exists t ∈ R r and V ⊆ B(L ⊤ ) such that A = A t,V . If we partition (0, A main interest in practice is to estimate the first-order intensity function λ(s) under substationarity. As λ(s) only varies in L ⊥ , it is equivalent to estimate λ(s L ⊥ ) and L together. Since it is generally inappropriate to model λ(s L ⊥ ) parametrically, we propose a nonparametric way to estimate it. Note that L can be formulated by a rotation of a linear subspace spanned by coordinates, we propose a parametric way to estimate it. Therefore, we classify our estimation as a semiparametric approach. The functional central limit theorems given by Theorems 3 and 4 provide the theoretical basis of the approach.
Estimation
Let N be substationary in L ⊆ R d . Assume points of N are only collected in bounded S ∈ B(R d ) such that they can be represented by N (S). Our main interest is to estimate λ(s L ⊥ ) and L simultaneously by N (S). Since L is unknown, we propose a two-step method to estimate them. In the first step, we estimate λ(s L ⊥ ) with a given L, where a nonparametric way is adopted. In the second step, we estimate L, where a parametric way is adopted. The second step needs the formulation of the estimator in the first step.
We propose a kernel-based method to estimate λ(s) for a given L. We investigate the usual kernelbased method without using substationarity [7] . It provides an estimator of λ(s) aŝ
where K h (s) = K(s/h)/h d with bandwidth h ∈ R is a kernel density function on R d and C h (s) = S K h (s ′ − s)ds ′ is the Berman-Diggle boundary correction [3] . By Campbell's Theorem, we obtain
and
We modify (9) for a substationary N in L. We obtain an estimator of λ(s L ⊥ ) (or λ(s), equivalently) asλ
If r = 0, then L = {0} and (12) becomesλ = n |S| .
Since N is stationary in this case, the first-order intensity function is a constant, indicating that the estimator must be a constant. We compare the MSEs (mean square errors) ofλ
We find that the bias ofλ h (s), which is given by Bias[λ h (s)] = E[λ h (s)] − λ(s), can go to 0 as h → 0, but it can simultaneously cause V[λ h (s)] → ∞. To make V[λ h (s)] small, we need to choose a large h, which increases the value of Bias
] cannot go to 0 as z → ∞. However, by a way to select h, we can make 
If h → 0 as z → ∞, then by the continuity of ν r (A v ) and λ(s L ⊥ ) there is
By (14) , there is
By Theorem 4, we conclude that the first term of the above goes to 0 as z → ∞. Therefore, we only need to study the second term. It is N (0, 1) . By (9), there is
Then, lim h→0 E[λ h (s)] = λ(s), implying that the bias ofλ h (s) can only disappear as h → ∞ but this can make V[λ h (s)] large. If we choose K(y) = (2π) −1/2 e −y 2 /2 for the case when substationarity is accounted
If all conditions of Theorem 4 hod, then lim x ′′ →∞ g[(0, y ′ ), (x ′′ , y ′′ )] − 1 = 0. Thus, the first term of above goes to 0 as z → ∞. Further, we conclude the second term goes to zero if zh → ∞. Thus, we have the conclusion of Theorem 5.
As L is also unknown, we should have a way to estimate L in the usage ofλ h, [16] . Therefore, we can estimate Q bŷ
To apply (17), we need to provide a way to determine the best h inQ h , where we recommend using the generalized cross validation (GCV) approach [17] .
Simulation
We carried out a simulation study to evaluate the performance ofλ h,
given by (12) . We simulated realizations from Poisson and Poisson cluster SPPs in a rectangle region S = [0, z] × [0, ω], the region used in Example 1. We chose ω = 1 in our simulation. We selected these processes because they are popular in modeling ecological, environmental, geographical data. In both processes, we chose the first-order intensity function as
for a selected a ≥ 1 such that we always had κ = E[N (S)] = 100z. Note that λ(s)/100 is the PDF of Beta(a, a) distribution. We chose a = 1.0, 1.5, 2.0, 2.5, 3.0 in our simulations. If a = 1, then N was stationary in the entire R 2 ; otherwise, it was only substationary in L = {(x, 0) : x ∈ R}. Since L might be unknown, we also evaluated the performance ofL, the estimator of L given by (17) .
To obtain a Poisson SPP, we first generated the number of points from the P oisson(κ) distribution and then identically and independently generated the locations of these points. The horizontal values of these points were generated from the uniform distribution on [0, z]. The vertical values of these points were generated from the Beta(a, a) distribution. To obtain a Poisson cluster SPP, we first generated their parent points from a Poisson SPP with its first-order intensify function equal to λ(s)/γ by the same method for the Poisson SPP. After parent points were derived, we generated offspring points. Each parent point generated P oisson(γ) offspring points independently. The position of each offspring point relative to its parent point was defined as a radially symmetric Gaussian random variable with a standard deviation σ. We chose γ = 5 and σ = 0.02 in all the cases of Poisson cluster SPPs that we studied.
We studied two cases in the implementation ofλ h,L (s). In the first case, we assumed that L was known such that we could directly apply (12) 
In the second case, we assumed that L was unknown. We also needed to estimate L. Note that any one-dimensional linear subspace of R 2 can be expressed as
indicating that its vertical space is
We chose
for (−z sin θ) ∧ 0 ≤ v ≤ cos θ + (−z sin θ) ∨ 0, where points were given by s i = (x i , y i ) for i = 1, · · · , n. We calculatedθ h by (17) and (22) . We defined Q = {θ : Q θ } in the implementation of (17), where Q θ s = y cos θ − x sin θ was an orthogonal project from R 2 to L θ . The estimatorθ h was the value of θ corresponding toQ h given by (17) . Withθ h , we calculated the value ofλ h,L ⊥ (v) withL = Lθ h , which was treated as the estimator of λ(s) under substationarity with an unknown L. It was compared witĥ λ h,L ⊥ (y), the estimator of λ(s) with a known L.
We evaluated the performance of the MSE (mean squares error) ofθ h and the MISE (mean integrated square error) ofλ h,L ⊥ θ (v) for selected a, z, and h. The performance ofλ h,L ⊥ θ (v) was compared with that ofλ h (s) given by (9) andλ given by (15), where we chose K(s) as the density of the standard bivariate normal distribution in the computation ofλ h (s).
We simulated 1000 realizations for each selected cases. To evaluate the performance ofθ h , we computed its MSE value by Poisson cluster SPPs. This was expected as for the same κ value the number of independent clusters in the Poisson cluster SPPs was lower than the number of independent points in the Poisson SPPs. We also evaluated the performance of four different estimators of the first-order intensity functions. Although we studied all of the selected cases in our simulations, we only put some of them in Table 2 to reduce the size of the table. We usedλ h,L ⊥ (y) to represent the case when θ was known. We usedθ h,L ⊥ (v) to represented the case when θ was unknown. We usedλ h (s) to represent the case when substationarity was not taken into account. We usedλ to represent the case when stationarity was assumed. All of the minimum MSEs were reached byλ when a = 1 as the SPPs were stationary in this case. The MSEs of λ increased in a since the strength of nonstationarity became large as a increased. For the same a and h values, the MSEs ofλ h,L ⊥ (y) andλ h,L ⊥ (v) decreased in z. We interpreted this by Theorem 5. The MSEs ofλ h (s) did not vary significantly as z changed since the size of the region was not a critical issue in its computation. For all of the cases with a > 1 that we studied, the MSEs ofλ h,L ⊥ (y) andλ h,L ⊥ (v) were lower than those ofλ h (s) andλ, indicating that efficiency was gained by accounting for substationarity.
Application
We applied our approach to the Alberta Forest Wildfire data. The Alberta Forest Wildfire data consisted of forest wildfire activities occurred in Alberta, Canada, from 1931 to 2012. The Canadian Alberta Forest Service initiated the modern era of wildfire record keeping in 1931. Since 1996, paper-based wildfire information was no long retained. The wildfire historical data were entered at the field level on the Fire Information Resource Evaluation System (FIREs), which can be freely downloaded from the internet. We collected the historical forest wildfire data from 1996 to 2010 within a rectangle spanned from 117 longitude West to 110 longitude West in the horizontal direction and from 54.7 latitude North to 58 
Poisson
Poisson latitude North in the vertical direction (Figure 2(a) ). We treated the rectangle as the study region in our approach. The region contained 8125 wildfire occurrences with all of the three greatest wildfires occurred in Alberta forests during the 15 years period. The total burned area in the region was over 60% of the total burned area in the entire region. The study region contained a large portion of boreal forests in Alberta, which was dominated in plain areas. A small portion of boreal forests of Alberta was in the mountain areas, located in the southwestern region of Alberta. We focused our study on the plain areas since tree densities and topographic conditions were significantly different between the mountain and plain areas.
The geographical distribution of boreal forest wildfires is considered as a major dominant disturbance in the high latitude area of the North Hemisphere [28] . It has been pointed out that wildfire activities in boreal forest are significantly affected by latitude but not by longitude [39] . It is expected to have low numbers of wildfire occurrences with high values of area burned in the north than those in the south [40] , indicating that substationarity might be assumed along the longitude. To confirm this, we calculated the estimates of λ(s) with the standard bivariate normal kernel via (9) under nonstationarity. We used a few bandwidth values and found the results were not stable (Figure 2(b), 2(c), and 2(d) ). However, all of our results showed that the estimates of the intensity were high in the south but low in the north.
We assumed fire occurrences were substationary in a linear space of R d , where the linear space was L = L θ given by (20) . We calculatedθ h with a normal kernel in (17) . We treatedθ h as an estimator of θ for a given h. We compared values ofθ h with various choices of h. We found thatθ h was reliable. the computation of the estimates of the first-order intensity function. Simply using θ = 0, we obtained L 0 = {(x, 0) : x ∈ R}. We used L 0 to estimate the first-order intensity function of wildfire occurrences under substationarity. We computed values ofλ h,L ⊥ 0 (y) with various choices of h. All of the results were close (e.g. as those displayed by Figure 3 ), indicating that our approach was reliable. We found that the intensity of wildfire occurrences was almost maximized at 55.8 latitude North. It decreased fast to the north but slowly to the south. The north part was consistent with our previous conclusion but the south part was a concern. We studied the reason by looking at the terrestrial ecozones. We found that ecozones in the south of the study region was dominated by grassland, which might affect the occurrences of forest wildfires [27, 39] .
Discussion
In this article, we propose the concept of substationarity and provide a semiparametric method to estimate the first-order intensity function of a spatial point process. The method is modified from the classical kernel density estimation for random variables. Classical kernel density estimation is formulated under the assumption that sampling data are collected identically and independently from a continuous distribution. This assumption is violated because the dependence structure is often present in spatial point data. A common way to account for dependence structures in SPPs is to use the second-order intensity functions. As specific relationship between the first-order and the second-order intensity functions can be formulated under the concept of SOIRs, it is possible to have methods to account for both the first-order and the second-order intensity functions simultaneously under the concept of SOIRs.
Although we have only discussed the kernel-based approach, two other nonparametric or semiparmetric approaches may also be considered. The local polynomial approach is modified from the kernel approach [6, 11] . It is based on the idea of the weighted localized polynomial regression, where the weights are determined by kernel functions of explanatory variables. The smoothing spline approach estimates a smooth function by minimizing a penalized likelihood function [13, 23, 37] . The penalized likelihood function has two terms. The negative loglikelihood term controls the goodness-of-fit value. The penalty term controls the smoothness value. Both the local polynomial and the smooth spline approaches can be used to estimate the intensity functions of SPPs under substationarity.
