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ABSTRACT 
This paper discusses the structure of rectangular matrices with minimum p-norm 
condition number and the structure of p-norm isometric matrices (1 Q p < +m). 
Bounds on the condition number of an isometric matrix are also given. 
1. INTRODUCTION 
Since 1984, several Chinese mathematicians [I-S] have discussed the 
problem of finding the matrices which possess the minimum condition 
number. 
If a matrix A is nonsingular, the number K,(A) = 11A11,/1 A-‘llo, is called 
the a-norm condition number of A with respect to inversion (here 11. Ila is 
some matrix norm; e.g., if 1 < (Y < + CQ, then II * llrr is a Holder norm). In [9], 
Wilkinson pointed out a conclusion: If a matrix A is unitary, then K~(A) = 
IJ~ll~ll~-~ll~ = 1. It is well known that, for any operator matrix cy-norm 
(i.e. 111111, = max I,rliy=l IIA;rll,), if a matrix A z 0, then K,(A) = )I All, 
)I A-‘llm > 1. So the above conclusion is a sufficient condition for a matrix A 
to possess minimum condition number. 
*This paper is a synthesis of two manuscripts: “The Minimum p-Condition Number of a 
Rectangular Matrix” by Cheng Wang and Guohang Chen, and “Slructure of an Isometric Matrix 
and Bounds on the Pseudo-Condition Number of an Isometric Matrix” by Daosheng Zheng and 
Shuqin Zhao. 
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Papers [l] (1984) and [2] (1986) obtained the necessary and sufficient 
conditions for minimizing the p-norm condition number (see also [3] (1986)). 
In [I] and [2], a related proposition is: 
PROPOSITION 1. 
(a) When p = 2, then K~(A) = ~lA~l~l]A-l~l~ = 1 ijand only ifA = cU, 
where c f 0 is a constant and U is a unitary matrix. 
(b) When 1 <p < +m, p f 2, then Key = ll~ll,ll~-Ill, = 1 ifund 
only if A = cPD, where c # 0 is a constant, D is a unitary diagonal matrix, 
and P is a permutation matrix. 
(From now on, a permutation matrix is always denoted by P.) 
Paper [3] established the following 
PROPOSITION 2. Suppose A E RT”’ (i.e. A E R’“‘” with rank A = n) 
is a rectan&r matrix. Then K~(A) = ((A~~~~~A+~(2 = 1 ifand only ijArA = 
cl, where c + 0 is a scalar, Ai the Moore-Penrose pseudoinverse of A, and I 
the identity. 
In summary, papers [I-5] mainly discussed: 
PROBLEM 1. Under what condition does a matrix A # 0 have minimum 
condition number with respect to some norm? 
In this paper, we want to generalize Problem 1 in two aspects, namely: 
PROBLEM 2. When 1 <p < +m, p # 2, under what condition does a 
matrix A have pseudo-condition number K~‘( A) = 11 All,]1 A+11 p = l? 
PROBLEM 3. When 1 < p < +m, p # 2, in what structure is a rectangu- 
lar matrix A E CmXn a p-norm isometric matrix? 
(Generally, A is called isometric with respect to the norm (I . II if ((A~ll = 
Ilxl] vx E en.> 
Six main theorems of this paper are: 
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THEOREM 3.2. ZfA E CmXn, 1 G p < +m, p # 2, then A is isornettic 
if and only if there exists a permutative matrix P such that 
I 
r1 0 . . . 0 
0 r2 . 
PA=.. .‘O 
. . 
0 ..: 0’ rn 
(1.1) 
with Ilr,ll, = 1, j = 1,2,. . , n. 
THEOREM 3.1. Zf p = + a, then A is isometric if and only zf there exist a 
permutative matrix P and a unitary diagonal matrix D such that 
PAD = 6 
( 1 
with llEllm < 1. (1.2) 
Similarly, we can discuss another kind of isometric matrices satisfying 
IIyHAll, = IIyHllp Vy 6 C”. 
THEOREM 4.1. Suppose A E Cr”‘, 1 < p < +m, p # 2. Then 
K~(A) = lI~ll,lI~+lI, = 1 if and only if 
‘5 0 
. . . 0’ 
0 r2 . 
CPA = . . 
0 (1.3) . 
(j ..: 0’ rn 
I 
with Ilr,ll, = 1, j = 1,. , n, where c # 0 is a constant. For each j, all 
nonzero elements of rj have the same modulus. 
Because of the fact /[AHlIp = (I AIJ, [6], we have a similar result for 
matrices A E CzX”. 
THEOREM 4.2. Suppose A E Cyxn, r<min{m,n},l<p< +m, p# 
2. Then K~(A) = IJAJI,IIA+JI, = 1 $and only if 
A = FG, 
where F E Crxr, G E @LXn, and K~(F) = K~(G) = 1. 
(1.4) 
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THEOREM 2.2. Suppose A E C::” “. For any matrix norm subordinute to 
a vector norm [7], if K(A) = 11 A(( 1) A+\\ = 1, then A = cU, where U is un 
isometric matrix and c f 0 is u constant. 
THEOREM 5.2. Suppose A E C “” ” is isometric. Then 
=1 if p=2, 
Kp( A) = 11 All,,11 A+[\,, 
<6L if p=l, 
< m 
if p = +m, 
< mV2 if l<p< +X. 
(1.5) 
In Section 2, we will state some preliminaries and prove Theorem 2.2. 
Theorems 3.1 and 3.2 will be established in Section 3. In Section 4, 
Theorems 4.1 and 4.2 are discussed. Theorem 5.1, Theorem 5.2, and a 
numerical example are included in Section 5. 
For simplicity, we only discuss the real matrix case in the rest of this 
paper. 
2. PRELIMINARIES 
Throughout this paper only the matrix norm subordinate to a vector norm 
is used, i.e. [7] 
II ‘Ml 
IlAll = ;:\m = max (1 AxI1 
/lull= 1 
(2.1) 
We also call the norm (2.1) the matrix operator norm. 
DEFINITION 2.1. Suppose A E R”““, 1 < p < +m. Then A is called 
p-norm nondecreasing with respect to the orthogonal complementary 
subspace of R(A) if and only if 
Ilu + ullp a lIullp VUER(A),~ER(A)‘, (2.2) 
and we also say A is PN. 
LEMMA 2.1. Suppose A E RtnXn and K&A) = I, I < p < +m. Then A 
is PN. 
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Proof. AA’ is the orthogonal projection operator onto R(A) [s]. For any 
u E R(A), u E R(A)‘, we have Ilulll, = IIAA+uII~ = IIAA+(u + VII, < 
IIAllpIIA+II Jlu + UIII’ = IIU + ullp. n 
DEFINITION 2.2. A matrix A E [w”“” is called an isometric matrix if 
and only if 
IIAXII = llxll vx E R”. (2.3) 
THEOREM 2.2. Suppose A E UX;“, K(A) = II All IIA+II = 1. Then 
A = cU, U kometric (2.4) 
Proof. From the fact that K(cA) = K(A) (c Z 0 a constant), we may 
assume 11 AlI = IIA+II = 1. Hence, we only need to prove A is isometric. 
Otherwise, there is a vector -x such that 
IIAII < II-ill. (2.5) 
Notice that S = ALP” is a subspace of K!“‘, ACA = I, [B]. Then 
lIA+II= ;L$$+ 
Y 
ll A+Axll ~ 
,“,“,pn 11 Axll 
X#O 
llxll 11-x II - - 
= ,“E”,pn IIAxII ’ (I&[[ > ” 
X # 0 
This is a contradiction. 
REMARK 2.1. The converse of Theorem 2.2 is not true. For example, 
is m-norm isometric, and A+ = (A%- IAT = (2, g), K,(A) = ! > 1. 
LEMMA 2.3. Suppose A E RTx”, Then there exist matrices P and X such 
that 
PAX = =Q (2.6) 
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where X is nonsingular and the (i, j) element e,, j of PAX is such that 
Ilei,lll < 1. Furthermore, A is PN if and only if Q is PN. 
Proof. (2.6) comes from [8]. Notice that R(PA) = R(Q), R(PA)’ = 
~(~11. It is easy to show that A is PN if and only if PA is PN. n 
LEMMA 2.4. Suppose A is isometric and lie, 11 = 1, j = 1,2, , n, where 
ej is the j th column of I,,. Then f or each column aj of A, Ila,ll = 1. 
Proof. Ila,ll = IIAejll = llejll = 1. n 
LEMMA 2.5. Suppose A E [w”“x”, 1 < p < +m. Then 
77 {Iai. jll G II AlI,, G CIai,jI. 
i.j 
(2.7) 
Proof. See [23. 
LEMMA 2.6. Suppose A E R”‘x”, rank A > 0. Then 
K(A) = I/All lA+ll z= 1. 
Proof. Take u E R(A); then IIAA’uIJ = Ilull. Hence 
1 < II~+lI < IIAII IIA+ll = K(A). n 
LEMMA 2.7. If l<p<y< +m,then 
Ilxllq G Il~llp. (2.8) 
LEMMA 2.8 (Holder inequality [8I). Suppose 1 < p, 4 < foe, l/P + 
l/q = 1, o + x = ( el,. , c,Y”, o # y = (rll, , v,Y E LQ”. Then 
IWyl G Il~llrlll yllq, (2.9) 
with equality if and only if there is a constant s such that I&I” = sIqiI’> 
i = 1, , n, and if &vi # 0 then sign &vi = const. 
REMARK 2.2. In Lemma 2.8, if p = 1, then we can take q = +m, and 
(2.9) also holds. Then the sufficient and necessary conditions for (2.9) to 
become equality are: if ti z 0 then 1~~1 = 11 ylls, and if eiqi # 0, 5jTj + 0 
then sign tivi = sign tjqj. 
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3. STRUCTURE OF A p-NORM ISOMETRIC MATRIX 
THEOREM 3.1. Suppose A E R”“x”, p = + 00. Then A is isometric if and 
only if there exist a matrix P and an orthogonal diagonal matrix D such that 
PAD= ; 
i 1 
with (IElI, < 1. (1.2) 
Proof. Necessity: By Lemma 2.4, Ilajjlm = 1, j = 1,. . , n. Hence (1.2) 
holds for jlAllrn = 1. 
Sufficiency is obviously valid. n 
THEOREM 3.2. Suppose 1 < p < + 00, p # 2, A E R”” “. Then A is 
isometric afand only if there is a matrix P such that 
PA = 
r1 0 .., 0 
0 r2 ‘. : 
. . 0 
(j ..: 0’ rn 
\ 
with jlrjll, = 1, j = 1,2, . . . ,n. (1.1) 
I 
Proof. Necessity: By Lemma 2.5, Ila,ll, = 1. Now we want to prove that 
each row of A has at most one nonzero element. 
Case 1: p = 1. If e.g. aI1aI2 # 0, take 
X=(E1,52,0 ,..., O)T= (signa,,, -signal,,0 ,..., O)T; 
then ((~((1 = 2. But 
II AxIll =)l(laIIl - la,,1 ,a,,tl -a8252,...)T)II <2=lld1. 
This contradiction means that each row of A has at most one nonzero 
element. 
CaseZ:l<p< +a,p#2. Taker=(1,rl,0,...,0)T,77>0.Then 
Ilxll,p = 1 + ?l”, (3.1) 
IIAXII,” = 5 lak,l + 77q21’ = It [(a,., + vk,2)2]p’2. (3.2) 
k=l k=l 
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Let d+(v) = lak,, + wJ. If %,1%,2 # 0, then 
q&(v) = &(O) + &L(O)?- + &xO)g’ + ..-> 
where 
and 
x [( p - l)la~,,l’-elu~,,12]~~ + ...’ 
Notice that &CO) > 0. If ak,, = 0, ak,2 Z 0, then 
(3.3) 
(6k(77) = l~k,21P77”~ 
If Uk,l # 0, uk 2 = 0, then 
&(77) = l%llP. 
Hence 
k=l 
(3.4) 
(3.5) 
c’ + c” + c”‘, (3.6) 
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where C’ includes the terms of type (3.3), C” includes the terms of (3.41, and 
C”’ includes the terms of type (3.5). 
Recall that jlujll, = 1. Thus C” = C”l~~,~l~nP. The coefficient of 77 in 
the right-hand side of (3.6) must be zero. C’ and C”’ include no term of 7”. 
If 1 < p < 2, then C” = vp and C’ is zero. If p > 2 and C’ is not zero, by 
(3.3) the coefficient of q2 of (3.6) in the right hand side is positive-a 
contradiction. Thus C’ is always zero. This means that each row of A has at 
most one nonzero element. 
Sufficiency: If (1.1) holds, it is easy to show A is isometric. W 
COROLLARY 3.1. Suppose A E C::,“, 1 6 p < +m, p # 2. Then 
K&A) = llAlI,,IlA-‘II, = 1 if ad only if A = cPD (i.e. Proposition I(b)) 
holds. But this is just one of the main results of [2]. 
Proof. Necessity: By the complex forms of Theorem 3.1, Theorem 3.2, 
and Lemma 2.2, we first know that CA is isometric, where c # 0 is a 
constant. Assume 11411, = 1; then A = PD. 
Sufficiency: Obvious. n 
REMARK 3.1. If p = 2, then from [7], A E lR”x” is isometric if and 
only if A1A = I,,. 
4. MINIMUM OF THE p-CONDITION NUMBER OF A 
RECTANGULAR MATRIX 
THEOREM 4.1. Suppose A E lRTx”, 1 G p Q +m, p # 2. Then 
K~(A) = I(AllpllA+llp = 1 if and only if 
CPA = 
r1 0 . . . 0 
0 r-2 .y ; 
0 
(j ..: 0’ 7;, 
\ 
with Ilrjll, = 1, j = 1,2,. . , n, 
/ 
(1.3) 
where c z 0 is a constant and for each j, all the nonzero elements of rj have 
the same absolute value. 
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Proof. Necessity: Without loss of generality, assume I( AllP = 1. By 
Theorem 2.2, A is isometric. By Theorems 3.1 and 3.2 (1.3) holds and 
Ilr,ll, = 1, j = 1,2,. , n. We still want to prove that all nonzero elements of 
rj have the same absolute value. 
Case 1: 1 < p < +a, p # 2. Without loss of generality, assume 
f-1 \ 
r 2 
A= (Ilr,ll, = 1, j = 1,. ., n>. (4.1) 
\ rn j 
Denote 
q = Ilr,ll2 and tj = ‘;/o; 
then 
I 
t1 
A= ‘., 
is the SVD of A [7], and 
\ 
A+= ‘C-‘Tff = 
I 
= T% (4.2) 
t” a,, 
(4.3) 
where 1; = ( p?, . , pain, C;l= 1 mj = m. Denote x?‘ = (x 
(t{j) .‘. t(J))‘. Thus, from II A+(( I, = max 1 ) rn I ,,~,,,,= 1 II Atxlll, and (4.3), 
1,. , x;;jT, “j= 
(4.4) 
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(4.5) 
(4.5) becomes equality if and only if 
1 #‘I9 = p 1 E/j’l’ (i = 1, , mj) and sign ,$,‘-$!j) = const. (4.6) 
Take x so that (4.6) holds for all j. Again, by the Holder inequality, 
(4.7) 
(4.7) becomes equality if and only if 
( #)I9 = s.J @)J9, 
I I ’ (4.8) 
Because p # 2, p # q, if pi (j) p, (j) f 0, then I &)I = I #I. Thus completes 
the proof of necessity when 1 < p < + ~0, p z 2. 
Case 2: p = 1. This follows from Remark 2.2. 
Case 3: p = +a. A is isometric, llujllm = 1. Assume 
A= 
If we can prove each nonzero element of E has absolute value one, then 
from l/Ellm < 1, we can say that each row of A has at most one nonzero 
element. By contradiction, if le, + 1, I I < 1, by Lemma 2.1, A is PN. Take 
u = a, = Ae, E R(A). Any u E R(A)’ can be gotten from a linear system 
(4.9) 
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Taking u,,+ i = e,, ,, i and taking v,, +2, . , II,,& small enough and with suit- 
able signs, we ca;n make I(W((, < I = (\u&. This is a contradiction to A 
being PN. 
Thus completes the proof of necessity. 
Sufficiency: \Vithout loss of generality, assume c = 1. Then (1.3) means 
that PA is isometric. By (4.2)-(4.8), Lemma 2.8, and Remark 2.2, we have 
llA+llT, = IIAllp = 1, i.e. K~)(A) = 1. n 
In order to prove Theorem 4.2, we need a new proposition. 
LEMMA 4.1. Suppose 
A is PN, and each element ei,j E E has (ei,jl < 1. Denote sj = Ilajll,, where 
aj is the jth column of A, j = 1,. . , n. Set X = AS-‘, where S = 
diagb,, . . ) sn). Then K~(X) = IIXllpllX+llp = l(1 < p G 4~0, p f 2). 
Proof. Provided we can show that (a) each nonzero element e,, j of E 
has \e, j\ = 1, and (b) each row of E has at most one nonzero element, then 
X satisfies the condition of Theorem 4.1 and K~(X) = 1 holds. 
Case 1: p = + ~0. First, by (4.9) and (4.10) we can prove E has property 
(a) i.e. each nonzero element e, j of E has lei jJ = 1. The proof is similar to 
Theorem 4.1 (necessity, case 3). Second we prove E has property (b). By 
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contradiction, assume, e.g., sign e,, r, , = a, sign e, + ,, 2 = p, and le, + r, , I = 
le n+l_2j = 1. Take u = LYU~ + @an E R(A). Then u,+~ = Ilullz = 2. By(4.9) 
w=u+tJ= 
u~+~) - (e,+2,2un+2 + ... +e,,z,221,,z) 
-(e n+l,JUn+l + ... +e ln.3V,,L) 
-(e n+l,n%+l + ... fe m, n%> 
2 + %+1 
aen+2,1 + Pen+2,2 + vl+n 
ffe m.1 + L%n.e% 
Choose un + I so that lwi] + 1wzI + lwn+,l < 1~~1 + lupl + Iu,~+,). To this 
end, set v, + 
= _1_. then la(l - u~+~)/ = $= jp(l - q+,)l, 2 + 
=3<2. 
&$ =“liu + 
iake u?,f,, , u,, small enough and with suitable signs. Then 
ullm < 2 = Ilulla: a contradiction to the PN property of A. 
Case2: p = 1. By(4.101, let untl = -te,+l,,, 0 < t < 1. If len+l,lI < 
1, then 
(1 - e n+l,l%+ll + Ien+,, + %+1l 
= 1 + te,2+,,, + (1 - qle”+l,,l 
< 1 + le,+,,,l G IlUll~ = lhll~ = 1 + 2 lej 11. 
j=n+1 ’ 
Choosing u~+~, . . , u, suitably, we may also have llWl/r < llallr = Ilullr. We 
can further prove that E has property (b). By contradiction, assume 
signe,+r,r = ay, sign~+~,~ = P. Again by (4.11), (~~1 + Iupl + Iu,+~I = 4. 
Letting u,,+ r = f and choosing u,, +2,. . . , unt suitably, we may make ((W 111 = 
J[u + uIJi < JIuJIr. This contradiction means E has property (b). 
Case 3: 1 < p < +m, p # 2. To prove E has property (a), by contra- 
diction, assume le,, r, iI < 1. BY (4.10) i 
IIWII~ =I1 - (e,+l,lu,+, + ..* +e,,,qJJP 
P 
(4.12) 
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Choose v,, + I SO that IwiJ” + Iw,+iI” < (~i(~’ + lu,,+ilP. To this end, take 
u r,+ I = ~e,,+~,~ (-1 < q < 1); then 
= (1 - wE+l,l)JJ +(1 + 77)Ple,,+~,~lp 
= 1 - pez+,,,77 + O($) + Ie,,+,~Il”(l + p77) + O(rl’> 
= 1 + le ,,+i,,lF’ - p(le,+1,112 - lenil,llP)?7 + O(V”). (4.13) 
When p > 2, take 77 > 0 small enough, and when p < 2, take 77 < 0; we 
may thus have 
Iwll” + Iw,+Ilr’ < Iulll’ + lun+lIf’ = 1 + le,+,,,I”. (4.14) 
Choosing vn +2, . . , u,,~ we may make IIWII~ < Ilull&. So IIWII, < hllp. This 
contradiction means that each nonzero element of E has absolute value one. 
To prove E has property (b): If E d oes not have property (b), then again 
by (4.10, 
Choose u, + i so that Iwi(’ + (~~1~ + Iw,+~I~ < lull’ + luzIp + lun+llp. To 
this end, choose un+ i = 7, - 1 < 7 < 1, so that 
2(1 - rj)p+(2 + 77)P < laI+ IPI + 2 = 4, (4.16) 
2(1 - q)P+(2 + 7#’ = 2(1 - pr/) + 0(7/‘) + 2 + 2p-$77 + o(77”) 
= 4 + p(2”-’ - 2)7j + o(?q). (4.17) 
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When p < 2 take 77 > 0 small enough, and when p > 2 take 77 < 0; then 
(4.16) holds. Again choosing u, + 2, . . , unl, we may make 
Ilwllp’ < Ilull,p. 
Thus Lemma 4.1 is valid. n 
THEOREM 4.2. Suppose A E Ry”‘, O<r<min{m,n}, l<p< +a, 
p Z 2. Then K~(A) = lIAllpllA+Ilp = 1 ifand only if 
A = FG, (1.4) 
where F E RFxr, G E Rzxn, and K~(F) = K~(G) = 1. 
Proof. As rank A = r, we have [7, S] 
A = FIG,. (4.18) 
where F, E lR~x~, G, E Rrx”. Utilizing Lemma 2.3, 
PF,X = (2.6) 
and A = F,G, = PTQX-‘G, = F,G,, where 
Fs = PTQ, 6, = X-‘G,. (4.19) 
obviously Fz E [WFXr, G, E R:‘,. Set F = F2Sb1, G = SG,, where S is a 
matrix as in Lemma 4.1. It is easy to show K~(F) = 1. 
Necessity: K~(A) = 1. We wish to show K~(F) = K~(G) = 1. In fact 
R(A) = R(F), R(A)’ = R(F)’ . By Lemma 2.1 A is PN, so F is PN. It is 
easy to show that Q is also PN, for P is a permutation matrix. From Lemma 
4.1, K~(F) = 1. Since [S] A+= G+F+, GG+= I,, F+F = I,, we have Gf= 
A+F, G = F+A. Thus K&G) = IlGll,IlG+Il, Q llA+Il,,~lFII,llF+ll~llAII, = 1. 
By Lemma 2.6, K~(G) > 1; thus K~,(G) = 1. 
Sufficiency: 1 < K~(A) = ll~II,ll~+ll, = llFGII~,IIG+F+llp < 
llFllpllGllpllG+llp(IFtll~ = 1. n 
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5. BOUNDS ON THE 
ISOMETRIC MATRIXP- 
NORM CONDITION NUMBER OF AN 
THEOREM 5.1. Suppose p = + ~0 and A E R”‘x” is isometric. Then 
K,(A) = II Alimll A+ll, = II A% < m. 
Proof. From Theorem 3.1, we can assume 
A= IlEllm f 1, (5.1) 
A+ = ( ATA>- iAT [8], and ATA = I, + E ?‘E. So each eigenvalue of ATA is 
not less than 1 [7]. Thus ]I( A7‘A)-’ (1 2 < 1, and the modulus of each element 
of ( ATA)-’ is not greater than one. But ((AT(ll = 1) All, = 1; hence the 
modulus of ( ATA)-‘AT is not greater than 1. We obtain I( A+(l, = K,(A) < m. 
n 
THEOREM 5.2. Suppose 1 < p < + 00 and A E Iw “” n is isometric. Then 
I 
= 1 if p=2, 
<G 
KP( A) = IIAllpllA+llp < m 
if p=l, 
if p = +m, (1.5) 
Proof. 
Case 1: p = +m. See Theorem 5.1. 
Case 2: p = 2. From [7], it is known that for p = 2, A E Rmx” is 
isometric if and only if AHA = 1,. Thus [S] A+ = AT and K~( A) = 1. 
Case3:1<p<+~,p # 2. From Theorem 3.2, assume 
A= 
/rl 
r2 
\ rn 
\ 
Ilr,ll, = 1, j = 1,2,. , n. (5.2) 
I 
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Denote 9 = jlr,llz; then 
\ 
According to Lemma 2.7 
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= (4,). (4.3) 
I 
So we have 
-<-<&i-l. 
;; 
(5.5) 
If p = 1, then la+jl Q l/q < & for llrjllz = 9. Notice that each 
column of A+ has at most one nonzero element. So IIA+II1 = K1(A) < &. 
If 1 < p < +a, p # 2, then according to Lemma 2.5 and (4.31, (5.5), we 
have K~(A) = I( A+JJ, < rn& = m312. m 
EXAMPLE 5.1. Let 
m = 545, n = 4, A E [w”““, 
278 
where 
CHENG WANG ET AL. 
0.25 -0.7 0.6 0.1 0.01 -0.9 0.1 .*. 
A; -0.25 0.1 0.2 0 0.5 -0.1 0.2 .‘* = 
0.25 0.1 -0.1 0.8 0.4 0 0.3 ... 
-0.25 0.1 -0.1 0.1 0.02 0 -0.4 ... 
and ak+il = ak,i, k 2 1, j = 1,2,3,4. 
The results of computation are 
11 Allp = 1, llA+ll, = 4.1096, 
(ADA)-’ = 
! - 0.0083 .0 68 2005 - 0.0336 062007 - 0.0146 005639 - 0.0007 5513968
K,(A) = 4.1096 << 545 = m. 
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