ABSTRACT Differential evolution (DE) is powerful for global optimization problems and constantly improved. However, satisfactory solutions of some functions can be hardly obtained so far. According to the experimental data of many state-of-the-art DE algorithms from the literature and our pre-experiment, solutions for F12 among the 25 CEC 2005 benchmark functions have an outstanding large mean error to the optimal value, while solutions for F15, F21, and F23-F24 all fall into one or several values. It can be seen that, in the involved state-of-the-art DE algorithms, JADE obtains the best solutions for F15, while EDEV obtains the best solutions for F12. In this paper, we modify the two DE algorithms for the two functions, respectively. Experimental results show that our modifications leads to significant improvement on solutions. As a result, solutions for these two functions are improved to an unprecedented degree.
I. INTRODUCTION
Differential evolution (DE) is a powerful type of evolutionary algorithm (EA) for global optimization problems and have been successfully applied in many fields, such as procedural modeling, engineering design optimization, power flow optimization, economic and environmental and dispatch optimization [1] . Similar to other types of EA, DE is based on population composed of individuals. Here, the target vector x i,g = (x i,1,g , x i,2,g , ..., x i,d,g )(i ∈ 1, 2, ..., NP) is the ith individual in the gth generation. In this generation, each mutant vector v i,g = (v i,1,g , v i,2,g , ..., v i,d,g ) is generated through mutation based on its target vector x i,g . Then, crossover is implemented on each pair of target vector and mutant vector to produce a trial vector u i,g = (u i,1,g , u i,2,g , ..., u i,d,g ). Here, crossover and mutation are together called trial vector generation strategy. In selection, the g + 1th generation target vectors are selected from target vectors and trial vectors of the gth generation. In a DE algorithm, there are at least two main parameters, scale factor F and crossover rate CR.
So far, many DE algorithms are proposed in literature. Each DE algorithm with given settings can be regarded as a searching plan. Then, a state-of-the-art DE algorithm may be a befitting searching plan for many functions because the exploration and exploitation ratio provided by the algorithm is suitable for fitness landscapes of these functions. However, different functions do have differences in fitness landscapes. A function with special fitness landscapes may demand an unusual exploration and exploitation ratio which does not match the ratio provided by most DE algorithms. Consequently, satisfactory solutions of the function may hardly obtained by existing DE algorithms. Now that existing DE algorithms are not fit for these functions, special modifications require to be taken. The above is our motivation.
In this paper, we concentrate on improving solutions of functions even difficult for most state-of-the-art DE algorithms one by one via modifying existing DE algorithms. In our plan, multiple state-of-the-art DE algorithms all run for one difficult function. Then, the algorithm obtaining best solutions among the all algorithms is selected to be modified to provide a unusual exploration and exploitation ratio for matching fitness landscapes of the function under consideration. According to experimental data from literature and our pre-experiment, we select F12 and F15 in the CEC 2005 benchmark functions as representatives of difficult functions. It can be seen from the data that, among the involved state-of-the-art DE algorithms, JADE [2] obtains better solutions for F15 than the other DE algorithms, while EDEV [3] obtains better solutions for F12 than others.
Thus, we modify the two DE algorithms for the two functions, respectively. For F15, we change the mutation method of JADE. Moreover, we set adaptive schemes for switching not only proposed mutation and original one but also different parameter settings. For F12, our proposed distance-based selection is called in EDEV based on our adaptive scheme. Our experiments show that solutions of F12 and F15 are improved by us to an unprecedented level.
The rest of this paper is organized as follows. Review of recent contributions in the field of DE are given in Section II. The difficulty of F12 and F15 in the CEC 2005 benchmark functions is shown in Section III by experimental data. Section IV introduces JADE and EDEV, our selected algorithms for F15 and F12. In Section V, our modifications are presented. Then, experiments go in Section VI. Finally, a conclusion is dealt with in Section VII.
II. REVIEW OF RECENT DE ALGORITHMS
In these section, we review some recent DE algorithms based on the classification provide by [4] . Details are given as below.
• DE methods with both strategy and control parameter adaptations Zhang and Sanderson [2] developed JADE. The authors proposed an optional external archive. Based on an proposed optional archive, DE/current-topbest was used as mutation strategy. Further, a control parameter adaptation strategy based on probability distributions was proposed. Wang et al. [5] presented CoDE. This method uses three trial vector generation strategies and three control parameter settings. A trial vector generation strategy and a control parameter setting are combined at each generation. Yu et al. [6] proposed ADE. This DE algorithm uses DE/lbest/1 as mutation and a two-level adaptive parameter control scheme. Wang et al. [7] presented CoBiDE. The DE algorithm employs covariance matrix learning as crossover and calls bimodal distribution parameter setting. Li et al. [8] adopted the cumulatively learned evolution path (EP) to formulate a new framework, termed DEEP, standing for DE with an EP. In DEEP, parameters are adaptively set. Tang et al. [9] proposed a variant of DE with an individual-dependent mechanism. In detail, not only parameter setting but also mutation were individualdependent. Awad et al. [10] proposed a framework improve the performance of L-SHADE. The proposed algorithm, namely LSHADE-EpSin, uses a ensemble sinusoidal approach to automatically adapt the values of F. This ensemble approach consists of a mixture of two sinusoidal formulas, non-adaptive sinusoidal decreasing adjustment and adaptive history-based sinusoidal increasing adjustment. Fan and Yan [11] proposed a self-adaptive DE algorithm with zoning evolution of control parameters and adaptive mutation strategies. In the algorithm, mutation strategies are automatically adjusted during evolution. In addition, the control parameters evolve in their own zoning. Li et al. [12] created a hybrid framework based on CoDE and JADE with modifications. CoDE was modified by introducing an external archive and implementing Gaussian mutation on the best individual, while JADE is modified in its adaptive parameter approach, Wu et al. [13] proposed a framework to realize an adapted ensemble of three mutation strategies (i.e. current-to-pbest/1 and current-to-rand/1 and rand/1), MPEDE. The population is dynamically partitioned into several subpopulations including three indicator subpopulations and one reward subpopulation. Each indicator subpopulation is assigned to a constituent mutation strategy and the reward subpopulation is assigned to the currently best performed mutation strategy as an extra reward. Fu et al. [14] employed an aging mechanism in DE and adaptively updated parameters based on given probability distributions which could learn from their successful experiences. Guo et al. [15] proposed NSSDE.
In the algorithm, parameters are self-adaptively tuned according to the feedback from the search process, while global neighborhood search strategy is incorporated. Mohamed and Suganthan [16] introduced a triangular mutation and two schemes for updating parameters. Triangular mutation is based on the convex combination vector of the triplet defined by the three randomly chosen vectors and the difference vectors between the best, better and the worst individuals among the three randomly selected vectors. Ali et al. [17] proposed sTDE-dR. In this DE variant, the population is clustered in multiple tribes controlled by different mutation and crossover strategies. A competitive successbased scheme was introduced to determine the life cycle of each tribe and its participation ratio for the next generation. Moreover, in each tribe, a different adaptive scheme was used to control the scaling factor and crossover rate. Ghosh et al. [18] presented a control parameter choosing strategy which uniformly and randomly switches parameters value. Furthermore, each population member is mutated either by using DE/rand/1 or a proposed version of DE/current-to-best. The mutation scheme for a population member is chosen based on the current performance of schemes. In the crossover phase, each member undergoes either the common binomial crossover or the BLX-α-β crossover modified for applying in DE, with equal probabilities. Tatsis and Parsopoulos [19] presented a parameter adaptation technique. The technique is based on a search procedure in the discretized parameter search space, using estimations of the algorithm's performance. Tian et al. [20] proposed a combined mutation strategy. Also, fitness of individuals were used to guide parameter setting. Moreover, greedy strategy was assembled into selection. Wu et al. [3] proposed EDEV, an ensemble of JADE, CoDE and EPSDE. Each constituent DE variant is assigned an indicator subpopulation. According to a mechanism, the most efficient constituent DE variant VOLUME 6, 2018 is determined after every pre-defined generation, Then, a reward subpopulation is assigned to the currently bestperforming constituent DE variant. Zhou et al. [21] presented JADE_sort, a modified JADE version with sorting CR. A smaller CR value is assigned to individual with better fitness value.
• DE methods with only strategy adaptations Rakshit et al. [22] proposed to utilize the composite benefits of DE for global search and Q-learning for local refinement. Four DE variants were involved in study. Das et al. [23] presented a multipopulationbased adaptive DE algorithm to solve dynamic optimization problems. The algorithm uses Brownian and adaptive quantum individuals in conjunction with the DE individuals. Neighborhood-Driven double mutation strategy is used to control the perturbation in the algorithm. In addition, an exclusion rule is used to spread the subpopulations over a larger portion of the search space. Furthermore, an aging mechanism is incorporated. Ali et al. [24] proposed mDE-bES where the population is divided into independent subgroups, each with different mutation and update strategies. The proposed mutation strategy uses information from either the best individual or a randomly selected one. According to fitness-based ranks, individuals are chosen for mutation. Function evaluations are divided into epochs. At the end of each epoch, individuals between the subgroups are exchanged to facilitate information exchange at a slow pace. Guo and Yang [25] presented eigenvector-based crossover which can be used in different DE algorithms. Eigenvector-based crossover employs eigenvectors of covariance matrix of individual solutions, which makes the crossover rotationally invariant. To apply this scheme, donor vectors need be modified to fit eigenvector coordinate system. Guo et al. [26] proposed a successful-parent-selecting framework. The proposed method adapts the selection of parents by storing successful solutions into an archive. Parents are selected from the archive when a solution is continuously not updated for an unacceptable amount of time. Yang et al. [1] introduced a mechanism AEPD to automatically enhance population diversity. AEPD can identify the moments when a population becomes converging or stagnating by measuring the distribution of the population in each dimension and solve the issues by different methods. Liao et al. [27] proposed DE-CDI. In DE-CDI, the cellular topology is employed to define a neighborhood for each individual of population. Then, the direction information based on the neighborhood is incorporated into the mutation operator. Qiu et al. [28] proposed a multiple exponential recombination. Multiple segments of the involved solutions will be exchanged during the proposed operator. Yi et al. [29] implemented pbest roulette wheel selection and retention mechanism. Under the control of the mechanism, the pbest vector of current individual suitable for exploitation can be set better value in fitness. Awad et al. [30] proposed a hybridization of Cultural Algorithm (CA) and DE named CADE. In CADE, the population is shared between CA and DE simultaneously. A quality function is used to determine the participation ratio for both CA and DE. Then, a competitive selection takes place in order to select the proportion of function evaluations allocated for each technique. Du et al. [31] introduced event-triggered impulsive (ETI) control scheme. At the end of each generation, impulsive control is triggered when the update rate of the population declines or equals to zero. In detail, two types of impulses are presented stabilizing impulses and destabilizing impulses. Zheng et al. [32] presented a scheme IIN to provide directional information during the evolution process. In IIN, both the ranking information based on fitness and the interactive information between individuals is considered. The interaction between individuals is implemented by the mathematically weight-based combination according to ranking information. Ghosh et al. [33] presented a DE algorithm for optimization in presence of noise. In the algorithm, population central tendency-based mutation was proposed and switched in a probabilistic manner with the difference mean-based perturbation strategy in the mutation step. Moreover, blending crossover is used. Finally, a distance-based selection mechanism is proposed. Zheng et al. [34] introduced CIPDE. In CIPDE, the evolutionary information of the m best candidates is linearly combined to form a part of the difference vector in mutation. Moreover, the collective information can also be used in crossover. Zhou and Zhang [35] presented an abstract convex underestimation-assisted multistage DE. In the algorithm, underestimation is calculated through the supporting vectors of some neighboring individuals. Based on the variation of the average underestimation error (UE), the evolutionary process is divided into three stages. Each stage includes a pool of suitable candidate strategies.
• DE methods with population size control Brest and Maučec [36] proposed a population reduction technique for reducing population size of DE. More specifically, the computational budged is divided into periods. At the beginning of each period, the population size is halved. In the mechanism, each individual is allowed to compete with another individual belonging to the same offspring generation strategy. Yang et al. [37] proposed a method to adapt the same depending on the population diversity. Their method identifies the instance when the population lacks enough diversity, measured in terms of the pair-wise Euclidean distance among the individuals. When the moment is identified, the population is regenerated, thus eliminating the chances of stagnation. Zhu et al. [38] proposed a method that varies the population size. After an iteration of DE, the algorithm detects the status and takes the decision of decreasing or increasing the current population size, and performs accordingly. The work of Mallipeddi et al. [39] was further extended by Gonuguntla et al. [40] where besides the Gaussian adaptation technique. in each generation, a fixed number of individuals are sampled from the large set to be included in the population of the DE algorithm.
III. FINDING DIFFICULT FUNCTIONS AMONG THE CEC 2005 BENCHMARK FUNCTIONS
In [41] , 25 benchmark functions were given for the CEC 2005 special session on real-parameter optimization. To find difficult functions among them, we run CoBiDE for the 25 ones. The results are given in Table 1 . Further, we show the detailed solutions of some functions in the table. It can be seen from Table 1 that solutions for F12 have the largest mean error to the optimal value among solutions for all the functions. Furthermore, the solutions for F15, F21, F23 and F24 all fall into one or several numbers. Based on the above observation, we select F12 and F15 as the representatives of difficult functions.
Then, experimental data of more DE algorithms are given to further show the difficulty of F12 and F15. Some of these data come from literature. Others are obtained from our preexperiment. The results from [7] of jDE [42] , SaDE [43], CoDE [5] , JADE [2] and CoBiDE [7] are shown in Table 2 . Moreover, the results from our pre-experiment of JADE, CoBiDE and some later DE algorithms, MPEDE [13] , ETI-JADE [31] and EDEV [3] are given in Table 3 and Table 4 for F12 and F15, respectively. Function evaluations are set much more in our pre-experiment than in the experiment in [7] .
It can be seen from Tables 2 to 4 that solutions for F12 and F15 of these DE algorithms are all still far from optimal. Moreover, it can be seen from Table 4 that solutions of JADE, CoBiDE, MPEDE, ETI-JADE and EDEV for F15 all fall into one or several numbers. Meanwhile, Table 2 shows that the average of jDE, SaDE and CoDE is at the same order of magnitude compared with that of JADE and CoBiDE. It can be inferred that jDE, SaDE and CoDE also always obtain the values. Now that so many state-of-the-art DE Algorithms cannot obtain satisfactory solutions for these two functions, further works must be done.
IV. DE ALGORITHMS INVOLVED IN OUR MODIFICATIONS
According to the previous section, F12 and F15 are difficult for existing DE algorithms. To obtain significantly better solutions of these functions, we plan to revise existing DE algorithms. According to the above results, solutions for F15 of JADE and solutions for F12 of EDEV are best in average. Therefore, we plan to revise JADE for F15 and EDEV for F12. The introduction for these two DE algorithms is given as below.
A. JADE
An optional archive is employed in JADE to store target vectors eliminated from population. Besides, a proposed mutation strategy, DE/current-to-pbest with the optional archive, is used to product mutant vectors. Further, the two main parameters of DE, scaling factor F and crossover rate CR, are both adaptively set for each target vector, respectively. Details are given as follow.
The size of the optional archive is same with that of population. All individuals eliminated from populations are sent to it. However, if duplicate individuals exist, only one of them can enter the archive. Moreover, if the archive is filled, some randomly chosen individuals in it are replaced by new comers. VOLUME 6, 2018 DE/Current-to-pbest with the optional archive is
where x i,g , x r1,g and x p best,g are from the current population P, while x r2,g from the union of the archive and P. In detail, x p best,g is randomly chosen from the top 100p% individuals in P with p ∈ (0, 1]. Both x r1,g and x r2,g are vectors other than x i,g . The former is randomly chosen in P, while the latter is randomly chosen in the union of the archive and P. According to such a mutation method, individuals in the archive are used.
In the gth generation, the crossover probability CR i of each individual x i,g is independently generated according to a normal distribution of mean µ CR and standard deviation 0.1
and then truncated to [0, 1]. Denote S CR as the set of all successful crossover probabilities CR i 's at the gth generation. The mean µ CR is initialized to be 0.5 and then updated at the end of each generation as
where c is a positive constant between 0 and 1 and mean A ( ) is the usual arithmetic mean. Similarly, in the gth generation, the mutation factor F i of each individual x i,g is independently generated according to Cauchy distribution with location parameter µ F and scale parameter 0.1
and then truncated to be 1 if F i 1 or regenerated if F i 0. Denote S F as the set of all successful mutation factors in generation g. The location parameter µ F of Cauchy distribution is initialized to be 0.5 and then updated at the end of each generation as
where mean L ( ) is Lehmer mean. In EAs including DE, the balance between exploration and exploitation requires be addressed for obtaining good solutions. It is generally accepted that maintaining diversity may help to achieve the balance. However, compared with some other types of EA, DE algorithms often face to a very large solution space. As a result, random mutation, which is very popular in other types of EAs, may incur great degeneration and cannot be used in DE. In fact, mutation of DE algorithms is mainly based on existing vectors. The more vectors are involved in mutation or the more vectors can be chosen for mutation, the higher mutation degree may be gotten. It can be seen from Equation 1 that, in mutation, JADE employs more vectors from a larger range than most DE algorithms. On one hand, in all five vectors are involved in mutation. On the other hand, these vectors are chosen from a wide range. Firstly, a vector among the p% best target vectors rather than the only one best target vector is employed. Secondly, a vector among ones stored in the archive may used in one time mutation. Thus, JADE is good at maintaining diversity.
In fact, although the archive contains vectors, it is not a population since no new vector can be produced in it. Therefore, fitness evaluation is not required in the archive. In short, JADE shows good performance in comparisons partly result from the archive helping to keep diversity without consuming evaluation.
B. EDEV
In EDEV, three the-state-of-the-art DE algorithms, JADE, CoDE [5] and EPSDE [44] are taken as constituent algorithms. JADE has been introduced in the above subsection. CoDE showed high performance in solving various kinds of optimization problems. Especially, it is noticeable that such a DE algorithm is fit for dealing with some multimodal optimization problems. Compared with other DE variants, EPSDE is particularly efficient in solving some highly complex problems (e.g. Hybrid Composition Functions) [5] . In each generation, population is divided into four subpopulations, three indicator subpopulations each belongs to a constituent DE variant and one reward subpopulation. Partition operator is triggered at every generation. The three indicator subpopulations equal in size are denoted by SP 1 , SP 2 and SP 3 , while the reward subpopulation which is much larger in size is represented as SP 4 Each constituent algorithm is assigned an indicator subpopulation. Moreover, the reward subpopulation can be given to anyone of the three algorithms. Initially, the reward subpopulation is randomly allocated to one of the three algorithm. After every ng generations, fitness improvement of each algorithm is computed. Then, the reward subpopulation is allocated to the algorithm best in fitness improvement.
On one hand, a DE algorithm with given parameters value provides a ratio of exploration and exploitation. On the other hand, the required ratio of exploration and exploitation for a function is decided by fitness landscapes of this function. Therefore, different DE algorithms are fit for different functions. EDEV employs the three state-of-the-art DE algorithms each provides a different ratio of exploration and exploitation. The currently best performing algorithm is allocated the largest popluation. In this way, EDEV can obtain better solutions of many functions than other state-of-the-art DE algorithms.
V. OUR MODIFICATIONS A. MODIFICATIONS ON JADE FOR F15
As mentioned above, for F15, many DE algorithms always obtain solutions with one of several certain fitness values. We propose a new mutation method for JADE by changing Equation 1 to Equation 6 to maintain diversity at a much higher level than before as an attempt for escaping from these values.
In Equation 6, x r3 is a vector randomly chosen in P other than
,g provides more diversity since x r3,g brings much more possibility than x i,g . Further, to decrease diversity in the latter stage for better exploitation, we plan to reuse the original mutation method of JADE after the best fitness in the current population is lower than a threshold value t. In addition, we switch setting of the parameter p, percent of top individuals, based on the same criterion. When the best fitness in the current population is still higher than t, p is given a higher value to match our new mutation. The increase in value of p means that more target vectors can be involved for keeping high diversity level. As soon as the best fitness in the current population is lower than t, the original value of p is reused. The flow of JADE modified by us is given in Algorithm 1 where the steps 10-16 are our modifications. These modifications leads to no change in time complexity.
B. MODIFICATIONS ON EDEV FOR F12
In general, DE algorithms adopt selection with parentoffspring competition based on fitness. At least, the three constituent DE algorithms in EDEV are all base on such selection. Here, we propose distance-based selection and give in Algorithm 2 where BI denotes the best individual among all target vectors and all trial vectors. Under the control of our distance-based selection, BI is sent to the next generation. Meanwhile, the more similar another candidate is with BI , the smaller its survival probability is. In this way, candidates far from the best one are provided an chance of surviving. Thus, a method to improve diversity rapidly without excessive degeneration is proposed by us.
According to the previous section, results for F12 are not limited to just a few values. compared with proposing the new selection for keeping diversity, choosing occasions for switching proposed selection and original selection is more important since certain fitness values cannot be used as threshold any more. We chose to use a certain diversity value as the threshold for switching original selection and our distance-based selection. 
Randomly choose one of the 100p% best target vectors, x p best,g 8:
Randomly choose x r3,g = x r1,g = x i,g from current population P g
9:
Randomly choose
Set a high value for p 12:
else 14: Set a low value for p 15 :
end if 17: Generate j rand = rand i nt (1, D) 18:
for j = 1 : D do 19: if j = j rand or rand(0, 1) < CR i then 20: u j,i,g = v j,i,g 21:
end if 24: end for 25: if f ( x i,g ) ≤ f ( u i,g ) then 26: x i,g+1 = x i,g 27: else 28:
end if 30: end for 31: Randomly remove individuals from A so that |A| ≤ NP 32:
g=g+1 35 : end for Then, EDEV with our modifications is shown in Algorithm 3 where steps 9-16 are for adaptively switching our distance-based selection and original selection.
Algorithm 2 Distance-based selection

Input:
CS t : P t ∪ P t , the candidate set for P t+1 Output:
P t+1 : the (t + 1)th generation population 1: Find BI in CS t 2: Give BI the maximum value in distance-based fitness 3: Calculate the distance from BI to every other candidate as distance-based fitness of the latter (longer is better) 4: Select from CS t to compose P t+1 according to parent-offspring competition based on their distancebased fitness According to Algorithm 3, diversity d is computed at intervals. The time complexity of diversity computation is O (D · NP 2 ) . However, the times of diversity computation during a run decided by ng is limited. If d is smaller than d t , our selection will be executed in all generations until next interval comes. The time complexity of distance-based selection is O(D · NP).
VI. EXPERIMENTAL STUDY A. EXPERIMENT ON JADE FOR F15
In this experiment, both JADE with our mutation and JADE with all modifications are executed. In Table 5 , results of JADE with our proposed mutation after 300,000 function evaluations are listed with results of JADE, jDE, SaDE, CoDE and CoBiDE. Since much more function evaluations are required for JADE with all modifications, in Table 6 , results after 1500,000 function evaluations of JADE with our all modifications, JADE with our mutation, original JADE, CoBiDE, MPEDE, ETI-JADE and EDEV are compared. For JADE with our all modifications, we set six values, 500, 400, 300, 200, 100 and 50, for threshold t. Most of these values are the outcome values listed in Table 4 . Figure 1 gives diversity and fitness changing trends in runs for F15 of JADE with all modifications (t=50), JADE with our mutation and original JADE, respectively, by plotting average diversity and average of the current best fitness at 100 intervals. In detail, diversity changing trend of the three algorithms is given in Figure 1 (a) , while fitness changing trend of them is in Figure 1 (b) . In Figure 1 , the horizontal axis expresses generations with the maximum value 15,000. Than is, maximum function evaluations is 1,500,000 since population size is 100. Select based on distance-based selection 16: end if 17: Calculate f i , (i = 1, 2, 3) 18: if g%ng == 0 then 19: 
end if 21: P g+1 = ∪(SP 1,g+1 , SP 2,g+1 , SP 3,g+1 ) 22: Randomly divide P 0 into equal size subpopulations, SP 1,0 , SP 2,0 , SP 3,0 and SP 4,0 23:
It can be seen from Table 5 that JADE with our mutation obtains better solutions than Original JADE, jDE, SaDE, CoDE and CoBiDE. According to Table 6 , solutions of JADE with our mutation are better than Original JADE, CoBiDE, MPEDE, ETI-JADE and EDEV. In fact, the difference between solutions of JADE with our mutation and solutions of each of the above mentioned five DE algorithms in Table 6 is significant in terms of Wilcoxon's rank sum test at a 0.05 significance level. Moreover, it can be seen from Table 6 that JADE with all modifications obtains better solutions than JADE just with our mutation. In fact, when t =50, 100, 200 or 400, JADE with our all modifications significantly wins JADE just with our mutation and other DE algorithms in terms of Wilcoxon's rank sum test at a 0.05 significance level. When t = 50, solutions are best among all cases. Figure 1 shows that runs with our mutation maintain a much higher diversity than runs of original JADE. Moreover, runs with all modifications also show a high level of diversity in the early stage but a decrease in the latter stage. In summary, our mutation, a method to maintain diversity, can help to avoid the convergence to the several values and improve solutions significantly. When all the values need be avoided have been passed, the original mutation can be reused to search normally.
B. EXPERIMENT ON EDEV FOR F12
In this experiment, we execute EDEV with our modifications. Before that, the value of d t need be determined. Based on the detailed experimental data for the analysis in Section II, when diversity is lower than 5.0E − 06, little improvement can be done in fitness. Therefore, d t is set 5.0E − 06. As diversity in runs of original EDEV decreases below d t after many function evaluations, only the lager value of maximal function evaluations 1,500,000 is set in this experiment.
In Table 7 , results of EDEV with our modifications are listed with results of JADE, CoBiDE, MPEDE, ETI-JADE and original EDEV. In Figure 2 , diversity and fitness changing trends of original EDEV and those of modified EDEV are compared. It can be seen from Table 7 that EDEV modified by us can obtain better solutions than original EDEV and the other DE algorithms. In fact, in terms of Wilcoxon's rank sum test at a 0.05 significance level, there is a significant difference between the solutions of modified EDEV and the solutions of each of above-mentioned DE algorithms. According to Figure 2 , in runs of original EDEV, diversity shows a decreasing trend with fluctuations in a narrow range. After diversity goes lower than a level, fitness hardly makes any progress any more. On the other hand, in runs with our modifications, diversity shows violent fluctuations in the later stage of evolution. Meanwhile, fitness still goes better. In summary, in runs with our modifications, diversity can always go back to a level fit for making progress in fitness. As a result, solutions is significantly improved.
VII. CONCLUSION
A DE algorithm with certain parameter setting can provide a certain ratio of exploration and exploitation. However, the required ratio depends on fitness landscapes of the current functions. It is impossible that the ratio provided by a VOLUME 6, 2018 DE algorithm can match the required ratio of all functions. Consequently, existing DE algorithms can hardly obtain satisfactory solutions of some complicated functions.
In this paper, we propose a method to improve solutions of DE for difficult functions. Firstly, among many state-ofthe-art DE algorithms, the DE algorithm whose solutions for the current function are best is selected. Then, based on observation on runs of the selected DE algorithm for the function, a pointed measure is used to improve solutions. We improve solutions of F12 and F15 in the CEC 2005 benchmark functions, two functions difficult for many state-ofthe-art DE algorithms, to an unprecedented level by using our method. Limitation of our plan is that different functions have to be treated separately. In the future, we aim to obtain unprecedented solutions of more functions including constraint functions based on our method.
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