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Abstract. The amount of digitized legacy documents has been rising
over the last years due mainly to the increasing number of on-line digital
libraries publishing this kind of documents. The vast majority of them
remain waiting to be transcribed to provide historians and other re-
searchers new ways of indexing, consulting and querying them. However,
the performance accuracy of state-of-the-art Handwritten Text Recog-
nition techniques decreases dramatically when they are applied to these
historical documents. This is mainly due to the typical paper degradation
problems. Therefore, robust pre-processing techniques is an important
step for helping further recognition steps. This paper proposes to take
existing binarization techniques, in order to retain their advantages, and
modify them in such a way that some of the original grayscale informa-
tion is preserved and be considered by the subsequent recognizer. Results
are reported with the publicly available ESPOSALLES database.
1 Introduction
In the last years, large amounts of handwritten historical documents residing in
libraries, museums, archives and other institutions have been digitized both to
preserve them and to make them available to the general public. The automatic
transcription of these historical documents is a challenging problem related to
Document Image Analysis and Natural Language Processing. The advances in
these fields have made possible in recent years to start exploring this problem.
Available OCR technologies are not applicable to historical documents, since
characters can not be isolated automatically in these images. Therefore, holistic,
segmentation-free text recognition techniques are required. This technology is
generally referred to as “off-line Handwritten Text Recognition” (HTR) [6]. Sev-
eral approaches have been proposed in the literature for HTR based on hidden
Markov models (HMM) [6,12], recurrent neural networks [2], or hybrid systems
using HMM and neural networks [9]. These systems have proven to be useful in
a restricted setting for simple tasks. However, in the context of historical doc-
uments, their performance decreases dramatically, mainly due to paper degra-
dation problems encountered in this kind of documents, such as presence of
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smear, significant background variation, uneven illumination, and dark spots,
require specialized image-cleaning and enhancement algorithms. In addition,
show-through and bleed-through problems can render the distinction between
background and foreground difficult [1]. The combination of these and other
problems make the pre-processing of these documents a difficult task.
In this paper we present a new technique to extract handwritten text from
noisy backgrounds and improve the quality of the image, making it more legible.
It is based on the well known Sauvola binarization method [10], with the main
difference that it produces a grayscale image, a feature that we show that is
more adequate for an HMM-based HTR system. The following section gives
a brief overview of the complete HTR system considered in this paper. Then
in Section 3, the proposed pre-processing method is described in detail. The
corpus and the experimental results are presented in Section 4 and 5. Finally,
conclusions are drawn in Section 6.
2 Handwritten Text Recognition
The HTR system used in this paper followed the classical architecture composed
of three main modules: document image pre-processing, line image feature ex-
traction and HMM and language model training/decoding [12].
In the pre-processing module, the pages are first divided into line images
as explained in [8]. Given that it is quite common for handwritten documents
to suffer from degradation problems it is necessary to first apply appropriate
filtering methods to remove the background, noise, improve the quality of the
image and to make the documents more legible. This part of the pre-processing is
the main focus of this paper. Three different methods have been tested. The first
one is the background estimation and subtraction method used in [8], the second
one is the classical Sauvola thresholding [10], and the final one is the proposed
method described in Section 3. In Section 5 we can see the different results
obtained with the three methods. Continuing with the other pre-processing steps,
after filtering, the skew and slant of each line are corrected. Finally the size is
normalized separately for each line. A more detailed description of this process
is found in [8]. Then, each pre-processed line image is represented as a sequence
of feature vectors representing gray levels and gradients [12].
Given a handwritten sentence image represented by a feature vector sequence
(x), the HTR problem can now be formulated as the problem of finding a most
likely word sequence, w, i.e., w = argmax
w
P (w | x). Using the Bayes’ rule we
can decompose this probability into two probabilities:
wˆ = argmax
w
P (w | x) = argmax
w
P (x | w)P (w) (1)
P (x | w) is typically approximated by concatenated character models, usually
HMMs [3], while P (w) is approximated by a word language model, usually n-
grams [3].
In this work, the characters were modeled by continuous density left-to-right
HMMs with 6 states and 64 Gaussian mixture components per state. These
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models were estimated from training text images represented as feature vector
sequences using the Baum-Welch algorithm. On the other hand, each lexical
word was modeled by a stochastic finite-state automaton and the concatenation
of words into text line sentences was modeled by bi-grams models, with Kneser-
Ney back-off smoothing [5].
All these finite-state (character, word and sentence) models were integrated
into a single global model on which a search process is performed for decoding the
feature vectors sequence x into the words sequence w. This search is optimally
carried out by using the Viterbi algorithm [3].
3 Proposed Approach
In the context of ancient texts, it can be observed that the writing strokes
vary greatly in width and darkness, not only between different pages or lines,
but also within single words. Because of this, when applying thresholding tech-
niques, there is always a risk that parts of the strokes are lost due to the hard
black or white decision. Since the thresholding methods cannot be expected to
work perfectly, this problem could be addressed somehow in order to improve
recognition results.
To this end, instead of thresholding, i.e., assigning pixels to be either black or
white depending on whether a pixel value is below or above a certain threshold,
we relax the method such that values in a band near the threshold are mapped
to a transition between black and white. The intuition behind this is that in-
stead of a thresholded image, our aim is to use the probability that each pixel
is above or below the threshold. In general this probability can’t be estimated
explicitly since many popular thresholding techniques are not derived from prob-
abilistic principles. Nevertheless, pixels for which the thresholding technique is
very certain should be assigned values very close to or equal to black or white,
thus retaining the strength of the technique in question, and only for the least
certain pixels the resulting image will be assigned a shade of gray. Little can be
assumed about the distribution of the pixels in these transitions, so we opt for a
simple linear mapping function, symmetric with respect to the threshold value.
The only parameter to decide is how wide is the transition from black to white,
or in other words the slope of the line. For this, we can note that ink strokes tend
to have similar transitions from ink color to background throughout a document
which means that the amount of pixels in the transitions should be more or less
constant for any region of text.
Due to the good performance of local based thresholding methods, in this
work we have taken as reference Sauvola’s method [10], and we have modified it
following the previously mentioned idea. In Sauvola’s, given an input image, for
every pixel a threshold is computed based on the pixel’s neighborhood. Like the
original Niblack’s method [7], Sauvola’s method computes the threshold based on
the neighborhood’s mean and standard deviation values. The threshold T (x, y)
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for a pixel position (x, y) is given as follows
T (x, y) = µ(x, y)
[
1 + k
(
σ(x, y)
R
− 1
)]
, (2)
where µ(x, y) and σ(x, y) are the neighborhood’s mean and standard deviation,
respectively, R is the dynamic range of the standard deviation, and k is a param-
eter that needs to be adjusted. The neighborhood is a square region of W pixels
wide, centered at the corresponding pixel. This algorithm is very fast, since it
is well known that the mean and standard deviation of any sub-window of an
image can be efficiently computed by using integral images [11].
Now to obtain the function for the linear transition, the mapping should be
symmetric with respect to the threshold value, which means that for an input
value equal to the threshold T the output should be G
2
being G the maximum
grayscale value. From this we can deduce that the y-axis intercept is G
2
−mT ,
where m is the slope of the line. As mentioned before, the slope of the line m
should be set such that the expected number of pixels that fall in the transition
is constant. To achieve this approximately without requiring more computations,
the same standard deviation σ of the Sauvola sub-window can be used by setting
the transition to be a fixed factor s of σ, in which case the slope becomes m =
G
2·s·σ
(the 2 is just to simplify a bit the final equation). After a few manipulations
it can be shown that the pixel values of the resulting output image O(x, y) for
a given input I(x, y) should be assigned as follows:
O(x, y) = limit gray
(
G
2
[
I(x, y)− T (x, y)
s · σ
+ 1
])
. (3)
The factor s must be adjusted empirically, although in our experimentation it
was observed that a good value is s = 1. In Eq. 3, limit gray has been introduced
so that the function is defined for all input range, not just for the transition,
and it is defined as limit gray(v) = { 0 if v < 0, G if v > G, v otherwise }.
Figure 1 compares the results obtained for a couple of examples. Note that
the proposed technique produces a very similar result to the binarized, impor-
tant so that it is useful for text recognition, but can be observed how grayscale
information is preserved.
4 The ESPOSALLES Corpus
In this paper the experiments have been carried out on the publicly available
ESPOSALLES1 database [8]. Most specifically, we used the LICENSES part,
which was compiled from a handwritten marriage license book conserved at the
Archives of the Cathedral of Barcelona.
The book was written by only one person between the years 1617 and 1619 in
old Catalan. It has 173 pages in total. Figure 2 presents an example page. These
1 The corpus is publicly available at: http://www.cvc.uab.es/5cofm/groundtruth
Title Suppressed Due to Excessive Length 5
(a) (b) (c)
Fig. 1. Example images that illustrate the difference obtained by the Sauvola thresh-
olding and the proposed technique. Columns: (a) original image, (b) binarized and (c)
proposed. Top row: Gustave Courbet’s portrait. Bottom row: example from [11].
pages contain 5,447 lines grouped in 1,747 licenses. The whole manuscript was
transcribed line by line by an expert palaeographer. The complete annotation
of LICENSES contains around 60,000 running words from a lexicon of around
3,500 different words. More information can be found at [8].
5 Experimental Results
The objective of the experimentation was to compare the different methods
for the image filtering pre-processing step (as described in Section 2), while
keeping the rest of the HTR system fixed. The parameters for both the Sauvola
thresholding and the proposed algorithm were chosen by manually analyzing the
resultant images for a few examples. With this visual inspection it was verified
that for the selected parameters that when the thresholding discarded parts of
the strokes, the proposed algorithm was capable of keeping part of that lost
information. The final parameters were W = 30 pixels, R = 128, and k = 0.2,
which are common to both algorithms, and for the proposed algorithm the slope
parameter of the linear transition was set to s = 1. With these parameters the
performance of the complete handwriting recognition system was estimated by
a 7-fold cross-validation procedure using the partitions proposed in [8]. The rest
of the processing steps and training of the models was exactly the same as the
ones from [8].
The quality of the transcription is given by the well known Word Error
Rate (WER). It is defined as the minimum number of words that need to be
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Fig. 2. Example of an ESPOSALLES marriage license page.
Table 1. Word error rate results for the LICENSES of the ESPOSALLES corpus
comparing the proposed technique with the baseline and previously published results.
Approach
WER 95% conf. int.⋆
(%)
Previously published [8] 16.1 15.8–16.4
with Sauvola thresholding 13.4⋆⋆ 13.1–13.7
with proposed technique 13.1⋆⋆ 12.8–13.4
⋆
Wilson interval estimation.
⋆⋆
Proposed method better than Sauvola for a confidence level of 90% using a two-proportion z-test.
substituted, deleted or inserted to convert the sentences recognized by the system
into the reference transcriptions, divided by the total number of words in these
transcriptions. Table 1 shows the WERs obtained for the three different methods
studied. First the result from [8], then replacing the background removal by a
Sauvola thresholding, and then again replacing the background removal by the
proposed technique. The first thing to note in the table is that for this corpus,
the previously used background removal technique performs considerably worse
than local thresholding, obtaining a relative improvement of about 16.8%. Then
comparing the results of the proposed technique and the thresholding, there is a
smaller, although still significant improvement. From this we can observe that the
hard decision that a thresholding technique imposes, definitely discards useful
information that benefits a recognizer based on HMMs and Gaussian mixtures.
In Figure 3 a few example images are presented comparing the original,
and the result after applying the thresholding or the proposed technique. In
these images it can be observed that strokes that are locally lighter than other
neighboring strokes, with thresholding there is a risk that these are discarded.
On the other hand, with the proposed technique there is a much lower chance
that locally light strokes be completely removed, instead these are mapped to
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Fig. 3. Example images from the ESPOSALLES corpus comparing (a) the original
image with (b) the thresholded image and (c) the proposed approach.
a shade of gray. Furthermore, the handwritten text looks smoother and more
natural since all of the boundaries between background and strokes have a softer
transition.
6 Conclusions
In this paper we have presented a new image pre-processing technique designed
for extracting handwritten text from noisy backgrounds and improving the qual-
ity of the image making it more legible. The method is based on the well known
Sauvola thresholding technique [10], although with the key difference that the
objective is to obtain a grayscale image instead of simply a bitmap. This dimin-
ishes the risk that a relatively light writing stroke be completely removed due to
a hard black or white decision of thresholding. In the experiments performed, the
first finding was that a local thresholding technique performs much better than
previously used methods based on background estimation and subtraction on the
ESPOSALLES corpus. The second finding was that as expected, avoiding the
conversion of the images to bitmaps, more information from the original image
is preserved, which does result in an improvement in recognition performance for
an HMM Gaussian mixture-based HTR system. Presented here is only a small
experiment, thus in future works a more extensive experimentation should be
carried out trying out several corpora and analyzing the effect of the parameters
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of the algorithm. Also similar modifications could be proposed for other thresh-
olding methods that have been more recently proposed in the literature such as
the ones mentioned in [4].
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