In many systems, randomness and uncertainty are present simultaneously. Uncertain random variables provide a tool to deal with these inexact phenomena. This paper proposes a concept of risk index to quantify the risk of an uncertain random system. In addition, a risk index theorem is proved in order to calculate the risk index, and is applied to series systems, parallel systems and standby systems. Finally, a concept of expected loss is suggested for an uncertain random system.
Introduction
Probability theory is a branch of mathematics that studies the behavior of random phenomena. Probability theory has been widely applied. In particular, probabilistic reliability analysis was proposed by Pugsley [16] with structural accident rates for the aeronautics industry. Nowadays, probabilistic reliability analysis has become a widely used tool. In addition, probabilistic risk analysis was presented by Roy [18] with his risk index (safety-first criterion) for portfolio selection. Another important contribution is the probabilistic value-at-risk methodology proposed by the Chairman of JP Morgan [14] .
A premise of applying probability theory is that the estimated probability is close enough to the real frequency. However, in practice, we usually lack observed data, and instead have to invite some experts to provide their degree of belief that each event will occur. It was shown by Kahneman and Tversky [2] that human beings usually overweight unlikely events. Due to this fact, Liu [10] argued that probability theory may lead to counterintuitive results in such cases. In order to rationally deal with degrees of belief, the concept of uncertain measure was proposed by Liu [5] . Furthermore, the product uncertain measure was defined by Liu [6] . Since then, the tool of uncertain measure became a rigorous foundation of uncertainty theory. Uncertain programming was proposed by Liu [7] and was applied to machine scheduling problem, vehicle routing problem and project scheduling problem by Liu [9] . In addition, Liu [8] used uncertainty theory to evaluate the reliability index for uncertain systems. He also proposed uncertain risk analysis via uncertainty theory. In addition, Peng [15] developed an uncertain value-at-risk methodology.
The uncertainty and randomness may coexist in a system. In order to deal with these phenomena, chance theory was pioneered by Liu [12] with the concepts of uncertain random variable and chance measure. Liu [12] also proposed the concepts of chance distribution, expected value and variance of uncertain random variables. Liu [13] presented an operational law of uncertain random variables, and Yao and Gao [19] provided a law of large numbers for uncertain random variables. In addition, based on chance theory, uncertain random programming was proposed by Liu [13] for modeling optimization problems with not only uncertain factors but also random factors. As extensions, Zhou, Yang and Wang [20] proposed uncertain random multiobjective programming, Qin [17] proposed uncertain random goal programming, and Ke [3] proposed uncertain random multilevel programming. This paper will introduce a risk index for an uncertain random system by using chance theory. The rest of this paper is organized as follows. In Section 2, we will review some basic concepts about probabilistic risk analysis and uncertain risk analysis. In Section 3, we prove a theorem to calculate the risk index. Sections 4-6 will apply uncertain random risk analysis to series systems, parallel systems and standby systems. Finally, we propose a concept of expected loss for an uncertain random system.
Preliminaries
This section will introduce some preliminary concepts about risk analysis and chance theory, including probabilistic risk analysis, uncertain risk analysis, and uncertain random variable.
Probabilistic Risk Analysis
Assume Ω is a nonempty set, and A is a σ-algebra over Ω. Each element in A is called an event.
Probability theory assumes the following axioms: 
Pr{A i }.
(1)
Definition 1
The set function Pr is called a probability measure if it satisfies the normality, nonnegativity, and additivity axioms.
The triplet (Ω, A, Pr) is called a probability space. Let (Ω k , A k , Pr k ), k = 1, 2, · · · be a sequence of probability spaces. We write
The product probability theorem tells us that there is a unique probability measure Pr on the product σ-algebra A such that
where A k are arbitrarily chosen events from A k for k = 1, 2, · · ·, respectively.
Definition 2 A random variable is a measurable function ξ from a probability space (Ω, A, Pr) to the set of real numbers, i.e., for any Borel set B, the set
is an event.
Definition 3 The probability distributions Φ: → [0, 1] of a random variable ξ is defined by
It has been proved that a function Φ : → [0, 1] is a probability distributions if and only if it is an increasing and right-continuous function with
Theorem 1 Let ξ 1 , ξ 2 , · · · , ξ n be independent random variables with probability distributions Φ 1 , Φ 2 , · · · , Φ n , respectively, and f : n → a measurable function. Then
is a random variable with probability distributions
For example, let ξ 2 and ξ 2 be independent random variables with probability distributions Φ 1 and Φ 2 , respectively. Then ξ = ξ 1 + ξ 2 has a probability distribution
that is called the convolution of Φ 1 and Φ 2 .
Definition 4 Let ξ be a random variable. The expected value of ξ is defined by
provided that at least one of the two integrals is finite.
Let ξ be a random variable with probability distribution Φ. If the expected value of ξ exists, then
More generally, we have the following theorem.
Theorem 2 Let ξ 1 , ξ 2 , · · · , ξ n be independent random variables with probability distributions Φ 1 , Φ 2 , · · · , Φ n , respectively, and f : n → a measurable function. If the expected value of
Probabilistic risk analysis is a tool to quantify risk via probability theory. A system usually contains some factors ξ 1 , ξ 2 , · · · , ξ n that may be understood as lifetime, demand, cost and profit. A function f is called a loss function if some specified loss occurs if and only if
In practice, the factors ξ 1 , ξ 2 , · · · , ξ n of a system are usually random variables rather than known constants. Thus the risk index is defined as the probability measure that some specified loss occurs.
Definition 5 (Roy [18] ) Assume that a system contains random factors ξ 1 , ξ 2 , · · ·, ξ n and has a loss function f . Then the risk index is the probability measure that the system is loss-positive, i.e.,
Theorem 3 (Risk Index Theorem) Assume that a system contains random factors ξ 1 , ξ 2 , · · ·, ξ n , and has a loss function f . If ξ 1 , ξ 2 , · · · , ξ n are independent random variables with probability distributions
In addition to the risk index defined by Roy [18] , a concept of value-at-risk was proposed by J.P. Morgan [14] .
Definition 6 (J.P. Morgan [14] ) Assume that a system contains random factors ξ 1 , ξ 2 , · · ·, ξ n and has a loss function f . Then the value-at-risk is defined by
Note that VaR(α) represents the maximum possible loss when α percent of the right tail distribution is ignored. If Φ is the probability distribution of
Uncertain Risk Analysis
Uncertain theory, founded by Liu [5] 
The triplet (Γ, L, M) is called an uncertainty space. In order to obtain an uncertain measure of compound event, a product uncertain measure was defined by Liu [6] , thus producing the fourth axiom of uncertainty theory:
where Λ k are arbitrarily chosen events from L k for k = 1, 2, · · ·, respectively.
Definition 7 (Liu [5] ) An uncertain variable is a measurable function ξ from an uncertainty space (Γ, L, M) to the set of real numbers, i.e., for any Borel set B, the set
Definition 8 (Liu [5] ) The uncertainty distribution Φ of an uncertain variable ξ is defined by
for any real number x.
Expected value is the average value of uncertain variable in the sense of uncertain measure, and represents the size of uncertain variable.
Definition 9 (Liu [5] ) Let ξ be an uncertain variable. The expected value of ξ is defined by
Theorem 4 (Liu [5] ) Let ξ be an uncertain variable with uncertainty distribution Φ. If the expected value exists, then
Theorem 5 (Liu and Ha [11] ) Assume ξ 1 , ξ 2 , · · · , ξ n are independent uncertain variables with regular uncertainty distributions
is strictly increasing with respect to x 1 , x 2 , · · ·, x m and strictly decreasing with respect to x m+1 , x m+2 , · · · , x n , then the uncertain variable ξ = f (ξ 1 , ξ 2 , · · · , ξ n ) has an expected value
In practice, the factors ξ 1 , ξ 2 , · · · , ξ n of a system may be uncertain variables rather than known constants. Thus the risk index is defined as the uncertain measure that some specified loss occurs.
Definition 10 (Liu [8] ) Assume that a system contains uncertain factors ξ 1 , ξ 2 , · · ·, ξ n and has a loss function f . The risk index is the uncertain measure that the system is loss-positive, i.e.,
Theorem 6 (Liu [8] , Risk Index Theorem) Assume that a system contains uncertain factors ξ 1 , ξ 2 , · · ·, ξ n , and has a loss function f . If ξ 1 , ξ 2 , · · · , ξ n are independent uncertain variables with regular uncertainty distributions Φ 1 , Φ 2 , · · · , Φ n , respectively, and the loss function f (ξ 1 , ξ 2 , · · · , ξ n ) is strictly increasing with respect to ξ 1 , ξ 2 , · · · , ξ m and strictly decreasing with respect to ξ m+1 , ξ m+2 , · · ·, ξ n , then the risk index is the root α of the equation
Definition 11 (Peng [15] ) Assume that a system contains uncertain factors ξ 1 , ξ 2 , · · ·, ξ n and has a loss function f . Then the value-at-risk is defined by
Uncertain Random Variable
Let (Γ, L, M) be an uncertainty space and let (Ω, A, Pr) be a probability space. Then the product (Γ, L, M) × (Ω, A, Pr) is called a chance space. Essentially, it is another triplet,
where Γ × Ω is the universal set, L × A is the product σ-algebra, and M × Pr is the product measure. The universal set Γ × Ω is clearly the set of all ordered pairs of the form (γ, ω), where γ ∈ Γ and ω ∈ Ω. The product σ-algebra L × A is the smallest σ-algebra containing measurable rectangles of the form Λ × A, where Λ ∈ L and A ∈ A. Any element in L × A is called an event.
Definition 12 (Liu [12] ) Let (Γ, L, M) × (Ω, A, Pr) be a chance space, and let Θ ∈ L × A be an event.
Then the chance measure of Θ is defined as
Theorem 7 (Liu [12] , Monotonicity Theorem) Let (Γ, L, M) × (Ω, A, Pr) be a chance space. Then the chance measure Ch{Θ} is a monotone increasing function of Θ and
for any Λ ∈ L and any A ∈ A. In particular, we have
Theorem 8 (Liu [12] , Duality Theorem) The chance measure is self-dual. That is, for every event Θ, we have Ch{Θ} + Ch{Θ c } = 1.
Theorem 9 (Hou [1] , Subadditivity Theorem) The chance measure is subadditive. That is, for every countable sequence of events Θ 1 , Θ 2 , · · ·, we have
Definition 13 (Liu [12] ) An uncertain random variable is a measurable function ξ from a chance space (Γ, L, M) × (Ω, A, Pr) to the set of real numbers, i.e., {ξ ∈ B} is an event for any Borel set B.
For any Borel set B, it is clear that the chance measure of the uncertain random event {ξ ∈ B} is
It has been proved that the chance measure Ch{ξ ∈ B} is a monotone increasing function of B and Ch{ξ ∈ ∅} = 0, Ch{ξ ∈ } = 1.
In addition, for any Borel set B, we have
Definition 14 (Liu [12] ) Let ξ be an uncertain random variable. Then its chance distribution is defined by
for every x ∈ .
It is known that a function Φ : → [0, 1] is a chance distribution if and only if it is a monotone increasing function except Φ(x) ≡ 0 and Φ(x) ≡ 1.
If the chance distribution Φ is a continuous function, then for any real number x, we have
Theorem 10 (Liu [13] ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , and τ 1 , τ 2 , · · · , τ n be independent uncertain variables with uncertainty distributions
is strictly increasing with respect to τ 1 , · · · , τ k and strictly decreasing with respect to τ k+1 , · · · , τ n , then the uncertain random variable
has a chance distribution
where F (x; y 1 , · · · , y m ) is the uncertainty distribution of uncertain variable f (y 1 , · · · , y m , τ 1 , · · · , τ n ) for any real numbers y 1 , · · · , y m , and is determined by its inverse function,
Definition 15 (Liu [12] ) Let ξ be an uncertain random variable. Then its expected value is defined by
If Φ is a chance distribution of the uncertain random variable ξ, then the expected value is
Theorem 11 (Liu [13] ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , and let τ 1 , τ 2 , · · · , τ n be independent uncertain variables with uncertainty distributions Υ 1 , Υ 2 , · · ·, Υ n , respectively. Then the uncertain random variable
has an expected value
is a strictly increasing function or a strictly decreasing function with respect to τ 1 , · · · , τ n .
Risk Index and Risk Index Theorem
Definition 16 Assume that a system contains uncertain random factors ξ 1 , ξ 2 , · · · , ξ n , and has a loss function f . Then the risk index is the chance measure that the system is loss-positive. i.e.,
If all uncertain random factors degenerate to random ones, then the risk index is the probability measure that the system is loss-positive (Roy [18] ); if all uncertain random factors degenerate to uncertain ones, then the risk index is the uncertain measure that the system is loss-positive (Liu [8] ).
Theorem 12 (Risk Index Theorem) Assume that a system contains independent random variables η 1 , η 2 , · · · , η m with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m and independent uncertain variables τ 1 , τ 2 , · · · , τ n with uncertainty distributions Υ 1 , Υ 2 , · · · , Υ n , respectively. If the loss function f (η 1 , η 2 , · · · , η m , τ 1 , τ 2 , · · · , τ n ) is strictly increasing with respect to τ 1 , · · · , τ k and strictly decreasing with respect to τ k+1 , · · · , τ n , then
where G(y 1 , y 2 , · · · , y m ) is the root α of the equation
Proof: It follows from the definition of risk index that
By the definition of chance measure, we have
is strictly increasing with respect to τ 1 , · · · , τ k and strictly decreasing with respect to τ k+1 , · · · , τ n , the function G(y 1 , y 2 , · · · , y m ) is the root α of the equation
Series System
Theorem 13 Consider a series system in which there are m elements whose lifetimes are independent random variables η 1 , η 2 , · · · , η m with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m and n elements whose lifetimes are independent uncertain variables τ 1 , τ 2 , · · · , τ n with uncertainty distributions Υ 1 , Υ 2 , · · · , Υ n , respectively. If the loss is understood as the case that the system fails before the time T , then the loss function is
In this case, the risk index is
where
Proof: Since f is a strictly decreasing function with respect to τ 1 , τ 2 , · · · , τ n , it follows from Theorem 12 that the risk index is
where G(y 1 , y 2 , · · · , y m ) is the root α of
If
for all α. In this case, we set the root α = 1, and
The proof is completed.
Parallel System
Theorem 14 Consider a parallel system in which there are m elements whose lifetimes are independent random variables η 1 , η 2 , · · · , η m with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m and n elements whose lifetimes are independent uncertain variables τ 1 , τ 2 , · · · , τ n with uncertainty distributions Υ 1 , Υ 2 , · · · , Υ n , respectively. If the loss is understood as the case that the system fails before the time T , then loss function is
In this case, the risk index is Risk = ab (49)
for all α. In this case, we set the root α = 0, and
Standby System
Theorem 15 Consider a standby system in which there are m elements whose lifetimes are independent random variables η 1 , η 2 , · · · , η m with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m and n elements whose lifetimes are independent uncertain variables τ 1 , τ 2 , · · · , τ n with uncertainty distributions Υ 1 , Υ 2 , · · · , Υ n , respectively. If the loss is understood as the case that the system fails before the time T , then the loss function is f = T − (η 1 + η 2 + · · · + η m + τ 1 + τ 2 + · · · + τ n ).
In this case, the risk index is The proof is completed.
Expected Loss
Definition 17 Assume that a system contains uncertain random factors ξ 1 , ξ 2 , · · · , ξ n , and has a loss function f . Then the expected loss is defined as the expected value of the loss function f (ξ 1 , ξ 2 , · · · , ξ n ) given f (ξ 1 , ξ 2 , · · · , ξ n ) > 0, i.e.,
Ch{f (ξ 1 , ξ 2 , · · · , ξ n ) ≥ r}dr.
It is clear that
where Φ is the chance distribution of f (ξ 1 , ξ 2 , · · · , ξ n ).
Conclusion
First we proposed, a concept of risk index to quantify the risk of an uncertain random system. Then a risk index theorem was proved in order to calculate the risk index. This paper also applied the uncertain random risk analysis to series systems, parallel systems and standby systems. Finally, a concept of expected loss was suggested for uncertain random systems.
