Abstract-In method of Semantic similarity calculating, the major is based on VSM(Vector Space Model).It has aroused significant research attention in recent years due to its advantage in topic tracking. In this paper a modified VSM, namely Semantic Vector Space Model, is put forward. To establish the model, numerous lexical chains based on HowNet are first built, then sememes of the lexical chains are extracted as characteristics of feature vectors. Afterwards, initial weight and structural weight of the characteristics are calculated to construct the Semantic Vector Space Model, encompassing both semantic and structural information. The initial weight is collected from word frequency, while the structure weight is obtained from a designed calculation method. Finally, the model is applied in web news topic tracking with satisfactory experimental results, conforming the method to be effective and desirable.
INTRODUCTION
Topic tracking is a method that mainly works to get the topic model on the basis of training corpus and then track the follow-up reports related to the topic. Vector Space Model (shorten as VSM, proposed by G. Salton, A. Wong, and C. S. Yang in the late 1960s) appears to be most popular and successfully applied in the famous SMART system. After that, the model and its related technologies, including selection of items, weight strategy and queuing optimization, had been widely used [1] in text classification, automatic index, information retrieval and many other fields, making it the mainstream model in topic tracking.
One of VSM's advantages is its knowledge representation. A document is transformed into a space vector, the document's operation is thus converted to the vector's mathematical operation, reducing the complexity of the problem. The semantic information of the text, however, is ignored by this method, which means the accuracy cannot be guaranteed. A proper solution here is to use external semantic knowledge to improve Vector Space Model. For example: Hu Jiming [2] , Starting from mechanism analysis of user modeling Model. The effort helped add semantic information into VSM, but since the theory and technology research of ontology are not in-depth [3] , they didn't solve the problem thoroughly. Jin Zhu [4] , made full use of the ontology are not in-depth [3] , they didn't solve the problem thoroughly. Jin Zhu [4] , made full use of the external semantic resources-HowNet, to realize effective topic tracking and classify subject position on the basis of the information retrieval technology. Although she had considered the semantic meaning of the text, the structure information was neglected.
Lexical chain, put forward by Halliday and Hasan [5] first in 1976, is a kind of external behavior of the continuity of semantic relations between words, it has a corresponding relationship with the structure of the text, providing important clues of the structure and theme [6] . From what has been discussed above, the paper will introduce HowNet and lexical chains in the process of building model, constructing lexical chains based on HowNet. Then it will build a sentimatic vector space model of the topic based on sememe of the lexical chains, which inclued the semantic information and structure information of the text.
II.
BUILDING VECTOR SPACE MODEL BASED ON THE LEXICAL CHAIN , S SEMEME.
A. The extraction of the lexical chain based on HowNet
HowNet is a commonsense knowledge base which describes the concept represented by Chinese and English words. It reveals the relationship between concepts and attribute of the concepts [7] .In the literature [8] , Morris and Hirst first introduced Lexical Chain concept, which is constructed to split the text to get the information of text structure. The lexical chain constructed in this paper is based on the semantic similarity, it also contains semantic information and structure information of the text. The lexical chain building steps are as below: a) Use the ICTCLAS segmentation tools developed by Chinese academy of sciences to construct the word set with the automatic segmentation of text.
b) Select the first word from the set sequentially to build the initial lexical chain. Then select the candidate words sequentially. After that, compute the similarity between the candidate words and the chain if it Meet the threshold requirements. Finally insert the word into the current lexical chain or skip it if it does not meet the requirements. c) Output current lexical chain and delete the words of the chain in the vocabulary,if the word set is empty then the process is accomplished. If not, switch to operation b).
d) Circulate the operation until the word set is empty.
B. Building vector space model based on the lexical chain's sememe.
Since this paper constructs lexical chain based on semantic similarity of words, semantic information of each word in the lexical chains is similar. Based on this, the paper extract the representative sememe from each lexical chain as characteristics of feature vectors. This paper use word frequency as initial weight of the characteristics and the structure weight is obtained from the designed calculation method. Finally, it use the 2nd International Conference on Software Engineering, Knowledge Engineering and Information Engineering (SEKEIE 2014) structure weight to adjust the initial weight of the characteristics to construct the semantic vector space model of the topic. T = ( L1 LW1, L2, LW2, L3, LW3;..., Ln, LWn)
Ln represent the sememe of the chain, LWn represent the weight of it. Below is the specific process. In this way, the vector will not only reduce the dimension of vector space, but also include the semantic and the structural information of the text.
III.
THE DESIGN ABOUT THE ALGORITHM OF TOPIC TRACKING Since our chosen corpus is for a specific topic, we took the TF (word frequency statistics) method to get the initial weights of feature, and lexical chains extracted from all the training corpus completely reveal the structure characteristics of the subject. Based on this, the topic tracking algorithm is designed as follows: a) Extract the lexical chain and the sememe of it after doing word segmentation, part-of-speech tagging, and removing duplicate words of the topic training samples. Then use the sememe as characteristics of the VSM to constitute a semantic vector. The initial weights of the sememe is the sum of the weight of all the key words in the chain . b) Use the sememe to calculate the similarity between lexical chains. Set a threshold value and define the two lexical chains to be similar when the degree of similarity between lexical chains is greater than the threshold. Count the sum of the other chains which are similar with the current one and define it as "m".
c) Each lexical chain structure weight is defined as TW=(m + 1)/S, m is the number of the other chains that are similar with the current chain, S is the number of the reports used for extraction of lexical chains. The final weight of each feature of the topic is the product of the initial weight and the structure weight of the lexical chain that has the feature, it is defined as tw = Tw * (m + 1)/S, thus the final vector of the topic is: T = (tw1, tw2,......, twn).. d) Use the same method to deal with the subsequent reports, then the vector of the reports will eventually be: d = (dw1, dw2,......, dwn).
The paper take the cosine formula of the vector to compute the similarity between the topic and the follow- e) For each subsequent reports, use the similarity model described above to compute the similarity between the topic and later reports: sim (T, d), when the similarity is greater than the threshold, define them as similar. The specific process is shown in figure 2: EXPERIMENTS AND RESULTS This article selects three topics-the H7N9 treatment of bird flu, Syrian refugees, wasp stings-to do the experiments. Based on the operation above,three topic righteousness original feature vectors space are obtained as follows:
a) The treatment of H7N9 (H7N9, bird flu, adjust, cure, published, drug, laces, eliminate, show, disease , know, Property, people, monitor, agency) b) wasps hurt (place,dead,cure,worm, organization, people, against, time, damage, parts,tell, bad thing, using, eliminate, check, understand, form, work on) c) Syria's refugee (represent, countries, struggle realize,agency, people,rescue, phenomenon (difficult) avoid ,enter,appear, records,situation, increase ) Then after the calculating the vectors are as follows:
• 6) The paper then selects 5 similar report for each of the topic by domain experts to calculate similarity. Take the topic about H7N9 as example.
• After processing, the characteristic vector space of one of the five reports is : (H7N9,bird flu,0,heal,published,drugs, 0,0,0,0,0,0,0,0) .
• After calculating, the feature vectors of the report is: t = (,0,0,0,0,0,0,0,0,0,2,0,3.6 2, 1.1, 3.6, 0). Then We use the words frequency method to construct the vector for the report used in the last experiment : t= (3, 2, 2, 6, 0, 1, 3, 1, 1, 0, 5, 4, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0,  0, 2, 1, 1, 3, 1, 0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0 , 0, 0, 0, 0, 0, 0, 0, 0).
The similarity is: 1052/ 131 * 16118 =72.4%, obviously it is lower than the similarity calculated based on the lexical chain's sememe space vector. The similarity of three topics is in table I:   TABLE I DETAILS OF THE SIMILARITY Label data in the coordinate system and connect the point with a straight line, we get figure 3: The serial number of the reports is on horizontal axis and the similarity is on the vertical. The picture shows that the similarity of new method is higher.
The paper downloaded 269,250,232 news reports for the three topics,the details is in tableⅡ and set threshold value of 0.5 and 0.6 for two topic tracking, and take H7N9 as experiment to show the process. There is a total of 43 records, including 39 related to the topic and 4 unrelated .After tracking by using lexical chain's sememe method, the result is shown in Figure 5 : There is a total of 55 records, including 46 related to the topic and 9 unrelated . The detail of three topic's tracking result is in table Ⅲ. From table IV, V, one can indicated that the nonresponse rates of the lexical chain's sememe is lower than the rates of the word frequency statistics method, but the rate of false positives is higher than that based on word frequency statistics method. Above all, the wastage of the approach based on the lexical chain's sememe is lower than the loss cost based on word frequency statistics method, proving the topic tracking algorithm based on the lexical chain's sememe to be effective. V. CONCLUSIONS The paper extracts the lexical chains based on the external semantic resource-HowNet, then it takes the sememe of the chain as the feature to build the original feature vector. The weight of the feature is determined by the method of the word frequency statistics combined with the structure weight of the lexical chain, the semantic information and structure information of the text are also fully considered. In the topic tracking experiment system, the loss cost of the improved model is smaller, improving the efficiency of topic tracking.
