Introduction
Early detection and treatment of retinal eye diseases is critical to avoid preventable vision loss. Conventionally, retinal disease identification techniques are based on manual observations. Patients are imaged using a fundus camera or a Scanning Laser Ophthalmoscope (SLO). Optometrists and ophthalmologists often rely on image operations such as change of contrast and zooming to interpret these images and diagnose results based on their own experience and domain knowledge. Automated analysis of retinal images has the potential to reduce the time that the clinicians need to spend looking at images which can expect more patients to be screened and more consistent diagnoses can be given in a time efficient manner.
The 2-dimensional retinal scans obtained from imaging instruments (e.g. fundus camera, SLO) may contain structures other than retinal area; collectively regarded as artefacts. Exclusion of artefacts is important as a pre-processing step before detection of eye diseases. SLO has the widest FOV with over 200 degrees angle internal to the eye, which equates to over 82% of the retina visible unlike conventional fundus imaging, which can capture only 45 degrees. An example of result of both instruments is shown in Fig. 1 . Due to the wide FOV of SLO images, extraneous objects such as the eyelashes, eyelids and dust on optical surfaces may appear bright and in focus. Therefore, automatic segmentation of these artefacts from SLO imaged retina is not a trivial task. The purpose of performing this study is to develop a method that can differentiate between retinal area and any artefacts present on ultra-wide field SLO images in order to segment out true retinal area. To the best of our knowledge, there is no existing work to differentiate between retinal area and the artefacts. The main purpose of carrying out this study is to determine those features which can be used to distinguish between true retinal area and the artefacts. In this work, we have developed a new method to automatically extract out artefacts from SLO retinal scans which can be distinguished from retinal area using relevant image based superpixels. In order to make image analysis computationally efficient on high resolution SLO images, we have represented different small regions of SLO images as pixels. Our prototype has achieved the accuracy of 90% on healthy as well as diseased retinal images.
The rest of this paper is organised as follows: Section 2 introduces previous work for feature determination of fundus images, Section 3 discusses our proposed method, Section 4 provides the quantitative and visual results of our proposed method and Section 5 concludes the method with future work.
Literature survey
There are several image based features which have been represent different retinal structures in fundus images such as colour, illumination, intensity, skewness, texture, histogram, sharpness etc [4, 14, 5] . For reducing computational complexity, grid analysis containing small patches of the image has been proposed. [4] and the mean response of each feature aggregated over each patch was taken into account. The features of Region of Interest (ROI) of anatomical structures such as Optic Nerve Head (ONH) and Fovea have also been analyzed [10] . The features included structural similarity index, area and visual descriptor etc. Instead of grid analysis, the fundus retinal image have been divided into different irregular shaped subregions [13] . Some of the main features calculated for these subregions are Gaussian and its gradient, Difference of Gaussian etc.
Our current methodology is focused on using textural information to distinguish among retinal area and the artefacts. We divided each SLO image into small regions called superpixels. Superpixels represent the image in small meaningful regions and each region is equivalent to a pixel. The feature vector is calculated for each superpixel rather than pixel for high computational efficiency. For classification, we only used selected features so as to reduce the classification time. Since previously stated methods are applied on fundus images, our method is a first step for superpixel based image analysis in SLO images. The details of the methods are discussed in the following section.
Methodology
Our methodology is based on following steps:
-Image Preprocessing -Superpixels Generation -Feature Generation and Selection -Classification
Image Preprocessing
Images were normalized by applying a Gamma (γ) adjustment to bring the mean image intensity to a target value. γ was calculated using γ = log 10 (µ target ) − log 10 (255) log 10 (µ orig ) − log 10 (255)
where µ orig is mean intensity of the original image and µ target is mean intensity of the target image Finally, the Gamma adjustment of the image is given by Equation 2.
Superpixels Generation
Previously, the superpixels have been generated for analyzing anatomical structures and retinal changes in fundus images [3, 13] . For superpixel determination, Watershed approach is the quickest way for subregion determination. However, in order to avoid data redundancy, the superpixel generation method used in our methodology is Simple Linear Iterative Clustering (SLIC) [2] , which was proved to be efficient in terms of computational time, region compactness and adherence. In SLIC, the image is sampled with initial clusters in a regular grid space. In the next step, each image pixel is associated with a nearest cluster centre within the search region, which is twice of the size of grid interval. The distance vector is calculated in terms of intensity values and pixel positions. After assigning each pixel to the nearest centre, an updating step adjusts the cluster centres to the mean of pixels in this group. The residual error is then calculated between new cluster centre and previous cluster centre. Such iterations continue until the error convergences. 
Feature Generation and Selection
Information Measures 1
p x+y log(p x+y (i)) Sum of Squares: Variance
After the generation of superpixels, the next step is to analyze their features. Due to textural difference between artefacts and retinal area observed in Fig. 1 , one of the possible choices is the use of Haralick features [6] or Grey Level Co-occurrence Matrix (GLCM) analysis. GLCM analysis has been used for determining different regions in fundus retinal image [9] . It calculates second order statistics of an image using pixel adjacency. There are four angles for observing the pixel adjacency i.e. θ = 0
• , 45
• . The mean value in each direction was taken for each Haralick features. Also, Gaussian filter bank has been one of the most discriminative features for image based segmentation in fundus images [8, 13] . Gaussian filter bank includes Gaussian N (σ), its two first order derivatives i.e. N x (σ) and N y (σ) and three second order derivatives i.e. N xx (σ), N xy (σ) and N yy (σ) in horizontal(x) and vertical(y) directions. The filter bank is applied at scales σ = 1, 2, 4, 8, 16.
We initially combined the Haralick features and Gaussian features and determined the classification power. The features are calculated for red and green channels (blue channel is zero in SLO images) and classification power was calculated using Area Under the Curve (AUC) [11] . AUC is taken using 5-fold cross validation on the training set. The classification power of complete feature set (40 Haralick and 60 Gaussian) is shown in Fig. 2(c) . The feature vector of such a high dimension will affect the classification process in terms of computational efficiency therefore we decided to reduce its dimensionality.
In order to reduce the dimension as well as keeping eye on which features can be the part of feature set while having the classification power near to complete feature set, we used the following approach: From available set of features, the feature with highest AUC is selected. The next selected feature when combined with first selected feature, it will give highest AUC compared to other nonselected features. The process (shown in Fig. 2(d) ) selected 10 features since AUC showed small improvement beyond it. Table 2 The classification performance of proposed feature set was compared with feature set selected using Independent Evaluation Criterion (IEC) [7] . This approach ranks the features based on their Individual Classification Performance (ICP). We used AUC as evaluation criterion and selected the features with ICP greater than 0.9. The ICP of 13 selected features under the criterion is presented in Fig. 2(a) . We also evaluated ICP of the features selected by our proposed approach as shown in Fig. 2(b) . The x-axis information of Fig. 2(a)(b) and (d) is presented in Table 2 . The details of symbolic representation of Table 2 is presented in Table 1 .
Compared to results in Fig. 2(a) , ICP of most of the features in our proposed feature set were even below 0.8. Yet, the feature set was able to perform better with classification performance nearer to complete feature set (Fig. 2(c) ). Also, unlike [8] and [13] , Haralick features dominated in proposed feature set. The main drawback of Haralick features is its low computational efficiency in terms of pixel wise calculation but since we are using superpixels, the drawback has been addressed. Table 2 . Feature Selection Order of Fig. 2 Feature Symbols
Classifier Construction and Experimental Evaluation
The main purpose of determining the feature set was determination of retinal boundary which can include large part of retinal area while keeping the artefacts out. Therefore, we constructed a classifier using Artificial Neural Networks [12] which takes training samples as inputs and determines the model that best fits to training samples using non-linear regression. The model was trained and tested for each of mentioned feature set so as to determine classification accuracy. The images for training and testing have been obtained from Optos [1] acquired using their ultra-wide field SLO. Each image has a dimension of 3072 × 3900 and composed of only red and green channel. The dataset is composed of healthy and diseased retinal images; most of the diseased retinal images are from Diabetic Retinopathy patients. The system has been trained with 28 images and tested against 76 images. For training purpose, retinal mask covering the retinal area was applied after superpixel determination. The superpixels were assigned the class of retinal area or artefacts depending upon majority of pixels belonging to particular class.
The retinal area detection accuracy is determined using Dice Coefficient is the degree of overlap between the system output and the annotation mask obtained from the clinicians. The Dice Coefficient can be defined as in equation 3:
where A and B are the segmented images surrounded by model boundary and annotations from the ophthalmologists respectively, |.| represents the area of the region, and ∩ denotes the intersection. Its value varies between 0 and 1 where a higher value indicates higher degree of overlap. The average superpixel classification accuracy D S and retinal area segmentation accuracy D P was calculated across both feature set and the results are shown in Table 3 . As hypothesized on training set, the features selected by our proposed approach performed better on the test set as well. Some of the visual results on the test set are shown in Figure 3 . 
Conclusion
Distinguishing true retinal area from artefacts in SLO images is a challenging task, which is also the first important step towards computer-aided disease diagnosis. In this work, we have proposed image based feature set for automatic detection of retinal area in SLO images. We have used superpixels to represent different irregular regions in a compact way and reduce the computing cost. A classifier has been built based on selected features to extract out true retinal area. The experimental evaluation result shows that image based features proposed by our methodology achieves an accuracy of 92% in segmentation of retinal area from SLO image.
Since most artefacts detection methods have been applied previously to the fundus images, our method serves as a first step towards the processing of ultrawidefield SLO images. Moreover, a complete retinal scan is possible if the retina is imaged from different angles using an ultra-widefield SLO and then montaging the resulting image. Montaging can be possible only if the artefacts are removed before.
