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Mask-based pattern generation is a crucial step in microchip production. The next-generation
extreme-ultraviolet- (EUV) lithography instruments with a wavelength of 13.5 nm is currently under
development. In principle, this should allow patterning down to a resolution of a few nanometers in a
single exposure. However, there are many technical challenges, including those due to the very high
energy of the photons. Lithography with metastable atoms has been suggested as a cost-effective,
less-complex alternative to EUV lithography. The great advantage of atom lithography is that the
kinetic energy of an atom is much smaller than that of a photon for a given wavelength. However,
up till now no method has been available for making masks for atom lithography that can produce
arbitrary, high resolution patterns. Here we present a solution to this problem. First, traditional
binary holography is extended to near-field binary holography, based on Fresnel diffraction. By this
technique, we demonstrate that it is possible to make masks that can generate arbitrary patterns
in a plane in the near field (from the mask) with a resolution down to the nanometer range using
a state of the art metastable helium source. We compare the flux of this source to that of an
established EUV source (ASML, NXE:3100) and show that patterns can potentially be produced at
comparable speeds. Finally, we present an extension of the grid-based holography method for a grid
of hexagonally shaped subcells. Our method can be used with any beam that can be modeled as a
scalar wave, including other matter-wave beams such as helium ions, electrons or acoustic waves.
I. INTRODUCTION
In standard photolithography, the resolution is deter-
mined by the wavelength of the light: the smaller the
wavelength, the higher the resolution. The present indus-
trial photolithography standard is the immersion scanner
using a 193 nm light source. Following standard diffrac-
tion theory (Abbe resolution criterion) this light source
gives a maximum resolution in air of 95 nm. This is in-
creased by use of off-axis illumination and a highly re-
fractive immersion medium [1]. Furthermore, in modern
chip production the patterns are generated by subtle use
of underexposure, overdevelopment, and multiple expo-
sures so that patterns with a resolution of around 20 nm
can be created. Lithography methods for higher resolu-
tion exist; for example, electron-beam lithography, which
is used to make the masks for photolithography. How-
ever, these are all serial lithography techniques and are
much slower than mask-based lithography. The industry
is currently implementing the next generation of lithogra-
phy devices, and extreme-ultraviolet (EUV) lithography
based on a 13.5 nm-wavelength light source is expected
to be able to produce patterns with a resolution of less
than 10 nm in single exposures [1].
Atom lithography has been suggested as an alterna-
tive to EUV lithography. For a given wavelength the
energy of the atom is much less than the energy of the
photon. For instance, the energy of an EUV photon
a ingve.simonsen@ntnu.no
of wavelength λ = 13.5 nm is E = hc/λ ≈ 91.8 eV,
where h denotes Planck’s constant and c is the speed
of light in a vacuum. On the other hand, a helium
atom of the same wavelength (λ = 13.5 nm) has a ki-
netic energy E = h2/(2mλ2) ≈ 0.011 meV, where m
is the mass of the helium atom. High-intensity atom
beams with narrow velocity distributions can be created
by expansion from a high-pressure reservoir through a
nozzle followed by selection of the central beam with a
conically shaped aperture, which prevents backstream-
ing into the beam. This aperture is typically referred
to as the “skimmer” [2]. For helium atoms with kinetic
energies between 0.02 meV (corresponding to a liquid-
nitrogen-cooled beam) and 0.06 meV (room-temperature
beam), the corresponding wavelengths are between 0.1
and 0.05 nm. This makes atom beams, in principle, a
very attractive candidate for high-resolution pattern gen-
eration. One approach in atom lithography is to use a
beam of metastable atoms for the pattern generation.
When a metastable atom hits the substrate, it decays,
and the energy of the metastable state is transferred to
the substrate [3–5]. In their seminal paper from 1995,
Berggren et al. [3] demonstrated pattern generation in
a thiol-based resist using a beam of metastable argon
atoms manipulated by a light-field mask. Since then nu-
merous groups have experimented with atom lithography
using either metastable noble-gas atoms and patterning
in resist or direct deposition of atoms on substrates. The
energy released when a metastable atom decays is about
10 eV for argon and 20 eV for helium [4, 6].
In most of these experiments the atomic beams were
manipulated either by light or electrostatic fields [3, 7–9].
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2The reason for this is that atoms at low energies, as they
typically are in these beams, do not penetrate any sub-
strates. Furthermore the metastable atoms decay when
they impinge on a surface. Therefore it is not possible to
use masks made on substrates as is done in photolithog-
raphy. The pattern has to be generated by open areas
in the substrate where the beam can go through, so any
closed path (i.e. a circle) would lead to the segment of
the mask bounded by the closed path falling out. This
limited the patterns that could be made in a mask con-
figuration to essentially stripes and dots. Experiments
have also been done that involve focusing of atom beams
with lenses [10–18]. This can be used for serial writing of
arbitrary patterns. However, for mass-scale production
serial writing is not a suitable method.
In 1996 Fujita et al. [19] used a different approach. In-
stead of using light or electrostatic fields, they made a
solid mask consisting of a distribution of uniformly sized
holes, etched in a silicon nitride membrane. The hole
distribution was calculated with the theory of grid-based
binary holography developed by Lohmann and Paris [20],
and later by Onoe and Kaneko [21]: grid-based binary
holography imposes the limitation on the binary holo-
grams that the openings are all of the same size and po-
sitioned at specific positions of a rectangular grid. That is
to say, the holes are not only uniformly sized, but are also
placed at a regular minimum spacing. The hole distri-
bution is an approximated Fourier transform of the final,
desired pattern. Murphy and Gallagher [22] extended the
binary-holography technique of Lohmann and Paris [20]
to work also for hexagonal grids. Originally, the binary-
holography method was developed to create holograms
for electromagnetic waves with use of a computer, and
the procedure is often referred to as “computer-generated
holography” in the literature. Because of the de Broglie
wavelength associated with a matter wave, the method
also works for atom beams. It may be necessary to in-
clude a correction caused by the van der Waal interaction
between the mask material and the atoms. However, as
shown in a range of experiments [23] the only effect will
be a slightly smaller effective hole size, which can easily
be corrected for. Thus, we do not discuss this further in
this paper.
Because the phase of the atoms when they arrive at
the image plane (target plane) is not important, only the
intensity is, many different hole distributions can create
the same intensity pattern. In a recent publication it
was shown how it is possible to vary the number of open
holes in a mask over a large range without changing the
final pattern [24]. Coverage differences of up to 83 % were
demonstrated.
Until now one major problem with the binary-
holography method has been that it is based on
monochromatic, plane incident and outgoing waves. The
binary mask is generated on the basis of a Fourier trans-
form of the target pattern, which is assumed to be lo-
cated at infinity. This means that the standard binary-
holography method cannot be used to make patterns with
high spatial resolution without the introduction of a lens
that draws the Fraunhofer diffraction pattern in from in-
finity. Some work has been done on atomic lenses as
mentioned earlier but no lenses with the required pre-
cision presently exist. Furthermore real atom sources
are not perfectly plane waves and they are not perfectly
monochromatic. The monochromaticity and spatial co-
herence of an atom beam are determined by the veloc-
ity distribution (wavelength distribution) and extension
of the source [16]. The ultimate coherent beam would
seem to be a Bose-Einstein condensate (BEC). Recently,
Keller et al. [25] generated a beam of BEC metastable
helium atoms. However, standard Fraunhofer diffrac-
tion theory does not apply for a BEC [26]. Furthermore,
the de Broglie wavelength of a dropping BEC of helium
is very large, about 30 nm after a drop of 0.5 m. For
high-resolution lithography, one wants to use short wave-
lengths, since the wavelength determines the ultimate
target pattern resolution that can be achieved. One can
think of experimental ways to get around this (e.g., by
moving the mask relative to the BEC so that the BEC
wavelength relative to the mask becomes smaller) but
considerable amendments would have to be made to the
theory we present here. It is also very challenging to
make a high-flux BEC source. It should be mentioned,
however, that considerable progress has been made in
this field in recent years [27, 28].
Recently, a beam of metastable helium atoms with a
very narrow wavelength distribution λ/∆λ = 200 was
produced with a pulsed source [29]. In this paper we
show that it is possible to make binary masks that can
be used to create patterns with nanometer resolution in
a target plane close to the mask with use of an atom
source with the wavelength distribution given above and
no lenses.
The rest of this paper is organized as follows. Section II
presents the theoretical background of the method that
we use for the creation of the mask producing the desired
pattern on the screen behind the mask. In particular, the
method consists of an approximate backpropagation step
based on Fresnel diffraction for plane waves (Sec. II A),
the mask-generation step using binary holography on
hexagonal (or rectangular) lattices (Sec. II B), and an
evaluation step where our mask design is put to the
test by application of rigorous forward-propagation tech-
niques for the propagation of the field of realistic sources
through the mask and onto the screen (Sec. II C). The
results obtained by this approach are presented and dis-
cussed in Sec. III. Section IV contains a discussion of
the throughput of helium atoms that can be expected
for realistic experimental parameters. In particular, we
estimate the writing speed (throughput) that can be
achieved with a state-of-the-art metastable-atom source
and compare it with that of an established EUV source
(NXE:3300, ASML). Finally, the conclusions that we
draw from the study are presented in Sec. V. The Ap-
pendix details the binary-holography technique applied
together with hexagonal grids.
3II. THEORY
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FIG. 1: Overview of the lithography setup. A
coordinate system is defined so that the positive z
direction is normal to the mask and target planes
(which are parallel) and pointing away from the source
(indicated by the central line). The source field, ψ0, is
incident at an angle θ0 on the mask, and just after
propagating through it, the mask field is ψ(r‖|zm),
where z = zm defines the mask plane. The target field,
ψ(r′‖|zt), is obtained after propagation of the mask field
to the target plane (z = zt) which is separated from the
mask plane by distance d = zt − zm. The vectors r‖ and
r′‖ are both perpendicular to the z direction and
therefore parallel to the mask and target planes. The
pattern shown in the target plane is one of the standard
test patterns used in lithography [30].
The lithography system that we consider is presented
in Fig. 1. It consists of a source, a mask that will diffract
the incident wave propagating from the source, and a
target plane (or screen) where the diffraction pattern will
be displayed. In Fig. 1, these elements of the setup are
labeled “source”, “mask” and “target”, respectively. It is
assumed that the mask and the target planes are parallel.
In lithography one aims at creating in the target plane,
typically with high resolution, a predefined pattern —
called the “target pattern” in the following. We assume
that such a target pattern has been identified and we
stress that this pattern, in principle, can be arbitrary.
However, in the target plane in Fig. 1, for the purpose
of illustration, we use a structure consisting of a series
of slightly displaced L shapes. This pattern is one of the
standard resolution test patterns used in lithography [30].
After the target pattern is chosen, the first step in the
process of creating a binary holographic mask that cor-
responds to it consists in calculating the field just behind
the mask plane (seen relative to the source). This field
is referred to as the “mask field” in the following. It
has the property that when this field is propagated to
the target plane and the corresponding intensity is cal-
culated, the target pattern is obtained (shown on the
right in Fig. 1). To calculate the mask field, one there-
fore has to backpropagate the field from the target plane
to the mask plane. The field in the target plane — the
target field — is taken as the square root of the inten-
sity distribution of the target pattern multiplied by an
arbitrarily chosen phase function that can vary over this
plane. By changing the phase function, one obtains dif-
ferent masks that in principle should give rise to the same
intensity distribution of the target pattern. The back-
propagation of the target field can be performed in a
number of different ways; which approach is the most
appropriate depends on the structure of the target pat-
tern and the separation between the mask and target
planes (indicated as d in Fig. 1). Here our goal is to
create high-resolution masks (less than 10 nm) that can
be used in realistic lithographic setups based on neutral-
atom beams. We therefore focus on geometries for which
the source, mask, and screen (the target plane) are rel-
atively close together;that is, the total (linear) system
dimension is less than 2 m. Under this assumption, the
backpropagation can be performed with the use of (near-
field) Fresnel propagation [31]. For our purpose of gener-
ating high-resolution patterns, one cannot, for instance,
rely on (far-field) Fraunhofer propagation [31] which is
used in existing binary-holography techniques. There-
fore, to build a binary-holography technique around Fres-
nel propagation is novel and its use is prompted by the
requirement of obtaining high resolution. The technique
that is proposed here is called “near-field binary holog-
raphy” in order to distinguish it from “standard” binary
holography, which assumes the target plane is in the far-
field.
In the second step of the design process, the calculated
mask field is used as the starting point for generation of
the mask. The structure of the mask is designed so that
when an incident field, originating at the source, passes
through it, the field just behind the mask approximately
equals the mask field calculated during the first (back-
propagation) step.
The third and final step of the design process we pro-
pose involves evaluation of the performance of the gen-
erated mask to verify that it is capable of producing the
desired target pattern. Numerical simulations are used
for this purpose. Adequate results can be obtained with
the use of the Fresnel-propagation approach similar to
what is done in the first step to calculate the mask field.
However, in contrast to what is done in the first step,
we now forward propagate the incident field from the
source, through the mask and onto the screen, where the
corresponding intensity distribution is compared with the
target pattern the design started from (see Fig. 1).
The subsequent discussion does not include the effect
of gravity because gravity plays a minor role for the sys-
tem that we study. To estimate the effect of gravity,
let us start by assuming a typical velocity of the atoms
at the mask plane of v0 ∼ 103 m/s and d = 50µm for
the mask-target separation (see Fig. 1). Now, if grav-
ity acts parallel to the direction of flight, the velocity of
the atoms will change during their flight. A straightfor-
ward calculation based on the kinematic equations for
4constant acceleration estimates the change in velocity
during the flight from the mask to the target plane to
be ∆v ≈ gd/v0, where g = 9.8 m/s2 is the acceleration
due to gravity. With the numerical values assumed, we
obtain ∆v ∼ 10−7 m/s, which is 10 orders of magnitude
less than the velocity at the mask, and much less than the
velocity spread of the source. On the other hand, when
gravity acts perpendicular to the direction of flight, the
beam will bend. The vertical displacement caused by
gravity over distance d is g(d/v0)
2/2 ≈ 1.25× 10−3 nm,
which is negligible compared with both the wavelength
and the spatial extension of the source. Hence, we con-
clude that the effect of gravity can be ignored in our
analysis.
In the subsequent subsections we detail each of the in-
dividual steps of the mask design and evaluation process.
A. Mask-field calculation: Fresnel propagation
To calculate the mask field that we want our inci-
dent field to approximate after passing through the holo-
graphic mask, we need a way to propagate the desired
target field backward from the screen (or target plane)
to the mask. An accurate approximation for describ-
ing near-field propagation of scalar fields is the Fresnel
diffraction integral [31]. A coordinate system is defined
so that the positive zˆ axis is pointing along the center of
the illuminating beam (indicated by the central line in
Fig. 1). Perpendicular to this direction the parallel mask
and target planes are defined by z = zm and z = zt,
respectively, where zm and zt are arbitrary positive con-
stants for which zm < zt (Fig. 1). Let ψ(r‖|zm) denote
the scalar field at the point r = r‖ + zmzˆ of the mask
plane. Here r‖ = (x, y, 0) and a caret over a vector in-
dicates that it is a unit vector. Similarly, ψ(r′‖|zt) rep-
resents the field at the point r′ = r′‖ + ztzˆ of the target
plane where r′‖ = (x
′, y′, 0). These two scalar fields, in-
dicated in Fig. 1, are related by the Fresnel diffraction
integral, which for the plane parallel geometry assumed
here, takes the form [31]
ψ(r‖|zm) = e
ikd
iλd
ei
k
2d r
2
‖
∫
d2r′‖
{
ψ(r′‖|zt)ei
k
2d r
′2
‖
}
e−i
k
d r‖·r′‖ ,
(1)
where d = zt−zm denotes the distance between the mask
and target planes as indicated in Fig. 1, k = 2pi/λ is the
wave number of the beam of wavelength λ, and the in-
tegration over r′‖ is assumed to extend over the entire
target plane. Equation (1) states that the scalar field
in the mask plane, ψ(r‖|zm), can be obtained from the
Fourier transform of the function ψ(r′‖|zt) exp(i k2dr′2‖ ),
which involves the target field ψ(r′‖|zt), by first evaluat-
ing the Fourier transform of this function for wave vector
K‖ = kr‖/d and then multiplying the result by a known
prefactor. The theoretical foundation of Fresnel propa-
gation is based on Eq. (1).
When Fresnel propagation is performed, high numer-
ical performance can be achieved due to the use of the
fast Fourier transform. To this end, we first discretize
the spatial coordinates of the mask and target planes.
A flexible way of doing this was described by Muffoletto
et al. [32]. This method allows the calculation of Fresnel
propagation between two areas on parallel planes that
have the same number of discretization points, but can
be scaled and shifted freely within the valid region of
the Fresnel approximation. Therefore, one can use the
method to propagate the field from the target plane to
the mask plane as defined in Fig. 1.
The method starts by discretizing the in-plane spatial
coordinates r‖ = (x, y, 0) of the mask plane,
xm = x0 +m∆x, 0 ≤ m ≤M − 1 (2a)
yn = y0 + n∆y, 0 ≤ n ≤ N − 1, (2b)
and r′‖ = (x
′, y′, 0) of the target plane,
x′p = x
′
0 + p∆x
′, 0 ≤ p ≤ P − 1 (2c)
y′q = y
′
0 + q∆y
′, 0 ≤ q ≤ Q− 1. (2d)
Here M , N , P , and Q are all positive integers; x0, y0
and x′0, y
′
0 are known offset parameters; and ∆x, ∆y and
∆x′, ∆y′ are the discretization intervals in the mask and
target planes, respectively. By substituting the results
Eqs. (2) into Eq. (1) and defining
U(m,n) ≡ ψ(x0 +m∆x, y0 + n∆y|z) (3)
u(p, q) ≡ ψ(x′0 + p∆x′, y′0 + q∆y′|z′), (4)
one obtains the discretized version of the Fresnel diffrac-
tion integral (1), which we write in the form
U(m,n) =
eikd
iλd
ei
k
2d (x
2
m+y
2
n)e−i
k
d (x
′
0m∆x+y
′
0n∆y)∆x′∆y′
×
P−1∑
p=0
Q−1∑
q=0
{
u(p, q)ei
k
2d (x
′
p
2+y′q
2)e−i
k
d (x
′
px0+y
′
qy0)
}
e−i
k
d (∆x
′∆x pm+∆y′∆y qn). (5)
5Here U(m,n) and u(p, q) are the discretized mask and
target fields, respectively.
Equation (5) has the structure of a scaled two-
dimensional discrete Fourier transform of the function
inside the curly brackets, with the scaling parameters
s = (k/d)∆x′∆x and t = (k/d)∆y′∆y. For a specific
selection of scaling parameters, Eq. (5) is in the form of
the normal discrete Fourier transform, but we want to be
able to select the two coordinate systems freely. Muffo-
letto et al. [32] describe a technique for evaluating scaled
discrete Fourier transforms of this kind by taking advan-
tage of results due to Bailey and Swarztrauber [33]. This
technique is based on the rewriting of Eq. (5) as a dis-
crete convolution, which can be computed efficiently by
performing three fast Fourier transforms.
The only major restriction coming from evaluating
the Fresnel diffraction integral by the method of Muf-
foletto et al. [32] is the requirement that the number of
discrete elements in the mask plane and in the target
plane must be the same; that is, M = P and N = Q.
However, this limitation can be overcome at the cost of
having to perform several Fresnel diffraction steps and
shifting either the input region or the output region and
tiling the results as described in Ref [32].
B. Mask generation: grid-based holography
In the preceding subsection we outlined how to cal-
culate the mask field that corresponds to a given target
field. Here, given a mask field, we describe how a binary-
holography mask can be constructed so that just after an
incident beam passes through it, the resulting field will
approximately equal the desired mask field.
Since this approach was recently presented in great de-
tail in Ref. [24], here we will limit ourselves and give only
the main steps that the method involves; for the neces-
sary details and the mathematics, we refer the reader
to Ref. [24]. The method for generating masks that are
able to transform the incident field, after passing through
them, into the mask field, is based on the seminal work on
binary holography of Lohmann and Paris [20] and Onoe
and Kaneko [21]. It starts by discretizing the mask field
onto a rectangular grid of points that defines a set of
nonoverlapping cells (or regions) filling a large portion of
the mask plane. Next each of these cells is subdivided
into an array of rectangular subcells. Some of these sub-
cells are open so that the incident scalar field can be
transmitted through them. Depending on which subcells
are open and which are closed, the magnitude and phase
of the field propagating away from the mask can take on
a finite number of possible values. How many possible
combinations there are depends on the size of the subcell
array (see Ref. [24]). Furthermore, which value the field
will have depends on the configuration of open and closed
subcells that the cell has; this is explained in great de-
tail in Ref. [24]. For instance, the total area of the open
subcells determines the magnitude of the field associated
with a cell. On the other hand, the phase of the same
field changes along only one of the subcell axes of the cell,
so the positions of the openings along this direction al-
low one to modify the phase of the field propagating from
the cell toward the screen in a plane spanned by this di-
rection and the normal vector to the mask plane. So to
construct a mask that is intended to form a given pattern
in the target plane when a beam is transmitted through
it and propagating away from it in a given direction, one
has, for each cell, to choose the open-and-closed subcell
configuration that corresponds to a field value that is the
closest to the sampled-mask-field value for that cell. How
such an optimization can be done in an efficient manner
is described in Ref. [24]. The whole mask is designed by
repetition of this process for each of its cells [20, 24].
Murphy and Gallagher [22] extended the binary-
holography technique by placing the rectangular cells on
a hexagonal grid. This means that every other row of
cells is shifted. In this paper we present results with cells
on rectangular or hexagonal grids, and we use both a
rectangular grid and hexagonal grid of subcells. To facil-
itate the generation of masks based on a hexagonal grid
of holes, we extend the grid-based holography method to
work with a hexagonal grid of hexagonally shaped sub-
cells. This extension is described in detail in the Ap-
pendix.
C. System evaluation: Huygens-Fresnel diffraction
integral
After constructing a realization of the mask, one can
simulate the target pattern on the screen (the target
plane) that the mask gives rise to by using the Fresnel
diffraction integral, Eq. (1), as was done to find the mask
field. Alternatively, a more rigorous approach based on
the Huygens-Fresnel diffraction integral can be used [31].
For the geometry that we consider, it is defined as
ψ(r′‖|zt) =
d
iλ
∫
Σ
d2r‖
exp(ikR)
R2
ψ0(r‖|zm), (6)
where the integration domain Σ is defined as the union
of all holes of the mask. Moreover, the distance between
the points r = r‖ + zmzˆ and r′ = r′‖ + ztzˆ in the mask
and target planes, respectively, is denoted
R =
√
(r′‖ − r‖)2 + d2. (7)
In writing Eq. (6), we have defined the incident field
ψ0(r‖|z) that the source generates, and evaluated it at
r = r‖ + zmzˆ. An explicit expression for this field is
given later [Eq. (8)].
The integral in Eq. (6) is evaluated numerically for
each point of the target pattern by our integrating the
expression over the area of each hole of the mask using
an adaptive integration scheme. The integration is per-
formed in such a way that a certain convergence criterion
has been achieved.
6In the simulations we model the supersonic helium
source by using an adapted version of the virtual source
model introduced by Beijerinck and Verster [34]. Re-
cently, the same source model was used successfully to
describe experimental measurements of the scattering of
a beam of helium atoms from a photonic crystal struc-
ture [35]. The virtual source model is based on the
idea that after an initial region behind the nozzle where
the atoms collide, they will eventually reach a free-flow
regime at a distance from the nozzle referred to as the
“quitting surface.” When this happens, the individual
trajectories can be traced back to a plane that is per-
pendicular to the mean direction of travel and where the
width of the spatial distribution function of the trajecto-
ries is a minimum [34, 36].
We now turn to presenting an explicit expression for
ψ0(r‖|z). We consider the incident beam as an incoherent
and weighted superposition of spherical waves or point
sources, located approximately in the skimmer plane.
The weight (or amplitude) used in the superposition is
taken as a Gaussian function whose width, σ, mimics the
half width of the skimmer. Mathematically the incident
field at r = r‖ + zzˆ can be written as
ψ0(r‖|z) =
∫
d2r?‖
e−
r?‖
2
2σ2√
2piσ2
eik|r−r
?|
|r− r?| e
iφ(r?‖), (8)
where r?‖ denotes a position in the skimmer plane, with
the center of the skimmer opening at the origin. The
integral in Eq. (8) should be evaluated over the entire
skimmer plane. However, numerically we introduce a cut-
off after the Gaussian factor becomes small (after a few
standard deviations). In Eq. (8) φ(r?‖) represents a ran-
dom phase function associated with the spherical wave
source at r?‖. We assume that the random phase function
is an uncorrelated stochastic variable that is uniformly
distributed on the interval [0, 2pi). The amplitude of the
wave has been set to 1 in Eq. (8). To perform numerical
simulations using the virtual source as an incident field,
we must average the calculated diffraction patterns in the
target plane (the screen) over an ensemble of realizations
of the random phase function.
III. RESULTS AND DISCUSSION
To illustrate the versatility of the theoretical method
outlined in the previous sections, we now present simula-
tion results with different source and mask parameters.
To this end, we use the two target test patterns presented
in Fig. 2. The first pattern [Fig. 2(a)] consists of a series
of corner lines (or “L shapes”) with width and spacing de-
creasing from 10 nm to 5 nm. This is a standard pattern
used for resolution testing in lithography [30]. Most of
the simulation results that we present are obtained under
the assumption of this L-shaped pattern. It should, how-
ever, be noted that the L-shaped test pattern could, in
principle, also be reproduced with a free standing mask
by direct imaging. That is to say, for this particular
pattern, holography is not strictly necessary. To illus-
trate the versatility of the near-field binary-holography
method, we therefore, at the end of this section, include
simulation results for a second test pattern, which con-
sists of concentric circles [Fig. 2(b)]. This pattern cannot
be reproduced by direct imaging of a free-standing mask:
the circular segments would fall out.
For all the simulations that we perform, the patterns
are resolved into 512 × 512 pixels and placed at a fixed
distance d = 40µm from the mask. For the beam we use
an average wavelength of 0.1 nm, which is typical for a
helium beam as discussed in the Sec. I. We use two differ-
ent source configurations: (i) a plane wave (i.e., an ideal,
monochromatic, perfectly coherent source) and (ii) a re-
alistic source configuration as described in Sec. II C, with
source-mask distance of 1.5284 m and skimmer diameter
of 400µm. A wavelength distribution of λ/∆λ = 200 has
no appreciable impact on the results and is left out in the
simulations presented here.
Masks can be made in two different ways: Holes can
be “drilled” through a solid membrane as originally done
by Fujita et al. [19]. Alternatively, one can use a natural
membrane and fill all of the undesired holes. This has
the additional advantage of high precision because the
position of the holes is built into the material. We chose
our mask test parameters to reflect these two approaches.
We chose one rectangular mask and one hexagonal mask,
both with a hole-to-hole distance or periodicity of 0.9 nm.
This distance is chosen because it represents a natural
limit of what one can imagine as possible for the den-
sity of holes in natural porous materials. The distance
of 0.9 nm is roughly the periodicity of beryl. Beryl is a
silicate with a channel structure that allows individual
atoms, typically metal and alkali ions, and water to be
trapped in the channels. These trapped atoms were re-
cently imaged for the first time using atomic resolution
transmission electron microscopy [37]. One may imagine
that a mask could be made by deliberate filling of selected
channels with atoms, with use of, for example, a focused
ion beam. Quartz has similar channels, with a thinner
wall structure, which would allow an even smaller peri-
odicity. However, the thin wall means that quartz tends
to become amorphous when prepared for thin-membrane
experiments. While the channels in beryl and quartz are
so small that they trap larger atoms and water molecules,
they are still large enough to allow smaller atoms, for
example helium, to penetrate [38]. Holes on the or-
der of 1 nm have recently been fabricated with use of
helium-ion-beam lithography, which justifies the rectan-
gular mask [39]. Most self-organized porous membranes,
including beryl, have a hexagonal structure, hence the
hexagonal masks.
The masks are designed by the grid-based subdivision
method, with a minimal open-hole configuration [24] to
save computation time. The same masks are used for
plane-wave and realistic sources.
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FIG. 2: The target patterns. (a) Corner lines commonly used in lithography for resolution-test purposes [30]. The
widths of the lines vary successively from 10 nm to 5 nm. (b) Concentric circles.
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FIG. 3: (a) Natural logarithm of the normalized intensity in the target plane obtained by simulations for a
rectangular mask illuminated by a plane-wave source. The mask has a periodicity of 0.9 nm, and the distance
between the mask and target plane is 40µm. The desired target pattern is superimposed on the resulting target
pattern, showing that the reproduction is true to size to within 2 nm. (b) A 100× 100 nm2 cutout of the center of
the mask.
The rectangular mask is designed to have an array of
512 × 512 cells, with 4 × 4 subcells, corresponding to a
maximum 2048 × 2048 hole openings. The hexagonal
mask is made on a grid with 718 × 718 subcells. The
mask is made from a hexagonally sampled mask field
with 4×3 subdivisions in a cell by the method described
in the Appendix.
Figure 3 show the simulation results for the plane-wave
source. The desired target pattern is superimposed on
the actual target pattern, to illustrate how well the pat-
tern generation works. We see that the target pattern
is reproduced true to size to a precision of around 2 nm.
The contrast is 0.92.
In Fig. 4 we present simulation results for the realistic
source with the desired target pattern superimposed as
before. The target pattern is reproduced with a precision
of around 3 nm and the contrast is 0.82.
Figure 5 shows the results obtained with the L-shaped
pattern [Fig. 2(a)] with a realistic source and a hexagonal
mask. As expected, the pattern is reproduced just as well
as with the rectangular mask. The only difference is a
slightly lower contrast of 0.77, which we attribute to the
hexagonal mask having a smaller number of subcells in
total.
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FIG. 4: (a) Natural logarithm of the normalized intensity in the target plane obtained by simulations for a
rectangular mask illuminated by a realistic source. The mask has a periodicity of 0.9 nm, and the distance between
the mask and target plane is 40 µm. The desired target pattern is superimposed on the resulting target pattern,
showing that the reproduction is true to size to within 3 nm. (b) A 100× 100 nm2 cutout of the center of the mask.
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FIG. 5: (a) Natural logarithm of the normalized intensity in the target plane obtained by simulations for a
hexagonal mask illuminated by a realistic source. The mask has a distance between neighboring holes of 0.9 nm, and
the distance between the mask and target plane is 40 µm. The desired target pattern is superimposed on the
resulting target pattern, showing that the reproduction is true to size to within 3 nm. (b) A 100× 100 nm2 cutout of
the center of the mask.
Finally, in Fig. 6 we present portion of the mask and
the simulated intensity in the target plane obtained with
a mask designed for the purpose of creating the concen-
tric circular pattern in Fig. 2(a). In obtaining this result,
we use the realistic source model and we discretize the
target pattern onto a rectangular array of 512×512 points
(as was done for the L-shaped pattern). The contrast of
the intensity pattern is 0.83.
Even though we have applied the near-field binary-
holography technique to the successful design of the two
specific patterns in Fig. 2, it should be stressed that the
technique is, in principle, capable of creating arbitrary
patterns. We believe that the results presented in Figs. 3–
6 testify to the potential of the approach that we propose.
IV. THROUGHPUT ESTIMATION
A high wafer throughput is a necessary requirement for
chip mass production. It is therefore important to con-
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FIG. 6: (a) Natural logarithm of the normalized intensity in the target plane obtained by simulations for a
rectangular mask illuminated by a realistic source. The mask has a periodicity of 0.9 nm, and the distance between
the mask and target plane is 40 µm. The intensity pattern shows a contrast of 0.83. The desired target pattern is
superimposed on the resulting target pattern. (b) A 100× 100 nm2 cutout of the center of the mask.
sider what writing speed we can hope to achieve with a
mask-based atom-lithography device and compare it with
what is possible with EUV lithography. We chose here
for comparison the NXE:3100 EUV tool from ASML. We
use the numbers publicly available from ASML’s web-
sites [40].
It is not trivial to make a suitable comparison. We
decide simply to compare the photon flux (number of
photons per second) and the atom flux (number of atoms
per second). It is important to emphasize that this does
not take into consideration resist performance, which is
a very crucial factor. At the moment very little work has
been done on resist development for metastable atoms.
We first calculate the flux for the EUV source. The
power is 10 W. The energy of one EUV photon is
91.84 eV = 1.47× 10−17 J. Thus we get a flux of
7× 1017photons/s.
The atom flux can be calculated on the basis of the
numbers in Ref. [29]. For a beam with optimum, narrow
velocity distribution, the experimentally measured flux
from the source is 3× 1016 atoms for a 20 µs pulse. The
metastable discharge works with an efficiency of 1× 10−4
giving 3× 1012 atoms per pulse or 1.5× 1017 atoms/s
during the pulse.
In this perspective the atom source is comparable in
efficiency to the EUV source (1.5× 1017 atoms/s versus
7× 1017 photons/s. However, in practice the EUV source
is superior, since the valve in the pulsed source can cur-
rently operate at only 300 Hz while the EUV source is
continuous. Also, newer EUV instruments with up to 25
times more power than given here are currently under de-
velopment (NXE:3400B). Still, these simple calculations
illustrate the promising potential of the metastable-atom
sources for lithography.
V. CONCLUSIONS AND OUTLOOK
In this paper we show how nanometer-resolution mask-
based lithography of arbitrary patterns can be performed
with realistic masks and atom sources. In addition we
extend the binary-holography method to hexagonal cells
and subcells, which makes it easier to calculate masks us-
ing self-organized porous membranes as mask substrates.
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Appendix A: Binary holograms on hexagonal grids
Murphy and Gallagher [22] extended the binary-
holography technique of Lohmann and Paris by placing
the cells on a hexagonally sampled grid. The cells them-
selves are constructed as before, but their center points
are placed on a hexagonal grid. This means that the
cells are rectangular and that every other row of cells
is shifted, something that must be taken into account
when one is finding the correct location of each open-
ing. The setup is illustrated in Fig. 7. The proposed use
of hexagonally sampled fields would theoretically make
more-accurate holograms because of the higher degree of
symmetry available when circularly symmetric functions
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are represented. Computationally there are also poten-
tial advantages, first from a reduction in the amount of
data stored and second from a reduction in the amount
of work required to propagate the field between hexago-
nally sampled regions. Fourier methods of field propaga-
tion can be extended to work as efficiently on hexagonal
grids as on rectangular grids with use of hexagonal fast
Fourier transforms [41].
FIG. 7: The Murphy and Gallagher approach:
rectangular cells on a hexagonally sampled grid.
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FIG. 8: New approach: hexagonal subcells on a
hexagonal grid, with two possible sampling schemes (a)
rectangular sampling and (b) hexagonal sampling.
Most self-assembled porous membranes have a hexago-
nal structure, and we are therefore concerned with adapt-
ing binary holography to work with a hexagonal lattice of
holes. We discuss the adaptation of the grid-based holog-
raphy method to work with subcells placed on a hexago-
nal grid. This can be done in a number of ways, but here
we focus on two methods. The first method works by
filling out a rectangular grid of cells using hexagonal sub-
cells [Fig. 8(a)], while the other method fills out a hexag-
onal grid of cells using hexagonal subcells [Fig. 8(b)].
We first discuss performing grid-based holography with
hexagonal subcells by starting from a rectangularly sam-
pled grid. Let us consider a hexagonal grid with one edge
of the hexagon parallel with the x axis. The full width,
w, of such a hexagon is related to its height, h, by
w =
2√
3
h. (A1)
Every other column of the grid will be shifted along the y
axis a half height h/2. On such a grid we can create cells
with m×n subcells to subdivide a rectangularly sampled
grid with
∆x =
3
4
wm, (A2)
∆y = hn. (A3)
In such a cell not all of the subcells will be aligned on the
same rectangular grid, and if we assume a phase change
along the y axis when constructing the hologram this
must be taken into account. If we have a phase change
only along the x axis, the contribution from each column
will be the same. When such an approximation is per-
formed, some of the subcells will overlap with the neigh-
boring sample point. This is a natural extension of the or-
dinary method of grid-based holography, but it sets some
limitations on the possible rectangular grids that can be
used for sampling. An example of such a discretization
scheme can be seen in Fig. 8(a), with m = 4, n = 4.
It is also possible to adapt the method of grid-based
holography to hexagonally sampled mask fields, as il-
lustrated in Fig. 8(b). In the illustrated case we have
also created rectangular cells of m× n subcells, but now
the numbers m and n cannot be selected freely. The
cells must have the correct proportions if they are to tile
hexagonally, and be of the same shape and orientation.
This is possible only for even numbers of m. If m is odd,
adjacent cells have to be flipped upside down, something
that slightly moves their center. In Fig. 8(b) we have
m = 4, n = 3 which is one of the valid configurations. In
this configuration, the repeating height is H = 2nh = 6h,
and the repeating width is W = (6/4)mw = 6w, and we
see that both the width and the height are equally scaled.
Similarly to previous schemes, the next step is to as-
sume a phase difference along the x axis of 2pi across
every cell and then select in which columns to open sub-
cells and how many subcells to open. The axis of phase
change is shown below the graphics in Fig. 8.
[1] ITRS 2.0: International Technology Roadmap for Semi-
conductors, More Moore, Tech. Rep. (2015).
[2] H. Pauly, Atom, Molecule, and Cluster Beams I
(Springer, 2000).
[3] K. K. Berggren, A. Bard, J. L. Wilbur, J. D. Gillaspy,
A. G. Helg, J. J. McClelland, S. L. Rolston, W. D.
Phillips, M. Prentiss, and G. M. Whitesides, Science
269, 1255 (1995).
[4] K. Baldwin, Contemp. Phys. 46, 105 (2005).
[5] B. Ueberholz, S. Kuhr, D. Frese, V. Gomer, and
11
D. Meschede, J. Phys. B 35, 4899 (2002).
[6] L. Colli, Phys. Rev. 95, 892 (1954).
[7] J. R. Gardner, E. M. Anciaux, and M. G. Raizen, J.
Chem. Phys. 146, 081102 (2017).
[8] C. Adams, M. Sigel, and J. Mlynek, Phys. Rep. 240,
143 (1994).
[9] H. Hinderthu¨r, A. Pautz, F. Ruschewitz, K. Sengstock,
and W. Ertmer, Phys. Rev. A 57, 4730 (1998).
[10] S. D. Eder, A. K. Ravn, B. Samelin, G. Bracco, A. S.
Palau, T. Reisinger, E. B. Knudsen, K. Lefmann, and
B. Holst, Phys. Rev. A 95, 023618 (2017).
[11] M. Koch, S. Rehbein, G. Schmahl, T. Reisinger,
G. Bracco, W. E. Ernst, and B. Holst, J. Microsc. 229,
1 (2008).
[12] R. B. Doak, R. E. Grisenti, S. Rehbein, G. Schmahl, J. P.
Toennies, and C. Wo¨ll, Phys. Rev. Lett. 83, 4229 (1999).
[13] O. Carnal, M. Sigel, T. Sleator, H. Takuma, and
J. Mlynek, Phys. Rev. Lett. 67, 3231 (1991).
[14] S. D. Eder, X. Guo, T. Kaltenbacher, M. M. Greve,
M. Kalla¨ne, L. Kipp, and B. Holst, Phys. Rev. A 91,
043608 (2015).
[15] S. D. Eder, T. Reisinger, M. M. Greve, G. Bracco, and
B. Holst, New J. Phys. 14, 073014 (2012).
[16] F. S. Patton, D. P. Deponte, G. S. Elliott, and S. D.
Kevan, Phys. Rev. Lett. 97, 013202 (2006).
[17] M. Barr, A. Fahy, J. Martens, A. P. Jardine, D. J. Ward,
J. Ellis, W. Allison, and P. C. Dastoor, Nat. Commun.
7, 10189 (2016).
[18] T. Reisinger and B. Holst, J. Vac. Sci. Technol. B 26,
2374 (2008).
[19] J. Fujita, M. Morinaga, T. Kishimoto, M. Yasuda,
S. Matsui, and F. Shimizu, Nature 380, 691 (1996).
[20] A. W. Lohmann and D. P. Paris, Appl. Opt. 6, 1739
(1967).
[21] M. Onoe and M. Kaneko, Electron. Commun. Jpn. 62,
118 (1979).
[22] P. K. Murphy and N. C. Gallagher, J. Opt. Soc. Am. 72,
929 (1982).
[23] R. E. Grisenti, W. Scho¨llkopf, J. P. Toennies, G. C.
Hegerfeldt, and T. Ko¨hler, Phys. Rev. Lett. 83, 1755
(1999).
[24] T. Nesse, J.-P. Banon, B. Holst, and I. Simonsen, Phys.
Rev. Applied 8, 024011 (2017).
[25] M. Keller, M. Kotyrba, F. Leupold, M. Singh, M. Ebner,
and A. Zeilinger, Phys. Rev. A 90, 063607 (2014).
[26] M. F. Fouda, R. Fang, J. B. Ketterson, and M. S.
Shahriar, Phys. Rev. A 94, 063644 (2016).
[27] V. Bolpasi, N. K. Efremidis, M. J. Morrissey, P. C.
Condylis, D. Sahagun, M. Baker, and W. von Klitzing,
New J. Phys. 16, 033036 (2014).
[28] S. Bennetts, C.-C. Chen, B. Pasquiou, and F. Schreck,
Phys. Rev. Lett. 119, 223202 (2017).
[29] U. Even, EPJ Tech. Instrum. 2, 17 (2015).
[30] T. Chang, M. Mankos, K. Y. Lee, and L. P. Muray,
Microelectron. Eng. 57–58, 117 (2001).
[31] J. W. Goodman, Introduction to Fourier Optics,
McGraw-Hill physical and quantum electronics series (W.
H. Freeman, 2005).
[32] R. P. Muffoletto, J. M. Tyler, and J. E. Tohline, Opt.
Express 15, 5631 (2007).
[33] D. H. Bailey and P. N. Swarztrauber, SIAM Rev. 33, 389
(1991).
[34] H. C. W. Beijerinck and N. F. Verster, Physica B+C 111,
327 (1981).
[35] T. Nesse, S. D. Eder, T. Kaltenbacher, J. O. Grepstad,
I. Simonsen, and B. Holst, Phys. Rev. A 95, 063618
(2017).
[36] D. P. DePonte, S. D. Kevan, and F. S. Patton, Rev. Sci.
Instrum. 77, 055107 (2006).
[37] V. Arivazhagan, F. Schmitz, P. Vullum, A. Van Helvoort,
and B. Holst, J. Microsc. 265, 245 (2017).
[38] D. E. Swets, R. W. Lee, and R. C. Frank, J. Chem. Phys.
34, 17 (1961).
[39] D. Emmrich, A. Beyer, A. Nadzeyka, S. Bauerdick, J. C.
Meyer, J. Kotakoski, and A. Go¨lzha¨user, Appl. Phys.
Lett. 108, 163103 (2016).
[40] ASML, “EUV lithography — NXE platform per-
formance overview,” https://staticwww.asml.com/
doclib/misc/asml_20140306_EUV_lithography_-_NXE_
platform_performance_overview.pdf (2014).
[41] R. M. Mersereau, Proc. IEEE 67, 930 (1979).
