Abstract. Quasi-diagonal operators on a Hilbert space are a large and important class (containing all self-adjoint operators for instance). They are also perfectly suited for study via the finite section method (a particular Galerkin method). Indeed, the very definition of quasi-diagonality yields finite sections with good convergence properties. Moreover, simple operator theory techniques yield estimates on certain rates of convergence. In the case of quasidiagonal band operators both the finite sections and rates of convergence are explicitly given.
Introduction
This paper follows up on an observation from [5, Section 10] . Namely we see what happens when one takes the general theorems from [11] and applies them to the particular class of quasi-diagonal operators. The end results are quite satisfying both from a theoretical point of view and a practical computational point of view. We will see that the finite section method works very well on the class of quasidiagonal operators in general and some explicit, and reasonable rates of convergence can be worked out in some interesting cases.
Let H be a separable, complex Hilbert space, let B(H) denote the bounded, linear operators on H and let T ∈ B(H) be given. An operator T is called quasidiagonal if there exist finite rank orthogonal projections P 1 , P 2 , P 3 , . . . such that P n (v) − v → 0 for all vectors v ∈ H and which asymptotically commute with T ; [T, P n ] = T P n − P n T → 0. This notion is due to Halmos (cf. [13] , [4] , [18] ) and is inspired by the classical Weyl-von Neumann Theorem. If S ∈ B(H) is a self-adjoint operator, then S = D + k, where D is a diagonal operator with respect to some orthonormal basis of H and k is a compact operator. Indeed, Halmos observed that T ∈ B(H) is quasi-diagonal if and only if T = B + k, where B is a block diagonal operator with respect to some orthonormal basis of H and k is compact. (This means there exist projections, as in the definition of quasi-diagonality, but with the stronger properties that P n H ⊂ P n+1 H and [P n , B] = 0 for all n, writing H = P 1 H ⊕ (P 2 − P 1 )H ⊕ (P 3 − P 2 )H ⊕ · · · , the matrix of B with respect to this decomposition is easily seen to be block diagonal.) In particular, every self-adjoint operator is quasidiagonal and, more generally, a result of Berg implies that every normal operator is also quasi-diagonal (cf. [2] , [9, Corollary II.4.2] ). The self-adjoints contain a large set 340 NATHANIAL P. BROWN of interesting examples (almost Mathieu operators, discretized Hamiltonians, etc.), and there are plenty of interesting non-self-adjoint, but still normal, examples like difference operators coming from PDE's with constant coefficients. There are also interesting nonnormal, but still quasi-diagonal, operators such as certain weighted shifts and Toeplitz operators (not all of these are quasi-diagonal, but many examples are known to be quasi-diagonal) to which the ideas of this paper apply. In fact, employing a simple dilation trick, we can even apply our techniques to arbitrary banded Toeplitz operators (though many of these are not quasi-diagonal).
Section 2 of this note contains a rather extensive list of definitions and recalls some of the theorems from [11] that we will need. There is nothing new in this section, but we hope the unfamiliar reader will find it a convenient reference.
Sections 3, 4, 5, and 6 are devoted to some general theory. These sections are the theoretical foundation on which the actual numerical analysis will be based. That is, we make some very general observations which are of little computational value by themselves. In some sense, one can regard these results as analogues of an existence result for a large class of PDEs. When faced with an actual PDE it is, of course, good to know via some general theory that a solution exists and even better if one knows it is unique. However, the real goal of numerical analysis is to find explicit algorithms which are guaranteed to converge to a solution and, moreover, to study the rate of convergence. With this analogy in mind one can regard Sections 3 through 6 as proving existence and uniqueness results as well as giving general estimates on rates of convergence. Then in Sections 7 and 8 some explicit algorithms are described which put the general machine into motion in two special cases. Below we give a more detailed description of the contents of this paper.
In Section 3 we observe the existence of good finite sections for quasi-diagonal operators and the uniqueness of the limits of things like norms, condition numbers, spectral quantities, etc. of the corresponding finite sections.
Section 4 gives some simple estimates on rates of convergence for the finite section method. Though the rates of convergence are not always very good, they are the best possible (at this level of generality) as shown by simple examples. (However, in certain cases the rates of convergence can be quite good.) Section 5 simply takes the results of Sections 3 and 4 and specializes them to the cases of normal and self-adjoint operators where the rates of convergence have cleaner statements. In Section 6 we quickly point out that the resolution of a well-known problem in operator theory (Herrero's approximation problem) yields an improved existence result for many quasi-diagonal operators. Putting this result into practice in special cases seems quite difficult, but a related strategy, inspired by the observations of Section 6, will be the subject of another paper (cf. [6] ).
Sections 7 and 8 are devoted to explicit descriptions of how to implement the quasi-diagonal approach in the cases of unilateral and, respectively, bilateral band operators. In the unilateral case we use canonical finite sections and translate our previous results into computable error estimates. In the bilateral case a famous technique of Berg turns out to work beautifully and, again, computable rates of convergence are given.
Notation, definitions, and known results
This section is devoted to setting notation, recalling a number of definitions and stating some theorems from [11] that will be required. Let T ∈ B(H) be a bounded operator on some complex Hilbert space H and let P 1 ≤ P 2 ≤ · · · be a filtration (i.e., each P n = P * n = P 2 n is a finite rank, orthogonal projection, the range of P n is contained in the range of P n+1 , and P n (v) − v → 0 for all vectors v ∈ H). If the rank of P n is some integer k(n), then we will often, but not always, identify P n B(H)P n with the complex k(n) × k(n) matrices M k(n) (C). We will refer to the sequence of operators (P n T P n ) as the finite sections (of T with respect to {P n }). The finite section method is simply to try and study the (infinite-dimensional) operator T via its finite sections with respect to a suitable filtration. For example, can one recover the spectrum of T as some sort of limit of the spectra of (the finite-dimensional matrices) P n T P n ? Of course, the choice of filtration is very important, as it can easily happen that the finite sections do not approximate the original operator in any reasonable sense. A classic example is that of the unilateral shift S on l 2 (N). With respect to the canonical basis, the matrix of S is below. ⎛
Cutting S to the canonical filtration yields nilpotent matrices, and thus the spectra of the finite sections are all one-point sets {0} which do not converge to the spectrum of S (which is the unit disc).
Some operator theory definitions.
Definition 2.1. Given an operator T ∈ B(H):
(1) For ε > 0, the ε-pseudospectrum of T is
where λ − T denotes the operator which maps v ∈ B(H) to λv − T v, and we will adopt the convention that if an operator X ∈ B(H) is not invertible, then X −1 = ∞. In particular, the usual spectrum σ(T ) is contained in σ (ε) (T ) for every ε > 0 and, moreover,
See the web site [10] for more, including software for computing pseudospectra.
We let C * (T ) denote the unital, C * -algebra generated by T . It is the smallest unital C * -subalgebra of B(H) which contains T and can be realized as the norm closure of the set of all polynomials (where T 0 is defined to be the identity operator) in T and T * . A state on C * (T ) is a linear functional φ : C * (T ) → C such that φ = φ(I) = 1, where I is the identity operator on H. The set of all states is denoted S(C * (T )). (4) The spatial numerical range of T is and the algebraic numerical range of T is 
while the generalized condition number of a Moore-Penrose invertible operator T is the number T T + .
We now need to recall some definitions motivated by the finite section method, but this will require introducing a bit more notation. If P 1 ≤ P 2 ≤ · · · is a filtration of H and the rank of P n is k(n), then it is useful to build a C * -universe where finite sections can be treated as a single element. Namely we let
denote the l ∞ and, respectively, c 0 direct sum of the M k(n) (C)'s (where we identify P n B(H)P n and M k(n) (C)). Note that M k(n) (C) is a closed, two-sided ideal in ΠM k(n) (C), and hence there is a canonical quotient mapping π :
. This quotient algebra turns out to be the right place to study finite sections. Note that if T ∈ B(H), then sup P n T P n < ∞ (actually, = T ) and hence the sequence of finite sections (P n T P n ) can be regarded as a single element in ΠM k(n) (C). The real element of interest, however, turns out to be
Definitions arising from the finite section method. Definition 2.2. Let T ∈ B(H), P 1 ≤ P 2 ≤ · · · be a filtration of H and let (P n T P n ) be the corresponding sequence of finite sections.
(1) (P n T P n ) is said to be applicable if there exists an integer n 0 such that for every vector y ∈ H and integer n ≥ n 0 there exists a unique solution x n to the equation P n T P n x n = y n and, moreover, the vectors x n converge (in norm) to a solution x of the equation T x = y. (2) (P n T P n ) is said to be stable if there exists an integer n 0 such that for every integer n ≥ n 0 the matrices P n T P n are invertible and sup n≥n 0 (P n T P n )
A basic result of Polski states that (P n T P n ) is applicable if and only if T is invertible and (P n T P n ) is stable (cf. [11, Theorem 1.4] ).
(3) The finite sections (P n T P n ) are said to be fractal if they are "asymptotically isomorphic to any of their subsequences". More precisely, for every subsequence n 1 < n 2 < n 3 · · · the C * -algebras generated by the elements
should be isomorphic, and the isomorphism should map π((P n T P n )) to π((P n j T P n j )). (4) For a matrix S ∈ M k (C) and ε > 0, the ε-regularization of S is denoted S ε and defined as follows. Let S = UDV be the singular value decomposition of S (i.e., U, V ∈ M k (C) are unitaries and D = diag(λ 1 , . . . , λ k ), where
The finite sections (P n T P n ) are said to be stably regularizable if there exists a number ε > 0 such that (P n T P n ) ε −P n T P n → 0 and sup (P n T P n )
In this case a Polski-type theorem (cf. [11, Theorem 2.13]) states that for every vector y ∈ H the least square solutions x n to the (regularized) equations (P n T P n ) ε x n = P n y converge in norm to the least square solutions of T x = y (i.e., T is Moore-Penrose invertible and (P n T P n )
One of the main topics of this paper is convergence aspects of spectra. As such it will be convenient to introduce some set notation and recall Hausdorff convergence of sets.
Approximate inclusions and Hausdorff convergence of sets. Definition 2.3. Let C denote the complex plane.
(1) For a set Σ ⊂ C and δ > 0 we will let N δ (Σ) denote the δ-neighborhood of Σ (i.e., the union of all δ-balls centered at points of Σ) and let N δ (Σ) be its closure. (2) Given two sets Σ, Λ ⊂ C we say Σ is δ-contained in Λ if Σ ⊂ N δ (Λ). We prefer (and will use) the following notation in this situation; Σ ⊂ δ Λ.
Λ) if and only if Σ is
δ-contained in Λ and vice versa, i.e., Λ ⊂ δ Σ and Σ ⊂ δ Λ. (4) Given a sequence of compact sets Σ n ⊂ C and another compact Σ ⊂ C we will write
, if for each δ > 0 we have that Λ n ⊂ δ Λ and Λ ⊂ δ Λ n for all sufficiently large n.
We close this section by stating all of the theorems from [11] that we will need. Roughly speaking these results say that all convergence questions for the finite section method have a C
Theorem 2.4 (Operator equations). (1) (Kozak's Theorem) (P n T P n ) is stable if and only if π((P
See 
Theorem 2.6 (Spectral approximations). If (P n T P n ) is fractal, then the following hold:
(
The first statement above is a combination of Theorems 3.31, 3.33(b), and Proposition 3.6 in [11] . The second is a consequence of Theorems 3.22, 3.23, and Proposition 3.6 in [11] . The last statement follows from Corollary 3.18, Theorem 3.20, and Proposition 3.6 in [11] .
Existence and uniqueness results
Let P 1 ≤ P 2 ≤ · · · be a filtration of H. If the rank of P n is some integer k(n) and we identify P n B(H)P n with the complex
The following lemma, which is well known to the operator algebra community, is really the key observation of this section. The proof is also very simple, so we include it for the reader's convenience.
Proof. First note that the projections P n asymptotically commute with T * as well (since [T,
. A simple interpolation argument together with the triangle inequality shows that (P n ) asymptotically commute with any polynomial in T and T * . It follows that the P n 's asymptotically commute with every element in C * (T ). Since ρ(X) = X for all X ∈ B(H) (in particular, ρ is injective), it only remains to show that ρ restricts to a multiplicative map on C * (T ). This follows easily since for all a, b ∈ C * (T ) we have
Lemma 3.2. Let T ∈ B(H) be a quasi-diagonal operator and let
Proof. Every subsequence of {P n } also asymptotically commutes with T and converges strongly to the identity. Hence the corresponding map ρ :
As stated in the title of this section, we regard the following results as existence and uniqueness results. That is, for a quasi-diagonal operator one can always find a sequence of projections such that the finite sections converge where we want (existence) and, in fact, the finite sections arising from any other asymptotically commuting sequence will converge to the same thing (uniqueness).
Theorem 3.3 (Operator equations). Let T ∈ B(H) be a quasi-diagonal operator
and let P 1 ≤ P 2 ≤ · · · be any filtration of H which asymptotically commutes with T . Then the following statements hold: 
4]). (4) Assume that T has closed range, ε > 0 is some number strictly smaller
than inf{λ : 0 < λ ∈ σ 2 (T )}, y ∈ H is given, and x ∈ H is the least square solution to the equation T x = y. If y n = P n y and x n is the least square solution to (the ε-regularized equation
Proof.
(1) follows from Kozak's Theorem and Lemma 3.1 since ρ(T ) is invertible if and only if T is invertible.
(2) follows immediately from (1) and Polski's Theorem which was stated right after the definition of stability in the previous section.
(3) follows from the second part of Theorem 2.4 and Lemma 3.1. (4) follows from (3) and the least square version of Polski's Theorem stated after the definition of stably regularizable. Strictly speaking, [11, Theorem 2.13] only ensures the existence of an ε > 0 for which our claim holds true. However, the convergence of spectra results below will ensure that any 0 < ε < inf{λ : 0 < λ ∈ σ(T * T )} will do.
Theorem 3.4 (Norms and condition numbers). Let T ∈ B(H) be a quasi-diagonal operator and let P 1 ≤ P 2 ≤ · · · be any filtration of H which asymptotically commutes with T . Then the following statements hold:
(3) If T has closed range, ε > 0 is some number strictly smaller than inf{λ : 0 < λ ∈ σ 2 (T )}, and T + (resp. (P n T P n ) + ε ) denotes the Moore-Penrose inverse of T (resp. (P n T P n ) ε ), then the generalized condition numbers of (P n T P n ) ε converge to the generalized condition numbers of T , i.e., T T
Proof. The first part of statement (1) is trivial. In fact, for every X ∈ B(H), the norms of P n XP n increase up to X (since P n P n+1 = P n and thus P n XP n = P n (P n+1 XP n+1 )P n ≤ P n+1 XP n+1 ). For the inverse statement we first assume that T is invertible and note that
However, the projections {P n j } also asymptotically commute with T , and the finite sections (P n j T P n j ) are now stable. Thus, by Theorem 3.3(1), T is invertible-a contradiction.
(2) follows immediately from (1) . (3) follows from Theorem 2.5 and Lemmas 3.1 and 3.2.
Theorem 3.5 (Spectral approximations). Let T ∈ B(H) be a quasi-diagonal operator and let P 1 ≤ P 2 ≤ · · · be any filtration of H which asymptotically commutes with T . Then the following statements hold:
Proof. Given Lemmas 3.1 and 3.2, the proof is reduced to recalling Theorem 2.6 from the last section.
Remark 3.6. As mentioned earlier, a theorem of Berg states that every normal operator on a Hilbert space is quasi-diagonal, and hence the existence and uniqueness results above can be applied. Even in the case of a self-adjoint operator the existence of a filtration for which the finite sections are guaranteed to converge nicely appears to be a new result. 
acting on i∈N H, is a quasi-diagonal operator.
We close this section with a result which has nothing to do with quasi-diagonality. Namely, we will consider the convergence of the algebraic numerical ranges of finite sections. It is well known that spatial numerical ranges are well behaved (cf. [11, Theorem 3.52]), but algebraic numerical ranges also behave nicely. Though we would be a bit surprised if this result is not already known, it is not mentioned in [11] , and hence we include a proof. 
Proof. It is immediate from the definitions that SN (X) ⊂ AN (X) for any X ∈ B(H). Moreover, it is also known that AN (X) = SN (X) (cf. [11, Theorem 3.45] ). Since the unit ball of a finite-dimensional Hilbert space (e.g., P n H) is (norm) compact, these two facts imply that SN (P n T P n ) = AN (P n T P n ) (for a given state φ, choose unit vectors v k ∈ P n H such that φ(P n T P n ) = lim P n T P n v k , v k and any cluster point of {v k } will do the trick). The proof of (1) is then complete after we observe that SN (P n T P n ) ⊂ SN (T ): for a unit vector v ∈ P n H we have
Statement (2) follows from (1) and the general fact that SN (P n T P n ) → SN (T ) (cf. [11, Theorem 3.52]).
Commutators and rates of convergence
In this section we observe that norms of the commutators [P n , T ] provide a simple and natural upper bound for the rate of convergence of finite sections (P n T P n ). For spectral approximations this only yields "one sided" rates of convergence, but, sadly, a trivial example at the end of this section shows that this is best possible.
From a computational point of view this will, in general, not provide a very useful measurement. However, we will see in later sections that in some cases these commutator estimates yield computationally relevant rates of convergence.
As was the case for Lemma 3.1, the following (well-known) lemma is really the key remark of this section.
Lemma 4.1. Let T ∈ B(H) be arbitrary and let P ∈ B(H) be a self-adjoint projection. Then
where
Since the domains and ranges of the operators P T P ⊥ and P ⊥ T P are orthogonal, we have P T P ⊥ + P ⊥ T P = max{ P T P ⊥ , P ⊥ T P }. However, each of the latter norms is dominated by P T − T P ; for example,
Though we prefer to state the results below in terms of norms of commutators, we should also point out that these norms are determined by the norms of finite dimensional matrices:
Proposition 4.2 (Operator equations). Let T ∈ B(H) be a quasi-diagonal operator and let
Then the following statements hold:
H is the unique solution to T x = y, y n = P n y, and x n is the unique solution to P n T P n x n = y n , then
Proof. The first statement follows from the following inequalities:
Indeed, this shows that P n T P n T −1 P n = (P n T P n )(P n T −1 P n ) is invertible (we now regard P n as the unit of the matrix algebra P n B(H)P n ) and hence P n T P n is right invertible. However, in finite dimensions right invertible implies invertible.
The second assertion is also straightforward:
Remark 4.3 (Computability)
. We regard the estimates above as reasonably computable objects (at least in concrete cases). Indeed, if T and {P n } are concretely given, then [P n , T ] is computable in terms of two finite-dimensional matrices.
(Warning: in this remark we take the point of view that anything in finite dimensions is "computable" and limits of finite-dimensional calculations are regarded as "reasonably computable".) Also, note that y − P n y = y 2 − P n y 2 is computable (at least if one knows y ).
Recall that the polar decomposition implies that for any invertible operator S we have
Hence the quantities T −1 in the estimates above are reasonably computable since we know the singular values of P n T P n converge to the singular values of T . Also, x n ≤ (P n T P n ) −1 y n and thus can be estimated in concrete cases.
Remark 4.4 (Least square estimates). We have been unable to find any "reasonable" estimates on the rate of convergence of least square solutions. Our feeling is that this may be possible, however we do not yet see how to avoid the Moore-Penrose projection (a certain spectral projection for T * T ; see [11, Theorem 2.15]) which arises in the construction of T + .
Proposition 4.5 (Spectral approximations). Let T ∈ B(H) be a quasi-diagonal operator and let P 1 ≤ P 2 ≤ · · · be any filtration such that [P n , T ] → 0. Then the following statements hold:
Proof. We will need the following characterization of ε-pseudospectra (cf. [11, Theorem 3.27]): if X ∈ B(H), then (1) follows from Lemma 4.1 and the remarks above.
Given this fact, it is clear that if
Part (2) requires the following well-known fact: if X, Y ∈ B(H), X is self-adjoint (even normal will suffice) and
To complete the proof we first note that σ(
Combining all these facts we see that σ( (2) follows. Note that for large singular values one does not have to take square roots, however the estimate
We end this section with a simple example which shows that there is no hope of giving rates of convergence of the quantities not mentioned in this section in terms of norms of commutators.
Let j 1 < j 2 < j 3 · · · be integers and consider the diagonal, self-adjoint operator on where the first string of 2's has length j 1 , the second string of 2's has length j 2 , and so on. One should have in mind here that the j k 's are growing like exponentials (or faster, if you like) in k. Now let P n denote the orthogonal projection onto the span of the first n basis vectors of l 2 (N). Note that [P n , T ] = 0 for all n. On the other hand, the norms of P n T P n and its inverse approach the norms of T and its inverse as slowly (in n) as you like. Also, the condition numbers of P n T P n are approaching the condition number of T as slowly as you like.
It would also be nice if we could approximately reverse the inclusions in Proposition 4.5; i.e., if we knew something like σ(T ) ⊂ σ (ε) (P n T P n ) for all n larger than some number which depended on commutators. This would amount to saying how quickly the pseudospectra of P n T P n "fill up" the pseudospectrum of T . Unfortunately, the example above shows that this can happen as slowly as desired. Similarly the numerical ranges of P n T P n will "fill up" the numerical range of T at as slow a rate as one wishes to prescribe.
Finally, it would be nice for solving operator equations if we could somehow relate y − y n and [P n , T ] , but it is not hard to see that this is also impossible to do in general.
Normal and self-adjoint operators
Here we observe that some of the statements from the previous section can be cleaned up a bit in the case that T is a normal or, better yet, self-adjoint operator.
At the end of this section we also state a result from [5] which provides a very general existence result which is analogous to the Szegö-type results obtained by Bill Arveson for certain self-adjoints (cf. [11, Chapter 7] ).
Proposition 5.1. If T ∈ B(H) is a normal operator and P
Proof. For a normal operator T we have N (σ(T )) = σ (ε) (T ). This follows from the fact that if T is normal and λ ∈ C, then (λ − T )
where d(λ, σ(T )) is the distance from λ to σ(T ). Hence we have just reformulated the results of Sections 2 and 3.
Remark 5.2. On page 116 in [11] a general conjecture concerning convergence of spectra of "essentially normal" approximation sequences is formulated. Though we have been unable to resolve this conjecture, we do wish to point out that an affirmative answer would lead to a nice improvement in the previous result. Namely, it would follow that σ(P n T P n ) → σ(T ); i.e., we would not have to bother with pseudospectra in the result above.
Proposition 5.3. If T ∈ B(H) is a self-adjoint operator and
Proof. Assertion (1) follows from part (3) of Theorem 2.6 and Lemmas 3.1 and 3.2. The second part follows from Lemma 4.1, the fact that
, and the first sentence in the proof of part (2) of Proposition 4.5.
Remark 5.4. Following Arveson's ideas, it is possible to also compute the essential spectrum of a self-adjoint operator via quasi-diagonal finite sections (cf. [11, Chapter 7] ). It does not seem easy, however, to develop any rate of convergence estimates in this case.
We conclude this section with an existence result which is analogous to Szegö's celebrated limit theorem concerning spectral distributions of self-adjoint Toeplitz operators. In [5] we studied various notions of invariant means on C * -algebras and observed in Theorem 10.4 that "quasi-diagonal" invariant means can be recovered following the ideas first laid out by Bill Arveson (as explained in [11, Section 7.2] ). To avoid technicalities we will just restate the result in the case of normal operators.
Theorem 5.5. Let T ∈ B(H) be a normal operator. Then there exists a filtration
and with the property that for every Borel, probability measure µ supported on the essential spectrum of T there exists a subsequence {P n k } such that
in the weak− * topology, where tr(·) is the (unique) tracial state on P n k B(H)P n k and tr(P n k · P n k ) is the state on C * (T ) defined by x → tr(P n k xP n k ).
Proof. Since normal operators generate exact C * -algebras (even nuclear ones) and every trace on an abelian C * -algebra is a quasi-diagonal invariant mean (cf. [5, Lemma 6.4] ), this result is a special case of [5, Theorem 10.4 ].
Improved existence result when C * (T ) is exact
Mainly due to the pioneering work of Kirchberg, exact C * -algebras have been at the forefront of operator algebra theory for the past decade. (See [14] , [20] .) This is a technical notion which we do not wish to discuss here, however it turns out that most (but not all) of the basic examples of C * -algebras enjoy this property (commutative algebras, AF algebras, irrational rotation algebras, Cuntz algebras, and all subalgebras of these examples). Similarly, it turns out that many standard examples of Hilbert space operators generate C * -algebras with this property. For example, C * (T ) is exact whenever T ∈ B(H) is essentially normal (e.g., selfadjoint, unitary, or normal) or if T is a band operator (either unilateral or bilateral). Moreover, it follows from Arveson's extension theorem that this class of operator is closed under norm limits and hence band dominated operators (i.e., norm limits of band operators) also generate exact C * -algebras. In the early 80s Herrero asked whether every quasi-diagonal operator T was the norm limit of operators T n such that C * (T n ) was finite-dimensional for each n. This turns out to be false (cf. [17] , [19] ), but the precise description of operators with this approximation property was discovered a couple of years ago (cf. [7] , [8] ).
Theorem 6.1 ([7, Theorem 1.1]). Let T ∈ B(H) be given. There exist operators T n ∈ B(H) such that T − T n → 0, and C * (T n ) is finite-dimensional (for all n) if and only if T is quasi-diagonal and C * (T ) is exact.
This result is relevant here because of the simple structure of finite-dimensional C * -algebras: they are just finite direct sums of finite-dimensional matrix algebras. So if T is close to T n and C * (T n ) is finite dimensional, then one immediately gets a matrix whose ε-pseudospectrum, for example, approximates that of T (since we may regard T n as a direct sum of finite-dimensional matrices when viewed as an element of C * (T n )). In this setting rates of convergence are controlled by T n − T and estimates on the Hausdorff distance of spectra (in the normal case, at least) can be given. Moreover, standard representation theory of finite-dimensional C * -algebras gives a decomposition of the underlying Hilbert space as a direct sum of finite-dimensional reducing subspaces for C * (T n ) and thus a way of getting appropriate finite sections. Of course, actually finding these approximating T n 's and corresponding finite sections in specific examples does not appear to be easy and hence we have little more to say about it at this point. However, inspired by the observations of this section, an effective way of computing spectra, in irrational rotation algebras is worked out in [6] .
Quasi-diagonal unilateral band operators
Though the results of the previous sections are quite satisfactory from a theoretical point of view, some practical numerical analytic questions have gone unaddressed. For example, if an explicitly given operator is known to be quasi-diagonal, how does one explicitly write down asymptotically commuting finite rank projections? Can one control the ranks of these projections? In the generality of the previous sections these questions cannot be answered (even for a general self-adjoint operator this is probably hopeless). However, in special cases some progress can be made, and this is the subject of the final two sections of this paper.
In this section we consider certain band operators. As mentioned before, not all band operators are quasi-diagonal (e.g., unilateral shift), but a fairly broad class of band operators, described below, can be attacked with this technology.
Our Hilbert space will now be l 2 (N) with canonical orthonormal basis {δ i } i∈N . We will regard l ∞ (N) as acting on l 2 (N) by multiplication operators (i.e., f ∈ l ∞ (N) acts on l 2 (N) by sending δ i to f (i)δ i ). T ∈ B(l 2 (N)) will be a weighted shift operator with weight sequence (α 1 , α 2 , . . .); i.e., (α 1 , α 2 , . . .) is a bounded sequence of complex numbers and T (δ i ) = α i δ i+1 . Our basic assumption is:
Note that a unilateral weighted shift is quasi-diagonal if and only if the assumption above holds. Below we will observe that this assumption implies quasi-diagonality, while the absence of such a subsequence implies that the weighted shift is a Fredholm operator with index −1 and, hence, is not quasi-diagonal.
The band operators considered will be of the form
and m is a positive integer. Note that S is a band operator whose main diagonal is just f 0 . The off diagonal entries of S are somewhat complicated to describe, but the "coefficients" f j are arbitrary and hence operators of the form above are still are rather large class. The reader may find it useful to consider a weight sequence of only zeroes and ones to get a feel for the kinds of operators arising this way. In fact, any band operator whose matrix has "butterflies" tending to zero can be handled with the quasi-diagonal approach. In other words, any band operator which is a compact perturbation of a block diagonal band operator can be handled this way, but rates of convergence can be complicated to state precisely, so we stick to the situation described above.
For ease of notation we will let q(x) = x m + x m−1 + · · · + x and let q be the derivative of this polynomial. We will also let M = max −m≤j≤m { f j }. Finally, we define finite rank projections P k as the orthogonal projections onto the span of {δ 1 , . . . , δ i k }. Theorem 7.1. Let T , S, and {P k } be as above. Then the following statements hold:
is the unique solution to the equation Sx = y, y k = P k y, and x k is the unique solution to P k SP k x k = y k , then
The singular values of P k SP k converge to the singular values of S and
, a simple induction argument shows that
Since S is a band operator whose lower diagonals are determined by the powers of T and upper diagonals are determined by the powers of T * , we may use the fact that [P, S] = max{ P SP ⊥ , P ⊥ SP } to arrive at the following inequality:
With this inequality in hand, the various statements above follow from the corresponding results in Sections 3 and 4.
Remark 7.2. Note that the rank of P k is i k , and hence
Thus the numerical efficiency in this setting is directly tied to the rate of growth of {i k } and the rate of decay of {α i k } (as functions of k).
Remark 7.3. Evidently the theorem above can be extended with no difficulty to the case of bilateral shifts on l 2 (Z), where one assumes the existence of subsequences tending to zero both in the positive and negative directions.
Remark 7.4. Of course, the numerical ranges of P k SP k also converge to the numerical range of S since the proof above shows that [P k , S] → 0. Note also that a similar result can be worked out for any element in C * (T ), and (complicated) error estimates can be explicitly given for any polynomial in T and T * .
Remark 7.5. Let f ∈ C(T) be a continuous function on the unit circle and let T f be the corresponding Toeplitz operator on l 2 (N). Of course, T f is rarely a band operator, and the diagonals of the matrix of T f never have subsequences tending to zero (since they are constant). However, it follows from BDF theory that T f is quasi-diagonal if and only if the winding number of the curve f (T) is zero about every point in the complement of f (T) (cf. [9, Sections V.1 and IX.7] ). In this case there are asymptotically commuting finite rank projections out there, and we feel it would be interesting (but perhaps hard?) to find them.
We conclude this section with an illustration of the usefulness of this method. Namely, we will give a new proof of the fact that the spectra of quasi-diagonal weighted shifts is as large as possible. It is well known that if T is any weighted shift and ρ(T ) is the spectral radius of T , then σ(T ) = {λ ∈ C : |λ| ≤ ρ(T )}. While our technology will only handle the quasi-diagonal case, the argument is simple and cute, so we include a proof. It will be convenient to note that
whenever T is a weighted shift with weight sequence (α 1 , α 2 , . . .).
Proposition 7.6. Let T be the weighted shift described at the beginning of this section. Then σ(T ) = {λ ∈ C : |λ| ≤ ρ(T )}.
Since the spectrum of T can be no larger than claimed, it suffices, thanks to part (2) of Theorem 3.5, to show that if
, then for every ε > 0, λ belongs to the ε-pseudospectra of P k T P k for all sufficiently large k. In fact, we will show a bit more (as it requires no extra effort and simplifies notation). Let P n be the projection onto the span of the first n basis vectors of l 2 (N), and we will show that λ belongs to the ε-pseudospectra of P n T P n for all sufficiently large n.
First note that for all nonzero λ the matrix λ − P n T P n is invertible. A straightforward computation shows that its inverse is given by the following matrix:
Our goal is to show that if 0
, then for every ε > 0 the norms of the matrices above are eventually bigger than 1/ε. To prove this it suffices to show that the modulus of some entry in the matrices above is greater than 1/ε. This, however, is the case because if |λ|
Hence, if ε > 0 is given, we choose l big enough that (1 + δ) l > 1/ε, and then we will be able to find a string α m , . . . , α m+l such that
However, the numbers α m α m+1 · · · α m+l λ l+1 are entries in all of the matrices above (for sufficiently large n).
Remark 7.7. Note that the proof above adapts easily to bilateral weighted shifts which have subsequences tending to zero in both the positive and negative directions.
Remark 7.8. If T denotes the bilateral shift on l 2 (Z) and P n denotes the orthogonal projection onto the span of {δ −n , . . . , δ n } ⊂ l 2 (Z), then the finite sections P n T P n are all nilpotent matrices and hence have spectrum {0} for all n (which, in particular, do not converge to the spectrum of T ). Moreover, the proof above shows that for every ε > 0, lim inf σ (ε) (P n T P n ) contains the entire unit disc (see [11, Definition 3.1] ). Hence we cannot recover the spectrum of T (i.e., the unit circle) by intersecting over ε > 0 as in part (2) of Theorem 3.5.
Berg's technique and bilateral band operators
In our final section we consider bilateral band operators and apply a technique of Berg to produce explicit finite sections with the right quasi-diagonality requirements. Berg's technique is a well-known, and highly successful, way of taking a shift operator and approximating it by cyclic shifts of a shorter length. We will not attempt to explain the philosophy behind this technique (as this is well done in [9, Section VI.4], for example) but rather will just write down how it goes and check that it works. The diligent reader who actually checks all of the details will likely see what is going on in the process.
In [16] it was shown that a bilateral weighted shift is quasi-diagonal if and only if the weight sequence is "block balanced". The definition below is nothing but the obvious extension of Smucker's notion to subsets of l ∞ (Z). This definition just says that we can find strings of arbitrary length which are arbitrarily close to each other in the positive and negative directions.
We now describe the types of bilateral band operators to which the quasi-diagonal approach will apply. Let U be the bilateral shift on l 2 (Z) (i.e., U (δ i ) = δ i+1 for the canonical basis {δ i } i∈Z of l 2 (Z)) and identify l ∞ (Z) ⊂ B(l 2 (Z)) with the multiplication operators (i.e., 
Remark 8.2 (A Toeplitz trick)
. The bilateral band operators we are considering can be used, in conjunction with a simple trick, to handle some non-quasi-diagonal operators. Indeed, assume that T ∈ B(l 2 (N)) is a banded Toeplitz operator. That is, assume that the matrix of T (with respect to the canonical basis) is constant down the diagonals and has only finitely many nonzero diagonals. Our claim is that T is a direct summand of an operator of the form Note that S t is unitarily equivalent to the transpose of S (reversing the order and identifying the positive integers with the negative ones); hence the spectrum of the dilation is the same as that of S. Evidently we could perform a similar trick with an arbitrary banded Toeplitz operator, and the resulting direct sum would have diagonals which are block balanced in the desired sense. Since this procedure does not change the spectrum and it is evident that linear systems (only involving the original Toeplitz operator) can be extended to the dilation, it follows that our technology can be applied to banded Toeplitz operators (even though these are often non-quasi-diagonal).
Let us come back to the general framework we were considering before. 
Though it is not obvious, it turns out that the orthogonal projection onto the subspace spanned by V k almost commutes with T . We will denote this projection by P k .
Lemma 8.3. Keeping notation as above we have
Proof. Our first task will be to write down the 5×5 block matrix of P k with respect to the decomposition l 2 (Z) = H 1 ⊕ H 2 ⊕ H 3 ⊕ H 4 ⊕ H 5 , where H 1 = span{δ j : j < m k }, H 2 = span{δ j : m k ≤ j ≤ m k + s k }, H 3 = span{δ j : m k + s k < j < n k }, H 4 = span{δ j : n k ≤ j ≤ n k + s k }, and H 5 = span{δ j : n k + s k < j}.
A tedious but straightforward calculation shows that in this decomposition 
