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Abstract
We give an abstract characterization of the Satake compactification of a general
Drinfeld modular variety. We prove that it exists and is unique up to unique isomor-
phism, though we do not give an explicit stratification by Drinfeld modular varieties
of smaller rank which is also expected. We construct a natural ample invertible sheaf
on it, such that the global sections of its k-th power form the space of (algebraic)
Drinfeld modular forms of weight k. We show how the Satake compactification and
modular forms behave under all natural morphisms between Drinfeld modular vari-
eties; in particular we define Hecke operators. We give explicit results in some special
cases.
0 Introduction
The theory of Drinfeld modular curves and Drinfeld modular forms of rank two is well-
developed with a range of general and explicit results; see for instance Gekeler [3] and Goss
[6], [7], [8]. The aim of this article is to lay some groundwork for an algebro-geometric
theory of modular forms on Drinfeld moduli spaces of arbitrary rank. It concentrates on
the algebraic aspects of this topic, while a joint article planned with Breuer will deal with
the analytic aspects and the translation between the two.
From the point of view of algebraic geometry, a modular form of weight k on any
modular variety M can be viewed as a section of the kth power of a certain natural ample
invertible sheaf on M . When M is a fine moduli space of Drinfeld modules, this invertible
sheaf is the dual of the relative Lie algebra of the universal family of Drinfeld modules
over M . However, the fact that Drinfeld modular varieties are affine means that there is no
Ko¨cher principle, i.e., the definition of modular forms requires a condition at infinity. Thus
an algebro-geometric definition of modular forms requires an extension of the invertible
1Dept. of Mathematics, ETH Zu¨rich, 8092 Zu¨rich, Switzerland, pink@math.ethz.ch
2Supported through the program “Research in Pairs” by Mathematisches Forschungsinstitut Oberwol-
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sheaf to a compactification M of M , so that the space of sections over M becomes finite
dimensional. The natural candidate for M is the analogue of the Satake compactification
of Siegel moduli space, and the extension of the invertible sheaf toM should arise naturally
from the reduction of the universal family at the boundary M rM .
This sets the program for the present article: Describe M and the behavior of the
universal family at the boundary well enough to define the correct extension of the invert-
ible sheaf and thus the space of algebraic modular forms of any integral weight k on M .
Furthermore, do this functorially under all natural morphisms between Drinfeld modu-
lar varieties and the associated maps between modular forms, in particular under Hecke
operators.
It is expected, and has been proved by Kapranov [12] in certain cases, that the Satake
compactification of a Drinfeld modular variety of rank r possesses a natural stratification
by Drinfeld modular varieties of all ranks 6 r and can be constructed explicitly by piecing
together quotients of Drinfeld period domains by rigid analytic means. Fortunately, the
present program does not require such strong results in general and succeeds in a relatively
pedestrian way.
Namely, we define a generalized Drinfeld module of rank 6 r over a scheme S in the
same way as a Drinfeld module of rank = r, except that the fibers are required only to
be Drinfeld modules of some, possibly varying, positive rank 6 r. We call a generalized
Drinfeld module weakly separating if any isomorphism class of Drinfeld modules occurs in
at most finitely many distinct fibers. For example, when M is a sufficiently fine modular
variety and thus possesses a universal family of Drinfeld modules, this universal family,
stripped of its level structure, is weakly separating, because any fixed Drinfeld module
possesses only finitely many level structures of a given type. We then characterize the
Satake compactification M axiomatically as any normal integral proper algebraic variety
containing M as an open dense subvariety, such that the universal family over M extends
to a weakly separating generalized Drinfeld module over M . One of our main results,
Theorem 4.2, states that such a compactification always exists, is unique and projective,
and that the extended generalized Drinfeld module is also unique.
Then we define L as the dual of the relative Lie algebra of the extended family over M ,
and the space of algebraic modular forms of weight k on M as the space of global sections
H0(M,Lk). We are convinced that this space corresponds to the space of analytically
defined holomorphic modular forms of weight k from Goss [7, Defs. 1.14, 1.54], but leave it
to another article to carry out this identification.
We show that all the objects constructed behave in the expected way under the natural
morphisms between Drinfeld modular varieties. In particular we describe the natural action
of Hecke operators on Drinfeld modular forms. In the cases of small level where a universal
family does not exist, we define the Satake compactification by taking quotients and define
the space of modular forms by taking invariants under suitable automorphism groups.
In the last two sections we describe at large the special case A = Fq[t] with level
structure (t), as well as certain quotients thereof. These results rely on a detailed study
of the geometry of a compactification of a certain ‘finite Drinfeld period domain’ that was
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carried out with Schieder in [14]. In particular we prove an observation of Breuer that the
coefficients of the universal Drinfeld Fq[t]-module of rank r form algebraically independent
generators of the ring of modular forms of rank r and level 1 with respect to Fq[t].
The results of the present article can also be used to describe how the degree of a
subvariety of M behaves under Hecke operators. This is being applied in Hubschmid’s
Ph. D. thesis [11] and may lead to simplifications in Breuer [1].
This article grew out of a joint project with Florian Breuer. It has profited from this
collaboration in more ways than can be mentioned and would not exist without him. It is
my pleasure to express my sincere gratitude to him. We are also grateful to the referee for
pointing out a subtlety in the definition of Drinfeld modules over schemes that we address
in Section 3.
1 Drinfeld modular varieties
Let Fp denote the prime field of characteristic p > 0. Let F be a global function field of
characteristic p, that is, a finitely generated field of transcendence degree 1 over Fp. Let∞
be a fixed place of F with completion F∞, and let C∞ be the completion of an algebraic
closure of F∞. Let A denote the ring of elements in F that are regular away from ∞. Let
Aˆ ∼=
∏
p
Ap be its profinite completion, and A
f
F = Aˆ⊗A F the ring of finite ade`les of F .
Let r be a positive integer, let N be a non-zero proper ideal of A, and let S be a
scheme over F . A Drinfeld A-module of rank r over S is a pair (E,ϕ) consisting of a line
bundle E over S and a ring homomorphism ϕ : A→ End(E), a 7→ ϕa satisfying the usual
conditions (see Section 3). A (full) level N structure on it is an A-linear isomorphism of
group schemes over S
λ : (N−1/A)r
∼
−→ ϕ[N ] :=
⋂
a∈N
Ker(ϕa),
where (N−1/A)r denotes the constant group scheme over S with fibers (N−1/A)r. Let
K(N) := ker
(
GLr(Aˆ)→ GLr(A/N)
)
denote the principal congruence subgroup of level N . Let M rA,K(N) denote the fine moduli
space over F of Drinfeld A-modules of rank r with a level structure of level N . This is an
irreducible smooth affine algebraic variety of dimension r − 1 of finite type over F .
(In fact, Drinfeld defined a more general moduli functor over SpecA and proved that
it is representable by an irreducible smooth affine scheme of relative dimension r − 1 over
SpecA, provided that N be contained in at least two distinct maximal ideals of A: see
[2, §5], [5, Thm. 1.8]. Over F one maximal ideal is enough, which is all we consider in this
paper.)
Consider another non-zero ideal N ′ ⊂ N of A. Then by restriction to the subgroup
scheme (N−1/A)r of (N ′−1/A)r, any level N ′ structure on a Drinfeld A-module of rank
3
r induces a level N structure. This corresponds to a natural morphism of the moduli
schemes
(1.1) J1 : M
r
A,K(N ′) −→M
r
A,K(N).
Letting K(N) ⊂ GLr(Aˆ) act on M
r
A,K(N ′) through its action on level N
′ structures, this
induces an isomorphism
(1.2) M rA,K(N ′)/K(N)
∼
−→ M rA,K(N).
For an arbitrary open compact subgroup K ⊂ GLr(Aˆ) take any ideal N as above such
that K(N) ⊂ K. Then the action ofK on level N structures induces an action onM rA,K(N),
and the isomorphy (1.2) implies that the quotient
(1.3) M rA,K :=M
r
A,K(N)/K
is, up to a natural isomorphism, independent of the choice of N . This is the Drinfeld
modular variety of level K.
Definition 1.4 A subgroup K ⊂ GLr(Aˆ) is called fine if, for some maximal ideal p ⊂ A,
the image of K in GLr(A/p) is unipotent.
Let (E,ϕ, λ) denote the universal family on M rA,K(N). For N
′ ⊂ N the universal family
on M rA,K(N ′) is the pullback of (E,ϕ, λ) under J1 extended to a level N
′ structure.
Proposition 1.5 The action on M rA,K(N) of any fine subgroup K ⊂ GLr(Aˆ) containing
K(N) factors through a free action of K/K(N), and the family (E,ϕ) on M rA,K(N) descends
to a family of Drinfeld A-modules on M rA,K, which is independent of N .
Proof. A fixed point under k ∈ K corresponds to a fiber (Ex, ϕx, λx) that is isomorphic
to (Ex, ϕx, λx ◦ k). This requires an automorphism ξ of Ex such that ξ ◦ λx = λx ◦ k.
But Definition 1.4 implies that N ⊂ p and that the level structure λx includes a non-zero
p-torsion point which is fixed by K. Thus ξ fixes that point and is therefore the identity.
Now λx = λx ◦ k implies that k ∈ K(N), proving the first assertion. The remaining
assertions follow from the first and the remarks preceding the proposition. 
For simplicity we call the family of Drinfeld A-modules from Proposition 1.5 the uni-
versal family on M rA,K . In fact, endowed with a certain additional structure it becomes
the universal family making M rA,K a fine moduli scheme, but we do not need this here. A
consequence of (1.3) and Proposition 1.5 is:
Proposition 1.6 For any open compact subgroup K ⊂ GLr(Aˆ) and any open normal
subgroup K ′ ⊳ K we have M rA,K
∼= M rA,K ′/K. If moreover K is fine, then M
r
A,K ′ ։ M
r
A,K
is an e´tale Galois covering with Galois group K/K ′.
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Drinfeld moduli spaces possess the following rigid analytic description. Let Ωr denote
the Drinfeld period domain obtained by removing all F -rational hyperplanes from the
rigid analytic space Pr−1(C∞). We can view it as the space of C×∞-equivalence classes of
embeddings ω : F r →֒ C∞ whose F∞-linear extension F r∞ →֒ C∞ is still injective. Thus
it carries a natural left action of GLr(F ) by setting γω := ω ◦ γ
−1, and there is a natural
isomorphism of rigid analytic spaces
(1.7) GLr(F )
∖(
Ωr ×GLr(A
f
F )/K
) ∼
−→ M rA,K(C∞).
In the case K = K(N) this isomorphism sends the equivalence class of a pair (ω, g) ∈
Ωr × GLr(A
f
F ) to the isomorphism class of the Drinfeld module with the lattice Λ :=
ω(F r ∩ gAˆr) ⊂ C∞ and the level structure which makes the following diagram commute:
(N−1/A)r
≀id

∼ // N−1Λ/Λ
N−1Aˆr/Aˆr
∼
g
// N−1gAˆr/gAˆr N−1(F r ∩ gAˆr)/(F r ∩ gAˆr)
id
∼oo
ω≀
OO
The left hand side of (1.7) makes sense for all open compact subgroups K ⊂ GLr(A
f
F ),
not necessarily contained in GLr(Aˆ). Though one can extend the definition of M
r
A,K ac-
cordingly, we refrain from doing so, because by conjugating K back into GLr(Aˆ) one can
identify these new spaces with previous ones that possess a more natural modular inter-
pretation.
2 Morphisms and isogenies
Consider an element g ∈ GLr(A
f
F ) with coefficients in Aˆ, so that Aˆ
r ⊂ g−1Aˆr. Consider
non-zero ideals N ′ ⊂ N $ A such that g−1Aˆr ⊂ N ′−1NAˆr. Then we have a short exact
sequence
0 // g−1Aˆr/Aˆr // N−1g−1Aˆr/Aˆr
g // N−1Aˆr/Aˆr // 0,
where the middle term is contained in N ′−1Aˆr/Aˆr ∼= (N ′−1/A)r and the right hand term is
isomorphic to (N−1/A)r. Thus for any DrinfeldA-module with levelN ′ structure (E ′, ϕ′, λ′)
we can form the quotient by the constant torsion subgroup (E ′, ϕ′)/λ′(g−1Aˆr/Aˆr) and en-
dow it with the levelN structure λ defined by the formula λ(gm) = λ′(m)modλ′(g−1Aˆr/Aˆr)
for all m ∈ N−1g−1Aˆr/Aˆr. Using the modular interpretation this defines a morphism of
Drinfeld modular varieties
(2.1) Jg : M
r
A,K(N ′) →M
r
A,K(N).
If (E,ϕ, λ) denotes the universal family on M rA,K(N), the modular characterization of Jg
means that J∗g (E,ϕ, λ) is obtained from the universal family (E
′, ϕ′, λ′) on M rA,K(N ′) by the
above prescription. In particular, we obtain an isogeny
(2.2) ξg : (E
′, ϕ′) −→ J∗g (E,ϕ)
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with kernel λ′(g−1Aˆr/Aˆr).
In the case g = 1 the morphism J1 from (2.1) is the same as that from (1.1), and the
isogeny (2.2) is an isomorphism. The following proposition gives another example:
Proposition 2.3 For any non-zero scalar a ∈ A and any non-zero ideals N $ A and
N ′ ⊂ aN we have Ja = J1 and ξa = ξ1 ◦ ϕ
′
a = ϕa ◦ ξ1.
Proof. By construction Ja sends (E
′, ϕ′, λ′) to the DrinfeldA-module (E ′, ϕ′)/λ′(a−1Aˆr/Aˆr)
with the level N structure λ that is characterized by λ(am) = λ′(m)modλ′(a−1Aˆr/Aˆr).
But λ′(a−1Aˆr/Aˆr) is the kernel of the isogeny ϕ′a : (E
′, ϕ′) → (E ′, ϕ′); hence ϕ′a induces
an isomorphism (E ′, ϕ′)/λ′(a−1Aˆr/Aˆr)
∼
−→ (E ′, ϕ′). Under this isomorphism, the induced
level N structure λ corresponds to the homomorphism am 7→ ϕ′a(λ
′(m)) = λ′(am), which is
simply the restriction λ′|(N−1/A)r. The resulting data is thus isomorphic to that obtained
by J1, and everything follows. 
Now consider a second element g′ ∈ GLr(A
f
F ) with coefficients in Aˆ and a third non-zero
ideal N ′′ ⊂ N ′ such that g′−1Aˆr ⊂ N ′′−1N ′Aˆr, and let (E ′′, ϕ′′, λ′′) be the universal family
on M rA,K(N ′′). Then a direct calculation shows that
(2.4) Jg ◦ Jg′ = Jgg′
and that ξgg′ is the composite of the isogenies
(2.5) (E ′′, ϕ′′)
ξg′
−→ J∗g′(E
′, ϕ′)
J∗
g′
ξg
−−−−→ J∗g′J
∗
g (E,ϕ) = J
∗
gg′(E,ϕ).
For any element g ∈ GLr(Aˆ) we can take N
′ = N and obtain an automorphism Jg
of M rA,K(N) and a covering automorphism ξg of (E,ϕ). The relation (2.4) shows that this
defines a left action of GLr(Aˆ). This is precisely the action used in Section 1 and helps to
extend the above constructions to more general open compact subgroups, as follows:
Proposition 2.6 Consider an element g ∈ GLr(A
f
F ) and two open compact subgroups K,
K ′ ⊂ GLr(Aˆ) such that gK
′g−1 ⊂ K. Then there is a natural morphism
Jg : M
r
A,K ′ →M
r
A,K ,
which coincides with that in (2.1) if K ′ = K(N ′) and K = K(N) under the assumptions
there. If g′ ∈ GLr(A
f
F ) is a second element and K
′′ ⊂ GLr(Aˆ) a third open compact
subgroup such that g′K ′′g′−1 ⊂ K ′, then
Jg ◦ Jg′ = Jgg′.
Furthermore, the morphism Jg is finite.
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Proof. Assume first that g has coefficients in Aˆ, so that Aˆr ⊂ g−1Aˆr. Choose a non-zero
proper ideal N $ A such that K(N) ⊂ K. Thereafter choose a non-zero ideal N ′ ⊂ N
such that K(N ′) ⊂ K ′ and g−1Aˆr ⊂ N ′−1NAˆr. Then all the assumptions on (g,N ′, N) are
satisfied for the morphism Jg from (2.1). Consider the composite morphism
M rA,K(N ′)
Jg
−→M rA,K(N) −→→M
r
A,K(N)/K = M
r
A,K .
Using (2.4) one easily shows that this morphism is invariant under the action of K ′ on
M rA,K(N ′); hence it factors through a unique morphism Jg : M
r
A,K ′ → M
r
A,K . Direct
calculations show that this morphism is independent of the choice ofN andN ′. Moreover, if
g′ and hence gg′ also has coefficients in Aˆ, the relation (2.4) implies that the new morphisms
thus obtained satisfy the relation Jg◦Jg′ = Jgg′. In particular, for any non-zero scalar a ∈ A
Proposition 2.3 implies that these morphisms satisfy Jg = J1 ◦ Jg = Ja ◦ Jg = Jag.
For arbitrary g consider any non-zero scalar a ∈ A such that ag has coefficients in Aˆ.
Then the relation just proved implies that the morphism Jag : M
r
A,K ′ → M
r
A,K is indepen-
dent of a. We can therefore generally define Jg := Jag for any non-zero scalar a ∈ A such
that ag has coefficients in Aˆ. By a short calculation these morphisms inherit the relation
Jg ◦ Jg′ = Jgg′. This proves the first two assertions of the proposition.
To prove the last assertion, by the construction of Jg we may assume that g has coeffi-
cients in Aˆ. Fix a non-zero element a ∈ A such that h := ag−1 has coefficients in Aˆ. Take
any non-zero ideal N0 $ A, and in the above choice of N and N ′ assume in addition that
h−1Aˆr ⊂ N−1N0Aˆ
r. Then we have morphisms
M rA,K(N ′)
Jg
−→M rA,K(N)
Jh−→M rA,K(N0)
whose composite is Jh ◦ Jg = Jhg = Ja. By Proposition 2.3 this is equal to J1 and hence
finite by [2, §5], [5, Thm. 1.8]. As all varieties are separated, using [10, Ch. II Cor. 4.8 (e)]
it follows that Jg : M
r
A,K(N ′) → M
r
A,K(N) is finite. Since the morphism Jg : M
r
A,K ′ → M
r
A,K
is obtained from this by taking quotients, it is also finite, as desired. 
Proposition 2.7 In Proposition 2.6 assume moreover that g and g′ have coefficients in Aˆ
and that K, K ′, K ′′ are fine. Let (E,ϕ), (E ′, ϕ′), (E ′′, ϕ′′) denote the respective universal
families on M rA,K, M
r
A,K ′, M
r
A,K ′′. Then there is a natural isogeny
ξg : (E
′, ϕ′) −→ J∗g (E,ϕ),
which coincides with that in (2.2) if K ′ = K(N ′) and K = K(N) under the assumptions
there. Furthermore these isogenies satisfy
(J∗g′ξg) ◦ ξg′ = ξgg′.
Proof. (Sketch) Let N and N ′ be as in the proof of Proposition 2.6. Then (2.2) yields
an isogeny J∗1 (E
′, ϕ′) → J∗1J
∗
g (E,ϕ) after pullback via J1 : M
r
A,K(N ′) ։ M
r
A,K ′. But the
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cocycle relation (2.5) implies that this isogeny overM rA,K(N ′) is equivariant under the action
of K ′/K(N ′). It therefore descends to an isogeny over M rA,K ′. Using the equivariance one
also shows that the isogeny thus constructed is independent of N and N ′. This proves the
first assertion. The second assertion follows from (2.5) by a similar calculation. 
We leave it to the careful reader to verify that under the isomorphism (1.7) the mor-
phism Jg from Proposition 2.6 corresponds to the morphism of rigid analytic spaces induced
by right translation
GLr(F )
∖(
Ωr ×GLr(A
f
F )/K
′
)
−→ GLr(F )
∖(
Ωr ×GLr(A
f
F )/K
)
,(2.8)
[(ω, h)] 7−→ [(ω, hg−1)].
To describe morphisms between Drinfeld modular varieties of different types, let F ′ be
a finite extension of F which possesses a unique place∞′ above the place∞ of F . Then the
ring A′ of elements of F ′ that are regular away from ∞′ is the integral closure of A in F ′.
Assume that r = r′ · [F ′/F ] for a positive integer r′, and choose an Aˆ-linear isomorphism
b : Aˆr
∼
→ Aˆ′r
′
. Take a non-zero proper ideal N $ A and set N ′ := NA′. Then b induces
an A-linear isomorphism (N−1/A)r
∼
→ (N ′−1/A′)r
′
that we again denote by b. We can
thus associate to any Drinfeld A′-module with level N ′ structure (E ′, ϕ′, λ′) the Drinfeld
A-module with level N structure (E ′, ϕ′|A, λ′ ◦ b). Using the modular interpretation this
defines a morphism of Drinfeld modular varieties
(2.9) Ib : M
r′
A′,K(N ′) −→M
r
A,K(N).
By [1, Lem. 3.1, Prop. 3.2] this morphism is injective and finite. If (E ′, ϕ′, λ′) denotes the
universal family onM r
′
A′,K(N ′) and (E,ϕ, λ) the universal family onM
r
A,K(N), this morphism
is characterized uniquely by an isomorphism
(2.10) (E ′, ϕ′|A, λ′ ◦ b) ∼= I∗b (E,ϕ, λ).
More generally, for arbitrary open compact subgroups K ′ ⊂ GLr′(Aˆ
′) and K ⊂ GLr(Aˆ)
choose N and N ′ := NA′ such that K(N ′) ⊂ K ′ and K(N) ⊂ K. Then the composite
morphism J1 ◦ Ib : M
r′
A′,K(N ′) → M
r
A,K(N) ։ M
r
A,K is K
′-invariant provided that K ′ is
mapped into K under the embedding
GLr′(Aˆ
′) →֒ GLr(Aˆ), k
′ 7→ b−1k′b.
In this case it factors through a finite morphism of Drinfeld modular varieties
(2.11) Ib : M
r′
A′,K ′ −→M
r
A,K .
For a rigid analytic description of Ib consider in addition an F -linear isomorphism
β : F r
∼
→ F ′r
′
. Then both b and β induce isomorphisms ArF
∼
→ Ar
′
F ′ that we again denote
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by b and β. (They can be made to coincide if A′ is a free A-module, but not in general.)
A direct calculation shows that the morphism (2.11) corresponds to the map
GLr′(F
′)
∖(
Ωr
′
×GLr′(A
f
F ′)/K
′
)
−→ GLr(F )
∖(
Ωr ×GLr(A
f
F )/K
)
,(2.12)
[(ω′, g′)] 7−→ [(ω′ ◦ β, β−1g′b)].
Note that the equivalence class on the right hand side is in any case independent of β; the
choice of β is needed only to write down a representative for it.
3 Generalized Drinfeld modules
The definition of Drinfeld modules over a scheme involves a subtlety over which one can
easily stumble, the present author included. The choice in dealing with that subtlety is not
important when studying Drinfeld modules of constant rank, but it has a non-trivial effect
for degenerating Drinfeld modules. We therefore take some time to discuss the notion in
detail.
By definition the trivial line bundle over a scheme S is the additive group scheme Ga,S
over S together with the morphism Ga × Ga,S → Ga,S, (x, y) 7→ xy. An arbitrary line
bundle over S is a group scheme E over S together with a scalar multiplication morphism
Ga×E → E which, as a pair, is Zariski locally over S isomorphic to the trivial line bundle.
The automorphism group of any line bundle E over S is Gm(S), acting on E through the
given scalar multiplication.
By contrast one can consider just a group scheme over S which is Zariski locally iso-
morphic to Ga,S. Any line bundle yields such a group scheme by forgetting the scalar
multiplication, but it is not at all clear whether a group scheme which is Zariski locally
isomorphic to Ga,S comes from a line bundle or whether that line bundle is unique or at
least unique up to isomorphism. In characteristic zero the answer to these questions is yes,
but in positive characteristic the situation is different.
So let S be a scheme over Fp, for simplicity quasi-compact, and let E be a line bundle
over S. Let End(E) denote the ring of endomorphisms of the (commutative) group scheme
underlying E. As observed by Drinfeld [2, §5], any such endomorphism can be written
uniquely as a finite sum
∑
i biτ
i for sections bi ∈ Γ(S,E
1−pi) and the Frobenius homomor-
phism τ : E → Ep, x 7→ xp. Such an endomorphism is an automorphism of group schemes
if and only if b0 ∈ Γ(S,E
0) = Γ(S,OS) is invertible and bi is nilpotent for every i > 0. It is
an automorphism of the line bundle if and only if b0 is invertible and bi = 0 for all i > 0.
Thus if S is affine and not reduced, there exist automorphisms of the group scheme
underlying E which do not commute with the scalar multiplication. Twisting the scalar
multiplication by such an automorphism then yields a different structure of line bundle
on the same underlying group scheme E. Consequently, if a group scheme over S comes
from a line bundle, that line bundle is in general not unique. It is therefore important to
distinguish these two notions.
The following definitions are based on the notion of line bundles, not just group schemes
locally isomorphic to Ga,S, for reasons explained below.
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Let A be the ring from Section 1. The degree of a non-zero element a ∈ A is the integer
deg(a) > 0 defined by the equality [A : (a)] = pdeg(a).
First consider a line bundle E on the spectrum of a field K and a homomorphism
ϕ : A → End(E) given by a 7→ ϕa =
∑
i ϕa,iτ
i with ϕa,i in the one-dimensional K-vector
space Γ(SpecK,E1−p
i
). By Drinfeld [2, Prop. 2.1 & Cor.] or [9, Prop. 4.5.3], there exists a
unique integer r > 0 such that ϕa,i = 0 whenever i > r deg(a) and ϕa,r deg(a) 6= 0 whenever
r deg(a) > 0. If this integer is > 0, then ϕ is called a Drinfeld A-module of rank r over K.
Let S be a scheme over SpecA.
Definition 3.1 A generalized Drinfeld A-module over S is a pair (E,ϕ) consisting of a
line bundle E over S and a ring homomorphism
ϕ : A→ End(E), a 7→ ϕa =
∑
i ϕa,iτ
i
with ϕa,i ∈ Γ(S,E
1−pi) satisfying the following two conditions:
(a) The derivative dϕ : a 7→ ϕa,0 is the structure homomorphism A→ Γ(S,OS).
(b) Over any point s ∈ S the map ϕ defines a Drinfeld module of some rank rs > 1.
A generalized Drinfeld A-module is of rank 6 r if
(c) For all a ∈ A and i > r deg(a) we have ϕa,i = 0.
An isomorphism of generalized Drinfeld A-modules is an isomorphism of line bundles that
is equivariant with respect to the action of A on both sides.
For any generalized Drinfeld module, the function s 7→ rs is lower semicontinuous,
because any coefficient which is non-zero at a point remains non-zero in a neighborhood.
If the generalized Drinfeld module is of rank 6 r, we have max {rs | s ∈ S} 6 r. The
converse is true if S is reduced, because then a section of a line bundle on S is zero if
and only if its value at every point of S is zero. In general, however, it is possible that
a higher coefficient ϕa,i is nilpotent, and so a generalized Drinfeld module may not be
of rank 6 max{rs | s ∈ S}. In that case we can view it as a non-trivial infinitesimal
deformation towards a Drinfeld module of higher rank, and our notion is geared precisely
towards capturing this possibility. We hope that this will provide a better basis for some
kind of modular interpretation of generalized Drinfeld modules. Note also that the notion
‘of rank 6 r’ is invariant under isomorphisms.
Definition 3.2 A generalized Drinfeld A-module of rank 6 r with rs = r everywhere is
called a Drinfeld A-module of rank r over S.
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Remark 3.3 This definition corresponds to that of a ‘standard’ elliptic A-module from
Drinfeld [2, §5B], which is suggested as a variant of the one officially used there, and
which was also adopted in [15, Def. 1.2]. The original definition in [2, §5B] requires a
generalized Drinfeld A-module with rs = r everywhere, without our condition 3.1 (c), and
an isomorphism of Drinfeld modules is defined there as any isomorphism of the underlying
group schemes that is equivariant under A. That notion, as it stands, does not lend itself
to gluing over a Zariski open covering, because, although E is required to be a line bundle,
the possible gluing isomorphisms may not be isomorphisms of line bundles, and so the
glued group scheme may not inherit a natural structure of line bundle. If one follows this
approach, it would be more natural to replace the line bundle throughout by a group scheme
over S which is locally isomorphic to Ga,S, which would make the problem disappear. The
following fact, adapted from [2, §5B], shows that the resulting theory is equivalent to that
using the above Definition 3.2:
Proposition 3.4 Let E be a group scheme over S which is locally isomorphic to Ga,S,
and let ϕ : A → End(E) be a homomorphism satisfying the conditions 3.1 (a–b) with
rs = r everywhere. Then E possesses a unique structure of line bundle making (E,ϕ) into
a Drinfeld A-module of rank r according to Definition 3.2.
Proof. By uniqueness, it suffices to prove everything locally over S. Thus we may assume
that S is affine and that E = Ga,S as a group scheme over S. Choose any non-constant
element t ∈ A. Then by [2, Prop. 5.2], there exists a unique automorphism f of the group
scheme Ga,S which is the identity on the Lie algebra, such that
fϕtf
−1 =
r deg(t)∑
i=0
ui · τ
i
with ui ∈ R and ur deg(t) ∈ R
×. For every non-constant element a ∈ A it then follows from
[2, Prop. 5.1] and the fact that fϕtf
−1 and fϕaf
−1 commute that
fϕaf
−1 =
r deg(a)∑
i=0
vi · τ
i
with vi ∈ R and vr deg(a) ∈ R
×. Thus the trivial line bundle E0 := Ga,S and the map
a 7→ fϕaf
−1 constitute a Drinfeld A-module of rank r according to Definition 3.2. Now,
by transport of structure, the group scheme E = Ga,S possesses a unique structure of line
bundle such that f induces an isomorphism of line bundles E
∼
→ E0. With this structure,
the pair (E,ϕ) is then a Drinfeld A-module of rank r according to Definition 3.2. This
proves the existence part.
To prove the uniqueness consider any structure of line bundle on E such that (E,ϕ)
is a Drinfeld module of rank r according to Definition 3.2. After possibly localizing on S
we may assume that there exists an isomorphism of line bundles g : E
∼
→ E0. Then g acts
on the common Lie algebra of the underlying group scheme Ga,S through multiplication
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by a unit u ∈ Γ(S,O×S ). After replacing g by u
−1g we may thus assume that g induces
the identity on the Lie algebra. Then E0 and the map a 7→ gϕag
−1 constitute a Drinfeld
A-module of rank r according to Definition 3.2. In particular we have
gϕtg
−1 =
r deg(t)∑
i=0
wi · τ
i
with wi ∈ R and wr deg(t) ∈ R
×. But by the uniqueness of f this implies that g = f . It
follows that the structure of line bundle on E is equal to that given by f ; hence it is unique,
as desired. 
Definition 3.5 A homomorphism ξ : (E,ϕ)→ (E ′, ϕ′) of generalized Drinfeld A-modules
over S is a homomorphism of the underlying group schemes ξ : E → E ′ satisfying ξ ◦ϕa =
ϕ′a◦ξ for all a ∈ A. A homomorphism which is non-zero in every fiber is called an isogeny.
For example, any automorphism f of the group scheme underlying E determines an
isogeny from (E,ϕ) to another generalized Drinfeld module (E, fϕf−1). By construction
this isogeny has a two-sided inverse, though it may not necessarily be an isomorphism of
generalized Drinfeld modules according to Definition 3.1 if it is not also an automorphism
of line bundles. This is an unfortunate drawback of the definition. At least the problem
disappears in the following cases:
Proposition 3.6 Let ξ be a homomorphism of generalized Drinfeld modules over S which
possesses a two-sided inverse. If S is reduced, or if both generalized Drinfeld modules are
Drinfeld modules according to Definition 3.2, then ξ is an isomorphism.
Proof. Since ξ has a two-sided inverse, it is an isomorphism of the group schemes
underlying the given line bundles. If S is reduced, any such isomorphism is already an
isomorphism of line bundles. If the generalized Drinfeld modules are Drinfeld modules
according to Definition 3.2, the same conclusion follows from the uniqueness in Proposition
3.4. In both cases the proposition follows. 
Proposition 3.7 Assume that S is normal integral and U ⊂ S is open dense. Let (E,ϕ)
and (E ′, ϕ′) be generalized Drinfeld A-modules over S. Then any homomorphism ξU :
(E,ϕ)|U → (E ′, ϕ′)|U extends to a unique homomorphism ξ : (E,ϕ)→ (E ′, ϕ′).
Proof. As the problem is local on S, we may assume that S is the spectrum of a normal
integral domain R and that E = E ′ = Ga,S. Let K denote the quotient field of R,
and let SpecR′ be a non-empty open affine in S. Then ϕ and ϕ′ are homomorphisms
A→ End(Ga,S) = R[τ ], and ξU is an element of R′[τ ]. We must show that ξU actually lies
in R[τ ]. Since R is integrally closed, it is the intersection of all valuation rings containing
it by [13, Thm. 10.4]. Thus it suffices to prove the assertion after replacing R by any
valuation ring containing it. Let then m be the maximal ideal of R.
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Assume that ξU 6∈ R[τ ]. Take an element λ ∈ K r R such that λ−1ξU ∈ R[τ ] r m[τ ];
for instance a coefficient of ξU of minimal valuation. Fix any non-constant element a ∈ A.
We claim that λ−1ϕ′aλ ∈ R[τ ]. Indeed, if that is not the case, take µ ∈ K r R such that
µ−1λ−1ϕ′aλ ∈ R[τ ]rm[τ ]. Then the defining relation for ξU implies that
(µ−1λ−1ϕ′aλ)(λ
−1ξU) = µ
−1λ−1ϕ′aξU = µ
−1λ−1ξUϕa = µ
−1(λ−1ξU)ϕa.
Here the left hand side is in R[τ ]rm[τ ], because the ring (R/m)[τ ] has no zero divisors. But
the right hand side is in m[τ ], because µ−1 ∈ m and λ−1ξU , ϕa ∈ R[τ ]. This contradiction
proves the claim.
Now expand ϕ′a =
∑
i ciτ
i with ci ∈ R. Then λ
−1ϕ′aλ =
∑
i ciλ
pi−1τ i, and the claim
asserts that ciλ
pi−1 ∈ R. Since ϕ′modm is a Drinfeld module of rank > 0 and a ∈ A is
non-constant, there exists an i > 0 with ci ∈ R r m. For this i we then have pi − 1 > 0
and λp
i−1 ∈ R, and hence λ ∈ R. But this contradicts the original choice of λ, and the
proposition is proved. 
Proposition 3.8 In the situation of Proposition 3.7 we have:
(a) If ξU is an isogeny, then so is ξ.
(b) If ξU is an isomorphism, then so is ξ.
Proof. Assume that ξU is an isogeny, and let η denote the generic point of U . Then there
exists an isogeny in the reverse direction ξ′η : (E
′, ϕ′)|η → (E,ϕ)|η such that ξ
′
η ◦ ξ|η = ϕa|η
for some non-zero element a ∈ A. This isogeny extends to a homomorphism over an open
neighborhood of η and then, by Proposition 3.7, to a homomorphism ξ′ : (E ′, ϕ′)→ (E,ϕ).
By uniqueness, this extension still satisfies ξ′ ◦ ξ = ϕa, and so the same relation holds in
every fiber. It follows that ξ is an isogeny in every fiber, proving (a).
If ξU is an isomorphism, its inverse extends to a morphism ξ
−1 : (E ′, ϕ′) → (E,ϕ) by
Proposition 3.7, and by uniqueness both ξ ◦ ξ−1 and ξ−1 ◦ ξ are the identity. Thus ξ and
ξ−1 are mutually inverse isomorphisms, proving (b). 
For use in the next section we include the following notion:
Definition 3.9 A generalized Drinfeld A-module (E,ϕ) over S is weakly separating if,
for any Drinfeld A-module (E ′, ϕ′) over any field L containing F , at most finitely many
fibers of (E,ϕ) over L-valued points of S are isomorphic to (E ′, ϕ′).
Proposition 3.10 Let (E,ϕ) be a weakly separating generalized Drinfeld A-module over
a scheme S of finite type over F . Then for any integer r the set Sr of points s ∈ S where
the fiber has rank rs 6 r is Zariski closed of dimension 6 r − 1.
Proof. By semicontinuity Sr is Zariski closed, so it possesses a unique structure of reduced
closed subscheme. Also by semicontinuity every irreducible component of Sr contains an
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open dense subset U over which the rank rs is constant, say equal to r
′ 6 r. Then (E,ϕ)|U
is a Drinfeld A-module of rank r′. Thus for any non-zero proper ideal N $ A, there exist a
finite Galois covering U ′ ։ U and a level N structure on the pullback of (E,ϕ) to U ′. By
the modular interpretation this data corresponds to a morphism f : U ′ → M r
′
A,K(N). Since
(E,ϕ) is weakly separating, so is its pullback to U ′. But by construction this pullback is also
isomorphic to the pullback of the universal family under f . Thus Definition 3.9 implies
that the fibers of f are finite. It follows that dimU 6 dimM r
′
A,K(N) = r
′ − 1 6 r − 1.
Therefore every irreducible component of Sr has dimension 6 r − 1, as desired. 
4 Satake compactification
Definition 4.1 For any fine open compact subgroup K ⊂ GLr(Aˆ), an open embedding
M rA,K →֒ M
r
A,K with the properties
(a) M rA,K is a normal integral proper algebraic variety over F , and
(b) the universal family on M rA,K extends to a weakly separating generalized Drinfeld
A-module (E¯, ϕ¯) over M rA,K ,
is called a Satake compactification of M rA,K. By abuse of terminology we call (E¯, ϕ¯) the
universal family on M rA,K .
Theorem 4.2 For every fine K the variety M rA,K possesses a projective Satake compact-
ification. The Satake compactification and its universal family are unique up to unique
isomorphism.
Most of the proof resides in the following four lemmas:
Lemma 4.3 If M rA,K and (E¯, ϕ¯) exist, they are unique up to unique isomorphism.
Proof. Abbreviate M := M rA,K and let M
′ be another Satake compactification of M :=
M rA,K with universal family (E¯
′, ϕ¯′). Let M˜ be the normalization of the Zariski closure of
M inM×FM
′. Then the projectionsM
pi
← M˜
pi′
→M ′ are proper and restrict to the identity
on M . By Propositions 3.7 and 3.8 (b) the identity on the universal family on M extends
to an isomorphism π∗(E¯, ϕ¯) ∼= π′∗(E¯ ′, ϕ¯′). Thus for any geometric point x ∈ M(L) over
an algebraically closed field L, the isomorphism class of (E¯ ′, ϕ¯′) is constant over the set of
points π′(π−1(x)) ⊂ M ′. Since (E¯ ′, ϕ¯′) is weakly separating, it follows that π′(π−1(x)) is
finite. By the construction of M˜ this implies that the morphism π is quasi-finite and hence
finite. As M is already normal and π is birational, we deduce that π is an isomorphism.
In the same way one proves that π′ is an isomorphism. Thus (M, E¯, ϕ¯) is isomorphic to
(M ′, E¯ ′, ϕ¯′), and clearly the isomorphism extending the identity is unique. 
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Lemma 4.4 For any two fine open compact subgroups of the form K(N) ⊂ K, if M rA,K(N)
possesses a projective Satake compactification M rA,K(N), then M
r
A,K possesses the projective
Satake compactification M rA,K := M
r
A,K(N)/K.
Proof. Recall from Proposition 1.5 that M rA,K is the quotient of M
r
A,K(N) under a free
action of the finite group K/K(N). This group also acts on the universal family by the
isomorphisms (2.2); hence by Lemma 4.3 the action extends to M rA,K(N) and its universal
family (E¯ ′, ϕ¯′). AsM rA,K(N) is projective, the desired quotient M
r
A,K exists and is a normal
integral projective algebraic variety over F containing M rA,K as an open subvariety.
Since E¯ ′ is quasi-projective, we can also form the quotient E¯ := E¯ ′/K as an algebraic
variety. We claim that E¯ is a line bundle on M rA,K whose pullback to M
r
A,K(N) is E¯
′.
Granting this for the moment, the equivariance implies that the morphisms ϕ¯′a : E¯
′ → E¯ ′
are the pullbacks of morphisms ϕ¯a : E¯ → E¯ for all a ∈ A. Thus (E¯
′, ϕ¯′) is the pullback of
(E¯, ϕ¯), and so the latter is a generalized Drinfeld A-module over M rA,K . Since (E¯
′, ϕ¯′) is
already weakly separating, the same follows also for (E¯, ϕ¯). Moreover (E¯, ϕ¯) restricts to
the universal family on M rA,K by Proposition 1.5. Thus M
r
A,K satisfies all the conditions
of 4.1, and the proposition follows.
To prove the claim, standard descent theory asserts that it suffices to work e´tale locally
on M rA,K . Thus we may replace K/K(N) by the stabilizer ∆x ⊂ K/K(N) of a geometric
point x of M rA,K(N), and M
r
A,K(N) by a ∆x-invariant e´tale neighborhood Ux of x. By
assumption the fiber (E¯ ′x, ϕ¯
′
x) over x is a Drinfeld module of some rank rx > 0. Thus its
N -torsion points form a free A/N -module of rank rx. Moreover ϕ¯
′[N ] is an e´tale (though
not necessarily finite) group scheme over M rA,K(N), because for any non-zero a ∈ A, the
coefficient of τ 0 = 1 of ϕ¯′a is the image of a ∈ F
× by 3.1 (a) and hence non-zero everywhere.
Thus every N -torsion point of ϕ¯′x extends to a section of ϕ¯
′[N ] over an e´tale neighborhood
of x. Let λ : (N−1/A)r
∼
−→ ϕ¯′[N ]|Mr
A,K(N)
be the given level N structure over M rA,K(N), and
let W denote the set of w ∈ (N−1/A)r for which λ(w) extends to a section of ϕ¯′[N ] over a
neighborhood of x. Then the preceding remarks show that W is a free A/N -submodule of
rank rx.
Since K is fine, by Definition 1.4 the image of K in GLr(A/p) is unipotent for some
maximal ideal p ⊂ A. As K(N) ⊂ K, we must have N ⊂ p. Thus K and hence ∆x act
unipotently on (p−1/A)r. On the other hand W ∩ (p−1/A)r is a free A/p-module of rank
rx > 0 and by construction invariant under ∆x. We can therefore find a non-zero element
w ∈ W ∩ (p−1/A)r which is fixed by ∆x.
By construction λ(w) extends to a section λ¯(w) of ϕ¯′[N ] over a neighborhood Ux of x,
which we can also take ∆x-invariant. Since λ(w) is non-zero and ϕ¯
′[N ] is e´tale, the extension
λ¯(w) is non-zero everywhere. Thus it defines a ∆x-invariant trivialization Ga,Ux
∼
→ E¯ ′|Ux .
It follows that this trivialized line bundle is the pullback of a trivialized line bundle on
Ux/∆x. The latter can of course be constructed as Ga,Ux/∆x = Ga,Ux/∆x ∼= (E¯
′|Ux)/∆x and
therefore has the desired properties. 
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Lemma 4.5 For any morphism Ib :M
r′
A′,K(N ′) →M
r
A,K(N) as in (2.9), if a projective Satake
compactification exists for M rA,K(N), then one exists for M
r′
A′,K(N ′).
Proof. Let M rA,K(N) be a projective Satake compactification of M
r
A,K(N), and define
M r
′
A′,K(N ′) as the normalization of M
r
A,K(N) in the function field of M
r′
A′,K(N ′). Since the
morphism Ib is finite and the schemeM
r′
A′,K(N ′) is normal, we obtain a commutative diagram
M r
′
A′,K(N ′)

 //
Ib

M r
′
A′,K(N ′)
I¯b

M rA,K(N)

 //M rA,K(N)
where the horizontal arrows are open embeddings and the morphism I¯b is finite. Then
M r
′
A′,K(N ′) is projective; we will show that it is a Satake compactification of M
r′
A′,K(N ′).
Let (E¯, ϕ¯) denote the universal family on M rA,K(N) and (E
′, ϕ′) the universal family on
M r
′
A′,K(N ′). Then (E¯
′, ϕ˜) := I¯∗b (E¯, ϕ¯) is a generalized Drinfeld A-module over M
r′
A′,K(N ′),
whose restriction to M r
′
A′,K(N ′) is isomorphic to (E
′, ϕ′|A) by (2.10). Since A′ is commu-
tative, we can view the endomorphism ϕ′a : E
′ → E ′ associated to any a ∈ A as an
endomorphism of the Drinfeld A-module (E ′, ϕ′|A). By Proposition 3.7 it therefore ex-
tends to a unique endomorphism of (E¯ ′, ϕ˜). Again by uniqueness, this defines an algebra
homomorphism A→ End(E¯ ′) and thus a generalized Drinfeld A-module (E¯ ′, ϕ¯′) extending
(E ′, ϕ′) such that ϕ¯′|A = ϕ˜. Since (E¯, ϕ¯) is weakly separating and I¯b is finite, this implies
that (E¯ ′, ϕ¯′|A) is weakly separating. Therefore (E¯ ′, ϕ¯′) is weakly separating, and so M r
′
A′,K ′
and (E¯ ′, ϕ¯′) satisfy all the desired conditions. 
The following special case will be proved in Section 7: see Theorem 7.4.
Lemma 4.6 A projective Satake compactification exists for M rFq [t],K(t) for any r > 1 and
any finite extension Fq of Fp.
Proof of Theorem 4.2. The uniqueness part is contained in Lemma 4.3. To con-
struct a projective Satake compactification of M rA,K take a principal congruence subgroup
K(N) ⊂ K. Choose a non-zero element t ∈ N ; then after shrinking N we may assume
that N = (t). By Lemma 4.4 it suffices to show that a projective Satake compactification
exists for M rA,K(N). For this set A
′ := Fp[t] ⊂ A and N ′ := (t) $ A′, and choose an
Aˆ′-linear isomorphism b : Aˆ′r
′ ∼
→ Aˆr. Then by Lemma 4.5 (with primed and unprimed
letters interchanged) it suffices to show that a projective Satake compactification exists for
M r
′
Fp[t],K(t). But this is guaranteed by Lemma 4.6. 
Now consider an open compact subgroup K ⊂ GLr(Aˆ) which is not fine. Then we
cannot characterize a compactification of M rA,K in terms of a universal family as in Def-
inition 4.1. Instead we choose any K(N) ⊂ K. The uniqueness in Theorem 4.2 implies
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that the action of K/K(N) on M rA,K(N) and its universal family extends to an action on
M rA,K(N). Since the latter is projective, we can form the quotient
(4.7) M rA,K :=M
r
A,K(N)/K.
This is a normal integral projective algebraic variety over F , and by (1.3) it contains the
open subvariety M rA,K . We call it the Satake compactification of M
r
A,K in this case. It is
independent of the choice of N , because
M rA,K(N)
∼= M rA,K(N ′)/K(N)
for any N ′ ⊂ N , which is a special case of the following fact:
Proposition 4.8 For any open compact subgroup K ⊂ GLr(Aˆ) and any open normal
subgroup K ′ ⊳ K we have
M rA,K
∼= M rA,K ′/K.
Proof. If K and hence K ′ are fine, take any K(N) ⊂ K ′. Then Lemma 4.4 implies
that M rA,K
∼= M rA,K(N)/K =
(
M rA,K(N)/K
′
)
/K ∼= M rA,K ′/K, as desired. The general case
follows in the same way using the definition (4.7). 
Remark 4.9 Kapranov [12, Thm. 1.1] already constructed a projective compactification
of M rA,K(N) in the case A = Fq[t] and proved that its boundary is a union of finitely many
moduli spaces of the form M r
′
A,K(N) for 1 6 r
′ < r. We are convinced that this is a Satake
compactification in our sense, but the proof is necessarily based on Kapranov’s analytic
construction and thus outside the scope of the present article.
In the general case, too, we expectM rA,K to be stratified by finitely many moduli spaces
of the form M r
′
A,K ′ for different r
′ and K ′. This would directly imply the following result,
which we prove independently:
Proposition 4.10 If K is fine, the fiber of the universal family over the generic point of
any irreducible component of M rA,K rM
r
A,K is a Drinfeld A-module of rank r − 1.
Proof. By (4.7) it suffices to prove this when K = K(N). Let X be the irreducible
component in question and x its generic point. Let rx be the rank of the universal family
above x. Then by semicontinuity the rank is 6 rx over all of X , and Proposition 3.10
implies that dimX 6 rx − 1. On the other hand, the fact that M
r
A,K(N) is affine of
dimension r − 1 (see [2, §5], [5, Thm. 1.8]) implies that dimX = r − 2. Together we find
that r − 1 6 rx.
Suppose that rx > r− 1. Then by semicontinuity we have rx = r, and so the universal
family (E¯, ϕ¯) is a Drinfeld A-module of rank r over a neighborhood U of x. Thus the scheme
of N -torsion points ϕ¯[N ] is finite e´tale over U . By the valuative criterion for properness,
the level N structure over M rA,K(N) therefore extends to a level N structure over the local
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ring at x. By the modular interpretation of M rA,K(N) this means that x is really a point of
M rA,K(N), and not its complement, contrary to the assumption. This proves that rx = r−1,
as desired. 
The morphisms and isogenies from Section 2 extend to the Satake compactifications in
the following way.
Proposition 4.11 Consider elements g, g′ ∈ GLr(A
f
F ) and open compact subgroups K,
K ′, K ′′ ⊂ GLr(Aˆ) such that gK
′g−1 ⊂ K and g′K ′′g′−1 ⊂ K ′.
(a) The morphism Jg from Proposition 2.6 extends to a unique finite morphism
J¯g : M
r
A,K ′ −→M
r
A,K .
(b) The extensions in (a) satisfy J¯g ◦ J¯g′ = J¯gg′.
Furthermore assume that g and g′ have coefficients in Aˆ and that K, K ′, K ′′ are fine. Let
(E¯, ϕ¯) and (E¯ ′, ϕ¯′) denote the respective universal families on M rA,K and M
r
A,K ′.
(c) The isogeny ξg from Proposition 2.7 extends to a unique isogeny
ξ¯g : (E¯
′, ϕ¯′) −→ J¯∗g (E¯, ϕ¯).
(d) The extensions in (c) satisfy (J¯∗g′ ξ¯g) ◦ ξ¯g′ = ξ¯gg′.
Proof. By the construction of Jg in the proof of Proposition 2.6, it suffices to prove all
this when g and g′ have coefficients in Aˆ.
Assume first that K and K ′ are fine. Abbreviate M := M rA,K and M
′ := M rA,K ′, let
M˜ ′ be the normalization of the closure of graph(Jg) ⊂ M
′ ×F M , and consider the proper
projections M ′
pi′
← M˜ ′
pi
→M . Then π′∗(E¯ ′, ϕ¯′) and π∗(E¯, ϕ¯) are generalized Drinfeld A-
modules over M˜ ′, and by Propositions 3.7 and 3.8 (a) the isogeny ξg extends to an isogeny
ξ˜g : π
′∗(E¯ ′, ϕ¯′) −→ π∗(E¯, ϕ¯). Since the degree of ξ˜g in a fiber defines a constructible
function on M˜ ′, it is bounded. Let c be an upper bound for it.
For any geometric point x ∈M(L) over an algebraically closed field L, the isomorphism
class of π∗(E¯, ϕ¯) is constant over π−1(x). Since any Drinfeld module over a field possesses
only finitely many isogenies up to isomorphism into it, or out of it, of degree 6 c, the fibers
of π′∗(E¯ ′, ϕ¯′) over π−1(x) form only finitely many isomorphism classes. Thus the fibers
of (E¯ ′, ϕ¯′) over π′(π−1(x)) ⊂ M ′ fall into only finitely many isomorphism classes. Since
(E¯ ′, ϕ¯′) is weakly separating, it follows that π′(π−1(x)) is finite. By the construction of
M˜ this implies that the morphism π is quasi-finite and hence finite. In the same way one
proves that π′ is finite.
But asM ′ is already normal and π′ is birational, this implies that π′ is an isomorphism.
Thus π ◦ π′−1 is the desired extension in (a) and π′∗ξ˜g is the desired isogeny in (c). In
particular this proves (c), and it proves (a) when the subgroups are sufficiently small. The
general case of (a) now results from Proposition 4.8. Part (b) follows from (2.4) and the
fact thatM rA,K ′′ is normal integral. Part (d) follows from the last statement in Proposition
2.7 and the uniqueness part of Proposition 3.7. 
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Proposition 4.12 (a) The morphism Ib of (2.11) extends to a unique finite morphism
I¯b : M
r′
A′,K ′ −→M
r
A,K .
(b) If K and K ′ are fine and (E¯, ϕ¯) and (E¯ ′, ϕ¯′) denote the respective universal families
on M rA,K and M
r′
A′,K ′, there is a natural isomorphism
(E¯ ′, ϕ¯′|A) ∼= I¯∗b (E¯, ϕ¯).
Proof. We may assume that K and K ′ are fine; the general case of (a) then follows using
Proposition 4.8. Abbreviate M := M rA,K andM
′ :=M r
′
A′,K ′, let M˜
′ be the normalization of
the closure of graph(Ib) ⊂M
′×F M , and consider the proper projections M
′ pi
′
← M˜ ′
pi
→M .
By Propositions 3.7 and 3.8 (b) the isomorphism (2.10) yields an isomorphism of generalized
Drinfeld A-modules π′∗(E¯ ′, ϕ¯′) ∼= π∗(E¯, ϕ¯|A′) over M˜ ′.
For any geometric point x ∈ M(L) over an algebraically closed field L, it follows that
the isomorphism class of (E¯ ′, ϕ¯′|A) is constant over π′(π−1(x)) ⊂ M ′. Since a Drinfeld
A-module over a field possesses at most finitely many extensions to a Drinfeld A′-module,
the fibers of (E¯ ′, ϕ¯′) over π′(π−1(x)) fall into only finitely many isomorphism classes. As
(E¯ ′, ϕ¯′) is weakly separating, we deduce that π′(π−1(x)) is finite. By the construction of
M˜ ′ this implies that π is finite. In the same way one proves that π′ is finite.
But M ′ is already normal and π′ is birational; hence π′ is an isomorphism, and the
proposition follows. 
5 Modular forms
First we assume that K is fine. Let (E¯, ϕ¯) be the universal family over the Satake com-
pactification M rA,K . Let LMr
A,K
denote the dual of the relative Lie algebra of E¯ ։ M rA,K ,
which is an invertible sheaf on M rA,K .
Lemma 5.1 In the situation of Proposition 4.11 (c–d) and 4.12 we have:
(a) The derivative of ξ¯g induces a natural isomorphism
ρg : J¯
∗
gLMr
A,K
∼
−→ LMr
A,K′
.
(b) The isomorphisms in (a) satisfy ρg′ ◦ (J¯
∗
g′ρg) = ρgg′.
(c) There is a natural isomorphism I¯∗bLMr
A,K
∼= LMr′
A′,K′
.
Proof. Every isogeny of Drinfeld modules of rank > 0 over an extension of F is sepa-
rable, i.e., its derivative is non-zero (see [9, Prop. 4.7.10]). Thus the derivative of ξ¯g is an
isomorphism of Lie algebras in all fibers, and its dual is the isomorphism ρg. This proves
(a), and the cocycle relation (b) follows at once from 4.11 (d). Part (c) is proved in the
same way as (a). 
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Remark 5.2 Part (a) of the above lemma explains why the natural definition of modular
forms requires the relative Lie algebra of the line bundle E¯ ։ M rA,K and not the line
bundle itself: namely, because dξ¯g is an isomorphism of invertible sheaves whereas ξ¯g is in
general not an isomorphism of line bundles.
Theorem 5.3 LMr
A,K
is ample.
Proof. Take any principal congruence subgroup K(N) ⊂ K. Then Proposition 4.8 and
Lemma 5.1 (a) imply that the assertion holds for M rA,K if it holds for M
r
A,K(N). Next
consider the morphism I¯b : M
r
A,K(N) → M
r′
Fp[t],K(t) as in the proof of Theorem 4.2. Since
that morphism is finite by Proposition 4.12, Lemma 5.1 (c) reduces the assertion to the
case M r
′
Fp[t],K(t). In that case the assertion is part of Theorem 7.4 below. 
In the special case K = K ′ = K(N) and g ∈ GLr(Aˆ) Lemma 5.1 (a–b) shows that the
action of GLr(Aˆ) on M
r
A,K(N) lifts to a covering action on LMr
A,K(N)
. Thus it induces an
action on global sections, so that the following definition makes sense:
Definition 5.4 For any integer k we call
Mk(M
r
A,K) :=


H0
(
M rA,K ,L
k
Mr
A,K
)
if K is fine,
H0
(
M rA,K(N),L
k
Mr
A,K(N)
)K
if K is not fine, but K(N) ⊂ K is.
the space of (algebraic) modular forms of weight k on M rA,K, and
R(M rA,K) :=
⊕
k>0
Mk(M
r
A,K)
the ring of (algebraic) modular forms on M rA,K .
When K is not fine, this definition is independent of N , because Mk(M
r
A,K(N)) =
Mk(M
r
A,K(N ′))
K(N) for any N ′ ⊂ N , which is a special case of the following fact:
Proposition 5.5 For any open compact subgroup K ⊂ GLr(Aˆ) and any open normal
subgroup K ′ ⊳ K we have a natural isomorphism
Mk(M
r
A,K)
∼= Mk(M
r
A,K ′)
K .
Proof. Proposition 4.8 and Lemma 5.1 imply this when K and K ′ are fine. The general
case follows from this and Definition 5.4. 
Theorem 5.6 The ring R(M rA,K) is a normal integral domain that is finitely generated as
an F -algebra, and
M rA,K
∼= ProjR(M rA,K).
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Proof. When K is fine, this follows from Theorem 5.7 below, which for lack of a suitable
reference we include with a proof. The general case follows from this and Noether’s theorem
[16, Thm. 2.3.1] that for any finite group acting on a finitely generated algebra, the subring
of invariants is again finitely generated. 
Theorem 5.7 For any normal integral projective algebraic variety X over a field F , the
ring R of sections in all powers of an ample invertible sheaf L is a finitely generated normal
integral domain, and X = ProjR.
Proof. For each i > 0, the space Ri := H
0(X,Li) is finite dimensional over F by the
coherence theorem [10, Thm. 5.19]. Fix an integer n > 0 such that Ln is very ample. Then
we have a natural short exact sequence 0 → F → Rn ⊗F OX → L
n → 0 with a coherent
sheaf F on X . Since L is ample, there exists an integer i0 such that H
1(X,F ⊗ Li) = 0
for all i > i0. For these i the long exact cohomology sequence associated to the short
exact sequence 0 → F ⊗ Li → Rn ⊗F L
i → Ln+i → 0 implies that the multiplication
map Rn ⊗ Ri ∼= H
0(X,Rn ⊗ L
i) → H0(X,Ln+i) = Rn+i is surjective. It follows that
R =
⊕
i>0Ri is generated as an F -algebra by Rn together with Ri for all i 6 i0; hence it
is finitely generated.
By the argument in [10, Ex. 5.14 (a)], which requires only an ample invertible sheaf, not
necessarily a very ample one, the ring R is a normal integral domain. 
6 Hecke operators
Consider an element g ∈ GLr(A
f
F ) with coefficients in Aˆ, and open compact subgroups K,
K ′ ⊂ GLr(Aˆ) such that gK
′g−1 ⊂ K. For any such data we want to construct a pullback
map
(6.1) J∗g : Mk(M
r
A,K) −→ Mk(M
r
A,K ′).
If K and K ′ are fine, this map is defined by composing the pullback of sections with the
isomorphism ρg from Lemma 5.1 (a). In the special case K = K
′ = K(N) and g ∈ GLr(Aˆ)
this map yields the group action used in Section 5. In the case g = 1 it is the inclusion
Mk(M
r
A,K) →֒ Mk(M
r
A,K ′) from Proposition 5.5.
Proposition 6.2 There is a unique way of defining J∗g in the remaining cases such that
J∗g′ ◦ J
∗
g = J
∗
gg′ whenever the formula makes sense.
Proof. (Sketch) When all open compact subgroups involved are fine, the formula J∗g′◦J
∗
g =
J∗gg′ follows from Proposition 4.11 (b) and Lemma 5.1 (b). When K or K
′ are not fine,
choose fine open normal subgroups L ⊳ K and L′ ⊳ K ′ such that gL′g−1 ⊂ L. Then
the formula just proved together with some calculation implies that J∗g : Mk(M
r
A,L) →
Mk(M
r
A,L′) sends K-invariants to K
′-invariants. Using Proposition 5.5 this yields the
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desired map (6.1). Further direct calculation then shows the formula J∗g′ ◦ J
∗
g = J
∗
gg′ in
general. 
In the same way one can define a natural restriction map
(6.3) Mk(M
r
A,K) −→ Mk(M
r′
A′,K ′)
in the situation of (2.11); namely by composing the pullback of sections with the isomor-
phism from Lemma 5.1 (c) if K and K ′ are fine, and by taking invariants as in the proof of
Proposition 6.2 in the general case. There is also a certain compatibility relation between
the restriction maps (6.3) and pullback maps (6.1) coming from elements of GLr′(A
f
F ), and
a straightforward associativity relation for composites of restriction maps (6.3), which the
reader may write out and verify for him- or herself.
Now we return to the situation of (6.1) and construct a map in the other direction.
From (2.8) we can see that Jg : M
r
A,K ′ → M
r
A,gK ′g−1 is always an isomorphism. As the
Satake compactification is normal integral, Proposition 4.11 (a) implies that J¯g : M
r
A,K ′ →
M rA,gK ′g−1 is an isomorphism, too. It follows that J
∗
g :Mk(M
r
A,gK ′g−1)→Mk(M
r
A,K ′) is an
isomorphism. Choose an open normal subgroup L ⊳ K such that L ⊂ gK ′g−1. Then we
have the commutative diagram
Mk(M
r
A,K)

 J∗1 //
≀5.5
J∗g
**
Mk(M
r
A,gK ′g−1)
J∗g //
≀5.5
Mk(M
r
A,K ′)
≀5.5
Mk(M
r
A,L)
K  
J∗1 //Mk(M
r
A,L)
gK ′g−1
J∗g //
trace
kk
Mk(M
r
A,g−1Lg)
K ′,
disregarding the dotted arrow that has not yet been defined. By the preceding remarks
the two horizontal morphisms on the right hand side are isomorphisms. We can now define
the dotted arrow as
(6.4) f 7−→ trace(f) :=
∑
h J
∗
hf,
where h runs through a set of representatives of the quotient gK ′g−1\K. The composite
of this trace map with the isomorphisms 5.5 and J∗g in the above diagram then defines the
pushforward map
(6.5) Jg ∗ : Mk(M
r
A,K ′) −→ Mk(M
r
A,K).
The construction directly implies that
(6.6) Jg ∗ ◦ J
∗
g = [K : gK
′g−1] · id.
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Note also that with given K and K ′ the morphism Jg and the maps J
∗
g and Jg ∗ depend
only on the coset Kg. Furthermore, an explicit calculation that we leave to the reader
shows that
(6.7) Jg ∗ ◦ Jg′∗ = Jgg′∗
whenever the formula makes sense.
Now consider an element g ∈ GLr(A
f
F ) with coefficients in Aˆ and an open compact
subgroup K ⊂ GLr(Aˆ), bearing no particular relation with each other. Then with K
′ :=
K ∩ g−1Kg the pair of morphisms
(6.8) M rA,K M
r
A,K ′
J1oo Jg //M rA,K
is called the Hecke correspondence on M rA,K associated to g. The composite map
(6.9) Tg : Mk(M
r
A,K)
J∗1 //Mk(M
r
A,K ′)
Jg ∗ //Mk(M
r
A,K)
is called the Hecke operator on Mk(M
r
A,K) associated to g. It depends only on the double
coset KgK. The composites of Hecke operators are calculated as follows:
Proposition 6.10 For any g, g′ ∈ GLr(A
f
F ) with coefficients in Aˆ and any open compact
subgroup K ⊂ GLr(Aˆ) the Hecke operators on Mk(M
r
A,K) satisfy
Tg′ ◦ Tg =
∑
g′′
[
K ∩ g′′−1Kg′′ : K ∩ g−1Kg ∩ g′′−1Kg′′
]
· Tg′′
where g′′ runs through a set of representatives of the double quotient
(K ∩ g′Kg′−1)\g′Kg/(g−1Kg ∩K).
Proof. (Sketch) Consider the following diagram, where the disjoint union is extended
over the set of representatives mentioned above:⊔
g′′ M
r
A,K∩ g−1Kg ∩ g′′−1Kg′′
(J1)
xxqqq
qq
qq
qq
qq
qq
q
(J
g′−1g′′ )
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
(J1)

(Jg′′ )

M rA,K ∩ g−1Kg
J1
xxqqq
qq
qq
qq
qq
qq
q
Jg
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
M rA,K ∩ g′−1Kg′
J1
xxqqq
qq
qq
qq
qq
qq
q
Jg′
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
M rA,K M
r
A,K M
r
A,K
Since Kg′−1g′′ = Kg for all g′′ in question, the parallelogram in the middle commutes.
We claim that it is cartesian over the open dense subset of M rA,K over which both Jg :
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M rA,K∩g−1Kg →M
r
A,K and J1 : M
r
A,K∩g′−1Kg′ →M
r
A,K are e´tale. This follows from a standard
calculation using the analytic description (1.7) and (2.8) that we find too awkward to
reproduce here. Since sections of invertible sheaves over integral schemes are determined
by their restrictions to open dense subschemes, from the definitions of the maps we deduce
that the composite
Mk
(
M rA,K∩g−1Kg
) Jg ∗ //Mk(M rA,K) J∗1 //Mk(M rA,K∩g′−1Kg′)
along the lower edge of the parallelogram is equal to the sum of the composites
Mk
(
M rA,K∩g−1Kg
) J∗1 //Mk(M rA,K∩ g−1Kg∩ g′′−1Kg′′) Jg′−1g′′ ∗ //Mk(M rA,K∩g′−1Kg′)
along the upper edge of the parallelogram. Thus Tg′ ◦ Tg = Jg′ ∗ ◦ J
∗
1 ◦ Jg ∗ ◦ J
∗
1 is the sum
of the composites in the top row of this diagram:
Mk
(
M rA,K
) J∗1 //Mk(M rA,K∩ g−1Kg ∩ g′′−1Kg′′) Jg′′∗ //Mk(M rA,K)
Mk
(
M rA,K∩ g′′−1Kg′′
)
J∗1
66♠♠♠♠♠♠♠♠♠♠♠♠♠%%
J1∗
❏❏❏❏❏❏❏❏❏❏
Mk
(
M rA,K∩ g′′−1Kg′′
)((
J∗1
◗◗◗◗◗◗◗◗◗◗◗◗◗
Jg′′∗
99tttttttttt
The indicated factorizations and (6.6) now yield the desired formula. 
7 The special case Fq[t] and level (t)
Throughout this section we consider the case where A := Fq[t] for a finite field Fq of
cardinality q = pm, the level is K(t), and the rank r > 1 is arbitrary. In this case the
Satake compactification was already described by Kapranov [12]; but we will obtain finer
information about it. We set Vr := Frq and identify it with the Fq-vector space (t
−1A/A)r.
Let S be a scheme over F = Fq(t), and let (E,ϕ, λ) be a Drinfeld A-module of rank
r with a level (t) structure over S. By definition λ is an A-linear isomorphism λ : Vr
∼
→
Ker(ϕt) ⊂ E. We can view it equivalently as an Fq-linear map Vr → E(S) satisfying
certain additional conditions. In particular it is fiberwise injective, i.e., the composite map
Vr → E(S)→ E(s) is injective for every point s ∈ S. It turns out that (E, λ) determines
ϕ completely, because:
Proposition 7.1 For any line bundle E over S and any fiberwise injective Fq-linear map
λ : Vr → E(S) there exists a unique homomorphism ϕ : A→ End(E) turning (E,ϕ, λ) into
a Drinfeld A-module of rank r with level (t) structure over S.
Proof. The assertion is local on S, so we may assume that E = Ga,S and S = SpecR.
Then λ is an Fq-linear homomorphism Vr → R such that λ(v) is invertible for all non-
zero v. Giving a Drinfeld A-module ϕ : A → End(Ga,S) of rank r is equivalent to giving
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the single element ϕt ∈ End(Ga,S) = R[τ ], which must be of the form ϕt =
∑r
i=0 ci · τ
im
with ci ∈ R and c0 = t and invertible highest coefficient cr.
The level structure requires in addition that Ker(ϕt) = λ
(
Vr
)
. We claim that this is
equivalent to
(7.2) ϕt(X) = t ·X ·
∏
v∈Vrr{0}
(
1−
X
λ(v)
)
.
Indeed, the right hand side vanishes to first order at all prescribed zeros of ϕt; hence ϕt(X)
must be a multiple of the right hand side, say by the element f(X) ∈ R[X ]. Since both
sides of (7.2) are polynomials of degree qr in X and possess invertible highest coefficients,
this f must be constant. As the coefficient of X on both sides is the unit t, we must in fact
have f = 1. This shows that the equality (7.2) is necessary. It is also clearly sufficient.
It remains to show that (7.2) actually does define a Drinfeld A-module of rank r with
level structure λ. For this write the right hand side as a unit times
∏
v∈Vr
(X−λ(v)). Since
λ is Fq-linear, it is well-known [9, Cor. 1.2.2] that any such polynomial is Fq-linear; therefore
ϕt(X) =
∑r
i=0 ci ·X
qi with ci ∈ R. The formula (7.2) also shows that c0 = t and that cr is
invertible. Thus ϕt(X) extends to a unique Drinfeld A-module ϕ : A→ R[τ ] of rank r. By
the preceding remarks λ already defines an Fq-linear isomorphism Vr
∼
−→ Ker(ϕt). Since t
annihilates both sides, the isomorphism is then in fact A-linear, as desired. 
Recall that the projective space Pr−1 represents the functor that to any scheme S
associates the set of isomorphism classes of tuples (E, e1, . . . , er) consisting of a line bundle
E on S and sections ei ∈ E(S) which generate E. Let Ωr denote the open subvariety of Pr−1Fq
obtained by removing all Fq-rational hyperplanes. (This definition is entirely analogous to
the definition of the non-archimedean Drinfeld period domain Ωr associated to the local
field F∞. We hope that the confusion be limited by the fact that the new Ωr is not used
outside the present section.) Then Ωr represents the functor that to any scheme S over Fq
associates the set of isomorphism classes of tuples (E, e1, . . . , er) consisting of a line bundle
E on S and sections ei ∈ E(S) which are fiberwise Fq-linearly independent. Giving such
sections ei is equivalent to giving the Fq-linear map λ : Vr → E(S), (α1, . . . , αr) 7→
∑
i αiei,
which must be fiberwise injective. Thus the pullback Ωr,F of Ωr to SpecF represents the
functor that to any scheme S over F associates the set of isomorphism classes of pairs (E, λ)
consisting of a line bundle E on S and fiberwise injective Fq-linear map λ : Vr → E(S).
In view of Proposition 7.1 we obtain an isomorphism for the moduli space of Drinfeld
modules
(7.3) M rFq[t],K(t)
∼= Ωr,F .
Somewhat surprisingly (compare [4]), its Satake compactification is not Pr−1F when r > 3.
That was the motivation for the article [14], where another compactification of Ωr was
constructed and studied in detail. This compactification is defined as follows.
Let Sr denote the symmetric algebra of Vr over Fq, which is a polynomial ring in r
independent variables. Let Kr denote its field of quotients, and let Rr ⊂ Kr be the Fq-
subalgebra generated by the elements 1
v
for all v ∈ Vr r {0}. Turn Rr into a graded
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Fq-algebra by declaring each 1v to be homogeneous of degree 1. Let RSr ⊂ Kr denote the
subalgebra generated by Rr and Sr.
Then Pr−1Fq = ProjSr, and the localization RSr of Sr corresponds to the open sub-
scheme Ωr. By construction RSr is also a localization of Rr; and so Ωr is also an open
subscheme of the projective scheme Qr := ProjRr. This is the variety that we are inter-
ested in. With (7.3) it follows that Qr,F is a projective compactification of M
r
Fq[t],K(t). Let
O(1) denote the natural very ample invertible sheaf on it, whose space of global sections
contains the elements 1
v
∈ Rr.
Theorem 7.4 The variety Qr,F is a Satake compactification of M
r
Fq[t],K(t). The dual of the
relative Lie algebra of its universal family is O(1).
Proof. From [14, Thm. 1.9] we know that Qr,F is a normal integral algebraic variety.
Let E¯ denote the line bundle on it whose sheaf of sections is O(−1). By construction
the dual of its relative Lie algebra is O(1). By Definition 4.1 it remains to construct a
homomorphism ϕ¯ : A → End(E¯) which turns (E¯, ϕ¯) into a weakly separating generalized
Drinfeld A-module over Qr,F whose restriction to M
r
Fq[t],K(t) is the given universal family
(E,ϕ).
Since 1
v
is a section of O(1), for any local section f of E¯ the product 1
v
· f is a local
section of the structure sheaf OQr,F . Thus if we plug X = f into the polynomial
(7.5) ϕ¯t(X) := t ·X ·
∏
v∈Vrr{0}
(
1−
1
v
·X
)
,
all but the single factor X turn into sections of OQr,F , and so the result is again a local
section of E¯. Therefore ϕ¯t defines a morphism of algebraic varieties E¯ → E¯ over Qr,F .
Restricted to Ωr,F ⊂ Qr,F , the sections
1
v
become invertible and their inverses v are precisely
the non-zero elements of the Fq-subspace Vr ⊂ E¯(Ωr,F ). Thus comparison with (7.2)
shows that the restriction (E¯, ϕ¯t)|Ωr,F is isomorphic to (E,ϕt). Since Qr,F is integral,
it follows that ϕ¯t is Fq-linear of degree 6 rm as a (non-commutative) polynomial in τ
everywhere. As before it extends to a unique Fq-algebra homomorphism ϕ¯ : A→ End(E¯)
whose restriction to Fq is induced by the given embedding Fq →֒ F , and by construction
we have (E¯, ϕ¯)|Ωr,F ∼= (E,ϕ).
Thus the condition (c) in Definition 3.1 has been shown, and (a) holds because the
coefficient of X in ϕ¯t(X) is t. For (b) recall that the elements
1
v
generate the ring Rr, and
so the corresponding sections generate the sheaf O(1). Thus at every point on Qr,F , at
least one of these sections is non-zero, and so the polynomial ϕ¯t(X) is not just linear in X .
This implies (b); hence (E¯, ϕ¯) is a generalized Drinfeld A-module of rank 6 r.
Finally, consider a set of points of Qr,F over a field L at which the fibers of (E¯, ϕ¯) are
all isomorphic. Then the zero sets of the polynomial ϕ¯t(X) at these points are equal up to
multiplication by an element of L×. By the definition of ϕ¯t(X) this means that the values
of the generators 1
v
at these points are equal up to a permutation and joint multiplication
by an element of L×. As the number of possible permutations is finite, so is the number
of points; hence (E¯, ϕ¯) is weakly separating, as desired. 
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In the rest of this section we abbreviate
M r := M rFq [t],K(t)
∼= Ωr,F ,
M r := M rFq [t],K(t)
∼= Qr,F .
Remark 7.6 Section 6 of [14] gives a modular interpretation of Qr, which in the context
of the present paper can be viewed as describing generalized Drinfeld Fq[t]-modules of
rank 6 r with a level (t) structure. It would be interesting to know whether the Satake
compactification possesses a similar modular interpretation in general.
Remark 7.7 Section 7 of [14] describes a stratification of Qr whose strata are isomorphic
to Ωr′ and indexed by Fq-subspaces V ′ ⊂ Vr of dimension r′ for all 1 6 r′ 6 r. This yields a
stratification of M r by copies of Drinfeld modular varieties M r
′
, which was also described
by Kapranov [12, Thm. 1.1].
Theorem 7.8 ([14, Thm. 7.4]) The singular locus of M r is the union of all strata of
codimension > 2. In particular M r is singular whenever r > 3.
Remark 7.9 Section 9 of [14] constructs a resolution of singularities of M r.
Theorem 7.10 The ring of modular forms R(M r) is isomorphic to Rr ⊗Fq F as a graded
F -algebra. Moreover it is Cohen-Macaulay, and so M r is Cohen-Macaulay.
Proof. By Definition 5.4 and Theorem 7.4 we have Mk(M
r) = H0
(
Qr,F ,O(k)
)
, and by
[14, Cor. 4.4] the latter is the degree k part of Rr ⊗Fq F . This proves the first assertion.
The rest is the content of [14, Thms. 1.7, 1.9]. 
Theorem 7.11 For all k > 0 we have
dimF Mk(M
r) =
∑
i1,...,ir−1∈{0,1}
q
∑
ν ν·iν ·
(
k∑
ν iν
)
.
Proof. Theorem 7.10 and [14, Thm. 1.8]. 
Finally, let ω denote the canonical sheaf on the regular locus M r,reg of M r. Let ∂M r :=
M r rM r be the boundary with the unique structure as reduced closed subscheme. Then
by [14, Thm. 5.1] there is an isomorphism
(7.12) Lr
Mr
|M r,reg ∼= ω(2 · ∂M r).
Since M r is normal, every section of Lr
Mr
over M r,reg extends to M r. Thus the space of
modular forms of weight r in this case is isomorphic to the space of top differentials on
M reg with at most double poles at the boundary:
Theorem 7.13 There is a natural isomorphism
Mr(M
r) ∼= H0(M r,reg, ω(2 · ∂M r)).
For all the results from Remark 7.6 through Theorem 7.13, it would be natural to ask
whether they generalize to arbitrary K and arbitrary A. A slight generalization of the
dimension formula from Theorem 7.11 is given in Theorem 8.4 below.
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8 The special case Fq[t] and level containing (t)
In this section we keep A := Fq[t] and consider certain subgroups K ⊂ GLr(Aˆ) containing
K(t). In view of Propositions 4.8 and 5.5 the results will be obtained from those of the
preceding section by taking quotients and invariants. Set
K1(t) :=
{
g ∈ GLr(Aˆ)
∣∣∣∣∣ g ≡
(
1 ∗
. . .
0 1
)
mod(t)
}
,
K ′(1) :=
{
g ∈ GLr(Aˆ)
∣∣ det(g) ≡ 1mod(t)},
K(1) := GLr(Aˆ).
From Theorem 7.4 and Proposition 4.8 and [14, Thm. 3.2, Prop. 3.3] we deduce:
Theorem 8.1 (a) M rFq [t],K1(t)
∼= Pr−1F .
(b) M rFq [t],K ′(1) is a weighted projective space of weights q−1, . . . , q
r−1−1, q
r−1
q−1
.
(c) M rFq [t],K(1) is a weighted projective space of weights q−1, q
2−1, . . . , qr−1.
In (a) the Satake compactification is smooth, in the other cases it is singular if r > 3.
From Theorem 7.10 and Proposition 5.5 and [14, Thm. 3.1] we deduce:
Theorem 8.2 The following rings are generated over F by r algebraically independent
modular forms of the indicated weights:
(a) R
(
M rFq[t],K1(t)
)
with all weights 1.
(b) R
(
M rFq[t],K ′(1)
)
with weights q−1, . . . , qr−1−1, q
r−1
q−1
.
(c) R
(
M rFq[t],K(1)
)
with weights q−1, q2−1, . . . , qr−1.
Remark 8.3 More precisely, the ring in (c) is isomorphic to R
GLr(Fq)
r ⊗Fq F , and the
proof of [14, Thm. 3.1] shows that its generators correspond to the coefficients of Xq
i
for
1 6 i 6 r in the polynomial ϕ¯t(X) from (7.5). In other words, the coefficients of the
universal Drinfeld Fq[t]-module of rank r form algebraically independent generators of the
ring of modular forms on M rFq[t],K(1). This was pointed out to me by Breuer, and seems to
be implicit in Kapranov [12, Rem. 1.6].
Finally, from Theorem 7.10 and Proposition 5.5 and [14, Thm. 4.1] we deduce:
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Theorem 8.4 For any K satisfying K(t) ⊂ K ⊂ K1(t) and all k > 0 we have
dimF Mk
(
M rFq [t],K
)
=
r∑
s=1
|K\GLr(Aˆ)/Js(Aˆ)|∏s
i=1(q
i − 1)
·
(
k − 1
s− 1
)
,
where Js ⊂ GLr is the subgroup of elements whose first s columns coincide with those of
the identity matrix.
It is natural to ask whether the same dimension formula holds for any fine open compact
subgroup K and whether it generalizes to arbitrary A.
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