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Preface
This dissertation has been written at the Max Planck Institute for Biological Cy-
bernetics (Max-Planck-Institut fu¨r Biologische Kybernetik) in Tu¨bingen in the de-
partment of Prof. Dr. Heinrich H. Bu¨lthoff. The work has universitary support by
Prof. Dr. Gu¨nther Palm (University of Ulm, Abteilung Neuroinformatik). Main
evaluators are Prof. Dr. Gu¨nther Palm, Prof. Dr. Wolfgang Becker (University of
Ulm, Sektion Neurophysiologie) and Prof. Dr. Heinrich Bu¨lthoff.
The goal of this thesis was to investigate the integration of different sensory
modalities in the perception of self-motion, by using psychophysical methods.
Experiments with healthy human participants were to be designed for and per-
formed in the Motion Lab, which is equipped with a simulator platform and pro-
jection screen. Results from psychophysical experiments should be used to refine
models of the multisensory integration process, with an emphasis on Bayesian
(maximum likelihood) integration mechanisms.
To put the psychophysical experiments into the larger framework of research on
multisensory integration in the brain, results of neuroanatomical and neurophys-
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Summary
The topic of this thesis is the investigation of the integration of information from
different senses in the perception of self-motion in humans, using psychophysical
experimental methods.
This is a topic with a wide focus. Self-motion is mostly sensed with vision, the
sense of equilibrity and the sense of proprioception. Self-motion perception re-
lates to the representation of space in the human brain and to mechanisms of
sensory integration, which can be described on functional and neuronal levels.
Psychophysical examination of the topic requires experimental design, program-
ming, data collection, analysis and functional modeling. The topic also overlaps
with a set of largely separate research fields, which have acquired a large and
inconcise literature background during the last 50 years – eye movement control,
posture and balance, vection and self-motion illusions, and motion cueing and
simulator design. Some of the experiments of this thesis also touch two other
topics with an enormous body of psychological, conceptual and neurological lit-
erature – attention, and awareness (see below).
Traditionally, the focus of investigation of multisensory integration was almost
exclusively on the influence of the properties of the stimulus on the resulting per-
cept, assuming that cognitive factors play only a negligible role. This lead to
models of sensory integration circuits, like those discussed in section 5.3, and
concepts like maximum-likelihood sensor fusion (section 5.5). While sensory in-
fluences on the percept can be closely modeled with such circuits, they do not
consider the influence of cognition and attention. The higher the functions are
which are studied, the more probable is an influence of cognition on the mea-
sured results. This fact gets more and more recognized by researchers, but exper-
iments addressing the issue are still scarce. Often the experiments are designed
in a way which should hold these factors constant, instead of investigating their
effect on the process studied.
In this thesis some of the experiments particularly investigate the influence of
higher cognitive processes on the sensor fusion process which leads to the per-
ception of self-motion. One important cognitive factor is attention. Attending to
one modality could change its amount of influence on the resulting percept. The
choice of a strategy with which a task is performed, is related to this, since the
strategy defines what attention is paid to. Also the way the stimulus is perceived
consciously could have an influence on the responses. For robust integration,
it would make sense if only cues which are assumed as representing the same
information are combined. The perception of a conflict should then disrupt the
integration process.
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A second focus of this thesis was to investigate whether the integration of visual
and body cues for self-motion follows a statistically optimal maximum likelihood
estimation principle.
To give a background of the neurobiology of the senses involved and the cortical
and subcortical mechanisms relevant for the subject of this thesis, the introduc-
tory chapters review what is currently known about the way the brain represents
space and how multisensory integration might work, with a particular focus on
the integration of the senses relevant for the perception of self-motion.
Chapter 1 gives an introduction to several concepts used in this thesis. After
presenting the general framework of perception and action (section 1.1), the topic
of sensor fusion (also called ”multisensory integration”) is introduced (section
1.2). A theoretical example of sensor fusion for object recognition (section 1.3)
and an implementation of sensor fusion for action selection in a robot (section
1.4) are given. Finally, an example for a very simple real biological sensor fusion
system, locomotion in the nematode Caenorhabditis Elegans, is briefly discussed.
Chapter 2 describes the different sensory modalities that play a role in the ex-
periments discussed in this thesis, and the pathways by which these signals reach
the brain. These are the visual system (section 2.1), the vestibular system (sec-
tion 2.2), and the somatosensory (and proprioceptive) senses (section 2.3). The
contents of this chapter are mostly textbook knowledge which is provided for
completeness.
Chapter 3 goes beyond the descriptions given in chapter 2, by discussing sev-
eral subcortical and cortical regions and systems involved in perception and ac-
tion, in the representation of space and multimodal integration. Large amounts
of scientific papers and some book chapters served as resource for this chapter.
Section 3.2 starts by describing the superior colliculus, which is a well-studied
subcortical center for the control of eye movements based on multimodal stim-
uli. The superior colliculus has been the subject of many studies on multisensory
integration, also concerning top-down influences on sensor fusion (which are of
particular interest in this dissertation). The following two sections (3.3 and 3.4)
describe two of the most important subcortical structures for attention and de-
cision making, the thalamus and the basal ganglia. The basal ganglia have also
been associatedwith a representation of space, multisensory integration, and sen-
sorimotor strategies.
Then, several areas of the neocortex are described which have particular func-
tions which are related to the topic of this thesis. The posterior insula (section
3.5) is also called the ”vestibular cortex” and appears to be one of the most im-
portant cortical regions for the processing of posture and the orientation of the
body in space. The parietal cortex (section 3.6) is of particular interest for multi-
modal representations of space, spatial coordinate transformations, processing of
visual motion and also spatial attention.
The hippocampal formation (section 3.7) is, because of the finding of neurons
which are active only when the animal is at a specific location in the environ-
ment (”place cells”), a region classically associated with the processing of space.
It is thought that the Hippocampus could literally contain an explicit represen-
tation of space in the form of a ”cognitive map”. Related structures of posterior
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medial cortex (section 3.8) may work together with the hippocampus to support
functions of spatial memory, navigation and orientation in space. Heading ori-
entation has a neural basis in head direction cells (section 3.9), in which a global
heading orientation appears to be continuously updated during self-motion. This
leads to a hypothesis on the neural basis of vection and spatial updating (section
3.10).
The remainder of chapter 3 treats some further concepts related to space, atten-
tion and multisensory integration in the brain. A prominent distortion of per-
ceived space after certain brain lesions is hemispatial neglect (section 3.11). Fur-
ther, multisensory integration (section 3.12) and attention (section 3.13) are dis-
cussed. Finally, section 3.14 presents the concepts of abstraction and concretiza-
tion, which are likely to be a central principle of cortical information processing.
Chapter 4 presents a (new) theory of how the brain might work, called Neural
Empiricism. After an introduction to the concepts of empiricism and hypothesis
testing (sections 4.1 and 4.2), a neural model based on anatomical and physio-
logical evidence is presented which can implement the concept (section 4.3). It
makes experimentally testable predictions, for example for the network structure
of interconnections of neurons in a cortical column. Further, ideas are developed
howmechanisms of spike timing might be used in the hypothesis-testing process
(section 4.4). This provides an alternative to spike-rate-based information cod-
ing. Finally, sensor fusion (section 4.5) and awareness (section 4.6) are discussed
in this framework.
Chapter 5 gives an introduction to several algorithms and models used to de-
scribe biological sensor fusion and for sensor fusion in technical systems. Sensor
fusion is commonly used in the analysis of images for target identification and
tracking, if image data from a visible light camera and an infrared camera are
available (section 5.1). Section 5.2 discusses an example algorithm that uses sen-
sor fusion for tracking of faces.
Previous research thatmodeled integration of visual and vestibular signals for the
perception of self-motion mostly used descriptions based on dynamical systems
(section 5.3). Another model often used to describe biological sensor fusion is
gain field modulation (section 5.4). It can be combined with maximum likelihood
sensor fusion and Bayesian sensor fusion, which is relevant for the experiments
described in this thesis and therefore discussed in more detail in section 5.5. The
Kalman filter (section 5.6) is an extension of the maximum likelihood principle to
dynamical systems. Hierarchical Bayesian inference, which is briefly discussed
in section 5.7, also uses a probabilistic Bayesian approach.
Chapter 6 describes the psychophysical experiments that have been performed
for this thesis. The experiments can be categorized in three groups: experiments
investigating upright rotations (around an earth-vertical axis), experiments in-
vestigating linear earth-horizontal accelerations, and experiments investigating
the influence of multimodal cues on active stabilization of a helicopter.
Experiments 1-3 investigated the perception of whole-body rotations around an
earth-vertical axis. Since the methods for the three experiments are similar, sec-
tion 6.2 explains methods for all three experiments. The three experiments are
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presented in the three following sections. The first experiment (section 6.3) inves-
tigated visual-vestibular integration during upright rotations under small, im-
perceptible visual-vestibular conflict, when attention was focused on one or the
other modality. In the second experiment (section 6.4), larger conflicts were used,
and participants had to additionally respond whether they had noticed a conflict
between the visual rotation and the body rotation. Experiment 3 (6.5) was simi-
lar to experiment 2, but designed to study gender differences of visual-vestibular
integration. For this experiment we also examined whether cue combination fol-
lowed the maximum likelihood principle. Experiment 4 (section 6.6) investigated
this point – whether integration of visual and body cues during self-motion fol-
lows maximum likelihood integration – in a much more rigorous way. Bootstrap-
pingmethods were used to test whether the results agree or disagree significantly
with a quantitative maximum likelihood model.
During this dissertation a series of experiments has been done on the topic of the
perception of acceleration and tilt during forward accelerations, in collaboration
with Paul MacNeilage from Berkeley University. Since most of the work for these
experiments has been done by Paul MacNeilage, only one of the experiments is
described here (section 6.7). Similar stimuli have been used in another experi-
ment which investigated what body motion profile on a hexapod Stewart motion
platform is optimal to induce a believable sensation of forward acceleration (sec-
tion 6.8).
The last group of experiments dealt with helicopter stabilization under different
body and visual cueing conditions (section 6.9). The first experiment investi-
gated the influence of whole-body rotations and translations on the stabilization,
whereas the second experiment focused on the effect of whole-body rotations in
combination with two visual cues (horizon and optical flow) on stabilization.
Chapter 7 gives a general discussion of the findings of this thesis. First it is dis-
cussed whether the results of the experiments on multisensory integration can be
explainedwith amaximum likelihood integrationmodel andwhether a tendency
towards the mean response could be interpreted as a Bayesian prior (section 7.1).
Then the partial processes which are presumably involved in the information pro-
cessing for the experiments on upright turns are discussed in more detail.
The second large topic is the influence of attention and awareness of cue conflicts
on multisensory integration (section 7.2). After a comparison of multisensory in-
tegration and ”crossmodal attention” (attention effects in which stimuli in one
modality influence attention in another) the role of attention in multisensory in-
tegration is discussed, with particular focus on the ”biased competition” model
of attention.
Another topic is the choice of response strategies in psychophysical experiments
(section 7.3). First it is discussed how strategies can be controlled or evaluated
in psychophysical experiments and which neural processes might underlie the
choice of a strategy. After that it is argued what role strategies could play in the
experiments of this thesis.
The last section (7.4) discusses possible differences of multisensory integration
for perception and for action.
xix
Appendix A discusses the different visual stimuli used in the experiments. In
particular, Spectral Texturing is presented, a texturing method that was developed
during this thesis, and which has some particular properties which make it at-
tractive to study the representation of static and dynamic texture in the brain.
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Scientific contribution of this thesis
The first five chapters contain, apart from some experiments with robot learning
in chapter 1.4, literature-based reviews of relevant topics of neuroscience, exper-
imental psychology and computer science. Some original theoretical hypotheses
are developed on these grounds. The experimental work conducted for this the-
sis is presented in chapter 6. A description of original computer graphics work,
which was used for psychophysical and fMRI experiments, can be found in ap-
pendix A.2.
Theoretical work. A proposal for the neural basis of vection and spatial updating is
given in section 3.10. The concept of mutual prediction for sensor fusion is devel-
oped (sections 1.2.2 and 4.5). Neural Empiricism, a hypothesis for the implementa-
tion of hypothesis testing in biological neural networks, is introduced (chapter 4).
A new method for real-time rendering of large, non-repetitive textures, by com-
bining the resultant texture from several texture layers which contribute different
bands of spatial frequencies, is described in appendix A.2 (Spectral Texturing).
Experimental work. The psychophysical experiments of this theses investigated
multisensory integration in the perception of self-motion in a unique setup, the
Motion Lab (appendix B). Experiments 1-3 are (to my knowledge) the first stud-
ies which investigate the effects of attention to one modality and becoming aware
of cue conflicts, and their interaction, on the integration of visual and vestibular
modalities in the perception of upright self-rotations (sections 6.3 to 6.5). Exper-
iment 4 (section 6.6) provides a quantitative, not only qualitative, test for maxi-
mum likelihood cue integration in the perception of upright self-rotations. Fur-
ther, experiments on the perception of upright during forward accelerations (sec-
tion 6.7) and on the believable simulation of forward accelerations (section 6.8)
were performed in our hexapod simulator. Finally, the first study which inves-
tigates the influence of horizon, optical flow, and whole-body rotation cues (and
the interaction of these cues) on helicopter stabilization is reported in section 6.9.
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Zusammenfassung
Diese Dissertation bescha¨ftigt sich mit der Frage, wie der Mensch Information
von verschiedenen Sinnen kombiniert, wenn er Eigenbewegungwahrnimmt, und
untersucht dies experimentell mit psychophysischen Methoden.
Dieses Thema ist vielseitig. Eigenbewegung kann mit dem Sehsinn, dem Gleich-
gewichtssinn und anderen Ko¨rpersinnen (Propriozeption) wahrgenommen wer-
den. Eigenbewegungswahrnehmung ha¨ngt mit der Repra¨sentation von Raum
im menschlichen Gehirn sowie mit Mechanismen der multisensorischen Integra-
tion zusammen, die auf funktioneller und neuronaler Ebene beschrieben wer-
den ko¨nnen. Zudem umfasst die psychophysische Untersuchung des Themas
die Konzeption und Programmierung von Experimenten, experimentelle Daten-
erhebung, Analyse, und funktionale Modellierung. Das Thema u¨berschneidet
sich auch mit einer Reihe von weiteren, gro¨ßtenteils getrennten Forschungsge-
bieten, die in den letzten 50 Jahren eine umfangreiche und vielfa¨ltige Ansamm-
lung von Publikationen hervorgebracht haben – Kontrolle von Augenbewegun-
gen, Ko¨rperhaltung und Balance, Vektion und Eigenbewegungsillusionen, sowie
Eigenbewegungssimulation und Simulatordesign. Einige der Experimente dieser
Dissertation behandeln noch zwei weitere Themen, die einem psychologischen,
konzeptuellen und neurologischen Literaturhintergrund von beachtlichem Um-
fang haben – Aufmerksamkeit (attention) und Bewusstsein (awareness).
Traditionell wurde bei der multisensorischen Integration fast ausschließlich der
Einfluss von Stimuluseigenschaften auf die resultierendeWahrnehmung untersucht,
unter der Annahme, dass kognitive Faktoren nur eine vernachla¨ssigbare Rolle
spielen. Daraus resultierten Verschaltungsmodelle wie die in Abschnitt 5.3 be-
sprochenen, sowie Konzepte wie Maximum-Likelihood Sensorfusion (siehe Ab-
schnitt 5.5). Wa¨hrend der Einfluss der Stimuluseigenschaften auf das Perzept
damit gut modelliert werden kann, werden mo¨gliche Effekte von Kognition und
Aufmerksamkeit vernachla¨ssigt. Je ho¨her die untersuchten Prozesse sind, desto
wahrscheinlicher ist ein Einfluss von Kognition auf die gemessenen Ergebnisse.
Dies wird von Wissenschaftlern mehr und mehr erkannt, aber Experimente, die
dieses Thema behandeln, sind noch immer rar. Oft werden Experimente so ent-
worfen, dass kognitive Faktoren konstant gehalten werden, anstatt ihren Einfluss
auf den untersuchten Prozess als experimentelle Gro¨ße zu studieren.
Einige Experimente in dieser Doktorarbeit untersuchen insbesondere den Ein-
fluss ho¨herer kognitiver Prozesse auf den Sensorfusionsprozess in der Wahrneh-
mung von Eigenbewegung. Ein wichtiger kognitiver Faktor ist Aufmerksamkeit
(attention). WirdAufmerksamkeit auf eine sensorischeModalita¨t gerichtet, ko¨nn-
te das den Einfluss dieser Modalita¨t auf das resultierende Perzept vera¨ndern.
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Worauf Aufmerksamkeit gelenkt wird, wird durch die Strategie mitbeeinflusst,
mit der eine Aufgabe erledigt wird. Auch wie ein Stimulus bewusst wahrgenom-
men wird, ko¨nnte einen Einfluss auf die Antworten haben – fu¨r robuste Integra-
tion ist es von Vorteil, wenn nur Sinneswahrnehmungen kombiniert werden, die
dieselbe Information repra¨sentieren. Die Wahrnehmung von Konflikten sollte
dann den Integrationsprozess unterbrechen.
Ein zweiter Schwerpunkt dieser Arbeit war zu untersuchen, ob die Integration
von visuellem Sinn und Ko¨rpersinnen fu¨r Eigenbewegung einer statistisch opti-
malen Maximum-Likelihood Scha¨tzung folgt.
Um einen neurobiologischenHintergrund zu den behandelten Sinnesmodalita¨ten
sowie zu den kortikalen und subkortikalen Mechanismen zu geben, die fu¨r das
Thema dieser Arbeit relevant sind, fassen die Einfu¨hrungskapitel zusammen,
wasmomentan u¨ber die Repra¨sentation von Raum imGehirn bekannt ist undwie
multisensorische Integration funktionieren ko¨nnte, mit besonderer Beru¨cksichti-
gung der Sinne, die fu¨r die Wahrnehmung von Eigenbewegung wichtig sind.
Kapitel 1 fu¨hrt in das Thema dieser Dissertation ein. Nach der Darstellung des
allgemeinen Rahmens von Wahrnehmung und Handlung (Abschnitt 1.1) wird
das Thema Sensorfusion (auch multisensorische Integration genannt) vorgestellt
(Abschnitt 1.2). Es folgen ein theoretisches Beispiel fu¨r Sensorfusion in der Ob-
jekterkennung (Abschnitt 1.3) und ein Implementationsbeispiel von Sensorfusion
fu¨r die Auswahl von Handlungen eines Roboters (Abschnitt 1.4). Schließlich
wird ein sehr einfaches tatsa¨chliches biologisches Sensorfusionssystem vorgestellt,
das Lokomotionssystem in der Nematode Caenorhabditis Elegans.
Kapitel 2 entha¨lt Beschreibungen der verschiedenen Sinnesmodalita¨ten, die in
den in dieser Arbeit diskutieren Experimenten eine Rolle spielen, sowie die neu-
ronalen Bahnen, auf denen die Signale das Gehirn erreichen. Dies sind das vi-
suelle System (Abschnitt 2.1), der Gleichgewichtssinn (Abschnitt 2.2) und die
somatosensorischen und propriozeptiven Ko¨rpersinne (Abschnitt 2.3). Dieses
Kapitel entha¨lt hauptsa¨chlich Lehrbuchwissen, das hier der Vollsta¨ndigkeit hal-
ber besprochen wird.
Kapitel 3 beschreibt mehrere subkortikale und kortikale Regionen und Sys-
teme, die bei Wahrnehmung und Handlung sowie bei der Repra¨sentation von
Raum und multisensorischer Integration eine Rolle spielen. Das Kapitel basiert
auf einer Vielzahl von wissenschaftlichen Artikeln und einigen Buchkapiteln.
Zuerst wird in Abschnitt 3.2 der Colliculus Superior beschrieben, ein sehr gut un-
tersuchtes subkortikales Zentrum fu¨r die Kontrolle von Augenbewegungen auf
der Grundlage multimodaler Stimuli. Der Colliculus Superior ist eine der Struk-
turen im Gehirn, in denen multisensorische Integration am besten untersucht
wurde, inklusive ”top-down”-Einflu¨ssen auf die Integration (die von besonderem
Interesse fu¨r diese Dissertation sind). Die darauffolgenden zwei Abschnitte (3.3
und 3.4) beschreiben zwei derwichtigsten subkortikalen Strukturen fu¨r Aufmerk-
samkeit und Entscheidungsfindung, den Thalamus und die Basalganglien. Die
Basalganglien wurden auch mit einer Repra¨sentation von Raum, multisensori-
scher Integration sowie sensorimotorischen Strategien in Verbindung gebracht.
Danach werden mehrere Areale des Neocortex beschrieben, die fu¨r diese Dis-
sertation relevante Funktionen haben. Die Insula Posterior (Abschnitt 3.5) wird
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auch ”vestibula¨rer Kortex” genannt und scheint eines der wichtigsten kortikalen
Areale fu¨r die Verarbeitung von Ko¨rperhaltung und Ausrichtung des Ko¨rpers
im Raum zu sein. Der Parietalkortex (Abschnitt 3.6) ist insbesondere wegen der
dortigenmultimodalen Repra¨sentation von Raum, ra¨umlicher Koordinatentrans-
formationen, sowie der Verarbeitung von visueller Bewegungsinformation und
ra¨umlicher Aufmerksamkeit von Interesse.
Der Hippocampus und die dazugeho¨renden Strukturen (Abschnitt 3.7) werden
bereits seit la¨ngerer Zeit mit Navigation und Orientierung im Raum in Verbin-
dung gebracht. In neurophysiologischen Experimenten wurden dort bei Rat-
ten sogenannte Platzzellen (”place cells”) gefunden, Neurone, die immer dann
aktiv sind, wenn sich das Tier an einem bestimmten Ort in einer Umgebung
befindet. Es wird vermutet dass der Hippocampus eine neuronale Karte als
explizite Repra¨sentation der Umgebung enthalten ko¨nnte. Mit dem hippocam-
palen System verbundene Strukturen im posterior-medialen Kortex (Abschnitt
3.8) ermo¨glichen vermutlich zusammen mit dem Hippocampus Funktionen wie
ra¨umliches Geda¨chtnis, Navigation und Orientierung im Raum. Die horizon-
tale Blickrichtung (bei Rotation um die Hochachse) ist neuronal in einer Popu-
lation von ”head direction cells” (Kopfrichtungszellen) repra¨sentiert (Abschnitt
3.9), in der eine globale (Erd-horizontale) Kopfrichtungwa¨hrend Eigenbewegung
sta¨ndig aktualisiert wird. Dies fu¨hrt zu einer Hypothese fu¨r die neuronale Basis
von Vektion und ”Spatial Updating” (Abschnitt 3.10).
Zuletzt behandelt Kapitel 3 weitere Konzepte, die mit Raum, Aufmerksamkeit
und multisensorischer Integration zu tun haben. Das Neglect-Syndrom, eine ty-
pische Verzerrung des wahrgenommenen Raums bei Schlaganfallpatienten, tritt
nach Scha¨digung bestimmter Hirnareale auf (Abschnitt 3.11). Danach werden
multisensorische Integration (Abschnitt 3.12) und Aufmerksamkeit (Abschnitt
3.13) diskutiert. Schliesslich werden in Abschnitt 3.14 die Konzepte von Abstrak-
tion und Konkretisierung besprochen, welche vermutlich ein zentrales Prinzip
der Informationsverarbeitung im Gehirn darstellen.
Kapitel 4 stellt eine (neue) Theorie vor, wie das Gehirn funktionieren ko¨nnte,
genanntNeural Empiricism (neuronaler Empirizismus). Nach einer Einfu¨hrung in
die Konzepte von Empirizismus und Hypothesentesten (Abschnitte 4.1 und 4.2)
wird ein auf anatomischen und physiologischen Befunden basierendes Modell
vorgestellt, welches diese Konzepte implementieren kann (Abschnitt 4.3). Das
Modell macht experimentell verifizierbare Vorhersagen, zum Beispiel bezu¨glich
der neuronalen Netzwerkstruktur in einer kortikalen Kolumne. Danach wird
genauer erla¨utert, wie die relativen Feuerzeitpunkte von verschiedenen Neuro-
nen im Netzwerk sowie die dazugeho¨renden Mechanismen verwendet werden
ko¨nnten, um Hypothesen zu testen (Abschnitt 4.4). Dies stellt eine Alternative
zur Feuerraten-basierten Kodierung von Information dar. Schliesslich werden
multisensorische Integration (Abschnitt 4.5) und Bewusstsein (Abschnitt 4.6) in
diesem Zusammenhang diskutiert.
Kapitel 5 behandelt mehrere Algorithmen und Modelle, mit denen multisen-
sorische Integration (Sensorfusion) in biologischen und technischen Systemen
beschrieben werden kann. Eine typische technische Anwendung fu¨r Sensorfu-
sion ist beispielsweise die Identifikation und Verfolgung von Zielobjekten, wenn
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Bilddaten von einer Licht- und einer Wa¨rmekamera zur Verfu¨gung stehen (Ab-
schnitt 5.1). Abschnitt 5.2 beschreibt als Beispiel einen Algorithmus, der Sensor-
fusion zum Verfolgen von Gesichtern in einem Video verwendet.
Viele existierende Modelle der Integration von visuellem und vestibula¨rem Sinn
bei der Wahrnehmung von Eigenbewegung basieren auf dynamischen Systemen
(Abschnitt 5.3). Ein weiteres Modell, mit dem biologische Sensorfusion beschrie-
ben werden kann, ist ”gain field modulation” (Abschnitt 5.4). Dieses Konzept
kann mit Maximum-Likelihood und Bayes’scher Integration kombiniert werden,
was fu¨r die Experimente in dieser Dissertation relevant ist und deshalb in Ab-
schnitt 5.5 detaillierter beschrieben wird. Der Kalmanfilter (Abschnitt 5.6) is eine
Erweiterung des Maximum-Likelihood-Prinzips auf dynamische Systeme. Hier-
archische Bayes’sche Inferenz, beschrieben inAbschnitt 5.7, verwendet auch einen
probabilistischen Bayes’schen Ansatz.
Kapitel 6 beschreibt die psychophysischen Experimente, die im Rahmen dieser
Arbeit durchgefu¨hrt wurden. Die Experimente lassen sich in drei Gruppen ein-
teilen: Experimente, die die Wahrnehmung von Ko¨rperdrehungen um die ver-
tikale Achse untersuchen, Experimente, die sich mit linearen horizontalen Vor-
wa¨rtsbeschleunigungen bescha¨ftigen, und Experimente zur aktiven Stabilisierung
von Helikoptern mit verschiedenen Sinnen.
Die Experimente 1-3 untersuchten die Wahrnehmung von Ganzko¨rperrotationen
um eine vertikale Achse. Da die Methoden fu¨r die drei Experimente a¨hnlich sind,
beschreibt Abschnitt 6.2 zuna¨chst gemeinsame Methoden fu¨r alle drei Experi-
mente. In den folgenden Abschnitten werden die drei Experimente besprochen.
Das erste Experiment (Abschnitt 6.3) untersuchte die visuell-vestibula¨re Integra-
tion bei aufrechten Drehungen mit kleinen, nicht wahrnehmbaren Konflikten
zwischen visuellen und vestibula¨ren Stimuli, wa¨hrend Aufmerksamkeit auf die
eine oder die andere Sinnesmodalita¨t gelenkt wurde. Im zweiten Experiment
(Abschnitt 6.4) wurden gro¨ßere Konflikte verwendet, und die Teilnehmer muss-
ten zusa¨tzlich jedesmal antworten, ob sie einen Konflikt zwischen visueller Rota-
tion und Ko¨rperrotation bemerkt hatten oder nicht. Experiment 3 (Abschnitt 6.5)
war a¨hnlich wie Experiment 2, jedoch angelegt, um zu untersuchen, ob weib-
liche und ma¨nnliche Versuchspersonen visuelle und vestibula¨re Signale unter-
schiedlich integrieren. In diesem Experiment wurde auch untersucht, ob die mul-
tisensorische Integration zwischen visuellem Sinn und Ko¨rpersinnen fu¨r Eigen-
bewegung durch eine Maximum-Likelihood-Integration der beiden Modalita¨ten
erkla¨rbar ist. Experiment 4 (Abschnitt 6.6) untersuchte diese Frage in einem Ex-
periment mit besser kontrollierten Bedingungen na¨her. Bootstrapping-Methoden
wurden verwendet, um zu testen, ob die Ergebnisse mit einem quantitativen Ma-
ximum-Likelihood-Modell u¨bereinstimmen oder signifikant davon abweichen.
In Zusammenarbeit mit Paul MacNeilage (University of Berkeley) wurden meh-
rere Experimente zur Wahrnehmung von Ko¨rperkippungen wa¨hrend Vorwa¨rts-
beschleunigungen durchgefu¨hrt. Da Paul MacNeilage die meiste Arbeit fu¨r diese
Experimente geleistet hat, wird hier nur eines der Experimente kurz beschrieben
(Abschnitt 6.7). A¨hnliche Stimuli wurden in einemweiteren Experiment verwen-
det, um zu untersuchen, welche auf einer Hexapod-Stewart-Plattform pra¨sentier-
bare Ko¨rperbewegung optimal ist, um eine Vorwa¨rtsbeschleunigung so glaub-
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wu¨rdig wie mo¨glich zu simulieren (siehe Abschnitt 6.8).
Die letzte Gruppe von Experimenten untersuchte den Einfluss verschiedener vi-
sueller Stimuli und Ko¨rperbewegungsreize auf die Stabilisierung eines simulier-
ten Helikopters (Abschnitt 6.9). Im ersten Experiment wurde der Einfluss von
Ko¨rperrotationen und Ko¨rpertranslationen auf die Stabilisierung untersucht. Das
zweite Experiment untersuchte den Effekt von Ko¨rperrotationen in Kombination
mit zwei visuellen Parametern (Horizont und optischer Fluss).
Kapitel 7 entha¨lt die generelle Diskussion der Befunde dieser Doktorarbeit.
Zuna¨chst wird diskutiert, ob sich die Ergebnisse der Experimente zu multisen-
sorischer Integration mit Maximum Likelihood Integration erkla¨ren lassen und
inwiefern sich eine Tendenz zum Mittelwert als Bayes’scher Prior interpretieren
la¨sst (Abschnitt 7.1). Danach werden die Teilprozesse, die vermutlich an der In-
formationsverarbeitung in den Experimenten zu aufrechten Drehungen beteiligt
sind, na¨her besprochen.
Das zweite große Thema ist der Einfluss vonAufmerksamkeit undWahrnehmung
von Konflikten auf die multisensorische Integration (Abschnitt 7.2). Nach einem
Vergleich vonmultisensorischer Integrationmit ”crossmodal attention” (Aufmerk-
samkeitseffekten, bei denen Stimuli in einer Sinnesmodalita¨t die Aufmerksamkeit
in einer anderen Modalita¨t beeinflussen) wird diskutiert, welche Rolle Aufmerk-
samkeit in der multisensorischen Integration spielt. Insbesondere wird das ”bi-
ased competition”-Modell fu¨r Aufmerksamkeit besprochen.
Ein weiteres Thema ist die Wahl von Antwortstrategien in psychophysischen Ex-
perimenten (Abschnitt 7.3). Zuna¨chst wird diskutiert, wie mit Strategien in psy-
chophysischen Experimenten umgegangenwird undwelche neuronalen Prozesse
derWahl einer Strategie zugrunde liegen. Danach wird besprochen, welche Rolle
Strategien in den Experimenten dieser Dissertation spielen ko¨nnten.
Der letzte Abschnitt (7.4) bespricht mo¨gliche Unterschiede der multisensorischen
Integration fu¨r Wahrnehmung und fu¨r Handlung.
Appendix A beschreibt die verschiedenen visuellen Stimuli, die in den Experi-
menten verwendet wurden. Insbesondere wird auf Spectral Texturing eingegan-
gen, eine Texturierungsmethode, die fu¨r diese Doktorarbeit entwickelt wurde.
Spectral Texturing hat einige besondere Eigenschaften, die es fu¨r die Untersu-





1.1 Principles of perception and action
The basic task of any nervous system is to increase the chance of survival of an
organism, and of promoting its genes, by guiding it through its environment,
seeking advantageous states and avoiding perils.
Each organism has internal states like pain, blood sugar and oxygen levels etc.,
that are influenced by the outside world and also change by themselves (for ex-
ample blood sugar level may drop by itself due to metabolic activity). To ensure
survival, it is usually necessary and sufficient to keep these internal states in an
acceptable range. To be better able to do so, higher organisms (animals) have de-
veloped nervous systems which can measure the current situation and generate
motor actions to actively influence what happens to the animal.
Nervous systems have sensors for both internal states of the animal and external
states of its environment. The internal states (for example level of blood sugar)
tell the nervous system about the current state and needs of the animal. The ex-
ternal states (for example the location of a food source, which could for example
be sensed by a gradient of pheromones) are measured to provide the nervous
system with necessary information to generate appropriate actions (for example,
to approach the food source, given that the animal is hungry).
The animal controls its internal states indirectly by acting on the external world,
which then in turn influences the internal states. This is illustrated in Figure 1.1.
Actions need to be chosen and executed before their consequences on external and
internal states can be sensed, so they can not be selected as a simple reaction to
their consequences. Instead their consequences have to be predicted at the time
of execution selection. Often also actions are made which do not have a direct
effect on internal variables and optimize the states more globally. Therefore one
of the most important tasks of a nervous system is to predict direct and indirect
internal and external sensory state changes that are caused by actions in the cur-
rent situation, and that are likely to happen by themselves, by using the currently
available information about the situation. The prediction of the consequences of
actions has to be an essential part of decision-making ([Braitenberg, 1984] chap-
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Figure 1.1: The basic task of a nervous system.
ter 13, [Koch and Davis, 1994] chapter 2), and is also important for sensorimotor
control [Wolpert and Ghahramani, 2000].
The task of the nervous system is thus to
• assess the current situation,
• predict possible future external and internal states under the condition of
possible actions, and
• select and execute the action which optimizes the future internal states.
To be able to select and execute the most favorable action, the control system
needs information on the dependencies between actions and changes of external
states, and on dependencies between external states and internal states. This
information can be either pre-programmed genetically or acquired by learning.
Knowledge about which internal states are favorable for survival has to be pre-
determined genetically as an axiomatic basis of behavior.
1.1.1 Hierarchies of sensory-motor transformations
If every sensor and every motor variable is seen as a separate dimension, the
task of the nervous system can be described as a function which transforms an
n-dimensional input space (all sensors) to an m-dimensional output space (the
muscles). If the brain was a memory-less and unadaptive system which just as-
signs one output activity pattern to each input activity pattern, and if we simplify
the sensors so that each one just provides a binary value, we could write down
the transformation from n inputs to m outputs as a large table of m lists with
2n entries each. Unfortunately, for real nervous systems n and m are very large
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numbers, so it is not practical both to store this complete list of values, and to
derive it from real data. Therefore the brain needs to use a simplified mapping
function, which uses all available processing units in a way so that the optimal
mapping function is approximated as closely as possible.1
A lot of evidence suggests that this mapping function in the vertebrate brain uses
a hierarchy of representations which transforms data from a format which is re-
lated to sensory properties into a format which is more closely related to motor
actions (Figure 1.2). This is for example visible in the topology of receptive fields
of neurons in different brain areas, and in the typical specificity of these recep-
tive fields. For example in V1 (Brodman area 17), the cortical area which receives
most direct information from the eye, responses of single cells are related to sim-
ple visual items like moving bars or certain color contrasts in spatially restricted
parts of the visual field. Cells which respond to stimuli in neighboring parts of
the visual field are located close to each other in V1, so that the topology of the
visual field is more or less preserved. When looking at cells in higher and higher
brain areas, the specificity of single cell responses gets more and more complex
when described in sensory coordinates, and the location where a visual item has
to be to excite the neuron gets less and less restricted. Finally, at the stage of mo-
tor output in primary motor cortex M1, single cells are tuned to certain patterns
of muscle contractions, and the topology of the area is more or less an image of
the body (the Penfield homunculus).
To generate behavior, the nervous system needs to extract behavior-relevant pat-
terns from the sensory information. As an example, think of the identification of
a car coming towards you on a narrow street. It would be a good idea to jump
aside not to be hit by the car. In this situation, the behavior-relevant stimulus is
the ”car” object (moving towards you at high speed), and the reaction directly as-
sociated with it is to ”jump aside”. For this reaction it is irrelevant which brand of
car it is, what color and particular shape it has, what the current light conditions
are, and where exactly on the retina its image is located. There are a very high
number of retinal activity patterns which should cause the same reaction, and a
different also very high number of patterns which should not cause this reaction.
It is not possible to decide the reaction from only a few pixels of the retinal image.
However, once the approaching car is extracted from the high-dimensional image
and represented in the activity of a restricted population of neurons, the mapping
to a corresponding reaction is much easier. A second advantage of such a repre-
sentation is increased generalization, and with this reduction of the number of
training examples needed. Every new approaching car will produce a different
retinal pattern, but if all of these patterns activate the ”approaching car” repre-
sentation the correct reaction will be produced to all of them.
The importance of generalization and abstraction for information processing will
be discussed further in chapters 3.14 and 4.2.2.
If we assume that the brain uses a hierarchy of intermediate representations for
sensory-motor transformations, the interesting question is now what the optimal
set of such intermediate representations is, and how this set could be generated
1Such a more concise representation could be similar to a Bayesian Network, see section 1.3.






































Figure 1.2: A proposal for the global structure of data processing in the brain, on the example
of a visually guided grasping movement. Transformation between sensory inputs and motor
outputs in the brain probably takes place in a hierarchy of representations. Information which is
removed from object representations (abstraction) in perception gets stored in different cortical
areas and can then be used to concretize representations for action. The names of the different
areas involved are tentative; see Appendix D for explanations of the abbreviations. The crossed,
dashed red arrow symbolizes that there is often no easy possibility to derive the action directly
from the incoming visual information, except for very simple, reflex-like mechanisms (like, for
example, closing the eyes when dazzled by light). The hierarchy shown here is similar, but not
identical, to the one proposed by J. M. Fuster (see [Gazzaniga, 2000], chapter 89).
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in the brain based on genetic predisposition and learning. Two restrictions of the
real world constrain the processing: one on the sensory side and one on themotor
side. Sensory signals contain certain statistical dependencies which are caused by
the structure of the world, which reduce the number of possible sensory informa-
tion patterns, and only a subset of possible motor output makes sense to act in
the world.
1.1.2 Constraints of sensory-motor transformations
Nervous systems use a variety of receptors to measure the outside (and inside)
world. The signals of these receptors have to be brought into agreement to allow
for a coordinated response. If there were several separate information channels
from sensors to actuators, which wouldn’t communicate, it could happen that
separate channels give rise to actions which contradict each other.2 The following
example illustrates this:
- Imagine standing in front of a glass door. Say your legs would be controlled by
your eyes that think there is an opening where you can step through, and move
forward, while your left hand, which touches the glass and thus knows that there
is a glass pane, starts to move your trunk around, and during this your right hand
tries to search for the door handle.
Such a behavioral system would probably not have a very high evolutionary fit-
ness. Reactions have to be based on a consensus of the relevant incoming sig-
nals. The fact that a muscle can only perform one motion at a time (try to flex
and extend your arm at the same time!), and that only a subset of the possible
combinations of muscle movements make sense, requires the nervous system to
use a singular control mechanism for mutually exclusive actions.3 This control
mechanism can be driven by a singular goal.
A similar limit exists on the sensory side - the outside world can only be in one
state at a time, and if different sensors disagree on the real outside situation they
have to be brought into accordance. There can only be one ground truth. As dif-
ferent aspects of the environment are likely represented in different brain areas,
a mechanism is needed that brings them into accordance. This is known as the
binding problem.
A third restriction for the sensory-motor transformation comes from the fact that
the sensory and motor systems are not used for one specific task only. The brain
uses the same structures to perform a high variety of functions. Representation
of information in those structures should be optimized for all those tasks at the
same time.
2This occasionally happens in split-brain patients, where the corpus callosum is cut so that the
two hemispheres of the brain are separated and each one has control over one half of the body.
However, such problems are mostly avoided by subcortical connections.
3Of course we can for example walk and manipulate something with our hands at the same
time. Still our central cognitive unit may be limited to one thing at a time - we focus our attention
to our hands, whereas walking at the same time is an automated, unattended process.
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1.2 Sensor fusion for perception and action
To generate an optimal estimation of its current situation, which integrates all the
available sensory evidence, the brain has to combine the signals of the different
senses into one fused model. This should happen in a way so that the real sit-
uation is reflected as correctly as possible, or more accurately in a way so that
the prediction of the estimated real situation becomes as reliable as possible. This
process is called Sensor Fusion, (Multi-)Sensory Integration or Cue Integration.4
1.2.1 Perception as inversion of world-image mapping
In the 20th century, theories on sensation and perception were inspired by the
recent advances in information theory and coding theory. This led to the view
that the process of sensing the external world is essentially encoding information,
which then needs to be decoded again by the brain to ”reconstruct” the original
information for perception. For example, when viewing a car, the original infor-
mation (car) is translated by the eyes into a complex pattern of neural activity
(encoding), which then needs to be processed by the brain (decoding) to get back
the original information (car). Usually in those models, the goal of sensory pro-
cessing is perception, not motor response. Some examples from literature:
• In 1952, Egon Brunswik developed an approach to perception which he
called ”Probabilistic Functionalism” ([Gordon, 1997], chapter 4). He de-
scribes a conceptual framework in which an inversion of a world-image
mapping is accomplished in perception. Brunswick assumes that observers
perceive the world through a multitude of cues, which are all probabilistic
and not fully dependable. From these measured cues, which are all imper-
fect, the observer estimates hidden, more reliable real-world variables by
combining the available information. According to Brunswick, perception
involves a focusing of (measurable, called ”proximal”) cues to find an inter-
nal estimate of a (not directly measurable, ”distal”) real-world variable.
• Irvin Rock views perception as a search for an interpretation of the prox-
imal stimulus in terms of what object or event in the world it represents
[Rock, 1983]. ”In other words”, he says, ”the goal of processing is to arrive
at a description of the outer object or event.”
• [Clark and Yuille, 1990] also talk about perception as the process of inverting
the world-image map – reconstructing a model of the outside world on the
basis of the ”image” provided by the senses. They pay particular attention
to the idea that sensory cues provide constraints which narrow the space of
possible explanatory models.
But how would the nervous system accomplish the task of reconstructing the
original information? It has no means to verify any extracted data against the
real world, as all sensations are encoded and transmitted by the senses.
4Sensor Fusion is a term mostly used in engineering, while in biology one more often talks
about Multisensory Integration or Cue Integration. The terms are used as synonyms in this thesis.
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1.2.2 Sensor fusion by mutual prediction
To be able to learn a function which estimates a real-world variable from sensory
signals, a teacher signal specifying the value of the real-world variable is needed.
Such a teacher signal is not directly available to the nervous system.
When a single sensory value is measured, let’s say ’5’, it is not clear without
further information what the meaning of this value is. If a sequence of many
signals of that sensor is measured, a mean and a variance of the measurements
can be computed, but again it is not possible to distinguish how much of the
signal variation is actually signal and how much is noise. It could for example be
that the measured value changes a lot and is measured accurately, or it could be
that it does not change but the measurement is noisy. To distinguish these cases
the actual value of the measured signal would be needed – but usually it is not
available (else we would not need to estimate it).
However, if measurements are made with more than one sensor, dependencies
between the different sensors can be identified. There are cases in which signals
from different sensors have a high mutual predictability, as they measure different
but highly dependent aspects of a real-world entity. ’Mutual predictability’ of
two information sources A and B means that there exist functions f ,g, so that
f (A) is correlated with B and g(B) is correlated with A. In these cases the signals
from the different modalities can be used together to optimize the estimation of
each of the sensor values, if functions (internal models) f and g have been learned
using sensor signals as teachers. The real-world variable remains hidden behind
the sensors, and the estimation process is by nomeans an ”inversion of the world-
image mapping” (see section 1.2.1). Rather, internal models predict the current
and future states of the system’s own sensory inputs. Those predictions can be
validated and adapted by the sensory system, whereas the facts of the real outside
world remain hidden behind the senses.
However, this does not mean that the internal models are independent of the out-
side world. On the contrary – an internal model which is able to predict sensory
inputs necessarily captures some of the structural regularities of the outside world.
Therefore the successful activity of a predictor is a representation of the presence
of a world situation or object.
If a system does have motor outputs together with sensory inputs, it can also
learn models which predict the influence of different actions on sensory measure-
ments. Such models are necessary for goal-directed behavior and active model
testing (see section 4.2.3). For the behavioral control of the animal it is sufficient to
reliably predict the future states of the sensory inputs, in dependence of a current
state and executed action. We will investigate this principle further in section 1.3.
If the predictions for a sensory signal, which are derived from other sensors, are
combined (fused) with the measurements of the sensor itself, the estimate of the
value measured by that sensor can be improved. We call this principle sensor
fusion by mutual prediction.
Mutual prediction can even help overcome drop-out of signals from individ-
ual modalities. If in this case the sensory signal is replaced by a prediction of
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that signal derived from the available sensors, inputs from all modalities can
be provided to a subsequent integration stage. This is necessary if the integra-
tion stage requires a full set of inputs to work correctly. The principle of recon-
structing individual sensory inputs from others has for example been used by
[Zupan et al., 2002], where it was called ”frequency completion”.
The principle of mutual prediction also has the advantage that it can compensate
for noise and biases of sensory measurements and neural systems. Its goal is to
always approximate a target stimulus (which is continuously provided) as well
as possible, by adapting synaptic weights. Therefore the system should be able to
produce correct results even with inexact computations (for example a somewhat
nonlinear combination of two inputs which is not really a multiplication).
The concept ofmultisensory integration bymutual prediction is discussed further
in section 4.5.
1.2.3 Unimodal and multimodal sensor fusion
In sensor fusion literature it is often assumed that the main task of multisensory
integration is the reduction of noise in the sensory measurements, by weighted
averaging of information provided by different sensors. However, a nervous sys-
tem does usually not use several sensors to measure exactly the same real-world
variable in exactly the same way several times, just to average the results to re-
duce the sensory measurement noise. Typically all receptive fields are unique,
even though they overlap. The integration of their signals is much more often
a construction of a larger model from a multitude of parameters, each one pro-
vided by a sensory cell, than a simple noise-reducing averaging (see section 1.3
for an example). If two sensors ’disagree’, this usually means that the sensory
system is in an unusual situation (like in a driving simulator), or it is damaged
(for example poisoned).5
Examples for multisensory integration in the brain are estimation of the location
of an object in the environment which can be seen and heard (evident for example
in the ”ventriloquism effect”, see [Goldstein, 2002], [Stein and Meredith, 1993]),
integration of visual and auditory signals when counting simultaneous flashes
and beeps [Shams et al., 2000], interactions between seen and felt parts of the own
body [Carey, 2000], size estimations of objects using information from visual and
haptic modalities [Ernst and Banks, 2002], and estimations of self-movement and
orientation in space (covered in more detail in this dissertation).
Integration of information for estimation also takes place within one sensory
modality. On a neural level, for example the information of many retinal gan-
glion cells has to be combined in early visual cortex so that a single neuron can
respond to a line with a specific orientation and location in the visual field. In hu-
man visual perception, it is thought that shape and depth estimates derived from
5In the case of a poisoning it might be a good idea to stop eating and perhaps empty the
stomach. The vestibular system is ideal for detecting poison, as the endolymph fluid changes
density when certain substances are present in the blood, which results in aberrant signals of the
canal system (for example vertigo in alcohol intoxication, see section 2.2.2).
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different visual sources (shading, texture, stereo) are combined to form a consis-
tent percept of the visual scene, taking prior information about the characteristics
of real-world visual scenes into account [Bu¨lthoff and Mallot, 1988].
There is no reason to believe that the neural processes used to combine informa-
tion from different senses differ fundamentally from those that are involved in the
processing of information from several sensory cells of one modality. The neu-
ral code is always the same. Therefore it could be of value to use insights from
unimodal information processing, for example the well-studied mechanisms in
primary visual cortex, to find plausible models which are also applicable to the
integration of signals from different modalities. On a functional level, both in-
tegration of signals within and between modalities can be modeled by using
the same formalisms. A particular successful approach is Bayesian modeling of
the integration, which has been applied both to integration within a modality
([Bu¨lthoff and Yuille, 1991], [Bu¨lthoff, 1991], [Yuille and Bu¨lthoff, 1996]) and be-
tween modalities ([Ernst and Banks, 2002], [Ju¨rgens and Becker, 2006]). Bayesian
modeling of integration is explained in detail in section 5.5 and is also paid par-
ticular regard in the experimental part of this thesis (chapter 6).
One prominent difference between integrationwithin and between sensorymodal-
ities is that the spatial relationships between some sensory modalities change
with body movements, for example the orientation of the eyes relative to the ears
or both relative to the hand. The relative orientation of different senses has to be
taken into account when information from those senses is to be aligned spatially
for integration.
1.2.4 Reliability and validity
As soon as several sensors are involved, they may deliver different estimates of
a certain value in the world, and this with different reliabilities. For example, in
a noisy environment, the reliability of the auditory cue drops and we might use
lip-reading to improve understanding of spoken words. In the dark, or if our
eyes are closed, the visual cue reliability drops and we might rely more on haptic
cues when finding our way through a room.
For an optimal estimation of the value in the world the amount with which the es-
timation relies on each of the cues should depend on the reliability of the cue. The
mathematically optimal rule for cue integration is given by the maximum like-
lihood estimation principle, which combines cues by weighted averaging with
weights determined by the cue reliabilities (see chapter 5.5).
Humans seem to automatically adapt to howmuch they rely on which of the cues
to get the best estimation possible out of the sensed data, in agreement with the
maximum likelihood estimation principle [Ernst and Banks, 2002]. For this, the
brain has to know what the current reliabilities of the cues are [Jacobs, 2002].
There are cases in which one of the sensory inputs provides information with
a high reliability, but its value does not fit to the value provided by the other
sensors. In this case the reliability of the signal would be high, but it would be
invalid and should not be integrated with the other signals. If conflicts between
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sensory signals are high, a robust integration mechanism should suppress the
invalid cue. There is some experimental evidence for such a process (see for ex-
ample [Porrill et al., 1999] and section 6.5.3.2).
Since the mapping function between different sensors (in the sense of ’mutual
prediction’ as described above) has to be learned from actual data, such conflicts
can only be identified if a mapping function is already established. Conflicts then
show as differences between predicted and actual measured value of a sensor.
Reliabilities of sensory signals could be encoded in different ways in neural sig-
nals [Witten and Knudsen, 2005]. If the integration of sensorymeasurementswith
predictions from other sensors is accomplished by using gain modulation in pop-
ulation codes (see section 5.4), the reliability is encoded in the spread of the acti-
vation in the population code, whereas the value of the measurement is the mean
(or the maximum) of the population activity. The validity of a prediction from
other sensors can be computed by the sum over point-wise multiplied population
codes of measurement and prediction (see section 5.5). If this sum approaches
zero, the prediction is invalid.
For population-coded cues A and B (both being normalized probability distribu-
tions on the same coordinate axis), and a validity v of A predicting B (for example
v= |AB|), robust estimation of B can be performed by
B′ = v ·AB+(1− v) ·B (1.1)
It is important not to mix up the identity/value and the reliability of stimuli. Such a
population coding provides this distinction [Knill and Pouget, 2004].
1.2.4.1 Reliability and validity in hierarchical models
In a hierarchy of intermediate representations between sensor input and motor
output, detection and use of reliabilities and validities might take place implicitly
at all stages of the processing hierarchy.
In an edge detection filter (as used in computational image analysis), at every
pixel in a local area the product of the incoming image with the corresponding
pixel of an edge pattern is computed, and the results are summed. The sum or
mean value of the incoming image pixels defining the edge is independent of the
reliability that an edge is actually there (random noise and a sharp black/white
border will both result in the same sum/mean value), but the value of response
of the edge detector is equal to – or at least depends strongly on – the evidence for
the edge that is coded. A noisy or deviating edge will result in a lower response
value. The same applies for other feature-extracting models. A population of
extracted features, each with its corresponding amount of evidence, can then be
used as input to higher feature detectors which analyze the data for patterns of
edges. Comparable processes are thought to occur in the different stages of visual
processing in the brain.
The models (which might be implemented in individual neurons) thus re-code
the incoming data so that the amplitude of the response equals the model’s evi-
dence. The information, what stimulus is represented, is encoded in the identity of
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the neuron (which neuron it is that is active). Single neurons thus act as evidence
collectors for individual interpretations.
1.2.5 Three problems in sensor fusion
Three problems have to be solved in sensor fusion ([Spence and Driver, 2004]
chapter 6). First, the brain has to figure out which stimuli belong to the same
source and may be fused (assignment problem). This is related to the principle of
cue validity (discussed in section 1.2.4). Second, the signals from different senses
have to be transformed to a common frame of reference (recoding problem). Third,
to get the fused estimate, the information from all cues needs to be combined.
To get the optimal fused estimate, this should be done using statistical inferences
which consider the possibly different reliabilities of the cues. These two problems
can be solved by applying mutual prediction (see section 4.5).
Let’s look at an example where the location of a singing bird in space should be
estimated from both visual cues (image on the retina) and auditory cues (interau-
ral time delay for the bird’s song) to be able to point to the bird. To find out where
the bird is in relation to the arm, the position of the head (and with this, the ears)
and the orientation of the eyes in the head (which defines where on the retina
the bird’s image will be projected) has to be used to align the information of both
senses. The result could be a spatial probability map for each auditory and vi-
sual modality which assigns a probability that ”the bird is there” to every spatial
location. The reliability of each cue is coded here in the spread of its probability
distribution. If the spatial maps are in perfect register, the optimal estimate (also
a probability distribution) can be computed by point-wise multiplication of the
probability maps. Alexandre Pouget and colleagues have put these ideas into a
theoretical model (see section 5.4).
One well-studied brain structure which performs sensory integration for spatial
directions is the superior colliculus. Its function will be discussed in detail in
section 3.2.
In conclusion, the basic function of sensor fusion is to combine the information of
several sensors to calculate behaviorally relevant features from the input, while
minimizing the variance (maximizing the reliability) of the inferred variables.
Therefore sensor fusion is a very important function of nervous systems and lies
at the center of sensorimotor processing.
1.3 Sensor fusion for identification - a simple example
To get an intuitive feeling for what sensor fusion needs to do to generate optimal
estimations given the available data, we examine a simple example of an animal
that lives in a world of fruit. It is equipped with a sensor for ’color’ (red, green,
yellow, brown), a sensor for ’shape’ (round, oval) and a sensor for ’size’ (small,
large) with which it tries to infer the edibility of different fruits it encounters. It
also has a means of measuring the real edibility of the fruit – by eating it and
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color size shape apple pear banana cherry nut edible
red small round 15/15 0 0 80/80 0 95/95
oval 0 0 0 0 0 0/0
large round 135/135 0 0 0 0 135/135
oval 0 0 0 0 0 0/0
green small round 2/10 0 0 0/60 0/30 2/100
oval 0 2/9 0/12 0 0 2/21
large round 54/90 0 0 0 0 54/90
oval 0 40/81 0/108 0 0 40/189
yellow small round 12/15 0 0 0/20 0 12/35
oval 0 5/12 12/12 0 0 17/24
large round 135/135 0 0 0 0 135/135
oval 0 108/108 108/108 0 0 216/216
brown small round 0/10 0 0 0/40 56/70 56/120
oval 0 4/9 5/16 0 0 9/25
large round 0/90 0 0 0 0 0/90
oval 0 40/81 43/144 0 0 83/225
500 300 400 200 100 ∑1500
Table 1.1: Absolute numbers of edible fruits and all fruits for all sensed combinations (edibility
ratios). The hypothetical animal does not know the real identity of the fruit, it only knows
the first three and the last column of this table. ”54/90” for example means that there are
90 fruit of this kind with this combination of sensible features in the world, 54 of which are
edible.
observing the body response. Its world contains 500 apples, 300 pears, 400 ba-
nanas, 200 cherries and 100 nuts. All single fruits are encountered with equal
probabilities. Some of these fruits are edible, others are not. Table 1.1 shows the
combinations of sensory perceptions each fruit creates and whether it is edible or
not (the ’ground truth’). For simplicity in this example the animal’s sensors are
modeled to output discrete values, and therefore the sensory perceptions can be
represented in a table. Note that the animal has no means to identify the kind of
fruit (apple, pear etc.) it is confronted with; it can only sense color, size, shape,
and edibility. The information our animal has access to after probing the environ-
ment for some time is shown in Figure 1.3.
We assume that our animal is hungry and finds a fruit. The important task the
nervous system has to solve in this setting is the prediction of the edibility of the
encountered fruit before it is actually eaten (andmight cause intestinal problems),
to guide the actions of the animal.6
In this example, the animal can use its current sensations of color, size and shape
to look up the expected edibility in the table in Figure 1.3 (read out the absolute
values for ’edible’ and ’not edible’ for the currently sensed size, shape, and color,
and compute an edibility ratio from them), and then decide whether it is hungry
enough to eat the fruit or continue the search for a better one. As all three sensor
6Predicting the future is a very important function of nervous systems, as decisions have to
be taken before their effect can be sensed, but their consequences need to be known to make the
decision.
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Figure 1.3: A table of absolute occurrences of fruits with different characteristics in our model
world.
Edibility by color only:
red green yellow brown
230 of 230 98 of 400 380 of 410 148 of 460
(100%) (24.5%) (92.7%) (32%)
Edibility by size only: Edibility by shape only:
small large round oval
193 of 420 663 of 1080 489 of 800 367 of 700
(46%) (61.4%) (61.1%) (52.4%)
Tables 1.2: Edibilities of encountered fruits given only a single sensor
values are used for the look-up, one could say that the information of all three is
’fused’ to guide the prediction of the edibility. The sensor values act as constraints
that define a subspace of the complete feature space (table), which contains the
current situation.
We can also make predictions of edibilities if not all of the sensor values are
known. For this, we pool the matrix entries for all unknown dimensions. Un-
fortunately this decreases the quality of the predictions (see below). Tables 1.2
show the pooled predictions if only one of the sensor values is known.
The prediction using such a matrix works as follows. One sensation of an object
consists of a vector of sensed values of the n single sensors. If the sensors are
modeled as having a finite set of possible measurement values (an output alpha-
bet), as in this example, we can write all sensations in an n-dimensional matrix of
occurrence counters, with each entry of the matrix representing a certain combi-
nation of sensed values and containing the number of times that this combination
of sensor values has been seen. In our case this matrix is a four-dimensional ma-
trix of size 4× 2× 2× 2, with the dimensions representing color, shape, size and
edibility respectively (Figure 1.3).
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Figure 1.4: How to make predictions by using a matrix of stimulus combinations.
If we now want to make a prediction of one of the variables represented in the
matrix, given measurements of some other represented variables, we proceed as
follows:
• First, we select a sub-matrix of the complete matrix by constraining it in
the directions of each given variable to the slice which is specified by the
variable (Figure 1.4 left).
• Then, we collapse the remaining matrix so that only the dimensions to be
predicted remain, by summing up all occurrence counters which end up in
the same final bin (Figure 1.4 middle). This process is called marginalization.
• The result is a histogram of values along the dimension to be estimated
which provides the best estimate possible (Figure 1.4 right).
Let’s use this process in an example where the hypothetic animal can only sense
color and wants to estimate the edibility. Let’s assume the sensed color is yel-
low. So we first select the sub-matrix from Figure 1.3 that describes yellow fruits
(two horizontal rows). Second, we collapse the sub-matrix along the irrelevant
directions ’shape’ and ’size’ by summing up the numbers into two bins for ’edi-
ble’ and ’not edible’. These two bins (containing the numbers 380 and 30) are the
histogram for the estimated edibility.
Using two or all three sensors for the prediction gives the animal an advantage,
compared to using only one sensor. Tables 1.2 show the edibilities of encountered
fruits given only a single sensor. As you might notice, the estimations of the
edibility are often less accurate and never more accurate when only one sensor is
used; compared to the use of three sensors, they typically are closer to the global
edibility mean of 57%, and further away of the real edibilities which are either 0%
or 100% for each fruit.
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Figure 1.5: The overall sum of quadratic errors (dotted vertical lines) to mean values (horizontal
lines) increases if instead of mean values of subsets (left) the mean of the complete set is used
(right).
Does the use of more sensors always give an advantage in predictions, and if
so, why is this the case? To examine this question we have to quantify the error
which is made in a prediction. For this we use the sum of quadratic differences
between the predicted edibility and the real edibility for all fruits. For any given
set of values xi, the one reference value v which minimizes the sum of quadratic















Say we have two sets of values, each with its arithmetic mean as best predictor. If
we join the two sets and use the mean of the joint set as an estimation for all ele-
ments of the set, the quadratic error for each former subset will either increase (if
the new mean is different than the one which was used before for the subset), or
stay the same (if the mean used for the subset did not change). Therefore by join-
ing subsets our prediction can only get worse, but not better. This is illustrated in
Figure 1.5.
The less sensors we have, the more observations will be pooled in the same bin,
sharing the same prediction value. More sensors, and especially sensors which
provide independent information, allow the identification of more bins and with
this better predictions of values that are inferred from an observation.
This, and not simple noise reduction by measuring the same information twice,
is the benefit of using and combining several sensors in this example.
1.3.1 Prediction networks
The prediction table (Figure 1.3) can be implemented in a processing network, as
shown in Figure 1.6. The network consists of a feed-forward and a feed-back part.
It can use and predict arbitrary subsets of its sensory inputs, but by implementing
the complete probability table.
The nodes in the middle (table nodes) represent the table in Figure 1.3, the nodes
around it (sensory nodes) represent the different sensory channels and possible









12 23 135 0
95 0 135 0
2 98 54 36
56 64 0 90
17 7 216 0
0 0 0 0
2 19 40 149










12 23 135 0
95 0 135 0
2 98 54 36
56 64 0 90
17 7 216 0
0 0 0 0
2 19 40 149
9 16 83 142
edible not edible
Figure 1.6: A network that can perform arbitrary predictions of sensory variables on the basis
of arbitrary known variables; see text. Left: feedforward inhibition network (all connections
are inhibitory); right: feedback prediction network (all connections are excitatory)
values, also like in that table. The network implements the principle shown in
Figure 1.4, and works in the following way:
• All table nodes are active by themselves. Each sensor node which is TRUE
shuts off all table nodes which are incompatible with its value (Figure 1.6,
left). Sensor nodes of unknown value do not influence the table nodes. This
implements the ”selection along specified dimensions” step in Figure 1.4.
• Connections from a table node back to a prediction node parallel to a sen-
sory node add the number to the histogram in that prediction node only if
they are active (Figure 1.6, right). This implements the ”collapse unspecified
dimensions” step and generates histograms in the sensory nodes.
There are two problemswith a table of all possible combinations of sensed values.
First, its size grows exponentially with the amount of variables represented, and
would be intractably large for any real-world setting. Second, filling such a huge
table with reasonable estimates would require a high amount of training data,
and learning would become intractably slow. Therefore it is unlikely that sensor
fusion is implemented as a complete table in the brain. Instead it is more likely
that the brain finds a representation of reduced size (see below). Still, for visu-
alizing the basic principles of sensor fusion and prediction in this small example
the complete table is useful.
If we only want to predict edibility from the other sensor readings, the circuit can
be considerably reduced.
Figure 1.7 shows the predictions for edibility for all percept combinations of the
other sensors. The amount of values that need to be represented for a specific
prediction can be reduced if cells of the matrix which make similar predictions
are treated together. Here for example this is possible for the color ’red’. As soon
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Figure 1.7: The edibilities of encountered fruits as a three-dimensional diagram.
as something is red, it will be certainly edible - no need to look at the two other
sensors. Also, if something is identified as yellow and large it can be certainly
eaten, no matter what shape it has.
In these cases, whole dimensions are removed from the prediction table, under
the condition that the current stimulus lies in a certain stimulus subspace. This fact is
called conditional independence – the variable to be predicted is independent of the
removed dimension, given that our current stimulus is in a constrained subspace
of the feature space.
Example: under the condition that the color of a fruit is red, the edi-
bility of this fruit is independent of its size and shape.
Conditional independence is the key to reduce the representation of the predic-
tion from a complete table of exponential size to a more concise, graph-like data
structure, called a Bayesian Network [Jensen, 2001], [Pearl, 2000].
We can also pool predictions which are approximately equal, if we are satisfied
with a less accurate prediction. If we target an output space with just four bins,
0-25%, 25-50%, 50-75% and 75-100% edibility, we can pool some more of the pre-
dictions. The resulting data structure which describes the edibility prediction is
then the directed graph shown in Figure 1.8.
Circles represent nodes of the graph. Each node has a binary state. The top row
of the graph represents the inputs. We assume that always one color, one size and
one shape input node are set to TRUE, the rest to FALSE. The network will then
ensure that exactly one output node will become TRUE.
As the sensory inputs are all boolean, another possibility to describe this network
is by using logical formulas. For this we specify the output as also consisting of a
set of binary variables, designing edibility probabilities of 0-25%, 25-50%, 50-75%
and 75-100%. We can then describe the predictions with the following formulas:
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Figure 1.8: A simple three-layer feed-forward neural network implements the pooling structure
of Figure 1.7. ∧ designates a neuron which implements an AND operation between its inputs,
∨ neurons combine their inputs by an OR function. Note that this approximative prediction
can be made by using just three bimodal and six trimodal neurons in the hidden layer.
• 0-25%: (GREEN AND SMALL) OR (BROWN AND LARGE AND ROUND)
• 25-50%: (YELLOW AND SMALL AND ROUND) OR (BROWN AND SMALL
AND ROUND) OR (BROWN AND OVAL)
• 50-75%: (GREEN AND LARGE AND ROUND) OR (YELLOW AND SMALL
AND OVAL)
• 75-100%: (RED) OR (YELLOW AND LARGE)
These formulas are in the so-called disjunctive form, or ”sum of products” (SOP),
which consists of a disjunction of conjunctions. Any formula of propositional
logic can be transformed into a disjunctive form. Any formula in disjunctive
form can be implemented as a feed-forward neural network with just one layer
of AND and one layer of OR neurons (as for example shown in Figure 1.8). Note
that the conjunctions do not all contain all the variables, but only those which are
important to specify the case they represent.
There usually are multiple possibilities to convert a given logical truth table into
a disjunctive form. To optimize the representation one is looking for a minimal
disjunctive form (an optimal form). In computer science a variety of algorithms
are used to minimize formulas of propositional logic, like KV (Karnaugh-Veitch)
tables or the Quine-McCluskey method.
A cumulative probability table contains information for arbitrary predictions –
with arbitrary given constraints and estimation targets. A good implementation
should conserve these properties. The network shown in Figure 1.8 can only
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perform the prediction of the edibility, and requires that the values of all three
other sensors are known.
These problems can be overcome by using one prediction network for each sen-
sory cue. Then every target cue can be estimated, since the value of each of them
is predicted by the known values of the other cues. This can also help if in cer-
tain situations sensors fail (provide no information or information with severely
reduced reliability). In that case, the sensory input could be replaced by a predic-
tion of that input based on other cues, so that all necessary inputs to a subsequent
fusion stage are available. This principle is also called ”mutual prediction”; see
sections 1.2.2 and 4.5.
Even such simplified, compact representations of the cumulative probability table
get quickly very large. In the brain, the computations are done in a hierarchical
network of several layers. Instead of treating the whole problem at once, the
information is first optimized (reduced in dimension) within smaller subspaces,
and the results are fed into higher-level processing layers.
This principle of computation could be implemented in a network of cortical
pyramidal neurons with feed-forward and feed-back connections, excitation and
inhibition (see chapter 4).
1.4 Sensor fusion for action selection
1.4.1 Introduction
As illustrated above, the integration of signals from several sensors can serve to
improve predictions of behaviorally important information. In last consequence,
these are used to guide behavior – to select favorable actions in the current envi-
ronment, taking the current goals and necessities into account (see section 1.1). In
this section, an implementation of a system is described which retrieves informa-
tion from the sensory environment to predict consequences of different actions in
the current situation, and uses these predictions to optimize behavior. Predictions
are learned autonomously by exploration of the environment.
Simple behavior can be implemented with very simple means on small robots.
The idea is developed in Braitenberg Vehicles [Braitenberg, 1984]. For example,
direct connections from two light sensors to two motors at the sides of a vehicle
can implement attraction and repulsion behavior to light sources. Such a robot,
though, has a fixed response to every stimulus. It does not assign values to pos-
sible reactions in the current sensory context, and it does not adapt its reactions
to optimize its behavior to the current environment. In this section a minimalist
implementation of a system is presented which is adaptive and learns to optimize
behavior from exploration.
The task of the robot is to learn to move through the environment without bump-
ing into walls (avoidance behavior). For this it uses a camera image which shows
the area in front of the robot. The image is analyzed and predictive variables are
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Figure 1.9: The Lego robot with camera. The approximate field of view of the camera is also
shown.
identified, which are then used to predict the outcome of the robot’s actions. By
using these predictions a currently favorable action is then selected.
1.4.2 Methods
Hardware. We used a Lego Mindstorms robot which is equipped with a video
camera (see Figure 1.9). The camera supplies a video image that shows the area
in front of the robot and defines the current context. The robot also has a touch
sensor in front to detect when it bumps into things. This signal is used to validate
and train the predictions. To act, the robot has control over two motors that move
the wheels at the left and right side of the vehicle respectively.
The robot is remote-controlled via infrared from a host computer. The Lego brick
computer was only used to interface the sensor and motors to the host computer.
For the communication, a custom-made interface program was used (see below).
Sensor variables can be read (in this case the touch sensor) and motors can be
controlled remotely by using this custom interface.
The camera was unfortunately connected to the host computer by a cable, so the
robot needed to be supervised during its exploration so that it would not become
entangled in its own cable.
Interface. The original Lego software is designed to program small applications
which use the three sensors of the robot as inputs and up to three motors as
outputs. When completed, the program is uploaded to the Lego robot’s computer
(’RCX’, the large yellow brick in Figure 1.9), and then runs stand-alone on the
robot without communicating with the host computer.
1.4. SENSOR FUSION FOR ACTION SELECTION 21
3 binary variables








if state was changed
by main program
Send motor power signals,
if changed by main program
Read sensor values of the
sensors which are on
Main Program
Interface Task Interface VariablesIR Port
Figure 1.10: The structure of the custom-built infrared interface to remote-control the Lego
RCX using a C++ program on a Windows PC.
This approach has some severe limitations. One is that the in- and output is lim-
ited to the sensors and motors of the RCX, and also program size and execution
speed is very limited on the RCX. Since in our system behavior should be con-
trolled by using a camera image, and there is no possibility to plug a camera into
the RCX brick, a different approach was taken.
From information on the RCX instruction set and data format of the infrared pro-
tocol found on the internet, for this thesis a remote-control interface was imple-
mented in C++. Its structure is described in Figure 1.10.
The interface runs in a loop in a separate task and communicates with the main
program by reading from and writing to a set of (volatile) interface variables.
The interface copies these variables into a local buffer before using them, to avoid
problems that might arise if the main task changes a variable while the interface
uses it.
IR communication is donewith an infrared sender/receiver, called ’tower’, which
is connected to either a serial port or a USB port. Both can be accessed in Win-
dows as a communication device (using the Windows command CreateFile()
and related functions).
Control program. The control program runs on the host computer. It reads the
current camera image and processes it. From this visual input the learning algo-
rithm has to derive (learn) predictors for the expected reward value (see below).
The predictors are then used to select appropriate actions for the current situa-
tion. The decision of an action is based on the camera image only; no additional
knowledge of the robot position, the structure of the environment or explicit dis-
tance measurements are used to define the current context.
The structure of the data processing in the learning system between sensors and
action selection is shown schematically in Figure 1.11.







Figure 1.11: Schematic diagram of the sensor prediction mechanism used for the lego vehicle.
See text for a description.
• A camera mounted on the robot (1) sends images to the host computer.
• Each incoming image is resampled to 8x8 pixels (2), and then converted to
YIQ color space (lightness and two color channels).
• From this image ten small images are derived (3): from top to bottom in the
left column, lightness differences of neighbor pixels in x-direction, lightness
differences of neighbor pixels in y-direction, lightness map Y, color map I
and color map Q. The right column contains the same images, just inverted.
• From these ten images, twenty more images are derived by calculating dif-
ferences in time between consecutive frames, and their inverse values (4).
• Then a binary context map (5) is generated from all of these images, by using
eight different thresholds to calculate boolean values from the byte values
in images (3) and (4).
• The robot can do nine different actions: forward, stop, and backward for
both left and right motor independently (6).
• The system contains a value predictor for each combination of a binary con-
text variable and an action of the robot. This predictor encodes the mean
value of the outcome in the case that this binary context variable is TRUE
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Figure 1.12: Illustration of the receptive fields of the predictor variables in context space, and
the prediction process. Dark red: touch sensor is activated, light green: touch sensor is not
activated. The current context (star) falls into the receptive field of a subset of the predictors
(dashed). The predictor which predicts the highest hit rate (white dashed) can be used as
prediction of the outcome. See text for more information.
and this action is executed. These value predictors are here arranged in nine
value predictor maps, one for each action (7). A predictor is shown in red if
it predicts a negative outcome (’pain’ induced by touch sensor, see below),
and in green if it predicts a positive outcome.
• In every timestep, the outcome of each possible action is predicted by us-
ing the currently active predictors (those which are associated with binary
context variables which are currently TRUE) (8). These predictions are then
used to select a favorable action. How this works in detail is described be-
low.
• Then the selected action is executed. After the action, we measure the out-
come of this action in this context, and update all value predictors that have
been used for this action selection with this outcome (see below).
Action selection. As already discussed in section 1.3, for optimal behavior the
animal needs to predict the outcome of the possible actions, so that it can execute
the action which promises the best result. This principle is used here, too. For
each of the nine possible actions, the reward value after the execution of the action
is predicted before an action is made (comparable to the expectation of a positive
or negative emotion). The predicted outcomes are then used to decide which is
the most favorable action.
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The system contains one predictor for each combination of a sensory context vari-
able and an action (’7’ in Figure 1.11). Each predictor codes a conditional proba-
bility – the probability of a negative outcome (the touch sensor is activated after
the action) if its associated context variable is TRUE and its associated motor ac-
tion is executed. Only the predictors associated with a currently TRUE context
variable make a prediction. Since our binary context map also contains an in-
verse for every binary context variable, always half of the context variables are
TRUE. This means that half of the predictors are active for each possible action,
and there is no context in which no predictor would be active.
The predictions of all predictors associated with one action have to be combined,
or one of them has to be selected, to compute a prediction of the outcome of this
action. Figure 1.12 illustrates how this is solved in our implementation. In context
space, each predictor has a ’receptive field’. This is the subspace of the context
space (the space spanned by all context variables) where its associated binary
context variable is TRUE. These receptive fields are shown by circles in Figure
1.12. The subspace of context space in which the touch sensor is activated (hit) is
shown in dark red, and the one where the touch sensor is not activated (miss) is
shown in light green.
Each predictor is an expert for the reward value in its receptive field. It encodes
the probability of a hit (red area) within its receptive field, based on evidence
which is collected during the exploration of the environment (see below).
The current context is a point in context space (white star in Figure 1.12). Every
time the current context falls into the receptive field of a predictor, the predictor is
activated (dashed circles) – it offers a prediction, and its prediction is eventually
updated in the learning step later. From the set of activated predictors, we are
interested in those that make an extreme prediction – which predict a very low
or a very high probability of touch sensor activation in their subspace. In the
example shown in Figure 1.12, the predictor represented by the white dashed
circle is the most extreme (and the one predicting the highest hit rate).
The true probability of touch sensor activation is of course always either 0 or 1,
since in every step the touch sensor will be either activated or not. From our pre-
dictors, we can, for each possible action, select the one which makes the strongest
prediction of a hit (hit rate closest to 1) and the one which makes the strongest
prediction of a miss (hit rate closest to 0). Note that the two probabilities can (and
usually will) stem from two different predictors.
Actions for which a predictor is found which says ’miss’ with a high probability
are to be favored, and actions for which a predictor is found which says ’hit’
with a high probability are to be avoided. A first ad-hoc solution is to only use
the maximally predicted hit probabilities for each action a, Pmax(a), since we are
mostly interested in preventing hits:
f avorability(a) = 1−Pmax(a) (1.3)
A slightly more sophisticated way is to use both the minimal and the maximal hit
rate prediction:
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f avorability(a) = (1−Pmax(a)) · (1−Pmin(a)) (1.4)
Like this, the robot will both avoid actions which have at least one high-hit-rate
prediction, and prefer those which have at least one low-hit-rate prediction. Mul-
tiplication of probabilities is allowed if the two probabilities are derived from
independent sources. In this case, since Pmin and Pmax make the most dissimilar
predictions of all available predictors, we assume that they get their information
from largely independent sources (even though their receptive fields do overlap,
else they would not be activated together).
Since in a real environment the robot will probably experience many more misses
than hits, a predictor which has no specificity will predict a hit rate which is close
to the global mean for that action. This might be a hit rate close to 0. It is likely
that there will be predictors which are not informative (for example some that are
always on), and they will predict the global mean hit rate. By using the product
of the two most extreme predictions we make sure that the derived favorability
is not just the uninformative mean hit rate.
If we knew that all predictors were statistically independent7 (what is clearly not
the case for our pre-defined set of predictors), we could even calculate the prod-
uct of all hit probabilities to compute the best prediction for the current context,
taking all available information into account. For this we would have to decorre-
late the predictors by adapting their receptive fields.
One might think that one could also build, based on the given context variables,
predictors which predict the hit probability for a certain pattern of activity of the
context variables instead of only using one context variable each. A quick com-
binatorial computation, however, shows that this is not possible: for the 15360
context variables in our (very simple toy) example, we would need 215360 predic-
tors to represent every possible activity pattern, times 9 for the 9 actions. Not
only will this amount of memory never be manageable (for a comparison: the
universe is estimated to contain about 2263 atoms), also training these predictors
until they make reasonable predictions might take a while.
The reader should keep in mind that the basic idea of this system is not to solve
the combinatorial problem of associating a prediction with every possible pat-
tern of sensory inputs. It should rather solve the easier problem of selecting the
best predictor from a given (limited) set of pre-defined, context-dependent pre-
dictors. It is assumed that there is for every action at least one context variable in
the binary context map which has a high correlation with the hits. All the data
processing which then leads to such a predictive context variable is hidden in the
computation of the context variables, which is in this simple example unknown
to the learning algorithm of the robot and is not optimized.
If only the hit rates are used to select an action, one will observe that the robot
quickly learns that not moving at all, or moving backwards, is a secure strategy
7Two events A and B are statistically independent, if P(A,B) = P(A) ·P(B). This is equivalent to
P(A|B) = P(A|¬B) – the probability that A is TRUE is the same if B is TRUE or if B is FALSE. Then,
knowing B does not tell us anything about what Amight be (and vice versa, of course).
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not to activate the touch sensor. This is though not what we want. Therefore
another influencing factor is included in the calculation of the favorabilities –
a basic value for each action. The robot is rewarded for moving forward, but
punished for moving backwards. One fixed basic value from the interval [0..1] is
associated with each of the nine actions. Since the basic value of each action is
constant, it is independent of the predicted hit rate and can be combined with the
favorability described in equation 1.4 by a multiplication:
f avorability(a) = (1−Pmax(a)) · (1−Pmin(a)) ·basicvalue(a) (1.5)
Once the favorabilities are computed, the action can be selected, preferring ac-
tions with favorable predictions. Of course only one action can be executed at a
time. One strategy would be to always select the currently most favorable action;
however, this might lead to very conservative behavior. Since only the predictors
of the executed action will learn, an action with which the robot has made a bad
experience in the first appearance of a certain context will not be chosen again
in that context, even if the bad outcome was an exception. In consequence, since
that action is not tried again, the prediction for that action will never be corrected
by new data. More exploratory behavior can be implemented by adding noise to
the decision, or by using the favorabilities as probabilities to select an action.
Learning algorithm. After the action has been executed, the signal from the
touch sensor is read out and used to update the predictions.
Compared to action selection, the learning algorithm is very simple. Since the
action is selected by using the conditional probabilities of hits given the activities
of context variables, it is sufficient to keep these conditional probabilities up to
date.
The touch sensor value is used for updating all those predictors which were in-
volved in the prediction – those that are associated with sensor context variables
that were active before the action, and are also associated with the action that has
been executed.
In this setting, learning just involves an updating of the conditional probabilities
of the predictors. In the implementation, every predictor i stores two numbers
– how often the predictor has been activated so far, ai, and how often the touch
sensor signaled a collision when the predictor was activated, bi. The conditional
probability that the touch sensor is activated given that the predictor is activated
can then be calculated by a simple division, bi/ai. In each learning step, ai is
increased by 1 for each active predictor i. If and only if the touch sensor is active,
bi is increased by 1 for each active predictor i.
1.4.3 Discussion
The basic idea of this implementation was that the robot should use the camera
image to predict what the expected outcome of all the possible movements in the
current situation would be. It should then use these predictions to select an ac-
tion that promises a good outcome. After the action execution, the reinforcement
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signal is observed, and the predictors, which were responsible for the selection,
are updated using the reinforcement signal.
It is likely that the ultimate goal of sensory processing – and integration of in-
formation within and across different senses – is to provide good predictors for
conditional action planning. This study shows how such predictors can be used
to select actions based on a situation and how the action selection can be trained.
A system like the one presented here shows very rapid learning. After a single
exposure to a context with a hit, a predictor which is only active in that context
will predict a very high hit rate, and this will be passed through to the prediction
of the outcome of that action, since it is extreme. Predictors which encode less
extreme hit rates will converge to the true rate after repeated exposure. This
implementation solves the stability-flexibility issue of learning systems.
1.4.3.1 Relationship to reinforcement learning
Reinforcement learning is an unsupervised learning method which is widely
used to train robots by using positive and negative feedback (reward and pun-
ishment) [Arkin, 1998]. Two versions of reinforcement learning algorithms are
often used in robotics, ”actor-critic” reinforcement learning and Q-reinforcement
learning.
In actor-critic reinforcement learning, the system learns separately an action pol-
icy (”actor”), which computes the action to take in a given sensory context, and a
utility function (”critic”), which evaluates the utility of a given sensory context.
Q-reinforcement learning combines these two parts, and only learns a single util-
ity function, called ”Q-function”, which predicts the utility of pairs of a context
and an action executed within that context. With context (or state) x and action a,
the Q-learning update rule is [Arkin, 1998]:
Q(x,a)← (1−β )Q(x,a)+β (r+λE(y)) (1.6)
where β is the learning rate, r is the reinforcement value after the action (reward
or punishment), and E(y) = maxi(Q(y,ai)) is the utility of the subsequent state
y. y is the state that results from execution of action a in state x. λ is called
the ”discount factor” and determines how much the utility of a state-action-pair
depends on the utility of its subsequent states.
[Arkin, 1998], chapter 8 describes several robot implementations of reinforcement
learning, none of which is equivalent to the solution presented here. Our learning
algorithm is close to Q-reinforcement learning [Watkins and Dayan, 1992], but
there are important differences. In our implementation, there is not one singu-
lar state which is – paired with an action – associated with an outcome. Rather,
the current state is defined by a high number of (not necessarily uncorrelated)
context variables, and an outcome is associated with each pair of a single con-
text variable and an action. This method allows the system to use a very high-
dimensional context space without running into combinatorial difficulties.

























Figure 1.13: Different possibilities to implement multi-step predictions. a) Multi-step rein-
forcement predictions for one (solid), two (dashed) and three (dotted) steps. b) Alternatively,
predictions of sensory context can help to reduce the amount of predictors needed.
Another difference is that our implementation does not use utility propagation
along action sequences (the λE(y) part in equation 1.6). This has the potential
disadvantage that the robot can not plan further than one timestep (but see dis-
cussion below). In other experiments [Arkin, 1998], using utility propagationwas
shown to be risky because of problems to assign single steps in a multi-step se-
quence with later reward (the ”credit assignment problem”).
Reinforcement learning could be a strategy that is also used by biological organ-
isms for learning. It has been argued that this is a possible principle of function
of the basal ganglia in instrumental conditioning [Houk et al., 1995] (see section
3.4). Also the amygdala is thought to play a role in context conditioning and
could be part of a reinforcement learning system. There is considerable evidence
that particularly the basolateral complex of the amygdala, which integrates in-
coming sensory input, is involved in associating contextual cues with reward
value [Schoenbaum et al., 1998], [Baxter and Murray, 2002]. This is similar to the
task that the learning system discussed in this section has to accomplish.
Also cortical networks might implement a similar mechanism to initiate actions
on the basis of the current visual context. Graziano and colleagues argued that
a network of multimodal areas might be responsible for avoidance behavior in
the macaque and the human brain (see [Spence and Driver, 2004], chapter 3). The
pathway of visual information would go from V1 via MT to the parietal area VIP,
which codes the location of multimodally attended objects in peripersonal space
and projects to the premotor area PZ. Electrical stimulation of neurons in both PZ
and VIP results in different sorts of defensive behavior relative to the receptive
field location of the stimulated neurons.
1.4.3.2 Extensions
Multi-step predictions. In this example, the prediction of the hit rate is fixed to
one time step (200 ms). This means that the robot can only learn to react to obsta-
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cles when they are very close. Learning predictions of hit rates two or more steps
away is subject to the ”credit assignment problem”. Given that the touch sensor
is activated after a certain action sequence – which of the individual actions is
’responsible’ for the outcome?
The credit assignment problem can be solved if the hit rate is not associated with
one or several movement steps within a sequence, but with the sequence itself.
Of course the number of possible action sequences grows exponentially with the
number of steps – for n steps and 9 possible actions in each step there are 9n dif-
ferent action sequences. Figure 1.13a shows such multi-step predictions schemat-
ically: the more steps a predicted reinforcement value is away, the more actions
influence the result. Here we run again into a combinatorial problem. To solve
this, one could constrain the action space to only a few sequences, or group ac-
tion sequences into different classes depending on their consequences. Another
possibility is illustrated in Figure 1.13b: instead of learning multi-step predic-
tions, the system could use exploratory simulations of sequences of actions to
compute the likely outcome of selected action sequences, by using sequences of
one-step predictions. For this, the system needs not only one-step reinforcement
value predictors, but also one-step context predictors. Introspection tells us that
such processes might actually be used in human conscious action planning (see
[Hesslow, 2002]).
Optimizing the context variables by learning. In the system described above,
the sensory context is derived from the camera image by applying some ad-hoc
pre-computations. Most of these context variables are useless for behavior, since
their response does not correlate with the activation of the touch sensor. Still,
monitoring such sensory context variables makes sense since they might become
relevant in the future (when the robot is in a different environment).
Another problem which causes a lot of computational expense without benefit
is that many sensory context variables are highly correlated. If two context vari-
ables are always on and off together, one of them is useless and could be used to
code something more important.
Therefore it might be useful to have the system learn an optimized representation
of the context, reducing dimensionality by combining correlated context variables
and thus effectively decorrelating individual parameters of the context represen-
tation. This representation can be further optimized to extract variables which
have in some situations a high correlation with the reinforcement signal. This
should again be trained using the inputs the robot measures during its explo-
ration of the environment.
1.5 Simple biological sensor fusion in C. Elegans
So far the theory behind sensor fusionwas discussed, but how does biology really
solve the task of combining several information cues for action? Does biology use
some yet unknown mechanisms between sensors and muscles which are com-
pletely different than the way sensor fusion is usually modeled? This question
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is difficult to answer, as biological nervous systems are typically by far too com-
plex to allow us to follow all the processing which occurs between sensory input
and motor output – sensory information literally enters a ’black box’ which then
emits the motor signals. Let’s therefore have a brief look at one of the simplest
nervous systems that have been extensively studied, the one of the soil nematode
Caenorhabditis Elegans.
Caenorhabditis Elegans is one of the most common laboratory animals for molec-
ular biology and genetic research, because of the extreme simplicity of its trans-
parent body structure, short life cycle and ease of laboratory cultivation. Recently
(1998), the genome of the animal has been sequenced completely.
This small worm has a nervous system which consists of only and exactly 302
neurons8, and the morphology of every neuron and the location of nearly ev-
ery synaptic connection is known precisely [White et al., 1986]. Multiple sensors,
sensory integration, decision making, motor pattern generation and muscle out-
put are all contained in very few neurons. Despite its very simple nervous system
the animal shows a variety of different behaviors, like rate and direction of move-
ment, chemotaxis (movement guided by chemical gradients), thermal avoidance,
feeding, mating, egg-laying and defecation.
The functional properties of the network can be studied by methods like laser
ablation (destruction) of single neurons, or by introducing specific genetic mu-
tations that affect neurotransmitters or structural aspects of the nervous system.
Neurons that express certain genes can be labeledwith fluorescent proteins. These
studies can give valuable insights into biological mechanisms of sensorimotor in-
tegration and the link between neurobiology and behavior.
The nervous system of C. Elegans is mainly feed-forward from sensory input to
muscle output, with only few feedback connections, which are in most cases re-
ciprocal. The majority of the nervous system can be coarsely structured into two
sensory systems (one for chemo- and thermotaxis and one for touch), and two
motor systems (the ring motor system, which is controlling head movements,
and the ventral cord motor system, which is responsible for locomotion). Sen-
sory neurons connect to a network of interneurons which projects to muscle out-
puts. The link between sensors and muscles is typically very short – for example,
there are on average 3.5 synapses between sensory neurons and head muscles
[Durbin, 1987]. Interestingly, neurons in C. Elegans probably propagate signals
electrotonically, without action potentials (spikes).
One simple example of sensorimotor control in C. Elegans is locomotion. In the
locomotion system, several mechanoreceptors provide information about the out-
side world. This sensory information is combined to control the worm’s forward
and backward movements. Even though the neuroanatomical network of the
locomotion system is known, unfortunately the polarities of the synapses (exci-
tatory or inhibitory) are not known. Wicks and co-workers [Wicks et al., 1996]
modeled part of the circuit, the part which is involved in tap withdrawal behav-
ior, in a computer simulation to find out which polarities match the observed
8in the common hermaphrodite adult. Rarely, there are male animals that can fertilize
hermaphrodites; they do have a few more neurons in a tail ganglion, presumably mediating sex-
ual behavior.
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Figure 1.14: Schematic view of the proposed network of stimuli, sensory receptor cells, and
motor subsystems (from top to bottom) of C. Elegans locomotion control. Green arrows denote
proposed excitatory connections, red arrows with bullets denote proposed inhibitory connec-
tions. The anatomical network structure is based on information from [Riddle et al., 1997].
The polarities of the connections are in agreement with the simulation in [Wicks et al., 1996]
(except for ASH, which is not treated by Wicks). Note that the circuit shown here is simplified
and rather a functional description than a neuroanatomical one. Three-letter acronyms don’t
stand for single neurons, but for groups of (two or four) functionally similar neurons.
behavior of real worms closest, including worms where single neurons had been
surgically removed (by laser ablation). The ”tap withdrawal reflex” is the re-
sponse of a worm to a mechanically delivered stimulus (i.e., ”tap”) to the side of
the substrate on which the animal moves. An intact wormwill generally respond
to a tap stimulus with a cessation of forward motion, a reversal through some
distance, and a resumption of forward locomotion in a new direction.
Figure 1.14 schematically shows the connections between sensory inputs andmo-
tor outputs, including proposed polarities of the connections. PVD, ASH, ALM,
AVM and PLM denote different sensory receptor neuron groups (typically two
neurons each, one on each side). They all feed into two motor subsystems of the
ventral cord, one providing forward locomotion and the other backward locomo-
tion.
In this model the forward locomotion subsystem inhibits the backward locomo-
tion subsystem. AVA is responsible for backward locomotion and AVB for for-
ward locomotion. AVB likely inhibits AVA, and there are no direct connections
from AVA back to AVB. The indirect effect of AVA on AVB via PVC is unknown,
and PVC might even have excitatory connections to AVA. Probably there is some
more functionality hidden in the interaction of AVA, AVB, AVD and PVC which
goes beyond simple inhibition. [Kristan Jr. and Shaw, 1997] review evidence that
the same neurons can be responsible of a variety of behaviors.
It could be that the putative inhibition of AVA by AVB implements moving for-
ward as a ”standard behavior”, which is usually inhibiting the backward move-
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ment system. Only when evidence for backward movement is above a certain
threshold (AVA is activated) and evidence for forward movement dropped below
a certain threshold (AVB is not active and thus does not inhibit AVA), backward
movement is initiated. This would prevent both systems from being activated at
the same time.
With exception of the connections of ASH, which where not part of the model of
Wicks et al., and the simplified inhibitory interaction between the forward and
backward motion modules, the polarity of all connections shown in Figure 1.14
equals the ones of the model proposed in [Wicks et al., 1996], assuming that gap
junctions are excitatory connections.
This simple network implements aversive behavior to touch – very similar to
a Braitenberg Vehicle (see [Braitenberg, 1984]). It uses almost the simplest net-
work possible. One can speculate why biology chose to use three distinct types
of sensory neurons – ASH, ALM and AVM – for essentially the same function for
locomotion. It could be because of redundancy in case of damage or because of
topological reasons (different locations of the inputs on the animal’s body), but
the most probable reason is that the network possesses additional functionality
which was not part of the model, guiding body motion in a variety of situations.
Also ASH might additionally emit stress hormones (as a ’pain’ neuron) whereas
ALM and AVM don’t.
So there it is – a real biological sensor fusion mechanism. How does it work?
Does it compute a weighted average of the senses? Or implement a Bayesian
fusion mechanism?
Well, first we can notice that this sensor fusion mechanism is not at all used to
compute an estimate of a one-dimensional world variable, which is measured
by different sensory channels, as is the setting in many models of sensor fusion.
Instead, it computes a dynamic behavioral motor response function from all the
different inputs, each one carrying different information.
The response whether to move forward or backward, and at what speed, could be
mediated by the interactions between the two locomotion subsystems, using their
relative activation strength. We do not know how exactly the neurons combine
the inputs at their different synapses, but it seems likely that the response func-
tion of an individual neuron could be modeled sufficiently well9 by a weighted
average of its input activities. As the neurons are transmitting information toni-
cally and not with spikes, we can probably neglect timing issues.
If we leave away the interaction of the two locomotor subsystems, which might
cause a contrast amplification of the response, the complete integration process
can also be modeled by a simple linear sum of the different inputs:
loco= (w1 ·PVD−w2 ·ASH−w3 ·ALMAVM+w4 ·PLM)
−(w5 ·PVD+w6 ·ASH+w7 ·ALMAVM−w8 ·PLM) (1.7)
9sufficient to generate the observed behavior.
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All the evidence for behavior A (forward motion) and behavior B (backward mo-
tion) are summed independently and a difference between the results is calcu-
lated. The choice of the behavior to be executed is then determined by the sign of
the difference (see also [Kristan Jr. and Shaw, 1997]). Note that the decision is not
determined by the activation of a single neuron, but by the interactions between
a population of interconnected neurons.
Of course we can not conclude from this that also in a mammalian brain all inte-
gration processes are just a weighted linear sum of sensory inputs. Also in this
case the weights of the different inputs could be modified by experience, and the
resulting model would become non-linear. Even a Bayesian sensor fusion model
could be implemented by using a weighted sum of the cues and changing their
weights according to the current reliabilities. Therefore it would be important to
know how the strengths of the different inputs change with the animal’s state and
experience. They might be modulated by the current goal – perhaps the animal
will run faster in search of food if it is hungry; or by the sensory environment –
for example if it runs into things all the time, it might get less sensitive to nose
touch. The level of different neurotransmitters in the systemmight be responsible
for the adaptation of behavior to the current situation.
Even though a great deal of complexity may still be hidden from our eyes in
this simple biological example, it is reassuring that sensor fusion here is straight-
forward and does apparently not involve any tricks which couldn’t be modeled
by current theoretical approaches for sensor fusion.
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Chapter 2
Sensory Modalities for Self-Motion
Perception
When we move through the world, we perceive this motion by different senses.
For humans the visual sense appears to be most important. We perceive self-
motion visually by optical flow on the retina and by the change of location of
identified objects in the visual field. Another sense which tells us specifically
about self-motion is the vestibular sense in the inner ear. It measures both the di-
rection of linear accelerations and angular rotations of the head. Somatosensory
cues are also used for the estimation of self-motion, like cutaneous pressure re-
ceptors or stretch sensors in muscles, joints and tendons. A fourth important cue
is information on the motor output, either by somatosensory feedback or by an
efference copy of the own motion signals. Whereas these are the most important
sensory cues for self-motion perception, also other senses can have an influence
on the perception of self-motion, like hearing the direction and change of direc-
tion of a sound source, or sensation of wind on the skin.
This chapter will explain the visual and vestibular/somatosensory senses inmore
detail, as those are the ones the experiments of this thesis focus on.
2.1 The visual system
Vision is the most extensively studied of all senses. In humans, it is also the
most predominant sense, and large proportions (estimated 30 to 50 percent) of
the human brain are involved in the processing of visual information.
The literature on visual processing in the brain is vast. Most studies have been
carried out in cats, macaque monkeys and humans. A complete description of
what is known about the visual system would go far beyond the scope of this
thesis. Nevertheless, this section gives an overview over the processing of visual
information in the brain, with particular focus on parts of the system which are
important for motion and spatial aspects of vision. For a more detailed descrip-
tion, see [Steward, 2000] or [Kandel et al., 2000].
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Figure 2.1: The pathway of visual information from the eyes to the primary visual cortex,
shown in an almost horizontal section of the brain (anatomical MRI scan). This image shows
how visual information from one side of the visual field in both eyes is transmitted to the
primary visual area of the contralateral cortical hemisphere. To get there, half of the retinal
axons cross over at the optic chiasm.
2.1.1 From the retina to the cortex
Light that falls through the lens into the eye hits the retina, which is located at the
inner wall of the eyeball. In the retina there are two main types of light-sensitive
cells: rods and cones. The cones are most concentrated in the fovea and relatively
sparse in the peripheral visual field, which contains mostly rods. Rods are spe-
cialized for low-light situations and can not discriminate colors. They contain a
light-sensitive molecule called Rhodopsin. Cones need more light than rods to
function well, and are used during daylight color vision. In humans there are
three different types of cones that contain different variants of cone opsin, which
are sensitive to different electromagnetic frequencies of light (colors). Rhodopsin
and cone opsins initiate a cascade of chemical reactions when they are hit by light.
As a consequence, the sensory cell is hyperpolarized. This results in a decrease
of neurotransmitter release at synapses to adjacent retinal neurons. Bipolar cells,
horizontal cells and amacrine cells integrate and process the visual information,
and finally feed it to retinal ganglion cells.
Already in this network of neurons in the retina a lot of processing is done to
optimize the information which is later sent to the brain. The receptive fields of
the ganglion cells already have the distinctive circular center-surround form, and
combine the information of many sensory cells. Center-surround means that the
cell is either excited when light hits the center of the receptive field, and inhibited
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if it hits the surround (ON-center cells), or vice versa (OFF-center cells). There
are also color-opponent ganglion cells with receptive fields that have centers and
surrounds sensitive to either red/green or blue/yellow color contrast.
The axons of the retinal ganglion cells project through the optical nerve to the
visual thalamus (lateral geniculate nucleus, LGN), see Figure 2.1. All axons of
one half of the visual field in both eyes run to the LGN of the contralateral cortical
hemisphere.
Just before the LGN the axons that lead to the superior colliculus branch off the vi-
sual nerve. This is not shown in Figure 2.1, as they leave the image plane ’down-
wards’. The function of the superior colliculus is discussed in section 3.2.
In the LGN, the spike-encoded information in every axon is passed onto a thala-
mic relay cell, which then projects to the primary visual cortex V1 (Brodman Area
17) around the calcarine sulcus at the back of the head.
Three distinct pathways can be discriminated that run from three types of retinal
ganglion cells with different temporal firing characteristics to different layers of
the LGN. They are called X, Y and W pathways in cats and are probably homol-
ogous to P, M and K pathways in monkeys [Hendry and Reid, 2000]. About 80%
of the fibers are of type X, 10% of type Y and 10% of typeW, with some variability
between species.
The signals from the two eyes and the three pathways stay separated in the
LGN and are processed in separate layers. The four outer layers process X-
parvocellular information (two layers for each eye), the two innermost layers pro-
cess Y-magnocellular information (one layer for each eye). The K-koniocellular
thalamic relay cells are predominantly located in the koniocellular layers between
the magno- and parvocellular layers.
The three distinct pathways can be characterized as follows:
• X cells have a small receptive field and show sustained (tonic) responses to
visual stimuli. They project to the parvocellular layers (P) of the LGN and
further to layer IVcβ of cortical area V1 (see below). They are thought to
be important to encode fine details of the visual image, color vision, and
interocular disparities important for stereo vision.
• Y cells have larger receptive fields and show transient (phasic) responses
to visual stimuli. They project to the magnocellular layers (M) of the LGN
and to the superior colliculus, and from the LGN to layers IVcα and VI
of cortical area V1 (see below). This pathway is thought to be responsible
for a coarse but fast analysis of the visual scene, as well as for motion and
interocular disparity cues.
• W cells also have large receptive fields and show partly transient, partly
sustained responses to visual stimuli. They project to the superior collicu-
lus and to the koniocellular layers of the LGN (K) as well as sparsely to the
other layers of the LGN. The K-pathway in the LGN also receives inputs
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from the superior layers of the superior colliculus. From the LGN the sig-
nals feed, depending on the LGN layer, into layer 1 and into the blobs of
layer 2 and 3 in cortical area V1 [Hendry and Reid, 2000]. They are thought
to transmit information on object motion in the visual field, which is impor-
tant for targeted movement of head and eyes towards stimuli. Indeed, the
superior colliculus is directly involved in the control of head and eye move-
ments. In my own opinion, this is strong evidence that the koniocellular
pathway could have a role in the transmission of visual saliency (bottom-
up cues for attention).
This classification is simplified, as there are for example at least 11 distinct types
of retinal ganglion cells in the rabbit retina [Rockhill et al., 2002], and function
and projection sites is not yet known for all of them. Also there are substantial
differences between species. The information presented above has been derived
mainly from cats and monkeys.
Interestingly, the retina is not the only source of input to the LGN. Also the brain-
stem and particularly the primary visual cortex itself project to the LGN. Retinal
inputs do only account for approximately 5% to 10% of the inputs. Nevertheless,
in the awake state, the retinal inputs are the ones that actually drive the relay cells,
whereas the other inputs only modulate their activity [Shepherd, 2004]. In this
state most relay cells fire tonically and transmit the sensory inputs more or less
veridically. During REM sleep, though, the relay cells might instead be driven by
cholinergic brainstem inputs (PGO waves, see [Gazzaniga, 2000] chapter 93, and
[Hobson and Pace-Scott, 2002]) and fire in burst mode.
2.1.2 Visual processing in a hierarchy of cortical areas
After passing the LGN, the visual information feeds into the primary visual area
V1 (also known as Brodman area BA 17) at the rear pole of the cortex and back
medial surface (see Figure 2.1). As already described above, the retinocortical
pathways end in different cortical layers. They are also differently processed fur-
ther on [Callaway, 1998]. There is still no general agreement how exactly the in-
formation is processed within V1, and how it feeds into higher visual areas.
Cortico-cortical outputs from V1 target higher cortical areas V2, MT, and possibly
V3 and MST. Additional output goes back to the LGN of the thalamus, the pul-
vinar nucleus of the thalamus, the superior colliculus and the claustrum. Even
though there are lots of cortico-cortical outputs from V1 to higher visual areas,
the most important output might be the one directed to the pulvinar nucleus and
the superior colliculus (see section 3.3).
The overall view of the cortical visual system is that there is a hierarchy of visual
areas, which are interconnected and in which visual information is re-coded into
more and more complex representations. The current doctrine is that these areas
are arranged in two basic pathways: one that computes the identity of objects (the
ventral ’what’ stream) and one that computes the location and motion of objects
(the dorsal ’where’ stream) [Ungerleider and Mishkin, 1982]. The ventral stream
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feeds down into the temporal lobe, whereas the dorsal stream reaches into the
parietal lobe.
Later it has been argued ([Milner and Goodale, 1995], [Gazzaniga, 2000] chapter
26) that a better characterization of the two streams would be in terms of recogni-
tion of object identity for perception (ventral stream) and recognition of object location,
motion and shape for action (dorsal stream). Evidence for this came from a patient
study (D.F.) who had severe damage of inferotemporal cortex, but intact dorsal
cortex. She could not align her hand with a seen slot (perception), but was very
well able to put a card into the slot manually (action) [Goodale et al., 1991]. This
is the opposite effect of that seen in patients with parietal damage, who can rec-
ognize objects but not perform correct actions on them (ataxia). For a review on
the topic, see [Franz, 2000].
The separation of visual information into ’where’ and ’what’ might be a result of
the processes of abstraction for object recognition with subsequent generation of
actions. Figure 1.2 shows the hypothetic circuit: information on absolute location,
orientation in space, object motion etc. is removed from the object representation
in the ventral stream (left column) and stored intermediately in the dorsal stream
(middle column). When an action on the object has to be performed, this informa-
tion is then used to ’concretize’ the movement . ”Automated spatial updating” of
the position of objects relative to a moving observer would then act on the rep-
resentations in the dorsal stream only, not interfering with the estimation of the
object identity. Indeed there is some evidence for such a mechanism (see section
3.10).
If in search for the visual representation of space in the brain, mostly the dorsal
stream in the parietal lobe is of interest. Stephen Kosslyn [Kosslyn, 1994] pro-
posed a model in which visual processing uses an attentional mechanism to split
the visual information into the shape of an attended object without exact location
(represented in temporal regions of the ventral stream) and the location of the at-
tentional window in the visual field (represented in parietal regions). This model
has been elaborated by Gustavo Deco [Rolls and Deco, 2002]. There is evidence
for both assumptions – neurons in area IT are selective to shape, but not to exact
location in the visual field, whereas activity of neurons in area LIP in the intra-
parietal sulcus is modulated depending on eye position and location of covert
attention on the retinal image.
The current spatial position of attention encodes an egocentric reference to the
attended object, and could be the basis for egocentric spatial representations in
the brain. The intraparietal sulcus contains several such specialized areas that
encode space (as the spatial focus of attention) in multiple coordinate systems
[Colby, 1999] (see chapter 3.6).
2.2 The vestibular system
The human vestibular system is situated in the inner ear (see Figure 2.2). It con-
sists in each ear of two linear accelerometers, named utricle and saccule, which
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Figure 2.2: The vestibular system in the inner ear. Adapted from [Kandel et al., 2000].
are located in two small chambers, and three rotation-measuring, ring-shaped
tubes, known as the canal system. The whole vestibular system is filled with en-
dolymph fluid. The canals lie approximately in the planes of push-pull pairs of
eye muscles. This configuration simplifies the neural processing needed for the
vestibulo-ocular reflex (VOR), which depends on a short latency to stabilize the
retinal image during arbitrary head motions ([Steward, 2000] chapter 25).
Eye stabilization and posture control are the most important functions of the
vestibular system. They are accomplished subcortically in a network of nuclei
also including the cerebellum. The vestibular signals are also fed into several cor-
tical areas and can thus also be used for the cognitive processing of self-motion.
2.2.1 The otoliths
The utricle and saccule of the vestibular otolith sense of humans each consist of
a layer of sensory hair cells, which can sense linear accelerations with directions
in their respective plane (both inertial accelerations and gravitation). The utricle
is oriented in a horizontal plane when the head is held ’normally’ upright, the
saccule in a sagittal plane (front/back and up/down) [Kandel et al., 2000]. Both
are about 3 mm long. The utricle contains about 30000 sensory cells (hair cells),
the saccule 16000. The hair cells have a series of protrusions: one kinocilium and a
series of adjacent stereocilia, that stick out into a gelatinousmass named ”otolithic
membrane” (see Figure 2.3). The otolithic membrane contains calcium carbonate
crystals called otoconia. Depending on the direction of force that acts on the
otoconia, the otolithic membrane and the stereocilia are bent, which causes the
hair cells to fire. Different hair cells respond to different directions of deflection.
The sensitive direction of bending for a hair cell is determined by the arrangement
of kinocilium and stereocilia.
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Figure 2.3: The otolith organ in close-up view. Adapted from [Steward, 2000].
The mechanism which transforms a mechanic force on the cilia to spiking activ-
ity of the sensory cell works as follows: ion channels for K+ ions are located at
the tips of the cilia. If the cilia are bent to the sensitive side, those channels are
mechanically opened and K+ ions flow into the sensory cell, which leads to a de-
polarization and subsequent increase of action potential generation. If the cilia
are bent to the opposite side, the K+ channels are closed, leading to hyperpolar-
ization of the cell. In this case, less action potentials are generated. The resting
rate of action potentials of a hair cell is around 100 Hz. This is a basic functional
principle for mechanoreceptive sensory cells, which is for example also used for
auditory sensation in the cochlea.
Both utricle and saccule contain sensory cells sensitive to all directions of accel-
eration within the plane, in a topologically ordered fashion. The population re-
sponse of all otolithic sensory cells encodes the current direction of acceleration.
The utricle senses accelerations in the horizontal plane, the saccule is most re-
sponsive to vertical accelerations (gravity) and forward and backward accelera-
tions.
2.2.2 The semicircular canals
Whereas the otoliths sense linear accelerations, the semicircular canals are re-
sponsible for sensing rotations of the head. In each inner ear, there are three
semicircular channels, which are oriented approximately perpendicular to each
other and sense rotations along three different axes. When the head is held up-
right, one of them (the horizontal semicircular canal) lies approximately in the
horizontal plane, while the two others (anterior and posterior vertical) are ap-
proximately slanted by 45◦ forward and backward with respect to the coronal
plane. The diameter of the tube loops is approximately 8 mm.
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Figure 2.4: The canal sensory system. Images adapted from [Kandel et al., 2000].
In each channel there is a small chamber named ”ampulla”. In it a gelatinous
protrusion called ”cupula” sits on top of the ”ampullary crest” , which contains
(in humans nearly 7000) sensory hair cells similar to the ones described above for
the otoliths (see Figure 2.4). This is the actual receptor for the canal. A rotatory
head motion (Figure 2.4, right) causes fluid motion in the canals (to the left) and
increases the pressure at the right side of the cupula while reducing it on the left
side. This deforms the cupula, and the hairs of the mechanosensory cells inside.
The hair cells are activated when the cupula is bent in one direction (towards the
utricle for the horizontal canal, away from the utricle for anterior and posterior
canal), but inhibited if it is bent in the opposite direction. Since the hair cells in-
duce a non-zero base firing rate in the primary afferent neurons of the vestibular
nerve, both excitation and inhibition of the hair cells is reflected in the firing activ-
ity of these afferent neurons. The two aligned canals from the two inner ears (the
two horizontal canals, and anterior/posterior canals crosswise) are reciprocally
activated and inhibited. When the cupula in one ear is activated, the correspond-
ing one in the other ear is inhibited. The two signals work together in a push-pull
like system to determine head rotations.
Even though many textbooks state that the hair cells in the cupula sense angu-
lar accelerations, the story is a bit more complicated, because of the dynamics of
the vestibular canal system. Because of high viscous damping, angular accelera-
tions are integrated over time by the canals, roughly yielding an angular velocity
signal. However, after some time of rotation with constant angular speed, the
cupula is returned to its normal position by elastic forces pushing the fluid back,
and the sensory cells stop firing. The signal of the canal system is thus neither
encoding angular acceleration nor angular velocity, but rather low-pass-filtered
angular acceleration. In the frequency range of natural head movements, though,
the signal transmitted by the sensory cells in the cupula is close to an angular ve-
locity signal, but not to an angular acceleration signal.
After 5 seconds of constant rotation, the sensory signal attenuates to approxi-
mately 1/e of its initial amplitude. Brain stem circuitry extends this time constant
to about 15 seconds. This high-pass characteristics of the vestibular canal signals
is presumably responsible for effects like illusory vection and the rotatory motion
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aftereffect.
The density of the cupula matches the density of the endolymph fluid exactly, so
that it ’floats’ within the fluid. Because of this, the canal system senses only rota-
tions and the cupula is not deflected by gravity and linear accelerations. Under
certain conditions the density of the endolymph fluid may change. This hap-
pens for example in caloric stimulation, where cold or warm water is placed into
the ear canal, which changes the temperature (and with this the density) of the
endolymph fluid. The effect of this is that the cupulas ’float up’ or ’sink down’
within the fluid and cause signals of head rotation evenwhen the head is held sta-
ble. This effect also happens when the endolymph fluid changes density because
of alcohol (vertigo after alcohol ingestion).
2.2.3 The vestibular nuclei
The sensory information is sent to the vestibular nuclei of the brain stem by ap-
proximately 20000 axons of the 8th cranial nerve. There are also efferent fibers
from the brainstem to the hair cells which can modulate their excitability, similar
to efferents to cochlear hair cells in the auditory system. It has been argued that in
the auditory system these efferents could be important to sharpen the frequency
tuning of sensory cells. It is unclear what their function could be in the vestibular
organ, but it has been suggested that they could shape the vestibular signal to ex-
tend its dynamics, to counteract for example the high-pass characteristics of the
canal system.
There are fourmain vestibular nuclei (superior, lateral, medial and inferior), which
can be divided further according to cell morphology, afferent and efferent con-
nections, and several smaller cell groups, labeled X, Y, Z and E. Morphology and
connections of the vestibular nuclei are very similar among primates and among
vertebrates [Nieuwenhuys et al., 1998].
The sensory afferents mainly feed into three of the four vestibular nuclei – supe-
rior, medial and inferior nucleus [Nieuwenhuys et al., 1988], and into the ventral
part of the lateral nucleus, but not its dorsal part. The signals of the semicir-
cular canals end primarily in the superior and medial vestibular nuclei, while
the otolithic signal is mostly fed into the inferior vestibular nucleus. There are
also projections to the cerebellum (flocculonodular lobe; also called vestibulo-
cerebellum) which terminate there as mossy fibers, to the reticular formation and
to the lateral cuneate nucleus. There are cross-connections between the differ-
ent vestibular nuclei which presumably integrate the information of the different
vestibular submodalities.
The vestibular nuclei probably also receive inputs from somatosensory receptors
in the trunk [Yates et al., 2000] and from neck proprioceptors which signal head
rotations [Anastasopoulos and Mergner, 1982], [Gdowski and McCrea, 2000]1, so
1Actually, the studies of [Yates et al., 2000] and [Gdowski and McCrea, 2000] both measured
responses of neurons in the vestibular nuclei in a similar condition – body rotations while the
head remains fixed – but interpret the results differently. [Yates et al., 2000] even argue that it is
unlikely that neck proprioception is the source of the observed modulation of neural activity.
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that already in the vestibular nuclei vestibular signals are integrated with so-
matosensory signals of self-motion. It has also been reported that neurons in the
medial vestibular nucleus are influenced by whole-field visual stimulation of the
kind that elicits circularvection in humans [Henn et al., 1974]. The response prop-
erties they found were qualitatively similar to perceived self-motion in humans
under the same conditions, including vection. Interestingly, the medial vestibular
nucleus is also a source of vestibular information for the so-called head-direction
cell system (see section 3.9), which might be the basis for the perception of head-
ing orientation in space during self-motion (see section 3.10).
The superior and medial vestibular nuclei are known to be particularly impor-
tant for the vestibulo-ocular reflexes (VOR), with the superior vestibular nucleus
controlling the vertical VOR and the rostral part of the medial vestibular nucleus
being responsible for the horizontal VOR. Themedial vestibular nucleus also con-
trols neck muscles to stabilize the head in space during movement. The lateral
vestibular nucleus is mostly involved in control of posture and balance. The infe-
rior vestibular nucleus probably integrates signals from all sensors of the vestibu-
lar apparatus as well as the cerebellum, and sends outputs to the vestibulospinal
tract and to the reticular formation.
It is still unclear how vestibular information is processed in the brainstem. A re-
cent study by [Angelaki et al., 2004] claims that they found evidence for neural
responses in the vestibular nuclei and the rostral fastigial nucleus of the cerebel-
lum which represent internal estimates of translation (as opposed to the otolithic
vestibular signal, which encodes the direction of the gravitoinertial vector for
both translational acceleration and rotation), but their data is not very clear. The
response properties of the neurons they recorded were diverse and depended of-
ten on both translatory and rotatory stimulation. Their claim of a representation
of an internal estimate of pure translation only holds for a very small subpopula-
tion. Neurons though clearly combine otolithic and canal vestibular signals.
[Klier et al., 2002] found experimental evidence that the interstitial nucleus of Ca-
jal is an important location for processing of vestibular information for head ori-
entation in space, probably implementing a neural integrator to compute orien-
tation from vestibular and possibly visual information. It receives input from the
vestibular nuclei, the pretectum and the superior colliculus, and provides out-
put to the medial vestibular nucleus, to several oculomotor-related nuclei, and to
neck muscles via the tractus interstitiospinalis [Nieuwenhuys et al., 1988].
2.2.4 The vestibular cerebellum
The cerebellum is closely linked to the vestibular nuclei. The output of the cere-
bellar cortex, transmitted by the Purkinje cells, mostly projects to the deep cere-
bellar nuclei where the axons form inhibitory synapses. For the vestibular cere-
bellum, though, the projections go to the (medial and lateral) vestibular nuclei
instead, making them equivalent to the deep cerebellar nuclei.
The parts of the cerebellum associated with the vestibular nuclei are the nodule
and the flocculus, together called vestibulocerebellum [Nieuwenhuys et al., 1988],
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and parts of the vermis. The nodule receives vestibular input and the flocculus
receives oculomotor signals. Both project directly to the vestibular nuclei, but to
anatomically distinct regions. These parts of the cerebellum also receive inputs
from the visual system (optical flow generated by large-field movements) as well
as information from the spinal cord about posture and from the neck about head
position and movement. Some inputs enter the cerebellum via climbing fibers, a
pathwaywhich is believed to constitute the ’teacher signal’ for the cerebellar com-
putations [Kandel et al., 2000]. Some of these climbing fibers carry visual signals
to the vestibulocerebellum.
The function of the cerebellum is still subject to debate. Nonetheless, because of
the fact that the sensory modalities which are important for the perception of self-
motion are available to the vestibular cerebellum, and because the circuitry of the
cerebellum allows to compute a prediction of the signals of a sensory modality
(say, visual displacement), and appropriate motor response (say, a compensatory
eye movement) from another, correlated one (say, a population of neurons coding
vestibular sensations), it is likely that the vestibular cerebellum is involved in
automated computations for balance, posture and eye movements.2 It might also
play a role in the perceptual stability of the outside world during self-motion, as
lesions of the vestibulocerebellum can cause vertigo.
One very interesting fMRI study by [Kleinschmidt et al., 2002] investigatedwhich
regions of the brain are specifically activated if visual motion is interpreted as
self-motion or object motion. Whereas many cortical regions, particularly visual
ones, were deactivated when participants perceived self-motion compared to ob-
ject motion, the only region they found as more active during the perception of
self-motion was the vestibular nodulus (see also section 3.10).
2.2.5 Vestibular targets in the cortex
Superior, medial and lateral vestibular nuclei also send efferents to the cortex.
One pathway goes via the nucleus ventralis posterior inferior of the thalamus to
cortical area 2v at the rostral tip of the intraparietal sulcus, and another via the
thalamic nucleus ventralis posterolateralis to area 3a of somatosensory cortex (in the
floor of the central sulcus). Other cortical areas which show vestibular responses
in alert monkeys are the parietoinsular vestibular cortex (PIVC; see section 3.5),
parieto-temporal retro-insular cortex, parietal area 7, MST (see section 3.6.3), and
the parietotemporal association cortex T3. Also the basal ganglia were found to
respond to vestibular stimulation (see section 3.4). Secondary responses (with
longer latencies) are seen in even larger areas of the brain (see [Fukushima, 1997]
for a review).
2Current evidence suggests that the cerebellum is involved in classical conditioning, with the
unconditioned stimulus arriving at the climbing fibers and the conditioned stimulus at parallel
fibers in cerebellar cortex [Mauk et al., 2000]. Conditioned and unconditioned stimulus can have
different modalities. After conditioning, the learned motor response occurs just before the un-
conditioned stimulus arrives, and is therefore a response to the accurately timed prediction of the
occurrence of the unconditioned stimulus, derived from the previously presented conditioned
stimulus.
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[Guldin and Gru¨sser, 1998] review a series of electrophysiology and tracer exper-
iments in different primate species which were performed to find the overall ex-
tent of cortex which is processing vestibular information. They identified a net-
work of at least seven different cortical areas, with the PIVC as the most promi-
nent one. Others included area 2v, two patches in area 3a (neck and hand/arm
areas), premotor area 6v, area VPS posterior to area PIVC, and a vestibular area
in the dorsal cingulate sulcus. These regions also send direct efferents to the
vestibular nuclei.
Guldin and co-workers suggest that this set of interconnected areas is more a cor-
tical system for posture control than a system which processes uniquely vestibu-
lar information. They assume that the ”concept of ’head-in-space’” is generated
in the PIVC area (see also section 3.5 and the comments on effects of lesions of
this area in humans in section 2.3.3).
[Kahane et al., 2003] report which areas elicit vestibular sensations when cortex
is electrically stimulated in humans. They found the strongest effects in an area
around the posterior sylvian fissure (BA 21, 22, 40) which they assume to be a
human homologue of PIVC. Some imaging studies which investigated activity in
this area during simulated self-motion are discussed in section 3.10.
2.3 Somatosensory perception of self-motion
Apart from the visual and vestibular senses, also somatosensory signals can tell
us about our motion in space. The skin contains different kinds of receptors for
pressure, stretch and vibration, which for example signal the ’pressure at the
back’ during forward acceleration. Also in joints and tendons there are recep-
tors which can sense accelerations of the body in different directions.
Unfortunately with our setup we can not disambiguate between vestibular and
somatosensory perception of self-motion, and we will therefore not look at them
separately in the psychophysical experiments. Vestibular sensory signals are pre-
sumably combined with somatosensory signals for self-motion already in the
vestibular nuclei, before they arrive at the cortex [Nieuwenhuys et al., 1988]. So
vestibular sensation can perhaps even not be perceptually distinguished from so-
matosensory information on self-motion.
Human somatosensation is mediated by a variety of different sensors. They can
be categorized as: cutaneous and subcutaneous mechanoreceptors, thermal re-
ceptors, nociceptors, and muscle and skeletal mechanoreceptors. For the sen-
sation of self-motion mainly the different kinds of mechanoreceptors are of im-
portance. Furthermore, graviceptors in the trunk (possibly located at the kid-
neys) are discussed, which are thought to sense the direction of static forces
[Mittelstaedt, 1992].
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2.3.1 Cutaneous and subcutaneous mechanoreceptors
This class can be further subdivided in different kinds of receptors based on
morphology and sensory properties. There are differences between sensors in
glabrous and hairy skin, as well as between sensors in superficial layers of the
skin and subcutaneous tissue ([Kandel et al., 2000] chapter 22).
The following sensors can be found in the superficial skin: Meissner’s corpuscules
sense stroking and fluttering movements and are present in the glabrous skin.
Merkel disc receptors are also present in the glabrous skin and sense pressure and
texture of objects on the skin. In the hairy skin similar receptors are found. Hair
follicle receptors sense mechanical forces (strokes and fluttering) acting on the hair.
Field receptors, mainly located over joints, sense skin stretch.
In deep subcutaneous tissue, there are Pacinian corpuscles and Ruffini endings.
These subcutaneous receptors have larger receptive fields on the skin and sense
mechanical stimuli which are less local. Pacinian corpuscles sense vibration of the
skin, up to several centimeters away, and Ruffini endings respond to skin stretch.
They sense more global properties of action on the skin, and of the sensors de-
scribed in this section these are probably the ones which are most important for
somatosensory cues of self-motion, like the diffuse feeling of ”pressure at the
back” when accelerating or tilting.
2.3.2 Skeletal and muscular mechanoreceptors in muscles, ten-
dons and joints
Mechanoreceptors in muscles and joints are responsible for proprioception, the
sense of position and motion of different parts of the body. The following sensors
are part of the proprioception sense.
Muscle spindle receptors sense stretch of the muscle. They react particularly if the
muscle is stretched passively, by external forces. Because different parts of the
muscle spindle can sense the steady state of the muscle and the velocity of stretch
(nuclear chain fibers and static bag fibers measure static stretch, whereas dynamic
bag fibers signal the rate of stretch change), muscle spindles signal both length
and the speed of length changes of the muscle ([Kandel et al., 2000] chapter 36).
Muscle spindles send efferents to the spinal cord, where they can modulate the
activity of alpha motor neurons in such a way that the external force is compen-
sated. This negative feedback loop to regulate muscle length is called the stretch
reflex (see [Kandel et al., 2000] chapter 36 and [Purves et al., 2004] chapter 15).
Golgi tendon organs are located between the muscle and the tendon. They are par-
ticularly sensitive to active changes of muscle tension, andmuch less to externally
applied forces. It is thought that they continuously measure force in a contracting
muscle [Kandel et al., 2000]. Golgi tendon organs also project to the spinal cord,
giving rise to a reflex circuit which regulates muscle force. This circuit can com-
pensate for muscle fatigue and prevent damage to the muscle by limiting forces
(see [Purves et al., 2004], chapter 15). When acting in the world, these reflexes are
integrated with cortical control of actions to generate adaptive movements.
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2.3.3 The somatosensory pathway to the cortex
Somatosensory signals from the body are transmitted to the cortex by the spinal
cord. The two most important pathways of somatosensory information to the
cortex are the dorsal column - medial lemniscal pathway, and the spinothalamic tract.
The latter conveys mostly information on temperature and pain, and is probably
less important for somatosensory self-motion perception. The medial lemniscal
pathway transmits information on limb position, vibration sense and discrimi-
native touch through the ventral posterior lateral (VPL) nucleus of the thalamus
to the primary somatosensory cortical areas just posterior to the central sulcus,
(BA 1, 2, 3a and 3b). The different sensory areas lie as thin strips side by side
along the postcentral gyrus. They each contain a complete, more or less topolog-
ically correct map of the body surface (the sensory Penfield homunculus). They
differ in terms of the sensory information they receive. Area BA 2 is for exam-
ple responsible for processing information of the deep subcutaneous pressure
receptors, and area BA 3a processes information from muscle stretch receptors
(limb position). From there, information flows on to different targets, including
the posterior parietal cortex (see below). Also the vestibular nuclei project to
the ventral posterolateral nucleus of the thalamus, so that parts of primary so-
matosensory cortex also receive vestibular information (particularly BA 3a, see
[Fukushima, 1997]). Therefore it is unclear whether somatosensory and vestibu-
lar cues can be perceived separately, or are already mixed when they arrive at the
cortex. [Guldin and Gru¨sser, 1998] note that vestibular information is already in-
tegrated with somatosensory and motor information at the level of the brainstem
vestibular nuclei (see also [Yates et al., 2000], [Gdowski and McCrea, 2000]).
Nonetheless there is an interesting double-dissociation between patients with le-
sions of the vestibular cortex in the posterior insula (probably homologue to area
PIVC in monkeys discussed above) , and some patients with lesions in the pos-
terolateral thalamus (VPL, VPM, LP) which show the so-called Pusher syndrome
[Karnath et al., 2000]. Patients with vestibular cortex lesions (or slightly ante-
rior to the PIVC, see [Hegemann et al., 2004]) have relatively undisturbed mech-
anisms of posture control, but a tilt of the subjective visual vertical. Patients with
Pusher syndrome on the other hand have no problems to estimate the visual ver-
tical correctly, but as soon as they close the eyes, their estimate of body upright
is tilted. [Karnath et al., 2000] argue that this is evidence for two distinct systems
of orientation perception: one which receives visual and vestibular information
and is represented in the vestibular cortex of the posterior insula, and one which
is responsible for posture control and depends on an intact posterolateral thala-
mus.
Chapter 3
Cortical and Subcortical Mechanisms
The subject of this thesis, integration of several sensory modalities in the human
brain for the perception of self-motion in space, and the effects of attention on
this perception, involves the topics vestibular processing and vestibular inputs to
the brain, visual-vestibular interactions, multimodal integration, representation of space,
and attention. Each of these topics has a vast experimental background and body
of literature. This chapter summarizes the current state of knowledge on these
topics and the brain structures involved, to arrive at hypotheses about the role of
the different structures in the neural system which underlies multimodal percep-
tion of self-motion.
3.1 Introduction
The processing of external sensory information in the brain focuses on two sepa-
rate aspects: the identity of entities in the environment (what something is), and
their location (where something is). This separation makes sense if one looks at
what the information is used for by the brain. The decision which action should
be performed when a certain object is encountered often depends on the identity
of the object (food, friend or foe) rather than on its exact location.1 The exact motor
pattern then executed, on the other hand, needs to take the spatial position, shape,
etc. of the object into account, for example when grasping a coffee cup.
This separation can be found in several sensory systems. In the auditory brain-
stem nuclei, for example, auditory signals are separately processed in terms of
their location in space (interaural amplitude and phase differences) and their
spectral characteristics [Steward, 2000].
For the visual system the cortical separation of information processing in a ”what”
and ”where” stream has been postulated by [Ungerleider and Mishkin, 1982] with
a ventral stream for identity and a dorsal stream for location, reaching from the oc-
cipital lobe into the temporal and parietal lobes respectively. This splitting of
the visual signals into identity and location is also a central assumption of many
1It makes a large difference, though, whether the lion is behind or in front of the fence.
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Sensory organs Muscles
Spinal relays (reflexes)
Brainstem (for ex. Colliculus superior)
Sensory cortex (occipital) Motor cortexParietal cortex
Prefrontal cortexTemporal cortex
Figure 3.1: The nervous system uses a hierarchy of parallel levels of processing to transform
sensory information to motor action.
theoretical models that try to explain how the visual system could work, par-
ticularly involving mechanisms of attention, segmentation and abstraction from
retinal position [Kosslyn, 1994], [Deco and Zihl, 2001], [Rolls and Deco, 2002].
For both streams of analysis, integration of information from many sensors of
different modalities is used. To define the identity of something, and with this
its behavioral relevance, often different visual aspects are combined with audi-
tory, haptic and perhaps olfactory cues. Section 1.3 gives an example how sensor
fusion could be applied for this task.
Also in the estimation of the location of entities often information of several
senses is combined. A bird can for example be spotted visually and by auditory
direction cues. We experience this interaction when watching a film in cinema or
on TV: we assume that the spoken words come from the direction of the moving
mouth we see, even though the actual sound signal may come from a different
direction. This effect is called the ventriloquism effect [Stein and Meredith, 1993],
[Goldstein, 2002]. This crossmodal effect also shows that multimodal information
fusion for identity and location is probably not separate, but working in cooper-
ation. Binding of the location of auditory and visual cues in this case apparently
depends on attributing their identity to a common source (”assignment prob-
lem”, see also section 3.2.1).
There are many more crossmodal effects known in human observers, like the
McGurk effect (where the sound ”ba” combined with the viewed lip motion ”ga”
results in the percept of ”da”), the illusory flash effect (where auditory clicks in-
fluence the perception of visual flashes), and synesthesia (illusory percepts in a
different modality triggered by certain stimuli) [Shimojo and Shams, 2001].
Apart from the dissociation of information processing into identity and spatial
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aspects of objects, there is also a hierarchy of parallel processing levels between
sensory input and motor output (Figure 3.1). On the lowest level, direct reflexive
connections link mechanoreceptors to their respective muscles via loops through
the spinal cord. These sensory-motor processing loops give simple and local re-
sponses to simple and local stimuli. On a higher level involving the superior col-
liculus, already several sensory modalities are used to guide complex orientation
actions towards interesting stimuli. This activates many muscle groups, which
orient eyes, ears, head and body towards a target stimulus. The most complex
analysis of sensory signals and synthesis of motor actions happens in the cortex.
The different levels of processing have to be brought into agreement to generate
coordinated actions. Therefore decisions on motor actions on the highest level
need to be ”concretized” using the information processed by subsequently lower
levels. For voluntary eye movements, for example, the cortical control signals act
indirectly via the superior colliculus (where they are integrated with other spatial
information by collicular information processing), and oculomotor nuclei (where
information on head motion is used to refine the eye movements, resulting in
vestibulo-ocular reflexes). The proposed hierarchy of abstraction and concretiza-
tion is discussed in section 3.14.
Given this functional hierarchy, it becomes clear that information on self-motion
is not processed in a single cortical or subcortical area, but rather in a widely
spread system of subcortical nuclei and cortical regions.
On subcortical level the vestibular nuclei (section 2.2.3) and the superior collicu-
lus (section 3.2) are of interest. The interaction of different sensory modalities for
the estimation of spatial locations has been extensively studied in the superior
colliculus of the cat [Stein and Meredith, 1993], [Spence and Driver, 2004].
Since so many areas in the brain process visual information, candidate cortical ar-
eas which could be involved in the integration of visual and vestibular signals are
more closely defined by areas influenced by vestibular information than by those
influenced by visual signals. As the vestibular system does not provide any infor-
mation on the identity of external objects, it is not expected to find vestibular in-
nervations in temporal or prefrontal cortex. Indeed the vestibular signals mostly
feed into insular, parietal, and somatosensory areas [Guldin and Gru¨sser, 1998],
[Fukushima, 1997]. Cortical efferents to the vestibular nuclei have been found in
insular, parietal, somatosensory, posterior cingulate and motor areas.
In the following sections some of the relevant subcortical and cortical structures
and their possible function for the processing of space and self-motion will be
discussed in more detail.
3.2 The superior colliculus
The superior colliculus (also called colliculus superior or optic tectum, in this section
referred to as SC) is one of themost important subcortical structures that integrate
information from different senses for action. It is located at the dorsal brainstem,
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below the cerebellum [Steward, 2000], (see Figure 3.6). It consists of two halves,
bilaterally, that are responsible for the contralateral visual field respectively.
In mammals the superior colliculus is involved in orienting movements towards
targets, particularly saccadic eye movements to position the fovea at interesting lo-
cations in the environment, but also ear (if the ears can be moved), head and
body movements. For this, multimodal information is integrated, particularly
from visual and auditory senses.
The superior colliculus contains a set of layers (laminae) which differ in terms of
their morphological and physiological properties, and afferent and efferent con-
nections – three superficial, vision-related layers overlie four deep, multisensory-
and motor-related layers [Stein and Meredith, 1993]. The upper two of the deep
layers are also called ”intermediate layers”.
The superficial laminae receive mostly visual afferents from both eyes and from
visual cortex, whereas the deep laminae get input from subcortical and cortical
regions processing visual, auditory, somatosensory and motor information. This
includes motor cortex (BA 4), the frontal eye field (BA 8) and auditory cortex (BA
22), parietal area LIP, the inferior colliculus, and somatosensory afferents. The su-
perficial layers project back to the pulvinar nucleus of the thalamus, which in turn
projects to almost the complete occipital, temporal, and dorsolateral prefrontal
cortex [Nieuwenhuys et al., 1988]. The deep layers provide signals to a multi-
tude of targets, including the cortex via the thalamus (ventral anterior, ventral
lateral, lateral dorsal, medial and parafascicular nuclei), and subcortical targets,
including spinal cord, reticular formation, and pons.
Within the SC, the superficial layers also project topographically to the deep lay-
ers, where they form excitatory synapses directly on multisensory output neu-
rons that in turn project to the brainstem and spinal cord [Doubell et al., 2003].
The synapses on deep SC cells are on proximal dendritic shafts and the soma,
indicating that they are rather driving than modulatory inputs. This, and other
evidence, puts the inputs from superficial SC, which carry visual signals, in a
position where they can shape connectivity of inputs from other modalities to
fit the visual map, for example by a Hebbian learning process. There is for ex-
ample evidence that the visual map in the SC is necessary to shape the auditory
remapping that happens in the inferior colliculus before auditory signals feed
into the deep layers of the SC, where they meet visual and somatosensory signals
([Hyde and Knudsen, 2002], [Gazzaniga, 2000], chapter 31).
Both fixations and saccades are controlled by the superior colliculus. The repre-
sentation of different saccade amplitudes and directions is topologically ordered
in the superior colliculus [Moschovakis et al., 2001]. Before the onset of a saccade,
approximately one quarter of the population of motor-related neurons in the SC
fire, and it appears to be their vector average which encodes the direction and
amplitude of the saccade executed. Thus the target saccade is represented in a
population code. During the saccade, the activity remains stationary and does
not move over the SC as the eyes move [Moschovakis et al., 2001].
Figure 3.2 shows the network of neural connections which is involved in the gen-
eration of saccadic eye movements. The execution of a saccade probably involves
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saccade execution
visual field on retina







globus pallidus pars externa
subthalamic nucleus
Figure 3.2: Proposed circuit of saccade control by cortex and basal ganglia. Green, solid arrows:
excitatory, red, dashed arrows: inhibitory connections, blue circles denote visual receptive field
sizes. Cortical and direct sensory input builds an activity map of possible saccade targets in the
deep layers of the superior colliculus (SC). SC output neurons are normally tonically inhibited
by inputs from the substantia nigra pars reticulata (SNr). When a saccade should be executed
voluntarily, the SNr neurons are inhibited by signals from the striatum, and in turn SC output
neurons are disinhibited, enabling a saccade. At the same time, inhibition of possible conflicting
activity by crossed SNr inputs cleans the saccade signal. The basal ganglia signal takes the
role of volitional control of saccade execution, which fits to the proposed role of the basal
ganglia (see section 3.4). Evidence taken from [Jiang et al., 2003], [Sato and Hikosaka, 2002],
[Steward, 2000], [Hikosaka et al., 2000].
54 CHAPTER 3. CORTICAL AND SUBCORTICAL MECHANISMS
programming a target location, and sending a ’trigger’ signal to initiate the sac-
cade. The intermediate layers encoding the target location get information on the
location of a saccade target from the frontal eye field (FEF) and the parietal area
LIP (see section 3.6). In view of the functions associated with different cortical re-
gions, the inputs from the parietal cortex (LIP) should deliver information about
interesting sensory targets in the environment, whereas the frontal eye field FEF
would rather signal saccade targets implied by working memory or planning
[Schall, 2002]. Systematic studies of cortical lesions show that parietal cortex is
important for visually triggered saccades, whereas FEF is needed for intention-
ally triggered saccades [Heide and Ko¨mpf, 1998]. LIP and FEF are also strongly
directly interconnected [Matelli and Luppino, 2001] and they might synergisti-
cally select saccade targets by both top-down (FEF) and bottom-up (LIP) atten-
tional processes. [Barash, 2003] reviews evidence that LIP is also closely linked
with prefrontal cortex (BA 46) and that their interaction could also be important
for selecting among different saccade targets.
The afferent projection from the substantia nigra pars reticulata (SNr) of the basal
ganglia that targets the majority of SC output neurons is probably the pathway
for the voluntary initiation and suppression of eye movements [Jiang et al., 2003],
[Sato and Hikosaka, 2002], [Hikosaka et al., 2000]. There is a strong uncrossed in-
hibitory projection from the SNr to SC output cells which is tonically active, and
only shuts down when a voluntary saccade is to be initiated. When a voluntary
saccade is made, the cells in the SNr which give rise to this inhibitory projec-
tion to the SC are themselves inhibited by striatal neurons via the direct pathway
through the basal ganglia. In turn, this disinhibits a population of output neurons
in the superior colliculus, enabling a saccade. In contrast, the indirect pathway in
the basal ganglia is probably responsible for voluntary suppression of saccades.
Probably also the pathway from the basal ganglia via the thalamus (ventrolateral
nucleus) to the cortex plays a role, since inactivation of this pathway delays self-
initiated saccades [Tanaka, 2006]. The function of the basal ganglia is described
in more detail in section 3.4.
3.2.1 Multisensory integration in the superior colliculus
An important question is how the different sensory inputs are combined in the
deep layers of the SC. The processing has to solve the three problems of sensory
fusion ([Spence and Driver, 2004] chapter 6):
• Assignment problem: Only stimuli which belong to the same source should
be integrated.
• Recoding problem: The information from different senses has to be brought
into the same frame of reference.
• Optimal fusion problem: To get the optimal fused estimate, the reliabilities of
the different modalities should be taken into account (MaximumLikelihood
fusion, Bayesian inference). Reliable cues should get a higher weight than
unreliable cues.
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There is evidence that signals from different senses converge on single neurons
in the SC deep layers [Zangenehpour and Chaudhuri, 2001]. Different sensory
modalities are mapped topologically aligned to the motor output map, andmany
receptive fields of somatosensory and auditory inputs are dynamically remapped
during movement to preserve the map alignment.
According to [Spence and Driver, 2004], chapter 2, approximately two thirds of
the multisensory neurons respond in a simple additive fashion (the response to
combined visual and auditory stimulation is statistically indistinguishable from
the sum of responses the neuron made to auditory and visual stimulation alone).
The rest shows significantly superadditive or subadditive responses.
[Stein and Meredith, 1993] describe cells that show a 12-fold response enhance-
ment to concurrent visual and auditory stimulation, compared to either visual or
auditory stimulation alone. Other neurons show a depression of responses when
a stimulus in a second modality is presented.
Whether response enhancement or depression occurs depends on the spatial lo-
cation of the stimuli. When stimuli are spatially coincident, they tend to produce
response enhancement. It has been observed that neurons with low spontaneous
activity, and low response to single-modality stimuli, show higher multisensory
enhancement than neurons with strong responses to single-modality stimuli and
high spontaneous activity [Perrault Jr. et al., 2003].
Multisensory enhancement and depression of neural responses in SC is not a
purely sensory-driven effect, as it is influenced by cortical inputs which might
reflect attention and cortically estimated probability that the stimuli recorded in
different senses belong to the same source. It has been shown in the cat that input
from multimodal cortical areas (anterior ectosylvian sulcus AES, rostral lateral
suprasylvian sulcus rLS) to the SC is necessary for multisensory enhancement
for spatially congruent stimuli and depression for spatially disparate stimuli in
SC neurons ([Gazzaniga, 2000] chapter 5, [Spence and Driver, 2004], chapter 2,
[Wallace, 2004]). When these areas are deactivated by cooling, SC neurons still
fire as usual to unimodal stimuli, but they loose their multimodal response en-
hancement or depression characteristics completely. Interestingly, not the neu-
rons with multimodal responses in these cortical areas, but those with unimodal
responses project to the SC ([Spence and Driver, 2004], chapter 2).
Multimodal enhancement and depression in deep SC neurons is probably learned
after birth ([Gazzaniga, 2000], chapter 5). In newborn cats, neurons in the deep
layers of the SC are initially unimodal somatosensory. As auditory and visual
senses develop, neurons in the SC appear which react to stimuli in more than
one modality. At first those neurons don’t respond stronger to bimodal stimula-
tion than to unimodal information and lack the multisensory enhancement and
depression characteristics (as in adult cats where AES and rLS are deactivated).
Such multisensory responses develop as soon as the SC receives input from AES
and rLS [Wallace, 2004].
Taking all of the evidence from different studies together, we can now attempt
to propose neural mechanisms underlying the three tasks of sensor fusion men-
tioned above, as they might be used in the SC.
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• Assignment problem: This function is probably solved in the cortex, and sig-
nals from the cortex are transmitted to the SC to control whether multi-
sensory integration happens or not. In the cat, the cortical areas providing
this information to the SC are the AES and rLS. It is not known what the
macaque or human homologues of these areas are. A tentative homologue
for rLS might be found in the intraparietal sulcus, and AES might corre-
spond to a frontal or temporal area, but probably not to FEF (the identified
FEF in cat cortex is not located in the anterior ectosylvian sulcus). It could be
a homologue of the superior temporal sulcus (STS). The fact that the assign-
ment problem is solved in the cortex makes sense, as it is a difficult problem
which probably involves high-level mechanisms of object recognition.
• Recoding problem: The frame of reference used in the SC is saccade-vector re-
lated, which is more or less equal to retinal coordinates. The information of
other senses appears to be transformed into this coordinate system, and the
transformation needs to be adapted if the different sensory systems move
relative to each other. For auditory stimuli, this transformation is proba-
bly carried out in the external nucleus of the inferior colliculus (ICx), as
prism-goggle adaptation studies showed [Hyde and Knudsen, 2002]. The
reference for the target coordinate system appears to be provided by the
intermediate and deep layers of the SC. As it has been shown that the mul-
tisensory response – enhancement or depression of the unimodal response
– depends on the spatial alignment of the stimuli, it is plausible that a
mechanism similar to gain field modulation is used to perform the coor-
dinate transformations, as proposed for the function of the parietal cortex
in [Pouget and Snyder, 2000] (see also section 5.4).
• Optimal fusion problem: There is not yet much evidence available how this
might be achieved by the SC. The result of the computation is apparently
represented in a population code of a large amount of SC output neurons,
and the vector average of the saccades represented in all these neurons de-
fines the resulting saccade. The properties of these neurons are diverse.
Some of these neurons are controlled by unimodal stimuli, others show
multimodal response properties; and (in the cat) those properties are in
some neurons controlled by AES, in some by rLS and in many by both
cortical areas. Some neurons are buildup-neurons, others burst neurons.
Something like a maximum-likelihood sensor fusion mechanism could be
implemented in this population if the firing rate of each output neuron de-
pends on the reliability of the signal it encodes (the likelihood of its target
saccade, given its input; see section 5.5). The vector average – weighted
with the individual response strengths – would then compute the correct
saccade.
Another important aspect of multisensory integration is the decision when to in-
tegrate slightly conflicting signals from different modalities vs. when to adapt the
map alignment of those senses. Solving the assignment problem is a first require-
ment for multisensory plasticity of map alignment. Only if visual and auditory
3.3. THE THALAMUS 57
stimuli which belong to the same source are misaligned, adaptation should hap-
pen. Examination of the relationship of map alignments in the vision-processing
superior colliculus (SC) and auditory-signal-processing external nucleus of the
inferior colliculus (ICx) in barn owls [Gutfreund et al., 2002] provide evidence for
such a mechanism. Visual responses in the ICx appear only after GABAergic in-
hibition in the SC is blocked. The authors hypothesize that SC projections to the
ICx, which are assumed to carry signals for visual-auditory map alignment, are
selectively disinhibited by cortical inputs when visual-auditory events have been
found to belong to the same source, a process which is inactive in the anesthetized
animal. Those projections activate IC neurons with roughly the same spatial tun-
ing, and only activate those IC cells if the visual signal is in mismatch with the
auditory signal. All of these properties suggest a role of these connections in the
control of visual-auditory map alignment (see also [Hyde and Knudsen, 2002]).
In summary we can conclude that the superior colliculus integrates information
from several sensory modalities to guide orientation responses, particularly sac-
cades. Inputs from different senses are mapped to a common, saccade-direction
and amplitude related coordinate system and then combined on single output
neurons. Visual input from the superficial layers of the SC is dominant in this
mapping. Voluntary saccades are initiated by a disinhibition signal from the basal
ganglia, which enables output from a large pool of neurons. The average of the
population response obviously encodes the saccade vector. The system is pow-
erful enough to solve the assignment problem, recoding problem, and optimal
fusion problem of sensory integration.
3.3 The thalamus
The thalamus is the largest part of the diencephalon, which is one of the four
main subdivisions of the brain (telencephalon, diencephalon, mesencephalon and
rhombencephalon). In humans the thalamus is located deep inside and between
the two cortical hemispheres, just above the brainstem [Nieuwenhuys et al., 1998],
[Sherman and Guillery, 2004].2 The thalamus is most important for transmitting
information to the cortex. Essentially all messages have to pass through it before
they reach the cortex, and also part of cortico-cortical connectivity runs through
the thalamus.
The thalamus can be divided into a number of nuclei, which belong to two, pos-
sibly three, functional groups. First order relay nuclei pass information from the
periphery to the cortex. A good example for a first order nucleus is the lat-
eral geniculate nucleus (LGN), which transmits visual signals from the retina
to the primary visual cortex (area 17, commonly called V1). Higher order relay
nuclei receive information from the cortex and send it back to the cortex, link-
ing different cortical areas. One example for a higher order relay nucleus is
2To be exact: The thalamus is actually composed of epithalamus, dorsal thalamus, ventral
thalamus, subthalamus and hypothalamus. What is usually simply called the ’thalamus’, and is
also called thalamus here, refers to the dorsal thalamus in this list.
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the pulvinar nucleus, which mainly interconnects different visual cortical areas.3
Since it has been associated with a representation of space, it will be discussed in
more detail below. It has been argued that the intralaminar thalamic nuclei should
be treated as a separate functional group [Crabtree and Isaac, 2002]. They con-
tain a mixture of first- and higher-order circuits and have stronger projections
to the striatum of the basal ganglia than first- and second-order thalamic nuclei
([Matsumoto et al., 2001], see also section 3.4). Neurons in the CM (centrome-
dian) and Pf (parafascicular) intralaminar thalamic nuclei contain neurons which
are activated by behaviorally relevant stimuli, particularly when they are unex-
pected [Matsumoto et al., 2001], but they are relatively unselective for the stim-
ulus type. The loop between those nuclei and the basal ganglia is thought to be
responsible for attentive maintenance and switching of executive functions of the
basal ganglia [Kimura et al., 2004].
A further distinction of thalamic circuits can be made by terms of parvalbumin
versus calbindin immunoreactivity. Primary relays, like the pathway from LGN
magno- and parvocellular layers, are parvalbumin-positive and project to highly
specific locations in cortical layer 4. Calbindin-positive cells are found in all thala-
mic nuclei and have relatively widespread projections to cortex, ignoring bound-
aries between cortical areas, and target the superficial cortical layers (mostly layer
1) [Jones, 2001]. It has been argued that calbindin-positive projections are im-
portant for synchronization between different cortical areas in the gamma range
(about 40 Hz), which is thought to underlie cortical computations. This argument
is though weakened by other investigators [Sherman and Guillery, 2004].
Around the dorsal thalamus there is a sheet of inhibitory neurons, called the tha-
lamic reticular nucleus (TRN). Thalamic efferents to the cortex send excitatory col-
laterals to the TRN, as do cortico-thalamic backprojections originating in corti-
cal layer 6 [Sherman and Guillery, 2004]. The TRN in turn sends inhibitory pro-
jections back to thalamic relay cells. As these projections are widespread, but
topologically aligned in different thalamic target nuclei, they canmediate interac-
tions between different thalamo-cortical afferents within a thalamic nucleus, and
even between different thalamic nuclei [Crabtree and Isaac, 2002]. Transmission
through single thalamic relay cells is modulated by converging inhibitory inputs
under control of different thalamic nuclei. This circuit might be a substrate for
the interaction between different senses in the brain in attention to spatial location
and sensory modality [Guillery et al., 1998]. It could mediate inhibitory interac-
tions between different senses if attention is focused on one sense or if the spa-
tial locations or timing of signals in different senses are disparate. Evidence for
this is reported in a study by [McAlonan et al., 2000]. Recently, [Baier et al., 2006]
showed in a human fMRI study that higher thalamic nuclei were activated when
the participant had to suppress information in one sensory channel and use that
of another one, which also supports this hypothesis.
3Commonly, also higher thalamic nuclei receive inputs from subcortical structures. The pulv-
inar, for example, gets input from the superior colliculus. The difference is though rather defined
by the fact that higher-order thalamic nuclei get input from cortical layer 5, whereas first-order
nuclei don’t, and that first-order thalamic nuclei get subcortical input more or less directly from
the sensory organs, whereas higher-order thalamic nuclei receive information from higher-order
subcortical structures.










Figure 3.3: Basic architecture for cortico-thalamic loops. Black solid arrows: excitatory con-
nections, red dashed arrows: inhibitory connections. The horizontal red arrows symbolize the
inhibitory interactions between neurons in the thalamic reticular nucleus. Only a subset of the
connections is shown.
Thalamic relay cells can be in one of two states: tonic firing (relay) mode and
burst mode [Krahe and Gabbiani, 2004]. In relay mode, a thalamic relay cell has
a potential close to threshold and transmits data more or less veridically to the
cortex. In burst mode, the cell potential is far from threshold (hyperpolarized),
and the cell is silent except for brief bursts of multiple spikes. The neuron can be
switched to each mode by profound activation or inhibition respectively.4
Figure 3.3 shows the basic thalamo-cortical circuit with a primary (LGN) and a
higher thalamic nucleus (pulvinar). The inputs to thalamic nuclei can be divided
into two classes [Sherman and Guillery, 1998], driving inputs andmodulatory in-
puts. These two classes can be distinguished by a number of characteristics. Driv-
ing inputs act on ionotropic receptors, the synapses are close to the target cell’s
soma, and they show a depression when repetitively stimulated. Modulatory in-
puts involve both ionotropic and metabotropic receptors, synapses are often at
distal dendritic branches, and they show facilitation when repetitively activated.
Driving inputs are thought to be responsible for the cell’s specificity (they shape
the cell’s receptive field), whereas modulatory inputs can enhance and depress
the cell’s activity.
4I, personally, find it plausible that cells in relay mode take part in ”currently active models”,
whereas cells in burst mode don’t. Neurons in burst mode, though, can send ”wake-up calls”
(bursts) [Ramcharan et al., 2000] , [Sherman, 2001] to the cortical model circuits in case of strong
sensory evidence for the feature they encode (salient stimuli), so that they can force the system
to use their information and adapt the set of currently active models. [Alitto et al., 2005] provide
further evidence for this: they showed that cat LGN neurons burst reliably and temporally precise
to a repeated movie stimulus, and initiate phases of tonic firing after periods of neural silence.
The state of the thalamic neuron might influence the balance between different circuits in the
recipient cortex, initiating and stopping local recurrent activity [Shu et al., 2003] (see also section
4.3). Bursting of thalamic relay cells has been found in awake animals, and is muchmore common
in higher thalamic nuclei than in primary ones (S. M. Sherman, pers. comm.)
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Relay neurons in first order nuclei receive driving inputs from a variety of non-
cortical sources (for example sensory organs), whereas driving inputs for higher
order nuclei emerge in cortical layer 5. Modulatory inputs arise from the thalamic
reticular nucleus, the brainstem, and cortical layer 6. Subcortical input to higher
thalamic nuclei is also assumed to be modulatory.
Information between cortical areas does not only travel in direct cortico-cortical
fibers, but also via cortico-thalamo-cortical connections. As the latter target cor-
tical layer 4, they might constitute the driving inputs to the cortical area. This
assumption is very tempting, and would profoundly change the way we think
about information processing in the brain, but it is to date neither proven nor
disproved (R. Guillery, pers. comm.).
The thalamus with the TRN, and together with the basal ganglia (see section
3.4), provides a system in which this important information flow between cor-
tical areas can be efficiently regulated, implementing a mechanism for selective
attention. LaBerge ([Gazzaniga, 2000] chapter 49) proposed a network of cortico-
thalamic and cortico-cortical connections he called ”triangular circuits” of at-
tention which resemble the network proposed in Figure 3.3. [Miller, 2002] ar-
gues along the same lines of thought, as do [Sherman and Guillery, 2004] and
[Shipp, 2003].
3.3.1 The pulvinar nucleus of the thalamus
The pulvinar nucleus is a higher visual nucleus that connects higher and lower
visual areas. It can be divided into a dorsal (DP, dorsal pulvinar) and a ventral
part (VP, ventral pulvinar), based on neuroanatomical studies [Shipp, 2003].
The ventral pulvinar gets cortical afferents from visual areas, topologically or-
dered from V1 down the inferior temporal lobe (V1, V2, V3, V4, TEO, TE in the
macaque). VP contains at least two retinotopic maps, and afferents from different
cortical areas synapse in VP in retinotopically aligned order.
The dorsal pulvinar is connected to a hierarchy of parietal to superior temporal
areas, many of which are multimodal. At the same time it is connected to the
cingulate (posterior to anterior) and also has two frontal gradients of connectivity
(from dorsolateral to dorsomedial and ventrolateral, respectively). It does not
contain clear retinotopic maps.
The pulvinar also receives input from the superior colliculus (SC), which contains
a topographic map of the visual field. Information which travels from the super-
ficial layers of the SC to the cortex passes by the pulvinar. This input, though,
seems to be less important than driving cortical input (see [Cusick, 2002]), but
many pulvinar cells exhibit response properties similar to cells in superficial SC
[Robinson et al., 1991]. The pathway from the SC to extrastriate visual cortex
through the pulvinar may be responsible for visual suppression during saccades
[Zhu and Lo, 1998], [Robinson et al., 1991].
The exact function of the pulvinar nucleus is unknown, but it could be important
for visual spatial feature binding. A case study by [Ward et al., 2002] reported
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that a lesion of the pulvinar nucleus can cause impairment of the spatial cod-
ing of visual features and hence of feature binding between shape and color.
Thalamo-cortical interaction is also believed to be responsible for gamma-band
oscillations, and the thalamus could be responsible for the synchronization of
gamma oscillations in different cortical areas [Cusick, 2002], for example to im-
plement synchronization-based feature binding. Lesions of the right pulvinar can
also lead to hemispatial neglect [Karnath et al., 2002] (see section 3.11).
The pulvinar could also play a role in perceptual world stability during eyemove-
ments and also self-motion. Afferents from the superior colliculus could pro-
vide signals describing eye movements to the pulvinar, and be responsible for
dynamic re-mapping of the spatial focus of attention during eye movements.
[Dumbrava et al., 2001] showed that the lateral posterior and pulvinar nuclei in
cats contain neurons that respond to global image motion. Those neurons are
linked to cortical areas that process motion (presumably homologues of MT and
MST). A human PET study by [Beer et al., 2002] showed right pulvinar activa-
tion particularly for visual large-field roll and expansion/contraction stimuli (the
latter simulating forward/backward self-motion), but not for visually simulated
yaw rotations. Keeping track of attended locations during yaw rotations might
be accomplished by the head direction cell system instead (see section 3.9).
Perhaps the pulvinar nucleus is part of the cortical system which controls spa-
tial attention and enables the brain to abstract from the position of the stimulus
on the retina, transforming visual input from a retinotopic reference frame to a
more globally stable one, as the visual information is processed along the hier-
archy of cortical visual areas [van Essen et al., 1994]. Similar mechanisms could
be responsible for the generation of an allocentric spatial reference frame which
abstracts from head and body orientation.
3.4 The basal ganglia
One other set of subcortical structures that has been associated with a represen-
tation of space, and which receives multimodal inputs, are the basal ganglia. They
are located between the two cortical hemispheres, close to the thalamus, receive
information from essentially the complete cortex, and send filtered and integrated
information both to subcortical structures (for example the superior colliculus;
see section 3.2) and to the thalamus, where it modulates cortico-cortical crosstalk.
Originally it was thought that the basal ganglia are important mostly for motor
responses, as themost prominent effects of basal ganglia damage aremotor disor-
ders (Parkinson’s Disease, Huntington’s Disease, Hemiballism). Symptoms are
rigidity and tremor in Parkinson’s Disease, and particularly difficulties in volun-
tarily initiating certain actions5. Huntington’s disease, on the other hand, causes
failure to suppress unwanted actions. Hemiballism denotes a motoric disorder in
5A typical Parkinson’s patient can for example have problems to voluntarily start walking.
When he is walking, he then has problems to voluntarily stop walking. External cues, like a
visible line on the floor, can facilitate the motor program switching. In this case it is an external
cue that acts on motor program selection, not an internally generated one.
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Figure 3.4: Circuitry of the basal ganglia, thalamus, and cortex. Solid green arrows: excitatory
connections, dashed red arrows: inhibitory connections, dotted black arrows: modulatory
dopamine connections. Amyg amygdala, Hip hippocampus, Thal Pf parafascicular nucleus of
the thalamus, Thal CM centromedian nucleus of the thalamus, Thal VA/VL ventral anterior
and ventrolateral nuclei of the thalamus, SNc substantia nigra pars compacta, SNr substantia
nigra pars reticulata, GPex external part of the globus pallidus, GPin internal part of the
globus pallidus, STN subthalamic nucleus, SC superior colliculus. The gray area contains the
structures of the striatum (caudate and putamen). After [Steward, 2000], [Shepherd, 2004]
and [Sidibe´ et al., 2002].
which exaggerated and unwanted actions appear on one side of the body only,
which is caused by unilateral lesions of the basal ganglia. But basal ganglia dam-
age causes also cognitive dysfunctions, for example deficits in stimulus-response
learning, or rigidity of thinking and an absence of will in Parkinson’s disease (Ab-
ulia). Those patients can have problems to switch between different thoughts or
to produce a sequence of thoughts to reach a conclusion. Recently, the basal gan-
glia have also been suspected to play a central role in hemispatial neglect. This is
discussed further in section 3.11.
Classically it was thought that the output of the basal ganglia influences only
motor cortex, but later tracer studies showed that it also projects indirectly (via
inhibitory connections to relay cells in the thalamus) to large parts of frontal
cortex [Alexander et al., 1990] as well as to parietal and inferotemporal cortex
[Strick, 2004], [Clower et al., 2005] and possibly other parts of the cortex as well.
The basal ganglia are now associated with functions like movement release and
inhibition, attention and assignment of salience to stimuli, response selection in
a context and with a certain motivation, and learning and adaptive control of
behavior [Graybiel and Saka, 2004]. Many theoretical models have been brought
forward which explain a diversity of cognitive functions with the basal ganglia
circuitry, among them dimensionality reduction, executive planning and action
selection, and reinforcement learning [Gurney et al., 2004], [Joel et al., 2002].
In the input structure of the basal ganglia, the striatum, so-called ”head direction
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cells” have been found in rats [Ragozzino et al., 2001]. The response rate of these
cells is modulated by the orientation of the head in space (the direction of head-
ing). The system of structures which contain head direction cells is discussed
in more detail in section 3.9. The striatum is however not a central part of this
system.
The simplified main circuitry of the basal ganglia is shown in Figure 3.4. The
striatum, which consists of caudate and putamen, is the input structure of the
basal ganglia. It receives input from most of the cortex, limbic and other subcor-
tical structures, and the thalamus (mostly from the thalamic midline nuclei CM
(centromedian) and Pf (parafascicular) nuclei). The thalamic input is thought
to carry attention-related signals which might influence the maintenance and
switching of executive functions in the basal ganglia [Matsumoto et al., 2001],
[Kimura et al., 2004]. Four loops have been identified with these thalamic nu-
clei and the basal ganglia [Sidibe´ et al., 2002], which carry different functions. Pf
– Caudate – SNr (associative and limbic), and CM – Putamen – GPin (skeletomo-
tor) are illustrated in Figure 3.4.
Apart from those thalamo-basal loops, at least five cortico-basal loops have been
identified [Casey et al., 2001], [Kischka et al., 1997] [Alexander et al., 1990]. Two
of them are motoric: an oculomotor loop with the FEF, and a skeletomotor loop
with motor cortex; and three for cognitive processes: a limbic/medial frontal
loop, an orbitofrontal and a dorsolateral prefrontal loop. [Strick, 2004] reports
that recently many more loops have been identified, including some with areas
in posterior cortex.
Caudate and putamen, the two nuclei of the striatum, can be divided into patch
and matrix regions, which have separate inputs and outputs, but interact by in-
terneurons. The patch regions provide input to the dopamine neurons in the
substantia nigra pars compacta (SNc), which is thought to be essential for learn-
ing. The matrix gives rise to two pathways, a direct and an indirect pathway. The
direct pathway is double-inhibitory and passes from the striatum through SNr
and GPin to the thalamus, whereas the indirect pathway ist triple-inhibitory and
leads from the striatum through GPex to SNr and GPin, which then project to the
thalamus (see Figure 3.4).
SNr and GPin neurons send inhibitory projections to the target structures of the
basal ganglia, for the example the thalamus, where they synapse directly on tha-
lamocortical projection neurons. SNr and GPin neurons are highly active and
tonically inhibit the thalamic relay if they are not inhibited themselves. The di-
rect pathway provides a mechanism to selectively disinhibit target neurons in the
thalamus, thus implementing an information flow gating mechanism. Activity
in the striatum inhibits neurons in SNr and GPin via the direct pathway, which
releases their thalamic (or SC) targets from inhibition. The indirect pathway is on
the contrary responsible for enhancement of inhibition of the target structures, as
it enhances activity in SNr and GPin neurons. This mechanism – as applied to the
generation of voluntary saccadic eye movements – is discussed in more detail in
section 3.2.
The functional and anatomical evidence suggests a role of the basal ganglia in
the control of both motor functions and thought processes, particularly their vol-
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untary initiation. The basal ganglia could be important to select an appropriate
action or conclusion in the current situation, taking the current goal into account, and
also be involved in learning of optimal stimulus-response associations.
• Current situation: The main cortical input structure to the basal ganglia, the
striatum, may provide the current situation, encompassing both the exter-
nal and internal state. Part of the external state is the current spatial orienta-
tion of the animal. There is evidence that the striatum contains a represen-
tation of space, as at least in rat studies neurons were found there which en-
code head direction [Ragozzino et al., 2001]. This does not necessarily show
that the basal ganglia contain a spatial map for the ’perception of space’. As
possible actions also depend on the current spatial orientation of the ani-
mal, it is plausible that the neurons representing the current situation are
modulated by current orientation even though the representation of a map
of spatial orientations is not their main purpose.
• Current goal: The basal ganglia are closely linked to the dopamine system
and with this to the learning of goal-directed behavior. It has been argued
[Joel et al., 2002] that the basal ganglia might implement a system for re-
inforcement learning. Neural recordings from basal ganglia show activity
which is modulated by expected reward value of actions. Different cortico-
basal loops could be responsible for goal-directed behavior based on differ-
ent kinds of context, and at different timescales [Tanaka et al., 2004]. The
loop through orbitofrontal cortex could represent immediately rewarded
behavior and the loop through dorsolateral prefrontal cortex could repre-
sent behavior associated with future reward. Serotonine (5HT) might act
differentially on the two loops, so that the level of serotonine in the brain
would control the balance between short-term and long-term goals in be-
havior.
• Action or conclusion: The basal ganglia might perform this task by gating the
information flow to the motor output nuclei and between different brain
areas. This is consistent with the idea that the most important, driving in-
formation of cortical areas might not spread in cortico-cortical connections,
but in connections which run through the thalamus (see section 3.3), and for
many cortical areas, through basal ganglia and thalamus. The basal ganglia
act inhibitory on some cortico-cortical relay nuclei of the thalamus, on the
TRN, and on some subcortical structures, for example the superior collicu-
lus (section 3.2) and could effectively gate information flow in this way.
When learning a sensory-motor response pattern, for example when doing a psy-
chophysical experiment, at first the response could be selected based on cogni-
tive information (represented in dorsolateral prefrontal and orbitofrontal loops).
These loops select actions based on long-term reward (money after the experi-
ment, making the experimenter happy) or habits (”I usually do what I am told”),
and sensory signals reaching the frontal lobes. The actions selected by this mech-
anism could then serve as a ’teacher signal’ to identify correlated sensory stimuli
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(or motor state, see below). After repeated exposure, those sensor-related con-
nections would be strengthened to a point so that frontal input is not needed
any more to select the appropriate action, and stimulus-reaction gets automated
and less cognitively demanding (’habit learning’). Likewise, for learning of mo-
tor sequences, the next action to be performed can be selected based on cogni-
tive states during learning and on the current motor state for well-trained be-
havior. As different parts of the striatum receive inputs from different parts
of the cortex, the shifts of inputs used during learning should cause shifts of
activation of parts of the basal ganglia associated with different cortico-basal
loops during learning. Such activation shifts have been observed experimentally
[Graybiel and Saka, 2004], [Schultz et al., 2003]. They could represent the choice
of a ’strategy’ to perform a certain task (see discussion in section 7.3).
It has been argued that for efficient computation and controlled inference there
needs to be a gating mechanism which controls the flow of information between
cortical areas (Van Essen, Anderson and Olshausen in [Koch and Davis, 1994],
chapter 13). The basal ganglia are, together with the thalamus, a candidate for
such a system. They receive information from large parts of the cortex, and to-
gether with the thalamic interactions with the thalamic reticular nucleus (TRN),
this system could be responsible for attention and control of information flow
in the cortex, particularly for intentional processes, and implement a ”spotlight
of attention” by selective enhancement and inhibition of available information
(”biased competition”, see section 3.12). The basal ganglia also play a predom-
inant role in manipulating the contents of working memory [Lewis et al., 2004].
Since they are in an anatomical position where they can use information from the
complete cortex to selectively inhibit thalamic and motor relay stations, they may
implement the ’gatekeeper’ which voluntarily controls information flow within
the cortex and towards the muscles.
There is still some evidence for a role of the basal ganglia for a representation of
egocentric space, since lesions in the striatum can affect egocentric space (hemis-
patial neglect, see section 3.11) [Mijovic-Prelec et al., 2004]. First-person motor
imagery, which involves manipulation of limb-specific information, is impaired
after lesions in the putamen [Li, 2000].
So the basal ganglia are probably not a structure which performs multisensory
integration or is responsible for a representation of ’space’, but rather one which
translates a current context and a current goal into appropriate motor actions
(and ”cognitive actions” in thinking). It is probably also responsible for build-
ing automated ’default’ actions in given situations (habit learning). It seems to
be particularly involved in the voluntary selection, initiation and inhibition of
actions, and lesions lead to a loss of will (abulia) [Hikosaka et al., 2000]. When
searching for a neural basis for ”free will”, the basal ganglia circuits might be the
best place to look.
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3.5 The posterior insula
The insula is a part of the cortex which is buried deep inside the lateral sulcus.
Its posterior part, the posterior insular cortex (or parieto-insular vestibular cortex
PIVC, also called retroinsular), is involved in posture control and the representa-
tion of the orientation of the head in space [Guldin and Gru¨sser, 1998]. It receives
information from various cortical regions that process vestibular and visual in-
formation of orientation in space and sends projections to the vestibular nuclei in
the brainstem (see also section 2.2.5).
About two-thirds of the neurons in PIVC respond to vestibular stimulation (pre-
dominantly to angular accelerations), and the remaining cells respond to stim-
ulation of neck and shoulders (mostly deep pressure stimuli). Most neurons
are also activated by whole-field optokinetic stimulation [Gru¨sser et al., 1990a],
[Gru¨sser et al., 1990b], [Fukushima, 1997]. In macaques those neurons have been
shown to have large visual receptive fields and to react to body acceleration in
one direction and visual acceleration most frequently in the opposite direction
[Gru¨sser et al., 1990a], but not to be activated by eye movements per se (Bu¨ttner
and Lang, study cited in [Fukushima, 1997]; [Gru¨sser et al., 1990b]). Compared
to neurons in the vestibular nuclei, neurons in PIVC showed a higher conver-
gence of signals from different semicircular canals, creating a population code
for different rotation planes of the head. The cells responded to angular velocity
and acceleration, but their response was independent of the orientation in space
(the direction of gravity). It was also independent of saccades, and whether head
rotations were performed actively or passively [Gru¨sser et al., 1990b].
[Gru¨sser et al., 1990b] also report that most neurons in PIVC have ’synergistic’
multimodal response properties (they react, for example, to head rotation to the
right andwhole-field imagemotion to the left), but they found also some neurons
with ’antagonistic’ response properties, which are for example activated by head
rotation to the right (in the dark) and by image rotation to the right (see also
section 3.6.4). Also for the interaction of head (neck) movements and vestibular
signals both types of interaction were found in single neurons.
There is evidence that also in humans the posterior insula contains the primary
cortical representation of vestibular signals. [Emri et al., 2003] used PET to inves-
tigate vestibulo-cortical projections, by comparing healthy participants to partici-
pants with complete unilateral loss of vestibular function after brainstem surgery.
With this they tried to identify cortical areas which specifically receive vestibular
information. After caloric vestibular stimulation, they identified a region at the
posterior pole of the left insula which was activated in healthy participants (prob-
ably the human analog of the left PIVC), but significantly less activated in pa-
tients with lesion of the right cerebellar-pontine angle (which disrupts vestibulo-
cortical fibers on that side). However, patients with lesion of the left cerebellar-
pontine angle did not show a deactivation of the right PIVC.
The PIVC is also a cortical area where visual and vestibular signals interact.
[Deutschla¨nder et al., 2002] and [Brandt et al., 1998] found a reciprocal inhibition
between visual areas and the PIVC. [Bonan et al., 2004] found experimental ev-
idence from hemiplegic patients for a role of the PIVC in the interaction of vi-
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sual information and kinesthetic/vestibular signals for posture. They found that
patients with lesion of the PIVC had difficulties to use vestibular input and to
suppress conflicting visual stimuli at the same time.
Lesions of the PIVC in humans in either hemisphere can also impair the sub-
jective visual vertical ([Brandt et al., 1994], [Darling et al., 2003], see also section
2.3.3). Most often the perceived tilt is contraversive (towards the side opposite
to the lesion). Therefore the PIVC appears to also be important for the esti-
mation of the subjective visual vertical (direction of gravitation), even though
[Gru¨sser et al., 1990b] did not find a modulation of neural responses with con-
stant head tilt.
Actually, representation of subjective visual vertical might be located slightly an-
terior to the PIVC, in the medial insula and possibly the superior temporal gyrus
[Hegemann et al., 2004]. That study reports a case of a tilt of the subjective visual
vertical ipsiversive to the lesioned side of the brain.
3.6 The parietal cortex
Perceptual awareness of self-motion, which is basis of cognitive responses mea-
sured in our psychophysical studies, is presumably based on cortical activity.
As mentioned earlier (see section 3.1), the parietal cortex contains the classical
”where” path in visual information processing in the brain and is therefore the
part of the brain which is most often related to perception of space. It receives in-
formation from multiple sensory modalities: vision, audition, somatosensation,
and the vestibular system. It integrates this information into representations of
spatial properties of objects which are attended and/or chosen as targets for ac-
tion. It is believed that this information is sent to the motor cortex (or, for sac-
cades, to the superior colliculus) to ”concretize” abstract motor plans to concrete
movement signals, to take the actual position, shape andmotion of objects into ac-
count when executing a movement (for an example see [Spence and Driver, 2004]
chapter 3). The parietal cortex is indeed strongly and topographically connected
to premotor cortex [Matelli and Luppino, 2001]. The network between the two
cortical regions is probably also involved in perceptual processes relating to space,
like the analysis of the location of visual stimuli with respect to the body midline
[Vallar et al., 1999]. Thus the parietal cortex appears to be used for spatial aspects
of both action and perception (spatial attention) [Gottlieb, 2002].
The human parietal cortex can be subdivided into superior (BA 5, 7) and infe-
rior parts (BA 39, 40), separated by the intraparietal sulcus (IPS). Whereas the
temporoparietal junction in the inferior parietal lobe is thought to be responsible
for stimulus-driven (bottom-up) attention, the superior and medial parietal cor-
tex appear to mediate goal-directed (top-down) attention [Behrmann et al., 2004],
[Corbetta and Shulman, 2002], [Pessoa and Ungerleider, 2004]. Lesions of the in-
ferior parietal cortex and the parieto-temporal junction can cause hemispatial ne-
glect (see section 3.11).
Other studies found that inferior parietal cortex is activated when attention is
held at a constant location, whereas lateral superior parietal cortex is activated
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when a visually attended object changes location [Vandenberghe et al., 2001].
Shifting attention actively from one sensory modality to another activates regions
in the medial part of superior parietal cortex [Shomstein and Yantis, 2004].
3.6.1 The intraparietal sulcus
In particular the IPS is thought to contain maps for the focus of spatial attention
in a variety of coordinate systems [Colby, 1999]. The areas Colby discusses are in
particular:
• MIP (medial intraparietal area): Immediate extrapersonal spacewithin reach-
ing distance; arm-centered coordinates; integrates somatosensory and vi-
sual stimuli; receptive fields move with the arm and might extend during
tool use.
• AIP (anterior intraparietal area): Grasp-related spatial representation; hand-
centered coordinates; cells are tuned for different hand shapes and move
with the hand.
• VIP (ventral intraparietal area): Perioral space; receptive fields of neurons
move with the head. Integrates visual, tactile, and vestibular stimuli.
[Duhamel et al., 1997] found that receptive fields of a population of neu-
rons in VIP span a continuum from eye-centered to head-centered coordi-
nate frames. It has been argued that VIP is in particular responsible for
the perception of self-motion (of the head in space) [Bremmer et al., 2002a,
Bremmer et al., 2002b]. According to a study by M. Graziano and others
([Spence and Driver, 2004], chapter 3), though, VIP is part of a sensory-
motor system which is responsible for defensive behavior against threat-
ening external stimuli.
• LIP (lateral intraparietal area): Space explored by eye movements; inte-
grates visual and auditory information. Could mediate visuospatial atten-
tion, as it is strongly modulated by task relevance of the spatial location.
It is connected to the frontal eye field (FEF) and projects to the superior
colliculus. It has been argued that LIP could represent a visual ”saliency
map” for objects in the scene, which is used for the control of attention
[Itti and Koch, 2001], see also [Shipp, 2004], [Corbetta and Shulman, 2002].
Activity of cells in each area is increased in the delay phase before a related action
is executed; for example, LIP neurons are active before a saccade, and AIP neu-
rons are active before reaches. When AIP is inhibited by the GABA agonist Mus-
cimol, monkeys can still reach for targets correctly, but can not adjust their hand
shape to grasp the object appropriately (see [Spence and Driver, 2004] chapter 5
for review). In LIP and area 7a, visual receptive fields of many neurons change
in anticipation of the eye movement [Snyder et al., 1997]. This suggests a role of
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these areas in the planning and preparation of movements, and it has been ar-
gued that the activation in these areas represents the intention to make a certain
movement [Andersen et al., 1997].
Lesion studies show that the parietal cortex is involved in the deployment of
spatial attention and multimodal spatial awareness. Some areas in the parietal
cortex are also targets of projections from the vestibular system, in particular
area VIP (Ventral Intra-Parietal area), which has been studied in macaque mon-
keys by Bremmer and co-workers [Bremmer et al., 2002a, Bremmer et al., 2002b].
They found cells with multimodal response characteristics, that reacted to both
vestibular and visual motion. A subset of the cells responded to visual motion as
well as to vestibular signals, showing a coding of motion in space in a gain-field
like population code (see section 5.4).
3.6.2 Reference frames in the parietal cortex
The combination of different sensory modalities for spatial locations needs coor-
dinate transformations, as each modality encodes sensory information initially
in its own reference frame, and the different reference frames can move with re-
spect to each other. For example, when the eyes are moved, the retinal reference
frame of the visual image moves relative to the auditory reference frame which
is initially anchored in head coordinates. The problem of aligning the different
coordinate systems is known as the recoding problem of sensor fusion (see section
1.2.5).
Parietal areas might be involved in transforming the sensory information from
their respective input coordinate systems to several coordinate frames, with a
bias towards an eye-centered representation ([Spence and Driver, 2004], chapter
5).
If the different coordinate systems represented in the parietal cortex are intercon-
nected, the system could perform coordinate transformations between the differ-
ent representations. For example, for visually guided pointing, the position of the
visual target on the retina could elicit a certain activity pattern in LIP, which then
activates a pattern inMIP that represents the same spatial location in a coordinate
system suitable for an arm movement. MIP could then feed into motor cortex to
move the arm to the visual target.
Most studies on the representation of space in the parietal cortex have been done
in macaque monkeys, but there is evidence that also in human parietal cortex
there are equivalent areas that represent space in different coordinate systems
[Culham and Kanwisher, 2001]. In particular an area that has similar properties
to monkey LIP has been identified in humans by using fMRI [Sereno et al., 2001].
In humans, the parietal lobes of the two hemispheres are specialized differently,
as lesions of the temporo-parietal junction of either right or left hemisphere show
([Gazzaniga, 2000] chapter 44). Right-hemisphere damage disrupts the ability to
perceive the global shape of objects, whereas left-hemisphere damage disrupts
the perception of local features.
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[Marshall and Fink, 2001] reviewmore evidence taken from lesion deficits for the
specialization of the parietal cortex of the right hemisphere for spatial patterns
(the global overview) and, for left parietal cortex, specialization for a rather spa-
tially local, but temporally varying focus of attention (activated by local detail
and by changing the focus of attention). Damage to the inferior right parietal
hemisphere can also cause hemispatial neglect (see section 3.11).
A possible mechanism by which coordinate transformations are accomplished
could be gain field modulation [Salinas and Thier, 2000]. It is based on a population
of neurons which react to two inputs multiplicatively, performing an approxi-
mate logical ”AND” computation on them. By combining activities of several
neurons in the gain field on single output neurons (an approximate ”OR” com-
putation between them), arbitrary computations on the inputs are possible (see
section 1.3.1). The population response of a set of suchmultiplicative neurons can
for example be read out in different coordinate frames. This has been modeled
by [Pouget and Snyder, 2000]; see section 5.4.
Such multiplicative interactions of different inputs have been found in several
areas of parietal cortex, for example between retinal position and gaze direction in
areas VIP [Duhamel et al., 1997] and 7a [Andersen et al., 1985]. These gain fields
are capable of transforming retinal coordinates to head-related coordinates. Also
combined modulation of responses with head position and gaze direction has
been found in posterior parietal neurons ([Brotchie et al., 1995]; probably areas
LIP and 7a), which could transform signals to a body-related coordinate system.
3.6.3 Visual motion processing in area MST
The processing hierarchy for visual motion in macaque monkeys is assumed to
traverse areas V1, MT, MST, 7a, and VIP [Bremmer et al., 2000]. When climb-
ing up this hierarchy, visual receptive fields get progressively larger and cells
react to more complex stimulus patterns. In areas MST and VIP, neurons show
both visual and vestibular response properties, and VIP additionally reacts to
somatosensory stimuli on the skin of the head.
AreaMST can be divided into two functionally distinct areas, a dorsal part (MSTd)
and a lateral part (MSTl). Originally found in macaque monkeys, the existence of
these areas has recently also been demonstrated in humans [Dukelow et al., 2001].
Neurons in MSTd have large visual receptive fields. They react to patterns of
visual motion, particularly to expanding, contracting and rotatory optical flow
[Andersen et al., 1997]. As such patterns of optical flow appear on the retina dur-
ing self-motion, area MSTd has been associated with processing of optical flow
for the visual perception of heading during self-motion. Electrical stimulation of
MSTd influences the perception of optical flow stimuli when self-motion trajec-
tories are simulated visually [Britten and van Wezel, 2002].
[Froehler and Duffy, 2002] moved macaque monkeys on a circular track, and re-
port that the place of the monkey in the experimental room is represented in the
response of single neurons in monkey MSTd, and that MSTd therefore represents
not only optical flow, but also the animal’s location in the environment. An easier
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explanation for the responses they found is though a dependency of the MSTd
neuron response on optic expansions/contractions with different vantage points,
which is a well-known property of these neurons and has rather something to
do with the direction of heading relative to the direction of looking than with an
encoding of self-location in the environment.
The properties of MSTl neurons suggest a role in the visual processing of moving
objects in front of a background. MSTl visual receptive fields are smaller than
those in MSTd, and respond to motion of small spots rather than to motion of
large patterns. Lesions of MSTl lead to deficits in smooth pursuit eye movements.
Neurons in MSTl respond to the motion of external objects irrespective of eye
and head movements [Ilg et al., 2004]. If the motion of the image on the retina is
caused by eye or head movements and not movement of the object, the cells do
not fire.
BothMSTl andMSTd are adjacent to and strongly interconnectedwith areaMT. It
is likely that MSTl and MSTd process the visual motion signals found in MT fur-
ther, with analysis of object/foreground motion in MSTl and background/self-
motion within the environment in MSTd. Area MSTd is reported to be bidirec-
tionally connected to area 7a, whereas MSTl is not [Young, 1993]. Both are bidi-
rectionally connected to area VIP.
3.6.4 Self-motion in parietal cortex
Interestingly, many cells in VIP show controversial responses when interpreted
as self-motion detectors. Those cells respond to visual and head motion to the
same direction rather than to opposite directions. Opposite directions would be
expected for a cell which combines visual and body motion cues for the estima-
tion of self-motion in a stationary scene.6 Even more interesting, the percentage
of cells with this property seems to increase as one climbs up the processing hi-
erarchy for vestibular signals from the vestibular nuclei to the thalamus to PIVC
and VIP [Henn et al., 1974], [Gru¨sser et al., 1990b], [Bremmer et al., 2000].
This fact is difficult to explain, and it has been proposed that the response of those
neurons could be involved in the discrimination of self-motion and object motion
[Gru¨sser et al., 1990b], or that those cells could code for object location during
self-motion while another object is fixated which is further away than the coded
object [Bremmer et al., 2002b]. However, these explanations are complicated, and
it is surprising that not only some, but all neurons in VIP which responded to
vestibular stimulation showed this response pattern.
It might turn out that VIP processes spatial properties of reactions which depend
on the location of external moving objects and the head and body, rather than self-
motion. This would fit to the proposal that VIP might be part of a defense system
against threatening external objects, as described by M. Graziano and colleagues
([Spence and Driver, 2004], chapter 3). If, for example, the hand is used to defend
6For example a cell which codes rightward motion of an external object or scene with respect
to the body, or leftward motion of the body with respect to the object or scene, should respond to
rightward visual motion and leftward body movements.
72 CHAPTER 3. CORTICAL AND SUBCORTICAL MECHANISMS
the face against an approaching twig or flying bug, the hand will have to move
further right either if the object moves to the right or the head moves to the right.
Eating behavior might involve similar arm movements in reaction to food and
mouth position. If VIP cell responses are suppressed when the image on the
retina moves to the left while gaze moves to the right, whereas retinal motion to
the right alone and gaze motion to the right (with no retinal motion) excite the
cell, the encoded information is motion of the object in the world, irrespective of
gaze movements – similar to the response properties of cells in MSTl.
Another parietal area which is a good candidate to play a prominent role in the
representation of self-motion is area 7a. It is located between area MST and LIP.
[Snyder et al., 1998] reported that neurons in LIP rather have body-centered re-
sponse properties, whereas neurons in area 7a appear to have world-centered
coordinates. Area 7a projects heavily to the parahippocampal gyrus and the pre-
subiculum (areas which are closely related to the hippocampus; see section 3.7),
another clue that it might be important for world-referenced coding of space.
Area 7a is also closely related to posterior cingulate cortex (see section 3.8) and
is interconnected with several frontal areas, including the fundus of the principal
sulcus and the rostral FEF (in macaques; [Cavada and Goldman-Rakic, 1989]).
David Crowe and colleagues [Crowe et al., 2005], [Crowe et al., 2004] showed that
cells in BA 7a were tuned to the direction of a straight path in a labyrinth shown
on a screen when the animal’s task was to decide whether or not it led out of the
labyrinth. This activity depended on the task (simple naive viewing did not tune
the 7a cells to the path direction). The population activity supposedly encoded
the direction of the vector of the location of covert spatial attention (or the loca-
tion of spatial cognitive operations) with respect to the fixation point. Surpris-
ingly, the visual receptive fields of the tuned cells (tested with a different visual
stimulus) were not spatially aligned with the path.
[Constantinidis and Steinmetz, 2001], [Constantinidis and Steinmetz, 2005] show
that area 7a might implement a ”saliency map” encoding the spatial location of
attended objects, which is driven both by top-down and bottom-up attention.
These experiments, though, were done with monkeys that did not move in space
and had eye movements closely controlled. Any dependency of the firing of 7a
cells on body orientation in space in these tasks could not be discovered in these
experiments.
[Clower et al., 2001] showed interesting dissociations of subcortical projections to
different parietal areas. They found that BA 7a receives input from hippocampal
CA1 pyramidal cells via the thalamus, whereas area 7b receives second-order
projections from the cerebellum. LIP, which is closer related to eye movements,
receives second-order input from the superficial layers of the superior colliculus.
The case of LIP suggests that these subcortical inputs which reach the parietal
cortex via the thalamus define the properties of the area, comparable to retino-
thalamic inputs to V1. If so, then area 7a might contain a visual representation
of external space, since CA1 contains, at least in the rat, so-called ”place cells”,
which have receptive fields that are linked to the environment. The representa-
tion of space in the hippocampus is discussed in the next section.
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3.7 The hippocampal formation
The hippocampal formation is a cortical structure which is in humans buried
deep in the medial temporal lobes. It is anatomically subdivided into dentate
gyrus, hippocampus proper (the ’real’ hippocampus), subiculum, presubiculum,
parasubiculum, and entorhinal cortex. The hippocampus is also called Ammon’s
Horn (cornu ammonis) because of its peculiar shape. It can be further subdi-
vided into CA3, CA2 and CA1 regions [Shepherd, 2004]. Entorhinal, perirhinal
and parahippocampal (or postrhinal) cortex are together also called the parahip-
pocampal area.
The hippocampus has a very distinct basic circuitry, and has therefore become
one of the most thoroughly studied structures of the brain. Figure 3.5 shows
important connections within the hippocampus and some of its major inputs and
outputs.
Input arrives at the hippocampus from higher cortical areas of all sensory systems
and also from cortical areas which process multimodal information. These inputs
are relayed mostly via the lateral entorhinal cortex [Nieuwenhuys et al., 1988].
The medial entorhinal cortex receives mainly inputs from subcortical structures
(septum, thalamic midline nuclei, amygdala). Superficial layers of entorhinal cor-
tex project to the different structures of the hippocampus, which are linked in a
cascade-like fashion (Figure 3.5). Efferents of the hippocampus originate mostly
from the subiculum, which projects to a number of subcortical (lateral septal nu-
cleus, nucleus accumbens, mammillary body etc.) and cortical targets (medial
frontal areas) via the fornix. The subiculum also projects heavily back to the deep
layers of entorhinal cortex, which has in turn efferents back (partially via perirhi-
nal and postrhinal cortex) to the same cortical areas that provide afferents to the
entorhinal cortex.
The hippocampus is a classical area involved in memory processes, particularly
episodic memory. The most famous case study of a patient, H.M. (see review
in [Corkin, 2002]), who had both hippocampi removed due to epileptic surgery,
brought major insights into the function of the human hippocampus in episodic
memory. H.M. developed serious retrograde amnesia after surgery, including
about two months prior to removal of the hippocampi, and has since been unable
to store new episodic memories.
Also in animals the hippocampus plays a major role in maintaining episodic and
declarative memory. Rats that are put into a Morris water maze7 rapidly learn
the location of a hidden platform and swim to it. They reliably find the plat-
form when released at different locations in the basin. Rats with a lesioned hip-
pocampus can also do this task if they are always released from the same spot,
but are severely impaired if they are released from several different locations
[Morris et al., 1982], [Eichenbaum, 2000a]. This suggests that the hippocampus
is necessary to relate several external cues to each other, to infer the location of
7A Morris water maze is a circular basin filled with milky water. At one location of the basin,
there is a platform hidden underneath the water surface which rats can not see, hear, or feel before
they are directly over it. Rats will typically swim directly to the platform if they know where it is.
This setup is commonly used to test the effect of cortical lesions on place memory.
















































Figure 3.5: A schematic view of some of the important connections between cortical
and subcortical structures and the hippocampus. Based on [Suzuki and Amaral, 1994],
[Burwell and Amaral, 1998], [Clower et al., 2001], [Lavenex et al., 2002] and
[Shepherd, 2004].
a target from the pattern of other environmental cues (for example landmarks
around the basin).
In rat hippocampus, cells with a very intriguing firing characteristics have been
found, the so-called ”place cells”. When a rat explores a labyrinth, a given place
cell will fire when the rat is in a small circumscribed region of the labyrinth
[Burgess et al., 1999]. This finding let O’Keefe conclude that the hippocampus
represents space in allocentric coordinates (in a map-like fashion).
Still, not all cells in rat hippocampus are tuned to a particular place in the cur-
rent environment. Experiments using multi-electrode recording while rats per-
formed a delayed-nonmatch-to-sample task8 [Hampson et al., 1999] revealed dif-
ferent cell types, some responding to the position of the target, some to non-
spatial task relevant parameters (sample or nonmatch phase), and some to AND
or XOR conjunctions of these. The study also reports a topological order of
cells with different response properties over the septo-temporal extent of the hip-
pocampus, with regions that contain cells selective for ’rightward’ vs ’leftward’
8A delayed-nonmatch-to-sample task consists of a sample phase, a delay phase, and a non-
match phase. A rat performing this task will press one of two levers during the sample phase,
then remember which lever it was during the delay, and press the other lever during the nonmatch
phase after the delay to get a reward.
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responses and ’sample’ vs ’non-match’ trial phase. Neurons with conjunctive
responses are found at intersections of regions with the respective response pref-
erences. These maps were highly consistent across animals.
In humans, the receptive fields of hippocampal cells are less clearly determined
by spatial location, but rather represent contextual cues of a broader range. For
example, selectivity of neurons in hippocampus to stimuli as specific as a face of
Bill Clinton has been reported [Kreiman et al., 2002]. Still, cells can be found that
represent specific views and specific places. [Ekstrom et al., 2003] investigated
responses of human hippocampal and parahippocampal neurons during a navi-
gation task. They report that some of the cells were responsive to particular views
(mostly in the parahippocampus) and others to particular places (primarily in the
hippocampus proper).
There is experimental evidence that animals with lesioned hippocampus can still
learn simple stimulus-response associations, and that it is transitive inference
and learning of temporal and spatial relationships between several external cues
which is selectively disrupted by hippocampus deactivation [Eichenbaum, 2004].
Transitive inference needs the association of a new stimulus relationship with
one that has been presented earlier and is remembered. Either transection of the
fornix or lesion of the parahippocampal area is sufficient to disrupt transitive in-
ference. Memory in a delayed-nonmatch-to-sample task, though, appears to be
mediated by the parahippocampal area, as hippocampus lesions or fornix tran-
section do not impair it asmuch as parahippocampal lesions [Eichenbaum, 2000a].
An example of transitive inference is for example that the animal can, after asso-
ciation of stimulus A with B, and stimulus B with C, associate A and C. Such ex-
periments have been performedwith rats using odor stimuli [Eichenbaum, 2004].
Transitive inference can also be temporal (remembering the temporal order of
several stimuli) or spatial (remembering the spatial arrangement of several stim-
uli). In navigation experiments, transitive inference allows the association of
different locations of landmarks and targets with each other. A possible mech-
anism could be that the current context, represented by for example the cur-
rent view (in parahippocampal cells), or a population of ”grid cells” (see section
3.10.3), can trigger an abstracted representation in the hippocampus, which in
turn activates representations of associated views in parahippocampus or cortex.
The abstracted representation would involve cells which are tuned to a partic-
ular place rather than a particular view. The hippocampus would then imple-
ment an associative memory storage, also called a relational memory network
[Eichenbaum, 2004]. It is generally assumed that the hippocampus is too small to
store the complete content of declarative memory and that its function might be
that of a switch-board which can rapidly form associative connections between
different stimuli which are represented cortically.
Efficient storage of declarative (episodic and semantic) memory needs to be based
on low-dimensional but accurate representations of the associated items to keep
the combinatorial expense manageable. Associating the activity of one memory-
indicating cell to another cell that represents the associated stimulus can be done
by enforcing a few synapses, using a correlation-based (Hebbian) learning rule,
whereas the association of one widespread pattern of activity to another involves
76 CHAPTER 3. CORTICAL AND SUBCORTICAL MECHANISMS
the tuning ofmanymore synapses. The almost ”grandmother-cell”9 like response
properties of hippocampal cells suggest that the hippocampus might follow this
strategy. However, the storage capacity of a network of such highly specialized
neurons is low, and the hippocampal formation might have to weigh storage ca-
pacity against simplicity of coding.
Another important property of semantic memory is the possibility to generalize
across related situations. Such generalization can appear if related situations ac-
tivate the same hippocampal cells. Place cells which are activated by different
view cells are examples for such an abstracted representation. Acquired spatial
memory of rats with lesioned hippocampus is over-specific, as the Morris water
maze experiments showed.
Converging evidence suggests that the hippocampus is not, as proposed earlier,
a structure that specifically implements a spatial map of the current environ-
ment for orientation and navigation. The information fed into the hippocampus
is rather a population code representing all aspects of the current context. The
function of the hippocampus appears to be to form and store associations within
this context, particularly those which are more complex than simple direct as-
sociations, like event sequences or transitive inferences. Rats do have extensive
exploratory behavior, so for them the spatial location is an important cue that de-
fines a current ”context”. In humans with their well-developed social life, there
are a lot more cues in the world that specify a situation, but space is still one of
them [Eichenbaum, 2000b].
3.8 Posterior cingulate cortex
The cingulate cortex counts as a part of the limbic, emotion-related system of the
brain. It is closely related to the Hippocampus as the Papez circuit passes through
it [Nieuwenhuys et al., 1988]. There are also strong bi-directional connections be-
tween cingulate cortex and medial temporal areas which are connected to the
Hippocampus ([Vogt and Gabriel, 1993], chapter 8).
Commonly the cingulate cortex is subdivided into an anterior and a posterior part
(see Figure 3.6). Connections with the lateral parts of the cortical hemispheres
appear to be topologically arranged, with anterior cingulate cortex being mostly
connected to the frontal lobe and anterior insula, and posterior cingulate cor-
tex being connected to parietal, occipital and posterior insular areas. There are
also strong projections from the anterior cingulate to the Putamen (motor-related
striatum) and from the posterior cingulate to the Caudate (sensor-related stria-
tum, see section 3.4). This classifies the anterior cingulate as a motor-related area
and the posterior cingulate as a sensor-related area.
9A ”grandmother cell” is a hypothetical neuron which would, at the highest stage of integra-
tion in the cortex, have the concept of the person’s grandmother as receptive field. It has been
used as an example to parody a view of cortical processing in which the sensory input is pro-
cessed until whole concepts are represented in single neurons. The alternative assumption is
that concepts are always represented in the activity pattern of populations of neurons, not single
neurons.
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Figure 3.6: Midsagittal cut through the human brain, showing the medial surface. Blue:
anterior cingulate (BA 24, 32, 33), green: posterior cingulate (BA 23, 31), red: medial parietal
lobe (precuneus, BA 7), yellow: retrosplenial/retrolimbic area (BA 26, 29, 30), magenta:
medial occipital cortex (primary and secondary visual areas, BA 17, 18, 19). Bright cyan:
superior colliculus, dark cyan: inferior colliculus. The dark blue line marks the cingulate
sulcus. The Hippocampus and parahippocampal areas can not be seen on this cut, as they are
located in the medial temporal lobe.
The function of the cingulate cortex remains unclear. It has been associated with
memory, emotion, pain, and visuomotor control. The anterior cingulate is partic-
ularly activated in tasks where an ’automatic response’ has to be suppressed, like
the Stroop task10. There is evidence that areas in the cingulate sulcus are able to
directly output simple appropriate motor responses in dependence of a context.
Some regions in the cingulate sulcus project to the periaqueductal grey matter in
the brainstem, which is associated with simple vocalizations as reactions to emo-
tional states, affective defense reactions, and nociception ([Vogt and Gabriel, 1993]
chapter 8, [Nieuwenhuys et al., 1988]).11
A possible common denominator of these functions might be the implementa-
tion of automated emotional and cognitive associations in a given context, including a
system for automated spatial updating during vection in the posterior cingulate
cortex (see below, section 3.10).
10In the Stroop task, participants see words describing colors in a font with a different color (for
example ’red’ in a green font, or ’blue’ in a red font). When they have to report the color of the
font, their response time increases if font color and color word do not match, which shows that
they are automatically distracted by the color word.
11The periaqueductal grey matter receives, like the superior colliculus, inhibitory projections
from the basal ganglia, which control these affective reactions. Loss of these signals is thought to
underlie tics and uncontrollable swearing in Tourette’s syndrome [Hikosaka et al., 2000].
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Lesions limited to cingulate cortex seem to have rather subtle psychological ef-
fects that mostly affect automated motoric and emotional reactions. Neurosurgi-
cal lesions in the cingulate can reduce emotional responses, for example the emo-
tional involvement in chronic pain and the symptoms of obsessive-compulsive
disorder ([Vogt and Gabriel, 1993], chapter 18). The authors do not report effects
on spatial orientation and navigation in that chapter (apart from nausea), but the
lesions discussed there mostly concern the anterior parts of the cingulate.
Carl Olson et al. ([Vogt and Gabriel, 1993], chapter 12) recorded single neurons
in macaque posterior cingulate cortex (probably areas BA 7m, 31 and 23) and
found cells with saccade-related activity. Many neurons changed their firing rate
after a saccade, depending on the previous saccade’s direction, amplitude and or-
bital eye position. Responses often depended on a visible target or background.
Large textured stimuli were more effective in driving the cells than small target
spots. In contrast to eyemovements, covert attention shifts did not drive the cells.
[Dean et al., 2004] separated activity in posterior cingulate neurons related to tar-
get cue and movement onset by using immediate and delayed saccades. They
found that many, but not all, neurons responded after both target and movement
onset with increased activity, with a preference to contralateral saccade targets.
Neuronal activity dropped briefly before saccade onset. Posterior cingulate cor-
tex is linked to other oculomotor cortical areas – FEF, SEF, strongly to area 7a and
weaker to LIP. Area 7a also contains neurons that respond after eye movements,
and the two areas might be functionally related ([Dean et al., 2004]; see also sec-
tion 3.6.2).
A study by [Sugiura et al., 2005] investigated human brain activations associated
with recognizing familiar and unfamiliar places and objects. They identified sev-
eral distinct regions in posterior cingulate cortex and adjacent cortices associated
with familiarity and with places. A small region in right posterior cingulate cor-
tex was specifically activated by images of familiar places (pPCC). They argue
that these activations might be related to memory retrieval related to personally
familiar objects and places, interfacing between the hippocampal formation and
parietal cortex.
[Gro¨n et al., 2000] investigated human brain activations in a navigation task in a
virtual labyrinth in fMRI. Among other brain areas, the posterior cingulate (BA
23, 29, 30) and the precuneus (BA 7) were consistently activated.
[Vogeley et al., 2004] compared two tasks involving the same visual stimuli, one
which is performed in first-person perspective and another performed in third-
person perspective. They found significant activation of – among other areas –
the posterior cingulate cortex when an egocentric reference frame is used com-
pared to the more cognitive demanding ”third-person-perspective” task. From
this they conclude that the posterior cingulate is involved in the representation
of egocentric space.
However, these results can also be interpreted differently. [Raichle et al., 2001]
present evidence for a ”default system” of the resting brain, which includes the
posterior cingulate cortex and the adjacent precuneus (resting in the sense of
”not currently performing a demanding task”). As the ”third-person-perspective
task” was more cognitively demanding than the ”first-person-perspective task”
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(inferring what an avatar in the image would see in space, compared to counting
red dots), this differential activation of posterior medial cortex might be simply
an effect of the difference in task difficulty.
Another intriguing possibility provides defense for the interpretation given in
[Vogeley et al., 2004]. It could be that the projection from the posterior cingulate
to the posterior parietal cortex is used in egocentric navigation in space, but is
interrupted when the spatial representations of the posterior parietal cortex are
used for cognitive tasks (mental rotations, reasoning, etc.). The deactivation of
posterior cingulate cortex during cognitive tasks, as described by Raichle, might
result from this interruption.
This, and further evidence concerning the signals processed in areas of the poste-
rior medial cortex discussed in the next section, leads to an interesting hypothesis
concerning the neural basis for automatic spatial updating and vection, which is
presented in section 3.10.
3.9 Head direction cells
Apart from the place-sensitive cells found in the hippocampal formation there
is also a set of interconnected cortical and subcortical areas which contain cells
that are active when the head of the animal is oriented in a certain direction
in the horizontal plane (heading). They are called head direction cells (HD cells)
[Taube, 1998], [Sharp et al., 2001]. A set of HD cells with tuning to different di-
rections can encode the current heading orientation of the animal in a population
code. The animal can easily sense its orientation in roll and pitch axes, by using
the gravitational vector direction provided by the vestibular otoliths and propri-
oception. For rotations around a vertical axis (yaw or heading rotations), there
is no such signal for current orientation. The HD cell system appears to be the
biological solution for this problem.
3.9.1 Anatomy
Most experiments on HD cells have been performed in rats. HD cells have been
found in the postsubiculum, retrosplenial cortex, the dorsal tegmental nucleus
(DTN), the lateral mammillary nucleus (LMN) , the lateral dorsal thalamic nu-
cleus (LDN) , the anterior thalamic nucleus (ATN) and the striatum. Lesion
studies and analysis of response latencies suggest that the DTN receives angu-
lar velocity signals from the medial vestibular nucleus, the nucleus prepositus
hypoglossi12 (NPH) and the habenula. The DTN then projects to the ATN via the
LMN. The ATN, in turn, projects to the retrosplenial cortex and the postsubicu-
lum. On this pathway, HD cells with more and more precise tuning emerge.
A recent study involving transsynaptic tracers confirmed the assumption that
12The nucleus prepositus hypoglossi is part of the oculomotor system responsible for horizontal
eye movements. It also processes vestibular information – lesions cause vertigo and postural
imbalance.
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Figure 3.7: Network of cortical and subcortical structures associated with the encoding of
heading direction. Red: vestibular-related structures, Blue: visual-related structures, Green:
structures involved in the control of eye movements, Yellow (bold borders): structures in
which head-direction-cells have been identified. Sources (among others): [Brown et al., 2005],
[Shibata and Yukie, 2003], [Sharp et al., 2001], [Taube, 1998], [Stackman and Taube, 1997],
and [Nieuwenhuys et al., 1988].
information about head rotations is transmitted from the medial vestibular nu-
cleus through the DTN to the LMN, under possible involvement of the NPH
[Brown et al., 2005]. Figure 3.7 shows these structures and how they are con-
nected to related cortical and subcortical structures.
The ATN connects specifically with BA 29 (retrosplenial cortex), whereas the
LDN connects to BA 23 (posterior cingulate cortex; more specific: pv23b in the
macaque [Shibata and Yukie, 2003]). The pattern of cortical afferents to these ar-
eas suggests that the retrosplenial cortex is involved in memory functions, in-
terfacing between working memory in frontal cortex and the hippocampal long-
term memory system, whereas the posterior cingulate cortex appears to be asso-
ciated with visuospatial functions [Kobayashi and Amaral, 2003]. BA 23 and BA
29 are strongly interconnected.
There is also some evidence that the LDN depends on visual input whereas the
ATN derives its firing properties more from body motion cues. Restraining the
animal reduces activity in ATN HD cells but not in LDN HD cells, and when
the lights are switched off ATN HD cells remain stable while LDN HD cells start
shifting after a few minutes [Taube, 1998].
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3.9.2 Response properties of HD cells
Responses of head direction cells are independent of the spatial location of the
animal and the current task, but strongly modulated by the head orientation in
space. HD cells are not driven by a magnetic sense of absolute orientation but
by visual landmarks [Zugaro et al., 2000], and vestibular input (see below). The
activity pattern of the HD cell population is updatedwhen the animal turns in the
environment. During this updating, the receptive fields of all HD cells turn for
the same angle. This means that the population of HD cells encodes a consistent
and stable direction of heading.
Moving salient landmarks can turn the reference frame of the HD cell popula-
tion code. When the visual environment is rotated in darkness and the light is
switched on thereafter, the encoded heading direction in the ATN changes within
80ms by ’jumping’ to a new direction [Zugaro et al., 2003]. Also, there is evidence
that the reference frame of HD cells follows landmarks in the background rather
than those in the foreground [Zugaro et al., 2001]. Interestingly, background mo-
tion is also more efficient to induce vection in psychophysical experiments with
humans [Kitazaki and Sato, 2003] (see below for a hypothesis on the relation be-
tween the HD cell system and vection).
Vestibular input appears to be necessary for head direction cell response proper-
ties, as HD cells (recorded in the ATN) lose their directional tuning after lesion
of the vestibular system [Stackman and Taube, 1997]. At the same time, naviga-
tion abilities are abolished ([Gazzaniga, 2000], chapter 41). Vestibular inputs (and
body cues of self-motion) can be used for HD cell updating together with visual
cues, and also mediate updating in darkness.
Lesions of the posterior cingulate / retrosplenial cortex in humans show an inter-
esting dissociation between the two hemispheres. Whereas lesions of these areas
in the left hemisphere often cause deficits in memory of the temporal order of
events and verbal information, lesions in the right hemisphere give rise to spatial
disorientation. Those patients are not impaired in recognizing landmarks, but
in planning routes and drawing or using maps [Kobayashi and Amaral, 2003].
This fits to the general assumption that in the human brain the left hemisphere
is specialized to temporal patterns and language, whereas the right hemisphere
rather processes spatial patterns (see also [Schu¨z and Miller, 2002], chapter 18,
and [Baddeley, 2003]).
3.9.3 HD cells, place cells and memory
The cortical and subcortical structures that contain place cells and head direction
cells are interconnected ([Gazzaniga, 2000], chapter 41). [Ragozzino et al., 2001]
recorded hippocampal place cells and head direction cells in the dorsal striatum
at the same time. They found that place cells and head direction cells are not com-
pletely linked. One has to say, though, that the dorsal striatum is not a central part
of the HD cell system shown in Figure 3.7 and HD cells there might be related
more to the spatial attributes of directed actions than orientation in space. A re-
cent physiological study in rats by [Yoganarasimha and Knierim, 2005] showed
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that the firing properties of HD cells in the ADN and place cells in CA1 of the
hippocampus show highly correlated directional updating during turns. Trans-
lations of the track relative to global landmarks in the room left most of both the
active HD cell population and the active place cell population unchanged. This
showed that most place cells’ firing properties were coupled to the animal’s po-
sition in the track and not to global landmarks in the experimental room, and
replicated the previously reported finding that the activity of head direction cells
depends on the orientation, but not on the location of the animal in the environ-
ment.
The interaction between medial parietal cortex and the hippocampus and its ad-
jacent cortical areas appears to be important for recall of episodic and spatial
memory. [Burgess et al., 2001] found specific activation in (among other areas)
a continuous temporoparietal strip from parahippocampal cortex to precuneus
during episodic memory recall. When recalled memory involved a spatial con-
text, the parieto-occipital sulcus (BA 7) and the right posterior parietal cortex
were also activated. Presumably these areas are specifically involved in recall of
spatial memory. [Sugiura et al., 2005] also report distinct activation patterns in
posterior medial cortex generated by views of familiar vs. unfamiliar places and
objects, and argue that these might be related to memory retrieval.
In lesion experiments in rats, area BA 29 of retrosplenial cortex has been shown
to be essential for memory tasks involving a spatial mapping strategy (Mor-
ris water maze using external landmarks), but also for remembering more ab-
stract relationships like association of reward with the presentation of either a
tone or a light, but not presentation of both ([Vogt and Gabriel, 1993] chapter
16). [Wolbers and Bu¨chel, 2005] report activation of human retrosplenial cortex
bilaterally during learning of the spatial arrangement of roads and landmarks
in a virtual environment by navigating through it. As the retrosplenial activa-
tion correlated with performance, they conclude that retrosplenial cortex could
be responsible for the integration of egocentric spatial cues (processed in pari-
etal cortex) with spatial memory information (arriving from the hippocampus) to
form a ”survey representation” of the environment.
The hippocampus could generate, from the current spatial environment, expec-
tations of path directions and landmarks, which would consecutively be con-
firmed or contradicted by actual sensory experience in retrosplenial cortex. An
experience without prior expectation, or a mismatch of expectation and experi-
ence, would induce adaptation of the hippocampal association network (learn-
ing). Similarly, viewing a familiar scene could activate memories of associated
views in the hippocampal formation, which would generate expectations of ob-
jects and locations of these objects around the observer. If these representations
are linked to the HD cell population, turning in the scene could automatically up-
date the expected egocentric locations (”spatial updating”). Such a system could
translate from ’allocentric’ representations in the hippocampal formation (loca-
tions and orientations of objects referenced with respect to locations and orienta-
tions of other objects) to an egocentric representation (locations and orientations
of objects referenced with respect to the observer’s location and orientation).
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3.10 A hypothesis for the neural basis of vection
One of the most interesting questions in the research of the perception of self-
motion is how the brain processes self-motion and object motion differently. In-
trospectively, there is a large difference between perceiving moving oneself in an
environment compared to movement of objects around oneself while being sta-
tionary.13 But what brain mechanisms underlie the perception of self-motion and
the perception of object motion?
It is tempting, in the light of the previous section (3.9), to assume that the sensa-
tion of rotatory yaw vection is linked to the head direction (HD) cell system. Rotating in
the environment would update the HD cell population code, whereas observing
a moving object in the environment would not. A population of neurons in pari-
etal cortex, which represents the direction of a target object with respect to retina,
head, or body, would be updated by the HD cell system via the posterior cingu-
late cortex and precuneus during self-rotation (perhaps in interaction with area
MSTd). If instead the body is felt stationary and the visual stimulus appears to
move, the representation of the target object direction would be updated on the
basis of visual information, and the HD cell activity would remain unchanged.
In the first case, the observer would have the impression of self-motion (circular
vection), but not in the second case.
In a psychophysical trial-completion study (walking along one side of a trian-
gle, turning, walking along the second side, and then pointing back to the start),
[Klatzky et al., 1998] showed that the updating of an egocentric reference frame
during real, simulated and imagined locomotion depends strongly on the sen-
sory cues available. It appeared that automatic involuntary spatial updating only
occurred during real (blindfolded) walking or when the participant was physi-
cally turned and translations and rotations were presented as optical flow. Dur-
ing visually simulated, observed, and imagined locomotion (without real transla-
tions/rotations of the participant), however, these automatisms were apparently
not engaged and participants rather solved the task by observing/imagining an
external avatar moving from their current point of view (’object motion’). Subse-
quently they had great difficulties to respond correctly in the egocentric reference
frame of the avatar, and rather responded using their own observer reference
frame. Apparently automatic spatial updating mechanisms are only engaged if
the observer is moving physically.
The properties of the automatic spatial updating mechanisms thus parallel those
of the HD cell system, which supports the hypothesis that there are two spatial
systems, one updating the observer’s reference frame (which involved the HD
cell system) and another one updating the locations of external objects moving in
space. A difference, however, is apparent for the condition in which participants
saw the locomotion as optical flow from the view of the moving avatar (condition
13The difference might be, in my opinion, where one expects currently unseen objects to be
in the environment. If one moves oneself, the egocentric location of all of them should change;
if an object moves, the egocentric location of that object changes, but the hidden objects remain
egocentrically where they are. Additionally, vectionmight elicit expectations ofmotion sensations
in vestibular and other body senses.
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’visual-turn’ in [Klatzky et al., 1998]), where the observer’s reference frame was
not updated, whereas in rat studies optical flow had a dominant influence on the
HD cell population code [Zugaro et al., 2000]. It is though unclear whether the
two studies are directly comparable, since the human study used an HMD with
a visual field of only 44◦ horizontal FOV whereas rats experienced almost full
FOV optic rotation. It is known that the latter is much more efficient in inducing
vection.
3.10.1 Evidence from imaging studies
If this assumption holds true, one would expect that visual areas processing vi-
sual spatial attributes of objects would be more active during perception of ob-
ject motion compared to self-motion. Yaw rotations of the head or body would
involve updating the HD cell system, so activation in posterior cingulate and
medial precuneus would be expected instead. One has to consider, though, that
HD cells keep firing when the head direction does not change, so the activity of
those areas during self-rotation might be similar to the stationary case. Lesions
of the posterior cingulate/precuneus region should have a particular impact on
self-motion perception during yaw rotations.
Is there any experimental evidence to support this assumption? It is difficult to
investigate self-motion using brain imaging techniques in humans, because in
fMRI, PET or MEG studies the head of the participant is fixed and the participant
should move as little as possible. Still there are some studies which investigated
vection, by using caloric or galvanic stimulation of the vestibular system and/or
large-field visual motion stimuli.
Such studies found deactivation of cortical areas processing visual motion and
vestibular signals [Brandt et al., 1998], [Kleinschmidt et al., 2002] and no deac-
tivation, or even activation of posterior cingulate / precuneus during vection
[Brandt et al., 1998]. As soon as participants experience vection (the illusion of
self-motion induced by visual motion), compared to the perception of visual mo-
tion as object motion (with themselves as a stationary observer), areas of visual
cortex and the posterior insular human homologue to the vestibular-related area
PIVC get deactivated.
[Brandt et al., 1998] used random dots, which moved either in a circle or ran-
domly, as visual stimuli in a PET experiment. As the participants were lying in
a supine position, circular moving stimuli caused roll vection with respect to the
body, but yaw vection with respect to gravity. As HD cells encode the direction
of heading in a plane perpendicular to gravity and independent of body orien-
tation [Taube, 1998], this stimulus should update the HD cell system. The au-
thors report that the posterior cingulate cortex (BA 31, adjacent to BA 23) was not
only specifically activated during vection bilaterally, but this was also the area in
which activation was most strongly correlated with the perceived strength of vec-
tion. The activated area also contained part of the medial precuneus (BA 7). This
study has the possible confound that the visual stimulus used for non-vection
trials was different from the one used for vection trials. This confound was not
present in the study by [Kleinschmidt et al., 2002].
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[Kleinschmidt et al., 2002] performed an fMRI study to investigate the difference
in brain activation when one and the same visual stimulus is perceptually inter-
preted as self-motion or object motion. A windmill-patterned disc was put in
front of the participant’s face. It rotated slowly, so that the visual motion caused
a switching impression of either object motion of the disc, or supine whole-body
motion around a vertical axis. The participants responded by pressing buttons
according to their perception. For some early occipital areas (dorsomedial, supe-
rior temporal, and V5a/MST areas), no activation differences were found, but in
other areas they found more activity during perceived object motion than during
perceived self-motion (V1, V3/V3a, V4, V5/MT, PIVC). The only area which was
more active during perceived self-motion than object motion was the nodulus in
the cerebellum.
The nodulus is part of the vestibular cerebellum, intimately linked to the vestibu-
lar nuclei (see section 2.2.4) and might play an important role in the processing of
multimodal information of self-motion for the HD cell system. This structure re-
ceives visual and vestibular input and is also involved in the control of torsional
eye movements. Infarction of the nodulus causes dizziness symptoms.
[Thilo et al., 2003] showed in a study similar to [Kleinschmidt et al., 2002] that vi-
sual evoked potentials, particularly the N70, is attenuated during perceived self-
motion compared to perceived object motion. They argue that this effect (and
the cortical deactivations seen in [Kleinschmidt et al., 2002] during perceived self-
motion) could be caused by a difference in the distribution of attentional re-
sources in the two cases.
[Beer et al., 2002] used large-field optical flow stimuli in human PET to simulate
self-motion in roll rotation, yaw rotation, and forward translation. They found
different (though partly overlapping) sets of brain areas activated for the differ-
ent stimulation types. This probably reflects the different kinds of behavioral
responses in the three types of movement – posture in roll rotations (posterior in-
sula), change of place in translations (parahippocampal), and change of orienta-
tion in yaw rotations (they only found frontal activations there, none in posterior
medial cortex). They did also not report any activations in parietal cortex.
Another PET study [Deutschla¨nder et al., 2002] examined cortical activations to
caloric vestibular stimulation, visual motion stimulation, and both simultane-
ously. They found relative deactivation of both visual and vestibular cortical
areas during combined stimulation, compared to single cue stimulations. These
effects might reflect attentional modulation, areas of stimuli which are attended
being more activated than areas of unattended modalities, and when attention is
divided between two (probably conflicting) stimuli, both areas are activated, but
less than if only one modality is stimulated.
Activity in the posterior cingulate has also been linked to using a first-person-
perspective ([Vogeley et al., 2004], see also section 3.8). This also supports the
hypothesis that vection and automated spatial updating, as an implementation
of the maintenance of egocentric spatial information of the environment, might
be a function supported by the posterior cingulate.
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3.10.2 Evidence from neurophysiological studies
Not only imaging studies provide evidence on the brain mechanisms that medi-
ate the perception of self-motion. [Kahane et al., 2003] report that electrical stim-
ulation in human precuneus can elicit impressions of self-motion, though less
frequently than in the temporoparietal junction (BA 21, 22, 40). There are cases
where stimulation of the precuneus resulted in the sensation of yaw rotations of
either head or environment.
Animal studies of vection are limited in the sense that the feeling of vection is
subjective and it is not possible to ask animals about their subjective experience.
Instead, behavioral and physiological measures have to be used.
Lesion studies in rats [Whislaw et al., 2001] showed that the posterior cingulate
cortex is important for allocentric and egocentric (allothetic and ideothetic) spa-
tial perception. Rats without posterior cingulate cortex were severely impaired
in navigation tasks requiring both external cues and spatial memory, and internal
spatial updating during self-motion (returning to a starting location). This also
demonstrates the importance of the posterior cingulate cortex in spatial updating
and navigation.
Tracer studies have revealed that the rostral part of BA 23 of the posterior cin-
gulate cortex in primates has both cortico-cortical connections to several other
regions processing vestibular information and efferents to the vestibular nuclei
[Guldin and Gru¨sser, 1998]. It is unclear how this region interacts with the more
caudal medial cortical areas which contain HD cells.
At least two different functions are mediated by areas in medial posterior cor-
tex, as noted above (section 3.9) – visuospatial functions in posterior cingulate
cortex and an interface to long-term and working memory in retrosplenial cor-
tex. In some studies activation in medial posterior cortex might be related to
access to memory or executive functions in frontal cortex rather than to activity
of the HD cell system. [Shomstein and Yantis, 2004], for example, find activation
of the precuneus when attention is switched between modalities, and the adja-
cent superior parietal cortex is assumed to mediate top-down guided attention
[Behrmann et al., 2004].
Not all, but most of these results agree with a role of the posterior cingulate cor-
tex, and some adjacent areas, in mediating updating of the spatial reference frame
during self-motion (particularly earth-vertical rotations). This supports the as-
sumption that the perception of yaw self-rotation (circular vection) is linked to
updating of the HD cell population code.
If it is correct that the cingulate cortex mediates context-dependent automatisms,
and its posterior part is related to sensory processing, automated spatial updating
during self-motion might be one of the functions implemented there.
3.10.3 HD cells and grid cells
Recently, so-called ”grid cells” have been found in the entorhinal cortex (the
main in- and output structure of the hippocampus) of the rat [Fyhn et al., 2004],
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Figure 3.8: A model how HD cells and grid cells might be used by the animal for spatial
updating. A: four grid cells (a,b,c,d; four colors) span a regular hexagonal grid of spatial
locations. B: head directions are represented by six HD cells (φ 0, .., φ 5). C: updating the
location during self-motion (forward translation in the current heading direction) in the grid
cell population can be represented by a simple matrix which computes, for a current position
and a step in the current heading direction, the target location (the grid cell activated after
the step).
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[Hafting et al., 2005]. Like for place cells, the activity of these cells depends on
the location of the animal in its environment. Different from place cells, however,
grid cells do not have one specific place where they are active, but are activated
at locations arranged in a regular, hexagonal grid. The scale of the grid (spacing
between the peaks) increases from dorsal to ventral entorhinal cortex.
A population of such grid cells can encode the rat’s current location in the en-
vironment. Because grids of different scaling are represented, the overall place
representation (as a population code) is not repetitive in the local environment.
Together with the head direction cells, the two systems could provide a neural
basis for path integration and spatial updating.
Figure 3.8 illustrates how HD cells and grid cells could interact during spatial
updating. This schema uses only four grid cells (A) and six HD cells (B). At one
point in time only one grid cell (encoding the location in the grid) and oneHD cell
(encoding the current heading) are active. When the animal turns on the spot, this
would change which HD cell is activated. When the animal moves forward by
one step, this would change which of the grid cells is activated, using the current
HD cell population. The updating rule for the grid cells can be represented by a
matrix (C).
Of course the real situation is a bit more complicated, with HD cells and grid
cells with overlapping response fields and Gaussian-like tuning functions. Also,
the animal will move with different speeds and not in cardinal directions, so that
there is no step-wise updating of the population response. Still, the basic function
of spatial updating could be similar to the schematic illustration in Figure 3.8.
The grid cell population can serve as input to place cells in the hippocampus.
Place cells would then bind together one grid cell population activity pattern
(spatial context) and some information on for example items, values, or possi-
bilities, implementing associative memory. The place cell will then only fire in a
specific location, because only there the grid cell population activity pattern will
match.
The grid cell code is a clever solution to the problem of sparsity in a population
code for spatial location. Originally it was thought that hippocampal place cells
form a population which encodes space. The problem with a population code
where each cell represents one small location in the environment would be that a
lot of neurons would be needed for an accurate representation of space, and each
neuron would only be active very rarely. This is a very ineffective way of coding.
The fact that single neurons fire at regular grid positions resolves the issue how
the place code can prevent to become too sparse. Each grid cell fires at about
1/4th to 1/6th of the locations the animal can be in, and the location is encoded
by the response of many grid cells, and not by a single cell for each location. The
grid-like arrangement of activities also simplifies the updating of the grid cell
population response when the animal moves on linear tracks. This can be seen
in Figure 3.8: whenever the green cell is active and the animal moves in direction
φ0, the blue cell has to be activated. This means that the same updating rule can
be used all over the grid (Figure 3.8 C).
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3.11 Hemispatial neglect and space
One severe and rather common cognitive defect following brain lesions is hemis-
patial neglect. Patients with this syndrome have a disturbance of the perception of
space. It seems as if for them events on the left side have lost their salience, and
they show a certain reluctance to orient leftwards. Hemispatial neglect also exists
in animals after lesion of the contralateral striatum [Brasted et al., 1997].
In humans, neglect usually affects the left side, not the right, and follows le-
sions of the right half of the brain, usually the inferior parietal lobe (but see
[Karnath et al., 2001]), and can also appear after damage to right prefrontal cortex
(FEF), the posterior thalamus (pulvinar) or the basal ganglia [Karnath et al., 2002].
Damage to the corresponding structures in the left hemisphere usually do not
cause neglect, but may cause problems in speech perception or production (apha-
sia). This asymmetry of hemispatial neglect appears to be a particularity of hu-
mans, as it is not seen in animals, and might be a consequence of the dedication
of left-hemispheric areas of the human brain to speech and language. The spatial
distortions caused by parieto-temporal and parieto-insular lesions often wane af-
ter some time [Heide and Ko¨mpf, 1998], but in some cases neglect persists.
Several clinical tests have been developed to test for neglect [Mesulam, 1999]. In
the line bisection task, a sheet of paper with lines is given to the patient who
should cross every line exactly in the middle. In this task, healthy people usually
bisect the line a little bit to the left, but neglect patients bisect it way too far to
the right, as if they don’t perceive the left half of the line at all. Another task is
to cross out all letters ’A’ on a sheet of paper with random letters. In this task,
neglect patients usually cross out the ’A’ letters on the right half of the sheet, but
forget most of them on the left side.
The spatial reference frames with respect to which the left side is neglected are
diverse. Neglect can occur with respect to the left side of the visual field, the head,
the body, and objects. [Marshall and Fink, 2001] mention that hemispatial neglect
can be limited to near space or far space. This shows that space is represented in
the brain in several coordinate frames, which can be disturbed independently.
There is evidence that in hemispatial neglect the participants are not blind on the
left side. Low-level, unconscious processing of the left hemisphere is functional.
It rather seems as if conscious awareness of events on the left side is strongly
diminished or lost [Mesulam, 1999].
According to the analysis of the lesion foci, the neurological basis of hemispa-
tial neglect might be a loss of the projection from visual-attention-related corti-
cal structures (in the parietal or frontal lobe) to the basal ganglia (possibly via
the thalamus), by a disruption of the system either cortically, in the thalamus or
in the striatum [Karnath et al., 2002]. All of these structures are interconnected
and form a network for the control of spatial attention (see chapter 49 by David
LaBerge in [Gazzaniga, 2000]).
Particularly the temporoparietal junction (TPJ) appears to be critical for cortical
processes of attention [Downar et al., 2001], disruption of which (in humans par-
ticularly in the right hemisphere) leads to hemispatial neglect [Karnath et al., 2001].
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A study of nine cases of persistent neglect found involvement of the basal gan-
glia in the lesion in all nine cases, particularly of the putamen and globus pallidus
[Maguire and Ogden, 2002]. The basal ganglia thus appear to play a prominent
role in goal-directed behavior. When the patient has for example the task to find
all letters ’A’, he has to attend to and perform actions on items in his visual field in
amore or less repetitive way. This might involve a circuit which reaches from cor-
tical areas which mediate visual saliency (in the parieto-temporal junction) to the
basal ganglia. The basal ganglia probably play a considerable role in deciding on
the execution of saccades to salient stimuli by their projection to the superior col-
liculus (see section 3.2), and control information flow in cortico-thalamo-cortical
circuits (section 3.4).
3.12 Multisensory integration in the cortex
Classically it is assumed that cortical multimodal integration is a ”late” process
occurring at higher stages of the cortical hierarchy, as sensory signals first feed
into dedicated unimodal cortical areas and multimodal information seems to
emerge in ”higher” areas ([Kandel et al., 2000] chapter 19). These higher cortical
areas, termed ’multimodal sensory association areas’, receive feed-forward input
from various unimodal sensory areas. They are mostly located in the parietotem-
poral junction, prefrontal cortex, and the limbic system (cingulate cortex, hip-
pocampal formation and parahippocampus, and amygdala). Additionally, some
subcortical structures can integrate information from multiple senses in parallel
to the cortex, for example the superior colliculus (see section 3.2).
Recent evidence shows that there apparently are direct connections between pri-
mary visual and early auditory cortex, and also backprojections frommultimodal
areas to primary visual cortex [Rockland and Ojima, 2003], [Falchier et al., 2002],
[Schroeder and Foxe, 2005]. The neurons projecting from auditory to visual cor-
tex are relatively sparse and project from infragranular layers (layer 5?) to layers
1 and 6 in peripheral V1, typical for top-down feedback neurons. There are also
connections from visual cortex back to caudal auditory cortex, which also end
there in layers 1 and 6 [Schroeder and Foxe, 2002].
In the view of a cortical hierarchy of information processing, where cells in pri-
mary visual cortex are rather tuned to stimuli ”local” with respect to the sensory
data topology, multisensory integration by such connections doesn’t make much
sense. For example, an edge at a certain position on the retina is not typically cor-
related with auditory signals with a specific frequency or spatial direction, even if
auditory signals were coded in a retinal coordinate system in early auditory cor-
tex (what is to date unknown; but see [Groh et al., 2001]). Therefore it is likely that
such connections play a role in crossmodal spatial attention, rather than to me-
diate multimodal integration. This idea is supported by the fact that projections
from auditory cortex to V2 and V1, as well as projections from visual to auditory
cortex, were found in caudal auditory areas [Rockland and Ojima, 2003] which
are thought to process spatial auditory information [Recanzone, 2004].
Crossmodal attention based on these connections would then act in a ”top-down”
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fashion on target areas. See section 4.3 for a hypothesis how such top-down in-
puts might be combined with thalamo-cortical bottom-up input in a cortical col-
umn. Multisensory integration and crossmodal attention are discussed further in
section 7.2.1.
[Schroeder and Foxe, 2002] also investigated multimodal integration in superior
temporal multisensory areas (STP) and area VIP in the intraparietal sulcus. There,
they found evidence for feed-forward-like input of somatosensory, visual and
auditory signals, particularly in STP. This speaks for integration of the signals
of the different senses in that area (and not just crossmodal attention). Audi-
tory association cortex (caudal belt area) also receives feed-forward style auditory
and somatosensory afferents [Schroeder and Foxe, 2002], and recent fMRI results
in monkeys [Kayser et al., 2005] suggest that this area (which is relatively early
in the cortical processing hierarchy) mediates true multisensory integration be-
tween somatosensory and auditory senses.
[Bushara et al., 2003] investigated human brain activity in fMRI when the same
simultaneous auditory and visual stimuli were either perceived as emerging from
the same event or from separate, unrelated sources. In trials where auditory and
visual cues were bound, they found increased activity in higher, multimodal brain
areas, but decreased activity in lower unimodal areas, compared to trials in which
the stimuli in the two modalities were perceived as separate. They interpret the
result as evidence for competitive interaction between unimodal and multimodal
brain areas.
3.12.1 Constraints for multisensory integration in the brain
Biological nervous systems have two sources of information on which they can
base their function: the genome and sensory input. Even though genetic mech-
anisms are important to layout the basic structure of the nervous system, it is
believed that the network is refined on the basis of sensory input. In early child-
hood, the initially large axonal and dendritic trees are systematically pruned, and
the neurons acquire receptive fields with sharper tuning [Kandel et al., 2000]. In
experiments using sensory deprivation the critical times for these processes have
been evaluated. Experiments in which visual information has been routed into
auditory cortex also showed that the cortical specialization is not determined
by the genetic disposition, but by the sensory input reaching the cortical area
([Swindale, 2000], [Sharma et al., 2000]).
This supports the assumption that the brain uses mechanisms for the develop-
ment of neural circuits which rely on the sensory input itself, and probably act
locally at each neuron. This probably also applies for mechanisms used for multi-
sensory integration. For example, multimodal neurons in the superior colliculus
are unimodal in early childhood and develop multimodal properties only after
experiencing multimodal stimuli [Wallace, 2004].
One integration principle which could emerge from the sensory data is based on
correlations between the different cues. A neural network could use one of the
cues as a teacher signal, and learn to predict the teacher signal from the other cue.
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The prediction from the other cue would then be combined with the teacher cue
for a better estimate, or could replace the teacher cue when it is missing. Such an
integration principle is discussed in section 4.5.
3.13 Attention in the brain
The term ”attention” has several meanings in psychology. Often it refers to a
mechanism in the brain which selects a subset of the available sensory informa-
tion for further processing in ”higher” areas of the brain, which may allow these
stimuli to enter awareness and working memory, where they can serve to gener-
ate voluntary actions.
Two classes of attentional mechanisms can be distinguished, those which are con-
trolled by the brain (called voluntary, goal-directed or top-down attention) and
those which depend on the properties of the stimulus itself (bottom-up attention
or salience).
Top-down attention can be deployed to specific locations, features, and objects
[Olson, 2001], [Freiwald and Kanwisher, 2004], as well as to specific sensorymodal-
ities. Top-down attention is under volitional control. Bottom-up attention de-
scribes that some stimuli draw attention towards themselves because they are
salient. Salient stimuli can also trigger fast reflexive responses, for example sac-
cades to a salient visual stimulus. Top-down and bottom-up attention interact
during normal behavior and determine together which information is processed
and used for actions.
It has been shown that higher brain areas only represent a subset of the sen-
sory input at the same time. In inferotemporal cortex, for example, only the
features of the currently attended object are represented [Olson, 2001]. Unat-
tended stimuli are often also not perceived consciously, a phenomenon termed
inattentional blindness [Chun and Marois, 2002], [Simons, 2000]. How attention
can influence a single neuron has been shown in area V4 by [Luck et al., 1997]
and [Reynolds et al., 1999]: If two stimuli lie in the receptive field of a V4 neu-
ron, and the neuron would be activated by one of them but not the other, the
activity follows the attended stimulus. The higher a cortical area is in the hier-
archy, the more neurons follow the percept [Leopold and Logothetis, 1996]. This
principle has been formulated as the ”biased competition model of attention”
[Desimone, 1998] (see section 7.2 for further discussion).
Attention is also closely related to ”working memory” [Awh and Jonides, 2001],
[Pessoa and Ungerleider, 2004]. Working memory is a concept which refers to
short-term storage and manipulation of information [Baddeley, 2003]. It has been
hypothesized that the human brain contains at least two largely separate work-
ing memory systems, a ”visuospatial sketchpad” for visual imagery and manip-
ulation (mostly in the right cortical hemisphere), and a ”phonological loop” for
internal speech (mostly in the left hemisphere). Conscious thought might be re-
lated to these working memory systems [Hesslow, 2002]. Since working memory
processes are thought to take place in higher cortical areas, like the frontal, tem-
poral, and parietal lobes, attention is thought to be the mechanism which selects
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the sensory information which reaches working memory and is ultimately used
for action. Imaging studies showed that there is a high overlap between areas
active in top-down attention and areas active during working memory mainte-
nance [Pessoa and Ungerleider, 2004].
Top-down and bottom-up attentional systems appear to be distributed differen-
tially in dorsal and ventral parieto-frontal cortex [Corbetta and Shulman, 2002],
[Pessoa and Ungerleider, 2004]. In particular the temporoparietal junction (TPJ)14
shows activity which is related to stimulus saliency, and parts of it are more ac-
tivated for voluntarily attended than unattended stimuli, independent of sen-
sory modality [Downar et al., 2001]. In that experiment, voluntary (or top-down)
attention was modulated by the task (to respond to changes of stimuli in one
modality, while ignoring those in another). The temporoparietal junction is a cor-
tical location where bottom-up and top-down attention meet. Lesions of the tem-
poroparietal junction can lead to spatial hemineglect (see section 3.11). Another
cortical area which is modulated by both bottom-up and top-down attention is
the anterior intraparietal sulcus [Pessoa and Ungerleider, 2004]. For a more de-
tailed discussion of the role of parietal cortex for attention, see section 3.6.
Other structures which are important for the control of the spatial location of vi-
sual attention are the frontal eye field (FEF) and lateral intraparietal area (LIP),
together with the superior colliculus (see section 3.2), and the ventral pulvinar
nucleus of the thalamus. The ventral pulvinar might constitute an important
site that aligns the spatial focus of attention in different areas of the visual sys-
tem ([Shipp, 2004], see section 3.3.1). [Pessoa and Ungerleider, 2004] associate the
pulvinar particularly with the control of bottom-up attention. Also the thalamic
reticular nucleus (TRN) could play an important role for intermodal attentional
control; see section 3.3.
3.14 Abstraction and concretization
3.14.1 Using differentiation and integration for abstraction and
concretization
As we have seen, the brain processes sensory information on many levels in par-
allel to generate motor responses. The higher the level, the more abstracted the
represented information appears to be (Figure 1.2).
This cascade can for example be described for the control of gaze direction by
saccades. The oculomotor system in the brainstem has the main task to keep
gaze direction constant during head movements (by using vestibulo-ocular re-
flexes). The constant direction of gaze is influenced by the superior colliculus,
which changes the stabilized gaze direction by saccades. In the superior collicu-
lus, the saccade is encoded as a vector which is relative to the current gaze di-
rection, and therefore codes the first derivative in time of the gaze direction. The
14An interesting side note: the human TPJ might correspond to macaque area 7a
[Corbetta and Shulman, 2002], which is critical for the representation of spatial attention, also
during self-motion (see section 3.6.4).
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information of the saccade vector is concretized (similar to an integration in time)
in the brain stem by adding the current gaze direction, which results in a gaze
direction in space. The saccade vectors to be performed can be programmed for
example from retinal input (which of course is also coded relative to the current
direction of gaze), or from cortical input, which also represents gaze-relative sac-
cade vectors. It is an interesting question if the higher cortical representation,
from which saccades are programmed using FEF, LIP and the basal ganglia, uses
higher derivatives of location – programming the next saccade would involve
adding a vector to the current representation in the saccade-related areas instead
of setting the saccade vector to a certain value directly. The supplementary eye
field (SEF), a higher frontal area involved in the generation of saccades, shows
object-centered neural responses [Tremblay et al., 2002], specificity for oculomo-
tor sequences [Lu et al., 2002] and control of specific stimulus-saccade response
rules [Husain et al., 2003].
Also the control of limb muscles works along the principle of peripheral stabi-
lization of constant position (by reflexes and alpha-motor neuron loops through
the spinal cord), and cortical efferents (gamma neurons) indirectly acting as vec-
tors of position modification (see [Kandel et al., 2000], chapter 36). In the brain,
primary motor neurons, which project to the spinal cord, encode movements
of particular muscle groups, whereas microstimulation in higher motor areas
(supplementary motor and premotor) causes more complex patterns of move-
ment ([Steward, 2000], [Spence and Driver, 2004], chapter 3). Projections from
parietal cortex to motor cortex are topologically specific [Luppino et al., 1999],
[Matelli and Luppino, 2001], and it is reasonable to assume that these signals help
to concretize movements spatially. It is assumed that such mechanisms of con-
cretization implement ”optimal control” to select the best possible trajectory for
an action [Wolpert and Ghahramani, 2000].
Abstraction and concretization could also be performed with respect to other pa-
rameters, not only spatial location. For example the mechanisms for saccade tar-
get position (LIP, FEF, superior SC) are separated from mechanisms that are re-
sponsible for saccade execution timing (basal ganglia). One could say that the
spatial representation of a saccade target is abstracted from its timing, and vice
versa.
Neurons clearly have the ability to differentiate and integrate – take for example
the typical center-surround receptive fields of retinal ganglion cells, which rep-
resent the first derivative (in space or time, or both) of brightness or color, and
abstract from absolute brightness or color. On the other hand neurons can also
integrate (combine) evidence from several sources to estimate a target value – for
example, if an edge is detected from a set of aligned border contrast measure-
ments.
Thinking of abstraction as similar to mathematical differentiation and of con-
cretization as similar to mathematical integration might be less far-fetched than
it seems. When differentiating a polynomial, the constant value is removed from
the formula (the result ’is abstracted from’ the constant, or generalizes over the
constant values). During integration, a constant summand has to be provided
so that a unique formula can be calculated. It appears that the brain uses this
3.14. ABSTRACTION AND CONCRETIZATION 95
fundamental mathematical property for its computations.
This is of course not the only way in which abstractions can be computed. For
example, selective attention can also be interpreted as a form of abstraction, since
it abstracts from the parts of the sensory context which are not attended. This
function is clearly not a simple differentiation of the sensory signals. Also in
artificial intelligence, abstraction is an important topic because it helps to reduce
computational complexity (for an overview see [Zucker, 2003]).
3.14.2 Abstraction and concretization in neural information rep-
resentation
There are at least three different possibilities how information can be encoded
in neural signals. Firstly, the identity of the neuron is important (which neuron
or group of neurons is firing; ”population code”). Second, the firing rate of the
neuron can carry information (”rate code”). Third, the exact timing of spikesmight
be of importance (”temporal coding”) [Panzeri et al., 2001], [Stein et al., 2005].
The brain can probably transform information from one code to another. For
example, a rate code can be converted to a precise temporal code by theta oscilla-
tions [Mehta et al., 2002], or a population code to a rate code by specific connec-
tion patterns between neurons [Groh, 2001]. Cerebellar circuitry might be critical
for transforming a population code to a temporal code.
There are neural mechanisms for abstraction and concretization with respect to
all three information codes. Abstraction could be computed by:
• Identity: Convergence of several fibers on a single neuron, which fires sim-
ilar to a logical OR operation (for example the circuit which has been pro-
posed to be capable of computing V1 ”complex cell” receptive fields from
V1 ”simple cell” responses).
• Firing rate: The abstraction from absolute firing rate could be performed
if an target neuron is close to activation threshold (and thus starts firing
already for a few incoming spikes), and has a long refractory period, or is
inhibited in regular intervals, which will limit the maximum spike rate of
the target neuron.
• Exact spike timing: Neuronswhich remember excitation over a long period of
time can do this abstraction. Integrate-and-fire neurons also clearly abstract
from the exact spike timing of most of the incoming spikes.
Concretization could be performed by:
• Identity: Convergence of several fibers on a single neuron, which fires sim-
ilar to a logical AND operation (see for example the models proposed by
[Pouget and Snyder, 2000] for coordinate transformations, section 5.4). This
principle is also called gain field modulation.
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• Firing rate: The firing rate produced by a neuron as a response to some
synaptic input depends on the intracellular polarization. If the cell potential
is close to threshold, incoming spikes will have a strong influence on firing
rate, whereas a neuron which is hyperpolarized will not react to the same
amount of incoming spikes.
• Exact spike timing: Neurons are able to perform temporal AND-like combi-
nation of inputs – the neuron fires only if inputs from several sources deliver
spikes at exactly the same time. Purkinje cells in the cerebellum are an ex-
ample, but also pyramidal cells which burst at cooccurrence of apical and
basal input [Larkum et al., 1999].
3.14.3 Abstraction and information conservation
Information conservation is an important and often neglected constraint for data
processing in the cortex. Important information should not be lost by the gener-
alization process, because it might be needed later.
For example, when the brain computes a representation of an object indepen-
dently of its absolute position in the visual field, it generalizes from this absolute
position, which means that the result does not contain this information any more.
If the position information was lost, the brain could not act spatially correct on
the object. It is necessary that this information is stored somewhere for later use
(during concretization).
For the processing of the identity and location of visual objects, it is assumed that
the information is split in two streams processing identity and spatial informa-
tion of objects respectively. Whereas responses of neurons in the ’ventral visual
stream’ are selective to object identity, they are relatively independent of the ab-
solute position of the object. The position information is stored in the parietal
lobe, particularly in areas in the intraparietal sulcus (’dorsal stream’). There are
projections from these areas to the motor cortex, where the spatial signals could
be used for spatially concretizing actions on objects (for example for grasping).
Lesions of the critical regions in parietal cortex lead to specific deficits in spatial
aspects of actions on visual targets (see also section 3.6.1).
Models for splitting of visual information in location and identity have for exam-
ple been proposed by [Kosslyn, 1994], [Rolls and Deco, 2002], and [Rao, 2005].
Chapter 4
Neural Empiricism
This chapter introduces a new hypothesis how the cortex might process infor-
mation, called Neural Empiricism. The basic idea is that concepts of Empiricism
(perception by hypothesis testing) can be identified in the processing of cortical
columns and individual pyramidal cells. The theory is developed further to ”hy-
pothesis testing by single spike prediction”, which is a possible way in which
neural empiricism could be implemented in the cortex, incorporating evidence
from a multitude of neurophysiological and neuroanatomical studies. Finally,
the concept is applied to multisensory integration, leading to ”multisensory inte-
gration by mutual prediction”.
To my knowledge, the way in which the concept of hypothesis testing is com-
bined with concrete cortical circuits and spike-timing, as described here, is new.
Recent models by Rao and others contain partially similar ideas, but they do not
use hypothesis testing in single pyramidal neurons [Rao and Sejnowski, 2002],
[Lee and Mumford, 2003].
4.1 Classical Empiricism
A dominant paradigm in psychological perceptual research of the 20th century
has been empiricism [Gordon, 1997]. Its roots go back toHermann vonHelmholtz,
who argued that there must be constructive processes between sensations and
conscious perception, which are not conscious themselves. This process was
called ”unconscious inference”. After Helmholtz, a series of discoveries rein-
forced the empiricist conception of perception, including work from F. C. Bartlett,
Bruner and Goodman, Ames, Broadbent and Neisser.
In 1974, one century after Helmholtz, Richard L. Gregory introduced a modern
version of empiricism. He argued that perceptions are hypotheses, and perceiv-
ing is an activity resembling hypothesis formation and testing, what he called the
”hypothesis theory” [Gregory, 1980], [Gregory, 1998].
The basic idea of Gregory’s version of empiricism was to assume that perceptual
processes might be similar to the methods that are used to acquire knowledge in
science: generating hypotheses based on the current evidences, and testing those
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hypotheses. In [Gregory, 1980] he claims that procedures of science could even
be a guide for discovering processes of perception, and that perceptual illusions
could correspond to systematic errors occurring in science. Hypotheses could
be in part predicted, be used for prediction, and – though not with certainty –
be confirmed or disproved by observations. Unfortunately, Gregory remains un-
clear on what is the evidence by which hypotheses are selected and, as Gordon
mentions, what is the evidence against which they are tested.
Gregory draws evidence for his theory from visual illusions. In the case of the
hollow mask illusion, the brain constructs a wrong perception of depth, derived
from (in this case wrong) assumptions of the depth profile of the face pattern. For
other stimuli, the depth interpretation can change without change of the visual
stimulus, like it is the case for the Necker cube or Mach’s corner. For Gregory, the
two interpretations of the Necker cube are two hypotheses which the brain has
on the cube stimulus, based on perceptual knowledge, which then influence the
cognitive perception of the Necker cube.
Also in self-motion perception, it can be seen from illusions that the brain uses
hypotheses on the real-world situation. For example, if the train next to the train
one is sitting in departs, and one gets at first the intriguing feeling of being ac-
celerated oneself, one perceives the wrong, but likely model assumption ”I am
moving”.1 Similar to this is the effect of visually induced vection in a rotating
drum.
Gregory argues that perception is a process which is guided by 90% or more
stored knowledge. He notes that perceptual knowledge and memory gener-
ate hypotheses (top-down) which then interact with current physiological input
(bottom-up) in the process of perception. He mentions that for this an essentially
Bayesian strategy could possibly be used.
Gregory’s theory is the most explicit and fullest development of the empiricist
paradigm, but there are also other modern versions of it, see [Gordon, 1997]. In
particular the approach of Irvin Rock [Rock, 1983], ”perception as problem solv-
ing”, should be mentioned in this context, even though Rock himself says that
in his view ”a cognitive theory entailing reasoning-like processes is certainly not
synonymous with an empiricist theory”. Rock also attributes hypothesis genera-
tion and testing to some, but not all, perceptual processes. For example, he sees
no necessity for it in shape perception, which could be exclusively bottom-up
driven.
4.2 Neural Empiricism
Classical Empiricism was a psychological concept which attempted to describe
perception on a psychological level. Even though Gregorymentions the existence
1Perceiving the model ”I am moving” might in part consist of the generation of expectations
for sensations, and perceiving to have these expectations. In the case of visually-induced illusory
self-motion (vection), expectations for somatosensory and vestibular sensations might be gener-
ated.
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of bottom-up and top-down pathways in the hierarchy of processing in the brain,
which could implement a neural correlate for his hypothesis-testing, he does not
elaborate on this point.
The current knowledge about the exact circuits of processing in the different lay-
ers and neuronal cell types in one brain area and between brain areas is still very
limited. In this chapter I want to propose a model for the connectivity pattern
of neurons within and between cortical columns and the information processing
in these circuits. The model is based on the concept of perception as hypothe-
sis testing. The circuit structure proposed by the model and the receptive field
properties of the neurons involved are experimentally testable.
The term Neural Empiricism has probably never been used, as a web search in-
dicated. However, [Beatty, 2001] uses the term Neuronal Empiricism Hypothesis.
Beatty describes it as the hypothesis that ”the particular specializations of neu-
rons (...) are not strictly genetically determined, but derive from information
contained within the sensory signals that they process and a computational al-
gorithm that all cortex shares.”
Apart from this insight, which is inspired by experiments where visual input to
auditory cortex generates receptive field patterns similar to primary visual cortex
[Sharma et al., 2000], Beatty does not elaborate on his hypothesis. He just men-
tions that the SOM (self-organizing map, see [Seiffert and Jain, 2002]) algorithm
of Kohonen, which is capable of generating a visual cortex-like map of recep-
tive fields when fed with real-world visual stimuli, is probably not sufficient as
a model for the cortex. He does not say anything about hypothesis testing, the
central principle of empiricism.
4.2.1 Hypothesis testing and perception
A good example of ”model selection by hypothesis testing” is the famous image
of the Dalmatian dog, Figure 4.1. An observer who has never seen the image will
at first have great difficulties to make sense of the clutter in the image. Then, he
might notice a shape which resembles a dog’s leg. He would then make assump-
tions on the whereabouts of other body parts, assuming that the model ’dog’
might be a good explanation for part of the image. Then he verifies if he can fit
other parts of the image to a dog’s body parts as predicted by the model. Finally
he succeeds in outlining the dog, and at this point he reports that he ’sees’ the
dog in the image.
Even though he had seen the different image elements that make up the dog
before, he did not perceive the dog. The difference between perceiving the parts
and the whole is the object model of the dog, which is predictive in the sense that it
can predict the outline of the dog and with this separate the image elements into
two sets – ”part of the dog”, and ”part of the background”. The model can also
predict the contours of the dog where they are not visible, as well as the relative
depth of different parts of the image, the direction in which the dog would move
most likely and the noises it would make, even though all this information is not
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Figure 4.1: Model verification: Where is the dalmatian dog? (This is a classical photograph
which is widely used to demonstrate top-down processes in object recognition; original by
R. C. James, see [Goldstein, 2002])
provided by the image and the predictions can thus not be tested. This was not
possible before the dog was recognized.
Apparently, the sensory signals alone are not sufficient for conscious perception
of the object, as is having only a model without sensory signals (imagination).
Only when both come together conscious perception of an object emerges.
This exemplifies the old claim that ”the whole is more than the sum of its parts”.
The perception of a dog consists of both the parts of the model which are verified
by sensory data, and the expectations for further sensory inputs which are not
yet verified. Those expectations describe predictions for values of statistically
dependent variables. The model ”Dalmatian dog” is accepted if it is based on
some sensory evidence, enforced if some of its predictions are verified by sensory
data, and may be rejected as soon as data is measured which does not fit the
model’s prediction.2
The idea that perception could involve neural mechanisms for generation and
testing of hypotheses is not new.
In 1974 and 1976, Ulrich Neisser proposed a concept for hypothesis-driven per-
ception, known as the ”Neisser cycle”. In Neisser’s concept, the schema (knowl-
edge about the environment) directs exploration of the environment (action),
which picks up the available information from the environment, modifying the
2If an object is half hidden, it is usually not invalidated by wrong image predictions. In that
case the brain has probably found evidence for occlusion, and does not try to verify occluded
parts of the object in the image. In particular hard edges in depth and material can be cues for
occlusion.
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schema. The cycle describes how knowledge, perception and action are used to
achieve goals in an environment.
Later, Dietrich Do¨rner based hisHyPercept (hypothesis-driven perception) scheme
on Neisser’s ideas [Do¨rner, 1998]. In his book, Do¨rner describes in detail on
a functional level how hypothesis-driven perception can be used for part-wise
identification of objects, given an object model (similar to the Dalmatian dog ex-
ample above).
Mumford’s (originally Grenander’s) ”pattern theory” [Mumford, 1994] aims in
the same direction – in his model of visual perception, bottom-up feature analysis
is followed by top-down image synthesis, and the synthesized image is compared
to the original, so that high-level representations of the image can be refined iter-
atively.
Geoffrey Hinton also states that the ”perceptual system may literally contain a
generative model of sensory data” [Hinton, 2000].
4.2.2 Hypothesis testing and generalization
Interestingly, predictive models also relate to the concept of understanding. To un-
derstand a system or relationship does not only mean that one can repeat knowl-
edge from memory, but that one can extrapolate and generalize the behavior of
the system in other situations. This means that one has found a model which de-
scribes not only the measured part of the system, but also makes a good estimate
for unmeasured situations (generalizes).
Why is generalization important? What is the difference between finding amodel
that matches experimental data and finding a predictive model? This is an im-
portant topic in machine learning. Under the assumption that the sensory signal
is noisy, the best model is not the one that fits the measured data as good as pos-
sible, because it would also fit the noise which is not part of the data that should
be modeled. This is the problem of overfitting. The best model is one which gen-
erates the best estimate of all data, also the data that will be measured later. This
means that it generalizes, models the underlying structure and is not disturbed
by eventual noise.
Testing for the generalization performance to prevent overfitting is important
when training artificial neural networks. This can be done by using prediction
and comparison of a prediction with actual data (cross validation): in supervised
learning, often a network is trained on a subset of the available data (the ”training
set”), and the trained model is then tested on the rest of the data (the ”test set”),
by using the network to predict the target value and comparing the predicted
value to the real target value. With this method the generalization performance
of a model can be evaluated (to minimize the so-called ”structural risk”).
Similarly, to check if a model can be assumed as suitable to describe the currently
examined system, the brain could first listen to some sensed values, then select a
probable model, and make predictions for other sensory values. In a second step
the brain would then measure those other values and compare them to the pre-
dicted values. If the values match, the brain would assume that the chosen model
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is correct, claim ’understanding’ of the observed system and use the model for
further interactions with the system, as long as the model predictions are correct.
One might argue that simple feed-forward propagation would be sufficient to
fit models to the data. Data from an image would excite different model neu-
rons, and the one that fits the data best would win by mutual inhibition. The
problem with this idea is that normally objects are not viewed singularly. When
they are embedded in a scene with more than one object, such a system would
have difficulties to separate figure from background. With the hypothesis testing
scheme this problem is solved – only the parts of the scene that likely belong to
the hypothesized object will be segmented out. Parts of the object are identified
by the fact that they are predictable by the object model. Therefore hypothesis
testing can not only help to optimize generalization, but it is also a useful tool
for image segmentation in vision and related processes (for example blind source
separation of sound signals).
4.2.3 Continuous model testing and active observers
The two steps of hypothesis-making and hypothesis-testing do not necessarily
need to use distinct data sets. Instead, any variable or subset of variables could
make predictions of the other values, assuming a model. As long as all the pre-
dictions fit the measurements, the model correctly describes the data.
In particular, the current model can predict later incoming sensory information,
and with this continuously validate itself on the current sensory input. This is
easily possible for dynamic stimuli like moving objects and sounds, but can also
be used when an attentional focus is controlled. For example, if part of an object
is currently examined, and it is found to be the head of a Dalmatian dog in a
certain spatial orientation, the ’dog’ object model can predict what visual pattern
will come into view when the attentional focus is shifted to the right, where the
dog’s body is expected. This expectation can then be verified or falsified by the
incoming sensory data.
When the system can decide what part of the model to verify, for example by
moving the eyes or shifting the attentional focus, this process can be called ac-
tive model testing, as opposed to passive model testing, where the system can only
observe, but not influence, the sensory data for the model verification process.
The active observer can choose stimuli which are particularly informative to test
the model, whereas the passive observer can’t. Active model testing does not
only verify a perceptual model, but also a sensorimotor control model – how re-
liably the motor output can control sensation. If different sensations are coupled
to motivational content (attractive/aversive, food/pain etc.), a reliable control
mechanism is a valuable tool to optimize the agent’s state. This is the advantage
of an active observer in an action-perception loop over a passive observer.
Another advantage of an active observer is that it is capable of testing for causal
relationships between observed variables. In passive model testing, only corre-
lations between variables can be observed. From this, one can not determine
which of the variables follows which other variable (the direction of causality),
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or if both variables depend on an (invisible) third one. An active observer, on the
other hand, can control one variable actively by the observer (by motor output)
and then check if another variable follows in a predictive way.
Continuous perception could involve continuous correct prediction of sensory
data during fluctuations of the attentional focus. Of course this also works for
miniature fluctuations of the information which is processed, not only for large
shifts of the spatial focus of attention. For example the microsaccades of the
eyes might be used in hypothesis testing, in a way that the efference copy of
the microsaccade predicts firing of visual neurons, given the model that an edge
is somewhere in the image, and that model is then verified by the incoming
spikes. This would only work if spike timing is very accurate for stimuli mov-
ing over the retina. Indeed, neurons react with very reliable firing patterns to
dynamic stimuli, whereas the neural firing is far less accurate for static stimuli
[Mainen and Sejnowski, 1995].
If perception relies on closely timed prediction of single spikes, bottom-up spik-
ing accuracy is indeed important and microsaccades could be of great impor-
tance for visual perception. There is some psychophysical evidence that this is the
case – if microsaccades are suppressed during fixation, the visual image fades in
perception [Rucci and Desbordes, 2003], [Martinez-Conde et al., 2004]. The same
happens for blurred images with no hard edges if no large eye movements are
made. [Rucci and Desbordes, 2003] claim that fixational instabilities (including
microsaccades) have been found in all species where eye movements have been
recorded.
Neural mechanisms for testing models by coincidence detection of single spikes
are discussed in sections 4.3.2 and 4.4.
4.3 A model of data processing in cortical columns
Making model hypotheses and testing them could be a general function of the
neocortex, which might not only underlie the processing of information in the
visual system, but also in all other cortical areas. How would such a mechanism
of hypothesis testing be implemented in the cortex? Would it fit to what is known
about the cortical neural network (see [Martin, 2002])?
Original work by Hubel and Wiesel showed that specificity of cortical neurons in
primary visual cortex to different stimuli is similar through all layers of the cortex
at one location, but changes in an organized fashion over the cortical surface (see
[Kandel et al., 2000]). Columnar organization of neurons in the cortex are also
visible under the microscope, and it is thought that these structures constitute
functional subunits of the cortex [Jones, 2000].
Some researchers expect that neuronal circuits in cortical columns are more or
less stereotyped in all parts of the cortex [Silberberg et al., 2002]. They call this a
”canonical circuit” [Douglas et al., 2004].
There is neuroanatomical evidence that connections between different types of
pyramidal cells in a cortical column are highly specific [Kozloski et al., 2001],
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[Thomson and Bannister, 2003], [Yoshimura et al., 2005], [Song et al., 2005]. Cer-
tain types of neurons target only the dendrites of a subset of neurons available
in the target region while ignoring others, which provides further evidence for
the existence of highly specified circuits in the cortex. How would the canonical
circuit have to look to be capable of model testing?
4.3.1 The layered structure of the neocortex
In a light microscope, the neocortex has a very characteristic, layered appearance,
with specific differences between cortical areas. Different layers contain distinct
types of neurons, which have different shape and location of dendritic and axonal
trees [Nieuwenhuys et al., 1998]. Most anatomical evidence comes from studies
of the visual cortex in cats and monkeys, but it is assumed that other cortical ar-
eas, also in other mammalian species, are organized similarly, at least to a certain
extent.
Figure 4.2 shows some of the most important types of principal neurons (pyrami-
dal cells) in the different layers as well as their distal and local input and output
zones. It has often been proposed that these neurons might be interconnected in
a very specific way within a cortical column, forming a circuit which implements
a universal computational function [Douglas et al., 2004], [Callaway, 1998]. To
date is has not been possible to identify this circuit with certainty, since it is not
yet possible to reconstruct the true pattern of connectivity between the neurons in
a cortical column, including synapses. By assuming some additional constraints,
one can though try to estimate the circuit (see [Binzegger et al., 2004] for a recent
approach).
The main input of specific, parvalbumin-positive P- and M-pathways from the
LGN to V1 ends on spiny stellate neurons in cortical layer 4, with some collaterals
to layer 6 (see section 2.1.1). These spiny stellate neurons project mainly to layer
2/3. The calbindin-positive K-pathway from the LGN ends in superficial layers
(layer 1 and 2/3 blobs) [Jones, 2001].
Neurons in layers 2/3 of different related cortical areas are interconnected later-
ally [Johnson and Burkhalter, 1997]. These connections are a major pathway for
cortico-cortical interconnection without involvement of the thalamus.
Pyramidal cells in layer 5 receive input from those in layer 2/3 and 4, and top-
down input from higher areas on their apical tufts in layer 1. They provide the
major ’feed-forward’ output of the cortical column. Most pyramidal cells in V1
layer 5, though, do not project outside of V1 but to the superficial layers only
[Briggs and Callaway, 2005]. Those that project outside of V1 send efferents to
higher nuclei of the thalamus, the striatum of the basal ganglia, and to motor
centers (the superior colliculus in the case of V1). Different layer 5 pyramidal cells
appear to be associated with different pathways (magno- versus parvocellular).
Layer 6 is the output layer for ’feed-back’ signals to the thalamus. Neurons there
project back to different parts of the lower thalamic nucleus (LGN in the case of
V1) as well as to layers 4 and 2/3 [Hirsch et al., 1998]. The LGN-projecting axons
have collaterals to the thalamic reticular nucleus, which modulates LGN output
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(layer 5 efferents do not project to the TRN). The projection to layer 4 ends par-
tially on smooth (inhibitory) interneurons. Layer 6 projections to layer 4 act mod-
ulatory on spiny stellate neurons there. Thalamic efferents act modulatory on the
thalamic projection neurons (see section 3.3). Again, by far not all pyramidal cells
in this layer project out of the local cortical area.
This connectivity leads to the circuit shown in Figure 4.3 (see also Figure 3.3). The
true circuit is considerably more complex – for example, at least three different
subclasses of pyramidal neurons exist in layer 5, and seven or more in layer 6
[Callaway, 1998]. Of course also inhibitory interneurons play a major role in the
function of the cortical column, for example to shape receptive fields.
Some studies have looked at the firing properties of different types of cortical neu-
rons in vivo in anesthetized animals [De´gene`tais et al., 2002], [Nowak et al., 2003].
They found pyramidal cells which can be classified as regular spiking, chattering,
or intrinsically bursting. Firing properties appear to correlate with soma size and
dendritic arborization, but there is no strict dependency between firing proper-
ties and cortical layer. Regular spiking neurons were found in layers 2-6. Intrin-
sically bursting neurons were also found in all layers, but were most abundant
in layer 5. Chattering neurons were located in layers 2-4. As the animals were
anesthetized during the recordings, it is problematic to assume that these neural
firing patterns are the same if the animal is awake. Neural firing patterns change
drastically under anesthesia [Destexhe et al., 2003]. However, from limited data
available for area V1 of the cat [Nowak et al., 2003], one can infer that projection
neurons in layer 2/3 are likely of the ’chatter’ type, whereas projection neurons in
layer 5 typically are ’intrinsically bursting’ neurons. Many local interneurons are
of the ’regular spiking’ type. Chattering of cells has also been observed in awake
animals, and has been associated with EEG oscillations in the gamma range.
Neurons in V1 are tuned to many different visual properties at the same time – in-
put eye, retinal location, preferred edge orientation, spatial frequency, direction
of motion, and color. Different specificities are represented in different regions
and layers of V1, and neurons there receive information from specific LGN path-
ways and send projections to different higher areas.
The parvocellular (P-) pathway from the LGN has been associated with shape
perception, and the magnocellular (M-) pathway appears to be specialized for
image motion. There are distinct subpopulations of recipient neurons for the M-
and P- pathways in layer 4 (spiny stellate neurons in layer 4Cα for the M- and
in layer 4Cβ for the P-pathway). There also appear to exist two separate circuits
between these cells and two subpopulations of pyramidal cells in layer 6, which
have motion- and form-related receptive fields and project back to the respective
layers in the LGN. This suggests that V1 contains separate subcircuits for motion
and shape processing. For example for shape processing, neurons need to inte-
grate shape information from different parts of the retina, and therefore should
send axon collaterals to neighboring columns (like for example the neuron shown
in Figure 3 in [Binzegger et al., 2004]).
From the pattern of afferents and efferents [Jones, 2001], the parvalbumin-positive
thalamic relay cells appear to carry ’bottom-up’ sensory information, while the











Figure 4.2: Types of excitatory neurons, on the example of primary visual cortex (V1). Only
principal neurons are shown – triangles: pyramidal cells, circles: spiny stellate cells. Blue
neurons: simple cells, yellow neurons: complex cells (after [Martinez et al., 2005]). Pink
neurons: chattering, orange neurons: bursting (after [Nowak et al., 2003]). Probable locations
of inputs and outputs of the neurons are shown. Black: dendrites, blue: axons, green: external
inputs. Thickened lines show areas of increased probability of synaptic contacts. Partially based
































Figure 4.3: A hypothesis for information processing in a cortical column, on the example
of primary visual cortex (V1). Connections to the tip of a triangle mean synapses on the
apical dendrite, connections to the base mean synapses on the basal dendrites. Green/red:
afferents and efferents to a structure lower in the cortical hierarchy; Cyan/magenta: afferents
and efferents to a structure higher in the cortical hierarchy. LGNp: parvocellular layers of the
LGN, LGNm: magnocellular and koniocellular layers of the LGN (see section 2.1.1).
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calbindin-positive thalamic relay cells might transfer ’top-down’ model expecta-
tions. Parvalbumin-positive thalamic relay cells transmit direct sensory informa-
tion to the cortex, calbindin-positive thalamic relay cells typically receive infor-
mation from layer-5 cortical pyramidal neurons and subcortical structures which
did sensory pre-processing. The calbindin-positive K-pathway in the LGN, for
example, is interconnected with the superficial layers of the superior colliculus.
Parvalbumin-positive cells project to cortical layer 4, calbindin-positive cells to
superficial layers, which are the typical targets for feed-forward and feed-back
connections, respectively.
The evidence for the types of pyramidal cells in the cortex and their connections
presented in this section is probably not completely correct. It is not even clear
whether such a clear-cut canonical circuit exists or whether connectivity in the
cortical column is much more diverse. So far, information on cortical circuits is
limited. Evidence on connectivity is often derived indirectly, and different au-
thors do not always agree in their conclusions. Additionally, cortical circuitry
might differ between species, cortical areas, and even between different columns
in the same cortical area of the same animal. Development of new imaging
techniques (particularly, serial-slice electron microscopy, possibly in combination
with single-cell recording and tracer studies) is needed to verify and correct the
preliminary circuit proposed here.
4.3.2 Model testing in single pyramidal cells
Pyramidal cells have some specific properties that make them very efficient com-
putational units. They are capable of detecting the coincidence of excitatory in-
put to the apical and basal dendrites [Markram et al., 1997], [Larkum et al., 1999],
[Larkum et al., 2004]. This mechanism of interaction between incoming activity
at basal and apical dendrites works by means of backpropagating Ca2+ spikes in
the dendritic tree.
If the apical dendrite is excited in a short time interval from about 15 ms before
until about 10 ms after the cell is depolarized by excitatory input to dendrites
close to the soma, the response of the cell will be greatly enhanced (it will burst).
This time window is approximately the size of one cycle of gamma oscillations in
the cortex (35-40 Hz). Gamma oscillations have been associatedwith local cortical
processing and binding. If the stimulus arrives at the apical dendritemore than 15
ms after the cell has fired, it will be strongly attenuated and not lead to increased
excitation of the cell [Larkum et al., 1999].
With this mechanism the neuron could test models by comparing model predic-
tions with sensory data. Model predictions should arrive at distal locations on
the dendrites (for example at the apical dendrite of the neuron), whereas true
sensory data should project to basal dendrites close to the soma, so that the cell
response would be enhanced when the model predictions are correct, but model
predictions alone would not drive the cell. The cell would detect when coinciding
model input on its apical dendrite predicts the firing of the cell, which is initiated
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by sensory input to the basal dendrites.3
For example, pyramidal cells with somata in layer 5 probably receive bottom-up
and lateral signals on their basal dendrites, and top-down signals on the apical
dendrite. According to a model by [Ko¨rding and Ko¨nig, 2001], such a pyramidal
cell would calculate a logical AND function between the signals of the apical
and basal dendrites. If the input to the apical dendrite contains top-down model
predictions of the input to the bottom-up basal dendrites (as is probably the case
for layer 5 pyramidal cells), the cell would perform model testing, and the cell
activity is greatly enhanced if the bottom-up signal is correctly predicted by the
top-down model. Interestingly, such layer 5 pyramidal cells are the main output
neurons of a cortical column.
Guillery and Sherman [Guillery and Sherman, 2002] propose that the thalamic
input to any brain area constitutes the driving information for the cells, and that
those inputs might play a far more significant role in cortical processing than cur-
rently assumed. In the parietal cortex, for example, [Clower et al., 2001] showed
that different parietal areas receive signals from different subcortical structures
via the thalamus. These inputs might define the role of each area.
Guillery and Sherman also report that corticothalamic fibers originating in cor-
tical layer 5 do most often, if not always, have collateral efferents that project
to motoric centers. By such connections, verified information fitting to the cur-
rent task and model can immediately be used for motor responses. Since these
layer 5 pyramidal cells constitute the feed-forward output of the cortical column
to the thalamus, the intriguing conclusion arises that verified information might be
passed on to other brain areas via thalamic relays, where it can be brought into global
agreement with signals from other brain areas by pathways through the thalamic
reticular nucleus (TRN).
4.3.3 The cortical column as a predictor-verificator
This principle of model testing can be used on essentially all the pyramidal cells
in the circuit shown in Figure 4.3. Loops between layer 4 and 6 could implement
forward models (forward in time) for the current stimulus; cells in layer 2/3 ver-
ify model input from layer 2/3 in a higher cortical area, or from other columns,
with sensory evidence arriving from layer 4; and layer 5 pyramidal cells verify
the locally verified evidence from layer 2/3 (which is in agreement with other
relevant layer 2/3 neurons, since they verify each other), or top-down model ev-
idence from higher areas, also with sensory evidence from layer 4. The layer 5
models constitute the output of the circuit.
From the models represented in layer 5, the original signal is reconstructed in
layer 6 neurons (by using layer 4 signals as prediction). These reconstructed in-
put signals are sent back to layer 4 and to the thalamic nucleus from where the
region’s input originates (LGN in the case of V1). Since the axons of layer 6 neu-
rons to the thalamus are unmyelinated [Koch and Crick, 1994], these signals are
3This mechanism might also work between distal (prediction) and proximal synapses (evi-
dence) at a single (basal or apical) dendrite.













Figure 4.4: Model testing in the cortex. Layer 4 of V1 contains sensory input from the
thalamus, predicted by forward models from layer 6. Layer 2/3 neurons cross-validate the
current data with other cortical columns. Cells in layer 5 contain currently validated models.
They are active if the currently prevailing model in layer 2/3 is in agreement with layer 4
information. Layer 6 implements an inverse mapping, calculating forward models for incoming
sensory information from the layer 5 activity. Dotted connections (predictions) target distal
locations on the dendrites, often at the apical dendrite, solid connections (verified information)
end at proximal locations on the target neuron, often at the basal dendrites. Please keep in mind
that the circuit shown here is heavily simplified, omitting for example inhibitory interneurons,
connections between neurons of the same type, differences between local and distal projections,
and anatomical differences between functionally different cortical circuits.
delayed and may implement dynamic models of the progression of the incoming
neural signal in the LGN.
This circuit is shown schematically in Figure 4.4.
Consistent with the ideas of hierarchical Bayesian inference (see section 5.7), the
cortical network could implement the Bayesian combination of top-down priors
(models) with bottom-up evidence. Neurons in layers 2/3 could globally collect
sensory evidence for the feature they represent, without being inhibited in case
another competing feature is more likely. The currently best model of the data
would then be selected by layer 5 neurons and sent to the thalamus, from where
it is sent to layer 4 of higher cortical areas (see section 3.3).
In this model, layer 4 pyramidal neurons represent incoming (raw) data, layer
2/3 pyramidal neurons represent probabilities for unverified models, and layer 5
pyramidal neurons represent verified models. Verified data is transmitted via the
thalamus whereas unverified evidence is passed on via layers 2/3 to other areas.
Tested information is forwarded to higher areas, where it is used to form more
complex models. These models can then make predictions about their component
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Figure 4.5: An example of the interactions of a lower (primary) and a higher (secondary) area
in cortical information processing. The left area contains neurons which represent the direction
of an edge in a certain orientation at a certain position in the visual field. The area on the
right constructs more complex figures from these edges. Only if a model (which is in this
case provided by the secondary area) predicts the sensory input correctly is that input verified
and sent back to the thalamus. Left: Forward propagation. Green: excitatory, red: inhibitory.
Right: Feedback propagation. Yellow: Layer 5 cells, blue: excitatory output to thalamus.
elements, which are fed back to the lower area for testing (verification).
Consider two cortical areas, a lower ’primary’ one, where neurons have small re-
ceptive fields and are tuned to small edges, and a higher ’secondary’ one with
neurons with larger receptive fields tuned to local patterns of edges (such as for
example a straight line composed of several line segments). The feed-forward
connections in this model would constitute the ’hypothesis-making’ part of the
calculation (Figure 4.5, left). Each column in the higher area would represent a
possible model. In the feed-forward activation, only those cells of the higher area
that represent a probable model for the current pattern of activity in the primary
area would get activated. Different models which exclude each other would in-
hibit each other by means of lateral inhibition (by inhibitory interneurons), so
that only the most probable model can win (remain active).4
The most probable consistent set of models in the higher area gets activated. It
then projects back to the lower area (Figure 4.5, right), innervating all the cortical
columns which gave rise to the model cell’s activation. This corresponds to the
’hypothesis testing’ stage of model finding – a confirmation that the information
in the lower area is used in the current model / data interpretation.
There is experimental evidence that neurons in the neocortex can switch between
activated and deactivated states, called UP and DOWN states. Groups of neu-
rons have been identified experimentally which switch to UP and DOWN states
synchronously [Cossart et al., 2003]. Such groups of neurons might represent in-
dividual models.
What happens if a new stimulus, which is not related to ongoing cortical activ-
4For inhibitory interaction of alternative models, it is advantageous if they are represented in
cortical vicinity. Note that this imposes constraints on the cortical maps of columns with different
specificity.
4.3. A MODEL OF DATA PROCESSING IN CORTICAL COLUMNS 111
ity, is received by a sensory organ? Thalamic neurons often respond with bursts
to novel stimuli (if they get strongly excited while being in the ”off” state), and
their bursts might interrupt ongoing processes in the cortical network, and force
the network state out of the current ”dynamical attractor” [Sherman, 2001]. It
has recently been shown that the onset of stimuli can reset the phase of corti-
cal delta, theta and gamma oscillations, which are related to ongoing processing
[Lakatos et al., 2005].
Inhibitory interneurons are notmentioned in the description of this circuit, though
they are probably important. It is known that inhibitory interneurons are nec-
essary for shaping the receptive fields of pyramidal cells [Sillito, 1975], and are
therefore probably involved in the implementation of the predictions. Also, com-
petition between different hypotheses needs inhibitory interactions. Inhibitory
interneurons could also be involved in hypothesis testing, for example when
there is some sensory evidence against a hypothesis. Finally, inhibitory interneu-
rons are probably also involved in the generation of cortical oscillations (partic-
ularly gamma oscillations, [Tama´s et al., 2000]), which might have an important
role in cortical information processing (see section 4.4.1).
4.3.4 Models implemented by single pyramidal neurons
What models can a single neuron compute from its incoming signals? The apical
dendrite of pyramidal neurons receives synaptic input on spines, and particu-
larly on its tree-like apical tuft. If incoming activity at one or a few synapses is
enough to induce a dendritic Ca2+ spike in the apical dendrite, and pairing of
this dendritic spike with input at the basal dendrites is sufficient for a greatly en-
hanced response [Ko¨rding and Ko¨nig, 2001], the apical dendrite can implement
a disjunction (OR function) between its inputs. The Ca2+ response enhancement
mechanism then implements sort of an asymmetric AND function between api-
cal and basal inputs (the cell will fire for strong basal input without apical input,
but not for apical input without basal input).
Therefore the pyramidal cell might implement a conjunctive form (A1 OR A2 OR
.. OR An) AND B with apical inputs A and basal inputs B. The basal firing is then
at each time only predicted by a subset of the top-down population. Each top-
down cell is responsible for a subspace, and the conjunction of all those subspaces
is the predictive model for the basal dendrite input. Also the input at the basal
dendrites, B, can be a nonlinear combination of many inputs, determined by the
shape of the dendritic trees. Possibly single dendrites can implement separated
computational units, since dendritic calcium spikes can occur at local segments of
individual dendrites [Schiller et al., 2000]. Others havemodeled two-layer neural
networks using a computational model of a pyramidal cell [Poirazi et al., 2003].
Recent evidence even suggests that a single pyramidal cell can implement a three-
layer neural network, with nonlinear NMDA-mediated integration in local re-
gions of dendrites adding further complexity [Polsky et al., 2004]. It is there-
fore likely that each single pyramidal cell can implement quite complex mod-
els [Spruston and Kath, 2004], which are shaped further by interactions with in-
hibitory interneurons.
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4.3.5 Learning of models
Of course the cortical network needs to optimize the network structure and the
firing properties of its neurons for optimal information processing. The signals
for this learning process should best be locally available to the neurons.
Learning of the different models from predictions (dashed lines in Figure 4.4) and
evidence inputs (solid lines) is easy. The prediction input can serve as a teacher
signal which shapes the strength of evidence input synapses so that the teacher
signal is approximated from these inputs. For this, a supervisedHebbian learning
scheme can be used ([Dayan and Abbott, 2001] chapter 8.4), which uses cross-
correlations of single inputs with the teacher signal as weights for the synapses.
With input ut and teacher signal vt for a time series t = 1 . . .n, the rule to determine








Every cortical cell (yellow box) in Figure 4.4 receives both a model prediction and
tested evidence and can thus perform this learning process. In this schematic
circuit, layer 4 neurons (spiny stellate cells) would learn to transform the current
LGN input into a signal which fits the current dynamic signal model from layer
6, layer 2/3 neurons would transform this information further into one which is
globally consistent across cortical columns (for example an edge in V1), layer 5
would use this model from layer 2/3 to actually extract the edge signal from the
layer 4 information (and to send it out of the cortical column), and layer 6 neurons
implement the inverse model transformation, reconstructing a prediction for the
LGN signal from the model represented in layer 5, which is then sent back to
layer 4 and the LGN (in case of V1).
Long-term potentiation and depression (LTP and LTD, see [Dan and Poo, 2004]
for a recent review) of synapses are important learning mechanisms of cortical
neurons. It has been shown that spike arrival timing at a synapse with re-
spect to firing of the target cell is critical for learning by these mechanisms (see
[Abbott and Nelson, 2000], [Sjo¨stro¨m et al., 2001]). Synapses on cortical pyrami-
dal cells are strengthened if the signal arriving there is predictive for the firing
of the cell itself (arrive a few milliseconds before the cell is firing), and they are
depressed if their signal is lagging behind the firing of the cell.5
This mechanism can be used to combine supervised Hebbian learning with spike
timing, a concept which has found some interest in the modeling community re-
cently [Song et al., 2000], [Rao and Sejnowski, 2001], [Rao and Sejnowski, 2002].
5This mechanism automatically prevents the emergence of uncontrolled excitatory loops be-
tween neurons, which would be devastating for the function of the network.
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4.4 Individual spike predicting neural networks
It is an intriguing idea that the cortical neuronal network could test models by ac-
curately predicting single spikes of its inputs. In particular the pyramidal cells are
suited for such a computational role, with a hypothetical function of the spines
as temporal delay mechanisms. In such a network, neurons that project down
the hierarchy to earlier areas would have to implement accurate models of when
exactly the lower neurons will fire.
4.4.1 Evidence for accurate timing of spikes
When recording from rat neocortical slices, [Mainen and Sejnowski, 1995] found
accuracy of spike timing in the range of less than 1 millisecond for dynamic stim-
uli, supporting a possible role for spike timing in the processing of cortical infor-
mation by the neocortex. However, for constant stimuli the observed spike pat-
tern had a higher variability which increased with the time since stimulus onset.6
Also, submillisecond synchronizations of cortical oscillations in rat barrel cortex
are thought to be crucial for the analysis of tactile information [Barth, 2003].
Cortical oscillations in the gamma (30-80 Hz) and theta range (5-9 Hz) might
be important for the synchronization across cortical areas for accurate timing
of predictions and evidence. Gamma oscillations are probably generated by in-
hibitory interneurons (basket cells) [Tama´s et al., 2000]. The network of coupled
inhibitory interneurons rhythmically inhibits the pyramidal cell population, syn-
chronizing their responses.
Theta oscillations are found in the cortex but also in subcortical structures, for
example the hippocampus [Kahana et al., 2001], and are thought to be related
to working memory. Theta oscillations are strongest in layer 2/3 of the cortex
[Lakatos et al., 2005]. Frontal and parietal cortex are also interconnected from and
to layer 2/3, and fronto-parietal reciprocal activation might be a neural correlate
of working memory [Sarnthein et al., 1998].
Recently it has been shown that delta, theta and gamma oscillations function in
hierarchy, with lower-frequency oscillations modulating the amplitude of higher-
frequency oscillations [Lakatos et al., 2005].7
Also dendritic spines could take part in signal synchronization. The shape of
the spine might influence the speed with which chemical agents (released in the
spine by synaptic activity) reach the dendrite, implementing a delay for individ-
ual spines. It has recently been shown that spine morphology is stabilized by
mechanisms similar to LTP [Ackermann and Matus, 2003].
6Spike trains with accurate timing can be generated from static stimuli by action; for example
by eye movements and attentional fluctuations for visual stimuli (see section 4.2.3).
7Note the similarity (though certainly not functional equivalence) to the generation of spectral
textures (see appendix A.2).
114 CHAPTER 4. NEURAL EMPIRICISM
t
fdata( t)
td-E P S P
A P
b u -E P S P
fm o de l ( t)
l tp
Figure 4.6: A bottom-up function fdata(t) is compared to a top-down model prediction function
fmodel(t). The spike trains are synchronized with a burst (dashed line). As long as the two
functions agree, the spike train td-EPSP of the top-down model predicts the bottom-up spike
train bu-EPSP and the two remain in phase, with each top-down-prediction spike being verified
by a following bottom-up spike and causing the pyramidal cell to fire (AP). When the input
diverges from the model, the spikes become unsynchronized. The line ltp shows how the
synapses of the red top-down EPSPs would be affected in terms of long term potentiation by
the spike timing relative to the blue bottom-up EPSP spikes.
4.4.2 Model verification by individual spike prediction
In a hypothetical loss-less spiking integrate-and-fire neuron, the inter-spike inter-
val would be directly defined by the integral of the described function (see Figure
4.6, blue area – spikes are generated always after a certain constant amount of in-
tegral below the function has accumulated). Given that a predictor and the neu-
ral input fired together at one point, for example synchronized by a burst signal,
they will fire again exactly synchronously if the incoming function matches the
predicted function, with the top-down spikes trained to run ahead of bottom-up
spikes. Neurons can abstract from contrast by setting their resting potential. A
higher resting potential will decrease the amount of incoming activity needed for
each spike, as will the increase of the efficacy of a synapse.
A neuron represents a ’model’, defined by its receptive field. The neuron is ac-
tivated if there is enough evidence for its model. The firing rate of the neuron
represents the reliability of the model (how well the model fits the data). Activity
of several models can represent more complex stimuli which are then encoded in
a population of neurons (a mixture of models).
Simon Thorpe developed a hypothesis for an alternativeway of information trans-
mission in the cortex which is timing-based [Thorpe et al., 2001]. Thorpe empha-
sizes that behavioral responses can be so fast that each neuron in the processing
chain can essentially only emit a single spike, if the complete processing hierarchy
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has to be traversed. In his opinion this shows that it is improbable that informa-
tion is encoded by a rate code, and he proposes that the relative latency of spikes
(’who fires first’) might be an alternative code. In his group this was modeled in
the SpikeNET architecture with considerable success [Delorme et al., 1999].
Even though Thorpe’s models are feed-forward only (and not recurrent), this way
of coding information is consistent with the idea of single-spike prediction. The
best-fitting feature representations would arrive first, and generate the hypothe-
ses which are then verified against all later-arriving bottom-up information. In
the visual system, the magnocellular pathway might constitute the fast signal
which selects the initial hypotheses.
4.4.3 Model value and validity
One has to distinguish between the fact that a model can currently be applied
(is valid) and the prediction itself. In the hypothesis of how the cortex works
presented in this chapter, the fact that a neuron fires means that its model is valid
(the firing frequency codes the validity). The exact firing pattern (composed of
the points in time where the neuron fires) encodes the predictive model.
At one point in time, models can either be applicable or not (or be applicable to
a certain degree). This is here called ”model validity” – whether the model is
currently valid or not. Within neurons which exhibit up/down states, currently
validmodels would be characterized by an ’up’-state of the neuron, and currently
invalid models by a ’down’-state of the neuron (for example in relay cells in the
thalamus). When single models describe dynamical functions, they also need
some kind of ’pointer’, which specifies where in the function one currently is. The
value of the dynamic model at the position of that pointer is what I call ”model
value” here. Model value and validity are not completely separable; for example,
an invalid model (zero firing rate) can not represent points in time where the
neuron is firing.
This applies for example for chopper neurons in the cochlear nuclei of the audi-
tory system [Kandel et al., 2000]. A chopper neuron always fires at a fixed rate,
determined by the length of its refractory period, when it is activated, and can
thus resonate to incoming spike trains if the signal contains spikes which match
its favorite frequency. The chopper neuron thus uses temporally precise predic-
tion of the arrival time of spikes, and is activated if the prediction is verified
(spikes do arrive at the predicted interval). The fact that a chopper neuron is ac-
tive then means that its resonance frequency is in the signal, and that its model
can be applied, but the exact firing pattern contains the actual model (the exact
times at which incoming spikes are expected).
4.5 Sensor fusion by mutual prediction
As can be seen in Figure 4.4, interconnections between neurons in layer 2/3 of
different cortical columns could align the information represented there. If the
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Figure 4.7: Maximum Likelihood fusion by mutual prediction. In mutual prediction fusion of
two cues A and B, each cue predicts the other one. In this figure only half of the mechanism










Figure 4.8: Maximum Likelihood fusion by mutual prediction, shown as a circuit model. Two
population-coded cues (left and right) are integrated with predictions derived of the other cue,
respectively, and yield optimized population-coded estimates which are coded in the respective
sensory coordinate systems.
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information in two interconnected columns originates from different senses, the
mechanism can also implement multisensory integration. The information in the
two columns would predict and test each other. I call this principle sensor fusion
by mutual prediction (see section 1.2.2).
How does mutual prediction solve the three problems of sensory integration –
the assignment problem, the recoding problem and the optimal fusion problem
(section 1.2.5)?
For multisensory integration of two cues A and B, both signals need to be trans-
formed to the same coordinate system to be comparable (recoding problem). In
mutual prediction sensor fusion, each of the signals arrives in its native coordi-
nate system, and is transformed into the coordinate system of the other cue by
the forward prediction (layer 2/3 interconnections in Figure 4.4). The predictions
for cue B (generated from cue A) are verified by the current evidence of cue B.
Figures 4.7 and 4.8 illustrate this. The same happens for predictions for cue A
(generated from cue B) and cue A evidence.
If we assume that the probability distribution of each cue is represented by a pop-
ulation of neurons (as for example in [Deneve et al., 2001]; see also section 5.4),
optimal cue integration can be implemented by point-wise multiplication of the
probability distributions (see section 5.5). The transformation from a probability
distribution for cue A to a prediction of a probability distribution for cue B (and
vice versa) can be implemented by using a probability function P(A,B) between
cue A probabilities and cue B probabilities. Such a function can be learned from
(A,B) examples, and might employ the mechanisms of LTP and LTD discussed
above. The result of this fusion are two equivalent combined estimates, each one
coded in the coordinate system of the respective input modality.
The assignment problem – whether two sensory signals measure the same source
and should therefore be integrated – is solved here implicitly by the fact that the
weights of the predictions from one signal to another depend on the correlation
strength between the two signals. If the signals are uncorrelated, they will not be
integrated.
For optimal maximum likelihood fusion, the cells that code the fused response
should calculate the product between the two inputs. According to our model,
a pyramidal cell would respond strongly if a spike of the bottom-up stimulus is
closely predicted by a top-down prediction (Ca2+ spike in the apical dendrite).
This is essentially the computation of an AND function, or multiplication, be-
tween the predicting top-down stimulus and the incoming bottom-up stimulus.
Such a sensor fusion circuit could explain mutual feed-back connections between
low-level visual and auditory cortical areas ([Schroeder and Foxe, 2005]; see also
section 3.12). Interestingly, a recent study in parietal cortex supports the idea that
multisensory integration involves mutual predictions (”multidirectional sensory
predictions”) [Avillac et al., 2005].
Mutual prediction as described here appears to be related to the ”model fusion”
method inmultiple-method-estimation used in technical systems, which involves
mutual predictions between different process models implemented as Kalman
filters to generate state estimates from multisensory data.
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4.6 Neural empiricism and awareness
Victor Lamme [Lamme et al., 2000] proposed that recurrent processing might be
important for conscious perception of stimuli, based on experimental evidence.
In visual masking experiments, early responses of V1 neurons were found to be
independent of stimulus perception, whereas late responses (after 110 ms, related
to figure-ground computations) were correlated with conscious perception. The
authors argue that the late responses might be shaped by top-down information
on perceptual grouping, and that these processes might be necessary for con-
scious perception. Later, further evidence for the importance of late responses
on conscious perception were presented by the same group ([Supe`r et al., 2001];
see also [Tanaka, 2001]). [Pollen, 2003] discusses how this hypothesis could be
further investigated experimentally.
Studies of the ”attentional blink” provide further evidence for the involvement
of top-down processes in conscious perception. When two visual target stimuli
are presented in rapid succession within distractors, the second one is sometimes
not consciously perceived [Marois, 2005]. Whether the participant perceives the
stimulus or not is highly correlated with late EEG potentials (after 270 ms), which
are related to re-entrant top-down processes [Sergent et al., 2005].
A recent study using TMS [Silvanto et al., 2005] supports this assumption: feed-
back signals from V5 to V1 influenced the conscious percept of a phosphene gen-
erated by TMS over V1 (see also [Pascual-Leone and Walsh, 2001]). Considering
the evidence discussed in this chapter, feedback signals fromV5 arriving in layers
2/3 (the prediction) would be combined with local V1 activity in layer 5 cells (hy-
pothesis testing), leading to corticothalamic output from layer 5 cells. Perhaps
these outputs (comprising verified models) to higher cortical areas via cortico-
thalamo-cortical parthways are what we become consciously aware of. Koch and
Crick [Koch and Crick, 1994] also argue in their ”lower layer hypothesis” that
awareness might be linked to the bursting projection cells in cortical layer 5.
In a study on neural activities during binocular rivalry and their relation to con-
scious perception [Leopold and Logothetis, 1996], the authors report that most
neurons following the conscious percept in MT were located in deep cortical lay-
ers. From the cortical processing model, I expect the layer 5 pyramidal cells to
have this property. In this study with awake monkeys it could though not be dis-
tinguished whether the recorded neurons were located in layer 5 or layer 6 (N.
Logothetis, pers. comm.).
Since cortical outputs from layer 5 that send signals to motor-related centers out-
side of the cortex project collaterals to the thalamus, which then reach other cor-
tical areas in the same fashion as sensory inputs do, these pathways might con-
stitute a substrate for perception of one’s own motoric and cognitive actions. It
has indeed been argued that conscious thought might rely on processes in which
simulated actions are generated and perceived internally [Hesslow, 2002].
Chapter 5
Algorithms for Sensor Fusion
Recently more and more experimental brain researchers study the interaction of
different senses instead of investigating a single sensory modality. Research top-
ics include crossmodal spatial attention (if a salient stimulus is presented at a
given spatial position in one modality, how does this influence processing of the
other modality at the same and different locations in space?), multimodal object
recognition (how is information from several senses used to categorize objects?),
and multisensory integration (also called sensor fusion; how is information from
several modalities combined in perception to give rise to better estimations – for
example of the size of a grasped object, or, in this thesis, of self-motion).
Sensor fusion can be used to extend the range of a measured variable, when dif-
ferent sensors are used to cover different parts of the measurement range (”sen-
sory combination”) [Ernst and Bu¨lthoff, 2004]. It can also be used to make mea-
surementsmore accurate, if two sensorsmeasure the same parameter range (”sen-
sory integration”).
Sensor fusion is not only a topic studied in brain research, but also in computer
science and engineering. It is used as part of process control mechanisms, for
detecting, locating, classifying, identifying and tracking targets, image data pro-
cessing, for example to combine medical image data acquired by different meth-
ods, for remote sensing, to guide robots and autonomous airplanes – in any task
where several sensors are used and variables depending on their measurements
need to be estimated.
There is a huge amount of literature on the topic, andmany algorithms have been
developed and used for sensor fusion. Among these are the Kalman Filter and
derived methods, Markov Random Fields, Neuro-Fuzzy Systems, Neural Net-
works, Genetic Algorithms, Wavelets, Filter Banks, Classical Inference, Bayesian
Fusion, Dempster-Shafer Inference, Hidden Markov Models, Graphical Models,
Voting, Mixtures of Experts, Support Vector Machines, and many more. Many
of these methods are related to – or even special cases of – others. They differ
in terms of flexibility and complexity of representable transformations, training
method and difficulty, and generalization performance.
Instead of trying to give an exhaustive overview on the topic, I will briefly intro-
duce some of the most important methods, and in particular those which I think
are important for this thesis.
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5.1 Image sensor fusion
Combination of the data from several imaging devices, for example data captured
in visible light and infrared, is a technical domain in which multisensory integra-
tion is commonly used. A typical task of a multimodal image data processing
system is to find the locations and identity of relevant targets in the image, to
track a target or for self-localization of mobile robots [Palm, 2001]. For this, usu-
ally features are extracted from the multisensory information which can then be
used for decisions (for example, to decide where in the image a tracked object
currently is). Image fusion systems are often categorized into three levels where
the fusion can happen – on a pixel level, feature level, or decision level.
In pixel level image fusion (low-level), the raw images obtained from different
sensors are fused to provide a new image. This means that they are brought into
the same coordinate system, and the estimates of the different sensors for each
image pixel are combined. Further processing, for example feature extraction,
then happens on the basis of the fused image.
In feature level fusion (medium level), some features of the original images (like
edges, corners etc.) are extracted for each sensor image separately, and then com-
bined to a single feature vector.
Decision level fusion (high-level) refers to a systemwhich extracts target informa-
tion from each sensor image separately (like, the location of an object) and then
fuses the results into a combined estimate.
In all three approaches the same final result can be calculated, for example the
location of a target in the image. The three fusion methods differ in the way
they cope with the high-dimensional image data.1 They have to reduce the high-
dimensional input images in a non-linear way to a low-dimensional result (for
example the two-dimensional (x,y) position of the target). The methods differ in
the order in which they reduce the high dimensionality of the input – first within
modalities and then across modalities, or vice versa.
5.2 Democratic integration
One example of an adaptive sensor fusion systemwhich is applicable to image fu-
sion is ”democratic integration” [Triesch and von der Malsburg, 2001]. In demo-
cratic integration, several cues each have an opinion where a target is (or what
the value of a target is), and each cue has a reliability for its opinion. Then, a
combined estimate is computed by a weighted average of the individual opin-
ions, using the reliabilities as weights. The maximum of the combined estimate
1Flat images are called two-dimensional, but this just refers to the fact that the underlying
spatial order for the pixels is a two-dimensional grid. The intrinsic dimensionality of an image
– the number of independent parameters – is much higher. For grey-level images it is equal to
the number of pixels, and every image corresponds to a point in a number-of-pixels-dimensional
space.
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is the reported fused estimate, and the cues which did a bad guess change their
opinion towards the agreed maximum.
The authors illustrate their method with an example of a face tracking system
which uses five different cues for the estimation of the face location in a video.
These cues are image motion, color, position, shape and contrast. For each cue a
current prototype stimulus is held inmemory, which represents the current ’opin-
ion’ of what the target should look like in the respective cue map. This prototype
is used as an image filter kernel which is convolved with the cue map, and the re-
sulting similarity values are used to construct a ’saliency map’ for each cue. From
the saliency maps, an integrated map is computed by a weighted average of the
saliency maps, using the respective reliabilities of the cues as weights.
After the best combined target position of the face has been found, the cues adapt
their prototype towards the image content at the agreed target position. This
helps the system to keep track of the target in all cues, even if the conditions
change for some cues (for example when the lighting conditions change).
Democratic integration is an example of feature-level fusion, since for each cue a
saliencymap is computed from certain features in the image (by comparison with
prototype stimuli). The integrated result is a weighted average of these saliency
maps.
Unfortunately, in this sensor fusion system the ’reliability’ and with that the
weights of the cues are more or less arbitrarily defined (the authors compare sev-
eral alternative reliability measures), and not based on an as sound mathematical
basis as the Kalman filter or maximum likelihood integration. Still it is an in-
teresting approach for adaptive reliability-based sensor fusion. Compared to the
maximum likelihood fusion model, which uses a product of the representations
of the cues, the weighted sum applied here has the advantage that it can handle
situations better in which different cues disagree completely.
5.3 Visual-vestibular circuit models
The integration of dynamic visual and vestibular signals during self-motion for
the control of eye movements and perception can be modeled as a dynamic con-
trol system. Several such models have been proposed, modeling results of psy-
chophysical experiments (see discussion in [Zupan et al., 2002]; many of the dif-
ferent models are partially equivalent or similar). Such control systems usually
contain elements which model the dynamics of the visual and vestibular signals,
transformationswhich calculate a predicted signal in anothermodality (for exam-
ple, a prediction of the vestibular signal from the visual signal), and summation
and difference elements.
The model proposed in [Mergner et al., 1995] is based on data from experiments
investigating circular vection phase and amplitude, andmotion perception thresh-
olds during sinusoidal rotations (back and forth) around a vertical axis. They
used different frequencies and combinations of phases and amplitudes for body
motion and visual motion. Apart from the visual and vestibular signals, the
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model uses a prediction of the vestibular signal from the visual input, which can
be compared to the real vestibular signal to detect a visual-vestibular conflict. The
model assumes that the percept is mostly based on the visual sense under normal
conditions. If a visual-vestibular conflict is detected, this disrupts the integration
mechanism and the perception of self-motion in the model is then only based on
vestibular signals.
Their model can approximate the phase and amplitude of perceived self-motion,
if the model parameters are set correctly. This implicitly models the sensory
weights in different stimulus conditions.
As [Mergner et al., 1995] note, the resulting perception of self-motion does not
only depend on the stimulus presented, but also on a range of other factors, which
are partially difficult to control. Among these are: expectations, cognition, mem-
ory, focus of attention, eye movements, response method and experimental task.
Most experiments do not attempt to control these factors, and in turn most mod-
els describe the responses only on the basis of the stimulus used. This often leaves
a lot of variance in the data unexplained.
The model by Telban [Telban and Cardullo, 2001] is very similar to the one pro-
posed by [Mergner et al., 1995]. They also model the dynamics of the vestibular
canals and vision, and use a conflict estimator circuit to bias the perceived an-
gular velocity towards the vestibular signal if visual and vestibular signals are
in conflict. The conflict estimator compares a prediction of the vestibular signal
(computed from the visual signal) with the actual vestibular signal.2
One of the most sophisticated circuit models to date is the one recently published
by [Zupan et al., 2002], which they call the ”sensory weighting model”. In this
model, integration is performed in three steps. First, the individual cues are aug-
mented in quality by ’frequency completion’. This process uses the output of the
system (the estimated physical variable), and filters it so that the signal contains
all the information which is not provided by the sensor. For the vestibular canals
with their high-pass characteristics, for example, this filter would let only pass
the low-frequency content of the (estimated) physical signal (which is not pro-
vided by the canals). The filtered signal is then added to the sensory input sig-
nal, resulting in a full-spectrum ’intermediate estimate’.3 Frequency completion
requires the availability of internal models of the sensory dynamics. Second, the
frequency-completed single cues are transformed into a common (head-centered)
reference frame. The resulting combined estimate is calculated by a weighted
sum of the completed single-cue signals, using a maximum-likelihood estimate
(MLE) with weights determined by the respective variances of the cues. After
fitting the free parameters of the model to psychophysical data, the model can
match a variety of psychophysical measures of reflexive eye movements and per-
ception of self-motion and orientation in space.
[Reymond et al., 2002] modeled the processing of different sensory inputs to gen-
erate estimates of self-motion variables (angular velocity, linear velocity, linear
2Note that comparing a prediction of the vestibular signal from the visual signal to the actual
vestibular signal is similar to ’mutual prediction’ as discussed in section 4.5.
3Note the similarity of the concept of frequency completion to ’mutual prediction’ as discussed
in section 4.5.
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acceleration and gravity acceleration) as an optimization process. The optimiza-
tion process is based on measurement constraints (the estimates should agree with
the sensory measurements) and coherence constraints (the individual estimates
should be related to each other according to the physical kinetic laws of trans-
lations and rotations). The coherence constraints are implemented in the model
by defining what the authors call a ’coherence copy’: the prediction (estimate)
of one self-motion variable based on estimations of other self-motion variables.
The coherence copy of a variable is then combined with the direct estimation of
the variable by weighted averaging.4 An overall cost function, which is then
minimized, is defined by using a weighted sum of the corresponding cost func-
tions of all constraints. When fitting their model to psychophysical data, they
can model perception of self-motion in a variety of situations, including rotation
after-effects and linear vection. Overall, the models of [Zupan et al., 2002] and
[Reymond et al., 2002] are quite similar, even though they are formulated in dif-
ferent ways.
5.4 Gain modulation and gain fields
Gain modulation has been proposed to be one of the most important computa-
tional principles used by the brain [Salinas and Thier, 2000]. The basic idea is
that the firing of a neuron is not only determined by its receptive field, but also
modulated by a second information source. A visual neuron would for exam-
ple have a receptive field determined by retinal location and edge orientation,
and be modulated by eye position (gaze direction). This modulation needs to
be non-linear (ideally multiplicative). A population of neurons which are tuned
to different eye positions and visual receptive fields forms a gain field. From the
population activity of a gain field a high number of functions, which depend on
both receptive field and modulator, can be computed by using read-out neurons.
For example, from the gain field of visual, gaze-direction-modulated neurons, the
direction of visual stimuli with respect to the head can be computed. Such repre-
sentations of information in populations of neurons are also called population code
([Dayan and Abbott, 2001] chapter 3, [Trappenberg, 2002] chapter 5).
It appears that this computational principle can be described in an easier way if
one considers the modulator to be one of the parameters that define the receptive
field. In the case of our visual neurons, the receptive field would then be defined
by retinal position, edge orientation and gaze direction. A complete gain field
should contain neurons tuned to all combinations of parameter values.
[Salinas and Sejnowski, 2001] summarize a large variety of tasks that could be
solved in the brain by using gain modulation; among those are coordinate trans-
formations between different reference systems, position- and scale-invariance
4The use of ’coherence copies’ also bears close resemblance to the concept of ’mutual predic-
tion’. The authors mention that a central estimate which includes all evidence and produces a
globally constrained set of estimates is an alternative, but that their approach is simpler and more
biologically plausible.
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in object recognition, and integration of several cues for the perception of self-
motion and navigation. They also review neurophysiological evidence for the
existence of gain modulation in many areas of the brain.
Gain-modulated neurons have for example been found in the parietal cortex
([Andersen et al., 1985], [Andersen et al., 1997], see also section 3.6.2), motor cor-
tex [Boussaoud and Bremmer, 1999], but also in subcortical nuclei. In the inferior
colliculus of barn owls, different auditory direction cues (level differences and in-
teraural delays) are combined in amultiplicative fashion [Pen˜a and Konishi, 2001],
and also auditory direction cues and eye position modulate neural responses
multiplicatively [Groh et al., 2001]. Gain modulation is as well found in the su-
perior colliculus ([Stein and Meredith, 1993], see also section 3.2.1). In the motor
system, movements also seem to be represented in a distributed fashion, with
single control modules representing specific movements. By gain modulation
of the movement-representing neural population, arbitrary movements can be
constructed (E. Bizzi in [Gazzaniga, 2000] chapter 34). Also transformations from
more abstract to more concrete movement representations can be performedwith
this mechanism.
Gain fields are in fact an implementation of a 2-layer feed-forward neural net-
work with local (RBF-like) basis functions in the hidden layer and linear output
neurons. In the binary case theywould be equivalent to formulas of propositional
logic in a sum-of-products (SOP) form. As such they are capable to compute any
function on their inputs. Since each neuron in the gain field is active for a spe-
cific combination of input values, a real-valued function defined over the input
values can be implemented by a simple weighted sum of the activity of the gain
field neurons.
A. Pouget, S. Deneve and colleagues have published several papers in which this
principle is used for sensorimotor transformations in visually guided reaching
[Pouget and Snyder, 2000], and for function approximation and cue integration
[Deneve et al., 2001], [Pouget et al., 2002]. In their simulations, which involved
basis function networks with multidimensional attractors, they found that in-
termediate neurons developed partially shifting receptive fields, as commonly
found in cortical neurons (for example in parietal cortex [Duhamel et al., 1997];
see also section 3.6).
The authors therefore claim that this model captures some of the important func-
tional aspects of cortical systems. In the cortical hierarchy, each area may be a
maximum-likelihood observer (see next section) of lower areas, with stimuli rep-
resented in a distributed fashion in neural populations. It has been shown that
recurrent networks of nonlinear units with broad tuning curves can – under cer-
tain conditions – implement maximum likelihood estimations of values encoded
in the population activity [Deneve et al., 1999].
With slight modifications, the model proposed in these articles can also imple-
ment multidirectional sensory predictions [Avillac et al., 2005], which is equivalent
to the concept of mutual prediction discussed in sections 1.2.2 and 4.5.
In a similar approach, [Boß et al., 2001] used population-coded signals to per-
form robust integration (fusion for concordant cues and competition for disparate
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cues). They used a network with two separate input layers which converged onto
one output layer. Competition was implemented by means of lateral inhibition
between neurons in the fusion layer. The network showed some interesting prop-
erties, including variance reduction of the resulting fused estimate compared to
the input variances, which is a property of (statistically optimal) maximum like-
lihood integration. Also, it is robust to the loss of one of the sensory signals.
5.5 Maximum likelihood sensor fusion
What is the mathematically optimal way to integrate two sensory signals which
measure the same value, to get the best possible estimate of that value? A sim-
ple way to combine two sensory signals is to take the average of the two sensory
measurements. This, though, does not consider that the quality of the two sen-
sory signals might be different. If one of the sensors is very accurate but the
other one is noisy, we would be better advised to trust the ’good’ sensor rather
than to compute the average of both sensors. To maximize the likelihood of the
estimate, the influence of the different cues in the combined estimate has to be
chosen depending on their reliabilities, giving high weights to reliable cues and
low weights to unreliable cues.
To be able to decide whether a sensory signal provides reliable and valid informa-
tion for an estimated value of an external variable, for example the size of a self-
rotation, the sensory signal has to be compared to the true value of that variable.
The problem is that the brain can not access this value other than by its senses,
similar to the observer in Searle’s famous Chinese Room example [Searle, 1980].
Therefore the prediction of a value by sensory cues is usually the prediction of
one sensory cue from others. The predicted sensory cue can also be abstract feed-
back, for example a sound signal indicating a correct or incorrect response in a
psychophysical experiment. This concept of ”multisensory integration bymutual
prediction” is discussed in section 1.2.2, and a neural implementation is proposed
in section 4.5. See section 1.2.4 for further considerations on the topic of cue reli-
abilities.
The quality of a sensory signal A to predict another one B can be described by
the probability distribution of A given that B has a certain value. For maximum
likelihood integration it is assumed that this probability distribution is unbiased
(the center of the distribution equals the true value)5 and Gaussian, so that its
variance can be described by a single value σ2. A Gaussian distribution with









Maximum likelihood integration states that if the variances σ21 , σ
2
2 of two sen-
sory cues measuring the same value are known, the optimal estimate v1,2 for the
5If a prediction function f : A→ B is learned from example pairs {A,B}, f (A) should approxi-
mate p(B|A), and with this also approximate the correct mean.

















Figure 5.1: The dyadic product of two independent probability distributions (yellow functions)
yields a two-dimensional probability distribution (surface). The green plane shows the subspace
induced by the constraint that both probability distributions measure the same real-world value
measured value v can be calculated from the two cue measures v1, v2 as:
v1,2 = v1 ·ω1+ v2 ·ω2 (5.2)




















Maximum likelihood integration (and an extension of it called ”Bayesian integra-
tion”, where prior knowledge is integrated with the measurements, see section
5.5.3), has recently drawn a lot of attention because of its mathematical rigor-
ousity and statistical optimality [Mamassian et al., 2002], [Ernst and Bu¨lthoff, 2004],
and experimental evidence from a variety of studies that it can be used to model
perception [Ernst and Banks, 2002], [Bu¨lthoff and Yuille, 1991], [Porrill et al., 1999],
[Gepshtein and Banks, 2003], [Knill and Pouget, 2004]. It is also related to ideal
observer models of perception [Blake et al., 1993] and appears to be equivalent to
the ”Fuzzy Logic Model of Perception” (FLMP) [Massaro, 1999].
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5.5.1 Foundations of the maximum likelihood sensor fusion prin-
ciple
Let us consider two separate sensor systems s1,s2 that each measure a real-world
variable (v1 and v2 respectively). In the terms of mutual prediction, both sensors
would separately predict another sensory signal. The noise of the two systems is
assumed to be Gaussian and independent, because the two sensory systems are
separate. Therefore we can calculate a two-dimensional probability distribution
from the one-dimensional probability distributions of the single sensor systems
by using a dyadic product (tensor product). The resulting two-dimensional dis-
tribution (shown in Figure 5.1) models the probabilities for pairs of real-world
values given the two observed values (of 0.4 and 0.5 in this example), P(v1,v2).
Note that the volume below the Gaussian hill is 1 (as it is a two-dimensional
probability distribution).
Now we assume that the two sensors measure the same real-world variable (or
predict the same third sensor signal s3), and that the brain knows this and only al-
lows perception of two equal values. We also assume that the two measurements
are represented in the same coordinate system, and are always in the range be-
tween 0 and 1. In Figure 5.1, this constrains the probability distribution to cases
where v1 = v2 (the green plane). If we cut the Gaussian hill with the green plane
we get a new distribution, shown as a green curve in Figure 5.1. The green curve
models the probabilities of responses given that the responses have to lie on the di-
agonal, which is caused by the model assumption we make. If this assumption
is true, all responses will lie on the green plane, and we can therefore normalize
the resulting one-dimensional function to get a true probability distribution. The
normalization factor n reflects the probability that the model (v1 = v2) is correct:





The following computations apply to the one-dimensional distributions after the
target equality constraint has been applied (the distribution in the green plane
in Figure 5.1). The best estimate for the real-world value is the maximum of the
resulting probability distribution. We set the first derivative of the product of two
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Figure 5.2: MLE integration of two probability distributions (blue) measured by independent
sensors is computed by point-wise multiplication of the probabilities at every value of v. The
resulting distribution (dashed red) is Gaussian with mean and variance as specified by the MLE
formulas (equations 5.2 - 5.4). However, it is usually not a probability distribution since its
integral is usually not 1.
This is the MLE cue integration prediction – the position of the maximum of the
product of two Gaussians is a weighted mean of the positions of the maxima of
the single Gaussians, weighted by a factor derived from their individual vari-
ances. The ω values from equations 5.3 can be directly derived from equation 5.9.
5.5.2 Data analysis for verifying MLE in a 2IFC experiment
A psychophysical experiment can be used to test whether the human brain uses
maximum likelihood estimation (MLE) to combine the information of different
senses. The basic idea is to first measure the variances of the estimates in the
individual cues separately. Then, these variances are used together with the MLE
formulas (equations 5.2 - 5.4) to predict what the weights of the two cues and the
resulting variance should be when both cues are presented together, if maximum
likelihood fusion is used by the brain. This prediction is then compared to the
actual cue weights and variances measured while both cues are available.
Variances andweights can bemeasured psychophysically in a two-interval-forced-
choice (2IFC) experiment. In every trial of a 2IFC experiment, two stimuli are
presented to the participant sequentially, who has to respond which of the two
stimuli appeared larger, louder, etc. This section explains how the data from such
an experiment has to be processed to investigate whether it corroborates or con-
tradicts MLE integration. This 2IFC MLE-testing method has for example been
used for the investigation of the integration of visual and body cues for the per-
ception of self-rotation. This experiment is described in section 6.6.
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Figure 5.3: Left: psychometric function in single condition: only σ is fitted; Right: psychome-
tric function in combined condition: σ and µ are fitted. σ represents the reliability of a cue,
µ defines the PSE (point of subjective equality) from which the cue weights can be calculated
(in the combined condition). Dashed curves show examples for psychometric functions which
are not optimally fitted to the data, to visualize the effect of a change of σ (orange arrows)
and µ (green arrows) on the shape of the curve.
5.5.2.1 Experimental design
In a 2IFC experiment, thresholds for the perception of magnitude differences of
a sensory variable are measured by repetitively presenting stimulus pairs with
different disparities, and to count how often each of the stimuli is perceived as
(for example) larger. One stimulus is held constant (reference stimulus, αr) and
the other one is varied around the constant one (comparison stimulus, αc). From
this data, a function can be approximated which describes with what percentage
the comparison stimulus is perceived as larger than the reference stimulus, in
dependence of the value of the comparison stimulus. This function should look
approximately sigmoidal (Figure 5.3).
The slope of the sigmoid function is a measure for the discriminability (percep-
tual variance, and with this reliability) of the stimuli. The ”point of subjective
equality” (PSE) of the two stimuli is located where this function crosses 50%. It
can be used to measure the cue weights in the combined-cue condition. For this,
small, imperceptible conflicts between the cues are used for the reference stim-
ulus (Figure 5.3 right). For example in the experiment discussed in section 6.6,
the visual reference rotation αr,vis and the platform reference rotation αr,plat had
different sizes. The cue weights are expressed by the location of the PSE with
respect to αr,vis and αr,plat . If, for example, reference and comparison rotation ap-
pear equal when αc equals αr,vis, this means that perception is influenced only by
the visual cue. If reference and comparison rotation appear equal when αc equals
αr,plat , perception is influenced only by the body rotation cue. Intermediate loca-
tions of the PSE reflect intermediate weighting of the two cues.
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Figure 5.4: Graphical depiction of why a cumulative Gaussian ERF occurs in the responses
of participants in a 2IFC experiment, in which a single reference stimulus is compared with
a set of comparison stimuli (the response fraction for ”comparison stimulus is perceived as
larger” is measured for a discrete set of comparison stimuli of different magnitude). The figure
shows the two-dimensional probability distribution for the perception of a reference stimulus
(0.5) and a comparison stimulus (0.4) in a single 2IFC trial. The grey zone indicates the part
of the distribution in which the comparison rotation is perceived as larger than the reference
stimulus. As the comparison angle grows, the probability ’hill’ moves into the grey area and
the volume of the distribution contained in the grey area grows from 0 to 1. If the distribution
is Gaussian, the volume in the gray area grows exactly like a cumulative Gaussian ERF. See
section 5.5.2.3 for more details.
5.5.2.2 Fitting an ERF
The PSE and the variance can be derived by fitting a cumulative Gaussian error












It is not possible to derive this integral in a closed form, but Matlab provides an
approximation of the function, which was used for data analysis. The standard
deviation σ of the fitted ERF is equal to the standard deviation of the Gaussian
on which it is based, and its mean is equal to the Gaussian’s mean.
Figure 5.3 shows schematically how psychometric functions (ERFs) are fitted in
the single conditions (left) and the combined condition (right).
In the single conditions only the variances σ2 are fitted and the mean of the ERF
is held fixed (Figure 5.3, left). In this condition, the PSE has to be reached when
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two equal stimuli are presented. Any preference of the participant to report that
the first or the second stimulus appeared larger is canceled out by randomization
of the order in which reference and comparison stimulus are presented in a trial.
The derived variances are then used to calculate a prediction of the cue weights
in the combined condition by using the MLE prediction (equations 5.3 and 5.4).
To the data recorded in the combined condition ERFs are fitted by adapting both
the mean µ and the variance σ2. The position of the mean PSE of the best fit is
then used to define the weights used in that condition (Figure 5.3, right). Then
the predicted weights of the best fits in the single-cue conditions can be compared
to the measured weights defined by the mean of the best fit of an ERF in the
combined-cue condition. Also the predicted variance can be compared to the
measured one.
5.5.2.3 Origin of the ERF
In the experiment discussed in section 6.6, the subject has to decide in every trial
which of two presented rotations had been larger. We plot the dyadic product
of the probability distributions for the perceived rotation angles of the reference
and comparison rotation on a two-dimensional surface and visualize the two-
dimensional probability distribution of all perceived combinations of rotation an-
gles in Figure 5.4 (on the example of a presented reference rotation of 0.5 and a
presented comparison rotation of 0.4). Note that even though this looks similar
to Figure 5.1, the two-dimensional distribution here does not model the percept
of pairs of simultaneously presented stimuli in two modalities, but describes the
distributions of percepts of two stimuli (both being single-cue or both combined-
cue stimuli) presented in sequence.
We are allowed to describe pairs of rotation percepts by the dyadic product of the
two probability distributions because they are independent (we assume that there
is no co-variance between the perception of the size of two rotations presented in
sequence). This two-dimensional function is a probability distribution and has an
integral of 1. When the comparison stimulus is varied while the reference angle
is held constant, the two-dimensional distribution moves along the ’comparison
angle’ axis (green arrow). The volume of the two-dimensional probability distri-
bution that lies inside the shaded triangle represents the probability with which
the comparison angle is perceived as larger than the reference angle. We assume
that this equals the probability of a response ”comparison rotation was perceived
as larger”.
Now we make two more strong assumptions which might not be satisfied. First,
we assume that the probability distribution for the perception of the rotation an-
gle is Gaussian. Second, we assume that it does not change its variance when
the comparison stimulus is varied. If stimuli are presented on a linear scale, the
second assumption is contradictory to Weber’s law (see Figure 5.5).6 Therefore
logarithmic scales should be used.
6According to Ernst HeinrichWeber, the minimally noticeable difference of a comparison stim-
ulus to a reference stimulus, divided by the size of the reference stimulus, is constant over a large
range of values.
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Figure 5.5: Schematic view of the size of the variances of Gaussian probability distributions
for stimuli of different magnitudes as predicted by Weber’s Law. Left: linear scale, right:
logarithmic scale.
IfWeber’s law holds, the discriminability d of two stimuli of magnitudes x and x ·k
depends only on k and is independent of x. Since d(x, x ·k) = d(x ·k, x) = d(x, x/k),
the response function is expected to be symmetric when a factorial (logarithmic)
axis is used. In the experiment described in section 6.6, a logarithmic scale was
used as a basis for the ERF data fit, and not a scale of absolute angle.
We also assume that the variances of the perception of both stimuli are equal. It
is reasonable to assume this, as the two stimuli are presented equally (even their
order of presentation is randomized). Then the Gaussian hill has to be circular,
since
e(sin α)
2 · e(cos α)2 = e(sin α)2+(cos α)2 = e1 ∀ α (5.11)
If the size of the reference stimulus is held constant and that of the comparison
stimulus is increased, the 2D-Gaussianmoves along the green arrow into the gray
area (Figure 5.4). During this, the integral of the part of the distribution inside the
gray area, which describes the measured response probability, follows a cumula-
tive Gaussian function which rises from 0 to 1.
Now after we measured percentages of ’comparison rotation perceived as larger’
for different comparison stimulus magnitudes, we can mathematically fit an ERF
to this data by adjusting σ (and, in the combined condition, µ). How this fit-
ting is done is explained in the next section. The parameters of the fitted ERF
reflect the parameters of the underlying perceptual probability distribution (the
two-dimensional Gaussian). The variances derived in this way from the data
measured in the single-cue conditions can then be used to compute the MLE pre-
diction.
One important point here is that we do not move the Gaussian hill perpendicular
to the zone in which we calculate the integral, but in an angle of 45 degrees, as
the reference stimulus stays fixed and the comparison stimulus is varied (green
arrow in Figure 5.4). Therefore the measured standard deviation of the ERF is
not the real standard deviation σ of the single rotation perception distributions,
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Figure 5.6: Likelihood functions over pA for n=20 and k between 0 and 20.
but rather σ · √2. This does however not affect the MLE testing, since the fac-
tor cancels out in the prediction of the cue weights (equation 5.3), and does also
not change the testing of MLE variances since both the predicted and measured
variances will be multiplied by a factor of 2 (equation 5.4).
5.5.2.4 ERF fitting by maximizing the cumulative likelihood
In the experiment described in section 6.6, we measured percentages with which
the subject perceived a comparison rotation as larger than the reference rotation.
For each reference rotation angle αr (10◦,15◦,25◦) we measured responses for
eight different comparison angles αc. The black dots in Figure 5.3 schematically
show the percentages for responses ’αc is perceived as larger than αr’. The blue
curves are functions fitted to these data points.
An easy way of fitting a function to this data would be a least-squares minimiza-
tion, where we seek the function parameters that produce the closest fit of the
function in terms of distance to the measured points. Unfortunately this does not
generate the most probable fit. It assumes that the probability distribution of the
real values is symmetric around the measured values, that it is equal for all data
points, and that it drops quadratically with distance. But this is not the case.
We have used a 2IFC task where subjects could only answer ’rotation αc was
perceived as larger’ (A) or ’rotation αr was perceived as larger’ (B). We measured
each data point 20 times. Given that the true probability of answering A, ’αc
larger than αr’ be pA, 0 ≤ pA ≤ 1, and the probability of answering B be pB =
1− pA. These probabilities are assumed to be constant for a given pair of stimuli
αr, αc. Then we can calculate the probability for each possible sequence of 20
responses, which is the product of the probabilities of all single responses ai, as
they are all measured independently. Each p(ai) is either pA or pB, depending on
the response:
p(a1,a2, . . .a20) = p(a1) · p(a2) · . . . p(a20) (5.12)





















Figure 5.7: Example of an ERF (red) that fits a set of given likelihood functions (blue) best
(maximizes the product of crossed likelihoods (green)). The ’Gain factor’ is αc/αr.
From these probabilities for each individual response sequence we can compute
probabilities for outcomes of k times A and (n− k) times B within n measured
trials. This is done by summing all the probabilities of all conditions with the






pkA · (1− pA)n−k (5.13)
This formula gives us a probability for each combination of a pA, n and k. In-
stead of calculating these probabilities over k for fixed pA and n, we can also keep
n and k constant and calculate probabilities as a function of pA. We then get a
probability distribution over pA for each pair of n and k. These probability dis-
tributions are called likelihood functions. They describe the probabilities of the real
mean value given the measured sample set. Figure 5.6 shows these functions for all
k ∈ {0, . . . ,20} in our case of n= 20measurements.
With this formula we can calculate probability distributions for the real value of
the mean in all of our measured conditions. For a reference angle αr and a set of
eight comparison angles αc, we get a set of eight likelihood functions (blue curves
in Figure 5.7). Since the measurements involved in the different likelihood func-
tions are independent (measured in different trials), the cumulative likelihood of
a fitted function (dashed red curve in Figure 5.7) is the product of the values of the
individual likelihood functions where the fitted function intersects them (green
lines).
The model which maximizes the cumulative likelihood can be found using a gra-
dient descent method which fits the model parameters (for example fminsearch
inMatlab).
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5.5.3 Bayesian integration
Whenmultisensory integration is not only based on direct sensorymeasurements,
as in maximum likelihood sensor fusion, but also takes prior assumptions into ac-
count, the integration process is called Bayesian. The statistical computations then
used relate to Bayes’ formula:
P(B|A) = P(A|B) ·P(B)
P(A)
(5.14)
In this formula, A denotes the measured sensory signal and B the underlying
ground truth which is to be estimated. The posterior distribution P(B|A) is calcu-
lated by multiplying the likelihood function P(A|B)with the prior distribution P(B).
P(B) describes what is known about the ground truth in addition to the sensory
measurements (how likely different values of B are a priori, before any sensory
measurement is made). P(A|B), the likelihood function, contains the current evi-
dence from sensory measurements. The denominator P(A) is a normalization fac-
tor which is needed to make the posterior a true probability distribution (which
needs to have an integral of 1).
MLE is a special case of the Bayesian approach which assumes a flat prior (all
values of B are equally probable a priori), so that Bayes’ formula reduces to
P(B|A) = P(A|B). The posterior distribution is then equal to the likelihood func-
tion. In the complete Bayesian approach, the posterior distribution P(B|A) is the
optimal estimate for B, incorporating both information from the sensory mea-
surements and from the prior distribution P(B).
The framework described in section 5.5 can also be used for Bayesian integration,
since the prior can be treated just like any other sensory cue, and its distribution
is also multiplied point-wise in the calculation of the resulting estimate (as shown
in Figure 5.2).
A more detailed description of Bayesian integration, including a simple example,
is given in [Mamassian et al., 2002]. We will see in the next section that the effect
of attention on multimodal integration may in fact be modeled as a prior distri-
bution which is under cognitive control. In the discussion section we will argue
that some of the effects found in experiments of this thesis – consistent misesti-
mations of turning angles – may also be interpreted as the influence of a prior
(which is probably acquired during the experiment; see section 7.1.2).
5.5.4 The effect of attention
Attention (see sections 3.13 and 7.2) is a mechanism with which a subset of the
available sensory data is selected for further processing, to reach perception, be
used for reasoning, and ultimately, to decide on actions.7 Since multisensory
7”Attention” can relate to both bottom-up salience and voluntary top-down attention, and
both mechanisms influence the selection process [Reynolds and Desimone, 2003]. In the follow-
ing we focus on voluntary ’top-down’ attention.





Figure 5.8: Influence of attention on multisensory processing of disparate cues in a MLE
setting. Left: if the amplitude of one cue is changed (right blue Gaussian), this affects the
amplitude of the combined estimate, but not the position of its mean (red curve). Middle: if
instead the variance of one cue is modified, this biases the combined estimate towards that
cue. Right: An additional ’prior’ distribution (black) also changes the mean and variance of
the combined distribution.
integration is also a mechanism with which sensory stimuli are processed in the
brain, it is reasonable to assume that attention could influence the integration
process, in particular voluntary attention to one of the integrated modalities.
In this thesis we are thus not so much interested in the effect of spatial crossmodal
attention [Spence and Driver, 2004], in which a spatially restricted signal in one
modality can draw attention to that location and in turn affect processing in an-
other modality at this location. Instead, we investigate the effect of attending
to one modality on the resulting percept, if stimuli in the attended modality are
perceptually integrated with stimuli in other modalities.
A popular model for the role of attention in cortical processing is the ”biased
competition” model [Desimone, 1998] (which has been used for a variety of com-
putational models and might also underlie working memory, cognitive control
and consciousness [Maia and Cleeremans, 2005]). It states that attention can bias
the competition between conflicting sensory stimuli towards the attended cue.
Therefore attention should come into play particularly when multisensory inte-
gration breaks down due to disparate stimuli, whereas its influence might be low
or non-existent if concordant multimodal stimuli are integrated (see also sections
6.4, 6.5 and 7.2.5).
Some studies claim that multisensory integration happens pre-attentively (is not
influenced by top-down effects) [Bertelson et al., 2000b], [Shore and Simic, 2005],
[Bertelson et al., 2000a]. The existence of pre-attentive crossmodal influences in
multisensory fusion does of course not prove that there are no effects of volun-
tary attention on the fusion process. Some studies clearly showed that such effects
exist [Bertelson and Radeau, 1981]. A recent study investigating the McGurk ef-
fect in a dual-task experiment suggests that the availability of some attentional
resources is even necessary for the crossmodal audio-visual interactions in this
task [Alsius et al., 2005].
So if the brain uses a maximum likelihood integration mechanism as discussed
above, in what way could attention operate to bias the integrated result towards
the attended cue? The MLE integration is also defined for disparate cues where
competition and attentional selection could happen. As equations 5.3 show, the
individual cue weights the different sensory cues have on the resulting estimate
depend only on the reliabilities of the individual cues and are independent of
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the amplitude of the distributions. Therefore a simple overall response-boosting
influence of attention on the selected cue would not be capable of biasing the
combined estimate towards a selected cue (Figure 5.8, left). Instead, attention
needs to affect the cue reliabilities (variances). When the probability distribution
of a cue is sharpened, the integrated estimate is shifted towards that cue (Figure
5.8, middle). The variance of a population-coded probability distribution can be
sharpened by multiplicative amplification of selected neurons, without the need
to modify their individual receptive fields.
Indeed it has been shown experimentally that covert attention can increase con-
trast sensitivity [Carrasco et al., 2000], [Reynolds and Chelazzi, 2004] and even
phenomenological appearance of stimulus contrast [Carrasco et al., 2004]. This
is consistent with the idea that attention can sharpen the neural population re-
sponse to stimuli. Modeling psychophysical measurements of detecting contrast,
frequency, and orientation differences of visually presented Gabor-like stimuli
with and without attention also implies an increase of contrast and a sharpening
of neuronal tuning [Lee et al., 1999]. These authors claim that these effects can
be explained by attention acting as an amplifier of winner-take-all competition
between neurons tuned to different stimuli.
In a Bayesian integration model, attention could take the role of an additional
prior [Mamassian et al., 2002]. A prior is an additional probability distribution
which represents further information on the result. It is treated like another sen-
sory cue and is in the integration process multiplied together with the probability
distributions of the individual cues. It can thus also bias the resulting estimate
(Figure 5.8, right). It could also act on an individual cue before the integration
to sharpen its population code, which will increase its weight in the subsequent
integration (since the multiplication is commutative and associative). Multiply-
ing the prior distribution with the right sensory distribution in the right plot in
Figure 5.8 leads to a sharpened distribution of that cue, similar to the effect of at-
tention described in the middle plot of Figure 5.8. In that sense the two situations
depicted in the middle and the right plot in Figure 5.8 are equivalent.
5.6 The Kalman filter
In 1960 Rudolf Kalman developed a method for optimal prediction, filtering and
interpolation of noisy dynamic signals [Kalman, 1960]. It is known as the Kalman
Filter. It works mostly on discrete sampled signals, and uses a linear filter on
(a weighted average of) the history of measured samples to make an optimal
prediction of the next value in a dynamic signal, under some preassumptions.
Later the filter has been improved to the ”extended Kalman filter” (EKF), the
”unscented Kalman filter” (UKF) and others.
In fact, the Kalman filter is nothing else thanmaximum likelihood integration (see
section 5.5) extended to dynamic systems (see below). It is also strongly related
to the concept of internal modelswhich are thought to be involved in sensorimotor
processes and perception [Merfeld et al., 1999], [Wolpert and Ghahramani, 2000],
[Angelaki et al., 2004].
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The Kalman filter assumes that the inspected signal is generated by a linear dy-
namic system, which is excited by an independent Gaussian random process ut .
In a time-discrete formulation, the linear dynamic system is described as:
xt+1 = Axt +But +wt (5.15)
yt = Cxt + zt (5.16)
It propagates a hidden internal state xt in time t, by applying a linear transforma-
tion A on the last state, and adding the new input But and some process noise
wt to the result. The observable output yt of the system is computed by linearly
transforming the internal state xt with an output transformation matrix C and
adding measurement noise zt . xt , ut , yt , wt and zt are vectors, A, B and C are matri-
ces. If the matrices are constant (independent of t), the system is called stationary.
The Wiener problem is to find an estimate xˆt of the internal state xt at a time t, if
only the output yt of the system is known for a series of time steps. The Kalman
filter solves the Wiener problem in the following condition: Given outputs yt0, ...,
yt , find the optimal estimate xˆt+1 of the internal state xt+1 at the next time step
t+1. The Kalman filter computes the optimal estimate xˆt+1 as:
x¯t+1 = A xˆt +But (5.17)
xˆt+1 = x¯t+1+Kt(yt+1−C x¯t+1) (5.18)
The term yt+1−C x¯t+1 is called the innovation of the filter. The matrix Kt is called
the Kalman Gain. It is computed for each time step by using the estimation error
covariance Pt , the covariance of the innovation St , the process noise covariance
matrix E(wt ,w′t) and the measurement noise covariance matrix E(zt ,z′t):
St = CPtC′+E(zt ,z′t) (5.19)
Kt = APtC′S−1t (5.20)
Pt+1 = APtA′−APtC′ ·S−1t ·CPtA′+E(wt ,w′t) (5.21)
These equations are visualized in Figure 5.9. In each time step t, the former esti-
mate of the internal state, xˆt , is propagated forward in time by the modeled linear
system (equation 5.17). Then, this estimate is corrected by using the current input
to the system, yt+1. The Kalman gain matrix Kt determines how strong this cor-
rection should be. It depends on the current reliabilities of the propagated state
estimate and the current measurement and is estimated in each time step. If there
is high-amplitude measurement noise, the estimation errors may be high even
though the internal model is correct, whereas for low-amplitude measurement
noise estimation errors indicate that the internal model needs to be adapted. In
the standard Kalman filter, the measurement noise has to be set explicitly (or esti-
mated externally) and is not modified by the Kalman filter update. This delegates
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Figure 5.9: A block diagram of the Kalman filter, after [Simon, 2001]. A matrix P feeding
into a block [A|B] describes the product APB of the three matrices. For a matrix P, P′ is the
transposed and P−1 is the inverse matrix. Dashed arrows are used for the time update step
t → t+ 1, dotted arrows show where results are re-used. The violet, orange, and blue boxes
correspond to equations 5.19, 5.20 and 5.21 respectively.
Occam’s Razor (the tradeoff between bias and variance of a model fitted to noisy
data) to the designer of the filter.
For the Kalman filter to work, the modeled system needs to be a linear system, and
process noise wt and measurement noise zt need to be Gaussian. Additionally,
the following needs to be known about the system to make a prediction of the
internal state at time t+1:
• The transition matrices of the modeled system: A, B and C.
• The covariance matrices of process noise wt and measurement noise zt .
• The input ut to the system for time step t.
• The output of the modeled system, yt+1.
• The estimate of the internal state at the last step, xˆt .
• The estimation error covariance at the last step, Pt .
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New measurementMLE CombinationPropagate Estimate
t
…
Figure 5.10: The connection between Kalman filters and MLE integration. For every timestep,
the Kalman filter propagates the last combined estimate (red) by using a linear system (left
column). This can change the mean of the estimate and increases the variance. This prop-
agated estimate (black) is then combined with the new (also noisy) measurements (blue) by
applying the MLE estimation formula (middle column). The result is the best new estimate
(red), which will also be propagated for the next update step (and so on). The means of the
Gaussian distributions are represented by the states of the Kalman filter, their variances are
described by the covariance matrices.
Kalman filters are a continuous analog to HiddenMarkovModels (HMMs, which
have a discrete internal state space). In HMMs there is also a hidden (step-wise)
dynamic progression of an internal state with time, which can be observed only
indirectly.
Also, Kalman filters are an extension of maximum likelihood integration to dy-
namic systems. The equivalence is nicely explained in [Maybeck, 1979], chapter
1. An original (prior) estimate is propagated forward in time, and the result is
blended with actually measured sensory data, with blending weights which de-
pend on the reliability of propagated and measured estimate (Figure 5.10). The
weighting of the propagated position and the measured position depends on the
respective reliabilities of the two cues, defined by the covariance matrices of esti-
mation error and innovation. This combination implements MLE integration, as
described in section 5.5.
A simple application for a Kalman filter is the estimation of the current location
of a vehicle from measurements of the vehicle’s movement and position, if both
measurements are noisy. In this case (for movement in one dimension), xˆt has
two components, the vehicle’s current position and its current velocity. This es-
timate can be propagated forward in time to yield a new position estimate A xˆt .
Velocity and acceleration measurements ut are then integrated with this estimate
by adding But . This leads to the propagated state estimate x¯t+1 (equation 5.17).
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In a second step, the propagated state estimate is combined with (noisy) direct
measurements of the new state (for example a measurement of its true position),
resulting in the new best estimate of the vehicle’s position and velocity, xˆt+1, as
described by equation 5.18.
The Kalman filter is a system which integrates measurements about the dynamic
change of a systemwith information about its state. Both types of information can
be multidimensional, with different sensors providing information for different
state dimensions. In this respect, it is the natural operation of a Kalman filter to
perform sensor fusion. Often also slightly modified versions of the Kalman filter
are used for sensor fusion, for example the so-called ”indirect feedback Kalman
filter” (also called ”error state Kalman filter” or ”complementary Kalman filter”).
In neuroscience, the Kalman filter has for example been used as a model of dy-
namic body movement control, and it is assumed that the cerebellum could im-
plement such a circuit [Wolpert and Ghahramani, 2000].
Kalman filters have also been applied to model optimal multisensory integration
of dynamic vestibular and visual-vestibular self-motion signals for human spa-
tial orientation [Glasauer, 1993], [Borah et al., 1977], [Borah et al., 1988], and for
human postural balance [Gusev and Semenov, 1992], [van der Kooij et al., 1999],
[Kuo, 2005]. In fact, many dynamic models of visual-vestibular integration (see
section 5.3) can be interpreted as variants of Kalman filters.
5.7 Hierarchical Bayesian inference
The concept of hierarchical Bayesian inference is described in a recent paper by
[Lee and Mumford, 2003]. It is related to pattern theory, the Helmholtz machine,
Bayesian belief networks and Bayesian belief propagation, Bayesian inference,
Kalman filters and predictive coding, Markov random fields and Markov Chain
Monte Carlo methods, forward-backward algorithms, empiricism and hypothe-
sis testing, population coding, biased competition models of attention, and espe-
cially particle filtering (condensation).
The basic idea of this hypothesis for cortical information processing is that the
system of different cortical areas could be modeled as a Bayesian inference net-
work. They claim that for example object recognition and segmentation in the
visual cortex could be accomplished by such a system. Whereas neural activity
in V1 would represent local hypotheses of the represented information, neurons
in higher visual areas would represent models for objects. By bottom-up and
top-down propagation of belief, the hierarchical system would settle on an activ-
ity pattern which represents the most likely interpretation of the sensory data.
To prevent the problem of local maxima of the joint probability in the relaxation
process, the authors propose that the brain might use an approach which is sim-
ilar to particle filtering. In particle filtering, several likely hypothesis are main-
tained by the system at the same time during the optimization. Particle filtering
algorithms have been very successful in computer vision, for example for track-
ing and object recognition problems.
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The authors support their hypothesis with evidence from a multitude of exper-
imental studies, including early and late firing selectivity of neurons, pop-out
phenomena, and Kanizsa squares.
Hierarchical Bayesian inference is based on the concept of the utilization of pre-
dictive models for the perception and evaluation of sensory events, which in-
volves the interaction of sensory (bottom-up) signals with (top-down) models.
This idea can be found in very many different approaches to information pro-
cessing and has its sources in ideas of unconscious inference by Hermann von
Helmholtz [Eysenck and Keane, 1995]. It was later used by Neisser, Gregory,
Grenander, Mumford, Hinton, Dayan, Rao, Ballard, Sejnowski and many others
for models of perception. Some related ideas are discussed in chapter 4.
Since in hierarchical Bayesian inference data from many sensory inputs is com-
bined to find the most likely underlying model, the same mechanism could be





6.1.1 Multimodal perception of self-motion
The aim of these studies was to examine the process by which different sensory
modalities are combined in the human brain to give rise to a percept of self-
motion.
When moving in the world, we need to generate reliable estimates of our own
location and movement in space from the available sensory signals. The amount
of influence each sensory modality has on the resulting estimate can depend on
the characteristics of the stimulus itself, but also on cognitive factors such as at-
tention, task and strategy, and awareness of conflicts between different sensory
signals.
The senses which tell us something about our position, orientation and motion
in space are on one hand the visual sense (optical flow, and location and change
of location of identified objects), described in section 2.1, and on the other hand
senses of body motion. The latter are the vestibular system in the inner ear (de-
scribed in section 2.2), diffuse body senses in skin and tendons (pressure on dif-
ferent parts of the skin, air flow on the face, muscle tension to hold the limbs in a
fixed position, etc.; see section 2.3), and presumably knowledge about intended
movement (efference copy). Also the auditory sense can tell us about our motion
in space, by the change of the location of sound sources relative to the observer.
In these experiments, however, only self-motion within a visual scene and pas-
sive or indirectly self-controlled whole-body motion were used. As we can not
separate the different senses of body motion, we will refer to them as ’body cues’
or ’inertial cues’ in the descriptions of the experiments.
The different senses provide signals with different reliabilities depending on the
velocity and acceleration range of self-motion. Very slow or long-lasting move-
ments cannot be sensed accurately by the vestibular system because of its high-
pass transduction characteristics. The visual sense, on the other hand, may be
more accurate for small and slow movements than for fast and large movements.
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For an optimal estimation of the movement, given the available sensory inputs,
the brain should weight the different modalities according to their reliabilities,
giving more weight to more reliable cues [Ernst and Bu¨lthoff, 2004]. Effects of
sensory reliability on the weights have for example been found in the integra-
tion of visual and haptic modalities ([Ernst et al., 2000]; [Ernst and Banks, 2002];
[Gepshtein and Banks, 2003]).
Current models of the perception of self-motion contain filters to model the dy-
namic response of the different sensors. By such filtering the amount of influence
each cue has on the resulting percept in the model is also dependent on move-
ment magnitude ([Mergner et al., 1995]; [Zupan et al., 2002]).
While the influence of stimulus characteristics on perception has been addressed
in many multisensory integration studies, few have looked at the influence of
cognitive factors such as attention [Calvert and Thesen, 2004]. The normal psy-
chophysical procedure is to limit the influence of cognitive factors in careful ex-
perimental designs, instead of using them as an experimental variable. A few
studies have studied cognitive effects on the perception of self-motion. Kitazaki
and Sato ([Kitazaki and Sato, 2003]) investigated the influence of guided atten-
tion on the illusory perception of self-motion induced by visual stimuli (vec-
tion). A study by Lambrey and Berthoz ([Lambrey and Berthoz, 2003]) recently
addressed the influence of conflict awareness on multisensory integration in self-
motion in a navigation task.
Attention to a modality might play a significant role in the sensor fusion process,
by biasing sensory modalities for perception. In a Bayesian fusion scheme, atten-
tion could take the role of prior assumptions on the reliability of the cues, shift-
ing the estimate towards the cue that is assumed to be more reliable (see section
5.5.4). Some of the experiments presented here specifically investigated the effect
of task-induced, top-down attention on modalities and awareness of intermodal
conflicts on the multimodal perception of self-motion.
6.1.2 Summary of the experiments
The experiments described in this thesis were done on a six-legged motion plat-
form with a projection screen mounted on top. Subjects sitting on the platform
can be moved in all directions and rotated around all possible axes, in a cer-
tain range. At the same time computer-generated visual stimuli can be pre-
sented on the projection screen (see appendix B). Virtual reality is becoming
more and more attractive for behavioral experiments, because it allows good
control over the stimulus, as needed for psychophysical research, with stimuli
which are less artificial and closer to realistic situations [Tarr and Warren, 2002],
[Sanchez-Vives and Slater, 2005].
The first two of the experiments described in this thesis were designed for the
purpose to look at the possible influence of stimulus magnitude, attention and
awareness of conflicts on sensor fusion in (upright) yaw rotations. In the second
experiment, a large difference between the responses of female and male partic-
ipants was found. To investigate this further, a third, similar experiment was
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designed. The goal of the fourth experiment was to directly test whether humans
use maximum-likelihood sensor fusion in the perception of yaw rotations.
Whereas these four experiments dealt with upright rotations, the next experi-
ments investigated forward translations. Section 6.7 describes a series of experi-
ments designed to study the perception of earth vertical during forward accelera-
tions. These experiments were done in collaboration with Paul MacNeilage from
Berkeley University.
Similar stimuli were used for the experiment described in section 6.8. Here the
question was how forward translations have to be simulated on the motion plat-
form so that they feel believable to the participant (motion cueing).
Finally, we investigated the integration of visual and body motion cues in an on-
line control task. This involved a simulated helicopter, which had to be stabilized
at a target position.
6.2 Experiments on the perception of yaw rotations
6.2.1 Introduction
To characterize a sensor fusion process, the influence of each input cue on the esti-
mated fused result has to be measured. In our case, we want to psychophysically
investigate the sensory integration of visual cues and body cues for self-motion
perception on the motion platform. As the influence of each cue on the percept
might depend on the stimuli used, we wanted to measure the weights of the two
cues in different conditions.
6.2.1.1 2IFC and reproduction paradigm compared
A common method to get at the weights of two cues which influence an estimate
is to use small (unnoticeable) differences between the two cues, and to compare
the value of the estimate to both single cues. In a ”two interval forced choice”
(2IFC) experiment one would show two stimuli, for example rotations (each in-
volving both visual and whole-body rotations simultaneously) in a sequence.
One of these rotations (A) then uses the same angles for both vision and body
cues, and in the other (B) there is a small difference between the visual and body
rotation angles. Whereas rotation B stays the same for a set of trials, the size of
rotation A is systematically varied from trial to trial. The task of the participant
is then to give an estimate each time which of the two rotations, A or B, had been
larger. From the responses for different combinations of rotation angles a ”point
of subjective equality” (PSE) can be computed. This is the angle of the rotation A
which perceptually equals the rotation B. The position of this PSE tells the relative
weights of the two cues in perception (see section 6.6.2). When for example the
two rotations appear equal when the angle of rotation Amatches the platform ro-
tation angle of rotation B, it follows that the participant used the platform angles
of A and B for the comparison and not the visual rotation angles. This means that
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the body cues of self-motion have been given a high weight in the perception of
the rotation of this trial. This experimental design has been used in experiment 4
(section 6.6).
Unfortunately the 2IFC paradigm has the disadvantage that in every trial only
one binary bit of information is measured, which is ’first rotation was larger’ ver-
sus ’second rotation was larger’. A high number of trials is needed to provide
enough information for a reliable estimate of the perception. For self-motion ex-
periments unfortunately each trial takes a considerable amount of time. Hence in
experiments 1 - 3, we chose to use a different experimental paradigm, which was
an active rotation reproduction task (reproduction paradigm). The participant
first observed a rotation and then had to actively perform a rotation of equal size.
This allowed us to measure an estimate of the perceived size of the rotation with
every trial – the rotation angle of the participant’s response is used as a direct es-
timate of the current value of the PSE. We hoped that with this method we would
get better results in less time, compared to the 2IFC paradigm.
The turn reproduction paradigmhas been used by previous studies on self-motion
perception [Israe¨l et al., 1996], [Siegler et al., 2000], [Yardley et al., 1999]. How-
ever, it has the disadvantage that the actual trajectories with which participants
respond can not be controlled, which might add variance to the measured data
([Israe¨l et al., 1996] did though not find any influence of the response trajectory
used on the reproduced turn size).
6.2.1.2 Introduction to the yaw rotation experiments
We decided to first examine brief rotations around a vertical axis of the body
(called yaw, upright, or heading rotations). Different from any other axis of rota-
tion, for yaw rotations there is no sensory cue for the change of absolute orienta-
tions in space. The direction of the gravitational force relative to the body stays
the same during the rotation. We favored this situation, as we wanted the partic-
ipants to estimate the size of the rotation itself and not to compare between two
orientations. The task of the participants was to return (turn back to the origin)
or repeat (turn again for the same angle in the same direction) rotations that we
presented to them.
The duration of the rotations was kept constant, so that participants could not
estimate the size of a rotation by its duration. Consequently a rotation with larger
angle also involved larger accelerations and higher velocities.
We investigated whether the weights of visual and body cues in perception de-
pend on the size (and acceleration and velocity) of the rotation. The vestibular
system has high-pass characteristics and a relatively high threshold for rotations
(approx. 1.5◦/sec, see [Benson et al., 1989]), and might not give a reliable signal
for small and slow rotations, whereas the visual system might be more accurate
to estimate small movements than large ones. Therefore we hypothesized that
the weights of the two cues might change with the size of the rotation, so that
more weight is given to the body cues for large rotations than for small rotations.
To test this, we used different rotation magnitudes as a means to manipulate the
reliabilities of visual and body cues for self-motion in a natural way.
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When we tried this experiment ourselves, we noticed that it was possible to solve
this task using different strategies, and that the response patterns depended on
the strategy used. We were therefore worried that if we would not control for
strategy, we might get a high inter-subject variability which we would not be
able to explain (and even high response variability within single participants, if
they switched strategies during the experiment).
Response variability due to use of different strategies is a potential problem in
many psychophysical studies. One way to counteract is to try to reduce the set
of usable strategies, for example by careful design of the experiment or by sec-
ondary tasks which for example spatially lock the focus of attention. This topic is
discussed in section 7.3.
In these experiments we chose to make strategies an experimentally investigated
variable. We instructed the participants to attend to either the visual scene and
to reproduce the visual scene motion, or to attend to the platform motion (for ex-
ample, forces acting on their body) and to reproduce the platform turning angle.
In experiments 2 and 3, participants additionally had to report after each trial
whether they had noticed a conflict between the visual rotation and the body ro-
tation. We then investigated what influence attention and awareness of conflicts
have on the cue weights.
As experiments 1-3 use a similar setup and similar experimental design, common
methods are discussed in the following sections. Particularities of each experi-
ment are described in the individual methods sections.
6.2.2 Setup used in experiments 1-3
The experiments took place in theMotion Lab (see appendix B). Participants were
seated on a Stewart motion platform carrying a projector and a projection screen
which had a projected visual field of approximately 86◦ horizontal × 63◦ vertical.
In experiment 1, we used a curved projection screen; experiments 2 and 3 used a
flat projection screen. Distance to screen was approximately 0.84 m in experiment
1 and 0.64 m in experiments 2 and 3 (because of the flat projection screen inset).
Participants experienced rotations around an earth-vertical axis (also called yaw
or heading rotations).1
Rotations always involved a rotation of the platform (whole-body rotation) and
a rotation of the camera within the virtual scene (visual rotation). For the visual
rotation, the virtual camera was rotated in the direction opposite to the platform
rotation. The projected surface of the screen then appeared as a window which
turned with the observer, and through which a non-rotating outside scene could
be observed.
In experiment 1, the platform rotation had a noticeable delay with respect to
the visual rotation. This delay was introduced by the properties of the platform
1Not only the vestibular system, but also somatosensory acceleration cues probably play a role
in the perception of rotations. As participants were seated, it was impossible to have all parts of
the body in the axis of rotation. In these experiments the axis of rotation went approximately
through the center of the body, 10-20cm in front of the vertical center of the head.
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driver software and hardware. To make visual and body rotations synchronous,
the visual rotation was artificially delayed by 200 ms in experiments 2 and 3.
Then, no delay between the two modalities was perceptible (this delay value was
derived from a simple psychophysical experiment). Later measurements showed
that the actual delay is about 270 ms.2
A joystickwasmounted in front of the participant withwhich he could control ac-
tive rotations and give responses by pressing different joystick buttons. Joystick
deflection controlled angular rotation velocity. When the joystick was centered,
the rotation stopped, and the more it was pushed sideways, the faster the rota-
tion became. The translation factor of joystick deflection to rotation speed was
randomized for each trial in a certain range to prevent motor learning effects.
Sometimes a small joystick tilt caused a fast rotation, sometimes the joystick had
to be tilted much more to reach the same effect. Participants could correct if they
thought that they had turned too far, but theywere told not to overdo this because
it often confused more than it helped.
Participants wore noise-cancellation headphones playing noisewhich should can-
cel noises of themotion platform. Shakers under the seat and foot plate were used
to absorb vibrations of the motion platform legs.
6.2.3 Visual stimuli for experiments 1-3
In experiment 1, a cloud of random white dots on black background was used as
visual stimulus to induce optical flow. The dots had a limited lifetime and were
each randomly displaced every 1.2 seconds (but not all at the same time) so that
subjects could not remember a certain pattern of dots as a visual landmark and
use that pattern as an absolute reference of orientation.3 The only hint to depth
in the scene was a reduction in dot brightness with distance (fogging to black),
but participants did of course not necessarily interpret brightness as a cue for
distance.
In experiments 2 and 3, a three-dimensional visual scene was shown by using
red-cyan viewers. It consisted of a field of random limited-lifetime triangles in
anaglyphic 3D through red-cyan color anaglyphic glasses (see appendix A.1). Tri-
angle lifetime was 1.2 seconds. The 3D triangles appeared further away than the
screen (up to 2-3 meters). The colors of background and triangles were adjusted
to minimize inter-ocular crosstalk, and triangle brightness was attenuated with
distance to enhance the impression of depth. A fixation cross at eye height was
drawn approximately 10 cm in front of the screen. Participants were told to re-
main fixated during all turns.
The three-dimensional scene had the advantage of increasing the visual immer-
sion of the participants. It was easier to interpret this stimulus as an outside
2The control program had no way to read the actual position of the platform; it therefore only
knewwhere the platform should have been, but not where it really was. Later delaymeasurements
were made with a separate accelerometer.
3We chose this rather long interval to reduce motion in the image, so that participants could
accept the scene as stable and not moving by itself.
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scene, compared to the ’flat’ starfield used in experiment 1. It has been shown
that the impression of self-motion (vection) gets more compelling when stereo-
scopic cues are used [Palmisano, 2002] and if the moving scene is further away
from the observer than an attended object [Kitazaki and Sato, 2003]. In our case
both the frame of the screen and the fixation cross are stationary with respect to
the observer and closer to the observer than the moving scene in 3D, and we ex-
pect this setting to induce a stronger impression of self-motion than the starfield
stimulus used in experiment 1.
It proved to be very difficult to stereo-fuse a 3d random limited-lifetime dot
starfield. The problem is that all dots look the same, which makes it difficult to
find stereo pairs. Therefore we chose to use random triangles instead of random
dots. This reduced the correspondence problems.
To rotate the observer in the visual scene, the virtual camera was rotated in this
random scene in the direction opposite to the platform rotation. The screen then
appeared as a window which turned with the observer, and through which a
non-rotating outside scene could be observed. The rotation did not introduce
any parallax motion in the scene, as it was performed around the optic center of
the camera projection.
See appendix A.1 for more information on the visual stimuli.
6.2.4 Design for experiments 1-3
In experiments 1 and 2, and the ’combined condition’ of experiment 3 (see section
6.5.2), two blocks of trials weremeasured for each participant. In one block partic-
ipants were told to attend to the visual scene, in the other to attend to the (inertial)
body cues of self-motion. We will further on call the first condition ”reproduction
of visual scene rotation”, RVis, and the second condition ”reproduction of body
rotation”, RBody. Attention was focused on one modality by the instruction to
”(re)turn the platform” or ”(re)turn within the visual scene”. A voice reminded
the participant in every trial what cue to pay attention to.
Note that the only difference between the RVis and RBody conditions was the
focus of attention. The presented stimuli were the same in both conditions.
6.2.4.1 Rotation trajectories
Every trial of the experiment began with the presentation of a yaw rotation. The
participant was rotated passively both on the platform and within the visual
scene (presentation phase). The visual and body turns had consistent profiles (same
speed and final angle). We used a cosine velocity profile, which ensured smooth
accelerations and decelerations (Figure 6.1, presentation phase). The duration of
each turn was kept constant to prevent subjects from estimating the size of a rota-
tion from its duration. Thus, larger rotations also involved higher velocities and
accelerations.
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Figure 6.1: Example rotation trajectory of one trial. Red line is platform rotation, blue line
visual scene rotation. During the presentation of a rotation (left), platform and visual scene
turn equally far, using the same profile. During the active turn (right), a gain factor causes
the visual scene to move more or less than the platform. The visual turn profile is equal to
the platform turn profile multiplied by a constant gain value. From the size of the active
rotation, the weights of the visual cue and the body cues can be computed: visualweight =
(t− p)/(v− p), bodycueweight = 1− visualweight.
After the presentation phase, a short delay of 1 second was inserted before the
participant was allowed to turn back. During the delay the instruction to ”turn
back the visual scene” or ”turn back the platform” (or, in experiment 1, to ”attend
to the visual scene” or ”attend to the platform”) was given aurally to remind the
participant of the current task condition. We kept the delay short to prevent decay
of the memory of the presented rotation. This short delay might cause an influ-
ence of the presentation phase rotation on the responses, because of postrotatory
sensations. This was investigated in experiment 1 (see section 6.3.2.2).
Then, the participant was given control of the movement of platform and scene
via a joystick. The task was to turn the platform (and/or scene, depending on
the task) for the same angle in the opposite direction of the previously presented
rotation (Figure 6.1, active imitation phase). Only in experiment 1, the participant
had to instead repeat the rotation in the same direction as the presented rotation
in half of the trials. During the active imitation phase, a gain factor (difference in
rotation between visual and body rotation) was introduced (see below).
After completing the rotation, the participant pressed a joystick button. The next
rotation was then presented.
The motion profile of the rotation in the presentation phase was cosine-like, with
smooth acceleration and deceleration (see Figure 6.1, presentation phase). The
turned angle φ at time t, 0 ≤ t ≤ n seconds (n = 4 for experiment 1, n = 3 for
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The vestibular threshold for the perception of such rotations with a cosine-bell
shaped velocity profile is about 1.5◦/sec [Benson et al., 1989]. Seeing a visual ref-
erence that moves with the body, like a fixation cross (or the frame of the screen),
reduces the threshold by a factor of about 3 [Benson and Brown, 1989]. There is a
high inter-subject variability, though: [Howard, 1982] cites different studies that
claim thresholds for the perception of angular yaw acceleration between 0.12 and
2.0◦/sec2. We assume that our rotations were slightly to strongly above threshold
for the vestibular system.
6.2.4.2 Gain factors
Figure 6.1 shows an example trajectory of platform and visual scene rotations in
one trial. During the presentation of a rotation, the rotation angle of the platform
matched the rotation angle within the visual scene exactly. During the active re-
production of the rotation, though, a gain factor (factorial difference in rotation
velocity) was introduced between the visual rotation and the body rotation. This
means that the platform potentially rotated faster or slower than the visual scene
(with a constant factor). We used several gain factors and randomized the order
of trials to prevent adaptation to a particular gain factor.
Participants were explicitly told about the gain factors. They were told that when
for example their taskwas to attend to the platform rotation, the concurrent visual
rotation during their active turn will be in most cases different and should be
ignored (but without closing the eyes).
The gain factor between the twomodalities is necessary to allow formeasurement
of the weights of the two sensory modalities in the perception of the rotation
angle. Because the rotation of the body was different than the rotation of the
visual scene, the subjects had to turn for a different rotation angle to return or
repeat the presented visual rotation than to return or repeat the platform rotation
(see Figure 6.1). From the actually performed rotation angle we could deduce
whether visual or body information – or a mixture of both – had been involved in
the perception of the rotation angle: if the two visual angles in presentation and
active return/repeat matched, the visual cue had been used, if the two platform
angles matched, the body rotation cues had been used. Responses in between
testify that both modalities have an influence on perception. An estimate of the
relative weight of the cues can be derived from the response magnitude.
In experiments 2 and 3, after each return movement, the participant had to press
one of three joystick buttons, depending on whether the visual scene had been
perceived as faster, the body rotation had been perceived as faster, or no differ-
ence between the two had been noticed. This allowed analysis of the influence
of perceiving a conflict on the responses. As participants had to compare the
rotation magnitudes of both modalities, they could not completely ignore the
unattended modality.
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6.2.4.3 Trial sequencing
The motion platform has a limited range for heading rotations (+−55◦). As sub-
jects turned the platform actively, it was impossible to predict the end position
of the platform after the trial. Since we did not want to reposition the platform
between trials, we could not pre-calculate a random sequence of trials. The next
trial to be presented was selected depending on the current position of the plat-
form by using an online trial selection algorithm.
For each trial we selected the ’best’ next trial from the pool of remaining trials.
This was done as follows: First, the trials that could in principle be executed were
marked. That were those that would, after execution of the presented rotation
and twice the subject’s largest repeat/return rotation, still be within the range
of possible platform movements. Second, from these, the trial was selected that
would optimize the ’balance’ of presented stimulus conditions, so that the pro-
gram would not run all rotations of one kind in the beginning and keep others
until the end. If several trials were equally good, the choice among them was
made randomly. Only if no possible trial was left, the platform was repositioned.
Repositioning was for example necessary if a participant had turned way too far
and the platform had reached the limit of its motion range.
The subjects read an instruction sheet and were additionally instructed verbally
and by example trials before the experiment to make sure that they all had suffi-
cient knowledge about their task. We did not attempt to keep participants naive.
6.3 Experiment 1: Multimodal perception of self-
motion – Reproduction of yaw rotations in low-
conflict conditions
In this first experiment, we examined what influence visual cues and body cues
have in the active reproduction of a previously presented yaw rotation. We ex-
amined whether turn magnitude and guided attention have an effect on that in-
fluence.
This experiment was done in fall/winter 2001. Parts of the results were presented
as a poster on the Tu¨binger Wahrnehmungs-Konferenz TWK 2002.
6.3.1 Methods
Most of the methods for this experiment are explained in sections 6.2.2, 6.2.3 and
6.2.4. Some particularities of experiment 1 are discussed in this section.
Six subjects participated in this experiment (2 female, 4 male, between 20 and 29
years old). They all had normal or corrected-to-normal eyesight and no known
history of vestibular or neurological disorders.
Four experimental parameters were varied: the size of the rotation angle (six an-
gles), the gain factor (five factors), whether the participant had to return or repeat
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the rotation, and whether he or she should pay attention to and reproduce either
the visual rotation (RVis condition) or the platform rotation (RBody rotation). Each
of these conditions was measured twice (once with a rotation to the left and once
to the right), resulting in an experiment that consisted of 240 trials per subject. As
switching between strategies is potentially difficult, the experiment was done in
two blocks of 120 trials each, in one the participant always had to attend to the
visual display and in the other to the body cues of self-motion.
To be able to investigate the influence of different rotation magnitudes on the cue
weights, and to prevent learning of the rotation angle which could occur if the
same angle was presented over and over during the experiment, we used a set
of six rotation angles, 7.5◦,9◦,10.5◦,12◦,15◦ and 18◦. All presented rotations were
four seconds long, so subjects could not use the duration of the rotations as a cue
for their size. Because of the constant rotation durations larger accelerations and









2. Small, almost always imperceptible conflicts
were used to make calculation of cue weights possible (see section 6.2.4).
After each presentation, a computer-generated voice told the participant whether
he should repeat or return this turn, and reminded him whether to reproduce the
visual or the platform rotation.
The participant pressed a joystick button when he thought to have turned the
correct angle. Then the next rotation was presented.
6.3.2 Results
Figure 6.2 shows the mixed results for all six subjects. Different subfigures show
the curves for different target angles, gain factors are represented along the x-axis
and attention (RVis, RBody) conditions are expressed by colors.
We calculated an ANOVA for turned angles with attention condition, target an-
gle, gain factor, and return/repeat reproduction direction as within-subject fac-
tors.
It can be seen in Figure 6.2 that the subjects did not behave different for the two
attention conditions. The ANOVA confirmed that there is no significant over-
all difference (F(1,5)=0.372, p=.568). If attention had an influence on the cue
weights, an interaction between attention condition and gain factor would be ex-
pected. This interaction was non-significant, but there is a trend (F(4,20)=2.583,
p=.068).
The ANOVA also showed a significant dependency of the responses on the target
angle (F(5,25)=34.591, p <.000***), the gain factors (F(4,20)=55.296, p <.000***)
and whether a rotation was returned or repeated (F(1,5)=8.234, p=.035*; see sec-
tion 6.3.2.2). None of the interactions was significant.
6.3.2.1 Cue weights and response offsets
For further analysis we pooled the responses for the two attention conditions,
and then fitted linear models to the response curves over gain factors for each
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Figure 6.2: Experiment 1 – Results curves for visual RVis (blue) and platform RBody (red)
attention conditions. Dashed blue line: target platform angle when correctly turning the visual
display; dashed red line: target platform angle when correctly turning the platform. Error
bars and whiskers show standard error and standard deviation, respectively, of mean responses
across participants.
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Figure 6.3: Experiment 1 – Visual weights and offsets of best fit response functions for all six
subjects. Error bars and whiskers again show standard error and standard deviation, respec-
tively.
presented target angle and participant. The free parameters of the models were
a linear weight between the visual and platform target curves, and a constant
offset. The regression method used is described in section 6.4.3.1 below.
From the fitted models we could get an estimate of the bias (under- or overesti-
mation of the target angle) as well as an estimate of the weights of visual cues
and body cues for each target angle and participant. Results are shown in Figure
6.3.
Large rotation angles were turned not far enough during active reproduction of
the turn (the target angle was underestimated) and small rotation angles were
turned a bit too far (target angle overestimated) (Figure 6.3 right), but the amount
of this effect varied from participant to participant. This ’trend towards the mean’
can often be seen in psychophysical experiments, and is usually called ”range
effect” or ”contraction bias”. Interestingly, response offsets of individual partici-
pants appeared to depend linearly on the target angle, but with a different slope
for each participant (data not shown).
As participants turned the platform themselves during active imitation, we could
not control how fast they did this rotation. We wanted to test whether there is an
influence of response velocity on response magnitude. It is difficult to get a re-
liable measure for ’mean velocity’, as the velocity trajectories are very different
and some participants even waited before they pressed the joystick button or did
small corrections. In this simple analysis we just calculated the mean platform
rotation velocities for each participant and each block (RVis and RBody), and then
calculated correlation coefficients between these mean velocities and the mean
offsets for each participant (means of the offsets shown in Figure 6.3 right). This
analysis, though very crude, revealed a significant correlation of the trend of un-
derestimation and the mean velocity during turns, but only for the ”imitate the
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Figure 6.4: Experiment 1 – differences between return and repeat trials
visual rotation” (RVis) condition (r=-.924, p=.009**): the higher the mean veloc-
ity, the stronger the underestimation. The correlation was not significant for the
RBody condition (r=-.305, p=.556).
When comparing the trend of underestimation and the individual variances of
the responses, also a significant correlation (r=.879, p=.021*) was found, but this
time only for the RBody condition (small response variance – strong underestima-
tion). Naturally, though, the response variance is smaller for smaller rotations,
according to Weber’s law, so this correlation might not be very surprising.
We calculated an ANOVA for visual weights and one for response offsets with the
target angle as within-subject parameter. The ANOVA revealed a significant de-
pendency of the response offsets on the target angle (F(5,25)=11.037, p<.000***).
Also the visual weights depend significantly on the target angle (F(5,25)=3.594,
p=.014*). The visual weight drops from around 0.8 for very small rotations to
around 0.5 for large rotations (Figure 6.3 left). The mean visual weights for the
presented angles (from small to large) are: 0.73, 0.82, 0.55, 0.58, 0.53 and 0.44. The
data is relatively noisy, and the variances of weights are also high within most
participants.
6.3.2.2 Differences between returned and repeated rotations
Figure 6.4 shows the effect of ’return rotation’ and ’repeat rotation’ conditions
on the responses. Responses are pooled for all subjects and target angles. To
make pooling of responses for different target angles possible, all values have
been normalized by dividing by the target angle. The curves show a constant off-
set between the two conditions, with repeated rotations being consistently larger
than returned rotations by a factor of about 1.1. Returned rotations were under-
estimated more than repeated rotations. The difference is significant according to
the ANOVA (F(1,5)=8.234, p=.035*).
It is likely that this difference is caused by an aftereffect of the previous rotation,
because we used a relatively short delay between rotation presentation and re-
production (1 second). If the horizontal vestibular canal adapts to the non-zero
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rotation velocity during the brief turn of the rotation presentation, the decelera-
tion back to zero velocity generates the illusory percept of rotating in the opposite
direction. This illusory rotation would add to the actual rotation performed dur-
ing turn reproduction, so that the participant needs a smaller active (true phys-
ical) rotation to perceptually return to the origin, and a larger active rotation to
turn again for the presented rotation angle in the same direction. This fits the
observed data.
A study by [Siegler et al., 2000] investigated the effect of a delay between pas-
sive presentation and active reproduction (in the same direction only) of upright
(yaw) rotations in darkness. They did use larger and longer rotations than in
the present study (80◦ - 340◦ in about 8 or more seconds), and either had partic-
ipants repeat immediately after presentation, or after a self-chosen delay (”start
reproduction after the end of postrotatory sensations”) which turned out to be
around 6-8 seconds, with a very high variability across participants and trials.
They found that participants could reproduce the rotations accurately in both
conditions. This means that introducing a delay between presentation and repro-
duction, until postrotatory sensations ceased, had no effect on the accuracy of the
reproduced rotation.
However, in the study of [Siegler et al., 2000] participants probably used stimulus
duration as a cue for rotation size. Reproducing a duration is arguably not really
the same as reproducing the angle of a whole-body rotation, so the study may
not have measured what it attempted to measure. In the present experiment, the
problem of duration judgement is eliminated by always using the same duration
for all rotations. Also, by directly comparing reproduced rotations in the same
versus opposite direction to the presented rotation, we directly investigated the
effect of postrotatory sensations on the estimation of an immediately following
active rotation.
In experiments 2 and 3, we wanted to use larger rotations. Because of the limited
range of the platform for rotations, we could not use rotation repetitions in the
same direction any more, as they need a larger rotation angle for one trial than
returns. This comparison of returned and repeated rotations shows that repeating
or returning a rotation with a short delay mostly affects the response offset.
6.3.3 Discussion
Even though noisy, the visual weights derived by fitting linear functions to the
responses depended significantly on the size of the target rotation. For small
rotations the visual weight was around 0.8, for large rotations around 0.5. For
small and slow rotations, the visual system probably provides more reliable sig-
nals than the vestibular system. This is because of the higher threshold of the
vestibular system for slow rotations, compared to the visual system. This find-
ing provides evidence for a maximum-likelihood like fusion mechanism, where
the weights of the cues depend on their reliability. The more reliable a cue, the
stronger should be its weight (see section 5.5).
We did find a significant effect of the target rotation angle on angle over- and
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underestimation. Small rotation angles were over-estimated a little, and large
rotations were under-estimated. There was more underestimation than overes-
timation for most participants. It could be that participants tend to stop the ro-
tation as soon as they do not perceive any more difference between presented
and imitated rotation. According to Weber’s law, perceptual accuracy drops with
increased magnitude of stimulation. This would mean that the indistinguish-
able difference of rotation angles increases with the absolute size of the rotation
angles, and could, together with stopping the turn early, explain why rotation
angles are underestimated more and more the larger they get. The differences
between participants would in this setting be due to individual differences of
perceptual accuracy or reproduction turn velocity.
It could be that the participants used different strategies which influenced accu-
racy, bias and turning velocity of the responses. When turning the visual scene
back, some participants might have tracked a certain area of the visual display
and turned it back accurately, while others used global optical flow, and when
turning the platform back some participants might have imagined an outside
room in which they turn whereas others might have imitated the acceleration
profile of the presented rotation. This is investigated in experiment 2.
It surprised us that the participants did not respond significantly different for the
RVis and RBody attention conditions. We hypothesized that we did not find sig-
nificant differences because the discordance between the two cues had been too
low (gain factors too close to 1), so that a difference would be hidden in the noise
of the response. It could be, we thought, that participants change the amount of
fusion depending on whether or not they perceived a cue conflict, with fusion to
a combined percept if the two cues are assumed as equal, and selection of one cue
if they are perceived as different. The explanation for the missing difference be-
tween the two attentional conditions would then be that the participants simply
did not notice the conflicts between the two cues. The fact that the strongest dif-
ference between the two conditions was found with a large gain factor also hints
at the possibility that with more extreme gain factors we would in fact get signif-
icant differences of the responses depending on whether the participant attends
to the visual scene or the body motion.
There were some problems with this first experiment. First, the visual display
used appeared to be not optimal. It was not necessarily interpreted as a ’stable
outside reference frame’ by the participants, but rather as some projected dots
moving sideways on a projection screen. One way to solve the task to ’turn back
the visual scene’ was to remember the distance a certain part of the display trav-
eled on the screen during the presentation of a rotation, and to turn this part of
the display back to its origin. That was possible by tracking an area of the visual
scene attentively, even though the tracked pattern of dots changed due to the lim-
ited lifetime of the dots. This strategy was solely visual, and had nothing to do
with ’self-motion’ or the estimation of a rotation angle of the observer in space.
Second, we thought that the instruction to ’attend to the visual scene’ or to ’attend
to the platform’ did perhaps not cause a strong attentional bias. Therefore, in
the following study we used explicit instructions to ’turn back the visual scene’
versus to ’turn back the platform’ (see below).
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Third, there was a delay of the platform motion compared to the visual mo-
tion which was caused by the mechanics and driving electronics of the platform,
which could potentially affect the fusion of body cues and visual cues of self-
motion. The following experiments take care of that by delaying the visual scene
so that platform and visual scene run synchronously.
6.4 Experiment 2: How well can different cues be
separated attentively – reproduction of yaw rota-
tions in high-conflict conditions
6.4.1 Introduction
In the first experiment the following questions were left unanswered:
• Is there an effect of focused attention to either cue on the visual weight in
the estimation of an upright rotation, if larger conflicts are shown?
• Is the dependency of the visual weight on the rotation magnitude consis-
tently seen also for larger and faster rotations and for a larger set of partici-
pants?
• Does the effect of focused attention on the estimation depend on whether
a cue conflict is noticed or not? Do participants turn differently when they
notice a conflict, compared to when they do not notice a conflict?
We expected that we would find significant differences between the responses
in the ’imitate the visual rotation’ (RVis) and the ’imitate the platform rotation’
(RBody) conditions if we used larger and faster rotations (up to 30 degrees in 3
seconds), combined with larger gain factors (up to 2.84).
Additionally, after each trial, we had the participant respond whether she or he
had perceived the visual scene as faster, the platform as faster, or had not noticed
a difference between the two. This forced the participants to pay at least a little
bit of attention to the ignored modality. In data analysis we can now calculate
individual thresholds for the perception of a rotation mismatch, and check if the
participants respond differently depending on whether they notice a cue conflict
or not. This should shed light on the influence of high-level perceptual processes
on the low-level sensory integration.
We were interested in the question whether or not the perception of a gain differ-
ence correlates with low cross-influence of the unattended cue (no fusion), while
the absence of a conflict perception correlates with fusion of the two cues. We
thought it is plausible to believe that two cues are fused if they are assumed as
providing equivalent information, and separated if they are assumed to carry
different information. This selection between fusion and relying on a single cue
could be consciously controlled and depend on whether a conflict is noticed or
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not. Another possibility is that this decision is made unconsciously and indepen-
dent of conscious detection of a conflict.
This experiment was done in spring 2002 and parts of the results were presented
on ECVP 2002 in Glasgow. More complete results were published as a conference
paper on the Augmented Cognition conference, Las Vegas, 2005.
6.4.2 Methods
Most of the methods for this experiment are explained in sections 6.2.2, 6.2.3 and
6.2.4. Some particularities of experiment 2 are discussed in this section.
13 participants (7 female, 6 male) participated in the experiment. They were
drawn randomly from the MPI subject data base. Participants gave their in-
formed consent and were paid for their participation. All participants had nor-
mal or corrected-to-normal vision. None of them had a history of vestibular or
neurological disorders.
The experimental design was similar to experiment 1. The task for the partici-
pants was again to imitate rotations actively. Because of the limited range of the
platform, and the fact that we wanted to use rotations up to 30 degrees, we had
the participants perform only returns (no more turn repetitions in the same direc-
tion). See section 6.3.2.2 for a discussion of the differences between repeated and
returned rotations.
We used six different angles for the presented rotations: 10◦,12.5◦,15◦,20◦,25◦
and 30◦. The presented rotations were all 3 seconds long. During each active
return, one of nine different gain factors for the visual rotation in relation to the
platform rotation was applied: 0.35, 0.5, 0.71, 0.84, 1.0, 1.19, 1.41, 2.0 and 2.83.
Before the experiment, participants were explicitly told about the gain factors
which were applied during their active return. After each trial, they had to press
one of three joystick buttons, depending on whether during active return the ro-
tated angle of the ignored modality (the visual rotation in the RBody condition,
and the platform rotation in the RVis condition) had appeared to them smaller,
equal or larger than the angle of the returned modality. With this we had a per-
ceptual measure of cue difference perception for each individual trial.
Each participant had to complete two experimental blocks of 108 trials each (6
angles * 9 gain factors, 2 measurements each). In one block they always had to
return the visual scene, and in the other the platform, ignoring the (different)
rotation in the other modality (combined conditions).
For eight participants we also measured performance when only one modality
was present (baseline conditions) and there was no movement in the other modal-
ity. For the visual baseline condition, the platform didn’t move. For the platform
baseline condition, subjects had to return turns of the platform in the dark. As
this data was only recorded for a subset of the participants, we did not further
analyze it. A complete set of single-cue conditions was recorded in experiment 3
and used to investigatewhether the sensory integration process uses amaximum-
likelihood principle (see section 6.5).
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Figure 6.5: Experiment 2 – Results curves of all 13 participants for platform RBody (red)
and visual RVis (blue) attention conditions. Responses are plotted in active platform rotation
angles over gain factors. Dashed red (horizontal) line: target angle when correctly turning
back the platform; dashed blue (curved) line: target angle when correctly turning back the
visual display. For a gain factor of 0.35, for example, the platform has to be over-turned by a
factor of 2.83 to return the visual scene accurately.
6.4.3 Results
Figure 6.5 shows the participants’ responses in the combined conditions. It can
be seen that with stronger gain factors – 0.5 or less, or 2.0 or more – the responses
in the RVis and RBody conditions differed from each other (Figure 6.5). Sensory
conflicts caused by those gain factors were also often recognized by the partici-
pants.
The largest exception from the pattern happens in the condition with 30◦ target
rotation angle and visual gain factor of 0.35. When turning back within the visual
scene, participants did apparently turn much less than they should have turned.
This is probably an artifact which is caused by the limited range of the platform.
Even when starting at the extreme position at one side of the movement range
(which was normally not the case), the platform could be turned by 110◦ maxi-
mally. The correct turning angle in this condition – 84.6◦ – is quite close to this
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Condition SS df MS F p
Attention 175.2 1, 12 175.2 0.49 0.498
Angle 40437.6 1.966, 23.592 20568.3 193.96 < 0.001 ***
Attention, Angle 60.5 2.512, 30.149 24.1 0.45 0.687
Gain 79212.2 1.695, 20.345 46721.7 88.37 < 0.001 ***
Attention, Gain 7036.2 1.666, 19.989 4224.0 10.69 0.001 ***
Angle, Gain 4705.0 13.350, 160.198 352.4 5.82 < 0.001 ***
Attn., Angle, Gain 1093.1 13.101, 157.213 83.4 1.33 0.199
Table 6.1: 3-way ANOVA results on raw responses, Huynh-Feldt corrected. ’Attention’ denotes
the two attention conditions (RVis coded as 1, RBody coded as 2 for the ANOVA). ’Gain’ is
the set of gain factors, ’Angle’ the set of target angles.
maximum, particularly when considering that the standard deviation of the re-
sponses in this condition is about 20◦. This means that participants that would
have turned too far were stopped by the program when the platform reached its
turning limit, before they had reached the angle they would have liked to turn.
The effect of this is a reduced average turning angle.
Three-way analysis of variance (ANOVA) with Huynh-Feldt correction calcu-
lated on the raw data with attention condition (RVis or RBody), presented rotation
angle, and gain factor as within-subject factors revealed a significant interaction
of attention condition with the gain factors (F(1.666, 19.989) = 10.69, p= .001***).
Thus attention to one or the other cue – expressed in the task to either ”turn back
the platform” or ”turn back within the visual scene” – has a significant influence
on the response (an effect that was not found in Experiment 1). In Figure 6.5, this
shows in the difference of slopes of the red and blue curves. The ANOVA also
reported significant main effects for angle and gain – responses were significantly
different for different presented angles, and for different gain factors. The inter-
action between angle and gain was also significant. For the complete ANOVA
results, see Table 6.1.
6.4.3.1 Analysis of visual weight and offset
To assess the relativeweights of visual cue and body cues of self-motion in the dif-
ferent conditions, linear functions over gain factors were fitted to the responses.
By this method we calculated cue weights and response offsets for the different
participants, rotation angles and attention conditions separately. Two free pa-
rameters were fitted by using least-squares fitting (viaMatlab fminsearch): a cue
weighting parameter wv (visual weight) to interpolate linearly between the RVis
and the RBody target curves, and a constant offset c. For a given presented tar-
get angle α , visual target rotation angle tv, body rotation angle tb, gain factors




((wv · tv(α,gi)+(1−wv) · tb(α,gi)+ c)− r(α,gi))2 (6.2)
































Figure 6.6: Experiment 2 – Offsets and visual weights of best fit response functions for all
thirteen subjects. The results of the ”turn back the visual scene” (RVis) condition are shown
in blue, the results of the ”turn back platform” (RBody) condition in red. The left plot shows
visual weights, the right shows the offsets. A visual weight larger than 1 can result if the
response over gain factors is steeper than the visual target curve (blue dashed curve in Figure
6.5). Visual weights larger than 1 have been measured for some participants particularly when
they were instructed to turn back the visual scene (RVis condition), and might happen if
participants try to over-compensate for the influence of body rotation on their response.
Figure 6.6 shows the resulting distributions of best-fitting parameters in different
conditions over all participants. Since the data used for fitting is noisy, not all
fitted values for ”visual weight” end up in the interval [0,1]. We decided not to
constrain the values to this range, because we did not want to introduce a bias
into the results.
Both for the visual weight and for the offset 2-way ANOVA analyses were com-
puted, with attention condition (RBody, RVis) and presented rotation angle as
within-subject factors.
We found a mean visual weight for the RVis condition of 0.73, whereas it was 0.39
for the RBody condition, and this difference was highly significant (F(1,12)=15.24,
p=.002**). The visual weight also depended significantly on stimulus magnitude
(target angle) (F(5,60)=6.03, p <.001***), with a higher visual weight for small
rotations (Figure 6.6, left). In the RVis condition, the mean visual weight over
all participants dropped from 0.89 for rotations of 10◦ to 0.51 for rotations of 30◦,
and in the RBody condition, it dropped from 0.47 for rotations of 10◦ to 0.33 for
rotations of 30◦.
The offset also depended significantly on stimulus magnitude (F(5,60)=45.61,
p <.001***). Small rotations were over-estimated and large rotations under-esti-
mated (Figure 6.6, right). For rotations of 10◦, participants turned on average
too far by 2.5◦ in the RVis and by 4.6◦ in the RBody condition. For rotations of 30◦,
they did not turn far enough (−3.5◦ in the RVis and−1.5◦ in the RBody condition).
Complete ANOVA results are shown in Table 6.2.
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Figure 6.7: Experiment 2 – Histogram for the awareness of conflicts in different situations.
Cyan: visual scene perceived as faster, Magenta: platform perceived as faster, Grey: no conflict
detected.




































Figure 6.8: Experiment 2 – Visual weights of the participants’ responses for different presented
angles in the two attention conditions, and whether or not they noticed a conflict. Orange:
conflict detected, dark gray: no conflict detected.
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Variable Condition SS df MS F p
Visual weight Mean 49.17 1, 12 49.17 98.97 <0.001***
Attention 4.64 1, 12 4.64 15.24 0.002**
Angle 1.11 5, 60 0.22 6.03 <0.001***
Attention, Angle 0.31 5, 60 0.06 1.72 0.144
Offset Mean 247.46 1, 12 247.46 4.00 0.069
Attention 144.23 1, 12 144.23 4.90 0.047*
Angle 725.12 5, 60 145.02 45.61 <0.001***
Attention, Angle 5.44 5, 60 1.09 0.67 0.648
Table 6.2: ANOVA results of model parameters ’Visual weight’ and ’Offset’ in experiment 2, in
dependency of stimulus parameters. ’Attention’ denotes the two attentional conditions (RVis
coded as 1, RBody coded as 2 for the ANOVA). ’Angle’ is the set of target angles.
6.4.3.2 Analysis of the influence of conflict awareness
After each trial, the participants had to press one of three joystick buttons, de-
pending on whether during active return the rotated angle of the ignored modal-
ity (the visual rotation in the RBody condition, and the body rotation in the RVis
condition) had appeared to them smaller, equal (no conflict) or larger than the
angle of the returned modality.
As Figure 6.7 shows, participants were not very accurate in their responses. They
often reported conflicts when there were none, or perceived a conflict, but re-
ported it in the wrong way. For gain factors near 1, they had a strong bias to-
wards perceiving the platform as rotating faster than the visual scene. Because
of the high error rate, we further on only separated ”conflict perceived” and ”no
conflict perceived” trials.
To analyze the influence of the awareness of a conflict on the responses, we split
the data in two sets, depending on whether or not the participant had perceived
a conflict between visual and body rotation during active return.
The splitting causes an accumulation of ”conflict perceived” trials for large or
small gain factors, and an accumulation of ”no conflict perceived” trials for gain
factors near 1, because large conflicts are easier to detect than small conflicts. This
makes statistical comparisons between the two sets difficult. Therefore we again
fitted linear functions over gain factors, this time for ”conflict detected” and ”no
conflict detected” trial subsets individually, and retrieved visual weights and off-
set values. We then used three-way ANOVA with attention condition (RBody,
RVis), presented rotation angle, and detection of a conflict as within-subject fac-
tors.
One participant had to be excluded from this analysis because she had a strong
bias to respond ”conflict detected”, which made curve fitting impossible in some
conditions.
We found a significant influence of conflict awareness on the cue weights. If
participants were not aware of the conflict, the visual weights were close to 0.5
in both RBody and RVis conditions (0.51 in RBody and 0.53 in RVis), whereas they
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were clearly separated as soon as a conflict was noticed (0.36 in RBody and 0.78
in RVis condition). This effect is significant in the ANOVA as interaction between
attention condition and perception of a conflict (F(1,11) = 5.6, p=.037*). Figure 6.8
shows the visual weight response distributions for different presented angles.
We did not find any significant effects of conflict perception on the response off-
set.
6.4.4 Discussion
This experiment showed that theweights of visual and vestibular/proprioceptive
modalities in the sensor integration process for the perception of self-rotation
were influenced both by stimulus characteristics (magnitude of the rotation) and
by cognitive factors (task-induced attention on one modality and awareness of
conflicts).
6.4.4.1 Influence of the rotation magnitude
We found a higher visual weight for small and slow rotations than for large and
fast rotations. Such a dependency of the visual weight on the rotation magnitude
is expected by a sensor integration model in which the weight of each cue de-
pends on its reliability [Ernst and Bu¨lthoff, 2004], as the reliability of the vestibu-
lar sense is lower for small and slow rotations close to threshold than for rota-
tions of larger magnitude. The smallest of our rotations (3.3◦/sec average) were
quite close to vestibular threshold compared to the largest rotations (10◦/sec av-
erage). The threshold for such cosine yaw rotations of about 3 seconds duration
is around 1.5◦/sec in darkness and 0.55◦/sec in the presence of a visual target
[Benson et al., 1989], but the variance between participants is high. The threshold
for visual motion is lower – it is in the range of 0.3◦/s (as used in the model by
[Mergner et al., 1995]). [Dichgans and Brandt, 1978] assumed that visual signals
can help to extend the dynamics of the vestibular signals of body motion for slow
movements, which can not be reliably sensed by the vestibular system. In this
view it is also expected that the visual influence on the perception of whole-body
turns is larger for small rotations.
[Gepshtein and Banks, 2003] found a similar dependency of cue weights on re-
liabilities in visual-haptic integration. They had participants judge the distance
between two parallel surfaces in visually easy and visually difficult conditions.
They also found that the weight of the visual cue in the percept increased with
the reliability of the visual cue.
6.4.4.2 Influence of attention
Contrary to experiment 1, we did find significant differences of the cue weights
for the two attention conditions. For small gain factors in Figure 6.5 the response
distributions for the two conditions are indistinguishable, like in experiment 1,
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but for larger gain factors they differ significantly. Regression analysis revealed a
significant influence of the attention condition on the cue weights.
Attention is thought to bias the competition of different sensory inputs to reach
higher brain areas [Desimone, 1998], and may thus also gate the inputs from
lower brain areas processing single modalities to higher multimodal areas. It is
therefore plausible that guiding attention to one of several modalities could have
an effect on the influence this modality has on an area which integrates signals
from several modalities. The brain could even use this attentional gating for the
selection of appropriate inputs to perform a certain task. Our findings support
this hypothesis, as attending to one cue significantly increased the weight of that
cue in the resulting percept.
The fact that the weights can be strongly influenced by the order to either return
the platform or the visual scene speaks against a sensor fusion process which is
automatic and only driven by bottom-up cue values and reliabilities, as assumed
by maximum likelihood sensor fusion. The results could still reflect Bayesian
fusion, with task-induced attention as an agent that represents prior beliefs.
6.4.4.3 Influence of conflict awareness
One important issue in multisensory integration is the identification of corre-
sponding information. Only stimuli which are representing the same variable
should be integrated. For example, the decision whether a given sound and a
given visual stimulus belong together can often only be made if the stimulus has
been identified to belong to a certain object category. Studies on multisensory
integration in the superior colliculus provide evidence that the decision to inte-
grate or not to integrate signals of different modalities is controlled by inputs
from multimodal cortical areas [Wallace, 2004]. These signals could be related to
top-down attention, which would depend on the identification of the stimulus
identity in higher cortical areas which are also involved in awareness. If a con-
flict is detected, top-down attention could be responsible for selecting the signals
appropriate for the current task. Discordant stimuli may give rise to conflicting
neural representations, inducing competition. [Porrill et al., 1999] have for exam-
ple shown that competition between discordant cues occurs in the perception of
visual surface slant.
It is known that attention has a large effect in biasing the competition between
different sensory cues [Desimone, 1998]. Such processes would explain why we
found a stronger integration of the multimodal signals when no conflict was de-
tected, compared to trials in which participants were aware of a conflict between
the two cues.
[Lambrey and Berthoz, 2003] investigated the effect of awareness of conflicts be-
tween visual and body yaw rotations on cue weights in a different way. They did
not tell their participants about the conflicts, but interrogated them repeatedly
to find out at what time into the experiment they became aware of the conflict.
They then compared the weights of the cues before and after becoming aware of
the conflict. They found that being aware of the conflict increased the bias to-
wards the cue which was preferred by the participant. Our results agree with

























Figure 6.9: Hypothetical process that can explain the dependency between responses and
awareness of conflicts. For two concurrently presented rotations with different angles (actual
physical and actual visual rotation angle, solid vertical lines), the participant senses rotation
angles close to the presented angle, with certain probability distributions. If, in a given trial, the
participant perceives one rotation angle out of that distribution for each of the two modalities,
it can happen that the perceived rotation angles are closer together, or further apart, than the
presented stimuli. If the perceived rotation angles are close to each other (dotted lines), the
conflict should be less perceptible, and the response of the participant should also be closer
to the center of the two distributions. If the sensed rotation angles are further apart (dashed
lines), the perceived conflict would be larger, and easier to detect, and the response would be
biased to one of the sides. Attention could determine which side is selected.
those findings, and additionally show that task-induced attention can select the
preferred cue. Our results also show that the effect persists even if the partici-
pants are not naive about the conflicts, and that it is fast enough to change from
trial to trial, depending on the current awareness of a conflict.
The effect of cue conflict awareness on the response could also be interpreted
differently. It could be that detection of a conflict and amount of multisensory
integration are correlated because they depend on a common underlying mecha-
nism. A possible model is shown in Figure 6.9. Assume that the sensed rotation
angle in each modality is taken from a Gaussian distribution around the actual
angle. Then, in trials in which the angles in the two modalities are sensed more
alike (dotted lines), the reproduced angle will be more towards the centre of the
two distributions, and also the conflict is detected less often, because it is very
small. In trials in which the angles in the two modalities are sensed as very dif-
ferent (dashed lines), the reproduced angle would be more biased to one side
(possibly determined by attention) and at the same time the difference between
the two sensed angles would be large and typically above threshold for conflict
awareness.
Therefore it would not be the conscious detection of a conflict which ”enables or
disables” the application of an attentional bias, but the detection of the conflict
and the strength of the bias (which draws, in the example in Figure 6.9, the re-
sponse to either one of the dotted lines, or to one of the dashed lines) would both
covary with the underlying variability of the sensation of the stimulus magni-
tudes in the individual modalities. The attentional bias would always be active,
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Figure 6.10: Experiment 2 – Responses separated between female and male participants. For
this plot, the data has been normalized and averaged over target angles.
and draw the response towards one of the sensed stimuli, but its effect would
be larger if the sensed stimulus magnitudes are further apart (dashed lines) than
when they happen to be close together (dotted lines).
Because of this alternative interpretation we can not count our results as unequiv-
ocal evidence for a direct influence of conflict awareness on multisensory integra-
tion. Further experiments are needed to address this issue.
In conclusion, the results of this experiment support models of multisensory in-
tegration in which the weight of each modality depends on its reliability. The ex-
periment also showed that the processes of sensory integration for the perception
of self-rotation in the human brain are not only governed by the stimulus charac-
teristics alone, but also by task-related (top-down) attention, which can bias the
influences of the relevant modalities. We found that the amount by which the in-
fluence of the modalities on the response is modulated by attention is correlated
with the awareness of a conflict. The results are consistent with the idea that
being aware of a conflict might trigger sensory biasing by means of top-down
attention to generate robust behavior in the presence of conflicting stimuli.
6.4.4.4 Gender differences?
When looking at the responses of female versus male participants, we found a
strong gender difference (Figure 6.10). Whereas for the seven female subjects
the differences between the two attentional conditions were often insignificant
even for large rotations, most of the seven male subjects separated the two re-
sponse curves quite well. An ANOVA showed significant interactions between
male/female, attentional condition and gain factor (F=20.169, p <.000***), be-
tween male/female, attentional condition and target angle (F=1.554, p=0.019*),
and between male/female, attentional condition, gain factor and target angle
(F=2.553, p<.000***).
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These results could suggest that women have a more integrative and automatic
perception of multi-cue stimuli, whereas males rather select a single cue by using
guided attention. Alternatively, the results could suggest that the female partici-
pants were inclined to use a response strategy which is more susceptible to cross-
cue influences, whereas the male participants used response strategies which are
more selective in this cue-conflict condition.
Even though these differences are highly significant, it could not be excluded
that the effects were caused by differences in familiaritywith computer-simulated
environments. Most of the male participants were from the institute whereas
most of the female participants were not. To verify the finding, we performed
another experiment (experiment 3, section 6.5) in which the selection of male and
female participants was better controlled.
6.5 Experiment 3: Gender differences in the percep-
tion of conflicting cues in yaw rotations?
6.5.1 Introduction
In experiment 2 we had found a clear difference in the performance of male and
female participants. Whereas most male subjects separated the cues, most female
subjects tended to respond according to an estimation of the rotation size derived
from both cues (see Figure 6.10). It seemed from these results that men exert a
more selective top-down influence on which sensory information should reach
perception, and women rather listen to and integrate a broader spectrum of sen-
sory cues at once. This would lead to a stronger sensory integration in women
compared to men.
However, it was not clear whether this gender difference was just a coincidence.
Most male subjects in the study above were researchers or students working at
the institute, whereas most female subjects were not. Therefore in this study we
wanted to test whether this effect holds for a different, more balanced set of par-
ticipants.
It is known that there are anatomical differences between male and female brains
[Luders et al., 2004], [Bianki and Filippova, 2000]. There are also a few studies
on gender differences in the perception of self-motion. It is for example com-
mon result of surveys that females appear to be more susceptible to motion sick-
ness than males, but the topic is controversial. Some studies report the oppo-
site [Kennedy et al., 1996]. It is possible that some of the gender differences are
caused by the fact that females are in general more cautious than males, or report
symptoms of motion sickness earlier than males do [Cheung and Hofer, 2003],
which then results in less severe symptoms.
There are a couple of studies that investigated gender differences in visual-vesti-
bular interaction (see [Berthoz and Viaud-Delmon, 1999] for a review of some of
them).
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[Darlington and Smith, 1998] report that the onset time of visually induced self-
motion in an optokinetic drum (circular vection) is shorter for females than for
males (an effect also found by [Kennedy et al., 1996]). However, they admit, the
effect could also be caused by differences in response strategy, men being ”less
inclined to admit that they are experiencing the illusion”. Other studies could not
find any gender differences in the onset time of vection at all (J. Schulte-Pelkum,
pers. comm.).
[Ivanenko et al., 1998] examined the adaptation of the vestibulo-ocular reflex and
perception of upright rotations to conflicting velocities of visual and body ro-
tation. They found a large difference between male and female participants,
reported in [Viaud-Delmon et al., 1998]. In their study, males showed a signifi-
cantly stronger adaptation of estimated body rotations after prolonged exposure
to a conflicting visual rotation. The adaptation happened even though most par-
ticipants were not aware of the conflict. This finding provides evidence for a
stronger visual-vestibular interaction for men than for women, which is oppo-
site to our own finding. However the two studies are different, one investigating
long-term adaptation and the other weights in sensory integration, so that they
can not be directly compared.
[Gro¨n et al., 2000] investigated human brain activations during navigation in a
virtual labyrinth. They report stronger activation of right parietal and frontal ar-
eas in women compared to men, and stronger activation of the left hippocampal
formation in men compared to women. They report that these findings are con-
sistent with results from lesion experiments in female and male rats. They argue
that the stronger frontal and parietal activation in females might reflect working
memory processes for landmarks, while hippocampal activation in males might
result from the construction of an allocentric representation of the environment.
It has long been known that females are typically more influenced by a visual
reference frame than males when judging the orientation of true (gravitational)
vertical (Aubert / Mu¨ller effect). The gender difference of the Aubert / Mu¨ller
effect might then be based on a stronger top-down control to focus attention on
one cue, and to ignore the other cue, for males than females.
[Tremblay et al., 2004] investigated the relationship of attentional strategies and
gender on the perception of the morphological horizon. They found some vague
evidence that attention to body cues could reduce the influence of vision on the
perception of the horizon for females, but not for males (males did already have a
relatively low influence of vision, presumably due to stronger top-down control
on focusing attention on a single cue).
This experiment addresses possible gender differences in the role of top-down
attention in the sensory integration process in self-motion estimation. We wanted
to test how well subjects can select different sensory modalities for perception
and action while ignoring others. Like in experiment 2, we were also interested if
there is a dependency of noticing a conflict between the two sensory cues in each
trial and the participant’s response rotation.
In this experiment, we also recorded performance for single-cue conditions (ro-
tating back the body in dark, and rotating back within the visual scene without
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body motion) for all participants. We can then check whether there is a depen-
dency between the individual abilities to perceive and match rotations in single
modalities and the responses in the mixed condition. A maximum-likelihood
sensor fusion model would predict that the weights given to each cue in the com-
bined condition depend on the reliabilities of the cues. We measured the individ-
ual reliabilities in the single-cue conditions, computed a prediction of the weights
in the combined condition from them, and compared the predicted weights to the
weights measured in the combined condition.
6.5.2 Methods
10 women and 10 men participated in this experiment. Ten of the participants
were students that took part in a practical, the others (mostly also students) were
chosen randomly from our subject data base and were paid for participation.
None of them had a known history of neurological or vestibular disorders.
The experiment took place in the Motion Lab (see appendix B). Participants were
seated on a motion platform and viewed a scene consisting of random limited-
lifetime triangles in anaglyphic 3D through red-cyan viewers (see appendix A.1).
The platform movement delay was matched by a delay of the visual scene to
make movements in both modalities synchronous.
Further explanations of stimuli andmethods used in this experiment can be found
in section 6.2.
The experiment consisted of four blocks, testing the following conditions:
• turn back the platform in the dark, after a platform rotation in the dark
(platform single)
• turn back a visual scene, without platform movement, after presentation of
a visual-only rotation (visual single)
• turn back the platform while a (potentially different) visual scene rotation
is also presented (RBody, return platform)
• turn back the visual scene while a (potentially different) platform rotation
is also presented (RVis, return within visual scene)
The single-cue conditions were always measured first because they were easier
to handle. Else, the sequence of blocks was balanced between participants.
In each trial, the participant was first turned passively for either 10, 15 or 25 de-
grees in three seconds (with visual and/or platform rotation). In the combined-
cue conditions (RVis and RBody), the visual rotation and the platform rotation
were equal during this passive turn. Then the participant had to turn back either
the platform or the visual scene, depending on the experimental condition of the
block (see also section 6.2.4).
In the single-cue conditions, participants had to turn back actively, using only one
sensory modality. In one single-cue block, rotations were presented and returned
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Figure 6.11: Experiment 3 – Responses of male (dark curves) and female (bright curves)
participants in the combined cue conditions. Red lines are for RBody ’platform’ returns (single
or attended), blue lines for RVis ’visual scene’ returns. Dashed lines are target angles. The
error bars have been displaced horizontally for better visibility.
in darkness. In the other single-cue block, the platform was off, and participants
returned visually presented rotations visually. Each of the three rotation angles
was returned 40 times by each participant.
In the combined conditions RBody and RVis, a gain factor was introduced during
the active returns (one out of 0.35, 0.707, 1.0, 1.41, 2.85). Each of the combinations
of a gain factor and a turning angle was measured eight times, resulting in 120
trials for each block (480 trials overall per participant). The sequence of trials
was random, but within dynamic constraints implied for each trial by the current
position of the platform (see section 6.2.4.3).
As in experiments 1 and 2, participants were explicitly told that the rotation an-
gles of visual and platform rotations during active returns (in the combined-cue
conditions) could be different, and that they should pay attention to onemodality
and ignore the other. In fact, in the combined-cue conditions, they had to press
one of three joystick buttons after each trial to indicate whether during their ac-
tive return they had perceived the platform as being rotated faster, the scene as
being rotated faster, or they had not detected any difference (same as in experi-
ment 2).
6.5.3 Results
Figure 6.11 shows the raw results, separated for male and female participants.
The data does not show any strong differences between females and males. The
only clear effect seems to be that females are more cautious and turn less far, par-
ticularly when they attend to platform motion (or males are less cautious and
turn further when they attend to the platform motion). The same effect can be
seen when the platform is turned back in darkness (Figure 6.12, left). These re-
sponse curves look very different from those obtained in experiment 2 (Figure
6.10). It seems as if the difference in experiment 2 was rather between ’person
from the institute’ and ’person not from the institute’ than between ’male’ and
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Figure 6.12: Experiment 3 – Responses of female (leftward displaced bars, red) and male
(rightward displaced bars, blue) participants in single-cue conditions. The black lines show the
correct angles.
’female’.
6.5.3.1 Analysis of visual weights and offsets
For analysis, we calculated relative weights of visual and body cues and response
offsets like in experiment 2 (see section 6.4.3.1) by fitting linear functions over
gain factors to the responses. Both for the visual weight and for the offset 3-
way ANOVA analyses were computed, with attention condition (RBody, RVis)
and presented rotation angle as within-subject factors, and gender as between-
subjects factor.
Figure 6.13 shows the visual weights and offsets for females and males, different
conditions and target angles.
Like in experiment 2, the visual weight depended significantly on the target an-
gle, with smaller visual weight for larger rotations (F(2,36)=40.49, p <.001***).
Over all participants, the visual weight dropped from 0.76 (for 10◦ rotations) to
0.61 (for 25◦ rotations) in the RVis condition, and from 0.53 to 0.41 in the RBody
condition. The visual weight also differs significantly between the RVis and RBody
condition (F(1,18)=18.67, p <.001***), confirming that attention has a significant
influence on the cue weights (Figure 6.13, left top versus left bottom plots). Even
though the visual weights of female and male participants look slightly different
in the RVis condition, the ANOVA did not report any significant gender effects
for the visual weights.
Also the offset differs between the two attention conditions (F(1,18)=6.76, p=.018*).
Men tended to turn larger angles than women, but only when they paid attention
to the platform motion (Figure 6.13, right). This gender dependency is signif-
icant in the ANOVA as interaction between attention and gender (F(1,18)=6.49,



































































Figure 6.13: Experiment 3 – Offsets and visual weights of best fit response functions for
all 20 participants. The upper two subfigures show the results of the ”turn back the visual
scene” (RVis) condition, the lower two show the results of the ”turn back platform” (RBody)
condition. Responses of females are shown in red, responses of males are shown in blue.
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p=0.020*). Like in experiment 2, the offset also depends significantly on the target
angle (F(2,36)=93.95, p <.001***), with an over-estimation of small turns and an
under-estimation of large turns.
Altogether, the dependency of both visual weight and offset on the target angle,
as found in experiment 2, is confirmed. Also we did again find a significant influ-
ence of task-induced attention on the cue weights, with a higher weight given to
the attended cue. These dependencies are not significantly different for women
and men.
6.5.3.2 Analysis of the influence of conflict awareness
Figure 6.14 shows the response histograms for the perception of conflicts for dif-
ferent gain factors. Similar to the results in experiment 2 (Figure 6.7) we find a
high error rate, particularly for gain factors at or near 1. There is again a trend to
perceive the body rotation as faster than the visual rotation for a gain factor of 1
(see also Figure 6.7).
From the data of this experiment we can also investigate the influence of notic-
ing a cue conflict on the sensory integration process, to see if the effect found in
experiment 2 can be replicated. Like in experiment 2, we split the data in two
subsets, depending on whether a conflict had been perceived or not, and fitted
linear functions independently (see section 6.4.3.2). Different than in experiment
2, we did not find a significant effect for conflict awareness if all participants were
included. This was because some of the participants had a strong bias to respond
’conflict detected’ or ’conflict not detected’, which made some of the function fits
very unreliable or even impossible. Therefore we used only subjects for which all
function fits were reliable (10 or more data points for all fits; 13 out of 21 partici-
pants – 7 female and 6 male). Please keep in mind that the exclusion of subjects
was not done based on their turned response angles, but on the suitability of their
responses (button presses) for analysis (model fitting).
The resulting response distributions are shown in Figure 6.15. It can be seen that
the ”no conflict detected” visual weights (in gray) are relatively similar between
the RVis and RBody conditions, whereas the ”conflict detected” visual weights
(in orange) differ between the two conditions. When a conflict is detected, the
weight of the attended cue is increased.
To characterize this effect statistically, we calculated an ANOVA for the visual
weights with attention condition (RVis, RBody), target angle, and ’conflict per-
ceived’ as within-subject factors. The interaction between attention condition and
conflict perception was significant (F(1,12)=7.01, p=0.021*). No other interaction
was significant in this ANOVA. This replicates the finding from experiment 2,
that the effect of attention on the cue weights in the perceived rotation size is
stronger in trials in which a conflict is perceived compared to trials in which no
conflict is perceived. A separate ANOVA with gender as additional between-
subject factor did not show any significant influence of gender on these effects.
6.5 EXPERIMENT 3 – YAW ROTATIONS 177




































Figure 6.14: Experiment 3 – Histogram for the awareness of conflicts in different situations,
for all 20 participants. Cyan: visual scene perceived as faster, Magenta: platform perceived as
faster, Grey: no conflict detected.


































Figure 6.15: Experiment 3 – Visual weights of the participants’ responses for different presented
angles in the two attention conditions, and whether or not they noticed a conflict. Gray: no
conflict detected, orange: conflict detected.
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Figure 6.16: Experiment 3 – Measured visual weights and visual weights predicted from the
single-cue accuracies by using the MLE integration formula. Separate data points are shown for
different participants and target angles, and for measured visual weights in ”conflict detected”
(orange) and ”conflict not detected” (gray) combined-cue trials. The black line is where the
data should lie if MLE was correct.
6.5.3.3 Maximum likelihood integration or not?
Sincewemeasured both the single-cue conditions (returning the platform in dark-
ness, and returning the visual scene without body motion) and the combined
condition (return in the presence of both visual and body motion) for each par-
ticipant, we can test whether or not the participants used a Maximum Likelihood
Estimation (MLE) sensor fusion scheme to combine visual and body cues for the
perception of self-rotations.
According to MLE integration, the weights of the available cues should depend
on the reliabilities of the cues. The more reliable a cue is, the higher is its weight
in the fused estimate (see section 5.5). As argued above, the fact that attention
has an influence on the responses is a clear argument against the assumption
that visual and body cues for self-motion are integrated by an automatic process
which only depends on the reliability of the individual cues. Still we can test if the
responses nonetheless correlate with the cue reliabilities in a MLE-like manner. It
would be of particular interest if such correlations were higher in trials in which
no cue conflict was perceived than in conflict-perceived trials, because this would
suggest that MLE-like integration applies as long as the two cues are perceived
as being concordant.
For the MLE predictions, we first computed the variances (and with this the reli-
abilities) of the visual and the body cue for rotations, separately for each partici-
pant and rotation angle. For this the 40 response repetitions for each participant
and angle were used, normalized by dividing by the target angle. The variance
of these data sets for visual-only and platform-only returns can be used directly
to compute predictions for the cue weights and variances if both cues are pre-
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sented together, by using the MLE formulas (equations 5.2 – 5.4). The predicted
cue weights can then be compared to the actually measured cue weights in the
combined-cue conditions.
Figure 6.16 shows the predicted and measured visual weights. Most participants
had a much higher body-only variance than visual-only variance, therefore in
most conditions a visual weight close to 1.0 is predicted. The measured visual
weights in the combined condition, though, are often much lower (see also the
results analysis in section 6.5.3.1).
The predicted weights are clearly different from the measured weights. Still there
are weak but significant correlations between predicted and measured visual
weights for both for the visual attention condition (RVis: r=0.35, p=.007**) and the
platform attention condition (RBody: r=0.27, p=.035*) if all data is used regardless
of conflict perception. When we separate ”conflict detected” and ”conflict not
detected” trials, the estimates for the visual weight get noisier and the correla-
tion drops compared to using all data. We find that the correlations are higher
if a conflict is detected (Figure 6.16, orange stars: RVis: r=0.29, p=.023*; RBody:
r=0.23, p=.081) than if no conflict is detected ((Figure 6.16, gray stars: RVis: r=0.20,
p=.118; RBody: r=0.20, p=.121). This difference might be caused by the fact that
estimates of the visual weight for ”conflict detected” are more accurate than for
”conflict not detected”: since ”conflict detected” trials are more frequent for large
or small gain factors and ”no conflict detected” trials are more frequent for gain
factors close to 1 (see Figure 6.14), the linear function fits over gain factors (from
which the visual weights are derived) are probably more reliable for the ”conflict
detected” condition.
Part of the differences between predicted and measured visual weights might
be caused by a learning effect. As the single-cue conditions were always mea-
sured first, the participants might have had more problems with the unfamiliar
situation, particularly the platform-only rotations in darkness, than during the
combined condition. This would explain why the platform rotation has an unex-
pectedly large influence on the rotations in the combined condition, compared to
the predictions.
MLE also makes a prediction for the variances of the responses in the combined
conditions, computed from the measured single-cue variances by using equation
5.4. The variances predicted for the combined-cue conditions can then be com-
pared to measured response variances. The response variances in the combined-
cue conditions were derived similar to the single-cue variances, again by normal-
izing the data by dividing by the target angle, which depends in the trials of the
RVis condition on the gain factor. The ’target angle’ in the RVis condition was
the visual rotation angle, in the RBody condition the platform rotation angle. If
we would pool all 40 normalized response rotation angles for one condition to
compute the response variance, this variance would be high if there was an influ-
ence of the other modality on the response, since this would alter the response in
opposite directions for gain factors larger or smaller than one. Therefore we com-
puted the variances for individual gain factors and then used the mean of these
variances as a measure of the response variance for each participant and angle.4
4In detail, the results plotted above RVis in Figure 6.17 were calculated as follows (and equiv-
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Figure 6.17: Experiment 3 – Distributions of variances for the single-cue conditions, predicted
variance for the combined conditions, and actually measured variances for the combined con-
ditions (all black). Colored error bars show the variance distributions for ’conflict detected’
(orange) and ’conflict not detected’ (gray) trial sets separately.
Figure 6.17 shows the variances of the responses in the single-cue conditions
(left), the resulting prediction for the combined conditions (middle), and the ac-
tually measured variances in the combined conditions RVis and RBody (black,
right). The error bars show the mean, standard deviation and standard error of
the data set of normalized variances over all participants and angles. MLE predicts
that the variances in the combined conditions should be lower than the variances
in the single-cue conditions. In our results this is only the case if the visual cue is
attended and no conflict is perceived (gray bar above ”RVis”). In all other cases
the measured variances are considerably higher.
The orange and gray error bars show the variance distributions for ”conflict de-
tected” (orange) and ”conflict not detected” (gray) trials separately. The response
variances in ”conflict not detected” trials are lower than those of ”conflict de-
tected” trials. On first sight, this looks like evidence for more MLE-like integra-
tion when conflicts are not perceived than when they are perceived. However,
this might be an artifact caused by the fact that the gain factors in ”conflict not
detected” trials were more often close to 1 than those of ”conflict detected” tri-
alently for the results plotted above RBody). For the overall variance plotted in black, for each
participant, target angle, and gain factor, we computed a response variance over the eight repeti-
tions in that condition. Then, the arithmetic mean of these variances was computed over the five
gain factors. This resulted in 60 variance measures, for the 20 participants times 3 target angles.
The plotted black error bar with whiskers shows the mean, standard deviation and standard error
of these 60 values. For the gray and orange plots, the same procedure was followed, but the ini-
tial variances were calculated only from those trials which fell into the category ’conflict detected’
(orange) or ’conflict not detected’ (gray). The variance for that participant, target angle, and gain
factor was only included if two or more data points fell into that category (one can not compute
a variance from just one, or no, data point). The computation of the arithmetic mean over gain
factors was adjusted accordingly.
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als. If the influence of the two cues on the response fluctuates between trials, the
effect of this fluctuation is higher for gain factors far away from 1 than for those
close to 1, causing a higher variance for ”conflict detected” trials.
These confounds make the interpretation of the results difficult. To investigate
further whether maximum likelihood integration is used to combine the differ-
ent cues in self-motion perception, another experiment was performed, which is
described in section 6.6.
6.5.4 Discussion
We could not replicate the strong gender difference found in experiment 2 (Figure
6.10). The only difference we found was that males tended to turn larger angles
than females in both the body-rotation-only condition in darkness andwhen both
cues were presented, but the task was to return the platform (RBody combined
condition). This can be attributed to males being less cautious than females when
they attend to moving the platform.
The weights for the visual and body cues of self-motion were not significantly
different for females and males. ”Conflict-perceived” response error rates were
very similar for males and females (data not shown). We also did not find any sig-
nificant differences between female and male participants for the effect of conflict
awareness.
There might still be a bias for females to integrate cues more than males do, or
it might be easier for males than females to separate the cues attentively. If there
is such a gender difference, it is probably low compared to the interindividual
differences between participants, and a lot more participants would be needed to
find these effects.
Gender differencesmight also be caused by different preferences for certain strate-
gies to solve the tasks in males and females. Since we did not have complete
control over nor the possibility to measure the strategy that was used by the par-
ticipants during the experiment, this issue remains speculative.
Apart from gender effects, this experiment replicated the findings from experi-
ment 2. Cue weights and response offsets depended significantly on the rotation
magnitude (target angle). The cue weights were again significantly biased by
the task-induced attention, and the awareness of a conflict increased the effect of
attention. These results are discussed further in section 6.4.4.
We did not find any clear evidence for maximum-likelihood integration between
visual cues and body cues of self-rotation. We found a weak correlation be-
tween predicted and measured cue weights, but the measured weights did not
match the predicted weights. Also, for true integration, the response variances in
the combined-cue conditions should be lower than in the single-cue conditions,
which was not the case, with the exception of the condition in which the visual
scene was attended and no conflict was perceived. Also the fact that attention can
influence the cue weights, in particular if conflicts are noticed, is evidence against
pure, unconditional MLE integration.
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6.6 Does visual-vestibular fusion use a MLE rule?
Experiments 1-3 investigated the multimodal perception of whole-body yaw ro-
tations using a turn reproduction paradigm. In these experiments we could not
control what motion profile participants used for their active turn reproductions.
As the reliabilities of visual and body cues for yaw turns are expected to depend
on the rotation velocities and accelerations, this makes it difficult to investigate
whether the participants use MLE to estimate the size of a yaw turn from visual
and body cues. In experiment 3 we did not find evidence for MLE integration.
Experiment 4 was designed to cope with these issues and to rigorously test the
MLE model of multisensory integration, using better controlled stimuli.
6.6.1 Introduction
Cue combination experiments for visual and haptic cues for grasping showed
that humans fuse both cues in a statistically optimal way, using a maximum like-
lihood estimation (MLE) principle [Ernst and Banks, 2002]. MLE computes math-
ematically optimal weights for fusion (by a weighted average) of several sensory
signals that measure the same real-world value. The weights depend on the re-
liabilities of the cues – the more reliable a cue is, the higher is its weight in the
combined estimate (see section 5.5).
To confirm or disprove the finding from experiment 3, that visual-body cue in-
tegration for the perception of yaw rotations does not use MLE integration, in
this experiment we used a two-interval-forced-choice (2IFC) experimental design
instead of an active reproduction design (see section 6.2.1.1). In the 2IFC experi-
ment participants have to compare the magnitudes of two sequentially presented
rotations. This gives us perfect control over the rotation trajectories used. The
2IFC design also allows very sophisticated data analysis.
Like in experiment 3, the method to test whether MLE integration happens is to
measure the variances of the perception of single cues (rotations in darkness and
visual-only rotations) for each participant, to apply the MLE formula to these
variances to predict cue weights and variances in the perception of rotations
which are presented in both modalities (combined-cue condition), and to com-
pare these predictions to cue weights and variances measured in the combined-
cue condition.
We measured discrimination performance of subjects in three basic conditions:
• rotations in the dark (platform-only),
• rotations of the visual scene without body rotation (visual-only), and
• with both cues present (combined).
The platform-only condition stimulates the vestibular system and body sensors of
self-motion, the display-only condition stimulates the visual system of the brain,
and the combined condition stimulates all of them.
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Figure 6.18: Rotation profiles for the rotations used. For the single-cue conditions, in each
trial always one reference rotation and one of the comparison rotations belonging to the
reference rotation were presented (a solid curve and a dashed curve of the same color). For
the combined cue condition, two differing rotation sizes were used for visual scene and platform
in the reference rotation (dash-dotted lines of one color) and compared to one of the associated
comparison rotations (dashed line of same color) with the same trajectory for visual display
and platform.
Unfortunately it is impossible to measure the visual cue alone, without informa-
tion about body motion, as the vestibular system and body motion signals can
not be ’switched off’ like the visual cue. A not-moving platform might intro-
duce a conflict between visual motion and body non-motion. It was impossible
to get rid of this fundamental problem, but we used vibrations of the seat and
foot plate to reduce the vestibular and body signal of ’no physical motion’ during
the visual-only condition.
The maximum likelihood hypothesis of sensory integration makes a prediction
for the relative weights of the two cues in the combined condition from the sub-
ject’s performance in the two unimodal conditions (see section 5.5). First, psy-
chometric functions were fit to the measured single-cue data. Then the predicted
weights for the combined condition were calculated by using the maximum like-
lihood principle. Finally the predicted result was compared to the actual weights
measured in the combined condition.
TheMLE integration principle also predicts the response variance in the combined-
cue condition from the response variances in the single-cue conditions. Simi-
lar to the cue weights, predictions of the combined-cue variances can be calcu-
lated from single-cue variances by using MLE, and compared with the measured
combined-cue variances.
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6.6.2 Methods
6.6.2.1 Stimuli
Participants were seated on amotion platformwith a projection screen (see Figure
B.1). Responses were measured in three stimulation conditions: upright whole-
body yaw rotations in the dark (platform-only), yaw rotations of the visual scene
without body rotation (visual-only), and rotations of both platform and visual
scene (combined).
The visual scene used for this experiment was the same as the one used in ex-
periments 2 and 3 – a three-dimensional random limited-lifetime triangle field
(Figure A.2). Participants wore red-cyan glasses to see the stimuli stereoscopi-
cally. They had to fixate on a fixation cross that was presented in the middle of
the screen in front of the subject, closer to the subject than the moving random-
triangle background. The visual stimulus is described in more detail in appendix
A.1.
6.6.2.2 Experimental design
We measured self-rotation discrimination by using a 2IFC (two-intervals-forced-
choice) paradigm. In every trial, two rotations were shown to the participant in
sequence. The participant had to answer which of the two rotations had been
larger. We systematically varied the size of the two rotation angles. Both consec-
utive rotations of a trial always went in the same direction (either both clockwise
or both anticlockwise). There was a short delay of 1 second between the rotations.
In the single-cue conditions (platform-only and visual-only), we compared in each
trial a reference rotation with an angle αr of either 10◦, 15◦ or 25◦ to a comparison
rotationwith an angle of αc,
αc := αr · k; k ∈ {0.63,0.76,0.84,0.92,1.09,1.19,1.32,1.58}. (6.3)
The factors k equal 10−0.2,10−0.12,10−0.08,10−0.04,100.04,100.08,100.12 and 100.2, and
are thus balanced factorially around 1. All rotations had a sinusoidal trajectory
and were all three seconds long, so that the participants could not judge the size
of a rotation by its duration. Larger rotations thus automatically involved larger
accelerations and velocities (Figure 6.18). Whether the reference or the compari-
son rotation was presented first was randomized in each trial.
In the combined-cue conditions the rotations were presented as a synchronous rota-
tion of the platform and the visual scene. Again, a comparison rotation and a ref-
erence rotation were presented in sequence in each trial. The rotations of one trial
were based, like in the single-cue conditions, on a rotation α ∈ {10◦,15◦,25◦}.
For the reference rotations, we applied a small difference (gain factor) between
the rotation angles of the visual scene and the platform. This gain factor was
always 1.3225. In half of the trials the platform rotation angle for the reference ro-
tation was computed bymultiplying α with 1.15, and the visual rotation angle for
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the reference rotation was computed by multiplying α with 1/1.15. In the other
half of the trials these factors for the two reference rotation angles were swapped.
The (visual, platform) rotation angle pairs (αr,vis,αr,plat) used for the reference
rotations were thus taken from {(8.69◦, 11.5◦), (11.5◦, 8.69◦), (17.25◦, 13.04◦),
(13.04◦, 17.25◦), (21.74◦, 28.75◦), (28.75◦, 21.74◦)} – shown as dash-dotted lines
in Figure 6.18. This difference in rotation sizes during the reference rotations was
not noticed by the subjects and they were not told about it.
In all comparison rotations, platform and visual rotations always were of equal
size αc (of equal angle in both modalities; dashed lines in Figure 6.18). αc was
computed by multiplying the α of the trial with one of the factors k mentioned
above in the description of the single-cue conditions (equation 6.3).
Each participant had to answer to each of the parameter combinations 20 times.
This sums up to 480 trials for each of the single-cue-conditions plus 960 trials
in the combined condition, yielding 1920 trials. The experiment was done in
blocks of 120 trials each. In each block either visual-only, platform-only, or com-
bined trials were measured. First, four blocks of single-cue trials were recorded
(two visual-only and two platform-only). Then, all the combined-cue blocks were
done. Afterwards, the participant did the remaining four blocks of single-cue tri-
als. In total, the experiment took about 9 hours per participant. Data from each
participant was recorded in several sessions of not more than 90 minutes each.
6.6.2.3 Data analysis
Psychometric functions (cumulative Gaussian error functions, ERF) were fitted to
the response data bymaximizing the cumulative likelihood of the fit, as described
in section 5.5.2. ERFs were fitted individually for each participant, target angle,
single- and combined-cue condition.
For the measurements in the single-cue conditions, we fitted cumulative Gaus-
sian psychometric functions (ERFs) with fixed mean to the responses (see Figure
5.3 left). As in the single-cue conditions subjects have to be at chance level in
their responses whenever two equal rotations are presented, the mean µ of the
ERF can be fixed and only the standard deviation σ needs to be fitted.5 Any ef-
fect of a bias to respond ’first rotation was larger’ or ’second rotation was larger’
on the response function is removed by the fact that we randomized whether ref-
erence or comparison rotation were presented first.
For the data from the combined-cue conditions, the gain factor between the rota-
tion angles of the two modalities for the reference rotations allowed us to extract
the relative weight of the two cues. For this we derived the ”point of subjective
equality” (PSE) between reference and comparison rotation angles. This PSE is
the rotation angle of a comparison rotation (with equal angles αc for visual and
platform rotation) which is perceived as equally large as our reference rotation
which contains the gain factor difference between visual (αr,vis) and platform ro-
5σ is the standard deviation of the Gaussian, σ2 is the variance.
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tation angle (αr,plat). It can be identified in the data as the point where subjects’
answers are at chance level.
We derived the PSE by fitting an ERF to the data, this time optimizing both µ
and σ of the ERF. The PSE is the position of the mean µ – the angle of the com-
parison rotation where the psychometric function has its mean (crosses the 50%
level, see Figure 5.3 right). If the psychometric function over αc reaches its PSE
close to αr,vis, this indicates a strong visual weight in perception, if it reaches its
PSE close to αr,plat , this indicates that a strong weight is given to the body motion
cues. Also a standard deviation of the response is derived from the fit of the cu-
mulative Gaussian, like for the single-cue conditions.
The maximum likelihood integration principle (MLE) was then used to predict
the cue weights and response variances in the combined-cue condition from the
variances of the single-cue conditions. These predictions were then compared to
the variance and cue weights measured in the combined condition, to verify the
validity of the MLE integration principle.
Similarly, the variances of the single-cue conditions (visual-only and platform-
only) were used to predict the response variances in the combined-cue conditions,
by using the MLE formula for variances (equation 5.4). The resulting prediction
was then compared to the response variances measured in the combined-cue con-
ditions. Since the variances are computed by a cumulative Gaussian error func-
tion fitted over gain factors, the unit of the variances is based on a normalized
response, independent of the respective target rotation angle.
6.6.3 Results
6.6.3.1 Analysis of perceptual variances
Figure 6.19 shows the perceptual standard deviations (STDs) measured in the
single-cue conditions, the MLE-prediction of the STDs in the combined-cue con-
dition derived from the single-cue variances by applying equation 5.4, and the
measured combined-cue condition STDs. As the response STDs are computed
from cumulative Gaussian error functions (ERF) fitted over gain factors, they
are normalized and independent of the target angle. The STDs measured in the
combined-cue condition were not significantly different for the two conflicts in
the reference rotation (visual display faster or platform faster) and were therefore
averaged for further analysis.
It can be seen that perceptual STDs were lower for visual-only than for body-only
rotations. This difference is significant: a two-way ANOVA analysis of the single-
cue STDs with target angle and modality (visual-only or body-only) as within-
subject factors showed significant main effects of response angle (F(2,12)=4.45,
p=0.036*) and modality (F(1,6)=10.84, p=0.017*) on the measured STDs. The in-
teraction between the two factors was not significant.
A second two-way ANOVA was computed to compare predicted and measured
STDs in the combined-cue conditions. Target angle and ”predicted/measured”
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Figure 6.19: Standard deviations (STDs) measured in single-cue and combined-cue conditions,
and STDs predicted by MLE, separately for the three target angles. Single dots show STDs
for single subjects, error bars and whiskers show standard deviation and standard error of these
distributions.
were the two within-subject factors for this analysis. Here, no significant de-
pendency of the STDs on the target angle was found (F(2,12)=1.50, p=0.263), but
predicted and measured STDs differed significantly (F(1,6)=11.72, p=0.014*). As
can be seen in Figure 6.19, the measured STDs were higher than the predicted
STDs, and significantly so. In fact, the response STDs in the combined-cue con-
dition were not significantly different from the response STDs in the visual-only
condition, as another ANOVA confirmed (F(1,6)=0.85, p=0.391).
6.6.3.2 Properties of the measured combined-cue visual weights
We performed a two-way ANOVA analysis on the visual weights measured in
the combined-cue condition, with rotation angle and conflict direction in the ref-
erence rotation (visual gain of 1.15 and platform gain of 1/1.15, versus visual gain
of 1/1.15 and platform gain of 1.15) as within-subject factors.
Like in experiments 1-3, the visual weight appears to be slightly higher for small
than large rotations (the mean visual weights over all participants were 0.882,
0.886 and 0.809 for rotations of 10◦, 15◦ and 25◦ respectively), but this effect is
much smaller than in experiments 1-3 and not significant (F(2,12)=1.08, p=0.371).
Overall, the visual weights found in this experiment are much higher than those
found in experiments 1-3, which involved similar rotation magnitudes, but active
rotations and less training (those experiments were much shorter).
Conflict direction – whether in the reference rotation a larger visual rotation was
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10 degrees reference angle
15 degrees reference angle
25 degrees reference angle
Figure 6.20: Results of predicted visual weight versus measured visual weight for all seven
subjects. The three data points of each subject are connected by a line. If the model holds,
the data points should lie on the dashed black line.





























10 degrees reference angle
15 degrees reference angle
25 degrees reference angle
Figure 6.21: Results of predicted visual weight versus measured visual weight for all seven
subjects, when psychometric functions with a lapse rate are fitted. The three data points of
each subject are connected by a line. The two participants with the highest response variances
are marked by red lines. If the model holds, the data points should lie on the dashed black
line.
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paired with a smaller platform rotation, or vice versa – had also no significant
influence on the visual weights (F(1,6)=0.089, p=0.776). For further analysis, we
averaged the cue weights and variances measured in the combined-cue condition
for the two reference-rotation conflict directions.
6.6.3.3 Predicted versus measured combined-cue visual weights
The variances measured in the single-cue conditions were used to make predic-
tions for the cue weights in the combined-cue condition for individual partici-
pants and rotation angles, by applying the MLE formula. Figure 6.20 compares
the predicted and measured visual weights for individual participants and sep-
arately for the three rotation angles. If the predictions matched the measured
weights, which means that the MLE model of multisensory integration applies,
the data points should approximately fall on the dashed diagonal line – which is
apparently not the case.
Note that some of the data points have a measured visual weight (y-coordinate)
> 1. This results from the fitting of the psychometric function to the noisy data.
The coordinates of the data points just reflect the best fit, but other coordinates
are – depending on the noisiness of the subject’s responses – also quite likely. If
more trials had been recorded, these data points would most likely fall between
0 and 1.
Another reason why the fitted parameters do sometimes not lie in the expected
range might be that the underlying response function is not really a cumulative
Gaussian (ERF). If the participant does in some trials not pay attention and re-
spond randomly (has a so-called ’lapse rate’ which is not zero), the underlying
psychometric function will not reach the levels 0 and 1, no matter how large the
difference between the two rotations is. One can include this fact into the data
fitting process and fit psychometric functions with a lapse rate l:









2σ2 dz + l ·0.5 (6.4)
This has of course the disadvantage that the fitted models now have one param-
eter more. The resulting best-fit data points are shown in Figure 6.21. Compared
to the fit without lapse rate (Figure 6.20), one can see that the coordinates of the
individual points are displaced quite a bit, in particular those of the two partici-
pants which had very high response variances (red lines). Fitting with lapse rate
is problematic for these two participants, since the extrema of the response func-
tion might not be reached for the highest rotation magnitude differences tested.
This could explain why some of their data points are still out of range (larger than
1).
The fact that the two data clouds in Figures 6.20 and 6.21 look so different shows
that the parameter values of the best fit depend a lot on prior assumptions which
function is underlying the responses. In both analyses, though, the data cloud
appears not to match the MLE fusion model.
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Figure 6.22: Example fit-quality functions of ERFs with a range of standard deviations (σ ,
on logarithmic scale) fitted to likelihood functions derived from experimental data (see Figure
5.7). Single-cue conditions of one participant. The value of the fit-quality function at each σ
is the cumulative likelihood of the model with that σ , given the measured data.
For further analysis, the data analyzed without lapse rate (as in Figure 6.20) was
used.
6.6.3.4 Confidence intervals
To characterize the reliability of the coordinates of the data points, we can com-
pute confidence intervals for both predicted and measured cue weights of each
data point as follows.
As visualized in Figure 5.7, the fit of the ERF is calculated as the product of
the likelihoods at the single data points. The best fit is found by adjusting the
ERF parameter(s) to maximize this cumulative likelihood. Instead of just seek-
ing the maximal cumulative likelihood, we can calculate (numerically) a func-
tion of the likelihoods over the ERF’s parameter space (the ’fit-quality function’).
For the fits of the ERF in the single-cue conditions, this fit-quality function is a
one-dimensional function over the ERF’s σ , for the combined-cue case it is a two-
dimensional function over the ERF’s σ and µ . Example fit-quality functions for
single-cue conditions are shown in Figure 6.22.
These functions will have a maximum at the parameter values that produce the
best fit, and mostly fall off to zero the further away the parameters are from the
optimum.6 In any case, if we select a ’sensible’ finite interval for the parameters
6Since the value of the fit-quality function is the product of likelihoods of the measured likeli-
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σ (and µ in the combined-cue conditions), the integral of the fit-quality functions
in this interval is also finite. This means that we can calculate a smaller interval
on the fit-quality function which contains a certain amount of the integral of the
fit-quality function over the selected sensible parameter range, for example 95%.
This will be the confidence interval. It approximates the interval in which the
model parameter is contained with a probability of 95%.7
However, we are not interested in the 95%-confidence-interval of the parameter
space of the ERF, but in the confidence interval of the predicted and measured
cue weights of our experimental data points. These can be computed as follows.
95%-confidence-intervals of the predicted weights (single-cue conditions). The
confidence intervals of the predicted cue weights are functionally dependent (by
the MLE formula) of the confidence intervals of the ERF sigmas in the single-cue
conditions.
We assume that the ERF parameters are independent in the two single-cue con-
ditions, as they are measured in distinct trials. Therefore we can use the dyadic
product of the two fit-quality functions of the two single-cue conditions (for the
same angle) to generate a two-dimensional distribution of the likelihoods for ERF
pairs with different sigmas. This function provides a likelihood for each combi-
nation of a σvis and a σplat .
Each combination of a σvis and a σplat also makes a prediction for the weights
in the combined condition. If we want to know the overall likelihood of each
of the possible predictions, we have to integrate the likelihoods of all the pa-
rameter combinations that make the same weight prediction (marginalization).
They are arranged in a radial pattern (see Figure 6.23). We can now numerically
integrate the two-dimensional dyadic product likelihood function along these ra-
dial lines and build a function which describes the marginalized likelihood of
each predicted visual / platform cue weight pair. This likelihood function is one-
dimensional, and we can calculate its mean and 95%-interval.
95%-confidence intervals of the measured weights (combined-cue conditions).
For the 95% intervals for the measured weights the situation is slightly different.
Here we fit both the mean µ and the standard deviation σ of the ERF. Therefore
we get a two-dimensional function of likelihoods in dependence of the two pa-
rameters. As we are interested in the value of themodel likelihood in dependence
of the parameter µ only, since the cue weights are predicted by µ , we integrate
this two-dimensional fit-quality function numerically along the σ axis and get
likelihoods in dependency of µ only. We can then calculate means and variances
of this distribution and thus define a 95% interval for the position of the mea-
sured mean. The interval borders directly yield cue weights, and define the 95%
hood functions where the ERF crosses (see Figure 5.7), the fit-quality function will only then not
drop to 0 for very high or very low values of µ if all measurements underlying all likelihood func-
tions are 0, or all are 1. The conditions for very low values of σ (close to 0) are similar. For very
high values of σ , the fit-quality function will usually converge towards a very low but non-zero
value.
7A possible problem is the nonlinearity introduced by the characteristics of the model when σ
is varied, which distorts the likelihood density of the fit-quality function. A more accurate mea-
sure of the model parameter distribution can be computed by using Monte Carlo bootstrapping
methods, as described in section 6.6.3.5.
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Figure 6.23: Predicted visual weights in dependence of different standard deviations σ for the
single-cue experiments. Combinations of standard deviations which predict the same visual
weight are arranged along radial lines.




































Figure 6.24: Experimental results and 95% intervals. Color codes individual participants.
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Figure 6.25: Data points generated by Monte Carlo bootstrapping. 250 replications of each
data point are shown. The dashed black line represents the MLE model. The solid black
line represents an alternative model in which the visual weights in the combined condition are
constant. The data from the each participant is shown in a different color (same colors as in
Figure 6.24).
interval of measured cue weights.
Figure 6.24 shows the data points with 95% intervals of prediction and measure-
ment calculated by the methods described above. Even though the size of the
confidence intervals is quite high for some participants, there are still quite a few
measurement points which lie clearly off the MLE prediction line. However, it
is difficult with these confidence intervals to exactly pin down a probability with
which the MLE model agrees or disagrees with the data. Such a statistical signif-
icance test can be made by using bootstrapping, as described in the next section.
6.6.3.5 Using bootstrapping to test MLE
We can characterize the distribution of the data points further by using Monte
Carlo bootstrapping methods. In bootstrapping, the measured data set is used to
generate further data sets with the same underlying choice probabilities, and to
calculate simulated data points from the generated data.
In the case of this experiment, the measured data are the response fractions of the
2IFC experiment for all the individual measurements (20 repetitions each). These
define likelihood functions, to which a psychometric function (ERF) is fitted (see
Figure 5.7). The position at which the best-fitting ERF intersects the likelihood
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functions (0 . . .1) defines a drawing probability for each measured condition. These
drawing probabilities underlie the generation of simulated data points.
If, for example, the underlying (actually measured) sample of 20 draws contains
18 times response A and 2 times response B, but the best-fitting ERF function
intersects at a position of 17:3, the drawing probability used for bootstrapping
will be 17:3 and not 18:2.
For each new simulated data point, the predicted and measured coordinates are
computed from best fits of psychometric functions (ERF) to simulated data. Each
psychometric function is fitted to eight likelihood functions, just like in the origi-
nal data analysis (as illustrated in Figure 5.7). Each of the likelihood functions is
derived from data simulated by drawing 20 times with the drawing probabilities
determined as described above.
Bootstrapping was used to calculate 10000 simulated data points per measured
data point. The resulting data cloud (250 data points per measured data point,
number reduced for visibility) is shown in Figure 6.25.
The data clouds can now be used to test the MLE model. This works similar
to a two-dimensional, two-sided t-test. For the set of simulated data points of
each of the 7*3 measured data points, we count the number of times data points
fall on either side of the MLE model line (dashed black line in Figure 6.25). The
null-hypothesis, that the MLE model is correct, is rejected if less than 2.5% of the
points fall on one of the sides.
The resulting values for the individual participants and tested angles are shown
in Table 6.3. For five of the seven participants, MLE could be rejected for at least
one of the turning angles. Overall, MLE was rejected for 9 (almost 10) of the 21
measurements.
A simple alternative model is a constant one – that the visual weight is indepen-
dent of the responses measured in the single-cue conditions. A model assuming
a constant visual weight of 0.8588 – the mean visual weight measured – inde-
pendent of the turning angle could be rejected for only 4 out of the 21 measures.
However, in previous experiments we found a dependency of the visual weight
on the turning angle. A model assuming visual weights which depend on the
turn angle – 0.8815, 0.8863 and 0.8085 for 10, 15 and 25 degrees respectively (the
mean visual weights measured for the three turning angles) – could be rejected
for only 2 out of 21 measures. Note that these models assume that the visual
weights are the same for all participants, which is not necessarily the case.
6.6.4 Conclusions
This experiment did also not provide evidence for maximum-likelihood integra-
tion of visual cues and inertial cues of self-motion perception during yaw turns.
The cue weights in the combined-cue condition appear to be independent of the
weights predicted from the responses in the single-cue condition, and show a
mean visual weight of approximately 0.87 (and a weight of 0.13 for the body
cues). The assumption that vision has a high influence on the response in this
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Subject MLE 10◦ MLE 15◦ MLE 25◦ Const 10◦ Const 15◦ Const 25◦
1 0.999** 0.981* 0.989* 0.383 0.333 0.657
2 0.974 0.998** 0.911 0.867 0.989* 0.620
3 0.704 0.862 0.888 0.077 0.203 0.392
4 0.997** 0.901 1.0*** 0.840 0.182 0.736
5 0.732 0.039 0.226 0.112 0.000*** 0.063
6 0.429 0.994** 0.888 0.151 0.940 0.815
7 0.905 0.999** 0.984* 0.550 0.308 0.076
Table 6.3: Fractions of the simulated bootstrapped data points in which the ’measured’ visual
weight is larger than the ’predicted’ visual weight. The null hypothesis that the model is correct
is rejected, if this value is smaller than 0.025 or larger than 0.975. Two models are tested.
MLE: predictions are made by Maximum Likelihood Estimation. Const: assumes that the
visual weight in the combined-cue condition is constant for each rotation angle (independent
of the variances in the single-cue conditions): 0.8815, 0.8863, 0.8085 for 10◦, 15◦ and 25◦
respectively.
experiment is corroborated by the fact that the measured perceptual standard de-
viation in the combined-cue condition was indistinguishable from the standard
deviation measured in the visual-only condition, whereas the standard deviation
in the body-only condition was higher.
It appears that as soon as a visual cue is available, participants rely on it, even if
their performance is not so bad when they base it on inertial cues. This might be
because it is easier to solve the task using a visual-only strategy than an inertial
or combined one. If participants solve the task for example by tracking part of
the visual scene (even while fixating and despite the fact that visual items have
a limited lifetime), they can compare rotation sizes by comparing sizes of visual
displacement. Whereas a current visual displacement can be stored and updated
more or less automatically by mechanisms of covert visual attention, an inertial
strategy would require the (apparently attentionally demanding) integration of
inertial cues over time. Participants then tend to use the ’easier’ strategy, particu-
larly in a psychophysical experiment in which they have to repeat the same task
over and over again for hours.
The problem of strategies in psychophysical experiments is discussed in chapter
7.3.
6.7 Perception of earth vertical during accelerations
This study has been done together with Paul MacNeilage from Berkeley Univer-
sity, who did most of the experimental planning, execution of the experiment and
data analysis. Acknowledgements also go to M. Banks and H. H. Bu¨lthoff.
Experiments on this topic were performed in summer 2002, 2003 and in spring
2004. The experiments from summer 2002 are available in detail in a tech report
[MacNeilage et al., 2003]. The results from 2003 and 2004 were presented as a
talk on the VSS 2004 conference in Sarasota/Florida, and have been submitted for
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publication. Since the larger part of this work has been done by Paul MacNeilage,
only a brief description of the experiments is presented here.
6.7.1 Introduction
Pilots of jet airplanes which are strongly accelerated during take-off, sometimes
perceive a strong illusion, called the Gravitoinertial Illusion, of being tilted back-
wards. This happens particularly often to pilots that start from aircraft carriers
under bad visual conditions. The illusion can be so compelling that pilots intu-
itively ’pull down’ and eventually crash into the sea. The effect has been repro-
duced in laboratory centrifuge experiments [Seidman et al., 1998].
During very strong, sustained accelerations, as experienced by jet pilots, the esti-
mation of orientation and acceleration in perception does apparently not always
work. Probably the neural system is not designed for such strong accelerations,
since they never occur in normal human locomotion.
There is a fundamental physical fact behind the confusion of body acceleration
and body tilt. According to Albert Einstein, inertia due to gravity is indiscrim-
inable from inertia caused by acceleration.8 When a pilot accelerates on earth, the
forces of gravity and acceleration add up to a single force vector, which is then
measured by the otoliths of the vestibular system and the inertial body senses.
The brain then has to split this vector into its two components to be able to tell
both body orientation with respect to gravity and acceleration. If only the iner-
tial vector direction and length is known, this is an ill-posed problem: there are
infinitely many combinations of a gravitational force vector in a certain direction
and an acceleration vector that lead to the same sum force vector. Additional
information is needed to find a unique solution.
Two senses can help to split the force vector into a gravitoinertial and an accel-
eration component: the vestibular sense for body rotations (canal system), and
visual perception of the orientation and motion of the outside world.
A rotation sensed in the vestibular canals gives reliable evidence that a change
of the direction of the inertial force vector actually is – at least to some extent – a
change in body orientation (the body tilts). However, the canal system can only
sense rotations above a threshold of approximately 2◦/sec., and has a high-pass
characteristic so that it can not sense long rotations accurately.
Vision, and particularly a seen horizon line, can give strong evidence for body
orientation. A ’wrong’ horizon line can also induce orientation illusions in pilots,
for example when a slanted cloud line or a hillside is seen. Linear accelerations
can also be cued visually, by displaying an accelerating environment. The human
visual system can extract the direction and velocity of moving items, and mov-
ing surfaces provide optical flow. It has been shown that there are specific areas
in the human brain which process large optical flow patterns (see section 3.6.3).
However, our sensitivity to detect changes of forward movement velocity from
8This so-called equivalence principle goes back to ideas formulated by Galileo Galilei, but Ein-
stein elaborated it in his theory of general relativity (source: Wikipedia).
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Figure 6.26: Left: ”Ground plane” stimulus. Right: ”Space” stimulus (no horizon). Images
of humans provide absolute size cues.
optical flow appears to be relatively bad [Monen and Brenner, 1994]. Vision also
seems to have the potential to cancel the gravitoinertial illusion, since the illusion
mostly occurs in bad viewing conditions. It is also known that visual motion can
influence the perception of body orientation [Dichgans et al., 1972].
Given that vision can have a strong influence on the estimation of orientation and
acceleration during self-motion, one idea to overcome illusions which pilots ex-
perience during flight is to convince the pilot visually what his real orientation
and acceleration in space is. This could for example be done by showing an arti-
ficial horizon and/or visual accelerations.
In a series of experiments in the Motion Lab (see appendix B) we investigated the
influence of visual forward accelerations on the perception of body orientation
(the perception of the direction of gravity) and acceleration. On the motion plat-
form it is of course not possible to accelerate participants as strong as in a starting
aircraft, but we can nonetheless study how visual tilt and visual accelerations in-
fluence the perception of body tilt as pitch and/or acceleration. Merfeld and col-
leagues have previously found physiological evidence that the human brain can
under certain circumstances generate non-zero estimates of acceleration without
an actual acceleration being present [Merfeld et al., 1999].
6.7.2 Methods
Participants sitting on themotion platform viewed amoving computer-generated
scene and experienced different platformmotions at the same time. Field of view,
monocular viewing, distance to screen, aperture, seat shakers and headphones
were the same as described in section 6.8.2. The head was restrained by a foam
pad and participants were told to keep their heads still during the experiment.
In the first version of the experiment, participants reported their perceived orien-
tation in space by holding a stick mounted on a joystick upright (earth-vertical).
From the indicated direction we wanted to compute their perceived accelera-
tion and orientation in space in different cueing conditions. Unfortunately, as it
turned out, this measurement method produced very noisy and unreliable data.
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In subsequent experiments, a two-interval-forced-choice design was used. In ev-
ery trial, two accelerations were presented in sequence and the participant was
asked in which of the two the acceleration was stronger, the tilt was stronger, or
both. Only the last of these experiments will be described in more detail.
6.7.2.1 Stimuli
Two different visual scenes were used for this experiment, a ”ground plane” and
a ”space” scene (see Figure 6.26). In the ”ground plane” scene, both a textured
ground plane and a cloudy sky were rendered using spectral texturing (see ap-
pendix A.2). Human figures were added as size cues to define an absolute visual
distance, velocity and acceleration. In the ”ground plane” scene, the figures were
billboards9 that were randomly placed on the ground. In the ”space” scene, as-
tronaut figures were placed randomly in space (with a roll orientation random-
ized in a certain interval). Additionally, white dots were randomly placed in the
”space” scene to increase optical flow. The exact location of the billboards was
randomized for each individual acceleration. In the ground plane condition, also
the textures were modified between acceleration presentations, so that partici-
pants could not use landmarks as cues for absolute position in the scene. During
the simulated acceleration, the camera moved linearly and horizontally through
these scenes. Each trial started with an initial visual forward velocity of 5 m/s.
The motion of the platform consisted of a brief forward translation, stopped af-
ter about 3 seconds because of the limited range of the motion platform, random
up-down movements, and a pitch backwards. In every simulated forward accel-
eration, pitch was first increased linearly during 3 seconds, followed by 2 seconds
of constant pitch. Then the platform was pitched back to horizontal in another 3
seconds. To strengthen the binding between the felt and seen movements, ran-
dom up-down movements of both visual scene and platform were added. The
accelerating and/or pitching visual scene was shown during these 8 seconds. Af-
ter a pause of two seconds (dark screen), the second acceleration of the trial was
presented. The forward translation of the platform always started 1 second be-
fore the scene was shown on the screen and the platform started pitching. This
was to simulate the start of a forward acceleration which was not shown on the
screen (in the dark). When the scene was faded in, the observer already moved
forward visually with a velocity of 5 m/s.
The platform pitch rotations had a maximal velocity of 2◦/sec (2.67◦/sec in con-
dition 7). This is close to the perceptual threshold, and some of the rotations may
have been above the perceptual threshold for rotations.
Up-down movements, coherent in body movements and movements of the cam-
era in the visual scene, were presented during the trajectories. The purpose of
this was to enforce the link between visual cues and body cues of self-motion.
The influence of the different motion cues on the believability of the simulated
forward acceleration has been investigated later in a separate experiment (see
9In computer graphics, billboards are simple textured polygons which are always viewed fron-
toparallel, so that it is not immediately visible that they are just flat images.
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Cond. Cueing Response Estimated Vis. pitch Vis. accel. Platf. pitch
1 Visual- pitch vis. pitch σ varied 0 0 (off)
2 only acceleration vis. accel σ 0 varied 0 (off)
3 Body- pitch body pitch σ - (dark) - (dark) varied
4 only acceleration body accel σ - (dark) - (dark) varied
5 Multi- pitch pitch σ and wg varied 0 varied
6 cue acceleration accel σ and wi 0 varied varied
7 pitch & accel. ~Gv and~Iv varied varied 8◦
Table 6.4: The different experimental conditions; from left to right: Number of condition,
cueing modalities, what the participant had to respond, what model parameters were estimated
from the responses, and which of the stimulus parameters were varied during the experiment.
section 6.8).
6.7.2.2 Experimental conditions
Responses in seven different conditionsweremeasured. The different experimen-
tal conditions are summarized in Table 6.4. All experimental blocks with different
conditions followed a two-interval-forced-choice design. In these experiments,
in each trial a reference stimulus was presented (in sequence) together with one of
several comparison stimuli which had slightly different stimulus magnitudes than
the reference stimulus.
In the visual-only single-cue conditions, the platform was off and forward tra-
jectories were presented only visually. In condition 1, forward trajectories with
different amounts of visual pitch were presented and participants had to indicate
in which of the two presented trajectories they felt pitched more. Equivalently, in
condition 2, they experienced two trajectories with slightly different visual accel-
erations and had to indicate where they felt accelerated more.
In the body-only single-cue conditions, participants were moved in the dark with
different amounts of platform pitch, and had to indicate the trajectory where they
felt more pitched (condition 3) or more accelerated (condition 4).
In conditions 5 and 6, trajectories were presented both visually and inertially (by
platform movements). In condition 5, visual pitch and platform pitch were var-
ied while visual acceleration was 0 (constant velocity), and participants had to
respond where they felt more pitched. In condition 6, visual accelerations and
platform pitch were varied, while visual pitch was always held at 0◦, and partic-
ipants were asked where they felt more accelerated.
In condition 7, the platform always pitched to 8◦, and visual acceleration and
pitch were varied. In this condition, the change of orientation of the gravitoiner-
tial force vector, as specified visually (by visual acceleration10 and visual pitch)
always equaled the 8◦ of the platform pitch. Participants had to indicate both
10From a visual acceleration a (in m/s2) perpendicular to the direction of gravity, an equivalent
pitch angle φ can be computed by φ = arctan(a/9.81).
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the trajectory in which they felt more pitched and the one where they felt more
accelerated.
Combined-cue conditions were designed similar to the experiment described in
section 6.6. In each trial, a reference stimulus, which contained a small cue conflict,
was presented together with a comparison stimulus with varying stimulus size,
but no conflict. As described in section 5.5.2, such stimuli can be used to measure
cue reliabilities and weights.
The ”psignifit” software [Wichmann and Hill, 2001] was used to fit a cumulative
Gaussian error function to the data. In the single-cue conditions, a standard de-
viation σ was derived from the responses, from which the reliability of the cue
could be inferred. In the multi-cue conditions, both a standard deviation and cue
weights were derived.
Data from eight naive participants was recorded (4 female, 4 male, all between
20 and 30 years old). Half of them (two male and two female) were tested using
the ”ground plane” stimulus, the others did the experiments with the ”space”
stimulus. For each participant, overall data recording took about 12 hours. Un-
fortunately, three of the eight participants were not available when we recorded
the visual-only conditions a few months later.
6.7.2.3 Cue combination model
As mentioned earlier, the perceived gravitoinertial force ~F is composed of a grav-
itational component ~G, the direction of which is determined by body orientation
in space (changed by pitch), and an inertial component~I caused by acceleration:
~F = ~G+~I (6.5)
The stimuli presented in this experiment provide cues to both acceleration and
pitch. The horizon of the visual scene and the focus of expansion provide a cue
for visual pitch, and with this for the direction of gravity, ~Gv. Since the visual
scene has an absolute scale, the change of forward velocity in the scene is a visual
cue for linear acceleration,~Iv. The gravitoinertial force vector, which is influenced
by body motion (controlled by the motion platform), is an inertial (body) cue ~Fb.
We are now interested in how participants decompose the gravitoinertial force
vector into a gravitational and an inertial component in different stimulation con-
ditions. There are two ways to estimate ~G and~I. First, participants could directly
estimate the components by their visual cues: ~G= ~Gv and~I =~Iv (direct estimate).
Alternatively, they could use the other visual cue (~Iv for the computation of ~G and
~Gv for the computation of~I) together with the gravitoinertial force vector ~Fb, ap-
plying equation 6.5: ~G= ~Fb−~Iv and~I = ~Fb− ~Gv (indirect estimate). Altogether, we
can model their perception as a weighted sum of the two possible estimates:
~G= wg · ~Gv+(1−wg) · (~Fb−~Iv) (6.6)
~I = wi ·~Iv+(1−wi) · (~Fb− ~Gv) (6.7)
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6.7.2.4 Single-cue conditions
In the visual-only cueing conditions (conditions 1 and 2), the discriminability of
different amounts of visual pitch and different amounts of visual acceleration
are measured. From this an estimate for the reliability of the perceptions of pitch
(~Gv) and acceleration (~Iv) generated in the ”ground plane” and ”space” conditions
can be derived. The lower the measured standard deviation is, the higher is the
reliability of the signal. Measurement of visually indicated pitches and accelera-
tions suffers of course from the drawback that body non-motion could potentially
cause a cue conflict.
The reliability of the perception of ~Fb is measured in the body-only conditions
(3 and 4). It is derived from the discriminability of different platform pitches
(without any visual cues) interpreted by the participants as tilts or accelerations
(by the question asked).
These reliabilities can then be used to make predictions for cue weights and reli-
abilities for multi-cue stimulation, which are then compared to the actual values
measured in the multi-cue conditions.
6.7.2.5 Multi-cue conditions
In condition 5, since~Iv is 0 (if we assume that the participant does not see a non-
existing acceleration), wg expresses the weighting between visual cues for pitch
~Gv and body cues for pitch ~Fb. Similarly, in condition 6, since there is no visual
pitch, wi expresses the weighting between visual cues for acceleration~Iv and body
cues for acceleration ~Fb (if we assume that the participant does interpret the actual
rotation as a forward acceleration):
~G= wg · ~Gv+(1−wg) ·~Fb (Condition 5) (6.8)
~I = wi ·~Iv+(1−wi) ·~Fb (Condition 6) (6.9)
By manipulating ~Gv and ~Fb in condition 5, and ~Iv and ~Fb in condition 6, wg and
wi can be estimated from the responses in conditions 5 and 6 respectively. Ad-
ditionally, in these conditions estimates can be acquired for the reliability of the
perception of pitch and acceleration when they are presented with both body and
visual cues at the same time.
If cues for acceleration and pitch are combined in perception in an ’optimal’ way,
as described by maximum likelihood estimation (MLE, see section 5.5), their reli-
abilities should be higher in the multi-cue conditions (5 and 6) than in the single-
cue conditions (1-4). This means that the combined-cue standard deviation (STD)
for pitch in condition 5 should be lower than the STDs in conditions 1 and 3. Also,
the combined-cue STD for acceleration in condition 6 should be lower than the
STDs measured in conditions 2 and 4.
For a statistically optimal estimation of ~G and~I, the weights wg and wi should de-
pend on the reliabilities of the cues. We hypothesized that in the visual ”space”
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condition, the reliability of ~Gv should be lower than in the ”ground plane” con-
dition, since ~Gv is likely determined mostly by the horizon. The reliability of the
body cue ~Fb is of course equal for the two visual conditions, since the body mo-
tion stimuli are the same. In condition 5, wg should then be lower in the ”space”
condition than in the ”ground plane” condition. In condition 6, wi should be sim-
ilar in the ”space” condition and in the ”ground plane” condition, because both
visual scenes provide acceleration cues.
In condition 7, cue magnitudes were chosen so that ~Fb = ~Gv+~Iv (for the consistent
stimulus). Therefore, the response is a weighted sum of a direct estimate (~Gv in
the pitch condition and ~Iv in the acceleration condition) and an indirect estimate
(~Gv′ := ~Fb−~Iv, and~Iv′ := ~Fb− ~Gv). If our model holds, we get
~G= wg · ~Gv+(1−wg) · ~Gv′ (≈ ~Gv) (Pitch response in condition 7) (6.10)
~I = wi ·~Iv+(1−wi) ·~Iv′ (≈~Iv) (Acceleration response in condition 7) (6.11)
The weighting between direct and indirect estimates can be measured in this con-
dition. It should, if MLE applies, again depend on the reliabilities of the two es-
timates. Since the indirect measurement does not only depend on the body cue
but also on a visual cue (which makes it less reliable altogether), it is expected
that the weights wg and wi will be biased more towards the direct measurement
than in conditions 5 and 6 (they should be higher than in conditions 5 and 6). Of
course this assumes that in conditions 5 and 6 the participant assumes that the
cue which is zero (~Iv in condition 5 and ~Gv in condition 6) is reliably zero and does
not decrease the reliability of the indirect estimate.
6.7.3 Results
Overall we found large differences between the responses of the participants.
Some STDs were different up to a factor of about 1:5, and also cue weights were
very different between participants. Together with the fact that for each visual
scene only data from four participants was recorded, and visual-only responses
(conditions 1 and 2) could not be recorded from three of the eight participants,
this makes data interpretation difficult. In the following analysis, we will only
focus on mean responses across participants.
The STDs in the visual-only conditions were very similar for pitch and accel-
eration judgments. However, they differed for the two visual scenes. For the
”ground plane” stimulus, pitch and acceleration STDs were both in the range of
1-1.5 degrees, whereas in the ”space” condition they were both close to 3 degrees.
This contradicts the assumption above, that the visual acceleration judgments
should be roughly independent of the visual stimulus. Instead, according to the
single-cue measurements, both pitch and acceleration judgments were affected
similarly.
In the two body-only conditions 3 and 4, standard deviations of the responses
were very similar for pitch and acceleration responses. They were in the range of
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Condition Estimated Pred. GP Meas. GP Pred. SP Meas. SP
5 wg 0.55 0.55 0.42 0.25
6 wi 0.71 0.5 0.30 0.45
7 wg 0.71 0.8 0.65 0.78
7 wi 0.77 0.78 0.57 0.6
Table 6.5: Approximate cue weights as predicted by single-cue reliabilities and measured in the
multi-cue conditions for ground plane (GP) and space (SP) stimuli. Pred.: predicted, Meas.:
measured.
1.5 - 2 degrees. This shows that an instruction to discriminate ”pitch” or ”acceler-
ation” magnitudes (from body pitch) does not influence the participant’s perfor-
mance.
From these reliability measurements we can derive approximate predictions of
the cue weights in conditions 5, 6, and 7, by assuming that the cue weight follows
the reliability of the cue. These predictions are shown in Table 6.5, together with
the actually measured cue weights in the different conditions.
Just as predicted, we found in condition 5 that wg was higher for the ”ground
plane” stimulus (0.55) than for the ”space” stimulus (0.25). For acceleration judg-
ments (condition 6), the effect of the visual scene was small – wi was about 0.5
for the ”ground plane” stimulus and 0.45 for the ”space” stimulus, even though a
large difference was predicted from the single-cue discrimination measurements.
These results did however fit well to our preassumption that wi should be sim-
ilar for the two visual stimuli in condition 6. One should keep in mind that the
weight predictions here are not very reliable, since data for the visual-only dis-
crimination of pitch and acceleration is missing for 3 out of 8 participants.
In condition 7, we expected theweightswg andwi to be higher than in conditions 5
and 6, because there the indirect estimates are less reliable. Indeed, higher values
of wg and wi were measured (see Table 6.5), which is consistent with the idea
that the weights for direct and indirect estimate follow the reliabilities of these
estimates (for optimal integration).
The standard deviations in the multi-cue conditions 5 and 6 were for most par-
ticipants (except one) similar to or even lower than the more reliable of the two
single-cue standard deviations. Decrease of the standard deviation implies an
augmentation of reliability for the multi-cue conditions compared to the single-
cue conditions, which is one of the key characteristics of optimal integration.
6.7.4 Discussion
Despite the large differences between the responses of the participants, the results
show that combined-cue weights can be approximately predicted from single-cue
reliabilities, using the MLE principle (higher weight for more reliable cues).
Compared to the ”ground plane” scene, the ”space” scene without horizon re-
duces the reliability of visual pitch estimates, which indeed results in lower val-
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ues of wg. In condition 7, where the indirect estimate is based on two cue es-
timates (which makes the indirect estimate even less reliable), the participants
should rely more on the direct estimate than in conditions 5 and 6. This is the
case. Also the STDs in the multi-cue conditions 5 and 6 agree with MLE integra-
tion, since they are lower than the single-cue variances.
Please keep in mind that these predictions and measurements of reliabilities and
weights can only be approximative, given that the study had so few participants
and that they responded so differently. The predictions in the ”space” condition,
for example, are based on only two participants. However, the findings are con-
sistent with the assumption that the integration of visual cues and body cues for
the perception of body orientation and acceleration follows a statistically optimal
maximum-likelihood estimation scheme.
This has implications for methods to help pilots overcome flight illusions. A vi-
sual display which increases the reliability of visual cues should be capable of
helping pilots to disambiguate perceived change of the direction of gravitoiner-
tial force into correct components of body pitch and body acceleration.
6.8 Believable simulation of forward accelerations
6.8.1 Introduction
Many applications for motion simulators, such as flight simulators for pilot train-
ing or driving simulators, try to simulate motion trajectories which are consid-
erably larger than the actual range of the motion-cueing device. Motion cueing
algorithms are used to mimic the accelerations that act on the body during self-
motion. To optimize motion cueing, it is of crucial importance to find possibilities
to simulate large trajectories by smaller movements, so that the simulated trajec-
tory feels most believable for the human observer.
Motion cueing algorithms are often not systematically optimized but rather tuned
in an ad-hoc trial-and-error fashion, where the cueing developer adjusts the mo-
tion parameters until he is satisfied. To simulate forward accelerations, it is com-
mon to use a short initial ’kick’, a brief forward (surge) translation, in combina-
tion with a backward tilt of the platform that presses the participant into the seat
[Reymond and Kemeny, 2000].11 Ideally, the translation would have an accelera-
tion above the sensory threshold and a deceleration below that threshold, so that
the participants notice the acceleration but not the deceleration. The tilt should
be so slow that it is below the threshold for the vestibular canal system, so that
the rotation is not necessarily felt as a rotation and might be interpreted as an
acceleration. At the same time a concordant visual acceleration is presented.
On a typical motion platform, these constraints can only be satisfied for very
small accelerations, because of the limited physical motion range. To present
stronger accelerations, one needs to ’cheat’ somewhere. What way of cheating is
11For motion simulators, tilting (pitching) the observer backwards has been termed ”tilt co-
ordination”, forward translation is usually referred to as ”surge” motion.
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least perceptible depends on how the different sensory channels are fused into a
perception of translatory self-motion.
The phenomenon of vection, the visually induced illusion of rotational or linear
self-motion, shows that the perception of self-motion can be induced by purely
visual stimuli, though the onset of the illusion is typically delayed for a few sec-
onds, with a high inter-individual variability. [Dichgans and Brandt, 1978] found
onset delays for rotational vection between 3 and 20 seconds. Some researchers
have reported that onset delays are shorter for linear vection than for rotational
vection [Berthoz et al., 1975], but more recent studies did not find any signifi-
cant differences of vection onset latencies for yaw rotations and forward (surge)
translations [van der Steen and Brockhoff, 2000]. A reason for the large variabil-
ity of vection onset delays across participants could lie in differences of vestibu-
lar sensitivity: [Lepecq et al., 1999] found a negative correlation between individ-
ual vestibular thresholds and vection onset latency for visually simulated linear
translations along the vertical axis. This corroborates models according to which
the vection onset delay is related to the perception of a conflict between visual and
vestibular cues of self-motion. The lower the individual threshold for vestibular
perception, the longer a visual-vestibular conflict can be perceived and the longer
vection is delayed.
Whereas in visual-only stimulation the onset latencies of vection prevent a realis-
tic instantaneous simulation of self-motion, the observer experiences self-motion
immediately if he is exposed to a true movement. Inertial cues should therefore
help to reduce the onset latency of vection. It has been shown for example that
concordant inertial cues can speed up the onset of the illusion of self-rotation in
a rotating optokinetic drum [Wong and Frost, 1981].
On the other hand, [Berthoz et al., 1975] found that for linear vection vision has a
dominant influence on the perception of self-motion if there are conflicts between
visual and body motion cues. It might be possible that a compelling visual stim-
ulus can cover some of the inertial motion inconsistencies which are introduced
by the motion cueing device.
Several algorithms have been developed to optimize motion cueing for the sim-
ulation of aircraft in training simulators. Earlier approaches focused on gener-
ating force cues which are as close as possible to the to-be-simulated forces (the
nonlinear ”adaptive algorithm”); others integrate knowledge about the charac-
teristics of the human motion senses, in particular the vestibular system, to op-
timize the accuracy of the elicited sensory signals (the ”optimal algorithm”, see
[Telban et al., 1999]). Recently also a combination of both methods has been pro-
posed [Telban and Cardullo, 2005]. However, what is perceived as realistic does
not have to depend directly on the accuracy of the elicited vestibular sensory sig-
nals. For example it has been reported that pilots prefer classical and adaptive
washout filtering to the ’optimal algorithm’ [Reid and Nahon, 1988]. The ulti-
mate judge for the believability of a simulated movement is the human observer.
Psychophysics is therefore a good tool to examine how movements need to be
simulated multimodally so that observers accept them as being realistic.
[Groen and Bles, 2004] investigated the simulation of sinusoidal translation mo-
tion (forward-backward) by using a visual stimulus showing forward-backward
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motion and whole-body tilt rotation of different frequencies and magnitudes.
They found that pitch rotations below a threshold of about 3◦/sec could be in-
terpreted by the subject as translations, whereas they were perceived as rotations
above this threshold. Interestingly, the threshold depended on the amount of vi-
sual acceleration, with higher visual accelerations allowing faster pitch rotation
speeds without the whole-body rotation being perceived as a rotation.
Another study investigated the effect of short forward ”surge” translations and
backwards pitch rotations of the platform on the perceived realism of a simulated
plane takeoff accelerationwhichwas also shown visually [Groen et al., 2000] (also
[Groen et al., 2001]). Here, participants judged the realism of the simulation in the
initial and the later phase of the trial independently. The study found a depen-
dency of the believability of the initial phase of the acceleration on the platform
surge motion, with good judgments only for small surge motions. Large surge
motions did not blend well with the subsequent pitch simulation of the acceler-
ation. In the later phase of the trial, believability ratings were dominated by the
pitch velocity. The simulation was rated best when the pitch rotations were much
smaller than what would correspond to the visual accelerations. Optimal ampli-
tudes for surge translations and pitch rotations were found to be about 0.2 and
0.6 times the ones that would correspond to the visual acceleration, respectively.
The study by [Groen et al., 2000] has some limitations. First, they introduced a
strong conflict between the visual and the body acceleration cues in all their tri-
als, by using gradually increasing body acceleration cues, but constant visual ac-
celeration. Second, the visual scene did not contain any clearly perceptible size
cues, and the physical motion simulation gains far below 1 might be explained
by a misperception of the size of the scene. Participants in that study sat very
close to a small collimated display which they viewed binocularly, which might
increase the problem of size misperception in the simulated environment.
In our study, the visual scene did contain clear size cues and was viewed monoc-
ularly by the participant to eliminate the vergence cue for distance. Contrary to
the study of [Groen et al., 2000], we used increasing accelerations both in the vi-
sual display and in the physical simulation of acceleration by body tilt, instead
of combining a constantly accelerating visual scene with an increasing physical
acceleration cue.
To explore how to best use the available motion range of a standard hexapod
motion platform to simulate believable forward accelerations, we examined the
effect of the following parameters on the believability of the simulated accelera-
tion:
• amount of platform pitch
• size of forward (surge) translation
• acceleration-deceleration timing of the forward translation
• magnitude and frequency of correlated up-down movements of platform
and visual display
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• amount of visual acceleration
Platform pitch and surge translation are standard procedures for forward accel-
eration simulation. The acceleration-deceleration timing was manipulated to in-
vestigate whether a strong acceleration with a weak deceleration really makes the
forward acceleration more believable, compared to a weaker acceleration with a
more noticeable deceleration.
We thought that up-downmovements of the platform and the visual scene, which
are synchronous and consistent, might increase the visual-vestibular binding (Ge-
stalt principle of common fate) and with this increase the believability of the
simulated acceleration. We tested this by manipulating both magnitude and fre-
quency range of concordant up-down movements of the observer in the visual
scene and the platform.
Finally, the visual acceleration was varied between trials so that we could in-
vestigate what range of acceleration magnitudes can be simulated believably,
and which platform movement parameter combinations are most believable for
a given visual acceleration.
Parts of the results of this study have been presented on a poster at the VSS 2004
conference in Sarasota/Florida.
6.8.2 Methods
This study was performed in the Motion Lab of the Max Planck Institute for Bi-
ological Cybernetics (see appendix B). Participants were seated on the platform
and viewed a computer-generated visual scene that showed a randomly textured
ground plane and sky (Figure 6.27 right). To define absolute size of distances,
velocities and accelerations, billboards showing people and a fence were placed
on the ground plane. The simulated height of the observer’s eye was set at about
1.8 meters above the ground, slightly varying with up-down movements during
the acceleration.
The participants were seated with their eyes at a distance of 1.16 meters from
the projection screen (Figure 6.27 left). They viewed the screen with the right
eye only, so that they did not have stereoscopic distance cues (eye vergence). An
aperture was mounted directly in front of the participant’s face and adjusted so
that they could not see the edges of the projection screen. Their field of view
was approximately 50◦ horizontally and vertically. We adjusted the seat so that
their eye height was exactly level with the horizon and they had the impression
of looking at an exactly horizontal ground plane.
Participants wore headphones presenting noise (a mixture of sounds recorded
from the motion platform and other sources) so that they could not hear the plat-
form motors. Additionally, shakers mounted under the foot plate and the seat
were used to cover vibrations caused by the platform legs.
In each trial the simulated acceleration was shown to the participant for six sec-
onds (four seconds of acceleration build-up, followed by two seconds of constant
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Figure 6.27: Left: Participant on the motion platform, looking through the aperture at the pro-
jection screen. Right: Screen shot of the visual scene. The green frame shows the approximate
field of view through the aperture.
acceleration). Values for the six parameters listed above were chosen randomly
in the following range for each trial:
• Final visual forward acceleration: 0 – 1.5 m/s2 (resulting trajectories are
shown in Figure 6.28, lower right). During the first four seconds, the visual
acceleration was faded in linearly from 0 to the chosen maximum accelera-
tion, and then held constant during two more seconds.
• Final platform backwards pitch: 0◦ – 15◦ (Figure 6.28, lower left). For plat-
form pitch, a raised cosine curve (pi . . .2pi) was used to move the platform
to its maximal angle within four seconds. This ensured smoothness of the
trajectory, compared to pitching the platform with constant angular veloc-
ity, where platform pitch would start and stop abruptly. During the last 2
seconds, platform pitch was held constant. The pitch rotation axis was at
the platform floor (at foot level for the participant), slightly in front of the
body axis, to maximize the motion range of rotations and translations.
• Amplitude of forward translations of the platform: 0 – 0.5 m in 4 s (Figure
6.28, upper row). Curves with different peak values show the trajectories
generated for different values of this multiplicative parameter.
• Ratio of acceleration / deceleration durations for the translations: 0.11 – 1.5
(1/9 – 3/2) (Figure 6.28, upper row, differently shaded trajectory bundles).
The two differently shaded trajectory bundles show the two extreme ratios.
This parameter was introduced in order to compare the effect of translatory
movements with hard acceleration and soft deceleration with others which
have less strong accelerations and stronger decelerations.
• Amplitude of up-down noise, synchronous in visual and platform move-
ments: 0 – 7 cm. This is a multiplicative parameter for the amplitude of the
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Figure 6.28: Upper row: Distance, velocity and acceleration trajectories of the physical for-
ward (surge) translations (from left to right). Trajectories with different target distances in the
specified range are shown. The two differently shaded trajectory bundles in these subfigures
show the extreme cases of the acceleration/deceleration ratio. Lower row, left to right: Plat-
form pitch, visual forward velocity, and visual forward displacement over time. The simulated
acceleration builds up over the first four seconds and then stays constant for two seconds.
Different lines show example trajectories for different parameter values in the range used for
this experiment.
low-pass-filtered white noise trajectory which is used for random vertical
movements of the observer during the simulated acceleration.
• Frequency range of up-down noise, defined by using a moving-average
low-pass filter on white noise: cosine window, raised cosine from −pi . . .pi ,
width 0.3 s – 1 s. White noise was convolved with the cosine window func-
tion and then normalized. The final up-down trajectory was computed by
multiplying the resulting function with a constant (0 – 7 cm; the up-down
noise amplitude).
The platform forward translation trajectory over time t (see Figure 6.28, top row)
is calculated by the following formula, where d is the duration of the trajectory
(4 seconds in this case), w is the time when the deceleration starts, and p is the
translation magnitude (final position):


























After the six seconds of simulated acceleration, the displayed scenewas faded out
to black and the platform returned to zero in another six seconds (in darkness).
The duration of the trial should be long enough to induce linear vection.
Then the participant had to judge the ’believability’ of the preceding simulated
acceleration. Participants were instructed to compare their felt bodymotion to the
visual motion they saw. When they noticed conflicts between sensory cues, they
should rate the simulation trial as ’bad’. When they did not notice conflicts, and
thus perceived bodymovements compatible with visual acceleration, they should
rate the trial as ’good’. A conflict between body motion and visual motion could
for example be that one sees and feels different acceleration magnitudes, or that
one feels a body rotation while the horizon remains fixed. Perceiving no conflict
between body acceleration and a strong visual acceleration forward means that
one really ’believes’ that one is actually moving forward, even though one might
be cognitively aware that this is not possible in the laboratory.
To give the response, the participant used a joystick with which they could adjust
a bar shown on the projection screen (by moving the joystick sideways). Setting
the bar all to the left would indicate a ’very bad’ simulation, while moving it all
the way to the right wouldmean a ’very good’ simulation. Intermediate positions
indicated intermediate ratings. The participant was asked to set the bar according
to the believability of the acceleration of the last trial and to confirm by pressing
a joystick button. Then the next trial was started.
Each participant had to judge the realism of 180 forward accelerations, presented
in two blocks of 90 trials each, with a pause between the blocks.
As noted above, stimuli were chosen randomly from a range for each parame-
ter. Each trial was in that sense unique, and different participants experienced
slightly different individual trials, but from the same parameter ranges. It was
impracticable to use a full design of all stimulus combinations with several val-
ues for each parameter, since we varied six parameters. Instead, we decided to
choose parameters randomly for each trial and to analyze the results by comput-
ing correlations of perceived simulation quality and the simulation parameter
values.
We used Matlab for correlation analysis and plots, and SPSS for multiple hierar-
chical regression analyses.
6.8.3 Results
15 students participated in this experiment (9 female, 6 male). They had normal
or corrected-to-normal eyesight, and no history of neural or vestibular diseases.
Participation was voluntary and was paid at standard rates. All participants gave
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Figure 6.29: All single responses of all individual subjects, plotted for the factors ”visual
acceleration” and ”platform pitch”. Stars mark trials judged as ”good” (best are dark blue),
circles mark trials judged as ”bad” (worst are dark red). The thick solid line shows the
corresponding visual acceleration and platform pitch magnitudes (platform pitches which cause
the same rotation of the direction of the gravitoinertial force vector as the corresponding visually
presented accelerations). The thin black line shows the best regression fit; the best responses
were found for a platform gain of 1.19 with respect to the visual acceleration. The dashed line
shows a conservative approximate threshold for the perception of angular rotations (3.25◦/sec
peak velocity). Platform pitch rotations with this peak velocity should be perceptible for
approximately 95% of the participants, according to [Benson et al., 1989].
their informed consent prior to the start of the experiment. Two participants
(not part of the 15 participants) got motion sick, whereupon the experiment was
stopped and their data discarded.
When asked after the experiment, all participants reported that some of the for-
ward accelerations had been really convincing.
6.8.3.1 Individual correlations
We first computed the correlation coefficients of each single parameter with the
response for each individual participant. Results are shown in Table C.1 (in the
appendix). Only two parameters had a clear influence on the ratings of most par-
ticipants: platform pitch and visual acceleration. Responses for different amounts
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of platform pitch and visual acceleration are shown in Figure 6.29. Simulated ac-
celerations were judged best when the visual acceleration was accompanied with
an approximately matching platform pitch. Brief forward translations and up-
down movements had almost no influence on the responses in this analysis. For
none of the participants was there a significant influence of time into the experi-
ment on the responses.
There was a high inter-individual variability, with some participants being much
more disturbed by fast pitch rotations than others (see Figure 6.32 and section
6.8.4).
A platform pitch without visual acceleration resulted in a more salient conflict
than a visual acceleration without a platform pitch. When a strong platform pitch
was present, participants often did not report conflicts, i.e, they did not perceive
the platform pitch as a rotation, even though it likely was super-threshold for the
canal system.
6.8.3.2 Multiple regression analysis
Table C.2 (in the appendix) shows the results of multiple hierarchical regression
analyses computed for each individual participant. The multiple regression func-
tion was computed in hierarchical order, i.e., the factor exhibiting the highest cor-
relation with the believability ratings was set as the first factor, and further factors
were added to the multiple regression function in the order of the individual cor-
relations. Only factors that significantly increased the adjusted R-square values
were included to the multiple regression function. For most participants, visual
acceleration and platform pitch explain most of the response variance (R2 values
between .07 and .627, see Table C.2).
Other parameters do not have significant effects for most participants, and are of-
ten inconsistent in the sign of the beta coefficient (for example, one subject found
trials with large surge translation more realistic, whereas another found it less re-
alistic). This variability of positive and negative beta coefficients can also be seen
for platform pitch, and also appears in the correlation coefficients (Table C.1). The
reason for this is probably that the data contains nonlinear dependencies of the
response on combinations of different parameters, which are not well described
by correlations with individual parameters.
6.8.3.3 Parameter correlations for very good and very bad trials
The correlation analysis of the responses with individual parameters cannot re-
veal nonlinear dependencies between the parameters of the simulated acceler-
ation and the perceived realism. Figure 6.29 shows such dependencies: good
responses fall on a diagonal in the parameter space spanned by visual accelera-
tions and platform pitch. Participants appear to find the simulation believable if
platform pitch and visual acceleration ’match’.
To characterize these dependencies better, we computed correlation coefficients
between different parameters for extreme groups – for trials in which participants
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Figure 6.30: Correlated distributions of very good (upper row) and very bad (lower row) trials,
for different pairs of parameters.
gave a ”very good” response, and separately for trials in which they gave a ”very
bad” response. ”Very good” trials were those in which the participant’s rating
was above 3/4 on the rating scale, and ”very bad” trials were those where the
participant’s rating was below 1/4 on the rating scale. From the 2700 overall
trials, 794 trials fell in the ”very good” group and 491 trials fell in the ”very bad”
group. In this analysis, participants were not treated separately, but correlation
coefficients were calculated for all individual trials with responses falling in the
respective extreme group.
We computed all 15 possible pair-wise correlations for the 6 parameters, therefore
the resulting significances were Bonferroni-corrected with a factor of 15. Signif-
icance thresholds for one, two and three stars are then at p=0.0033, 0.00067 and
0.000067 respectively.
Only a few parameters correlated significantly for the ”very good” and ”very
bad” trials. For the ”very good” trials, we found a significant positive correlation
between platform pitch and visual acceleration (r=0.29***). Also the correlation
between platform pitch and surge scale was positive and significant (r=0.11*).
Another positive correlation between visual acceleration and surge scale (r=0.09)
was significant before, but not after Bonferroni correction. Good simulation of
a forward acceleration does thus combine a platform pitch and a forward surge
which match the visual acceleration. The upper row of Figure 6.30 shows the
”very good” trial group along the discussed parameters.
In the correlation analysis for the ”very bad” trials, we found a significant neg-
ative correlation between visual acceleration and platform pitch (r=-0.18***) and
between visual acceleration and up-down amplitude (r=-0.17**). This indicates
that trials were perceived as unrealistic if a high visual acceleration was paired
with a low platform pitch or high amplitude of up-down movements, or a low
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Figure 6.31: Regression analysis of body pitch gain in relation to the visual acceleration.
Different curves represent different variances of Gaussian low-pass-filtering of the data cloud
(σ2 ranging from 1 down to 1/40; the smoothest curve corresponds to σ2 = 1). The best
believability rating is reached for a platform pitch gain of 1.19 (vertical line).
visual acceleration was paired with high platform pitch or low amplitude of up-
down movements. A third correlation (r=0.09) between surge acceleration/de-
celeration timing and surge scale was significant before, but not after Bonferroni
correction. Bad responses tend to occur for small surge translations with strong
acceleration and weaker deceleration, and/or large surge translations with weak
acceleration and stronger deceleration. The group of trials rated as ”very bad” is
shown along the discussed parameters in the lower row of Figure 6.30.
6.8.3.4 Optimal gain factor for body pitch
[Groen et al., 2000] reported that the perception of sustained acceleration, which
is inertially simulated by body pitch, is rated best if the body pitch is about
0.6 times as strong as it should be to match the visual acceleration. Larger and
smaller pitch angles were rated as unrealistic.
To compute the optimal gain factor of body pitch compared to visual acceler-
ation in our experiment, we used our complete data set of 2700 data points at
coordinates (xi,yi). xi represents the visual linear acceleration and yi the linear
acceleration equivalent to the presented body pitch, and vi is the response value
(believability rating) for trial i. The distance di of a data point (xi,yi) from a regres-
sion line with slope s (representing a body pitch gain factor of s) is computed by:
di = cos(arctan(s)) ·(yi−s ·xi) (perpendicular distance). Then, for a given Gaussian
kernel with variance σ2 controlling the smoothness of the measure, we define a













Figure 6.31 shows believability ratings computed in this way as a function of s.
Different lines show results for different assumed values of the standard devia-













































































Figure 6.32: Four examples of responses of individual participants, for different platform pitches
(pp) and visual accelerations (va). From left to right participant 4, 5, 12 and 14.
tion σ (σ2 ranging from 1 down to 1/40). The gain factor for body tilt which pro-
duced the best rating was approximately 1.19, and thus much higher than what
was reported by [Groen et al., 2000]. A correct gain factor of 1 was still perceived
as reasonably believable.
6.8.4 Discussion
From these findings we can conclude that in human perception, a platform pitch
presented together with a consistent visual acceleration can be sufficient for a
believable simulation of a forward acceleration, possibly even if the angular pitch
rotation is above threshold for the vestibular canal system.
6.8.4.1 Measuring thresholds
Thresholds for the perception of rotations have for example been measured by
[Benson et al., 1989]. For pitch rotation measurements, they placed the partici-
pants sideways on a platform which turned around an earth-vertical axis. With
this it was possible to measure body pitch rotations without any influence of
absolute orientation change (with respect to the direction of gravity) on the re-
sponses. Rotation thresholds measured there were in the range of 2◦/sec with
a high variance between participants – detection thresholds ranged from about
0.5◦/sec to 5◦/sec, with a mean of approximately 2◦/sec. However, a passive
rotation around an earth-vertical axis while lying on the side is a completely
different sensory situation compared to pitch rotations while upright. It is un-
known whether the neural systems processing self-motion information treat both
situations similarly. Also, participants could still have used somatosensory cues
to discriminate stimuli. If the center of rotation is in the head, accelerations at
the participant’s feet can be noticeable even for low-velocity rotations, and if so-
matosensory thresholds are lower than vestibular ones, the measured threshold
will be the somatosensory one.
In this studywe found large differences between participants concerningwhether
or not faster rotations were perceived as realistic or not (Figure 6.32). At least for
some subjects a fast platform pitch was still reported as a believable forward ac-
celeration if it was paired with a strong visual acceleration. For such simulated
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accelerations, the visual acceleration signal and the vestibular otolith signal ap-
proximately match. Together, these two can apparently suppress the perception
of the conflicting signal from the vestibular canals. Also [Berthoz et al., 1975] re-
ported visual dominance for linear vection in the case of conflicts between visual
and inertial motion cues.
It would be interesting to know whether the participants who rated large pitch
rotations as unrealistic are also those who have a relatively high sensitivity for
discriminating whole-body linear accelerations and pitch rotations (without vi-
sual cues).
We attempted to measure individual thresholds for the discrimination of rota-
tions and translations on the motion platform by having the participants discrim-
inate forward-backward-translations from series of four rotations (both stimuli
having the same pattern of change of the gravitoinertial force vector) in dark-
ness. The two stimuli can also be combined so that the direction of gravitoinertial
force with respect to the body does not change during the trajectory. Similar stim-
uli have been used by [Angelaki et al., 2004]. Preliminary experiments, however,
showed that it is quite easy to discriminate the two movements on the basis of
somatosensory perception. Forces acting on the feet during forward-backward
translations are very different from those during a series of backward-forward-
forward-backward pitch rotations, particularly if the axis of rotation is placed
in the participant’s head and the feet are off-axis by 1-1.5 meters while seated.
Thresholds for discriminating these forces somatosensorily are apparently much
lower than those of the vestibular canal system for equivalent rotations. Also, we
could not rule out that participants would use other cues for the discrimination
(e.g., platform vibrations). Therefore, it appears unfeasible to measure individ-
ual vestibular perceptual thresholds of translation vs. pitch perception with our
setup.
6.8.4.2 Optimal body motion cueing parameters
In our experiment we did not find evidence for a general overestimation of iner-
tial cues relative to visual cues, as reported by [Groen et al., 2000]. Rather, exact
or even slightly exaggerated platform pitch was rated best. The reason for this
might be that we used monocular viewing and size cues in the scene (human fig-
ures), which provided an absolute scale of the visual scene, and may thus have
counteracted a size misperception of the visual scene which is common in virtual
environments and may lead to a misestimation of visually presented accelera-
tions.
For the rating of the initial acceleration, fast surge translations were rated bad
in [Groen et al., 2000]. Their surge range was larger than the one of our setup
(about 1.5m, vs. 0.5m in this study), and the inertial acceleration and deceleration
they used were also larger (3.5m/s2 peak acceleration and −0.5m/s2 peak decel-
eration). The detection threshold for linear forward-backward accelerations has
been estimated to be in the range of 0.02 - 0.065m/s2 [Benson et al., 1986], which
means that the deceleration of larger surge motions was probably noticeable for
the participants. This is corroborated by the fact that their participants rated the
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transition between initial and sustained acceleration as bad for faster surge plat-
form movements. In our study, the peak accelerations were below 1.25m/s2 and
peak decelerations below −0.31m/s2 (see Figure 6.28). We did not find any con-
sistent negative correlation of reported believability with surge size.
Up-down movements had only a mild influence on the responses. We found that
theywere rather responsible for a decrease of the perceived realism if they did not
match the visual acceleration, than for an increase of realism if they did match
(i.e., high up-down amplitude coupled together with high visual acceleration).
We did not try increasing the frequency of up-down movements with increasing
velocity (which would be expected in a real vehicle). This might be a promising
parameter to test in future experiments.
6.8.5 Conclusions
This study investigated how a Stewart platform has to be moved to simulate lin-
ear forward accelerations most believably in the presence of visual acceleration.
Despite large inter-individual differences, we found that participants rated the
simulated forward acceleration as most realistic when a visual acceleration was
accompanied by a platform pitch which produced a change of the gravitoinertial
force direction that was approximately consistent with the visual acceleration.
We could not replicate the finding of [Groen et al., 2000] that most believable sim-
ulation is reached for reduced inertial stimulation. We propose that their finding
might have been caused by a misperception of the scale of the visual stimulus.
The other manipulated parameters (surge translations with different trajectories,
and synchronized random up-down movements of platform and visual scene)
had less influence on the believability of the acceleration. If surge movements
are used for motion cueing, their magnitude should be consistent with the sim-
ulated acceleration (large surge motions for high accelerations). The accelera-
tion/deceleration ratio of the surge translation did not have a significant effect
on the ratings. However, there was a tendency that large surge motions with rel-
atively strong decelerations were rated bad. Maybe in that case the decelerations
were noticeable. Participants perceived up/downmovements of large amplitude
as unrealistic when they were paired with slow accelerations. The frequency of
up/down movements had no significant influence on the responses.
We found only weak correlations between different pairs of parameters, for trials
that were rated particularly good or particularly bad (see Figure 6.30), and differ-
ences between participants were high (Figure 6.32). In the light of these results
it might prove difficult to simulate forward accelerations realistically for all ob-
servers with such stimuli. Still, the results can provide some guidelines for the
simulation of forward accelerations. Pitching the platform backwards is partic-
ularly useful as an inertial cue for forward acceleration. The pitch magnitude
should be consistent with the simulated acceleration, at least if the size of the vi-
sual scene is not misperceived. Forward surge motion can help, if its magnitude
fits to the magnitude of the simulated acceleration, and the deceleration is not
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too strong. If up-down movements are used, their amplitude should match the
magnitude of the simulated acceleration.
These results have important implications for the understanding of the processes
involved in human self-motion perception, and for motion simulator design.
6.9 Helicopter stabilization
The experiments described so far focus on the perception of self-motion from sev-
eral senses. In most natural tasks, though, sensory signals are not primarily used
for perception, but rather for action. Feedback of the performed action is trans-
mitted back to the senses, so that perception and action are complementary parts
of a dynamic control system.
To understand how multiple senses of self-motion interact in a natural situation,
it is invaluable to investigate the responses of participants in a perception-action
loop of self-motion control. Flying a helicopter is such a task, in which multi-
ple sensory cues of self-motion are used by the pilot to control the helicopter’s
complex dynamics. The Motion Lab and a real-time simulation of a helicopter
[Terzibas, 2004] give us the opportunity to study the sensorimotor process of he-
licopter stabilization.
The experiments described in this sectionwere done in collaborationwith C. Terz-
ibas, who did the programming of the helicopter simulation and visual stimuli,
and also helped with the data recording.
6.9.1 Introduction
A helicopter is inherently unstable, and therefore flying a helicopter requires con-
stant control input. If the helicopter is not perfectly upright, it will accelerate in
roughly the direction to which it is tilted. If, for example, it leans slightly to the
left, it will start accelerating to the left. To hover at a fixed position requires the pi-
lot to continuously compensate such drifts, which can be caused also by external
forces, e.g., wind gust.
Conventional helicopters are mainly controlled using three input devices. The
cyclic stick can be moved forward/backward and sideways, like a computer joy-
stick, and controls pitch and roll rotations of the helicopter by changing each
blade angle of the main rotor individually during a rotation cycle. Foot pedals
control heading rotations by adjusting the blade angles of the tail rotor. The col-
lective lever controls the angle of the main rotor’s blades collectively, and with
this the lift force (and height above ground) of the helicopter [Terzibas, 2004].
What makes helicopter flight control particularly difficult is the fact that the dif-
ferent degrees of freedom are coupled by the helicopter dynamics. For example,
a change of the collective control changes the torque of the main rotor systems,
and the resulting yaw rotation of the helicopter has to be compensated with the
appropriate control input at the foot pedals.
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During training, pilots learn to control the dynamics of the helicopter, and with
enough training pilots are able to hover the helicopter above a point with cen-
timeter precision. Pilots handle this complex control problem without much cog-
nitive effort, perhaps comparable to the (much simpler) control involved in riding
a bicycle.
To date it is still unclear which senses helicopter pilots use for hover control. It is
not possible to stabilize a helicopter without vision, since a blindfolded pilot has
nomeans of distinguishing standing still frommoving with a constant velocity (if
we ignore aircraft vibrations and flying noise under different flight conditions).
Even when starting in a stabilized position, small instabilities will add up over
time and the pilot will start drifting if he or she does not perceive and compen-
sate those drifts in position and orientation. But vision is probably not the only
sensory cue used for stabilization: pilots often report that the ”seat of the pants”
feeling, the sensation of accelerations from pressure on the skin, and probably
also from the vestibular system, is a particularly helpful cue for flight control.
There are several visual cues a pilot might use for stabilization. One important
visual cue for the orientation of the helicopter in pitch and roll is provided by the
horizon. When the helicopter tilts forward, backward, or to the side, the horizon
will move upwards, downwards, or roll in the pilot’s view, respectively. Yaw
(heading) rotations can also be noticed visually – and distinguished from lateral
displacement – when objects which are far away (close to the horizon) move side-
ways. For nearby objects the perceived motion of a single object can not be easily
used to separate helicopter rotation from lateral drifts.
Another important visual cue is optical flow (see [Goldstein, 2002], [Mallot, 2000]).
When an observer moves, the visual features in the environment move in the
observer’s field of view, forming a particular motion field pattern (called opti-
cal flow). This movement field contains all information necessary to reconstruct
the motion of the observer (up to a scaling factor), if visual features are not them-
selves moving and the shape of the terrain is known. However, it has been shown
experimentally that humans are bad at detecting changes of forward self-motion
velocity from optical flow [Monen and Brenner, 1994].12
Apart from vision, pilots can also use force cues of self-motion. One important
sensory modality to detect inertial forces on the head is the vestibular system in
the inner ear (see section 2.2), which can sense both rotations and accelerations of
the head. There are also other sensors in the body which can sense body acceler-
ations, for example pressure sensors in the skin (see section 2.3).
The integration of multiple cues for vehicle action control has been extensively
studied in driving (for review see [Kemeny and Panerai, 2003]). Motion cue-
ing and force cueing for flight simulators have also been investigated in several
studies [Heintzman, 1996], [Telban and Cardullo, 2005]. [Chung et al., 2004] ar-
gue that the effectiveness of motion cueing depends on task, vehicle dynamics
and the properties of motion cueing. They suggest that future studies should
carefully document the characteristics of the simulation and the cues used for
12This finding is a bit controversial; in other studies, much lower discrimination thresholds
were found (A. Chatziastros, pers. comm.)
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motion cueing.
Experiments which specifically addressed sensorimotor control in helicopter sta-
bilization, however, are comparatively rare. A study by [Ricard and Parrish, 1984]
investigated the role of inertial motion cueing and visual delays on helicopter sta-
bilization with the simple methods available at the time. They found significantly
better stabilization performance (measured in terms of mean-distance-to-target)
when inertial motion cueing was available. For the visual delay, results were not
so clear: most participants stabilized better with a shorter delay, but for some
the opposite was the case (those participants stabilized better with a longer vi-
sual delay), and others did not show any difference. An earlier study (Ringland
et al. 1971, cited in [Ricard and Parrish, 1984]) found best control performance
when only rotations, but not translations, were simulated inertially. [Hall, 1978]
also reported that inertial motion cueing can improve roll stabilization in aHarrier
GR Mk 3 flight simulation.
[Andre and Johnson, 1992] investigated the effect of stereo and complexity of the
visual scene on helicopter hover tasks. The study used a large-FOV head-mounted
display (HMD). Stereo viewing had almost no effect on the stabilization, except
for a benefit for low hovering if other visual cues were sparse. Most significant
effects of the visual scene complexity have probably been caused by particular
properties of the visual scenes. The overall result suggests that pilots can base
their control on different elements of a visual scene, and will choose to observe
the best cue available, for example a roof top as a cue for vertical position. In this
case the other cues of the visual scene will have little effect on performance.
How display collimation, field of view (FOV) and display resolution influence a
helicopter hover task was investigated by [Chung et al., 2003]. They found better
stabilization performance in the forward/backward direction when a collimated
display was used, and argued that the effect might be caused by better depth
perception and less influence of head movements on horizon height in the view
with a collimated display. A larger field of view also improved stabilization per-
formance, in both forward/backward and lateral directions.
[Hoh, 1985] compared helicopter hoveringwith different field-of-view and differ-
ent coarse-scale and fine-scale image content in a real helicopter (Hughes 500D).
Fine-scale visual content was removed by using lenses which could be ’fogged’.
When the fine-scale image content was removed by fogging, pilots rated the vi-
sual motion cueing much worse, even though the horizon was still clearly visible
to them. This indicates that small-scale visual information in the near field is also
used by the pilots for hovering. A very small visual field also degraded hover-
ing performance (pilots needed longer to complete the experiment and tended to
give worse ratings).
[Schroeder et al., 1999] investigated the effect of inertial motion cueing and two
different visual scenes on controlling a helicopter that performs a vertical step
motion (change of altitude). They found a significant influence of the visual scene
(the task was probably easier to do in one visual condition than the other), and
of the natural frequency of the wash-out filter used to convert the motion of the
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simulated helicopter to the physical motion of the simulator.13 The wash-out fil-
ter was implemented as a high-pass filter; the higher its cut-off frequency, the
more the trajectory is changed and the more the ratings and task performance
degraded. These results are consistent with another study which collected sub-
jective ratings of motion cueing fidelity in a roll-lateral task [Mikula et al., 1999].
They suggest that good motion cueing should keep both the roll and lateral mo-
tion phase distortions as low as possible (such phase distortions are typically in-
troduced by wash-out filtering). [Schroeder, 1999] report an experiment done in
the NASA Ames VMS simulator, where very large translations can be simulated
(up to 6.1 meters laterally and 9.14 meters vertically). They investigated the in-
fluence of roll and lateral translation motion cues on a roll-lateral (side-step) task
and found accurate simulation of translations to be more important than accurate
simulation of rotations (in subjective ratings). Also in other experiments reported
in the same paper lateral motion was beneficial.
Two experiments on helicopter stabilization are discussed here. In the first exper-
iment, we investigated how well-trained participants can stabilize the simulated
helicopter in our setup, with only visual cues and with additional whole-body
motion cues. Two kinds of inertial motion cueing were investigated: whole-body
rotations and translations. Participants had to stabilize a simulated helicopter at
a target position in four different conditions: no body motion, platform rotations,
platform translations, and both platform rotations and translations. Wemeasured
the stabilization performance in terms of mean distance from target, mean veloc-
ity, and mean tilt angle of the helicopter in both lateral and forward/backward
directions.
The second experiment focused on the role of different visual cues of self-motion
in helicopter stabilization, particularly a horizon and optical flow, and their in-
teraction with body motion cueing. Stabilization performance was measured in
five different visual conditions (see section 6.9.2), both with andwithout platform
rotation motion cueing. The task was again to stabilize the simulated helicopter
on the spot.
6.9.2 Materials and Methods
Participants were seated on a motion platform equipped with a projection screen
(see appendix B). The visual field was 70◦ horizontally and 54◦ vertically, viewing
distance to screen was 1.19m.
During the experiment the motion platform cabin was closed and the participant
could not look outside. Noise-cancellation headphones playing noise and seat
shakers were used to cover the sounds and vibrations of the motion platform.
A real-time simulation of the dynamics and aerodynamics of a small helicopter
(similar to a Robinson R-22) was used for this experiment [Terzibas, 2004]. The
13In flight simulators, the problem of converting a large motion range of the simulated vehicle
to the limited range of the simulator is usually accomplished by using a so-called ”wash-out filter”
which removes large movements, often by high-pass filtering the original trajectory, so that the
simulator is always moved back to its center point.
222 CHAPTER 6. PSYCHOPHYSICAL EXPERIMENTS
Figure 6.33: Left: Participant in the experiment. Right: the visual stimulus used in the first
helicopter experiment
helicopter simulation used a mass-spring system with three objects – the two ro-
tor blades and the helicopter body (see Figure 6.34). The blades were connected
to the body by four springs each. Aerodynamics was calculated by using blade
element theory. The simulation used an Euler-midpoint method to calculate nu-
merical approximations for the system behavior. Parameters for weight, size,
geometry, and rotor speed were set as in a Robinson R-22 helicopter. The aerody-
namic characteristics of the rotor blade were approximated by a linear function.
This simulation ran in real-time on a 3 GHz Pentium machine. A second com-
puter, which received movement data from the main experimental computer,
controlled the motion platform. A third computer, which also communicated
with the main computer, rendered a visual scene in real-time using OpenGL.
Joystick, simulation program, network, platform hardware and in particular the
motion filtering for the platform introduced delays and phase shifts, adding up
to an effective delay of platform motion in the range of 0.5 seconds. Learning
to stabilize the simulated helicopter thus also involved learning to cope with the
system’s delay.
The task for the participants was to stabilize the helicopter on a target spot.
This was visualized using two spheres, one representing the target and the other
marking the position of the helicopter (see below). While the participants sta-
bilized, we continuously measured the distance of the position marker from the
target in front-back and sideways directions, helicopter velocity, and pitch and
roll angles of the helicopter. The latter are correlated with the accelerations of the
helicopter, as the simulated helicopter accelerates in the direction in which it is
tilted. Good stabilization is characterized by small distances to the target, low
velocities and small tilt angles.
Participants used realistic helicopter input devices to control the simulation (Fig-
ure 6.33). They had to control forwards-backwards drift and sideways drift by
using the helicopter stick (’cyclic’), to stay as close as possible at a visible target.
Height above ground was automatically stabilized, so the ’collective’ lever was
not used. The cyclic stick was only moved by the participant and did not provide
any additional force cues apart from passive recentering by springs.
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Figure 6.34: The kinematic system of the simulated helicopter. The main rotor blades are
connected to the rotor axis by four springs each, which allows for flapping (blue arrows) and
lagging (red arrows) of the rotor blades. The tail rotor provides a force (cyan arrow) which
compensates the torque of the main rotor.
In the first experiment, participants had to stabilize the heading direction by us-
ing pedals. Heading control was simplified in that the pedals controlled head-
ing rotation velocity directly and influences of helicopter movements on heading
were automatically compensated. Participants were told to first stabilize their
heading and then to hold the helicopter on target by only using the cyclic stick.
We did this to prevent subjects from constantly circling around the target. In
the second experiment, heading was automatically stabilized by the simulation
program and participants did not use the pedals.
First helicopter experiment: In the first experiment, the computer-generated
visual scene consisted of a textured ground plane with two spheres – one as a tar-
get, fixed to the ground, and a second one as helicopter position marker, which
moved with the helicopter (Figure 6.33, right). The spheres were rendered with-
out additional shading or lighting, because that would have provided additional
global visual orientation cues. The sphere representing the helicopter was fixed
10m in front of the observer and 2m below. The participant watched the scene
from the helicopter pilot position. Vertical eye position was carefully controlled
to be at horizon level by adjusting the seat height. This is important to prevent
conflicts between visual vertical (defined by the horizon height) and body vertical
(platform pitch).
We measured mean stabilization performance in four conditions: platform off
(Off), platform translations (T), platform rotations (R), and both translations and
rotations (T&R). Pitch and roll body rotations were presented by tilting the plat-
form exactly as the simulated helicopter tilted. Translations could not be simu-
lated correctly, as the helicopter trajectories covered a much larger area than the
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movement range of the platform (see Figure 6.36). We therefore used a transfor-
mation of the actual motion profile to platform translations which only briefly
indicate the direction of acceleration. This ”wash-out filter” was implemented by
using the displacement of a virtual mass connected to the center of mass of the
simulated helicopter by a virtual spring. It was computed as follows:




· (ti+1− ti) [m/s] (6.15)
xk(ti+1) = xk(ti)+ vk(ti) · (ti+1− ti) [m] (6.16)
where xk(ti) and vk(ti) are the position and velocity of the simulated mass-on-
spring, and xh(ti) and vh(ti) are the position and velocity of the center of mass of
themoving helicopter; all at time ti. In every time step ti, the platform is translated
to a position of xk(ti)− xh(ti). The movement of the platform is therefore defined
by the movement of the mass-on-spring relative to the simulated helicopter. For
small and fast movements, the movement of the simulated helicopter is more or
less directly translated to platform movement, because the inertia of the mass
on the spring keeps it in place. Larger movements and movements of longer
duration are attenuated because the forces of the spring pull the mass back to
the center of the helicopter, which results in the platform returning to its center
also. The parameters of the spring are adjusted so that the platform always stays
within its movement range.
The experiment consisted of 48 trials (4 blocks of 12 trials each). In each block, the
conditions were repeated three times in a ABCD sequence. A different sequence
was used for each block. Each trial had a duration of 120 seconds.
Second helicopter experiment: The focus of the second experiment was to in-
vestigate the influence of the visual cues ”horizon” (H) and ”optical flow” (OF)
on the stabilization performance, and their interaction with whole-body motion
cues. Five different visual scenes were used. In all of them, the two spheres
(0.6m diameter) were shown. The red one represented the target and was fixed
in the environment; the green one represented the helicopter position and moved
with the helicopter. Compared to the first helicopter experiment, the helicopter-
representing sphere was placed further away from the observer (15m instead of
10m) to increase the helicopter movement range in which both spheres are vis-
ible. Helicopter and target sphere were always on a horizontal plane 2 meters
below the observer.
The five different scenes presented together with the spheres were: black back-
ground (B), horizontal stripes (STR), horizon (H), optical flow (OF), and both
horizon and optical flow (H+OF) (see Figure 6.35). The three-dimensional ran-
dom dot pattern used in the optical flow (OF) conditions was static in world coor-
dinates and provided optical flow cues, telling the participants about translations
and rotations of the helicopter, but not about absolute position or orientation in
space. In the horizon (H) conditions, participants got visual information on he-
licopter pitch and roll position and angular velocity, but no information about
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Figure 6.35: Helicopter experiment 2: Four of the five visual conditions used: horizontal stripes
(STR), optical flow (random dot starfield; OF), horizon (H), and both horizon and optical flow
(H+OF). In the fifth condition the two spheres were shown in front of a black background
(B).
helicopter translations. The stripes (STR) pattern provided the same cues as the
horizon, except stronger velocity cues for pitch and roll movements, and no cue
for pitch position. The black background did not give any additional visual cues
on self-motion, and served as a control condition to investigate how much infor-
mation is provided by the relative position and motion of two spheres alone.
These visual stimuli were designed so that they did not give conflicting, but am-
biguous information for the uncued dimensions. The optical flow pattern does
not provide information on absolute pitch and roll because it is isotropic, and the
horizon does not provide translation information because ground and sky have
uniform color. The stripes (STR) stimulus provides the same cues as the horizon,
with the exception of absolute pitch angle, which the stripes make completely
unreliable.
All 5 visual conditions were presented with and without platform rotation cue-
ing, leading to 10 different stimulation conditions. Body rotation cueing was the
same as described for the first helicopter experiment (the platform was tilted in
pitch and roll directions exactly as the simulated helicopter tilted). Duration of
each trial was 120 seconds. One experimental block contained one trial of each
stimulation condition, with platform on and off conditions interleaved (20 min-
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Figure 6.36: Four representative example trajectories of one subject in the first helicopter
experiment, one for each of the four motion cueing conditions.
Measure Body rotation cues Body translation cues Rot-trans interaction
Right/left dist. F(1,11)=6.86, p=0.024* F(1,11)=0.42, p=0.531 F(1,11)=0.08, p=0.781
Front/back dist. F(1,11)=7.32, p=0.020* F(1,11)=0.01, p=0.925 F(1,11)=6.46, p=0.027*
Right/left vel. F(1,11)=15.07, p=0.003** F(1,11)=0.01, p=0.928 F(1,11)=2.71, p=0.128
Front/back vel. F(1,11)=11.70, p=0.006** F(1,11)=0.12, p=0.737 F(1,11)=2.60, p=0.135
Roll angle F(1,11)=24.61, p<0.001*** F(1,11)=0.19, p=0.669 F(1,11)=4.20, p=0.065
Pitch angle F(1,11)=14.55, p=0.003** F(1,11)=3.37, p=0.094 F(1,11)=3.44, p=0.091
Table 6.6: First helicopter experiment: Main ANOVA results for the effects of body rotations
and translations on the six different measures of helicopter stabilization performance for all 12
participants.
utes per block). Each participant ran 5 blocks with different pseudo-random trial
orders, which amounts to a total of 10 minutes of stabilization per experimental
condition.
Like in the first helicopter experiment, helicopter distance-to-target, velocity, and
orientation trajectories were measured and analyzed for significant differences
between different experimental conditions.
6.9.3 Results of first helicopter experiment
Twelve students and post-docs from our institute (ten male and 2 female) partic-
ipated in the first experiment. They were trained until they could stabilize the
simulated helicopter within a range of less than 5 meters, and did not cause any
trial interruptions.14
14The trial needed to be interrupted once the helicopter tilted further than the mechanics of
the simulator platform allowed. For the trained participants in this study, though, this never
happened.
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Figure 6.37: First helicopter experiment: Performance measures over all twelve participants.
Off: platform off; T: platform translations; R: platform rotations; T&R: both platform trans-
lations and rotations.
Example trajectories produced by one of the participants are shown in Figure
6.36. It can be seen that stabilization performance was better for trials in which
platform rotations were presented, compared to trials in which the platform was
off or only performed translations. All participants showed this effect.
From these trajectories we computed different stabilization performance mea-
sures for individual participants and experimental conditions by averaging. These
were mean absolute left/right and front/back distance and velocity, and mean
absolute pitch and roll angles. Good stabilization performance is characterized
by small distance to target, low velocity, and small tilt angles.
The overall results of the first helicopter experiment are shown in Figure 6.37. We
found similar results for all measured values. We computed two-way ANOVAs
for the measured stabilization performances, with ”body rotation” and ”body
translation” as within-subject factors. Results are shown in Table 6.6. The effect
of body rotation cues on stabilization performance was significant for all mea-
sured values, with the strongest effect on the helicopter roll and pitch angles.
Participants stabilized the helicopter much better with body rotation cues avail-
able, than without body rotation cues.
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Figure 6.38: Second helicopter experiment: results of all six participants. B: black background,
OF: optical flow, H: horizon, STR: horizontal stripes. Light blue: platform off, dark red:
platform on (P). Measures are shown on logarithmic scale of helicopter target distance in
meters, helicopter velocity with respect to the target in meters/second, and helicopter tilt in
degrees (the logarithm of the measured data points was also used for the ANOVA analysis to
meet the requirements of unskewed distributions and similar variances for all conditions).
Body translation cues, on the other hand, did not help to stabilize (effect not sig-
nificant in all measured values). For forward/backward distance we even found
a significant interaction between body rotation cueing and translation cueing.
This means that translation cueing increased stabilization performance compared
to no bodymotion cueing, but did in fact decrease stabilization performance com-
pared to body rotation-only motion cueing. This effect can be seen in the lower
left plot in Figure 6.37.
6.9.4 Results of second helicopter experiment
Six of the participants from the first helicopter study (five male and one female)
took also part in the second helicopter experiment. After re-training each of them
ran five stabilization blocks of 20 minutes each.
Figure 6.38 shows the resulting stabilization performance measures for all par-
ticipants and all conditions. This data was analyzed with separate four-way
ANOVAs for distance, velocity and tilt; with direction (left / right vs. forward /
backward), platform (rotation cueing on/off), horizon (on/off) and optical flow
(on/off) as within-subject variables. The results of these ANOVAs are shown in
Table 6.7 (described in section 6.9.4.1). The ’stripes’ condition was analyzed in a
second set of (three-way) ANOVAs, again separately for the effects on distance,
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Measure Distance Velocity Rotation
Mean F=25.075, p=0.004** F=21.729, p=0.006** F=56.264, p=0.001***
D F=251.609, p=0*** F=48.853, p=0.001*** F=0.558, p=0.489
P F=70.803, p=0*** F=77.537, p=0*** F=61.611, p=0.001***
D × P F=7.124, p=0.044* F=0.764, p=0.422 F=12.706, p=0.016*
H F=70.137, p=0*** F=66.632, p=0*** F=41.907, p=0.001**
D ×H F=19.144, p=0.007** F=15.676, p=0.011* F=2.075, p=0.209
P ×H F=27.246, p=0.003** F=35.607, p=0.002** F=35.344, p=0.002**
D × P ×H F=55.93, p=0.001*** F=84.1, p=0*** F=0.472, p=0.522
OF F=47.582, p=0.001*** F=19.692, p=0.007** F=7.348, p=0.042*
D × OF F=1.678, p=0.252 F=3.999, p=0.102 F=0.554, p=0.49
P × OF F=39.424, p=0.002** F=17.978, p=0.008** F=6.144, p=0.056
D × P × OF F=3.648, p=0.114 F=3.294, p=0.129 F=1.473, p=0.279
H × OF F=21.786, p=0.005** F=32.634, p=0.002** F=28.648, p=0.003**
D ×H × OF F=10.165, p=0.024* F=8.706, p=0.032* F=0.835, p=0.403
P ×H × OF F=14.962, p=0.012* F=18.503, p=0.008** F=15.646, p=0.011*
D × P ×H × OF F=18.144, p=0.008** F=10.621, p=0.022* F=0.002, p=0.966
Table 6.7: Second helicopter experiment: Main ANOVA results for the effects of direction (D;
front/back vs. left/right), body rotations (P; platform on/off), a visual horizon (H; on/off)
and visual optical flow (OF; on/off) on the different measures of helicopter stabilization per-
formance (distance, velocity, rotations) for all 6 participants. × denotes interactions. All F
values are F(1,5).
velocity and tilt; with direction, platform and horizon/stripes as within-subject
variables. Results are shown in Table 6.8 (described in section 6.9.4.2). Some of
the effects are visualized separately in Figure 6.39.
Due to the skewed nature of the original data distributions we used the (natural)
logarithms of all measures for the ANOVAs, which made the distributions more
Gaussian-like and variances more similar in the different conditions (see Figure
6.38). Both are requirements for the ANOVA to work properly.
6.9.4.1 Direction, platform, horizon and optical flow
Table 6.7 shows the results of the four-way ANOVAs with direction, platform,
horizon and optical flow as within-subject factors, calculated separately for mean
distance, mean velocity and mean rotation angle. The data used for these ANO-
VAs is shown in Figures 6.38 and 6.39.
In this analysis, all factors had significant main effects on distance and velocity,
and all but ’direction’ also had significant main effects on rotation. Also many
interactions were significant. In the data set the ’black’ (B) condition without
platform cueing caused response measures which were much larger than in all
other conditions. This might be the reason why so many effects are significant.
Participants stabilized significantly better in the left/right direction than in the
forward/backward direction, as can be seen from mean distances and mean ve-
locities. However, they used similar amounts of rotations for both directions.
Reasons for the difference might be better visibility of lateral deviations from the
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Measure Distance Velocity Rotation
Mean F=17.972, p=0.008** F=32.69, p=0.002** F=29.874, p=0.003**
D F=247.055, p=0*** F=82.735, p=0*** F=0.844, p=0.4
P F=6.934, p=0.046* F=7.725, p=0.039* F=8.437, p=0.034*
D × P F=1.001, p=0.363 F=21.689, p=0.006** F=17.747, p=0.008**
H/STR F=2.009, p=0.216 F=12.704, p=0.016* F=11.555, p=0.019*
D ×H/STR F=88.724, p=0*** F=0.085, p=0.782 F=1.179, p=0.327
P ×H/STR F=24.067, p=0.004** F=25.19, p=0.004** F=35.738, p=0.002**
D × P ×H/STR F=2.224, p=0.196 F=0.145, p=0.719 F=0.003, p=0.957
Table 6.8: Second helicopter experiment: ANOVA comparison of the visual conditions ’horizon’
and ’horizontal stripes’ (H/STR) in combination with direction (D; front/back vs. left/right)
and body rotations (P; platform on/off) on the different measures of helicopter stabilization
performance (distance, velocity, rotations) for all 6 participants. × denotes interactions. All
F values are F(1,5).
target than forward/backward deviations, caused by the low viewing angle on
the two spheres.
Platform rotation cueing, which provided inertial cues of orientation in space,
improved stabilization performance significantly compared to visual-only stim-
ulation for all measures (red vs. blue error bars in Figure 6.39). This corroborates
the result from the first helicopter experiment. The improvement was particularly
large in the ’black’ (B) condition, and larger if an optical flow stimulus was shown
visually than if a horizon was shown. In the B condition, visual feedback for con-
trol came only from the relative motion, position and size of the two spheres. If in
this condition the platform motion was turned off, participants quickly lost con-
trol over the helicopter, and flew erratically. Many trials were interrupted once
control was lost. If, in contrast, platform rotation motion cueing was provided
in the B condition, stabilization performance was almost as good as in the other
conditions with the platform turned on.
Also the horizon improved stabilization performance significantly, and this effect
was much stronger if the platform was off than if it was on (upper row in Figure
6.39). Presenting horizon and platform rotations together (P+H) still slightly im-
proved stabilization performance for most measures, compared to the conditions
in which either only horizon (H) or only platform rotations (P) were shown. The
horizon also improved stabilization performance more for the left/right direction
(roll) than for the forward/backward direction (pitch), possibly because we are
more sensitive to horizon orientation in roll than to absolute vertical position of
the horizon in a large reference frame (the display screen).
Optical flow also improved stabilization performance (middle row in Figure 6.39).
The effect was again stronger if the platform was off than if it was on, probably
because there was not much room for improvement in the platform-on condition.
The overall best performance was reached if platform, horizon and optical flow
cues all were available (P+H+OF).
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Effect of horizon on velocity
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Effect of horizon on rotations

























Horizon and stripes on rotations
Figure 6.39: Second helicopter experiment: Visualization of selected effects of different experi-
mental parameters on the resulting distances from target, velocities, accelerations and rotation
angles. Dark red: platform on, light blue: platform off. Forward/backward distances are linked
with dashed lines, left/right distances are linked with solid lines.
6.9.4.2 Horizon and stripes
The ’stripes’ condition was included to separate the influence of horizon orienta-
tion and horizon movement on stabilization. In the ’stripes’ condition, compared
to the horizon condition, information about the absolute pitch angle is missing,
but pitch velocity, roll velocity, and roll position cues are available for both ’hori-
zon’ and ’stripes’ conditions. If the position of the horizon played a large role for
stabilization, this should show as a decrease in stabilization performance partic-
ularly for the forward/backward direction, but not the sideways direction, in the
’stripes’ condition compared to the ’horizon’ condition.
A second set of ANOVAs was used to test these effects. We used three-way
ANOVAswith direction (D), platform (P) and horizon/horizontal stripes (H/STR)
as within-subject factors. ANOVAs were calculated separately for distance, ve-
locity and tilts. Results are shown in Table 6.8 and the lower row of Figure 6.39.
Again, there are significant main effects of direction and platform, with better sta-
bilization for left/right than forward/backward, and better stabilization if plat-
232 CHAPTER 6. PSYCHOPHYSICAL EXPERIMENTS
















Figure 6.40: Second helicopter experiment: Mean Fourier amplitude spectrum of the responses,
averaged over all six participants. Conditions are: B: black, OF: optical flow, H: horizon, STR:
stripes, P: platform rotations on. For each condition, amplitudes are shown for the following
frequency ranges (from left to right): 0-0.125 Hz, 0.125-0.25 Hz, 0.25-0.5 Hz, 0.5-1 Hz, 1-2
Hz, 2-4 Hz, 4-8 Hz, 8-16 Hz, 16-50 Hz. The shown amplitudes are the sums of the amplitudes
for the frequencies in the respective ranges. The amplitudes in the ’black’ condition (B) are
not really comparable to the other conditions, since here the participant did often not control
the helicopter at all after having lost the target, or moved the joystick erratically, and the trial
was in many cases interrupted before it was completed.
form cueing was provided.
If the platform was on, the stabilization performance is virtually identical for the
two visual conditions ’horizon’ and ’stripes’. However, if the platform is off, par-
ticipants stabilize better in the ’horizon’ than the ’stripes’ condition. This effect is
significant as interaction between platform and visual stimulation condition (P×
H).
We had expected that the ’stripes’ condition would decrease stabilization perfor-
mance more in the forward/backward than the left/right direction (if the plat-
form is off). In the ANOVA, this should cause a significant interaction between
the factors ’direction’ (D) and ’horizon/stripes’ (H/STR). However, the interac-
tion D × H/STR was only significant for distances, and there it was inverse to
our prediction –left/right stabilization performance deteriorated more than sta-
bilization in the forward/backward direction, if stripes were shown instead of a
horizon. This suggests that the absolute horizon tilt is not a useful cue for stabi-
lization and that participants probably rather rely on horizon motion.
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6.9.4.3 Fourier analysis
To investigate further how the different cues influenced stabilization performance,
we analyzed the subjects’ joystick responses in the Fourier domain. Overall,
better stabilization is characterized by lower amplitudes of the participant’s re-
sponse; however, different cues might have differential impact on different fre-
quencies in the joystick movement generated. For example, if a cue provides a
more immediate measure of the current state of the helicopter, this should enable
the pilot to respond more rapidly, thereby decreasing low-frequency amplitudes,
but increasing the amplitude of high frequencies in the pilot’s response. It has for
example been reported that platform motion cueing shifts the response frequen-
cies up (see [Heintzman, 1996]).
The sampling frequency of the data was 100 Hz; for each trial, the discrete Fourier
transform is therefore based on arrays of 12000 samples, and the highest fre-
quency represented in the resulting amplitude spectrum is 50 Hz. However, the
original joystick data is sampled with only 10-16 Hz, which means that the joy-
stick data is contained in frequencies below 5-8 Hz (see below).
Figure 6.40 shows the Fourier spectra for left/right and front/back joystickmove-
ments, for different stimulation conditions (see figure caption for details). We also
computed four-way ANOVAs, separately for each frequency range, with direc-
tion, platform on/off, horizon on/off and optical flow on/off as within-subject
factors. Results are shown in Table C.3 (in appendix C).
Significant effects are found in different frequency ranges for different factors.
In particular for very low frequencies below 0.125 Hz and very high frequencies
above 2 Hz, many effects and interactions are significant. However, when exam-
ining Figure 6.40, one can see that for high frequencies above 4 Hz the amplitudes
are almost the same for all conditions, with the exception of the ”black” condi-
tion (’b’). This condition is special because participants quickly lost control, and
in turn made erratic joystick movements or ceased to control the helicopter at all,
which results in a different amplitude spectrum of joystick movements. Frequen-
cies of 5 Hz or more are also not really representing the participant’s input, since
the data there is contaminated by the fact that the joystick device sampling fre-
quency was only about 10-16 Hz. We will therefore focus on the results for the
frequencies below 4 Hz.
Comparing left/right and forward/backward directions, one can see that control
input for the forward/backward direction is higher for the lowest frequency, but
lower for frequencies above 0.25 Hz. The reason for this is probably the helicopter
dynamics; the simulated helicopter reacts much faster to sideways tilt than to
forward/backward tilt.
Significant effects of the platformmotion cueing are seen for low frequencies only,
with lower amplitudes of low frequencies when the platform is on (Table C.3). A
plausible reason why platform motion only helps for low frequency input is the
delay of the platform motion in our experiment (in the range of 0.5 seconds); it
does not provide immediate feedback of the helicopter movement which could
be used for joystick responses with higher frequencies.
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Once the platform is on, the response amplitude spectra in the different visual
conditions look very similar. Most response differences between visual condi-
tions are only visible if the platform is off. Apparently, after sufficient training,
the platform has a strong influence on the participant’s response, despite its delay.
This fits to subjective reports of the participants.
The horizon reduces the amplitudes of only the lowest frequency range below
0.125 Hz (if the platform is off). The significant effect on the frequency range of
2-8 Hz, though, is only caused by the ’black’ condition (B) being different; the
’OF’, ’H’ and ’OF+H’ conditions have quite similar amplitudes in that frequency
range.
Optical flow in the OF conditions has significant effect on the joystick response
only in the frequency range above 0.25 Hz; and there, it increases the amplitudes
(compare conditions ’OF’, ’H’ and ’OF+H’). Again the effect is only large if the
platform is off.
How are the horizon and the optical flow cue combined for joystick control if both
are available? Comparing the ’OF+H’ to the ’OF’ and the ’H’ condition in Figure
6.40, one can see that the lowest two frequencies for left/right, and the lowest
for front/back, are similar in the ’H’ and ’OF+H’ condition, whereas frequency
ranges 3-6 (0.25-4 Hz) for left/right and 2-4 (0.125-1 Hz) for front/back are similar
in the ’OF’ and ’OF+H’ condition. This suggests that the response in the ’OF+H’
condition is based on the horizon for very low frequencies, and on the optical
flow for frequencies above. These are approximately the frequency ranges in
which the two cues have significant main effects in the ANOVA (Table C.3).
Comparing the amplitude spectrum in the ’stripes’ condition (’STR’) to that of
the ’horizon’ condition (’H’), both without platform, one can see the largest dif-
ferences in the frequency range of 0.25-2 Hz, where amplitudes are lower for the
’horizon’ condition. The effect is a bit larger for the left/right direction than for
the forward/backward condition. Since the horizontal stripes provide an abso-
lute orientation cue for the roll axis, but not for the pitch axis, we had expected
that the response would be closer to the ’horizon’ condition for left/right joy-
stick responses than for forward/backward joystick responses, but this was not
the case. These results corroborate findings of the ANOVA analysis for mean
distance (section 6.9.4.2), where we also found a stronger increase for left/right
than for forward/backward distance if stripes were shown instead of a horizon.
An explanation for this might be that participants used more the motion of the
stripes for their response than the absolute stripe angle.
6.9.4.4 Individual differences
In the second experiment, we found large differences between different partici-
pants for how much different cues helped stabilization. Example response pat-
terns from two participants for the ”distance-from-target” performance measure
are shown in Figure 6.41. Most, but not all, participants produced response pat-
terns similar to participant 1. Four participants stabilized better in the platform-
on condition with optical flow information (P+OF) compared to the platform-on
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Figure 6.41: Individual differences between participants, on the example of participants 1 and
3. See Figure 6.38 for an explanation of the conditions.
with horizon condition (P+H), but two subjects showed the opposite effect. Par-
ticipant 3 was special in that he reached best stabilization for ’horizon’ (H) and
’stripes’ (STR) conditions without platform cueing (Figure 6.41, lower panels). He
reported that he tried to force himself to attend to horizon motion rather than
target sphere motion in some conditions. That his strategy in the horizon-only
and stripes-only conditions relied on visual motion and not position signals is
suggested by the fact that his front/back stabilization was equally good in those
two conditions.
This suggests that individual participants can use different strategies for stabi-
lization, for example by learning stimulus-response mapping based on different
sensory cues available during training. It appears that they can also learn to use
different strategies in different stimulation conditions.
6.9.4.5 Maximum likelihood integration?
Is it possible to infer, from the data recorded, whether the three manipulated cues
– platform rotations, horizon, and optical flow – are integrated by the participant
in a statistically optimal, maximum-likelihood-like manner (see section 5.5)?
Experimental tests of maximum likelihood estimation (MLE) in the integration of
multiple cues are usually done by measuring psychometric functions in single-
cue and combined-cue conditions [Ernst and Banks, 2002]. Small conflicts be-
tween the cues are used in the combined-cue conditions, so that both variances
and cue weights can be derived. From the response variances in the single-cue
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conditions, MLE predicts cue weights and variances in the combined-cue condi-
tion, which can then be compared to the measured responses.
In this experiment, we measured stabilization performance in single-cue condi-
tions P, H and OF (platform-only, with neither horizon nor optical flow, horizon-
only, and starfield-only), and in combined-cue conditions P+H, P+OF, H+OF(plat-
form-horizon, platform-optical flow, horizon-optical flow), and the triple-stimu-
lation condition P+H+OF with platform, horizon and optical flow. However,
since we did not introduce and manipulate small conflicts between the cues, we
do not know the cue weights in the combined conditions. We could however
attempt to test MLE predictions for response variances under multi-cue stimula-
tion. As described in section 5.5, we would use the perceptual variances in single-
cue conditions to predict the resulting variances in the combined-cue conditions
with two simultaneous cues by using formula 5.4. For triple-cue stimulation, the
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(6.17)
This formula is symmetric with respect to which of the three cues are integrated
first and then combined with the third cue.
The problem here is to derive the perceptual variances (the reliabilities of the
different sensory signals) from the performance measures. Of course the perfor-
mance measures should be correlated with the perceptual variances, so that bet-
ter perception leads to more accurate control, but how perceptual reliability and
control accuracy are related exactly cannot be easily described. The performance
measures depend on the output of the dynamic pilot-helicopter system, and the
relationships between the magnitude of sensory cues, their perceptual variance,
and measurable pilot responses might be complex and non-linear.
A first step is to formulate the helicopter pilot as a dynamical system which uses
information provided by the different cues as inputs, combines the information,
and generates a motor response (joystick movement). A second step would then
be to model the integration in more detail at the different stages of the pilot
model.
Modeling the helicopter pilot. To make the helicopter stay close to a target
position, the pilot needs to control it in such a way that it moves towards the
target. This direction, the velocity vector, is defined by the difference between the
target position and the current helicopter position. To make the helicopter fly in
the correct direction, the pilot should accelerate it in a direction defined by the
difference between the target velocity vector and the current velocity vector. For
this, the current acceleration vector has to be changed to approximate the target
acceleration vector, and so forth. This leads to a system which contains a series of
target-minus-current subtractions (see Figure 6.42).
In the helicopter simulation, the acceleration of the helicopter is approximately
proportional to its tilt position, and the tilt velocity of the helicopter is approxi-
mately proportional to the position of the joystick. The control signal, which the





































Figure 6.42: Graphical description of the circuit mechanisms underlying helicopter control in
the second experiment. Position, velocity, acceleration and jerk are meant as vectors. Velocity,
acceleration and jerk are the first, second and third derivative of displacement (’position’),
respectively, with respect to time. c describes constant scaling factors (not all are the same),
which need to contain a term 1/dt for the computation of the derivative (dt is assumed to be
constant here). Additional nonlinearities might occur along the arrows; for example, horizon
tilt position is only approximately proportional to helicopter acceleration. Target means the
to-be-attained value; ”target velocity” for example describes the velocity vector with which the
helicopter should move at that instant, opposed to the velocity with which it actually moves
(current velocity).
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helicopter pilot uses to move the joystick, therefore depends on the current heli-
copter position, velocity, acceleration, and jerk, and on the current target position
(where the helicopter should be; Figure 6.42). In this model, the control output is
joystick movement (velocity), and not joystick position. A signal for joystick posi-
tion control is already available as the difference of current acceleration and target
acceleration, but this would require absolute positioning of the joystick. The pi-
lot can probably not use absolute joystick positions because the joystick that was
used has no clear zero position, and the position of the joystick is potentially dis-
turbed by platform movements. We can however not rule out that participants
also used the acceleration difference as a signal for joystick position, but joystick
movement control should be more robust.
The different inertial and visual cues which were shown during the experiment
provide information for the current helicopter velocity, acceleration and jerk.
Each of the estimates is in some conditions based on more than one sensory cue,
which makes the integration of these cues necessary (or maybe selection of one
of the cues). Our experiment manipulated selectively which of the cues were
available in different conditions. However, since each of the cues provides infor-
mation for more than one estimate, we can not disentangle the different integra-
tion processes. This makes it difficult to examine in detail how different cues are
combined at the different stages of the sensorimotor control system for helicopter
stabilization. Further experiments need to be designed to achieve this.
Qualitative description of the integration. We can still qualitatively describe
the multisensory integration process. Stabilization performance and reliability of
the sensory feedback should be correlated. Adding cues should in all conditions
increase the quality of stabilization. Figure 6.41 shows that this is most often,
but not always the case – for participant 3, for example, adding a platform cue
(P), an optical flow cue (OF), or both (P+OF) to the horizon cue (H) decreases per-
formance, which is evidence against MLE integration of these cues for this par-
ticipant. The performance of participant 1, however, is in all cases qualitatively
compatible with MLE integration: if a sensory cue is added, stabilization perfor-
mance never decreases and gets better in most cases (measured as left/right and
front/back distances).
For participant 1, also the magnitude of the improvement seems to depend on
how helpful a cue is alone. In the upper left panel of Figure 6.41, for example,
platform alone (red error bar above ’B’) is a better cue than the optical flow cue
alone (blue error bar above ’OF’), and horizon alone is worse than both (blue
error bar above ’H’). Consistently, adding platform movement to optical flow
or horizon has a stronger effect than adding a horizon cue to platform or optical
flow. In the front/back direction (Figure 6.41, upper right panel), the platform cue
is slightly worse than the optical flow cue, and indeed adding the platform cue
to the horizon cue results in slightly worse performance than adding the optical
flow cue to the horizon cue.
The single-subject data shows MLE-contradicting effects only between H and
OF+H conditions. Participants 2, 5 and 6 showed the effect for some measures,
but only when the platform was off; performance was worse when horizon and
optical flow were available (H+OF) than when only a horizon was shown (H).
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Participant 3 showed clear violation of MLE for almost all measures (forward /
backward as well as left / right, distance, velocity, and rotation) in all compar-
isons involving the ”horizon” condition without platform (H). Adding optical
flow, platform motion, or both to the ”horizon” cue degraded performance for
this participant. Participants 1 and 4 did not show any MLE-contradicting per-
formance. This suggests that some participants, in particular participant 3, might
have used a different control strategy if the horizon was the only available cue,
which allowed them to attain better performance than what the ’standard’ con-
trol strategy would have reached in this condition. Indeed, participant 3 reported
that he tried to force himself to attend to horizonmotion rather than target sphere
motion in some conditions.
The MLE-contradicting effect – performance decrease when optical flow is added
to a horizon cue while the platform is off – can also be seen in the overall data,
for left/right velocity and roll angle (visible in Figure 6.38, upper middle and
upper right plot). In Figure 6.39 the effect is not visible because several conditions
are pooled (for example, in the upper row, conditions in which the optical flow
stimulus is on or off).
In all other cases, adding a cue does not reduce performance, but improves it
significantly in many cases. This is consistent with true multisensory integration.
Whether this integration follows the maximum likelihood principle remains to be
shown.
6.9.5 Discussion
In these two experiments we investigated how different sensory cues are used by
observers to stabilize a helicopter at a target spot.
In both experiments it was found that participants stabilized better for roll rota-
tions and sway translations (right/left) than for pitch and surge translations (for-
ward/backward). This may be caused by the helicopter dynamics, which reacts
faster to lateral than forward/backward joystick movements. Also differences
in perceptual thresholds for the two directions could entail the difference. Lat-
eral displacements of the target sphere are better visible than forward/backward
displacements, and it might also be easier to detect a roll rotation than a pitch
rotation from the horizon (a pitch of the observer only moves the horizon up or
down). A study by [Otakeno et al., 2002] has shown that detection thresholds are
lower for roll than for pitch whole-body rotations (though, while they were pre-
sented together with a visual forward acceleration, which results in a cue conflict
for roll, but not for pitch rotations, if those are interpreted as linear accelerations).
[Benson et al., 1989] did not report any significant differences of the vestibular
canal thresholds for pitch and roll rotations in darkness.
6.9.5.1 First helicopter experiment
The first experiment investigated the role of rotatory and translatory platform
(whole-body) motion cueing in stabilizing a simulated helicopter at a target. We
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found that in particular platform rotations helped the participants to stabilize,
whereas platform translations did not. This is in conflict with a study from
NASA Ames [Schroeder, 1999], which reported that translatory inertial motion
cues helped more to improve the pilot’s performance than did whole-body rota-
tions. The discrepancy might be explained by the fact that the range for physical
translations of ourmotion platformwasmuch smaller than that of theNASA sim-
ulator, and we could not present the helicopter’s trajectory veridically. Instead,
wash-out filtering had to be used, which distorted the inertial forces simulated.
Our wash-out filter was chosen ”ad hoc” and was probably not optimal in terms
of gain, delay and phase shift.
We conclude that body motion cueing can significantly increase stabilization per-
formance of a simulated helicopter, because it provides an intuitive and reliable
cue for helicopter acceleration. Human observers are not very good at perceiving
acceleration from optical flow [Monen and Brenner, 1994], and for helicopters, tilt
(pitch and roll) is an additional cue for the direction of acceleration. Immediate
feedback on tilt can therefore tell the pilot in which direction he is accelerating,
even before he can perceive the acceleration visually. The more immediate feed-
back can help the pilot to generate more lead in his control output [Hall, 1978],
resulting in better stabilization.
Possibly helicopter stabilization can dispose of the same mechanisms which are
naturally used for posture and balance, in particular if it can be based on inertial
cues. During training, participants possibly set up circuits which are tuned to
the specific characteristics of the system (likely involving the cerebellum). This is
supported by the fact that it initially takes long periods of training to reach good
stabilization performance, but re-training after one year or more is much quicker.
Helicopter pilots are also ”tuned” to the specific helicopter model which they are
used to fly and can not easily transfer this knowledge to other helicopter models.
How specific control circuits for a helicopter stabilization task are acquired dur-
ing training, under what circumstances the expertise can transfer to other dynam-
ical systems, and what neural circuits are involved, remains to be investigated.
6.9.5.2 Second helicopter experiment
In the second helicopter experiment, the influence of inertial motion cueing (plat-
form rotations) and two visual cues (horizon and optical flow) on helicopter sta-
bilization was examined.
Again, we found that platform rotations helped stabilization significantly, corrob-
orating the results from experiment 1. Also the horizon cue and the optical flow
cue improved the helicopter stabilization significantly. Integration of the two vi-
sual cues (within-modality) was not noticeably different from the integration of
visual cues with inertial cue (across modalities).
The condition without platform movements, horizon, or optical flow shows that
the information provided by two spheres is not sufficient to stabilize the heli-
copter. As reported verbally, some participants tried to infer the position and
movement of a horizon from the relative position and size of the two spheres (to
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get a better estimate of ’current helicopter acceleration’ and ’current helicopter
jerk’; see Figure 6.42), but since this estimate s very unreliable, the performance
was still a lot worse than in all other conditions. This shows that in our experi-
ment stabilization is indeed mostly based on the three cues which were manipu-
lated, and not on the position or motion of the spheres.
The interaction of the three manipulated cues was qualitatively consistent with
optimal cue integration (MLE) inmost cases (adding cues improves performance);
however, in some cases we got MLE-contradicting results. The outlier was the
horizon-only conditionwithout platformmotion, in which some participants per-
formed better thanwhen it was presented together with the optical flow stimulus,
or, in participant 3, also together with the body rotations.
This may be explained by a control strategy switch, specifically for the horizon-
only condition. In that condition (and, for participant 3, also the ”stripes” condi-
tion – see Figure 6.41, lower row), apparently a different strategy which is opti-
mized to use only the horizon cue for control can lead to performance superior to
the one which the standard strategy would attain in that condition. An interest-
ing question is why the participants did not use this superior strategy any more
when the horizon was presented together with platform rotations or the optical
flow stimulus.
Different control strategies are also an issue for pilot training in a simulator. If
trainees adopt a different control strategy in the simulator than in real flight, for
example because no proper force cues are presented in the simulator, pilot train-
ing will not transfer well to real flight [Hall, 1978]. To make the trainee adopt a
’natural’ control strategy, inertial motion cueing might be essential. The fact that
in our experiment participants readily used inertial cues for stabilization sup-
ports this assumption.
In the ’stripes’ condition we attempted to separate the influence of horizon posi-
tion and horizon movement on stabilization. Compared to the ’horizon’ condi-
tion, the ’stripes’ stimulus provides the same orientation and motion cues, with
the exception of pitch position. If horizon position was an important cue, perfor-
mance should drop in the forward/backward direction, but not in the left/right
direction, if the ’stripes’ stimulus was shown instead of a horizon. The ANOVA
results did however not show any evidence for this. The effect was even signifi-
cantly opposite for the ’distance’ measure. This suggests that horizon position is
a less important cue for stabilization than horizon motion.
We also analyzed the influence of the different stimulation conditions on the par-
ticipant’s joystick response amplitude spectrum. Different cues had significant
effects on the amplitudes in different frequency bands. Platform rotations de-
creased the amplitudes for very low frequencies below 0.25 Hz, whereas optical
flow increased amplitudes of higher frequencies above 0.25 Hz. Similar to plat-
form rotations, the horizon decreased amplitudes of very low frequencies. Plat-
form rotations had a dominant effect on the response spectrum, making it almost
independent of the visual stimulus.
It appears that multisensory integration for action, investigated in this study, is
qualitatively similar to multisensory integration for perception, which was stud-
ied in this thesis using earth-vertical rotations (sections 6.3 to 6.6). In both cases
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we did in some conditions find effects which are at least qualitatively consistent
with maximum likelihood integration, though we did not find a true quantita-
tive match. Some findings also contradict this view, for example the existence of
top-down influences in multisensory integration for perception, and evidence for
specific strategy changes in certain conditions when multisensory integration for
action is performed.
6.9.5.3 Further work
The direction of the gravito-inertial force vector was not veridical in our simu-
lation, since the platform rotations were determined only by the orientation of
the simulated helicopter in space and not by the change of the gravitoinertial
force vector induced by helicopter translations. However, since our participants
were trained on this setup, they learned to use the platform rotation to stabilize
the simulated helicopter (they also learned to compensate for the system delays).
It would be interesting to test in further experiments what impact veridical force
cueing versus rotation-only cueing has on the control performance. In the present
experiment it was not practical to use true force direction cueing because the dy-
namic simulation of the helicopter was noisy, which made the helicopter acceler-
ation signal unusable for smooth rotations.
With the Stewart motion platform, rotations can be simulated correctly, but the
motion range was too limited for veridical translation motion cueing in these
experiments. A recently acquired new setup, a simulator robot arm (KUKA Robo-
Coaster), will allow to study helicopter hovering in realistic rotational and trans-
lational motion cueing situations.
Further, it would be of interest to investigate the effect of other simulation param-
eters on stabilization performance – for example field of view, stereo projection,
cue delays, and characteristics of motion cueing and wash-out filtering for trans-
lations and rotations.
Further work should also specify the pilot model in more detail, and design psy-
chophysical experiments so that its parameters can be derived from the responses
of the participants. This should lead to a better description of the multisensory
integration processes which are obviously used by the helicopter pilot for stabi-
lization. One possibility to approach this experimentally is to introduce small
cue conflicts to derive cue weights, similar to the methods used in experiments
1-4 of this thesis. One could also attempt to gradually manipulate the reliability
of single cues, for example by blurring the horizon, using slightly moving stars,
or blurring the spheres, to see how the cue weights follow the reliabilities in the
stabilization task.
Finally, a real helicopter has of coursemore degrees of freedom andmore complex
dynamics than what was used in these experiments. For a complete investigation
of helicopter stabilization, the control task should incorporate all control devices
(cyclic, collective and pedals) and all motion axes.
Chapter 7
Discussion
The experiments in this thesis addressedwhethermultisensory perception of self-
motion can be described by a maximum likelihood integration of the available
sensory cues. This is discussed in section 7.1.1. Section 7.1.2 discusses whether
the ”tendency towards the mean”, which we found in experiments, can be inter-
preted as a Bayesian prior in the integration process.
How integration is influenced by cognitive effects like attending voluntarily to
one cue or becoming aware of conflicts between cues is addressed in section 7.2.
Of particular interest is the relationship of our attentional modulations (by task
instruction) to ”crossmodal attention” (section 7.2.1) and to integration of signals
over time (section 7.2.3). In section 7.2.4 we discuss current knowledge about
whether multisensory integration is ’pre-attentive’ and robust to voluntary atten-
tion, or whether voluntary attention might be able to influence the integration.
The issue of response strategies is discussed in section 7.3. Participants can use
different strategies to accomplish different tasks, andwhich strategy is usedmight
have an effect the measured results in psychophysical experiments. The relation-
ship between task-induced attention and response strategies is also discussed.
7.1 Multisensory integration in self-motion percep-
tion
How does multisensory integration for self-motion perception work? Can we
describe the fusion algorithm more precisely, using the experimental evidence
acquired in this thesis? Does it comply with Maximum Likelihood (MLE) inte-
gration?
[Clark and Yuille, 1990] classify integration algorithms into ”weakly coupled” and
”strongly coupled” fusion. ”Weakly coupled fusion” assumes that the individual
data sources are independent of each other, whereas in ”strongly coupled fusion”
they are not independent. For strongly coupled fusion, at least one of the data
sources influences the pre-processing of at least one other data source. Bayesian
integration and MLE integration, which can be described by a weighted sum-
mation of the individual cues with weights depending on each cue’s reliability,
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are examples of ”weakly coupled fusion” algorithms (if the final normalization
is not interpreted as an interaction between the cues). However, if we model the
integration in the dynamic case, using a Kalman filter like approach, the fusion
is classified as ”strongly coupled” since the Kalman filter adapts its internal esti-
mates based on the measured data. If modeled in sufficient detail, multisensory
integration of self-motion perception is thus a ’strongly coupled’ fusion system.
If cognitive factors are not taken into account, dynamic models, like those de-
scribed in section 5.3, can well describe how the percept of self-orientation and
self-motion arises from visual and inertial sensory cues. In particular Kalman
filters and related dynamical models have been very successful for modeling var-
ious aspects of dynamical multimodal perception of self-motion. The Kalman
filter is also closely related to maximum likelihood estimation (section 5.5), and
extends this concept to dynamic systems (section 5.6).
7.1.1 Maximum likelihood integration?
Several experiments in this thesis investigated whether the integration process
involved in the multimodal perception of self-motion can be described by a max-
imum likelihood (MLE) integration process. We found that MLE could account
for the data in some, but by far not all conditions. Task-dependent deployment
of top-down attention, which might be engaged particularly when cue conflicts
are noticed, influenced the integration. We also found response biases which de-
pended on the size of the response, which can also not be explained by MLE
integration (see section 7.1.2).
In experiment 3 (section 6.5), the only condition in which measured perceptual
variances approximately matched the MLE prediction was when participants at-
tended the visual rotation and perceived no conflict. Predicted andmeasured cue
weights were correlated, but only weakly. From these results it is unclear whether
or not the cue integration follows MLE. There are several reasons why this ex-
periment was not ideal for MLE investigation. The single-cue measurements,
from which the MLE predictions were computed, were all recorded first, and the
multiple-cue measurements afterwards. Learning effects during the experiment
might therefore interfere with the results. Also, this experiment involved active
rotations with uncontrollable trajectories. Since cue reliabilities probably depend
on the rotation velocity, this potentially generates additional noise in our weight
predictions and measurements.
Experiment 4 (section 6.6) was designed to test MLE with better controlled stim-
uli. In this 2IFC study, we could however not find any evidence for MLE in-
tegration of visual cues and body cues for self-motion. The results were fitted
much better by a model which assumes a constant visual weight of 0.86 than by
a model that used MLE predictions from the individual reliabilities of the sin-
gle cues. Also the response variances did not reach the level predicted by MLE,
but were not significantly different from the visual-only variances. These results
suggest that in this experiment vision had a dominant effect on the responses if
visual cues were available. Possibly the participants mostly used a purely visual
strategy for their responses.
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The experiments on the perception of earth vertical during accelerations (briefly
described in section 6.7) resulted in noisy data which differed a lot between par-
ticipants, but still some of the results were at least qualitatively consistent with
MLE integration. These results are discussed in more detail elsewhere (Mac-
Neilage et al. 2007, in press).
In the helicopter stabilization experiments (section 6.9) we found qualitative ev-
idence for MLE integration of the different sensory cues in the control task, with
the exception of a strategy change which some participants apparently did for
the horizon-only stimulus. Whether the integration can be described completely
with MLE is difficult to determine, because the exact relationship between cue
reliability and stabilization performance remains unknown.
7.1.2 Over- and underestimation of movements – Evidence for
Bayesian cue integration?
Over- and underestimations of rotations, which depended on the stimulation
condition and particularly on the presented turning angle, were robustly found
in experiments one (Figure 6.3, right), two (Figure 6.6, right) and three (Figure
6.12 and Figure 6.13 upper and lower right). Small rotations were overshot and
large rotations undershot, which means that the responses deviated towards a
mean value.
Size misestimations of whole-body turns have been reported before. Gross mis-
estimations of orientation can happen if participants confuse an egocentric refer-
ence frame with that of an external observer in walking [Klatzky et al., 1998], but
the effects we found in our experiments have probably a different cause.
[Mergner et al., 1996] had participants estimate rotation velocities and total an-
gles of rotations in darkness. Their participants compared the test rotations to
a ’standard’ rotation that had been presented before. A scale number had been
associated to the ’standard’ rotation and participants reported the estimated size
of the test rotation by assigning a relative number to it. In this task also consistent
underestimations of large rotations were found.
A study by [Israe¨l et al., 1996], which used an active-return paradigm like we did
in our experiments (with active returns in darkness), found results similar to ours
– small rotations were overturned and large rotations underturned.
[Ju¨rgens et al., 1999] investigated the perception of much larger upright turns
when participants were either turned passively on a rotating platform or stepped
actively. They also used two different tasks, either verbally estimating a turned
angle determined by the experimenter or targeting a requested angle (in the pas-
sive condition by stopping the rotating platform at the target angle). They found
larger misestimations and a higher response variance in the passive than in the
active condition. The largest misestimations were found in the passive targeting
condition, in which participants tended to turn large rotations not far enough.
In these studies ”small” and ”large” rotations is meant with respect to the range
of rotation angles presented, which was between 30◦ and 180◦ in the study of
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[Israe¨l et al., 1996], between 30◦ and 800◦ in the study by [Ju¨rgens et al., 1999],
and between 7.5◦ and 30◦ in our experiments. The effect of over- and underes-
timation apparently adapts to the presented stimulus range, but for very large
rotations undershoots appear to dominate, as far as one can conclude this from
these few studies.
One explanation for undershoots in reproduced turns could be that participants
are careful during active reproduction and stop early to prevent overshoots. The
stopping would occur earlier in conditions where the sensory feedback is unreli-
able. This can explain why large angles are not turned far enough, but it can not
explain why small angles are turned too far.
In a Bayesian model of cue integration, such deviations can be explained by the
influence of a prior (see section 5.5.3). The prior represents additional knowledge
about the stimuli (which is known before the sensory measurements are made).
In the rotation reproduction experiments, such a prior could represent the aver-
age (unconditioned) distribution of rotation angles which have been experienced
in the experiment so far. The weaker the combined sensory evidence in a trial is
(the lower its reliability), the more influence should the prior distribution have
on the response.
A study by [Ko¨rding and Wolpert, 2004] investigated if priors play a role in a
pointing task by manipulating visual feedback. They found that participants
learned the distribution of the prior and used it in a way consistent with Bayesian
cue integration. The influence of the prior on the response increased as the relia-
bility of the sensory cues decreased.
[Stocker and Simoncelli, 2006] investigated human speed perception by fitting a
Bayesian model to psychophysical data. The psychophysical experiment was de-
signed so that both the likelihood function and the prior could be recovered from
the data. They found that a prior which prefers low velocities could well explain
the typical finding of speed underestimations in low-contrast conditions.
These results suggest that priors indeed play a role in human perception, and this
might also apply to the turn reproduction experiments.
Even though our experiments were not designed to investigate the influence of
priors, our data shows some further evidence that rotation angle misestimations
are caused by a prior. For example in the results of experiment 3, when compar-
ing the left and right plots in Figure 6.12, which show the responses in visual-
only and platform-only conditions, one can see that the slope of the response
curves is closer to the veridical response in the visual-only condition than in the
platform-only condition. This means that the influence of the prior is larger in
the platform-only than in the visual-only condition. The visual weights found in
that study show that the visual cue had a higher reliability than the platform cue
(measured in the combined-cue conditions). This suggests that the prior has a
larger influence if the sensory cues are less reliable, consistent with Bayesian cue
integration.
Another important fact is that the over- and underestimations follow the range of
presented rotations. In experiment 1, where turns between 7.5◦ and 18◦ were pre-
sented, a zero response offset is reached for approximately 9−10◦. In experiment
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2, with rotations between 10◦ and 30◦, the zero response offset is instead reached
around 20◦. This suggests that the prior is acquired during the experiment and
approximates an average response.
Very recently, [Ju¨rgens and Becker, 2006] published a study in which they pro-
pose a model for the perception of human rotation perception, based on exper-
imental evidence, in which a ’default velocity’ represents a prior which is inte-
gratedwith sensory cues in a Bayesian framework. They found that the ’tendency
towards the mean’ is reduced when more sensory cues are available, which is
consistent with the idea that the ’tendency towards the mean’ is caused by a top-
down Bayesian prior. That article also contains a more detailed discussion of this
topic.
Further experiments need to be designed to investigate how fast the prior is
learned, if and how fast it adapts to changes of the range of presented stimuli,
and whether the combination of the prior and the sensory likelihood functions is
quantitatively compatible with true Bayesian integration.
Underestimation of large rotations (though not overestimation of small rotations)
have a known neural correlate. Head direction cells, which represent the heading
orientation in space in a population response, also underturn in sparse stimula-
tion conditions (for example if the rat is turned passively). See section 3.9 for
details.
7.1.3 Circuits for self-rotation estimation in a 2IFC task
In the psychophysical experiment described in section 6.6, a two-interval-forced-
choice (2IFC) paradigm was used. In each trial two rotations were shown to the
participant in sequence, each of which consisted of both a visual rotation and
a physical whole-body rotation. The participant had to respond which of the
two multimodal rotations had appeared larger to him, the first or the second. To
accomplish this task, the participant has to integrate the rotations over time to
compute the rotation angle, to store the first rotation in memory while the second
is perceived, to compare the two rotation angles, and, at some point, to combine
the rotation signals in the different modalities into a unified estimate. Similar
processes have to be involved in experiments 1, 2 and 3, where rotations had to
be reproduced actively.
Figure 7.1 shows four examples of different models how the brain could accom-
plish the task to compare twomultimodal rotation stimuli in a 2IFC trial. The pro-
cess obviously involves integration over time, storage of the first stimulus while
the second is observed, multimodal integration, and comparison of the two ro-
tations. There are different possibilities in what order these functions could be
applied. Figure 7.1A shows a simple model in which sensor fusion (cue combi-
nation) happens first, and the resulting signal is integrated over time. The first
integration result can then be stored in a ”back-buffer”, while the second is ob-
served. The two results are then compared to generate a response.
A somewhat different circuit emerges if singlemodalities are processed and stored
separately, and cue combination only happens when the comparison between







































































































































































































































































































































Figure 7.1: Four examples of many possible circuits the comparison of two rotations which are
presented both visually and with a whole-body turn in a two-interval-forced-choice experiment.
First one rotation is experienced, integrated over time and stored (in the ’back-buffer’). Then
the second rotation is observed, the two rotations are compared and a response is generated
(one of two buttons is pressed). Red dashed arrows symbolize the influence of attention on
cue integration. For details on the different models see text.
two stimuli is computed (Figure 7.1B). Figure 7.1C illustrates the possibility that
cue combination is not performed on the sensory stimuli, but on the results of
separate visual-visual and body-body rotation comparisons.
Things get even more diverse if the brain has the possibility to translate signals in
onemodality to signals in another modality. An example is shown in Figure 7.1D,
where body rotation cues are generated internally from visual rotation cues.
There are of course many more possibilities how translations from one value to
another could be used in the circuit, and how the circuit modules could be in-
terconnected. If top-down and crossmodal attention and tendency-to-the-mean
biases are included, things get even more complicated. Participants could even
attempt to memorize and imitate the complete trajectory, without using integra-
tion over time.
An interesting question is what neural circuits and mechanisms are involved if
the brain makes a decision based on the comparison of two stimuli, in particular
if the two stimuli are results of a signal integrated over time.
Accumulation of signals for the generation of a response has been studied in
decision making, where recent experiments suggest that a process of evidence
accumulation for each alternative is involved (see [Platt, 2002] for a review of
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the neural basis of decision making and [Smith and Ratcliff, 2004] for a review of
modeling thereof). A decision is made when the accumulated evidence for one
alternative reaches a threshold.
Time is accumulated in processes of interval estimation or reproduction. In-
terval timing in the range of seconds to minutes probably involve circuits be-
tween frontal and parietal cortex together with the basal ganglia and the thala-
mus [Buhusi and Meck, 2005]. The same structures are also involved in working
memory and voluntary attention.
It is conceivable that also the integration over time of whole-body rotation sig-
nals involves a working memory system between frontal and posterior cortex, in
which sensory stimuli, represented in posterior cortex, are integrated in frontal
neurons. The question is thenwhere the ’back buffer’ is implemented in the brain;
a likely candidate is the medial temporal cortex (see section 3.7).
7.2 Attention, conflicts and multisensory integration
A particular focus of this thesis is on the effects of ’higher’ cognitive parameters
on the multisensory integration process, in particular, attending to one of the inte-
gratedmodalities, and becoming aware of conflicts between integrated cues. Also
the selection of different response strategiesmight have an impact on the measured
responses (see section 7.3).
Different kinds of attention can be discriminated. There is endogenous (top-
down, voluntary) and exogenous (bottom-up) attention, attention to spatial lo-
cation, to features, objects and to modality, and attention can be directed overtly
or covertly. This is discussed further in sections 3.13 and 5.5.4. In the follow-
ing discussion we mostly focus on top-down attention to spatial locations and
modalities.
Even though there are a lot of studies on attention and on multisensory integra-
tion, only few are relevant for the questions addressed in this thesis. We investi-
gated the influence of attending to a modality (not attending to a spatial location or
feature), and in particular voluntary (top-down) attention (not stimulus-driven at-
tention), on the multimodal integration of stimuli simultaneously presented in the
attended and other modalities. There are many studies which investigated atten-
tion, but only few looked at the effects of attending to a modality. Most of those
do not investigate the effects on multimodal integration. On the other hand, most
studies on multimodal integration do not investigate the effects of voluntarily
directing attention to one of the modalities.
Experiments 2 and 3 in this thesis revealed clear influences of voluntary attention
to one cue on the weighting of that cue in the multisensory integration under-
lying the response. We also found evidence that the biasing effect of voluntary
attention is stronger if conflicts between the two integrated cues are noticed by
the participant. This suggests a role of higher cognitive functions in resolving cue
conflicts for robust integration.
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7.2.1 Multimodal integration and crossmodal attention
A large part of the literature on the multimodal effects of attention is concerned
with crossmodal attention. This term describes the effects that sensory cueing in
one modality has on attention in other modalities. Most studies on crossmodal
attention investigated attention to spatial location – a location in space is cued by
a stimulus in one modality and draws attention in another modality to the same
location. These effects are related to, but not the same as, voluntarily attending
to one of several integrated cues in a multimodal integration study.
Effects of multimodal stimulation on brain activity (measured in fMRI) have been
found in many cortical and subcortical areas. Results depend on which modal-
ities are stimulated, stimulus location and timing, and experimental paradigms
[Calvert et al., 2000], [Calvert, 2001], [Calvert and Thesen, 2004]. Both early and
late stages of sensory processing appear to be involved in multisensory interac-
tions. Cortical response enhancements following bimodal stimulation, compared
to unimodal stimulation, can be caused by either multimodal integration, or by
crossmodal attention effects [McDonald et al., 2001].
So what are the functional differences between crossmodal attention and multi-
sensory integration? Both change neural responses in dependence of two sensory
signals. Whereas in multisensory integration the resulting estimate is a mixture
of both signals, possibly with influences weighted by the respective cue reliabil-
ities, in crossmodal attention (with a cue A drawing attention to another cue B)
cue A should not change the estimate of cue B. A should rather help the system
to identify B as the relevant source signal for the task, which can for example
quicken the response. This effect might also be triggered by voluntary attention
to cue B without sensory cueing in another modality. This suggests that the ef-
fects of crossmodal attention and voluntary top-down attention on multisensory
integration could be similar, but that the two forms of attention differ in terms of
what source controls them.
Another difference between multisensory integration and crossmodal attention
is that (near-)simultaneous presentation of multimodal stimuli is necessary for
multisensory integration, whereas for crossmodal attention the two stimuli are
ideally presented in sequence. The influence of crossmodal attention takes time,
as has been shown in psychophysical experiments on auditory-visual integration
([Shore and Simic, 2005], [Bertelson et al., 2000b]). A sensory cue A first needs to
be processed itself before it can act as an attentional signal for another cue B. The
first stimulus would function as a cue for the location of the second one, and
subsequent attention to that location prepares the nervous system for the second
stimulus, thus enhancing its response and accelerating processing. Instructions
to attend voluntarily to one of two or more integrated cues are also given prior
to the presentation of the stimuli and might involve processes similar to those of
crossmodal attention, with the difference that attention is led to the target by top-
down processes in voluntary attention, and by influences from another sensory
modality in crossmodal attention. The neural processes mediating top-down and
crossmodal attention might include feedback from cortex to the thalamus (see be-
low). Figure 7.2 shows the possible functional circuitry involved in the processes.
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Crossmodal attention and
voluntary top-down attentionMultisensory integration
A B A B
C
Figure 7.2: Circuits for multimodal integration (left) and crossmodal attention (right, solid
arrows) and voluntary top-down attention (right, dashed arrows) using population codes.
Figure 7.3: Attention influences perception. Left: attending to vertical or horizontal black-
white stripes will make the gray patches which fall on white stripes appear brighter than the
gray patches on dark stripes. Right: Attending to vertical blue/yellow stripes will make the
white patches appear blueish, attending to horizontal blue/yellow stripes will make the white
patches appear yellowish. When looking at a white surface after fixating the yellow-blue pattern
for a while, a visual aftereffect is experienced which oscillates between horizontal and vertical
stripes.
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7.2.2 Perceptual and neural effects of top-down and crossmodal
attention
Attending to a cue, no matter whether it is triggered by crossmodal or top-down
voluntary attention, might also change the reliability of that cue, for example by
filtering out irrelevant signals. A change of cue reliabilities could, if reliability-
based integration takes place, modify the weights of cues in the integrated es-
timate. It has been reported recently that voluntary attention can indeed alter
the percept. For example perceptible increases of stimulus contrast have been
reported [Carrasco et al., 2004], [Luck, 2004], and increases of figure-background
contrast, possibly related to analysis of transparency [Tse, 2005]. In fact, I have
presented an illusion similar to the one described in [Tse, 2005] on a poster at the
Tu¨binger Wahrnehmungskonferenz TWK, in February 2004. The illusion is repli-
cated in Figure 7.3. Further evidence for the contrast-increasing effect of attention
is discussed in section 5.5.4.
Attention to a sensory modality has been investigated in many studies, but in-
vestigation of its influence on multisensory integration is relatively rare.
[Spence and Driver, 1997] review quite a few older studies on the effects of at-
tending to a modality. They argue that most of these studies suffer from un-
intended confounds; namely response priming, criterion shifts, stimulus-driven
modality shifting effects, and spatial cueing effects. The confounds arise because
these studies compared the detection of stimuli in an expected vs. unexpected
modality, and because spatially local stimuli were used. None of these confounds
are relevant for the experiments reported in this thesis. [Spence and Driver, 1997]
then conducted their own experiments, using an experimental design which is
not subject to the aforementioned confounds. In all experiments they found an
effect of valid/invalid symbolic modality cueing on the reaction time, with faster
reactions for correctly cued stimuli. This shows that attending to a modality can
improve processing of stimuli in that modality. However, these experiments did
not investigate the influence of attention to a modality on multisensory integra-
tion.
[Spence and Driver, 2004], chapter 10, and [Macaluso and Driver, 2005] review
imaging studies which showed that top-down attention to spatial location and
to modality can modulate activity in related cortical areas. If during concurrent
stimulation of two modalities one of the modalities is attended voluntarily, ac-
tivity in cortical areas related to this modality is increased and activity in areas
of the other modality may be decreased [Kawashima et al., 1999]. Some higher
areas were activated independent of modality, in particular parts of the intrapari-
etal sulcus, and it was hypothesized that these areas are involved in supramodal
attentional selection (see section 3.6.1). [Macaluso et al., 2002] also showed that
voluntarily attending to onemodality (vision or touch) selectively enhances corti-
cal activity in areas related to that modality. They could also discriminate cortical
activations elicited by attention to modality and by attention to a spatial location.
[Deutschla¨nder et al., 2002] investigated the interactions of visual and vestibular
stimulations in a PET experiment. During visual-only stimulation, they found
activations of visual cortical areas and deactivation of vestibular-related areas
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(PIVC). Activations and deactivations were opposite during vestibular-only stim-
ulations. During bimodal stimulation, both areas were activated less strongly.
They note that these inhibitory reciprocal visual-vestibular interactions can be
explained by attention shifts between modalities.
[Freiwald and Kanwisher, 2004] reviewed at what stage in the hierarchy of stimu-
lus processing in the brain attentional selection takes place, what is known about
how attention accomplishes the selection, and in what way attended and unat-
tended stimuli are processed differently. They report evidence for both early and
late influences of attention, both with respect to the hierarchical location and tim-
ing. If attention can be prepared before stimulus onset, for example by task in-
structions, it can effect very early responses to a stimulus, with a change of the
spontaneous firing rate even before the stimulus arrives. Similar results have also
been found in ERP studies.
[Fort et al., 2002] used EEG recording (event-related potentials) to investigate the
recognition of objects from unimodal and bimodal (visual and auditory) features.
They found early interactions (45-85 ms) in posterior (occipital and parietal) cor-
tex, and after that interactions in deep brain structures (105-140 ms), which they
attributed to the superior colliculus. However I find it likely that the thalamus
(pulvinar), which is in humans anatomically very close to the superior colliculus,
is the actual source. Later, effects were found in the right hemisphere in vicinity
of the temporal pole, the insula, and prefrontal cortex (170-185 ms). They also
found a strong dependency of the effects on the task (recognition vs. detection).
This suggests that cortico-subcortical interactions, which are often neglected in
imaging studies, might play a large role in crossmodal attention and multisen-
sory integration. The thalamus is closely linked to the thalamic reticular nucleus
(TRN), and it has been proposed that the TRN is the neural substrate for cross-
modal attentional effects ([McAlonan et al., 2000]; see also section 3.3).
7.2.3 Does integration over time need sustained attention?
In sensor fusion experiments that involve instantaneously perceptible stimuli
(such as when the location or number of brief auditory noise bursts coupled with
flashes should be reported) often only small effects of crossmodal attention are
found, probably because attention takes time to develop (see section 7.2.1). The
situation might be different when multimodal stimuli need to be integrated over
some time interval. This is for example the case for the perception of the size
of a whole-body rotation, which takes several seconds. To estimate the rotation
angle without fixed landmarks, the movement signals have to be integrated over
time during the turn. Here crossmodal attention processes have enough time to
develop and might influence the percept.
Sustained attention might even be necessary for the integration over time, if the
integration process is based on attentive updating of working memory. In that
case it might not be possible to integrate several cues over time separately at
the same time because cognitive resources are limited. The participant could for
example track a stimulus in one modality attentively, for example the location of
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a specific part of a changing visual scene. At the same time body rotation cues
would be largely ignored. Alternatively, he could attentively integrate rotation
force cues over time, and largely ignore visual cues.
It is still unclear whether humans can at the same time integrate several sepa-
rate stimuli over time, and to what extent they can use automatisms which do
not require limited central cognitive mechanisms (e.g., automatic spatial updat-
ing) to compute the integral of a signal (e.g., a whole-body rotation) over time.
For example there are strong limitations for how many independently moving
visual objects can be tracked at the same time [Pylyshyn and Storm, 1988], and
also other capacity limits exist (see [Marois and Ivanoff, 2005] for a review).
Some evidence for the need of attention to integrate inertial motion signals over
time comes from a study by [Yardley et al., 1999]. They used a dual-task paradigm
in which participants had to turn a chair rotating around an earth-vertical axis
back to the origin after a rotation had been presented (in darkness). While the
passive rotation was presented, participants had to perform demanding mental
tasks. Dual tasks reduced the accuracy of the return significantly, and the au-
thors concluded that attention, at least to some degree, is necessary for accurate
perception of angular turns.
In a later study, [Yardley et al., 2002] performed additional experiments to inves-
tigate whether attention is needed for the integration of vestibular signals over
time to monitor orientation, or maybe rather for encoding and keeping the stim-
ulus in short-term memory for later response. They found that a dual task only
impaired performance if their subjects were additionally disoriented by a visual
motion stimulus. When participants performed orientation monitoring accu-
rately, they were however significantly impaired in the dual task performance;
this suggests that attention has to be divided between the two tasks.
The authors argued that in the former study [Yardley et al., 1999] the interference
may have been caused by the fact that responses were not made instantaneously,
but had to be maintained in working memory. If attention is not necessary for
the integration of motion signals over time, it may be important for encoding
and/or maintenance of multimodal stimuli in working memory. This leads to
the interesting question of the relationship between multisensory integration and
working memory – are unimodal stimuli stored separately, or is a combined per-
cept held in working memory? Is the biasing of the integrated percept by vol-
untary attention happening during the encoding in working memory or during
retrieval? Further experiments are needed to clarify these issues. This topic is
also discussed in section 7.1.3.
It is not yet settled how the integration over time of body rotation signals is im-
plemented in the brain and to what extent sustained attention is necessary. There
are automatic processes of spatial updating (see section 3.10), and if they can be
engaged the amount of sustained attention needed may be limited.
7.2. ATTENTION, CONFLICTS ANDMULTISENSORY INTEGRATION 255
7.2.4 Is multisensory integration automatic and ”pre-attentive”?
Most studies of cross-modal bias and multimodal integration have been con-
ducted between visual and auditory modalities. Commonly investigated effects
are the crossmodal influence on target localization (ventriloquism) and on target
identity (for example in the McGurk effect).
[Bertelson et al., 2000b] investigated the effect of spatial visual attention on ”ven-
triloquism” (influence of a visual flash in one location on the perceived location
of a sound, in this case a sine), where healthy participants had to perform a visual
dual task at different locations. The authors assumed that the dual task draws vi-
sual spatial attention to its location, and if the ventriloquism effect depends on
deliberate visual spatial attention, it should be manipulated by the location of the
dual task. They did however not find an effect of deliberate spatial attention on
the perceived location of the auditory stimulus, but saliency of the visual cue did
modulate the ventriloquism effect. They conclude that ventriloquism is based on
pre-attentive, automatic interactions of visual and auditory cues.
This study is not directly comparable to the experiments in this thesis, since it in-
vestigated the effect of spatial attention (not attention to modality) on multimodal
integration. Also, it investigated effects on instantaneous multimodal perception,
not perception of a stimulus which has to be integrated over several seconds (see
section 7.2.3), and the study was on visual-auditory, not visual-vestibular, cue
interactions.
For participants with hemispatial neglect (see section 3.11), who do not report
(and probably do not perceive) visual targets on the left side, these targets still
have an effect on the localization of perceived direction of auditory cues (ven-
triloquism) [Bertelson et al., 2000a]. It is however unclear what processes are dis-
rupted in hemispatial neglect, and if always the same processes are involved,
since lesions in different regions of the brain can lead to hemispatial neglect
which somewhat differing symptoms. If auditory and visual stimuli were pre-
sented in the intact hemifield, patients were able to compensate for the attraction
of the perceived location of the auditory stimulus towards the location of the vi-
sual one, which suggests that voluntary attention can influence the strength of
ventriloquism.
[Dufour, 1999] showed that auditorily induced attention to a location affected vi-
sual discrimination tasks for which focused attention is assumed to be neces-
sary (conjunction task), whereas it had no effect on a simple feature orientation
discrimination task. The author interprets this result as evidence for attention-
independent early processing of stimuli, and influence of spatial attention only at
later processing stages. In this study the auditory cue only served to draw visual
attention to a spatial location, and was not integrated together with the visual cue
into a multimodal percept.
[Shore and Simic, 2005] used the congruency effect to study top-down influence on
visuo-tactile integration. A participant who has to report the location of a tactile
stimulus as fast as possible reacts faster if a concurrent visual stimulus is shown
at the same location than when a concurrent visual stimulus is shown at another
256 CHAPTER 7. DISCUSSION
location. Typically the proportion of trials with congruent and incongruent stim-
uli modulates the congruency effect: if many trials are congruent, the interference
in incongruent trials is larger than if few trials are congruent. This difference is
thought to be caused by a difference in the amount of top-down control, which
is larger if many trials are incongruent. The authors reported that the size of the
congruency effect did not differ between frequent-congruency and infrequent-
congruency blocks if visual and tactile stimuli were presented in close synchrony
(visual stimulus presented 30 ms before tactile stimulus), but that the difference
increases significantly if the visual stimulus is presented 100 ms before the tactile
stimulus. They conclude that visuo-tactile integration is immune to top-down
influences if the stimuli in the two modalities are presented synchronously, but
that top-down influence can develop if the influencing cue has enough lead (100
ms or more).
One recent study showed that the McGurk effect is also influenced by attention:
under high attentional load induced by dual tasks, the McGurk effect is signif-
icantly reduced [Alsius et al., 2005]. This suggests that attention can influence
audio-visual integration, and is even required for the McGurk effect to appear.
The experiment which is most similar to the studies in this thesis is the one by
[Bertelson and Radeau, 1981]. They instructed participants to report the location
of either the visual or of the auditory location of a visual-auditory stimulus. Par-
ticipants reported significantly different locations, even when they experienced
perceptual fusion of the two cues. However, the spatial separation of the two
stimuli was incomplete, so that responses were still influenced by the stimulus in
the ignored modality.
It has been shown that attention can even modulate activity in the lowest cortical
areas which process visual sensory stimuli (V1 / BA 17) and even the thalamus
(LGN) [Freiwald and Kanwisher, 2004]. Therefore, if multisensory integration is
a cortical process, it is very unlikely that it is ”pre-attentive”.
Taken together, these studies suggest that there are indeed automatic processes
for multisensory integration, which can for example cause ventriloquismwithout
apparent conscious awareness of the location-influencing stimulus. Voluntary
attention does though clearly have the ability to influence the integration, if it is
given enough time to develop; multisensory integration is thus not immune to
attentional influences.
7.2.5 Biased competition: Cue conflict resolution by top-down
attention
7.2.5.1 Attention and selection
Some researchers argue that multisensory integration is pre-attentive, and that
the effects of attention which were measured in the experiments reported in this
thesis, as well as the results described in the previous section, can be explained
by a later selection mechanism in a second processing stage (Figure 7.4). The
question arises whether task-induced attention, as it was used in the experiments













Figure 7.4: Schematic circuit showing the resolution of a cue conflict in a robust integration
scheme which uses attention as a selection mechanism. Conscious perception of a cue conflict
(the detection of which might itself require attention) would trigger the use of an attentional
bias to resolve the conflict. Experimental evidence though shows that if such a mechanism














Figure 7.5: Schematic circuit showing the resolution of a cue conflict in a robust integration
scheme where voluntary top-down attention biases the competition between conflicting stimuli.
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in this thesis, does influence the multisensory integration process, or whether it
’just’ influences a later ’response selection’.
If this second response selection stage is implemented as a weighted sum of
the individual cues and the optimally fused estimate (which is also a weighted
sum) with weights under voluntary attentional control, the model is functionally
equivalent to a model in which the combined estimate is directly influenced by
voluntary attention. The two models can not be easily distinguished since both
can generate the observed responses. Evidence for a decision between the two
models can however be provided by neuroanatomical, neurophysiological and
imaging experiments (see below). As already noted in the previous section, the
fact that attention can modulate activities in very early processing stages in the
brain makes it unlikely that there is a multisensory integration stage which is
unaffected by attention.
An interesting question is whether attention is the process which accomplishes in-
formation selection for further processing in the brain, or whether attention and
information selection are two independent processes. A psychophysical study
by [Remington and Folk, 2001] argues that attention and selection are two sep-
arate processes, because they found a dissociation between (spatial) ”attention”
and (feature) ”selection”. What they demonstrated can also be interpreted as a
dissociation between spatial attention and feature-based attention, which appear to
be combined AND-like. This does not contradict the assumption that attention
is the process which accomplishes information selection for further processing in
the brain.
7.2.5.2 Biased competition
There is experimental evidence that multisensory integration does not happen in
an exclusively feed-forward way, as illustrated in Figure 7.4, but that top-down
processes – feed-back from higher, multimodal areas to unimodal areas – are also
involved. Some evidence for this is reviewed by [Driver and Spence, 2000].
An example of a promising model of attention, which used top-down feedback,
is the so-called ”biased competition” model [Desimone, 1998]. The model is sup-
ported by numerous studies which showed that attention enhances relevant stim-
uli and suppresses irrelevant stimuli [Freiwald and Kanwisher, 2004]. It has been
suggested recently that biased competition could be a mechanism for global con-
straint satisfaction, which might be the underlying function for attention, working
memory, cognitive control and even consciousness [Maia and Cleeremans, 2005].
Biased competition can also model the interaction of multisensory integration
with voluntary attention.
In the biased competition model of attention, selection of a subset of information
for further processing is accomplished by top-down attention, which strengthens
the representation of the selected information. Competition between rivaling in-
formation then suppresses the non-selected information, so that only the selected
information reaches higher processing areas (Figure 7.5). It remains to be shown
whether a biased competition model, with its mutual inhibition, can implement
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Bayesian integration with maximum likelihood cue combination of two sensory
cues and an additional top-down prior set by voluntary attention.
A recent model by [Lee and Mumford, 2003] describes bottom-up and top-down
information flow in the cortex in a Bayesian framework. They claim that top-
down connections in the cortex should be seen as priors in a Bayesian framework,
and to view them as just providing an attentional bias towards one of several
sensory cues (as in the biased competition model) does not do them fully justice.
Their model is discussed in section 5.7. Similar ideas are proposed in [Rao, 2005].
It might be possible to use this framework also to model multisensory integration
and attention.
7.2.5.3 Voluntary attention and cue conflict resolution
Voluntary attention could be important in particular for the resolution of cue con-
flicts, to achieve robust integration. Conflicts between different cues can for ex-
ample arise if the observer is in an unnatural situation.1 For the integration of vi-
sual and body cues of self-motion such cue conflicts are rather common. Today’s
population is familiar with TV, cinema and computer games, where changes of
the viewpoint frequently happen without stimulation of body motion senses. Al-
ready in activities like swimming, traveling in a boat or horseback riding certain
cues for self-motion can be in conflict (efference copy and visual feedback), com-
pared to normal locomotion. Virtual reality setups are also an environment in
which self-motion cue conflicts are common.
To make the integration of several cues robust, a mechanism is needed which
resolves cases in which the cues are in conflict. Cue conflict resolution can be
accomplished by a robust integration mechanism which selects one of the cues
as valid and ignores the cues which are in conflict. Cue selection has for exam-
ple been demonstrated when large cue conflicts are presented in a visual slant
perception experiment [Porrill et al., 1999].
The influence of attention on the competition of different stimuli has been exten-
sively studied in binocular rivalry [Blake and Logothetis, 2002]. There, two differ-
ent stimuli are presented to the two eyes, only one of which is perceived con-
sciously. Which of the stimuli reaches consciousness and how long a stimulus
is consciously perceived before the percept flips to the other stimulus depends
on stimulus onset timing, saliency and voluntary attention. Also the interaction
of bottom-up attention (saliency) and top-down attention can be observed. Both
kinds of attention influence the percept, but don’t completely control it. Volun-
tary ’top-down’ attention can apparently only enhance the dominant visual per-
cept, and not the suppressed one, whereas involuntary ’bottom-up’ attention can
also enhance the suppressed stimulus. Somewhat similar effects can be seen for
stimuli with two or more alternative interpretations, like the Necker cube.
1What is ’natural’ is most likely learned by continuous observation of sensory signals. If two
sensory signals A and B both predict a third sensory signalC, the nervous system can learn which
values of A and B correspond to which value ofC. If A and B predict different values ofC, at least
one of the predictions has to be wrong, and the brain has to decide which one to trust.
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If conflicts are detected, a cognitive control system is probably activated which
resolves the conflict by means of top-down attentional biasing (”biased competi-
tion”, see above) [Egner and Hirsch, 2005], [Nieuwenhuis and Yeung, 2005]. This
probably involves projections from the right DLPFC to sensory cortex, which en-
hance activity there. These results fit well to the idea of top-down attention as a
mechanism to resolve cue conflicts, and to our finding that the influence of atten-
tion in biasing the integrated percept is larger if conflicts between the integrated
cues are detected by the participant.
7.2.5.4 Conclusions
If top-down attention works as described by the ”biased competition” model,
it is not far-fetched that it could constitute a mechanism for robust integration
during cue conflicts. Top-down attention would strengthen the representation
of the selected cue, and inhibitory interactions between conflicting population
representations of the two cues would bias the integrated percept towards the
attended cue (Figure 7.5).
Keep in mind that attention has to increase the contrast of the attended cue to
be able to bias the result in a gain-field-based multimodal fusion system towards
that cue (see section 5.5.4). If there is no conflict between the cues and thus also
no competition, also the biasing would have no effect.
This is consistent with our finding that the effect of attention is stronger if cue
conflicts are large. Since we found a significantly larger effect of voluntary at-
tention when participants were aware of the cue conflicts than when they were
not, we suggest that an attentional bias to resolve cue conflicts is at least partially
triggered voluntarily when the participant becomes aware of cue conflicts.
7.3 Response strategies
It is apparent that humans can use different strategies (input-output relationships)
when performing different tasks, for example when driving a car, catching a ball
or reading a book. They can even use different strategies to solve one and the
same task, and might do so also in psychophysical experiments.
Even if participants closely follow the instruction to use information from a se-
lected cue for their response, as in experiments 1-3, they can still use different
strategies to solve the given task. It is difficult to control those strategies experi-
mentally, and they might have an effect on the responses and cue weights mea-
sured in our experiments. This section discusses what is currently known about
response strategies, onwhat neural processes they are based, and how theymight
affect our experimental results.
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7.3.1 Strategies in psychophysical experiments
Measurements taken in classical psychophysics are determined mostly by the
characteristics of sensory organs. Such experiments investigate for example per-
ceptual thresholds for different sensory cues: for sound volume in dependency
of pitch, for identification of visual tilt and misalignment of lines, for discrim-
ination of tactile stimuli on the skin of different body parts, or for rotations of
the own body. Participants then have to report if they perceived the stimulus
or not (detection threshold), or which one of two presented stimuli had a higher
magnitude (discrimination threshold). For such simple, unimodal stimuli, the
participant has not much choice how to determine the correct response. The only
problem could be the availability of additional, unwanted cues which the partici-
pant could use instead to determine the response – for example, in a sound detec-
tion threshold experiment, if the loudspeaker also produces a weak but audible
’click’ when a sound is presented, and no ’click’ when no sound is presented.
Participants in psychophysical studies are often inclined to use such additional
cues, when available, if they appear to provide reliable information on what is
the correct response. This cue selection process appears to be semi-automatic (see
section 7.3.1.3), so that participants sometimes tend to use these cues if they don’t
pay attention, even if they have been instructed not to. It is the responsibility
of the experimenter to design the experiment in such a way that such additional
cues are not present, and that the participant has to respond to the stimulus he
should respond to.
Recently also higher cognitivemechanisms are studiedwith psychophysical meth-
ods. In this thesis, the studied ”multisensory integration” is such a higher, possi-
bly cortical, mechanism. The higher the mechanism studied, the more influence
could ”cognitive” processes have on the result. Such processes include attention,
awareness, and choice of a strategy. If responses are not made reflex-like, but
are based on conscious decisions, they are probably also influenced by current
prior assumptions, beliefs, knowledge about the experiment and instructions. In
the perception of self-motion such effects have for example been reported for the
perception of acceleration and tilt in darkness [Wertheim et al., 2001], which is in-
fluenced by knowledge about the experimental setup. When participants believe
that they are not tilted, because they have seen the setup before the experiment,
they can cognitively suppress tilt sensations.
[Israe¨l et al., 1996] found that showing an external visual reference before (not
during) a turn can improve the accuracy of turning back a subsequent turn in
darkness, whereas a visual target which is fixed with respect to the observer and
is visible during turn and return does not improve the accuracy. They argue
that this might be due to a change in strategy used by the participants which is
induced by the external visual reference (causing them to pay attention to how
they move in the environment instead of estimating forces induced by the turn).
When studying multi-sensory integration using psychophysics, stimuli in sev-
eral modalities have to be presented together. When the participant is confronted
with multimodal stimulation, he might be able to select by himself whether to at-
tend to one or the other modality, and this selection might influence his response
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in the experiment. There is no clean way around this problem, as one can (by
definition) not restrict the presented information to only one cue in a multimodal
integration study. Some studies take special care not to instruct the participant to
use any particular cue or strategy for the response, to find out what their ’natu-
ral’ way of processing these stimuli is. However, if no instruction is given which
cue to use for the response, the participant is free to choose one (or even switch
between cues during the experiment). Different participants might use different
strategies, which can make the measured results inconsistent across participants.
Such a selection of a response strategy is probably particularly prominent in psy-
chophysical studies where stimulus conditions and responses are very repetitive.
In fact, already responses to unimodal perceptions can be strongly influenced by
perceptive strategies, if they involve higher cognitive mechanisms than simple
threshold experiments. Therefore perceptual strategies are a problem for many
behavioral studies, not only those involving multimodal integration.
7.3.1.1 Preventing response strategies
[DeGelder and Bertelson, 2003] discuss the problem of participants’ strategies in
such experiments. In studies on the cue weighting in multimodal integration, of-
ten small conflicts have to be used so that cue weights can be computed. They
claim that psychophysical measurements in multisensory integration are only
valid if they ”reflect basic perceptual processes, rather than specific strategies
adopted to satisfy the demands of particular laboratory tasks”. They propose
several methods to address the issue.
The first method proposed is to use conflicts that are so small that they are not
detected by the participant. This method was used in the first and fourth exper-
iment (sections 6.3 and 6.6). The disadvantage of this method is that for very
small cue magnitude differences also the measured effects are very small (when
cue weights should be determined), and might get lost in response noise. This
also assumes that strategies only affect responses if the participant detects cue
conflicts consciously. Different participants can of course still use different re-
sponse strategies, which might influence the responses.
The second method proposed is to use indirect methods for measurement, by
clever experimental design. One example is to give the participant a different
task to perform, but to design the experiment in a way so that the response con-
tains the effect that is to be measured. Aftereffects in adaptation studies could
for example be used; this does however assume that aftereffects are indepen-
dent of cognitive influences. This has been shown to be false (see for example
[Spivey and Spirn, 2000] and [Montaser Kouhsari and Rajimehr, 2003]).
A third idea is to study the influence of consciously neglected stimuli on sen-
sory integration in brain-damaged patients. Even though some nice effects have
been found, the results are difficult to interpret, since the participants are brain-
damaged and the damage might also alter multimodal stimulus processes.
All of these approaches have disadvantages, and they all do not control for the
actual strategy used by the participant. Contrary to the approaches discussed by
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[DeGelder and Bertelson, 2003], we used a different method in experiments 2 and
3 (sections 6.4 and 6.5). The idea of these experiments was not to try to exclude
cognitive mechanisms, but to control for them as far as possible and to look at
their influence on the sensory integration process. We took advantage of the fact
that the strategy and focus of attention used in a task is – at least partially – under
cognitive control of the participant.
7.3.1.2 Assessing response strategies
Controlling and measuring cognitive processes is a challenge. Instructions that
involve a motor response, like ”where to look”, can be verified (for example by
using an eye-tracker). For instructions which are on a cognitive level this is more
difficult. Of course participants can be instructed to for example pay attention
to one modality or the other, but it can not be verified whether they actually fol-
low the instruction or not. Such a simple instruction was used in experiment 1
(”attend to the platform movement” vs. ”attend to the visual scene”). In experi-
ments 2 and 3, the participants were also instructed, but this time the instruction
was phrased in a way so that the attention to one modality was part of the be-
havioral task (”return the platform” vs. ”return within the visual scene”). We
expected that this would increase the effect of attention, under the assumption
that attention is the mechanism which selects the information for a task. In these
experiments we had to trust that the participants followed the instructions.
One way to control for strategies used by the participant in an experiment is the
application of fMRI as a measure of brain regions engaged. If the activity of
specific brain regions can be attributed to particular strategies, one can inversely
infer the strategy used from the brain activity, a method called reverse inference
[Poldrack, 2006]. For this the function and individual location of the brain areas
in question needs to be known precisely. In our case, it is of course very difficult
to combine self-motion experiments with fMRI.
In some experiments secondary tasks are used to make people look at or attend to
where they should. For example there are experiments where the participant has
to look at a small dot in the middle of the screen and press a button as soon as the
dot changes brightness. This brightness change is ideally only perceptible if the
participant really looks at the dot. This method enables the experimenter to con-
trol whether the participant really fixates, and is for example often used in fMRI
experiments. The disadvantage of this method is that attention is drawn away
from the background, which contains the actual visual stimuli of the experiment.
Attention has a significant impact even on early visual areas (see section 7.3.2),
and has an even larger effect on activity in higher visual areas. So this secondary
task possibly alters the cortical activation pattern measured.
7.3.1.3 Strategy acquisition by exploration
The acquisition of a suitable strategy to solve a given task involves the identifica-
tion of appropriate information sources and tuning of motor actions based on this
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information. This is a form of context-dependent operant conditioning or associa-
tive learning. Given a specific context, the agent has to find a behavior which will
lead to the best outcome (for example, to positive feedback). This rule is context-
dependent and therefore takes parameters of the sensory context as input and
generates a target behavior from them. It is an interesting question how usable
source parameters are identified, and under what conditions several information
sources are combined to improve the estimates of the best motor response.
In a psychophysical 2AFC or 2IFC task it is not so much the exact response which
needs to be tuned to achieve the best outcome (there are only two alternatives),
but the participant has to identify the sensory variables which can be reliably
used to decide which of the two actions leads to the positive outcome. Sensory
variables which are predictive for the outcome can in principle be identified by
computing correlations. If in each trial all sensory cues and the outcome are avail-
able, the nervous system of the participant could test all sensory cues in parallel
for correlations with the outcome and identify the best source signal. However,
this process might also be more like a serial search than pop-out of the correlated
signal, particularly if the predictive signal can only be identified after observing
its behavior over several trials.
The choice of a sensory signal as information source for a strategy appears to
be semi-automatic and semi-conscious. Even though it can be influenced by in-
structions, the identification of suitable information sources for a task can also
be based on automatically identified correlations between sensory signals and a
teacher signal. Acquisition of strategies is apparently a two-stage process, where
responses are first based on action-outcome contingencies involving the expec-
tation of an outcome, and are with sufficient training translated to stimulus-
response associations (habit learning). This is discussed further in section 7.3.2.
Whereas response rules involving action-outcome contingencies are thought to
be largely conscious, stimulus-response habits involve unconscious automatisms.
7.3.2 Neural mechanisms for strategies
The processes bywhich the brain selects sensory cues for stimulus-responsemap-
ping in a given task are not yet fully understood [Platt, 2002]. Current evidence
suggests that the implementation of response strategies involves the basal ganglia
[Yin and Knowlton, 2006] (see also section 3.4). Strategies are apparently initially
based on action-outcome contingencies. Given a certain context (environmental
situation and task), some action leads predictably to a certain outcome. This out-
come can then be anticipated in advance (which probably involves declarative
memory and the hippocampal system, see section 3.7), and constitute a reason
for the action. If trained sufficiently, habits will form, which are characterized by
a direct stimulus-response mapping without the involvement of an anticipated
outcome. Different cortico-basal loops are used for action-outcome-contingency
based actions (caudate and prefrontal cortex) and stimulus-response based ac-
tions (putamen and sensorimotor cortex). How exactly the initial action-outcome
contingencies are acquired and how the response strategy is transferred from one
system to the other during habit learning is still unknown.
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What cortical regions are involved in exploration and exploitation behavior dur-
ing the acquisition of a response strategy was studied by [Daw et al., 2006]. They
identified the striatum of the basal ganglia and ventromedial prefrontal cortex to
be involved in exploitation, and frontopolar regions (together with the intrapari-
etal sulcus) as being specifically activated during exploratory behavior. Fron-
topolar regions are thought to sit at the top of a hierarchy of frontal regions
which control goal-directed behavior at several levels by selection and applica-
tion of context-dependent sensory-motor rules. The next level below frontopolar
regions is represented by the rostral LPFC (BA 46), which is thought to select
a current set of context-dependent perception-action rules. These are then ex-
pressed in caudal LPFC (BA 44/45), where contextual signals are used to select
a sensory-motor transformation in premotor cortex (BA 6) [Koechlin et al., 2003].
[Brass and von Cramon, 2004] also found the caudal LPFC and the anterior IPS
involved in selection of task-relevant sensory information for cognitive control.
The IPS is also one of the most important cortical regions for visuospatial atten-
tion, which suggests that attention plays a role n exploration and exploitation of
strategies. The hierarchy of prefrontal regions may be paralleled by a hierarchy
of loops between cortex and basal ganglia (see section 3.4), and a hierarchy of
motivations (goals).
While response strategies for different tasks are probably expressed in frontal
cortex and cortical-subcortical loops which involve the basal ganglia, they can
also influence activity in early sensory areas. It is thought that top-down atten-
tional signals from prefrontal regions defining the strategy specifically modulate
sensory areas, so that task-relevant information is selected for further processing
(see section 7.2.5).
For example a task that is performed on a visual stimulus can modulate human
visual cortex reliably, as has been observed in fMRI [Huk and Heeger, 2000]. Ac-
tivity in certain areas (for example MT+) is increased for tasks involving discrim-
inations of stimulus parameters represented there (image motion during speed
discrimination). [Uka and DeAngelis, 2004] found that specific subgroups of neu-
rons in macaque area MT responded according to the task strategy the monkey
had learned. The monkey’s task was to discriminate visual depth stimuli, and
activity fluctuations of disparity-tuned neurons in MT were predictive for the
monkey’s response. This suggests that responses in a given task are based on
the activity of cortical neurons which code the relevant dimension.[Li et al., 2004]
showed that single neurons in macaque V1 change their response properties with
the task that the monkey performs (Vernier or bisection task), even though the
visual stimuli used are (almost) identical. The effect disappears if the monkey at-
tends away from the stimulus, which accentuates the importance of attention in
stimulus processing even in low cortical areas. This also implies that if attention
is drawn away by a dual task, even very early cortical stimulus processing may
be affected.
Different strategies can also cause the involvement of different kinds of working
memory for the task; for example if the participant uses visual working memory
versus a phonological storage strategy (internal speech) [Baddeley, 2003]. Work-
ing memory appears to be implemented in fronto-parietal loops, in particular
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between areas BA 6/44 frontal and BA 7/40 parietal, which overlaps with the
action control hierarchy described above.
7.3.3 Strategies in our experiments
In experiments 1, 2 and 3 (described in sections 6.3, 6.4 and 6.5), the task was
to reproduce a visual rotation which had been shown before. The participants
could do this using different strategies, by basing the reproduction on matching
selected sensory cues, or on matching selected variables derived from sensory
cues (for example a rotation angle computed by integrating rotation velocity over
time). The sensory cues to be used are partially, but not completely, defined by
the instruction to attend to either visual or body cues of self-motion.
When using visual cues, there are at least two strategies for the turn reproduc-
tion. Participants can either pay attention to the whole screen and estimate the
duration, maximal velocity, and ’amount of scene’ passing by and try to repro-
duce these values during active turn reproduction; or they can follow (track) a
region of the visual scene in space by using covert visual attention, and turn back
until the attended direction reaches the remembered position, or turn again for
the same angle. Adopting tracking strategies is possible despite limited lifetimes
of the image elements and also during fixation, by using covert attention.
When instructed to attend to (or reproduce) the platform motion, also different
strategies are possible. Participants can for example attempt to memorize and
imitate the force profile experienced at their feet, or they might try to visually
imagine an outside scene in which they turn, and when turning back, turn until
they face again in the originally imagined direction (or, when turning in the same
direction, turn again for the same imagined angle).
It is to be expected that using different strategies can lead to different results
in psychophysical experiments, because the reproduction is based on matching
different cues. The strategy used defines an attentional top-down bias (in the
framework of biased competition, see section 7.2.5) which is thought to select the
sensory cues which should be memorized or matched to the memorized rotation.
This top-down attention should strongly influence the weights of the different
sensory cues in the response, which we attempted tomeasure in our experiments.
If participants use different rotation reproduction strategies in different sensory
cueing conditions (rotations in the dark, visual-only rotations, combined-cue ro-
tations), and the measured reliabilities depend on the strategy used, then the
strategy switches will interfere with the attempt to verify maximum-likelihood
integration by predicting the weights and variances of the responses in the com-
bined-cue condition from the response variances in the single-cue conditions.
To make the variance of measured responses across participants smaller, it would
be favorable to instruct themwhat response strategy to use. It is however not eas-
ily possible to prevent them from using a different strategy or to assess whether
they use the instructed strategy (see section 7.3.1).
In experiment 3 (section 6.5), we asked participants after the experiment which
strategy they had used. Most participants reported that they first experimented
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with strategies, but then settled on one strategy as the task becamemore habitual.
The choice of the final strategy was (at least in their subjective impression) influ-
enced by which strategy produced better results, and which strategy was easier
to perform.
For better documentation of the strategies used, we decided to have participants
fill out questionnaires after the experiment. 13 of the 20 participants of exper-
iment 3 filled out the questionnaire, though some of them did this more than
a week after the experiment (and their answers might thus be unreliable). The
results did not show a clear relationship of reported strategy and cue weights,
which is though not really surprising given the inaccurate way of data acquisi-
tion. However, participants seem to be retrospectively aware of what strategy
they used during the experiment, so a questionnaire after the experiment might
be a promising method to investigate the effects of strategies on multimodal in-
tegration, if done properly.
Different strategies which use completely different sensory cues probably also
involve different brain areas or neural subpopulations in which the sensory sig-
nals are stored. Strategies also differ in how much cognitive effort they require
– a visual strategy based on integration of sensory signals over time may need
more effort to do the integration and to keep the result in working memory than
a tracking strategy which makes use of covert spatial attention and automatisms
of spatial updating. The latter strategy can probably rely on parietal areas for
spatial attention (presumably LIP or VIP) to represent and automatically track an
attentional direction, the same mechanism which is used to keep track of moving
objects.
Experiment four (section 6.6) showed that when subjects are not told to use a
specific sensory modality, they mostly rely on visual cues, even though when
presented with single modalities, they show similar accuracy in visual-only and
platform-only conditions. It appears that they direct attention to the modality in
which they think they can estimate the rotation better, or with less effort, instead
of automatically fusing different modalities for their (optimal) estimate. Aspects
of differential effort in using different strategies are not modeled by standardmul-
tisensory fusion models.
In the closed-loop control task used in the helicopter stabilization experiments,
cognitive influences are less prominent since the task is – at least for well-trained
subjects – solved by using more automatic sensory-motor processes instead of
memorization and matching of movements. Also in these experiments we found,
at least for some participants, an effect which can be explained by strategy switch-
ing. We did however not attempt to influence their control strategies by instruc-
tion. It might be more difficult for participants to force themselves to use an in-
structed strategy in a sensory-motor control task, where trained subjects largely
rely on automatisms, than in a more cognitive rotation reproduction task involv-
ing working memory and integration of stimuli over time.
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7.4 Multisensory integration in sensory-motor control
Any measurement in psychophysics is in fact a measurement of an action. If par-
ticipants are asked to report their perception, they need to transform the con-
scious percept into a categorical response (action), for example a key press with
the left or right index finger. Since in this case the percept is first categorized and
the category then defines a categorical action which is executed afterwards, the
action does not alter the reported percept.
The situation is a bit different in control tasks, where the participant is part of
a perception-action loop. There the consequences of actions are sensed again
by the participant, and both perception and action contribute to the control. If
for example the arm is moved while reaching, proprioceptive sensors will give
immediate feedback about the movement, and this feedback can be used to tune
the movement in different conditions.
For some tasks, perception can not be easily separated from action, for example
when estimating the size of an object by grasping it. Even though a categorical re-
sponse might be made afterwards (which of two grasped objects was larger), the
perception itself already involved perception-action loops. Also the active rota-
tion reproduction in some of our experiments involves a perception-action loop,
even though this task is less ”natural” than grasping (participants are turned pas-
sively, but control their rotation with a joystick). In experiment 4, where a 2IFC
paradigmwas used (section 6.6), perception was however purely passive and did
not involve action. The helicopter stabilization task on the other hand heavily re-
lied on perception-action loops.
Multisensory integration processes might differ in dependence of the amount of
action involved in the task. Whereas a conscious percept can be used on a high
level for decisions and planning, for example a decision which button to press
as a response, there might be additional influences of sensory inputs on the re-
sponse at lower levels of the processing hierarchy in a sensory-motor control task
(see Figures 1.2 and 3.1). It has been shown that multisensory convergence al-
ready happens at the level of the brainstem, for example in the vestibular nuclei
(see section 2.2.3), and these nuclei project back to the spinal cord. The vestibu-
lar nuclei are closely linked to the cerebellum which has important functions in
action control. The superior colliculus is another example of a subcortical area
which integrates multisensory signals for action (mostly eye movements; see sec-
tion 3.2).
Of course it wouldmake sense, both when integratingmultiple senses for percep-
tion and for action, if the brainwould always compute the best possible estimates,
by applying Bayesian cue integration methods. It could still be that cognitive
influences on multisensory integration are larger for perception than for action,
particularly if the action is performed in a control task, which could involve direct
sensorimotor loops.
We found evidence against MLE integration and observed visual dominance in-
stead, particularly in the experiment in which participants had to compare pas-
sively experienced stimuli, whereasMLE-consistent integration has been reported
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for visuo-tactile size estimation [Ernst and Banks, 2002], which involves a percep-
tion-action loop. Most results in our helicopter stabilization experiments were
also compatible with MLE, though some responses showed that some partici-
pants might switch between different response strategies in different conditions.
In a stabilization task, multisensory integration can happen at different levels
in the sensory-motor control system. Figure 6.42 illustrates this at the example of
helicopter hover control with optical flow, horizon tilt and platform tilt as sensory
cues, where multiple cues are integrated for the estimation of current velocity,
acceleration and jerk of the helicopter.
What is so special about sensorimotor control, compared to passive observation
of stimuli? [Wolpert and Ghahramani, 2000], [Wolpert and Flanagan, 2001] dis-
cuss that in sensorimotor control predictions of the consequences of actions (inter-
nal forward models) can be used. Those predictions can be learned by using the
error between the prediction and the actual result. Predictions can be combined
with sensory feedback signals to optimize the state estimation; a process also
used by Kalman filters (see section 5.6). The predictions and measurements com-
bined by the Kalman filter can be multidimensional, with different dimensions
representing sensory input of different modalities. This means that the Kalman
filter can also implement multisensory integration. Forward models can also be
used to distinguish self-generated movements from externally applied ones. In
a stabilization task, forward models can generate lead which can compensate the
delay of sensory feedback to make the control of the dynamic systemmore stable.
Instead, when passively observing stimuli, predictions for sensory cues can only
be derived from the history of the sensory information itself.
As already mentioned in section 7.1.2, [Ju¨rgens et al., 1999] compared active and
passive whole-body rotations in darkness and two different tasks (verbal estima-
tion and targeting). They found that the accuracy of the responses was worse
in passive than in active conditions, and the influence of a mean prior appeared
to be stronger in passive than in active turns. This suggests that the reliabilities
of the sensory cues are higher in experiments which involve a direct perception-
action loop compared to a passively experienced stimulus. Consequently, the
influence of priors in the active condition is reduced. In the experiments on up-
right rotations in this thesis, where we found significant influences of top-down
attention and a significant tendency towards a mean rotation angle, participants
were also moved passively/indirectly while being seated. This might be a reason
why the influences of attention and the mean prior were so strong.
7.5 Summary
We could show experimentally that for the perception of upright rotations:
• Cue reliabilities have an influence on cue weights in the integrated rotation
percept, with higher weights given to more reliable cues, which is (at least
qualitatively) consistent with MLE integration. In our quantitative tests of
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MLE integration, however, the measured cue weights did not match the
ones predicted by MLE.
• The actual cue weights are influenced by attention to a modality, and the
influence of attention appears to be stronger if conflicts between the cues are
detected than if the same conflicts remain undetected. The effect of attention
on multisensory integration might be modeled as a prior under top-down
voluntary control, extending MLE to Bayesian integration.
• Additionally we found evidence for a prior which approximates a mean
rotation angle and possibly additionally favors small rotation angles. This
is also consistent with a Bayesian integration mechanism.
• We conclude that results in psychophysical experiments on multisensory
integration are strongly influenced by attentional top-down priors which
are probably defined by the strategy which the participant uses for the re-
sponses.
• In our experiments we did not find any significant gender differences for
multisensory integration.
In the study on the simulation of believable forward accelerations we found that:
• To simulate believable forward accelerations, a pitch backwards which is
consistent with a visually shown acceleration is most important.
• For many subjects the pitch can be faster than the purported threshold of
rotation perception and is still interpreted as a forward acceleration.
• Synchronized up-down movements of platform and virtual camera had lit-
tle effect on the perceived realism of the simulation. Strong up-downmove-
ments should not be paired with low forward velocity.
• Brief forward surge movements also had only a small effect. If used to aug-
ment motion cueing, strong decelerations should be avoided.
The helicopter stabilization experiments showed that:
• Whole-body pitch and roll rotation cueing improved the stabilization more
than whole-body translation cueing; however, the translation cueing used
in our study was not realistic because we had to use strong wash-out filter-
ing.
• Platform rotations, a visual horizon, and optical flow all increase the stabi-
lization performance. Platform rotations improved performance most, op-
tical flow improved it least. In most conditions, adding cues improved sta-
bilization further. This is (qualitatively) consistent with MLE integration of
the available cues.
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• Some participants stabilized better with only a horizon available than with
horizon and platform movements or horizon and optical flow, which con-
tradicts MLE integration. A possible explanation could be that those partic-
ipants solve the task differently (using a different strategy) in the horizon-
only condition than in all other conditions.
We conclude that it is not sufficient to describe multisensory integration of visual
and vestibular/proprioceptive cues in the perception of self-motionwith a simple
maximum-likelihood model in which only the sensory cue reliabilities are used
to weight the different cues. Voluntary top-down attention, possibly determined
by the strategy which is used by the participant, as well as a tendency towards
a mean response, which is probably based on the experienced movements in the
context of the experiment, have an influence on the responses. These influences
can possibly be modeled as priors in a Bayesian framework. Also the way in
which the integration is investigated – like for example reported perception of
passively viewed stimuli or performance in a stabilization task – may have an
effect on the measured results.
The role of these influences on the multimodal perception of different kinds of
self-motion could be an interesting topic for further research.
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Appendix A
Computer Graphics Stimuli
The visual stimuli that were used in the described experiments were all rendered
in real-time usingOpenGL. The rendering application ran on a separate computer
and received data from the main program via a TCP/IP socket connection (see
appendix B). Its output was presented to the participant on a large projection
screen by use of a video projector.
In some of the experiments the participants had to wear red-cyan glasses for ana-
glyphic stereo. In others one eye was covered by an eye patch to reduce the effect
of the (wrong) distance of the projection screen when scenes were displayed that
were much further away than the image on the screen. When viewing with only
one eye, the participants could not use convergence of the eyes during fixation as
a cue for distance.
A.1 Starfields and triangle fields
The experiments that studied upright rotations used random visual stimuli. In
the first study (see section 6.3) a random-dot starfield was simulated (see Figure
A.1). The dots were placed randomly within a spatial cube of 3m× 3m× 3m. The
virtual camera was positioned in the middle of this cube. The camera was only
rotated, not translated during the experiment. The dots had an asynchronous
limited lifetime of 100 frames. This means that each dot was randomly displaced
after about 1.2 seconds (every 100 frames), but not all dots at the same time. This
was done to prevent participants from memorizing and remembering dot pat-
terns and with this absolute orientations within the visual scene. Every dot had
its own lifetime counter, and the counters were initialized randomly between 0
and 100 at program start. In every frame each counter was reduced by one, and
when a counter reached 0 its dot was displaced and the counter was reset to 100.
We used fogging to black with distance (linear from 0.5m to 3m).
After the first experiment we noticed that the visually presented random scene
was not very convincing. In an upright rotation without translation there is no
parallax between the dots, so the depth of the scene was completely lost (except
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Figure A.1: A screenshot of the limited-lifetime starfield stimulus that was used in the first
experiment.
Figure A.2: A screenshot of the three-dimensional triangle field as presented on the motion
platform projection screen. If you watch this with red-cyan glasses, the red filter should be
in front of the left eye. You then see the fixation cross closer to you than the triangles. The
stereo effect is different than on the motion platform as the assumed interocular distance is
wrong in this scaled screenshot. As this is an original screenshot optimized for the projector,
in print the color channel separation between the eyes may be suboptimal (if you look at the
image with red-cyan glasses).
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for different star brightness depending on distance) and viewers were inclined to
interpret the simulated rotation in the visual scene as simple sideways motion of
some projected dots that had nothing to do with their own orientation in space.
To increase the believability that the visual display represented an outside scene,
in later experiments (described in sections 6.4, 6.5 and 6.6) a three-dimensional
random scene was used instead. It has been shown that a stronger feeling for
self-motion (vection) can be induced if the moving scene is in depth behind some
attended stimulus (in our case the fixation cross) [Kitazaki and Sato, 2003]. Also
the frame of the screen is closer to the observer than the simulated starfield, so
the participant can have the impression of a ’window’ on an ’outside scene’.
Anaglyphic (red-cyan) stereo was chosen because it allowed the presentation of
stereoscopic scenes without special equipment like active shutter glasses or a sec-
ond projector and polarization filters. The participants were only required to
wear red-cyan color glasses. As we only needed a random scene and color was
not important, it was no drawback that with anaglyphic stereo no colored ob-
jects could be presented. Shutter glasses on the other hand are often used in
psychophysical experiments, but it is unclear whether the fact that images are
presented alternately in time to the two eyes has an influence on the visual per-
ceptual processes. Shutter glasses would also have caused considerable flicker
due to the limited frame rate of the projector used.
First tests with anaglyphic random-dot stimuli showed that viewers had difficul-
ties to find pairs of corresponding dots in the display to see stereo, as all dots
looked similar. Therefore we chose to use small triangles instead of dots. This
made it much easier to fuse the scene in stereo. Those triangles had random
shape and orientation in space, and also limited lifetime (see Figure A.2).
Psychophysical experiments showed that an impression of self-motion is im-
proved if a fixation point in front of the participant (stable with respect to the ob-
server) is fixatedwhile amoving scene is presented ([Dichgans and Brandt, 1978],
[Fushiki et al., 2000]). Therefore we used a fixation cross that appeared slightly in
front of the projection screen, and the random triangles went from approximately
the projection screen distance up to three meters distance into the screen. The real
seen distance of the objects in the scene is somewhat variable as it depends on the
interocular distance of the participant. For the upright rotations in our exper-
iments this is no problem as the displayed angular motion of visual targets is
independent of distance.
The red and cyan colors were adjusted to the projector characteristics to minimize
crosstalk between the two stereo images. Also the background color was adjusted
to yield equal lightness in both eyes and to prevent rivalry effects between the
eyes.
A.2 Spectral Texturing
To study translations in virtual space a structured groundplane stimuluswas used.
The special multi-layer rendering method for the groundplane was called ”Spec-
tral Texturing” and presented as a sketch at the Siggraph conference 2003.
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A.2.1 Introduction
For the experiments concerning horizontal accelerations to study the gravitoin-
ertial illusion, a visual stimulus was needed that shows a large ground plane
on top of which the forward acceleration would take place. Traveled distances
would be comparable to those of starting airplanes. The distance of the camera to
the ground plane could vary between about 1m and 1000m. Therefore a graphical
stimulus was needed that fulfills the following requirements:
• The ground plane should be a very large flat surface, preferably so large
that its edges will not be seen during the simulation.
• The ground plane should provide optical flow for the translations. It is
therefore necessary to cover the ground plane with fine structure (texture),
which should be well visible at all viewing distances.
• This fine structure should preferably be random, and not look too artificial
– not cause visual artifacts like aliasing, or visible patch repetitions.
• The scene should be rendered by using OpenGL in real-time (preferably in
full frame rate, 60 - 70 Hz) on a standard PC with a state-of-the-art graphics
card.
It was clear that a normal texture could not fulfill all of these requirements. A
texture has a limited size and resolution. A texture that would be of required
size (about 10 × 10 km large) and still provide fine details when viewed from
a distance of 1 m would be incredibly large (in the range of several hundred
gigabytes). If a smaller texture was used and enlarged to 10 × 10 km, the fine
structure would be lost when the texture is seen from close up, and with this also
the induced optical flow would be lost. If the smaller texture was not enlarged,
but tiled, the tiles and repetitions in the texture pattern would be visible from a
large distance, giving an artificial look to the ground plane.
This is not the only problem that is faced when using textures with variable
viewing distances. Additional problems arise from the fact that both texture and
screen can only display a certain spatial frequency range.
When a texture is seen from very close, the texture pixels get larger than the
screen pixels. Then there will be visible artifacts – either little blocks of equal
color, or, if the texture renderer interpolates the texture pixel colors in large mag-
nifications, loss of detail.
When the texture is seen from far away, the pixels of the texture will be much
smaller than the pixels of the screen. This can cause aliasing, if the highest fre-
quencies present in the texture are higher than the limit spatial frequency dis-
playable by the screen (sampling theorem). To overcome this problem, a method
called ’mip-mapping’ can be used for real-time rendering. For this, successively
smaller versions of the original texture are pre-calculated, using low-pass filter-
ing, and used at larger distances. At a very large distance, though, if the complete
texture patch fits into one screen pixel, all screen pixels will get the average color
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Figure A.3: A multi-scale texture, consisting of five layers of semi-transparent smoothed ran-
dom noise at different scales. The texture used for all layers is just 512 × 512 pixels large and
tiles seamlessly. The layers are blended using the formula 0.5 ·background+0.5 · f oreground.
The layers are rendered smallest scale first, then larger and larger, to largest scale. This re-
sults in a texture with an amplitude spectrum close to the natural 1/ f , as the lowest spatial
frequencies will have the highest amplitude.
Figure A.4: The same image as Figure A.3, with the only difference that now the transparency
of the layers is controlled by a transparency texture which is derived from the color texture by
an emboss filter.
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of the texture patch and the texture disappears completely towards the horizon.
To get rid of all of these problems we chose to use several layers of texture at
different scales, which are blended using transparency. Each layer uses interpo-
lation if the texture is magnified too much, and mip-mapping if it is scaled down,
so that it will fade out to a constant color outside of the distance at which it can
encode the texture structure well. As the different layers scale the texture dif-
ferently, they ’fade in and out’ at different distances, so that in combination they
show texture structure at every distance. Blurriness of the texture in large-scale
layers will be covered by the texture layers with a smaller texture scale. Recip-
rocally, repetitions of the texture tiles at small scale will be covered by the lower
spatial frequencies of the texture layers at large scale.
Figure A.3 shows a groundplane which is rendered using the above principles
with five layers of a grey random texture, which tiles seamlessly. It can be ren-
dered full-screen at full frame rate by a state-of-the-art pc graphics card without
any special extensions like pixel- or vertex-shaders. It is very large and provides
fine detail at all viewing distances, and does not have the drawbacks discussed
above.
It could be called a ’fractal’ texture, as it is self-similar across scale, and indeed it
resembles some fractal terrain height maps (if the lightness value is used as the
height of a heightmap) [Mandelbrot, 1982].
This texture already fulfills all of the requirements listed above. It looks already
quite nice, though not very realistic. Surprisingly, it can still be improved consid-
erably, and even more surprising, with almost no effort.
A.2.2 Spectral Texturing
What is special about Spectral Texturing? The trick is to blend the layers by using
textured transparency maps instead of using a constant blending factor. Today’s
graphics cards support this feature, and it is also part of the OpenGL 1.1 standard.
Apart from that, the rendering method is equal to the one described above. If
such a textured transparency channel is used together with the texture patch used
in Figure A.3, this results in the texture shown in A.4.
Figure A.5 shows a desert-like groundplane with a five-layer spectral texture
(top). The texture of all five layers is the same low-pass filtered random noise
texture tile of 512*512 pixels (bottom left), which tiles seamlessly. The texture
contains a textured transparency channel (bottom right), which has been gener-
ated by applying an emboss filter to the color texture. The transparency channel
of the texture also loops seamlessly.
Each layer provides a certain band of spatial frequencies for the final texture.
By using textured transparency channels, statistical dependencies between the
frequency bands can be introduced. The transparency map of each layer defines
where the previously rendered layers (containing higher frequency components
of the texture) will be visible. It can, for example, make the amplitude of higher-
frequency content depend on the phase of the texture layer’s color map, as in
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Figure A.5: A five-layer spectral texture (top), and color and alpha channels used for this
texture (bottom)
Figures A.4 and A.5. In these images the transparency channel is derived from
the color texture by using an emboss filter. This introduces a ’bump-map’ like
appearance of the texture as it defines a light source direction.
All spectral textures here are rendered from high frequency towards lower fre-
quency layers. The layer with the highest frequencies is rendered first, and layers
with lower and lower frequencies are semi-transparently rendered on top. There-
fore the amplitude of the highest frequencies is attenuated most in the resulting
image, and the overall amplitude spectrum of the resulting spectral texture is
close to 1/ f , as in natural images (see [Simoncelli and Olshausen, 2001]). By ren-
dering the texture in this sequence, it is always the (phase of the) lower frequen-
cies that control the amplitudes of the higher frequencies (and not vice versa).
Figures A.11 shows series of screenshots that illustrate the multi-layer approach
of spectral texturing. The left column shows the single texture layers, increasing
in scale from top to bottom – from top to bottom layers 1,2,3,4 and 5. The right
columns show the results of combining the texture layers – from top to bottom
layers 1; 1 and 2; 1, 2 and 3; 1, 2, 3 and 4; and all five layers. There is an untex-
tured gray plane behind the ground plane, which causes the transparent parts of
the texture layers in the left column to appear grayish. Note how the combined
texture in the right column loses its repetitive features and gains complexity from
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Figure A.6: Schematic view of the effects of the different layers in a spectral texturing on
providing different spatial frequencies and covering the artifacts of other layers. Texture layers
are represented by horizontal blue bars. Adjacent red areas stand for artifacts which the texture
layer causes in other spatial frequencies. The transparent blue areas symbolize the covering of
artifacts by particular layers for particular spatial frequency ranges.
top to bottom.
In this example there are 64x64 tiles per km2 at the smallest scale; at the largest
scale the texture tile is stretched over 10x10 km. This results in a virtual texture
size of 3276802 pixels (a texture of 10x10 km at a resolution of approximately 3x3
cm per pixel). In texture memory, such a texture would take up 300 GB. As a
spectral texture, it uses just 1 MB, but rendering needs five textured layers.
Both mip-mapping and bilinear filtering are used to assure smoothness of the tex-
ture at all magnification levels. The textures themselves are low-pass filtered to
such a degree that they do not produce artifacts when magnified. As the different
layers of the spectral texture are magnified differently at the same distance, they
also go into mip-mapping and bilinear interpolation at different distances. This
results in a texture which has fine detail at a large range of distances without pro-
ducing aliasing artifacts (see Figure A.6).
A.2.3 Spectral Texturing in Fourier space
Figure A.7 shows how the spatial frequency spectrum of a spectral texture arises
from several texture layers. Image patches of a spectral texture are shown in the
upper row. They have been blended by a Gaussian mask to reduce artifacts in
the Fourier transform. The lower row shows the same patches in Fourier space.
Here, lowest spatial frequencies are in the middle of each image, with increasing
frequencies towards the border. Amplitudes of frequencies are coded as bright-
ness.
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Figure A.7: Patches of spectral texture in image space (top) and Fourier space (below). Left:
a spectral texture; middle: one of its lower frequency bands, right: one of its higher frequency
bands. The original images are windowed to black to remove artifacts caused by image borders.
Amplitudes of the Fourier transform are coded by brightness. The Fourier transform of the
middle image shows high amplitudes (white) in the middle of the transformed image (low
frequencies). The Fourier transform of the right image contains a grid of frequency peaks,
which is caused by the repetitions of the texture patch. If all layers are combined, the resulting
Fourier spectrum contains all frequencies (left lower image).
Figure A.8: More examples of real-time spectral textures
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The right column shows the texture layer with the smallest scaling. As the texture
tile is repeating, the Fourier transform of the image is also repetitive. The bright
spot in the middle is an artifact caused by the black blending mask. This layer
provides a grid of high frequencies to the final texture’s spectrum.
In the middle column are a larger-scaled layer of the spectral texture and its
Fourier transform. Note that here the high amplitudes are more concentrated
at the middle of the Fourier image, where the low frequencies are.
The left column shows the complete texture and its Fourier transform. Here, the
spatial frequencies of all five layers complement each other to fill the complete
spatial frequency spectrum.
As the Fourier transform is a linear transformation, the linear blending of several
textures equals linear blending of their Fourier transforms. However, when using
a textured transparency map, the case is less simple.
A.2.4 Spectral Texturing compared to other texture generation
methods
The goal of most approaches to generate textures, like [Heeger and Bergen, 1995]
and [DeBonet, 1997], is different from that of spectral texturing. Their goal is
to generate images which are stored in memory and used as textures. Spectral
texturing, on the other hand, has the advantage that the texture emerges on the
screen after rendering of several planes which consist of just a small, repeating
texture patch, and does not require storing the whole resulting spectral texture
in texture memory. Thus, with spectral texturing it is possible to render textures
in real-time which have a virtual size much larger than what any graphics card
could handle.
Using a detail texture is a method commonly used in computer games and other
real-time applications. This method has, like spectral texturing, the advantage
of not requiring the storage of the complete rendered texture in texture memory.
Detail texturing uses a second texture layer which appears when the surface is
viewed from close up. However, detail texturing does not make use of models of
statistical dependencies by alpha channels, and uses normally only one layer of
detail texture. The idea of spectrally composing a texture from several frequency
bands is not attributable to detail texturing. Still it is the method which comes, to
my knowledge, closest to spectral texturing.
Splatting / bombing of textured surfaces with overlapping and blending texture
patches is also a method commonly used in computer games. A number of tex-
ture patches are dispersed more or less randomly over the surface which has to
be textured and generate a seamless covering of the surface by alpha-blending
the single patches at their edges. The result is a very large, non-repetitive texture,
which is limited in resolution by the number and size of the texture patches. It
might be possible to combine this approach with spectral texturing, if the final
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texture is generated by ’bombing’ several texture layers at different resolutions
using appropriate alpha channel textures.
In 1984, Lewis [Lewis, 1984] described a texture generation method which he
called sparse convolution. The basic idea is to convolve a texture patch with a
sparse set of dots, which is the same thing as overlaying texture patches posi-
tioned at all locations of dots in the sparse dot set. This comes very close to, if it
is not exactly the same as, themethod described above as ’splatting’ or ’bombing’.
Texture Particles [Dischler et al., 2002] are a relatively recent method to cover arbi-
trary surfaces with texture. They extend surface ’bombing’ by extracting typical
texture elements, called particles, from a reference texture, as well as the statis-
tical spatial dependencies (relative placements on the texture in co-occurrences)
between those particles. Using this information, they can render similar textures
by ’bombing’ a surface with particles in spatial arrangements similar to those of
the original texture.
What none of these methods do, in contrast to spectral texturing, is the composi-
tion of a target texture from a set of frequency bands in real-time, using textured
layers with alpha channels that model statistical dependencies between the dif-
ferent bands of spatial frequencies.
A.2.5 Extensions and limitations
A.2.5.1 Possible extensions
• In all examples presented in this document and in the main sketches and
applications document we used the same texture tile for all layers, which
results in a self-similar or fractal characteristic of the texture. In some exam-
ples the different layers are slightly varied in color and transparency by us-
ing a glColor() command before rendering each layer. This makes the texture
more vivid. By using different textures for different layers the versatility of
the method can be increased further.
• All examples shown use an alpha blending formula f oreground∗α+background∗
(1−α) where α is defined by the transparency map of the foreground tex-
ture. Other blending modes are supported by OpenGL, which could lead to
other interesting results.
• In spectral texturing, we have control over the amplitude of different fre-
quency bands. Therefore we can approximatively control the frequency
content of the texture in real-time by changing the opacity of the layers.
This could be used for motion blur and focus plane effects.
• Texture synthesis systems gain considerable modeling power by utilizing
’steerable pyramid’ decompositions instead of a simple Laplacian pyramid
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scheme (see, for example, [Heeger and Bergen, 1995]). Spectral texturing
as described in this Siggraph publication does not use steerable pyramids,
because this would require more than one alpha channel. With two alpha
channels, one that controls the amount of horizontally and another that con-
trols the amount of vertically oriented texture waves, one could compose
more complex spectral textures, at the cost of more textured layers. Un-
fortunately standard OpenGL does not support multiple alpha channels. It
might be possible to implement this by using pixel shader programs.
• Extensions to the third dimension could be done if a volume texture is ren-
dered. With this, multi-layer volume rendering of grass, hair or even trees
could be possible.
• A method similar to spectral texturing could be used to generate complex
3D meshes in real-time, for example height fields.
• Even larger ranges of resolution can be created if layers of different spatial
frequencies are displayed depending on the distance fromwhich the texture
is seen. In this manner, even infinite zooms are possible (see below).
• The examples shown were all generated by manually adjusting the texture
parameters. Currently we are working on a method to analyze a given im-
age for its statistical properties, and to use these properties to generate tex-
ture tiles and mixing parameters for a similar-looking spectral texture. For
the analysis a method similar to the one shown in [DeBonet, 1997] could be
used.
A.2.5.2 Limitations
• Alpha blending can control the relative amplitudes but not the relative phase
of layers. Which part of the higher-frequency layers will be visible through a
transparent hole in the lower-frequency texture layer is random. Therefore
structures as sharp edges and cracks, where the phases of all frequencies
would align, are hard to generate. Still they are possible to a certain degree
by using appropriate texture tiles that already incorporate such structures;
see for example the upper right screenshot in Figure A.8.
• Contrast is another important issue. When alpha blending as described
above is used, every new layer multiplies the previously rendered layers
by (1−α), which reduces their contrast. Still it is possible to get textures
with reasonable contrast, as Figure A.11 shows (unmodified screenshots).
• Using an emboss filter to generate the alpha channel from the color chan-
nel adds quite a bit of realism to the resulting texture, because it produces
structures that can be interpreted as bumps and dents in an environment
with a directional light source. The light source direction of these ’bump
map’ structures is fixed by the texture tile’s alpha channel, and changing
the direction would require its recalculation.
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These limitations might be overcome by advances in real-time rendering capabil-
ities of 3D graphics cards, such as pixel shaders.
Figure A.9: Schematic visualization of the amplitude spectrum of a Shepard tone and Shepard
zoom over time. Low frequencies are faded in, move upwards in the spectrum and are faded
out when they get too high. This is the case for a rising Shepard Tone and an infinite ’zoom
out’ of the spectral texture.
A.2.6 An infinite texture zoom
One of the most commonly known auditory illusions is the Shepard Illusion or
Shepard Staircase [Shepard, 1964]. The Shepard Staircase exists of a series ofmelodic
sounds, which appear to have a continuously rising or falling pitch, but nonethe-
less the sequence never leaves the audible frequency range. There is also a ver-
sion of the illusion which uses a single sound with continuously increasing or
decreasing pitch (here called Shepard Tone, sometimes also called ’Risset scale’).
Even though the tone is perceived as just one sound with a complex spectrum, it
is actually the sum of several sounds (for example sinewaves) at octave distances.
To produce a sound with – perceptually – continuously rising pitch, all of these
component sounds are pitched up. Sounds that get too high to be audible are
faded out, and new sounds are faded in at very low frequencies (see Figure A.9).
This procedure can be continued forever.
Spectral Texturing allows us to generate a visual version of the Shepard Illusion.
Here we do not simulate a continuous scaling of sound wavelengths, but of spa-
tial frequencies of a texture. This results in a texture which appears to zoom in or
out continuously, while staying self-similar.
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Figure A.10: Activation of visual areas in an anesthetized monkey (Macaca Mulatta) in a 4.7
Tesla fMRI scanner. Bottom: Activations of the standard ’polars’ stimulus used to activate
visual areas, compared to black screen, Top: Activations elicited by a rotating and zooming
spectral texture, which changes direction every second, compared to black screen. Exper-
imental parameters (block design; block durations of stimulation and blank) were equal in
both experiments. The fractal texture activations were recorded immediately after the polar-
stimulus activations. Threshold is set conservatively to p= 0.001. The activations elicited by
spectral texture stimulation are seen consistently in visual areas (V1, V2 and lower MT / V4t).
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The method to generate this zoom is straight-forward. The texture is composed
in spectral-texturing-like manner from a set of texture layers, each one providing
a different band of spatial frequencies. For a ’zoom into the texture’, for example,
the layers are all zoomed larger and larger. If a layer gets too large, it is faded
out, and faded in again as a layer with highest spatial frequencies (texture scaled
down). During the zoom one has to take care that the rendering sequence of the
layers is not mixed up (smallest scale rendered first, than larger and larger scaled
layers on top).
The infinite zoom generates very potent visual motion after-effects. It was exhib-
ited in the ’DemoNight’ at the VSS 2004 Conference in Sarasota/Florida, and will
also be shown in the ’Brainfair’ exhibition in Zu¨rich in May 2005.
Neural receptive fields in macaque monkey MST were tested using this stimulus
in the laboratory of R. A. Anderson at Caltech. They showed that the zoom-
ing texture reliably activates neurons in area MST, and the activation is zoom-
direction-dependent (Zoltan Nadasdy, pers. comm.). Still images of spectral tex-
tures, shown in human fMRI, activate different visual areas in dependency of the
frequency content of the texture (Christian Altmann, pers. comm.).
Preliminary fMRI experiments in anesthetized monkeys (Remifentanil (Ultiva)
anesthesia) in the lab of Nikos Logothetis showed that zooming and rotating
spectral textures typically produce a stronger activation of visual and motion-
related cortical areas than the usual ’Polars’ stimulus used for that purpose, which
is a circular black-and-white chess pattern. Typical activation patterns are shown
in Figure A.10.
In his column in the IEEE Computer Graphics and Applications journal, Andrew
Glassner reported his attempts to generate a visual Shepard illusion which did
not turn out quite as well as he had hoped [Glassner, 2005]. He liked the solution
by using spectral textures (A. Glassner, pers. comm.).
A.2.7 Conclusion
Spectral textures provides us with an excellent ground plane for our experiments.
It looks naturalistic, can be rendered in real-time, is very large, has high detail at
a very large range of distances and does not produce aliasing artifacts. A second
spectral texture is used in experiments to render a cloudy sky.
Many spectral textures look strikingly real. It seems that the human brain readily
interprets such structures as rocks, clouds, or fog. In addition spectral textures
produce very strong visual motion aftereffects. This hints to the possibility that
the brain might extract such higher statistical dependencies between frequency
bands to characterize textures. Since spectral texturing gives one control over the
amount and kind of frequencies and dependencies in the texture, spectral tex-
tures could prove to be a powerful tool for examining the mechanisms of human
texture perception.
Spectral Texturing is based on a simple idea – overlaying differently scaled tex-
tures, which contain textured alpha channels, to generate amore complex texture.
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Despite its simplicity, the method produces very impressive results.
The limitations of the method are not yet clear, and many still unexplored ex-
tensions are possible, as described above. Spectral texturing can definitively be
used to simulate different sorts of clouds, gravel, stone, concrete, mud, vegeta-
tion, and other naturalistic textures with random and fractal characteristics in
real-time. Therefore this approach should be especially advantageous for 3D
computer games and VR environments. While it may prove to be too computa-
tionally expensive to be used everywhere in a complex scene, spectral texturing
may become a simple standard method to render, for example, a large and good-
looking sky above a 3D scene in real-time applications.
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Figure A.11: Spectral texture - single (left) and combined layers (right).
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Appendix B
The Motion Lab
This chapter gives an overview of the Motion Lab at the Max Planck Institute for
Biological Cybernetics, which was used for the psychophysical experiments re-
ported in this thesis. The setup is described in more detail in the thesis of Markus
von der Heyde [von der Heyde, 2001].
Figure B.1: Right: Schematic view of the motion platform with projection screen, projector
and seat for the subject. Left: Actual view of the seated subject on the platform. During the
experiment the subject is completely enclosed by a black curtain box.
Figures B.1 and B.2 show the basic setup of the motion lab. It consists of a six-
legged Stewart platform (CueSim, England) on top of which a participant is seated
in front of a projection screen. The platform can be moved in all six degrees of
freedom in a certain range (all axes of rotation: pitch, roll, yaw; all translation
directions: up/down, left/right, front/back). The possible range in each direc-
tion and angle is not independent of motions in other directions and angles. For
upright yaw rotations without any other motion, for example, up to ±55◦ were
used, for forward translations up to 0.5m. The legs of the platform are electrically
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Figure B.2: The motion platform can be rotated and translated freely (in a certain range).
driven (by servo motors). This allows very accurate positioning, but the elec-
tric motors have the disadvantage of causing sounds and vibrations of the setup
during movements.
We did not want participants to be able to use sound or vibration cues as a basis
for their judgments of self-motion. Therefore they had to wear special active-
noise-cancellation headphones. Amixture of noise and sounds recorded from the
actual platform was played through them so that the participant could not hear
the sounds the platformmade duringmotion. Also, subwoofers (called ’shakers’)
were installed under the subject’s seat and foot plate. During experiments a noise
sample was sent to them to cover the vibrations caused by the platform motors.
The legs of the motion base can not be moved arbitrarily fast. The platform
drivers automatically filter the position data which is sent to the platform server
so that the motion is smoothed. Unfortunately this causes a noticeable delay of
the platform motion. This delay was in the range of 200 - 300 ms. To compensate
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Figure B.3: Structure of the devices of the Motion Lab that were used in the described
experiments. The main experimental computer, on which the main program of the experiment
runs, connects to several client computers that are responsible for different devices during the
experiment.
for the platform delay, the visual scene was delayed artificially by 200 ms during
experiments, so that inertial and visual stimuli appeared synchronous.
The seat for the participant can be moved forward and backward as well as up
and down. During rotation experiments it was for example placed so that the
participant’s head was in the axis of rotation.
The projection screen is curved, which is advantageous for experiments using
upright rotations. A flat screen can be mounted in front of it, which is favorable
for experiments that simulate translations or use anaglyphic stereo. The field of
view of the projection was 86◦× 65◦ during most of the experiments (see exper-
imental descriptions). We used a projected resolution of 1024*768 for all of the
visualizations. The visualized field-of-view of the scene on the projection screen
was adapted to the viewing distance.
For security reasons, the participants had to wear a seatbelt during the exper-
iment. There was also an emergency-off-button next to their seat which they
could press at any time and which would immediately stop the platform. The
experimenter also had an emergency-off-button in his reach and was not allowed
to leave the control desk while the platform was running.
The main program of the experiment runs on the main experimental computer
(Figure B.3, left). When the experiment is started, the main program connects, via
TCP/IP connections, to three client programs that run on different computers. It
exchanges data with its clients with a rate of 100 Hz.
This modular design of several computers and programs that communicate via
a local network allows that different experimental programs can use the same
device clients. For example, all described experiments use the same joystick and
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platform client. Also the visualization programs are often shared by different
experiments.
This also easily allows exchanging the clients controlled by the main program. It
is for example possible to use a virtual version of the motion platform instead of
the real device. The virtual platform runs in an OpenGL window and visualizes
which movements the platform would do, and can be connected by the exper-
imental program exactly like the real platform. That is very useful for testing
experiments before they are run on the real platform.
The main program outputs spoken audio messages to the participant’s head-
phones and can be controlled by keyboard input of the experimenter. The back-
ground sound for the headphones and shakers also runs on the main experimen-
tal computer, but it is not controlled by the experimental program. A task in the
background plays previously recorded samples in a loop.
During the experiment the main programwrites the responses of the participants
into files on the hard disc. These files are later analyzed using statistics applica-
tions likeMatlab or SPSS.
Apart from the main program, also the graphical visualization program needs to
be implemented by the experimenter, if he doesn’t use an existing visualization
program. This program receives data about the current position and orientation
as well as additional data about the scene to be displayed from themain program.
See appendix A for a description of the visualization programs developed for the
experiments in this thesis.
Appendix C
Supplementary tables
Subj. Visual Platform Surge Surge Up-down Up-down Time in
nr accel. pitch size acc./dec. amp. freq. exp.
1 0.359*** -0.396*** 0.048 0.038 0.022 -0.117 -0.026
2 0.611*** 0.171 0.109 0.002 -0.065 0.012 0.034
3 0.246** 0.109 -0.025 -0.043 0.088 -0.097 0.030
4 0.765*** -0.031 0.088 0.073 0.206* 0.031 -0.143
5 0.646*** 0.259** 0.147 0.098 0.123 0.140 0.082
6 0.076 -0.057 0.047 -0.053 0.040 0.002 0.096
7 0.694*** 0.073 0.020 -0.116 -0.012 0.140 -0.001
8 0.065 0.393*** -0.036 0.019 0.053 -0.189 0.000
9 0.344*** 0.128 -0.211* 0.127 -0.071 -0.084 0.087
10 0.188 0.253** -0.056 -0.055 -0.032 0.040 -0.109
11 0.368*** -0.278** -0.060 0.056 -0.039 -0.095 -0.015
12 0.476*** -0.413*** 0.060 -0.037 0.038 -0.025 0.142
13 0.408*** -0.211* -0.104 0.030 0.063 0.019 0.084
14 0.426*** -0.704*** 0.064 0.145 -0.109 0.087 0.052
15 0.392*** -0.012 -0.006 -0.042 -0.007 -0.101 0.024
Table C.1: Analysis of the forward acceleration simulation experiment (section 6.8): Corre-
lation coefficients (r-values) of the responses with individual parameters, for each participant
separately. Coefficients which are significant (Bonferroni corrected for 7 comparisons) are
marked by stars. p-thresholds for one, two and three stars are 0.00714, 0.00143 and 0.000143
respectively.
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Subj. Visual Platform Surge Surge Up-down Up-down Adjusted
nr accel. pitch size acc./dec. amp. freq. R Square
1 .332 -.372 .258
2 .628 .218 .415
3 .265 .144 .070
4 .758 .176 .612
5 .628 .245 .131 .479
6
7 .691 -.129 .118 .502
8 .375 -.140 .164
9 .352 .140 -.208 .154 .184
10 .169 .239 .082
11 .40 -.318 .227
12 .455 -.388 .370
13 .394 -.179 .190
14 .370 -.673 .627
15 .403 -.136 .162
Table C.2: Analysis of the forward acceleration simulation experiment (section 6.8): Stan-
dardized beta coefficients of the multiple regression analysis and adjusted R Squares for all
participants (the latter describes the variance which is explained by all significant factors to-
gether). Only significant factors are listed.
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Measure 0-0.125 Hz 0.125-0.25 Hz 0.25-0.5 Hz 0.5-1 Hz
Mean F=344.491, p=0*** F=129.824, p=0*** F=198.669, p=0*** F=189.832, p=0**
D F=24.067, p=0.004** F=2.259, p=0.193 F=39.044, p=0.002** F=12.899, p=0.016*
P F=56.748, p=0.001*** F=23.179, p=0.005** F=1.341, p=0.299 F=1.997, p=0.217
D × P F=0.306, p=0.604 F=4.633, p=0.084 F=0, p=0.997 F=3.512, p=0.12
H F=21.971, p=0.005** F=0.715, p=0.436 F=0.238, p=0.646 F=0.967, p=0.37
D ×H F=81.154, p=0*** F=2.836, p=0.153 F=1.644, p=0.256 F=1.873, p=0.229
P ×H F=12.6, p=0.016* F=0.32, p=0.596 F=0.704, p=0.44 F=0.173, p=0.695
D × P ×H F=95.568, p=0*** F=1.528, p=0.271 F=1.314, p=0.304 F=0.994, p=0.365
OF F=5.64, p=0.064 F=6.449, p=0.052 F=54.657, p=0.001*** F=68.286, p=0***
D × OF F=41.73, p=0.001** F=5.512, p=0.066 F=10.486, p=0.023* F=1.251, p=0.314
P × OF F=5.426, p=0.067 F=5.532, p=0.065 F=20.707, p=0.006** F=4.221, p=0.095
D × P × OF F=85.013, p=0*** F=0.191, p=0.681 F=13.794, p=0.014* F=0.308, p=0.603
H × OF F=5.77, p=0.061 F=0.359, p=0.575 F=0.334, p=0.589 F=1.831, p=0.234
D ×H × OF F=56.927, p=0.001*** F=0.473, p=0.522 F=0.164, p=0.703 F=0, p=0.999
P ×H × OF F=6.38, p=0.053 F=0.519, p=0.503 F=0.026, p=0.878 F=0.108, p=0.756
D × P ×H × OF F=62.437, p=0.001*** F=0.031, p=0.868 F=0.22, p=0.659 F=0.79, p=0.415
1-2 Hz 2-4 Hz 4-8 Hz 8-16 Hz
Mean F=373.523, p=0*** F=4057.632, p=0*** F=16176.393, p=0*** F=8061.85, p=0***
D F=23.227, p=0.005** F=257.17, p=0*** F=2678.92, p=0*** F=457.193, p=0***
P F=3.404, p=0.124 F=0.115, p=0.748 F=17.164, p=0.009** F=2.064, p=0.21
D × P F=5.861, p=0.06 F=10.015, p=0.025* F=13.596, p=0.014* F=15.618, p=0.011*
H F=0.862, p=0.396 F=8.692, p=0.032* F=17.008, p=0.009** F=10.15, p=0.024*
D ×H F=0.218, p=0.66 F=3.458, p=0.122 F=39.28, p=0.002** F=7.333, p=0.042*
P ×H F=0.479, p=0.52 F=8.706, p=0.032* F=19.836, p=0.007** F=11.227, p=0.02*
D × P ×H F=0.14, p=0.724 F=9.822, p=0.026* F=29.658, p=0.003** F=7.11, p=0.045*
OF F=59.412, p=0.001*** F=48.93, p=0.001*** F=30.792, p=0.003** F=52.12, p=0.001***
D × OF F=0.008, p=0.93 F=8.452, p=0.034* F=4.139, p=0.098 F=9.997, p=0.025*
P × OF F=10.462, p=0.023* F=37.138, p=0.002** F=28.005, p=0.003** F=46.135, p=0.001**
D × P × OF F=0.682, p=0.447 F=4.607, p=0.085 F=2.332, p=0.187 F=7.526, p=0.041*
H × OF F=2.582, p=0.169 F=14.991, p=0.012* F=18.097, p=0.008** F=15.41, p=0.011*
D ×H × OF F=1.103, p=0.342 F=12.061, p=0.018* F=16.278, p=0.01** F=9.157, p=0.029*
P ×H × OF F=1.74, p=0.244 F=15.04, p=0.012* F=25.237, p=0.004** F=16.776, p=0.009**
D × P ×H × OF F=0.012, p=0.918 F=3.471, p=0.121 F=16.27, p=0.01** F=9.236, p=0.029*
Table C.3: Results of the second helicopter experiment (section 6.9): results of the ANOVA
analysis of the joystick movements, analyzed separately for different frequency ranges. Within-
subject factors were direction (D; left/right or front/back), platform (P; off or on), horizon
(H; off or on), and optical flow (OF; off or on). All F values are F(1,5).
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Appendix D
Abbreviations
2AFC Two-alternative-forced-choice. Paradigm for psychophysical ex-
periments, where in each trial two stimuli are presented (at the
same time) and the participant has to respond which of the two
had appeared to him larger, faster, louder, etc. (depending on the
varied stimulus parameter).
2IFC Two-interval-forced-choice. Paradigm for psychophysical experi-
ments, where in each trial two stimuli are presented in sequence
(one after the other) and the participant has to respond which of
the two had appeared to him larger, faster, louder, etc. (depending
on the varied stimulus parameter).
AES Anterior ectosylvian sulcus. A multimodal, vision-related area in
the cat cortex, the macaque or human analogue of which is not
known. Input from AES to the SC is necessary for multimodally
enhanced responses in SC neurons.
AIP Anterior intraparietal area. An area in the intraparietal sulcus
which is important for the control of hand shape in grasping.
ANOVA ”Analysis of Variance”. A statistical analysis used for psychophys-
ical data analysis to calculate significance of measured effects.
ATN Anterior thalamic nucleus
BA Brodman Area. A numbering scheme of different brain areas based
on morphology, developed by K. Brodman in 1909
BG Basal Ganglia. Collective term for a set of subcortical nuclei,
consisting of Striatum (Caudate, Putamen, Nucleus Accumbens),
Globus Pallidus, Substantia Nigra, and Subthalamic Nucleus.
BOLD The BOLD effect (blood oxygenation level-dependent) signal is the
basis of fMRI tomography.
CM Centrome´dian nucleus of the thalamus.
DLPFC Dorsolateral prefrontal cortex
DP Dorsal pulvinar nucleus
DTN Dorsal tegmental nucleus
ERF Cumulative Gaussian ”Error function”. Defined as the integral of
−∞ to x over a Gaussian.
ERP Event-related potentials. Brain activities measured in response to
events (stimuli) in electroencephalography (EEG).
300 APPENDIX D. ABBREVIATIONS
FEF Frontal eye field, located in the dorsolateral frontal lobe (BA 8). Im-
portant for the control of eye movements.
fMRI Functional magnetic resonance imaging. A method to measure ac-
tivities in the living brain, by using the relatively different magnetic
properties of oxygenated and deoxygenated blood (BOLD effect).
GPin Internal part of the globus pallidus of the basal ganglia.
GPex External part of the globus pallidus of the basal ganglia.
HD cells Head direction cells. Neurons that are active whenever the animal
is oriented in a particular spatial direction.
IPS Intraparietal sulcus. A sulcus in the parietal lobe which contains
several areas that encode coordinate systems for perception and
action (AIP, LIP, MIP, VIP).
LGN Lateral geniculate nucleus of the thalamus. Transmits visual sig-
nals from the retina to V1.
LIP Lateral intraparietal area. Area in the intraparietal sulcus which
codes the location of current visual attention and influences the
production of saccades.
LMN Lateral mammillary nucleus
LOC Lateral occipital complex. A region in the posterior lateral human
brain which is defined by its reaction to visual objects presented in
fMRI experiments. Might be a region homolog to the inferotempo-
ral cortex (IT) in macaque monkeys.
LP Lateral posterior nucleus of the thalamus
LPFC Lateral prefrontal cortex (BA 44, 45, 46)
LTD Long-term depression. Long-term decrease of synaptic strength,
induced by pre- and postsynaptic activity in a specific time win-
dow.
LTP Long-term potentiation. Long-term increase of synaptic strength,
induced by pre- and postsynaptic activity in a specific time win-
dow.
M1 Primary motor cortex, BA 4.
MIP Medial intraparietal area. An area in the intraparietal sulcus which
is important for the control of arm movements in reaching.
MLE Maximum likelihood estimation. The ”optimal” weighted average
of two or more sensory signals that measure the same value.
MST Medial superior temporal area; can be splitted into a dorsal (MSTd)
and a lateral part (MSTl). Neurons in MST react to patterns of mo-
tion in the visual field, like expansion or contraction with a specific
center. Adjacent to area MT
MT Medial temporal area in the cortex. Neurons there are tuned to
different (linear) motion directions in the visual field, and to inte-
rocular disparities.
PET Positron emission tomography. A method to measure activities in
the living brain, by use of radioactive marker agents which are cou-
pled to local oxygen consumption.
Pf Parafascicular nucleus of the thalamus.
PFC Prefrontal cortex.
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PreM Premotor cortex (the lower, lateral part of BA 6).
PSE Point of subjective equality. Experimental condition in which two
presented stimuli are perceived as ”equal”.
PIVC Parieto-insular vestibular cortex.
RBody ”Return platform” or ”Reproduction of platform rotation”. An ex-
perimental condition used in some of the psychophysical experi-
ments described in this thesis, in which the participant’s attention
is focused on body cues of a rotation.
RVis ”Return visual scene” or ”Reproduction of visual scene rotation”.
An experimental condition used in some of the psychophysical ex-
periments described in this thesis, in which the participant’s atten-
tion is focused on visual cues of a rotation.
SC Superior Colliculus
SNc Substantia nigra pars compacta. Central nucleus of the dopamin-
ergic system. Innervates the striatum of the basal ganglia.
SNr Substantia nigra pars reticulata. Part of the basal ganglia. Projects
to the thalamus and superior colliculus.
STD Standard deviation. In this dissertation mostly the σ of a Gaussian
distribution.
STN Subthalamic nucleus of the basal ganglia.
TPJ Temporoparietal junction. A cortical area at the lower anterior end
of the parietal lobe and the posterior-dorsal end of the temporal
lobe. Important area for attention and the perception of space. Le-
sions of this area can cause spatial hemineglect.
TRN Thalamic reticular nucleus. Sheet-like structure of the thalamus
which receives collateral inputs from thalamo-cortical and layer
6 cortico-thalamic projections. Contains inhibitory neurons which
project back to thalamic relay nuclei.
VA Ventral anterior nucleus of the thalamus.
VIP Ventral intraparietal area. An area important for head movements
and the encoding of near-personal space
VL Ventrolateral nucleus of the thalamus.
VOR Vestibulo-ocular reflex. A reflex that uses sensory information from
the vestibular canals to stabilize the eyes during head movements.
VP Ventral pulvinar nucleus
VPL Ventral posterior lateral nucleus of the thalamus
VPM Ventral posterior medial nucleus of the thalamus
V1 Primary visual area in the cortex, corresponds to BA 17
V2 Secondary visual area in the cortex, corresponds to BA 18
V4 A higher visual area defined in the brain of the macaquemonkey as
part of BA 19; it probably also has a human homologue. Is involved
in the processing of shape and color.
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