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Tutkielmassa esitellään Eulerin gammafunktio ja siihen liittyviä keskeisiä tuloksia. Gammafunktio
on kertomafunktion yleistys reaaliluvuille lukuun ottamatta ei-positiivisia kokonaislukuja. Tutkiel-
ma liittyy matemaattisen analyysin alaan, joka käsittelee reaaliarvoisia funktioita. Tutkielmassa
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Kertomafunktion yleistäminen oli 1600-luvulla merkittävä interpolaatio-ongelma, jota pohtivat
monet suuret matemaatikot. Vuonna 1729 Euler ratkaisi ongelman esittämällä gammafunktion
äärettömänä tulona ja seuraavana vuonna esitti sen integraalimuodon. Tämä integraalimuoto
esitellään nykyisin yleensä ensimmäisenä, kun puhutaan gammafunktiosta.
Tutkielman alussa perustellaan, miksi gammafunktio on sellainen kuin se on. Gammafunktion eri
esitysmuotoja esitellään kronologisessa järjestyksessä tukeutuen oivaltaviin näkökulmiin, minkä
jälkeen gammafunktio määritellään tarkasti. Gammafunktioon liittyvät keskeiset lauseet todis-
tetaan. Tärkeimpänä lauseena Bohrin-Mollerupin lause, jonka mukaan kaikista kertomafunktion
yleistyksistä vain gammafunktio on logaritmisesti konveksi.
Viidennessä luvussa todistetaan gammafunktiolle Weierstrassin tuloesitys, johon liittyy oleelli-
sesti myös Eulerin-Mascheronin vakio. Weierstrassin tuloesitystä käytetään tutkielmassa muissa
todistuksissa. Tämän jälkeen esitellään joitakin esimerkkejä ja sovelluksia. Gammafunktiota
sovelletaan erittäin laajasti monilla aloilla. Se on keskeinen työkalu toki analyysissä, mutta
myös tilastotieteessä, todennäköisyyslaskennassa ja lukuteoriassa. Tutkielmassa esitellään vain
osa näistä sovelluksista. Gammafunktion avulla saadaan laskettua myös n-ulotteisen pallon tilavuus.
Tutkielman lopuksi esitellään kompleksiarvoinen gammafunktio. Luvussa esitellään myös gamma-
funktion yhteys Riemannin zetafunktioon. Tämä analyyttisen lukuteorian sovellus on gammafunk-
tion yksi tärkeimmistä sovelluksista.
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Luku 1
Johdanto
Erityisesti 1600-luvulla interpolaatio-ongelmat olivat keskeisiä ongelmia ma-
tematiikassa ja moniin ongelmiin saatiinkin ratkaisu. Esimerkiksi kokonais-
lukujen summalle löydettiin yksinkertainen kaava S(n) = n(n+1)
2
, joka siis
määrittelee summan 1 + 2 + 3 + ... + n. Vaikka kaava on vain luonnollisille
luvuille, voidaan kokeilla mitä tapahtuu, kun siihen sijoittaa ei-luonnollisen
luvun. Nyt saadaan vastaus järjettömään kysymykseen: Kuinka paljon on
ensimmäisten pi:n lukujen summa? Kaavaan sijoittamalla luku pi se antaa
kysymykseen yksikäsitteisen vastauksen.
Eräs interpolaatio-ongelma oli kuitenkin jäänyt ratkaisematta lukuisista
yrityksistä huolimatta. Ongelmana oli löytää funktio, joka yleistää kertoma-
funktion reaaliluvuille. Tätä ongelmaa pohtivat muun muassa matemaatikot
Daniel Bernoulli (1700-1784) ja James Stirling (1692-1770) onnistumatta sen
ratkaisussa.
Sveitsiläinen matemaatikko Leonhard Euler (1707-1783) tarttui tähän on-
gelmaan ja hän oli ensimmäinen, joka johti yleistyksen kertomafunktiolle. Hä-
nen johtamat tulokset on esitetty kirjeenvaihdossa saksalaisen matemaatikon
Christian Goldbachin (1690-1764) kanssa.
Interpolaatio-ongelmien lisäksi Euleria innosti integraalilaskennan keskei-
nen asema matematiikassa, mikä johti gammafunktion tunnetuimpaan muo-
toon, sen integraaliesitykseen, Γ(x) =
∫∞
0
tx−1e−tdt. Nykyisin suuri osa kir-
jallisuudesta esittelee gammafunktion tässä muodossa.
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Tutkielman lähtökohtana on lähestyä kertomafunktion yleistystä selkeästi
kohti gammafunktiota ja perustella, kuinka gammafunktion esitysmuotoihin
pääsee. Tämän jälkeen esitellään gammafunktioon liittyviä keskeisiä tuloksia.
Tärkein näistä on Bohrin-Mollerupin lause, jonka mukaan gammafunktio on
ainoa logaritmisesti konveksi funktio, joka on myös kertomafunktion yleistys.
Gammafunktiolla on yhteyksiä moniin tärkeisiin funktioihin, kuten beta-
ja sinifunktio, joiden ominaisuuksia esitellään tutkielmassa.
Gammafunktiota sovelletaan todella paljon eri matematiikan aloilla. So-
velluskohteita löytyy niin todennäköisyyslaskennasta kuin lukuteoriasta. Tut-
kielmassa näistä esitellään gamma- ja betajakauma ja Stirlingin kaava. Mie-
lenkiintoisena yksityiskohtana gammafunktion avulla lasketaan n-ulotteisen
pallon tilavuus.
Tutkielma käsittelee reaaliarvoista gammafunktiota, eikä kompleksiana-
lyysin tietoja tarvita. Luvussa 11 esitellään gammafunktion yleistys komplek-
siluvuille, mutta tuloksia ei todisteta. Lisäksi näytetään gammafunktion yh-
teys zetafunktioon ja siten myös analyyttiseen lukuteoriaan.
Lukijalta oletetaan esitiedoiksi analyysin perustiedot. Tähän sopivat esi-
merkiksi Helsingin yliopiston kurssit Analyysi I ja Analyysi II. Käytetyt pe-
rustulokset oletetaan tunnetuiksi ja niihin viitataan vain epäsuorasti. Nämä
tulokset on esitetty ja todistettu lähteessä [2].
Tutkielman päälähteenä on käytetty Emil Artinin kirjaa The Gamma
Function [1]. Kuvat olen tehty GeoGebra-sovelluksella [15], ellei toisin mai-
nita.
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Luku 2
Intuitiivinen lähestymistapa
Yleensä gammafunktio esitellään vain antamalla erikoinen integraalifunktio
sen kummemmin perustelematta mistä se tulee. En ole löytänyt kirjallisuu-
desta yhtään esitystä selkeälle lähestymiselle gammafunktioon, mikä toimi
motivaationani etsiä sellainen.
Tässä luvussa esitellään hyvin yksinkertaisella ja intuitiivisella tavalla,
kuinka gammafunktion pystyy johtamaan. Luvussa gammafunktio johdetaan
siinä järjestyksessä kuin se on historiallisesti esitetty ja vaiheet ja ajatukset
niiden taustalla pyritään esittämään selkeästi. Eulerin tulokset ovat tulleet
ilmi kirjeenvaihdossa Goldbachin kanssa [4], eikä niissä kuvata kovin tarkas-
ti niihin johtaneita idoita, joten tässä tutkielmassa käytetyt tekniikat eivät
välttämättä ole samoja kuin mitä Euler käytti vaan osa on kirjoittajan omaa
pohdintaa tai muista lähteistä.
2.1 Kertomafunktio
Määritelmä 1. Funktio f : N→ N on kertomafunktio, jos
1) f(0) = 1,
2) f(n+ 1) = (n+ 1)f(n).
Tällöin merkitään f(n) = n!
5
Määritelmästä seuraa, että n! = n(n− 1)(n− 2) · · · 3 · 2 · 1.
Kuvassa 2.1 on ensimmäisiä kertomafunktion arvoja. Arvot kasvavat hy-
vin nopeasti, mistä esimerkkeinä 5! = 120, 10! = 3628800 ja että luvussa 100!
on peräti 158 numeroa.
Kuva 2.1: Kertomafunktion arvoja
Suoraan kertomafunktion määritelmästä huomataan tärkeä ominaisuus,
jonka mukaan
(n+ 1)! = (n+ 1)n!. (2.1)
Kuvassa 2.1 on kertomafunktion f(n) = n! arvoja muuttujan n kokonais-
lukuarvoilla. Interpolaatio-ongelma on siis löytää jokin kuvaaja, joka kulkee
näiden pisteiden kautta. Onkin helppoa muodostaa funktiota jotka toteutta-
vat kertomafunktion kokonaislukuarvot; riittää vain sovittaa jonkinlainen ku-
vaaja, joka kulkee kertomafunktion pisteiden kautta. Haastavaksi ongelman
tekee muodostaa funktio, jolla olisi käytännöllisiä ominaisuuksia. Funktion
tulisikin olla hyvin käyttäytyvä.
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2.2 Tulomuodon johtaminen
Tässä luvussa esitellään hyvin yksinkertainen havainto, joka johtaa Eulerin
vuonna 1729 johtamaan kertomafunktion yleistykseen. En ole löytänyt vas-
taavaa lähestymistapaa kirjallisuudesta, mutta sen ollessa näin yksinkertai-
nen uskon Eulerin lähestyneen aihetta vastaavalla tavalla.
Käyttämällä ominaisuutta 2.1 havaitaan
(t+ n)! = (t+ n) (t+ [n− 1]) · · · (t+ 1) t!, (2.2)
Missä t ja n ovat kokonaislukuja. Kun t on paljon suurempi kuin n, saadaan
tätä yhtälöä arvioitua termeittäin pienemmäksi ja suuremmaksi, jolloin saa-
daan epäyhtälöpari
t!(t+ 1)n ≤ (t+ n)! ≤ t!(t+ n)n. (2.3)
Nyt voidaan muokata epäyhtälön oikeaa puolta muotoon
t!(t+ 1 + n− 1)n = t! (t+ 1)n
(
1 +
n− 1
t+ 1
)n
.
Kun t kasvaa rajatta, lähenee termi n−1
t+1
nollaa, jolloin epäyhtälöparista 2.3
seuraa
(t+ n)! = lim
t→∞
t!(t+ 1)n. (2.4)
Toisaalta kun tarkastellaan luvun n kertomaa, saadaan
n! = n!
(n+ 1)(n+ 2) · · · (n+ t)
(n+ 1)(n+ 2) · · · (n+ t) =
(n+ t)!
(n+ 1)(n+ 2) · · · (n+ t) .
Sijoittamalla tähän yhtälö 2.4 saadaan
n! = lim
t→∞
t!(t+ 1)n
(n+ 1)(n+ 2) · · · (n+ t) , (2.5)
joka on täsmälleen sama muoto, kuin jonka Euler esitteli vuonna 1729 [4].
Tämä muoto on hieman erilainen kuin myöhemmin johdettava vastaava tu-
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lomuoto 4.6, mutta niillä on kuitenkin sama raja-arvo.
2.3 Eulerin ensimmäinen integraali
Euler esitteli johtamansa tuloesityksen kertomafunktion yleistykselle kirjees-
sään Goldbachille 15.10.1729. Tämä tuloesitys todella on ratkaisu interpolaa-
tio-ongelmaan, mutta Euler ei tyytynyt siihen, vaan eritystapaus n = 1
2
kiin-
nitti hänen huomionsa. Tällöin muodostuu hyvin tunnettu sarja, jonka johti
englantilainen matemaatikko John Wallis (1616-1703). Wallisin sarja on tu-
loesitys luvulle
pi
2
=
∞∏
k=1
4k2
4k2 − 1 (2.6)
Jakamalla tämä kahdella, saadaan tilanne, joka helpottaa hieman seuraava
vaihetta. Tällöin
pi
4
=
(
2 · 4
3 · 3
)(
4 · 6
5 · 5
)(
6 · 8
7 · 7
)
· · · =
∞∏
k=1
2k
2k + 1
2k + 2
2k + 1
.
Eulerin havainto oli muokata yhtälöä 2.5 ja sijoittamalla siihen luku 1
2
, jolloin
x! = lim
k→∞
k!(k + 1)x
(x+ 1) · · · (x+ k) =
∞∏
k=1
(
k + 1
k
)x
k
k + 1(
1
2
)
! =
∞∏
k=1
(
k + 1
k
) 1
2
(
4k2
(2k + 1)2
) 1
2
=
( ∞∏
k=1
2k
2k + 1
2k + 2
2k + 1
) 1
2
=
(pi
4
) 1
2
.
Näin Euler sai laskettua arvon puolen kertomalle1. Euler havaitsi tässä koh-
taa yhteyden integraaleihin huomaamalla, että luku pi
4
on yksikköympyrän
1Huomioitavaa on, että Euler muutti myöhemmin gammafunktion määrittelyjoukkoa
siirtämällä sitä yhdellä, joten
(
1
2
)
! = Γ
(
1 + 12
)
=
√
pi
2 , mutta tästä tarkemmin luvussa 3.
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neljänneksen ala, joten puoliympyrän ala on pi
2
, joka saadaan integraalista
pi
2
=
∫ 1
−1
√
1− x2dx = 2
∫ 1
0
√
1− x2dx.
Tehdään sijoitus x2 = t, jolloin 2xdx = dt ja saadaan
pi
2
∫ 1
0
√
1− x2 1
x
2xdx =
∫ 1
0
t−
1
2 (1− t) 12dt. (2.7)
Tästä Euler sai idean tarkastella integraalia∫ 1
0
tm(1− t)ndt, (2.8)
jota kutsutaan Eulerin ensimmäiseksi integraaliksi ja myös betafunktioksi.
Se on määritelty, kun m,n > 0.
Betafunktiota käsitellään tarkemmin luvussa 7. Seuraavassa kappaleessa
johdetaan sen tuloesitys kokonaisluvuille. Luvussa 7 tämä muoto todistetaan
tarkasti.
2.4 Betafunktion tuloesitys
Euler johti tuloesityksen binomilauseen mukaan, mutta tässä tutkielmas-
sa johdetaan se soveltamalla englantilaisen matemaatikon Thomas Bayesin
(1701-1761) kuuluisaa biljardiesimerkkiä.
Oletetaan, että valkoisia ja mustia palloja pudotetaan sattumanvaraisesti
ja tarkastellaan niiden järjestystä. Tilannetta selkeyttää rajoittamalla pallo-
jen putoaminen välille [0, 1]. Millä todennäköisyydellä kaikki valkoiset pallot
putoavat mustien pallojen vasemmalle puolelle? Valitaan luku t siten, että
sen arvo vastaa pienimmän arvon saanutta mustaa palloa. Tällöin voidaan
tarkastella todennäköisyyttä, jolla valkoinen pallo putoaa välille [0, t]. Sel-
västi yhden pallon todennäköisyys on t ja kahden pallon todennäköisyys on
t2. Siis, kun pudotetaan a kappaletta palloja, saadaan todennäköisyydeksi
ta. Vastaavasti saadaan todennäköisyydet, että musta pallo putoaa välille
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[t, 1]. Yhden pallon todennäköisyys on (1− t) ja kun palloja on b kappaletta,
saadaan todennäköisyydeksi (1− t)b.
Näin ollen, jollain t ∈ [0, 1] saadaan todennäköisyydeksi Tt = ta(1 − t)b.
Kun kaikki mahdolliset tilanteet otetaan huomioon saadaan todennäköisyys
integraalista
T =
∫ 1
0
ta(1− t)bdt. (2.9)
Toisaalta tilannetta voidaan ajatella siten, että punaisia palloja on pu-
dotettu välille [0, 1], minkä jälkeen ne maalataan umpimähkään joko valkoi-
siksi tai mustiksi. Valkoisia palloja maalataan a kappaletta ja mustia palloja
b kappaletta. Lopputulos on siis täysin sama kuin aiemmin. Tällöin toden-
näköisyys, että ensimmäinen pallo on valkoinen on a
a+b
. Myös toinen pal-
lo on valkoinen todennäköisyydellä a−1
a−1+b . Kolmas pallo puolestaan on val-
koinen todennäköisyydellä a−2
a−2+b . Näin jatkamalla saadaan, että a ensim-
mäistä palloa on valkoisia, ja siten myös loput mustia, todennäköisyydellä
T = (a)(a−1)···2·1
(a+b)(a−1+b)···(2+b)(1+b) välille [0, 1].
Osoittaja on luvun a kertoma ja kun lavennetaan luvulla b!, saadaan
T =
a!b!
(a+ b)!
. (2.10)
Näin ollen yhälöt 2.9 ja 2.10 ovat samat ja saadaan betafunktiolle tuloe-
sitys ∫ 1
0
ta(1− t)bdt = a!b!
(a+ b)!
. (2.11)
2.5 Kohti gammafunktiota
Euler esitteli seuraavan muodon gammafunktiosta kirjeessään Goldbachille
8.1.1730 [4]. Tässä tutkielmassa se johdetaan mukaillen kirjettä. Euler pohtii
kirjeessään aihetta hyvin vapaasti, eikä vaivaudu yksityiskohtien tarkistami-
seen. Luvussa 3 tullaan tarkistamaan, että gammafunktio todella on hyvin
määritelty, joten vapaa pohtiminen sallitaan seuraavassa päättelyssä.
10
Tarkastellaan betafunktiota, kun se saa arvokseen luvut a
b
ja n. Tällöin∫ 1
0
t
a
b (1− t)ndt = n!(
a
b
+ 1
) (
a
b
+ 2
) · · · (a
b
+ n+ 1
)
=
n!
1
bn+1
(a+ b)(a+ 2b) · · · (a+ [n+ 1]b)
=
bn+1
a+ (n+ 1)b
· n!
(a+ b)(a+ 2b) · · · (a+ nb) ,
josta saadaan ilmaistua luvun n kertoma integraalin avulla,
n!
(a+ b)(a+ 2b) · · · (a+ nb) =
a+ (n+ 1)b
bn+1
∫ 1
0
t
a
b (1− t)ndt.
Tehdään sijoitus t = x
b
a+b , jolloin dt = b
a+b
x−
a
a+bdx ja saadaan
n!
(a+ b)(a+ 2b) · · · (a+ nb) =
a+ (n+ 1)b
bn+1
∫ 1
0
x
a
a+b
(
1− x ba+b
)n bx− aa+b
a+ b
dx
=
a+ (n+ 1)b
a+ b
∫ 1
0
(
1− x ba+b
b
)n
dx.
Nyt kun b→ 0 ja a→ 1, niin yhtälön vasen puoli antaa arvoksi luvun n
kertoman. Oikean puolen integraalin kerroin supistuu lukuun 1. Tarkastellaan
mitä tapahtuu integraalin sisällä, kun b → 0. Tarkastelemalla nimittäjää ja
osoittajaa erikseen, havaitaan, että
lim
b→0
1− x ba+b = 1− x0 = 1− 1 = 0,
lim
b→0
b = 0,
joten tilanteeseen voidaan soveltaa L'Hôpitalin sääntöä. Nyt saadaan
lim
b→0
1− x ba+b
b
= lim
b→0
−x ba+b lnx
1
= − lnx.
Näin ollen, kun a → 1 ja b → 0, niin saadaan kertomafunktiolle integraalie-
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sitys
n! =
∫ 1
0
(− lnx)ndx. (2.12)
2.6 Moderni muoto
Nykyisin gammafunktio esitellään ranskalaisen matemaatikon Adrien Marie
Legendren (1752-1833) johtamassa muodossa, joka saadaan yhtälöstä 2.12
muokkaamalla sitä sijoituksella t = − lnx, jolloin e−t = s, josta saadaan
−e−tdt = dx. Näin ollen saadaan uudet integroimisrajat,
0 7→ lim
→0
− ln  = lim
→0
ln
1

=∞,
1 7→ − ln 1 = 0.
Tekemällä sijoitus integraaliksi saadaan
n! =
∫ ∞
0
e−ttndt.
Legendre [5] käytti määrittelyssään symbolia Γ ja siirsi määrittelyjoukkoa
yhdellä. Näin gammafunktio sai modernin ulkoasunsa
Γ(x) = (x− 1)! =
∫ ∞
0
e−ttx−1dt. (2.13)
Seuraava luku käsittelee gammafunktion määrittelyä ja sen ominaisuuksia
tarkemmin.
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Luku 3
Gammafunktio
Määritellään gammafunktio Γ : (0,∞)→ R,
Γ(x) =
∫ ∞
0
e−ttx−1dt, (3.1)
missä x > 0.
Kuva 3.1: Gammafunktio
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3.1 Olemassaolo
Jotta voidaan tarkemmin tarkastella gammafunktiota, sen pitää olla hyvin
määritelty. Kyseessä on epäoleellinen integraali, joten tarkastellaan erikseen
määrättyjä integraaleja
∫ 1

e−ttx−1dt ja
∫M
1
e−ttx−1dt, joissa  ∈ (0, 1) jaM >
1.
Tapaus 1: Kun t > 0, niin e−t < 1, jolloin integrandia voidaan arvioida
ylöspäin. Tällöin saadaan
e−ttx−1 ≤ tx−1.
Kun x > 0 kiinnitetty, niin integraalille saadaan yläraja
∫ 1

e−ttx−1dt <
∫ 1

tx−1dt =
1/

tx
x
=
1
x
− 
x
x
.
Kun  → 0, niin epäoleellinen integraali on rajoitettu koko välillä (0, 1] ja
siten se suppenee. Näin ollen epäoleellinen integraali
lim
→0
∫ 1

e−ttx−1dt =
∫ 1
0
e−ttx−1dt
on olemassa.
Tapaus 2: Olkoon t > 0. Eksponenttifunktiota et saadaan arvioitua alas-
päin käyttämällä Taylorin sarjakehitelmää. Sarjan jokainen termi on positii-
vinen, minkä vuoksi voidaan jättää jäljelle vain yleinen termi, jolloin kaikilla
n ∈ N saadaan
et =
∞∑
k=0
xk
k!
>
tn
n!
.
Tätä epäyhtälöä muokkaamalla saadaan e−t < n!
tn
. Kiinnitetään x ja valitaan
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n > x. Näin olleen voidaan arvioida epäoleellista integraalia ylöspäin∫ M
1
e−ttx−1dt <
∫ M
1
n!
tn
tx−1dt
=
∫ M
1
n!tx−n−1dt
=n!
M/
1
tx−n
x− n
=
n!
x− n
(
Mx−n − 1) .
Koska n > x, niin Mx−n → 0, kun M → ∞. Näin ollen ylärajaksi saadaan
n!
n−x . Nyt on osoitettu, että epäoleellinen integraali suppenee ja saadaan
lim
M→∞
∫ M
1
e−ttx−1dt =
∫ ∞
1
e−ttx−1dt.
Yhdistämällä saadut tiedot nähdään, että gammafunktio Γ(x) (3.1) on
hyvin määritelty kaikilla positiivisilla reaaliluvuilla.
3.2 Laajennus negatiivisille reaaliluvuille
Laajennetaan seuraavaksi gammafunktio kaikille reaaliluvuille, lukuun ot-
tamatta negatiivisia kokonaislukuja. Tätä varten tarkastellaan gammafunk-
tiota muuttujan arvolla x + 1 ja avataan epäoleellinen integraali osittaisin-
tegroinnin avulla. Olkoon M > 0. Nyt saadaan
Γ(x+ 1) = lim
M→∞
∫ ∞
0
e−ttxdt
= lim
M→∞
M/
0
−txe−t + lim
M→∞
∫ M
0
xtx−1e−tdt.
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Valitaan n > x. Arvioidaan nyt ensimmäistä termiä ja sovelletaan siihen
L'Hôpitalin sääntöä n kertaa, jolloin
lim
M→∞
−M
x
eM
> lim
M→∞
−M
n
eM
= lim
M→∞
−nM
n−1
eM
. . .
= lim
M→∞
− n!
eM
= 0.
Toisaalta saadaan vastaavasti yläraja kun valitaan n ∈ (0,x), jolloin kuris-
tusperiaatteella saadaan raja-arvoksi 0. Näin ollen saadaan
Γ(x+ 1) = xΓ(x). (3.2)
Jos tiedetään gammafunktion arvo välillä (0, 1], niin käyttämällä yhtälöä
3.2 toistuvasti saadaan laskettua gammafunktion arvo väliin n saakka. Tätä
ideaa soveltaen saadaan
Γ(x+ n) = (x+ n− 1)(x+ n− 2) · · · (x+ 1)xΓ(x). (3.3)
Laajennetaan yhtälön 3.3 avulla gammafunktio koskemaan myös nega-
tiivisa lukuja. Ensin täytyy asettaa rajoitus, ettei x voi olla negatiivinen
kokonaisluku tai nolla. Nyt saadaan
Γ(x) =
Γ(x+ n)
x(x+ 1) · · · (x+ n− 1) . (3.4)
Tällöinkin yhtälö pätee vain, kun x + n > 0, koska näin määriteltynä
joudutaan käyttämään gammafunktiota, joka on määritelty vain positiivisil-
le luvuille. Siis valitsemalla luku n tarpeeksi isoksi saadaan gammafunktio
määriteltyä kaikille negatiivisille luvuille lukuun ottamatta negatiivisia ko-
konaislukuja.
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3.3 Yhteys kertomafunktioon
Osoitetaan, että gammafunktio todella on kertomafunktion yleistys. Sen täy-
tyy siis toteuttaa kertomafunktion määritelmän 1 ehdot. Ensimmäinen ehto
saadaan yhtälöstä 3.1, jolloin
Γ(1) =
∫ ∞
0
e−tt1−1dt =
∫ ∞
0
e−tdt = 1.
Toinen ehto saadaan yhtälöstä 3.2. Nämä tiedot yhdistämällä saadaan luon-
nollisille luvuille n relaatio
Γ(n+ 1) = n!.
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Luku 4
Bohrin-Mollerupin lause
Kertomafunktion yleistykseksi käy mikä vain funktio, joka saa luonnollisissa
luvuissa kertomafunktion arvot. Hieman voidaan rajata, jos halutaan, että
funktio olisi jatkuva ja derivoituva. Nämäkin vaatimukset ovat vielä help-
po toteuttaa muilla funktioilla, mutta gammafunktion tekee erityiseksi sen
sileys.
Konveksisuuden tutkiminen teki mahdollisuuden tarkastella gammafunk-
tiota uudessa valossa. Pelkkä konveksisuus ei kuitenkaan aivan riitä, mutta
kun tarkastellaan gammafunktion logaritmin konveksisuutta, niin silloin sen
ainutlaatuisuus nousee esiin. Logaritminen konveksisuus on paljon tiukempi
ehto kuin konveksisuus, minkä vuoksi yksikään muu kertomafunktion yleistys
ei toteuta sitä. Gammafunktio on siis ainoa logaritmisesti konveksi funktio,
kun x > 0, ja joka toteuttaa kertomafunktion ominaisuudet. Tätä lausetta
kutsutaan Bohrin-Mollerupin lauseeksi ja se todistetaan tässä luvussa. Lause
esiteltiin vuonna 1922. [5]
Ennen lauseen esittelyä tarvitaan konveksisuuden määritelmä ja todiste-
taan kolme lausetta, joita tarvitaan Bohrin-Mollerupin lauseen todistamises-
sa.
Määritelmä 2 (Konveksisuus). Olkoon A ⊂ R ja λ ∈ (0, 1). Funktio f :
A→ R on konveksi, jos
f (λx+ (1− λ)y) ≥ λf(x) + (1− λ)f(y),
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kaikilla x, y ∈ A.
Määritelmä 3 (Logaritminen konveksisuus). Olkoon A ⊂ R ja λ ∈ (0, 1).
Funktio f : A→ R on logaritmisesti konveksi, jos log f(x) on konveksi.
Seuraavaa epäyhtälöä tarvitaan todistamaan Hölderin epäyhtälö, jota tar-
vitaan gammafunktion logaritmisen konveksisuuden todistamisessa. Epäyh-
tälöiden todistukset mukailevat Holopaisen todistuksia [3].
Lause 1 (Youngin epäyhtälö). Oletetaan, että a ja b ovat epänegatiivisia ja
λ ∈ (0, 1). Tällöin
aλb1−λ ≤ λa+ (1− λ)b. (4.1)
Todistus. Olkoon a, b ≥ 0 ja λ ∈ (0, 1). Kun toinen luvuista a tai b on nolla,
niin epäyhtälö on selvästi tosi. Tehdään oletus, että ne ovat positiivisia.
Nyt voidaan käyttää apuna logaritmeja, jolloin
ln
(
aλb1−λ
)
= ln
(
aλ
)
+ ln
(
b1−λ
)
= λ ln a+ (1− λ) ln b ≤ ln (λa+ (1− λ)b) .
Tässä viimeinen epäyhtälö tuli tiedosta, että logaritmifunktio on konveksi ja
sovellettiin konveksisuuden määritelmän epäyhtälöä. Koska logaritmifunktio
on myös aidosti kasvava, niin saadaan haluttu väite
aλb1−λ ≤ λa+ (1− λ)b.
Lause 2 (Hölderin epäyhtälö). Oletetaan, että λ ∈ (0, 1). Tällöin∫
R
|f(x)g(x)| dx ≤
(∫
R
|f(x)| 1λ
)λ(∫
R
|g(x)| 11−λ
)1−λ
. (4.2)
Todistus. Kun
∫
R |f(x)|
1
λ dx = 0, niin selvästi f(x) = 0, jolloin myös∫
R
|f(x)g(x)| dx = 0.
Vastaavasti käy, kun
∫
R |g(x)|
1
1−λ dx = 0. Lause pätee siis näillä arvoilla, joten
voidaan olettaa nämä integraalit positiivisiksi.
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Olkoon λ ∈ (0, 1). Sovelletaan nyt Youngin epäyhtälöä, jolloin
|f(x)| |g(x)|(∫
R |f(x)|
1
λ
)λ (∫
R |g(x)|
1
1−λ
)1−λ ≤λ |f(x)| 1λ(∫
R |f(x)|
1
λ dx
)λ
+ (1− λ) |g(x)|
1
1−λ(∫
R |g(x)|
1
1−λ dx
)1−λ
Integroidaan puolittain yli reaaliakselin, jolloin∫
R |f(x)| |g(x)|(∫
R |f(x)|
1
λ
)λ (∫
R |g(x)|
1
1−λ
)1−λ ≤ λ+ 1− λ = 1.
Tästä saadaan haluttu väite∫
R
|f(x)| |g(x)| ≤
(∫
R
|f(x)| 1λ
)λ(∫
R
|g(x)| 11−λ
)1−λ
.
Lause 3. Gammafunktio toteuttaa seuraavat ehdot:
i) Γ(1) = 1,
ii) Γ(x+ 1) = xΓ(x),
iii) Γ(x) on logaritmisesti konveksi funktio.
Todistus. Ensimmäinen ehto saadaan yhtälöstä 3.1, jolloin
Γ(1) =
∫ ∞
0
e−tt1−1dt =
∫ ∞
0
e−tdt = 1.
Toinen ehto on identtinen yhtälön 3.2 kanssa.
Kolmas ehto todistetaan Hölderin epäyhtälön avulla. Olkoon x, y ∈ (0,∞)
ja λ ∈ (0, 1). Tarkastellaan gammafunktiota muuttujan arvolla λx+(1−λ)y,
jolloin saadaan
Γ (λx+ (1− λ)y) =
∫ ∞
0
e−ttλx+(1−λ)y−1dt =
∫ ∞
0
(
e−ttx−1
)λ (
e−ttx−1
)1−λ
dt.
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Sovelletaan saatuun lausekkeeseen Hölderin epäyhtälöä, jolloin saadaan
Γ (λx+ (1− λ)y) ≤
(∫ ∞
0
(
e−ttx−1
)λ
dt
)λ(∫ ∞
0
(
e−ttx−1
)1−λ
dt
)λ
= Γ(x)λΓ(y)1−λ.
Ottamalla puolittain logaritmit ja käyttämällä logaritmin summaussään-
töä saadaan suoraan logaritmisen konveksisuuden ehto
log Γ (λx+ (1− λ)y) ≤ λ log Γ(x) + (1− λ) log Γ(y).
Näin ollen gammafunktio toteuttaa kaikki lauseen ehdot.
Lause 4. (Bohrin-Mollerupin lause) Funktio f : (0,∞) → R toteuttaa seu-
raavat ehdot
i) f(1) = 1,
ii) f(x+ 1) = xΓ(x),
iii) f(x) on logaritmisesti konveksi funktio,
jos ja vain jos se on gammafunktio.
Todistus. Bohr ja Mollerup esittivät lauseen todistuksen vuonna 1922. Arti-
nin esittämä todistus [1] on kuitenkin yksinkertaisempi ja perustuu logarit-
misesta konveksisuudesta seuraavaan huomioon. Seuraava todistus mukailee
Artinin todistusta.
Lause 3 kertoo, että gammafunktio toteuttaa kaikki edellä mainitut eh-
dot. Voidaan siis olettaa, että on olemassa ainakin yksi funktio, joka toteut-
taa nämä ehdot. Osoitetaan, että tämä funktio on yhtenevä gammafunktion
kanssa.
Oletetaan, että funktio f toteuttaa lauseen ehdot. Nyt ehdoista i) ja ii)
seuraa, että riittää tarkastella vain kun x ∈ (0, 1). Ehdosta ii) ja logaritmin
summaussäännöstä seuraa myös
log f(x+ 1) = log [xf(x)] = log f(x) + log x. (4.3)
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Funktio on oletusten mukaan logaritmisesti konveksi, joten sen logaritmi
on myös kasvava. Oletetaan, että n ∈ N. Kuvasta 4.1 huomataan, että välien
[n, n + 1] ja [n + 1, n + 1 + x] päätepisteiden erotusosamäärät noudattavat
epäyhtälöä
log f(n+ 1)− log f(n)
n+ 1− n ≤
log f(n+ 1 + x)− log f(n+ 1)
n+ 1 + x− (n+ 1) .
Kuva 4.1: Konveksisuudesta seuraavat erotusosamäärät
Logaritmien laskusäännöistä saadaan
log
f(n+ 1)
f(n)
≤ log f(n+ 1 + x)− log f(n+ 1)
x
ja kohdasta ii) seuraa, että f(n+ 1) = n!, jolloin
log n ≤ log f(n+ 1 + x)− log n!
x
. (4.4)
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Koska x ∈ (0, 1), voidaan vastaavalla tavalla muodostaa epäyhtälö välien
[n+ 1, n+ 1 + x] ja [n+ 1, n+ 2] päätepisteiden erotusosamäärille, jolloin
log f(n+ 1 + x)− log f(n+ 1)
n+ 1 + x− (n+ 1) ≤
log f(n+ 2)− log f(n+ 1)
n+ 2− (n+ 1) .
Epäyhtälöä sieventämällä, yhdistämällä epäyhtälön 4.4 kanssa ja kertomalla
puolittain luvulla x saadaan
x log n ≤ log f(n+ 1 + x)− log n! ≤ x log(n+ 1). (4.5)
Sovelletaan seuraavaksi yhtälöä 4.3 toistuvasti, jolloin
log f(n+ 1 + x) = log f(x+ n) + log(x+ n)
= log f(x+ n− 1) + log [(x+ n)(x+ n− 1)]
= log f(x+ n− 2) + log [(x+ n)(x+ n− 1)(x+ n− 2)]
· · ·
= log f(x) + log [(x+ n)(x+ n− 1) · · · (x+ 1)x] .
Sijoitetaan saatu tulos epäyhtälöpariin 4.5 ja vähennetään puolittain x log n,
jolloin
0 ≤ log f(x)+log [(x+ n) · · · (x+ 1)x]−log n!−x log n ≤ x log(n+1)−x log n.
Muokataan edelleen ja saadaan
0 ≤ log f(x)− log
[
nxn!
x(x+ 1) · · · (x+ n)
]
≤ x log
(
1 +
1
n
)
.
Kun annetaan luvun n kasvaa rajatta, niin oikeanpuoleinen termi lähestyy
nollaa, x log
(
1 + 1
n
) → x log(1) = 0. Näin ollen saadaan yksikäsitteisesti,
että log f(x) = limn→∞ log
[
nxn!
x(x+1)···(x+n)
]
, joten
f(x) = lim
n→∞
nxn!
x(x+ 1) · · · (x+ n) .
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Funktio, joka toteuttaa annetut ehdot on yhtenevä tämän kanssa. Näin ollen
Γ(x) = lim
n→∞
nxn!
x(x+ 1) · · · (x+ n) . (4.6)
Esitysmuoto on sama kuin toisessa luvussa johdettu tuloesitys. Tämä
on siis kronologisesti ensimmäinen muoto gammafunktiosta. Saman muo-
don gammafunktiolle johti myöhemmin myös saksalainen matemaatikko Carl
Friedrich Gauss ja yhtälö 4.6 tunnetaan nykyisin hänen nimellään eli Gaussin
tuloesityksenä.
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Luku 5
Weierstrassin tuloesitys
Weierstrass johti oman tuloesityksensä hyödyntämällä Gaussin tulomuotoa ja
Eulerin vuonna 1735 esittelemää vakiota, jota kutsutaan Eulerin-Mascheronin
vakioksi ja sitä merkitään symbolilla γ [7]. Se saadaan harmonisen sarjan ja
luonnollisen logaritmifunktion raja-arvona seuraavasti
γ = lim
n→∞
(
n∑
k=1
1
k
− lnn
)
. (5.1)
Vakio on siis lukujonon γn =
∑n
k=1
1
k
− lnn raja-arvo. Osoitetaan ensin,
että tämä vakio todella on olemassa, jonka jälkeen johdetaan Weierstrassin
tuloesitys.
Lause 5. Eulerin-Mascheronin vakio on olemassa eli lukujono γn suppenee.
Todistus. Todistus perustuu ideaan tarkastella lukujonoa geometrian kaut-
ta. Idean sain Farrelin ja Rossin todistuksesta Stirlingin kaavalle [9], jota
käytetään todistuksessa 10.3.
Osoitetaan, että lukujono γn on alhaalta rajoitettu ja että se on aidosti
vähenevä, mikä osoittaa sen suppenemisen.
Kuvassa 5.1 on havainnollistettu vakiota geometrisesti. Vakion voi siis
ajatella pinta-alojen erotuksena seuraavasti. Muodostetaan suorakulmioita,
joiden korkeus saadaan funktiosta f(n) = 1
n
ja leveys on n + 1 − n = 1.
Tällöin niiden pinta-ala saadaan summana 1
1
+ 1
2
+ · · · 1
n
=
∑n
k=1
1
k
. Kuvasta
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huomataan myös, että tämän pinta-alan täytyy olla suurempi kuin funktion
kuvaajan alle jäävä pinta-ala. Näin ollen saadaan
n∑
k=1
1
k
>
∫ n+1
1
1
x
dx = ln(n+ 1) > lnn,
missä viimeinen arvio seuraa logaritmifunktion monotonisuudesta. Näin ollen
lukujonolle pätee
∑n
k=1
1
k
− lnn > 0, joten lukujonolle on saatu alaraja.
Kuva 5.1: havainto
Osoitetaan seuraavaksi, että lukujono on aidosti vähenevä. Täytyy siis
näyttää, että kahden perättäisen lukujonon jäsenen erotus on negatiivinen
eli γn − γn+1 < 0. Nyt erotukseksi saadaan
n∑
k=1
1
k
− lnn−
[
n+1∑
k=1
1
k
− ln(n+ 1)
]
=
1
n+ 1
− ln
(
1 +
1
n
)
. (5.2)
Tarkastellaan jälkimmäistä termiä, jolloin
ln
(
1 +
1
n
)
= ln
(
n+ 1
n
)
= ln (n+ 1)− ln(n) =
∫ n+1
n
1
x
dx.
Funktio 1
x
on aidosti vähenevä, joten välillä (n, n + 1) sen kuvaajan ja x-
akselin rajaaman alueen pinta-alan täytyy olla suurempi kuin suorakulmion,
jonka korkeus on 1
n+1
ja leveys n+ 1−n = 1. Saadaan siis arvioitua edellistä
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integraalia alaspäin, jolloin
ln
(
1 +
1
n
)
=
∫ n+1
n
1
x
dx >
1
n+ 1
.
Sijoitetaan tämä tulos yhtälöön 5.2, jolloin saadaan suoraan haluttu tulos
γn − γn+1 < 0.
Nyt on osoitettu, että lukujono γn on alhaalta rajoitettu ja aidosti vähe-
nevä, joten se suppenee.
Vaikka vakio esiteltiin jo vuonna 1735, ei vieläkään tiedetä, onko se ra-
tionaali- vai irrationaaliluku [7]. Se kuitenkin esiintyy myös todella monissa
paikoissa ja sitä hyödynnetään monilla matematiikan aloilla.
Konjektuuri 1. γ on irrationaaliluku.
Lause 6. Weierstrassin tulomuoto gammafunktiolle on
Γ(x) = e−γx
1
x
∞∏
n=1
e
x
n
1 + x
n
. (5.3)
Todistus. Todistus mukailee Farrelin ja Rossin todistusta [9]. Todistus on
yksinkertaista yhtälön muokkausta.
Lähdetään liikkeelle edellisessä luvussa johdetusta Gaussin tulomuodosta
4.6, joka voidaan kirjoittaa tulomerkinnän avulla
Γ(x) = lim
n→∞
nxn!
x(x+ 1) · · · (x+ n) =
1
x
lim
n→∞
(
nx
n∏
k=1
k
x+ k
)
=
1
x
lim
n→∞
(
elnn
x
n∏
k=1
1
1 + x
k
)
,
1
Γ(x)
= x lim
n→∞
e−x lnn
n∏
k=1
(
1 +
x
k
)
.
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Tehdään seuraavaksi havainto, että luku 1 voidaan esittää raja-arvona
lim
n→∞
(
ex
∑n
k=1
1
k e−x
∑n−1
k=1
1
k
)
= lim
n→∞
e
x
n = e0 = 1.
Jatketaan aiemman yhtälön muokkaamista kertomalla oikea puoli edellisellä
havainnolla, jolloin
1
Γ(x)
= x lim
n→∞
e−x lnn
n∏
k=1
(
1 +
x
k
)
· lim
n→∞
(
ex
∑n
k=1
1
k
n−1∏
k=1
e−
x
k
)
= x lim
n→∞
(
ex(
∑n
k=1− lnn)
n∏
k=1
(
1 +
x
k
) n−1∏
k=1
e−
x
k
)
· e− xn e xn
= x lim
n→∞
(
eγx
n∏
k=1
(
1 +
x
k
) n∏
k=1
e−
x
k · e xn
)
= eγxx lim
n→∞
(
n∏
k=1
1 + x
k
e
x
k
)
lim
n→∞
e
x
n ,
Γ(x) = e−γx
1
x
∞∏
k=1
e
x
k
1 + x
k
.
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Luku 6
Esimerkkejä
Lause 7. Γ
(
1
2
)
=
√
pi
Todistus. Lause todistetaan Gaussin integraalin laskemisesta tutulla tavalla.
Aloitetaan siis sijoittamalla t = u2 integraalifunktioon 3.1, josta saadaan
dt = 2u du. Tällöin
Γ
(
1
2
)
=
∫ ∞
0
e−tt−
1
2dt
= 2
∫ ∞
0
e−u
2
u−1du.
Korotetaan kummatkin puolittain toiseen ja erotellaan oikea puoli tuloksi,
jolloin [
Γ
(
1
2
)]2
= 4
∫ ∞
0
e−u
2
du
∫ ∞
0
e−v
2
dv
= 4
∫ ∞
0
∫ ∞
0
e−(u
2+v2)du dv.
Siirrytään seuraavaksi napakoordinaatteihin asettamalla r2 = u2 + v2,
jolloin dudv = rdrdθ. Tämän jälkeen tehdään sijoitus q = r2, josta saadaan
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dq = 2rdr ja [
Γ
(
1
2
)]2
= 4
∫ pi
2
0
∫ ∞
0
e−r
2
rdr dθ
= 2
∫ pi
2
0
∫ ∞
0
e−qdq dθ
= 2
∫ pi
2
0
dθ
= pi.
Näin ollen saadaan
Γ
(
1
2
)
=
√
pi. (6.1)
Saatua tulosta voidaan hyödyntää Gaussin integraalin laskemisessa muok-
kaamalla yhtälöä gammafunktion muotoon sijoituksella y = x2, jolloin∫ ∞
0
e−x
2
dx =
∫ ∞
0
e−y
2x
dy =
1
2
∫ ∞
0
e−yy−
1
2dy =
1
2
Γ
(
1
2
)
=
√
pi
2
. (6.2)
Samaa ideaa voidaan soveltaa myös muille tunnetuille gammafunktion ar-
voille. Lisäksi tuloksesta saadaan seuraava lause.
Lause 8. Kaikilla luonnollisilla luvuilla n gammafunktiolle pätee yhtälö
Γ
(
n+
1
2
)
=
1 · 3 · · · (2n− 1)
2n
√
pi.
Todistus. Lauseen tulokseen on helppo päätyä laskemalla gammafunktion
arvoja luvun n pienillä arvoilla ja soveltamalla yhtälöä 3.2, jolloin
Γ
(
3
2
)
= Γ
(
1 +
1
2
)
=
1
2
Γ
(
1
2
)
=
1
2
√
pi,
Γ
(
5
2
)
= Γ
(
1 +
3
2
)
=
3
2
Γ
(
3
2
)
=
1 · 3
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√
pi,
Γ
(
7
2
)
= Γ
(
1 +
5
2
)
=
5
2
Γ
(
5
2
)
=
1 · 3 · 5
23
√
pi.
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Näin alkaa muodostumaan halutunlainen sarja, mikä voidaan todistaa induk-
tiolla.
Edellä osoitettiin, että lause pätee kun n = 1. Tehdään induktio-oletus
Γ
(
n+
1
2
)
=
1 · 3 · · · (2n− 1)
2n
√
pi (6.3)
=
(
n− 1
2
)(
(n− 1)− 1
2
)
· · ·
(
2− 1
2
)(
1− 1
2
)√
pi. (6.4)
Yhtälö 6.4 on ryhmitelty intuitiivisemmalla tavalla, mikä selkeyttää induk-
tiotodistusta. Osoitetaan, että tulos pätee myös luvulla n+ 1. Nyt induktio-
oletuksesta 6.4 seuraa
Γ
(
(n+ 1) +
1
2
)
= Γ
(
n+
3
2
)
=
(
n+
1
2
)
Γ
(
n+
1
2
)
=
(
n+
1
2
)(
n− 1
2
)(
(n− 1)− 1
2
)
· · ·
(
1− 1
2
)√
pi
=
1 · 3 · · · (2n+ 1)
2n+1
√
pi.
Edellistä lausetta voidaan yleistää hieman.
Lause 9. Kaikilla luonnollisilla luvuilla n ja kokonaisluvuilla a ja b gamma-
funktiolle pätee yhtälö
Γ
(
n+
a
b
)
=
[b(n− 1) + a] [b(n− 2) + a] · · · [a]
bn
Γ
(a
b
)
. (6.5)
Todistus. Oletetaan, että luku n on luonnollinen luku ja että luvut a ja b
ovat kokonaislukuja. Tällöin hyödyntämällä toistuvasti gammafunktion omi-
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naisuutta 3.2 saadaan
Γ
(
n+
a
b
)
=
(
n+
a
b
− 1
)
Γ
(
n+
a
b
− 1
)
=
(
n− b− a
b
)
Γ
(
n− b− a
b
)
=
(
n− b− a
b
)(
(n− 1)− b− a
b
)
Γ
(
(n− 1)− b− a
b
)
=
(
n− b− a
b
)(
(n− 1)− b− a
b
)
· · ·
(
1− b− a
b
)
Γ
(a
b
)
=
[bn− (b− a)] [b(n− 1)− (b− a)] · · · [b− (b− a)]
bn
Γ
(a
b
)
=
[b(n− 1) + a] [b(n− 2) + a] · · · [a]
bn
Γ
(a
b
)
.
Esitellään vielä mielenkiintoinen raja-arvo, joka muistuttaa ulkoisesti ne-
perin luvun määritelmää.
Lause 10. Gammafunktion avulla saadaan raja-arvo
lim
n→∞
Γ
(
1 +
1
n
)n
= e−γ.
Todistus. Hyödynnetään gammafunktion ominaisuutta 3.2 ja käytetään gam-
mafunktiosta Weierstrassin esitysmuotoa 5.3, jolloin
Γ
(
1 +
1
n
)
=
1
n
Γ
(
1
n
)
=
1
n
e−
γ
nn
∞∏
k=1
e
1
nk
1 + 1
nk
.
Korotetaan kummatkin puolet potenssiin n, jolloin
Γ
(
1 +
1
n
)n
= e−γ
∞∏
k=1
e
1
k(
1 + 1
nk
)n
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ja annetaan luvun n kasvaa rajatta. Näin ollen
lim
n→∞
Γ
(
1 +
1
n
)n
= lim
n→∞
e−γ
∞∏
k=1
e
1
k(
1 + 1
nk
)n
= e−γ
∞∏
k=1
e
1
k
limn→∞
(
1 + 1
nk
)n
= e−γ
∞∏
k=1
e
1
k
e
1
k
= e−γ.
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Luku 7
Betafunktio
Betafunktiota tarkasteltiin aiemmin, kun lähestyttiin gammafunktiota in-
tuitiivisesti. Tässä luvussa se määritellään tarkemmin ja johdetaan tärkeitä
ominaisuuksia.
Määritelmä 4. Olkoon m,n > 0. Tällöin betafunktio on integraali
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt.
Luvussa 2 johdettiin betafunktiolle tuloesitys 2.11. Huomion arvoista on,
että määrittelyjoukkoa on siirretty yhdellä verrattuna aiemmassa luvussa
tarkasteltuun integraaliin. Tällöin saadaan kuitenkin tyylikkäämpi relaatio
betafunktion ja gammafunktion välille.
Lause 11. Beta- ja gammafunktioille pätee relaatio
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
. (7.1)
Todistus. Lauseen todistus mukailee Ilyinin ja Poznyakin todistusta [6].
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Muokataan betafunktiota hieman, jolloin
B(x, y) =
∫ 1
0
tx−1(1− t)y−1
=
∫ 1
0
tx−1
(
1
1− t
)x−1−x−y+2
=
∫ 1
0
(
t
1− t
)x−1(
1 +
t
1− t
)−x−y (
1
1− t
)2
dt.
Tehdään sijoitus s = t
1−t , jolloin ds =
(
1
1−t
)2
dt. Integroimisrajat muuttuvat,
jolloin saadaan
B(x, y) =
∫ ∞
0
sx−1(1 + s)−x−yds =
∫ ∞
0
sx−1
(1 + s)x+y
ds. (7.2)
Tarkastellaan seuraavaksi gammafunktiota ja tehdään sijoitus t = bs,
jolloin dt = bds, kun b > 0. Tällöin
Γ(x) =
∫ ∞
0
tx−1e−tdt =
∫ ∞
0
(bs)x−1e−bsbds = bx
∫ ∞
0
sx−1e−bsds,
josta saadaan
Γ(x)
bx
=
∫ ∞
0
sx−1e−bsds. (7.3)
Tarkastellaan tilannetta, kun gammafunktio saa arvokseen x + y ja b =
1+a. Nyt Γ(x+y)
(1+a)x+y
=
∫∞
0
sx−1e−(1+a)sds, jota voidaan kertoa puolittain luvulla
ax−1. Tällöin saadaan
ax−1
(1 + a)x+y
Γ(x+ y) =
∫ ∞
0
sx−1ax−1e−(1+a)sds.
Integroidaan tätä yhtälöä puolittain nollasta äärettömään luvun a suhteen.
Nyt yhtälön vasemman puolen ensimmäinen termi on samaa muotoa kuin
edellä johdettu yhtälö 7.2, jolloin yhtälöä saadaan muotoon
B(x, y)Γ(x+ y) =
∫ ∞
0
∫ ∞
0
sx−1ax−1e−se−asdsda.
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Integroimisjärjestystä voidaan muuttaa, jolloin oikea puoli saadaan muokat-
tua identtiseksi yhtälön 7.3 kanssa. Tätä edelleen muokkaamalla saadaan
B(x, y)Γ(x+ y) =
∫ ∞
0
sx+y−1e−s
∫ ∞
0
ax−1e−asdads
=
∫ ∞
0
sx+y−1e−s
Γ(x)
sx
ds
=
∫ ∞
0
sy−1e−sdsΓ(x)
= Γ(y)Γ(x)
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
.
Tämä relaatio on vahva ja monikäyttöinen tulos.
Lause 12. Betafunktiolle pätee
B(x, y) = B(y, x). (7.4)
Todistus. Lauseesta 11 seuraa
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
=
Γ(y)Γ(x)
Γ(y + x)
= B(y, x).
Betafunktion avulla voidaan todistaa lause 7. Tällöin tarkastellaan beta-
funktiota, kun se saa arvoiksi 1
2
ja 3
2
. Betafunktion määritelmästä 7 saadaan
B
(
1
2
,
3
2
)
=
∫ 1
0
t−
1
2 (1− t) 12dt. (7.5)
Tämä on identtinen aiemmin johdetun yhtälön 2.7 kanssa, joten saadaan
B
(
1
2
,
3
2
)
=
pi
2
.
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Toisaalta lauseen 11 mukaan saadaan
B
(
1
2
,
3
2
)
=
Γ
(
1
2
)
Γ
(
3
2
)
Γ(2)
=
Γ
(
1
2
)
1
2
Γ
(
1
2
)
1
=
[
Γ
(
1
2
)]2
2
.
Näin ollen saadaan haluttu tulos Γ
(
1
2
)
=
√
pi.
7.1 Legendren kahdentamiskaava
Lause 13 (Legendren kahdentamiskaava). Gammafunktiolle pätee
Γ(x)Γ
(
x+
1
2
)
=
√
pi
22x−1
Γ(2x). (7.6)
Todistus. Lauseen todistus on kirjoittajan oma ja se perustuu havaintoihin
beta- ja gammafunktioiden välisestä relaatiosta (lause 11). Tärkeää on myös
huomata, että yhtälössä on luku
√
pi, joka on lauseen 7 mukaan on yhtä suuri
kuin Γ
(
1
2
)
. Lisäksi havaitaan, että sopivalla sijoituksella saadaan termiksi
luvun 2 potensseja. Tarkastellaan
B(x, x) =
Γ(x)Γ(x)
Γ(2x
=
∫ 1
0
tx−1(1− t)x−1dt,
jota voidaan muokata sijoituksella t = 1+u
2
, jolloin dt = du
2
ja saadaan
B(x, x) =
∫ 1
−1
(
1− u
2
)x−1(
1 + u
2
)x−1
du
u
=
∫ 1
−1
(
(1− u)(1 + u)
2 · 2
)x−1
du
2
=
∫ 1
−1
(1− u2)x−1
22x−2
du
2
=
1
22x−1
∫ 1
−1
(
1− u2)x−1 du
=
1
22x−1
2
∫ 1
0
(
1− u2)x−1 du.
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Tehdään seuraavaksi sijoitus u =
√
t, jolloin u2 = t ja 2udu = dt. Näin
saadaan
B(x, x) =
1
22x−1
∫ 1
0
(
1− u2)x−1 2u
u
du
=
1
22x−1
∫ 1
0
(1− t)x−1 1√
t
dt
=
1
22x−1
∫ 1
0
(1− t)x−1 t1− 12dt
=
1
22x−1
B
(
x,
1
2
)
.
Kirjoitetaan betafunktiota gammafunktioiden avulla ja käytetään hyväksi
lausetta 7, eli Γ
(
1
2
)
=
√
pi, jolloin saadaan haluttu tulos
B(x, x) =
1
22x−1
B
(
x,
1
2
)
,
Γ(x)Γ(x)
Γ(2x)
=
1
22x−1
Γ(x)Γ
(
1
2
)
Γ
(
x+ 1
2
) ,
Γ(x)Γ
(
x+
1
2
)
=
√
pi
22x−1
Γ(2x).
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Luku 8
Sinifunktio
Gammafunktiolla on yllättävä yhteys sinifunktioon.
Lause 14. Luvun x ei-kokonaisluku arvoille pätee
Γ(x)Γ(1− x) = pi
sin pix
. (8.1)
Todistus. Lause todistetaan olettamalla tunnetuksi sinifunktion sarjakehitel-
mä
sinpix = pix
∞∏
k=1
(
1−
(x
k
)2)
. (8.2)
Tarkastellaan seuraavaksi tuloa Γ(x)Γ(1−x). Yhtälöstä 3.2 seuraa, että Γ(1−
x) = −Γ(−x). Kirjoitetaan seuraavaksi tulo Weierstrassin tuloesityksen 5.3
avulla, jolloin
Γ(x)Γ(1− x) = −xΓ(x)Γ(−x)
= −x
[
e−γx
1
x
∞∏
n=1
e
x
n
1 + x
n
][
−eγx 1
x
∞∏
n=1
e−
x
n
1− x
n
]
=
1
x
∞∏
n=1
1
1− (x
n
)2
=
pi
sin pix
.
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Lauseen olisi voinut todistaa myös ilman tietoa sinifunktion sarjakehitel-
mästä, mutta se on yleisesti tunnettu, minkä vuoksi todistuksessa hyödyn-
nettiin sitä. Artin on esittänyt vaihtoehtoisen todistuksen [1].
Yhteys sinifunktioon helpottaa monien tilanteiden laskemisessa. Esimer-
kiksi lauseen 7 todistus lyhenee vain yhteen riviin. Saadaan siis[
Γ
(
1
2
)]2
= Γ
(
1
2
)
Γ
(
1− 1
2
)
=
pi
sin pi
2
= pi.
Lisäksi yhtälöä voidaan käyttää gammafunktion arvojen laskemiseen, kun
muuttujana on negatiivinen luku.
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Luku 9
Digammafunktio
Gammafunktion derivaatta saadaan seuraavasti
Γ′(x) =
d
dx
∫ ∞
0
tx−1e−tdt =
∫ ∞
0
d
dx
tx−1e−tdt
=
∫ ∞
0
d
dx
eln(t
x−1)e−tdt =
∫ ∞
0
e(x−1) ln te−tdt
=
∫ ∞
0
tx−1e−t ln tdt.
Derivoidaan toistuvasti ja saadaan kaikille luonnollisille luvuille n yhtälö
Γ(n)(x) =
∫ ∞
0
tx−1e−t lnn tdt. (9.1)
Seuraavaksi esitellään digammafunktio, jonka avulla voidaan laskea gam-
mafunktion derivaatta toisella tapaa.
Gammafunktion derivaattafunktiota mielenkiintoisempi funktio on sen
logaritmin derivaattafunktio. Tätä funktiota kutsutaan digammafunktioksi
ja sitä merkitään kreikkalaisella kirjaimella Ψ. Digammafunktio on
Ψ(x) =
d
dx
ln Γ(x) =
Γ′(x)
Γ(x)
. (9.2)
Erityisesti saadaan gammafunktion derivaattafunktio kirjoitettu digamma-
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funktion avulla muotoon
Γ′(x) = Γ(x)Ψ(x). (9.3)
Lause 15. Digammafunktio on olemassa ja sille pätee
Ψ(x) = −γ +
∞∑
n=1
(
x− 1
n(x+ n− 1)
)
. (9.4)
Todistus. Aloitetaan tarkastelemalla Weierstrassin tulomuotoa 5.3, josta saa-
daan
ln Γ(x) = ln
(
e−γx
1
x
∞∏
n=1
e
x
n
1 + x
n
)
= −γx− lnx+
∞∑
n=1
(x
n
− ln
(
1 +
x
n
))
.
Derivoidaan puolittain, jolloin saadaan
Ψ(x) = −γ − 1
x
+
∞∑
n=1
(
1
n
− 1
x+ n
)
.
Oikeanpuoleinen sarja suppenee, koska sille saadaan suppeneva yläraja yli-
harmonisesta sarjasta. Tarkastellaan, kun 0 < x < M , jolloin sarjan yleiselle
termille pätee
0 <
1
n
− 1
x+ n
=
x+ n− n
nx+ n2
<
x
n2
<
M
n2
.
Yliharmoninen sarja suppenee, joten majoranttiperiaatteen mukaan sarja
suppenee. Näin ollen sarja suppenee ja Ψ(x) on olemassa.
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Edelleen muokkaamalla saadaan
Ψ(x) = −γ − 1
x
+
∞∑
n=1
(
1
n
− 1
x+ n
)
= −γ − 1
x
+
([
1
1
− 1
x+ 1
]
+
[
1
2
− 1
x+ 2
]
+ . . .
)
= −γ +
([
−1
x
+
1
1
]
+
[
− 1
x+ 1
+
1
2
]
+
[
− 1
x+ 2
+
1
3
]
+ . . .
)
= −γ +
∞∑
n=1
(
1
n
− 1
x+ n− 1
)
= −γ +
∞∑
n=1
x− 1
n(x+ n− 1) .
Lause 16. Gammafunktion derivaattafunktiolle pätee
Γ′(1) = −γ.
Todistus. Yhtälöstä 9.3 saadaan suoraan
Γ′(1) = Γ(1)Ψ(1) = 1 ·
(
−γ +
∞∑
n=1
1− 1
n(1 + n− 1)
)
= −γ + 0 = −γ.
Digammafunktion määrittelyjoukko saadaan laajennettua vastaavanlai-
sella yhtälöllä kuin gammafunktiolle yhtälössä 3.2. Gammafunktion tapauk-
sessa tarkastelu on käyty kappaleessa 3.2.
Lause 17. Digammafunktio toteuttaa yhtälön
Ψ(x+ 1) = Ψ(x) +
1
x
.
Todistus. Lähdetään liikkeelle gammafunktion yhtälöstä 3.2, jolloin
Γ(x+ 1) = xΓ(x).
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Ottamalla puolittain logaritmi ja derivoimalla luvun x suhteen saadaan
d
dx
ln Γ(x+ 1) =
d
dx
ln (xΓ(x)) =
d
dx
(lnx+ ln Γ(x))
Ψ(x+ 1) =
1
x
+ Ψ(x).
Digammafunktiolle pätee samankaltainen yhteys tangenttifunktioon kuin
gammafunktiolle ja sinifunktiolle lauseessa 14.
Lause 18. Digammafunktio toteuttaa yhtälön
Ψ(1− x)−Ψ(x) = pi
tan pix
.
Todistus. Tarkastellaan lausetta 14, jolloin saadaan yhtälö
Γ(x)Γ(1− x) = pi
sin pix
.
Riittää tarkastella, kun x ∈ (0, 1), koska lauseen 17 mukaisesti digamma-
funktio säilyttää ominaisuuteensa. Tällöin kumpikin puoli on positiivinen ja
voidaan ottaa puolittain logaritmi ja saadaan
ln [Γ(x)Γ(1− x)] = ln pi
sin pix
,
ln Γ(x)− ln Γ(1− x) = lnpi − ln (sinpix) .
Derivoidaan puolittain luvun x suhteen, jolloin
Ψ(x)−Ψ(1− x) = − pi
tanpix
,
Ψ(1− x)−Ψ(x) = pi
tanpix
.
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Luku 10
Sovelluksia
Gammafunktio on todella monikäyttöinen, minkä vuoksi se esiintyy monilla
matematiikan eri aloilla aina lukuteoriasta tilastotieteeseen. Tässä luvussa
esitellään muutamia tuloksia, joihin gammafunktio liittyy keskeisesti.
10.1 Todennäköisyyksistä ja jakaumista
Gammafunktiolle erittäin tärkeitä sovelluskohteita löytyy todennäköisyyslas-
kennasta ja tilastotieteestä. Tässä kappaleessa esitellään vain lyhyesti joitain
jatkuvien satunnaismuuttujien todennäköisyysjakaumia. Kattavammin tie-
toa löytyy Koistisen kurssin Todennäköisyyslaskenta luentomonisteesta [12].
10.1.1 Vaillinainen gammafunktio
Gammafunktiossa integraali käy nollasta äärettömään. Tätä voidaan kuiten-
kin rajoittaa tarkastelemalla kapeampaa aluetta, jolloin puhutaan vaillinai-
sista gammafunktioista.
Määritelmä 5 (Alempi vaillinainen gammafunktio).
γ(a, x) =
∫ x
0
ta−1e−tdt.
Tästä seuraa, että gammafunktio on näin muodostetun funktion raja-
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arvo, ja pätee
lim
x→∞
γ(a, x) = Γ(a).
Vastaavasti voidaan muodostaa ylempi vaillinainen gammafunktio, jolloin
integroidaan muuttujasta x äärettömyyteen.
10.1.2 Gammajakauma
Gammafunktion avulla voidaan muodostaa gammajakauma. Sitä voidaan lä-
hestyä yksinkertaisella tavalla muodostamalla tiheysfunktio
f(x) =
xα−1e−x∫∞
0
tα−1e−tdt
=
xα−1e−x
Γ(α)
,
missä α > 0. Tätä voidaan yleistää lisäämällä skaalauskerroin λ > 0 (niin
kutsuttu rate-parametri), jolloin tiheysfunktioksi saadaan
f (x;α, λ) =
λα
Γ(α)
xα−1e−λx. (10.1)
Tätä kutsutaan gammajakaumaksi. Jos satunnaismuuttujaX noudattaa gam-
majakaumaa, niin merkitään
X ∼ Gamma(α, λ).
Gammajakauman kertymäfunktio voidaan esittää vaillinaisen ja täydelli-
sen gammafunktion osamääränä
F (x;α, λ) =
γ (x;α, λ)
Γ(α)
. (10.2)
Gammajakauman erikoistapauksista paljon sovellettuja ovat eksponentti-
jakauma ja χ2n-jakauma. Eksponenttijakauma Exp(λ) saadaan, kun tarkastel-
laan gammajakaumaa Gamma(1, λ). χ2n-jakauma saadaan gammajakauman
avulla, kun tarkastellaan jakaumaa Gamma
(
n
2
, 1
2
)
, missä n on vapausasteiden
määrä.
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10.1.3 Betajakauma
Vastaavalla tavalla saadaan muodostettua betafunktion avulla tiheysfunktio
f (x;α, β) =
xα−1(1− x)β−1
B (α, β)
,
jolloin saadaan betajakauma. Jos satunnaismuuttuja X noudattaa betaja-
kaumaa, niin merkitään
X ∼ Beta (α, β) .
Betajakauman erityistapauksia ovat Poisson- ja binomijakauma.
10.2 Stirlingin kaava
Stirlingin funktio on kertomafunktion approksimaatio suurille arvoille. Skot-
lantilainen matemaatikko James Stirling (1692-1770) johti kyseisen funktion
vuonna 1750. [5]
Lause 19 (Stirlingin kaava).
n! ≈ nne−n
√
2pin. (10.3)
Todistus. Todistus mukailee Farrelin ja Rossin todistusta [9]. Todistus pe-
rustuu geometriseen havaintoon kertomafunktion logaritmista. Tarkastellaan
kertomafunktiota logaritmin avulla, jolloin
lnn! = ln 1 + ln 2 + ln 3 + . . .+ lnn!.
Seuraavaksi toimitaan samoin kuin todistaessa lausetta 5, joten tarkastellaan
pinta-aloja, mutta nyt tarvitaan ylä- ja alaraja, jotta arvio olisi mahdollisim-
man hyvä.
Muodostetaan suorakulmiota, joiden oikea kärki on käyrällä f(x) = lnx
ja kannan leveys on 1. Tarkastellaan väliä [1, n], jolloin käyrä jää suorakul-
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mioiden alle. Tällöin saadaan kertomafunktion logaritmille alaraja
lnn! >
∫ n
1
lnxdx = n lnn− n+ 1.
Vastaavasti saadaan arvio käyttämällä suorakulmioita, joiden oikea kärki on
käyrällä f . Tarkastellaan väliä [1, n + 1], jolloin suorakulmiot jäävät käyrän
alle ja saadaan yläraja
lnn! <
∫ n+1
1
lnxdx = (n+ 1) ln(n+ 1)− n
= (n+ 1)
(
lnn+ ln
(
1 +
1
n
))
− n
= n lnn+ lnn+ ln
(
1 +
1
n
)n
+ ln
(
1 +
1
n
)
− n.
Lasketaan saaduista ylä- ja alarajoista keskiarvo, jolloin saadaan hyvä
arvio kertomafunktion käyttäytymisestä. Saadaan
lnn ≈ n lnn− n+ 1
2
+
1
2
lnn+
1
2
ln
(
1 +
1
n
)n
+
1
2
ln
(
1 +
1
n
)
,
jota voidaan hieman karsia, kun tarkastellaan luvun n suuria arvoja. Kun
n on suuri, niin luku 1
2
jää mitättömäksi. Termi 1
2
ln
(
1 + 1
n
)n → 1
2
ln e = 1
2
,
kun n kasvaa rajatta, joten sekin voidaan hylätä. Lisäksi termi 1
2
ln
(
1 + 1
n
)→
1
2
ln 1 = 0, kun n kasvaa rajatta, joten hylätään sekin.
Näin saadaan arvio kertomafunktion logaritmille. Tarkastellaan näiden
erotusta, josta saadaan
lnn!−
(
n lnn− n+ 1
2
lnn
)
= ln
(
n!en
nn
√
n
)
.
Tarkastellaan lukujonoa cn =
n!en
nn
√
n
ja sen variaatioiden c2n ja c2n suhdetta,
jolloin
c2n
c2n
=
(n!)2e2n
n2n+1
· (2n)
2n+ 1
2
(2n)!e2n
=
n!2n
(2n)!
· n!2
n
1
·
√
2n
n
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ja saadaan
c2n
c2n
=
2 · 4 · · · 2n
1 · 3 · · · (2n− 1) ·
√
2√
n
. (10.4)
Tämä muistuttaa tutkielman alussa esitettyä Wallisin tuloesitystä 2.6
luvulle pi
2
=
∏∞
k=1
4n2
4n2−1 , joka voidaan esittää muodossa
pi
2
= lim
n→∞
((
2 · 4 · · · 2n
1 · 3 · · · (2n− 1)
)2)
1
2n+ 1
,
josta ottamalla puolittain neliöjuuri saadaan
√
2pi = lim
n→∞
2 · 4 · · · 2n
1 · 3 · · · (2n− 1) ·
2
(2n+ 1)
1
2
. (10.5)
Nyt 10.4 ja 10.5 ovat lähes samanmuotoisia. Koska
lim
n→∞
√
2√
n
= lim
n→∞
2
(2n+ 1)
1
2
= 0,
niin yhtälöiden raja-arvot 10.4 ja 10.5 ovat identtiset. Näin ollen
c2n
c2n
=
√
2pi. (10.6)
Suppenevalle lukujonolle pätee limn→∞ cn = limn→∞ c2n. Näin ollen saa-
daan laskettua arvo raja-arvolle, jolloin
lim
n→∞
n!en
nn
√
n
= lim
n→∞
cn =
limn→∞ cn limn→∞ cn
limn→∞ cn
=
(limn→∞ cn)
2
limn→∞ c2n
= lim
n→∞
c2n
c2n
=
√
2pi.
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Tästä seuraa raja-arvo suhteelle
lim
n→∞
(
n!en
nn
√
n
√
2pi
)
= 1,
lim
n→∞
(
n!
nne−n
√
2pin
)
= 1,
minkä vuoksi approksimaatio n! ≈ nne−n√2pin toimii, kun n on suuri.
10.2.1 100!
100! on liian suuri luku tavalliselle taskulaskimelle, eikä sitä sillä suoraan
pysty laskemaan. Kuitenkin Stirlingin kaavaa hyödyntämällä saadaan sille
hyvä likiarvo. Hyödyntämällä logaritmin laskusääntöjä saadaan
ln 100! ≈ ln 100100 + ln e−100 + ln
(√
2pi
)
ln
√
100
= 100,5 ln 100− 100 + 1
2
ln(2pi)
= 363,7385422 . . . .
Näin ollen kymmenkantaisessa järjestelmässä saadaan
lg 100! =
ln 100!
ln 10
≈ 363,7385
ln 10
≈ 157,9696,
josta edelleen
100! ≈ 100,9696 · 10157 ≈ 9,32 · 10157.
Sadan kertoma on 100! = 9,332622 . . . · 10157, joten Stirlingin kaava tuottaa
hyvän approksimaation jo suhteellisen pienillä arvoilla.
10.3 Hyperpallot
Hyperpallot (englanniksi hyper sphere) ovat n-ulotteisen euklidisen avaruu-
den palloja. Niiden avulla siis yleistetään pallon käsite useampiin ulottuvuuk-
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siin. Pallo on olio, joka koostuu pisteistä, jotka ovat enintään pallon säteen
etäisyydellä siitä. Tässä luvussa tarkastellaan origokeskeisiä yksikköpalloja.
Hyperpallo voidaan siis määritellä seuraavasti.
Määritelmä 6. Yksikköhyperpallo on joukko Bn = {x ∈ Rn : ||x|| ≤ 1}.
Tason ympyrälle voidaan laskea pinta-ala ja kolmiulotteiselle pallolle saa-
daan tilavuus. Samoin hyperpallolle saadaan johdettua tilavuus [8].
Lause 20. Hyperpallon tilavuus saadaan gammafunktion avulla
Vn =
pi
n
2
Γ
(
n
2
+ 1
) .
Todistus. Tarkastellaan niin kutsuttua Gaussin integraalia ja korotetaan se
potenssiin n. Tällöin(∫ ∞
−∞
e−x
2
dx
)n
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−(x
2
1+...+x
2
n)dx1 · · · dxn.
Tehdään sijoitus pallokoordinaatteihin, jolloin
r2 = x21 + . . .+ x
2
n
ja dx1 · · · dxn = rn−1drdΩ.
Nyt saadaan
∫ ∞
0
∫
Ω
e−r
2
rn−1drdΩ =
∫ ∞
0
e−r
2
rn−1dr
∫
Ω
dΩ =
∫ ∞
0
e−r
2
rn−1drS.
Tehdään seuraavaksi sijoitus t = r2, jolloin dt = 2rdr, joten∫ ∞
0
e−r
2
rn−2
2r
2
drS =
1
2
∫ ∞
0
e−tt
n
2
−1dtS.
Tämä voidaan ilmaista gammafunktion avulla, jolloin(∫ ∞
−∞
e−x
2
dx
)n
=
1
2
Γ
(n
2
)
S.
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Gaussin integraali on laskettu yhtälössä 6.2, joten pinnalle S saadaan relaatio
S =
pi
n
2
1
2
Γ
(
n
2
) . (10.7)
Pallon pinnan suuruus riippuu säteestä, jolloin n-ulotteisen pallon pinta
on verrannollinen sen säteen (n − 1):een potenssiin. Tilavuus saadaan in-
tegroimalla pintaa yli säteen. Näin ollen
Vn =
∫ 1
0
Srn−1dr =
S
n
=
pi
n
2
n
2
Γ
(
n
2
) = pi n2
Γ
(
n
2
+ 1
) .
Lauseesta seuraa mielenkiintoinen ja erittäin epäintuitiivinen huomio.
Gammafunktio kasvaa hyvin nopeasti, minkä vuoksi nimittäjä dominoi tila-
vuuden funktiota. Näin ollen pallon tilavuus lähestyy nollaa, mitä korkeam-
pia ulottuvuuksia tarkastellaan. Kuvaajasta 10.1 havaitaan, että pallon tila-
vuus on suurimmillaan, kun pallo on viisiulotteinen.
Kuva 10.1: Hyperpallon tilavuus ulottuvuuden funktiona
Tätä voi havainnollistaa itselleen siten, että ajattelee ensin paperilla ne-
liön sisään piirrettyä suurinta mahdollista ympyrää. Ympyrä peittää siitä
noin 79%. Vastaavasti kuution sisään asetettu pallo vie tilavuudesta noin
52%. Tilanteissa tilavuushäviö tulee kulmista. Kaksiulotteiseen tilavuuteen
verrattuna kolmiulotteiset kulmat ovat paljon suuremmat. Suurempiin ulot-
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tuvuuksiin jatkettuna n-ulotteiset kulmat vievät yhä enemmän tilaa pallon
kutistuessa.
Tietoa n-ulotteisten pallojen tilavuudesta voidaan hyödyntää tietoliiken-
teessä virheiden vähentämisessä. Suuri data voidaan esittää n-ulotteisina vek-
toreina. Tietoliikenteessä voi tulla pieniä häiriöitä, jota voidaan vähentää laa-
jentamalla sallittuja arvoja. Itse ajattelen tätä tikanheittona. Asetetaan sei-
nälle tikkatauluja, joista jokainen vastaa kirjainta. Heittäjä voi nyt luetella
jonkin sanan heittämällä haluamiinsa tauluihin tikan. Heittäjän tarkkuudes-
ta riippuu tikkataulun koko, eli kuinka suuri virhe hänelle sallitaan. Kysymys
onkin kuinka tikkataulut tulisi järjestää, jotta ne saataisiin mahdollisimman
pieneen tilaan.
Tikkataulujen kohdalla kyse on kaksiulotteisesta tilanteesta ja vastaus
siihen on tiedetty kauan. Kun tarkastellaan tilannetta useammissa ulottu-
vuuksissa, ei optimipakkauksien todistaminen olekaan helppoa. Optimitilat
on löydetty vasta ulottuvuuksille 1, 2, 3, 8 ja 24. Näistäkin kaksi viimeisintä
vasta vuonna 2017 [10] [11].
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Luku 11
Kompleksinen gammafunktio
Gammafunktion merkitys matematiikassa kasvaa entisestään, kun se laajen-
netaan kompleksilukujen joukkoon. Tässä tutkielmassa esitellään keskeisim-
piä tuloksia liittyen kompleksiarvoiseen gammafunktioon. Lauseita ei kuiten-
kaan todisteta. Tarkempi käsittely löytyy Havilin kirjasta, jota on käytetty
tämän luvun päälähteenä. [7].
Määritelmä 7. Määritellään gammafunktio Γ : C\ {0,−1,−2, . . .} → C,
Γ(z) =
∫ ∞
0
e−ttz−1dt, (11.1)
missä <(z) > 0.
Näin määriteltynä integraali suppenee, kun
1) =(z) 6= 0 tai
2) =(z) = 0 ja z ∈ (0,∞).
Reaaliarvoisen gammafunktion funktionaaliyhtälö 3.2 voidaan muodostaa
vastaavalla tavalla myös kompleksiselle gammafunktiolle, jolloin gammafunk-
tio voidaan määritellä myös alueessa <(z) < 0. Tällöin siis pätee
Γ(z + 1) = zΓ(z),
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josta saadaan
Γ(z) =
Γ(z + n)
z(z + 1) · · · (z + n) .
Näin olleen gammafunktio saadaan analyyttisesti jatkettua koko kompleksi-
tasoon lukuunottamatta yksinkertaisia napoja pisteissä z = 0,−1,−2, . . ..
Kuva 11.1: Kompleksinen gammafunktion itseisarvo [16]
Kompleksiarvoiselle gammafunktiolle pätee kaikki aiemmat tulokset, jot-
ka on tässä tutkielmassa todistettu reaaliarvoiselle gammafunktiolle.
11.1 Yhteys zetafunktioon
Gammafunktion kuuluisimpia sovelluksia on sen yhteys Riemannin zetafunk-
tioon. Erityisesti sen avulla voidaan osoittaa, että zetafunktion triviaalit nol-
lakohdat todella ovat triviaaleja.
Määritelmä 8. Zetafunktio määritellään sarjana
ζ(z) =
∞∑
k=1
1
kz
,
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missä <(z) > 1.
Euler osoitti vuonna 1737 reaalisen zetafunktion yhteyden alkulukuihin.
Lause 21 (Eulerin tulo). Zetafunktio voidaan ilmaista alkulukujen tulon
avulla seuraavasti
ζ(z) =
∞∑
k=1
1
kz
=
∏
p
1
1− 1
pz
.
Tämä yhteys tekee zetafunktiosta erittäin merkittävän analyyttisessä lu-
kuteoriassa. Seuraava lause osoittaa zetafunktion yhteyden gammafunktioon.
Lause on erittäin tyylikäs ja sen todistus on yksinkertainen, joten se todiste-
taan.
Lause 22. Kun <(z) > 1, niin gammafunktiolle ja zetafunktiolle pätee
Γ(z)ζ(z) =
∫ ∞
0
uz−1
eu − 1du.
Todistus. Tarkastellaan gammafunktiota sijoituksen t = nu, jossa n ∈ N,
avulla, jolloin dt = ndu. Tällöin
Γ(z) =
∫ ∞
0
tz−1e−tdt
=
∫ ∞
0
(nu)z−1e−nundu
=
∫ ∞
0
nzuz−1e−nudu.
Kerrotaan puolittain luvulla nz ja summataan luvun n suhteen, jolloin saa-
daan
∞∑
n=1
(
Γ(z)
1
nz
)
=
∞∑
n=1
∫ ∞
0
uz−1e−nudu.
Vasemmalla puolella saadaan määritelmän mukaisesti zetafunktio ja oikeal-
la puolella integraali suppenee, joten voidaan summata integraalin sisällä.
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Tällöin muodostuu geometrinen sarja, joka voidaan esittää muodossa
Γ(z)ζ(z) =
∫ ∞
0
uz−1
(
e−u
1− e−u
)
du
=
∫ ∞
0
uz−1
eu − 1 .
Euler esitti seuraavan lauseen ilman todistusta reaaliarvoisella gamma-
funktiolle vuonna 1749. Riemann todisti sen kompleksiarvoiselle gammafunk-
tiolle myöhemmin, jonka myös Havil on esittänyt. [7]
Lause 23. Zetafunktiolle pätee funktionaaliyhtälö
ζ(1− z) = 21−zpi−z cos
(piz
2
)
Γ(z)ζ(z). (11.2)
Lause 24. Zetafunktion nollakohtia ovat negatiiviset parilliset kokonaisluku-
pisteet. Näitä nollakohtia kutsutaan zetafunktion triviaaleiksi nollakohdiksi.
Todistus. Zetafunktion funktionaaliyhtälöstä 11.2 huomataan, että termi
cos
(piz
2
)
= 0,
kun z = 3, 5, 7, . . .. Yhtälössä muuttuja on muotoa 1− z, joten zetafunktion
nollakohtia ovat z = −2,−4,−6, . . ..
Riemannin hypoteesi on yksi kuuluisimmista matematiikan ongelmista,
joita ei ole vielä ratkaistu. Riemann esitti hypoteesinsa vuonna 1859 ja se on-
kin pysynyt lukuisista yrityksistä huolimatta ratkaisemattomana ongelmana
siitä asti. Hypoteesi on nykyisin yksi tärkeimmistä matematiikan ongelmista
ja se onkin yksi Clay Mathematics -instituutin Millenium-ongelmista, joiden
todistamisesta voi saada kustakin miljoona dollaria. [13][14]
Konjektuuri 2 (Riemannin hypoteesi). Zetafunktion ei-triviaalien nolla-
kohtien reaaliosa on puoli.
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