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Abstract
There has been considerable interest in predicting human emotions and traits using
facial images and videos. Lately, such work has come under criticism for poor
labeling practices, inconclusive prediction results and fairness considerations. We
present a careful methodology to automatically derive social skills of candidates
based on their video response to interview questions. We, for the first time, include
video data from multiple countries encompassing multiple ethnicities. Also, the
videos were rated by individuals from multiple racial backgrounds, following
several best practices, to achieve a consensus and unbiased measure of social skills.
We develop two machine-learning models to predict social skills. The first model
employs expert-guidance to use plausibly causal features. The second uses deep
learning and depends solely on the empirical correlations present in the data. We
compare errors of both these models, study the specificity of the models and make
recommendations. We further analyze fairness by studying the errors of models by
race and gender. We verify the usefulness of our models by determining how well
they predict interview outcomes for candidates. Overall, the study provides strong
support for using artificial intelligence for video interview scoring, while taking
care of fairness and ethical considerations.
1 Introduction
The recruitment process at companies and organizations generally consists of assessments and
personal interviews. Assessments consisting of multiple-choice tests were automated way back in the
1990s. Recently there have been efforts to automate the scoring of open-response tests , such as those
to measure spoken English [37, 38], programming skills [39, 41, 2], essay and email writing skills
[43]. Over the last few years, advancements in computer vision have spurred interest in the grading
video interviews [23, 30, 13] automatically.
There have been several research studies [32, 25, 7] and proliferation of tools [27, 3, 4] that attempt to
score emotions based on images/videos. In [13], the authors develop algorithms to predict personality
based on video interviews, while in [23], the authors develop models to predict hirability based on
job profiles and video interview feeds. In [29], the authors record actual interviews in a lab setting
and then develop models to predict social skills.
However, such research has attracted criticism, particularly from the psychology community, over
considerations of ethics and fairness. In [8], the authors question the very hypothesis that emotions,
that are internal states, could be rated based on external behaviors, such as facial expressions and voice
characteristics. They also question the process of labeling emotions, the universality of emotional
manifestation across cultures and the inadequate criteria being used to judge the quality of models.
Furthermore, variations in the results of image and video processing with regard to gender, race,
nationality, etc., have raised questions of fairness [10, 28, 14]. Algorithms tend to pick non-causal
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markers [31, 33] that signal one’s identity than behavior. On the other hand, techniques that predict
hireability status propagate bias in extant hiring practices. It is unclear which skills and behaviors
these model actually predict and they are susceptible to using spurious correlations in the sample.
There has been no study on fairness of video interview grading algorithms, other than [26], which
looks at biases in the labelling process. Grading of video interviews has enormous implications for a
person’s economic outcomes and living standard. Therefore, the bar for fairness and ethics must be
set high for grading video interviews. In this paper, we mitigate these criticisms for the first time and
explain how we developed models to grade video interviews with fairness considerations. We take
several steps to do so.
We, for the first time, use a multi-country, multi-racial dataset to develop video-interview grading.
Our data of 810 candidates and 5845 videos includes people from the US, UK, and India, who identify
as Caucasians, African Americans, Asian, Hispanic1 and a few other smaller ethnic groups. We apply
significant thought to devise meaningful parameters for rating video interviews and to establish a
fair process to get the labels. Rather than attempting to gauge internal states, we measure externally
expressed behavior. We refer to such behavior as “social skills” that encompass parameters such as
“Confidence” (e.g., whether the average person watching the video would agree that the candidate
projects confidence). Each parameter includes a proper rubric along with a ‘Cannot say’ option if the
rater decides that the information in the video is not sufficient to grade a given parameter2. The video
interviews are rated for social skills by multiple raters of different racial backgrounds. The scores of
these various raters correlate moderately well. We consider their consensus rating, to comprise the
universal understanding of social skills.
We develop two models to predict social skills. The first uses expert-guidance to pick causal features.
We further constrain the modeling space to avoid the use of spurious non-causal features3. Our
intention is to build a relatively simple model with well-meaning features, that is interpretable and
may show less variance over different samples. In the second model, we give machine learning a free
hand to exploit the correlations in the dataset to build the best possible predictive model. Here, we
use a state-of-the-art transformer model with additive attention to predict the grades. We recommend
that if a simpler, causal-guided model gives comparable accuracy to a more expressive model, the
former is preferable out of consideration of fairness. In fact, we discover that the simpler model
performs as well as the deep-learning model on two parameters, while the deep-learning based model
performs better on the third.
We examine further whether our models are biased and compare model errors by race and gender.
We find that effect sizes are small in error for all parameters barring one involving race, where also
it is borderline. We discuss methods to mitigate this. Finally, we test our social skill predictions
against interview outcomes, using dataset from three companies. We find that social skills are indeed
consistent predictors of interview outcomes.
This work makes significant new contributions:
• It is the first video grading work to look at fairness with regard to gender and race.
• We introduce and use the first multi-country and multi-racial dataset of video interviews.
• We introduce a new approach to looking at building fair models: comparing simpler expert-
guided models with complex fully-empirical models.
• We for the first time study the errors of video grading models with regard to gender and race.
We believe this work will go a long way in setting context and methods for fairness studies in video
processing in general and video interviews in particular.
2 Dataset and Ratings
2.1 Rating Parameters
Traditionally, researchers process facial images to predict the candidate’s emotions (such as happy,
sad, anger, etc.). They use facial action units, (i.e., facial expressions) and map them to emotions [24].
However, such research has been subject to criticism for several reasons. For example, emotions
are purported to be internal states that are not necessarily signaled by facial expressions alone.
1We merge Hispanic with few smaller ethnic groups and call them "Others".
2In addition to social skills, we also measure interviews according to the spoken content. However, that is
not the subject of this paper.
3The model is not necessarily causal, but has been guided in that direction.
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Furthermore, the experience and perception of emotions may vary across cultures, races and countries.
Also, images alone may not be sufficient to make a determination of a person’s emotional state.
Nevertheless, raters are often implicitly forced to assign labels even if they think that the information
is insufficient to make a confident designation.
In our approach, we take several steps to address these criticisms. First, we rate videos instead
of still images. The videos have a duration of at least 30 seconds. This gives the raters ample
time to observe the candidates before making a judgement. Moreover, a candidate’s final rating is
based on a set of videos (at least six) rather than a single video. Also, our rating parameters are
expressed behaviors rather than internal states. Several studies show that expressed behavior through
facial expressions and voice tone, are judged during interviews and correlate to performance. [20]
finds significant difference in non-verbal behavior such as facial expressions, head movements and
eye-contact between selected and rejected candidates in an interview. [1] lists enthusiasm, tempo,
and body language as pragmatic skills needed in a interview, and [16] finds visual cues such as smile,
gaze and body movement are predictive of on-job performance.
We finalized on four rating parameters - Positive Emotion, Calmness, Confidence and Engagement.
We call such expressed behavior “social skills.” These skills are essential in such roles as sales,
customer service and management. There is a rubric related with each parameter, and the rater
assigns a score by selecting a level on the rubric. The first option (in bold for emphasis) on the rubric
indicates that the video cannot be rated on the parameter. This option is provided in order to eliminate
any parameter for which the video offers insufficient information. Refer to supplementary material
for the rubric used for rating.
As we will discuss in further sections, the candidates and raters in our study span diverse cultures and
racial backgrounds. This was done to a universal, or stated scientifically, consensus (shared-view),
rating of social skills.
2.2 Video Dataset
Each candidate must answer seven pre-recorded questions in English. The candidate is allotted 30
seconds to think about her/his response, and then one minute to deliver the response. The sessions are
recorded via the candidate’s own webcam. The questions include situational questions, competency-
based questions and domain knowledge questions from areas such as technology, banking, accounting,
etc. (See examples in the supplementary material).
We collected data from 810 jobseekers from the US, UK, India and some other countries from
Europe. We designed the sample to include candidates of different age, gender, racial and educational
background. We collected a total of 5845 videos (with duration of thirty seconds to a minute) from the
810 jobseekers. The diversity of the dataset allows us to test whether our algorithms are biased against
any of the various groups and how one may mitigate such bias. To the best of our knowledge, this
study is the first to include data from multiple countries and multiple ethnic groups to measure social
skills, emotions or grade video interviews. Refer to supplementary material to view the distribution
of candidates by country, age, gender and race.
2.3 Raters and rating process
Many previous studies have examined whether the ML algorithm exhibits bias towards any particular
group. In [26] authors examine the prospect of human bias in scoring video-based structured
interviews. The possibility of bias in labeling takes on increasing importance in the present case for
two reasons. First, we are rating faces. Uncorrelated facial markers such as race, color, gender, etc.
may bias the raters. Second, social skills may be perceived differently by individuals of different
gender and racial backgrounds. We aim to capture the common variance (consensus) among these
different groups to establish a universal social skills scoring index.
We recruited our raters online. All raters have experience working as HR recruiters, soft skills trainers,
or possessed a background in industrial organizational psychology. We chose the rater sample to
be representative of multiple ethnicities and gender. We performed a first rater selection exercise.
Here, each rater scored 50 videos. We removed the raters with an average inter-rater correlation of
less than 0.5 and a mean-difference of more than 1.0 (on a 5-point scale). This produced a pool of
31 raters, from diverse backgrounds. This exercise also helped us determine how many raters are
required per video to provide a stable consensus rating. We bootstrapped different numbers of raters
and studied how the variance in consensus ratings decreased with every additional rater. We observe
little reduction in score variance when adding additional raters beyond five.
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We then had every video rated by 7 raters. We again removed the raters which didn’t agree with
others, on average (same criteria as before). Finally, each video was rated by atleast 5 raters. The
distribution of the raters on race and gender is provided in supplementary material. We used the mean
ratings of raters, as the final rating per video, per social skill.
3 Methods
We develop video-wise models for each social skill using supervised learning. We derive a candidate-
level score by averaging the video-wise scores. We present two approaches to develop models. In the
first approach, we solicit expert advice in choosing theoretically valid features and also constrain the
model-space through certain computational techniques. The idea is to develop a model that is less
susceptible to non-causal correlations and sampling biases. In the second approach, we use a much
more expressive Deep Learning model that relies solely on the correlations present in the sample
dataset. One may refer to supplementary material for the related work in the field of automated
grading of video-interviews. We wish to determine whether the Deep Learning approach results in
greater accuracy, and if so, how much. If there is no significant difference in model accuracy, then we
prefer the first approach given that it provides a better theoretical basis and may better generalize
over different kinds of samples. We now describe the two methods we use.
3.1 Expert-Driven Approach
In this approach, we derive several features from the video, select certain features based on expert
guidance, make some feature transformations and finally use a classical supervised learning technique
to train models against the ratings. All these steps are illustrated in Fig 1. We first describe the
features that we used.
3.1.1 Feature Engineering
We primarily use two kind of features:
Facial Features (FFs): We first extract the frames from the video at a sampling frequency of 15
frames per second. We use OpenFace [6] to derive the intensities of 17 different facial action units
(AU) from each frame. Facial action units comprise facial movements such as lip curl, and eye brows
raise. We also derive 6 head pose translations and rotations (HP). This results in a 23-dimensional
time series vector for each video.
Prosody Features (PFs): We extract the audio from the videos to derive prosody features such
as the patterns of rhythm, stress and intonation in speech. We used OpenSMILE [17], a library
that helps extract large audio feature spaces in real time. These comprise 1582 features from
the INTERSPEECH 2010 Paralinguistic challenge feature set [35] and 382 features from the the
INTERSPEECH 2009 Emotion Challenge feature set [36]. In addition, we use FairPCA [34, 42] for
finding a low dimensional representation of the features which maintain similar conformity between
the multiple groups4 within the dataset.
3.1.2 Feature Selection and Transformation
We take three steps to process our features. First, we select a subset of FFs for each social skill based
on expert consensus. We only use the selected FFs to build models for a given social skill. Second,
we convert the facial time-series features into a vector of aggregate features (AF). Third, we apply a
transformation function to convert the aggregate vector for each FF into a single dimensional value
FF. We use the same transformation function for all FF feature vectors for a given social skill, which
constrains the modeling space further. We describe these three steps in detail now.
Feature Selection: Every social skill links to certain AUs and HPs. For instance, an AU such
as an upward lip-curl may signal a smile and indicate ‘Positive Emotion’. We expect a positive
correlation - higher the intensity of the AU, higher the ‘Positive Emotion’ score. On the other
hand, we do not expect a relationship between say, Lip Puckerer (AU18) or Lip Raiser (AU10) and
‘Positive Emotion’. We recruited five experts with more than 5-10 years of experience in Industrial
organizational psychology and diverse ethnicities and gender. For each social skill, they marked
whether an FF may signal a positive, a negative or no relationship. FFs were marked as positive
indicators, negative indicators, or unrelated, based on expert vote consensus. Only the selected
4We formed these groups by combining race and gender tags, for e.g : Male Caucasian, Female Caucasian,
Male Asian..., etc.
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Figure 1: Expert-Driven approach flow diagram for a social skill.
indicators were used to build models for each social skill. No such selection was made on prosody
features since they aren’t human interpretable.
Feature Aggregation: Typically, researchers average intensities of FFs to aggregate time-series data
[13]. This does away with multiple rich characteristics of the curve. For instance, a video with bursts
of high intensity among a low intensity base, will generate the same value as a constant mid-intensity
waveform. Similarly, the variation in the intensity curve may help measure the amount of activity
vs. monotony. To capture these effects, we create 11 different aggregate features from the FF time
series data. These have been explained in detail in supplementary material. They quantify different
characteristics of the intensity curves.
Feature Transformation: The 11 aggregate features for each FF provide richness for machine
learning, but exposes the risk of using non-causal correlations. We wished to constrain down the
model space of 187 (11*17) features to a lower meaningful dimension. Similar to the use of ‘average
intensity’, we learn a common function to aggregate the 11-dimensional vectors across FFs. Rather
than one such aggregation function, we create one for every social skill and every type of indicator.
The hypothesis is that certain common FF curve properties predict a social skill across, say, positive
indicators. This constrains the algorithm to use a common set of curve properties which are predictive
of a social skill, than using different properties for each FF. We learn six such functions, covering
three social skills 5 and two indicators each. This may be stated mathematically as follows: For each
social skill,
V pdD ∈ Pos descriptor set, V ndD ∈ Neg descriptor set
AF pdi = PosFeatTransformer(f1, f2, ........fn, U
pd)
AFndi = NegFeatTransformer(f1, f2, ........fn, U
nd)
AF pdi ∈ V pdD , AFndi ∈ V pdD , fi aggregate features set
Upd, Und unit vectors of dimension equal to no. of FFs in V
pd
D , V
pd
D respectively
Let us take the example of positive indicators for ‘Positive Emotion’. We learn a linear function
with common weights across selected FFs, but add a different constant for each. We take the 11-
dimensional vector as input variables, stacked for all FFs one below the other. Each FF has a separate
unit vector, to learn a constant. The social skill score is the output variable and it gets repeated for
each stacked FF. We use ridge regression to determine the weights that are most predictive of the
given social skill. One may note, all these operations are done on the train set.
We finally have a set off FF features and prosody features for each social skill. We use classical
feature selection and machine learning techniques to learn a predictive model.
3.2 Deep Learning Approach
Prior research has addressed video processing problems such as video summarization [9] and grading
video interviews [23] using RNNs, with either LSTMs or GRU cells, and with or without attention.
We tried a few different deep-learning approaches and found that a Transformer model with additive
attention worked best. We now describe our model structure.
As a first step, we extract 256 dimensional features per-frame from the penultimate layer of a pre-
trained CNN model[18]. This model was trained on face images to classify emotion labels (our data
5We remove one social skill out of the initial four. This is explained in sections ahead.
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has video-wise social skill scores, but not image wise labels). We only use those frames, where a
face is detected with a confidence of more than 0.75 and the rest of the frames are imputed with the
mean of their surrounding frames. If less than 70% of the frames in a video have a face in them then
we remove the video altogether. We call this 256-dimensional vector for every frame as the face
embedding on that frame. When we train the model, the weights that create the embedding are also
re-optimized, i.e. fine-tuned.
The number of frames in a video vary. We take the maximum number of frames to be 1200 and
perform padding where needed. We then perform dimensionality reduction in the face embedding
vector and in the time-space. We used a feedforward layer applied at every time frame to downsample
the number of features from 256 to 64. We also add the FF time-series data (described in previous
section) to the embeddings to create a 87-dimensional vector. We reduce the number of frames to
239, using a 1D convolution filter with a kernel size of 10 and stride length of 5. We used 87 such
filters, each assigned to a particular channel/dimension of the input feature vector. This leads to a 87
by 239 matrix X per video.
We used multi-head self-attention [44] on the fixed length sequence X . It contains scaled dot product
attention mechanism over the Keys K, Queries Q and Values V and compute the representation using
softmax as:
Q = K = V = X, X represents the input vector matrix
Attention(Q,K, V ) = softmax(
QKT√
dk
)V
We then use additive attention [5] to extract the importance of each feature vector in the sequence.
This helps weigh up certain frames, say one representing a lip curl (in case of positive emotion), to
amplify their contribution and reduce noise. The additive attention layer first comprises a feedforward
layer, followed by a softmax to model the output conditional probability distribution. The final output
vector hf is the weighted sum (using the probability distribution) of input embeddings across the
time dimension. We then concatenate the prosody feature vector hp (the output from FairPCA, refer
to previous section) with the facial vector hf to obtain the final vector. This 151-dimensional vector
is then passed onto a feedforward layer (hidden layer of size 64) to get the final prediction. Refer to
supplementary material for a detailed explanation.
4 Experiments & Results
We address the following questions through our experiments:
• Do our raters agree to each other and how the different social skills relate with each other?
• How do the Expert-Driven (ED) and Deep Learning (DL) models compare on accuracy? Do
our models predict ratings with high specificity?
• How do the errors in the model compare within gender and racial groups? Are the models
fair and what may be done to mitigate any fairness issues?
• Do our predicted social skills predict interview outcomes?
4.1 Video Data and Ratings
A total of 5845 videos for 810 candidates were collected. All videos marked as ’Video not clear’
(2.2%) and cannot be rated (2.4%) by more than 2 raters were removed from the dataset. Most raters
judged that videos provided them with sufficient information to rate social skills.
A total of 31 raters were used and every video is rated by at least 5 raters. The inter-rater agreement
was measured using pearson coefficient of correlation. The correlation is strong, more than 0.6, for
all parameters barring ‘Calmness’ (Refer to supplementary material for Inter-rater agreement details.).
This showed that raters across racial and gender groups had a good-level of agreement on the social
skill scores of different videos. We averaged the ratings across raters to get the final rating for a video.
For a candidate, the ratings across videos were averaged for each social skill, to get the final rating.
We next looked at inter-parameter correlations. These are presented in supplementary material. We
find most social skills have a moderate-to-strong correlation with each other (0.49-0.77). This is
expected, since if someone is high in one social skill, generally s/he is high in others too. Confidence
and Calmness are very highly correlated by a r = 0.90. We decided to drop Calmness due to its high
correlation with Confidence and also, low inter-rater agreement. A factor analysis of the ratings also
confirmed the data represented three significant factors.
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Table 1: Correlation of Expert-Driven and Deep Learning (DL) Models.
Positive Emotion Confidence Engagement
Train Data Test Data Expert-Driven DL Expert-Driven DL Expert Driven DL
All All 0.57 0.65 0.68 0.66 0.68 0.66
All US-UK 0.55 0.63 0.70 0.70 0.68 0.63
All India 0.56 0.65 0.67 0.63 0.67 0.65
Table 2: Cross-correlation matrix for Expert-Driven and Deep Learning Models.
Expert-Driven Deep Learning
PE* Confidence Engagement PE* Confidence Engagement
PE* 0.57 0.38 0.48 0.65 0.44 0.55
Confidence 0.44 0.68 0.60 0.40 0.66 0.52
Engagement 0.58 0.57 0.68 0.56 0.57 0.66
*PE here represents Positive Emotion
4.2 Model Results
For training models, we split the candidates into a 70-30 train-test set. We do a random split stratified
by ratings. We boot-strap train/test set 20 times and report average results over runs. Details of all
hyperparameters and experimental details are provided in supplementary material.
In Table 1, we report how well our models predict social skills measured by pearson coefficient of
correlation. We find that for Confidence and Engagement, both modelling techniques give similar
results. For Positive Emotion, DL model gave a much better result, a correlation of 0.65 as compared
to 0.57 of the ED model. We also split the data by country6 to see if the correlations remain intact
for different countries. The correlations are mostly similar, other than for Confidence, where the DL
model shows lower correlation for India.
We also looked at cross-correlations – how prediction model for one social skill correlated with the
expert ratings of a different social skill. This is important to study, when the predicted parameters are
correlated. We must check that the prediction model specifically predicts it’s given social skill and
doesn’t just signal the shared/common variance with another social skill.
The results are present in Table 2. For the ED model, we find that the model for Positive Emotion
predicts Engagement equally well. This shows that the Positive Emotion model is in some sense
a proxy model for Engagement, and has picked the shared variance between Positive Emotion and
Engagement. In the DL models, we do not come across such an issue. Finally, we choose the ED
models for Confidence and Engagement, since they perform as well as DL models. For Positive
Emotion, we choose the DL model for better accuracy and more importantly, specificity. We do a
feature analysis and find Positive Emotion is determined mostly by facial expressions, confidence by
voice tone and engagement is impacted by both. Details can be found in supplementary material.
4.3 Fairness Study
We studied whether our models are fair with regard to gender and racial groups. For each group,
we studied two parameters. First, we looked at the mean-difference (mean_diff) between true and
predicted ratings to examine if our models systematically underpredicted or overpredicted scores for
any group. Second, we looked at the mean-absolute-error (MAE), to check if the models are less
accurate for some groups vs. others.
We calculated the difference in these parameter values, between the group with the highest and lowest
value. For example, within racial groups in ‘Positive Emotion’, Afro-Americans had the highest
mean-difference (−0.04) and Indians7 have the least mean difference (0.01). We take the difference
which is 0.05 (diff_mean_diff). Similarly, for MAE, we subtract the values for Others and Asians to
get 0.06 (diff_MAE). One may refer to supplementary material for detailed numbers.
To understand the impact of these differences, we look at their effect size and significance. Significance
is calculated using 2-sample t-test at 95% confidence level. To find effect size, we divide each of
6We merged the small sample from other european countries into UK for the analysis.
7We have considered sample from India as another race for this analysis. There are many races within India
as well, which we plan to study in future work.
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Table 3: Effect size and significance of model differences by groups for all social skills.
Positive Emotion Confidence Engagement
diff_mean_diff diff_MAE diff_mean_diff diff_MAE diff_mean_diff diff_MAE
type val ef-size val ef-size val ef-size val ef-size val ef-size val ef-size
Gender 0.03 7.3 0.01 2.4 0.08* 14.0 0.04* 7.0 0.02 3.3 0.05* 8.3
Race 0.05 12.2 0.06* 14.6 0.04 7.0 0.13* 22.8 0.11 18.3 0.09* 15
*p < 0.05, val represents the maximum absolute difference
the diff_mean_diff and diff_MAE by the standard deviation of the predicted rating parameter (say
positive emotion). This tells us, the difference in models is what percentage of standard deviation.
Generally, a difference of less than 20% of standard deviation is considered small [40].
We find that there is little systematic over/underprediction (signalled by diff_mean_diff). All effect
sizes are small (less than 20%). With regard to accuracy, all differences have small effect sizes, other
than Confidence for racial groups which is borderline small (22.8%). It is also interesting to note, that
mostly the protected groups (Afro-Americans/Asians, females) have more accurate models (Refer
supplementary material).
We also investigated whether the models will lead to fair selection if used with a cut-score. We
applied a cut-score that eliminated the bottom one-third candidates8. We find that the Disparate
Impact[19] for each sensitive attribute is well between 80%-120%. Please refer to supplementary
material for more details.
We present the results in Table 3. These are very encouraging results. Only one effect sizes is
not small, but on the borderline. This could be mitigated in couple of ways. First, one could
investigate further machine learning techniques to induce fairness in the models. Techniques for
data-transformation [12], fair feature engineering [42, 34, 21] and post-processing [22] may be used.
Secondly, certain standard practices in assessment may be used. For instance, consider that a company
wants to shortlist candidates based on the Confidence score. They estimate a cut-score based on the
trait requirement for the job. To ensure fairness, they could lower the estimated cut-score for the
group with the higher error. If companies do not want to use different cut-scores for different groups,
they can uniformly lower the cut-score, allowing passage to candidate who are impacted by model
accuracy. The hypothesis is that the non-worthy candidates will be out-selected in further expert
rounds. Our larger recommendation is that these models provide very promising results with regard
to fairness, but must be used with oversight and caution.
4.4 Validation Study
We tested whether our scores are predictive of interview success for three different companies across
India and China. The companies were hiring for a product engineering role. All the applicants took
our asynchronous interview. For the first two companies, company personnel did an independent
interview for all the applicants and made offers. In case of the third, the company personnel rated the
videos on a 3-point scale on hireability. Company personnel did not have access to the social skill
scores in any of the three studies. All correlations (ranging 0.12-0.52) between social skill scores and
interview outcomes are significant, other than one. We also did a regression using the three scores and
the regression r range from 0.29-0.56. These correlations are similar or better than the correlation of
personality scores with interview outcomes, that range 0.20-0.35 [15, 11]. Also, we must consider
that social skills are not expected to explain all the variance of interview outcomes, since interviewers
also assess other parameters such as domain skills. Refer to supplementary material for more details.
5 Conclusion
In this work, we use a multi-country and multi-racial dataset for building models to grade video
interviews and study fairness with regard to gender and race. We measure externally expressed
behaviour which we call social skills. We adopt several best practices in the rating process to arrive
at a true measure of social skills. We build two models, first one using expert-verified features, while
the second is a complex state-of-the-art transformer model with additive attention. We find that the
simpler model performs similar to the complex model for two of the parameters. The model also
8Companies generally use these tools to eliminate the bottom performers and do further rounds of interviews
with the rest.
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generalizes well across candidates from different countries. We also study the errors of video grading
models with regard to gender and race. We find most effect sizes to be small and the results to be
very encouraging. We finally verify that the social scores are indeed predictive of interview outcomes.
In future work, we plan to do a more detailed analysis of model fairness and also, experiment with
more methods to mitigate biases in models. We also plan to test the validity of scores against on-job
performance.
Broader Impact
This study presents the first examination of fairness in the scoring of video interviews. This work
should help companies assess candidates fairly and recruit a more diverse workforce by minimizing
bias when evaluating job candidates, particularly candidates from protected classes. We consider
ways to construct models that use causal features. We also examine whether the grading models
exhibit bias by race or gender. We urge practitioners to develop and use these models with utmost
care, applying the concepts developed in this paper. We hope this work will help encourage and
develop further studies in fairness in video processing.
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Grading video interviews with fairness considerations
- Supplementary Material
A Dataset and Ratings
A.1 Demographics of candidates and raters
Table 1: Demographics of candidates participating in the
exercise.
Category Candidates (count) Candidates (%)
India 411 50.7
US 156 19.2
UK 182 22.5
Other Countries (Europe) 61 7.5
Caucasian 189 23.3
Afro-American 61 7.5
Asian 71 8.8
Others 78 9.6
Indians 411 50.7
Male 424 52.3
Female 386 47.7
18-20 yrs 30 3.7
20-30 yrs 565 69.7
30-40 yrs 126 15.6
>40 yrs 89 11.0
Table 2: Demographics of raters.
Category Count
Caucasian 9
Asian 9
African-American 9
Others 4
Male 17
Female 14
A.2 Sample Questions and Rubric
Table 3: Examples of questions asked in the interview.
Type Question
Competency-based Tell us a time when you got some useful feedback to improve yourself? Probably, you made a mistake or did not put
required effort in completing a task or project?What did you do based on the feedback?
Domain (Sales) You work as a sales manager for a marketing agency. During a contract renewal meeting, one of your major clients says
that your competitor has offered them services at a lower price. How will you handle the situation?
The interview had five behavorial and two domain knowledge questions (See samples in Table 3).
Domain questions came from multiple areas such as technology, banking, sales and accounting.
We defined a rubric for each social skill. As an example, one may refer to rubric of social skill,
engagement, in Table 4.
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Table 4: Sample Rubric for the social skill - Engagement
Level Description
NA Can’t say based on Video
4 The candidate is expressive. She/he shows strong interest in the content being delivered and speaks in a manner that is engaging
to the listener. She/he demonstrates excitement when appropriate.
3 In between these two levels
2 The candidate is expressive at times and shows some interest in the content being delivered. S/he is moderately engaging and could
do better.
1 In between these two levels
0 The candidate lacks expressiveness. Her/his speech is monotonous. She/he seems uninvolved and uninterested in the content
s/he is delivering.
-1 Video not clear
B Methods
B.1 Related Work
Researchers have used four kind of features for grading video interviews- facial expression/action unit
intensities/emotions [16, 19, 9, 20]; prosody features to judge voice tone [19, 20]; speech likelihood
[9] and fluency [9, 20] features based on ASR (automatic speech recognition) alignments; and natural-
language features derived from the automatically transcribed text. In [20], they extract features from
both the applicant and the interviewer. Most approaches [19, 20] simply average the features across
time to aggregate them, use standard feature selection/dimensionality reduction techniques and learn
models using classical machine learning techniques such as SVMs and Random Forest. In [16],
authors proposed a hierarchical deep-learning based attention model to classify a hire/not-hire. They
use Word2Vec embeddings from text, eGeMAPS features for audio from Opensmile [12] and facial
action unit and relative head rotations from each video, which are then processed by a GRU with
additive attention.
B.2 Expert-Driven Approach
Definitions of the 11 different aggregate features derived from the FF time series data.
Table 5: List of aggregate features and description.
Feature Type Description
num_intensity_rise Number of instances where intensity rise between all closest minima and maxima pairs is above a threshold
normalized by the duration of the video.
num_intensity_drop Number of instances where intensity fall between all closest minima and maxima pairs is above a threshold
normalized by the duration of the video.
mean_max_intensities Mean of all local maximas obtained from time series intensity plot.
mean_min_intensities Mean of all local minimas obtained from time series intensity plot.
average_singular_change Average change of intensity between 2 consecutive timestamps
timestamps in the whole video.
longest_pos_run Length of longest pos trend normalized by the video duration.
longest_neg_run Length of longest neg trend normalized by the video duration.
stdev Standard deviation
max_intensity_5 Average of the top 5 local maximas
num_maximas Number of local maximas normalized by the duration of the video
num_minimas Number of local minimas normalized by the duration of the video
B.3 Deep Learning Approach
We describe the deep learning model in detail. All these steps are illustrated in Fig 1. As a first
step, we extract 256 dimensional features per-frame from the penultimate layer of a pre-trained CNN
model[13]. This model employs depthwise separable convolutions and densely connected blocks.
This model was trained on face images to classify emotion labels (our data has video-wise social skill
scores, but not image wise labels). When we train the model, the weights that create the embedding
are also re-optimized, i.e. fine-tuned. We now describe the pre-processing steps taken:
Imputing: We only use those frames, where a face is detected with a confidence of more than 0.75
and the rest of the frames are imputed with the mean of their surrounding frames. If less than 70%
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Figure 1: Deep Learning model architecture flow
of the frames in a video have a face in them then we remove the video altogether. We call this
256-dimensional vector for every frame as the face embedding on that frame.
Padding: The number of frames in a video vary. We take the maximum number of frames to be 1200
and perform padding where needed.
We then perform dimensionality reduction in the face embedding vector and in the time-space. We
used a feedforward layer applied at every time frame to downsample the number of features from 256
to 64. We also add the FF time-series data (described in main paper) to the embeddings to create a
87-dimensional vector. We reduce the number of frames to 239, using a 1D convolution filter with
a kernel size of 10 and stride length of 5. We used 87 such filters, each assigned to a particular
channel/dimension of the input feature vector. This leads to a 87 by 239 matrix X per video.
Input Xˆ = {xˆ870 , xˆ871 , .........xˆ871198, xˆ871199}
OutputX = {x870 , x871 , .........x87237, x87238}
We used multi-head self-attention [24] on the fixed length sequence X . It contains scaled dot product
attention mechanism over the Keys K, Queries Q and Values V and compute the representation using
softmax as:
Q = K = V = X, X represents the input vector matrix
Attention(Q,K, V ) = softmax(
QKT√
dk
)V
We then use additive attention [4] to extract the importance of each feature vector in the sequence.
This helps weigh up certain frames, say one representing a lip curl (in case of positive emotion), to
amplify their contribution and reduce noise. The additive attention layer first comprises a feedforward
layer, followed by a softmax to model the output conditional probability distribution.
H = [h0, h1, h2......h238]
c = tanh(WH + b)
αij = exp(c
i
j)/
∑
t
exp(cit)
hf =
∑
αt.ht
W ∈ R239X239 is a weight matrix, b ∈ R239 bias-vector and ht ∈ R87 denotes the output returned
from the self-attention layer at time t.
The final output vector hf is the weighted sum (using the probability distribution) of input embeddings
across the time dimension. We then concatenate the prosody feature vector hp (the output from
FairPCA, refer to main paper) with the facial vector hf to obtain the final vector. This 151-dimensional
vector is then passed onto a feedforward layer (hidden layer of size 64) to get the final prediction.
h = [hf , hp]
y =Wh+ b
C Experiment & Results
C.1 Video Data and Ratings
The discussed inter-rater agreement and the inter-parameter correlations have been reported in Table
6 and 7.
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Table 6: Inter-rater agreement (IRA) for each of the social skill.
Parameter IRA
Positive Emotion 0.62
Calmness 0.56
Confidence 0.62
Engagement 0.67
Average Social Skill 0.69
Table 7: Inter-parameter correlations in the final ratings.
All Data PE Calmness Confidence Engagement
PE 1.00 0.49 0.54 0.77
Calmness 0.49 1.00 0.90 0.61
Confidence 0.54 0.90 1.00 0.68
Engagement 0.77 0.61 0.68 1.00
* PE here represents Positive Emotion
C.2 Experimental parameters
For the Expert-Driven model, we experimented with linear regression with L-1 (LASSO) and L-2
regularization (Ridge), and Random Forests. For Ridge, the optimal coefficient α is determined
by varying it between 1 to 1000 and selecting the value with the best cross-validation correlation.
For LASSO [23] (α= 1) we varied λ from 0 to 4. For Random forests [7], we varied the number
of estimators from 15 to 100. In all techniques, the model which gave the best cross-validation
correlation was selected. Ridge gave the best results for all social skills. We report its results in the
main paper.
For the Deep Learning model, we used a Nesterov Adam optimizer (NAdam)[11] which uses Nesterov
accelerated gradient instead of momentum in Adam optimizer. We used mean square error as the
loss function for the optimizer. We used L-2 regularization (alpha 0.0005) and dropout (0.4-0.5) to
address overtraining. A mini batch size of 8 to 16 is used, with an Exponential Linear Unit (ELU)
[21] activation function deployed after each layer. Since we used face embeddings from a pre-trained
model, we did not have any scale invariance issues on the facial data. BatchNormalization[17] is
used to normalize each batch before feeding to the subsequent layer. This reduces the amount of
change in the hidden unit values (covariance shift) and speeds up the training process. We used an
early stopping technique by using validation loss and correlation to evaluate the number of epochs of
training. This further helps in avoiding overfitting to the training set.
C.3 Feature Importance
There is considerable interest in the human behavior and psychology community regarding the relative
contribution of voice vs. facial expressions to different social skills. We use a model inspection
technique, called permutation importance[3], to determine feature importance. Here we randomly
shuffle the feature values of one set of features at a time and report the effect on test correlation.
In Table 8, we report the feature importance of facial and prosody components in our final models.
Largely, we find Positive Emotion is determined by facial expressions, confidence by voice tone and
engagement is impacted by both. This matches our intuition: positive emotion is signalled by a smile,
confidence is signalled by a confident, non-stuttering voice and engagement has components of both -
expressive face and voice modulation.
Table 8: Feature Importance of facial and prosody components in Expert-Driven and Deep Learning
models.
Expert-Driven Deep Learning
Social Skills facial prosody facial prosody
Positive-emotion 0.28 0.12 0.46 0.07
Confidence 0.03 0.26 0.07 0.48
Engagement 0.20 0.20 0.17 0.11
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D Fairness Study
There has been a lot of research around the fairness of machine learning algorithms, especially where
there are direct implications of these algorithms be it criminal risk assessments [6] or credit-scoring
[22] or decision making in a partly automated workflow [26]. [2] propose schemes for fair regression
under statistical parity and bounded group-loss, in [5] authors look at notions of individual and group
fairness. [18] investigate the fairness of human ratings when scoring video interviews, [1] detect and
mitigate bias under the notion of disparate impact.
D.1 Regression Metrics
In Table 9, we report the model errors i.e mean_diff and MAE for each category of the group.
Table 9: Model errors (mean_diff and MAE) of each group for all the social skills.
Positive Emotion Confidence Engagement
mean_diff MAE mean_diff MAE mean_diff MAE
Male 0.00 0.28 -0.04 0.43 -0.09 0.49
Female -0.03 0.27 -0.12 0.39 -0.11 0.44
Caucasians -0.03 0.29 -0.07 0.38 -0.04 0.49
Asian -0.02 0.24 -0.07 0.38 -0.12 0.45
African-Americans -0.04 0.28 -0.10 0.32 -0.15 0.40
Indian 0.01 0.27 -0.07 0.45 -0.11 0.47
Others -0.02 0.30 -0.06 0.39 -0.11 0.46
D.2 Classification Metrics
We also investigated whether the models will lead to fair selection if used with a cut-score. We
applied a cut-score that eliminated the bottom one-third candidates1. We evaluate our models on three
notions of group fairness - Equalized Odds [15], Equal Opportunity [15] and Demographic parity
[25]. We also calculate Disparate Impact [14], which compares the proportion of candidates selected
from protected vs. privileged groups. We consider females, Afro-Americans, Asians, Indians, and
Others as protected groups. Males and Caucasians are considered privileged.
We present the results in Table 10. Disparate Impact (DI) and Equalized Odds (EO) are determined
using both the actual and predicted ratings. Equal Opportunity and Demographic Parity signify the
accuracy of selections and overall accuracy respectively. The values of these metrics don’t differ
much between protected and privileged groups. Wherever there is a considerable difference, protected
groups are favored. We find that the DI for each sensitive attribute is well between 80%-120%. This
exhibits that the amount of unfairness present in the original dataset and the model predictions w.r.t
gender and racial groups is well within the limits.
Table 10: Equalized Odds (EO), Equal Opportunity, Demographic Parity and Disparate Impact (DI)
evaluated for all the social skills pertaining to gender and racial groups.
Category EO (Actual) EO Equal Opportunity Demographic Parity DI(Actual) DI
Male 0.62 0.69 0.54 0.78
Female 0.72 0.81 0.68 0.82 117% 116%
Caucasian 0.73 0.78 0.66 0.80
Asian 0.71 0.75 0.65 0.84 97% 96%
Afro-Americans 0.67 0.84 0.66 0.82 91% 108%
Indians 0.62 0.71 0.55 0.77 95% 90%
Others 0.70 0.70 0.63 0.86 84% 92%
E Validation Study
We tested whether our scores are predictive of interview success for three different companies across
India and China. The companies were hiring for a product engineering role. All the applicants took
1Companies generally use these tools to eliminate the bottom performers and do further rounds of interviews
with the rest.
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Table 11: Correlations of social scores with interview performance; Sample sizes for each study given
besides company
Company A (59) Company B (226) Company C (56)
Positive Emotion 0.10 0.12 0.45*
Confidence 0.32* 0.18* 0.52*
Engagement 0.38* 0.24* 0.47*
Regression results 0.40 0.29 0.56
*p < 0.05
our asynchronous interview and were automatically scored. For the first two companies, company
personnel did an independent interview of all the applicants and hired some of them (1-hired, 0-not
hired). In case of the third company, the company personnel rated the videos on a 3-point scale (’Can
be hired’, ’Maybe hired’ and ’Cannot be hired’). Company personnel did not have access to the
automated social skill scores in any of the three studies, at the time of making decisions. Table 11
shows the sample sizes and the correlation (with significance) of the social skill scores with the hiring
status. We also do a linear regression with the three scores to predict the hiring status.
All correlations are significant, other than one. The total regression coefficients range from 0.29-0.56.
This is similar or better to the correlation of personality scores with interview outcomes, that range
0.20-0.35 [10, 8]. Also, we must consider that social skills are not expected to explain all the variance
of interview outcomes, since interviewers also assess other parameters such as domain skills and
language skills.
These studies validate that our social skill scores are indeed predictive of interview outcomes. In
future work, we plan to test the validity of these scores against on-job-performance.
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