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Dirac Structures and their Homotopy Classification
por Aline ZANARDINI
In the present thesis we are interested in studying Dirac structures. Our main goal is to
classify such structures under homotopy. For that, we start by presenting the basics on the
generalized geometry formalism. First, we introduce the linear counterpart and then we
move on to manifolds, where we develop the most important concepts and constructions
concerning Dirac structures. At last, we consider a generalization of the Chern-Weil map
and we use an adequate algebraic model for equivariant cohomology in order to construct
explicit secondary characteristic classes and thus obtain the homotopical invariants.
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Dirac Structures and their Homotopy Classification
por Aline ZANARDINI
Nesta dissertação estamos interessados em estudar estruturas de Dirac. Nosso obje-
tivo maior é classificá-las por homotopia. Para tal, começamos apresentando o forma-
lismo básico da geometria generalizada. Primeiro introduzimos a contraparte linear e
então passamos para variedades, onde desenvolvemos os principais conceitos e constru-
ções que envolvem a noção de estrutura de Dirac. Por fim, consideramos uma genera-
lização da construção de Chern-Weil e utilizamos um modelo algébrico adequado para
a cohomologia equivariante para construir certas classes características secundárias ob-
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The key ingredients for defining Dirac structures are found within the context of gen-
eralized geometry. The basic idea lie in replacing the tangent bundle TM of a manifold
M by the Whitney sum TM ‘ T ˚M and the Lie bracket of vector fields by the so called
Courant bracket. Moreover, on TM ‘ T ˚M one considers the natural symmetric bilinear
form given by pairing 1´forms and vector fields. The notion of a Dirac structure is then
formalized as a maximally isotropic subbundle which is involutive with respect to the
Courant bracket.
The main goal of the present work is to answer the following question
How can one classify Dirac structures up to homotopy?
The answer for it can be surprisingly found in the equivariant cohomology and it lies
in the observation the homotopy class of a Dirac structure (more generally a maximally
isotropic subbundle) only depends on the homotopy class of the corresponding section
of a particular bundle. Such construction originally appeared in [1]. The merit here,
however, is to exhibit the computations explicitly using a generalization of the Chern-
Weil map suggested in [2] and the BRST model for equivariant cohomology [3].
The thesis is organized as follows.
In Chapter 1, we briefly describe some elementary facts about the theory of non-
degenerate symmetric bilinear forms on vector spaces of finite dimension. A special
attention is given to the theory of the so called split symmetric bilinear forms. Also, a
contained discussion about Clifford algebras is given. The main references for this part
are [4] and [5].
In Chapter 2, we present the basics about generalized geometry with some emphasis
on Dirac structures. The main references here are [1],[6], and [7].
At last, in Chapter 3, we achieve the proposed goal. We obtain explicit secondary
characteristic forms, the cohomology classes of which gives us a classification of Dirac
structures up to homotopy. The main references are [2],[3] and [8].
It is worth to say the adopted framework is the C8-category, that is, all manifolds,
maps, vector bundles, etc we consider are assumed to be smooth.
As for the reader it is assumed basic knowledge on differential geometry and the text
is intended to be an introductory reading for those who are interested in generalized
geometry, Dirac structures and close topics. Hopefully it will be helpful to other students.
Finally, is valid mentioning the present work was vinculated to the National Scientific
Initiation and Master’s Program (PICME) and had the financial support from the Com-




We briefly describe some elementary facts about the theory of non-degenerate symmetric
bilinear forms on vector spaces of finite dimension. A special attention is given to the
theory of the so called split symmetric bilinear forms. In particular, we introduce the
canonical form on E ‘E˚, where E is a finite-dimensional (real) vector space and E˚ is
its dual space. Also, a contained discussion about Clifford algebras is given. Throughout,
K denotes a field of characteristic not two and V is a K vector space of finite dimension.
1.1 Symmetric Bilinear Forms
Given any bilinear form B : V ˆV Ñ K, consider the linear map ϕB : V Ñ V ˚ defined
by u ÞÑ Bpu, ¨q. Recall a bilinear form B on V is said to be symmetric if Bpu, vq “ Bpv, uq
for every u, v P V . Since V is of finite dimension this condition is equivalent to the map
ϕB being self-adjoint.




“ tu P V |Bpu, vq “ 0 @v P V u
The bilinear form B is called non-degenerate if it has a trivial kernel. Thus, B is non-
degenerate if and only if ϕB is an isomorphism. Analogously, if we consider the linear
map ψB : V Ñ V ˚ defined by v ÞÑ Bp¨, vq, then ψB is an isomorphism precisely when B is
non-degenerate. This follows from the fact that V ˚˚ » V and pϕBq˚ “ ψB. Notice that if
in addition B is symmetric, then ϕB “ ψB. For the rest of this section let us assume B is a
non-degenerate symmetric bilinear form on V .
It is known that every bilinear form on V is of the type Bpu,Avq for some (unique)
endomorphism A : V Ñ V . In fact, the map ΦA : V ˆ V Ñ K given by pu, vq ÞÑ Bpu,Avq
is bilinear hence, Φ : A ÞÑ ΦA is a map from EndpV q to the space BpV q of bilinear forms
on V . This map is clearly linear. Moreover, since B is non-degenerate, ψB is injective and
therefore so is Φ. Since EndpV q and BpV q have the same dimension, we conclude the map
Φ is an isomorphism.
In particular, if x¨, ¨y is any (positive) inner product on V , then there exists a unique
self-adjoint operator A P EndpV q such that Bpu, vq “ xAu, vy, @u, v P V .
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1.1.1 Isotropic Subspaces
Due to the polarization identity, we know that B is uniquely determined by the asso-
ciated quadratic form QBpvq
.





QBpu` vq ´QBpuq ´QBpvq
˙
, @u, v P V (1.1)
Definition 1.1.1 A vector v P V is said to be isotropic if Bpv, vq “ 0 and non-isotropic if
Bpv, vq ‰ 0.




“ tv P V |Bpv, wq “ 0 @w P W u
Then, ϕBpWKq “ W ˝, where W ˝ is the annihilator of W . Since dimpW q` dimpW ˝q “ n, it
follows that
dimpW q ` dimpWKq “ dimpV q (1.2)
Let us call a basis of te1, . . . , enu of V an orthogonal basis if Bpei, ejq “ 0, @i ‰ j. Since
the restriction ofB to any subspaceW of V has kernelWXWK one can easily show that V
admits an orthogonal basis. Furthermore, if K “ R, then one can consider Bpei, ejq “ ˘1
depending on the signature of B.
The orthogonal group OpV ;Bq or simply OpV q is the group
OpV q
.
“ tT P GLpV q|Bpu, vq “ BpTu, Tvq @u, v P V u
and it has a canonical structure of a Lie group. Note that ifN denotes the matrix ofB with
respect to some basis of V , thenOpV q can be identified with the group of all nˆn invertible
matrices M with coefficients in K such that M tNM “ N , where t denotes transposition.
If K “ R and the signature of B is pp, qq, p ` q “ n, then OpV q is denoted by Opp, qq
and, up to isomorphism, it can be identified with the Lie group of real n ˆ n matrices M
which satisfies





(and Ir denotes the identity matrix of order r). Its Lie algebra, denoted by opp, qq, consists
of the set of nˆ n real matrices X such that X tIp,q “ ´Ip,qX .
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In this case, by setting









H12psq “ sM12, H21psq “ sM21















, @s P r0, 1s,
Hp1q “ M and Hp0q has only diagonal blocks which are elements of Oppq. As a conse-
quence, we conclude that Opp, pq can be contracted to its subgroup Oppq ˆOppq.




” 0, that is, if W Ă WK.
The polarization identity (1.1) shows that a subspace W Ă V is isotropic if and only if
all of its vectors are isotropic. Moreover, from (1.2) it follows that if W is isotropic, then
2 dimpW q ď dimpV q.
Proposition 1.1.1 Given any isotropic subspace W Ă V , there exists another isotropic subspace
W 1 such that V “ WK ‘W 1.
Proof. Let U be any complement of WK. Then 0 “ pU ‘WKqK “ UK XW . This implies








is an isomorphism. Thus, if we
consider the composition ϕ : U Ñ W given by


































is isotropic. Now, W 1 is a
complement toWK because it is the graph of a map U Ñ W Ă WK and U is a complement
to WK.
Definition 1.1.3 An isotropic subspace is called maximal isotropic if and only if it is not prop-
erly contained in any other isotropic subspace.
Proposition 1.1.2 An isotropic subspace W Ă V is maximal isotropic if and only if it contains
all v P WK such that v is isotropic.
Proof. Let W Ă V be an isotropic subspace. Define W̃ .“ tw P WK|Bpw,wq “ 0u. It is clear
that W Ă W̃ .
pñq Let us assume that there exists w P WKzW isotropic, that is, W Ĺ W̃ . Then W is
not maximal isotropic. Indeed, the subspace W 1 .“ W‘ spantwu is an isotropic subspace
which properly contains W .
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pðq Conversely, suppose W is not maximal isotropic. Then there exists U an isotropic
subspace such that W Ĺ U and therefore UK Ă WK. The later inclusion implies that
U Ă W̃ , since U Ă UK. In particular, W is properly contained in W̃ and hence W̃ Ć W .
Proposition 1.1.3 Let W,W 1 Ă V be maximal isotropic subspaces. Then dimpW q “dimpW 1q.
Proof. Let U .“ pW ` W 1q{pW X W 1q and denote by BU the induced bilinear form and
by π : W `W 1 Ñ U the quotient map. Since W and W 1 are both maximal isotropic the
previous proposition implies that WK XW 1 “ W XW 1 and W X pW 1qK “ W XW 1. Thus,
from
pW `W 1q X pW `W 1qK “ pW `W 1q XWK X pW 1qK
“ pW ` pW 1 XWKqq X pW 1qK
“ pW X pW 1qKq ` pW 1 XWKq
it follows that the kernel of the restriction ofB toW`W 1 is preciselyWXW 1 and therefore
BU is non-degenerate. Moreover, πpW q and πpW 1q are clearly isotropic and a similar
computation as above implies that U “ πpW q ‘ pπpW 1qqK.
Therefore, dimV “ dimpπpW qq`dimppπpW 1qqKq “ dimpπpW qq`dimpV q´dimpπpW 1qq
and hence πpW q and πpW 1q have the same dimension. It follows that
dimpW q “ dimpπpW qq ` dimpW XW 1q “ dimpπpW 1qq ` dimpW XW 1q “ dimpW 1q
Definition 1.1.4 The Witt index of the non-degenerate symmetric bilinear form B is the dimen-
sion of a maximal isotropic subspace of V .
Proposition 1.1.4 The Witt index of B coincides with the maximum of the dimension of an
isotropic subspace of V .
Proof. If d is the maximum possible dimension of an isotropic subspace of V , let U be an
isotropic subspace of dimension d.
It suffices to show that any isotropic subspace W of dimension less than d cannot be
maximal isotropic. Since WK ` U Ă pW X UqK it follows that
dimpWK X Uq “ dimpWKq ` dimpUq ´ dimpWK ` Uq
ě dimpV q ´ dimpW q ` dimpUq ´ dimpW X UqK
“ dimpW X Uq ` dimpUq ´ dimpW q
ą dimpW X Uq
Thus, there exists a nonzero isotropic vector v P pWK X Uq with v R W . The subspace
W ‘ spantvu is an isotropic subspace which properly contains W , so W is not maximal.
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Corollary 1.1.1 Any isotropic subspace W Ă V is contained in a maximal isotropic subspace
L Ă V of dimension equals to the Witt index of B.
Proposition 1.1.5 If K “ R and B has signature pp, qq, then its Witt index equals mintp, qu.
Proof. Without loss of generality, let us assume p ď q. Then there exist vectors u1, . . . , up,
v1, . . . , vp P V such that Bpui, vjq “ 0, Bpui, ujq “ δij and Bpvi, vjq “ ´δij for every
1 ď i, j ď p. Next, consider W .“ spantui ` vi|i “ 1, . . . , pu. Then W is an isotropic
subspace of dimension p. Now, let us assume there exists U Ă V an isotropic subspace of
dimension d ą p. Since p` q “dimpV q, it follows that U intersects any negative subspace
of dimension q (which exists), a contradiction.
1.2 Split Symmetric Bilinear Forms
In this section we shall assume V is a real vector space of even dimension 2m.
Definition 1.2.1 The non-degenerate symmetric bilinear form B on V is called split if its Witt
index is equal to half of the dimension of V . In this case, maximal isotropic subspaces L Ă V are
characterized by the property L “ LK.
Note that the existence of a maximal isotropic of dimension m on V is equivalent to B
having signature pm,mq. Throughout this section, let us consider that B has Witt index
equals m.
Proposition 1.2.1 Any maximal isotropic subspace L Ă V admits a maximally isotropic comple-
ment L1. Moreover, any such complement is naturally isomorphic to L˚.
Proof. Since L “ LK, from Proposition 1.1.1 we know that there exists L1 Ă V an isotropic
subspace such that L‘L1 “ V . But, since dimpLq “ m it follows that L1 is also an isotropic
subspace of dimension m and thus, maximal isotropic. Next, we define ρL,L1 : L1 Ñ L˚




and observe that this linear map is an isomorphism.
Given a maximal isotropic subspaceL Ă V we can exhibit a natural maximally isotropic
complement as follows.
If g : V ˆ V Ñ R is any (positive) inner product on V , we can consider the unique
symmetric operator J : V Ñ V such that Bpu, vq “ gpJu, vq for every u, v P V . Moreover,
up to a different choice of the inner product, we can assume J2 “ id. Now, if W Ă V
is isotropic, then JpW q is an isotropic subspace which is orthogonal to W , with respect
to the inner product g. If v P JpW q, then there exists w P W such that v “ Jpwq and
thus gpv, uq “ gpJw, uq “ Bpw, uq “ 0 for every u P W . Yet, since any two elements of
JpW q are of the form Ju, Jv for some u, v P W , it follows that BpJu, Jvq “ gpJJu, Jvq “
gpu, Jvq “ 0, that is, JpW q is isotropic. We now observe that since J is an isomorphism if
W is maximally isotropic, then V “ W ‘ JpW q, with JpW q also maximally isotropic .
Note that Proposition 1.2.1 tells us that given L Ă V maximal isotropic if we choose
a basis l1, . . . , lm of L then we can complete it to a basis l1, . . . , lm, l1, . . . , lm of V such that
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Bpli, ljq “ 0, Bpl
i, ljq “ 0 and Bpli, ljq “ δij for every 1 ď i, j ď m. Clearly, the group OpV q
acts transitively on the set of such basis and therefore on the set of pairs of complementary
maximally isotropic subspaces.
Also, as a consequence of Proposition 1.2.1, we conclude that V is naturally isomor-
phic to L‘L˚, where L Ă V is any maximal isotropic subspace. The bilinear form is given
by the natural pairing:
B
´
pu, ξq, pv, ηq
¯
“ xξ, vy ` xη, uy “ ξpvq ` ηpuq
From now on let us fix a decomposition V » L ‘ L˚, where L Ă V is maximally
isotropic, i.e., let us fix a pair pL,L1q of complementary maximally isotropic subspaces.







where T11 : LÑ L, T12 : L˚ Ñ L, T21 : LÑ L˚ and T22 : L˚ Ñ L˚.
The following proposition implies that the subgroup of OpV qwhich fixes L pointwise
consists of skew-adjoint maps D : L˚ Ñ L and thus can be identified with Λ2pLq. More-
over, one can show that ifOpV qL Ă OpV q is the subgroup that takes L to itself, thenOpV qL
is an extension
1 Ñ Λ2pLq Ñ OpV qL Ñ GLpLq Ñ 1
For Λ2pLq can be embedded into OpV q by considering the map ω ÞÑ Aω, where
Aω : v ÞÑ v ` ιpπL˚pvqqω and πL˚ : V Ñ L˚ is the projection. Yet, if T P OpV qL Ă OpV q,




P GLpLq. Moreover, such restriction equals identity if and only if T
fixes L pointwise. To see that OpV qL Ñ GLpLq is surjective, let A P GLpLq and consider
Ā
.





In particular, if M̄ is the set of all pairs of complementary maximal isotropic subspaces,
since OpV q acts transitively on M̄ it follows that M̄ » OpV q{GLpLq. That is, the isotropy
subgroup of pL,L1q under the action of OpV q is isomorphic to GLpLq.
Proposition 1.2.2 Any other maximally isotropic complement to L is in one-to-one correspon-
dence with a skew-adjoint map D : L˚ Ñ L.
Proof. In fact, the correspondence is determined by the graph of D. Since the group OpV q
acts transitively on M̄ , it follows that maximally isotropic complements to L are graphs
of orthogonal maps which fixes L pointwise.
Now, if A P GLpV q fixes L pointwise, then Apl, ξq “ pl ` Dpξq, Spξqq for some linear
maps D : L˚ Ñ L and S : L˚ Ñ L˚. If in addiction A P OpV q, then
0 “ B
´




p0, ξq, pl, 0q
¯
“ xSξ ´ ξ, ly @l P L, @ξ P L˚
and hence S “ id. Furthermore,
0 “ B
´




p0, ξq, p0, ηq
¯
“ xξ,Dηy ` xη,Dξy, @ξ, η P L˚
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and therefore D “ ´D˚.




pl `Dpξq, ξq, pm`Dpηq, ηq
¯
“ xξ,m`Dηy ` xη, l `Dξy
“ xξ,my ` xξ,Dηy ` xη, ly ` xη,Dξy
“ xξ,my ` xη, ly
“ B
´
pl, ξq, pm, ηq
¯
@pl, ξq, pm, ηq P L‘ L˚
Thus, if we define L̃ .“ tl`ξ P L‘L˚|l “ Dpξqu, whereD : L˚ Ñ L is skew-adjoint, then
L̃ is a maximally isotropic complement to L and any maximally isotropic complement to
L can be obtained in this way.
We now observe that Proposition 1.2.2 above implies that the set of maximal isotropic
complementary subspaces to L carries a canonical affine structure. It is an affine space
whose associated vector space is isomorphic to Λ2pLq. Moreover, if we let M denote the
set of all maximal isotropic subspaces of V , L Ñ M be the canonical vector bundle and
π : M̄ Ñ M denote the projection to the first component, then π : M̄ Ñ M is an affine
bundle modelled on the vector bundle Λ2pL q.
We end this section by showing that M is diffeomorphic to Opmq.
Recall we have fixed a pair pL,L1q of complementary maximally isotropic subspaces.
Furthermore, we know that L1 » L˚. Thus, let g : L ˆ L Ñ R be the inner prod-
uct on L induced by the latter isomorphism and let us consider the dual inner product
g˚pξ, ηq
.
“ gpR´1ξ, R´1ηq, @ξ, η P L˚. Then, the map R : L Ñ L˚ given by l ÞÑ gpl, ¨q is
canonically an isometry and we can identify the image of L through R with L itself. Via
this identification, lets us define the sets V`
.
“ tpl, lq; l P Lu and V´
.
“ tpl,´lq; l P Lu, i.e.,
V˘ “ graphp˘Rq. The following result holds:
Proposition 1.2.3 The restriction of B to V`(resp. V´) is positive (resp. negative).
Proof. We begin by first noticing that under the identification RL » L we have that V “













it follows that pl,mq “ pl1, l1q ` pm1,´m1q and therefore, V “ V` ` V´.





“ gpl,mq ` gpm, lq “ 2gpl,mq




is also positive. Analogously, if we take
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Finally, we show that maximally isotropic subspaces of V are in one-to-one correspon-
dence with graphs of maps V` Ñ V´ determined by isometries LÑ L.
Proposition 1.2.4 The set M , of maximal isotropic subspaces of V , is diffeomorphic to Opmq.
Proof. We begin by observing that every element of M is transversal to both V` and V´
and hence it can be seen as a graph of a map V` Ñ V´. Next, since V` » L and V´ » L,
given any map ϕ : V` Ñ V´ it induces a map A : L Ñ L. Now, the graph of ϕ, which we
will denote byL2, is obviously a linear complement toL. We will show thatL2 is isotropic,
thus maximally isotropic, if and only ifA belongs toOpmq, proving the statement. Indeed,
elements of L2 can be written as pl ` Al, l ´ Alq, where l P L. Thus,
B
´
pl ` Al, l ´ Alq, pl ` Al, l ´ Alq
¯
“ 0 ðñ gpl ´ Al, l ` Alq ` gpl ` Al, l ´ Alq “ 0
ðñ 2gpl ´ Al, l ` Alq “ 0
ðñ 2pgpl, lq ´ gpAl,Alqq “ 0
ðñ gpAl,Alq “ gpl, lq
Note that once we consider the inner product g on L, if we denote by L´ the subspace
L together with the opposite bilinear form ´g, then we have a natural isometry from








Furthermore, if we define, for every A P OpLq, the set LA
.
“ tΦpl, Alq|l P Lu, then LA is
a maximal isotropic subspace of V and we get a map OpLq ÑM .
1.3 Clifford Algebras
In the present section we will follow the notation used earlier in Section 2.2. That is,
V denotes a finite dimensional vector space over some field K (of characteristic not two)
and B is a symmetric bilinear form on V 1 .
Definition 1.3.1 The Clifford algebra of V , denoted by ClpV ;Bq or simply ClpV q, is defined as
the quotient of the tensor algebra of V by the two-sided ideal generated by v b v ´Bpv, vq1 for all
v P V .
1We may drop the assumption of non-degeneracy.
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Note that we have a natural map V ãÑ ClpV q.
Example 1.3.1 If B ” 0, then ClpV q “ Λ‚V .
4
We now show that the Clifford algebra of V is characterized by the following universal
property:
Proposition 1.3.1 (Universal Property) Let A be a unital associative algebra with a linear map
ϕ : V Ñ A such that ϕpvq2 ´ Bpv, vq1A “ 0 for every v P V . Then, there exists a unique










Proof. From the universal property of the tensor algebra, T pV q, we know that ϕ extends
to an algebra homomorphism ϕ̄ : T pV q Ñ A. Since ϕpvq2 ´Bpv, vq1A “ 0 for every v P V ,
it follows that ϕ̄ vanishes on the ideal IpV q .“ xv b v ´ Bpv, vq1y. Thus, ϕ̄ descends to the
quotient.
Moreover, if C is any unital associative algebra satisfying (1.3), thenClpV q » C. That is,
ClpV q is unique up to a unique isomorphism. Indeed, if we denote the embedding V ãÑ C
by i, then the isomorphism V Ñ ipV q induces an algebra isomorphism ClpV q Ñ C.
Next, we observe that if we apply the defining relation for the Clifford algebra to a
sum u` v of two vectors in V we obtain
ub v ` v b u “ 2Bpu, vq1 @u, v P V (1.4)
In particular, ClpV q is the unital associative algebra generated by V and the relations
(1.4) above.
Example 1.3.2 If V “ Rn with the bilinear form given by the opposite of the standard
inner product 2, then we denote its Clifford algebra by Cpnq.
Choosing te1, . . . , enu an orthonormal basis, with respect to the usual inner product,
we see that Cpnq is the algebra generated by the ei1s with relations
eiej ` ejei “ ´2δij
One easily checks that Cp1q is the two dimensional algebra over R generated by t1, e1u
with relation e12 “ ´1, that is, just the complex numbers, so Cp1q » C.
2The appearance of this sign could be prevented by considering v2 “ ´Bpv, vq1 as the defining relation
for the Clifford algebra. Both conventions can be found in the literature.
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2 “ ´1 and e1e2 “ ´e2e1
This is just the quaternions H under the identification i “ e1, j “ e2, k “ e1e2. Thus,
Cp2q » H.
4
Corollary 1.3.1 (of Proposition 1.3.1) Let K “ R and h ą 0. Then h¨B defines a new symmetric
bilinear form on V . Let us denote by ClpV, hq the algebra generated by V an the relations
ub v ` v b u “ 2h ¨Bpu, vq1 @u, v P V
Then ClpV, hq » ClpV q.
Remark 1.3.1 If h goes to zero, then we obtain the exterior algebra of V so that, intuitively,
we can think of ClpV q as a “deformation” of Λ‚V . In fact, later on we will see how the
exterior product can be deformed into the Clifford product.
♦
Note also, that as a consequence of Proposition 1.3.1, we can restate Corollary 1.3.1 in
more general terms:
Corollary 1.3.2 If B1 and B2 are symmetric bilinear forms on the K-vectors spaces V1 and V2,





“ B1pu, vq, @u, v P V1
Viewing ϕ as a map into ClpV2;B2q, the universal property provides a (unique) homomorphism of
algebras ClpV1;B1q Ñ ClpV2;B2q.
Example 1.3.3 Suppose again that pV1, B1q and pV2, B2q are two vector spaces with sym-
metric bilinear forms. Then
ClpV1 ‘ V2;B1 ‘B2q » ClpV1;B1q b ClpV2;B2q
For, let W .“ V1 ‘ V2 and let i1 : V1 Ñ W, i2 : V2 Ñ W denote the inclusion maps. Since
these maps are injective isometries they induce homomorphisms of the Clifford algebras,
which we still denote by i1 and i2. That is, i1 : ClpV1q Ñ ClpW q and i2 : ClpV2q Ñ ClpW q.
Now, let j .“ i1 b i2 and observe that if u P V1 and v P V2, then i1puq and i2pvq are
orthogonal, and hence
i2pvqi1puq ` i1puqi2pvq “ 0
So j : ClpV1q b ClpV2q Ñ ClpV1 ‘ V2q is a morphism of super-algebras.
In fact i1 and i2 are even maps and thus they preserve parity. Moreover, for a, b P
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and hence





















“ jpab a1 ¨ bb b1q
To see j is an isomorphism we exhibit its inverse. Let k : V1 ‘ V2 Ñ ClpV1q b ClpV2q
be the map given by u‘ v ÞÑ ub 1V2 ` 1V1 b v, where 1Vi denotes the identity element in
ClpViq, i “ 1, 2. Then
kpu‘ vq2 “
´
B1pu, uq `B2pv, vq
¯
1V1 b 1V2
“ B1 ‘B2pu‘ v, u‘ vq1ClpV1qbClpV2q
Thus, k extends to an algebra homomorphism ClpV1 ‘ V2q Ñ ClpV1q b ClpV2q.
Finally, an easy computation shows that the two maps we have constructed are in-
verses of each other. Their composition in both orders is the identity at the level of vectors
and so is the identity map.
Indeed, for u P V1 and v P V2 we have that




“ kpu‘ 0q ¨ kp0‘ vq
“ pub 1V2q ¨ p1V1 b vq
“ ub v
Analogously, one can check that j ˝ kpu‘ vq “ u‘ v.
4
In particular, Corollary 1.3.2 implies we have a group homomorphism
OpV ;Bq Ñ AutpClpV ;Bqq; g ÞÑ g̃,
where g̃ is the (unique) extension given by the universal property (1.3).
One automorphism of special interest is the so called parity automorphism which is
obtained from p : v ÞÑ ´v for every v P V . Since p2 “ 1, it follows that ClpV q splits
as Cl0pV q ‘ Cl1pV q, where Cl0pV q “ kerpp̃ ´ 1q and Cl1pV q “ kerpp̃ ` 1q. Moreover,
multiplication in ClpV q behaves like
ClipV q b CljpV q Ñ Cli`jpV q
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where the indexes are taken modulo 2. As a consequence, ClpV q is naturally Z2´graded.
Remark 1.3.2 The ideal IpV q .“ xvbv´Bpv, vq1y is not an homogeneous ideal, so the quo-
tient T pV q{IpV q (which is just the Clifford algebra ClpV q) does not inherit the Z´grading
from the tensor algebra. For instance, if v P V , then v is of degree one however, v2 P K has
degree zero (instead of degree two).
˛
We now recall that the tensor algebra of V has a natural filtration. If tv1, . . . , vnu is a
basis of V we can define
F̃ p
.
“ spantvi1 b . . .b vil ; l ď pu
Then, F̃ 0 Ă F̃ 1 Ă . . . Ă T pV q and F̃ p b F̃ q Ă F̃ p`q.
Setting F p .“ qClpF̃ pq, where qCl : T pV q Ñ ClpV q is the quotient map, we have that
F 0 Ă F 1 Ă . . . Ă ClpV q and F p ¨ F q Ă F p`q. (1.5)
In short, ClpV q is a filtered algebra.
Next, we observe that F 0 “ K, F 1 “ K‘V and, in general, F p “ spantvi1 . . . vil ; l ď pu.
Thus we have a natural map V Ñ F 1{F 0. Given v P V let us denote by v̂ its image in
F 1{F 0 through such a map.
Proposition 1.3.2 The associated graded algebra to the filtration (1.5) is the exterior algebra.







Gri. Now, if we consider the natural map f : V Ñ Gr2, then the image
of v2 by f is zero. On the other hand, fpv2q is just v̂2, thus Gr1 » Λ1V .
Since Λ1V generates the whole exterior algebra, it follows that the associated graded





comes with a linear map V Ñ F 1{F 0 and all elements in
the image square to zero. Thus, the universal property of the exterior algebra gives an





Also, we observe that we can associate to each v P V two linear endomorphisms of
Λ‚V . Namely, the exterior product λv : Λp´1V Ñ ΛpV and the interior product ιv : Λp Ñ
Λp´1 given by vi1 ^ . . . ^ vip ÞÑ
ÿ
p´1qj`1Bpv, vijqvi1 ^ . . . ^ xvij ^ . . . ^ vip . Both maps
square to zero and λv ˝ ιv ` ιv ˝ λv “ Bpv, vq ¨ Id. Thus, the map ϕ : v ÞÑ λv ` ιv of V into
EndpΛ‚V q satisfies pϕpvqq2 “ Bpv, vq1. By the universal property (Proposition 1.3), this
gives an algebra homomorphism ϕ̃ : ClpV q Ñ EndpΛ‚V q.
Furthermore, the map σ : v ÞÑ pϕ̃pvqqp1q, 1 P K “ Λ0V , which is known in literature as





In particular, Clifford multiplication between v P V and a P ClpV q can be written as
v ¨ a “ v ^ a` ιva
so that rv, as “ 2ιva “ 2Bpv, aq defines a super Lie algebra structure in the vector space
F 1 “ K‘ V .
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Remark 1.3.3 As a consequence, if B is non-degenerate, then the super-center of ClpV ;Bq
consists precisely of the scalars K.
♦
To conclude, we give another proof for Proposition 1.3.2 by means of the following
Lemma:
Lemma 1.3.1 The symbol map is an isomorphism of filtered super vector spaces.
Proof. Let te1, . . . , enu be an orthogonal basis of V and I “ pi1, . . . , ikq an ordered subset
of t1, . . . , nu, i.e., such that 1 ď i1 ă . . . ă ik ď n. Denoting by eI the product ei1 . . . eik , as
I ranges over all ordered subsets, the eI form a basis of ClpV q.
Now, if we compute pϕ̃peIqqp1q, then all the interior products vanish:










“ λei1 . . . λeik p1q
“ ei1 ^ . . .^ eik
Thus, σpei1 . . . eikq “ ei1 ^ . . . ^ eik , for all possible multi-index I “ pi1, . . . , ikq, which
form a basis of Λ‚V .
In particular, if v P Grp, then σpvq P ΛpV .
Therefore, the associated graded map is an isomorphism of graded super vector spaces.
To see that it is compatible with the products we must show that for x P Grp and y P Grq
we have that σpxyq ´ σpxqσpyq P Λp`q´1V . But this follows from the fact that
σpvi1 . . . vikq “ vi1 ^ . . .^ vik mod Λ
k´1V
i.e., σ ˝ qCl : bkV Ñ Λ‚V coincides with q^ : bkV Ñ Λ‚V up to lower order terms, where
qCl : T pV q Ñ ClpV q and q^ : T pV q Ñ Λ‚V are the quotient maps.
The inverse map of the symbol map, which we denote by q, is called the quantization
map and the associated graded map coincides with the map in p˚q.
1.3.1 The Spin Group
In the next paragraphs we will turn our attention to the Lie algebra qpΛ2V q. Our
aim is to relate the quadratic elements of the Clifford algebra ClpV ;Bq to the Lie algebra
sopV ;Bq.
We have seen that associated to each vector v P V we have a derivation of ClpV ;Bq
given by super commutator: a ÞÑ rv, as. Furthermore, for generators this agrees with the
contraction by 2Bpv, ¨q.
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“ ab´ p´1qijba P F i`j´2
and, particularly, F 2 is closed under taking the bracket r¨, ¨s.
Now, the quantization map restricts to an OpV q´equivariant map Λ2V Ñ F 2, so that
the elements qpαq, α P Λ2V span a Lie subalgebra of ClpV ;Bq.
Moreover, for each such α the map Aα : V Ñ V given by v ÞÑ rqpαq, vs defines an
element Aα P sopV ;Bq and we have a morphism of Lie algebras:
Λ2V ÞÑ sopV ;Bq, α ÞÑ Aα (1.6)
The bracket in Λ2V is given by tα, βu .“ LAαβ “ rqpαq, βs.
Remark 1.3.4 If B is non-degenerate, then the map α ÞÑ Aα is an isomorphism.
˛
Example 1.3.4 We know that the sopnq consists of nˆn real antisymmetric matrices and a
basis for these is given by
Aij “ Eij ´ Eji pi ă jq
for i ă j, where Eij is the matrix whose unique non zero entry is the ij. Such matrices
satisfy the following commutation relations:
rAij, Akls “ ´δilAkj ` δikAlj ´ δjlAik ` δjkAil (1.7)
Now, the generators ei of the Clifford algebra Cpnq are such that eiej`ejei “ ´2δijand we
can use these relations in order to show that
1
2
eiej verify analogous commutation relations
as above in (1.7)
In particular, the vector space spanned by the quadratic elements in Cpnq of the form
eiej , i ă j, as a Lie algebra, is isomorphic to sopnq.
4
Definition 1.3.2 The Spin group, denoted by SpinpV q Ă ClpV qˆ, is the group obtained by
exponentiating the quadratic elements of the Clifford algebra.
Equivalently, one can define SpinpV q in terms of the invertible elements of ClpV q
which are even and that leave V invariant under conjugation. Our goal is to show that
we have a homomorphism SpinpV q Ñ SOpV qwhose kernel is central with order 2.
From now on, let us assume that B is non-degenerate. Since V can be thought of as a
subspace of ClpV q, it makes sense to consider the so called Clifford Group
ΓpV q
.
“ ta P ClpV qˆ; ppaqV a´1 “ V u,
where p : ClpV q Ñ ClpV q denotes the parity automorphism. Thus, the Clifford group has
a natural representation Φ : ΓpV q Ñ GLpV q given by a ÞÑ Φa : v ÞÑ ppaqva´1. Such repre-
sentation, which is known in literature as twisted adjoint representation, takes values in
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OpV q and defines an exact sequence
1 Ñ Kˆ Ñ ΓpV q Ñ OpV q Ñ 1
Moreover, the elements of ΓpV q are all products
a “ v1 . . . vk, (1.8)
where all the v1, . . . , vk are non-isotropic and the corresponding element inOpV q is a prod-
uct of reflections Rv1 . . . Rvk . In particular, every element in the Clifford group has a defi-
nite parity.
In fact, if v P V , then ppvq “ ´v. Furthermore, if v is non-isotropic, then it is invertible
in ClpV q, with v´1 “
v
Bpv, vq
. Hence, for all w P V we have that
Φvpwq “ ´vwv
´1




That is, Φv is the reflection through the hyperplane orthogonal to v, which we will denote
by Rv. This proves that whenever a is of the form (1.8), then Φa “ Rv1 . . . Rvk .
Now, the Cartan-Dieudonné theorem says that any map A P OpV q is a product of re-
flections, A “ Rv1 . . . Rvk , which implies the map v ÞÑ Φv has OpV q as its image and ΓpV q
is generated by non-isotropic vectors in V .
Next, we observe thatClpV q inherits the canonical anti-automorphism from the tensor
algebra. Namely, if v “ v1 b v2 b . . .b vk P T kpV q, then the map v ÞÑ vT , given by
vT
.
“ vk b . . .b v2 b v1
is an anti-automorphism of T pV qwhich preserves the ideal IpV q. Hence, it induces a well
defined anti-automorphism on ClpV q which we will also denote by v ÞÑ vT and refer to
as transposition.
Thus, since every a P ΓpV q can be written in the form (1.8), it follows that aTa P Kˆ.
This defines the norm homomorphism N : a ÞÑ aTa, which is a group morphism and has
the property that Nptaq “ t2Npaq for every t P Kˆ and a P ΓpV q.
Remark 1.3.5 Note that if v P V , then Npvq “ Bpv, vq.
♦
Remark 1.3.6 Note also, that for an even element a P ΓpV q we have that Φapvq “ ava´1.




Proposition 1.3.3 The Spin group is the intersection of the kernel of the norm homomorphism
and those elements in the Clifford group which are even.
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Proof. It is sufficient to show that the Lie algebra of such group is γpsopV qq, where γ .“ q˝λ,
q denotes the quantization map and λ : sopV q Ñ Λ2V is the inverse of the isomorphism
given in (1.6).
By definition, for A P sopV qwe have that Apvq “ rγpAq, vs for every v P V . Thus,
exppAqpvq “ exppφγpAqqv
and using the identity exppxq ¨ y ¨ expp´xq “ exppadpxqqy, we obtain
exppAqpvq “ eγpAqve´γpAq
Since the left hand side lies in V , it follows that eγpAq P ΓpV q and such element is even.
Moreover, since γpAqT “ ´γpAq we have that peγpAqqT “ e´γpAq and therefore, NpeγpAqq “
1. That is, exppγpAqq P SpinpV q.
The normalization Npaq “ 1 gives a P ΓpV q up to a sign, so we have an exact sequence
1 Ñ Z2 Ñ SpinpV q Ñ SOpV q
We see that given a non-isotropic vector v, then Rtv “ Rv for any non-zero scalar t P K
so one should be able to normalize any a P ΓpV q so that Npaq “ 1. But the equation t2 “ a
may or may not be solvable in the field K. Therefore, a sufficient condition for surjectivity
SpinpV q Ñ SOpV q is that every element in K admits a square root. In this case,
SpinpV q
.
“ tv1 . . . vr|vi P V,Bpvi, viq “ 1 and r is evenu
Remark 1.3.7 If in V we have non-zero isotropic vectors, then the condition that the equa-
tion t2 “ a is always solvable in K is also a necessary condition.
♦
Remark 1.3.8 If K “ R, the Spin group is sometimes defined using the weaker condition
Npaq “ ˘1 so that the map SpinpV q Ñ SOpV q is surjective.
♦
1.3.2 The Clifford Product
Finally, we end this section by showing how the exterior product can be deformed into
the Clifford product. We shall assume that the field K has characteristic zero, e.g., K “ R.
Let E .“ te1, . . . , enu be an orthogonal basis of V . Then, Bpei, ejq “ ´εiδij for some









(as usual) te1, . . . , enu denotes the dual basis of E .
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Next, we define the following product over Λ‚V :
µ : Λ‚V b Λ‚V
exppB̂q
ÝÑ Λ‚V b Λ‚V
m^
ÝÑ Λ‚V,
where m^pα b βq
.
“ α ^ β is the usual exterior product.
Proposition 1.3.4 The product µ is associative.
Proof. We begin by observing that for each 1 ď i ď n we have that exppB̂iq “ id ` B̂i.
Next, we show that
µpµb idq “ µpidb µq (1.9)
Firstly, let us denote by µi the composition m^ ˝ exppB̂iq. Then, on the one hand,
µipµi b idq “ pm^ `m^ ˝ B̂iqppm^ `m^ ˝ B̂iq b idq
“ m^pm^ b idq `m^ ˝ B̂ipm^ b idq `m^pm^ ˝ B̂i b idq `m^ ˝ B̂ipm^ ˝ B̂i b idq
(1.10)
“ m^pm^ b idq `m^ ˝ B̂ipm^ b idq `m^pm^ ˝ B̂i b idq (1.11)
and on the other hand,
µipidb µiq “ m^pidbm^q `m^ ˝ B̂ipidbm^q `m^pidbm^ ˝ B̂iq (1.12)
Note that the last term in (1.10) was dropped out because each ei acts by contraction
and thus B̂i “ εiei b ei squares to zero.
Now, the expression in (1.11) can be written as
m^pm^ b idq
´
idb idb id` εi
´








and, analogously, the expression in (1.12) is equivalent to
m^pidbm^q
´
idb idb id` εi
´








Thus, since A “ B and the product m^ is associative, i.e., m^pm^ b idq “ m^pidbm^q, it
follows that µipµi b idq “ µipidb µiq.
Furthermore, if we compute µi ˝ exppB̂jq
´
µi ˝ exppB̂jqb id
¯
, with i ‰ j, then we obtain
the following




Chapter 1. Generalized Linear Algebra 19



















b ej b id` εjεi
´
peiej b ej ` ej b eiejq b ei
¯
` εjεie
iej b eiej b id

which, in turn, is equivalent to µiB̂jpidb µiq ` µipidb µiqpidb B̂jq. Thus, by checking











µi ˝ exppB̂jq b id
¯





were we have used the associativity of each µi. In other words, the expressions ˚ and ˚˚
are equal.
Note that, in order to show the equality between ˚ and ˚˚, what we have used, essen-
tially, is that for all 1 ď i, j ď n:
ejµi “ µipe
j
b id` idb ejq
So, similar to the associativity of µi, we can prove that µp2q
.
“ µ1 ˝ exppB̂2q is also associa-





exppB̂iq and we proceed inductively over k, we
conclude that the equality in (1.10) is valid.
In short, we have the following commutative diagram




Λ‚V b Λ‚V b Λ‚V
idbm^ // Λ‚V b Λ‚V
exppB̂q

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Proposition 1.3.5 The product µ satisfies the Clifford relations.
Proof. We first compute exppB̂qpek b elq, with 1 ď k, l ď n:





` . . .
˙
pek b elq
“ pid` B̂qpek b elq








Hence, µpek b elq “ ek ^ el´
ÿ
i
εiδkl and, therefore, µpek b elq `µpelb ekq “ 2Bpek, elq.
At last,
Proposition 1.3.6 The “deformed” exterior algebra is generated by V .
Proof. This follows from the following fact. If α “ ei1 ^ . . .^ eip and β “ ej1 ^ . . .^ ejq are
forms such that the sets tinu and tjmu are disjoint, then
µpα b βq “ α ^ β
In particular, under the quantization map, the Clifford product and the “deformed”
exterior product coincide. That is,
mCl ˝ pq b qq “ q ˝m^ ˝ exppB̂q
Remark 1.3.9 Note that in the real case, if we had chosen B̃ “ h ¨ B̂, where h ą 0, then we
could have considered a product µ̃ given by m^ ˝ exppB̃q. Now, Corollary 1.3.1 implies
that the algebras pΛ‚, µq and pΛ‚, µ̃q would be isomorphic. Thus, we can think of a family
of parametrized products, µphq .“ m^ ˝ expph ¨ B̂q, such that mCl ˝ pq b qq “ q ˝ µphq. Yet,
if hÑ 0, then µphq Ñ m^.
♦
1.4 The Geometry of E ‘ E˚
In this section E is a real vector space of dimension m and E˚ denotes its dual space.
In the space E ‘ E˚ we can consider the natural symmetric bilinear form given by
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where X, Y P E and ξ, η P E˚. Such a pairing is non-degenerate and have signature
pm,mq. Therefore, setting V “ E ‘ E˚ and B “ x¨, ¨y the results we developed in Section
2.3 apply here.
Note that bothE andE˚ are null under the pairing x¨, ¨y and since dimpEq “dimpE˚q “
m these are examples of maximally isotropic subspaces. Our goal in this section is to
describe the maximal isotropic subspaces of E ‘ E˚ using pure spinors.
Note also that the highest exterior power of E ‘ E˚ can be decomposed as follows
detpE ‘ E˚q “ detpEq b detpE˚q.




where v˚ “ v˚1 ^ . . .^ v
˚
k P Λ
kV ˚ and u “ u1^ . . .^ uk P ΛkV . Thus, detpE ‘E˚q » R. The
number 1 P R then defines a canonical orientation on E ‘E˚ and the symmetry group of
E ‘ E˚ naturally reduces to SOpE ‘ E˚q » SOpm,mq.




“ tD|D “ ´D˚u » Λ2pE ‘ E˚q » Λ2E ‘ EndpEq ‘ Λ2E˚







where A P EndpEq, β P Λ2E and B P Λ2E˚.
We now present how each part of the decomposition Λ2E ‘ EndpEq ‘ Λ2E˚ acts on
the space E ‘ E˚.





P sopE ‘E˚q. Such an element






P SOpE ‘ E˚q
Note that the usual symmetries of the vector space E, that is GLpEq, can be regarded as






is an injection of GLpEq into SOpE ‘ E˚q.
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P SOpE ‘ E˚q (1.15)











for every X P E and ξ P E˚.
In short, any 2-form B P Λ2E˚ gives rise to a linear transformation which preserves
the projection πE onto E, i.e., πE ˝ eB “ πE . In fact, these are the unique elements of
SOpE ‘ E˚q satisfying this property.
Proposition 1.4.1 If T P SOpE‘E˚q preserves the projection ontoE, then there existsB P Λ2E˚
such that T “ eB.
Proof. Since T preserves πE , it follows that T pX ` ξq “ X ` pT21X ` T22ξq for some linear







Now, since T is orthogonal,
0 “ xT p0` ξq, T pX ` 0qy ´ x0` ξ,X ` 0y “ pT22ξ ´ ξqpXq @X P E,@ξ P E
˚
and hence T22 “ id. Moreover,
0 “ xT pX ` 0q, T pY ` 0qy ´ xX ` 0, Y ` 0y “ T21pXqpY q ` T21pY qpXq @X, Y P E
and therefore, T21 “ ´T ˚21.
Setting B “ T21 we have that T “ eB with B P Λ2E˚.





P sopE ‘ E˚q,








P SOpE ‘ E˚q
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for every X P E and ξ P E˚. That is, any bivector β P Λ2E gives rise to a linear transfor-
mation which preserves the projection πE˚ onto E˚ and, similarly as above, these are the
unique elements of SOpE ‘ E˚q satisfying this property.
Proposition 1.4.2 If T P SOpE‘E˚q preserves the projection ontoE˚, then there exists β P Λ2E
such that T “ eβ .
The reader may observe that this has already been proved in Proposition 1.2.2.
We now turn our attention to the maximal isotropic subspaces of E‘E˚. In literature,
such subspaces are also called linear Dirac structures.
Example 1.4.1
(i) E and E˚ are clearly maximally isotropic.
(ii) Also, given F a subspace of E, we have that F ‘ F ˝ is a linear Dirac structure since
it is obviously isotropic and dimpF ˝q “ m´dimpF q.
(iii) Yet, the set eβ ¨ E˚ .“ tιξβ ` ξ|ξ P E˚u is maximally isotropic for every β P Λ2E and
similarly, for any B P Λ2E˚ the set eB ¨E .“ tX ` ιXB|X P Eu is a maximal isotropic
subspace of E ‘ E˚.
4




“ tX ` ξ P F ‘ E˚|j˚ξ “ ιXεu
is maximally isotropic. IfX`ξ, Y `η P LpF, εq, then 2xX`ξ, Y `ηy “ εpY,Xq`εpX, Y q “ 0
and it follows that LpF, εq is isotropic. Now, the graph tX ` ιXε|X P F u has dimen-
sion equals dimpF q and there are dimpE˚q´dimpF ˚q “ dimpEq´dimpF q possibilities for
choosing ξ P E˚ such that j˚ξ “ ιXε, thus LpF, εq is maximal.
Note that if ε “ 0, then LpF, 0q “ F ‘ F ˝. Yet, LpE, 0q “ E, Lpt0u, 0q “ E˚ and in
general:
Proposition 1.4.3 Every maximal isotropic subspace of E ‘ E˚ is of the form LpF, εq, for some
F Ă E and ε P Λ2E˚.
Proof. LetL Ă E‘E˚ be maximally isotropic. Setting F .“ πEpLqwe have thatLXE˚ “ F ˝
and we can define ε : F Ñ F ˚ by X ÞÑ πE˚pπ´1E pXq X Lq. In other words, if X P F , then
there exists ξ P E˚ such that X ` ξ P L and we define εpXq .“ rξs P E˚{F ˝ » F ˚.
Note that εpXq is well defined for every X P F . If ξ, η P εpXq, then X ` ξ,X ` η P L
and hence ξ ´ η P L. Now, if Y P F , then there exists ζ P E˚ such that Y ` ζ P L and
therefore 0 “ 2xξ ´ η, Y ` ζy “ ξpY q ´ ηpY q, that is, ξ ´ η P F ˝.
By construction, every element of L can be written as X ` ιXε ` ξ, with ξ P F ˝. Thus,
L Ă LpF, εq and since L is maximal we have equality.
The next result tells us that any maximal isotropic subspace of E ‘ E˚ can be seen as
an action of a 2-form B P Λ2E˚ on LpF, 0q, for some subspace F Ă E.
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Proposition 1.4.4 Let D Ă E, θ P Λ2D˚ and B P Λ2E˚. Then
eBpLpD, θqq “ LpD, θ ` j˚Bq,
where j : D ãÑ E denotes the inclusion.
Thus, if L Ă E ‘ E˚ is any maximal isotropic subspace, then L “ LpF, εq, for some
F Ă E and ε P Λ2F ˚. Taking B P Λ2E˚ such that j˚B “ ε we have that L “ eBLpF, 0q. The
proof of the above proposition is straightforward.
1.4.1 Spinors
Recall (Section 1.3) for a general (real) vector space W with a non-degenerate symmet-
ric bilinear form b its Clifford algebra is the associative unital algebra generated by the
elements of W satisfying the relation
ww1 ` w1w “ 2bpw,w1q1
Plus, one can easily see that as a vector space ClpW q is isomorphic to Λ‚pW q. In fact,
if tw1, . . . , wnu is an orthonormal basis of W , then any element of ClpW q is a linear com-
bination of finite strings wi1wi2 . . ..
Now, using the relations wiwj “ ´wjwi, those strings can be put into a form where
i1 ă i2 ă . . .. Yet, since w2i “ 1, we conclude, just as for the exterior algebra, the 2
n
elements below form a basis of ClpW q.
1
wi
wiwj i ă j
...
w1w2 . . . wn
We now specialize to the case W “ E ‘ E˚ and b “ x¨, ¨y.
Let us consider the following natural action of E ‘ E˚ on the exterior algebra Λ‚E˚.
Given X ` ξ P E ‘ E˚ and ρ P Λ‚E˚, let
pX ` ξq ¨ ρ
.
“ ιXρ` ξ ^ ρ (1.16)
Next, we observe that this action satisfies
pX ` ξq2 ¨ ρ “ ιXpιXρ` ξ ^ ρq ` ξ ^ pιXρ` ξ ^ ρq
“ pιXξqρ´ ξ ^ ιXρ` ξ ^ ιXρ
“ xX ` ξ,X ` ξyρ
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that is, e2 ¨ ρ “ xe, eyρ for every e P E ‘ E˚ and ρ P Λ‚E˚. Since this is the
defining relation of the Clifford algebra ClpE ‘E˚q, it follows that we have a representa-
tion
ClpE‘E˚q Ñ EndpΛ‚E˚q. Moreover, such representation is both faithful and irreducible.
Remark 1.4.1 If A is an associative algebra with an irreducible representation acting on it
and its center consists of the algebra of scalars K, then by Wedderburn’s theorem, A is the
algebra of all endomorphisms of the vector space in question.
♦
Remark 1.4.2 From the discussion in the beginning of this section we already knew that
dimpClpE ‘ E˚qq “ 22m “ p2mq2 “ dimpEndpΛ‚E˚qq.
♦
In another view, if Q denotes the associated quadratic form to the pairing x¨, ¨y, then
Q vanishes on any L Ă E ‘ E˚ maximal isotropic subspace. Therefore the subalgebra
of ClpE ‘ E˚q generated by L is naturally isomorphic to Λ‚L. Since E˚ is maximally
isotropic, it follows that S .“ Λ‚E˚ is naturally embedded in ClpE‘E˚q. The space S will
be called the space of spinors.
Now, let us choose an orthonormal basis of E ‘ E˚, say te1 ˘ e1, . . . , em ˘ emu.
Proposition 1.4.5 There exists a volume form ω P ClpE ‘ E˚q such that ω2 “ 1 and thus S







2 pe1 ´ e
1




q . . . pem ` e
m
q (1.17)
Then ω “ ω1 . . . ωm, where ωi “ pei ´ eiqpei ` eiq and 1 ď i ď m. Next, note that each
ωi squared equals one, thus ω2 “ 1 follows easily. Moreover, ωi “ 1 ´ 2eiei for every
1 ď i ď m.
Finally, we claim that ω anti-commutes with elements of bothE andE˚ and alsow¨1 “
1. This implies the splitting S` ‘ S´ corresponds to ΛevenE˚ ‘ ΛoddE˚.
We observe that since each ωi is of even degree it is sufficient to check that ωiei “ ´eiωi
and, analogously, ωiei “ ´eiωi. In fact we have that each ωi commutes with both ej and
ej for j ‰ i.
Remark 1.4.3 The volume form defined in (1.17) is such that ωα “ p´1qpα for every α P
ΛpE˚.
♦
Remark 1.4.4 Note that if ẽ1 ˘ ẽ1, . . . , ẽm ˘ ẽm is any other orthonormal basis of E ‘ E˚,




j , where G “ pgijq P SOpE ‘ E˚q. Therefore,
pẽ1´ẽ
1












q . . . pem`e
m
q
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and ω does not depend on the choice of a basis.
♦
The spaces S` and S´ are both irreducible representations of the spin group
SpinpE ‘ E˚q
.
“ tv1 . . . vr|vi P E ‘ E
˚, xvi, viy “ ˘1 and r is evenu
which is a double cover of SOpE ‘ E˚q via the homomorphism
Φ : SpinpE ‘ E˚q Ñ SOpE ‘ E˚q
g ÞÑ Φpgq : v ÞÑ gvg´1
By taking the derivative it induces a morphism on Lie algebras
deΦ : spinpE ‘ E
˚
q Ñ sopE ‘ E˚q
given by deΦpaqpvq “ ra, vs.
Pure Spinors
Our goal in this section is to associate to each maximally isotropic subspace of E ‘E˚
a spinor (up to a non-zero scalar). Throughout, let us denote by M (as in Section 2.3) the
set of maximally isotropic subspaces of E ‘ E˚.
Next, let ρ P S be a non-zero spinor and define its null space as
Lρ
.
“ tX ` ξ P E ‘ E˚; pX ` ξq ¨ ρ “ 0u
In other words, consider the space of vectors in E ‘ E˚ which annihilate ρ under the
action ClpE ‘ E˚q Ñ EndpSq.
Note that Lρ depends equivariantly on ρ under the spin representation. That is,
Lg¨ρ “ ΦpgqLρ
for every g P SpinpE‘E˚q, where Φ : SpinpE‘E˚q Ñ SOpE‘E˚q as above. In particular,
Lλρ “ Lρ for every λ P R˚. Moreover,
Proposition 1.4.6 Given ρ P Szt0u its null space, Lρ, is an isotropic subspace.
Proof. Let a “ X ` ξ e b “ Y ` η be element in Lρ. Since E ‘ E˚ ãÑ ClpE ‘ E˚q, we have




xa, byρ “ 0 ñ xa, by “ 0
Definition 1.4.1 A spinor ρ P Szt0u is called pure if, and only if, its null space is maximally
isotropic.
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Example 1.4.2 If ρ “ e1 ^ . . .^ em, then Lρ “ E˚ and ρ is pure.
4
Example 1.4.3 If ρ “ 1 P Λ0V ˚, then L1 “ V and ρ is pure.
4
Finally, we prove that “lines” of pure spinors are in one-to-one correspondence with
linear Dirac structures on E ‘ E˚.
Proposition 1.4.7 Given L Ă E ‘ E˚ a maximally isotropic subspace, there exists a pure spinor
ρ such that Lρ “ L.
Proof. Proposition 1.4.3 tells us that L “ LpF, εq for some F Ă E and ε P Λ2E˚. So, let us
choose θ1, . . . , θk such that they form a basis o fE˝ andB P Λ2E˚ such that j˚B “ ε, where
j : F ãÑ E denotes the inclusion. Then, ρ “ e´Bθ1 ^ . . .^ θk is pure and Lρ “ LpF, εq.
In fact, for X ` ξ P LpF, 0q one finds that
pX ` ξq ¨ Ω “ ιxΩ` ξ ^ ω “ 0,
where Ω .“ θ1 ^ . . . ^ θk. Hence, by maximality, LpF, 0q “ LΩ. Now, if we pick B P
Λ2E˚ such that j˚B “ ε, then LpF, εq “ expp´BqLpF, 0q (Proposition 1.4.4). Finally, by
equivariance,
LpF, εq “ expp´BqLpF, 0q “ expp´BqLΩ “ Lρ,
where ρ “ eB ^ Ω.
In short, the representation of the Clifford group ΓpE ‘ E˚q on the spinor space S
restricts to a transitive action on the set of pure spinors, which we will denote by Sp. The
map Sp Ñ M given by ρ ÞÑ Lρ is a SpinpE ‘ E˚q´equivariant surjection and has fibers
R˚.
A Bilinear pairing on spinors
We now present a canonical bilinear form on S which behaves well under the spin
representation.
To begin with, notice that the exterior algebras Λ‚E and Λ‚E˚ are naturally subalge-
bras of ClpE ‘ E˚q. So, in particular, we can apply the transposition anti-automorphism
to elements in both Λ‚E and Λ‚E˚. Moreover, detpEq “ ΛmE is a distinguished line in the
Clifford algebra since it is a minimal (left) ideal and therefore
ClpE ‘ E˚q ¨ detpEq Ă ClpE ‘ E˚q
Once we choose a generator f P detpEq every element of the ideal has a unique rep-
resentation ρf , where ρ P S . So the action of the Clifford algebra on the space of spinors
satisfies
pΦpaqρqf “ aρf, a P ClpE ‘ E˚q
where Φ : SpinpE ‘ E˚q Ñ SOpE ‘ E˚q.
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Definition 1.4.2 We define the following bilinear form p¨, ¨q : Λ‚E˚ bΛ‚E˚ Ñ detpE˚q given by
pα, βq
.
“ rαT ^ βstop,
where r¨stop indicates taking only the top degree part of the form.
Such pairing is used in the Proposition 1.4.8 below to classify whether or not linear
Dirac structures intersect.
Now, we can express p¨, ¨q using any generator f P detpEq as follows






Hence, pv ¨ α, βq “ pα, vT ¨ βq. From this, it follows that pv ¨ α, v ¨ βq “ xv, vypα, βq for any
v “ X ` ξ P E ‘ E˚. Consequently, pg ¨ α, g ¨ βq “ ˘pα, βq for any g P SpinpE ‘ E˚q.
Proposition 1.4.8 Given maximally isotropic subspaces L and L1 they satisfy the condition L X
L1 “ t0u if, and only if, their associated pure spinors representatives ρ and ρ1 (resp.) satisfy
pρ, ρ1q ‰ 0.
Proof. First, let us assume that pρ, ρ1q ‰ 0 and, by contradiction, there exists 0 ‰ a “
X ` ξ P L X L1. Then, a ¨ ρ “ 0 and a ¨ ρ1 “ 0, which imply a ¨ pρ, ρ1q “ 0 as well. This
means we can write ρ “ ξ ^ θ1 and ρ1 “ ξ ^ θ2 and thus computing pρ, ρ1q gives us zero, a
contradiction.
For the converse, we begin by observing that SOpE‘E˚q acts transitively over M , the
set of maximally isotropic subspaces. Thus, for all L1 there exists g P SpinpE ‘ E˚q such
that L1 “ ΦpgqE˚. Now, LX L1 “ t0u implies Φpg´1qLX E˚ “ 0 and therefore
0 ‰ pρ, ρ1q
In fact, writing ρ “ expB ^ Ω (as in Proposition 1.4.7) and computing pρ, e1 ^ . . . ^ emq
we see that this form is zero if k ą 0 and equal to ˘e1 ^ . . . ^ em ‰ 0 if k “ 0. On the
other hand, Ω spans
`
πEpLρq





“ t0u. But, Lρ X E˚ “
`
πEpLρq
˘˝, which is a trivial intersection by
hypothesis.
Finally, to conclude, we observe that the pairing p¨, ¨q is SpinpE ‘ E˚q equivariant up
to a sign.
1.4.2 Linear Generalized Complex Structures
One of the aims of the next chapter is to introduce Generalized Complex Geometry. In
order to do so we first start with the linear case E ‘ E˚ and then extend to TM ‘ T ˚M ,
where M is a smooth manifold of dimension m.
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Definition 1.4.3 A linear generalized complex structure (LGCS) on E is an endomorphism J
of E ‘ E˚ such that it is both complex and symplectic, that is, J 2 “ ´Id and J ˚ “ ´J .
Proposition 1.4.9 Equivalently, a LGCS on E is a complex structure on E‘E˚ which is orthog-
onal with respect to the natural pairing.
Proof. Straightforward.
Interestingly, the usual concepts of complex and symplectic structures on E are con-
tained in the notion of a linear generalized complex structure as follows:
Example 1.4.4 Let J : E Ñ E be a complex structure on E and ω P Λ2E˚ a symplectic
















Example 1.4.5 If J is a linear generalized complex structure on E and A P OpE ‘ E˚q,
then A˝J ˝A´1 is also a LGCS on E. In particular, if B P Λ2E˚, then exppBq˝J ˝expp´Bq
is a LGCS.
4
Proposition 1.4.10 The vector space E admits a linear generalized complex structure if, and only
if, it has even dimension.
The next result says that studying linear generalized complex structures on E is the
same as studying maximal isotropic subspaces in the complexification of E ‘ E˚ with
zero real index.
Proposition 1.4.11 A linear generalized complex structure on E is equivalent to the choice of a
linear Dirac structure L on pE ‘ E˚q b C such that LX L̄ “ t0u.
Proof. Let J be a linear generalized complex structure on V . From the orthogonality
condition, it follows that its `i eigenspace L Ă pE ‘ E˚q b C is isotropic. Hence, L is
maximal since it is half-dimensional. Now, since L̄ is the ´i eigenspace of J we have
pE ‘ E˚q b C “ L ‘ L̄. Conversely, if L Ă pE ‘ E˚q b C is a maximal isotropic subspace





In this chapter we are interested in studying Dirac structures, a geometrical structure
that unifies both Poisson and presymplectic geometries. For that reason, we introduce the
Courant bracket on sections of TM ‘T ˚M , where M is a smooth manifold of dimension
m, and we present the more general concept of a Courant algebroid. The Ševera’s classi-
fication of exact Courant algebroids is also given. We end by describing any Lagrangian
(maximally isotropic) subbundle of an exact Courant algebroid.
2.1 Preliminaries
In this section we present some results and definitions needed throughout the chapter.
2.1.1 Lie Algebroids
We begin by presenting the notion of a Lie algebroid.
Definition 2.1.1 A Lie algebroid is a vector bundle AÑM equipped with a Lie bracket r¨, ¨s on
sections of A and a bundle map a : A Ñ TM , called the anchor. The anchor must induce a Lie
algebra morphism ΓpAq Ñ XpMq
aprX, Y sq “ rapXq, apY qs @X, Y P ΓpAq (2.1)
and the following Leibniz rule must be satisfied:
rX, fY s “ f rX, Y s ` papXqfqY @X, Y P ΓpAq and f P C8pMq (2.2)
Thus, such notion generalizes the tangent bundle in the sense its sections act on func-
tions via the anchor map and the bracket respects the Leibniz rule under multiplication
by functions.
Example 2.1.1 A Lie algebroid over a single point and with the zero anchor is simply a
Lie algebra.
4
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Example 2.1.2 The tangent bundle is a Lie algebroid if we consider the identity map as
the anchor. Such example is called the standard algebroid.
4
Example 2.1.3 Any regular distribution D Ă TM which is involutive defines a Lie al-
gebroid over M by considering the anchor map as the inclusion D ãÑ TM and the Lie
bracket as the usual Lie bracket of vector fields.
4
Example 2.1.4 (Atiyah algebroid) Given a principal bundle G ýP πÝÑM , let us consider
A
.
“ TP {G. Then, sections of A are G´invariant vector fields on P . Such space is closed
under the Lie bracket and since functions on M can be identified with G´invariant func-
tions on P we have that A Ñ M is naturally a Lie algebroid. In this example we have a
surjective anchor dπ : AÑ TM which defines an exact sequence of vector bundles on M :
0 ÝÑ P ˆG g ÝÑ A ÝÑ TM ÝÑ 0 (2.3)
where g denotes the Lie algebra of G.
4
Example 2.1.5 (Action algebroid) Let g be a Lie algebra acting on a manifold, i.e., we have
a Lie algebra morphism gÑ XpMq, X ÞÑ X̃ . The trivial bundle A .“ gˆM can be turned
into a Lie algebroid over M by considering the anchor map as pX, pq ÞÑ X̃ppq and by
defining the bracket on sections as
rα, βsppq
.
“ rαppq, βppqs ` Ąβppq ¨ α ´ Ąαppq ¨ β
where sections of A are identified with maps M Ñ g.
4
Remark 2.1.1 The concept of a Lie algebroid can be complexified and we define a complex
Lie algebroid by requiring E to be a complex bundle and the anchor a : E Ñ TM b C a
complex map, satisfying complexified conditions (2.1) and (2.2).
˛
Given a Lie algebroid pA Ñ M, r¨, ¨s, ρq, we can define a degree one derivation, called








, which is given by a formula
identical to the Cartan formula for the de Rham differential:










p´1qi`jξprXi, Xjs, X1, . . . , X̂i, . . . , X̂j, . . . , Xk`1q (2.4)
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and each Xi is a section of A, for i “ 1, . . . , k ` 1. In particular, one
can consider the Lie algebroid cohomology.
Conversely, any Lie algebroid A Ñ M can be characterized as a differential graded
algebra structure on Γ pΛ‚A˚q, which may be interpreted in the supergeometric language
as a homological vector field (also known as a Q´manifold structure) on Ar1s. In this
setting Γ pΛ‚A˚q is identified with the algebra of functions on Ar1s.
More precisely, let A Ñ M be a vector bundle. Given a degree one derivation
dA : S
‚ΓpAr1sq˚ Ñ S‚`1ΓpAr1sq˚, there exists a unique bundle map ρ : ΓpAq Ñ XpMq
and a unique graded skew-symmetric bilinear map r¨, ¨s : ΓpAq b ΓpAq Ñ ΓpAq, satisfy-
ing the Leibniz rule, such that the graded analogue of (2.4) holds. Moreover, the Jacobi
identity is satisfied if and only if d2A “ 0.
In fact, if X is a section of A, we identify it with ιX and the bracket we consider is the
derived bracket (see e.g. [9]), i.e.,
ιrX,Y sξ
.
“ rrιX , dAs, ιY sξ
The anchor map is then uniquely defined by ρpXqf “ rιX , dAsf . Here, f P C8pMq,
ξ P ΓpA˚q and X, Y P ΓpAq. See e.g. [10] for more details.
Example 2.1.6 (Chevalley-Eilenberg) In the particular case of a Lie algebroid over a point,
i.e., a Lie algebra, the Lie algebroid differential is the Chevalley-Eilenberg differential, which
we denote by dCE :





p´1qi`jξprXi, Xjs, X1, . . . , X̂i, . . . , X̂j, . . . , Xk`1q (2.5)
One can check (2.5) completely determines the Lie algebra structure, with the Jacobi iden-
tity being equivalent to d2CE “ 0. Note that the Lie bracket is a map Λ
2gÑ g, so its dual is
a map S1pg˚r1sq Ñ S2pg˚r1sq and since S‚pg˚r1sq is free it determines dCE .
4
Definition 2.1.2 (Lie Bialgebroid) Let AÑM be a Lie algebroid and let us assume A˚ also has
the structure of a Lie algebroid. We say pA,A˚q is a Lie bialgebroid if the Lie algebroid differential
dA is a derivation of the Schouten bracket on multi-sections of A, i.e.,
dArX, Y s “ rdAX, Y s ` rX, dAY s
Example 2.1.7 The most simple example is pTM, T ˚Mq. We take the usual Lie algebroid
structure on TM and the trivial structure on T ˚M .
4
Example 2.1.8 More interesting, if pM,Πq is a Poisson manifold (see discussion below),
then T ˚M inherits a Lie algebroid structure with anchor map ϕΠ : T ˚M Ñ TM as in (2.8),
which satisfies ϕΠpdfq “ Xf , and Lie bracket on Ω1pMq given by the Koszul bracket
rξ, ηs
.
“ LϕΠpξqη ´ LϕΠpξqβ ´ dΠpξ, ηq
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4
Remark 2.1.2 In general, any Lie algebroid can be viewed as a Lie bialgebroid by consid-
ering the trivial structure on the dual bundle, i.e., the zero anchor and the zero bracket.
˛
2.1.2 Poisson and Presymplectic Structures
As mentioned in the beginning of the chapter we are interested in studying Dirac
structures. Moreover, such concept allows us to treat two types of “degenerate” sym-
plectic geometry in a unified manner. In the next paragraphs we review these two types,
namely Poisson and presymplectic geometries. A main idea in the next section then will
be to understand both structures as certain subbundles of TM ‘ T ˚M given as graphs of
the maps 2.6 and 2.8 below.
It is known that a symplectic structure on a manifold is given either by a non-degenerate
closed 2´form or by a non-degenerate Poisson bivector field. If we drop the non-degeneracy
assumption then we are led by the first approach to the notion of a presymplectic struc-
ture, as the second leads us to Poisson structures (see e.g. [6]).
If pM,ωq is a symplectic manifold, that is, M is a smooth manifold and ω P Ω2clpMq is
non-degenerate, then the bundle map
ϕω : TM Ñ T
˚M, X ÞÑ ιXω (2.6)
is an isomorphism. Thus, given any function f P C8pMq we can always consider its
associated Hamiltonian vector field, Xf , which is the unique vector field satisfying the
following condition
ιXfω “ df (2.7)
Moreover, we have a bilinear map on functions t¨, ¨u : C8pMq ˆ C8pMq Ñ C8pMq that
measures the rate of change of a function g along the flow of the Hamiltonian vector field
of a function f :
tf, gu
.
“ ωpXg, Xf q “ LXfg
Such map, known as the Poisson bracket, makes the pair pC8, t¨, ¨uq into a Poisson algebra,
i.e., t¨, ¨u is a Lie bracket which is also compatible with the product on C8pMq via the
Leibniz rule:
tf, ghu “ tf, guh` tf, hug
Now, if we consider Π P ΓpΛ2TMq to be the bivector field uniquely determined by
Πpdf, dgq “ tf, gu
then it defines a bundle map
ϕΠ : T
˚M Ñ TM, ξ ÞÑ ιξΠ (2.8)
and we see that ϕΠ “ pϕωq´1.
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More generally, given a bivector field Π P ΓpΛ2TMq we say it is non-degenerate if the
map in (2.8) is an isomorphism. Furthermore, since
1
2
rΠ,Πspdf, dg, dhq “ ttf, gu, hu ` ttg, hu, fu ` tth, fu, gu,
the associated bracket tf, gu “ Πpdf, dgq makes pC8pMq, t¨, ¨uq into a Lie algebra if and





Schouten bracket of multivector fields.
Definition 2.1.3 A bivector field Π P ΓpΛ2TMq satisfying rΠ,Πs “ 0 is called a Poisson struc-
ture on M . A pair pM,Πq, where Π is a Poisson structure on M is a Poisson
manifold.
To sum up, we have a one-to-one correspondence between non-degenerate bivector
fields and non-degenerate 2´forms on M and a bivector field is Poisson if an only if the
corresponding 2´form is closed. Such correspondence is given by the relation
Πpdf, dgq “ ωpXf , Xgq
Presymplectic manifolds
A 2´form on a manifold is said to be presymplectic if it is closed, but not necessarily
non-degenerate.
Definition 2.1.4 A presymplectic manifold is a manifold equipped with a presymplectic form.
Note that still makes sense considering Hamiltonian vector fields on a presymplectic
manifold pM,ωq defined via (2.7) however, because of the possible degeneracy of ω, we
can’t ensure every function admits a Hamiltonian vector field. For instance, consider
f P C8pMq such that df does not belong to the image of ϕω as defined in (2.6).
Example 2.1.9 On a symplectic manifold pM,ωq, let us consider a submanifold ι : N ãÑM .
The 2´form ι˚ω on N is always closed, but in general it fails to be non-degenerate.
4
More generally, any presymplectic form can be represented as the pullback of a sym-
plectic form. In fact, recall we have a natural symplectic form Ω on the cotangent bun-
dle T ˚M , which is given by the negative of the de Rham differential of the so called
tautological 1´form on T ˚M 1. Furthermore, if B is any closed 2´form, the form
ΩB
.
“ Ω ` π̃˚B is also a symplectic form on T ˚M , where π̃ : T ˚M Ñ M denotes the
projection2. Indeed, one can find local coordinates such that ΩB is represented by the
1If ϕ is a point on T˚M (i.e., ϕ : TpM Ñ R is linear, where p “ π̃pϕq and π̃ : T˚M Ñ M ), then the value
of the tautological 1´form, τ , at ϕ is defined by τϕ
.
“ π̃˚ϕ.
2This symplectic form is also sometimes referred to as the magnetic symplectic form because B has the
physical interpretation of representing a homogeneous magnetic field.
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which is nonsingular so that ΩB is non-degenerate 3. Plus, the form ΩB is obviously closed
since both Ω and B are closed and the pullback commutes with exterior differentiation.
Hence, if pM,ωq is a presymplectic manifold, then ω is the pullback of the form Ωω on
T ˚M by its zero section, z. That is,
ω “ z˚Ωω “ z
˚
pΩ` π̃˚ωq
Moreover, if a presymplectic form is of constant rank, then the following result due to
Gotay holds [11].
Proposition 2.1.1 Every presymplectic manifold pM,ωq (with ω of constant rank) can be coisotrop-
ically embedded into a symplectic manifold. Such construction is unique up to a local symplecto-
morphism in a neighborhood of M .
For every p P M let Ep be the kernel of ωp, i.e., Ep
.
“ tX P TpM ; ωppX, ¨q “ 0u.
Now, consider the so called characteristic bundle of pM,ωq, which is the vector bundle
π : E Ñ M with fibers Ep, for p P M . What Gotay showed is that the total space E˚
of its dual bundle carries a symplectic structure in a neighborhood U of the zero section.
Moreover, pM,ωq is coisotropically embedded in pU, ωq as the zero section and further, all
coisotropic embeddings of pM,ωq into a symplectic manifold are neighborhood equivalent4
to this embedding.
Remark 2.1.3 A coisotropic embedding of pM,ωq into a symplectic manifold pN,Ωq is an
embedding i : M ãÑ N such that i˚Ω “ ω and ipMq is coisotropic as a submanifold of N .
˛
2.2 The Courant Bracket
The key ingredients for the precise definition of a Dirac structure lie in some canonical
geometrical structures that are present in the generalized tangent bundle TM‘T ˚M . One
of these is known as the Courant bracket and we introduce it here.
We begin by recalling some known identities from the Cartan calculus that will be
useful for us later on.
As usual, throughout the text Ω‚pMq will denote the graded algebra of differential
forms on M and XpMq will denote the space of sections of the tangent bundle TM , i.e.,
the space of vector fields on M .
3For non-degeneracy, one can also check that ΩnB is a volume form. This holds because Ω
kpπ̃˚Bqn´k “ 0
for every k ă n and hence ΩnB “ Ω
n.
4Two embeddings i1 : M Ñ pN1,Ω1q and i2 : M Ñ pN2,Ω2q are said to be neighborhood equivalent
if there exist open neighborhoods Uj of ijpMq in Nj and a symplectomorphism ψ : U1 Ñ U2 such that
ψ ˝ i1 “ i2
Chapter 2. Dirac Geometry 36
In Ω‚pMq let us consider the following three endomorphisms: the exterior derivative,
the contraction by a vector field and the Lie derivative along a vector field. Also, let us
take their graded commutator.
For X, Y P XpMqwe have that5
rd, ds “ 0 (2.9)
rd,LXs “ 0 (2.10)
rd, ιXs “ LX (2.11)
rLX ,LY s “ LrX,Y s (2.12)
rLX , ιY s “ ιrX,Y s (2.13)
rιX , ιY s “ 0 (2.14)
where d is the exterior derivative, ιX is the contraction by X and LX is the Lie deriva-
tive along X ; while r¨, ¨s indicates the graded commutator in EndpΩ‚pMqq, except from
rX, Y s in (2.12) and (2.13) which denotes the Lie bracket of the vector fields X, Y .
One consequence of equation (2.9), rd, ds “ 0, is that we obtain a cochain complex:
0 ÝÑ Ω0pMq
d








ÝÑ ¨ ¨ ¨














Now, observe that from equation (2.13) it follows that
ιrX,Y s “ rrd, ιXs, ιY s
Moreover, the latter equation can be used as an alternative definition for the Lie bracket
on vector fields. The bracket rX, Y s is the unique vector field which acts on forms in the
following way
rX, Y s ¨ ϕ “ rrd, ιXs, ιY sϕ @ϕ P Ω
‚
pMq
In short, under the identification X » ιX what is known in literature as a derived bracket
(see e.g. [9]) is identified with the Lie bracket. Later on we will introduce another derived
bracket on sections of TM ‘ T ˚M instead.
Now, let X, Y P XpMq be vector fields and ξ, η P Ω1pMq be 1-forms on M . Then, X ` ξ
and Y ` η are sections of TM ‘ T ˚M .
5Equation (2.11) is known as Cartan’s magic formula.
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Definition 2.2.1 The Courant bracket, r¨, ¨sC , on sections of TM ‘ T ˚M is defined by
rX ` ξ, Y ` ηsC
.
“ rX, Y s ` LXη ´ LY ξ ´ 12d
`
ιXη ´ ιY ξ
˘
(2.15)
Note that on vector fields the Courant bracket reduces to the usual Lie bracket and,
on the other hand, on 1-forms it vanishes. In particular, if π : TM ‘ T ˚M Ñ TM denotes





“ rπpαq, πpβqs (2.16)
for every α, β P ΓpTM ‘ T ˚Mq.
Now, sections of TM ‘T ˚M act on forms in M by considering on each fiber the action
given by the Spin representation 1.16 introduced in Chapter 1. Thus, one can define a
bracket on sections of TM ‘ T ˚M by defining it through its action on Ω‚pMq.
Definition 2.2.2 The Dorfman bracket, r¨, ¨sD, is given by
rα, βsD ¨ ϕ
.
“ rrd, α¨s, β¨sϕ (2.17)
for every ϕ P Ω‚pMq and α, β P ΓpTM ‘ T ˚Mq.
Lemma 2.2.1 The Dorfman bracket satisfies
rX ` ξ, Y ` ηsD “ rX, Y s ` LXη ´ ιY dξ (2.18)
Moreover, it satisfies a Leibniz rule which resembles the Jacobi identity
rα, rβ, γsDsD “ rrα, βsD, γsD ` rβ, rα, γsDsD (2.19)
for every α, β and γ sections of TM ‘ T ˚M .
Note that the Dorfman bracket is not skew-symmetric:
rX ` ξ,X ` ξsD “ LXξ ´ ιXdξ “ dιXξ “ dxX ` ξ,X ` ξy
But it differs from being skew-symmetric by exact terms.
The next proposition tells us how the Courant and the Dorfman brackets are related.
Proposition 2.2.1 The Courant bracket is the skew-symmetrization of the Dorfman bracket. More-
over,
r¨, ¨sC “ r¨, ¨sD ´ dx¨, ¨y, (2.20)
where x¨, ¨y is the natural pairing (considered fiberwise) introduced in the previous chapter, section
1.4.
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Proof. Let α “ X`ξ and β “ Y `η be sections of TM‘T ˚M . If we compute the difference
between their Dorfman and Courant brackets, then we obtain
rα, βsD ´ rα, βsC “ LY ξ ´ ιY dξ ` 12d
`
ιXη ´ ιY ξ
˘
“ dpιY ξq `
1
2
dpιXη ´ ιY ξq
“ dxα, βy
where in the second equality above we have used the Cartan’s magic formula (2.11).















rY,Xs ` LY ξ ´ ιXdη
˙
“ rX, Y s ` LXη ´ LY ξ ´ 12d
`
ιXη ´ ιY ξ
˘
“ rα, βsC
where in the second equality above we have used the Cartan’s magic formula (2.11) and
the skew-symmetricity of the Lie bracket of vector fields.
Although the Courant bracket is a skew-symmetric bracket it is not a Lie bracket since
it does not satisfy the Jacobi identity. It is interesting though to measure its failure to
satisfy the Jacobi identity.




“ rrα, βsC , γsC ` rrβ, γsC , αsC ` rrγ, αsC , βsC
In the next Proposition we prove the Jacobiator can be expressed as the exterior deriva-
tive of a quantity we will call Nijenhuis operator. Thus, the Courant bracket satisfy the
Jacobi identity up to an exact term.
Proposition 2.2.2 The following equality holds for sections of TM ‘ T ˚M








xrα, βsC , γy ` xrβ, γsC , αy ` xrγ, αsC , βy
˙
Proof. Let α, β and γ be sections of TM ‘ T ˚M and observe that
rrα, βsC , γsC “ rrα, βsC , γsD ´ dxrα, βsC , γy
“ rrα, βsD ´ dxα, βy, γsD ´ dxrα, βsC , γy
“ rrα, βsD, γsD ´ dxrα, βsC , γy (2.22)
Chapter 2. Dirac Geometry 39
On the other hand,










rrα, βsD, γsD ´ rrβ, αsD, γsD ´ rγ, rα, βsDsD ` rγ, rβ, αsDsD
˙
Next, introducing the notation rα, βsD
.
“ α ˝ β for simplicity, it follows from (2.19) that




2α ˝ pβ ˝ γq ´ 2β ˝ pα ˝ γq ´ γ ˝ pα ˝ βq ` γ ˝ pβ ˝ αq
˙
Now, Jacpα, β, γq “ rrα, βsC , γsC ` c.p., where c.p. indicates cyclic permutations. Thus,




α ˝ pβ ˝ γq ´ β ˝ pα ˝ γq ` γ ˝ pα ˝ βq `












pα ˝ βq ˝ γ ` c.p.
˙
and, therefore, using equation (2.22) above we find equality (2.21):










Jacpα, β, γq ` 3dNijpα, β, γq
˙
We now describe the failure of the Courant bracket to satisfy the second Lie algebroid
(2.2) axiom.
Proposition 2.2.3 Let f P C8pMq. Then the Courant bracket satisfies
rα, fβsC “ f rα, βsC ` pπpαqfqβ ´ xα, βydf (2.23)
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Proof. Let α “ X ` ξ and β “ Y ` η, then
rα, fβsC “ rX, fY s ` LXfη ´ LfY ξ ´ 12d
`
ιXpfηq ´ ιfY ξ
˘










pιXη ´ ιY ξqdf
˘




ιXη ´ ιY ξ
˘
df
“ f rX ` ξ, Y ` ηs ` pXfqpY ` ηq ´ xX ` ξ, Y ` ηydf
as we claimed.
In short, again an exact term is what differs π : TM ‘ T ˚M Ñ TM with the Courant
bracket from being a Lie algebroid.
Note that both properties (2.21) and (2.23) tells us that the Courant bracket is closely
related to the inner product x¨, ¨y. The next Proposition stresses this relationship.
Proposition 2.2.4 Differentiation of the natural pairing can be expressed in terms of the Courant
bracket as follows
πpαqxβ, γy “ xrα, βsC ` dxα, βy, γy ` xβ, rα, γsC ` dxα, γyy (2.24)
Proof. Using the notation introduced in the proof of Proposition 2.2.2 what we want to
show is that
πpαqxβ, γy “ xα ˝ β, γy ` xβ, α ˝ γy.
Let α “ X ` ξ, β “ Y ` η and γ “ Z ` ζ , then




ιrX,Y sζ ` ιZ
`
LXη ´ ιY dξ
˘
















ιY ζ ` ιZη
˙˙
“ πpαqxβ, γy
where in the second equality above we have used the formulas (2.13) and (2.14).
In other words, in terms of the Dorfman bracket, rα, ¨s is a derivation of the inner
product.
Remark 2.2.1 Note that (2.19) tell us that the adjoint endomorphism rα, ¨s is also a deriva-
tion of the Dorfman bracket itself. Thus, over each fiber we have a (left) Loday algebra.
˛
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The fundamental properties (2.16), (2.21), (2.23) and (2.24) make pTM‘T ˚M, x¨, ¨y, r¨, ¨sC , πq
into an example of a structure called a Courant algebroid as it was introduced in the pa-
per [12] by Liu-Weinstein-Xu. There, the notion of a Courant algebroid was introduced in
order to obtain a generalization of the double construction to Lie bialgebroids.
We present here, however, a simplification due to Roytenberg (see e.g. [13]) which
uses the Dorfman bracket instead. It is worth mentioning yet, that such structure first
appeared in the paper [14] by T.J. Courant.
Definition 2.2.3 (Roytenberg,[13]) A Courant algebroid is a quadruple
`
E, p¨, ¨q, r¨, ¨s, ρ
˘
where
ρ : E Ñ M is a vector bundle, p¨, ¨q is a non-degenerate symmetric bilinear form on the fibers of
E, r¨, ¨s is a bilinear bracket on the space ΓpEq and ρ : E Ñ TM which is called the anchor and
is a smooth bundle map, such that it satisfies the following properties for all a, b, c P ΓpEq and
f P C8pMq.
(C1) ra, rb, css “ rra, bs, cs ` rb, ra, css
(C2) ρpaqpb, cq “ pra, bs, cq ` pb, ra, csq
(C3) ra, bs ` rb, as “ ρ˚pdpa, bqq
(C4) ra, fbs “ f ra, bs ` pρpaqfqb
(C5) ρpra, bsq “ rρpaq, ρpbqs
where ρ˚ : T ˚M Ñ E˚ » E is the dual map. More precisely, we mean the composition κ´1 ˝ ρ˚,
where κ : E Ñ E˚ is the isomorphism induced by p¨, ¨q.
Sometimes, a bracket as in the definition above is referred to as a Courant bracket.
Remark 2.2.2 Axioms pivq and pvq can be deduced from the other three axioms [15]. In
addition, condition piiiq is equivalent to the following one: ra, as “ Dxa, ay for every
a P ΓpEq, where D .“ 1{2pρ˚ ˝ dq.
˛
Remark 2.2.3 The definition of D implies it satisfies the Leibniz rule,i.e.,
Dpfgq “ fDpgq `Dpfqg.
˛
Remark 2.2.4 Note that the bracket r¨, ¨s in the above definition is not skew-symmetric but
it satisfies the property in axiom 3. If it were skew-symmetric, then we would have a Lie
algebroid. So, in particular, maximally isotropic subbundles which are closed under the
Courant bracket gives us examples of Lie algebroids.
˛
Example 2.2.1 WhenM is just a single point a Courant algebroid is a quadratic Lie algebra
g, i.e., on g we have an invariant non-degenerate symmetric bilinear form.
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4
Example 2.2.2 Let pA,A˚q be a pair of Lie algebroids in duality and denote the anchor by
a and a˚, respectively. Now, on E .“ A‘ A˚ let us define the following structure
pX ` ξ, Y ` ηq
.
“ ξpY q ` ηpXq
rX ` ξ, Y ` ηs
.
“ prX, Y sA ` LξY ´ ιηdA˚Xq `
` prξ, ηsA˚ ` LXη ´ ιY dAξq
ρpX ` ξq
.
“ apXq ` a˚pξq
If pA,A˚q is a Lie bialgebroid, then pE, p¨, ¨q, r¨, ¨s, ρq is a Courant algebroid.
4
Example 2.2.3 As a special case of the previous example recall Example 2.1.7, i.e., consider
the standard Lie algebroid TM and on T ˚M the zero anchor and zero bracket. Then the
bracket as above reduces to the Dorfman bracket (2.18). See also Theorem 2.2.5 below.
4
Definition 2.2.4 Let H P Ω3clpMq be an arbitrary closed 3-form on M . Then the twisted Dorf-
man bracket, r¨, ¨sH on ΓpTM ‘ T ˚Mq is defined as
rX ` ξ, Y ` ηsH
.
“ rX ` ξ, Y ` ηsD ´ ιY ιXH
Remark 2.2.5 In the definition above we could have considered H P Ω3pMq. The obtained
bracket still makes sense, but one can show that Jac ” 0 if and only if dH “ 0.
˛
The twisted Dorfman bracket is also a derived bracket. Recall (2.17):
rα, βsD ¨ ϕ
.
“ rrd, α¨s, β¨sϕ
Now, for H P Ω3clpMqwe can consider the “differential” dH
.
“ d`H^¨which still satisfies
d2H “ 0:
d2H ¨ “ dHpd`H ^ ¨q
“ d2 ¨ `dpH ^ ¨q `H ^ d ¨ `H ^H ^ ¨
“ dH ^ ¨ ´H ^ d ¨ `H ^ d ¨
“ 0
Note, however, that dH is not of degree one and it is not a derivation, but it is still odd.
One can easily check that the twisted Dorfman bracket acts on forms as follows
rα, βsH ¨ ϕ “ rrdH , α¨s, β¨sϕ
More interestingly,
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Theorem 2.2.5. The twisted Dorfman bracket turns TM ‘ T ˚M into a Courant algebroid with
anchor map π : TM ‘ T ˚M Ñ TM . Such structure will be denoted by TM pHq (and in the
particular case when H ” 0 it will be denoted simply by TM ).
Proof. We start by checking (C2) and (C3). As before, let α “ X ` ξ, β “ Y ` η and
γ “ Z ` ζ . For axiom (C2) we proceed as in the proof of Proposition 2.2.4. For (C3):
rX ` ξ,X ` ξsH “ rX,Xs ` LXξ ´ ιXdξ ´ ιXιXH “ dιXξ “ DxX ` ξ,X ` ξy
where we have used the Cartan’s magic formula (2.11). Finally, we prove (C1):
rrα, βsH , γsH ` rβ, rα, γsHsH “ rrX, Y s ` LXη ´ ιY dξ ´ ιY ιXH, γsH `
rβ, rX,Zs ` LXζ ´ ιZdξ ´ ιZιXHsH
“ rrX, Y s, Zs ` LrX,Y sζ ´ ιZdLXη ` ιZdιY dξ ` ιZdιY ιXH `
´ιZιrX,Y sH ` rY, rX,Zss ` LYLXζ ´ LY ιZdξ ´ LY ιZιXH `
´ιrX,Zsdη ´ ιrX,ZsιYH
“ rX ` ξ, rY, Zs ` LY ζ ´ ιZdη ´ ιZιYHsH
“ rX ` ξ, rY ` η, Z ` ζsHsH
where in the third equation above we have used the formulas (2.11),(2.12) and (2.13),
plus the fact that the Lie bracket of vector fields satisfies the Jacobi identity and also the
closeness of H .
Note that remark 2.2.2 tells us we are done.
Definition 2.2.5 A Courant algebroid is called exact if its underlying vector bundle fits into an
exact sequence




ÝÑ TM ÝÑ 0 (2.25)
where ρ˚ : T ˚M Ñ E is defined by pρ˚ξ, eq “ ξpρeq, for every ξ P T ˚M and e P ΓpEq.
Example 2.2.4 If H P Ω3clpMq, then TM pHq is obviously an exact Courant algebroid.
4
Note that for an exact Courant algebroid the inclusion T ˚M Ă E is always isotropic
because
pρ˚ξ, ρ˚ηq “ ξpρρ˚ηq
and ρρ˚ ” 0. Moreover, axiom (3) in Definition 2.2.3 implies rξ, ξs “ 0, for every ξ P T ˚M .




” 0. In fact, let e P ΓpEq and ω P Ω1pMq then, for any f P ΓpEq,
we have that
pre, ρ˚ωs, fq “ ρpeqpρ˚ω, fq ´ pρ˚ω, re, f sq
“ ρpeqpω, ρpfqq ´ pω, ρre, f sq
“ ρpeqpω, ρpfqq ´ pω, rρpeq, ρpfqsq
“ ρpeqpω, ρpfqq ´ ρpeqpω, ρpfqq ` pLρpeqω, ρpfqq
“ pρ˚Lρpeqω, fq
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where we have used in the first equality above axiom (C2) and in the third axiom (C5).
In short, re, ρ˚ωs “ ρ˚Lρpeqω and the result follows.
Also, such a vector bundle E is always isomorphic to TM ‘ T ˚M by choosing an
isotropic complement of T ˚M » kerρ. In fact, if we choose any complement F of T ˚M in




is an isomorphism. Now, since F ˚ » F ,
we have a map ϕ : F Ñ T ˚M and setting F 1 to be the graph of ´1
2
ϕ we have that F 1 is an
isotropic complement of T ˚M (see Propositions 1.1.1 and 1.2.1 ).
In particular, if we have an exact Courant algebroid, then we can always split the
associated exact sequence p2.25q.
Theorem 2.2.6 (Ševera, [16]). A Courant algebroid π : E Ñ M is exact if and only if it is
isomorphic to TM pHq for some H P Ω3clpMq.
Proof. Let us choose an isotropic splitting









Then we can transport the Courant structure of E to TM ‘ T ˚M . First, the “connection”
s : TM Ñ E identifies E with TM ‘ T ˚M with the canonical inner product (up to a 1{2
factor). If X, Y P TM and ξ, η P T ˚M , then
psX ` ρ˚ξ, sY ` ρ˚ηq “ ξpρsY q ` ηpρsXq “ ξpY q ` ηpXq “ 2xX ` ξ, Y ` ηy
because psX, sY q “ 0 and ρρ˚ “ 0. Moreover,
rsX ` ρ˚ξ, sY ` ρ˚ηs “ rsX, sY s ` rsX, ρ˚ηs ` rρ˚ξ, sY s (2.26)
where the second term on the right-hand side above has zero image under the anchor
map ρ so that it can be viewed as an element in Ω1pMq. Further, we can apply it on a
vector field to obtain
rsX, ρ˚ηspZq “ prsX, ρ˚ηs, sZq
“ Xpρ˚η, sZq ´ pρ˚η, rsX, sZsq
“ XηpZq ´ ηprX,Zsq
“ ιZLXη
where we have used in the second equality above axiom (C2). Therefore, rsX, ρ˚ηs “ LXη.
Now, similarly, the third term is given by
prρ˚ξ, sY s, sZq “ pDpsY, ρ˚ξq ´ rsY, ρ˚ξs, sZq
“ ιZdιY ξ ´ ιZLY ξ
“ ´ιZιY dξ
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and so rρ˚ξ, sY s “ ´ιY dξ. In the first equality above we have used axiom (C3) and in the
third the Cartan’s magic formula (2.11). Finally, if we look at the difference
rspXq, spY qs ´ srX, Y s “ ρ˚HpX, Y q
and using the properties of a Courant algebroid we conclude that H P Ω3pMq, that is, H
is C8pMq´linear and completely skew-symmetric. Note that H is given by
HpX, Y q
.
“ s˚rsX, sY s
Thus, the first term in (2.26) equals to rX, Y s ´ ιY ιXH . Furthermore, from the Jacobi
identity (C1) for the bracket r¨, ¨s on E one deduces that dH “ 0, which concludes the
proof.
The Courant bracket becomes
rX ` ξ, Y ` ηs “ rX ` ξ, Y ` ηsH
Now, let us consider how the form H changes if we change the splitting. Once a
connection s is chosen, any other one, differs from s by the graph of a 2´form. That is,
the space of connections form an affine space over Ω2pMq.
In fact, let B “ s´ s1 : TM Ñ T ˚M , where s, s1 : TM Ñ E are two splittings (note that
ρps ´ s1q “ 0). If X P TM , then in the s1 splitting we have spXq “ X ` ps ´ s1qX . Using
the fact the two splittings are isotropic it follows that
ps´ s1qpXqpXq “ xX ` bpX, ¨q, X ` bpX, ¨qy
“ xX,Xy ` xX, bpX, ¨qy ` xbpX, ¨q, Xy ` xbpX, ¨q, bpX, ¨qy
“ xX, bpX, ¨qy ` xbpX, ¨q, Xy
“ 2bpX,Xq “ 0
where bp¨, ¨q is the bilinear form induced byB and x¨, ¨y is the natural pairing in TM‘T ˚M .
Therefore B is skew-symmetric, i.e., B P Λ2pT ˚Mq.
Now, the corresponding “curvatures”, H 1 and H , are related simply by
H 1 “ H ` dω
Indeed, if we compute the bracket r¨, ¨sH in the s1 splitting, we obtain










“ rX, Y s ` ιrX,Y sω ´ ιY ιXpH ` dωq
In particular, the isomorphism classes of exact Courant algebroids are in one-to-one
correspondence with a degree-3 class in the de Rham cohomology of M, which is known
in literature as the Ševera class.
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Example 2.2.5 (Anton Alekseev, [17],[18]) Let us consider the case when M “ G is a
Lie group whose Lie algebra g is quadratic, i.e. we have a compatible (ad-invariant)
non-degenerate symmetric bilinear form Bp¨, ¨q on G. Then the exact Courant algebroid
structure on E “ TG‘ T ˚G is given on constant sections by the following
E “ Gˆ pg‘ gq
ρpx, yq “ g ¨ x´ y ¨ g
xpx, x1q, py, y1qy “ Bpx, yq ´Bpx1, y1q
px, x1q ˝ py, y1q “ prx, ys, rx1, y1sq
where we have trivialized both TG and T ˚G as Gˆ g by left translation.
Note the adjoint action of G on itself extends to an action of GˆG to G as follows
GˆGÑ DiffpGq, pg, hq ÞÑ Lh ˝Rg´1
where Lapgq “ a ¨ g and Rapgq “ g ¨ a. Thus, the projection ρ : E Ñ TG is nothing but the
infinitesimal action gˆ gÑ XpGq on constant sections.
Moreover, also note the natural twisted bracket on E is simply the Lie bracket on the
Lie algebra g‘ g.
Now, recall G has a canonical closed 3´form, namely the Cartan 3 ´ form C .“
BprθL, θLs, θLq, where θL denotes the left-invariant Maurer-Cartan form. One can show
the Ševera class of such exact Courant algebroid is precisely rCs.
4
2.2.1 Symmetries of the Dorfman bracket
It is well known that the Lie bracket of (smooth) vector fields on a manifold is invariant
under diffeomorphisms. Moreover, these are the only symmetries of the tangent bundle
preserving the Lie bracket.
Lemma 2.2.2 Let pf, F q be an automorphism of the tangent bundle π : TM Ñ M such that F












F is linear over each fiber and F prX, Y sq “ rF pXq, F pY qs.
Then F must be the differential of f .
In contrast, there are more symmetries of TM ‘ T ˚M which preserve the twisted
Dorfman bracket. We have an additional symmetry which we call a B´field transform.
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is an orthogonal transformation such that rf̃ ¨, f̃ ¨spf˚q´1H “ f̃ r¨, ¨sH . So this does not give a
symmetry unless f˚H “ H .
Indeed, f̃ is orthogonal:
@























ξpY q ` ηpXq
˙
“ xX ` ξ, Y ` ηy
Moreover, since ιdfpXqpf˚q´1 “ pf˚q´1ιX and the pullback commutes with the de Rham
differential it follows that
rf̃pX ` ξq, f̃pY ` ηqspf˚q´1H “ f̃ rX ` ξ, Y ` ηsH
4
Example 2.2.7 If B P Ω2pMq is a 2-form on M we can view it as a map TM Ñ T ˚M
and we have an automorphism pid, exppBqq of TM ‘ T ˚M which is, fiberwise, given
by (1.15). Such an automorphism is an orthogonal transformation and it preserves the
twisted Dorfman bracket if and only if it is closed, i.e., dB “ 0. Indeed in this case it
preserves the Courant bracket as well.
In fact, for X ` ξ, Y ` η P TM ‘ T ˚M we have that
“





X ` ξ ` ιXB, Y ` η ` ιYB
‰
H
“ rX, Y s ` LXpη ` ιYBq ´ ιY dpξ ` ιXBq ´ ιY ιXH
“ rX ` ξ, Y ` ηsH ` ιrX,Y sB ` ιYLXB ´ ιY dιXB
“ rX ` ξ, Y ` ηsH ` ιrX,Y sB ` ιY ιXdB
“ eB
`





rX ` ξ, Y ` ηsH´dB
˘
where in the third equality above we have used equation (2.13), while in the fourth, the
Cartan’s magic formula (2.11).
4
We now prove that every symmetry of the Dorfman bracket arrives in some sense
from the two given examples.
Given H P Ω3clpMq, let us denote by DiffrHs the subgroup of diffeomorphisms of M
preserving the cohomology class rHs P H3dRpMq. Then,
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Proposition 2.2.7 The group of orthogonal automorphisms of an exact Courant algebroid is a
semidirect product of DiffrHs with Ω2clpMq for the corresponding cohomology class rHs.
Proof. We know that if ρ : E Ñ M is an exact Courant algebroid, then E » TM pHq for
some H P Ω3clpMq. Thus, let F be an orthogonal automorphism of TM pHq covering the
diffeomorphism f : M ÑM , with f˚H “ H . Then, F “ f̃ ˝ exppBq, for some B P Ω2clpMq.
In fact, let G “ f̃´1 ˝ F and g P C8pMq, then Grα, gβsH “ rGpαq, GpgβqsH and from axiom
pC4q it follows that
G
`
grα, βsH ` pπpαqgqβ
˘
“ grGpαq, GpβqsH ` pπpGpαqqgqGpβq
ðñ pπpαqgqGpβq “ pπpGpαqqgqGpβq
ðñ π “ π ˝G
Thus, G is an orthogonal automorphism of TM pHq which preserves the projection
π : TM ‘ T ˚M Ñ TM and hence from Proposition 1.4.1 there exists B P Ω2pMq such
that G “ exppBq. Moreover, since G preserves the bracket, B must be closed.
In particular, we have a short exact sequence
0 Ñ Ω2cl Ñ SympEq Ñ DiffrHs Ñ 0
where SympEq denotes the group of symmetries of an exact Courant algebroid E ÑM .
Remark 2.2.6 If we consider the Courant bracket r¨, ¨sC defined in (2.15), then we found
that the group of orthogonal automorphisms of the Courant bracket is Ω2clpMq¸DiffpMq.
˛
2.3 Dirac Structures
So far we have seen that the Courant bracket r¨, ¨sC fails to be a Lie algebroid because
of exact terms involving the inner product x¨, ¨y. Our goal in this section is to determine
whether we can find a subbundle L Ă TM ‘ T ˚M that is closed under the Courant
bracket and isotropic as well so that the exact terms would vanish and pL, r¨, ¨sC , πqwould
be a Lie algebroid. Such subbundles which are maximally isotropic are the so called
Dirac structures and we will see that achieving the proposed goal can be expressed by the
vanishing of an element in ΓpΛ3L˚q.
Recall in Chapter 1 we have considered real linear Dirac structures (maximally isotropic
subspaces). Now, we present Dirac structures on manifolds. In what follows, we will dis-
cuss some examples of such structures and show how these, as previously stated, unifies
presymplectic and Poisson geometries.
Definition 2.3.1 A real maximally isotropic subbundle L Ă TM ‘ T ˚M is called an almost
Dirac structure. If in addition L is closed under the Courant bracket (see Rmk.2.3.1 below), then
we say L is integrable or a Dirac structure. Similarly, an involutive and maximally isotropic
subbundle L Ă pTM ‘ T ˚Mq b C is called a complex Dirac structure.
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Remark 2.3.1 Note that for the integrability condition it does not matter the type of bracket
we are considering, i.e, Dorfman or Courant. Since L is assumed to be isotropic and equa-
tion (2.20) holds, that is, rα, βsC “ rα, βsD ` dxα, βy, the brackets coincide on L. Further-
more, Theorem 2.26 implies that in the Definition 2.3.1 above we could have replaced
TM ‘ T ˚M by an exact Courant algebroid E with a chosen splitting of zero curvature
(this implies the cohomology class rHs is trivial).
˛
Example 2.3.1
(i) From our discussion T ˚M is always a Dirac structure.
(ii) Note that if we split pE, r¨, ¨sHq, where E is an exact Courant algebroid, then TM is
involutive if and only if H “ 0.
(iii) Again, suppose we have a splitting pE, r¨, ¨sHq, then any maximally isotropic com-
plement to T ˚M is the graph of eB for some B P Ω2pMq. One can check that
rΓB,ΓBs Ă ΓB if and only if rTM, TM sH´dB Ă TM , where ΓB indicates the graph of
eB (see Proposition 2.2.7). Thus, ΓB is a Dirac structure when and only whenH “ dB
(see also Example 2.3.2).
4
Remark 2.3.2 Recall from the previous section if B P Ω2pMq, then the so called B´field
transform eB is an orthogonal automorphism of an exact Courant algebroid whenever B
is closed. Therefore, if we apply a B´field transform on a Dirac structure, with dB “ 0,
then what we obtain is another Dirac structure.
˛
Proposition 2.3.1 If L Ă TM ‘T ˚M is closed under the Courant bracket, then L must either be
an isotropic subbundle, or a bundle of the type ∆‘T ˚M for some nontrivial involutive subbundle
∆ Ă TM .
Proof. Let L Ă TM ‘ T ˚M be involutive and let us assume L is not isotropic. Then there
exists X ` ξ P ΓpLq and a point p PM such that ξpXq ‰ 0 at p. Thus, from (2.23):
rX ` ξ, fpX ` ξqsC “ f rX ` ξ,X ` ξsC ` pXfqpX ` ξq ´ ξpXqdf @f P C
8
pMq
and the involutivity ofL it follows that dfp P L for all f P C8pMq. In particular, T ˚pM Ă Lp.












: Lp Ñ T
˚
pM . Moreover, the rank of Lmust be bigger than the maximal
dimension of an isotropic subbundle, which is in this case m, the dimension of M and so







: LÑ T ˚M is an involutive
subbundle of TM and L “ ∆‘ T ˚M .
Moreover, for maximally isotropic subbundles we have the following equivalences:
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Proposition 2.3.2 Let L Ă TM ‘ T ˚M be a Lagrangian subbundle. Then the
following are equivalent:











Proof. The equivalences piq ñ piiq and piiq ñ piiiq are clear. Thus, it is sufficient to show
that piiiq implies piq. By contradiction, suppose L is not involutive, then there exists α, β P
ΓpLq such that rα, βsC R L. The maximality of L then implies it must exist γ P ΓpLq such
that xrα, βsC , γy ‰ 0. Then, for any function f P C8pMqwe have that
0 “ Jacpα, β, fγq
“ dNijpα, β, fγq
“ Jacpα, β, γqf `Nijpα, β, γqdf
“ Nijpα, β, γqdf
“ xrα, βsC , γydf
a contradiction.
Note that second equality above follows from Proposition 2.2.2, while in the third




is tensorial (see Rmk. 2.3.3 below) and the last
equality is a consequence of axiom C2 as well L being isotropic.





it belongs to the space of sections of Λ3L˚. Thus, Proposition above tells us that the in-
tegrability condition for a Dirac structure is given by the vanishing of a 3´tensor. As
a consequence, any almost Dirac structure on a two dimensional surface is always inte-
grable.
For, let α, β, γ P ΓpLq and f P C8pMq, then:
Nijpα, fβ, γq “ xrα, fβs, γy ` c.p.
“ xf rα, βs ` ρpαqfβ, γy ` c.p. (axiom C4)
“ fxrα, βs, γy ` c.p.
“ fNijpα, β, γq
Analogously, Nijpfα, β, γq “ Nijpα, β, fγq “ fNijpα, β, γq.
˛
We now give some more examples of Dirac structures.
Example 2.3.2 (Presymplectic geometry) Let ω P Ω2pMq be a 2´form considered as a
skew-symmetric map TM Ñ T ˚M . Then its graph
eω
.
“ tX ` ιXω ; X P TMu
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is a maximally isotropic subbundle whose projection to TM is non-degenerate. Moreover,
any maximally isotropic subbundle which has a non-degenerate projection to TM is a
graph of a 2´form (see Proposition 1.4.1). Now, Proposition 2.2.7 tells us eω is a Dirac
structure if and only if ω is closed. In particular, presymplectic geometry can be described
by a Dirac structure.
In other words, presymplectic structures are identified with Dirac structures
L Ă TM ‘ T ˚M satisfying the condition L X T ˚M “ t0u. Moreover, the Lie algebroid
structure of L is isomorphic to the canonical one in TM .
4
Example 2.3.3 (Poisson geometry) Let Π P ΓpTM b TMq be a tensor field considered as a
map T ˚M Ñ TM . Then its graph
eΠ
.
“ tιξΠ` ξ ; ξ P T
˚Mu
is maximally isotropic if and only if Π P ΓpΛ2pTMqq. In this case the projection to T ˚M
is non-degenerate and, conversely, any maximally isotropic subbundle which has a non-
degenerate projection to T ˚M is a graph of a bivector field (see Proposition 1.4.2). One
can check that eΠ is a Dirac structure if and only if Π is Poisson, i.e., rΠ,Πs “ 0.




is tensorial, it suffices to check the integrability condition for sec-
tions of the form ιξΠ ` ξ, where ξ “ df for some f P C8pMq. The bivector Π defines a
bracket on functions given by tf, gu .“ Πpdf, dgq such that
NijpιdfΠ` df, ιdgΠ` dg, ιdhΠ` dhq “ ttf, gu, hu ` ttg, hu, fu ` tth, fu, gu
which implies the Nijenhuis tensor vanishes on eΠ if and only if the bracket t¨, ¨u satisfies
the Jacobi identity, i.e., if and only if Π is a Poisson structure.
4
Remark 2.3.4 IfE “ TM‘T ˚M has non-trivial cohomology class rHs one needs to replace
the Poisson structure Π by a twisted one, i.e., such that rΠ,Πs “ ´Π˚H (see e.g. [19]).
˛
Example 2.3.4 (Foliated geometry) Let ∆ Ă TM be a smooth distribution of constant
rank, i.e., a subbundle. Then L .“ ∆‘∆˝ is maximally isotropic (see Example 1.4.1 in the
previous chapter, section 1.4) and since the Courant bracket vanishes on T ˚M it follows
that L is involutive (with respect to the Courant bracket) if and only if ∆ is Lie involutive,
i.e., if and only if ∆ is integrable. Thus, in this setting, the Frobenius theorem allows us
to describe regular foliations as Dirac structures.
4
Example 2.3.5 (Complex geometry) Given an almost complex structure J on M , we can




“ T 0,1M ‘ pT 0,1Mq˝ “ T 0,1M ‘ pT 1,0Mq˚
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The same argument used in the previous example tells us involutivity of LJ implies Lie
involutivity of T 0,1M and hence J is integrable6. Conversely, if J is a complex structure
and X ` ξ, Y ` η P ΓpLJq, then
rX ` ξ, Y ` ηs “ rX, Y s ` LXη ´ LY ξ ´ 12dpιXη ´ ιY ξq
“ rX, Y s ` LXη ´ LY ξ
“ rX, Y s ` ιXdη ´ ιY dξ
“ rX, Y s ` ιXpB ` B̄qη ´ ιY pB ` B̄qξ
“ rX, Y s ` ιX B̄η ´ ιY B̄ξ P ΓpLJq
where we have used the definition of LJ plus in the third equality above, the Cartan’s
magic formula (2.11), while in the fourth, the fact J is integrable.
Therefore, LJ is a Dirac structure if and only if J is integrable and we see that complex
geometry can be described by Dirac structures.
4
Example 2.3.6 (Cartan-Dirac, see e.g. [17],[19]) Recall Example 2.2.5. In that setting we










paL ` aRq | X P g
*
where aL and aR denote the left and right invariant vector fields determined by a, respec-
tively. One can prove that LG is closed with respect to the twisted Dorfman bracket, with
H equals the Cartan 3´form on G. That is, computing the ordinary Courant bracket of
sections ea and eb gives us an expression that differs from era,bs by a term in the 1´form





Remark 2.3.5 Note that the map a ÞÑ ea is an isomorphism to each fiber ofLG Ñ G. In par-
ticular, we conclude the Lie algebroid LG is isomorphic to the action Lie algebroid gˆG,
where the action is simply the adjoint action (see Example 2.2.5). Thus, the (twisted) cor-
responding presymplectic leaves are the connected components of the conjugacy classes
in G.
˛
Example 2.3.7 We may construct other examples of Dirac structures from the observation
that Ω2clpMq acts on TM ‘ T
˚M preserving both the inner product x¨, ¨y and the bracket
r¨, ¨s. See Remark 2.3.2.
6An almost complex structure on a manifold M is integrable if and only if the associated Nijenhuis
tensor, N : XpMq ˆ XpMq Ñ XpMq, given by
NpX,Y q
.
“ rX,Y s ` JrJX, Y s ` JrX, JY s ´ rJX, JY s
vanishes. This happens precisely when sections of T 1,0M (equiv. T 0,1M ) are closed under the Lie bracket.
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4
2.3.1 Some Properties
We now describe the main geometrical properties Dirac structures have. Given a Dirac
structure L Ă TM ‘ T ˚M on M we have seen the vector bundle L Ñ M inherits a
canonical Lie algebroid structure ρ : L Ñ TM . Now, every Lie algebroid induces an
integrable smooth distribution called characteristic distribution (possibly of non-constant
rank) which is given by the image of the anchor map (see e.g. [14] Theorem 2.1.3). It
turns out in the case of a Lie algebroid coming from a Dirac structure, such distribution
possesses extra data: the corresponding foliation has presymplectic leaves.
In fact, L being fixed, let us denote by Sα each leaf of the described foliation. Then Sα
inherits a closed 2´form ΩL,α : ρpLq Ñ ρpLq˚, which is defined at each x by
ΩL,αpxqpX, Y q “ ξpY q




and ξ P T ˚xM is such that X ` ξ P Lx. The fact L is isotropic
guarantees each ΩL,α does not depend on the choice of ξ and hence it is well defined.
Closedness follows from the integrability of L.
Thus, if we regard the Dirac structureL as a (singular) presymplectic foliation tpSα,ΩL,αquα
and assume connectedness of M , then
(i) L corresponds to a presymplectic structure as in Example 2.3.2 if and only if the
foliation consists of a single leaf.
(ii) L corresponds to a regular foliation as in Example 2.3.4 if and only if ΩL,α “ 0 for all
α.
(iii) L corresponds to a Poisson structure as in Example 2.3.3 if and only if each ΩL,α is
non-degenerate, i.e., a symplectic structure on Sα.
Moreover, one can show all the leaves of L have the same parity.
Hamiltonian vector fields
Since L is completely determined by the corresponding presymplectic foliation it be-
comes interesting to define what the Hamiltonian vector field of a function on M is, just
as in the symplectic or Poisson cases.
We say a function f P C8pMq is admissible if there exists a vector field Xf on M such
that Xf ‘ df is a section of L. Such vector field is referred to as a Hamiltonian vector field
of f . Note that a Hamiltonian of a function is not uniquely determined since we can add
any vector field tangent to the distribution LX TM .
Now, if f and g are two admissible functions, we can define their bracket as follows
tf, gu
.
“ Xf ¨ g “ dgpXf q
and one can check tf, gu depends only on g and not on Xg. In particular, the set of admis-
sible functions with the above bracket is turned into a Poisson algebra, [14].
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2.3.2 Expressing the Integrability Condition
We end our discussion on Dirac structures by describing all Lagrangian subbundles
of an exact Courant algebroid ρ : E Ñ TM with a result that generalizes Proposition 1.2.4
in the previous chapter. Such result allows us to express the integrability condition of a
Dirac structure by means of the Levi-Civita connection on M once a Riemannian metric
is fixed.
Thus, let us choose any splitting σ, so that E “ TM ‘ T ˚M , and also fix an arbitrary
Riemannian metric g on M . Then g can be thought of as a non-generate symmetric map
TM Ñ T ˚M and, similarly, the dual metric, g˚, is acting from T ˚M to TM 7. Combining
such maps we obtain an involution τ : E Ñ E given by X ` ξ ÞÑ g˚pξq ` gpX, ¨q, which
clearly when squared equals Id. Thus, E “ E` ‘ E´, where E˘
.
“ Kerpτ ¯ Idq.
Proposition 2.3.3 ([14], [18]) There exists a one-to-one correspondence between maximally isotropic
subbundles L Ă E and sections O P ΓpOpTMqq.
Proof. The proof is analogous to the one of Proposition 1.2.4. First, we observe that the
restriction of the natural pairing x¨, ¨y to E` (resp. E´) defines a positive (resp. neg-
ative) metric and xE`, E´y ” 0 so that any Lagrangian subbundle of E is transversal
to E˘. Hence, given L maximally isotropic, it follows that L is a graph of some map
ϕ : E` Ñ E´. It remains to check that using the splitting we can identify both E˘ with
TM and ϕ uniquely corresponds to an orthogonal transformation of TM . Thus,
ΓpLq » tpId`OqX ` ppId´OqXq˚ ; X P XpMqu (2.27)
for some O P ΓpOpTMqq.
Remark 2.3.6 Note that any graph of a map E` Ñ E´ can be thought of as a linear com-
plement to TM by means of σ, so if such graph is isotropic, then it is maximally isotropic.
˛
By means of expression (2.27) we now have a parametrization of any section of a
Lagrangian subbundle L Ă E. The next result uses such parametrization and gives us the
integrability condition for L to be a Dirac structure in terms of the Levi-Civita connection
∇ on M .
Proposition 2.3.4 Let L Ă E be any Lagrangian subbundle and O the orthogonal operator which
represents it as the set tpId `OqX ` ppId ´OqXq˚u. Then L is a Dirac structure if and only if















7The value of g˚ on a 1´form η is given by the Riesz representation theorem, i.e., is defined as the unique
vector field Y such that η “ gpY, ¨q
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Proof. Recall the bracket on E is given by
x ˝ y
.
“ rX, Y s ` LXη ´ ιY dξ ´ ιY ιXH
where x » X ` ξ, y » Y ` η are sections of E » TM ‘ T ˚M . Thus, using the Levi-Civita
connection ∇, which is torsion free, we find
rX, Y s “ ∇XY ´∇YX “ ∇ρpxqρpyq ´∇ρpyqρpxq (2.29)
LXη “ xη,∇Xy `∇Xη “ xη,∇Xy `∇ρpxqη (2.30)
´ιY dξ “ dιY ξ ´ LY ξ “ x∇ξ, Y y ´∇ρpyqξ (2.31)
´ιY ιXH “ ´HpX, Y, ¨q “ ´Hpρpxq, ρpyq, ¨q (2.32)
where in Equation (2.31) we have used the Cartan’s magic formula (2.11) and the com-
patibility of ∇ with the metric g.
Now, checking that x∇x, yy “ x∇ξ, Y y`x∇X, ηy and combining Equations (2.29),(2.30),
(2.31) and (2.32) above, we conclude
x ˝ y “ ∇ρpxqy ´∇ρpyqx` x∇x, yy ´Hpρpxq, ρpyq, ¨q (2.33)
In short, we have rewritten the bracket in terms of the connection. Let us now use
such expression to derive the bracket between sections of L. Let li P ΓpLq for i “ 1, 2, 3,
then
li “ pId`OqXi ` ppId´OqXiq˚
and, therefore,




















Next, our final goal is to express the 3´tensor Nijpl1, l2, l3q using what we have done
so far. Recall Proposition 2.3.2 which states its vanishing is the integrability condition for
L being a Dirac structure.
Now, observe that Nijpl1, l2, l3q “ xl1 ˝ l2, l3y. Also, note the sum of the first two terms
in (2.34) belongs to L so its product with l3 vanishes.
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To conclude, xl1 ˝ l2, l3y “ pIq ` pIIq ` pIIIq, where
pIq “ x∇ρpl1qpOqX2 ´ p∇ρpl1qpOqX2q˚, pId`OqX3 ` ppId´OqX3q˚y ´
x∇ρpl2qpOqX1 ´ p∇ρpl2qpOqX1q˚, pId`OqX3 ` ppId´OqX3q˚y
“ gp∇ρpl1qpOqX2, pId´OqX3q ´ gp∇ρpl1qpOqX2, pId`OqX3q
´gp∇ρpl2qpOqX1, pId´OqX3q ` gp∇ρpl2qpOqX1, pId`OqX3q
“ gp∇ρpl1qpOqX2, X3q ´ gp∇ρpl1qpOqX2,OX3q ´ gp∇ρpl1qpOqX2, X3q
´gp∇ρpl1qpOqX2,OX3q ´ gp∇ρpl2qpOqX1, X3q ` gp∇ρpl2qpOqX1,OX3q
`gp∇ρpl2qpOqX1, X3q ` gp∇ρpl2qpOqX1,OX3q
“ ´2gpO´1∇ρpl1qpOqX2 ´O´1∇ρpl2qpOqX1, X3q









We have seen the notion of Dirac structures encompasses both Poisson and presymplectic
geometries in a natural way by considering these as graphs of bundle maps T ˚M Ñ TM
and TM Ñ T ˚M , respectively. Interestingly, there are other examples of Dirac struc-
tures on exact Courant algebroids which are not necessarily projectable, either to TM or
T ˚M . In this chapter we are interested in the problem of classification, up to homotopy,
of Dirac structures. We use the generalized Chern-Weil map, [2], and the BRST model
for equivariant cohomology, [3], to obtain explicit characteristic forms, the cohomology
classes of which gives us homotopical invariants solving the proposed problem.
3.1 Characteristic Classes associated to Dirac Structures
We begin this final chapter by recalling Proposition 2.3.3 which establishes (once a
Riemannian metric, g, is chosen on M ) a one-to-one correspondence between Lagrangian
subbundles L Ă TM “ TM ‘ T ˚M and orthogonal maps acting pointwise on TM . The
idea is to consider such correspondence for constructing some characteristic forms, the
cohomology classes of which will give us homotopical invariants for L. In other words,
to classify L under homotopy it is enough to obtain homotopical invariants for the cor-
responding section S : M Ñ OpTMq: the homotopy class of S depends only on the
homotopy class of L.
To make it more precise, first note that any section S P ΓpOpTMqq can be viewed as an
Opnq´equivariant map, P Ñ Opnq, where P is the bundle of orthogonal frames and Opnq
acts on itself by conjugation. Moreover, if α : M Ñ BOpnq denotes the classifying map,
then it induces a map α̃ : P ˆOpnq Opnq “ OpTMq Ñ EOpnq ˆOpnq Opnq so that we have
the following commutative diagram
P ˆOpnq Opnq

α̃ // EOpnq ˆOpnq Opnq

M α // BOpnq
(3.1)
In particular, pS ˝ α̃q˚ produces a map from the equivariant cohomology of Opnq to
the cohomology of M . Consequently, if we restrict our attention to Dirac structures, we
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end up with a characteristic map from the product of the set of homotopy classes of Dirac
structures with HOpnqpOpnqq to the cohomology ring of M . Our task now is in the next
paragraphs to make such construction explicit by means of the machinery presented in
[2] which gives us a generalization of the Chern-Weil map and also by a more geometrical
approach which will lead us to some natural and explicit secondary characteristic forms.
3.2 Generalized Chern-Weil Theory
Recall in the usual Chern-Weil theory we have a basic construction known as the
Chern-Weil homomorphism which goes from G principal bundles to the de Rham co-
homology of the base manifold by means of the choice of a connection form and further
evaluation of its curvature in the invariant polynomials of the Lie algebra to finally pro-
duce the so called curvature characteristic form. Moreover, when the groupG is compact,
such construction gives us a map from the cohomology of the classifying space BG to the
de Rham cohomology ring.
We begin this section by describing the Chern-Weil homomorphism as a map from the
Weil algebra to the algebra of differential forms on the total space of the principal bundle.
This provides us with an algebraic framework for constructing characteristic classes. In
fact this can be generalized to any g´differential algebra (see Definition 3.2.1 below) and
such approach was first introduced by H. Cartan in [20].
3.2.1 g´Differential Algebras
The first step then is to introduce the notion of a g´differential algebra (or simply
g-da), the algebraic counterpart of a principal bundle.
Definition 3.2.1 Let g be a finite dimensional Lie algebra. A g-differential algebra is a graded
commutative algebra A “
à
k
Ak endowed with graded derivations dA, LA, ιA of degrees 1, 0,´1,
respectively, such that pA, dAq is a differential algebra, LA gives a representation of g in A1 and,
moreover, the following graded commutation relations are satisfied
rdA, dAs “ 0, rdA, LAXs “ 0, rd

















Y s “ 0
where X, Y P g.
Equivalently, such structure is determined by a linear mapping X ÞÑ ιAX of g into
Der´1pAq (anti-derivations of degree ´1 of A) such that if one defines the derivation LAX
of degree 0 by LAX “ rd




Y s “ ι
A
rX,Y s and all other graded commu-
tation relations as above can be derived from these two.
Remark 3.2.1 Sometimes in literature a g´da is also referred to as a g´operation or an
operation of g in a dg-algebra.
1In fact a Lie algebra morphism of g into Der0pAq (derivations of degree 0 of A).
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˛
In short, a g´differential algebra A is a dg-algebra pA, dAqwith algebraic counterparts
of the Lie derivative and contraction operations for an action of the Lie algebra g.
For later purposes it is useful to consider some distinguished elements in a g´da.
Definition 3.2.2 Given any g´da, A, we say an element is horizontal if it lies in the kernel of ιAX
for every X P g, i.e., the horizontal subalgebra is
č
X




kerpLAXq and, finally, the basic elements are those which are both horizontal and
invariant.
Such terminology, for some clear reasons, is inspired by the theory of differential forms
on principal bundles. Let G be a Lie group with Lie algebra g and let π : P Ñ M be a
G´principal bundle. In particular,G acts freely on P and M » P {G. Then the projection
π lifts to a map dπ : TP Ñ TM and hence induces by duality an injective homomorphism
π˚ : ΩpMq Ñ ΩpP q. The elements in the image π˚pΩpMqq denoted by ΩBpP q are called
basic differential forms on P . Moreover, we say a tangent vector to P is vertical if it lies
in the kernel of dπ and it is known we have a well defined map (in fact a morphism of
Lie algebras) from g to the set of vertical vector fields which associates to each element
X P g the so called fundamental vector field denoted by X#2. Also, the horizontal forms
on P are those for which the inner derivations with vertical vector fields vanish and,
finally, forms on P which are invariant under the action of the structure group G are
said to be invariant. To conclude, if we denote by ιX# the inner derivation of ΩpP q by
the fundamental vector field corresponding to X P g, then one can check the map X ÞÑ
ιX# turns ΩpP q into a g´differential algebra. Furthermore, the usual notions of basicity,
horizontality and invariance correspond to the ones as in Definition 3.2.2 above.
Now, on any g´da we can define the concept of an algebraic connection.
Definition 3.2.3 A connection on a g´differential algebra is an invariant element θ P A1 b g
satisfying the property ιAXθ “ X . We define its curvature as the element Fθ in A
2







3.2.2 The Weil Algebra
We now turn our attention to one particular example of a g´da with a connection,
namely the Weil algebra. Furthermore, we shall see that in some sense, such example is
unique.
In one hand, the notion of Weil algebra, usually defined for Lie algebras, is commonly
presented, for a finite-dimensional Lie algebra g, as the graded exterior algebra generated
from g˚ and another copy of it shifted by one in degree
W pgq
.
“ Λ‚pg˚ ‘ g˚r1sq » Λ‚g˚ b S‚g˚ (3.2)








ϕpexpptXq, pq, where ϕ : Gˆ P Ñ P denotes the action.
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So elements in W pgq correspond to functions on T r1sgr1s. In fact we can endow it with
a derivation making it into a dg-algebra, such that restricted to g˚ this derivation agrees
with the Chevalley-Eilenberg differential.
On the other hand, if we return to our discussion on g´differential algebras and alge-
braic connections one can understandW pgq as the algebraic counterpart of the classifying
bundle EG and we define the Weil algebra by the following universal property:
Theorem 3.2.1 ([21]). There exists a g´da W pgq with connection θW such that if A is any other
g´da with connection θ, then there is a unique algebra morphism c : W pgq Ñ A that sends θW to
θ.
Proof. First, it is clear that if such W pgq exists, then it is unique up to isomorphism by the
universal property. Moreover, the presentation above in (3.2) indeed gives us an explicit
construction. Let teau be a basis of g and denote by ea the dual basis. Also, let tηau be
the corresponding generators of Λ‚g˚ and φa » dηa the generators of S‚g˚. Then, on










“ ηa b ea.
Remark 3.2.2 One can check the differential dW pgq is completely determined by





dW pgqφa “ ´Cabcφ
bηc




In particular, we can consider A as the algebra of differential forms on the total space
of aG principle bundle P ÑM . Then, the restriction of the characteristic homomorphism
c : W pgq Ñ ΩpP q to the basic subalgebra ofW pgq, which consists precisely of the invariant
elements in S‚g˚, does not depend on the choice of the connection form on P , i.e., if we
choose two different connections then their corresponding characteristic morphisms are
g´homotopic, meaning we have a chain homotopy interchanging contractions and Lie
derivatives.
As a consequence, we obtain the Chern-Weil map
S‚pg˚qg Ñ HpΩBpP qq » HpΩpMqq
Remark 3.2.3 Recall every principal G´bundle P Ñ M is the pullback of the universal
bundle EG Ñ BG by some map α : M Ñ BG. If G is compact, then by the discussion
above we may understand the Weil algebra as a model for EG3. In fact, its cohomology
3If EG were a manifold α would induce a morphism of g-da’s ΩpEGq Ñ ΩpP q.
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is trivial since R Ñ W pgq is a homotopy equivalence and this corresponds to the con-
tractibility of EG. Moreover, the cohomology of the basic subcomplex of W pgq agrees
with HpBGq (for compact G).
˛
3.2.3 The ‘Q-category’
Our next goal is to reformulate the previous construction using the language of
Q´manifolds as suggested in [2].
To begin with, recall we have begun Chapter 2 with a brief discussion on Lie alge-
broids and have seen the usual “anchor-bracket” definition on a vector bundle A Ñ M
may be interpreted super-geometrically as a homological vector field Q on Ar1s (the Lie
algebroid A with the degree of fibers shifted by one). This is one of the basic examples of
Q´manifolds which appear in literature.
Definition 3.2.4 By definition, a Q´manifold, also known as a dg-manifold, is a supermanifold
M equipped with a degree one vector field, Q, satisfying the integrability condition rQ,Qs “ 0,
i.e., a homological vector field.
Example 3.2.1 In the basic example of a Lie algebroid, A Ñ M , Q is simply the usual
Lie algebroid differential, dA (see (2.4)), and the algebra of functions on Ar1s is modeled
on the exterior algebra of A´valued forms. Thus, in the particular case of a Lie alge-
bra, g, it is considered an odd manifold of degree one and denoted by gr1s. The algebra
of functions is identified with Λ‚g˚, by declaring the product of two elements in g˚ to
be anti-commuting and elements in g˚ to have degree one. The Q field is given by the
Chevalley-Eilenberg differential, dCEξpX, Y q “ ´ξprX, Y sq, for ξ P g˚ and X, Y P g(see
(2.5)). This construction will be generalized later on to the case where the Lie algebra acts
on a manifold M by vector fields.
4
Example 3.2.2 For the standard Lie algebroid, T r1sM is known as the odd tangent bundle.
The algebra of functions is canonically isomorphic to the algebra of differential forms on
M with the Q´structure being determined by the de Rham operator.
4
Example 3.2.3 In general, we can endow the tangent bundle of a Q´manifold with a
canonical Q´structure by considering the Lie derivative along Q.
4
Definition 3.2.5 A morphism of Q´manifolds (or Q´morphism), pM1, Q1q and pM2, Q2q, is a
degree-preserving map ϕ : M1 Ñ M2 which induces a morphism of differential algebras, i.e., its
pullback ϕ˚ : C8pM2q Ñ C8pM1q commutes with the corresponding homological vector fields,
viewed as super-derivations on functions. In short, the following chain property holds:
Q1ϕ
˚
´ ϕ˚Q2 “ 0
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Since the composition of twoQ´morphisms is again aQ´morphism one can consider
the well-defined category of Q´manifolds.
Definition 3.2.6 A Q´bundle is a fiber bundle in the category of Q´manifolds.
Remark 3.2.4 Not every section of aQ´bundle is a section in the category ofQ´manifolds,
i.e., not necessarily a Q´morphism (see e.g. [2]).
˛
Example 3.2.4 Every vector bundle can be regarded as a Q´bundle by taking the trivial
differential.
4
Example 3.2.5 If we consider two Q´manifolds their product is again a Q´manifold. By
considering the projections to each factor we produce trivial Q´bundle structures.
4
Example 3.2.6 (Atiyah Algebroid) Given a G principal bundle π : P ÑM , let us consider
the corresponding Atiyah algebroid, see Example 2.1.4. Any connection on P allows us
to lift tangent vectors on M to tangent vectors on P . Equivariance with respect to the
G´action then gives a bundle map TM Ñ TP {G and hence a section of the Q´bundle
π˚ : T r1sP {G Ñ T r1sM . Such section is not a Q´morphism in general and it is, precisely
when the connection is flat (see e.g. [2], Section 2).
4
Now, for any degree preserving map between two Q´manifolds ϕ : M1 Ñ M2 the
difference F .“ Q1ϕ˚ ´ ϕ˚Q2 is of particular interest since, by definition, it measures the
failure of ϕ being a morphism in the Q´category. Moreover, it can be interpreted as
a curvature since the Maurer-Cartan equation is a particular example of the chain map
property, [2].
Now, the operator F , called the field strength [22], is a degree one derivation onC8pM2q
that takes values in C8pM1q satisfying the following property



















“ F pgqϕ˚phq ` p´1q|g|ϕ˚pgqF phq (3.3)
where |g| denotes the degree of g.
The next step then is to identify such operator with a degree-preserving map covering
ϕ f : M1 Ñ T r1sM2 so that the Leibniz-type property in (3.3) is expressed as a mor-
phism of algebras. Moreover, under a suitable choice of a Q´field this map f becomes a
Q´morphism.
Chapter 3. Some Characteristic Classes 63
In order to do so, let us consider the Q´fields as maps from the underlying manifolds
to the odd tangent bundles and hence the following non-commutative diagram, where
the maps are morphisms of graded manifolds:
T r1sM1








By noticing both ways fromM1 to T r1sM2 end in the same fiber overM2 it makes sense









Note that dϕ P ΓpHompTM1, ϕ˚pTM2qqq and thus f is a section of the pullback bundle
ϕ˚pTM2q. Moreover, f˚ : ΩpM2q Ñ C8pM1q4 satisfies
f˚phq “ ϕ˚phq, f˚pdhq “ F phq, and f˚pαβq “ f˚pαqf˚pβq (3.4)
for h P C8pM2q5 and α, β P ΩpM2q.
In fact, let x PM1, then fpxq P TϕpxqM2 and we have that




















The remaining properties are straightforward.
Now, let us present, as previously stated, how one can endow T r1sM2 with a Q´field,
which we will denote by Qtot, such that
Q1f
˚
´ f˚Qtot “ 0 (3.5)
The homological vector field we are looking for is given by the sum of two canonical
Q´structures. We consider Qtot “ d ` LQ2 , where d is the super-version of the de Rham
differential and LQ2 is the super Lie derivative along Q2 (see footnote number 4).
4One can describe the algebra of functions on T r1sM as the algebra of super-differential forms ΩpMq
according to the Bernstein Leites sign convention, see e.g. [23] .
5Note that ΩpM2q is generated by h, dh for h P C8pM2q.
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For checking that (3.5) indeed holds, it is enough to apply the left-hand side of it on
the generators of ΩpM2q and then use the properties of f˚ listed in (3.4).
Example 3.2.7 (Weil Algebra, [2]) Let P ÑM be aG principal bundle, with the Lie algebra
of G being denoted by g. Take M1 as the odd tangent bundle T r1sP with Q1 as the de
Rham differential and take M2 as gr1swith Q2 as the Chevalley-Eilenberg differential. As









in this particular case.
Note that the dual map f˚ goes from the Weil algebra,W pgq » C8pT r1sgr1sq » Ωpgr1sq,
to the algebra of forms on P , ΩpP q » C8pT r1sP q.
Now, it is known that one can produce a chain map fromW pgq to any dg commutative
algebra A as an extension of a graded morphism ψ : Λ‚g˚ Ñ A. To our purposes, let A
be the algebra of forms ΩpP q. Since the exterior algebra Λ‚g˚ is generated by g˚, ψ can






belongs to Ω2pP q b g, the required map is given by
η b φ ÞÑ ηpθ, . . . , θqφpFθ, . . . , Fθq (3.6)
where η P Λqpg˚q and φ P Sppg˚q.
In fact, let us fix a basis teau on g as in the proof of Theorem 3.2.1. Using the notation
employed there it suffices to check the following
f˚pηaq “ ηapθq
f˚pdηaq “ pdθ˚ ´ θ˚dCEqpη
a
q

















“ φapFθq “ f
˚
pφaq
and we are done, since φa “ dηa.
Next, note that on the odd tangent bundle T r1sP we have a natural action of the Lie
algebra g, which is simply the infinitesimal counterpart of the group action. Furthermore,
we also have an action of gr1s, which is given by
g Q X ÞÑ ι#X P XpP q
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where, as before, X# denotes the so called fundamental vector field.
Now, by definition, the connection one-form satisfies the following
θpX#q “ X and pRgq˚θ “ Adg´1θ
If connectedness of G is assumed6, then such properties are equivalent, respectively,
to:
ιX#θ “ X and LX#θ “ rθ,Xs
And, thus we can view θ as a ḡ´equivariant map T r1sP Ñ gr1s, where ḡ .“ gr1s ‘ g.
Remark 3.2.5 Recall the Maurer-Cartan form, θMC , gives us a way of trivializing TG.
More precisely, for each g P G we have an isomorphism θMCpgq : TgG Ñ g, given by
the following. If V P TG is such that Ve equals X P g (here, Ve denotes the vector field
evaluated at the identity), then θMCpgqpV q “ X . Thus, since the fibers of P are naturally
copies of G, equivariance with respect to the odd part of ḡ tells us θ restricted to each
fiber of P is nothing but θMC . As a consequence, the curvature form Fθ vanishes when
restricted to fibers.
˛
In particular, the map f˚ in (3.6) reproduces the usual Chern-Weil map.





“ 0 @X P g
Thus, the horizontal subalgebra of W pgq is precisely S‚g˚. Moreover, if an element
ω P S‚g˚ is g´ equivariant, then LW pgqX ω “ 0 for every X P g and hence the basic subal-
gebra is S‚pg˚qg. Finally, one observes that the ḡ´invariant forms on P are, by definition,
the basic ones. That is,
f˚ : S‚pg˚qg Ñ ΩpMq
To see such map does not depend on the choice of connection and hence it maps to
the de Rham cohomology of M one considers the Q´bundle given by the anchor map
ρ : Ar1s Ñ T r1sM of the associated Atiyah algebroid,A, to theG principal bundle P ÑM .
Then θ can be viewed as a section of ρ, i.e., a splitting of the Atiyah sequence (2.3), and
we apply the construction of characteristic classes suggested on Theorem 3.4 in [2].
4
Finally, we conclude this section by showing how one may apply the formalism em-
ployed so far to the computation of equivariant cohomology (see Section 3.3). For that, we
shall consider the following.
6For the implications θpX#q “ X ñ ιX#θ “ X and pRgq
˚θ “ Adg´1θ ñ LX#θ “ rθ,Xs the group G
does not need to be connected.
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Example 3.2.8 (Equivariant Cohomology) Let π : P Ñ B be a G´principal bundle and
let M be a G´space7, so we can define the associated bundle α : P ˆG M Ñ B. Now,
let us choose a connection 1´form θ on P and a section of α, which we identify with
a G´equivariant map s : P Ñ M . Then pθ, sq can be viewed as a ḡ´equivariant map
T r1sP Ñ Ar1s, where A .“ g ˆ M is the action Lie algebroid, with g denoting the Lie
algebra of G. Here the ḡ action is slightly modified and it is determined in terms of the
operators Kalkman introduces for the BRST model of equivariant cohomology (see [3]),
in the next section we shall make this precise.










where under the previous notations we take as M1 the odd tangent bundle T r1sP
with the de Rham differential and as M2 the action algebroid Ar1s with shifted fibers. In
particular, the dual acts from W pgq b ΩpMq to the algebra of forms on P and restricted to
basic elements we end up, we obtain a map
pS‚pg˚q b ΩpMqqg Ñ HpBq (3.8)
which is precisely the Cartan model of equivariant cohomology (see next section).
An important question one might ask is the following:
How does f˚ acts?




In what follows we are interested in studying differential forms (or better cohomol-
ogy) on the space of orbits M{G for G a compact and connected Lie group and M a space
where G acts, but not necessarily a G´space, i.e., M{G may not be a manifold. For that,
the main idea is to replace M by a G´space which is homotopically equivalent to M .
Let EG Ñ BG be the universal or classifying bundle for G. We define the homotopy
quotient as the total space of the associated bundle EG ˆG M Ñ BG (where EG ˆG M ”
pEG ˆMq{G) and we denote it by MG. Note that, such construction agrees up to homo-
topy with the quotient M{G provided the action of G on M is free. More precisely, let us
consider E .“ EG ˆM . Then G acts freely on E and because the action of G on EG is
7ByM being aG´space we mean that we have aG´action onM so that the space of orbits is a manifold.
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fiberwise we have that map EGˆGM Ñ BG which sends the orbit through pe,mq to the
orbit through e is well defined and has as typical fiberM . Now, if in addition the action of
G on M is free, then such map descends to a well-defined map on the quotient with typ-
ical fiber EG and since EG is contractible we see in this case the homotopy quotient has








By definition, the equivariant cohomology of M , denoted as HGpMq, is the usual co-
homology ring of MG. In literature this is referred to as the Borel model of equivariant
cohomology. One can check that HGpMq is a module over HpBGq.
Example 3.3.1 (A point) Clearly, if M is a single point, then HGpMq “ HGpptq “ HpBGq.
4
Example 3.3.2 (Principal G´bundles) Let E Ñ B be a principal G´bundle. Then, EG can
be viewed as a bundle overB and since the fibers of such bundle are contractible we have
a homotopy equivalence between the homotopy quotient and the base manifold. Thus,
HGpEq “ HpBq.
4
Example 3.3.3 (G´spaces) If M is a G´space, then MG can be viewed as a bundle over
the quotient M{G with fibers the contractible space EG and hence HGpMq “ HpM{Gq.
4
Example 3.3.4 (G acting on itself by conjugation) If we take M “ G itself and consider the
adjoint action, then one can prove HGpGq “ HpBGqbHpGq. This example is of particular
interest to our purposes.
4
As we are assuming G is compact and connected there are other two nice models for
the equivariant cohomology, namely the Weil and the Cartan models.
The Weil model considers the basic subalgebra of A .“ W pgq b ΩpMq with the natural










kerpLW pgqeb b 1` 1b Lebq
¸
elements in the left being the horizontals while in the right, the invariants.
In contrast, the Cartan model is given by the algebra morphism
pW pgq b ΩpMqqbasic » pS
‚g˚ b ΩpMqqG
induced from the map ηa ÞÑ 0. Here, the upper G means the infinitesimal G´invariant
subalgebra.
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3.3.1 The BRST Model
Furthermore, in the paper [3] it is presented an explicit relation between the BRST
differential algebra and the two mentioned models of equivariant cohomology. We sum-
marize here the main ideas.




“ D ` ηaLea ´ φbιeb (3.9)
where we have maintained the previous notation, i.e., ηa and φa are the generators ofW pgq
of degree 1 and 2, respectively, and teau is a basis of g. Moreover, its basic subalgebra is
defined in such way8 it agrees with the algebra in the Cartan model. The laborious part
is to show the map ψ “ expp´ηaιebqmakes the following diagram commute




W pgq b ΩpMq
D

W pgq b ΩpMq
ψ
//W pgq b ΩpMq
(3.10)
where D “ dW pgq ` d.
One needs to check the derivation ψ´1Dψ agrees with δ on generators and the next
step then is to compute the image of the basic subalgebra (as in the Weil model) un-
der ψ´1 “ exppηaιeaq. It turns out that for the horizontal elements one can look only to
the contractions on the Weil algebra which yields on the BRST algebra the subalgebra
S‚pg˚q b ΩpMq. Moreover, one observes that the G action is the same in both sides of the
diagram (3.10) above so that in the end we obtain pS‚pg˚q b ΩpMqqG.
The restriction of ψ to the ‘basic subalgebras’ on each side of (3.10) agrees with the
map ηa Ñ 0, the same as before.
3.3.2 Closed Equivariant Extensions
In the last paragraphs we have been discussing the equivariant cohomology HGpMq
and have seen there are algebraic models for computing it. Following the ideas in [8]
our next step is to present how one can obtain explicit representatives for the equivariant
cohomology.
Recall in the usual Chern-Weil construction given a connection form on the total space
of some principal bundle by evaluating its curvature on invariant polynomials we obtain
the so called curvature characteristic form. Out of such forms one can produce some sec-
ondary characteristic forms namely the Chern-Simons forms. Now, in the equivariant
case one may ask if equivariant characteristic classes in the Cartan model can be con-
structed in a similar way, i.e., out of the curvature of some connection. The answer is




pιW pgqea b 1q and the invariant elements are those in the intersection
č
a
pLW pgqea b 1` 1b Leaq.
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indeed positive as we shall see and it will be explained in the next paragraphs where we
make the later statements more precise.
To start, let θ1 and θ2 be two connection forms on M , i.e., θi P Ω1pM, gq, with i “ 1, 2,
and let φ P pSkpg˚qqG be an invariant polynomial of degree k. We define the following







where θ̃ “ p1´ tqθ1 ` tθ2 for t P r0, 1s is viewed as a form on M ˆ r0, 1s and Fθ̃ denotes its
curvature form.
In particular, if M “ G and G acts on itself by conjugation, then we consider ωkpθLq .“
ωkp0, θLq, where θL denotes the left invariant Maurer-Cartan form. For compact G it is
known the cohomology classes rωkpθLqs generate HpGq.
Note that the forms ωkpθLq are in fact closed, since
dωkpθLq “ φpFθLq ´ φpF0q “ 0 (3.12)
Now, to obtain equivariant extensions of the forms in (3.11) , let us consider aG´principal
bundle P Ñ M and recall in our discussion on equivariant cohomology we were assum-
ing G is both compact and connected. Thus, starting with a connection on P we can
use the averaging trick over the Haar measure on G to obtain a G´invariant connec-
tion. Therefore, let us consider the Cartan model for HGpP q and let us choose θ1, θ2 two
G´invariant connections on P . The G action on P induces an infinitesimal action of g:
g Q X ÞÑ X# P ΩpP q and we define the moment map µ P pC8pP q b gqG b g˚ by
X ÞÑ µpXq
.
“ ´ιX#θ P g
for θ P ΩpP, gq. That is, µpXq : P Ñ g is the vertical action of X determined by θ.
Next, we observe that an element in pSkpg˚q b ΩpP qqG can be viewed as a polynomial
map φ : g Ñ ΩpP q which is G´equivariant. So that, given an invariant polynomial
φ P Skpg˚q, the corresponding equivariant characteristic form on P has a representative
in the Cartan model given by 9
φpFθ̃ ` µq
Then, by considering the form θ̃ “ p1 ´ tqθ1 ` tθ2 for t P r0, 1s as before, we obtain the






φpFθ̃ ` µq (3.13)
These are equivariantly closed extensions of the forms in (3.11) and their cohomology
class are the pullback of classes in HGpMq.
9The term Fθ̃ ` µ is known in literature as the equivariant curvature and in fact corresponds to the
curvature of some superconnection on P , see e.g. [8].
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q “ φpAdg´1pXqq ´ φpXq “ 0
3.4 Secondary Characteristic Forms
We end the present thesis by presenting, on this final section, a geometrical approach
to the construction in (3.1).
First, we start quite generally. Let P Ñ M be a G´principal bundle, with compact
and connected G, and let us consider the action of G on itself by conjugation. Then
P ˆ G Ñ E is also a principal bundle, where E is the associated bundle P ˆG G. The
main idea will be to consider some particular basic forms on the total space of this bun-
dle so that given a section of E Ñ M they pull back to forms on the base manifold M .
Moreover, such construction when restricted to forms on G gives us precisely the forms
in (3.13) and which were developed in the paper [8].
The ingredients we need are the following. Starting with a connection form on P , say
θ, the key point is to consider a connection form on the trivial bundle P ˆG, say θ1, such
that, viewed as forms P ˆG, θ and θ1 are conjugated as well as their curvatures.
We define θ1 “ Adg´1pθq ` θL, where (as before) θL denotes the left-invariant Maurer-
Cartan form of G. Then, θ1 “ Adg´1pθ ` dq and for every Ad-invariant polynomial φ P
pSkpg˚qqḡ we have that
0 “ φpFθ1q ´ φpFθq “ dCSpφ, θ,Gq (3.14)
where CSpφ, θ,Gq P Ω2k´1pP ˆ Gq is some secondary characteristic form which is basic
and hence pulls back to a form on E. That is, we have a map
S‚pg˚qG Ñ HoddpP ˆG Gq
In the case P “ G, we call such map transgression and the elements on its image are called
transgressive. For compact and connected G it is known the cohomology ring of G is
generated as an R´algebra by the transgressive elements, see also remark 3.4.1 below.

















and θ̄ptq is the family of connections p1´ tqθ ` tθ1.
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φpdt^ A` Fθ̄ptqq (3.17)
Further, by pulling back either the form in (3.15) or the form in (3.17) we obtain a form
on E and hence a form on M whose cohomology class only depends on the homotopy
class of some section S P ΓpEq:





Moreover, one can prove that if θ “ 0, then the equivariant form on the associated bun-
dle E which corresponds to CSpφ, θ,Gq is precisely ωGpθLq, as in (3.13). In other words, if
we don’t look to the data on P , then the forms we obtain are just equivariant extensions
of forms on G.
Now, this construction is universal in the sense that as described above the data pθ, Sq
produces a map HGpGq Ñ HpMq.
Recall on a slightly different approach we have seen this may also lead us to the gen-









To state more precisely, if we look at the algebraic counterpart of the construction (3.14)
above, the ingredients we face with are the following: First, forms on P ˆG correspond to
the Weil model W pgq ˆ ΩpGq. Secondly, on the g´differential algebra, W pgq, we consider
the (algebraic) connection η “ θW
.
“ ηabea as in the proof of Theorem 3.2.1 and, moreover,
on the product we consider η1 “ Adg´1pηq ` θL so that, combining these, we obtain some
closed and equivariant basic form whose differential is given by
φpFη1q ´ φpFηq
In fact, one can check that Fη1 “ Adg´1F pηq and we may apply the map ψ´1 “ exppηaιeaq as
in (3.10), which is the analogue of the Mathai and Quillen map [24] described by Kalkman
on [3], to obtain an expression for η1 on the BRST model.
Furthermore, by means of S˚, such secondary characteristic forms correspond to a
form on the base manifold M . In particular, either ways somehow we obtain the same
results, i.e, we obtain a map
HGpGq Ñ HpMq
induced by the data pθ,Sq.
Chapter 3. Some Characteristic Classes 72
Remark 3.4.1 Note that in this setting, (see e.g. Example 3.3.4) HGpGq can be decomposed
as HpBGq b HpGq. Plus, an algebraic way of computing HpBGq is given by the Weil
algebra and when restricted to its basic elements in fact f˚ recovers the usual Chern-Weil
map (3.6). Thus, the information we are really interested in lie in HpGq and, for instance,
how f˚ acts on ΩpGq. In fact, one may apply the following theorem due to Hopf, see e.g.
[25]:
Theorem 3.4.1 (Hopf). IfG is a compact and connected Lie group of rank n, then the cohomology
ring HpG,Rq is an exterior algebra on n generators (called primitives) of odd degrees, i.e., there
exist P1, . . . , Pn of odd degrees such that
HpG,Rq » ΛrP1, . . . , Pns
so that it is sufficient to know how f˚ acts on each Pi.
˛
At last, we observe that for fullfilling our task it only remains to specialize to the case
of our interest, i.e., we must take as G the orthogonal group Opnq10 so that S corresponds
to a Lagrangian subbundle L Ă TM ‘ T ˚M .
In order to do so, recall that for stablishing the correspondence between lagrangian
subbundles and orthogonal maps we have picked a Riemannian metric g on M , hence
we can consider the Levi-Civita connection on the orthogonal frame bundle P so that the
corresponding horizontal distribution at some orthogonal basis β of TpM is given by the
derivatives of all curves βptq in P that are parallel along pptq P M . In particular, the Levi-
Civita connection, which we shall denote by ∇, uniquely corresponds to a connection
form on P (that we still denote by ∇) and one can check the secondary characteristic





where θ̃ is defined as in (3.16) but the family of connections we consider here is given
by p1´ tq∇` tpg´1∇gq ` θLq, with t P r0, 1s.
Now, such form, which corresponds to a form on the associated bundle E, can be








where, anagously to (3.17), θ̃ is defined on M ˆ r0, 1s in terms of θ̄ptq .“ ∇ ` tA, and
A .“ S´1∇pSq. Note that here ∇ is denoting the Levi-Civita on M compatible with the
chosen metric g.
10In fact, its connected components
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We immediately see that if S is covariantly constant, then cφpS, gq “ φpF∇q and our
construction restricts to the usual Chern-Weil map. In some sense there is no new infor-
mation and as for our chain map (3.8), it vanishes on ΩpGq.
Now, we can make (3.18) more explicit by observing the following. If A belongs to the
Lie algebra sopnq, i.e., A is skew-symmetric, then
detpλ´ Aq “ detpλ´ Atq “ detpλ` Aq
so that the characteristic polynomial of A may be written as




` . . .
for some polynomials φi of degree 2i that are known to generate the ring S‚psopnq˚qSOpnq
for odd n, [25].











λi1 . . . λik “ p´1q
kφkpAq
...
λ1λ2 . . . λn “ p´1q
nφnpAq “ ´φnpAq poddnq
and we see that, up to a sign, φ1pAq “ TrpAq and φnpAq “ detpAq.
Alternatively, we have a correspondence between the symmetric polynomials φi and







k. Such correspondence is given






Now, in the even case we have an extra invariant which is not a polynomial in the φi
called the Pfaffian and which is defined as follows: To each A P sopnq we may associate




for every u, v P R2k, where p¨, ¨q denotes the inner product. The Pfaffian of A, denoted by
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where vol .“ e1 ^ . . . ^ e2k, for some oriented orthonormal basis teiu and as usual teiu is
denoting the dual basis.
In fact, one can find an orthonormal basis relative to which A have blocks along its





and hence PfaffpAq “ λ1 . . . λn.
On the other hand, since detpAq “ λ21 . . . λ
2
n, it follows that Pfaff
2







In short, all characteristic classes (3.18) can be obtained from the φi’s (and possibly
Pfaff depending on the parity of n).
The main profit of obtaining such characteristic forms (3.18), as described above, is
that now we can use it to distinguish different Dirac structures (actually maximally isotropic
spaces in general). The most significant results to our interests are summarized next.
Theorem 3.4.2 ([1]). Let D be a Dirac structure on an exact Courant algebroid E. Then the
projection of D to TM (resp. T ˚M ) is non-degenerate, if and only if, the corresponding section S
is homotopic to 1 (resp. ´1).
As a consequence, we have that a Dirac structure is the graph of a presymplectic form
(resp. a Poisson bivector field) if and only if its corresponding section is homotopic to the
identity section (resp. minus the identity).
Moreover,
Theorem 3.4.3 ([1]). LetD,D1 be a pair of Dirac structures and denote the corresponding sections
by S and S 1, respectively. Then, D XD1 “ t0u if and only if S´1S 1 can be deformed to the minus
identity section.
In particular, the above result gives us a homotopical invariant for Lie bialgebroids
since these can be defined as a pair of two Lie algebroids being transverse Dirac structures
in a Courant algebroid, see e.g. [12].
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