Substituting a single large power grid into various manageable microgrids is the emerging form for maintaining power systems. A microgrid is usually comprised of small units of renewable energy sources, battery storage, combined heat and power (CHP) plants and most importantly, an energy management system (EMS). An EMS is responsible for the core functioning of a microgrid, which includes establishing continuous and reliable communication among all distributed generation (DG) units and ensuring well-coordinated activities. This research focuses on improving the performance of EMS. The problem at hand is the optimal scheduling of the generation units and battery storage in a microgrid. Therefore, EMS should ensure that the power is shared among different sources following an imposed scenario to meet the load requirements, while the operational costs of the microgrid are kept as low as possible. This problem is formulated as an optimization problem. To solve this problem, this research proposes an enhanced version of the most valuable player algorithm (MVPA) which is a new metaheuristic optimization algorithm, inspired by actual sporting events. The obtained results are compared with numerous well-known optimization algorithms to validate the efficiency of the proposed EMS.
Introduction
The alarming rise in carbon emissions means production of clean energy is required urgently. The recent incorporation of both large and small renewable energy sources into the existing power system is a positive step towards decarbonizing our power generation, however, much effort is still required to address the challenges directly associated with widespread penetration of such energy sources. In addition to reducing carbon emissions, these efforts are primarily targeted to produce a sustainable energy supply.
Location-based renewable energy sources have naturally become an alternative power source within the microgrid, which is constituted of distributed generation (DG) units, storage devices, and loads. There is a tendency for the microgrid to operate in both islanded and grid-connected modes. Determining an optimal share of power produced by available DGs in a microgrid is a challenge and has remained one of the most interesting and important topics of research.
In literature, various performance attributes of microgrids were optimized using different optimization algorithms. Power generation scheduling was optimized in [1] using an artificial fish swarm algorithm (AFSA), whereas, in [2] , day-a-head optimized scheduling was presented using a harmony search (HS) and differential evolution (DE) algorithms. Reference [3] solved the economic power dispatch using four algorithms, namely, the direct search method, particle swarm optimization (PSO), lambda logic, and lambda iteration. In reference [4] , additive-increase-multiplicative-decrease
Description of the Microgrid
In this paper, a microgrid with a certain number of sources is considered, consisting of wind energy plants, solar PV plants, CHP, storage batteries and utility, as well as an EMS responsible for coordination of all components of the microgrid (Figure 1 ). The microgrid can be operated in gridconnected mode or disconnected (islanded) mode. 
Efficient Energy Management System (EEMS)
An EMS is required to coordinate the energy share among different sources of the microgrid based on the selected scenario. The word "efficient," added to the EMS, demonstrates the proposed work uses EMVPA to make EMS operations more efficient in terms of running costs. The energy management strategy used in this study is represented by the flowchart given in Figure 2 , which allows an operator to manage the microgrid using one scenario from the three defined scenarios. For all three scenarios, the main sources of energy are renewable sources. It is worth mentioning that, although three scenarios are investigated in this paper, more scenarios can be added to the EEMS. All proposed scenarios are described in the following subsections.
Scenario 1
All DGs can only be operated within their respective minimum and maximum limits. Moreover, there is no power that can be transferred from the utility or the main grid. Thus, the microgrid operates in islanded mode.
Scenario 2
All DGs can work within their limits and the microgrid can buy limited power from the utility only when DGs cannot supply the requested load.
Scenario 3
The microgrid has the facility of storage batteries and all DGs can work within their limits. The microgrid can buy limited power from the utility only when DGs and battery cannot supply the requested load. As shown in Figure 2 , it is pertinent that if the generated power from DGs is greater than the load, the surplus energy is used to charge the battery bank. In the case where the battery bank is fully charged, no extra power will be generated from the DGs. On the other hand, if the power generated by DGs is less than the requested load, the deficit of power is provided by the battery bank. If DGs and the battery bank cannot supply the load, the deficit of power is bought from the main grid. 
Optimization Problem
As aforesaid, the role of the EMS is to optimally schedule the different sources of the microgrid based on the selected scenario for each hour in order to minimize the operating cost of the microgrid under some constraints. This can be formulated mathematically as an optimization problem which is described in the following subsections.
Objective Function
The objective function of the considered optimization problem can be approximated by a quadratic nonlinear function as follows [39] :
where, i denotes the number of DG units under consideration, C and P represent the cost in $ and power generated in MW on an hourly basis, respectively. DG technology and fuel cost are incorporated in coefficients α, β, and γ, where α, specifically, is used to introduce DG related nonlinearity.
Design Variables
For this optimization problem, power generated by each DG is taken as a design variable. A solution is initially proposed in a vector form containing all design variables and given to the optimizer to optimize the solution in upcoming iterations and find a vector that contains the optimally distributed power output from each generator. A solution vector x, for n wind energy plants, m PV plants and k CHP, is given in the following expression: = P , P , … P , P , P , … P , P , P , … P (2) 
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where P wp , P sp , and P CHP represent the power from wind energy plants, solar PV plants and CHP, respectively.
Constraints

Power Balance
The power produced by the EEMS must be equal to the requested load at any instant. This can be represented by the following equation:
where P L (t) is the total power required by the load at instant (t), P Battery (t) is the power of storage batteries, and P Grid (t) is the power from the grid at instant (t). It is worth to mention that, P Battery and P Grid depend on the selected scenario. For example, for Scenario 1, there is no storage device used and the microgrid is not allowed to buy power from the main grid. For Scenario 2, there is no battery; however, when the DGs cannot supply the requested load at a given time the deficit of power is bought from the grid. Finally, for Scenario 3, there are batteries (that can charge and discharge) and if there is deficit in accumulative power of DGs and battery, the power needed will be provided by the main grid.
Power Limits
Each DG source is limited by a maximum value and a minimum value that can vary from one instant to another. This constraint can be expressed as follows:
where P i min (t) is the minimum value of power of i th DG at instant (t) and P i max (t) is the maximum value of power of i th DG at instant (t).
Battery Limits
The batteries are considered in this work as a secondary source of power. They can charge and discharge within a given range. Therefore, we can write the following constraint: P Discharge min (t) ≤ P Battery (t) ≤ P Charge max (t) (5) where P Discharge min (t) is the minimum discharging value allowed for the batteries at time (t) and P Charge max (t) is the maximum charging capacity of the batteries.
Optimization Algorithms
To solve the considered optimization problem, an enhanced version of the MVPA is developed. This transforms the EMS system into a more efficient one; i.e., EEMS. In the following two sections, the classical version of the MVPA and the enhanced version will be explained. It is worth explaining here that using an enhanced version of the MVPA, which is a modern metaheuristic, instead of any other classical method is motivated by the advantages of modern metaheuristics over classical methods. Among these advantages is their ability to adapt to any problem with no/or few modifications, which allows them to be easily applied to different scenarios.
Most Valuable Player Algorithm
The MVPA is a new metaheuristic optimization algorithm developed by Bouchekara [40] , inspired by sports events. The main step in the MVPA is a population of players that compete individually to Sustainability 2019, 11, 3839 7 of 28 win the Most Valuable Player (MVP) trophy and collectively to win the championship. One important feature of the MVPA is that it has no internal parameter to tune. In [41] , a comparative study was carried out between metaheuristic algorithms inspired by sports events including the MVPA. The MVPA has been ranked first for unimodal problems and equally ranked first with two other algorithms for multimodal problems. In reference [42] the MVPA was used for circular antenna arrays optimization to maximize sidelobe levels reduction.
The flowchart of the MVPA is shown in Figure 3a . The inputs needed by the MVPA are:
• The objective function (noted as ObjFunction) which can be a mathematical explicit function or a more complicated one; •
The dimension of the problem (noted as ProblemSize) which represents the number of design variables of the treated problem; •
The number of players which is equivalent to the population size in other population-based optimization algorithms (noted as PlayersSize); •
The number of teams in the league noted as (TeamsSize); and •
The maximum number of fixtures (noted as MaxNFix) which is equivalent to the maximum number of iterations in other optimization algorithms.
The main output of the MVPA is the best solution obtained for the treated problem i.e., the MVP. However, the other outputs can easily be obtained, for example, the value of the best objective function obtained or the evaluation of this last value during the optimization process.
After reading the inputs, the MVPA starts with the initialization step as shown in Figure 3a . In this first step the players (i.e., solutions) are spread out randomly within the search space. In the second step, the players are regrouped to form TeamsSize teams followed by the most important step for the MVPA, the competition step.
The pseudocode of the competition step is given below:
Teams selection TEAM i = Select the team number i from the league's teams TEAM j = Randomly select another team j from the league's teams where j i
Individual competition
The competition step, as detailed in the pseudocode given above, starts with the selection of the first team TEAM i (all teams are selected one after another as for the first team) and the opponent team TEAM j which is selected randomly from the poll of teams where j i. In the individual competition phase, players compete and try individually to become their teams' franchise players (the best player of their teams) and then to win the MVP trophy i.e., to become the league's best player. In the collective competition phase, TEAM i plays against TEAM j and the players of TEAM i are updated based on the results of the game. Teams aim to win the championship.
After the competition step, the players are checked and if any player is outside the search space, it is brought back to the crossed bound. This step is called check bounds in the flowchart of Figure 3a . Then, the objective function values of the players are compared to their initial values. If a player improves in the competition step, he is kept, otherwise the initial player is kept. This is called the greediness step in Figure 3a . After that, the last two steps aim to apply elitism and then remove duplicate players, respectively. Finally, if a predefined stopping criterion (or more generally a set of predefined criteria) is met, the process stops otherwise returns to Step 3 and iterates again following the same steps.
Enhanced Most Valuable Player Algorithm
The flowchart of the EMVPA is shown in Figure 3b . The EMVPA has the same structure as the MVPA, however, for the EMVPA a second league is created and after each iteration the best players of this league are traded to teams in the first league while the worst players are moved to the second league. As can be seen from Figure 3b , the EMVPA starts with the initialization step followed by the team formation step described above. After that, a second league (smaller than the main league) is created. Then, once the competition and check-bound steps are finished, players are exchanged between the two leagues. In this step the worst players of the main league are moved to the second league while the best players of the second league are moved to the first. Finally, the algorithm iterates Steps 4 to 6 until the desired number of iterations is reached. It is worth mentioning that, steps such as the 'application of greediness', 'application of elitism' and 'remove duplicates' are removed in the enhanced version of the MVPA.
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Results and Discussion
The performance of the EEMS based on the proposed EMVPA is tested using two different microgrid systems. The obtained results are then compared with the performance of EMS using the MVPA, PSO, GA, black hole (BH) algorithm, artificial bee colony (ABC), and electromagnetism-like mechanism (EM) algorithm in order to assess the performance of the proposed EEMS. In the simulation, each algorithm is run 30 times, and the best results of each algorithm are reported. All algorithms (except MVPA and EMVPA) are initialized with a population size of 50. For MVPA and EMVPA, PlayersSize = 100 and TeamsSize = 20. Moreover, the maximum number of iterations is set at 1000 for all algorithms and for all cases.
It must be noted that the developed codes and programs are run using MATLAB software on Core i7 @ 2.50 GHz, 8 GB RAM machine.
Microgrid #1
The first microgrid investigated in this paper is shown in Figure 4 . This microgrid consists of a load area represented by the IEEE 37-bus test system, five DGs, a CHP, and a storage battery source.
The individual maximum capacities of CHP, each PV, and wind energy plant are 1000 kW, 250 kW, and 750 kW, respectively. The CHP can run at full capacity for the entire day, i.e., it can provide 1000 kW at any time, however, due to the intermittency of renewable energy sources, the power output from wind and PV plants is irregular. The power availability for each DG per hour in a running day is shown in Figure 5 [4] . The battery has a storage capacity of 300 kWh.
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The first microgrid investigated in this paper is shown in Figure 4 . This microgrid consists of a load area represented by the IEEE 37-bus test system, five DGs, a CHP, and a storage battery source. The individual maximum capacities of CHP, each PV, and wind energy plant are 1000 kW, 250 kW, and 750 kW, respectively. The CHP can run at full capacity for the entire day, i.e., it can provide 1000 kW at any time, however, due to the intermittency of renewable energy sources, the power output from wind and PV plants is irregular. The power availability for each DG per hour in a running day is shown in Figure 5 [4] . The battery has a storage capacity of 300 kWh. The load demand follows an hourly trend, given in Table 1 [4] . It can be noted that the load peaks between hour 18 and hour 23. The electricity price (from the main grid) is given in Table 1 . Furthermore, the coefficients of the cost function of different DGs are tabulated in Table 2 [4] . These coefficients are based on the technology used for each DG. The load demand follows an hourly trend, given in Table 1 [4] . It can be noted that the load peaks between hour 18 and hour 23. The electricity price (from the main grid) is given in Table 1 . Furthermore, the coefficients of the cost function of different DGs are tabulated in Table 2 [4] . These coefficients are based on the technology used for each DG. It is assumed that renewable energy sources will never run out and, therefore, the microgrid will never need to rely on battery storage, virtual power plants, or the utility grid. The optimization results for the first scenario are presented in Table 3 . In this table, the first column represents the hour of the day, the second set of columns represent the power of each unit, the third set of columns represents the cost needed to generate the required power for each unit, and the last column represents the total cost of generating the required load at each hour. Figure 6 shows the optimal energy management among all DGs as optimized by the EMVPA, MVPA, PSO, GA, BH, ABC, and EM, over the course of 24 hours. Basically, these graphs indicate the power produced by each DG at a given hour. It can be noted that for all algorithms, the sum of power produced by all DGs equals the load demand, maintaining the load demand balance.
The total costs per hour obtained by the EMS using different algorithms are given in detail in Table 4 which are also illustrated in Figure 7 . The last row of this table gives the total cost for 24 hours. Total cost obtained using the EMVPA is $1184.18, which is the lowest among the tested algorithms. The second-best algorithm for Case 1 is PSO which gives a total cost of $1230.709, while the third algorithm, the ABC, gives a total cost of $1323.594. It can also be seen from Table 4 that the EMVPA achieved better results at any hour, which gives the minimum cost of EEMS, being the best power system scheduling solution at any instant. 
Case 2 (Scenario 2)
The load given in Table 1 is assumed to be increased by 10% and the CHP is not operated. Table 5 provides the optimization results for this case. It can be seen that the EEMS buys power from the main grid only when there is a deficit of power (in hour 5 and hour 6, for instance). In such cases all DGs must run at their maximum capacity.
The results obtained using the EMVPA are compared with the results optimized by the other algorithms as shown in Table 6 and Figure 8 . The total cost obtained by the EEMS using the EMVPA is the lowest (equally with PSO) among the tested algorithms at $1132.384. The initial version of the MVPA ranks third at an operating cost of $1137.679.
Case 3 (Scenario 3)
The operating strategy of this case is identical to that of the case using Scenario 2 in the previous subsection. However, this case differs from Case 2 in that the storage capability is available. The optimization of the microgrid under Scenario 3 was completed and the results are provided in Table 7 . It can be noted that when there is a surplus of power from the DGs, the battery is charged on an hourly basis, as for hour 1 and hour 2. However, the battery cannot exceed its maximum charging capacity. For this reason, the battery is no longer being charged in hour 3 and hour 4. Moreover, when there is a deficit of power from the DGs sources, in hour 6 for example, the battery is discharged and used as a second source of power after DGs. However, when the DGs and battery together cannot supply the load, the power is bought from the grid; hours 19 and 20 serve as an example for this situation.
The total costs per hour obtained by the EMS using the investigated algorithms are tabulated in Table 8 and sketched in Figure 9 . The total cost obtained using the EMVPA is $1144.694, which is the lowest cost among the algorithms. The second-best algorithm for Case 3 is the PSO which gives a total cost of $1144.695, whilst the third algorithm is the MVPA, which has a total cost of $1154.013. It can also be seen from Table 8 that the EMVPA achieved better results than the tested algorithms at any hour. 
Microgrid #2
To assess the performance of the proposed EEMS on a large-scale test system, a second microgrid is considered as shown in Figure 10 . The microgrid consists of a load area represented by the 141-bus test system with 14 DGs, a CHP, and a storage battery source. The data used for the second system is given in Tables 9 and 10 .
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Daily Cost Reduction Analysis
Conclusions
In this paper, an EEMS based on an enhanced version of the most valuable player algorithm is proposed and developed to optimize the operation of a microgrid by minimizing the operating cost. The EEMS aims to schedule different sources of energy based on a selected scenario. In the first scenario, the power generated from DGs is always greater than the requested load. In the second scenario, the EEMS can buy energy from the grid only when the DGs cannot supply the requested load.
In the last scenario, a battery storage is added to the microgrid, which is the second source of power after DGs, while the main grid is the last option. It is obvious that more scenarios can be added to the EEMS in the future.
In comparison to other optimization algorithms, the proposed EEMS using the EMVPA achieves better results and can determine the optimal scheduling of different DGs, battery storage, and the power needed from the grid based on the selected scenario. Moreover, four cases for two different microgrids were investigated. For Case 1, the daily cost reduction varies from 3.781% for the PSO (the second-best method after the EMVPA) to 24.925% for the EM (the worst method for this case). Likewise, for Case 2, it varies from 0% for the PSO to 5.126% for the EM. For Case 3, it varies from 0% for the PSO to 4.872% for the EM. Finally, for Case 4, the daily cost reduction varies from 1.455% for the PSO to 10.039% for the EM. Furthermore, it is found that the EEMS using the proposed EMVPA provides the most cost-effective solution for each hour ensuring its efficacy and robustness. Since energy markets are moving towards real-time pricing, such a modified approach is highly desirable to effectively address power-sharing problems.
The optimization results using the proposed method is expected to give an optimal energy management system strategy, which will assist energy practitioners in managing generation units and energy storage devices in renewable energy based microgrids. Furthermore, the results of this study may have implications for future implementation of microgrid projects and renewable energy resources development in general.
Further research is recommended in the following areas: Additional scenarios can be investigated and the influence of the efficiency of forecasting models can be assessed, while unbalanced microgrid systems can also be investigated. Also, uncertainty modeling of load demands and renewable generation can be included in these models. 
Conflicts of Interest:
The authors declare no conflicts of interest. Power of storage batteries at instant (t) P Charge max (t) Maximum charging capacity of the batteries at time (t) P Discharge min (t)
Nomenclature
Minimum discharging value allowed for the batteries at time (t) P Grid (t)
Power from the grid at instant (t) P i max (t)
Maximum value of power of i th DG at instant (t) P i min (t)
Minimum value of power of i th DG at instant (t) P L (t) Total power required by the load at instant (t) PlayersSize
Number of players which is equivalent to the population size ProblemSize
Dimension of the problem PSO Particle swarm optimization PV Photovoltaic TeamsSize
Number of teams in the league WCA Water cycle algorithm α, β, and γ
Cost coefficients
