The role of frameworks in information systems has recently received a great deal of critical attention. One prominent indictment, which has been directed at even commonly accepted frameworks, is that they lack empirical support, and in fact are not constructed in operational terminology. This article reports the results of an experimental lab study using MBA students as subjects to investigate the tenets of the Gorry and Scott Morton framework (Gorry and Scott Morton, 1971 
Introduction
As a relatively new field of applied research, information systems (IS) displays a considerable amount of self-consciousness about its origins, current status, and future (Culnan, 1986; Culnan and Swanson, 1986) . Lacking an accepted paradigm like management science, organization theory, or computer science, IS researchers are guided by frameworks derived from related disciplines and applied to IS problems. These "conceptual frames of reference" represent attempts to differentiate theoretical elements, postulate their interrelationships, and integrate them into descriptive or predictive models. In this way, they can provide a structure for the generation of testable hypotheses. Yet, IS frameworks have recently been criticized on a number of levels, most notably because they do not clarify their relationship with the intended reference discipline, they poorly define the dependent variables involved, and they lack a cumulative tradition (Keen, 1980) . Common IS frameworks include those proposed by Blumenthal (1969) , Chervany, et al. (1971) , Gorry and Scott Morton (1971) , Ives, et al. (1980) , Lucas (1973) , Mason and Mitroff (1973) , Nolan and Wetherbe (1980) , and Sprague (1980) . These frameworks were intended guide research efforts, allow better communication among scholars with common interests, and enable practitioners to make sense of research results in the absence of an accepted scientific body of knowledge (Naumann, 1986) . To some extent these purposes have been accomplished since a community of scholars has grown up around these frameworks and uses them in its work. It appears further that many researchers have accepted them as conclusive; a brief review of IS citation analyses (see Culnan, 1986;  1987; Hamilton and Ives, 1982; Van Over and Nelson, 1986) indicates that the articles in which the frameworks first appeared are among the most cited in the field.
One disadvantage of frameworks in IS stems from their relative ease of construction. Not bound to a single theoretical approach, they are both easily generated and readily discarded and forgotten. Since they are not necessarily required to meet any minimum standard of theoretical consistency, trivial conceptual modifications are often heralded as novel and definitive. The consequences are failure to build cumulative research findings, failure to establish an enduring scientific presence for IS in the academic community, and promotion of disciplinary alienation for IS researchers.
To guard against the tendency to build disposable frameworks, researchers should draw ideas from strong areas of theory in related disciplines and propose classifications that can be operationally ordered and empirically substantiated. Only then does it make sense to pursue research on the relationships suggested by the model. Unfortunately, untested frameworks are frequently misapplied and used to guide empirical studies, the results of which are often inconclusive. In the area of user involvement, for example, such casual approaches to empirical research have led to mixed, or contradictory, findings on the relationship between user involvement and system success (Ives and OIson, 1984) .
As a consequence, closer examination of contextual and structural variables and their impact on system success, as well as organizational frameworks in general, have been advocated (Cerveny and Sanders, 1986) . Construction more durable and applicable frameworks requires that the theoretical categories specified by the framework be validated empirically.
The purpose of this article is to experimentally investigate the framework proposed by Gorry and Scott Morton (1971) , which describes the characteristics of the information required for three different types of managerial activities. A review of that framework's components and a reordering of the relationships in operationalizable terminology are presented. Then, an experiment is described that uses typical problem outlines (scenarios) associated with the managerial functions in Gorry and Scott Morton's framework. Each scenario incorporates varying degrees of the seven informational attributes originally postulated by Gorry and Scott Morton. Our approach is to determine the extent to which subjects can differentiate the component informational attributes specified by the framework across these scenarios and how readily these attributes can be associated with accepted IS categories.
The Gorry and Scott Morton Framework
A common practice in IS research is to treat information systems themselves as either a dependent variable or an independent variable (Markus and Robey, 1988) . Accordingly, IS frameworks usually attempt to classify information systems in one of two ways. First, systems can be classified based on technical attributes. For example, Bakopoulos (1985) characterizes information technology in terms of its capacity, quality, cost, storage, processing, and communications capabilities. It is also possible to classify computing arrangements as interactive versus batch (Keen, 1976) , standalone versus networked, and so on. The second approach is to focus on the functions information systems perform within their context of use (Alter, 1980) and whose interests are served by information technology (Dutton, 1982; Jacques and Brown, 1976) . For example, Markus (1984) identifies five types of information systems, each describing a dominant type of function: operations, communication, planning and decision making, monitoring and control, and interorganizational transactions. The Gorry and Scott Morton framework also builds its classification of information systems upon functional differences rather than technical attributes.
The Gorry and Scott Morton framework is perhaps the best known, most durable, and most frequently cited in the IS field. It is essentially a mapping of Anthony's (1965) hierarchy of management functions across Simon's (1960) classification of decision making. Anthony identifies three managerial functions closely associated with different levels of the typical organizational hierarchy: operational control, management control, and strategic planning. Gorry and Scott Morton propose seven characteristics of information that vary among Anthony's types of decision categories: source, scope, level of aggregation, time horizon, currency, required accu-racy, and frequency of use. Recognizing Simon's concern about the degree of structure in decision making, Gorry and Scott Morton argue that unstructured decisions require different information than structured decisions.
The resultant framework relates functional activities in an organization with the requirements of the information needed to support them. Although it does not attempt to associate a defined set of information with any particular activity or IS type, the framework nonetheless implies that such relationships could exist, as Figure 1 indicates.
The Gorry and Scott Morton framework has been used as the basis of other classification schemas. For example, Zmud's (1983) organizationally based IS typology is used to associate IS types with common organizational functions. The typology includes:
Transaction Processing Systems (TPS).
This system supports procedural activities that.do not require choices between alternative actions. The goal is to process routine organizational transactions in an efficient, costeffective manner.
Information Reporting System (IRS).
IRS specifies organizational directions and redirections, its focus is not on situationspecific activities, but rather on controlling behaviors by providing cues, directing attention, reviewing past performance, and raising questions.
3. Decision Support System (DSS). This system type is characterized as supporting those decision-making activities that are illstructured and situation-specific, and involve choosing from a number of alternatives.
By associating IS types with managerial functions, the framework illustrates variations in the structural complexity of decisions made. Transaction processing systems (TPS) are used for recurring, programmable decisions. At the other extreme, decision support systems (DSS) are better suited for non-programmable decisions. Information reporting systems (IRS) fall somewhere between the two extremes, focusing on exceptions to routine performance. Each type of IS implies the need for different levels of each information attribute that corresponds to differences in the nature of decisions made in an organization.
Despite its popularity, the Gorry and Scott Morton framework has never been carefully operationalized (Naumann, 1986) . The categories of managerial activities serve as "summative" units that draw together several properties of decision making and information, giving them a composite label (Dubin, 1969) . However, reliance composite concepts precludes the precise definition of either the components of managerial activity or information requirements. Thus, while the framework is interesting, enormously popular, and intuitively appealing and acceptable, its current formulation falls short of being a validated empirical framework useful for guiding reseamh on information systems.
Research Objective
One step toward a more precise definition of components is to differentiate the summative categories proposed in the original Gorry and Scott Morton framework. Each of the seven information attributes can be readily delineated along an ordinal scale, rendering it suitable for inclu-. sion on a questionnaire. In any given problem setting, either real or simulated, an assessment of the level of that attribute deemed appropriate for a given problem setting should be obtainable. If the framework is valid, the component properties of different types of information systems should be distinguishable from one scenario to the next.
The objective of this research, therefore, is to investigate the following null hypothesis:
H0~: The information attributes Inferredby each scenario will be the same across scenario types.
The rejection of H10 implies that information attributes perceived as desirable in an information system vary across the problem situations that Gorry and Scott.Morton define in theoretical terms. Problems characterized by greater uncertainty and higher levels of managerial activity should require information attributes characterized by the dght side of the continua in Figure  1 . Conversely, problems characterized by lower uncertainty and lower levels of managerial activity should require information attributes characterized by the left side of the continua in Figure 1 . If statistical tests reject the null hypothesis stated above, and if information attributes vary predictably with decision type, the Gorry and Scott Morton framework will be supported. Standard ,,~, Tailored Frequent¯~Infreq.
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Method

Scenario development and problemsetting presentation
The use of scenarios, or abbreviated stereotypical problem outlines, has been advocated for research of this type because scenarios illuminate the interaction of multiple variables, simplify the model of the organization or system, aid in the consideration of alternative outcomes, and refine the scope of a study's.research objectives (Kahn and Weiner, 1977) . Using scenarios also reduces the time necessary for data collection and increases experimental control. Another advantage in using this medium is that scenarios can be constructed to describe a complex problem in feasible, understandable terms while still allowing for multiple solutions. Scenarios have been used in IS research (Alavi, 1984; Courtney, et alo, 1983; Doktor and Hamilton, 1973; Henderson and Nutt, 1980; Kirs, 1987) , but have not specifically been applied to the investigation of the Gorry and Scott Morton framework.
The scenarios used in this study were purposely developed in a multi-phase process. The objective of the initial stage was to broadly capture the information attributes of the Gorry and Scott Morton framework and the characteristics of Zmud's information system types. Initial scenario validation consisted of submitting the scenarios to five IS researchers (faculty members) and two experienced practitioners (a system analyst and a consultant), all of whom were well acquainted with a variety of IS classifications. Through a questionnaire, they were asked to categorize the scenarios according to one of three IS classes, respond to the information attributes and characteristics of each system, and comment on the scenario's format and content. Their suggestions were consolidated and used to modify the con-tent of the outlines that were then given to a larger (N =44) sample of MBA students (who had limited familiarity with IS classifit:ation schemes) for structured evaluation. Based on their responses and comments, the scenarios were further refined into their final state. The resultant scenarios consisted of:
1. A TPS scenario, in which the manager was responsible for development of an online information system to monitor inventory transactions,
2. An IRS scenario, where the manager was required to develop an information system that could produce periodic, on-demand, and exception reports to aid in the planning and control of inventory.
3. A DSS scenario, in which the manager was required to develop an information system that could be used to forecast demand and profits for items in inventory.
Although each scenario varies according to decision requirements, all are similar in terms of decision-maker title (general manager) industry and environment (retail tire sales; mature and stable environment) and general task (the need to develop the information system). The scenarios are described in detail in the Appendix.
Sample
Two hundred and twenty three (223) subjects enrolled in an MBA program were asked to read either one, two, or three scenarios in order to test for presentation and order effects (Campbell and Stanley, 1963) . The subjects were asked to envision themselves as the manager faced with the given problem(s). In each case it was emphasized that they were not responsible for the actual system design but were to ensure that the system developed contained the information required for their task.
Although there has been some controversy regarding the use of MBA students as managerial surrogates (see Remus and Kotteman, 1987) , research contrasting the decisions of the two groups in experimental settings has generally failed to find any significant differences (Remus, 1986) . Additionally, this study was intended to investigate whether the information attributes suggested in the Gorry and Scott Morton framework could be recognized by subjects irrespective of their level of sophistication. The subjects for this experiment spanned the spectrum of experience. It was therefore felt that for the purposes of this experiment the findings could lead to some generalizations.
Of the 223 subjects, 72 were given only one scenario, 54 received two senarios, and 97 received all three scenarios. In terms of the scenario types distributed, 153 subjects evaluated the TPS scenario, 158 evaluated the IRS scenario, and 160 evaluated the DSS scenario.
Measures
After reading each scenario, subjects were asked to rate the information attributes required for an effective managerial information system to deal with the problems described in the scenario(s). Seven-point Likert-type scales were constructed, anchored at each end by the bipolar adjectives used to characterize the information dimensions (see Figure 1) . In order to assist the subjects in understanding the questions,-each scale was preceded by a shod, written illustration. One final question asked the subject to select, from a textbook definition of each IS type, the type of system that came closest to describing the system called for by the scenario.
Experimental design
In any experimental research, the conditions potentially affecting results should be identified and controlled where possible. One question addressed in this experiment was whether direct comparisons between scenarios influenced perceptions of the level of information necessary for a particular task. In other words, are perceptions of required information field-dependent? A second question relates to the potential effect of order of scenario presentation on requirements assessment. Will subjects' ratings differ depending on the sequence of presentation when multiple scenarios are presented? What effects might increasing decision complexity, decreasing sequence, or random ordering have?
The hypotheses pertaining to these two questions, stated in null form, are:
H0~Regardless of the number of scenarios given (one, two, or three) the information attributes Inferred by each of the scenarios will be the same across scenarios.
H~: For subjects receiving either two or three scenarios, regardless of the order or presentation, the information attributes inferred by each of the scenarios will be the same across scenarios.
In order to test these hypotheses and the main hypothesis, H) , the experimental design consisted of three treatment groups and a total of 15 different scenario presentation sequences:
1. Single Scenario. Subjects in this group were given only one of the scenarios described above (TPS, IRS or DSS).
2. Mixed Scenarios. Two scenarios were given to subjects in this group. Since there were three distinct scenarios, there were a total of six different combinations: (1) TPS and IRS, Hypotheses H20 and H~ resulted from examining differences across scenario types. It was also necessary to examine the impact of treatment groups and scenario sequences within the same scenario type. That is, will the number of sce-. narios presented affect perceptions within the same scenario type? Does the sequence of presentation affect assessments within scenario type? In null form, hypotheses addressing these concerns are:
HI~: The information attributes inferred by each scenario type will be the same across the entire sample regardless of the number of scenarios presented.
H05:
The information attributes inferred by each scenario type will be the same across treatment groups regardless of the order in which the scenarios are presented.
H~ is concerned with the robustness of the scenarios and whether evaluation of required inform ation attributes can be made in isolation (i.e., whether field dependency and information sufficiency affected evaluation). It was assumed, for example, that subjects who were asked to evaluate the information dimensions required of the TPS scenario would perceive the attributes as being the same, regardless of whether they were given only the TPS scenario or were given the TPS scenario along with one or both of the other scenario types.
Hypothesis H50 is intended to examine the issue of order effects. Within the multiple scenario groups (two or three scenarios evaluated), it was assumed that subjects would rate the required information dimensions for each scenario the same, whether that scenario was the first one in the sequence or one of the later ones. In other words, subjects rating the information attributes associated with a DSS should perceive the same level of each attribute whether the scenario was presented first or last in the sequence.
Results
In order to test the first hypothesis --whether the information attributes varied across the scenarios u a multivariate analysis of variance (MANOVA) was performed to examine whether the interrelated dependent variables (responses to the informational dimension questions) differed among the treatments (scenario type administered). As shown in Table la, Wilkes' likelihood ratio criteria (Wilkes, 1932) strongly support the assumption that information attributes inferre,~ by each scenario do vary across IS types (H~).
To further examine the effect of scenario type on each of the seven questionnaire scales, individual analyses of variance (ANOVA) tests were performed. T-tests for independent samples were then used to search for differences between any two scenarios (TPS vs. IRS, TPS VSo DSS, and IRS vs. DSS). As shown in Table la , for the entire sample the scenario types were viewed as different across each of the measures. Although the F-statistics vaded across questions, each was significant at p<0.01o When pairwise differences were examined (Table lb) , all ratings were in the order postulated by Gorry and Scott Morton. That is, for each information attribute dimension the mean ratings for the TPS scenario were less than those for the IRS scenario, which in turn were less than those for the DSS scenario. With .the exception of the difference between the TPS and IRS scenarios on one information attribute (time horizon), which was significant at p<0.05, all were different at p<0.01. The second hypothesis concerned whether the number of scenarios given would influence the individual ratings across scenario types. Like the first hypothesis, MANOVAs were employed to search for any overall differences in responses across scenarios by the number of scenarios presented; ANOVAs and t-tests were performed across and between scenario types to identity individual differences caused by the treatments (see Table 2a and 2b). The results indicate that subjects were able to distinguish the information characteristics across scenario types, regardless of the number of scenarios (all F-statistics were significantly different at p<0.01). However, there are indications that the level of differentiation may vary with the number of scenarios given. When only one scenario is given, contiguous system types (TPS and IRS, IRS and DSS) are viewed as having some of the same information attributes even though overall ratings are significantly different. Therefore, although H~ is rejected for the across-scenario case, further between-scenario analysis is indicated.
An important question is whether sequence of presentation affects the perception of system attributes. Similar analyses were applied to investigate the question of whether presentation order within groups influenced ratings across scenario types. The t-tests were performed on the group receiving only two scenarios (Table 3a) ; for the group that received all three scenarios, MANOVAs (for overall differences) and ANOVAs were performed (Table 3b ). As Tables 3a and 3b indicate, the results were mixed. For the twoscenario group, all the relationships were in the direction postulated, but only nine of the 48 individual comparisons were significantly different. However, when the sequence in which the scenarios were presented was considered, a different picture emerged. For the three individual treat-.ments where the more structured task scenario was presented before the less structured task scenario (TPS/IRS, TPS/DSS, and IRS/DSS) four of the 24 individual comparisons were significantly different (p<0.05)o For the set of questions directed toward the three individual treatments where the scenarios were presented in reverse order of task structure (IRS/TPS, DSS/ TPS, DSS/IRS) only two individual question comparisons were significantly different. Further, both of these were noted when the DSS scenario (the least structured task description) was followed by the TPS scenario (the most structured task description). One possible explanation for these findings is that when a task description is presented in order of progressive complexity, or when the distinctions between task structures are readily apparent, subjects are better able to perceive the differences between the types of systems necessary to deal with them.
For the three-scenario group, overall differences were apparent for all combinations. Five of six sequences were significantly different at p<0.01; the remaining sequence was significant at p<0.05. When the individual information attribute responses were examined, all but seven of the 24 comparisons yielded significant F- statistics. All of the insignificant differences occurred whenthe scenarios were presented out of sequence, lending further support to the possibility that sequence of presentation may be an intervening variable.
Becau~se of th~ese indicators, the null hypotheses H~ and H~ cannot be rejected outright, but should be given further attention. Subject perceptions of system differences may be influenced by the manner of presentation.
As shown in Tables 4a and 4b , the same battery of tests were again~used to examine the remaining hypotheses (H~, and H50), whether the number of scenarios or the sequence of scenarios impacted ratings within each scenario type across the treatments. Although only six of the 21 attribute comparisons differed, overall ratings for the extreme system types (TPS and DSS) varied depending on whether that scenario was the only one to be evaluated or whether contrasting examples were also given. This finding lends support to the possibility that accurate requirements assessment is enhanced by providing examples that illustrate extreme contrasts. Null Hypothesis H40 is therefore rejected.
For subjects receiving multiple scenarios, the order of presentation appeared to have less impact than did the availability of reference point (Table 4b) . Whereas in the previous analyses ratings for the extreme IS types (TPS and DSS) varied, only four of the 21 information attribute comparisons and one of the three overall scenario classes (TPS) varied as a result of the sequence in which they were presented. Further investigation is indicated.
Conclusions
The major focus of this article has been to lend empirical support to a frequently applied but unsubstantiated framework.. There appears to be an implicit assumption in much of the IS research that pdor validation of generally accepted models is neither necessary nor possible. This study contradicts those positions.
There are two main outcomes of the study. First, the tenets of the Gorry and Scott Morton framework for information systems are generally upheld, as is the assumption that an IS typology can be associated with it. The seven information attributes suggested are identifiable and differentiable, by even naive subjects, and can be ordered along the continua as postulated. However, certain experimental conditions affect the relationships implied by the Gorry and Scott Morton framework, Including the manner of presentation (whether opposing examples are included), and the sequence of presentation (whether the examples are in ascending, descending, or some other order of information attribute magnitude). While this is a methodological concem that directly applies only in this experiment, there may be practical issues pertaining to information requirements analysis.
Second, the approach used to investigate the hypotheses has been shown as an effective device for gathering data. A set of scenarios has been demonstrated as representative of the three information system types. Because these scenarios can undoubtedly be applied to a number of different research areas, and can facilitate inter-researcher communication and 
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Validation of the Go~. -Scott Morton Framework reduce the expense and time invested in a study, their employment for these purposes is encouraged. For example, they might be useful in studies of:
1. the ability of users to differentiate and develop system types based on system differences, 2. the selection of evaluation strategies (e.g., economic versus information satisfaction) based on system types, 3. comparisons of system development strategies (e.g., prototyping versus the SDLC approach), and 4. comparisons of abstraction tools (e.g., E-R diagrams, DFDs, CASE tools, 4GLs) by system types.
The results and limitations of the study point to areas that need additional investigation. The experiment was directed toward a sPecific framework using a limited sample with a single set of scenarios. These scenarios were carefully constructed to clearly suggest the information characteristics delineated by the framework for a suggested class of information systems. The study was intended to investigate the structural foundations of the framework and does not purport to address the causal logic and theory behind it. The robustness of the framework needs yet to be examined through the use of less directed, more diverse instruments aimed at additional applications using larger heterogeneous subjects.
One area of additional research suggested by the results concerns the issue of order effects and field, dependency. There are indications that the ability to recognize information characteristics, and by implication, information requirements, is facilitated by the inclusion of different or contrasting examples. The presentation of attributes along a continuum also appears to aid in determining the degree to which an attribute is available or required.
In conclusion, the framework proposed nearly 20 years by Gorry and Scott Morton appears to describe differences among information systems in a valid manner. By operationalizing the information attributes in their framework, our research has shown experimentally that discriminations among desired information attributes are made for different types of problems. Since empirical validation of the framework has not been reported previously, this study makes a belated but fundamental contribution to the literature on information systems. It confirms the intuitive typology of information systems that has guided so much IS research and practice since the typology was originally formulated. As IS continues to grew as an academic field, empirical validation of this and other frameworks will provide the necessary foundation for meaningful research and theory.
A loose-leaf notebook is presently used as a record of the number of each item in inventory, the selling and purchase prices, the dates they were last received, withdrawn, and ordered, as well as any outstanding orders or items backorde~'ed (i.e., orders previously accepted were incomplete, and items shorted are considered backordered). It is the responsibility of an inventory clerk to keep the notebooks up to date.
.When items are received, they are checked by the inventory clerk, the number received and the purchase order number are entered in the notebook, and the number on hand is updated accordingly. If the order is incomplete, the number on backorder is also updated. Invoices are then signed by the clerk and sent to the front office to be recorded in the general ledger. When items are taken from the storeroom, the number and date withdrawn are recorded. The number remaining in stock is up: dated (previous number on hand less number withdrawn). If new items are needed, the inventory clerk fills out a purchase order to the appropriate supplier (there are typically two to four suppliers for each item). Any order for more than 100 items requires the approval of the general manager.
You have discussed the information needs for the inventory tracking system with each of the general managers, it was agreed that all inventory transactions should be recorded as they occur (online), so that precise, up-to-the-minute information on any item in inventory would be available upon request. Additionally, it was agreed that each of the stores should maintain data in the same format in their respective computers, so that if a store needed to borrow items from another store they could call and "talk the same language." However, there was general disagreement about what options should be included in the information system and how much information it should generate. Ultimately, it was agreed that the decision would be yours and yours alone.
Your concern is to develop an effective information system to assist each manager in running his or her operation. There are a number of considerations. Foremost among these is the selection of options to be included in the inventory tracking system. Since the system is to be used by the inventory clerks, you are concemed that the system will be easy to use and will include all options necessary for smooth operations, but will not be too involved and provide unnecessary information (that would also add to its cost). You need notconcern yourself with the technical programming chores since systems analyst has been hired by the company for this purpose.
IRS Scenario
Assume that you are the district manager of a chain of retail stores that sell automobile tires. In a recent meeting of company executives, you were asked to prepare summary reports of inventory tumo over (the time between receipt and employment of items) for each of the stores, and the company as a whole. The executives particularly wanted to.know about monthly item sales in each of the stores, and if any unusual changes in demand had been noticed. You were assigned the responsibility of developing an information system that .could be used to more closely monitor inventory usage and serve as a basis in developing managerial control policies for inventory levels.
Each store typically carries five different brands of tires. Each brand generally comes in two types (poly-glas and radials), either black-walls or white-walls, up to three different widths, three different wheel sizes, and five different styles. Therefore, each store may. carry as many as 900 distinct items, although the typical inventory ranges between 200 and 600.
A computerized inventory tracking system was set up last year, and each store maintains its own inventory records on its own computer. For each item, up-to-date data is available of the number on hand, number on order and backordered, the date items were last withdrawn, received and ordered, and the purchase and selling prices. All transactions (withdrawals and receipts of inventory) are recorded as they occur, and each evening this data is transmitted (via telephone line) from each of the stores to company headquarters. All stores maintain data in the same format so they can "talk the same language."
Your main concern is in developing an effective information system to assist you and each of the store managers in controlling inventory and developing inventory maintenance policies. Specifically, you have been charged with developing an information system that is capable of:
1. producing monthly detailed and summary reports on inventory usage for each store and the company as a whole, 2. pointing out any exceptionally large or small turnover rates for any item carried, and 3. producing special, "on-demand" reports about individual item or group turnover ratios.
Based on these reports, you could determine which items and item lines contribute the most to profit, which items/item lines show increases in demand, and which items/item lines might best be dropped from inventory. The problem appears to be in determining the content of the reports (the categories and subcategories included; the range for acceptable turnover rates) and the amount of information to be included in the reports. If all available information is included, the reports would become voluminous (and costly). Since the reports will also be distributed to each of the store managers, you are concerned with providing information that might not be of use to a particular branch. On the other hand, you do hot wish the reports to be so condensed that potential problems are not exposed.
Consequently, a number of decisions are required. These include the selection of the individual output categories, the cross-referencing of output categories, what turnover rates should be considered exceptional, what and how analysis of the data should be carried out, and what reporting periods should be used. If you wish, information on industry turnover rates, which could be used as a basis of comparison, is also available. You need not concern yourself with the technical programming chores since a systems analyst has been hired for this purpose.
DSS Scenario
Assume that you are the district manager of a chain of retail stores that sell automobile tires. In a recent meeting of company executives, it was pointed out that the industry is forecasting a shift in demand patterns from the larger, wide-body tires toward the smaller, narrower radials. You were asked to prepare alternative inventory planning strategies for various demand changes for each of these items. Specifically, you were requested to prepare a report on how inventory turnover (length of time that items remain in inventory) would be affected in any given situation. To this end, you are to develop an inventory information system that will assist you in gathering the information and making organizational planning decisions.
Each store typically carries five different brands of tires. Each brand generally comes in two types (poly-glas and radials), either black-walls or white-walls, up to three different widths, three different wheel sizes, and five different styles. Therefore, each store may carry as many as 900 distinct items, although the typical inventory ranges between 200 and 600.
A computerized inventory tracking system was set up last year, and each store now maintains its own inventory records in their own computer. For each item, up-to-date data is available of the number on hand, number on order and backordered, the date items were last withdrawn, received and ordered, and the purchase and selling prices. All transactions (withdrawals and receipts of inventory) are recorded as they occur, and each evening this data is transmitted (via telephone line) from each of the stores to the company headquarters. All of the stores maintain data in the same format so they can "talk the same language."
Monthly summary reports of individual item and/or category turnover ratios and "exception" reports (i.e., item and group turnover ratios either 25% .above or below expected ratios) are prepared at headquarters. If desired, "on-demand" reports of individual item or group turnovers can be prepared at any time.
Your main concern is in developing an effective information system to assist you in evaluating how given changes in future demand will affect the individual stores and the company as a whole, and to serve as a basis for decision making about developing inventory purchasing procedures. Since you, and perhaps your assistant, will essentially be the only users of the System, you can be relatively detailed in specifying your needs.
Nonetheless, you would like a system that is flexible and can evaluate a large number of different alternatives quickly, but is not so involved and complicated that it becomes cumbersome and difficult to understand. Consequently, a number of decisions are required. These include:
