We study elliptic problems of Kirchhoff type in Ω ⊂ R ( ≥ 3). Using variational tools, we establish the existence of at least two nontrivial and nonnegative solutions.
Introduction and Preliminaries
In this paper, we are concerned with the following problem: 
where Ω ⊂ R ( ≥ 3) is a bounded domain with the smooth boundary Ω such that 0 ∈ Ω, Δ = div(∇ ) is the Laplacian operator, 1 < < 2, , > 0, , > 0 ( = 1, 2), and , , ∈ (Ω, R + ), the function ∈ 1 (Ω × (R + ) 2 , R + ), is positively homogeneous of degree = 4 /( − 2) which is the Sobolev critical exponent; that is, ( , , V) = ( , , V), ( > 0) holds for all ( , , V) ∈ Ω × (R + ) 2 , ( , V ) = ∇ .
In recent years, there have been many papers concerned with the existence of the positive solutions for Kirchhoff equation
which is related to the stationary analogue of the Kirchhoff equation
where ( ) = + , , > 0. It was proposed by Kirchhoff [1] as an extension of the classical D' Alembert wave equation for free vibrations of elastic strings. Some interesting studies on these problems by variational methods can be found in [2] [3] [4] [5] [6] . As for perturbed fourthorder Kirchhoff-type elliptic problems, in [7] the following equation, 
Δ (|Δ |
where > max {1, /2}, > 0, : Ω × R → R is an 1 -Carathéodory function, and : [0, +∞[ → R is a continuous function, has been investigated. The authors proved (4) has multiple nontrivial weak solutions.
where 1 ( ), 2 ( ) ≥ 0 > 0.
Motivated by the results of the above cited papers, we will attempt to treat problem (1) and extend the results for our problem.
In this paper we make the following assumptions. Let be the best Sobolev embedding constant defined by
and let |Ω| be the Lebesgue measure of Ω; |⋅| ∞ denotes the ∞ (Ω) norm, = min{ 1 , 2 }, and
where = min{ 1 , 2 }. Also the following hold:
In addition, using assumption (F1), we have the so-called Euler identity
and, for a positive constant , It is easy to show that, for every ∈ 1,2 0 (Ω), the above norm is equivalent with ‖ ‖ = ( (1) is posed in the framework of the Sobolev space
with the standard norm
We will look for solutions of (1) by finding critical points of the energy functional , : → R given by
where , : → R is the functional defined by
It is well known that the functional , ∈ 1 ( , R). For any
Consider the Nehari manifold
Note that ( , V) ∈ , if and only if
So , contains all nontrivial weak solutions of (1).
Abstract and Applied Analysis
Now, we split , into three parts:
Statement of the Main Results

Let us first define
and the main results read as follows. Note that, using assumption (F3), we have that , V ∈ (Ω×(R + ) 2 , R + ) are positively homogeneous of degree −1. This implies that
for some positive constant . Similar to Willem [9, Theorem A.2], we consider the continuity of the superposition operator
Lemma 3. Assume that |Ω| < ∞, < ∞, ∈ (Ω × R 2 , R), and
Now, we consider the functional ( , V) = ∫ Ω ( , , V) ; then we have the following result.
where
Proof. The proof is almost the same as that in [10] .
Lemma 5.
The energy functional , is coercive and bounded below on , .
Proof. If ( , V) ∈ , , then by the Hölder inequality and the Sobolev embedding theorem
Thus, , is coercive and bounded below on , .
Lemma 6. Suppose that
(the dual space of the Sobolev space ).
is a solution of the optimization problem minimizer , ( , V) subject to Φ , ( , V) = 0. Hence, by the theory of Lagrange multipliers, there exists 1 ∈ , such that
and thus,
Proof. Suppose otherwise that 0 < , < ( , , , , |Ω|,
By the Holder inequality and the Sobolev embedding theorem
So,
Thus,
and, by the Minkowski inequality, the Sobolev embedding theorem, and (9),
This implies that
which is a contradiction. Thus, we can conclude that if
we have 0 , = 0.
By Lemma 7, we write , = + , ∪ − , and define
Then we have the following result.
Lemma 8. Consider the following.
and so
Thus, from the definition of , and + , , we can deduce that , ≤ + , < 0.
Abstract and Applied Analysis
By (8) we have
By (23) in the proof of Lemma 5,
Thus, if 0 < < 0 , then
2 ) > 0. This completes the proof.
Then we have the following.
Proof of the Main Theorems
We will need the following lemma.
Lemma 10 (see [12] ). Consider the following. 
This implies that , ( , V ) → , (
By (44) and (45), it is easy to prove that (
and by Lemma 8(i), 
Let̃= − + 0 ,Ṽ = V − V + 0 ; then by the Brezis-Lieb lemma [13] , this implies̃2 
Lemma 13. If
In addition, we need the following version of the Brezis-Lieb lemma [13] .
2 ) with ( , 0, 0) = 0 and
for some 1 
Lemma 15. , satisfies the ( ) condition with satisfying
Proof. Let {( , V )} ⊂ be a ( ) -sequence for , with ∈ (−∞, ∞ ). It follows from Lemma 13 that {( , V )} is bounded in , and then ( , V ) ⇀ ( , V) up to a subsequence, where ( , V) is a critical point of , . Furthermore, we may assume
Hence we have that , ( , V) = 0 and
Let̃= − ,Ṽ = V − V. Then by the Brezis-Lieb lemma [13] , we obtaiñ
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Since , ( , V ) = + (1), , ( , V ) = (1) and (58)- (60), we can deduce that
So
Hence, we may assume that
If = 0, the proof is complete. Assume > 0; then from (63), we obtain
which implies that ≥ 2 /( +2) . In addition, from Lemma 12, (61), and (63), we get
which contradicts < (1/4 − 1/ ) 2 /( +2) − Λ , .
Lemma 16.
There exists a nonnegative function ( , V) ∈ \ {(0, 0)} and * > 0 such that, for , ∈ (0, * ), one has
In particular,
Proof. Since 0 ∈ Ω, there is 0 > 0 such that (0; 2 0 ) ⊂ Ω. Now, we consider the functional : → defined by
and define a cut-off function
From [14] , we have the following estimates:
that is, (
where the following fact has been used:
We can choose 1 > 0 such that, for all , ∈ (0, 1 ), we have
Using the definitions of , and ( 0 , V 0 ), we get
which implies that there exists 0 ∈ (0, 1) satisfying
On the other hand,
where = min{ 1 , 2 }, 0 = min ( ), and 0 = min ( ) on (0, 0 ). Let 0 < ≤ 2 0 ; we get
Combining with (77) and the above inequality, for all = 2/( −2 ) , 
There exists a constant
Abstract and Applied Analysis 9 Hence, we can choose 2 > 0 such that, for all , ∈ (0, 2 ), we obtain
If we see
, then for ∈ (0, * ) we have
Finally, we prove that 
