Abstract. Let A be a set of N vectors in Z n and let v be a vector in C N that has minimal negative support for A. Such a vector v gives rise to a formal series solution of the A-hypergeometric system with parameter β = Av. If v lies in Q n , then this series has rational coefficients. Let p be a prime number. We characterize those v whose coordinates are rational, p-integral, and lie in the closed interval [−1, 0] for which the corresponding normalized series solution has p-integral coefficients.
Introduction
Let A = {a 1 , . . . , a N } ⊆ Z n and let L ⊆ Z N be the lattice of relations on A:
Let β = (β 1 , . . . , β n ) ∈ C n . The A-hypergeometric system with parameter β is the system of partial differential operators in λ 1 , . . . , λ N consisting of the box operators where a j = (a 1j , . . . , a nj ). If there is a linear form h on R n such that h(a i ) = 1 for i = 1, . . . , N , we call this system nonconfluent; otherwise, we call it confluent.
Let v = (v 1 , . . . , v N ) ∈ C N . The negative support of v is the set nsupp(v) = {i ∈ {1, . . . , N }| v i is a negative integer}. (v i + j).
The vector v is said to have minimal negative support if there is no l ∈ L for which nsupp(v + l) is a proper subset of nsupp(v). The series φ v (λ) is a formal solution of the system (1.1), (1.2) for β = N i=1 v i a i if and only if v has minimal negative support (see [6, Proposition 3.4 
.13]).
Let p be a prime number. In [3, 4] , Dwork introduced the idea of normalizing hypergeometric series to have p-adic radius of convergence equal to 1. This involves simply replacing each variable λ i by πλ i , where π is any solution of π p−1 = −p. We define the p-adically normalized hypergeometric series to be
Note that for nonconfluent A-hypergeometric systems one has N i=1 l i = 0, so in that case we have Φ v (λ) = φ v (λ), i.e., the normalized series is just the usual one. In this paper we study the p-integrality of the coefficients of the λ v+l in Φ v (λ). A nonnegative integer t has a p-adic expansion
We define the p-weight of t to be w p (t) = b−1 j=0 t j . This definition is extended to vectors of nonnegative integers componentwise: if s = (s 1 , . . . , s N ) ∈ (Z ≥0 ) N , define w p (s) = N i=1 w p (s i ). Let R be the set of all p-integral rational vectors (r 1 , . . . , r N ) ∈ (Q ∩ Z p ) N satisfying −1 ≤ r i ≤ 0 for i = 1, . . . , N . For r ∈ R choose a power p a such that (1 − p a )r ∈ (Z ≥0 ) N and set s = (1 − p a )r. We define a weight function w on R by setting w(r) = w p (s)/a. The positive integer a is not uniquely determined by r but the ratio w p (s)/a is independent of the choice of a and depends only on r. Note that since 0 ≤ (1 − p a )r i ≤ p a − 1 for all i we have 0 ≤ w p (s) ≤ aN (p − 1) and 0 ≤ w(r) ≤ N (p − 1).
We consider A-hypergeometric systems (1.1), (1.2) for those β for which the set R β = r = (r 1 , . . . , r N ) ∈ R N i=1 r i a i = β is nonempty. Define w(R β ) = inf{w(r) | r ∈ R β }. Trivially, if v ∈ R β then w(v) ≥ w(R β ). Our main result is the following statement. Note that we do not assume in Theorem 1.5 that v has minimal negative support, so the series Φ v (λ) is not necessarily a solution of the system (1.1), (1.2) . In Section 3 we consider the problem of computing w(R β ) and derive Corollary 3.5, a useful criterion for p-integrality. As an application, in Section 4 we prove Proposition 4.7, a p-integrality criterion for r F s−1 -hypergeometric series (s ≥ r) with parameters in the interval (0, 1]. In many cases, including the nonconfluent case, Proposition 4.7 improves the p-integrality criterion of Dwork [3, Lemma 2.2] . In Section 5, we restrict to the nonconfluent case and find conditions that guarantee the series Φ v (λ) has integer coefficients. This situation often occurs for families of complete intersections.
We do not know a general procedure for computing w(R β ) or for determining whether there exists v ∈ R β such that w(v) = w(R β ). However, these questions become more tractable when one considers the set of parameters β + Z n simultaneously. Applying ideas of R. Blache[1, Section 1.1], we show in Section 6 that there exist β 0 ∈ β + Z n and v ∈ R β0 such that
(The main result, Theorem 6.1, is in fact stronger than this assertion.) In particular, the series Φ v (λ) has p-integral coefficients. The proof gives an effective procedure for finding β 0 and v. We remark that our definition of w(R β ) is closely related to Blache's notion [1] of p-density for finite subsets of (Z ≥0 ) n . These ideas arose in the study of exponential sums over finite fields.
Proof of Theorem 1.5
Fix v ∈ R β and let q = p a be chosen so that u :
For b a positive integer, let
Proof. It is clear that the maps are inverse to each other and that
There are only finitely many p-integral rational numbers in the interval [−1, 0] with denominators dividing (q b − 1). This implies that R β,b is a finite set, so by Lemma 2.3 the set L v,b is also finite. It is clear that
, it is clear that for b i sufficiently large we have
If v i = −1 then l i ≤ 0 and (1 − q bi ) −1 l i ≥ 0, so for b i sufficiently large we have
If v i = 0, then l i ≥ 0 and (1 − q bi ) −1 l i ≤ 0, so for b i sufficiently large we have
It follows that l ∈ L v,b for b sufficiently large.
We shall need the following elementary lemma. Let ord p be the p-adic valuation normalized by ord p p = 1.
Lemma 2.5. Let r be a p-integral rational number, let b be a positive integer, and let s be the unique nonnegative integer,
We define truncations of the formal series Φ v (λ): Proof. We have
and that
We examine [v] l− and [v + l] l+ . Fix i and suppose that l i < 0. Eqs. (2.7) and (2.9) imply that for j = 1, 2, . . . , −l i we have 0
Eq. (2.8) and Lemma 2.5 then give
for j = 1, 2, . . . , −l i . We therefore have
Note that
For a positive integer m one has ord p m! = (m−w p (m))/(p−1). Using this formula, it follows from (2.10) and (2.11) that
Now suppose l i > 0. Eqs. (2.7) and (2.9) imply that for j = 1, 2, . . . , l i we have
We have (2.14)
Equations (2.12) and (2.15) imply
Proof of Theorem 1.5. By (1.4) and Lemma 2.4, Theorem 2.6 implies the first sentence of Theorem 1.5. Suppose that w(v) > w(R β ). Then for some b there exists r ∈ R β,b such that w(r) < w(v). Since r ∈ R β,b one has r ∈ R β,bc for every positive integer c.
Since w(r) − w(v) < 0 and c is an arbitrary positive integer, this implies the second sentence of Theorem 1.5.
Computation of w(R β )
In this section we give a lower bound for w(R β ), which leads to a useful condition for the p-integrality of Φ v (λ).
Let ∆ be the convex hull of the set A ∪ {0} and let C(∆) be the real cone generated by ∆. For γ ∈ C(∆), let w ∆ (γ) be the smallest nonnegative real number w such that w∆ (the dilation of ∆ by the factor w) contains γ. It is easily seen that
For a nonnegative integer t, written
We denote by t (k) the k-fold iteration of this operation. We extend this definition to vectors of nonnegative integers componentwise:
Note that the p-weight of t satisfies the formula
Let σ −β be the smallest face of C(∆) that contains −β, let T be the set of proper faces of σ −β , and put
By the minimality of σ −β , −β ∈ τ for any τ ∈ T , so −β ∈ σ
It now follows from the definition of w ∆ and Lemma 3.2 that for all r ∈ R β ,
for all r ∈ R β . Note that the right-hand side of (3.3) is independent of a: if e is the smallest positive integer such that −β (e) + Z n = −β + Z n , then e divides a and one has
Since this holds for all r ∈ R β , we get
The following corollary is then an immediate consequence of Theorem 1.5.
where we have used the Pochhammer notation: (α) l = α(α + 1) · · · (α + l − 1). For an odd prime p the vector v is p-integral and w(v) = (p − 1)/2. The polytope ∆ is the quadrilateral with vertices at (0, 0), (3, 0), (0, 3), and (2, 2),
We have e = 1 and w ∆ (σ
Classical hypergeometric series
In this section we deduce from Corollary 3.5 a criterion for the p-integrality of the (p-adically normalized) classical hypergeometric series 
, s ≥ r, be sequences of real numbers in the interval (0, 1]. Suppose first that s = r. We create two sequences of length r by setting σ r = 1. Since the definition (4.1) is independent of the ordering of the θ i and σ j , we may assume that they satisfy:
Now suppose that s > r. If s = r + 1, we have two sequences of length s − 1 and there is no need to augment either one. Assuming again that they satisfy θ i ≤ θ i+1 and σ j ≤ σ j+1 for all i and j, we say that
If s > r + 1, the situation is more complicated. We combine the two sequences (θ i ) r i=1 of length r and (i/(s − r))
of length s − r − 1 to create a sequence (θ i ) s−1 i=1 satisfyingθ i ≤θ i+1 for all i. It will be important to identify the terms of the form k/(s − r) in this new sequence.
We may assume the sequence is ordered so thatθ i k >θ i k −1 for all k (unless i k = 1). Supposing again that σ j ≤ σ j+1 for all j, we say that
It will be convenient to have an equivalent formulation of this notion which avoids ordering the θ i and σ j . We associate to each j, j = 1, . . . , s − 1, two nonnegative integers I j , J j , as follows:
j=1 be sequences of p-integral rational numbers from the interval (0, 1] with r ≤ s. and that for some j we have I j < J j . We must show that σ j ≥ (J j − I j )/(s − r). From the definition of I j we have (assuming the θ i are listed in increasing order)
From (4.2) and the definition of J j we havẽ
is obtained by combining the sequences (θ i )
and (k/(s − r))
Assume that for some j ≥ 1 the sequenceθ 1 , . . . ,θ j has been constructed and that it consists of the elements θ 1 , . . . ,
Assume that σ j ≤ σ j+1 for all j. We prove (4.2) by induction on j. Either
. This proves (4.2) for σ 1 . Now suppose that (4.2) holds for σ j , we must prove it for σ j+1 . Sincẽ
the induction hypothesis says that
By (4.4), we must show that
If σ j+1 > θ j ′ +1 , there is nothing to prove, so suppose that σ j+1 ≤ θ j ′ +1 . The first inequality of (4.5) then implies that I j+1 = j ′ ; we have trivially J j+1 ≥ j + 1, so I j+1 < J j+1 . Our hypothesis then implies that
Let α be a p-integral rational number, 0 ≤ α ≤ 1. Choose a positive integer a such that (p a − 1)α ∈ Z ≥0 and set t = (p a − 1)α. For any nonnegative integer k we define
j=1 be sequences of p-integral rational numbers from the interval (0, 1] with r ≤ s. Suppose that for all k ∈ Z ≥0 the sequence (θ
. Then the hypergeometric series (4.1) has p-integral coefficients.
Remark: If a is a positive integer such that (p
for all i, j. It thus suffices to verify the hypothesis of Proposition 4.7 for k = 0, 1, . . . , a − 1.
Before proving Proposition 4.7, we restate Dwork's criterion for comparison. For each i, j, 1 ≤ i ≤ r, 1 ≤ j ≤ s − 1, we may write (where a is as in the preceding remark)
is dominated by the sequence (σ jk /(p − 1)) s−1 j=1 . Then the hypergeometric series (4.1) has p-integral coefficients.
Remark: Suppose we are in the nonconfluent case r = s or the case s = r + 1. We have from (4.8) and (4.9) Proof of Proposition 4.7. Let A = {a 1 , . . . , a r+s } ⊆ R r+s−1 , where a 1 , . . . , a r+s−1 are the standard unit basis vectors and a r+s = (1, . . . , 1, −1, . . . , −1) (1 repeated r times followed by −1 repeated s − 1 times). Let
Then v ∈ R β for β = (−θ 1 , . . . , −θ r , σ 1 − 1, . . . , σ s−1 − 1) ∈ R r+s−1 . It is clear that
Our hypothesis implies that 0 < θ i < 1 for i = 1, . . . , r, so nsupp(v) = ∅. In particular, v has minimal negative support. A straightforward calculation shows that
The key to proving Proposition 4.7 is the following result. 
Before proving Lemma 4.12 we explain how it implies Proposition 4.7. Lemma 4.12 and the definition of v give
The hypothesis of Proposition 4.7 thus implies that
for k = 0, 1, . . . , a − 1. Summing over k and using (3.1) then gives
One has the trivial inequalities
and w(v) ≥ w(R β ), so Equation (3.4) implies
By Corollary 3.5, the series Φ v (λ) has p-integral coefficients. Proposition 4.7 now follows from (4.11).
Proof of Lemma 4.12. Let u 1 , . . . , u r+s−1 be coordinates on R r+s−1 . The polytope ∆, the convex hull of A ∪ {0}, has a vertex at the origin. If r = s, it has a unique codimension-one face not containing the origin, which we denote by ∆ 0 . This face has vertices a 1 , . . . , a r+s and lies in the hyperplane Since −β ∈ C(∆ 0 ), we have
Thus the assertion of Lemma 4.12 is that the weight function w ∆ assumes its minimum on (−β + Z r+s−1 ) ∩ C(∆) at the point −β. Let γ = (γ 1 , . . . , γ r+s−1 ) ∈ (−β + Z r+s−1 ) ∩ C(∆). We must show that
(1 − σ j ).
Write γ = −β + z with z = (z 1 , . . . , z r+s−1 ) ∈ Z r+s−1 , so that (4.14)
We divide the proof into two cases according as to whether r = s (the nonconfluent case) or r < s (the confluent case). Consider first the case r = s, where ∆ 0 is the unique codimension-one face of ∆ not containing the origin. Then
Thus to show (4.13), we need to show that 
Since the z i , z j are integers, Equations (4.20), (4.21), and (4.22) imply that z ir ≥ 0 and
Summing over all indices then gives
which establishes (4.17) and completes the proof of Lemma 4.12 when r = s. Now suppose that s > r. For i = 0, 1, . . . , s − 1, let C(∆ i ) be the real cone generated by ∆ i . For γ ∈ C(∆), one has γ ∈ C(∆ i ) for some i and w ∆ (γ) = w ∆i (γ). Suppose first that γ ∈ C(∆ 0 ). Then
Since C(∆ 0 ) is the first orthant in R r+s−1 , the condition γ ∈ C(∆ 0 ) and Equations (4.14) and (4.15) imply that z k ≥ 0 for all k so (4.13) holds in this case. Now suppose that γ ∈ C(∆ i ) with 1 ≤ i ≤ s − 1. To fix ideas, we take i = 1 and prove (4.13) for γ ∈ C(∆ 1 ). Since C(∆ 1 ) is the cone generated by A \ {a r+1 }, we can write γ (uniquely) as a linear combination with nonnegative coefficients of the vectors in that set. Explicitly,
The condition that γ ∈ C(∆ 1 ) is equivalent to the condition that the coefficients of the a i , i ∈ A \ {a r+1 }, in (4.23) are all nonnegative. Furthermore, w ∆1 (γ) is the sum of these coefficients:
Consider the coefficients in (4.23). If σ 1 − 1 − z r+1 = 0, then γ ∈ C(∆ 0 ) and we have already verified (4.13) in that case. So we assume σ 1 − 1 − z r+1 > 0, which implies (4.25) z r+1 ≤ −1.
Using (4.26) and (4.27) in (4.24) and simplifying gives (4.28) Lemma 4.3(c) . This completes the proof of (4.13) for γ ∈ C(∆ 1 ).
Remark: If we replace the nonstrict inequalities in (4.2) by strict inequalities, one can show that in the confluent case of Lemma 4.12 the point −β is the unique element of (−β + Z r+s−1 ) ∩ C(∆) satisfying
i. e., inequality (4.13) is strict unless γ = −β. We believe that this uniqueness property of −β is sufficient to imply the p-adic analytic continuation result for ratios of hypergeometric series that follows from Dwork[3, Theorems 1.1 and 3.1].
A-hypergeometric series with integer coefficients
In this section we suppose we are in the nonconfluent situation: there exists a linear form h on R n such that h(a i ) = 1 for i = 1, . . . , N . In this case the normalizing factor π cancels and the series Φ v (λ) is independent of p:
Let v = (v 1 , . . . , v N ) ∈ R β and suppose that for all i either v i = 0 or v i = −1. The coefficients of Φ v (λ) lie in Q and the v i are p-integral for all primes p. We study conditions that guarantee the coefficients of Φ v (λ) lie in Z.
To fix ideas, suppose that for some M , 0 ≤ M ≤ N , we have
From Corollary 3.5 we get immediately the following result.
Remark: Note that ∆ is a pyramid with vertex at the origin and base in the hyperplane h = 1. It follows that for γ ∈ C(∆) one has w ∆ (γ) = h(γ). In particular, w ∆ (−β) = h(−β) = M . Thus Proposition 5.2 says that Φ v (λ) will have integer coefficients if the linear form h assumes its minimum value on σ
For some A-hypergeometric systems that arise from families of complete intersections one can do better than Proposition 5.2. We begin with a lemma. 
Proof. The proof is by induction on i. For i = 0, both (5.4) and (5.5) reduce to s 0 ≤ t 0 , which is true because both are nonnegative residues of s modulo p and s 0 is the least such residue. Suppose inductively that (5.4) and (5.5) hold for all i, 0 ≤ i < I, for some I < b − 1. We prove them for i = I. Clearly s I is the least nonnegative residue of
The right-hand side of this congruence is an integer, nonnegative by (5.5) for i = I − 1, and 0 ≤ s I ≤ p − 1, so
Rearranging (5.6) gives (5.5) for i = I. It follows from (5.6) that
A straightforward calculation shows that
where the inequality comes from applying (5.4) for i = 0, 1, . . . , I − 1. Substitution into (5.7) gives
which establishes (5.4) for i = I.
Corollary 5.8. Let r = (r 1 , . . . , r N ) ∈ R be such that
Proof. Choose a positive integer b such that (1 − p b )r i ∈ Z ≥0 for i = 1, . . . , N and write
On one hand we have
and on the other hand we have (since
Lemma 5.3 then implies
and the corollary follows from (5.9).
We examine the A-hypergeometric systems associated to complete intersections in the n-torus T n . This requires changing our notation somewhat from the rest of the paper for the remainder of this section. Consider sets A i = {a
We consider the family of complete intersections in the n-torus T n over C defined by the equations
where the λ ij are indeterminates.
We defineâ
j , 0, . . . , 0, 1, 0, . . . , 0), where the "1" occurs in the (n + i)-th entry, and we consider the A-hypergeometric system associated to the set
For each i = 1, . . . , M , we distinguish a monomial by choosing a (i) ji ∈ A i . We shall associate to the sequence (a
Proposition 5.11. The vector v ∈ Rβ has minimal negative support and the series Φ v (λ) is a solution with integer coefficients of the A-hypergeometric system with parameter β.
Proof. Suppose that l = (l
jI > 0 for some I ∈ {1, . . . , M }. We have i,j l For notational convenience we let e 1 , . . . , e 6 denote the standard unit basis vectors in R 6 . Then A 1 = {a
4 }, where a
4 = e 4 + e 5 + e 6 , and A 2 = {a
4 = e 1 + e 2 + e 3 . We consider the series associated to the sequence (a 
If we write the system in one-parameter form as (1, 1, 1, −3λ, 1, 1, 1 
(see Libgober-Teitelbaum [5] ). For all other sequences (a
j2 ) in this example one has L v = {0}, so the corresponding series Φ v (λ) consists of just a single monomial.
Parameters mod Z n
In this section we consider the system (1.1), (1.2) when the parameter varies in a shifted lattice β + Z n . Put
r i a i r = (r 1 , . . . , r N ) ∈ R .
Since β + Z n is discrete and RA is bounded, their intersection is a finite set. Put
We assume β to be chosen so that this intersection is nonempty. Let B = card(Γ). Fix a positive integer a such that (p
Theorem 6.1. There exist γ ∈ Γ, a positive integer b ≤ B, and v ∈ R γ,ab such that
In particular, the series Φ v (λ) has p-integral coefficients.
Since R γ,ab is a finite set, the existence of v ∈ R γ,ab satisfying the first equality of Theorem 6.1 is trivial. The proof of the latter two equalities of Theorem 6.1 is based on the following lemma. We first observe that Lemma 6.2 implies Theorem 6.1 and then prove Lemma 6.2. Since R γ = ∞ b=1 R γ,ab , Lemma 6.2 implies that w(R γ ) ≥ min{w(R δ,ac ) | δ ∈ Γ and 1 ≤ c ≤ B} for all γ ∈ Γ. On the other hand, w(R δ,ac ) ≥ w(R δ ) for all δ ∈ Γ and all c, hence w(R γ ) ≥ min{w(R δ,ac ) | δ ∈ Γ and 1 ≤ c ≤ B} ≥ min{w(R δ ) | δ ∈ Γ} for all γ ∈ Γ. We therefore have min{w(R δ,ac ) | δ ∈ Γ and 1 ≤ c ≤ B} = min{w(R δ ) | δ ∈ Γ}.
It follows that if we choose γ ∈ Γ and b ≤ B such that w(R γ,ab ) = min{w(R δ,ac ) | δ ∈ Γ and 1 ≤ c ≤ B}, then (6.3) w(R γ,ab ) = w(R γ ) = min{w(R δ ) | δ ∈ Γ}, which proves Theorem 6.1.
Proof of Lemma 6.2. Fix γ ∈ Γ and a positive integer b. It suffices by induction to show that if b > B, then there exist δ ∈ Γ and 0 < t < b such that (6.4) w(R γ,ab ) ≥ min{w(R δ,at ), w(R δ,a(b−t) )}.
To prove (6.4) it suffices to show that, given r ∈ R γ,ab , there exist δ ∈ Γ, u ∈ R δ,at , and v ∈ R δ,a(b−t) such that (6.5) w(r) ≥ min{w(u), w(v)}.
i a i , so that r (a) ∈ R δ,ab . By definition r (a) ∈ R, so δ ∈ RA. Since (p a − 1)β ∈ Z n , we have δ ∈ β + Z n . Finally, by Lemma 3.2, we have δ ∈ −σ
• −β , so δ ∈ Γ.
Consider r (ak) for k = 0, 1, . . . , b − 1. By what we have just proved, we have r (ak) ∈ R δ k ,ab for some δ k ∈ Γ. The set Γ has cardinality B, so b > B implies there exist 0 ≤ k 1 < k 2 ≤ b − 1 such that (6.6)
To simplify notation we set s = r (ak1) , t = k 2 − k 1 , and ǫ = N i=1 s i a i , so that (6.6) implies
Note that w(r (ak) ) = w(r) for all k, so to prove (6.5) it suffices to show there exist u ∈ R ǫ,at and v ∈ R ǫ,a(b−t) such that A calculation shows that (6.9)
s ik a i .
It follows from (6.7) that ǫ (at) = ǫ, hence by (6.9)
(s i0 + s i1 q + · · · + s i,t−1 q t−1 )a i = t−1 k=0 q k (ǫ (ak) − qǫ (a(k+1)) ) = ǫ − q t ǫ (at) = (1 − q t )ǫ.
Similarly we have The above equations give
It follows that u = (u 1 , . . . , u N ) ∈ R ǫ,at and v = (v 1 , . . . , v N ) ∈ R ǫ,a(b−t) . From the definitions of u and v we have
This gives w(s) = (t/b)w(u) + (1 − t/b)w(v), which implies (6.8).
