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STOCHASTIC APPROXIMATION OF LAMPLIGHTER METRICS
F. BAUDIER, P. MOTAKIS, TH. SCHLUMPRECHT, AND A. ZSA´K
Abstract. We observe that embeddings into random metrics can be fruitfully used to study the L1-embeddability of
lamplighter graphs or groups, and more generally lamplighter metric spaces. Once this connection has been established,
several new upper bound estimates on the L1-distortion of lamplighter metrics follow from known related estimates
about stochastic embeddings into dominating tree-metrics. For instance, every lamplighter metric on a n-point metric
space embeds bi-Lipschitzly into L1 with distortion O(logn). In particular, for every finite group G the lamplighter
group H = Z2 ≀G bi-Lipschitzly embeds into L1 with distortion O(log log |H|). In the case where the ground space in
the lamplighter construction is a graph with some topological restrictions, better distortion estimates can be achieved.
Finally, we discuss how a coarse embedding into L1 of the lamplighter group over the d-dimensional infinite lattice
Z
d can be constructed from bi-Lipschitz embeddings of the lamplighter graphs over finite d-dimensional grids, and we
include a remark on Lipschitz free spaces over finite metric spaces.
1. Introduction
Understanding how a group or a graph, viewed as a geometric object, can be faithfully embedded into certain
Banach spaces is a fundamental topic with far reaching applications (see for instance [AI18], [BJ16], [Ind01],
[Mat02, Chapter 15], [Nao10], [Nao13], [NY12], and [Ost13] and the references therein) that is common to
geometric group theory and theoretical computer science. The wreath product of two groups, and in particular
lamplighter groups, received a lot of attention in geometric group theory as they provide a wealth of groups with
interesting algebraic and geometric properties. The main difficulty in studying a lamplighter group metric comes
from the fact that it involves a travelling salesman problem on a Cayley graph of the group. Travelling salesman
problems are typically NP-hard and thus estimating exactly pairwise distances with respect to a lamplighter group
metric becomes increasingly difficult as soon as we drift too far away from groups such as free groups or cyclic
groups, for which the travelling salesman problem can be handled adequately.
Coarse embeddings of lamplighter groups over infinite groups which are finitely generated have been in-
tensively investigated (see for instance [ADS09], [ANP09], [dCSV08], [dCTV07], [CSV12], [Li10], [NP08],
[NP11], [SV07], [Tes08], [Tes09], [Tes11]). Bi-Lipschitz embeddings of finite lamplighter groups were consid-
ered in [ANV10], [LNP09], [JV14], [Tes12]. The bi-Lipschitz geometry of lamplighter graphs was initiated in
[BMSZ20]. We will now focus our attention to the bi-Lipschitz embeddability into the Banach space L1 which is
a prime target in theoretical computer science. It was shown in [NP08] that finite cyclic lamplighter groups bi-
Lipschitzly embed into L1 with distortion bounded above independently of the size of the cyclic group. It follows
from this result and general principles that the lamplighter group over the infinite cyclic group bi-Lipschitzly em-
beds into L1 (an alternative direct proof is also given in [NP08]). These results were extended to non-superreflexive
Banach space targets in [OR19]. That the lamplighter group over a finitely generated free group bi-Lipschitzly
embeds into L1, is a by-product of the work of de Cornulier, Stadler and Valette [CSV12] on the equivariant
L1-compression of wreath products. In [BMSZ20], it was shown that the lamplighter graph over any tree bi-
Lipschiztly embeds into L1 with distortion at most 6. In all the L1-embedding results mentioned above, the
travelling salesman problems involved have an exact closed formula. However, even on simple planar graphs such
as 2-dimensional grids or lattices, the travelling salesman problem is NP-hard. Naor and Peres [NP11] showed
that lamplighter groups over groups of polynomial growth admit coarse embeddings into L1 that are very close to
being bi-Lipschitz. Naor and Peres argument, which uses a multi-scale approximation of the travelling salesman
problem that is inspired by Jones’ travelling salesman theorem [Jon90], will be discussed in Section 5.
In this paper, we propose a new approach to construct bi-Lipschitz embeddings of lamplighter metrics into
L1. In the design of approximation algorithms, a classical technique is to reduce a difficult optimization problem
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on a graph to a corresponding optimization problem on a tree. The optimization problem on a tree is in general
much more tractable, and typically its solution can be transferred back to the original graph with some guarantees
on the loss incurred in the process. To incorporate this tree-reduction paradigm in geometric approximation
algorithms, it would be desirable to embed bi-Lipschiztly a graph into a tree metric keeping the distortion low.
Unfortunately, this approach already breaks down for cycles. Indeed, it can be shown (see [RR98] for a topological
argument and [Gup01] for a combinatorial one) that embedding the n-cycle into a tree metric incurs distortion
Ω(n) . A simple, but fundamental, observation attributed to Karp [KRM89], is that if we uniformly randomly
delete an edge from the n-cycle there is a natural embedding into a simple path of length n− 1 (an thus into a
tree) which does not contract the distances, and expands them by only a factor of 2 on average. Bartal [Bar96]
formalized this powerful idea and introduced the concept of stochastic embeddings into dominating tree-metrics
(also called random embeddings into dominating trees, embeddings into distribution of trees, embeddings into
convex combinations of trees, etc.) and gave a general upper bound on the distortion. The connection with L1-
embeddability stems from the simple fact that embeddability into distribution of trees implies embeddability into
L1. The (stochastic) distortion of embeddings into random trees has been estimated for several important classes
of metric spaces and it will be discussed in Section 4.
Indyk and Thaper explained in [IT03] that a result of Charikar from [Cha02] implicitly showed that the tech-
niques of Kleinberg and Tardos [KT99, KT02] implied that if a metric space X can be stochastically embedded
into dominating tree-metrics with distortion D then the Earthmover distance over X can be embedded into ℓ1
with distortion O(D). Our main result shows that a similar phenomenon holds for lamplighter metrics. This new
approach combined with the L1-embedding of lamplighter tree metrics from [BMSZ20] allows us to recover the
L1-embedding results for finite cyclic lamplighter groups and toric lamplighter groups, with matching distortion.
Moreover, L1-distortion upper bounds for lamplighter metrics over new classes of metrics are obtained. In light
of the arguable difficulty to understand the planar lamplighter group metric, it seems (at least to us) that a direct
approach to construct embeddings into L1 for these fairly large classes of metrics (such as outerplanar metrics or
finite pathwidth metrics) would be a rather daunting task.
In Section 2 we introduce the general concept of lamplighter metrics over metric spaces and travelling salesman
semimetrics, and in Section 3 we prove our main result. Applications and limitations of the approach using
embeddings into distribution of trees are discussed in Section 4.
Acknowledgements. The first author would like to thank Alex Andoni, Tasos Sidiropoulos, and Ilya Razenshteyn
for illuminating discussions on the geometry of the Earthmover distance and embeddings into random metrics.
2. Lamplighter metrics and travelling salesman semi-metrics
Let G = (V,E) be a graph, which may be finite or infinite, and in the latter case we do not necessarily assume
G to be locally finite. The lamplighter graph La(G) of G is the graph with vertex set consisting of all pairs (A, x)
where A is a finite subset of V and x ∈ V . Two vertices (A, x) and (B,y) are connected by an edge if and only if
either A = B and xy is an edge in G, or x = y and A△B = {x}. The usual interpretation of La(G) is as follows. Each
vertex ofG has a light attached to it. A vertex (A, x) of La(G) is the configuration in which A is the set of lights that
are switched on, and a lamplighter is standing at vertex x. The lamplighter can make one of two possible moves:
he can either move to another vertex y along an edge inG, or stay at x and change the status of the light at vertex x.
Lamplighter graphs are generalizations of lamplighter groups as follows. Given a group Γ with generating set S ,
the lamplighter graph of the Cayley graph Cay(Γ,S ) of Γ with respect to S is the Cayley graph of the lamplighter
group of Γ with respect to an appropriate generating set.
WhenG is connected, it becomes a metric space with the graph distance d = dG given by the length of a shortest
path between vertices. In this case La(G) is also connected and its graph distance is given by the following formula
(see for instance [BMSZ20, Proposition 1]).
(1) dLa(G)
(
(A, x), (B,y)
)
= tspG(x,A△B,y)+ |A△B|
where tspG(x,C,y) denotes the solution of a combinatorial travelling salesman problem in G for x,y ∈ G and C
a finite subset of G. More precisely, tspG(x,C,y) is the least n > 0 such that there is a sequence x0, x1, . . . , xn of
vertices in G satisfying x0 = x, xn = y, xi−1xi ∈ E(G) for 1 6 i 6 n and C ⊂ {x0, . . . , xn}.
We will be working in the more general framework of lamplighter metrics over metric spaces since it slightly
simplifies the exposition of the ensuing arguments, and it is more convenient to formalize results for lamplighter
metrics over weighted graphs. In the metric travelling salesman problem there is given a set V together with a
symmetric cost function c(x,y), x,y ∈ V , which represents the cost of travelling between x and y and that satisfies
the triangle inequality. The problem, which we denote by TSPV (x,A,y), of finding the minimal cost tspV (x,A,y)
of a simple path in KV , the complete graph over V (with edge-weight function c), from x to y that visits all points
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in the finite set A is known to be NP-hard. By analogy with the lamplighter graph construction, we make the
following definition. In the sequel, [X]<ω denotes the set of all finite subsets of a set X.
Definition. Let X be a metric space with metric dX . We define the lamplighter metric space La(X) over X to be
the set [X]<ω×X equipped with the metric
(2) dLa(X)((A, x), (B,y))= tspX(x,A△B,y)+ |A△B|.
We will drop the subscripts X and La(X) when appropriate.
The fact that dLa(X) is a metric follows from the fact that it is the sum of a semi-metric τX on [X]
<ω×X, defined
by
τX((A, x), (B,y))= tspX(x,A△B,y),
and the classical symmetric difference metric d△ on [X]<ω where d△(A,B) = |A△B|. The fact that this is indeed
an extension of the notion of lamplighter graph amounts to proving that tspX(x,A,y) = tspG(x,A,y) for x,y ∈ G
in the case where the metric on X coincides with the graph metric on the vertex set of a connected graph G,
i.e., d = dX = dG. In this situation, the graph distance dLa(G) on the vertex set of the lamplighter graph La(G) is
precisely the metric dLa(X) of the lamplighter space La(X) as defined above.
Lemma 1. Let G = (V,E) be a connected graph and denote by (X,d) the set V equipped with the canonical graph
metric. Then the combinatorial travelling salesman problem on G coincides with the metric travelling salesman
problem on (X,d), i.e., tspX(x,A,y) = tspG(x,A,y).
Proof. Given a walk x0, x1, . . . , xn in KX from x = x0 to y = xn visiting all vertices in A, for each i = 1, . . . ,n let
wi be a path in G from xi−1 to xi of length d(xi−1, xi). Concatenating w1, . . . ,wn yields a walk in G from x to y of
length
∑n
i=1 d(xi−1, xi). This shows the inequality tspX(x,A,y) > tspG(x,A,y). For the reverse inequality, consider a
walk x0, x1, . . . , xn in G from x = x0 to y = xn visiting all vertices in A. Then d(xi−1, xi) = 1 for all i, and hence the
total cost
∑n
i=1 d(xi−1, xi) is the length of the walk. It follows that tspG(x,A,y) > tspX(x,A,y). 
Since our main concern is the embeddability of lamplighter spaces into L1, and since d△ (the symmetric differ-
ence metric on [X]<ω) is an L1-metric, we shall focus our attention to the travelling salesman semi-metric τX . For
a ground metric space (X,dX), we will denote by Ts(X) the semi-metric space ([X]
<ω ×X, τX). In order to embed
La(X), it is sufficient to embed Ts(X). This fact will be used repeatedly in the ensuing arguments.
Lemma 2. Let (X,dX) be a metric space and f : Ts(X)→ L1(µ) be a function such that there exists a constant
D ≥ 1 with
τX(u,v) 6 ‖ f (u)− f (v)‖1 6 DτX(u,v)
for all u,v ∈ Ts(X). Then there is a measure ν and there is a function f˜ : La(X)→ L1(ν) satisfying
dLa(X)(u,v) 6 ‖ f˜ (u)− f˜ (v)‖1 6 D ·dLa(X)(u,v)
for all u,v ∈ La(X).
Proof. Define f˜ : La(X)→ L1(µ)⊕1 ℓ1(X) by letting
f˜ (A, x) =
(
f (A, x),1A
)
.
Then
‖ f˜ (A, x)− f˜ (B,y)‖1 = ‖ f (A, x)− f (B,y)‖1+ |A△B| .
The result now follows from the assumption on f and from Definition (2) of the lamplighter metric. 
3. A lifting lemma for travelling salesman semi-metrics
In the remainder of the text a genuine metric or a semi-metric will simply be referred to as a metric, since the
results and definitions below only rely on the triangle inequality and the symmetry property of metrics. Recall
that (X,dX) embeds bi-Lipschiztly into (Y,dY) if there exist a scaling factor s > 0, a constant D > 1, and a map
f : X → Y such that
(3) s ·dX(x,y) 6 dY ( f (x), f (y)) 6 D · s ·dX(x,y).
The parameter cY (X), called the Y-distortion of X is the infimum of such constant D over all bi-Lipschitz
embeddings f as above.
From now on we will only consider finite metric spaces and finite graphs. Let Y be a class of metric spaces.
For D > 1, we say that a metric space X admits a stochastic D-embedding into dominating Y-metrics if there exist
non-negative numbers p1, p2, . . . , pk such that
∑k
i=1 pi = 1, and maps fi : X → (Yi,di) ∈ Y such that for all x,y ∈ X
(4) di( fi(x), fi(y)) > dX(x,y) for all 1 6 i 6 k
3
and
(5)
k∑
i=1
pidi( fi(x), fi(y)) 6 DdX(x,y).
Stochastic embeddings into dominating Y-metrics were put forth in the context of dominating tree-metrics by
Bartal [Bar96] following the work of Alon, Karp, Peleg and West [AKPW95]. The definition above has a natural
probabilistic interpretation in the sense that a metric space stochastically D-embeds into dominating Y-metrics if
there is a randomly chosen metric space Y ∈ Y and a randomly chosen map f : X → Y such that with probability
1, f is non-contracting and for all x,y ∈ X,
E[dY( f (x), f (y))] 6 DdX(x,y).
Stochastic embeddings into dominating L1-embeddable-metrics turn out to be extremely useful when trying to
embed metric spaces into L1 thanks to the following well-known fact.
Lemma 3. Let Y be a collection of finite metric spaces and c1(Y) := supY∈Y cL1(Y). If (X,dX) admits a stochastic
D-embedding into dominating Y-metrics then X bi-Lipschitzly embeds into L1 with distortion at most D · c1(Y).
Proof. Let p1, p2, . . . , pk, (Y1,d1), . . . , (Yk,dk) ∈ Y and fi : X → (Y1,d1), . . . fk : X → (Yk,dk) witness the fact that
(X,dX) admits a stochastic D-embedding into dominating Y-metrics. For i = 1, . . . ,k pick an embedding gi :
(Yi,di)→ L1 for which, after eventually rescaling, we may assume that for all y,z ∈ Yi we have di(y,z) 6 ‖gi(y)−
gi(z)‖ 6 cidi(y,z). Define f : (X,dX)→ (⊕ki=1L1)1 given by f (x) = (p1g1( f1(x)), . . . , pkgk( fk(x))). A direct computa-
tion yields that for x1, x2 ∈ X we have
dX(x1, x2) 6 ‖ f (x1)− f (x2)‖ 6 D
(
max
16i6k
ci
)
dX(x1, x2).
Taking an infimum over all choices of g1, . . . ,gk (which is in fact achievable by an elementary argument since X is
finite) yields the desired estimate. 
The travelling salesman (semi-)metric associated with a finite metric space (X,dX) can be conveniently refor-
mulated as follows
(6) τX((A, s), (B, t)) = min
P∈P(s,A△B,t)
∑
(u,v)∈P
dX(u,v),
where the minimum is taken over all paths P in P(s,A△B, t), the set of all simple paths in the complete graph
over (A△B)∪ {s, t} connecting s to t and visiting all the vertices in A△B (exactly once). A path that achieves the
minimum will be referred to as a minimizing path, and (u,v) ∈ P denotes an edge in P.
The following crucial fact, inspired by a similar fact which is pivotal in the study of transportation cost metrics
and the Earthmover distance, shows that an embedding into random trees for the ground space can be lifted to the
travelling salesman spaces over the corresponding metrics.
Lemma 4. If X admits a stochastic D-embedding into dominating Y-metrics, then Ts(X) admits a stochastic
D-embedding into dominating {Ts(Y) : Y ∈ Y}-metrics.
Proof. Assume that X admits a stochastic D-embedding into dominating Y-metrics and let (pi)
k
i=1
and fi : X →
(Yi,di) as in the definition above. We will also denote fi the set-function that maps A ⊆ X to fi(A) ⊆ Yi, and we
will show that for all (A, s), (B, t) in Ts(X)
(7) τYi (( fi(A), fi(s)), ( fi(B), fi(t))) > τX((A, s), (B, t))
and
(8)
k∑
i=1
piτYi(( fi(A), fi(s)), ( fi(B), t)) 6 D · τX((A, s), (B, t)).
Since fi is injective, fi(A)△ fi(B)∪ { fi(s), fi(t)} = fi(A△B∪ {s, t}) and fi is a bijection between A△B∪ {s, t} and
fi(A△B∪ {s, t}). Observe that a bijection between two complete graphs of equal size is automatically a graph
isomorphism, and hence for any path in P(s,A△B, t) there is a corresponding path in P( fi(s), fi(A△B), fi(t)) and
vice-versa.
Let P˜i be a minimizing path in P( fi(s), fi(A△B), fi(t)) whose cost is c(P˜i) :=
∑
(u,v)∈P˜i dYi(u,v). Let Pi be the
corresponding path in P(s,A△B, t}, i.e. (x,y) ∈ Pi if and only if ( fi(x), fi(y)) ∈ P˜i. Then,
c(P˜i) :=
∑
(u,v)∈P˜i
dYi(u,v) =
∑
(x,y)∈Pi
dYi( fi(x), fi(y))
(4)
>
∑
(x,y)∈Pi
dX(x,y)
(6)
> τX((A, s), (B, t)),
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and hence τYi (( fi(A), fi(s)), ( fi(B), fi(t))) = c(P˜i) > τX((A, s), (B, t)).
Now, let P be a minimizing path in P(s,A△B, t}, and let P˜i be the corresponding path in P( fi(s), fi(A△B), fi(t)).
Taking a convex combination with the weights (pi)i we have
k∑
i=1
pic(P˜i) =
k∑
i=1
pi
∑
(u,v)∈P˜i
dYi(u,v) =
k∑
i=1
pi
∑
(x,y)∈P˜i
dYi( fi(x), fi(y)) (by definition of P˜i)
=
∑
(x,y)∈P
k∑
i=1
pidYi( fi(x), fi(y))
(5)
6
∑
(x,y)∈P
D ·dX(x,y)
= D · τX((A, s), (B, t)) (by minimality of P),
and thus by taking minima on the left-hand side we have
k∑
i=1
piτYi(( fi(A), fi(s), ( fi(B), fi(t)) 6 D · τX((A, s), (B, t)).

Combining Lemma 2, Lemma 3, and Lemma 4 we obtain the following theorem.
Theorem 5. If (X,dX) admits a stochastic D-embedding into dominating Y-metrics then La(X) embeds into L1
with distortion at most D · supY∈Y c1(Ts(Y)).
The metrics appearing when embedding into random trees are metrics supported on weighted trees. Recall that
a metric dw is supported on a graph G = (V,E) if the metric is the shortest path metric on G with respect to some
weight function w : E → [0,∞). We always assume that the weight function is reduced, i.e. dw(x,y) = w((x,y))
whenever (x,y) ∈ E. We will simply say tree-metric for a metric that is supported on a tree. We will need the
following proposition which is a weighted version of a result that can be shown in exactly the same way as the
unweighted version [BMSZ20, Theorem A and subsequent paragraph], but also deduced from it by subdividing
edges to approximate a finite weighted graph by one with constant weights.
Proposition 6. Let dw be a metric supported on a tree T . Then Ts((T,dw)) admits a bi-Lipschitz embedding into
L1 with distortion at most 6.
For the benefit of the reader we give an explicit description of the bi-Lipschitz embedding in the above Propo-
sition while omitting the proof of its properties. We recall the necessary pieces of notation from [BMSZ20]. For
vertices x and y in a tree T we denote by [x,y] the set of edges on the unique path from x to y, and for A ⊂ T we
let [x,A] =
⋃
a∈A[x,a]. The weighted analogue of [BMSZ20, Theorem 3] can be stated as follows: for x,y ∈ T and
a finite A ⊂ T ,
tspT (x,A,y) = 2
∑
e∈[x,A]\[x,y]
we +
∑
e∈[x,y]
we.
For C ⊂ T let [C] =⋃x,y∈C[x,y] be the minimal set of edges needed to travel between different vertices of C.
Define
I =
{
(e,C) : e ∈ E(T ), ∅ ,C ⊂ T, C finite, e < [C]} .
For A ⊂ T , x ∈ T and e ∈ E(T ), let Ax,e =
{
a ∈ A : e ∈ [x,a]}.
Define f : Ts(T )→ ℓ1(I) by
f (A, x) = ( f (A, x)i)i∈I ,
where f (A, x)i = we if there exists e ∈ E(T ) such that Ax,e , ∅ and i = (e,Ax,e), and f (A, x)i = 0 otherwise. An
argument similar to the one given in the proof of Lemma 9 in [BMSZ20], will show that
(9)
∑
e∈[x,A△B]\[x,y]
we 6 ‖ f (A, x)− f (B,y)‖1 6 2
∑
e∈[x,A△B]\[x,y]
we+2
∑
e∈[x,y]
we .
Fix a root r ∈ T and define g : Ts(T )→ ℓ1(I)⊕ ℓ1(E(T )) by g(A, x) =
(
f (A, x), (we)e∈[r,x]
)
. It can then be verified,
as done in [BMSZ20], that g is a bi-Lipschitz embedding with distortion at most 6. The next corollary follows
immediately from Theorem 5 and Proposition 6.
Corollary 7. If (X,dX) admits a stochastic D-embedding into dominating tree-metrics then La(X) embeds into L1
with distortion at most 6D.
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4. Applications and limitations
We now describe upper bounds on the L1-distortion of lamplighter metrics that can be obtained from Corollary
7 in combination with upper bounds on the distortion to embed the ground spaces into random trees. We start with
a general upper bound valid for all lamplighter metrics. Bartal’s original upper bound [Bar96] on the distortion
to stochastically embed a n-point metric space into dominating tree-metrics was O(log2 n). It was improved
to O(log(n) loglogn) in [Bar99] and [CCGG99]. Fakcharoenphol, Rao, and Talwar [FRT04] obtained the tight
O(logn) upper bound. This bound is optimal since expander graphs [LLR95], or Khot-Naor spaces [KN06],
cannot embed with a better distortion into L1.
Corollary 8. Let (X,dX) be a finite metric space with |X| = n. Then La(X) bi-Lipschitzly embeds into L1 with
distortion O(logn) = O(loglog |La(X)|).
Note that since La(X) has 2nn vertices the upper bound above is an exponential improvement over Bourgain’s
upper bound for arbitrary finite metric spaces. The upper bound in Corollary 8 is tight since La(X) contains an
isometric copy of X and thus c1(La(X))> c1(X), and c1(X) = Ω(log |X|) for expander graphs, or Khot-Naor spaces.
When the groundmetric is supported on a graph with some topological constraints, improved upper bounds can
be obtained in some cases. A graph is said to be outerplanar (or 1-outerplanar) if it is planar (i.e. it can be drawn
on the plane without edges crossing) with an embedding in the plane such that all its vertices lie on the unbounded
face. For k > 2, it is k-outerplanar if it is planar and by removing the vertices on the unbounded face we obtain a
(k−1)-outerplanar graph. The k×n grid is an example of a k-outerplanar graph. The following corollary follows
from the distortion of the stochastic embeddings by Gupta, Newman, Rabinovich and Sinclair in [GNRS04] for
k = 1, and from Chekuri et al. in [CGN+06] for k > 2, of k-outerplanar graphs into L1.
Corollary 9. Let k > 1. Let dw be a metric supported on a finite k-outerplanar graph G. Then the lamplighter
space La((G,dw)) bi-Lipschitzly embeds into L1 with distortion Ok(1).
Note that for k = 1 the distortion is at most 8 (see [GNRS04, paragraph after the proof of Lemma 5.3]), while
for k > 2 the dependance is exponential in k (see [CGN+06, Theorem 1.1]).
The next corollary follows from [GNRS04, Theorem 5.5] where a probabilistic embedding into trees was
devised for finite graphs and whose distortion depends on the graph’s Euler number, namely χ(G) = |E| − |V |+1.
Corollary 10. Let G be a finite graph with Euler characteristic χ(G). Then the lamplighter graph metric on G
bi-Lipschitzly embeds into L1 with distortion O(log(χ(G)).
Lee and Sidiropoulos [LS13] proved that every metric supported on a finite graph with pathwidth k admits a
stochastic embedding into dominating tree-metrics with distortion Ok(1). Since it is not needed in the sequel, we
will not recall any of the numerous equivalent definitions of the pathwidth of a graph, and we will simply say that
it is the minimum width over all path decompositions of G (these are tree decompositions of a special type). The
class of pathwidth-1 graphs are special type of trees. The k-th level diamond graphs are examples of graphs with
pathwidth O(k).
Corollary 11. Let k > 2 and dw be a metric supported on a finite graph with pathwidth k. Then La((G,dw))
bi-Lipschitzly embeds into L1 with distortion Ok(1).
Since by a result of Robertson and Seymour [RS83], the class of graphs which do not have a tree T as a minor
have finite pathwidth, we also have:
Corollary 12. Let T be a tree and let dw be any metric supported on a finite graph which does not have T as a
minor. Then La((G,dw)) bi-Lipschitzly embeds into L1 with distortion O(1).
Approximating arbitrary metrics by tree-metrics is a powerful tool as can be seen from the previous discussion.
It has already been noticed above that the general upper bound from Corollary 8 is incompressible. However,
improvements are achievable for restricted classes of metrics as shown by Corollary 9, Corollary 10, Corollary 11
and Corollary 12. Unfortunately, some super-constant upper bounds are also tight for classical graphs with some
severe topological restrictions. For instance, the lamplighter metric over the k-th level diamond graph embeds
into L1 with distortion O(k) by Corollary 8 (Corollary 11 would guarantee an upper bound no better than (4k)
k3+1,
since it builds uppon [LS13, Theorem 1.4]). We could hope, since the diamond graphs are planar graphs, and
moreover series-parallel graphs, that embeddings into random trees with significantly much lower distortion could
be constructed. This hope was ruled out by Gupta et al. [GNRS04]. Indeed, they showed that any embedding into
random trees of the k-th level diamond graph will suffer a Ω(k) distortion. Similarly, it was shown by Konjevod,
Ravi and Salman [KRS01] that the n× n grid cannot be embedded into random trees with distortion better than
Ω(logn). This latter result (which extends a previous result of Alon et al. [AKPW95] where the random trees are
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spanning trees) rules out the possibility of using stochastic embeddings into dominating tree-metrics to answer
positively the Naor-Peres planar lamplighter problem.
5. Coarse embeddings of lamplighter graphs over d-dimensional lattices
A finitely generated group H has polynomial growth β > 1 if there are constants a,b > 0 such that for all r > 1
arβ 6 |BH(eH,r)| 6 brβ,
where BH(x,r)≔ {y ∈ H : dH(x,y) 6 r}, dH(·, ·) the distance with respect to the Cayley graph in H, and eH is the
identity element of H. Naor and Peres showed [NP11, Proof of Theorem 3.1] that if Γ is a finitely generated group
with polynomial growth at least quadratic then for every ε ∈ (0,1) there exist a constant C := C(Γ, ε) > 0 and a
coarse embedding f : Z2 ≀Γ→ L1 such that for all u,v ∈ Z2 ≀Γ,
(10) dZ2≀Γ(u,v)
1−ε
6 ‖ f (u)− f (v)‖1 6CdZ2≀Γ(u,v).
In the language of geometric group theory, it follows from inequality (10) that α1(Z2 ≀Γ) = 1, where the numer-
ical parameter α1(Γ), introduced by Guentner and Kaminker [GK04], denotes the L1-compression of the finitely
generated group Γ. In the same paper, Naor and Peres raised the following problem.
Problem ([NP11, Question 10.1]). Does the planar lamplighter group Z2 ≀Z2 embed bi-Lipschitzly into L1?
Thus, Problem 5 asks whether we can find a map that satisfies inequality (10) with ε = 0.
A careful analysis of the proof in [NP11], reveals that C(Γ, ε) = O(ε−c) for some constant c > 0, and this
particular feature of the embedding has some important consequences1. By setting ε = 1/ logn (where log(x) =
log2(x)), and observing that n
1
logn = 2, it is thus possible to construct maps fn : Z2 ≀Γ→ L1 such that,
(11)
dZ2≀Γ(u,v)
logc n
6 ‖ fn(u)− fn(v)‖1 . dZ2≀Γ(u,v),
whenever dZ2≀Γ(u,v) 6 n.
Now, observing that Zdn embeds bi-Lipschitzly into ~n
2d ⊂ Z2d with distortion at most 7 (see for instance
[MN08, Lemma 6.12] for even more precise estimates) it follows that Z2 ≀Z
d
n bi-Lipschitzly embeds into Z2 ≀Z
2d
with distortion at most 18 (see [BMSZ20, Section 5]). Finally, the diameter of Z2 ≀Z
d
n being O(n
d), it follows from
(11) for Γ = Zd that c1(Z2 ≀Z
d
n) = Od(log
c n). For an arbitrary group Γ with polynomial growth, we can take c 6 3
(the constant in Assouad’s snowflaking embedding theorem plays a role here), and in the case where Γ embeds
bi-Lipschiztly into Lp for some p ∈ (1,2] (in particular Zd), this can be improved to c 6 2.
Remark 1. In [JV14] it was shown that c2(Z2 ≀Zdn) = Ω
(
n/
√
log(n)
)
for d = 2, and c2(Z2 ≀Zdn) = Ω(n
d
2 ) for d > 3.
For d > 2, by [NP11, Theorem 3.1], Z2 ≀Zd coarsely embeds into L2 with compression 12 , and the compression
exponent is attained in this case (cf [NP11, Remark 3.2]). It thus follows that c2(Z2 ≀Zdn) = O(n
d
2 ). Therefore,
(12) Ω
( n√
logn
)
= c2(Z2 ≀Z2n) = O(n),
and for d > 3
(13) c2(Z2 ≀Zdn) = Θ(n
d
2 ).
It would be interesting to understand the right order of magnitude for c2(Z2 ≀Z2n). It is worth mentioning that the
asymptotics for cp(Z2 ≀Zn) are known. Indeed, cp(Z2 ≀Zn) = Θ((logn)min{1/2,1/p}) for p ∈ (1,∞) (see [LPP96] or
[LNP09, Proposition 3.10] for the lower bounds, and for the upper bounds [ANV10] (for p = 2) and [Tes12] (for
p > 2)).
The existence of maps as in (11) can also be used to improve the polynomial compression function from (10)
to a super-polynomial compression function. Define Φ : Z2 ≀Γ→ (⊕∞k=1L1)1 by Φ(u) =
∑∞
k=1 f22k (u)/k
2. Then it
is easy to check that Φ is Lipschitz and ‖Φ(u)−Φ(v)‖1 & ρ(dZ2≀Γ(u,v)) where ρ(t) = tlogc(t)(log log t)2 . This auto-
improvement phenomenon of the embedding in (10) that is due to the polynomial behavior in ε of the constant
C(Γ, ε) is quite remarkable and surprising. We will give an alternate way, which relies on the distortion estimates
for lamplighter graphs over finite d-dimensional grids from Corollary 8, to obtain the following super-polynomial
compression function for Z2 ≀Z
d .
1We thank Assaf Naor for pointing this out to us.
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Theorem 13. For all d > 2 there exist C := C(d) > 0 and h : Z2 ≀Z
d → L1 such that for all u,v ∈ Z2 ≀Zd,
ρ
(
τ(u,v)
)
6 ‖h(u)−h(v)‖L1 6Cτ(u,v),
where ρ(t) = t
log(t)(log log t)2
.
It is possible in some situations to exploit distortion estimates to obtain compression estimates (cf. for instance
[Aus11]). Using a barycentric gluing argument, we could get some partial, but far from satisfactory, information.
The principle in [ANT13] which relates compression estimates to distortion estimates for the Heisenberg group,
uses crucially the fact that the Heisenberg group has polynomial growth, and does not seem to apply to groups
with exponential growth. We construct a “folding map” that allows us to extend maps on finite d-dimensional
grids to the whole d-dimensional lattice in a way that pushes the distortion bounds for La(Zdn) to a compression
bound for La(Zdn). We first lay the ground for the proof by first introducing a fair amount of notation. We now fix
d > 2 in the sequel. Define ~a,b = {k ∈ N : a 6 k 6 b}. We will simply write ~n for ~0,n− 1 = {0,1, . . . ,n− 1}
and consider the finite d-dimensional grid ~nd which is clearly an isometric subset of Zd. For every s ∈ Zd we let
Cs = n · s+ ~nd
which is a subset of Zd that is naturally isometric to ~nd. Note that ~nd = Cs for s = (0,0, · · · ,0), and that
{Cs : s ∈ Zd} is a partition of Zd into cubic cells isometric to ~nd.
We next set Cvs = v+Cs for v ∈ ~nd and s ∈ Zd. Note that each of the sets Cvs is isometric to ~nd, and that for
all v ∈ ~nd, {Cvs : s ∈ Zd} is also a partition of Zd , which is the translate by the vector v of the partition {Cs : s ∈ Zd}.
Note that for any v ∈ ~nd, s ∈ Zd and A∪{x,y} ⊂ Cvs, the value of tsp(x,A,y) is the same whether it is calculated
in Zd , or in Cvs . This observation will be used frequently and implicitly in the sequel.
To prove Theorem 13 we consider the following “folding map” ϕn : Z→ ~n defined by
ϕn(in+ j) =

j if i is even
n− j−1 if i is odd
for all i ∈ Z and j ∈ ~n. This is 1-Lipschitz and is isometric on in+ ~n for all i ∈ Z. It follows that the product
map ψn = ϕn ⊗ ϕn ⊗ · · · ⊗ ϕn : Zd → ~nd is 1-Lipschitz, and for any s = (s1, s2, . . . , sd) ∈ Zd it is isometric on
(ns1+ ~n)× · · ·× (nsd + ~n) = n · s+ ~nd =Cs
For each v ∈ ~nd define ψvn : Zd → ~nd by ψvn(x) = ψn(x− v). Then ψvn is 1-Lipschitz and isometric on Cvs for
all s ∈ Zd . A Lipschitz map between metric spaces induces in a natural way a map between the corresponding
lamplighter spaces (the special case of graphs is discussed in [BMSZ20, Section 5]). However, this process does
not sufficiently reflect the property of ψvn being isometric on the sets C
v
s . For this reason we proceed differently.
Let us write A+B for A△B. Then for sets A1, . . . ,Ak we have
∑k
i=1 Ai = A1△A2△ . . .△Ak. For v ∈ ~nd, s ∈ Zd and
for a finite subset F ⊂ Zd , let Fvs = F∩Cvs, and define
σvn(F) =
∑
s∈Zd
ψvn(F
v
s) ⊂ ~nd.
Note that since F is finite, the sum above has only finitely many non-empty terms.
Lemma 14. For each v ∈ ~nd, define
ψvn : Ts(Z
d) → Ts(~nd)
(A, x) 7→ (σvn(A),ψvn(x)) .
The map ψvn is 1-Lipschitz. Moreover, given (A, x), (B,y) ∈ Ts(Zd), if (A△B)∪{x,y} ⊂Cvs for some s ∈ Zd, then
τ(ψvn(A, x),ψ
v
n(B,y)) = τ((A, x), (B,y)) .
Proof. Fix (A, x), (B,y)∈ Ts(Z2). Given a finite subset F ⊂Zd , if we let Fs = F∩Cs for s ∈Zd, then Fvs = v+
(
F−v)s
for v ∈ ~nd and s ∈ Zd . Since translations are isometries, and hence preserve τ, without loss of generality we can
assume v = 0. When v = 0 we simplify the notation to σn, and ψn. Observe that
σn(A)△σn(B) =
∑
s∈Zd
ψn(As)+
∑
s∈Zd
ψn(Bs) =
∑
s∈Zd
ψn(As△Bs) = σn(A△B) ,
and hence σn(A)△σn(B) ⊂ ψn(A△B). It follows that
τ(ψn(A, x),ψn(B,y)) = tsp(ψn(x),σn(A)△σn(B),ψn(y)) 6 tsp(ψn(x),ψn(A△B),ψn(y)) .
So in order to show that ψn is 1-Lipschitz, it remains to verify that
(14) tsp(ψn(x),ψn(C),ψn(y)) 6 tsp(x,C,y)
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for any x,y ∈ Zd and any finite C ⊂ Zd. Let ℓ = tsp(x,C,y) and x0, x1, . . . , xℓ be a walk in the graph Zd from x = x0
to y = xℓ visiting all vertices inC. Since ψn is 1-Lipschitz, it follows that for every i = 1, . . . , ℓ, the vertices ψn(xi−1)
and ψn(xi) in ~n
d are either equal or adjacent. Deleting successive repetitions of vertices yields a walk of length
at most ℓ in ~nd from ψn(x) = ψn(x0) to ψn(y) = ψn(xℓ) visiting all vertices of ψn(C). This shows (14).
If we assume that (A△B)∪{x,y} ⊂Cs for some s ∈ Zd, then
σn(A)△σn(B) = ψn(A)△ψn(B) = ψn(A△B),
and so we need to show that tsp(ψn(x),ψn(A△B),ψn(y)) = tsp(x,A△B,y). This follows since ψn is an isometry
between Cs and ψn(Cs). 
We are now in position to prove Theorem 13.
Proof of Theorem 13. For every k > 1, let nk = 2
2k . By Corollary 8, there exists a constant K := K(d) > 0 such that
for all k > 1, there exists a map fnk : Ts(~nk
d)→ L1 such that for all (A, x), (B,y) ∈ Ts(~nkd)
τ((A, x), (B,y))
K ·2k 6 ‖ fnk (A, x)− fnk(B,y)‖1 6 τ((A, x), (B,y)).
For k > 1, let νk denote the uniform probability measure on ~nk
d and define
gk : Ts(Z
d) → L1(νk,L1)
(A, x) 7→ (v ∈ ~nkd 7→ fnk ◦ψvnk (A, x)).
and
h : Ts(Zd) →
∞⊕
k=1
L1(νk,L1)
(A, x) 7→
∞∑
k=1
gk(A, x)
k2
.
Since ψvnk and fnk are 1-Lipschitz, so is fnk ◦ψvnk for every v ∈ ~nkd. It follows that gk is also 1-Lipschitz and
hence h is Lipschitz with Lipschitz constant at most
∑∞
k=1
1
k2
. It remains to show the lower bound.
Fix (A, x), (B,y) ∈ Ts(Zd), and set D = (A△B)∪{x,y}. Choose k > 1 so that 22k−1 < τ((A, x), (B,y)) 6 22k . Then
m= diam(D)6 tsp(x,A△B,y)6 22k , and thus the setW = {v ∈ ~nk+1d : ∃ t ∈Zd D⊂Cvt } has size at least (nk+1−m)d.
It follows that
‖h(A, x)−h(B,y)‖1 >
‖gk+1(A, x)−gk+1(B,y)‖1
(k+1)2
=
1
(k+1)2
Evk
(‖ fnk+1 ◦ψvnk+1(A, x)− fnk+1 ◦ψvnk+1(B,y)‖1
)
>
1
K(k+1)2 ·2k+1Evk
(
τ(ψvnk+1(A, x),ψ
v
nk+1
(B,y))
)
>
1
K(k+1)2 ·2k+1Evk
(
τ(ψvnk+1(A, x),ψ
v
nk+1
(B,y))
∣∣∣ v ∈W) ·P(v ∈W)
>
1
K(k+1)2 ·2k+1
(nk+1−m)d
nd
k+1
τ((A, x), (B,y)) ,
where in the last inequality we used Lemma 14. It remains to observe that
nk+1−m
nk+1
>
22
k+1 −22k
22
k+1
>
3
4
,
and thus
‖h(A, x)−h(B,y)‖1 >
1
K
(3
4
)d τ((A, x), (B,y))
log4τ((A, x), (B,y))(loglog32τ((A, x), (B,y)))2
.
We showed that there exist a constant K′ > 0 and h : Ts(Zd)→ L1 such that for all u,v ∈ Ts(Zd),
ρ
(
τ(u,v)
)
6 ‖h(u)−h(v)‖1 6 K′τ(u,v),
where ρ(t) = t
log(t)(log log t)2
, and Theorem 13 follows from a straightforward modification of Lemma 2. 
The (loglog t)2 factor can obviously be improved. For instance by choosing the convergent series to be∑∞
k=1
1
k log1+ε(k+1)
for some ε > 0, we could get ρ(t) = t
log(t) log log(t)(log loglog t)1+ε
.
9
6. A remark on Lipschitz free spaces
Let (X,dX) be a metric space. The linear space of all finitely supported functions µ : X→R such that
∑
x∈X µ(x)=
0 is usually called the space of molecules over X. A molecule µ can be thought of as a finitely supported measure
such that µ(X) = 0. The space of molecules can be equipped with a norm as follows:
(15) ‖µ‖LF := inf
{ r∑
j=1
|a j|dX(p j,q j) : µ =
r∑
j=1
a j(1{p j} −1{q j})
}
.
The Lipschitz free space over X, denoted LF(X), is the completion of the space of molecules with respect to ‖ · ‖LF.
We refer to [Wea18] for a thorough discussion on Lipschitz free spaces (called Arens-Eells spaces there). It is
convenient to think of a representation
µ =
r∑
j=1
a j(1{p j} −1{q j})
as a transportation plan, and of
∑r
j=1 |a j|dX(p j,q j) as the cost of this transportation plan. It is not difficult to see
that the infimum above is attained, and thus we can assume that there is a transportation cost for µ which realizes
‖µ‖LF. We will refer to such a plan as a minimizing plan for µ. It is an intriguing problem to understand the
relationship between the geometry of free spaces and the geometry of the Banach space L1.
In this appendix we are concerned with such connections for free spaces over finite metric spaces, and from
now on we will only consider finite spaces unless explicitly mentioned otherwise. If X is a finite metric space
on n+ 1 points then LF(X) is a n-dimensional Banach space, and a natural way to quantify its proximity to L1 is
by studying its Banach-Mazur distortion to subspaces of L1. For a Banach space X, we will denote by dY (X) the
Y-Banach-Mazur distortion of X, i.e. the quantity
(16) dY (X) = inf{‖T‖ · ‖T−1‖ | T : X → Y into isomorphism}.
If Y = Lp we simply write dp(X) and if Y = ℓ
k
p we will write dp,k(X). If F has dimension k it is plain that
d1(F) ≤ d1,k(F). It is well known that if d is a metric supported on a finite tree, then LF(T,d) is isometrically
isomorphic to ℓ
|T |−1
1
(see [DKO20, Proposition 2.1] for a proof) and thus d1,|T |−1(LF(T,d)) = 1. The Banach
Mazur distortion between LF(X) and ℓ
|X|−1
1
, the ℓ1-space of the corresponding dimension was investigated, by
Dilworth, Kutzarova and Ostrovskii in [DKO20]. It was observed that for an expander graph G on n+ 1 points,
d1,n(LF(G)) = Θ(logn) and it was proved that if G is an unweighted graph on n+ 1 vertices then d1,n(LF(G)) =
O(n
8
11 ) [DKO20, Proposition 3.9]. Also, for Dk the k-diamond graph it was shown [DKO20, Proposition 3.9] that
d1,|Dk |−1(LF(Dk)) = Θ(log |Dk|). A similar estimate was proven for Laakso graphs and multi-branching diamond,
and a similar lower bound [DKO20, Theorem 4.2] was provided for a class of recursively defined graphs that
generalizes the diamond graph construction. Their results improve over the best known asymptotics for d1,k(F)
where F is an arbitrary k-dimensional Banach space (see [Tik19] (for a Ω(k
5
9 log−c k) lower bound for some
universal constant c > 0) and [You14] (for a (2k)
5
6 upper bound) and the references to prior work therein).
In this appendix we do not restrict ourself to the study of Banach-Mazur distortion of LF(X) into the ℓ1-space
of the corresponding dimension. Recall that if F is an arbitrary n-dimensional Banach space we have d1(F) 6
√
n.
Indeed, by John’s theorem d2(F) 6
√
n and ℓn
2
embeds isometrically into L1. This upper bound is essentially tight
since any embedding of ℓn∞ into L1 incurs Banach-Mazur distortion at least Ω(
√
n). Talagrand [Tal90] showed
that a finite-dimensional subspace F of L1 can always be isomorphically embedded with Banach-Mazur distortion
1+ ε into ℓk
1
with k = O(K(F)2ε−2n), where K(F) is the K-convexity constant of F. Since Pisier [Pis80] proved
that K(F) = O(
√
logn) when F is an n-dimensional subspace of L1, it follows any n-dimensional Banach space F
isomorphically embeds into ℓ
O(ε−2n logn)
1
with Banach-Mazur distortion at most (1+ ε)
√
n. It turns out that d1(F)
is significantly smaller than the general upper bound above when F is the free space over a metric space X such
that |X| = n+1.
Theorem 15. Let (X,dX) be a finite metric space such that |X| = n. Then LF(X) isomorphically embeds into
ℓ
O(n logn)
1
with Banach-Mazur distortion at most O(logn).
Theorem 15 supports the evidence that a free space cannot be too far from an L1-space. It also follows from
Theorem 15 that if we are not restricted to consider ℓ1-spaces of the corresponding dimension, and if we are
willing to pay the price of a logarithmic loss in the dimension, then the Banach-Mazur distortion for the free space
over an unweighted graph on n vertices given in [DKO20] can be exponentially improved. The tradeoff between
dimension and distortion is a very interesting problem that was already raised in [NS07, Section 5, Problem 2].
A proof of Theorem 15, which relies on the concept of stochastic embeddings into dominating tree-metrics,
could be given by invoking two principles which can be extracted from [NS07] and [Cha02]. Recall that W1(X),
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the Wasserstein-1 space over a finite metric space X, is the set of probability measures over X equipped with the
ℓ1-transportation cost metric. In [NS07, Lemma 3.1], Naor and Schechtman essentially proved that the isomorphic
embeddability of the Banach space LF(X) into L1 follows from the bi-Lipschitz embeddability of the metric space
W1(X). The proof that is given in [NS07] deals with the special case of finite 2-dimensional grids but the argument
extends straightforwardly to any finite metric space (and to other Lp-spaces). The second principle asserts that if a
metric space X can be stochastically D-embedded into dominating tree-metrics then the transportation cost metric
over X can be embedded into ℓ1 with distortion O(D). It was explicitly mentioned in [IT03] that this principle was
contained implicitly in a result of Charikar from [Cha02] whose proof was based on the techniques of Kleinberg
and Tardos [KT99,KT02].
We will prove an elementary general lemma, which makes explicit a direct link between stochastic embed-
dings into dominating metrics and Lipschitz free spaces, and that allows us to quote the literature on stochastic
embeddings into dominating tree-metrics, namely the upper bound proved by Fakcharoenphol, Rao and Talwar
in [FRT04], to obtain Theorem 15. The proof given below does not need the auxiliary use of a transportation
cost metric since we work directly with the Lipschitz free norm. In particular, the proof bypasses the reduction
step in [NS07] and thus does not require Banach spaces theory results needed in [NS07] such as Ribe theorem
(or differentiation techniques), nor the principle of local reflexivity. The body of work in stochastic embeddings,
which is used as a black box, is obviously the heart of the matter, but its connection to Lipschitz free spaces will
hopefully now appear to be elementary and somewhat more transparent. It is worth noting several other interesting
consequences listed in the theorem below.
Theorem 16. Let (X,dX) be a metric space of one of the following forms:
(1) dX is a metric supported on a finite k-outerplanar graph G, for some k > 1,
(2) dX is the graph metric on a finite graph G with finite Euler characteristic,
(3) dX is a metric supported on a finite graph with pathwidth k, for some k ≥ 2,
(4) dX is a metric supported on a finite graph which does not have T as a minor, where T can be any tree.
Then LF(X) isomorphically embeds into ℓ
O(|X| log |X|)
1
with Banach Mazur distortion OX(1), where the OX(1) bound
might depend on some structural properties of X but not on the dimension of LF(X).
All the statements in Theorem 16 follow from the discussion in Section 4. We now proceed with the proof of a
lemma from which Theorem 15 will be easily deduced. It will be convenient to introduce the following definition.
Definition. Let F be a class of Banach spaces. For D > 1, we say that a Banach space E admits a stochastic
D-embedding into dominating F-norms if there exist non-negative numbers p1, p2, . . . , pk such that
∑k
i=1 pi = 1,
and linear maps Ti : E → (Fi,‖ · ‖i) ∈ F such that for all x ∈ X
(17) ‖Ti(x)‖i > ‖x‖E for all 1 6 i 6 k
and
(18)
k∑
i=1
pi‖Ti(x)‖i 6 D‖x‖E .
A simple concatenation argument gives the following lemma.
Lemma 17. Let F be a collection of Banach spaces and supF∈F d1(F) ≤ K. If (E,‖ · ‖) admits a stochastic D-
embedding into dominating F-norms then E isomorphically embeds into L1 with Banach-Mazur distortion at most
D ·K.
The next lemma is a stochastic version of a key property of Lipschitz free spaces (see for instance [GK03,
Lemma 2.2]. If X embeds bi-Lipschitzly into Y with distortion at most D then LF(X) isomorphically embeds in
to LF(Y) with Banach-Mazur distortion at most D. with will allow us to reduce the L1-embedding problem for
LF(X) to the the problem of the stochastic embeddability of X into dominating tree-metrics.
Lemma 18. If a metric space (X,dX) admits a stochastic D-embedding into dominating Y-metrics, then LF(X)
admits a stochastic D-embedding into dominating {LF(Y) : Y ∈ Y}-norms.
Proof. Assume that X admits a stochastic D-embedding into dominating Y-metrics and let (pi)
k
i=1
and fi : X →
(Yi,di) witness this assumption. Define Ti : LF(X)→ LF(Yi) by Ti(µ)(y) = µ( f −1i (y)) if y ∈ f (X) and 0 otherwise.
Note that Ti is well-defined since fi is injective. It is easy to verify that Ti(µ) ∈ LF(Yi) and that Ti is linear. We will
show that for all µ in LF(X) and for all 1 6 i 6 k, ‖Ti(µ)‖i > ‖µ‖X and
∑k
i=1 pi‖Ti(µ)‖i 6 D · ‖µ‖X.
Since fi is injective and thus a bijection between X and f (X)⊂ Y, there is a bijective correspondence between the
transportation plans for µ ∈ LF(X) and those for Ti(µ). For instance, if we let mpq := 1{p}−1{q} and if
∑r
j=1 akmp jq j
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is a transportation plan for µ then for all y ∈ Yi,
r∑
j=1
a j
(
1{ fi(p j)}(y)−1{ fi(q j)}(y)
)
=
r∑
j=1
a j
(
1{p j}( f
−1
i (y))−1{q j}( f −1i (y))
)
= µ
(
f −1i (y)
)
= Ti(µ)(y),
and thus
∑r
j=1 a jm fi(p j) fi(q j) is a transportation plan for Ti(µ).
Let µ ∈ LF(X) and let Ti(µ) =
∑r
j=1 a
(i)
j
m
p
(i)
j
q
(i)
j
be a minimizing transportation plan for Ti(µ). Sicne a trans-
portation plan for Ti(µ) is supported on f (X), there exist u
(i)
j
,v
(i)
j
∈ X be such that p(i)
j
= fi(u
(i)
j
) and q
(i)
j
= fi(v
(i)
j
).
Therefore,
‖Ti(µ)‖i =
r∑
j=1
|a(i)
j
|dYi
(
p
(i)
j
,q
(i)
j
)
=
r∑
j=1
|a(i)
j
|dYi
(
fi(u
(i)
j
), fi(v
(i)
j
)
)
>
r∑
j=1
|a(i)
j
|dX
(
u
(i)
j
,v
(i)
j
)
> ‖µ‖X ,
where for the last inequality we use the fact that
∑r
j=1 |a(i)j |dX(u
(i)
j
,v
(i)
j
) is a transportation plan for µ. Indeed, for
all x ∈ X, we have
r∑
j=1
a
(i)
j
(
1{u(i)
j
}(x)−1{v(i)
j
}(x)
)
=
r∑
j=1
a
(i)
j
(
1{ f−1
i
(p
(i)
j
)}(x)−1{ f−1
i
(q
(i)
j
)}(x)
)
=
r∑
j=1
a
(i)
j
(
1{p(i)
j
}( fi(x))−1{q(i)
j
}( fi(x))
)
= Ti(µ)( fi(x)) = µ( f
−1
i ( fi(x))) = µ(x).
Now, let
∑r
j=1 a jmp jq j be a minimizing transportation plan for µ. As we already noted above
∑r
j=1 a jm fi(p j) fi(q j)
is a transportation plan for Ti(µ) whose cost is
k∑
i=1
pi
r∑
j=1
|a j|dYi
(
fi(p j), fi(q j)
)
=
r∑
j=1
|a j|
k∑
i=1
pidYi
(
fi(p j), fi(q j)
) (5)
6 D
r∑
j=1
|a j|dX(p j,q j)
= D‖µ‖X (by minimality of the transportation plan),
and thus by taking minima on the left-hand side we have
∑k
i=1 pi‖Ti(µ)‖i 6 D‖µ‖X . 
The trees that are constructed in stochastic embeddings into dominating tree-metrics are finite weighted trees.
Since we have already noticed that d1(LF(T,d)) = 1 for any metric on a weighted finite tree, the corollary below
follows from Lemma 17 and Lemma 18.
Corollary 19. If (X,dX) admits a stochastic D-embedding into dominating tree-metrics then LF(X) embeds into
L1 with distortion at most D.
Theorem 15 now follows from the main result of Fakcharoenphol, Rao and Talwar in [FRT04] which says that
every n-point metric space admits a stochastic embedding into dominating tree-metrics with distortion O(logn).
Note that the construction actually gives dominating ultrametrics (the image of X in the trees lies in the set of
leaves) and that only O(n logn) ultrametrics are needed. Since LF(U) is O(1)-isomorphic to ℓ
|U |−1
1
if U is a finite
ultrametric space (cf. [DKO20, Corollary 2.5], [Dal15] or [CD16]), it follows that LF(X) embeds into an ℓ1-space
of dimension O(n2 logn). It is interesting to note that this upper bound on the dimension is obtained without
using Talagrand’s result, albeit with a slightly weaker guarantee. Let us conclude by mentioning two examples of
Lipschitz free spaces for which there are lower bounds on their L1-Banach-Mazur distortion. Bourgain [Bou86]
showed that supd>1 d1(LF({0,1}d)) =∞, while Khot and Naor [KN06, Corollary 2] showed the sharp lower bound
d1(LF({0,1}d))=Ω(d), where {0,1}d is equipped with the Hamming metric. In [NS07, Proof of Theorem 1.1] Naor
and Schechtman showed that d1(LF(~n
2)) = Ω(
√
logn) where ~n2 := {0,1, . . . ,n−1}2 is the 2-dimensional n×n
grid.
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