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Beyond traditional Curvature-Dimension I: new model
spaces for isoperimetric and concentration inequalities in
negative dimension
Emanuel Milman1
Abstract
We study the isoperimetric, functional and concentration properties of n-dimensional
weighted Riemannian manifolds satisfying the Curvature-Dimension condition, when
the generalized dimension N is negative, and more generally, is in the range N ∈
(−∞, 1), extending the scope from the traditional range N ∈ [n,∞]. In particular,
we identify the correct one-dimensional model-spaces under an additional diameter
upper bound, and discover a new case yielding a single model space (besides the
previously known N -sphere and Gaussian measure when N ∈ [n,∞]): a (positively
curved) sphere of (possibly negative) dimension N ∈ (−∞, 1). When curvature is
non-negative, we show that arbitrarily weak concentration implies an N -dimensional
Cheeger isoperimetric inequality, and derive various weak Sobolev and Nash-type in-
equalities on such spaces. When curvature is strictly positive, we observe that such
spaces satisfy a Poincare´ inequality uniformly for all N ∈ (−∞, 1 − ε], and enjoy a
two-level concentration of the type exp(−min(t, t2)). Our main technical tool is a
generalized version of the Heintze–Karcher theorem, which we extend to the range
N ∈ (−∞, 1).
1 Introduction
Let (Mn, g) denote an n-dimensional (n ≥ 2) complete connected oriented smooth Rie-
mannian manifold with (possibly empty) boundary, and let µ denote a measure on M
having density Ψ with respect to the Riemannian volume form volg. We assume that
M is geodesically convex (any two points may be connected by a distance minimizing
geodesic), that ∂M is C2 smooth, and that Ψ is positive and C2 smooth on the entire
M (all the way up to the boundary). As usual, we denote by Ricg the Ricci curvature
tensor and by ∇g the Levi-Civita covariant derivative.
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Definition (Generalized Ricci Tensor). Given N ∈ (−∞,∞], the N -dimensional gen-
eralized Ricci curvature tensor Rigg,µ,N is defined as:
Ricg,µ,N := Ricg − LogHessN−nΨ, (1.1)
where:
LogHessNΨ := ∇2g log(Ψ) +
1
N ∇g log(Ψ)⊗∇g log(Ψ) = N
∇2gΨ
1
N
Ψ
1
N
.
To make sense of the latter tensor when N ∈ {0,∞}, we employ throughout the conven-
tion that 1∞ = 0,
1
0 = +∞ and ∞ · 0 = 0.
Definition (Curvature-Dimension and Curvature-Dimension-Diameter conditions). (Mn, g, µ)
satisfies the Curvature-Dimension condition CD(ρ,N) (ρ ∈ R and N ∈ (−∞,∞]) if
Ricg,µ,N ≥ ρg as symmetric 2-tensors on M . It satisfies the Curvature-Dimension-
Diameter condition CDD(ρ,N,D) if in addition its diameter is bounded above by D ∈
(0,∞].
Note that CD(ρ,N) is satisfied with N = n if and only if Ψ is constant and Ricg,µ,n =
Ricg ≥ ρg (the classical constant density case). The generalized Ricci tensor (1.1)
was introduced with N = ∞ by Lichnerowicz [36, 37] and in general by Bakry [1] (cf.
Lott [38]). The Curvature-Dimension condition was introduced by Bakry and E´mery
in equivalent form in [2] (in the more abstract framework of diffusion generators) - see
Subsection 7.5 for a discussion. Its name stems from the fact that the generalized Ricci
tensor incorporates information on curvature and dimension from both the geometry of
(M,g) and the measure µ, and so ρ may be thought of as a generalized-curvature lower
bound, and N as a generalized-dimension upper bound. The CD(ρ,N) condition has
been an object of extensive study over the last two decades (see e.g. also [58, 33, 18,
19, 61, 4, 62, 51, 48, 31] and the references therein), especially since Perelman’s work on
the Poincare´ Conjecture [57], and the extension of the Curvature-Dimension condition
to the metric-measure space setting by Lott–Sturm–Villani [60, 39].
So far, most of the activity has been in the range N ∈ [n,∞]. Very recently, a growing
interest in weighted manifolds with negative generalized dimension N < 0 has begun to
emerge - see the works by Ohta–Takatsu [54, 55], Ohta [56], Kolesnikov–Milman [31]
and Klartag [30]. As we shall see, the case of negative generalized dimension is actually
quite natural. In the Euclidean setting, measures µ on (Rn, |·|) satisfying the CD(0, N)
condition with 1N ∈ [−∞, 1/n] have already been studied by Borell [12] (cf. [14]), who
dubbed them convex (or 1N -concave) measures - see [9, 11, 53, 49, 31] for a more detailed
account of these measures and their useful properties.
In this work, we focus on the case that N < 0 (in fact, more generally, N ∈ (−∞, 1)),
and study the isoperimetric, functional and concentration properties of weighted mani-
folds satisfying the CD(ρ,N) condition when N is in that range, for arbitrary curvature
(ρ ∈ R) and upper bound on diameter, for non-negative curvature (ρ = 0) and for
positive curvature (ρ > 0).
2
Finally, we mention the recent works by Wylie [63, 64] and Kennard–Wylie [29] on
generalizing the notion of sectional curvature to the weighted manifold setting and its
applications. Remarkably, whereas all of our results break down in the remaining range
N ∈ [1, n) (see Subsection 7.4), these authors obtain various topological and geometric
results even for the case N = 1, foreshadowing additional future developments in this
direction (see also [47]).
1.1 Jacobian Curvature-Dimension condition
Given a C2 smooth co-oriented hypersurface S ⊂ (Mn, g) with normal unit vector field
ν, let FS : S ×R→M denote the normal map given by FS(x, t) = expx(tν(x)) (strictly
speaking, since M may have a boundary, this is only defined for all (x, t) so that tν(x)
is in the domain Dom of expx). Let JS,x(t) denote the Jacobian of this map, so that
the pull-back of volg by FS is given by F
∗
S(volg) = JS,x(t)dvolS(x)dt, where volS is the
induced Riemannian volume on S. The weighted Jacobian JS,µ,x(t), which also takes
into account the corresponding densities, is defined as:
JS,µ,x(t) = JS,x(t)
Ψ(FS(x, t))
Ψ(x)
,
so that F ∗S(µ) = JS,µ,x(t)dvolS,µ(x)dt, where volS,µ = Ψ · volS .
Definition (Jacobian Curvature-Dimension condition). (Mn, g, µ) satisfies a Jacobian
Curvature-Dimension condition Jac-CD(ρ,N) (ρ ∈ R, N ∈ (−∞,∞]) if for any C2
smooth co-oriented hypersurface S and any x ∈ S, the weighted Jacobian J(t) = JS,µ,x(t)
satisfies the following ordinary differential inequality on the maximal interval L contain-
ing the origin on which it is defined and positive:
− LogHessN−1J ≥ ρ. (1.2)
In other words, (L, |·| , J(t)dt) satisfies CD(ρ,N) (see Subsection 3.1 for the extension
of the Curvature-Dimension condition to the one-dimensional setting).
For concreteness, we record that our notation in the one-dimensional case becomes:
LogHessNJ = (log J)
′′ +
1
N ((log J)
′)2 = N
(
J1/N
)′′
J1/N
,
with the usual interpretation when N ∈ {0,∞}.
The generalized Heintze-Karcher theorem states that the CD(ρ,N) condition implies
the Jac-CD(ρ,N) condition, when N ∈ [n,∞]. The classical case N = n (constant
density) is due to Heintze and Karcher [27]; this was extended to the weighted manifold
setting by Bayle [7, Appendix E] (N ∈ (n,∞)) and Morgan [50] (N = ∞). In Section
2, we provide our own version of the proof and extend it to the entire range N ∈
(−∞, 1) ∪ [n,∞].
Theorem 1.1 (Generalized Heintze-Karcher Theorem, extending [27, 7, 50]). The CD(ρ,N)
condition implies the Jac-CD(ρ,N) for all ρ ∈ R and N ∈ (−∞, 1) ∪ [n,∞].
Our entire analysis in this work is based on this extension.
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1.2 Extremal Jacobian Solutions
Given δ ∈ R, set as usual:
sδ(t) :=


sin(
√
δt)/
√
δ δ > 0
t δ = 0
sinh(
√−δt)/√−δ δ < 0
, cδ(t) :=


cos(
√
δt) δ > 0
1 δ = 0
cosh(
√−δt) δ < 0
.
Given a continuous function f : R → R with f(0) ≥ 0, we denote by f+ : R → R+
the function coinciding with f between its first non-positive and first positive roots,
and vanishing everywhere else, i.e. f+ := f1[ξ−,ξ+] with ξ− = sup {ξ ≤ 0; f(ξ) = 0} and
ξ+ = inf {ξ > 0; f(ξ) = 0}.
Definition. Given H, ρ ∈ R and N ∈ (−∞,∞], set δ := ρ/(N − 1) if N 6= 1 and define
the following (Jacobian) function R ∋ t 7→ JH,ρ,N (t) ∈ [0,∞]:
JH,ρ,N (t) :=


((
cδ(t) +
H
N−1sδ(t)
)
+
)N−1
N /∈ {1,∞}
exp(Ht− ρ2 t2) N =∞
1 N = 1, ρ = 0
∞ otherwise
.
Remark 1.2. Observe that when N 6= 1, JH,ρ,N coincides (with the usual interpretation
when N = ∞) with the solution J to the following second order ODE on the maximal
interval containing the origin where such a solution exists:
−LogHessN−1J = ρ , J(0) = 1 , J ′(0) = H .
Also observe that since cδ(t) = 1− δ2t2+o(δ) and sδ(t) = t+o(δ) as δ → 0, it follows that
limN→∞ JH,ρ,N = JH,ρ,∞. These Jacobian functions naturally appear in comparison the-
orems on weighted Riemannian manifolds satisfying a Curvature-Dimension condition,
such as the generalized Heintze-Karcher theorem. The parameters H, ρ, N and δ may
therefore be interpreted as (generalized) mean-curvature, Ricci curvature lower bound,
dimension upper bound, and average sectional curvature lower bound, respectively. Our
convention when N = 1 is purely for consistency in pathological cases, and we could
have also defined JH,ρ,1 = limN→1+ JH,ρ,N (since N is an upper bound on the general-
ized dimension). Note that our convention for JH,ρ,N is slightly different than the one
employed in [48].
1.3 Curvature-Dimension-Diameter Isoperimetric Inequalities
Let (Ω, d) denote a separable metric space, and let µ denote a Borel measure on (Ω, d).
The Minkowski (exterior) boundary measure µ+(A) of a Borel set A ⊂ Ω is defined as
µ+(A) := lim infε→0
µ(Adε\A)
ε , where Aε = A
d
ε := {x ∈ Ω;∃y ∈ A d(x, y) < ε} denotes
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the ε extension of A with respect to the metric d. We assume henceforth that µ is a
probability measure. The isoperimetric profile I = I(Ω, d, µ) is defined as the pointwise
maximal function I : [0, 1] → R+ ∪ {+∞}, so that µ+(A) ≥ I(µ(A)), for all Borel
sets A ⊂ Ω. An isoperimetric inequality measures the relation between the boundary
measure and the measure of a set, by providing a lower bound on I(Ω, d, µ) by some
(non-trivial) function I : [0, 1] → R+. In our manifold-with-density setting, we will
always assume that the metric d is given by the induced geodesic distance on (M,g),
and write I = I(M,g, µ).
When (Ω, d) = (R, | · |), we also define I♭ = I♭(R, |·| , µ) as the pointwise maximal
function I♭ : [0, 1] → R+ ∪ {+∞}, so that µ+(A) ≥ I♭(µ(A)) for all half lines A =
(−∞, a) and A = (a,∞) (the difference with the function I being that the latter is
tested on arbitrary Borel sets A). Obviously I♭ ≥ I, and a result of S. Bobkov [8,
Proposition 2.1] asserts that I♭ = I when µ = f(x)dx and f is log-concave, meaning
that − log(f) : R→ R ∪ {+∞} is convex.
Finally, given a Borel measure η on R and an interval L ⊂ R, we denote ηL = η|L/η(L)
if η(L) ∈ (0,∞), and set I(η, L) := I(L, |·| , ηL) and I♭(η, L) := I♭(L, |·| , ηL). When
η(L) = 0 we set I♭(η, L) = I(η, L) ≡ +∞, and when η(L) = ∞ we set I♭(η, L) =
I(η, L) ≡ 0. When ηf = f(x)dx, we denote for short I(f, L) = I(ηf , L) and I♭(f, L) =
I♭(ηf , L).
Definition (Curvature-Dimension-Diameter Isoperimetric Profiles). Given ρ ∈ R, N ∈
(−∞,∞] and D ∈ (0,∞], we define the following Curvature-Dimension-Diameter (CDD)
Isoperimetric Profiles:
1. The CDD Gromov–Le´vy Isoperimetric Profile GL♭ρ,N,D is defined for all v ∈ [0, 1]
as:
GL♭ρ,N,D(v) := inf
(a,b)∈∆D ,H∈R
max
(
v∫ 0
−a JH,ρ,N (t)dt
,
1− v∫ b
0 JH,ρ,N (t)dt
)
. (1.3)
For consistency, when N = 1 and ρ = 0, we modify its values at the end points to
be GL♭0,1,D(0) = GL♭0,1,D(1) = 0.
2. The CDD Flat Isoperimetric Profile I♭ρ,N,D is defined for all v ∈ [0, 1] as:
I♭ρ,N,D(v) := inf
(a,b)∈∆D
inf
H∈R
{
I♭ (JH,ρ,N , [−a, b]) (v);
∫ b
−a
JH,ρ,N (t)dt <∞
}
. (1.4)
Here:
∆D :=
{
{(a, b) ; a, b > 0 , a+ b = D} D <∞
{(∞,∞)} D =∞ ,
our convention is that [−∞,∞] = R, and the inner infimum in (1.4) over an empty
set of H’s is defined as 0. When D = ∞, we simply write GL♭ρ,N = GL♭ρ,N,∞ and
I♭ρ,N = I♭ρ,N,∞.
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It was shown in our previous work [48] that the Jac-CD(ρ,N) condition together
with the assumption that the diameter is bounded from above by D ∈ (0,∞], imply the
following isoperimetric inequality:
I(Mn, g, µ)(v) ≥ GL♭ρ,N,D(v) = I♭ρ,N,D(v) ∀v ∈ [0, 1], (1.5)
for all N ∈ [n,∞] and ρ ∈ R; in particular, the Gromov–Le´vy and Flat Isoperimetric
profiles coincide in that range. Employing the generalized Heintze–Karcher theorem, the
same conclusion was deduced under the CDD(ρ,N,D) condition in the above range of
parameters. All of our definitions naturally extend to the one-dimensional case n = 1
(see Subsection 3.1), wherein (1.5) is also immediate to verify under the CDD(ρ,N,D)
condition (see [48, Corollary 3.2] for the case N ∈ (1,∞]; the case N = 1 is trivial). Fur-
thermore, it was shown in [48] that (1.5) is sharp for the entire range of these parameters,
for all v ∈ [0, 1] and n ≥ 2. The analogous sharpness in the case n = 1 is immediate since
the one-dimensional spaces ([−a, b], |·| , cJH,ρ,N (t)dt) all satisfy the CDD(ρ,N,D) condi-
tion (with the exception of the pathological case N = n = 1, ρ < 0 and D < ∞, whose
model space is ill-defined, and which we henceforth exclude from any further discussion
regarding sharpness).
1.4 Isoperimetric Inequalities for Arbitrary Curvature and Diameter
Our first result extends these isoperimetric inequalities to the entire range N ∈ (−∞, 1)∪
[n,∞]. In Subsection 7.4, we comment that this extension is no longer valid when N ∈
[1, n). A subtle detail appearing below is that the Gromov-Le´vy and Flat Isoperimetric
profiles may no longer coincide in the range N ∈ (0, 1) as in (1.5).
Theorem 1.3 (Curvature-Dimension-Diameter Isoperimetric Inequality, extending [48]).
Let (Mn, g, µ) satisfy CDD(ρ,N,D) with n ≥ 1, ρ ∈ R, D ∈ (0,∞] and N ∈ (−∞,∞].
Then the following isoperimetric inequalities hold:
1. If N ∈ (−∞, 1) ∪ [n,∞] then:
I(M,g, µ) ≥ GL♭ρ,N,D.
In particular, the case n = 1 yields I♭ρ,N,D ≥ GL♭ρ,N,D for all ρ ∈ R, N ∈ (−∞,∞]
and D ∈ (0,∞].
2. When D = ∞ or N ∈ (−∞, 0] ∪ [1,∞], then GL♭ρ,N,D = I♭ρ,N,D. Consequently,
when D =∞ and N ∈ (0, 1) or when N ∈ (−∞, 0] ∪ [n,∞], then:
I(M,g, µ) ≥ I♭ρ,N,D.
As in [48], the CDD(ρ,N,D) isoperimetric inequality was deliberately formulated
to cover the entire range of values for ρ, N and D simultaneously, indicating its uni-
versal character, but it may be easily reformulated in an equivalent simplified manner,
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depending on the different values of these parameters. When N ∈ [n,∞], seven cases
were described in [48], extending the classical sharp isoperimetric comparison theorems
of Gromov–Le´vy [25] (extended by Bayle [7, Appendix E]) and Bakry–Ledoux [3]. Here,
we add four more cases corresponding to the range N ∈ (−∞, 1), revealing new model
spaces for the isoperimetric problem under a Curvature-Dimension-Diameter condition
in that range:
Corollary 1.4. The CDD(ρ,N,D) condition implies the following new isoperimetric
inequalities in the range N ∈ (−∞, 1) (all infima and minima below are interpreted
pointwise, and δ := ρ/(N − 1)):
Case 1 - N ∈ (−∞, 1), ρ > 0, D =∞:
I(Mn, g, µ) ≥ I♭(cosh(√−δt)N−1,R).
Case 2 - N ∈ (−∞, 0], ρ > 0, D <∞:
I(Mn, g, µ) ≥ min


infξ>0 I♭(sinh(
√−δt)N−1, [ξ, ξ +D]) ,
I♭( exp(√−δt)N−1, [0,D]) ,
infξ∈R I♭(cosh(
√−δt)N−1, [ξ, ξ +D])

 .
Case 3 - N ∈ (−∞, 0], ρ = 0, D <∞:
I(Mn, g, µ) ≥ min
{
infξ>0 I♭(tN−1, [ξ, ξ +D]) ,
I♭(1, [0,D])
}
Case 4 - N ∈ (−∞, 0], ρ < 0, D < π√
δ
:
I(Mn, g, µ) ≥ inf
ξ∈(0,π/√δ−D)
I♭
(
sin(
√
δt)N−1, [ξ, ξ +D]
)
.
The elementary analysis is deferred to Section 4. By extending our setup in Subsec-
tion 3.1 to incorporate the one-dimensional case n = 1, we think of the above densities
as model spaces for the isoperimetric problem under the Curvature-Dimension-Diameter
condition CDD(ρ,N,D) in the above range of parameters, implying the sharpness of our
results in this range, at least in the (topological) one-dimensional case n = 1.
Despite the similarity between Cases 2–4 and the model-spaces which appeared in
[48] in the case N ∈ [n,∞], note that N − 1 < 0 and that the sign of ρ is reversed, and
so the various model densities appearing above are genuinely different, being reciprocals
of the ones in [48]. Of particular interest is Case 1, which may be called a (positively
curved) sphere of (possibly negative) dimension N ∈ (−∞, 1). This case is of special
note since it yields a single model density - a property which has thus far been reserved
for the case ρ > 0 and N ∈ [n,∞] (yielding the N -sphere when N < ∞ and Gaussian
measure when N =∞ as the corresponding model spaces).
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Remark 1.5. Observe that it is not possible to extend Part 2 of Theorem 1.3 (at
least as is) to the remaining range N ∈ (0, 1) and D < ∞. For instance, the one-
dimensional probability measure µ = cN sin
N−1(t) on (0, pi) with N ∈ (0, 1) satisfies
CDD(N −1, N, pi), but it’s isoperimetric and hence Gromov–Le´vy profiles I([0, pi], |·| , µ)
and GL♭N−1,N,π do not coincide with their flat counterpart I♭([0, pi], |·| , µ) = I♭N−1,N,π,
since an isoperimetric minimizer of small measure will be a symmetric interval around
pi/2, rather than a set of the form (0, t) (whose boundary measure tends to +∞ as
t → 0). Consequently, the analysis of the range N ∈ (0, 1) and D < ∞ was excluded
from Corollary 1.4. While we expect that this range will not have a similar aesthetically
pleasing description as the one given in Corollary 1.4, note that Part 1 of Theorem 1.3
should still yield a meaningful result, but we refrain from developing this here.
1.5 Non-Negative Curvature
In Section 5, we investigate the isoperimetric and functional consequences of the CD(0, N)
condition for N < 0, when instead of a diameter upper bound, we are given some other
information - in the form of a concentration inequality. The results we obtain are ap-
propriately modified analogues of our previous results from [43, 44, 45, 46] obtained for
N ∈ [n,∞], and the results of Bobkov from [9] obtained in the Euclidean setting. In
particular, we show that the function I(M,g, µ) NN−1 is weakly-concave, and hence the
N -dimensional Cheeger isoperimetric constant, which we define as:
DChe,N(M,g, µ) := inf
v∈(0,1)
I(M,g, µ)(v)
min(v, 1 − v)N−1N
,
always attains its infimum at v = 1/2. It follows that always DChe,N > 0 and that any
concentration inequality immediately translates to a positive lower bound on DChe,N ,
and hence upgrades to an N -degree polynomial concentration - see Theorem 5.1. This is
used to deduce stability results for DChe,N under various types of measure perturbations
(Theorem 5.18), and to assert the equivalence of weak Lp-Lq Sobolev inequalities when
1
q ≤ 1p + 1N (Theorem 5.17). In Theorem 5.17, we also deduce the following weak Sobolev
and Nash-type inequalities on CD(0, N) weighted manifolds:
1. For any locally Lipschitz function f : (M,g)→ R with zero median, we have:
‖f‖
Lp,p
N−1
N (µ)
≤ D−1Che,N2−
1
N p
(
q
p
) 1
q
‖|∇f |‖
Lq,p
N−1
N (µ)
,
for any p, q satisfying NN−1 ≤ p ≤ −N and 1q = 1p + 1N . Here Lα,r(µ) denotes the
Lorentz quasi-norm (see Definition 5.9 for our particular choice of normalization).
2. For any essentially bounded locally Lipschitz function f : (M,g, µ) → R with zero
median and p ≥ 1:
‖f‖Lp(µ) ≤ D
− N
N−p
Che,N2
− 1
N−p p
N
N−p ‖|∇f |‖
N
N−p
Lp(µ) ‖f‖
− p
N−p
L∞(µ) .
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1.6 Positive Curvature
In Section 6, we consider weighted manifolds satisfying CD(ρ,N) with N < 1 and ρ > 0.
By Case (1) of Corollary 1.4, their isoperimetric profile is governed by that of the model
density coshN−1(
√
ρ/(1 −N)t) on R. This has some curious consequences: it implies
a uniform Poincare´ inequality for all N ∈ (−∞, 1 − ε], in contrast to the Lichnerowicz
estimate obtained by Kolesnikov–Milman [31] and Ohta [56], which explodes as N <
0 increases to 0. Furthermore, it implies a two-level concentration inequality, having
tail-decay of the form exp(−min(ρt2,√ρ√1−Nt)), which constitutes an interesting
intermediate behaviour between a Poincare´ and log-Sobolev inequality. Such two-level
concentration naturally appears in Bernstein-type estimates on deviation of sums of
independent random-variables having exponential tail decay (see e.g. [35, 13]), but we
did not find an explicit connection between the latter setup and the former one. A
concrete example of a family of certain harmonic measures on the sphere satisfying
CD(ρ,N) with N < 1 and ρ > 0 is provided in [42].
Concluding remarks are made in Section 7. In particular, we comment there regard-
ing additional previously known results and methods for establishing isoperimetric and
functional inequalities under a Curvature-Dimension condition. We also comment on our
subsequent work [47], in which we introduce and study the Graded Curvature-Dimension
condition.
Acknowledgement. I warmly thank Will Wylie for informing me about his results on
sectional curvature, and the referee for very carefully reading the manuscript.
2 Generalized Heintze–Karcher Inequality for N ∈ (−∞, 1)
In this section, we extend the generalized Heintze–Karcher Theorem to the entire range
N ∈ (−∞, 1) ∪ [n,∞]. The classical case N = n (constant density) is due to Heintze
and Karcher [27],[22, Theorem 4.21]. The extension to the range N ∈ (n,∞] in the
weighted manifold setting is due to Bayle [7, Appendix E] (N ∈ (n,∞)) and Morgan
[50] (N =∞).
Given a C2 hypersurface S in (Mn, g) co-oriented by a unit normal vector field ν,
recall that the mean-curvature of S at x, denoted HνS(x), is defined as the trace of
the second fundamental form IIνS,x; it governs the first variation of area under normal
deformations. We conform to the following non-standard convention for specifying the
sign of IIνS,x: the second fundamental form of the sphere in Euclidean space with respect
to the outward normal is positive definite (formally: IIνS,x(u, v) = g(∇uν, v) for u, v ∈
TxS). In the weighted manifold setting, the first variation of weighted area is governed
by the generalized mean-curvature (see [7] or the proof of Theorem 2.1 below):
Definition. The generalized mean-curvature of S at x ∈ S with respect to the measure
µ and unit normal vector field ν, denoted HνS,µ(x), is defined as:
HνS,µ(x) := H
ν
S(x) + ν(log Ψ)(x) .
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Theorem 2.1 (Generalized Heintze–Karcher). Let (Mn, g, µ) satisfy the CD(ρ,N) con-
dition, N ∈ (−∞, 1) ∪ [n,∞]. Then it satisfies the Jac-CD(ρ,N) condition.
In particular, if S denotes a C2 co-oriented hypersurface in (Mn, g, µ) with normal
unit vector field ν, then for any r > 0:
µ(S+r ) ≤
∫
S
∫ r
0
JHνS,µ(x),ρ,N (t)dt dvolS,µ(x) ,
where:
S+r := {expx(tν(x));x ∈ S, t ∈ [0, r], tν(x) ∈ Dom(expx)} .
Proof. Recall that FS(x, t) = expx(tν(x)) denotes the normal map. Fix x ∈ S, set:
a± = a±(x) := ± sup {t ≥ 0 ; ±tν(x) ∈ Dom(expx)} ,
and denote νt(x) :=
d
dtFS(x, t). By contracting the Jacobi equation and applying
Cauchy–Schwarz, it is classical (see e.g. [15, p. 72]) that the (unweighted) Jacobian
JS,x(t) satisfies the following Riccati-type second-order differential inequality:
− (log JS,x)′′(t)− 1
n− 1((log JS,x)
′(t))2 ≥ Ricg(νt(x), νt(x)), (2.1)
for any t in a sub-interval of [a−, a+] containing the origin where JS,x remains positive
(i.e. between the first negative and positive focal points). This already verifies the
assertion in the constant density case N = n, so we may subsequently assume that
N /∈ {n,∞}; the case of N = ∞ follows by an obvious modification of the argument
below.
Now, denoting JW,x(t) = Ψ(F (x, t))/Ψ(x), we trivially have:
−(log JW,x)′′(t)− 1
N − n((log JW,x)
′(t))2 =
(
−∇2g log Ψ−
1
N − n∇gΨ⊗∇gΨ
)
(νt(x), νt(x)).
(2.2)
Note that the right-hand sides of (2.1) and (2.2) sum up to precisely Ricg,µ,N (νt(x), νt(x)),
which by the CD(ρ,N) assumption is at least ρ. It remains to sum the left-hand sides
above, noting that log JS,µ,x = log JS,x + log JW,x. The quadratic non-linearity in the
first-order derivatives is handled by an application of Cauchy–Schwarz in the form:
1
α
A2 +
1
β
B2 ≥ 1
α+ β
(A+B)2 ∀A,B ∈ R , (2.3)
valid as soon as (α, β) lay in either the set {α, β > 0} or the set {α+ β < 0 and αβ < 0},
and this is precisely ensured by the assumption that N ∈ (−∞, 1) ∪ (n,∞). It follows
that:
− (log JS,µ,x)′′(t)− 1
N − 1((log JS,µ,x)
′(t))2 ≥ ρ, (2.4)
for any t in a sub-interval of [a−, a+] containing the origin where JS,µ,x remains positive,
thereby verifying the Jac-CD(ρ,N) condition.
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To show the second part of the assertion, note that JS,µ,x(0) = JS,x(0) = JW,x(0) = 1,
and that J ′S,x(0) = H
ν
S(x) by the classical first variation formula. We thus immediately
verify that the first variation of weighted area is indeed given by the generalized mean-
curvature:
J ′S,µ,x(0) = J
′
S,x(0) + J
′
W,x(0) = H
ν
S(x) + ν(log Ψ)(x) = H
ν
S,µ(x).
Setting N := N − 1 and rewriting (2.4) as:
−N (J
1/N
S,µ,x)
′′
J
1/N
S,µ,x
≥ ρ,
and setting h = J
1/N
S,µ,x, we see that:
Nh′′(t) + ρh(t) ≤ 0 , h(0) = 1 , h′(0) = H
ν
S,µ(x)
N ,
for any t in a sub-interval of [a−, a+] containing the origin on which h remains positive.
Comparing with the solution h0 to the equality case in the above ODE, the classical
Sturm–Liouville theory (or just calculating the derivative of h′h0 − hh′0) ensures that:
Nh(t) ≤ Nh0(t), (2.5)
for any t in a sub-interval of [a−, a+] containing the origin on which both h and h0
remain positive. Coupled with Remark 1.2, we conclude (regardless of the sign of N )
that for any t in a sub-interval of [a−, a+] containing the origin on which JS,µ,x(t) remains
positive:
JS,µ,x(t) = h
N (t) ≤ ((h0)+(t))N = JHνS,µ(x),ρ,N (t), (2.6)
and hence for all t ∈ [a−, a+]:
(JS,µ,x)+(t) ≤ JHνS,µ(x),ρ,N (t). (2.7)
It now remains to use the well-known fact (see e.g. [27, 16]) that the normal map
FS(x, t) remains onto S
+
r even when extending the normal ray only until the first focal
point (first positive root of JS,x(t) and hence JS,µ,x(t)). Consequently:
µ(S+r ) ≤
∫
S
∫ min(r,a+(x))
0
(JS,µ,x)+(t) dt dvolS,µ(x),
and using (2.7), the assertion follows.
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3 Isoperimetric Inequalities
3.1 Extending Setup to One-Dimensional Case
We begin with extending our setup to the one-dimensional case.
Definition. The one-dimensional space (M, | · |, µ) with M ⊂ R is said to satisfy the
CDD(ρ,N,D) condition, N ∈ (−∞,∞], ρ ∈ R, D ∈ (0,∞], if µ is a measure supported
on the closure of an open interval L ⊂M of length at most D, having positive C2-smooth
density Ψ on L, and satisfying:
− LogHessN−1Ψ ≥ ρ in L, (3.1)
(with the usual interpretation when N = 1 or N =∞). When D =∞, the CDD(ρ,N,∞)
condition is also denoted CD(ρ,N).
3.2 Elementary Properties of Jρ,N,D
Lemma 3.1. Given t, ρ ∈ R and N ∈ (−∞,∞], the function R ∋ H → JH,ρ,N (t) ∈
[0,∞] is continuous and monotone in H. Namely, it is constant if t = 0 or N = 1,
otherwise H 7→ JtH,ρ,N (t) is monotone non-decreasing with limH→−∞ JtH,ρ,N (t) = 0 and
limH→+∞ JtH,ρ,N (t) =∞.
Proof. The continuity is immediate and limiting behavior is verified by direct inspection.
To show the monotonicity when N 6= 1, set N = N − 1 and consider f = k′2k1 − k′1k2
where ki = NJ1/NHi,ρ,N with H2 > H1. Note that f(0) = H2 − H1 > 0 and f ′ ≡ 0 on
any interval L containing the origin such that both ki’s remain positive. Consequently,
log(k2/k1) is monotone increasing on L if N > 0 (decreasing if N < 0) whilst vanishing
at the origin, and hence log(JH2,ρ,N/JH1,ρ,N) is monotone increasing on L for all N 6= 1,
concluding the proof.
Corollary 3.2. For all ρ ∈ R, N ∈ (−∞,∞] and D ∈ (0,∞]:
v ∈ {0, 1} ⇒ GL♭ρ,N,D(v) = 0.
Proof. When N = 1, we have by definition GL♭0,1,D(0) = GL♭0,1,D(1) = 0, and the case
ρ 6= 0 is trivial, so let us assume N 6= 1. Setting v = 0 and recalling the relevant
definition, we have:
GL♭ρ,N,D(0) = inf
(a,b)∈∆D ,H∈R
1∫ b
0 JH,ρ,N (t)dt
.
The claim then follows by fixing (a, b) ∈ ∆D, letting H → +∞ and using Lemma 3.1.
When v = 1, we instead take the limit as H → −∞.
Proposition 3.3. Given H, ρ ∈ R, D ∈ (0,∞], (a, b) ∈ ∆D and N ∈ (−∞,∞] \ {1},
denote by ηH the measure on L = [−a, b] having density JH,ρ,N (t)dt. Set L− = [−a, 0]
and L+ = [0, b]. Then:
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1. For every choice of ±, the function:
R ∋ H 7→ η±H(L±) ∈ [0,∞],
is monotone non-decreasing, continuous whenever it is finite, lower semi-continuous
on R and satisfies limH→∞ η±H(L±) =∞.
2. If D = ∞ or N ∈ (−∞, 0] ∪ (1,∞], then for every choice of ± the above function
is continuous on R.
3. If ηH(L) =∞ for all H ∈ R, then for all v ∈ [0, 1]:
inf
H∈R
max
(
v
ηH(L−)
,
1− v
ηH(L+)
)
= 0. (3.2)
Proof.
1. Lemma 3.1 implies that R ∋ H 7→ η±H(L±) ∈ [0,∞] is monotone non-decreasing.
Since H 7→ JH,ρ,N (t) is continuous, it follows that H 7→ ηH(L±) is also con-
tinuous as long as it is finite, and by Fatou’s Lemma, it must be lower-semi-
continuous (i.e. the only possible discontinuity may be a lower semi-continuous
jump-discontinuity from a finite to an infinite value). Lastly, since when ±t > 0,
limH→±∞ JH(t) =∞ by Lemma 3.1, another application of Fatou’s lemma implies
that limH→±∞ ηH(L±) =∞, concluding the proof of the first assertion.
2. As already mentioned above, the continuity is immediate as long as ηH(L±) is
finite. This is the case for all H ∈ R when N ∈ (1,∞) or when N = ∞ and
{D < ∞ or ρ > 0}; the case N = D = ∞ and ρ ≤ 0 yields a trivial conclusion
since ηH(L±) ≡ ∞. However, the case N ∈ (−∞, 1) where the densities may
be infinite is surprisingly subtle. The only possible obstruction to continuity is
a lower semi-continuous jump discontinuity from finite to infinite ηH(L±). This
can only happen if at one of the end points t0 ∈ {−a, b} and some H0 ∈ R we
have JH0,ρ,N(t0) = ∞, while being integrable at t0 from the right (t0 = −a) or
left (t0 = b). This cannot happen if D = ∞ (no end points to worry about) nor
if N ≤ 0 (since the trigonometric expressions appearing in the definition of JH,ρ,N
intersect the abscissa transversely, so if N ≤ 0, JH,ρ,N will not be integrable there).
The asserted continuity is therefore established.
3. SetHmax := sup {H ∈ R ; ηH(L−) =∞} andHmin := inf {H ∈ R ; ηH(L+) =∞}.
Since ηH(L−)+ηH(L+) =∞ for allH ∈ R, it follows that necessarilyHmin ≤ Hmax.
If there exists H ∈ R so that ηH(L−) = ηH(L+) = ∞ then (3.2) immediately fol-
lows, so we may assume that Hmin = Hmax =: H0 and that w.l.o.g. ηH0(L−) =∞
and ηH0(L+) <∞. Lower semi-continuity then implies that limε→0+ ηH0+ε(L−) =
∞ while ηH0+ε(L+) =∞ for all ε > 0, thereby verifying (3.2).
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3.3 Proof of Theorem 1.3
By using the generalized Heintze-Karcher Theorem 2.1 in the newly added range N ∈
(−∞, 1), the first part of Theorem 1.3 follows by repeating the proof of [48, Theorem
1.2]; for completeness, we sketch the proof. The second part is more subtle, so we present
it here in greater detail.
Proof of Theorem 1.3. Let (Mn, g, µ) satisfy the CDD(ρ,N,D) condition, n ≥ 2, and
denote I = I(M,g,µ). By Corollary 3.2, when v ∈ {0, 1} there is nothing to prove.
Given v ∈ (0, 1), it was shown in [48, Section 2] that there exists an open isoperimetric
minimizer A ⊂ (M,g) with µ(A) = v, µ+(A) = µ+(M \ A) = I(v) and µ(∂A) = 0.
Furthermore, it was shown that there exists a C2 relatively open hypersurface S ⊂ ∂A
(the regular part of the boundary in int(M), the interior of M) co-oriented by a unit
normal vector field ν, so that:
1. volS,µ(S) = I(v).
2. S has constant generalized mean-curvature HνS,µ ≡ H.
3. For some (a, b) ∈ ∆D:
int(M) \ A ⊂ S+b , int(M) ∩A ⊂ S−a . (3.3)
Here S−a = (−S)+a , where−S denotes the hypersurface S with reversed co-orientation.
The proof in [48] crucially relied on existence and regularity of isoperimetric minimizers
provided by Geometric Measure Theory, as well as on the geodesic convexity of M .
It follows from (3.3) and the generalized Heintze-Karcher Theorem 2.1 that:
1− v ≤ µ(S+b ) ≤
∫
S
∫ b
0
JHνS,µ(x),ρ,N (t)dt dvolS,µ(x) ,
v ≤ µ((−S)+a ) ≤
∫
S
∫ a
0
JH−νS,µ(x),ρ,N
(t)dt dvolS,µ(x) .
Recalling that S has constant generalized mean-curvature so that HνS,µ ≡ H and H−νS,µ ≡
−H, that volS,µ(S) = I(v), and noting that J−H,ρ,N (t) = JH,ρ,N (−t), we conclude that:
I(v) ≥ inf
H∈R,(a,b)∈∆D
max
(
v∫ 0
−a JH,ρ,N (t)dt
,
1− v∫ b
0 JH,ρ,N (t)dt
)
= GL♭ρ,N,D(v), (3.4)
yielding the first part of the assertion in the case n ≥ 2. The case n = 1 is handled
by verbatim repeating the proof of [48, Corollary 3.2], which remains valid in the entire
range N ∈ (−∞,∞] (as in (2.5) and (2.6), the sign of N − 1 plays no role in the analysis
of the one-dimensional differential inequality).
Next, given v ∈ (0, 1), we claim that:
I♭ρ,N,D(v) ≥ GL♭ρ,N,D(v). (3.5)
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For N = 1, since infw∈(0,1)max( vw ,
1−v
1−w ) = 1, direct inspection verifies that we have
equality in (3.5), and so we henceforth exclude this case. Recall that:
I♭ρ,N,D(v) := inf
(a,b)∈∆D
inf
H∈R
{
I♭ (JH,ρ,N , [−a, b]) (v);
∫ b
−a
JH,ρ,N (t)dt <∞
}
,
with the inner infimum over an empty set of H’s interpreted as 0.
Assume first that for all (a, b) ∈ ∆D, there exists at least one H ∈ R so that
Z =
∫ b
−a JH,ρ,N (t)dt < ∞. For all such triplets a, b,H, since the one-dimensional space
([−a, b], |·| , 1ZJH,ρ,N ) satisfies CDD(ρ,N,D) by definition, it follows by the first assertion
that:
I♭ (JH,ρ,N , [−a, b]) (v) ≥ I (JH,ρ,N , [−a, b]) (v) ≥ GL♭ρ,N,D(v),
and so taking the infimum over a, b,H as above, (3.5) follows.
On the other hand, if for some (a, b) ∈ ∆D we have
∫ b
−a JH,ρ,N (t)dt = ∞ for all
H ∈ R, so that I♭ρ,N,D(v) = 0, we also have by Proposition 3.3:
GL♭ρ,N,D(v) ≤ inf
H∈R
max
(
v∫ 0
−a JH,ρ,N (t)dt
,
1− v∫ b
0 JH,ρ,N (t)dt
)
= 0,
confirming (3.5) as well.
To show the reverse inequality to (3.5) when D = ∞ or N ∈ (−∞, 0] ∪ (1,∞],
we will require the following lemma, which we state very generally for future use; it
was implicitly proved in [48] under the assumption that all measures below have finite
continuous densities.
Lemma 3.4. Let L ⊂ R denote an interval containing the origin in its interior, and set
L± = L ∩ [0,±∞) (with [0,−∞) := (−∞, 0]). Let {ηH}H∈R denote a family of Borel
measures on L, so that:
• The mapping R ∋ H 7→ η±H(L±) ∈ [0,∞] is continuous, monotone non-decreasing
and limH→+∞ η±H(L±) =∞.
• For all H ∈ R, ηH({0}) = 0 and η+H((−∞, 0]) = 1.
Then for any v ∈ (0, 1) we have:
inf
H∈R
max
(
v
ηH(L−)
,
1− v
ηH(L+)
)
≥ inf
H∈R,ηH(L)<∞
I♭(ηH , L)(v), (3.6)
where the above infimum over an empty set is interpreted as 0.
Proof. We are given that limH→∞ ηH(L+) = limH→−∞ η(L−) =∞. As for the limits in
the opposite direction, either ηH(L+) =∞ for all H ∈ R, in which case the infimum on
the right-hand-side of (3.6) is over an empty set and there is nothing to prove, or else
by monotonicity limH→−∞ ηH(L+) = c+ ∈ [0,∞). Similarly, either ηH(L−) = ∞ for all
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H ∈ R and there is nothing to prove, or limH→∞ ηH(L−) = c− ∈ [0,∞). So in the only
remaining case requiring proof, the conditions ensure that the first (second) term in the
maximum in (3.6) varies continuously and monotonically from 0 to vc− (
1−v
c+
to 0) as H
varies from −∞ to ∞. Consequently, there must exist H0 ∈ R so that both terms are
equal and it is there that the infimum of the left-hand-side in (3.6) is attained:
ηH0(L−)
v
=
ηH0(L+)
1− v = ηH0(L−) + ηH0(L+) = ηH0(L) ∈ [0,∞] ;
If ηH0(L) = ∞ then ηH0(L−) = ηH0(L+) = ∞, and hence by monotonicity necessarily
ηH(L) = ∞ for all H ∈ R, and there is nothing to prove. If ηH0(L) = 0 then the left-
hand-side of (3.6) is equal to ∞ and there is nothing to prove again. Consequently, we
may assume that ηH0(L) ∈ (0,∞).
Denoting µ = ηH0/ηH0(L), note that µ(L−) = v and µ(L+) = 1 − v, and that
µ+(L−) = 1ηH0 (L)
. Consequently:
inf
H∈R
max
(
v
ηH(L−)
,
1− v
ηH(L+)
)
=
1
ηH0(L)
= µ+(L−) ≥ I♭(ηH0 , L)(v),
concluding the proof.
Proposition 3.3 ensures that the family of measures ηH = JH,ρ,N (t)dt on L = [−a, b]
with (a, b) ∈ ∆D satisfies all the conditions of the preceding lemma if D = ∞ or N ∈
(−∞, 0] ∪ (1,∞]. Consequently, Lemma 3.4 yields:
GL♭ρ,N,D(v) ≥ inf
(a,b)∈∆D
inf
H∈R,∫ b
−a JH,ρ,N(t)dt<∞
I♭(JH,ρ,N , [−a, b])(v) = I♭ρ,N,D(v),
where the inner infimum over an empty set is interpreted as 0. This concludes the
proof.
4 New Model Spaces
As in [48], the very general CDD(ρ,N,D) isoperimetric inequality may be equivalently
reformulated in a more explicit manner, according to the different values of the three
parameters ρ, N and D. When N ∈ [n,∞], seven cases were described in [48]. Here,
we add four more cases corresponding to the sub-range of N ∈ (−∞, 1) and D ∈ (0,∞]
when Theorem 1.3 (2) applies.
Proof of Corollary 1.4. Set N := N − 1 ∈ (−∞, 0), recall that δ := ρ/N , and denote if
ρ 6= 0:
β :=
H
N√|δ| .
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Cases 1,2. Let ρ > 0 and observe that:
JH,ρ,N (t) =
((
cosh(
√
−δt) + β sinh(
√
−δt)
)
+
)N
=


((
sinh(α+
√−δt)
sinh(α)
)
+
)N
|β| > 1(
cosh(α+
√−δt)
cosh(α)
)N |β| < 1
exp(
√−δt)N β = 1
exp(−√−δt)N β = −1
,
where:
α :=
{
arccoth(β) ∈ R \ {0} |β| > 1
arctanh(β) ∈ R |β| < 1 .
When D = ∞, the only scenario where JH,ρ,N is integrable on the entire R is when
|β| < 1, and consequently Case 1 follows:
inf
H∈R,∫∞
−∞
JH,ρ,N(t)dt<∞
I♭(JH,ρ,N (t),R) = I♭(cosh(
√−δt)N ,R).
When D < ∞, we are required to assume N = N − 1 ∈ (−∞,−1], and we easily
obtain for all v ∈ (0, 1):
inf
(a,b)∈∆D
inf
H∈R,∫ b
−a JH,ρ,N(t)dt<∞
I♭(JH,ρ,N (t), [−a, b])(v)
= min


infξ>0 I♭(sinh(
√−δt)N , [ξ, ξ +D])(v) ,
infξ∈R I♭(exp(−
√−δt)N , [ξ, ξ +D])(v) ,
infξ∈R I♭(cosh(
√−δt)N , [ξ, ξ +D])(v)

 ,
By scale invariance of the exponential function, the second infimum need only be tested
at ξ = 0. This concludes the proof of Case 2.
Case 3. Assume now that ρ = 0, D < ∞ and N ∈ (−∞,−1]. The claim follows by
taking the limit as ρ→ 0 in Case 2, but this requires justification. We prefer to deduce
the assertion directly. Indeed, note that:
JH,0,N (t) =
((
1 +
H
N t
)
+
)N
.
Observe that whenH = 0 we obtain the uniform density, and so I♭(J0,0,N (t), [−a, b])(v) =
1
D = I♭(1, [0,D])(v) for all v ∈ (0, 1) and (a, b) ∈ ∆D. When H 6= 0, we may translate
by setting s = t+ NH , obtaining for any v ∈ (0, 1):
inf
(a,b)∈∆D
inf
H∈R\{0},∫ b
−a
JH,0,N (t)dt<∞
I♭(JH,0,N (t), [−a, b])(v)
= inf
a∈[0,D]
inf
H∈R\{0},∫ b
−a
JH,0,N (t)dt<∞
I♭
(
(s+)
N ,
[N
H
− a, N
H
+D − a
])
(v)
= inf
ξ>0
I♭(sN+ , [ξ, ξ +D])(v) .
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Note that the uniform density in the formulation of the lower bound given in Case 3
was only added for completeness of the description of all model densities, since it may
be attained as the limiting case when ξ →∞. This concludes the proof of Case 3.
Case 4. Assume now that ρ < 0, D ∈ (0, pi/√δ) and N ∈ (−∞,−1], and observe that:
JH,ρ,N (t) =
((
cos(
√
δt) + β sin(
√
δt)
)
+
)N
=
((
sin(α+
√
δt)
sin(α)
)
+
)N
,
where:
α := arccot (β) ∈ (0, pi) .
Performing the change of variables ξ = α/
√
δ + t, it follows that for all v ∈ (0, 1):
inf
(a,b)∈∆D
inf
H∈R,∫ b
−a
JH,ρ,N(t)dt<∞
I♭(JH,ρ,N (t), [−a, b])(v)
= inf
(a,b)∈∆D
inf
α∈(0,π),∫ b
−a(sin(α+
√
δt)+)N dt<∞
I♭((sin(α+
√
δt)+)
N , [−a, b])(v)
= inf
ξ∈(0,π/√δ−D)
I♭((sin(
√
δt)+)
N , [ξ, ξ +D])(v) .
This concludes the proof.
5 Isoperimetric, Functional and Concentration inequalities
under non-negative curvature
5.1 Concentration
Recall that given a metric measure space (Ω, d, µ) the concentration profileK = K(Ω, d, µ)
is defined as the pointwise maximal functionK : R+ → [0, 1/2] such that 1−µ(Adr) ≤ K(r)
for all Borel sets A ⊂ Ω with µ(A) ≥ 1/2. Concentration inequalities measure how tightly
the measure µ is concentrated around sets having measure 1/2 as a function of the dis-
tance r away from these sets, by providing a non-trivial upper bound on K. We refer to
[34] for a wider exposition on these and related topics.
We also recall that an isoperimetric inequality always implies a concentration inequal-
ity, simply by integrating along the differential inequality it defines on the concentration
profile. Consequently, the following relation between the isoperimetric and concentration
profiles is easily verified (e.g. [10, Section 2]):
K−1(v) ≤
∫ 1/2
v
ds
I(s) . (5.1)
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5.2 N-dimensional Cheeger constant
Let N ∈ (−∞,∞] \ {0}; when N = ∞, we interpret everything below in the limiting
sense. We now define the N -dimensional Cheeger constant DChe,N = DChe,N(Ω, d, µ) of
a metric-measure space (Ω, d, µ) having isoperimetric profile I = I(Ω, d, µ) as:
DChe,N := inf
v∈[0,1]
I(v)
min(v, 1− v)N−1N
. (5.2)
When DChe,N > 0 we will say that (Ω, d, µ) satisfies a N -dimensional Cheeger isoperi-
metric inequality. Plugging I(v) ≥ DChe,Nv
N−1
N for v ∈ [0, 1/2] into (5.1), one immedi-
ately verifies that an N -dimensional Cheeger isoperimetric inequality always implies the
following concentration estimate:
K(r) ≤
((
1
2
) 1
N
− rDChe,N
N
)N
+
. (5.3)
In particular, whenDChe,N > 0 for N > 0, we see that the support of µ must be bounded
in (Ω, d): its diameter is at most K−1(0) ≤ N(1/2) 1N /DChe,N . However, there is no such
restriction when N < 0, in which case the estimate (5.3) entails a polynomial-type
concentration of degree N .
The next theorem and corollaries justify the above terminology:
Theorem 5.1. Assume that (Mn, g, µ) satisfies the CD(0, N) condition, N ∈ (−∞, 0)∪
[n,∞], and set I = I(M,g, µ), DChe,N = DChe,N(M,g, µ) and K = K(M,g, µ). Then
the following properties hold:
1. Weak concavity of I NN−1 : (0, 1) ∋ v 7→ I NN−1 (v)/v is non-increasing.
2. DChe,N = 2
N−1
N I(1/2).
3. DChe,N = supr>0 2
N−1
N
1
2
−K(r)
r .
Remark 5.2. Observe that Part (3) implies that any weak concentration (i.e. K(r0) <
1/2 for some r0 > 0) on a CD(0, N) weighted manifold gets automatically upgraded to
an N -degree polynomial concentration (5.3).
Remark 5.3. When N ≥ n, it is actually known (see [59, 32, 7]) that CD(0, N) implies
the concavity of I NN−1 on [0, 1], which is easily seen to imply the weak concavity asserted
in Part (1) above. However, the proof of the concavity involves taking the second normal
variation of an isoperimetric minimizer, whereas our proof below of the weak concavity
(which is a repetition of our proof in [44] for the case N = ∞) only requires the easier
first variation. Since the weak concavity is enough for all applications we are aware
of, we leave the task of verifying the concavity of I NN−1 when N < 0 to the interested
reader. Note that in the one-dimensional case n = 1, this was indeed verified by Bobkov
[9, Lemma 2.2].
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Proof of Theorem 5.1. Let A denote an isoperimetric minimizer of measure v ∈ (0, 1).
We proceed with the notation used in the proof of Theorem 1.3, and recall that the
regular part S of the boundary of A in the interior of M has constant generalized mean-
curvature HνS,µ ≡ Hµ(A), where S is co-oriented by the outer unit normal vector field
ν.
1. It is well-known (see e.g. [6],[52],[7, Lemma 3.4.12]), that Hµ(A) is essentially the
derivative of I at v, or more precisely:
lim sup
ε→0+
I(v + ε)− I(v)
ε
≤ Hµ(A) ≤ lim inf
ε→0−
I(v + ε)− I(v)
ε
. (5.4)
Recall also that by (3.3), int(M)∩A ⊂ (−S)+∞, where −S denotes the hypersurface
S with reversed orientation (and hence mean-curvature). Applying the generalized
Heintze–Karcher Theorem 2.1 to −S (as N is in the required range for the theorem
to apply), we obtain:
v = µ(int(M) ∩A) ≤ µ((−S)+D) ≤
∫
S
∫ ∞
0
JH−νS,µ(x),0,N
(t)dt dvolS,µ(x).
But since H−νS,µ ≡ −Hµ(A) and volS,µ(S) = µ+(A) = I(v), it follows that:
v
I(v) ≤
∫ ∞
0
J−Hµ(A),0,N (t)dt =
∫ ∞
0
((
1− Hµ(A)t
N − 1
)
+
)N−1
dt
(where the latter integrand is interpreted as exp(−Hµ(A)t) when N =∞). When
Hµ(A) > 0 and N ∈ (−∞, 0) ∪ (1,∞], observe that the latter integral is equal to
N−1
N
1
Hµ(A)
(note that the integral diverges if N ∈ [0, 1), and hence this range has
been excluded in the formulation of the theorem). Consequently:
v
I(v) ≤
N − 1
N
1
max(0,Hµ(A))
.
Now regardless of whether Hµ(A) > 0, we conclude using (5.4) that:
lim sup
ε→0+
I(v + ε)− I(v)
ε
≤ Hµ(A) ≤ N − 1
N
I(v)
v
. (5.5)
Denoting f(v) = I(v)/vN−1N , it is straightforward to verify that this is equivalent
to:
lim sup
ε→0+
f(v + ε)− f(v)
ε
≤ 0. (5.6)
It was shown in [43, Section 6] that as soon as µ has density which is locally
bounded from above, then I is continuous on (0, 1). Consequently, the function
f is also continuous there, and it is immediate to verify that (5.6) entails that
f is non-increasing. We thus confirm that I NN−1 (v)/v is non-increasing, thereby
concluding the proof of the first assertion.
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2. Since I(v)/vN−1N is non-increasing by the first part, it follows that the infimum (5.2)
in the definition of DChe,N is attained at v = 1/2, yielding the second assertion.
3. Now consider an isoperimetric minimizer A of measure v = 1/2. Since µ(A) =
µ(M \ A) = 1/2 and µ+(A) = µ+(M \ A) = I(v), by exchanging A with M \ A if
necessary, we may assume that the constant generalized mean-curvature Hµ(A) of
the regular part of the boundary S in the interior of M (with respect to the outer
unit-normal field ν) satisfies Hµ(A) ≤ 0. Given r > 0, we apply the generalized
Heintze–Karcher theorem as above to bound µ(S+r ) from above. The bound from
below is provided by the concentration inequality, yielding together:
1
2
−K(r) ≤ µ(S+r ) ≤ I(1/2)
∫ r
0
JHµ(A),0,N (t)dt.
But since Hµ(A) ≤ 0 the integrand is bounded above by 1, and therefore:
DChe,N = 2
N−1
N I(1/2) ≥ sup
r>0
2
N−1
N
1
2 −K(r)
r
.
The other direction follows by taking the limit r → 0 in (5.3), thereby concluding
the proof of the third assertion.
As a standard corollary, we have:
Corollary 5.4. Assume that (Mn, g, µ) satisfies the CD(0, N) condition, N ∈ (−∞, 0)∪
[n,∞]. Then DChe,N = DChe,N(M,g, µ) > 0. Specifically, let R > 0 be such that
µ(B(x0, R)) ≥ 3/4 for some x0 ∈M , where B(x0, R) denotes the geodesic-ball of radius
R around x0. Then DChe,N ≥ 2N−1N /(8R). In particular, (M,g, µ) always satisfies an
N -degree polynomial concentration (5.3).
Remark 5.5. Note that we cannot expect in general to obtain better concentration.
When N < 0, this is witnessed by the CD(0, N) space ([0,∞), |·| ,−N(1+ t)N−1dt). The
case N ∈ [n,∞] has already been treated in the literature, see e.g. [44].
Remark 5.6. In the Euclidean setting (Rn, |·| , µ), where CD(0, N) spaces precisely
coincide with Borell’s class of 1N -concave measures (more precisely, with absolutely con-
tinuous measures having C2-smooth density in this class), Corollary 5.4 was already
proved by Bobkov [9], who extended a previous estimate of Kannan–Lova´sz–Simonovits
[28] in the case N =∞.
Proof of Corollary 5.4. Since M is connected, there always exists an R > 0 so that
µ(B(x0, R)) ≥ 3/4 for any x0 ∈ M . Let A be any Borel subset of M with µ(A) ≥
1/2. Then A and B(x0, R) must intersect, and hence A2R ⊃ B(x0, R). Consequently,
µ(A2R) ≥ 3/4 and therefore K(2R) ≤ 1/4. The result now immediately follows from
Theorem 5.1.
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5.3 Functional Inequalities - Preliminaries
Using nowadays standard methods (see e.g. [10, 9] and the references therein), we may
rewrite the N -dimensional Cheeger inequality as a (weak) Sobolev-type inequality. For
the reader’s convenience, we sketch the proofs. We begin with some definitions:
Definition 5.7. Given a locally Lipschitz function f : (M,g) → R, its local Lipschitz
constant is defined as the following (Borel measurable) function on (M,g) (cf. [10]):
|∇f | (x) := lim sup
y→x
|f(y)− f(x)|
d(y, x)
,
where as usual, d is the induced geodesic distance on (M,g). When f is C1 smooth, the
local Lipschitz constant clearly coincides with the Riemannian length of the gradient.
Definition 5.8. A median medµf of a Borel measurable function f : (M,g, µ) → R
is defined as a median of the push-forward of µ by f , namely, a value M ∈ R so that
µ({f ≥M}) ≥ 1/2 and µ({f ≤M}) ≥ 1/2.
Definition 5.9. Given α ∈ (0,∞), r ∈ (0,∞] and a measurable real-valued function f
on a σ-finite measure space (Ω, µ), recall that the Lorentz quasi-norms are defined as:
‖f‖Lα,r(µ) :=
(
r
∫ ∞
0
trµ({|f | ≥ t})r/α dt
t
)1/r
,
with the usual interpretation when r =∞:
‖f‖Lα,∞(µ) := sup
t>0
t · µ({|f | ≥ t})1/α .
Note that our normalization may differ by some numerical constants from other variants
used in the literature (our convention coincides with that of [23], which ensures that
‖1A‖Lα,r(µ) = µ(A)1/α for all r > 0, but differs from that of [24]). Note that ‖f‖Lα,α(µ) =
‖f‖Lα(µ), and we use the standard convention that ‖f‖L∞,∞(µ) = ‖f‖L∞(µ).
Remark 5.10. It is well-known (e.g. [24, Section 1.4]) that these are actual norms when
1 ≤ r ≤ α <∞, but in general, they are only quasi-norms:
‖f + g‖Lα,r(µ) ≤ 21/αmax(1, 2(1−r)/r)
(
‖f‖Lα,r(µ) + ‖g‖Lα,r(µ)
)
.
Our normalization is particularly useful since (e.g. [23, Theorem 10.4.2]):
0 < r1 ≤ r2 ≤ ∞ ⇒ ‖f‖Lα,r2 (µ) ≤ ‖f‖Lα,r1(µ) ,
and when µ is a probability measure, we trivially have:
0 < α1 ≤ α2 ≤ ∞ ⇒ ‖f‖Lα1,r(µ) ≤ ‖f‖Lα2,r(µ) .
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In particular, the Lα quasi-norm is weaker (stronger) than the Lα,1 one if α > 1 (α < 1),
and both are stronger than the weak Lα,∞ quasi-norm, i.e.:
α ∈ (0, 1) ⇒ ‖f‖Lα(µ) ≥ ‖f‖Lα,1(µ) ≥ ‖f‖Lα,∞(µ) ,
α ≥ 1 ⇒ ‖f‖Lα,1(µ) ≥ ‖f‖Lα(µ) ≥ ‖f‖Lα,∞(µ) . (5.7)
The following proposition is essentially known to experts, starting from the ground-
breaking work of Federer-Fleming [21] and Maz’ya [40] in connection to the optimal
constant in Gagliardo’s inequality on Rn. When µ is a probability measure, it reads as
follows:
Proposition 5.11. Let (Mn, g, µ) denote a weighted Riemannian manifold and α > 0.
The following statements regarding the existence of a constant D > 0 are equivalent:
1. For every Borel set A ⊂ (M,g):
µ+(A) ≥ Dmin(µ(A), 1 − µ(A))1/α .
2. For any non-negative locally Lipschitz function f : (M,g)→ R+ with medµ(f) = 0,
we have: ∫
|∇f | dµ ≥ D ‖f‖Lα,1(µ) .
3. For any non-negative locally Lipschitz function f : (M,g)→ R+ with medµ(f) = 0,
we have: ∫
|∇f | dµ ≥ D ‖f‖Lα,∞(µ) .
When α ∈ (0, 1), statements (1),(2) and (3) are equivalent to the following Nash-type
inequality:
4. For any essentially bounded non-negative locally Lipschitz function f : (M,g, µ)→
R+ with medµ(f) = 0, we have:
‖f‖L1(µ) ≤ D−α(
∫
|∇f |dµ)α ‖f‖1−αL∞(µ) .
When α ≥ 1, statements (1),(2) and (3) are equivalent to following Gagliardo inequality:
5. For any non-negative locally Lipschitz function f : (M,g, µ) → R+ with medµ(f) =
0, we have: ∫
|∇f |dµ ≥ D ‖f‖Lα(µ) .
When α ≥ 1, the assumption on non-negativity of f may be dropped. When α ∈ (0, 1),
it may be dropped when passing from one of the above statements to the other, at the
expense of multiplying the constant D in the conclusion by an additional 21−
1
α factor.
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Sketch of Proof. Clearly ‖f‖Lα,1(µ) ≥ ‖f‖Lα,∞(µ), so statement (2) implies (3). To see
that statement (3) implies (1), let A ⊂ (M,g) denote a Borel set and µ+(A) <∞ (other-
wise there is nothing to prove). If µ(A) ≥ 1/2, set fε(x) = gε(x) := min(infy∈A d(x, y)/ε, 1),
and otherwise set fε(x) = 1− gε(x); letting ε→ 0, one easily recovers (1) (see [10, Sec-
tion 3] for more details). Next, (1) implies (2) by the generalized co-area inequality of
Bobkov–Houdre´ [10]. Indeed, for a non-negative locally-Lipschitz function f :∫
|∇f |dµ ≥
∫ ∞
0
µ+({f > t})dt ≥
∫ ∞
0
µ({f > t})1/αdt = ‖f‖Lα,1(µ) .
If f is not assumed non-negative, we apply the above argument to f+ = max(f, 0) and
f− = max(−f, 0), and sum the resulting two inequalities, using:∫
|∇f |dµ =
∫
{f>0}
|∇f |dµ+
∫
{f<0}
|∇f | dµ =
∫ ∣∣∇f+∣∣ dµ+ ∫ ∣∣∇f−∣∣ dµ.
It remains to note that:∥∥f+∥∥
Lα,1(µ)
+
∥∥f−∥∥
Lα,1(µ)
≥ 21−max( 1α ,1) ‖f‖Lα,1(µ) .
When α ∈ (0, 1), (2) implies (4) after an application of Ho¨lder’s inequality:
‖f‖L1(µ) =
∫ ‖f‖L∞(µ)
0
µ({|f | ≥ t})dt ≤ ‖f‖αLα,1(µ) ‖f‖1−αL∞(µ) .
Conversely, (4) implies (1) by applying it to fε as described above.
When α ≥ 1, (2) implies (5) which implies (3) by noting (5.7).
Remark 5.12. A careful inspection of the proof reveals that if we replace the L∞(µ)
norm in (4) by the essential oscillation of f (ess supµ(f)− ess infµ(f)), then there is no
need to incur an additional 21−
1
α factor when handling arbitrarily signed functions f and
α ∈ (0, 1). We refer to [9, Section 8] for more details, and refrain from further pursuing
this minor point.
The above isoperimetric-type inequalities always imply weaker Sobolev and Nash
inequalities. The traditional case α ≥ 1 is well-known (see e.g. [43]), so we concentrate
on the case α ∈ (0, 1).
Proposition 5.13. Let (Mn, g, µ) denote a weighted Riemannian manifold and α ∈
(0, 1). The following isoperimetric-type inequality, asserting the existence of C > 0 so
that for any (non-negative) locally-Lipschitz function f : (M,g)→ R with medµf = 0:
‖f‖Lα,1(µ) ≤ C ‖|∇f |‖L1(µ) , (5.8)
implies the following weak Sobolev inequality for any (non-negative) locally-Lipschitz
function g : (M,g)→ R with medµg = 0:
‖g‖Lp,p/α(µ) ≤ Cp
(
q
p
) 1
q
‖|∇g|‖Lq,p/α(µ) , (5.9)
for any p, q satisfying α ≤ p ≤ α1−α , 1 ≤ q ≤ ∞ and 1p − 1q = 1α − 1.
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Remark 5.14. Since 1 ≤ p/α ≤ q, note that the Lq,p/α(µ) quasi-norm appearing on the
right-hand side of (5.9) is in fact a genuine norm.
Proof. Let g denote a (non-negative) locally-Lipschitz function with medµg = 0. Set
f = sign(g) |g|β with β = p/α ≥ 1 and note that medµf = 0. Applying (5.8), observe
that:
‖ |g|β ‖Lα,1(µ) = ‖g‖βLβα,β(µ) ,
and that by Ho¨lder’s inequality for Lorentz spaces (e.g. [24, p. 54]):
∫
|∇f | dµ = β
∫
|g|β−1 |∇g| dµ ≤ β
(
q∗
β∗
) 1
q∗
(
q
β
) 1
q
‖ |g|β−1 ‖Lq∗,β∗(µ) ‖|∇g|‖Lq,β(µ) ,
where γ∗ denotes the conjugate Ho¨lder exponent of γ. Noting that (β − 1)q∗ = p and
(β − 1)β∗ = β, we obtain:
‖g‖β
Lp,β(µ)
≤ C
∫
|∇f | dµ ≤ Cp 1q∗ q 1q ‖g‖β−1
Lp,β(µ)
‖|∇g|‖Lq,β ,
and the asserted inequality readily follows.
Proposition 5.15. Let (Mn, g, µ) denote a weighted Riemannian manifold and α ∈
(0, 1). The following isoperimetric-type inequality, asserting the existence of C > 0 so
that for any (non-negative) locally-Lipschitz function f : (M,g)→ R with medµf = 0:
‖f‖L1(µ) ≤ C ‖|∇f |‖αL1(µ) ‖f‖1−αL∞(µ) . (5.10)
implies the following weak Nash inequality for any (non-negative) locally-Lipschitz func-
tion g : (M,g)→ R with medµg = 0:
‖g‖Lp(µ) ≤ C
β
α pβ ‖|∇g|‖βLp(µ) ‖g‖1−βL∞(µ) ,
for any p ≥ 1 and β = αα+p(1−α) .
Proof. Let g denote a (non-negative) locally-Lipschitz function with medµg = 0. Set
f = sign(g) |g|p and note as usual that medµf = 0. Applying (5.10) followed by Ho¨lder’s
inequality, we obtain:
∫
|g|p dµ ≤ C
(
p
∫
|g|p−1 |∇g| dµ
)α
‖|g|p‖1−αL∞(µ) ≤ Cpα
(∫
|g|p dµ
)α(1− 1
p
)
‖|∇g|‖αLp(µ) ‖g‖p(1−α)L∞(µ) ,
and the assertion follows.
Remark 5.16. The assumption that medµ(h) = 0 in the above propositions may easily
be replaced by other standard normalizations, such as
∫
hdµ = 0 (assuming that h is
integrable), leading to an additional factor depending on α in the resulting inequalities.
See e.g. the proof of [43, Lemma 2.1].
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5.4 Functional Inequalities for N < 0
Using Propositions 5.11, 5.13 and 5.15, we may reformulate the results of the previous
subsection in a functional language. Since the case N ≥ n has already been treated in
the literature (e.g. [43]), we restrict out attention to the case of negative generalized
dimension. The first assertion was obtained by Bobkov in [9, Section 8] in the Euclidean
setting.
Theorem 5.17. Assume that (Mn, g, µ) satisfies the CD(0, N) condition, N < 0. Re-
call that DChe,N = DChe,N(M,g, µ) > 0 by Corollary 5.4. Then (M,g, µ) satisfies the
following:
1. Nash-type inequalities: for any essentially bounded locally Lipschitz function f :
(M,g, µ)→ R with medµ(f) = 0 and p ≥ 1:
‖f‖Lp(µ) ≤ D
− N
N−p
Che,N2
− 1
N−p p
N
N−p ‖|∇f |‖
N
N−p
Lp(µ) ‖f‖
− p
N−p
L∞(µ) .
2. Weak Sobolev inequalities: for any locally Lipschitz function f : (M,g) → R with
medµ(f) = 0, we have:
‖f‖
Lp,p
N−1
N (µ)
≤ Cp,q ‖|∇f |‖
Lq,p
N−1
N (µ)
, (5.11)
for any p, q satisfying NN−1 ≤ p ≤ −N and 1q = 1p + 1N , with:
Cp,q ≤ D−1Che,N2−
1
N p
(
q
p
) 1
q
. (5.12)
The case p = NN−1 and q = 1 is a weak Gagliardo inequality.
3. All of the above weak-Sobolev inequalities are equivalent in the following sense: if
Cp,q denotes the best constant so that (5.11) is satisfies for any locally Lipschitz
function f : (M,g)→ R with medµ(f) = 0, then:
Cp2,q2 ≤ 21+
2
p1 p2
(
1 +
p2
N
)−( 1
p2
+ 1
N
)
Cp1,q1 , for all
1
qi
≤ 1
pi
+
1
N
, i = 1, 2.
Proof. By Proposition 5.11 with α = NN−1 and the definition of DChe,N , we immediately
obtain the following weak Gagliardo inequality, asserting that for any locally Lipschitz
function f : (M,g)→ R with medµ(f) = 0:∫
|∇f |dµ ≥ DChe,N2
1
N ‖f‖
L
N
N−1
,1
(µ)
. (5.13)
By Proposition 5.11, this is equivalent to the following Nash-type inequality:
‖f‖L1(µ) ≤ D
− N
N−1
Che,N2
− 1
N−1 (
∫
|∇f |dµ) NN−1 ‖f‖−
1
N−1
L∞(µ) , (5.14)
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for any locally-Lipschitz function with medµf = 0, which by Proposition 5.15 with β =
N
N−p yields assertion (1). Assertion (2) follows immediately from (5.14) by Proposition
5.13.
To establish Assertion (3), note that:
‖f‖Lp1,∞(µ) ≤ ‖f‖Lp1,p1N−1N (µ) ≤ Cp1,q1 ‖|∇f |‖Lq1,p1N−1N (µ) ,
and so for any 1-Lipschitz function f with medµf = 0:
sup
t>0
t · µ({|f | ≥ t})1/p1 ≤ Cp1,q1 .
It is well-known and immediate to verify that:
K(t) = sup {µ({f ≥ t}) ; f is 1-Lipschitz and medµf = 0} .
Consequently K(Cp1,q141/p1) ≤ 1/4, and so by invoking Part (3) of Theorem 5.1, we
deduce:
DChe,N ≥ 2
N−1
N
41+1/p1Cp1,q1
.
Plugging this into (5.12) and setting 1q(p2) =
1
p2
+ 1N , we obtain:
Cp2,q2 ≤ Cp2,q(p2) ≤
1
2
41+1/p1p2
(
q(p2)
p2
)1/q(p2)
Cp1,q1 ,
and the assertion now follows after expressing q(p2) in terms of p2.
5.5 Stability
The advantage of concentration inequalities over isoperimetric ones is that they are much
more robust to perturbation, and so exhibit better stability properties - such properties
were obtained in our previous works [43, 46, 5]. Using the CD(0, N) condition and
Theorem 5.1, these stability properties immediately pass to the isoperimetric level. Since
the proof involves a repetition, mutatis mutandis, of the arguments from [43, 46, 5], we
do not repeat the computation, and only state the stability result using a non-explicit
function FN .
Given two Borel probability measures µ1, µ2 on (M,g), denote by dTV (µ1, µ2) their
total-variation distance, by H(µ2|µ1) their relative-entropy (or Kullback–Leibler diver-
gence), and byW1(µ1, µ2) their Wasserstein distance (we refer to [43, 46] for definitions).
Theorem 5.18. Assume that (M,g, µ2) satisfies the CD(0, N) condition, N ∈ (−∞, 0)∪
[n,∞], and that either:
1. (
∫
(dµ2dµ1 )
pdµ1)
1/p ≤ L <∞ for some p ∈ (1,∞] if µ2 ≪ µ1; or
2. H(µ2|µ1) ≤ B <∞ if N ∈ [n,∞] and µ2 ≪ µ1; or
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3. W1(µ1, µ2) ≤ D <∞ if 1N > −1; or
4. dTV (µ1, µ2) ≤ 1− ε < 1 and (M,g) is Euclidean.
Then DChe,N(M,g, µ1) > 0 implies DChe,N (M,g, µ2) ≥ FN (DChe,N (M,g, µ1), ε, L, p,B,D),
for some (explicitly computable) positive function FN depending solely on its arguments
and a lower bound on 1N .
Proof. Denote by Ki := K(M,g, µi) and DiChe,N := DChe,N(M,g, µi) the corresponding
concentration profiles and N -dimensional Cheeger constant.
1. It was shown in [5, Proposition 2.2] that:
(
∫
(
dµ2
dµ1
)pdµ1)
1/p ≤ L <∞ ⇒ K2(r) ≤ 2LK1(r/2)1−1/p.
Consequently, (5.3) and Part (3) of Theorem 5.1 yield the assertion.
2. This was proved for the weakest case N =∞ in [46, Theorem 5.7].
3. Denote:
CiFM := sup
{∫
|f | dµi ; f : (M,g)→ R is 1-Lipschitz and medµif = 0
}
.
Note that the assumptions that N ∈ (−∞,−1)∪ [n,∞] and D1Che,N > 0 ensure by
(5.3) that taking the supremum as above:
C1FM = sup
∫ ∞
0
µ1 {|f | ≥ r} dr ≤ 2
∫ ∞
0
K1(r)dr ≤ 2
∫ ∞
0
((
1
2
) 1
N
− rD
1
Che,N
N
)N
+
dr <∞.
On the other hand, since by the Markov-Chebyshev inequality we have K2(r) ≤
C2FM/r, it follows by Part (3) of Theorem 5.1 that:
D2Che,N = sup
r>0
2
N−1
N
1
2 −K2(r)
r
≥ 2N−1N 1
16C2FM
.
Now, it was shown in [46, Lemma 5.4] that:∣∣CFM1 − CFM2 ∣∣ ≤W1(µ1, µ2).
It immediately follows from the above discussion that:
D2Che,N ≥
2
N−1
N
16C2FM
≥ 2
N−1
N
16(C1FM +W1(µ1, µ2))
≥ FN (D1Che,N ,W1(µ1, µ2)).
4. This was shown in [43, Theorem 5.5] for the case N =∞, and the proof carries over
mutatis mutandis to the general case by employing the results we have obtained
in this section.
28
5.6 Linear Cheeger Constant when D <∞
Finally, we have:
Theorem 5.19. Let (Mn, g, µ) satisfy the CDD(0, N,D) condition, with N ∈ (−∞, 0]∪
[n,∞] and D <∞. Then:
DChe,∞(M,g, µ) = inf
v∈(0,1)
I(M,g, µ)(v)
min(v, 1 − v) ≥
1
D
.
Remark 5.20. In the Euclidean setting, this was proved by Bobkov [9, Section 9], by
employing the localization method. When N ∈ [n,∞], it is not difficult to improve
this bound to 2D , which is best possible, as witnessed by considering the uniform mea-
sure on [0,D]; indeed, any CDD(0, N,D) space for N in that range is in particular a
CDD(0,∞,D) space, and using the exponential model space described in (5.15) below,
this amounts to an elementary computation. We do not know if the improved bound
also holds when N ∈ (−∞, 0], as the verification involves a tedious calculation which we
did not pursue.
Proof. Assume first that N <∞. The claim then amounts to a direct verification on the
isoperimetric lower bound given by Case (3) of Corollary 1.4 (to handle N ∈ (−∞, 0])
and Case (3) of [48, Corollary 1.4] (to handle N ∈ [n,∞)). Unifying both cases, we have
that in the above range of N , for all v ∈ (0, 1):
I(M,g, µ)(v) ≥ inf
ξ>0
I♭(tN−1, [ξ, ξ +D])(v).
Note that we have omitted the model space of uniform density on [0,D], as it appears
as the limiting case as ξ →∞. Consequently:
DChe,∞(M,g, µ) ≥ inf
ξ>0
DChe,∞([ξ, ξ +D], |·| , cN,ξtN−1dt),
where cN,ξ > 0 is a normalization constant. In general, the computation of the right-
hand side above is rather tedious, and so instead we refer to a very elegant argument
of Bobkov ([9, Lemma 9.2]), who showed that any unimodal probability measure η
supported on an interval L of length D satisfies DChe,∞(L, |·| , η) ≥ 1D . As the measures
cN,ξt
N−11[ξ,ξ+D](t)dt are unimodal for all N , the result now immediately follows.
The case N = ∞ follows by taking the limit, or repeating the argument using Case
(7) of [48, Corollary 1.4], which asserts that a CDD(0,∞,D) weighted manifold satisfies:
I(Mn, g, µ) ≥ inf
H≥0
I♭(exp(Ht), [0,D]) . (5.15)
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6 Isoperimetric, Poincare´ and Concentration inequalities
under positive curvature
6.1 Poincare´ inequality
Let (Mn, g, µ) satisfy the CD(ρ,N) condition with strictly positive curvature ρ > 0.
When (M,g) is compact and N ∈ (−∞, 0), a Lichnerowicz-type Poincare´ inequality
was obtained by Shin-ichi Ohta [56] (for the case that ∂M = ∅) and concurrently (and
independently) in our previous work with Alexander Kolesnikov [31] (allowing a locally-
convex boundary, i.e. having non-negative second-fundamental form):∫
f2dµ − (
∫
fdµ)2 ≤ CPoin
∫
|∇f |2 dµ for all smooth f : (M,g)→ R, (6.1)
where the best constant CPoin = CPoin(M,g, µ) in (6.1), called the Poincare´ constant,
satisfies:
CPoin ≤ 1
ρ
N − 1
N
. (6.2)
This extended the Lichnerowicz estimate (the constant density case N = n) from the
previously known range N ∈ [n,∞] (see [31] and the references therein). In [31], we also
showed that the estimate (6.2) is sharp, for all values of ρ > 0, N ∈ (−∞,−1] ∪ [n,∞]
and n ≥ 1. Note that the sharpness was not shown for N ∈ (−1, 0).
Up to a constant, this Poincare´ inequality also follows from our isoperimetric analysis.
Moreover, our analysis also extends to the range [0, 1), and shows that the constant N−1N
in (6.2) cannot be sharp as N < 0 increases to 0, since given ρ > 0, the Poincare´
constant CPoin remains uniformly bounded in N ∈ [−1, 1 − ε]. Our argument is based
on the celebrated Maz’ya–Cheeger inequality [41, 17], asserting that a linear Cheeger
isoperimetric inequality always implies a Poincare´ inequality with:
CPoin(M,g, µ) ≤ 4
D2Che,∞(M,g, µ)
. (6.3)
Theorem 6.1. Let (Mn, g, µ) satisfy the CD(ρ,N) condition with ρ > 0 and N ∈
(−∞, 1). Then:
1. DChe,∞(M,g, µ) ≥
√
ρ
1−N
1∫∞
0
coshN−1(t)dt
≥ c√ρmin(1,√1−N).
2. CPoin(M,g, µ) ≤ 41−Nρ (
∫∞
0 cosh
N−1(t)dt)2 ≤ 4
c2
1
ρ max(1,
1
1−N ).
Under the CDD(0, N,D) condition, with N ∈ (−∞, 1) ∪ [n,∞]:
3. CPoin(M,g, µ) ≤ 4D2.
Here c > 0 is an (explicitly computable) numeric constant.
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Remark 6.2. It should be possible to show that Poincare´ constant of (Mn, g, µ) sat-
isfying CD(ρ,N) with ρ > 0 and N ∈ (−∞, 1) ∪ [n,∞] is always majorized by the
Poincare´ constant of the one-dimensional model space from Case (1) of Corollary 1.4,
having density coshN−1(
√−δt) as in (6.4) below. This is indeed the case when N ∈
(−∞,−1] ∪ [n,∞], since in that range, it was verified in [31] that the Poincare´ constant
of our model space is indeed 1ρ
N−1
N ; as explained above, this is no longer the case when
N approaches 0. We mention that in [30], Klartag has already shown that the Poincare´
constant of (Mn, g, µ) satisfying CDD(ρ,N,D) is always majorized by the Poincare´ con-
stant of the “worst” one-dimensional density satisfying the CDD(ρ,N,D) condition, so
it remains to establish that our model density is indeed the worst one when ρ > 0 and
D =∞; we do not pursue this direction here.
Proof of Theorem 6.1. By Case (1) of Corollary 1.4:
DChe,∞(M,g, µ) ≥ D := DChe,∞(R, |·| , C−1N,ρ coshN−1(
√−δt)dt) , δ = ρ
N − 1 , (6.4)
where CN,ρ =
∫∞
−∞ cosh
N−1(
√−δt)dt is a normalization constant. Since the density
coshN−1(
√−δt) is log-concave when N < 1, a result of Bobkov [8] for measures on R
asserts that I = I(coshN−1(√−δt),R) = I♭(coshN−1(√−δt),R) is concave, and hence
D = infv∈(0,1) I(v)/min(v, 1−v) is attained at v = 1/2 (alternatively, for a self-contained
argument, use the weak concavity of I asserted in Part (1) of Theorem 5.1). Conse-
quently:
DChe,∞(M,g, µ) ≥ D = 2I(1/2) = 2
CN,ρ
=
√−δ∫∞
0 cosh
N−1(t)dt
,
and the first assertion is proved; the estimate on
∫∞
0 cosh
N−1(t)dt is proved in Lemma
6.3 below. The second assertion follows immediately by the Maz’ya–Cheeger inequality
(6.3). The third assertion follows by Theorem 5.19 coupled with (6.3).
To conclude the proof and for the subsequent analysis, we require the following:
Lemma 6.3. The following estimates hold:
1. For all t ≥ 0:
exp
(
min(t2/2, t)
cosh2 2
)
≤ cosh(t) ≤ exp(min(t2/2, t)).
2. For N < 1:
max
(√
pi
2
1√
1−N ,
1
1−N
)
≤
∫ ∞
0
coshN−1(t)dt ≤
√
pi
2
cosh 2√
1−N +
cosh2 2
1−N .
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Proof. The estimate cosh(t) ≤ exp(t) is obvious, and cosh(t) ≤ exp(t2/2) is verified by
comparing coefficients of the corresponding Taylor series. As for the inequality in the
other direction, observe that:
(log cosh)′′(t) =
1
cosh2 t
≥
{
1
cosh2 2
t ∈ [0, 2]
0 t ∈ [2,∞) ,
and so the lower bound on cosh(t) follows by integrating this function twice. The second
assertion immediately follows from the first.
6.2 Two-level Behaviour
A weighted manifold satisfying CD(ρ,N) with ρ > 0 and N ∈ (−∞, 1) has very inter-
esting concentration properties, as described below.
Proposition 6.4. Let (Mn, g, µ) satisfy CD(ρ,N) with ρ > 0 and N ∈ (−∞, 1),
let K = K(M,g, µ) denote its concentration profile. Set δ = ρN−1 , and let K0 =
K(R, |·| , C−1N,ρ coshN−1(
√−δt)dt) denote the concentration profile of our model space.
Then for any r > 0:
K(r) ≤ K0(r) =
∫∞√−δr coshN−1(t)dt
2
∫∞
0 cosh
N−1(t)dt
≤

Cmin(1,
√
1−N) exp(−cρr2)1+√ρr r ∈
[
0,
√
1−N
ρ
]
Cmin(1, 1√
1−N ) exp(−c
√
1−N√ρr) otherwise
,
where c, C > 0 are numeric constants.
Certainly, the exponential decay of K(r) when r → ∞ is expected, since a result of
Gromov and V. Milman [26] asserts that a Poincare´ inequality always implies this type of
tail-decay. However, the Gaussian-type decay for r ∈ [0,
√
1−N
ρ ] is somewhat surprising.
Proof. The inequality K(r) ≤ K0(r) follows since the isoperimetric minimizers of our
model-space are nested half-lines. Indeed, denoting by I and I0 the isoperimetric
profiles of (M,g, µ) and the model-space, respectively. Denoting the model density
C−1N,ρ cosh
N−1(
√−δt) by f and setting F (r) = ∫∞r f(t)dt, we have by (5.1):
K−1(v) ≤
∫ 1/2
v
dv
I(v) ≤
∫ 1/2
v
dv
I0(v) =
∫ 1/2
v
dv
f ◦ F−1(v) .
Performing the change of variables v = F (r), we see that K−1(v) ≤ ∫ F−1(v)0 dr = F−1(v),
and hence K(r) ≤ F (r). In particular, we have K0(r) = F (r), and the first inequality
follows. The second inequality follows from the estimates of Lemma 6.3 and the standard
(rough) Gaussian tail estimate:∫ ∞
t
exp(−s2/2)ds ≤ C exp(−t
2/2)
1 + t
∀t > 0.
See Subsection 7.1 for a further discussion of this two-level behaviour.
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7 Concluding Remarks
7.1 Beyond Poincare´ under positive curvature
It would be interesting to devise a natural functional inequality which captures the two-
level behaviour of positively curved spaces of dimension N < 1, described in the previous
section. Certainly, such a functional inequality cannot imply concentration stronger than
exponential, as witnessed by our model density coshN−1(
√−δt), and so contrary to the
case when N ∈ [n,∞], such spaces do not satisfy in general a log-Sobolev inequality
(which implies by the Herbst argument sub-Gaussian concentration, see [34]). However,
a mixture of Poincare´ for large-deviations and log-Sobolev for small ones is quite possible,
and as we saw in the previous section, quite natural.
Under the Entropic Curvature-Dimension condition CDe(ρ,N), which was shown by
Erbar–Kuwada–Sturm [20] to be equivalent when N > 0 to the usual CD(ρ,N) condition
for essentially non-branching spaces (such as weighted-manifolds, Finsler and Alexandrov
spaces), Ohta obtained in [56] variants for N < 0 and ρ > 0 of the HWI, Talagrand and
log-Sobolev inequalities. However, when N < 0, it is not clear whether the CDe(ρ,N)
condition is equivalent to the CD(ρ,N) one (Ohta showed that the former only implies
the latter).
7.2 Additional Properties of CD(ρ,N) spaces with N < 0
Various additional properties of CD(ρ,N) weighted-manifolds with N < 0 have been
obtained by Ohta in [56] and Klartag in [30]. We do not present a full account here, but
only mention two results: a Brunn–Minkowski inequality verified by Ohta for all N < 0,
extending previous results of Sturm [60] and Lott–Villani [39] for the case N ∈ [n,∞],
which are a particular case of a very general Brunn–Minkowski inequality of Cordero-
Erausquin–McCann–Schmuckenschla¨ger [18, 19] involving distortion coefficients; and as
already described in Remark 6.2, a reduction by Klartag of the Poincare´ inequality to
the one-dimensional case when N < 1, extending a previous result by Bakry and Qian
[4] for the case N ∈ [n,∞].
7.3 Alternative Derivation
Concurrently to our work, Bo’az Klartag has devised in [30] a remarkable alternative
method for reducing isoperimetric and functional inequalities to the one-dimensional
case, by extending the localization method of Payne–Weinberger, Gromov–V. Milman
and Kannan–Lova´sz–Simonovits, from a linear setting to an arbitrary Riemannian one
(see [30] and the references therein). In particular, under a CD(ρ,N) condition, Klartag
reduces the isoperimetric problem to the study of one-dimensional densities satisfy-
ing CD(ρ,N), namely the second-order differential inequality (3.1). One advantage of
Klartag’s method is that he does not need to rely on the deep regularity results provided
by Geometric Measure Theory, on which our entire approach is based. Another advan-
tage is that his method easily adapts to the study of functional inequalities as well, and in
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general seems more flexible. On the other hand, the fact that we can directly work with
an isoperimetric minimizer, whose regular part of the boundary already has constant
(generalized) mean-curvature, allows us to directly reduce our sought-after isoperimetric
inequality to that on our one-dimensional model densities, characterized by the equality
case in (3.1), thus avoiding any further analysis of the one-dimensional case.
7.4 The case N ∈ [1, n)
It is easy to see that Theorem 1.3, asserting an isoperimetric inequality on (Mn, g, µ)
satisfying the CDD(ρ,N,D) condition, cannot be further extended (at least, as is) to the
range N ∈ [1, n), and so our extension in this work to the entire range (−∞, 1) ∪ [n,∞]
is best possible. To see this, note the CD(ρ,N) definition is monotone in 1N−n , so that:
1
N1 − n ≥
1
N2 − n ⇒ CD(ρ,N1) implies CD(ρ,N2). (7.1)
Given N ∈ [1, n), consider the construction from [31, Subsection 3.2], which emulates
the model measure on R for the CD(1, 1−ε) condition, namely cosh(t/√ε)−εdt, on an n-
dimensional weighted manifold (Mn, g, µ). By (7.1), this weighted manifold also satisfies
the CD(1, N) condition, despite having arbitrarily bad isoperimetric and concentration
properties, as witnessed by letting ε → 0 in the estimates of Proposition 6.4. This is
in sharp contrast to the case when N ∈ [n,∞], wherein weighted manifolds satisfying
CD(1, N) have isoperimetric and concentration properties which are at least as good as
the scaled N -sphere
√
N − 1SN (N ∈ [n,∞)) or Gaussian measure (N = ∞), by the
theorems of Gromov–Le´vy, Bayle and Bakry–Ledoux mentioned in the Introduction; in
particular, they all satisfy a sub-Gaussian concentration (K(r) ≤ exp(−cr2)).
7.5 Relation of CD(ρ,N) to Bakry–E´mery’s original definition
In [2], Bakry and E´mery originally defined the Curvature-Dimension condition in the
context of abstract diffusion generators. Given an appropriate diffusion generator L,
they defined the associated Γ and Γ2 operators, and defined the Curvature-Dimension
condition, which we denote by BE(ρ,N), as the property that:
Γ2(f) ≥ ρΓ(f) + 1
N
(Lf)2, (7.2)
for all test functions f . When L = ∆g−〈∇g,∇gV 〉 on a Riemannian manifold (M,g, µ =
exp(−V )Volg), where ∆g denotes the Laplace-Beltrami operator, this condition trans-
lates to:
Ricg,µ(∇f,∇f) + ‖Hessgf‖2 ≥ ρ |∇f |2 + 1
N
(Lf)2.
It was shown by Bakry [1, Section 6] for N ∈ [n,∞], and extended to all N ∈ (−∞, 0)∪
[n,∞] in [31, Remark 2.4], that in this case, BE(ρ,N) is equivalent to CD(ρ,N) for all
ρ ∈ R. However, we note that the elementary argument used to deduce this equivalence,
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based on the Cauchy–Schwarz inequality, no longer applies for N ∈ [0, n), and so it
seems that the two definitions diverge in that range. Of particular interest is the range
N ∈ (0, 1), which we have developed in this work for the CD(ρ,N) definition. The
difference between the two definitions is especially evident from the fact (7.1) that the
CD(ρ,N) condition is monotone in 1N−n , whereas the BE(ρ,N) condition (7.2) is clearly
monotone in 1N .
7.6 Future Work
In general, the CD(ρ,N) condition will not yield any meaningful information on (Mn, g, µ)
when N ∈ [1, n). However, in a subsequent work [47], we devise a more restrictive con-
dition we dub the Graded Curvature-Dimension condition, which in some cases allows
handling the latter regime. Even in the classical regime N ∈ [n,∞), we may use this
condition to sharpen our previous isoperimetric results from [48] in the Euclidean setting
(it was shown in [48] that our isoperimetric inequalities are sharp in the Riemannian set-
ting, but when ρ 6= 0, we show in [47] that they are no longer sharp in the Euclidean
one).
Another direction which is worth looking into, is investigating whether our results
from [44], asserting the equivalence of concentration and isoperimetric inequalities on
weighted manifolds satisfying the CD(ρ,N) condition with ρ ≤ 0 and N = ∞, may be
extended to the range N ∈ (−∞, 1).
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