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Abstract. On appliying the theory of the Optimal Decentralized Regulator (ODR) 
to the control of an Electric ?ower System (EPS), due attention has not been paid 
to some aspects such as the importance of che design model structure, the feasibility 
oi reducing the generating unit efforts by penalizing the tra!lsient loop of the 
speed regulators deviations, and t:he application of the ODR only ~o en area ·•ith 
low capacity relative to the pool. In this paper, the importance of the external 
equivalent load in an area ODR design structure is studied, both analitically and 
by simulation, comparing the Calovic / Siljak structure and the Hiyama structure. 
Taking into account the real state of che EPS, the classical assUl!lption that an 
ODR is implemented in each area is rejected; instead it is applied only in a lo10 
capacity area, using for the rest PI regulators. In a second part of this paper, 
the feasibility of reduce the generating efforts is considered tly including in the 
model the transient loop ("dash-pot") of the speed regulators. Finally the effect 
of a multiple variety of penalizations of the area state variable deviations (in 
the ,£-matrix of the ODR) is studied by simulation, using a model elaborated with 
experimental and compiled Yalues from the Catalan Power System and the directly 
coupled systems (Spanish and French ones). 
Ka~•ords. Optimal Control. Large-Scale Systems. Po10er Systems Modelling and Control. 
INTRODUCTION 
The study of tb& ODR application in the Load-
Frequency Control (LFC) problem has normally 
started from design structures composed of sime-
trical areas, using the same model for the design 
of the ODR of each area. In this paper, taking 
into account the real state of the EPS, this 
classical assumption is rejected, and the imple-
mentation of an ODR only in a low capacity area 
is studied. 
Due to the low capacity of this area, the kinetic 
energy delivered by the external load can be 
relativelly important compared 1o'ith the area 
generation capacity. In this way, the Calovic, 
Cuk and Djorovic (1977) design structure (where 
only the internal states of the area and those 
of the power links area needed) and the Hiyama 
(1982) structure (enlarged with an external load 
equivalent) are compared, and ~Ie feasibility 
of an area ODR capable of reducing the external 
area frequency deviations and also capable of 
combining the area internal generation with the 
ext~rnal load .<feli vered energy, is studied. In 
the first place, this study is done analitically, 
fitting the Calovic and Siljak (1978) structure 
to the Elgerd and Fosha (1970) scheme of interco-
nnected areas and comparing the sub-optimality 
index of two different design structures. 
In a second part, the ODR for an area is designed 
(using for the remaining areas PI regulators), 
and the importance of the external load and the 
effect of a multiple variety of penalizations 
of the area state variable deviations are . studied 
by simulation. These simulation studies are ca-
rried out using a model elaborated with experimen-
tal results from the Catalan Power System and with 
compiled values from the directly coupled systems 
(Spanish and French ones). 
AUTONONOUS AREA OLR FOR~!ULATION 
In this section, starting from the Calovic (1977) 
and Siljak (1978) formulation and fitting it 
to the Elgerd and Fosha (1970) model of two inter-
connected areas, a general formulation for the 
autonomous area OLR is established. 
Given an EPS described by: 
x(t) = A x(t) + B u(t) + F z(t) 
IV """"' _..., .,,.., 
y(t) eT x(t) [l] 
., N .., 
where: 
states of the areas. ~EtF 
!;Ct) control actions (control laws). 
~EtF perturbations. 
y(t) = measurable outputs. 
the purpose is to design a local OLR for every 
area . 
Decompos ing ,[1] for every subsystem (area ), the 
folloHing equation is obtained: 
; . (t) = A.x.(t) +B . u . (t) ;F . z.(t) +V.Ap.(t) [2] 
¥1 Nl.N]. N].~l. ltl].¥1. N]. 1 
being A .Ei the power interchanged through the 
tie lines, and .J i a constant vector that weighs 
the coupling degree between the tie lines of 
the different areas. 
Using the Elgerd and Fosha (1970) model for the 
interconnection lines bet1-1een the areas i and 
j. 
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where ~ • i and ~ • j are the a ngles of t he vol tages 
v•. and v· . i n the tie line terminal s , .fi the 
1 J 
nominal frequency of the a rea i and X t he r eactan-
ce of the tie line, one can write for a system 
composed of s areas: 
s 
ahCt) = L criiAfiCt)- T1 jAf/t)), 
j=l [ 4] 
j=i i=l,2, ••• ,s 
Defining two vectors 2ii and .Sij, with only an 
element different than zero (unitary), in the 
way that: 
m .. x.(t) 
Nl.l. Nl. 
qij X .(t) 
.. ..,J A f .(t) J 
the expression [2] is extended: 
[s] 
~.EtF = A.x . (t) +B.u . (t)+F . z.(t) +V.t. p.(t) 
N]. ,..,1.,.,1. Nl.Nl. ,.,l.IV]. #-'1. ]_ 
a p.(t) = T . . m . . x . (t)-~ T . . q . . x . 
1 11,.11,.1 L_ 1J.,1J.,J 
j=l 
j=i 
T y.(t) =C. x.(t) 
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[6] 
being n the dimension of the state vector ~i. 
Following the Calovic line, g generating units 
are assumed, being t the thermal and h the hydro-
electrical ones . Its participation levels to 
the total generated power of the area is es tabli-
shed by means of a participation vector Y.. On 
...,1 
the ot;.her hand, the economic dispatch can fit 
another vector &i , ~<ith the purpose of authori-
zing the transmission of the control actions 
.!!i only if the ob tai ned value in every computa-
tion i s significatively different with respect 
to the last value transmitted to the power plants. 
IVith these vectors, the vector of transmitted 
set-points is: 
u. = { .p . w. 
Nl #Vl.Nl.fVl 
[7] 
>~here w. 
1¥1 
is the op t imal cont r ol law vect:or obtai-
ned from the Riccati equa tion (OLR design). 
Assuming that the perturbations z(t) are constant 
and j,nc luding the ACE (Area Cotl trol Error) and 
the vec tors '{. ~nd AA. .. 
-l. ,_1 , t he ex pression [ Q] is 
writen in the perturbational form: 
: A A lt 1\ S 
x.(t) = A.x.(t) HB.~< . E tF + ~ 
Nl. Nl.~ I.IN...I~ L 
j=l 
being, for the i area: 
j =i 
V. 
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} steady state -ss V values . 
.,ss 
Including the ACE as a state variable of the 
system, and assuming :ss = ~ss 0, the state 
equation of the decoupled i area is: 
X. A. 0 V. X. 
[" /p 
.I~ ~~ DNN~ ~~ NJ...,J...,). 
T 0 vi cl . 0 V. + 
'"· .vl ~ .,.1 
ll . ~ T .. m . . 0 1 ll p~ 0 pi Ll ,...,l.l. 
~. = A.x. HV.~ p . + D.'f.JI.. H. 
Nl. tv].__,]. 1\11. 1. Nl.;., J....,J. ,..1 
~J = U. X. + ~ p. 
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Llp~ = T .. m .. x. 
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[10] 
The variables ~i an!l A pi ar:e phYsical variables 
of the system, 1vhereas the variuble v. </ACE dt ) ]. . 
is obtained artificially from the frequency and 
the interchanged power samples. On the other 
hand, ~. is a discrete time variable, which means 
]. 
a bound in the classical studies in the continuous 
domain (Bertran, 1985), However, in this paper, 
He shall use the continuous dou1ain in order to 
facilitate the comparison of results, 
Starting from the following expression of the 
decoupled i ar:ea: 
;. A A 
" " Gll X. = A. X. + 13 . H. 
"']. N~ ,..l. .,..J.NJ. 
the purpose is to design an 011( that minimizes 
the integral index: 
2alot 
e 
Using the substitutions: 
~ clot 
X. = e X . 
....,]. N J. 
~ 
and w. 
N]. 
and choosing a quasi-diagonal Q. matrix 
Nl. 
[12] 
[13] 
t] [14] 
h Q OT . ~~ ere "'ai = tVai l.S a n x n positive definite 
matrix that "heigs the internal state deviations 
of the i area, qii is the ACE deviations penalty 
an!l qPi is the power interchan:;ed penalty, As 
Calovic, Cuk and Djorovic (1977) have !le•nonstra-
te!l, with this choice of the .9i matrix it is 
possible to find a Riccati matrix £ such that 
'the optimal control law is: 
M~ = -K x. - Ki jAcE dt 
Nl. ,..,p lwl. 
where : 
being p .. the elen1ents of the Riccati matrix • 
• l.J 
Considering the vectors V. and JL., the last con-
-1. /,Vl. 
trol action to be transmitted to the generating 
units of the i area is: 
[16] 
STUllY OF T!lE STlWCTUl:E OF A T',IO-At:EA EPS 
Introduction 
The typical study of the decentralize!l LFR is 
based on the decoupling of the lari!e-scale system 
(LSS) through the pm1er links of the areas, desi~­
ning a sub-bptimal regulator for every area, 
In this case, only the internal states of the 
area and those of the pouer links are neede!l 
for the desi3n of the ODR. (Siljak, 197C). He shall 
denote this desiGn structure as STR.I. 
In a two-area EPS, 1-1ith a lo1-1 capacity nrea (Area 
1) relative to the pool, the poHer interchanges 
bet1·1een \Joth arens are established from the kine-
tic ener~y delivered by the load in Area 2 provi-
dinJ that the pcrturb<Jtion level (in :\rea 1) 
be low; this is due to the bigger capacity of 
Area 2 and the nullification of the re:;ulation 
of this area, llhich is due to the .\Cil dead-band 
and transducer's insensibility). In this case, 
Iiiyamn (1932) has satisfactorily experimented 
a desi3n 
of An~a 
structure (STT:.II) for the regulators 
based on a model cooposed of this area 
and its external equivalent load. 
r 
In this section, the Calovic I Siljak structure 
(with the areas decoupled by the power links) 
and the Hiyama structure (based on the area model 
and an external equivalent load) are analitically 
compared and the external load importance is 
studied. 
Suboptimality studies 
Some first considerations about the optimality 
level of an ODR based on each of the two design 
structures introduced above are here studied, 
by using the classical model of two interconnected 
areas because of its simplicity and its pessimis-
tic forecast. 
The suboptimality of an ODR when the design model 
is decoupled by the interconnection link (STR.I) 
is first studied by taking as state variables 
the following set of physical variables (Fig.1): 
valves opening 
x2, x7 = generated power 
x3 , x8 = frequency deviations 
phase deviations. 
-----Areas l and 2 ODR design stricture I (STR.I) 
- . _._Area 1 ODR design structure II (STR.II) 
J~JtJ Area 2 ODR design structure II (STR.II) 
Fig.1.- Two-area model, 
By using the perturbational expression [ 8] and 
assuming the perturbations (PD) in Fig,l as cons-
tant, the following model is obtained: 
.I -r;l 0 -R-1r1 I &1 0 •t rl &1 
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[17] 
The suboptimality index £ defined by Siljak and 
Sundareshan (1976) is reformulated for a system 
with an ODR in each area and without structural 
perturbations as follows: 
where: 
1. 1, .. .• ~ 
[18] 
P. Riccati matrix for the 
Nl. 
subsistem i. 
-1 T 
:!i = !i ~i ~i Pd'i + .. Qi 
). m (.) minimum eigenvalue of 
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maximum eigenvalue of 
the matrix (.) 
f ij = ..\~ <5j NHij) 
.. 
being H. . = E. . when 
Nl.J .. l.J 
the control 
law of the i-area is based only 
on the 
area, 
internal 
and H . . 
"'l.J 
exists a 
variables of the 
A A g 
E .. -B . k . . 
Nl.J .,l..,l.J 
gain vector there 
that relates the control 
when 
kg 
-ij 
law of 
the i-area with its interconnection 
variables. 
The . nullification of £ is possible 
if there exists 
k~ . such as: 
a non-zero vector 
Nl.J 
k!\ . = E~~t FJN~D! t . 
Nl.J NJ...l. ..,J.,. l.J 
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[17] • 
the following results have been obtained (Bertran, 
1985): 
and, 
tl2 
~ON 
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Tpl 
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[21] 
The minimum eigenvalue of \.[. and the maximum 
"'l. 
of !i not only depends on the s ys t em s tructure, 
but also the R and Q matrices ( U2]) t ake part 
in their determination. For this reason it's 
only possible to conclude that there is a depen-
dency between the state of the interconnection 
(T12 ) and that of the load of the two areas (K , p 
Tp) in the determination of£, This suboptimality 
index has a random component, owing to aspect 
t-variant of the load. 
The study of the Hiyama structure (STR.II) is 
more complex since the expression (18] is only 
appliable to isolated subsytems, and the load 
of every area is now a common part of the design 
model of each ODR. For this reason the feedback 
gain ka corresponding to the optimal gain vector 
that relates the state variable x8 (Fig.1) with 
the control input u1 has been included. In this,_'\ 
case the perturbational formulation of Area 1 
is: 
0 
.o 
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0 0 
0 0 
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B al 
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[22] 
l-' rom this expression and l19] a coordination 
vector is possible, 
g "'T"' -1 "'T" ~NO ; E!lL~\F ~N.~NO ( 0 0 0 kB ) (23) 
with which the expression [21] is also valid. 
Without this coordination vector, 
'e 0 -1 -1 [12; MAX (k8Tgl 'T12Kp1Tp1) [24] 
and the expression [18] becomes: 
I -1 -1 £. 
IIAX (k;jT;I ' TllplTpl) + TI2Kp2Tp2 ~ 
I+ r. 
i•l,2 [25] 
Comparing [211 and [ 25] , if 
0 
-1 -1 
k8Tgl,::::. T12Kp1Tpl [26] 
the left term of the expression ( 21] is less 
than the one of the left of [ 25] , that means 
a worse optimali ty of the ODR based on the Hiyama 
structure if the gain kB exists and it is a high 
one. On the other hand, the random aspect of 
E. is now reduced. 
Using typical parametric values in the model 
of Fig.l (Bertran,l985), it is concluded that 
the importance of the ,9 and R matrices is bigger 
than the design structure, 
SI~illLATION STUDIES 
Introduction 
In this section the importance of the Q and R 
...., .., 
matrices in the design of the ODR of Area 1 is 
studied by simulation. Taking into account the 
real state of the EPS, the classical assumption 
that an ODR is implemented in each area is rejec-
ted; instead it is applied only to a low capacity 
area (Area l) relative to the pool, using for 
the rest (Area 2) typical PI regulators. The 
ODR design is made following the two design struc-
tures of the preceding section. 
In order to reduce the generating efforts, an 
alternative way to the us e of non-linear elements 
is studied, including in the model the transient 
loop ("das h-pot") of the speed regulators, and 
imposing a penalty to this loop deviations in 
the Q-matrix. On the other hand, the effect of 
... 
a multiple variety of pena lizations of the Area 
sta te variables is studied by simulation. 
Model formulation 
A set of physical variables has been selected 
for the design model formulation from the reduced 
small signal hydro-electrical model of Fig.2 
In this figure Area 1 equivalent speed regulator 
has been modelled according to the IEEE scheme 
and Area 2 speed regulators with the Elgerd and 
Fosha scheme. The parametric values have been 
obtained from experimental results in the Catalan 
Power System -Area 1- and from compiled values 
of the remaining directly coupled system (Spanish 
and French, Area 2) -Bertran, 1985. The inertia 
of the thermal units has been included in the 
load model of each area, 
This set of physical variable's is as follows: 
xl' x8 
x3' x7 
x4' x6 
x5 
x2 
V 
gate openings. 
generated power, 
frequency. 
interchanged power. 
transient loop ("dash-pot") displacement 
ACE integral. 
The perturbational design model for the design 
of the ODR of Area.1 is, according to the STR,l: 
.· 
0 0 
-a"&T;: JECT;!HT~F 0 
_T2 +24'1'-11 zr-1 
vl· a al 
0 0 
0 0 
0 0 (!o 0 
•s 0 0 0 0 
+ 
0 
0 
0 [ 27] 
And, including the load of Area 2 (STR.II): 
., 
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.. 
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[28] 
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CASE 
c 
Q 
-TL2 
~I 
3,:!ti2 
3,535 
), 76:.!9 
3,35 
3, 77" 
3, 54 77 
4 ,6:.!bd 
4' 51,2 
4,644 
6,6425 
6' 6144 
., 
., 
., 
.. 
•• 
Choice of the penalizations 
The following choices of the parameter o(, 0 and 
the 3 and! matrices [12] have been studied: 
case ~M ~ ,9 
A 0 l diag(0,5;0,5;0,5;0,5;0,5;0,5) 
B 
c 
D 
E 
G 
I 
K 
L 
N 
Q 
0 I 
... 
0 I 
.., 
0 I 
0 l 
0 I 
0 I 
0 I 
0 
0 
0,02 
.., 
diag(0,5;0,5;0,5;0,5;0,5;0,5;0,5) 
diag(0,5;0,5;0,5;1;0,5;0,5;0,5) 
diag(0,5;0,5;0,5;0,1;0,5;0,5;0,5) 
diag(0,5;0,5;0,5;0,5;0,5;0,5;1) 
diag(0,5;0,5;0,5;0,5;0,5;0,1;0,5) 
diag(O,S;O,S;O,S;O,S;l;O,S;O,S) 
diag(O,S;0,02;0,5;0,5;1;0,5;0,5) 
diag(0,5;0,5;1;0,5;1;0,5;0,5) 
diag(O,S;O,S;O,S;O,S;l;O,S;O,S) 
diag(0,2;0,5;0,2;0,8;1;0,9;0,8) 
Case A corresponds to the design structure STR.I, 
whereas the remaining ca~es correspond to STR.II 
for different penalizations of the deviations 
of the states of Area l, Solving the Riccati 
equation, the optimal gain vectors (Fig,2) of 
Table I have been obtained, 
-0,]]1 
-0, L37B 
-0,144] 
-0, L325 
-0,1444 
-0, 138 
-0, NU~R 
--U,11;jj 
-O,lti1Jts 
--0,2:.!79 
-0,2Y47 
0,3401 
o, 3536 
0, 3627 
0, 3463 
U,3b07 
0,348 
0,5061 
0,51 
0,5024 
O,l:!Hll 
0, 7124 
TAULE l 
0, IIJ7 
0,0!)54 
O,Oii9<J 
OIOY~U 
0,0"78 
O,OY12 
0,1455 
u, 1497 
0, N4~] 
0,1973 
0,198. 
Uuriukd !:)Uill vec[or~. 
0, 706" 
0, 706 
0,7066 
0, 70b4 
U, 7U65 
• 0, 7064 
0, 9YY6 
U,Y'-JlJ 
O,IJlJIJ6 
I ,4141 
J ,3YIY 
MIMP~U 
0,055" 
u,Oi:it..H 
0,03:!5 
0,0706 
0,0643 
0,0534 
0,048 
0,0537 
0, J04b 
u,oc;uo 
~T 
O,Ol'J 
0,0252 
0,0141 
o,o:nL 
O,O:l2J 
o,o:n 
0,021:0 
0,023 
0,0406 
0,04 
~~~EAn!u. l) 
---... ------------- -- ----- --, I I 
I •'•• I l<t. 
----.. - l't' llll.oJIY ltll•l'• 
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....... !-·· ••• -) 
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'p3 • 5,062.5 11&/p ...... 
r,2 • o,a1 .... 
cao • O.O~Z. P·'· HW /Ut , 
(0•= ), ~NNER l'·"· HW/Ih. 
Simulation results 
With these values, and fitting the secondary 
regulation of Area 2 (ACE regulation) as 
u2 = K2 fACE d t 
with: K2 = 0, 02, the simulation results of 
Fig.3 and Table II have been obtained (with the 
CSMP language). 
[ 160 160 160 
CAS£ AC£ dt 1 x~EtF dt J; x;(t) dt 0 0 
-0,2388 0,0061 0,0013 
-0,2386 0,0061 0,0013 
JMIOit~ 0,0061 0,0013 
E 
-<l,2422 0,0061 0,0013 
-<l,2394 0,0061 0,0013 
-<l,l8!2 0,0063 0,001 
-<l,l439 0,0064 0,0008 
-<l,!459 0,0004 o.ooo~ 
PI 
regulator -o,l622 0,0065 0,001 
TABLE II: Cost functions. 
ll.:l <w~~~t:r..~Lt:J pthot:l w All' .. 1 ) 
Conclusions 
Comparing the optimal gain vectors and the simula-
tion results of cases A and B, the neglegibility 
of the effect of the inclusion of the external 
load in the design model is deduced. 
In cases C, D and E, where the frequency devia-
tions have been penalized, the optimal gain vector 
and the simulated system dynamics are very similar 
among them and with respect to cases A and B. 
The same situation occurs in case G, where power 
interchanges are penalized. 
, 
When ACE deviations are penalized in case I, 
the system behaviour is sensitive to this penali-
zation. The accumulated .interchanged power is 
less than in preceding cases and the frequency 
deviations are bigger, although these values 
are directly related to (3 . The ACE improvement 
in this case means a bigger generation in Area 
l, and the lower power interchanges are obtained 
at the cost of high generation efforts in Area 
2' during the first seconds of the transient, 
which implies a considerable spinning reserve 
in Area 2. 
~·"· HW In case K the penalization of the transient loop 
o,u12 deviations in the speed regulator reduces the 
unit generating efforts. These results are similar 
0 
u lU 
~ ~ llrequency J~viN::NLiuus lll Alt:'-1 I) 
'nz. 
CAS f.$ 
lU 
--------A, 8, c, U, A::, r.; 
---1 
~~ 
·-·-·-N, tj 
... ,_, __ ,,,. .•. ACJ::: ro:NNNul~:tLion (1-'1) lll ltvLII t.~lJ~ ... . 
~.~~M~JJJJJJJ~lUJJJJJJJJJJJJJJ~H ..JJJJJJJJJJJJJJ·~~~ 
Fig.3.- Simulated responses for a O.Olp.u.MW load 
increase in Area l. 
to those obtained in case L, where the generated 
power is penalized. 
In case N (!, decreasing) a major control effort 
is allowed; that improves the system behaviour 
at the cost of an important spinning reserve 
in Area l. A similar situation occurs in case 
Q, where a minimum stability degree is imposed, 
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