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Properties of invariant sets of descending flow defined by a pseudogradient vector
field of a functional in a Banach space are studied. In this way, several critical
points can be found by constructing different invariant sets on which the functional
is bounded below. Under suitable conditions, the existence of at least four critical
points of a functional is proved, each critical point being in a certain invariant set.
The theoretical results are applied to nonlinear elliptic boundary value problems
and nonlinear systems of ordinary differential equations. In variant cases, at least
four solutions are obtained for these equations.  2001 Academic Press
1. INTRODUCTION
The purpose of this paper is to present a general approach for finding
critical points of a functional and to show how this general method is used
to study the existence and the multiplicity of solutions of the nonlinear
elliptic boundary value problem
{&2u= f (x, u),u=0,
x # 0
x # 0
(1.1)
and of the periodic problem of the system of nonlinear ordinary differential
equations
{u +{uV(t, u)=0,u(0)=u(2?), u* (0)=u* (2?), (1.2)
where 0 is a bounded domain in RN with smooth boundary 0,
f: 0_R  R a Lipschitz continuous function, V: R_RN  R is continuous
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and periodic in t with period 2?, and {uV is the gradient of V with respect
to u.
Let X be a Banach space and f a C 1 functional defined on X. Denote by
f $(u) the gradient operator of f at a point u # X. It is known that f $(u) # X*,
the dual space of X. According to Palais [17], f has a pseudogradient vec-
tor field W: X0  X which is Lipschitz continuous from X0 to X, where
X0=[u # X | f $(u){0] (see Section 2 for the definition of this concept). Let
u0 # X0 and consider the initial value problem
{
d
dt
u(t)=&W(u(t)), t0,
(1.3)
u(0)=u0 .
Let u(t, u0) be the unique solution for t0 with maximal interval of exist-
ence [0, ’(u0)). We call this solution a descending flow curve in accordance
with the fact that the value of f on u(t, u0) is decreasing when t is increasing.
Using the descending flow of a functional one could prove various defor-
mation theorems which play important roles in modern critical point
theory, for example, in minimax theory, in Morse theory, and in Lusternic
Schnirelmann theory. The reader is referred to [1, 5, 16, 18, 20] for details.
The PS condition is necessary to obtain these deformation theorems. Recall
that a functional f defined on X is said to satisfy the PS condition if any
sequence [un]1 in X satisfying | f (un)|C for some constant C>0 and
f $(un)  0 as n   possesses a convergent subsequence. The basic idea of
deformation theorems says that if a number c is not a critical value of a
functional f which satisfies the PS condition then fc&= is a strong deforma-
tion retract of fc+= for some =>0. Or, in other words, at least one number
in an interval [a, b] is a critical value of f if fa is not a strong deformation
retract of fb . In various deformation arguments, solutions of (1.3) are cru-
cial for constructing deformations. In some cases, deformation are con-
structed by the solution of the modified initial value problem
{
d
dt
u(t)=&h(u(t)) W(u(t)), t0,
u(0)=u0 ,
and different h(u) should be chosen in accordance with different
requirements.
In this paper, instead of using descending flow to construct deforma-
tions, we study directly the descending flow itself. We will analyse the
properties of the flow, pay close attention to the direction and the destina-
tion to which the flow goes, and seek the limit along the flow. We are
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interested in those points in X across which the flow does not go to infinity
and work for seeking such points in X. If we have such a point, then the
flow curve crossing it goes ultimately to a critical point. It seems that one
would obtain many critical points if he or she is given many such points.
However, even if there may be many such point, we cannot get more than
one critical points in general since the different flow curves may ultimately
go to the same critical point. In order to get more critical points, we will
define the concept of invariant set of descending flow and then we will
divide the whole space X into several invariant subsets of descending flow.
In this way, we can get more than one critical point.
The paper is organized as follows. In Section 2, we introduce the concept
of the invariant set of descending flow for a functional and show how
known invariant sets can be used to produce new ones. If a functional is
bounded below on an invariant set, we then get a critical point on this set.
Therefore, several critical points may be found if several disjoint invariant
sets are available. We prove some varieties of the mountain pass lemma in
this section.
In Section 3, we prove the existence of at least four critical points for a
class of functionals under suitable conditons. As a special case, we get the
following result. Let f be a functional defined on a Hilbert space H which
satisfies the PS condition. Let f $(u) have the expression f $(u)=u&Au
for u # H. If there are open convex subsets D1 and D2 of H and a path
h: [0, 1]  H with the properties that D1 & D2 {<, A(D1)/D1 , A(D2)
/D2 , h(0) # D1"D2 , h(1) # D2"D1 , and infu # D 1 & D 2 f (u)>supt # [0, 1] f (h(t)),
then f has at least four critical points, one being in D1 & D2 , one in D1"D 2 ,
one in D2"D 1 , and one in H"(D 1 _ D 2).
In Section 4, we study problem (1.1) with superlinear nonlinearities or
with asymptotically linear nonlinearities. The asymptotically linear case
is permitted to include the resonant one. Under generic conditions, we
prove that (1.1) has three nontrivial solutions or even seven nontrivial
solutions.
Section 5 is devoted to study problem (1.2) with superlinear non-
linearities or with asymptotically linear nonlinearities. We prove that (1.2)
has at least three nontrivial solutions under similar conditions as in Section 4.
Remark 1.1. Problem (1.1) has been studied by many authors; see, for
example, [1, 5, 20, 25] and the referances therein. Recall that under super-
linear and subcritical conditions Ambrosetti and Rabinowitz [1] proved
that there are at least two nontrivial solutions of (1.1), and this result was
improved by Wang in [25] who proved that there are at least three non-
trivial solutions of (1.1). The results presented here concern those in [25].
Our results are more general in two aspects. First, conditions on the non-
linear function f are less confined here. Second, we get more interesting
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properties of the solutions. In addition, the approach here is very different
from that in [25]. Theorems 4.1, 4.2, 4.5, and 4.6 are first proved in [14].
Remark 1.2. Problem (1.2) has been studied by [4, 12, 13]. In [13],
the authors get at least one nontrivial solution, while in [4], the authors
get at least two nontrivial solutions. In the present paper, we get at least
three nontrivial solutions.
Remark 1.3. Methods used for (1.2) are suitable for the studying of the
following system of elliptic problem
{&2u={uF(x, u),u=0,
x # 0,
x # 0,
(1.4)
where F # C2 (0 _Rm, R) and 0/RN is a smooth bounded domain.
Results similar to those in Section 5 can be obtained for this problem.
Equation (1.4) and the like have been studied by [2, 7, 19, 27].
2. INVARIANT SETS OF DESCENDING FLOW
Let X be a Banach space, f a C1 functional defined on X, and f $(u) the
gradient operator of f at u # X. Let K=[u | u # X, f $(u)=0] and X0=X"K.
Definition 2.1. A Lipschitz continuous map W from X0 to X is called
a pseudogradient vector field for f if it satisfies
(i) ( f $(u), W(u)) 12 & f $(u)&
2 for all u # X0 ; here (}, }) means the
duality between X* and X;
(ii) &W(u)&2 & f $(u)& for all u # X0 .
This definition was first introduced by Palais [17], and we state it in a
somewhat different way for reasons of convenience. According to [17], a
pseudogradient vector field always exists for a C1 functional.
Let W(u) be a pseudogradient vector field for f and u0 # X0 , and con-
sider the initial value problem in X0 :
{
d
dt
u(t)=&W(u(t)), t0,
(2.1)
u(0)=u0 .
By the theory of ordinary differential equations in Banach spaces, (2.1) has
a unique solution in X0 , denoted by u(t, u0), with right maximal interval
of existence [0, T(u0)). Note that T(u0) may be either a positive number
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or +. Note also that f (u(t, u0)) is monotonically decreasing on [0, T(u0))
and therefore u(t, u0)(0t<T(u0)) is called a descending flow curve.
Definition 2.2. A nonempty subset M of X is called an invariant set of
descending flow for f determined by W if
[u(t, u0) | 0t<T(u0)]/M
for all u0 # M"K.
An invariant set of descending flow for f determined by W is simply
called an invariant set of descending flow for f or an invariant set of
descending flow if no confusion will occur. This definition was first intro-
duced by Sun in [22]. The next lemma is an easy consequence of it.
Lemma 2.1. Let f be a C1 functional on X and W be any pseudogradient
vector field for f. Then
(i) X is an invariant set of descending flow;
(ii) for any M+ (+ # 4), a class of invariant sets of descending flow,
both + # 4 M+ and + # 4 M+ are invariant sets of descending flow;
(iii) for any a # R the level sets fa=[u | u # X, f (u)a] and f oa=
[u | u # X, f (u)<a] are both invariant sets of descending flow.
For a subset M of X, f is called satisfying the PS condition on M if any
sequence [un]1 /M such that [ f (un)] is bounded and f $(un)  0 as
n  + possesses a convergent subsequence. Our first main result is as
follows.
Theorem 2.1 [22]. Assume that M is a closed invariant set of descend-
ing flow and f satisfies the PS condition on M. If infu # M f (u)>&, then
infu # M f (u) is a critical value of f and f has critical point in M corresponding
to this value.
Proof. The proof is standard and we only sketch it. For any u0 # M"K,
we have
[u(t, u0) | 0t<T(u0)]/M
since M is an invariant set of descending flow. Denote the number
infu # M f (u) by c, then, for all 0t<T(u0),
c f (u(t, u0)) f (u0). (2.2)
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From this and using (2.1) and the definition of the pseudogradient vector
field we see that, for 0t1<t2<T(u0),
&u(t2 , u0)&u(t1 , u0)&2 |
t2
t1
& f $(u(t, u0))& dt
2 \|
t2
t1
& f $(u(t, u0))&2 dt+
12
(t2&t1)12
2 - 2( f (u0)&c)12 (t2&t1)12.
Now two cases may occur. If T(u0)<+, the last inequality implies that
lim
t  T(u0)&
&u(t, u0)&u*&=0
for some u* # X. Then u* # K, since if not, the right existence interval of
u(t, u0) would be [0, T(u0)+T(u*)) for some T(u*)>0, but this contra-
dicts the maximality of [0, T(u0)). Since M is closed, u* # M.
If T(u0)=+, since f (u(t, u0))(0t<+) is bounded, there is an
increasing sequence [tn]1 with tn  + as n  + such that
d
dt
f (u(t, u0)) } t=tn  0 as n  +.
It follows from (2.1) and the definition of the pseudogradient vector field
that
& f $(u(tn , u0))&2  0 as n  +.
By the PS condition, there is a convergence subsequence of [u(tn , u0)],
which we denote also by [u(tn , u0)]. Let u*=limn  + u(tn , u0), then u*
is a critical point of f and u* # M.
In either case, there exists a critical point u* # M with the property that
c f (u*) f (u0). Therefore, there exists a sequence of critical points
[un]1 /M such that limn  + f (un)=c. Again by the PS condition,
along a subsequence of [un]1 we get a limit u~ # M which is a critical point
of f and satisfies f (u~ )=c. The proof is completed. K
Definition 2.2 [22]. Let M and D be invariant sets of descending
flow for f, D/M. Denote
CM (D)=[u0 | u0 # D, or u0 # M"D and there is 0t$<T(u0)
such that u(t$, u0) # D].
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If D=CM (D), then D is called a complete invariant set of descending flow
relative to M.
Note that CM (D)#D and CM (D) is the maximal subset of M which is
retracted by D and that CM (D) is the minimal one of all complete
invariant sets of descending flow containing D and contained in M. The
following lemma is a direct consequence of Definition 2.2.
Lemma 2.2. Let M be an invariant set of descending flow, D1 , D2 /M,
D1 and D2 both invariant sets of descending flow. If D1 & D2=<, then
CM (D1) & CM (D2)=<.
Lemma 2.3 [22]. Assume that M is connected and is an invariant set of
descending flow, D is an open subset of M and is a complete invariant set of
descending flow relative to M. If D{M, then MD, the boundary of D
relative to M, is nonempty and is a complete invariant set relative to M.
Proof. By the connectedness of M and the fact that D{M, we have
M D{<.
We first prove that MD is an invariant set of descending flow. Let
u0 # (MD)"K, it should be proved that [u(t, u0) | 0t<T(u0)]/MD.
We assume, by contradiction, that there is 0t$<T(u0) such that u(t$,
u0)  M D, then u(t$, u0) # D _ (M"D M), where D M is the closure of D
relative to M. Now, two cases may occur. Case (i): u(t$, u0) # D. In this case
we have u0 # CM (D)=D, which contradicts u0 # MD and the fact that D
is open in M. Case (ii): u(t$, u0) # M"D M. Since M"D M is an open subset
of M and M an invariant set of descending flow, there is a neighbourhood
U of u0 in M such that, for any u1 # U, u(t$, u1) # M"D M. Choosing
u1 # U & D, we get a contradiction since D is an invariant set of descending
flow. In either case, we come to a contradiction. Therefore, MD is an
invariant set of descending flow.
Next, we prove the completeness of MD relative to M. Let
u0 # CM (MD). We should prove that u0 # M D=D M"D. It is obvious that
u0  D since D is an invariant set of descending flow and D is open in M.
Therefore, we need only to prove that u0 # D M. We assume, by contradic-
tion, that u0 # M"D M. Since u0 # CM (MD), there is a 0t$<T(u0) such
that u(t$, u0) # MD. By the continuous dependence of ordinary differential
equations on initial data, there are a neighbourhood U of u0 and V of
u(t$, u0) relative to M such that U/M"D M and T=u(t$, }) is a
homeomorphism from U to V. Choose u* # V & D. Then there is a u1 # U/
M"D M such that u(t$, u1)=u* # D. Hence u1  D M and u1 # CM (D), and
we have come to a contradiction since CM (D)=D. K
263DESCENDING FLOW IN CRITICAL POINT THEORY
Lemma 2.4 [22]. Assume that M is connected, M is an invariant set of
descending flow, D is an open subset of M, and D is also an invariant set of
descending flow. Then
(i) CM (D) is an open subset of M;
(ii) if CM (D){M and infu # MD f (u)>&, then infu # M CM (D) f (u)
infu # MD f (u).
Proof. The result of (i) is obvious by the continuous dependence of
ordinary differential equations on initial data. As for (ii), we assume that
u0 # MCM (D) and we need to prove that f (u0)infu # M D f (u). If
u0 # MD, then f (u0)infu # M D f (u). If u0  MD, then u0  D
M. Therefore,
there is a sequence [un]1 with [un]

1 /CM (D) and [un]

1 & D
M=<
such that
lim
n  +
un=u0 .
Since un # CM (D) and un  D M, there is a tn>0 such that u(tn , un) # MD.
Then, it follows that
f (un) f (u(tn , un)) inf
u # MD
f (u).
Hence, f (u0)=limn  + f (un)infu # MD f (u). In either case, we have
f (u0)infu # M D f (u). K
Theorem 2.2 [22]. Assume that M is closed, connected, and is an
invariant set of descending flow for f, D is an open subset of M, D is also
an invariant set of descending flow for f. If CM (D){M, infu # M D f (u)
>&, and f satisfies the PS condition on M"D, then infu # MCM (D) f (u)>
infu # MD f (u)>&, infu # MCM (D) f (u) is a critical value of f, and there
exists at least one critical point on M CM (D) corresponding to this value.
Proof. This result is a direct consequence of Lemma 2.3, Lemma 2.4,
and Theorem 2.1. K
Theorem 2.2 has several important corollaries. The first one is the well
known mountain pass lemma which is due to Ambrosetti and Rabinowitz
[1].
Theorem 2.3 (mountain pass lemma). Let f # C1 (X, R) satisfy the PS
condition. If 0 is an open set and there are two points u0 # 0, u1  0 such
that
max[ f (u0), f (u1)]< inf
u # 0
f (u),
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then
c= inf
h # 8
max
h # [0, 1]
f (h(t))
is a critical value of f, where
8=[h | h : [0, 1]  X is continuous, and h(0)=u0 , h(1)=u1].
Proof. It is obvious that cinfu # 0 f (u). Let =>0 be such that
c&=>max[ f (u0), f (u1)]. Let D= be the path-connected component of
f oc&= [u | u # X, f (u)<c&=] containing u0 . Then D= is an invariant set of
descending flow, u1  D= , and infu # D= f (u)=c&=. It is easy to see that
u1  CX (D=), therefore, CX (D=){X. By Theorem 2.2, in which we take
M=X and D=D= , c= infu # CX (D=) f (u) is a critical value of f and c=
infu # D= f (u)=c&=. Since u0 # CX (D=) and u1  CX (D=), for any h # 8,
maxh # [0, 1] f (h(t))infu # CX (D=) f (u)=c= . Hence, c&=c=c. Since = is
arbitrary, the PS condition implies that c is a critical value of f. The proof
is finished. K
Similarly, we have the second corollary of Theorem 2.2.
Theorem 2.4 [22]. Assume that M is closed, path-connected, and
locally path-connected. Assume that M is an invariant set of descending flow,
0 is an open subset of M, u0 # 0, u1 # M"0 . If
max[ f (u0), f (u1)]< inf
u # M0
f (u),
and f satisfies the PS condition on M, then
c= inf
h # 8M
max
h # [0, 1]
f (h(t))
is a critical value of f and there is at least one critical point in M correspond-
ing to this value, where
8M=[h | h : [0, 1]  M is continuous, and h(0)=u0 , h(1)=u1].
Proof. The argument for Theorem 2.3 is completely suitable in this
case. We need only to replace X and  by M and M respectively. K
The third corollary of Theorem 2.2 is as follows.
Theorem 2.5 [23]). Assume that H is a Hilbert space, M is a closed
convex subset of H, f is a C1 functional defined on H, f $(u) can be expressed
in the form f $(u)=u&Au, and A(M)/M. Assume also that f satisfies the
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PS condition on M, 0 is an open subset of M, and there are two points
u0 # 0, u1 # M"0 such that
max[ f (u0), f (u1)]< inf
u # M0
f (u).
Then
c= inf
h # 8M
max
h # [0, 1]
f (h(t))
is a critical value of f and there is at least one critical point in M correspond-
ing to this value, where
8M=[h | h : [0, 1]  M is continuous, and h(0)=u0 , h(1)=u1].
The proof of Theorem 2.5 is directly obtained by Theorem 2.4 combined
with the following lemma.
Lemma 2.5 [23]. Assume that H is a Hilbert space, M is a closed con-
vex subset of H, f is a C1 functional defined on H, f $(u) can be expressed
in the form f $(u)=u&Au, and A(M)/M. Then there exists a
pseudogradient vector field W for f such that M is an invariant set of
descending flow for f determined by W.
Proof. Let H0=H"K, where K=[u | u # H, f $(u)=0]. For u* # H0 ,
define
U(u*)=[u # H0 | &Au&Au*&< 18 & f $(u*)&, & f $(u)&>
1
2 & f $(u*)&],
then [U(u*) | u* # H0] is an open covering of H0 . By a theorem of Stone
[21], there is a locally finite open covering of H0 , denoted by
[W* | * # 4], which is a refinement of [U(u*) | u* # H0]. Define, for * # 4,
:* (u)=\(u, H0 "W*), u # H0 ,
and
,* (u)=\ :* # 4 :* (u)+
&1
:* (u), u # H0 .
then 0,* (u)1 and ,* : H0  H satisfies the locally Lipschitz condition.
For any * # 4, fix a point a* # W* such that if W* & M{< then
a* # W* & M. Define B: H0  H as
Bu= :
* # 4
,* (u) Aa* , u # H0 .
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Then B: H0  H satisfies the locally Lipschitz condition, and therefore so
does W=: I&B. For any u # H0 , there are only a finite number of W* ,
denoted by W*i (i=1, 2, ..., n(u)), which contain u. For each * i (i=1, 2, ...,
n(u)), there exists u**i # H0 such that W*i /U(u**i). Then we have
a*i # W*i /U(u**i), u # W*i /U(u**i). Therefore, for i=1, 2, ..., n(u),
&Au&Aa*i &&Au&Au**i &+&Au**i&Aa*i &<
1
4 & f $(u**i)&<
1
2 & f $(u)&.
From this inequality, we easily get that
&W(u)&2 & f $(u)&, \u # H0 ,
( f $(u), W(u)) 12 & f $(u)&
2, \u # H0 .
That is, W is a pseudogradient vector field for f.
We assert that B(M & H0)/M. Indeed, if u # M & H0 and ,* (u){0
for some * # 4, then u # W* & M. This implies that W* & M{< and
a* # W* & M. By the condition A(M)/M, Aa* # M. Then Bu # M since
* # 4 ,* (u)=1 and since M is convex.
Assume that u0 # M"K. If there were 0<t1<T(u0) such that u(t1 , u0)
 M, then there would be a number t2 : 0t2<t1 such that u(t2 , u0) # M
and u(t, u0)  M for t2<tt1 . Consider the initial value problem
{
du(t)
dt
= &W(u(t)), t0,
u(0)=u(t2 , u0).
Since
u+*(&W(u))=(1&*) u+*Bu # M
for u # M & H0 and 0*1, according to [10, Theorem 4.1] (see also
[3]), there is a number $>0 such that u(t, u(t2 , u0)) # M for 0t<$. It
follows that u(t, u0) # M for t2t<t2+$, which contradicts the definition
of t2 . Therefore, for u0 # M"K, [u(t, u0) | 0t<T(u0)]/M. K
3. MULTIPLICITY OF CRITICAL POINTS
In this section we will give conditions on f which guarantee at least four
critical points of f. Let X be a Banach space and f a C1 functional defined
on X. Let W be a pseudogradient vector field for f.
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Theorem 3.1. Assume that f satisfies the PS condition on X. Assume
that D1 and D2 are two connected open invariant sets of descending flow for
f determined by W, CX (D1)#D1 , CX (D2)#D2 and D1 & D2 {<. If
there exists a path h: [0, 1]  X and a point w # D1 & D2 such that
h(0) # D1"D2 , h(1) # D2"D1 ,
sh(0)+(1&s) w # D1 , sh(1)+(1&s) w # D2 , \0s1,
and
inf
u # D 1 & D 2
f (u)> sup
t # [0, 1]
f (h(t)), (3.1)
then f has at least four critical points, one in D1 & D2 , one in D1 "D 2 , one
in D2"D 1 , and one in X"(D 1 _ D 2).
Note that we not only give four critical points but also locate their posi-
tions. For proving Theorem 3.1, we need to study the connectedness of a
special invariant set of descending flow. The next lemma, which is an
analogue of a result of [15], plays an important role in doing this. The
main result of [15] states that the boundary of any bounded
neighbourhood of the origin in plane has a connected component which
joints every ray starting at the origin. This result has been proved useful in
[14] for getting multiplicity results of solutions of elliptic boundary value
problems.
Lemma 3.1. Let X =[(t, s) | 0t, s1]/R2 and O be an open subset
of X such that
[(t, 0) | 0t1]/O, (3.2)
[(t, 1) | 0t1] & O=<. (3.3)
Then there is a connected component 1 of O, the boundary of O in X , inter-
secting both [(0, s) | 0s1] and [(1, s) | 0s1], i.e.,
[(0, s) | 0s1] & 1{<, (3.4)
[(1, s) | 0s1] & 1{<. (3.5)
The proof of this lemma is similar to the argument in [15]. We place the
details in the Appendix.
Proof of Theorem 3.1 It is easy to see that D 1 and D 2 are connected
closed invariant sets of descending flow for f. Then D 1 & D 2 is a closed
invariant set of descending flow. From the condition, we have
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infu # D 1 & D 2 f (u)>&. According to Theorem 2.1, f has a critical point
u1 # D 1 & D 2 with critical value infu # D 1 & D 2 f (u). Since D1 & K=< and
D2 & K=<, we have u1 # D1 & D2 .
Note that D 1 & D2 is an open subset of D 1 and an invariant set of
descending flow. Since h(0) # D1"D2 and infu # D 1 & D 2 f (u)> f (h(0)),
h(0) # D 1"CD 1 (D 1 & D2). Therefore, CD 1 (D 1 & D2){D 1 . By Lemma 2.4,
CD 1 (D 1 & D2) is an open subset of D 1 and
inf
u # D 1CD 1 (D 1 & D2)
f (u) inf
u # D 1 (D 1 & D2)
f (u) inf
u # D 1 & D 2
f (u)>&.
According to Theorem 2.2, f has a critical point u2 in D 1 CD 1 (D 1 & D2)
with the critical value infu # D 1 CD 1(D 1 & D2) f (u). The fact that D 1 CD 1 (D 1 &
D2)/D 1 and D1 & K=< imply u2 # D1 , while (D 1 CD 1 (D 1 & D2)) &
D 1 & D2=< and D2 & K=< imply u2  D 2 . Hence u2 # D1"D 2 .
Similarly, f has a critical point u3 # D2"D 1 .
Now we prove the existence of a critical point u4 # X"(D 1 & D 2). Let X
be a square as in Lemma 3.1 and define a map G: X  X as
G(t, s)=sh(t)+(1&s) w, 0s1, 0t1,
where h(t) and w are as in the condition. Obviously, G is continuous. Let
V=[(t, s) | (t, s) # X , G(t, s) # CX (D1 & D2)].
Since CX (D1 & D2) is an open subset of X and G is continuous from X to
X, V is an open subset of X . Since G(t, 0)=w # D1 & D2 , (t, 0) # V for all
0t1. From the condition (3.1) we see that there exists ’>0 such that
inf
u # D 1 & D 2
f (u)> sup
t # [0, 1], s # [1&’, 1]
f (G(t, s)).
Therefore,
V & [(t, s) | t # [0, 1], s # [1&’, 1]]=<.
Let O be the connected component of V containing (0, 0), then O is an
open subset of X and satisfies
[(t, 0) | 0t1]/O,
and
[(t, 1) | 0t1] & O=<.
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According to Lemma 3.1, there is a connected component 1 of O intersecting
[(0, s) | 0s1] and [(1, s) | 0s1]. Therefore, G(1) is connected
and G(1 ) intersects [sh(0)+(1&s) w | 0s1] and [sh(1)+(1&s) w |
0s1]. Since [sh(0)+(1&s) w | 0s1]/D1 and [sh(1)+(1&s) w |
0s1]/D2 , G(1 ) intersects D1 and D2 . Since O is a connected com-
ponent of V, we have O/V. Hence 1/V and G(1 )/G(V). By the
definition of V, we see that G(V)/(G(V))/CX (D1 & D2). Then G(1 )
/CX (D1 & D2), which implies that G(1 ) & CX (D1 & D2)=<. Since
CX (D1)#D1 and CX (D2)#D2 , we have CX (D1 & D2)#D 1 & D 2 and
G(1 ) & (D 1 & D 2)=<. From G(1) & D1 {< and G(1 ) & (D 1 & D 2)=<,
we see that G(1) & (D1"D 2){<, that is, G(1 ) intersects D1"D 2 . In a
similar way, G(1 ) intersects D2"D 1 . Let 4 be the connected component of
CX (D1 & D2) which contains G(1). Then 4 intersects both D1"D 2 and
D2 "D 1 . Define
41=[u0 # 4 | u0 # D1 "D 2 , or there exists 0t$<T(u0)
such that u(t$, u0) # D1 "D 2],
42=[u0 # 4 | u0 # D2 "D 1 , or there exists 0t$<T(u0)
such that u(t$, u0) # D2 "D 1].
Then 41 and 42 are disjoint nonempty open subsets of 4. By the connec-
tedness of 4, 4"(41 _ 42){<.
Choose u0 # 4"(41 _ 42). If u0 # K, then the proof is finished. If u0  K,
then
[u(t, u0) | 0t<T(u0)]/CX (D1 & D2)
since 4/CX (D1 & D2) and CX (D1 & D2) is an invariant set of descend-
ing flow for f. By Lemma 2.4,
inf
u # CX (D1 & D2)
f (u) inf
u # (D1 & D2)
f (u) inf
u # D 1 & D 2
f (u)>&.
Therefore,
f (u0) f (u(t, u0)) inf
u # D 1 & D 2
f (u)>& \0t<T(u0).
Then the argument of Theorem 2.1 shows that there is an increasing
sequence [tn]1 with tn  T(u0) such that the limit of [u(tn , u0)] is a criti-
cal point. Denote
u4= lim
n  +
u(tn , u0).
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Since [u(tn , u0)]/CX (D1 & D2), we have u4  D1 & D2 . Since u0  41 _ 42 ,
we see that u4  D1"D 2 and u4  D2"D 1 . By the conditions CX (D1)#D1 and
CX (D2)#D2 , we have u4  D1 and u4  D2 . Therefore, u4  D 1 _ D 2 .
Now, we have proved that f has at least four critical points, one in D1 & D2 ,
one in D1"D 2 , one in D2"D 1 , and one in X"(D 1 _ D 2). K
In the next theorem H denotes a Hilbert space and f a C1 functional
defined on H.
Theorem 3.2. Assume that f satisfies the PS condition on H and f $(u)
has the expression f $(u)=u&Au for u # H. Assume that D1 and D2 are open
convex subset of H with the properties that D1 & D2 {<, A(D1)/D1 and
A(D2)/D2 . If there exists a path h: [0, 1]  H such that
h(0) # D1"D2 , h(1) # D2"D1 ,
and
inf
u # D 1 & D 2
f (u)> sup
t # [0, 1]
f (h(t)),
then f has at least four critical points, one in D1 & D2 , one in D1 "D 2 , one
in D2"D 1 , and one in X"(D 1 _ D 2).
The proof of this theorem is based on the following lemma.
Lemma 3.2. Assume that f # C1 (H, R) and f $(u)=u&Au for u # H,
D1 & D2 {<, A(D1)/D1 and A(D2)/D2 . Then there is a pseudo-
gradient vector field W for f which enables D1 and D2 to be invariant sets
of descending flow, CH(D1)#D1 , and CH(D2)#D2 .
Proof. Let H0=H"K. For u* # H0 , define
U(u*)=[u # H0 | &Au&Au*&< 18 & f $(u*)&, & f $(u)&>
1
2 & f $(u*)&].
Then [U(u*) | u* # H0] is an open covering of H0 . By the paracompact-
ness of H0 (see Stone [21]), H0 has a covering [W* | * # 4] which is
locally finite and a refinement of [U(u*) | u* # H0].
For any * # 4, if W* & D1 {<, W* & D2 {<, and W* & D1 & D2
=<, then we take the set W* off the class [W* | * # 4] and add the two
sets W*1=W* "D2 and W*2=W*"D1 to it. That is, we replace W* with
W*1 and W*2 in [W* | * # 4]. In this way, we can assume that W* & D1 &
D2 {< if W* & D1 {< and W* & D2 {< for some * # 4. For any
* # 4, let us choose a point a* # W* which satisfies
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(a) if W* & D1 & D2=<, then a* # W* is arbitrarily chosen;
(b) if W* & D1 {< and W* & D2=< then a* # W* & D1 ;
(c) if W* & D2 {< and W* & D1=< then a* # W* & D2 ;
(d) if W* & D1 {< and W* & D2 {< then a* # W* & D1 & D2 .
Define ,* : H0  R, B: H0  H, and W=I&B as in the proof of Lemma
2.5. Then W is a pseudogradient vector field for f.
We assert that B(D1)/D1 and B(D2)/D2 . Indeed, by A(D1)/D1
we see that D1 /H0 . Let u # D1 . If for some * # 4, ,* (u){0, then
u # W* & D1 , which implies W* & D1 {<. In view of the cases of (b)
and (d), we have a* # D1 . By A(D1)/D1 , Aa* # D1 . Since D1 is convex,
we have
Bu= :
* # 4
,* (u) Aa* # D1 .
Therefore, we get that B(D1)/D1 . In the same way, B(D2)/D2 .
As in the proof of Lemma 2.5, D 1 and D 2 are invariant sets of descending
flow for f determained by W. Then D1 and D2 are invariant sets of descend-
ing flow for f determained by W. Indeed, if, for example, D1 were not an
invariant set of descending flow, there would be a u0 # D1 and
0t$<T(u0) such that u(t$, u0)  D1 . By the theory of ordinary differential
equations, there are a neighbourhood U1 of u0 with U1 /D1 and a
neighbourhood U2 of u(t$, u0) such that the map T=u(t$, }) is a homeo-
morphism from U1 onto U2 . Since u(t$, u0)  D1 , there is some z # U2"D 1 .
Choose u1 # U1 such that Tu1=u(t$, u1)=z. Then u1 # U1 /D 1 and u(t$, u1)
=z  D 1 , which is a contradiction.
Now, we prove that CH(D1)#D1 and CH(D2)#D2 . Let u0 # D1 . If
u0  CH(D1), then [u(t, u0) | 0t<T(u0)]/D1 and [Bu(t, u0) | 0t<
T(u0)]/D1 . Since u(t, u0) satisfies the formula
u(t, u0)=e&tu0+|
t
0
e&t+sBu(s, u0) ds, 0t<T(u0),
it satisfies
u(t, u0)=e&tu0+(1&e&t) lim
n  
1
n
:
n
k=1
Bu \ln \1+kn (et&1)+ , u0+ ,
0t<T(u0).
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For any fixed 0<t<T(u0), [Bu(s, u0) | 0st] is a compact set which is
contained in D1 , the distance d between this set and the boundary D1 of
D1 is positive. Denote
G=[u | u # D1 , \(u, D1)d].
Then G is closed and convex and [Bu(s, u0) | 0st]/G. Therefore,
y=: lim
n  
1
n
:
n
k=1
Bu \ln \1+kn (et&1)+ , u0+ # G/D1 .
It follows that
u(t, u0)=e&tu0+(1&e&t) y # D1 ,
which is a contradiction. Hence, CH(D1)#D1 . In a similar way,
CH(D2)#D2 . K
Proof of Theorem 3.2 The result is a direct consequence of Theorem 3.1
and Lemma 3.2. K
Let H be a Hilbert space and X a Banach space such that X is imbedded
in H. Let f be a C2&0 functional defined on H, that is, the differential f $
of f is Lipschitz continuous from H to H. Assume that f $(u)=u&Au and
f $ is also Lipschitz continuous as an operator from X to X. Assume also
that K=[u # H | f $(u)=0]/X. For u0 # X, consider the initial value
problem both in H and in X:
{
du(t)
dt
=&u(t)+Au(t),
(3.6)
u(0)=u0 .
Let u(t, u0) and u~ (t, u0) be the unique solution of this initial value problem
considered in H and X respectively, with [0, ’(u0)) and [0, ’~ (u0)) the right
maximal interval of existence. Because of the imbedding X/H,
’~ (u0)’(u0) and u~ (t, u0)=u(t, u0) for 0t<’~ (u0). We assume that
’~ (u0)=’(u0) and u~ (t, u0)=u(t, u0) for 0t<’(u0), and if limt  ’(u0)
u(t, u0)=u* in H for some u* # X then limt  ’(u0) u(t, u0)=u* in X.
Theorem 3.3. Assume that the statement made in the last paragraph is
valid. Assume that f satisfies the PS condition on H and there are two open
convex subset D1 and D2 of X with the properties that D1 & D2 {<,
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A(X D1)/D1 , and A(XD2)/D2 . If there exists a path h: [0, 1]  X such
that
h(0) # D1"D2 , h(1) # D2"D1 ,
and
inf
u # D
1
X & D
2
X
f (u)> sup
t # [0, 1]
f (h(t)),
then f has at least four critical points, one in D1 & D2 , one in D1"D X2 , one
in D2"D X1 , and one in X"(D X1 _ D X2 ). Here XD and D X mean respectively
the boundary and the closure of D relative to X.
Proof. Without loss of generality, we assume that f has only a finite
number of critical points. Using an argument as in the proof of Lemma 3.2,
we deduce that D1 and D2 are invariant sets of descending flow for f and
X D1 /CX (D1), XD2 /CX (D2).
Note that D X1 & D
X
2 is an invariant set of descending flow which is closed
is the X topology. Fix a point u0 # D X1 & D
X
2 and consider the flow curve
u(t, u0)(0t<’(u0)) defined by (3.6). Since [u(t, u0) | 0t<’(u0)]/D X1
& D X2 and infu # D 1X & D 2X f (u)>&, [ f (u(t, u0)) | 0t<’(u0)] is bounded.
Then the argument used for proving Theorem 2.1 shows that there exists
an increasing sequence [tn] with tn  ’(u0) as n  + such that limn  +
u(tn , u0) exists in the H topology and the H-limit u1=: limn  + u(tn , u0)
is a critical point of f.
A standard argument can be used to show that the limit limt  ’(u0)
u(t, u0) exists in the H topology. Indeed, if limt  ’(u0) u(t, u0) does not exist
in the H topology, since f has only a finite number of critical points and
limn  + u(tn , u0) exists in the H topology, there exists two increasing
sequences [t$n] and [t"n] with t$n<t"n and t$n  ’(u0), t"n  ’(u0) as n  +
and two numbers $1>0, $2>0 such that, for n=1, 2, ...,
&u(t$n , u0)&u1&H=2$1 , &u(t"n , u0)&u1&H=$1 ,
& f $(u(t, u0))&H$2 for t$ntt"n .
Then, it follows that, for n=1, 2, ...,
$1&u(t"n , u0)&u(t$n , u0)&H
|
t"n
t$n
&u$(t, u0)&H dt

1
$2 |
t"n
t$n \&
d
dt
f (u(t, u0))+ dt

1
$2
( f (u(t$n , u0))& f (u(t"n , u0))).
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This is a contradiction since the limit limt  ’(u0) f (u(t, u0)) exists and is
finite. From
lim
t  ’(u0)
u(t, u0)=u1 in H
we have
lim
t  ’(u0)
u(t, u0)=u1 in X
since u1 # K/X. Therefore, u1 # D X1 & D
X
2 . Since X D1 /CX (D1) and
X D2 /CX (D2), u1 # D1 & D2 .
Note that X CX (D1 & D2) & D X1 is an invariant set of descending flow
which is closed in the X topology. Note also that
inf
u # XCX (D1 & D2) & D 1
X
f (u) inf
u # XCX (D1 & D2)
f (u)
 inf
u # X (D1 & D2)
f (u)
 inf
u # D
1
X & D
2
X
f (u)>&.
The same argument just used above implies that f has a critical point
u2 # XCX (D1 & D2) & D X1 . Clearly, u2 # D1 since u2 # D
X
1 and XD1 /
CX (D1). Note that u2  CX (D1 & D2) since u2 # X CX (D1 & D2), hence
u2  D1 & D2 . The fact that u2  D2 and XD2 /CX (D2) implies u2  D X2 .
Therefore, u2 # D1"D X2 .
In a similar way, f has a critical point u3 # D2 "D X1 .
As in the proof of Theorem 3.1, using Lemma 3.1 we see that
X CX (D1 & D2)"(CX (D1) _ CX (D2)){<.
Since X CX (D1 & D2)"(CX (D1) _ CX (D2)) is an invariant set of descend-
ing flow for f which is closed in the X topology, by the above discussions
we get a critical point u4 # X CX (D1 & D2)"(CX (D1) _ CX (D2)). From
u4  CX (D1) _ CX (D2), X (D1)/CX (D1), and X (D2)/CX (D2) we see
that u4  D X1 _ D
X
2 . K
Remark 3.1. If we assume, in addition to the conditions of either of the
Theorems 3.1, 3.2, and 3.3, that the functional f is bounded from below on
the whole space, then f has at least six critical points. This is easily seen in
view of the fact that the critical points u2 and u3 obtained are of the moun-
tain pass type and that f has a critical point in D1 "D 2 distinct from u2 and
a critical point in D2"D 1 distinct from u3 , which have fixed point indices 1.
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4. APPLICATIONS TO ELLIPTIC BOUNDARY VALUE PROBLEMS
Consider the elliptic boundary value problem
{&2u= f (x, u),u=0,
x # 0,
x # 0,
(4.1)
where 0 is a bounded domain in RN with smooth boundary 0,
f # C1 (0 _R, R).
Denote by *1<*2*3 } } } the eigenvalues of &2 with homogeneous
Dirichlet boundary condition and by ,1 , ,2 , ,3 , ... the corresponding eigen-
functions. It is well known that [,n]1 forms an orthonormal base of
H 10(0), *1>0 is simple and ,1 does not change sign in 0. We assume
,1>0 in 0. The following conditions will be used in this section.
(H4.1) There exist ,,  # C 20(0 ) with , such that
&2,f (x, ,) in 0,
&2f (x, ) in 0,
and , and  are not solutions of (4.1).
(H4.2) There exists a number m>0 such that f (t)+mt is increasing.
(H4.3) There exist a>0 and 1<p< N+2N&2 such that
| f (x, t)|a(1+|t| p), x # 0 , t # R.
(H4.4) There exist R>0 and 0<%<12 such that
0<F(x, t)%tf (x, t), |t|R,
where F(x, t)=t0 f (x, s) ds.
(H4.5) There are numbers :, ; with *k<:<;<*k+1 for some k2
and R1 such that
: f $t (x, t);, \x # 0, |t|R1 .
(H4.6) lim |t|   f $t (x, t)=*k for some k2, ,(x, t)=: f (x, t)&*k t is
bounded and satisfies the LandesmanLazer condition
|
0
8 \x, :
m
j=1
tj j (x)+ dx   as :
m
j=1
t2j  ,
where 8(x, t)= t0 ,(x, s) ds, span[1 , 2 , ..., m]=ker(&2&*kI ).
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(H4.7) lim |t|   f $t (x, t)=*k for some k3, ,(x, t)=: f (x, t)&*k t
satisfies the strong resonance condition
\!j # Rm, |!j |  , \uj  u in H 10(0), and \v # H
1
0(0):
lim
j   |0 , \x, uj (x)+ :
m
i=1
! ij i (x)+ v(x) dx=0,
lim
j   |0 8 \x, uj (x)+ :
m
i=1
! ij i (x)+ v(x) dx=0,
where !j=(!1j , !
2
j , ..., !
m
j ).
Remark 4.1. There are several cases in which (H4.1) is satisfied. Among
those the following are well known.
(a) f (x, 0)=0, f $t (x, 0)<*1 , \x # 0 .
(b) There exist t1<0<t2 such that f (x, t1)0 f (x, t2), \x # 0 .
(c) There exists a number k>0 such that | f (x, t)|k in t # [&ck , ck]
where ck=max0 ek and ek satisfies
&2ek=k in 0, ek=0 on 0.
(d) f (x, 0)=0, f $t (x, 0)>*1 , \x # 0 ; there is a t>0 such that
f (x, t)0 or there is a t$<0 such that f (x, t$)0.
Remark 4.2. Either (H4.5) or (H4.6) implies (H4.2). In the following
arguments, the conditions from (H4.3) to (H4.7) are used only to deduce
the PS condition and the existence of a path h suitable for Theorem 3.3. In
fact, the inequality lim inf |t|   f (x, t) t&1>*2 is sufficient to deduce such
a path. These conditions can be replaced with any other ones which imply
the PS and the path h.
Let m be as in (H4.2). The Hilbert space H 10 (0) is endowed with the
inner product
(u, v)=|
0
({u } {v+muv) dx, u, v # H 10 (0),
and the associated norm
&u&H10 (0)=\|0 ( |{u|2+mu2) dx+
12
.
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It is well known that solutions of (4.1) correspond to critical points of the
functional defined on H 10 (0)
J(u)=|
0
[ 12 |{u|
2&F(x, u)] dx.
It is clear that J # C2 (H 10 (0), R) and the gradient of J at a point u has the
following expression
J$(u)=u&(&2+m)&1 ( f (u)+mu).
Note that J satisfies the PS condition under (H4.3) and (H4.4) (see [1,
20]) or under (H4.6) (see [5]), and the (PS)c condition for c{0 under
(H4.7) (see [5]). We believe that the PS condition under (H4.5) is known,
but we give a proof of it here since we do not have a reference literature
for it.
Lemma 4.1. J satisfies the PS condition under (H4.5).
Proof. Denote * =(*k+*k+1 )2. We have, for u # H 10 (0),
J$(u)=u&(&2+m)&1 ( f (u)+mu)
=(&2&* )((&2&* )&1 u&(&2+m)&1 (&2&* )&1 ( f (x, u)+mu))
=(&2&* )(&2+m)&1 ((&2+m)
_(&2&* )&1 u&(&2&* )&1 ( f (x, u)+mu))
=(&2&* )(&2+m)&1 (u&(&2&* )&1 ( f (x, u)&* u)).
Then, for u # H 10 (0),
u=(&2+m)(&2&* )&1 J$(u)+(&2&* )&1 ( f (x, u)&* u)
=J$(u)+(m+* )(&2&* )&1 J$(u)+(&2&* )&1 ( f (x, u)&* u).
If [un]1 /H
1
0 (0) such that &J$(un)&H 10 (0)  0 as n  , then
&un&L2(0)&J$(un)&L2(0)
+(m+* ) &(&2&* )&1&L(L2(0), L2(0)) &J$(un)&L2(0)
+&(&2&* )&1&L(L2(0), L2(0)) & f (x, un)&* un &L2(0) .
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Note that &(&2&* )&1&L(L2(0), L2(0))=2(*k+1&*k)&1. By (H4.5), there
exist C>0 and $>0 such that
| f (x, t)&* t|<\*k+1&*k2 &$+ |t|+C, \t # R.
Therefore,
&un &L2(0)&J$(un)&L2(0)+2(m+* )(*k+1&*k)&1 &J$(un)&L2(0)
+2(*k+1&*k)&1 \*k+1&*k2 &$+ &un&L2(0)+C1 ,
from which we see that [&un&L2(0)] is bounded. Then by a standard argu-
ment [&un &H 10 (0)] is bounded and [un] has a convergent subsequence. K
Let H=H 10 (0) and X=C
1
0 (0 ). By the L
p theory of elliptic operators
and Sobolev imbedding theorems, it is easy to see that the operator A
defined by (&2+m)&1 ( f ( } )+m } ) is Lipschitz continuous both as an
operator from H to H and as one from X to X. Let u0 # X and consider the
initial value problem in both H and X
{
du(t)
dt
=&u(t)+Au(t),
(4.2)
u(0)=u0 .
Assume that u(t, u0) and u~ (t, u0) are the unique solutions of (4.2) con-
sidered in H and in X respectively, with maximal right existence interval
[0, ’(u0)) and [0, ’~ (u0)).
Lemma 4.2. (i) ’(u0)=’~ (u0) and u(t, u0)=u~ (t, u0) for all 0t<’(u0).
(ii) If limt  ’(u0) u(t, u0)=u* in the H topology for some u* # K, the critical
set of J, the limit is also valid in the X topology.
Proof. For getting the proof, we use a technique of [6]. The imbedding
X/H implies that ’~ (u0)’(u0) and u(t, u0)=u~ (t, u0) for 0t<’~ (u0).
Note that u(t, u0) satisfies
u(t, u0)=e&tu0+|
t
0
e&t+sAu(s, u0) ds, 0t<’(u0), (4.3)
in which the integral is taken in the H topology. By the L p estimates for
elliptic operators, we can get a sequence of real Banach spaces of the form
C 10 (0 )=E0 /E1 / } } } /En+1=H
1
0 (0)
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such that A maps Ei into Ei&1 and is continuous and bounded from Ei to
Ei&1 for i=1, 2, ..., n+1. Indeed, we can choose E i to be the W 1, pi0 (0) for
a suitable sequence p1>p2> } } } >pn+1=2 (see [11]). Then from (4.3) we
get successively that u(t, u0) # Ei for i=0, 1, ..., n and 0t<’(u0), and
(4.3) is still correct for 0t<’(u0) when the integral in it is taken in the
Ei topology for i=0, 1, ..., n. Therefore, u(t, u0)(0t<’(u0)) is also a solu-
tion of (4.2) in C 10 (0 ). Hence ’(u0)=’~ (u0).
For the second part of the conclusion, we have that the set
C=: [u(t, u0) | 0t<’(u0)] is bounded in H 10 (0). From (4.3) we get suc-
cessively that C is bounded in Ei for i=0, 1, ..., n. Fix a number 0<:<1.
Since A maps C 10 (0 ) into C
1, :
0 (0 ) and is bounded and continuous,
[t0 e
&t+sAu(s, u0) ds | 0t<’(u0)] is a bounded subset of C 1, :0 (0 ). Then
a compact argument (ArzelaAscoli) shows that limt  ’(u0) u(t, u0)=u* in
the C 10 (0 ) topology. K
By the theory of the previous sections, we prove the following theorems.
Theorem 4.1. Assume that (H4.1), (H4.2), (H4.3), and (H4.4) are
satisfied. Then (4.1) has at least four solutions.
Theorem 4.2. Assume that (H4.1) and (H4.5) (or (H4.6)) are satisfied.
Then (4.1) has at least four solutions.
Remark 4.3. Conditions of Theorem 4.1 and Theorem 4.2 permits the
possibility that f (x, 0){0, therefore it is possible that the four solutions
guaranteed by these two theorems are all nontrivial solutions.
Proof of Theorem 4.1 Let
D1={u # C 10 (0 ) | u>, in 0 and un<
,
n
on 0= ,
D2={u # C 10 (0 ) | u< in 0 and un>

n
on 0= ,
where n is the outer unit normal at 0. It is clear that D1 and D2 are open
convex sets in X=C 10 (0 ). By the maximum principle we have from (H4.1)
that D1 & D2 {<. If u # X D1 and v=Au then
&2v+mv=f (x, u)+mu f (x, ,)+m,}&2,+m,, in 0,
v=,=0, on 0.
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Again by the maximum principle, we get that
u>, in 0, and
v
n
<
,
n
on 0,
which implies that v # D1 . Therefore, A(X D1)/D1 . Similarly, A(XD2)
/D2 . Condition (H4.4) implies that there exist two numbers C1>0,
C2>0 such that, for all t # R,
F(x, t)C1 |t|1%&C2 .
For any finitely dimensional subspace X1 of X, if u # X1 then we have, for
some C3>0,
J(u)=|
0
[ 12 |{u|
2&F(x, u)] dx
C3&u&2H
0
1 (0)&C1&u&
1%
L1%+C2 |0|.
Since 0<%< 12 , there are two numbers C4>0 and C5>0 such that if
u # X1 then
J(u)&C4 &u&2H
0
1 (0)+C5 .
Therefore, there exists a path h: [0, 1]  X such that
h(0) # D1"D2 , h(1) # D2"D1 ,
and
inf
u # D
1
X & D
2
X
J(u)> sup
t # [0, 1]
J(h(t)).
The result then follows from Theorem 3.3. K
Proof of Theorem 4.2 Note that both (H4.5) and (H4.6) imply (H4.2).
Define D1 and D2 as in the proof of Theorem 4.2. Then D1 and D2 are
open convex subsets of X with the properties that D1 & D2 {<,
A(X D1)/D1 , and A(XD2)/D2 . It is easy to see that under condition
(H4.5) or under condition (H4.6) with k>2, there exists a path as in the
proof of Theorem 4.2. Assuming (H4.6) with k=2, we define
hR (s)=R cos ?s ,1+R sin ?s ,2 , R>0, 0s1.
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Then hR (0) # D1"D2 , hR (1) # D2"D1 , and
J(hR (s))=
1
2 \1&
*2
*1+ R2 cos2 ?s
&|
0
8(x, R cos ?s ,1 (x)+R sin ?s ,2 (x)) dx,
and a direct computation shows that
lim
R  +
sup
s # [0, 1]
J(hR (s))=&.
Therefore, for R sufficiently large, hR meets the requirements for the
path h. K
Corollary 4.1. In addition to the conditions in Theorems 4.1 or 4.2, we
assume that f (x, 0)=0, ,<0, and >0. Then (4.1) possesses a positive
solution, a negative solution, and a sign-changing solution.
Proof. Carefully checking up on the proofs from Theorem 3.1 to
Theorem 3.3, we get the result. K
Theorem 4.3. Assume that f (x, 0)=0 and that (a) and (H4.7) are
satisfied. Then (4.1) has at least three nontrivial solutions, one positive, one
negative, and one sign-changing.
Proof. For $>0 sufficiently small, let ,=&$,1 , =$,1 , and define
D1 and D2 as in the proof of Theorem 4.1. Then D1 & D2 {<,
A(X D1)/D1 , and A(XD2)/D2 . By the condition f (x, 0)=0 and (a),
we have, for suitable chosen $>0,
:=: inf
u # X (D1 & D2)
J(u)>0.
Therefore, by Lemma 2.4,
inf
u # XCX (D1 & D2)
J(u):>0.
Since J satisfies the (PS)c condition for any c{0, we get the result by
checking up on the proofs from Theorem 3.1 to Theorem 3.3. K
Remark 4.4. Denote by u1 , u2 , and u3 the three nontrivial solutions
guaranteed by Theorem 4.3. Then it is easy to see that J(u1)>0, J(u2)>0
and J(u3)>0.
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Remark 4.5. Results in the direction of Theorems 3.1 to 3.3 was first
given by Wang in [25]. For related results see also [8] and [14].
If we impose additional adequate assumptions on f at t=0, then we can
obtain far more solutions. As an example, we have the following theorem
first.
Theorem 4.4. Assume that (H4.5) (or (H4.6)) and (b) (or (c)) are
satisfied, and that f (x, 0)=0, *j< f $t (x, 0)<*j+1 for some j2. Then (4.1)
has at least seven nontrivial solutions.
Proof. Since (b) (or (c)) implies (H4.1) with ,<0 and >0 in 0,
Theorem 4.2 gives three solutions outside D1 & D2 . A result in [11] gives
four nontrivial solutions inside D1 & D2 . K
Remark 4.6. For results related to Theorem 4.4, see [8], [9], and
[14].
As another example, we assume that B is the unit ball in RN centered at
the origin and consider
{&2u= f (u),u=0,
x # B,
x # B.
(4.4)
A direct computation shows that
Lemma 4.3 [14]. u( |r| ) # C2 (B) & C(B ) is a radially symmetric solution
of (4.4) if and only if u(r) # C[0, 1] is a solution of the Hammerstain
integral equation
u(r)=|
1
0
K(r, s) f (u(s)) ds,
where
1
N&2
sN&1 \ 1rN&2&1+ , 0sr1,
K(r, s)={ 1N&2 sN&1 \ 1sN&2&1+ , 0rs1.
Lemma 4.4 [14]. Let a>0, b>0, and p>1. If there is a number t0>0
such that at p0 +b2Nt0 , then
{&2u=au
p+b,
u=0,
x # B,
x # B.
(4.5)
has a radially symmetric positive solution.
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Proof. Let A: C[0, 1]  C[0, 1] be defined by
Au(r)=|
1
0
K(r, s)(a |u(s)| p+b) ds.
Then A is completely continuous. Let G=[u # C[0, 1] | &u&t0]. If u # G,
then, for 0r1,
|Au(r)|(at p0 +b) |
1
0
K(r, s) ds(at p0 +b)2Nt0 .
This means A(G)/G. Then the Schauder fixed point theorem gives the
result. K
As an application, Let us consider
{&2u= f (x, u),u=0,
x # B,
x # B.
(4.6)
Theorem 4.5 [14]. In addition to (H4.2), (H4.3), and (H4.4), we
assume that f (x, 0)=0, *j< f $t (x, 0)<*j+1 for all x # 0 and for some j2.
If there exists t0>0 such that | f (x, t0)|2Nt0 for all x # 0 and |t|t0 ,
then (4.6) has at least seven nontrivial solutions.
Theorem 4.6 [14]. In addition to (H4.5) (or (H4.6)), we assume that
f (x, 0)=0, *j< f $t (x, 0)<*j+1 for all x # 0 and for some j2. If there
exists t0>0 such that | f (x, t0)|2Nt0 for all x # 0 and |t|t0 , then (4.6)
has at least seven nontrivial solutions.
Proof of Theorems 4.5 and 4.6. Fix a number p>1 and let a=b=
2Nt0 (1+t p0 ). By Lemma 4.4, (4.5) has a radially symmetric solution
u0 satisfying 0<u0t0 in 0. Then &u0 and u0 are strict sub- and super-
solutions of (4.6). Then the result follows from Theorems 4.1 and 4.2. K
5. APPLICATIONS TO SYSTEMS OF DIFFERENTIAL EQUATIONS
Consider the following second order nonautonomous system:
u +{uV(t, u)=0. (5.1)
Here V is a smooth function defined on R_RN which is periodic in t with
period 2?. We are interested in this paper in the existence and multiplicity
of 2?-periodic solutions of this problem. (5.1) has been studied by many
authors, see, for example, [13] and [4].
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Let us give some notations. For two functions u and v defined on [0, 2?]
and taking their values in RN, we define a partial ordering by uv if and
only if ui (t)vi (t) for all t # [0, 2?] and i=1, 2, ..., N. If ui (t)<vi (t) for
all t # [0, 2?] and i=1, 2, ..., N, the relationship between u and v will be
denoted by u<<v. For two symmetric matrixes A and B, it is said that
AB if and only if B&A is semi-positive definite.
The following assumptions will be used later.
(H5.1) There are two functions ,,  # C2 (R, RN) with period 2? such
that ,<< and
&, {u V(t, ,),
& {u V(t, ),
for any i=1, ..., N, there is t i # [0, T] such that
&, i (ti)<

ui
V(ti , ,(ti)),
for any i=1, ..., N, there is t$i # [0, T] such that
& i (t$i)>

ui
V(t$i , (ti$)).
(H5.2) There exists a number K>0 such that every entry of the
matrix {uuV(t, u)+K2I is nonnegative if u is a function satisfying u, or
u, where {uu V(t, u) is the Hessian matrix of V and I is the N_N unit
matrix.
(H5.3) There exist +>2 and R>0 such that, for |u|R,
0<+V(t, u)u } {uV(t, u),
where } means the inner product and |u| means the Euclidean norm of u
in RN.
(H5.4) There exist R1>0 and positively definite constant matrixes A
and B with AB=BA such that
A{uuV(t, u)B, \u # RN, |u|R1 .
Since AB=BA, there is an orthogonal matrix T such that TAT $ and TBT $
are simultaneously diagonal matrixes. Let TAT $=diag[:1 , ..., :N] and
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TBT $=diag[;1 , ..., ;N] and assume also that :i>0 for i=1, 2, ..., N and
that
\.
N
i=1
[: i , ;i]+& [n2 | n=0, 1, 2, ...]=<.
Remark 5.1. There is a simple case in which (H5.1) is satisfied. That is,
{uV(t, u)>>0 and {uV(t, v)<<0
for some constants u, v # RN with u<<v.
The main theorems of this section is as follows.
Theorem 5.1. If (H5.1), (H5.2), and (H5.3) are satisfied, then (5.1) has
at least four periodic solutions.
Theorem 5.2. If (H5.1), (H5.2), and (H5.4) are satisfied, then (5.1) has
at least four periodic solutions.
Remark 5.2. Conditions in Theorems 5.1 or 5.2 can be satisfied by
generic functions. As examples, it can be proved that
V= :
N
i=1
u4i +2 :
i{ j
uiuj+
2N
1+|u|2
satisfies all the conditions in Theorem 5.1, while
V=4 |u|2+2 :
i{ j
ui uj+
1
(1+|u|2)2N
satisfies those in Theorem 5.2. In these examples, one should take
,#u<<0 and #v>>0, in which u1=u2= } } } =uN , v1=v2= } } } =vN ,
and |u| and |v| are sufficiently small.
Remark 5.3. Using the argument of this section, we can also deal with
the elliptic system
{&2u={u F(x, u),u=0,
x # 0,
x # 0,
where 0/RN is a bounded domain with smooth boundary, F #
C2 (0 _Rm, R), and u is a m-dimensional vector function. Similar results as
in Theorems 5.1 and 5.2 can be obtained for this system.
We will use Theorem 3.3 to give the proofs of Theorems 5.1 and
Theorem 5.2.
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Let H be the Hilbert space of vector functions u(t) having period 2? and
belonging to H1 on [0, 2?], with the following inner product
(u, v)=|
2?
0
(u* } v* +K2u } v) dt,
where K is a fixed number satisfying (H5.2). The corresponding norm in H
is denoted by & }&H . Let Z, X and Y be the Banach spaces of N-vector func-
tions u(t) having period 2? and belonging to C, C1 and C 2 respectively,
with the standard norms. It is obvious that X is continuously imbedded
in H.
Define a functional J: H  R as
J(u)=|
2?
0
[ 12 |u* |
2&V(t, u)] dt, u # H.
Then J is C2 on H and critical points of J correspond to solutions of (5.1).
Here K :=[u # H | J$(u)=0]/X. A direct computation shows that
J$(u)=u&\& d
2
dt2
+K2+
&1
({uV(t, u)+K 2u), u # H,
here (& d
2
dt2
+K2)&1 is the inverse operator of & d 2
dt2
+K 2 with the periodic
condition of period 2?. Denote
Au=\& d
2
dt2
+K2+
&1
({uV(t, u)+K 2u), u # H.
Then A is Lipschitz continuous as an operator from X to X.
For u0 # X, consider the initial value problem
{
du({)
d{
=&u({)+Au({),
(5.2)
u(0)=u0
both in H and in X. Let u({, u0) and u~ ({, u0) be the unique solution of (5.2)
in H and in X respectively, with maximal right existence interval [0, ’(u0))
and [0, ’~ (u0)).
Lemma 5.1. ’(u0)=’~ (u0) and u({, u0)=u~ ({, u0) for all 0{<’(u0).
Moreover, if lim{  ’(u0) u({, u0)=u* in the H topology for some u* # K , the
critical set of J, then the limit is also valid in the X topology.
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Proof. The proof is similar to that of Lemma 4.2, but it is simpler. We
omit the details. K
Proof of Theorem 5.1 It is easy to verify the PS condition on H.
Indeed, (H5.3) implies the existence of constants C1>0 and C2>0 such
that
V(t, u)C1 |u|+&C2 , \u # RN.
It follows that, for u # H,
J(u)&
1
2
(J$(u), u)=|
2?
0 _&V(t, u)+
1
2
u } {uV(t, u)& dt
\+2&1+ C1 |
2?
0
|u|+ dt&C3 ,
J(u)&
1
+
(J$(u), u)=\12&
1
++ |
2?
0
|u* |2 dt
+|
2?
0 _&V(t, u)+
1
+
u } {uV(t, u)& dt
\12&
1
++ &u&2H&\
1
2
&
1
++ K2 |
2?
0
|u|2 dt&C4 ,
where C3 and C4 are constants. From these inequalities we see that, if
[un]1 /H such that [J(un)] is bounded and J$(un)  0 as n  +, then
|
2?
0
|un | + dtC5+C6 &un&H ,
&u&2HC7+C8 |
2?
0
|un |2 dt,
where C5 , C6 , C7 and C8 are positive constants. We see that [un] is bounded
in H and therefore it has a convergent subsequence.
Defince
D1=[u # X | u>>,], D2=[u # X | u<<]. (5.3)
It is clear that D1 and D2 are open convex subsets of X and D1 & D2 {<.
Moreove, if u # XD1 , then u,. Condition (H5.2) implies that
({uV(t, u)+K 2u)&({uV(t, ,)+K 2,)
=|
1
0
({uuV(t, ,+s(u&,))+K2I )(u&,) ds0.
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Note that
\&d
2
dt2
+K2+
&1
u=|
2?
0
k(}, s) u(s) ds,
where
cosh((t&s&?) K)
2K sinh(?K)
, 0st2?,
k(t, s)={cosh((s&t&?) K)2K sinh(?K) , 0ts2?.
Since k(t, s)>0 for any 0t, s2?, we have AuA,. By (H5.1), the max-
imum principle shows that A,>>,. Therefore Au>>, for all u # X D1 ,
that is, Au # D1 for all u # XD1 . Hence, A(XD1)/D1 . In a similar way,
A(X D2)/D2 .
Let [e1 , e2 , ..., eN] be an orthonormal base of RN, in which e1=( 1- N ,1
- N
, ..., 1
- N
). Define a path hR : [0, 1]  X as
hR (s)=R cos ?se1+R sin ?se2 . (5.4)
Then, if R is sufficiently large, hR (0) # D1"D2 , hR (1) # D2"D1 . The value of
J on this path can be estimated as
J(hR (s))=&|
2?
0
V(t, hR (s)) dt
&|
2?
0
(C1 |hR (s)|+&C2) dt
=&2?(C1 |R| +&C2).
Since
inf
u # D
1
X & D
2
X
J(u)>&,
we see that
inf
u # D
1
X & D
2
X
J(u)> sup
s # [0, 1]
J(hR (s))
if R is sufficiently large. Then we get the result by Theorem 3.3. K
Proof of Theorem 5.2 We first verify the PS condition on H. By
g1 , g2 , ..., gN we denote the row vectors of T, which is as in (H5.4), then
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[g1 , g2 , ..., gN] is an orthonormal base of RN. For i=1, 2, ..., N, define a
finite dimensional linear spaces as
Ei =span[1, cos t, sin t, ..., cos ni t, sin ni t],
if n2i <:i;i<(ni+1)
2 for some non-negative integer ni .= (5.5)
Denote
H1=[u | u # H, gi } u # Ei for all i=1, 2, ..., N]. (5.6)
Then H1 is a finite dimensional subspace of H. If we denote by H2 the
orthogonal complement of H1 in H, then any element u # H can be decom-
posed as
u=v+w, v # H1 , w # H2 .
Define an operator 1: H  H as
1u=u&\& d
2
dt2
+K2+
&1
({uF(t, u)+K 2u),
where
F(t, u)=+( |u| ) V(t, u)+ 14 (1&+( |u| ))((A+B) u) } u
and +: R+  R+ is a twice continuously differential function such that
0+(t)1, t0, (5.7)
+(t)=0, 0tR1 , (5.8)
+(t)=1, for t sufficiently large, (5.9)
0t+$(t)= and |t2+"(t)|=, for t0. (5.10)
The fixed number =>0 is sufficiently small and will be determained later.
The existence of such an function + can be proved by modifying the follow-
ing function
0, 0tR1 ,
+~ (t)={= ln(tR1), R1<t<R1e1=,1, tR1 e1=.
290 LIU AND SUN
For any u # RN, the Hessian matrix of F(t, u) is
{uuF(t, u)=+( |u| ) {uuV(t, u)+ 12 (1&+( |u| ))(A+B)
+
+$( |u| )
|u| \ui
V
u j
+uj
V
u i+
&
1
2
+$( |u| )
|u| \ui :
N
k=1
(a jk+b jk) uk+u j :
N
k=1
(aik+bik) uk+
+
+$( |u| )
|u| \V(t, u)&
1
4
((A+B) u) } u+ ($ij)
+
+"( |u| ) |u|&+$( |u| )
|u|3 \V(t, u)&
1
4
((A+B) u) } u+ (u iuj),
(5.11)
where (dij) means a matrix with an entry dij at the ith row and the jth
column and A=(aij), B=(bij). Denote by M1 (t, u), M2 (t, u), M3 (t, u), and
M4 (t, u) the last four terms in the expression of {uu F(t, u) respectively.
(H5.4) implies the existence of a constant C>0 such that, for any i and j
and any t # [0, 2?], |u|R1 ,
} 
2V
uiu j }C, }
V
ui }C |u| , |V|C |u|2.
Hence, there exists a constant C1>0 such that, for any t # [0, 2?],
u, v # RN,
|(M1 (t, u) v) } v|C1 ( |u| +$( |u| )) |v|2,
|(M2 (t, u) v) } v|C1 ( |u| +$( |u| )) |v|2,
|(M3 (t, u) v) } v|C1 ( |u| +$( |u| )) |v|2,
and
|(M4 (t, u) v) } v|C1 ( |u|2 |+"( |u| )|+|u| +$( |u| )) |v|2.
By (H5.4) and (5.8), we have, for any t # [0, 2?], u, v # RN,
+( |u| )({uuV(t, u) v) } v+ 12 (1&+( |u| ))((A+B) v) } v(Av) } v.
Therefore, from (5.11) we can get a constant C2>0 such that, for any
t # [0, 2?], u, v # RN,
({uuF(t, u) v) } v(Av) } v&C2 ( |u|2| +"(|u| )|+|u| +$( |u| )) |v|2.
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Fix a $>0 such that
\.
N
i=1
[: i&$, ; i+$]+& [n2 | n=0, 1, 2, } } } ]=<, (5.12)
and choose a = with 0<=< $4C2 . In view of (5.10), we have, for any
t # [0, 2?], u, v # RN,
({uuF(t, u) v) } v(Av) } v&
$
2
|v|2. (5.13)
In a similar way, for any t # [0, 2?], u, v # RN,
({uuF(t, u) v) } v(Bv) } v+
$
2
|v|2. (5.14)
Now if v1 , v2 # H1 and w # H2 then
(1(v1+w)&1(v2+w), v1&v2)
=&v1&v2 &2&|
2?
0
({u F(t, v1+w)
&{uF(t, v2+w)+K2 (v1&v2)) } (v1&v2) dt
=|
2?
0
|v* 1&v* 2 |2 dt&|
2?
0
({uF(t, v1+w)
&{uF(t, v2+w)) } (v1&v2) dt
=|
2?
0
|v* 1&v* 2 |2 dt&|
2?
0
({uu F(t, v2+&(v1&v2)+w)(v1&v2))
} (v1&v2) dt, (5.15)
where 0<&<1 is some constant. Using (5.13) we have, for any v1 , v2 # H1
and w # H2 ,
|
2?
0
({uuF(t, v2+&(v1&v2)+w)(v1&v2)) } (v1&v2) dt
|
2?
0
(A(v1&v2)) } (v1&v2) dt&
$
2 |
2?
0
|v1&v2 |2 dt
=|
2?
0
(TAT $(Tv1&Tv2)) } (Tv1&Tv2) dt&
$
2 |
2?
0
|Tv1&Tv2 |2 dt
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= :
N
i=1
:i |
2?
0
| gi } (v1&v2)|2 dt&
$
2
:
N
i=1
|
2?
0
| gi } (v1&v2)|2 dt
= :
N
i=1 \:i&
$
2+ |
2?
0
| gi } (v1&v2)| 2 dt. (5.16)
By (5.5), (5.6), and (5.12), we see that if v1 , v2 # H1 then
|
2?
0
| gi } (v* 1&v* 2)|2 dt(: i&$) |
2?
0
| gi } (v1&v2)|2 dt,
and therefore
|
2?
0
|v* 1&v* 2 |2 dt
= :
N
i=1
|
2?
0
| gi } (v* 1&v* 2)|2 dt
= :
N
i=1
:i&3$4
:i&$ |
2?
0
| gi } (v* 1&v* 2)| 2 dt
&
$
4
:
N
i=1
1
:i&$ |
2?
0
| gi } (v* 1&v* 2)|2 dt
 :
N
i=1 \:i&
3$
4 + |
2?
0
| g i } (v1&v2)| 2 dt
&
$
4
:
N
i=1
1
:i&$ |
2?
0
| gi } (v* 1&v* 2)|2 dt. (5.17)
Combining (5.15), (5.16), and (5.17) together we get that, for any
v1 , v2 # H1 and w # H2 ,
(1(v1+w)&1(v2+w), v1&v2) &C3 &v1&v2&2, (5.18)
in which C3>0 is a constant. Similarly, there is a constant C4>0 such
that, for v # H1 and w1 , w2 # H2 ,
(1(v+w1)&1(v+w2), w1&w2)C4 &w1&w2&2. (5.19)
Define J : H  R as
J (u)=|
1
0 _
1
2
|u* |2&F(t, u)& dt.
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Then the gradient operator of J is 1. For any v1 , v2 # H1 and w1 w2 # H2 ,
using (5.18) we have
J (v1+w1)&J (v2+w1)
=|
1
0
(1(v2+&(v1&v2)+w1), v1&v2) d&
=(1(v1+w1), v1&v2)
+|
1
0
(1(v2+&(v1&v2)+w1)&1(v1+w1), v1&v2) d&
(1(v1+w1), v1&v2)+C3 &v1&v2&2 |
1
0
(1&&) d&
=(1(v1+w1), v1&v2)+
1
2
C3 &v1&v2&2.
In a similar way, we have
J (v2+w1)&J (v2+w2)(1(v2+w2), w1&w2)+ 12C4 &w1&w2 &2,
J (v2+w2)&J (v1+w2)(1(v2+w2), v2&v1)+ 12C3 &v2&v1 &
2,
J (v1+w2)&J (v1+w1)(1(v1+w1), w2&w1)+ 12C4 &w2&w1 &
2.
Combining the last four inequalities together, we have
(1(v1+w1)&1(v2+w2), (&v1+w1)&(&v2+w2))
C3 &v1&v2&2+C4 &w1&w2 &2.
Letting v2=w2=0, in view of 1(0)=0 we then have
(1(v1+w1), &v1+w1)C3 &v1&2+C4 &w1 &2C5 (&v1&2+&w1 &2),
where C5=min[C3 , C4]. Therefore, for any u # H,
&u&C &15 &1(u)&.
For any sequence [un]/H such that J$(un)  0 as n  +, since
J$(un)=1(un)+\&d
2
dt2
+K2+
&1
({uF(t, un)&{uV(t, un)),
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we have
&un&C &15 &J$(un)&+C
&1
5 "\& d
2
dt2
+K2+
&1
({uF(t, un)&{u V(t, un))" .
By (5.9), {uF(t, u)&{uV(t, u) is bounded on [0, ?]_RN, therefore, there
exists a constant C6>0 such that
&un&C6 .
From this inequality, we easily get the PS condition.
Define two open subsets D1 and D2 of X as (5.3) in the proof of Theorem
5.1. Then A(XD1)/D1 , A(XD2)/D2 . Define a path hR : [0, 1]  X as
(5.4) in the proof of Theorem 5.1. Then for R sufficiently large
hR (0) # D1"D2 , hR (1) # D2"D1 . Since V and {uV are bounded on |u|R1 ,
when R>R1 the value of J on hR (s) can be estimated as
J(hR (s))=&|
2?
0
V(t, hR (s)) dt
=&|
2?
0 _V \t,
R1
R
hR (s)++\1&R1R + {uV \t,
R1
R
hR (s)+ } hR (s)
+\1&R1R +
2
({uuV(t, &hR (s)) hR (s)) } hR (s)& dt
&2? \1&R1R +
2
(AhR (s)) } hR (s)+C7 R+C8
&2?:(R&R1)2+C7R+C8 ,
where
R1
R <&<1, C7 and C8 are positive constants, :=min[:1 , :2 , ..., :n].
Therefore,
inf
u # D
1
X & D
2
X
J(u)> sup
s # [0, 1]
J(hR (s))
if R is sufficiently large. Using Theorem 3.3 we get the result. K
APPENDIX
Proof of Lemma 3.1. If we denote by O1 the connected component of
O containing [(t, 0) | 0t1], then O1 /O. Therefore, without loss of
generality, we assume that O is itself connected. Let
s0=sup [s | (0, s) # O ].
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Then (3.2) and (3.3) imply that 0<s0<1 and (0, s0) # O. Let 1 be the
connected component of O containing (0, s0), we will prove that 1
satisfies (3.4) and (3.5). Note that (3.4) is obvious. As to (3.5), we assume,
by contradiction, that
[(1, s) | 0s1] & 1=<.
Denote by L1 the set [(t, 0) | 0t1], by L2 the set [(1, s) | 0s1],
by L3 the set [(t, 1) | 0t1], and by L4 the set [(0, s) | 0s1], then
$1=\(L1 _ L2 _ L3 , 1)>0 since 1 is closed and 1 & (L1 _ L2 _ L3)=<,
where \( } , } ) means the distant between two subsets of X . By the com-
pactness of 1, there exist a finite number of points x1 , x2 , ..., xn # 1 such
that the finite open balls B(x1 , $1 3), B(x2 , $1 3), ..., B(xn , $1 3) constitute
an open covering of 1. Here B(xi , $13)=[x | x # X , \(x, xi)<$1 3].
Denote
U1= .
n
i=1
B(x i , $1 3).
Then 1/U1 and U 1 & (L1 _ L2 _ L3)=<.
Now we construct an open subset U of X such that 1/U,
U & (L1 _ L2 _ L3)=<, and U & O=<. The discussion is divided into
two cases.
Case (i). U1 & O=<. In this case, we take simply U=U1 .
Case (ii). U1 & O{<. Note that U 1 & O is a compact metric space
and that 1 and U1 & O are two closed metric subspaces of U 1 & O and
are disjoint. Since 1 is a connected component of O and 1 & U1=<,
there is no connected component of U 1 & O which intersects both 1 and
U1 & O. By a result of [26], there exist two compact sets KA and KB
such that U 1 & O=KA _ KB , KA & KB=<, 1/KA , and U1 & O/KB .
Let $2=\(KA , KB), then $2>0. The compactness of KA implies that there
exist a finite number of points y1 , y2 , ..., ym # KA such that the open balls
B( y1 , $2 3), B( y2 , $2 3), ..., B( ym , $2 3) in X constitute an open covering
of KA . Denote
U2= .
m
i=1
B( yi , $2 3).
Then 1/KA /U2 . Letting U=U1 & U2 , we have
U= .
n
i=1
.
m
j=1 \B \x i ,
$1
3 +& B \yj ,
$2
3 ++ .
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It is easy to see that 1/U and U & (L1 _ L2 _ L3)=<. We assert that
U & O=<. Indeed, if U & O{<, then there is a point x # U & O. It
follows that x # KA _ KB . If x # KA then x  KB . Since x # O and
U1 & O/KB , x  U1 . Since x # U/U /U 1 , x # U1 . But x # U implies
that x  U=U1 & U2 , therefore x  U2 . This is a contradiction since
KA /U2 . On the other hand, if x # KB , then \(x, KA)$2 . But
x # U/U /U 2 implies that \(x, KA)$2 3, we still come to a contradic-
tion. Hence, U & O=<.
Denote by V the connected component of U containing 1. Then 1/V,
V & (L1 _ L2 _ L3)=<, and V & O=<. By the construction of U we
see that U is composed of a finite number of circular arcs, and so is V
since V/U. Let
c=[(t0+r cos %, s0+r sin %) | %1%%2]
be a circular arc with two end points Pi=(t0+r cos %i , s0+r sin %i)(i=1,
2). By rc we denote either of the rays starting at Pi and pointing to the
direction (&1) i+1(&sin % i , cos %i)(i=1, 2). That is, rc is tangent to c at
one end point of c and rc points to the direction in which c lies. If two cir-
cular arcs c and c$ intersect at a common end point of them and rc and rc$
are the two rays starting at that point then the angle from rc to rc$ is said
to be the angle from c to c$. Denote by 8 the set of all circular arcs con-
tained in V. Let s1=sup [s | (0, s) # V ]. Then it is clear that 0<s1<1.
Let c1 # 8 be the circular arc with e0=: (0, s1) as an end point such that
the angle from rc1 to the ray [(0, s) | ss1] is the minimal one of all such
angles. It is easy to see that V is at the lower side of c1 and c1 bends down.
If the other end point of c1 , denoted by e1 , does not on the line segment
L4 , then there is c2 # 8 with e1 as an end point such that the angle from
c2 to c1 is the minimal one of all such angles. Then V lies at the same side
of c1 and c2 , and c1 and c2 bend to the same side. If the other end point
of c2 , denoted by e2 , is not on L4 , then we can go on with this discussion.
In this way, we get a sequence of arcs [cn] with the property that cn and
cn+1 have a common end point en , V lies at the same side of cn , and all
cn bend to the same side. Since 8 contains only a finite number of circular
arcs, after some n procedures, the end point en of cn is on L4 . Letting
en=(0, s2), we see that 0<s2<s1 .
Denote the line segment [(0, s) | s1ss2] by c0 , then c0 , c1 , ..., cn con-
stitute a Jordan curve J and V is wholly at the interior side of it since V
is connected. Denote by V1 the set of all points at the interior side of J and
let
W=V1 _ [(0, s) | s1<s<s2].
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Then W is an open subset of X , V/W, and from the discussions above we
see that
1/W; (A.1)
W & (L1 _ L2 _ L3)=<; (A.2)
W=c1 _ c2 _ } } } _ cn ; (A.3)
W & O=<. (A.4)
Note that (A.1) implies O & W{<; (A.2) implies O"W {<; (A.3) implies
the connectedness of W; (A.4) impiles W=(W & O) _ (W"O ). Now
the proof splits up into two aspects
If W & O{<, then W & O and W"O are disjoint nonempty open
subsets of W and W=(W & O) _ (W"O ). This contradicts the connec-
tedness of W.
If W & O=<, then O & W and O"W are disjoint nonempty open sub-
sets of O and O=(O & W) _ (O"W ). This contradicts the connectedness of
O. This finishes the proof. K
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