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Abstract
This thesis studies the intermolecular interactions in (i) boron-nitrogen based systems
for hydrogen splitting and storage, (ii) endohedral complexes, A@C60, and (iii) aurophilic
dimers. We first present an introduction of intermolecular interactions. The theoretical
background is then described. The research results are summarized in the following
sections. In the boron-nitrogen systems, the electrostatic interaction is found to be the
leading contribution, as ’Coulomb Pays for Heitler and London’ (CHL). For the endohedral
complex, the intermolecular interaction is formulated by a one-center expansion of the
Coulomb operator 1/rab. For the aurophilic attraction between two C2v monomers, a
London-type formula was derived by fully accounting for the anisotropy and point-group
symmetry of the monomers.
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Notations and Conventions
Most notations and conventions are explained after they are introduced. In general, this thesis
adopts the atomic units, that is ~ = me = e = 4piε0 = 1. The bold font denotes a vector or
matrix. The notation ≡ means definition. For a summation, ∑, the lower and upper limit may be
ignored without confusion. A wavefunction here is the coordinate representation of a state vector,
i.e. ψ(x) ≡ 〈x|ψ〉, although it could be extended into other continuum basis, e.g. momentum
representation.1
In a molecular Hamiltonian, capital and small letters denote nuclei and electronic coordinates
respectively. The |ψ〉, |Ψ〉, and |ϕ〉 correspond to total, electronic, and nuclear states respectively.
When discussing the electronic structure problem |Φ〉, |Ψ〉, |0〉, and |vac〉 correspond to a single-
determinant or configuration, exact, any, and vacuum states in the Fock space, respectively. The
φ and χ denote molecular and atomic orbitals. In spin-restricted approach, the Latin subscripts
i, j, k... stand for the inactive orbitals, i.e. doubly occupied in all determinants of a Configuration
State Function (CSF), a, b, c... for virtual, i.e. unoccupied orbitals in all determinants of a CSF,
v, w, x... for partial occupied, and p, q, r... for the general case. In spin-unrestricted approach, the
indices i, j, k..., a, b, c..., and p, q, r... refer to occupied, virtual, and general orbitals for a given
determinant. The Greek subscripts µ, ν, λ, σ · · · usually indicate the atomic orbital. Small c and
capital C are coefficients for an AO expansion of MO and a CI expansion of the state, respectively.
The symbol x denotes spatial x, y, z and spin σ components while r, stands for spatial coordinates.
Summarizing,
ψ Exact eigenfunction of the total molecular Hamiltonian, including nuclear motion
ϕ Nuclear wavefunction
Ψ Exact eigenfunction of electronic Hamiltonian wavefunction
Φ Single determinant or configuration electronic wavefunction
Φ0 The ground-state wavefunction of an unperturbed Hamiltonian Hˆ0.
Φk The k-th eigenfunction of an unperturbed Hamiltonian Hˆ0.
φ Single-electron wavefunction, i.e. molecular orbital
χ Basis function
|0〉 Any state in Fock space
|vac〉 Vacuum state
G Gibbs free energy
M Number of basis functions
N Number of electrons
V Electric potential
σ Electron spin
r Electron spatial vector
R Nuclear spatial vector
x Electron spatial plus spin vector, (r, σ)
‡ Properties at the transition state
xv
xvi Contents
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A macroscopic object typically contains 1023 nuclei and up to 102 times more electrons, all of
which interact with each other. Although the physical laws, quantum mechanics, that govern the
behavior of these nuclei and electrons are known, it is not possible to treat a general aperiodic system
of such a size from the fundamental principles at present. Therefore, any attempts to understand
the behavior of macroscopic substance from their microscopic constitution must introduce some
assumptions.
A common scheme is to define some microscopic particles as subunits if the interactions between
the subunits are small enough to be neglected in a first-order approximation. Therefore, at this
stage, it is only necessary to study the internal structure of each subunit and the bulk behavior
corresponds to ideal gas of the subunits.2 These subunits can conveniently be called molecules.
Taking a concrete example, consider four atoms, A, like H or He, arranged in a rectangle
characterized by the two parameters R and R′ in Figure 1. The potential energy surfaces (PES)
for these two model systems are calculated by MOLPRO program package version 20093 and are
presented in Figures 2.
Figure 1: The geometry for a hypothetical rectangular A4 system.
(a) (b)
Figure 2: The PES for the ground state of the rectangular A4 systems from Full-CI/cc-pVDZ level
calculations (a) A=H (b) A=He.
From these potential energy surfaces, the reasonable choices near equilibrium geometry are
classified as H4 ≈ 2H2 molecules along the small interaction direction, and He4 ≈ 4 He single-atom
molecules. These results are also consistent with the concept of valence of one and zero for H and
He, respectively.
The next step is to introduce the interaction between the subunits, i.e. the intermolecular
interaction. At this level one gets the bulk behavior, such as van der Waals equation or virial
coefficients for gases,4 the existence and properties for liquids,5 molecular solids,6 and certain phase
transitions.7
20
Part II
Theoretical Background
21

Chapter 1
Born-Oppenheimer Approximation
In electronic structure theory, we are often interested in the time-independent Schro¨dinger equation
Hˆ|ψ〉 = E|ψ〉 (1.1)
In non-relativistic quantum mechanics, the Hamiltonian is
Hˆ = −
∑
I
1
2MI
∇2I −
∑
i
1
2
∇2i −
∑
I,i
ZI
riI
+
∑
i>j
1
rij
+
∑
I>J
ZIZJ
RIJ
(1.2)
Here the capital and lower letters stand for nuclei and electrons respectively. The atomic units
(e = me = ~ = 4piε0 = 1) are adopted. In general, for a system involving more than two particles
interacting with each other, the exact analytical solution of equation (1.1) is not available.
Since the mass of a nucleus is more than 1000 times larger than that of an electron, the motions
of nuclear and electrons can be expected to be approximately separated. This can be done by first
dividing the Hamiltonian into
Hˆ = −
∑
I
1
2MI
∇2I + Hˆe (1.3)
Hˆe ≡ −
∑
i
1
2
∇2i −
∑
I,i
ZI
riI
+
∑
i>j
1
rij
+
∑
I>J
ZIZJ
RIJ
(1.4)
In the electronic Hamiltonian (1.4),8 the nuclear coordinate, R, is a parameter. It may be
necessary to notice that some books, e.g. Szabo and Ostlund,9 put the nuclear repulsion term into
the nuclear Hamiltonian, but this difference is immaterial.
Since Hˆe in eqn (1.4) is a Hermitian operator, its eigenfunctions {Ψn(r,R)} constitute a com-
plete basis. The exact wavefunction Ψ(r,R) for the total Hamiltonian, Hˆ, can therefore be expanded
as
ψ(r,R) =
∑
n
ϕn(R)Ψn(r,R) (1.5)
Inserting this expansion into the Schro¨dinger equation, eqn (1.1), we obtain
−
∑
I
∑
n
1
2MI
[ (∇2Iϕn)Ψn + 2 (∇Iϕn) (∇IΨn) + ϕn (∇2IΨn) ]+∑
n
Ee,nϕnΨn = Etot
∑
n
ϕnΨn
Multiplying by Ψ∗m and integrating over all electronic coordinates, the result becomes
−
∑
I
1
2MI
[
∇2Iϕm + 2
∑
n
〈Ψm|∇I |Ψn〉∇Iϕn +
∑
n
〈Ψm|∇2I |Ψn〉ϕn
]
+ Ee,mϕm = Etotϕm
(1.6)
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24 CHAPTER 1. BORN-OPPENHEIMER APPROXIMATION
So far, no approximations have been made.
The Born-Oppenheimer approximation states that the terms 2〈Ψm|∇I |Ψn〉∇Iϕn and 〈Ψm|∇2I |Ψn〉ϕn,
are negligible, ∀n. The result becomes[
−
∑
I
1
2MI
∇2I + Ee,m(R)
]
ϕm = Etotϕm (1.7)
The Ee,m(R) is the so-called potential energy surface. In general, as the electronic energy is the
leading term in the total energy expression, we solve the electronic Hamiltonian eigenvalue first,
thus obtaining the potential energy surface. The nuclear motion is calculated using this potential
energy surface, usually approximately separated into translation, rotation, and vibration terms. It
may be necessary to notice that this derivation is not the scheme in the original article by Born and
Oppenheimer,10 but rather follows an alternative approach by Born in 1951.11,12
The error of the Born-Oppenheimer approximation at equilibrium geometry is proportional to
m/M , where m and M are the masses of electrons and nuclei, respectively.13
Chapter 2
Wave-Function-Based Theory
For most chemical systems, except a hydrogen-like atom, Hooke’s atom,14 etc, the exact analyt-
ical solution of the electronic Hamiltonian, eqn (1.4), is not available. An alternative way15 is to
expand the n-particle wavefunction in an orthogonal and complete one-particle basis, {φi(x)},(a
non-orthogonal expansion will lead to a valence bond approach16,17 which will not be discussed in
this thesis)
Ψ(x1,x2,x3, ...,xn) =
∑
i
ai (x2,x3, ...,xn)φi(x1) (2.1)
=
∑
ij
aij (x3, ...,xn)φj(x2)φi(x1) (2.2)
=
∑
ij...n
aij...n φn(xn)...φj(x2)φi(x1) (2.3)
The exchange symmetry for indistinguishable particles can give additional constrains for the coeffi-
cients aij...n. For fermions, a Slater-determinant is therefore set up.
Ψ =
∑
I
CI Φ
SD
I (2.4)
Here the SD denotes a Slater determinant.
If we choose to optimize a single Slater determinant or one Configuration-State Function (CSF)18
in eqn (2.3), built of orbitals {φi(x)}, the result is the Hartree-Fock approximation. The CSF is the
simultaneous eigenstate for {Sˆ2, Sˆz, Nˆ op} where Nˆ op ≡ a†pαapα + a†pβapβ as the occupation number
operator for orbital p.19 For a closed-shell singlet state, the CSF is a single Slater determinant. In
general, the CSF can be a combination of several determinants. For example, an open-shell singlet
state, 1√
2
(
a†vαa
†
wβ − a†wβa†vα
)
|vac〉 contains two determinants. In this thesis, the indices i, j, k...
stand for inactive orbitals, i.e. doubly occupied in all determinants of a CSF, a, b, c... for virtual, i.e.
unoccupied orbitals in all determinants of a CSF, v, w, x... for partial occupied, and p, q, r... for the
general case.
After the Hartree-Fock wavefunction is set up, other terms with further expansion coefficients,
CI , in eqn (2.4) lead to post-Hartree-Fock methods. Alternatively, we can try to optimize many
terms respect to expansion coefficients and orbitals of eqn (2.4) simultaneously at the first time,
yielding a multi-configurational method. The further corrections are the multi-reference part.20
Different methods have different computational cost, accuracy, and physical picture, that will be
present later.
In this chapter, the formalism mainly follows the monographs by Helgaker,21 Jensen,22 Szabo,9
and Widmark23 as the default references.
25
26 CHAPTER 2. WAVE-FUNCTION-BASED THEORY
2.1 Hartree-Fock Approximation
We start from a single configuration state of the Fock space, |CSF〉. All further states with this
functional form are accessible by a unitary transformation24
|CSF(κ)〉 = eκˆ|CSF〉 (2.5)
κˆ ≡
∑
pq
κpqEˆpq (2.6)
Eˆpq ≡
∑
σ
a†pσaqσ (2.7)
Here κpq parameters form an anti-Hermitian matrix satisfying κ
∗
pq = −κqp. The reason to adopt a
unitary transformation is to preserve the norm and orthonormality between the vectors of the Fock
space, namely 〈A′|B′〉 = 〈A|e−κˆeκˆ|B〉 = 〈A|B〉. The exponential form is chosen for two reasons.
The first is to naturally guarantee the unitarity
(eκˆ)†eκˆ = e−κˆeκˆ = 1ˆ (2.8)
In contrast, a direct matrix parametrization, Upq, requires an extra constraint
∑
q U
†
pqUqr = δpr.
Second, the derivatives of the unitary transform are easy to obtain in the exponential from via the
Baker-Campbell-Hausdorff (BCH) expansion. The singlet excitation operator, Eˆpq, is introduced to
conserve the spin symmetry of CSF during the unitary transformation (2.5). This requires that the
spatial parts of the orbitals with α and β spin have to be identical.
Under the unitary transformation (2.5), the energy becomes
E(κ) = 〈CSF(κ)|Hˆ|CSF(κ)〉 (2.9)
= 〈CSF|e−κˆHˆeκˆ|CSF〉 (2.10)
= 〈CSF|Hˆ|CSF〉+ 〈CSF|[Hˆ, κˆ]|CSF〉+ 1
2
〈CSF|[[Hˆ, κˆ], κˆ]|CSF〉+ · · · (2.11)
The second step is done by the BCH expansion. Here and later on, the Hˆ always corresponds to the
electronic Hamiltonian Hˆe (1.4). The optimization of energy, achieved by the first-order variation,
is zero for all κpq,
〈CSF|[Hˆ, Eˆpq]|CSF〉 = 0, ∀ p, q (2.12)
This approach is the restricted Hartree-Fock (RHF) approximation. The restriction here also
imposes the restriction of point group symmetry and a real value of wavefunction. Although the
spin symmetry, point-group symmetry, and the real value are the features of the exact ground state
wavefunction of a non-relativistic electronic Hamiltonian without external magnetic field, they may
not necessarily hold at an approximate level.
In some cases it is necessary to check that the second-order variation is positive, to ensure that
the state is really a minimum. This is the instability analysis.25
For orbital rotations within the inactive or virtual orbital set, eqn (2.12) is automatically satisfied.
Thus, for a closed-shell case we only need to optimize the orbitals for inactive-virtual rotations
〈cs|[Hˆ, Eˆai]|cs〉 = 0, ∀ a, i (2.13)
here the cs stands for closed-shell. The open-shell case may be calculated by spin-unrestricted26 or
restricted27–30 approach.
We may construct a matrix eigenvalue problem to obtain the optimized orbitals of the |cs〉.
This is achieved by letting the off-diagonal elements to satisfy this stationary condition (2.13). The
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operator is the so-called Fock operator. A straightforward choice would be Fpq = 〈cs|[Hˆ, Eˆpq]|cs〉.
However, this construction will lead to an anti-Hermitian matrix which is not desirable. Instead,
another form is proposed while keeping the Fai elements still the same as in eqn (2.13):
Fpq =
1
2
∑
σ
〈cs|[a†qσ, [apσ, Hˆ]]+ |cs〉 (2.14)
Thus F ∗pq = Fqp. Eqn (2.14) is the Fock operator in a matrix representation for closed-shell case.
The eigenvalue problem of operator (2.14) can be solved by numerical methods for very small
systems, typically an atom or diatomic,31,32 even triatomic molecules.33,34 In general, it is calculated
by spanning the single particle states into a pre-optimized basis set, e.g. Gaussian functions, with
coefficients to be determined, namely |i〉 = ∑µ cµi|χµ〉, as suggested by Roothaan and Hall.35,36
This step may be regarded as a rationalization of the linear combination of atomic orbital method,
if an atom-centered basis set is used. We then get
FC = SCε (2.15)
Here C, S, and ε are the coefficient, overlap, and eigenvalue matrices. In practice, the matrix
representation has to be truncated at some finite dimension.
Eqn (2.15) is solved by first providing an initial guess then calculating iteratively as the Self-
consistent Field (SCF) or by a second-order Newton method. The later one has a better, quadratic
convergence, but is rather expensive since the information about Hessian is required. Quasi-Newton
methods were proposed to have both a good convergence behavior and efficiency.37 The compu-
tational cost of the Hartree-Fock approximation is proportional to M4, where M is the number of
basis functions.
The Hartree-Fock approximation describes an electron in an averaged field created by the other
electrons. It is size-extensive and self-interaction free. The size-extensive38 means that for several
non-interacting subsystems, defined through an additive separable Hamiltonian
Hˆ =
∑
I
HˆI (2.16)
Here HˆI is the Hamiltonian of the I-th system and Hˆ that for the whole system. If a method yields
a multiplicative separable state vector and an additive separable energy, it is size-extensive
|0〉 =
∏
I
|0I〉 (2.17)
E =
∑
I
EI (2.18)
The |0I〉, |0〉, EI , and E are the state vectors and energies for the sub- and total systems respectively.
These quantities are evaluated for the monomers and the complex, respectively.
The Hartree-Fock approximation can describe Fermi correlation by its anti-symmetric construc-
tion, but the dynamic Coulomb correlation is missing. For chemical systems, Hartree-Fock can
be a rough estimate for various purposes, the error is usually analyzed in case study or in bench-
mark statistics for a series of systems. In particular, for a closed-shell molecule, if the dissoci-
ation limit has open-shell fragments, the RHF gives the wrong dissociation limit. An example is
H2 (X
1Σ+g )→ 2H (2S). Formally, one could remove the restriction from the spin part of orbital rota-
tion (2.6) and also let |CSF〉 be a single determinant |SD〉, as done in the unrestricted Hartree-Fock
(UHF) approach. It could improve the description of bond dissociation when the triplet instability
appears, and give the right limit. Still, the intermediate range is less accurate than the short range
and the long distance limit. A bias of accuracy is then introduced. Moreover, the UHF yields spin
contamination. Its wavefunction is no longer an eigenstate of the Sˆ2 operator, a quantity other-
wise well-defined at non-relativistic level. In addition, dispersion interactions do not exist in the
Hartree-Fock approximation.39,40
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2.2 Configuration Interaction Methods
After the Hartree-Fock-Roothaan-Hall equation (2.15) is solved, the eigenvectors of the Fock oper-
ator are set up. We can expand the exact state |Ψ〉 by this basis, as
|Ψ〉 = |Φ〉+ Cai |Φai 〉+ Cabij |Φabij 〉+ · · · (2.19)
and determine the coefficients Cai , C
ab
ij , · · · as a linear variation problem. The coefficient of |Φ〉
is fixed at 1 in the intermediate normalization convention. This approach is the Configuration
Interaction (CI). Alternatively,41 we could form a CI state by |0〉 =∑mCm|m〉, here the |m〉 is the
Hartree-Fock ground state or its excitation. Then consider another unitary transformation
|0′〉 = eSˆ|0〉 (2.20)
Sˆ ≡
∑
K 6=0
[SK |K〉〈0| − S∗K |0〉〈K| ] , (2.21)
where |K〉 is the orthogonal complement of |0〉 in the whole variational space, and the SK is a
coefficient for the unitary transformation. Under the unitary transformation (2.20), the energy is
transformed to
E(S) = 〈0′|Hˆ|0′〉 (2.22)
= 〈0|e−SˆHˆeSˆ|0〉 (2.23)
= 〈0|Hˆ|0〉+ 〈0|[Hˆ, Sˆ]|0〉+ 1
2
〈0|[[Hˆ, Sˆ], Sˆ]|0〉+ · · · (2.24)
For the optimized energy, the first-order variation respective to any SK or S
∗
K vanishes, i.e.
〈0|Hˆ|K〉 = 0 (2.25)
This implies that an optimized CI state |0〉 does not interact with its orthogonal complement
|K〉. This can be achieved by solving a secular equation
HC = EC, (2.26)
where H is a matrix representation of the electronic Hamiltonian (1.4) under the eigenfunction of
the Fock operator (2.14). Since the Hartree-Fock-Roothaan-Hall equation (2.15) is truncated to a
finite dimension by the given basis set, eqn (2.26) is also of finite dimension.
The reference state |Φ〉 in the CI expansion (2.19) can be either an RHF or a UHF state. If
one includes all possible excitations, at the Full-CI level, the results will be identical regardless spin
restriction, as the exact solution in the given basis set. It is size-extensive but its cost increases
factorially, as M !. Considering truncated CI expansions, they are not size-extensive. The config-
uration interaction with single and double excitations (CISD) is used in the optimization of the
correlation-consistent basis set.42
2.3 Møller-Plesset Perturbation Methods
Another way to go beyond the Hartree-Fock approximation is to regard the Fock operator as a
zeroth-order operator, and the difference of the electronic Hamiltonian and the Fock operator as
a perturbation, employing the Rayleigh-Schro¨dinger perturbation theory to calculate correlation
energies. This is the Møller-Plesset (MP) perturbation method. To be specific, the Hamiltonian is
divided into
Hˆ = Fˆ + λHˆ ′ (2.27)
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Here λ is an expansion parameter that will be taken as λ = 1 at the end. The energy and state
vector are expanded with respect to that parameter λ:
E =
∞∑
n=0
λnE(n) (2.28)
|Ψ〉 =
∞∑
n=0
λn|Φ(n)〉 (2.29)
Inserting eqn (2.28) and (2.29) into (2.27), and requiring equality for each order of λ, we obtain
E(0) = 〈Φ(0)|Fˆ |Φ(0)〉 =
∑
i
εi (2.30)
E(1) = 〈Φ(0)|Hˆ ′|Φ(0)〉 = −1
2
∑
i,j
〈ij||ij〉 (2.31)
E(2) =
∑
k 6=0
|〈Φ(0)|Hˆ ′|Φ(0)k 〉|2
E
(0)
0 − E(0)k
=
1
4
∑
ijab
|〈ab||ij〉|2
εi + εj − εa − εb (2.32)
· · ·
where the 〈ij||ij〉 ≡ 〈ij|ij〉 − 〈ij|ji〉 ≡ 〈i(1)j(2)|1/r12|i(1)j(2)〉 − 〈i(1)j(2)|1/r12|j(1)i(2)〉, also
for 〈ab||ij〉 ≡ 〈ab|ij〉 − 〈ab|ji〉 ≡ 〈a(1)b(2)|1/r12|i(1)j(2)〉 − 〈a(1)b(2)|1/r12|j(1)i(2)〉. The sum
of zeroth and first-order perturbation energies equals the Hartree-Fock energy. The second-order
perturbation, MP2, is the lowest non-zero correction beyond Hartree-Fock approximation. It also is
the computationally simplest post-Hartree-Fock method. Since the Fock space is truncated to finite
dimension by a given basis set, the possible excitations of MP2 are also finite. The bottle-neck of
MP2 is the integral transformation,43 such as
〈ab|ij〉 =
∑
µ
c∗aµ〈µb|ij〉, ∀a, b, i, j (2.33)
〈µb|ij〉 =
∑
ν
c∗bν〈µν|ij〉, ∀µ, b, i, j (2.34)
〈µν|ij〉 =
∑
σ
ciσ〈µν|σj〉, ∀µ, ν, i, j (2.35)
〈µν|σj〉 =
∑
η
cjη〈µν|ση〉, ∀µ, ν, σ, j (2.36)
here the µ, ν, σ, and η are atomic orbital. Each step above scales as M5.
It can be shown by parameterizing against coupled-cluster methods that every order of Møller-
Plesset perturbation is size-extensive. In general, this method does not converge well with respect
to the order of perturbation.44 Nevertheless a level like MP2 has proven useful. The Møller-Plesset
perturbation can be based on either RHF or UHF, however, as a single-reference method, neither of
them is suitable for multi-configurational systems, such as bond-breaking into open-shell systems.
A practical indication based on single-excitation amplitudes is the D1 diagnostic.45
An empirical improvement to MP2 is the so-called Spin-Component Scaled MP2 (SCS-MP2).
Since the MP2 method describes the correlation between a pair of electrons, φi and φj, it has parallel
and anti-parallel spin combinations. Due to the Fermi correlation the parallel spin pair may have
less Coulomb correlation. Assigning different weights for the spin cases and parameterizing against
a more highly correlated method, i.e. QCISD(T), defines the SCS-MP2 approach.46 In many cases
the SCS-MP2 provides a better result than original MP2. However, the scaling parameters may not
be transferable. In some intermolecular interaction systems, the SCS-MP2 becomes even worse than
MP2 and then different coefficients were suggested.47
30 CHAPTER 2. WAVE-FUNCTION-BASED THEORY
2.4 Coupled-Cluster Methods
A further way to handle many configurations is to express the exact state vector |Ψ〉, in a given
basis, as an exponential operator, operating on the Hartree-Fock state |Φ〉.
|Ψ〉 = eTˆ |Φ〉 (2.37)
The operator Tˆ is defined as Tˆ ≡ Tˆ1+Tˆ2+Tˆ3+· · · . Here the Tˆi is the i-th excitation associated
with its amplitude, such as
Tˆ1 ≡
∑
ia
tai a
†
aai (2.38)
Tˆ2 ≡ 1
4
∑
ijab
tabij a
†
aa
†
baiaj (2.39)
This exponential formalism (2.37) is the coupled-cluster (CC) method.
The connection eqn (2.37) is always possible for any exact state. Supposing that the coefficients
of the Full-CI are known, then the Full-CC expansion can be obtained from comparing each order
of the Full-CI expansion, Cˆi
Tˆ1 = Cˆ1 (2.40)
Tˆ 21 /2! + Tˆ2 = Cˆ2 (2.41)
Tˆ 31 /3! + Tˆ1Tˆ2 + Tˆ3 = Cˆ3 (2.42)
· · ·
The amplitudes of Tˆ1, namely the t
a
i , equal the coefficient for the same configuration of Cˆ1 in the
right-hand-side (RHS) of eqn (2.40). After the tai is obtained, inserting it into the Tˆ
2
1 /2! term of
the left-hand-side (LHS) of eqn (2.41), we obtain tabij since the Cˆ2 is known. Following a similar
procedure to any order of excitations, the Full-CC expansion is equivalent to the Full-CI expansion.
The equations determining the energy and amplitudes of the coupled-cluster method are
〈Φ|e−Tˆ HˆeTˆ |Φ〉 = E (2.43)
〈µ|e−Tˆ HˆeTˆ |Φ〉 = 0 (2.44)
Here |µ〉 is an excitation from the Hartree-Fock state vector |Φ〉. The truncation of operator Tˆ
yields the hierarchy of coupled-cluster methods, in which the levels of 〈µ| in eqn (2.44) include
the connected terms up to the truncation. For instance, the inclusion of Tˆ1 and Tˆ2 leads to the
coupled-cluster singles and doubles (CCSD) approximation. The CCSD method scales as M6 since
it involves the matrix element 〈Φabij |Hˆ|Φcdij 〉. In practice, eqn (2.44) is solved by a quasi-Newton
procedure.
In contrast to CI, any truncated order of CC is size-extensive. The CC method can be based
on either RHF or UHF. At the Full-CC limit, they will be identical. At a given truncated level,
the spin-restricted and unrestricted versions can be different. Being a single-reference method, the
truncated CC is not suitable for multi-configurational systems regardless the spin-restriction. A
practical indication, based on single-excitation amplitudes, is the T1-diagnostic48,49
T1 ≡ ‖t1‖√
N
(2.45)
where t1 and N are the vector of the single-excitation amplitudes and the number of electrons
respectively. It is suggested that for closed-shell systems, T1 < 0.02 may be regarded as reliable.
For open-shell species, modified schemes and thresholds have been explored.50,51
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The CCSDT scales asM8 which is too demanding for current practical applications. Alternatively,
the connected triple excitation, Tˆ3, can be evaluated from a perturbative approach. Including all
the contributions of connected triples, ∗Tˆ (2)3 , in the fourth and fifth order perturbation arising from
the Tˆ1 and Tˆ2 amplitudes, |t〉, the CCSD(T) correction is defined as52
∆ECCSD(T) ≡ 〈t|[Hˆ − Fˆ ,∗Tˆ (2)3 ]|Φ〉 (2.46)
while ECCSD(T) ≡ ECCSD + ∆ECCSD(T). The CCSD(T) method scales as M7. For a single-
configuration-dominated system, it can reach an accuracy within 1 kcal·mol−1 for sufficient large
basis sets in a test of first two periods molecules.53 It is size-extensive, but not applicable on a
multi-configurational case, either. The T1-diagnostic threshold may be relaxed to 0.04.54
In addition, there exists an approach called ”Quadratic CI” (QCI) that neglects certain terms in
the coupled-cluster expansion while keeping the method still size-extensive. Alternatively it may be
regarded as a size-extensive augmentation of truncated CI. Take Quadratic CI Singles and Doubles
(QCISD) for instance. Starting from the energy and amplitudes expressions of CCSD, one obtains55
ECCSD = 〈Φ|Hˆ(1 + Tˆ2 + 1
2
Tˆ 21 )|Φ〉 (2.47)
〈µ1|Hˆ|Φ〉+ 〈µ1|[Hˆ, Tˆ1]|Φ〉+ 〈µ1|[Hˆ, Tˆ2]|Φ〉+ 1
2
〈µ1|[[Hˆ, Tˆ1], Tˆ1]|Φ〉+ 〈µ1|[[Hˆ, Tˆ1], Tˆ2]|Φ〉
+
1
6
〈µ1|[[[Hˆ, Tˆ1], Tˆ1], Tˆ1]|Φ〉 = 0 (2.48)
〈µ2|Hˆ|Φ〉+ 〈µ2|[Hˆ, Tˆ1]|Φ〉+ 〈µ2|[Hˆ, Tˆ2]|Φ〉+ 1
2
〈µ2|[[Hˆ, Tˆ1], Tˆ1]|Φ〉+ 〈µ2|[[Hˆ, Tˆ1], Tˆ2]|Φ〉
+
1
2
〈µ2|[[Hˆ, Tˆ2], Tˆ2]|Φ〉+ 1
6
〈µ2|[[[Hˆ, Tˆ1], Tˆ1], Tˆ1]|Φ〉+ 1
2
〈µ2|[[[Hˆ, Tˆ1], Tˆ1], Tˆ2]|Φ〉
+
1
24
〈µ2|[[[[Hˆ, Tˆ1], Tˆ1], Tˆ1], Tˆ1]|Φ〉 = 0 (2.49)
Here 〈µ1| and 〈µ2| are the single and double excitations. Omitting the terms in CCSD that contain
quadratic or higher excitations in Tˆ1 and the commutator [[Hˆ, Tˆ1], Tˆ2] in the double excitation
amplitude eqn (2.49), the results define the QCISD method56
EQCISD = 〈Φ|Hˆ(1 + Tˆ2)|Φ〉 (2.50)
〈µ1|Hˆ|Φ〉+ 〈µ1|[Hˆ, Tˆ1]|Φ〉+ 〈µ1|[Hˆ, Tˆ2]|Φ〉+ 〈µ1|[[Hˆ, Tˆ1], Tˆ2]|Φ〉 = 0 (2.51)
〈µ2|Hˆ|Φ〉+ 〈µ2|[Hˆ, Tˆ1]|Φ〉+ 〈µ2|[Hˆ, Tˆ2]|Φ〉+ 1
2
〈µ2|[[Hˆ, Tˆ2], Tˆ2]|Φ〉 = 0 (2.52)
According to a benchmark involving the first three periods,57 the energetic performance of QCISD
is similar to CCSD, i.e. around 1 kcal mol−1. The deviation becomes larger when the multi-
configurational character increases.58,59 This is understandable since many Tˆ1 terms are omitted in
QCI. The perturbatively included triples, QCISD(T) and CCSD(T), may reduce some differences.58
Few tests on properties exist so far. In the same form of eqn (2.45), the Q1 diagnosis is proposed
with sightly larger values.58 The computational costs of QCI and CC are actually comparable. Thus
it may not be necessary to invoke the QCI approach. The main reason to adopt it in this thesis
is that in the MOLPRO program package, only QCISD and QCISD(T) have analytical gradients,
neither CCSD nor CCSD(T) do. As another application, the SCS-MP2 method is parameterized
from QCISD(T).46
2.5 Multi-Configurational Methods
A way to treat the multi-configurational system properly is to optimize the orbitals and configuration
coefficients simultaneously. This constitutes the multi-configurational self-consistent field (MCSCF)
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method.
Consider a state with many configurations, |0〉 =∑m cm|m〉, where |m〉 is a Slater determinant
or CSF. We perform a unitary transformation for both orbitals and configurations60
|0′〉 = eκˆeSˆ|0〉 (2.53)
The energy is transformed to
E(κ, S) = 〈0′|Hˆ|0′〉 (2.54)
= 〈0|e−Sˆe−κˆHˆeκˆeSˆ|0〉 (2.55)
= 〈0|Hˆ|0〉+ 〈0|[Hˆ, κˆ]|0〉+ 〈0|[Hˆ, Sˆ]|0〉+ 1
2
〈0|[[Hˆ, κˆ], κˆ]|0〉+ 1
2
〈0|[[Hˆ, Sˆ], Sˆ]|0〉
+ 〈0|[[Hˆ, κˆ], Sˆ]|0〉+ · · · (2.56)
To ensure the convergence, the MCSCF method is typically calculated by a Newton procedure.
Consider an expansion of the energy
E(v) = E(0) + vTg +
1
2
vTHv + · · · (2.57)
where v is a set of parameters, g, and H are the gradient and the Hessian, respectively. Requiring
the derivatives of E(v) to equal zero and neglecting higher-order terms, we obtain
g +Hv = 0 (2.58)
From the BCH expansion (2.56), the energy gradient and the Hessian for the rotations of orbitals
and configurations are
gopq = 〈0|[Hˆ, Eˆpq]|0〉 (2.59)
gcK = 〈0|Hˆ|K〉 (2.60)
Hoopq,rs = 〈0|[[Hˆ, Eˆpq], Eˆrs]|0〉 (2.61)
HccKL = 〈K|Hˆ|L〉 − δKL〈0|Hˆ|0〉 (2.62)
Hocpq,K = 〈K|[Hˆ, Eˆpq]|0〉 (2.63)
here the superscripts o and c stand for ’orbital’ and ’configuration’, respectively.
Usually the MCSCF is performed in a way that allows all possible excitations (Full-CI) among a
given set of configurations into the active space. The rest is calculated at Hartree-Fock level. This
approach is the Complete Active Space Self-Consistent Field (CASSCF) method.
The CASSCF method can be made size-extensive by properly choosing the active space. It is
the most common way to handle multi-configurational systems or non-dynamic correlation. It can
provide a consistent description for the whole bond-breaking process. The selection of active space
is not trivial. For a diatomic molecule, it may be possible to include all the valence electrons and
orbitals as the active space; for a larger system, the active space may be chosen from the occupation
number and orbital picture. Therefore, the CASSCF is not a black-box method at present.
2.6 Multi-Reference Methods
The extension of CASSCF to include the dynamical correlation effects is the multi-reference method.
By incorporating the perturbation, configuration interaction, and coupled-cluster treatments, one
can formulate the multi-reference perturbation, multi-reference configuration interaction, and multi-
reference coupled-cluster methods.
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A common approach among these multi-reference approaches is the Complete Active Space with
Second order Perturbation Theory (CASPT2). It is a second-order perturbative method based on
the zero-order Hamiltonian61,62
Hˆ0 = Pˆ0Fˆ Pˆ0 + PˆIFˆ PˆI (2.64)
here the |0〉 is the CASSCF state vector, Pˆ0 ≡ |0〉〈0| and PˆI ≡ 1ˆ − |0〉〈0|. These two projection
operators project out the active space and its complement, respectively. The Fˆ is the CASSCF Fock
operator, defined as
Fˆ =
1
2
∑
pq
∑
σ
〈0|[a†qσ, [apσ, Hˆ]]+|0〉 Eˆpq , (2.65)
and the E(0) is chosen as 〈0|Fˆ |0〉.
The CASPT2 method can handle both dynamical and non-dynamical correlation. It is not strictly
size-extensive,63but for small systems if not weak complex, this may not be a problem in practice.
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Chapter 3
Density-Functional Theory
Density functional theory (DFT) is another approach to quantum many-body systems. Its funda-
mental quantity is the one-particle electron density:
ρ(r1) = N
∑
σ1...σN
∫
dr2...
∫
drN |ψ(r1σ1 · · · rNσN)|2 (3.1)
here N , r, and σ are the number of electrons, the spatial coordinate, and the spin-component
respectively.
The foundation of DFT is the first Hohenberg-Kohn theorem64–66 which states that, in the
absence of an external magnetic field, a v-representable density, ρ, will determine its electron-
nuclear potential, v, uniquely. Hence the Hamiltonian is known. Alternatively, the DFT can be
built on a Levy-constrained search67,68 or a Lieb-convex conjugate.69 The magnetic potential can
be handled by spin-density functional theory.70 Excited states are also accessible by time-dependent
density functional theory (TD-DFT), based on the Runge-Gross theorem.71,72
The most common computational scheme of DFT is the Kohn-Sham method (KS-DFT)66,73,74
which introduces a reference system with the same electron density as the eigenstate of Hˆe i.e. eqn
(1.4), while its wavefunction is single-determinantal
Φ =
1√
N !
det (φ1φ2 · · ·φN) (3.2)
such that
ρ(r) =
N∑
i=1
∑
σ
φ∗i (r, σ)φi(r, σ) (3.3)
where φi is a single electron wavefunction (sometimes called Kohn-Sham orbital) of the reference
system. It is not trivial whether a given density could be written as (3.3). An explicit construction
for an N -representable density is reported by Harriman.75
We then define the kinetic-energy functional in the framework of a Levy-constrained search as76
Ts[ρ] = Min
Φ→ρ
〈Φ|Tˆ |Φ〉 (3.4)
= Min∑N
i=1 |φi|2→ρ
[
N∑
i=1
〈φi| − 1
2
∇2i |φi〉
]
(3.5)
Notice that in eqn (3.5) only an N -representability condition is required. The total electronic energy
of the real system can be consequently written as
E[ρ] = Ts[ρ] + J [ρ] +
∫
v(r)ρ(r)dr+ Exc[ρ] (3.6)
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Here the J [ρ] ≡ ∫ ρ(r)ρ(r′)/|r − r′|drdr′ is the classical Coulomb repulsion energy, v(r) ≡
−∑A ZA/|r−RA| is the nuclear-electron potential, while Exc[ρ] ≡ E[ρ]−Ts[ρ]−J [ρ]−∫ v(r)ρ(r)dr
or the so-called exchange-correlation functional stores all other energy contributions.
The ground-state energy is a variational stationary point for the electron density, or wavefunction.
It is also necessary to keep the Kohn-Sham orbitals orthonormal to ensure the form of kinetic energy
eqn (3.5) and the conservation of the number of particles
∫
ρ(r)dr = N . Therefore, one introduces
the functional
Ω[{ψ}] ≡ E[ρ]−
N∑
i,j=1
εij ( 〈φi|φj〉 − δij ) (3.7)
Here εij is the Lagrange multiplier, preserving the orthonormality.
The variational stationary condition, i.e. δΩ = 0, leads to the Kohn-Sham canonical equation[
−1
2
∇2 + v(r) +
∫
ρ(r′)
|r− r′|dr
′ + vxc(r)
]
φi = εiφi (3.8)
here vxc(r) is defined as δExc[ρ]/δρ.
Since the KS-DFT scheme is in principle exact, it can be regarded as a better one-particle effective
potential than Hartree-Fock. It is not a surprise because the Fock operator is the optimal one-particle
potential for the original Hamiltonian, while the KS-DFT scheme modifies the Hamiltonian into a
non-interacting system. This simplicity does not come costless, the analytical form of the exact
Exc[ρ] or vxc(r) is still unknown in general. It is also unknown how to systematically improve the
approximate functionals.
Following the ’Jacob’s Ladder’ classification by Perdew,77 we will present several approximate
functionals. In addition, it is customary to split the exchange-correlation functional into the exchange
and correlation parts Exc[ρ] = Ex[ρ] + Ec[ρ], in the framework of Levy constrained-search, defined
as78
Ex[ρ] ≡ Min
Φ→ρ
〈Φ|Vˆee|Φ〉 − J [ρ] (3.9)
Ec[ρ] ≡ Min
Ψ→ρ
〈Ψ|Vˆee|Ψ〉 −Min
Φ→ρ
〈Φ|Vˆee|Φ〉 (3.10)
Here Vˆee stands for the electron-electron repulsion operator 1/rij, and Φ, Ψ are the single-determinantal
and the exact functional forms of wavefunctions at a given density, ρ.
3.1 Local Density Approximation
The first rung is the Local Density Approximation (LDA), meaning that the electron density alone
is the variable of the exchange-correlation functional. Most LDA functionals are developed starting
from a homogeneous electron gas (HEG).
The HEG is a model where the electron is attracted by a positive background charge which
spreads through the whole system with the same density as the electron. It is defined as the
Hamiltonian79
Hˆ = −
∑
i
1
2
∇2i +
∑
i>j
1
rij
−
∑
i
∫
n(r′)
|ri − r′|dr
′ +
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ (3.11)
The first and second terms are the kinetic and repulsion energies of electrons. The third term is the
attraction between electron and positive background charge while the last one is the repulsion with
background charges. The equal density between background charge and electron is ensured by
ρ(r) = n(r) (3.12)
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The HEG corresponds to the energy functional80
E[ρ] = Ts[ρ] +
∫
v(r)ρ(r)dr+ J [ρ] + Exc[ρ] + Eb (3.13)
where Ts[ρ] is the Kohn-Sham kinetic functional as (3.5), v(r) is the potential between the electron
and background charges
v(r) = −
∫
n(r′)
|r− r′|dr
′ (3.14)
The J [ρ] is the classical Coulomb interaction between electrons. The Eb is a repulsive energy
from the background charge
Eb =
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ (3.15)
We denote the exchange-correlation functional as
Exc[ρ] =
∫
ρ(r)εLDAxc (ρ)dr (3.16)
εLDAxc (ρ) = ε
LDA
x (ρ) + ε
LDA
c (ρ) (3.17)
Here the superscript LDA means that the functional, ε, depends explicitly only on ρ, not on its
gradient, ∇ρ, etc.
Under periodic condition (plane-wave states), the exchange functional is exactly solvable as81
εLDAx (ρ) = −Cxρ1/3(r) (3.18)
with a prefactor
Cx =
3
4
(
3
pi
)1/3
(3.19)
Eqn (3.18) is the Dirac exchange functional.82 A similar form, the Xα functional, was also proposed
by Slater with an adjustable parameter, α.83
εLDAx (ρ) = −CXαρ1/3(r) (3.20)
CXα =
3
2
αCx (3.21)
The correlation problem is much more complicated. The analytical expressions are only known
near the low- and high- density limit from a perturbation expansion.84–86 Denoting Ec[ρ] ≡∫
ρ(r)εc(ρ)dr, then
εc =
g0
rs
+
g1
r
3/2
s
+
g2
r2s
+ · · · rs À 1 (3.22)
εc = A0lnrs + C0 + rs(A1lnrs + C1) + · · · rs ¿ 1 (3.23)
Here the rs is defined as an effective radius, satisfying 4/3 pir
3
s = 1/ρ. The logarithm in eqn (3.23)
comes from a summation of ring diagrams.
For a whole density range, Vosko et al.87 used a Pade´-approximation fitting scheme within the
correct functional form of eqn (3.22) and (3.23), to obtain
rs
dεc
drs
= A
1 + b1x
1 + b1x+ b2x2 + b3x3
(3.24)
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with the four free parameters, A, b0, b1, and b2. Here x ≡ r1/2s . Integrating eqn (3.24), under
boundary conditions, rs →∞, ε→ 0, yields for the non-interacting limit
εc(rs) = A
{
ln
x2
X(x)
+
2b
Q
tan−1
Q
2x+ b
− bx0
X(x0)
[
ln
(x− x0)2
X(x)
+
2 (b+ 2x0)
2
Q
tan−1
Q
2x+ b
]}
(3.25)
Here x0, b, and c substitute for b1, b2, and b3 in eqn (3.24). X(x) ≡ x2+bx+c and Q ≡ (4c−b2)1/2.
More generally, a spin-dependence can be introduced into LDA, as the Local Spin Density Ap-
proximation (LSDA). The purpose of LSDA is not only the description of an external magnetic field,
but also a higher accuracy for an isolated system. The exchange part has an exact scaling relation
Ex[ρα, ρβ] =
1
2
Ex[2ρα] +
1
2
Ex[2ρβ] (3.26)
Thus, the LSDA exchange functional is
εLSDAx =
1
2
Cx
[
(1 + ξ)4/3 + (1− ξ)4/3
]
ρ1/3 (3.27)
where ξ is a function of the spin-polarization, defined as
ξ ≡ ρα − ρβ
ρα + ρβ
(3.28)
The correlation functional is characterized by the following formulae88
εVWNc (rs, ξ) = εc(rs, 0) + α(rs)
[
f(ξ)
f ′′(0)
] [
1 + β(rs)ξ
4
]
(3.29)
f(ξ) ≡ (1 + ξ)
4/3 + (1− ξ)4/3 − 2
2 (21/3 − 1) (3.30)
1 + β(rs) ≡ f ′′(0)εc(rs, 1)− εc(rs, 0)
α(rs)
(3.31)
Here εc(rs, 0) and εc(rs, 1) are the correlation functionals for the spin unpolarized and polarized
cases respectively. The α(rs) is a ’spin-stiffness function’. These three quantities have the same
form as eqn (3.25) with different parameters. Eqn (3.25) is then fitted to numerical results from
Random-Phase Approximation (RPA)87 or diffusion quantum Monte Carlo calculations,89 denoted
by Vosko, Wilk, and Nusair, as VWN (III) or VWN(V) correlation functionals respectively.
A different correlation functional for LDA was proposed by Perdew et al.,90 and has a better
analytical representation. The basic structure is the same as in eqn (3.29), but the corresponding
part of eqn (3.25) is replaced by
εPW92c (rs) = −2A
(
1 + ax2
)
ln
[
1 +
1
2a (β1x+ β2x2 + β3x3 + β4x4)
]
(3.32)
Here the parameters A, β1, and β2 are chosen to meet the high-density expansion in eqn (3.23).
The a, β3, and β4 are fitted with quantum Monte Carlo and RPA results.
Since the functionals in LSDA include spin components, the spin contamination arising in unre-
stricted calculations is not a problem.91
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3.2 Generalized Gradient Approximation
The accuracy of LDA and LSDA is similar with Hartree-Fock. A next improvement is to introduce the
gradient of density, ∇ρ, into the exchange-correlation functional. This is the so-called Generalized
Gradient Approximation (GGA).
The GGA exchange functional is typically written as
EGGAx [ρ] = −Cx
∫
ρ(r)4/3F (s)dr (3.33)
where the Cx is the prefactor of the Dirac-exchange (3.19) and s is a dimensionless quantity,
s ≡ |∇ρ|/2ρkF , kF ≡ (3piρ)1/3. Becke proposed a GGA exchange functional with better asymptotic
behavior92
FB88x (s) = 1 +
β
Cx
b2s2
1 + 6β bs sinh−1(bs)
(3.34)
b ≡ 2(3pi)1/3 and β = 0.0042 are fitted to the Hartree-Fock exchange energy of noble gas atoms.
The first factor 1 implies that the B88 functional is a correction to Dirac exchange.
Another exchange functional proposed by Perdew et al.93 is
FPBEx (s) = 1 + κ−
κ
1 + µs2/κ
(3.35)
with µ = 0.21951 and κ = 0.804. The PBE exchange functional is constructed from a linear response
of HEG and a Lieb-Oxford bound.94 Therefore it is obtained through theoretical constraints instead
of fitting numerical data.
Several GGA correlation functionals have been designed, such as LYP and PBE. The LYP func-
tional is fitted by four parameters to the correlation energy of the helium atom.95 The PBE corre-
lation functional is obtained from theoretical constrains plus a PW92 LDA correlation functional.93
Usually the B88 is combined with LYP functional abbreviated as BLYP while PBE exchange and
correlation functions together are called PBE.
3.3 Hybrid Functional
From the formal definition of exchange and correlation functionals, eqn (3.9) and (3.10), a further
improvement may be obtained by including some Hartree-Fock exchange. Alternatively we can
introduce a generalized universal functional96
Fλ[ρ] ≡ Min
Ψ→ρ
〈Ψ|Tˆ + λVˆee|Ψ〉 (3.36)
≡ 〈Ψλ|Tˆ + λVˆee|Ψλ〉 (3.37)
Therefore the exchange-correlation functional can be written as
Exc[ρ] = F1[ρ]− F0[ρ]− J [ρ] (3.38)
=
∫ 1
0
∂Fλ[ρ]
∂λ
dλ− J [ρ] (3.39)
=
∫ 1
0
〈Ψλ|Vˆee|Ψλ〉dλ− J [ρ] (3.40)
The Hellmann-Feynman theorem is used in the last step. Eqn (3.40) is an exact representation of
Exc[ρ]. Unfortunately the exact analytical form of 〈Ψλ|Vˆee|Ψλ〉 is still unknown. Its lower limit,
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λ = 0, implies that some HF exchange may be included into exchange-correlation functional. One
might collect several functionals into the hybrid
Exc ≈ ELSDAxc + a0
(
EHFx − ELSDAx
)
+ ax
(
EGGAx − ELSDAx
)
+ ac
(
EGGAc − ELSDAc
)
(3.41)
Here a0, ax, and ac are adjustable parameters which can be obtained either from theoretical con-
straints, e.g. PBE0,97 or fitting with experimental data, e.g. B3PW91.98 The B3LYP functional99
consists of Dirac, B88, HF, VWN, and LYP functionals while the weight of each component is
borrowed from B3PW91. Both VWN (III) and (V) functionals are used in B3LYP, different program
packages have different implementations. The results are very similar.100
In the formalism of KS-DFT, we need a local potential δEHFx /δρ(r) as a part of the canonical
equation (3.8). For a Hartree-Fock exchange functional, this effective local potential contains
a one-particle Green function101 which is difficult to evaluate. Instead, many quantum chemical
program packages, e.g. Gaussian, simply use the non-local exchange operator in the Hartree-Fock
approximation.96 Therefore, hybrid functional calculations are in this sense not strictly in the KS-
DFT framework. The optimized effective potentials under development are, strictly DFT ones.102–107
3.4 Additional Remarks
In general, a functional obtained from theoretical constraints, e.g. PBE, will give reasonable de-
scription for a broad range of chemical species. A specifically parameterized functional, e.g. B3LYP,
is accurate for molecules, similar to those in the fitting database, while for other cases the results
may be uncertain.108
At present DFT can give, results comparable to the MP2 or even CCSD levels of wavefunction-
based methods.109,110 However, these DFT methods are not reliable in molecular complexes where
dispersion interactions dominate.40,111–113 Efforts have been made to describe this effect, includ-
ing improving the exchange functional,114 parametrization,115 adding R−6 terms into the func-
tional,116,117 devising non-local correlation functional with correct asymptotic behavior,118–120 and
perturbatively expanded functionals.121,122
Chapter 4
Basis Sets
4.1 General Considerations
In principle, any complete set of basis functions can be used to construct a basis set. Since the
eigenfunctions of a self-adjoint operator form a complete set,123 spherical harmonic functions for
the angular part, and the Laguerre or harmonic oscillator functions for the radial part are possible
candidates. In practice, more efficient forms are employed, e.g. the Slater-Type Orbitals (STOs) or
the Gaussian-Type Orbitals (GTOs) with various exponents. The expression of an STO is124
χSTOnlm (r, θ, ϕ) ≡ RSTOn (r)Ylm (θ, ϕ) (4.1)
RSTOnl (r) ≡
(2ζnl)
3/2√
Γ(2n+ 1)
(2ζnlr)
n−1 exp (−ζnlr ) (4.2)
It can be shown for each angular momentum l that, if the positive exponents {ζnl}∞n=1 having an
accumulation point ζl satisfy 0 < ζl < ∞, the STO set becomes complete in Sobolev space W (1)2 ,
i.e. all functions and the first-order weak derivatives belong to L2 space. This condition guarantees
the convergence of wavefunction and energy for a non-relativistic Hamiltonian.125
Due to the difficulty of integration, the STOs are not often employed. Some DFT program
packages, e.g. ADF, do handle some of them in a numerical way. The evaluation of STO in
wavefunction-based methods turns to be possible in recent years,126 but it is still rather expensive.
For most quantum chemical calculations, a GTO set is used127
χGTOlm (r, θ, ϕ) ≡ RGTOl (r)Ylm (θ, ϕ) (4.3)
RGTOl (r) ≡
2 (2ζnl)
3/4
pi1/4
√
2l
(2l + 1)!!
(√
2ζnl r
)l
exp
(−ζnlr2 ) (4.4)
It can also be shown for each angular momentum l that, if the positive exponents {ζnl}∞n=1
having an accumulation point ζl satisfy 0 < ζl < ∞, or a subsequence ζni,l decreasing to zero
monotonically with
∑
ni
ζ (ni, l) =∞, the GTO set becomes complete in Sobolev space W (1)2 .125
Although the GTOs do not possess a correct nuclear cusp condition nor a correct long-distance
behavior, the advantage of integral evaluation makes them preferable in quantum chemical calcula-
tions.
There are a few non-contracted basis sets, such as the Dunning-Huzinaga128 and even-tempered
basis sets.129,130 In order to improve the efficiency, many GTOs are typically contracted together
with a good asymptotic behavior,
RCGTOal (r) =
n∑
i=1
daiR
PGTO
l (ζi, r) (4.5)
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Here the CGTO and PGTO denote the Contracted Gaussian-Type Orbital and Primitive Gaussian-
Type Orbital. A PGTO is a single GTO. The a, l, and dai stand for the label of CGTO, corresponding
angular momentum, and the contraction coefficient, respectively.
The scheme is classified by the segmented and general contractions.131 ’Segmented’ one means
that each PGTO only contributes to one CGTO
RCGTO1l (r) =
p∑
i=1
d1iR
PGTO
l (ζi, r)
RCGTO2l (r) =
q∑
i=p+1
d2iR
PGTO
l (ζi, r)
RCGTO3l (r) =
r∑
i=q+1
d3iR
PGTO
l (ζi, r)
· · · (4.6)
The general contracted basis set means that each PGTO is allowed to participate in any CGTO
RCGTO1l (r) =
n∑
i=1
d1iR
PGTO
l (ζi, r)
RCGTO2l (r) =
n∑
i=1
d2iR
PGTO
l (ζi, r)
RCGTO3l (r) =
n∑
i=1
d3iR
PGTO
l (ζi, r)
· · · (4.7)
The contraction and exponent coefficients are usually obtained by minimizing the energy in an
atomic variational calculation. Some basis functions with high angular momentum are used to
describe the attraction from other nuclei in a molecules, as the so-called polarization functions.
Those exponents can be obtained from selected molecular calculations.132 On the other hand,
the polarization function could partition the space into many regions, improving the treatment of
electron correlation,133 therefore, its exponent can also be obtained by minimizing atomic CISD
calculation energy.42
The energy is a natural choice to be optimized since one is often interested in the solution of
the time-independent Schro¨dinger equation, Hˆ|Ψ〉 = E|Ψ〉, . There are certain basis sets designed
for molecular properties, e.g. the Sadlej basis set134 for electric properties, namely dipole moment
and polarizabilities. A completeness basis set has the relation
∑
m |χ˜m〉〈χ˜m| = 1ˆ, here the |χ˜m〉 is
an orthogonalized basis set, e.g. by a symmetric orthogonalization procedure. It is also possible to
optimize the completeness relation as approaching the identity for a given range of exponents.135
However, the optimum exponential range for one property may not be the same as that for another,
making the completeness-optimized basis sets not necessarily transferable.
4.2 Typical Basis Sets
The Pople-type basis sets were developed in the 1970s. An example is 6-31G(d),132,136 a segmented,
contracted basis set optimized at Hartree-Fock level. The exponents of the s and p functions are
chosen to be the same for efficient integral evaluation. The polarization function in a 6-31G(d) basis
set is obtained by an energy minimization with CH4, NH3, H2O, and HF molecules for the elements
C, N, O, and F. It has many combinations with different polarization and diffuse functions, but none
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are of higher than triple-zeta quality. The biggest problem is that there is no systematical improving
procedure for this type of basis sets.
The Dunning-type, also named as the correlation-consistent basis set, such as cc-pVXZ, X=D,
T, Q, 5, etc,137 are designed for systematically approaching the basis-set limit. They are general
contracted and optimized at Hartree-Fock and CISD levels. They may be completed with diffuse and
core-polarization functions. Unfortunately these basis sets are rather large, making the calculation
expensive.
The Ahlrichs-type basis sets, such as def2-QZVPP,138 have a comparable quality with the Dunning
basis sets of the same order, and can be systematically improved. They are contracted in segments
and typically smaller than the Dunning basis set. Therefore they are rather suitable for normal
chemical applications. However, there is no diffuse function in this type of basis set, so they may
not be reliable for the evaluation of excited states, anions, weak complexes, and electric properties.
Most basis sets are optimized with wavefunction-based methods. To the best of the author’s
knowledge, only the polarization-consistent basis set is optimized for KS-DFT, more precisely for
the BLYP functional139 and some Slater-type basis sets for Xα functional.130,140–142 In practice,
since the basis set convergence of KS-DFT methods is rather fast,138 (if the exchange-correlation
functional does not contain virtual orbitals) it may not be a problem to use the Pople, Dunning, or
Ahlrichs type basis set in the KS-DFT calculations. A detailed analysis is made by Handy et al.143
4.3 Basis Set Superposition Error
Since we commonly employ incomplete basis sets, centered at nuclei, the quality of a basis set
is not the same for all geometries. This bias produces an artificial stabilization called the basis-
set superposition error (BSSE). For intermolecular interactions, the BSSE can be corrected by the
counterpoise method.144
For a system with two fragments A and B, the dissociation energy is calculated as
∆EAB = EAB − EA − EB (4.8)
here the subsystem A, B, and the complex AB are the optimized geometry. The counterpoise-
corrected value is
∆ECPAB ≡ ∆EAB −∆ECP (4.9)
∆ECP ≡ E∗A(B) − E∗A + E∗(A)B − E∗B (4.10)
the asterisk denotes a calculation at the geometry at the complex. The subscripts (A) and (B)
mean that the subsystems in parentheses have zero nuclear charge and no electrons, only introducing
their basis set.
For three subsystems, the counterpoise correction can be done as a so-called site-site functional
method145
∆ECP ≡ E∗A(BC) − E∗A + E∗B(AC) − E∗B + E∗C(AB) − E∗C (4.11)
The generalization to N monomers is similar.146
For intramolecular interactions, where the partitioning into subsystems is not obvious, the BSSE
can be corrected by comparing with deformed geometry147 or atomic counterpoise method.148
Formally BSSE exists in all molecular systems as long as incomplete, nucleus-centered basis sets
are used. It is usually percentally more significant in weak complexes (hydrogen bonding, van der
Waals interaction, etc).149 In contrast, plane-wave basis functions,150 and perturbative treatments
from monomers for intermolecular interaction151 are BSSE free. A local correlation approach can
also reduce this effect.152
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4.4 Basis Set Limit
Besides the conditions for the completeness of basis set, it is valuable to know the convergence
behavior with respect to the size of the basis set, and possibly to extrapolate into the complete-basis
limit. At the Hartree-Fock level, it is demonstrated numerically for a hydrogen atom by expanding
the exact 1s wavefunction in optimized GTOs that the energy converges as e−b
√
M or e−bM where
b is a constant and M is the number of basis functions. The presence of the square root arises
from the construction of the basis set.153 Analytically, for an even-tempered Gaussian basis set, the
energy then converges as e−b
√
M .154 For a general chemical system, there is numerical evidence that
the GTO energies converge exponentially with respect to the number of basis function.155,156
For correlated methods, it is proven for a CI calculation on the ground state of the helium atom,
that the energy at large-l limit converges as157
El − El−1 = −3C1(l + 1/2)−4 − 4C2(l + 1/2)−5 +O(l−6) (4.12)
where the C1, C2 are constants, l is the highest angular momentum, and El is the complete-basis-
set limit energy for that angular momentum l. It is a rather slow convergence. This result was
generalized analytically to an N -electron atom at the second-order perturbation level. For singlet
pair with parity (−1)L, the leading term of correlation energy is proportional to (l + 1/2)−4. In
contrast, the triplet pair correlation energy converges as (l + 1/2)−6.158 Numerical calculations
on molecular systems also indicate that the correlated methods require a rather large number of
GTOs159 in contrast with the Hartree-Fock level. It can be seen that the atomic-centered basis
functions have no electron-cusp condition. However, the derivation of eqn (4.12) assumes that the
subspace of basis functions is complete for each angular momentum, which is not practical for a
truncated GTO. A two-point extrapolation scheme is suggested160 from a numerical treatment of
the helium atom,161 as
E∞ =
X3EX − (X − 1)3EX−1
X3 − (X − 1)3 +O(X
−4) (4.13)
where X represents the size of a basis set, e.g. 2 for double zeta, 3 for triple zeta etc. The validity
of eqn (4.13) is numerically supported,159 while a rigorous derivation is still lacking.162 Alternatively,
the explicitly correlated method can be regarded as another way to approach the basis-set limit,
with the leading convergence term163 proportional to (l+1/2)−8, since it satisfies the electron-cusp
condition.164
It may be an option to use extrapolations instead of a counterpoise corrections to eliminate BSSE,
however, the convergence behavior is not smooth in a weak complex without counterpoise correc-
tion.165 Sometimes it may be necessary to do the extrapolation after the counterpoise correction
rather than before, especially for a small basis set.
Chapter 5
Accuracy of Methods
For a given basis set, the dimension of the Hilbert space grows exponentially as function of the
number of particles in the system. This can be seen166 by spanning an N -electron function using
M basis functions. When M > 2N , the number of configurations, regardless of spin multiplicity, is
C(M,N) =M !/N !(N −M)! > 2N . Therefore it is difficult to compute the exact solution for this
basis set in a polynomial time. Davidson estimated that for a fixed accuracy of total energy, the
computational cost for an N -electron system is proportional to N !.167 Circumventing the problem
by using electron density, namely DFT, could hardly be a solution. It is also suggested for a given
accuracy, the DFT becomes a Quantum Merlin Arthur problem168 that is difficult to solve within
polynomial time.
It is only necessary to use M4 variables to fully characterize an exact state, since the parameters
of Full-CI appear to be highly redundant.169 Progress has been made towards such a minimum
parametrization.170 In this type of accuracy, it is even possible from the upper and lower bounds of
the total energy to determine the range of error. From a practical point of view, we usually treat
particular cases, for instance only a relative energy. The correlation from core electrons remains
almost constant along reaction coordinates, and can therefore be regarded as a constant. Highly
excited determinants are, seldom needed for normal chemical processes. The correlation level is
usually limited to CCSD(T). The further effects can be estimated from smaller basis sets.171 Also,
the diffuse functions are often not crucial for the ground state of a neutral system without external
fields. Therefore, it is usually sufficient to optimize only a small part of the whole Hilbert space.
The detailed theoretical level can be chosen from benchmarks against available experimental data.
A real-world problem can be even more complicated. Take the potential energy surface for a
general, non-linear molecule in 3N−6 dimensions. Our simulation efficiency is far below the process
in Nature. Therefore it is extremely demanding to explore the surface completely. As a consequence,
it is rather uncertain whether a local minimum, obtained from the gradient and Hessian, will be a
global minimum. Another question is whether there exist any other transition states having a lower
barrier than what we obtained. In such situations, chemical experience and experimental evidence
may be helpful.
Finally, a macroscopic object typically contains 1023 particles, which is definitely beyond current
computational capacity. The connection with the microscopic theory is statistical physics. It is
based on a postulate that, in equilibrium, all accessible microscopic states corresponding to the
same macroscopic state have equal probability. So far, this postulate has never been proven from
the microscopic theories alone. It is verified by experiments.
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Chapter 6
Population Analysis and Energy
Decomposition
It is a great achievement of ab initio quantum chemical methods to accurately reproduce the existing
experimental data and predict new phenomena. On the other hand, it is also desirable to extract some
conceptual insight from the computational results. Population analyzes and energy decomposition
are examples on methods that provide such insight.
6.1 Morokuma-Ziegler Energy Decomposition Scheme
The Morokuma-Ziegler energy decomposition172,173 is a scheme that can partition the interaction
energy into Pauli repulsion, electrostatic, and orbital interaction parts for any single-determinant
method, e.g. Hartree-Fock and KS-DFT. It may be necessary to notice that although KS-DFT is
”in principle exact”, the dispersion interaction is so far difficult to take into account.
Consider a complex A · · ·B, define the total electronic energy as EAB and the monomer energies
at their equilibrium geometries as EA and EB respectively. The dissociation energy is defined as
∆E ≡ EAB − EA − EB (6.1)
We may formally decompose the ∆E into the following four terms
∆E = ∆Eprep +∆Eelst +∆EPauli +∆Eorb (6.2)
∆Eprep is a preparation energy as the difference between the monomers at the geometry in the
complex, marked as ∗, and the their equilibrium structures when isolated.
∆Eprep ≡ E∗A − EA + E∗B − EB (6.3)
∆Eelst describes the electrostatic interaction between the monomers as
∆Eelst ≡
∑
I∈A
∑
J∈B
ZIZJ
RIJ
−
∑
I∈A
ZI
∫
ρB(r)
|RI − r|dr−
∑
J∈B
ZJ
∫
ρA(r)
|RJ − r|dr+
∫ ∫
ρA(r1)ρB(r2)
r12
dr1dr2
(6.4)
∆EPauli is the exchange repulsion from the antisymmetrization of the monomer wavefunctions. It
is obtained as174
Φ0 = Aˆ[ΦA · ΦB] (6.5)
= |λ1λ2 · · ·λn| (6.6)
Here ΦA and ΦB are the wavefunctions of monomers A and B respectively. Aˆ is an antisymmetrizer
including the normalization constant. | · · · | represents the Slater determinant. λ are the single-
particle wavefunctions of the complex obtained via symmetric orthogonalization of the molecular
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orbital of the monomers. Using Φ0 as the trial wavefunction, we denote the energy as E0, the Pauli
repulsion is defined as
∆EPauli ≡ E0 − EA − EB −∆Eprep −∆Eelst (6.7)
Since the Fermi hole will confine electrons into different regions, the kinetic energy will increase
and provide the physical reason for this repulsion.
The remaining energy is the orbital interaction term
∆Eorb ≡ ∆E −∆Eprep −∆Eelst −∆EPauli (6.8)
This may be viewed as taking Φ0 as the initial guess. The iteration of the SCF procedure
represents the orbital interaction. It is possible to further classify the ∆Eorb per orbital, with or
without the help of point-group symmetry. The intramonomer orbital rotations between occupied
and virtual orbitals correspond to polarization, while the intermonomer ones describe charge transfer.
This extension can be done by the Extended Transition State method with Natural Orbitals for
Chemical Valence (ETS-NOCV) scheme.174
It should be noticed that the original article of Morokuma172 used a slightly different scheme.
This section basically follows the modification by Ziegler.173
6.2 Population Analysis
In the Morokuma-Ziegler energy-decomposition scheme the choice of fragments is not unique. In
principle one can select two neutral or zwitterionic components. As criteria, one could use chemical
experience, or the dipole moment. It also is feasible to locate partial atomic charges, and then sum
them into fragments, as a parallel check. Such questions are a part of the population analysis.
However, like for many other chemical concepts, such as oxidation numbers and bond orders,
there is no unique way to define the partial atomic charge either from experiment or theory, for an
arbitrary chemical species. Many alternatives are possible with slightly different results. It is prudent
to be consistent with the basic physical principles and chemical common sense.
6.2.1 Mulliken Population Analysis
One early attempt is the Mulliken Population Analysis (MPA).175 Its limitations became a motivation
for further development, such as the Natural Population Analysis (NPA).176
The MPA was first proposed for single determinant method. Later it was extended for general
wavefunctions. Here we try to formulate it also for a general case. Consider the first-order reduced
density operator Γˆ(1), for a pure state of an N -electron system, defined as177
Γˆ(1) = N Tr · · ·Tr︸ ︷︷ ︸
N−1
|0〉〈0| (6.9)
Thus
TrΓˆ(1) = N (6.10)
We expand the Γˆ(1) in the AO basis and then partition the result between the atoms. Since
the AOs are in general non-orthogonal, we will insert the completeness relationship for the non-
orthogonal basis |µ〉 and |ν〉 into eqn (6.10)178∑
µ
|µ〉〈µ˜| = 1ˆ (6.11)∑
ν
|ν˜〉〈ν| = 1ˆ (6.12)
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The dual vectors, 〈µ˜| and |ν˜〉, are defined as
〈µ˜| ≡
∑
λ
S−1µλ 〈λ| (6.13)
|ν˜〉 ≡
∑
σ
S−1σν |σ〉 (6.14)
Here S−1µλ is the element of the inverse overlap matrix S
−1, i.e. S−1µλ ≡ (S−1)µλ. Eqn (6.11) and
(6.12) both lead to the ’resolution-of-the-identity’ on a non-orthogonal basis∑
µν
|µ〉S−1µν 〈ν| = 1ˆ (6.15)
Inserting eqn (6.11) and (6.12) into (6.10), we obtain
N = Tr
∑
µν
|µ〉〈µ˜|Γˆ(1)|ν˜〉〈ν| (6.16)
=
∑
µν
〈µ˜|Γˆ(1)|ν˜〉〈ν|µ〉 (6.17)
Alternatively we can insert
∑
µ |µ˜〉〈µ| = 1ˆ and
∑
ν |ν〉〈ν˜| = 1ˆ, obtaining
N = Tr
∑
µν
|µ˜〉〈µ|Γˆ(1)|ν〉〈ν˜| (6.18)
=
∑
µν
〈µ|Γˆ(1)|ν〉〈ν˜|µ˜〉 (6.19)
Both 〈µ˜|Γˆ(1)|ν˜〉 in eqn (6.17) and 〈µ|Γˆ(1)|ν〉 in eqn (6.19) are used as representations of the
first-order reduced density operator. Here we denote
Dµν ≡ 〈µ˜|Γˆ(1)|ν˜〉 (6.20)
Pµν ≡ 〈µ|Γˆ(1)|ν〉 (6.21)
as the bond-order and occupation matrices respectively, connected by176
P = SDS (6.22)
Under orthonormal basis, these two representations are the same, i.e. P = D.
For a single-determinant state, it can be shown that Dµν =
∑occ.
i=1 cµic
∗
νi. Using the notation of
(6.20), eqn (6.17) is written as
N =
∑
µν
DµνSνµ (6.23)
=
∑
µ
(DS)µµ (6.24)
We sum over the AO basis functions for each atom in eqn (6.24). The Mulliken charge is then
defined as
qA ≡ ZA −
∑
µ∈A
(DS)µµ (6.25)
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The problem with the Mulliken charge is that it varies significantly as function of the basis set,
and does not show any convergence behavior. In a model problem of HeH2+ it even goes from −∞
to +∞.179 Formally we can partition the Mulliken charge into each orbital to have a detailed look,
by inserting a spectral expansion of Γˆ(1)
Γˆ(1) =
∑
i
ni|θi〉〈θi| (6.26)
into the definition of a bond-order matrix (6.20), as
Dµν =
∑
i
ni〈µ˜|θi〉〈θi|ν˜〉 (6.27)
Denoting Diµν ≡ ni〈µ˜|θi〉〈θi|ν˜〉, we obtain
∑
µ∈A
(
DiS
)
µµ
as the electron charge per orbital. There
is no guarantee that the electron occupation per spin-orbital would be bounded, and it is even found
for SF6 that one of the s-orbitals of sulphur has -0.7e at Hartree-Fock level with a double-zeta plus
polarization function basis set on sulphur.176 The orbital carrying a negative amount of electron
occupation is not desired. In addition, the partial atomic charge in MPA is defined via the overlap
matrix between non-orthogonal basis sets. This may centralize electrons far from the corresponding
atom.
6.2.2 Natural Population Analysis
To overcome the problem in MPA, Weinhold et al. proposed the NPA approach. Since it can be
shown that the occupation number of a first-order reduced density operator 0 ≤ ni ≤ 1,180 the aim
of NPA is to find an in general non-unitary operator TˆAO→NAO to transform the AO, {χµ}, into the
orthonormal Natural Atomic Orbital (NAO), {θi}
θi =
∑
µ
(TAO→NAO)µi χµ (6.28)
The first-order-reduced density matrix is transformed as
PNAO = T
†
AO→NAOPTAO→NAO =

P(AA) P(AB) P(AC) · · ·
P(BA) P(BB) P(BC) · · ·
P(CA) P(CB) P(CC) · · ·
...
...
...
. . .

here the superscript with parenthesis denote the atomic block. Each NAO is the eigenfunction of
the corresponding atomic density matrix block
P(AA)θ
(A)
i = n
(A)
i θ
(A)
i (6.29)
The transformation operator TˆAO→NAO is constructed by forming a set of pre-NAO for each atom
and then to remove the interatomic overlap. Here we sketch the procedure of that transformation.
Step 1.1 We divide the occupation matrix into atomic blocks by basis function, then average all
the angular dependence in order to preserve the rotational invariance during the population analysis
P˜ (Al)µν =
1
2l + 1
∑
m
P (Alm)µν (6.30)
S˜(Al)µν =
1
2l + 1
∑
m
S(Alm)µν (6.31)
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Step 1.2 Next we solve the generalized eigenvalue problem for each symmetry-averaged atomic
occupation matrix P˜(Al)
P˜(Al)N(Al) = S˜(Al)N(Al)W(Al) (6.32)
Here W(Al) is the eigenvalue that corresponds to the occupation of pre-NAO and N(Al) is the
transformation matrix between AO and pre-NAO. We denoted this operator as Nˆ .
Step 2.1 If one would directly perform an orthogonalization treatment for all pre-NAOs, it would
mix the bonding and Rydberg orbitals. From a conceptual point of view this may not be desired.
Therefore we first separate the pre-NAO into the Natural Minimum Basis (NMB) and the Natural
Rydberg Basis (NRB). The NMB is defined as the shell-structure up to the angular momentum, l,
of the occupied electron at the ground state, i.e. 1s2s for Li-Be, 1s2s2p3 for B-Ne, 1s2s2p33s for
Na-Mg, and 1s2s2p33s3p3 for Al-Ar. The remaining orbitals belong to the NRB.
Step 2.2 A weighted symmetric orthogonalization at NMB space is carried out.181 The aim of
this procedure is to remove the interatomic overla. After this step, all NMB orbitals be orthogonal
to each other. This is necessary for the Schmidt orthogonalization in the next step. We denote the
transformation operator OˆW,M. The matrix representation is
OW =W(WSW)
−1/2 (6.33)
Here theW is a diagonal matrix, its non-zero elements are the occupation numbers. S is an overlap
matrix. The reason to adopt this particular form of orthogonalization, eqn (6.33), is that such a
transform will have a minimum deviation between the untransformed one,182 namely
φ
(W )
i = OˆWφi (6.34)∑
i
‖φ(W )i − φi‖ = min (6.35)
where the ‖ · · · ‖ denote the norm.
Step 2.3 We perform a Schmidt orthogonalization to make each NRB orthogonal against the
NMB
φ
(S)
ir = φir −
NMB∑
j
φjm〈φjm|φir〉 (6.36)
where the φir and φjm are the i-th NRB and j-th NMB orbitals respectively. This transformation is
denoted as OˆS.
Step 2.4 Since the Schmidt orthogonalization may distort the NRB from being an eigenfunction
of the corresponding density matrix, steps 1.1 and 1.2 are repeated for the NRB space. We denote
this step as NˆRyd.
Step 3.1 A weighted symmetric orthogonalization at NRB space, OˆW,R , is performed.
Step 3.2 The orthogonalization procedure (6.33) will distort the diagonal character of atomic
density matrices, therefore the steps 1.1 and 1.2 are repeated for the atomic blockes, as denoted
NˆRed. After this step, the NAO is formed
TˆAO→NAO = NˆRedOˆW,RNˆRydOˆSOˆW,MNˆ (6.37)
The NAO has the occupation number between 0 and 1 for each spin-orbital. In the NAO basis
the partial atomic charge, eqn (6.25), becomes
qA ≡ ZA −
∑
i
n
(A)
i (6.38)
Here n
(A)
i is the i-th occupation number of the NAO of atom A. This quantity is rather stable with
respect to different basis sets.
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In addition, since the density matrix is defined through a general state, |0〉, both MPA and NPA
can be evaluated for any theoretical level, for instance KS-DFT, Hartree-Fock, MP2, CCSD, and
CASSCF.
Chapter 7
Intermolecular Interactions
7.1 Rayleigh-Schro¨dinger Perturbation Theory
It is possible to perform a quantum chemical calculation on a complex, AB and then subtract the
energy of A and B to obtain the interaction energy. It also is possibly to carry out an energy
decomposition analysis to split the interaction energy into various terms. However, this approach is
like ”weighing a ship’s captain by weighing the ship with and without him on board”.183 Another
strategy is to regard the monomer as a zero-order starting point, and the intermolecular interaction
between A and B as perturbation, namely
Hˆ = Hˆ0 + Hˆ ′ (7.1)
Hˆ0 = Hˆ0A + Hˆ0B (7.2)
Hˆ ′ = Hˆ ′NN + Hˆ
′
Ne + Hˆ
′
ee (7.3)
=
∑
I∈A
∑
J∈B
ZIZJ
RIJ
−
∑
I∈A
∑
j∈B
ZI
rIj
−
∑
J∈B
∑
i∈A
ZJ
rJi
+
∑
i∈A
∑
j∈B
1
rij
(7.4)
A standard Rayleigh-Schrodinger perturbation expansion gives the interaction energy as a series.
The zeroth-order energy
E(0) = E0A + E0B (7.5)
is the sum of energies of the monomers. The first-order correction
E
(1)
elst = 〈0A0B|Hˆ ′|0A0B〉 (7.6)
can be interpreted as an electrostatic interaction. This type of interaction can be either positive or
negative, depending on the relative orientation.
The second-order correction from the excitation of one monomer, i.e. |0AnB〉 or |nA0B〉
E
(2)
ind =
∑
nA 6=0
|〈0A0B|Hˆ ′|nA0B〉|2
E0A − EnA
+
∑
nB 6=0
|〈0A0B|Hˆ ′|0AnB〉|2
E0B − EnB
(7.7)
may be regarded as induction and the terms resulting from |nAnB〉
E
(2)
disp =
∑
nA,nB 6=0
|〈0A0B|Hˆ ′|nAnB〉|2
E0A + E0B − EnA − EnB
(7.8)
as dispersion.184 Both induction and dispersion interactions are negative-semidefinite.
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A fundamental deficiency of Rayleigh-Schro¨dinger perturbation theory (RSPT) for the partition
(7.1) is that the exchange symmetry is missing from the zeroth-order Hamiltonian and its perturbative
part. Consider a hydrogen molecule. The non-relativistic electronic Hamiltonian (1.4) is185
Hˆ = −1
2
∇21 −
1
2
∇22 −
1
rA1
− 1
rA2
− 1
rB1
− 1
rB2
+
1
r12
+
1
RAB
(7.9)
here 1 and 2 are labels for electrons, while A and B are nuclei, respectively. Obviously [Hˆ, Pˆ12] = 0
for an intermonomer permutation, Pˆ12, between electrons 1 and 2. However, for
Hˆ0 = −1
2
∇21 −
1
2
∇22 −
1
rA1
− 1
rB2
(7.10)
Hˆ ′ = − 1
rA2
− 1
rB1
+
1
r12
+
1
RAB
(7.11)
[Hˆ0, Pˆ12] 6= 0 and [Hˆ ′, Pˆ12] 6= 0 . Therefore the exchange symmetry (also the molecular point-group)
cannot be incorporated into zeroth order state |0A0B〉 and its perturbative expansion.
The exchange symmetry is important for the short range repulsion between closed-shell monomers.
Although the infinite-order of RSPT converges to the correct ground state for H+2 and most-likely
for H2,
186 the convergence is typically slow. It is even found that for He2, the RSPT converges to a
bosonic state,187 and if one of the monomers has more than two electrons, the expansion diverges.188
In principle there are two strategies to incorporate the exchange effect. One is to modify the
partition of the Hamiltonian (7.1), in order to let both H˜0 and H˜
′ commute with permutation Pˆ ,
but this approach is rather difficult to realize. The other is to enforce the exchange symmetry during
the perturbation procedure as the so-called symmetry-adapted perturbation theory (SAPT).188
7.2 Symmetry-Adapted Perturbation Theory
To formulate SAPT, we first try to rewrite RSPT
(Hˆ0 + Hˆ
′)|Ψ〉 = (E0 +∆E)|Ψ〉 (7.12)
into
∆E = 〈Φ0|Hˆ ′|Ψ〉 (7.13)
|Ψ〉 = |Φ0〉+ Rˆ0(∆E − Hˆ ′)|Ψ〉 (7.14)
The operator Rˆ0 is defined as
Rˆ0 ≡
∑
k 6=0
|Φk 〉〈Φk|
Ek − E0 (7.15)
Here E0, Ek, and |Φk〉 are the eigenvalues and eigenstates of the zeroth-order Hamiltonian Hˆ0.
Eqn (7.13) comes from the intermediate normalization convention 〈Φ0|Ψ〉 = 1. Eqn (7.14) can be
obtained by rearranging and multiplying Rˆ0 of eqn (7.12) as follows:
(Hˆ0 − E0)|Ψ〉 = (∆E − Hˆ ′)|Ψ〉
Rˆ0(Hˆ0 − E0)|Ψ〉 = Rˆ0(∆E − Hˆ ′)|Ψ〉
(1ˆ− |Φ0〉〈Φ0| )|Ψ〉 = Rˆ0(∆E − Hˆ ′)|Ψ〉
|Ψ〉 − |Φ0〉 = Rˆ0(∆E − Hˆ ′)|Ψ〉
|Ψ〉 = |Φ0〉+ Rˆ0(∆E − Hˆ ′)|Ψ〉 (7.16)
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One can build an iterative scheme to evaluate the interaction energy ∆E as189
∆En = 〈Φ0|Hˆ ′|Ψn−1〉 (7.17)
|Ψn〉 = |Φ0〉+ Rˆ0
[
〈Φ0|Hˆ ′|Ψn−1〉 − Hˆ ′
]
|Ψn−1〉 (7.18)
In order to introduce the exchange effect, and accelerate the convergence, we can add sym-
metrization operators Gˆ, Gˆ ′, and Fˆ190
∆En = 〈Φ0|Hˆ ′Gˆ|Ψn−1〉 (7.19)
|Ψn〉 = |Φ0〉+ Rˆ0
[
〈Φ0|Hˆ ′Gˆ ′|Ψn−1〉 − Hˆ ′
]
Fˆ |Ψn−1〉 (7.20)
For the exact state |Ψ〉, the symmetrization operators have to satisfy Gˆ|Ψ〉 = Gˆ ′|Ψ〉 = Fˆ |Ψ〉 =
|Ψ〉. Different choices of the symmetrization operators and |Ψ0〉 lead to different versions of SAPT.
The most generally accepted, balancing accuracy against computational cost, is the Symmetrized
Rayleigh-Schro¨dinger (SRS) scheme. In SRS, Gˆ = Aˆ, Gˆ ′ = Fˆ = 1, and |Ψ0〉 = |Φ0〉. In other word,
only the interaction energy is corrected for exchange symmetry while the wavefunction keeps the
same form as in RSPT. The operator Aˆ is defined for a state vector |χ〉, Aˆ|χ〉 ≡ 〈Φ0|Aˆ|χ〉−1Aˆ|χ〉
and Aˆ is a total antisymmetrizer188
Aˆ ≡ NA!NB!
(NA +NB)!
AˆAAˆB(1 + Lˆ) (7.21)
The AˆA, AˆB are the antisymmetrizers for monomers A and B respectively, and Lˆ is the sum of
intermonomer permutations.
It is convenient to compare the SAPT result from the iterative scheme in eqn, (7.19)-(7.20),
with standard RSPT perturbative-strength λ-expansion order-by-order. For that purpose we can try
to expand the ∆ESRS,n and |Ψn〉 as a series in the perturbative strength λ as189
∆ESRS,n =
∞∑
i=1
λi∆E
(i)
SRS,n (7.22)
|Ψn〉 =
∞∑
i=0
λi|Ψ(i)n 〉 (7.23)
Concerning the energy iteration in SRS, eqn (7.19)
∆ESRS,n(λ) =
〈Φ0|λHˆ ′Aˆ|Ψn−1(λ)〉
〈Φ0|Aˆ|Ψn−1(λ)〉
(7.24)
Multiplying the denominator191 for both LHS and RHS of eqn (7.24), we obtain
∆ESRS,n(λ) 〈Φ0|Aˆ|Ψn−1(λ)〉 = 〈Φ0|λHˆ ′Aˆ|Ψn−1(λ)〉 (7.25)
Inserting the λ expansion eqn (7.22) and (7.23) into eqn (7.25),
∞∑
i=1
∞∑
j=0
λi+j∆E
(i)
SRS,n〈Φ0|Aˆ|Ψ(j)n−1〉 =
∞∑
j=0
λj+1〈Φ0|Hˆ ′Aˆ|Ψ(j)n−1〉
∞∑
k=1
k∑
i=1
λk∆E
(i)
SRS〈Φ0|Aˆ|Ψ(k−i)n−1 〉 =
∞∑
j=1
λj〈Φ0|Hˆ ′Aˆ|Ψ(j−1)n−1 〉 (7.26)
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Comparing the same order of λ in eqn (7.26), we obtain a recurrence relation for the energies
∆E
(1)
SRS,n = 〈Φ0|Hˆ ′Aˆ|Ψ(0)n−1〉/〈Φ0|Aˆ|Ψ(0)n−1〉 (7.27)
∆E
(k)
SRS,n =
[
〈Φ0|Hˆ ′Aˆ|Ψ(k−1)n−1 〉 −
k−1∑
i=1
∆E
(i)
SRS,n〈Φ0|Aˆ|Ψ(k−i)n−1 〉
]
/〈Φ0|Aˆ|Ψ(0)n−1〉, k ≥ 2(7.28)
For the wavefunction iteration, inserting eqn (7.23) into (7.20), the same order of λ gives
|Ψ(0)n 〉 = |Φ0〉 (7.29)
|Ψ(k)n 〉 = −Rˆ0Hˆ ′|Ψ(k−1)n−1 〉+
k∑
i=1
〈Φ0|Hˆ ′|Ψ(i−1)n−1 〉Rˆ0|Ψ(k−i)n−1 〉, k ≥ 1 (7.30)
Eqn (7.29) indicates that the zeroth-order (by means of λ) of SRS state is independent of n.
Inserting the zeroth-order state, eqn (7.29), into the first-order energy and state vector expressions
eqn (7.27) and (7.30), respectively, we obtain
∆E
(1)
SRS,n =
〈Φ0|Hˆ ′Aˆ|Ψ(0)n−1〉
〈Φ0|Aˆ|Ψ(0)n−1〉
=
〈Φ0|Hˆ ′Aˆ|Φ0〉
〈Φ0|Aˆ|Φ0〉
(7.31)
= ∆E
(1)
SRS,1 n ≥ 1 (7.32)
|Ψ(1)n 〉 = −Rˆ0Hˆ ′|Ψ(0)n−1〉+ 〈Φ0|Hˆ ′|Ψ(0)n−1〉Rˆ0|Ψ(0)n−1〉
= −Rˆ0Hˆ ′|Φ0〉+ 〈Φ0|Hˆ ′|Φ0〉Rˆ0|Φ0〉
= −Rˆ0Hˆ ′|Φ0〉 (7.33)
= |Ψ(1)1 〉 n ≥ 1 (7.34)
Inserting these first-order expressions (7.32) and (7.33) into the recursive eqn (7.28) and (7.30),
we see that ∆E
(2)
SRS,n = ∆E
(2)
SRS,2 and |Ψ(2)n 〉 = |Ψ(2)2 〉 for n ≥ 2. Continuing to higher orders, we
realize that the subscripts n and n − 1 in eqn (7.24)-(7.30) can be dropped out. In other words,
the expansions of RSPT and SAPT are consistent. In general, we can write the SAPT series as
∆E =
∞∑
n=1
E
(n)
SRS (7.35)
=
∞∑
n=1
E
(n)
pol + E
(n)
exch (7.36)
Here E
(n)
pol is the n-th order RSPT energy correction and E
(n)
exch ≡ E(n)SRS − E(n)pol . The notation ∆
used before denotes that the energies of the monomers are subtracted. It can be omitted without
confusion.
Let us inspect the physical significance of the low-order terms. The first-order SRS interaction
energy is (7.31),
E
(1)
SRS =
〈Φ0|Hˆ ′Aˆ|Φ0〉
〈Φ0|Aˆ|Φ0〉
(7.37)
We can define the difference between E
(1)
SRS and the electrostatic interaction as the exchange
energy, such that
E
(1)
SRS = E
(1)
elst + E
(1)
exch (7.38)
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Similarly, the difference between E
(2)
SRS and E
(2)
ind +E
(2)
disp is defined as the second-order exchange
effect. The contributions from singly-excited states, i.e. |0AnB〉 or |nA0B〉 and doubly-excited states
|nAnB〉 can be classified as exchange-induction and exchange-dispersion effects respectively,
E
(2)
SRS = E
(2)
ind + E
(2)
disp + E
(2)
exch−ind + E
(2)
exch−disp (7.39)
The higher-order perturbation corrections can also be derived. On the other hand, a part of these
further effects may be estimated from the difference of a Hartree-Fock supermolecular calculation
and electrostatic plus induction energies, denoted as δ(HF)
δ(HF) ≡ Eint(HF)− E(1)elst − E(1)exch − E(2)ind − E(2)exch−ind (7.40)
Here Eint(HF) is the counterpoise-corrected supermolecular Hartree-Fock interaction energy. Eqn
(7.40) says that the supermolecular Hartree-Fock calculation covers the electrostatic, induction
interaction, and corresponding exchange effects.192
In general, the convergence of SRS-SAPT is much better than RSPT,188 although it is not
completely guaranteed for all systems.193 Further improvement is still in progress.194
In addition, the SAPT here was formulated using the exact solution of the zero-order Hamiltonian
Hˆ0. This is not available for most chemical species. In practice, we have to use an approximate
Hamiltonian as starting point, for instance the Hartree-Fock or Kohn-Sham DFT approaches.195
On top of a Hartree-Fock description of the monomers, there are two possibilities for perturbative
treatments: the intramonomer correlation and intermolecular interaction. A double-perturbation
framework is possible189 and implemented into the SAPT program package.196 In some other
program packages, for instance, MOLPRO,197 only the intermolecular perturbation is implemented.
7.3 Multipole expansion
From an SAPT calculation, a termwise physically meaningful interaction energy is obtained. In
addition, since the complex is built of monomers, it is desirable to express its energy as a function
of the properties of the monomers. That may be done through a multipole expansion technique.
When the monomers are far from each other, one monomer may see the potential of another
monomer as a combination of charge, dipole, quadrupole, · · · , moments. If the complex contains
two monomers (this will be the scope in this thesis), we can write the interaction Hamiltonian (7.4)
collectively as
Hˆ ′ =
∑
a∈A
∑
b∈B
eaeb
rab
(7.41)
=
∑
a∈A
ea
∑
b∈B
eb
rab
(7.42)
=
∑
a∈A
eaVB (7.43)
Here the summations run over both electrons and nuclei of the two subsystems, A and B. The ea
and eb are the charges of the particles a and b, rab is the interparticle distance, and VB is the electric
potential generated by B. Next, consider the term 1/rab ≡ 1/|r(G)a − r(G)b |. Here the bold font is
used for vectors and the superscript (G) indicates the vectors originating from a single global origin.
7.3.1 Cartesian formalism
We can express eqn (7.43) in local coordinates centered at monomers A and B as presented in
Figure 7.1. The superscript (L) denotes vectors from the (’local’) origin of each monomer. The
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global and local coordinates of monomer A are chosen to be identical. R is the intermolecular
vector. Therefore the electric potential can be written as
VB =
∑
b∈B
eb
|r(G)a − r(G)b |
=
∑
b∈B
eb
|r(L)a +R− r(L)b |
(7.44)
ra
(G)
=ra
(L) rb(G)
rab
R
rb
(L)
OA OB
a
b
Figure 7.1: The vector relations for a two-center multipole expansion.
The superscript (L) will be dropped later on for simplicity. Since the intermolecular characteristic
distance is much larger than the intramolecular one, we may expand eqn (7.44) in powers of ra at
its origin, OA
198,199
VB(ra, rb) = VB(OA, rb) +
∑
k
(
∂VB
∂rak
)
OA
rak +
1
2
∑
k,l
(
∂2VB
∂rakral
)
OA
rakral + · · · (7.45)
= VB(OA, rb) +
∑
k
(
∂VB
∂Rk
)
OA
rak +
1
2
∑
k,l
(
∂2VB
∂Rk∂Rl
)
OA
rakral + · · · (7.46)
Here the indexes k, l run over x, y, z. As the electric potential satisfies ∇2V = 0, we can utilize
this equality to reduce the redundancy of multipole moment. Subtracting the LHS of the following
identity
r2a
6
∑
k,l
∂2VB
∂Rk∂Rl
δkl =
r2a
6
∑
k
∂2VB
∂R2k
= 0 (7.47)
from the second-order term in eqn (7.46) and combining with eqn (7.43) we obtain
Hˆ ′ = VB(OA, rb)
∑
a∈A
ea+
∑
k
(
∂VB
∂Rk
)
OA
∑
a∈A
earak+
1
2
∑
k,l
(
∂2VB
∂Rk∂Rl
)
OA
∑
a∈A
ea
(
rakral − 1
3
r2aδkl
)
+· · ·
(7.48)
Now the term rakral− 13r2aδkl becomes traceless, and we have five independent components. Eqn
(7.48) can be written symbolically as
Hˆ ′ = qAVB(OA, rb) +
∑
k
µˆAk
(
∂VB
∂Rk
)
OA
+
1
3
∑
k,l
QˆAkl
(
∂2VB
∂Rk∂Rl
)
OA
+ · · · (7.49)
where qA, µˆA, and QˆA are the net charge, dipole moment, and quadrupole moment operators
respectively. Notice that different authors adopt different definitions of the quadrupole moment, as
are summarized in Table 7.1. We adopt the Buckingham convention in this thesis.
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Table 7.1: Definitions of the quadrupole moment operator, Qˆkl
Expression Reference
1
2
∑
a ea(3rakral − r2aδkl) Buckingham200 and MOLPRO program package201∑
a ea(3rakral − r2aδkl) Landau202 and Jackson203∑
a ea(rakral − 23r2aδkl) Traceless quadrupole moment in Gaussian204∑
a earakral Quadrupole moment in Gaussian
204
Next, we can expand the potential VB(OA, rb) by rb in eqn (7.49). The derivative will be taken
at OB, leaving inverse powers of the intermolecular distance, R
VB(OA, rb) =
∑
b∈B
eb
|R− r(L)b |
=
qB
R
+
∑
m
µˆBm
Rm
R3
+
∑
m,n
QˆBmn
RmRn
R5
+ · · · (7.50)
Inserting eqn (7.50) into (7.49), the interaction Hamiltonian becomes205
Hˆ ′ =
qAqB
R
+
qA(µˆBR)− qB(µˆAR)
R3
+
µˆAµˆB
R3
− 3(µˆAR)(µˆBR)
R5
+ · · · (7.51)
For two neutral monomers, the multipole interaction will start from dipole-dipole level
Hˆ ′ =
µˆAµˆB
R3
− 3(µˆAR)(µˆBR)
R5
+ · · · (7.52)
7.3.2 Spherical harmonic formalism
It is possible to express the Cartesian-coordinate expansion (7.51) in a more systematical style by
tensor technique.206 Alternatively, the interaction Hamiltonian (7.4) can be expanded using spherical
harmonics. This approach is equivalent to the Cartesian formalism. The advantages are that (i)
the spherical harmonics is the basis of the irreducible representation of the group SO(3) and the
redundancy of multipoles is automatically removed; (ii) the internal rotation for monomers is easier
to describe by the Wigner matrix. However, the derivation is more complicated than in the Cartesian
basis, and we therefore only sketch an outline. For details, see Kaplan.207 Motivated by the one-
center expansion208
1
r12
=
∞∑
l=0
4pi
2l + 1
l∑
m=−l
rl<
rl+1>
Y ∗lm(Ω1)Ylm(Ω2) (7.53)
We may substitute ra or rb for r< and R for r>, respectively. However, as 1/|r(G)a − r(G)b | =
1/|r(L)a + R − r(L)b |, the actual formulation has to include two centers A, B, and intermolecular
vector R. Since the following equations hold
∇2a
(
1
rab
)
= ∇2b
(
1
rab
)
= 0 (7.54)
one could span 1/r
(G)
ab by the general solutions of eqn (7.54), i.e. r
l1
a Yl1m1(Ωa) and r
l2
a Yl2m2(Ωb).
1
rab
=
∞∑
l1,l2=0
l1,l2∑
m1,m2=−l1,l2
S(l1, l2,m1,m2)
Rl1+l2+1
rl1a r
l2
b Yl1m1(Ωa)Yl2m2(Ωb) (7.55)
The denominator Rl1+l2+1 is determined from dimensional consistency. Assuming that the in-
termolecular vector R lies along z axis, there will be no angular dependence of ΩR (otherwise see
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Stone209). The axial symmetry, Lˆz (1/rab) = 0, dictates m1 + m2 = 0. The coefficients in the
numerator can also be obtained as
S(l1, l2,m1,m2) = S(l1, l2,m) =
4piF (l1, l2,m)
[(2l1 + 1)(2l2 + 1)]
1/2
(7.56)
F (l1, l2,m) = (−1)l2 (l1 + l2)!
[(l1 +m)!(l1 −m)!(l2 +m)!(l2 −m)!]1/2
(7.57)
Therefore we can write the interaction Hamiltonian as
Hˆ ′ =
qAqB
R
+ qB
∞∑
l=1
QˆAl0
Rl+1
+ qA
∞∑
l=1
(−1)l Qˆ
B
l0
Rl+1
+
∞∑
l1,l2=1
l<∑
m=−l<
F (l1, l2,m)
Rl1+l2+1
QˆAl1mQˆ
B
l2,−m (7.58)
The multipole moment operators in a spherical-harmonic basis are defined as
QˆAlm ≡
√
4pi
2l + 1
∑
e
ear
l
aYlm(Ωa) (7.59)
=
√
4pi
2l + 1
[
NA∑
I=1
ZIR
l
IYlm(ΩI)−
nA∑
i=1
rliYlm(Ωi)
]
(7.60)
A conversion between spherical-harmonic and Cartesian-multipole moment operators is given in
Table 7.2 up to quadrupole moments.
Table 7.2: Conversion of multipole moment operators Qˆ between spherical and Cartesian coordi-
nates.210
Spherical Cartesian
Qˆ00 = qˆ
Qˆ10 = µˆz
Qˆ1±1 = ∓
√
1
2 (µˆx ± iµˆy)a
Qˆ20 = Qˆzz
Qˆ2±1 = ∓
√
2
3
(
Qˆxz ± iQˆyz
)b
Qˆ2±2 =
√
1
6
(
Qˆxx − Qˆyy ± 2iQˆxy
)
a In the quoted reference, the overall prefactor is ± while it should be ∓ under the Condon-Shortley
phase convention.
b In the quoted reference, the overall prefactor is − while it should be ∓.
Both for Cartesian and spherical-harmonics expansions, one requires that ra, rb ¿ R for conver-
gence. However, the wavefunction is a continuous quantity spreading over the whole space. There is
a region where ra or rb is larger than R but the wavefunction is not zero. This violation of the con-
vergence radius is expected be serious in high-order multipole terms. Eventually the 1/R-expansion
of the interaction energy is only an asymptotic series.211 Numerical calculations for the electrostatic
energy between two 1,3,5-trifluorobenzenes suggest a divergence at the R−7 term, namely for the
quadrupole-hexadecapole and octopole-octopole interactions.212 A later study on a point-charge,
interacting with H2O or CH4 (as prototypes of O−H· · ·O or C−H· · ·O hydrogen bonding) found
that the multipole expansion starts to diverge at hexadecapole level.213 On the other hand, no
divergence behavior has been observed in the HgH2 or HgMe2 dimer up to R
−7 term.214 Perhaps
the particular numerical behavior is case dependent. This divergence issue may be alleviated by
distributed multipole expansions215 or by damping functions.216,217
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7.3.3 Intermolecular interaction based on multipole expansion
In eqn (7.51) and (7.58), the interaction Hamiltonian (7.43) is written as a series of products of
monomer properties. We can insert the multipole-expanded Hamiltonian into the RSPT series to
obtain the explicit forms. The exchange correction arises from overlap of wavefunctions, where
the multipole expansion is not meaningful. Thus this effect can not be obtained from multipole
formalism.
To the first-order of RSPT, the electrostatic interaction becomes
E
(1)
elst = 〈0A0B|Hˆ ′|0A0B〉 (7.61)
=
qAqB
R
+ qB
∞∑
l=1
QAl0
Rl+1
+ qA
∞∑
l=1
(−1)l Q
B
l0
Rl+1
+
∞∑
l1,l2=1
l<∑
m=−l<
F (l1, l2,m)
Rl1+l2+1
QAl1mQ
B
l2,−m
=
qAqB
R
+
qA(µBR)− qB(µAR)
R3
+
µAµB
R3
− 3(µAR)(µBR)
R5
+ · · · (7.62)
Here the multipole moment Qlm is defined as the expectation value 〈0|Qˆlm|0〉. For two multipoles,
the distance dependence is R−l1−l2−1.
We can similarly use the multipole expansion technique for the induction (7.7) and dispersion
(7.8) interactions. Both yields an R−l1−l
′
1−l2−l′2−2 distance dependence. The second-order pertur-
bation by a multipole moment operator yields the corresponding polarizabilities. For instance, a
charge-induced dipole interaction is
E
(2)
ind,A→B = −
1
2
q2Aα
B
zz
R4
(7.63)
αBzz ≡ 2
∑
nB
′ |〈0B|µˆz|nB〉|2
EnB − E0B
(7.64)
here the intermolecular axis R is assumed to lie along the z-axis.
Another remarkable result is the approximate dipole-dipole dispersion interaction between two
atoms in an S-state from London,218
E
(2)
disp ≈ −
3
2
IAIB
IA + IB
αAαB
R6
(7.65)
here the IA and IB are the ionization potentials of monomers A and B, respectively. The αA and
αB are the dipole polarizabilities of A and B respectively.
7.4 Supermolecular approach
The supermolecular approach is to calculate the complex and monomers directly, and to obtain the
interaction energy as the difference. From a conceptual view, this method may not be as refined
as SAPT. On the other hand, since first-principle computations are quite robust nowadays, the
supermolecular approach could be regarded as the standard way. Its accuracy can be systematically
improved.
In addition, the result from the supermolecular approach can be understood via an energy de-
composition procedure, e.g. the Morokuma-Ziegler analysis. The limitation is, most of the energy
decomposition schemes are available only for single-determinant wavefunctions. Thus, the role of
dispersion interaction is not clear.
It is possible to build a connection between supermolecular Møller-Plesset perturbation theory
and SAPT.39 The general conclusion is that the Hartree-Fock level contains electrostatic, second-
, and higher-order induction interactions. MP2 includes the intramonomer-correlation-corrected
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electrostatic interactions and induction. The second-order dispersion interaction is also in MP2 but
corresponds to only uncoupled Hartree-Fock monomer descriptions. The exchange complements are
automatically included in supermolecular calculations.
Alternatively, the local-correlation approach can also classify the energy contributions. The local
MP2 interaction energy may be decomposed into intramonomer, dispersion, dispersion-exchange,
and ionic type correlations.219,220
Chapter 8
Transition State Theory
A chemical reaction is characterized by its thermodynamic and kinetic profiles. Under a constant
temperature and pressure, the thermodynamics can be determined by calculating the Gibbs free
energy with standard quantum chemical methods and statistical physics.221 The transition-state
theory (TST) is a semi-classical theory for the rate constant of an elementary reaction. The TST
describes the kinetics as a classical (non-quantum) molecule crossing the region around the transition
state where the PES has zero gradient and typically one negative eigenvalue of the Hessian. The
velocity distributions come from the Boltzmann statistics. Therefore, only the energetic data of
the reactant and the transition state are necessary. The derived formula for a bimolecular reaction,
A+B → C, under constant temperature and pressure, is222,223
k =
kBT
h
e−∆G
‡/RT (8.1)
where k is the rate constant, kB is the Boltzmann constant, T is the temperature, h is the Planck
constant, R is the ideal gas constant, and ∆G‡ is the difference of Gibbs free energy between
reactant and transition state.
In general, the TST is a simple and quite accurate theory for chemical reactions. The tunnel
effect is not taken into account but can be corrected for.224 This can be described by adding a
prefactor, Qt, for the rate constant
k = Qt
kBT
h
e−∆G
‡/RT (8.2)
For a parabolic barrier
Qt =
1
2
u‡
sin1
2
u‡
− u‡y−u‡/2pi
(
y
2pi − u‡ −
y2
4pi − u‡ +
y3
6pi − u‡ − · · ·
)
(8.3)
where
u‡ ≡ hν
‡
kBT
(8.4)
y ≡ exp
(
−2piE
hν‡
)
(8.5)
and E is the height of barrier. ν‡ is the frequency of transition state. This quantity is introduced
as, consider a harmonic barrier on the PES,
E(R) =
1
2
AR2 (8.6)
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with A < 0. Therefore we can define an ’imaginary frequency’ as
iν‡ =
1
2pi
√
A
m
(8.7)
with the mass m.
If the landscape of PES is rather complicated, there may be a bifurcation around225,226 the
transition state. In such a case, a molecular dynamics simulation will be necessary.
Chapter 9
Solvent Modeling
Many chemical reactions happen in a solvent. The modeling of that solvent is necessary for a realistic
description. The methods can be classified into explicit and implicit models of the solvent.227 The
first one is more accurate since a liquid consists of molecules, but rather expensive. The latter one is
less computational demanding and can also provide a reasonable result. The Polarizable Continuum
Model (PCM) is an implicit one.228 In the PCM model, the solvent is a continuous media and
the solute creates a certain cavity estimated from the van der Waals radii. The solvation energy is
evaluated as a sum of electrostatic, cavitation, dispersion, and repulsion energies.
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Chapter 10
Software
In this thesis, the following program packages are employed for various types of calculations.
ADF229,230 was used for the Morokuma-Ziegler analysis.
Dalton231 was used for the calculation of the irregular polarizabilities α†lm.
Gaussian232,233 was used for geometry optimization, especially for locating transition states with
DFT methods and the simulation of solvent effect.
MOLPRO3,197 was used for coupled-cluster, quadratic CI, full CI, CASSCF, CASPT2, and SAPT
calculations.
Turbomole234 was used for RI-MP2 and RI-SCS-MP2 calculations.
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Part III
Research Results
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Chapter 11
Heterolytic Hydrogen Splitting
11.1 Background
The splitting and storage of H2 is of current interest. A boron-phosphorus-based system was re-
cently synthesized by the group of Stephan.235 They also suggested, as a contributing factor, a
sterically imposed ’frustrated Lewis pair’ (FLP) meaning that the formation of a B-P covalent bond
is prevented,236–238 e.g.
(o−C6H4Me)3P + B(p−C6F4H)3 +H2 À [(o−C6H4Me)3PH]+ [HB(p−C6F4H)3]− (11.1)
This idea received theoretical support from the group of Pa´pai.239
The group of Repo, Leskela¨, and Rieger found a B-N based system that also can activate
hydrogen.240 We studied in Paper II and III the reaction mechanism and analyzed the chemical
bonding in the product. One monomolecular241 [Paper II and III] and one bimolecular242 [Paper IV]
reaction systems were calculated. The electrostatic interaction turns out to be an important factor,
described as ’Coulomb pays for Heitler and London’ (CHL). Other effects including FLP and the
forming of new H-B and H-N bonds are also important for the whole reaction.
11.2 Monomolecular systems
11.2.1 Experimental ’Real-World’ System
It is experimentally found that N-TMPN-CH2C6H4B(C6F5)2, 1, absorbs H2 at 20 ◦C and releases it
at 110 ◦C in toluene. We denote the reaction as
1+H2 À 2 (11.2)
The computational reaction mechanism and the structural information are shown in Figure 11.1
and Table 11.1, respectively. The tunnel effect is evaluated from eqn (8.3) yielding 7% correction
of the rate constant. This result suggests that the tunnel effect is negligible in this reaction, due to
the flatness of potential curve (254i cm−1 imaginary frequency). In addition, B3LYP/6-31G* level
can give similar reaction profile, with 81.0 and -1.0 kJ mol−1 Gibbs free energy in gas phase for
transition state, and product respectively.
For the product, 2, the calculated B· · ·N distance, R(B-N) is 332 pm, close to the obtained
experimental value of 336 pm. At this distance the Coulomb attraction between two unit charges
becomes −1/R = -0.16 atomic units = -413 kJ/mol. This is comparable with the amount of energy,
432 kJ mol−1, required for the homolytic cleavage of the H-H bond. According to this calculation
the Coulomb attraction between the cation and the anion can pay for the loss of the strong Heitler-
London covalent bond of H2, or according to the CHL idea. Grimme has carried this idea further,
replacing the entire host molecule, such as 1, by an electric field.243
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Figure 11.1: The computational mechanism of 1 + H2 À 2 at PBE/6-31G* level. The solvent effect
is simulated by benzene with the PCM model. From Paper II.
11.2.2 Model Bimolecular System
To gain further insight into the energy contributions of the product, we designed a model bimolecular
reaction and then preformed a Morokuma-Ziegler analysis on it.
The simplest choice is
NH3 +H2 + BH3 → [NH4]+[BH4]− (11.3)
However, this simplest model becomes rather complicated. An ionic-pair structure [NH4]
+ [BH4]
−
exists at Hartree-Fock, SCS-MP2, QCISD, and QCISD(T) levels. The MP2 and many of the density-
functional methods including PBE, TPSS,244 PBE0, B3LYP, and M06-2X245 only predict a van der
Waals-like complex NH3 · · ·BH5. The computational results are presented in Table 11.2. The
structures of these two local minima are presented in Figure 11.2 and 11.3. The global minimum
would be H3N-BH3 · · ·H2 but this limit is not the topic of our discussion.
The T1 diagnosis values of [NH4]+ [BH4]− and NH3 · · ·BH5 are 0.0096 and 0.0093 respectively,
which suggests that the system is single-configuration dominated. Thus the difficulties to find the
minimum are not due to a multiconfiguration character.
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Table 11.1: Experimental (exptl) X-ray and computed structural parameters for the reaction (11.2).
The calculation is performed at PBE/6-31G* level. The bond distances are in pm and the angles in
degree. The results for ’benzene’ refer to a continuum model.
1 TS 2
gas phase benzene gas phase benzene gas phase benzene exptl
d(B-N) 344 343 369 370 332 334 336
d(B-H) 199 203 124 124 119
d(N-H) 199 199 107 106 94
d(H-H) 78 78 147 151 178
∠ BHH 108 107 133 133 125
∠ NHH 169 170 150 150 154
Table 11.2: The calculated structures and energetics of ionic [NH4]+ [BH4]− and van der Waals like
NH3 · · ·BH5 energy minima. The dash indicates that no local minimum has been found. The distances
and energies are in pm and kJ mol−1 respectively. The VTZ and ATZ stand for the Dunning cc-pVTZ
and aug-cc-pVTZ basis sets respectively. No imaginary frequency is found in all structures.
[NH4]+ [BH4]− NH3 · · ·BH5
∆E d(B-N) d(H-H) ∆E d(B-N) d(H-H)
HF/VTZ 0 282 144 - - -
HF/ATZ 0 282 144 - - -
MP2/VTZ - - - 0 325 81
MP2/ATZ - - - 0 326 81
SCS-MP2/VTZ 0 276 124 -33.5 331 80
SCS-MP2/ATZ 0 276 124 -36.6 333 80
QCISD/VTZ 0 276 128 -31.9 331 80
QCISD/ATZ 0 276 128 -35.1 332 80
QCISD(T)/VTZ 0 275 124 -29.5 327 81
QCISD(T)/ATZ//QCISD(T)/VTZ 0 275 124 -32.8 327 81
CCSD(T)ATZ//QCISD(T)/VTZ 0 275 124 -32.8 327 81
The dipole moments and group charges in Table 11.3 correspond to the assumed bonding type.
The vertical ionization energy and electron affinity of BH−4 and NH
+
4 are 4.64 and 4.50 eV respec-
tively, at (U)QCISD(T)/ATZ//QCISD(T)/VTZ level, suggests the ionic-covalent crossing does not
happen the [NH4]
+ [BH4]
− system.
Based on these data, it seems that the existence of an ionic structure [NH4]
+ [BH4]
− depends
on a fine balance between electrostatics and van der Waals interactions. We will nevertheless use
this [NH4]
+ [BH4]
− model with constrained optimization in Paper IV.
One can therefore ’simplify hydrogen atoms by methyl groups’. One option is to replace one
hydrogen in NH3 by a methyl, since its charge donation effect helps to stabilize the cation. The
corresponding reaction is
NH2CH3 + BH3 +H2 → [NH3CH3]+[BH4]− (11.4)
A Born-Haber cycle and Morokuma-Ziegler analysis are presented in Figure 11.4. The dipole
moment, NBO charges, and the possibility of ionic-covalent crossing are presented in Table 11.4.
All these indicate that the product consists of zwitterionic fragments. The electrostatic interaction
is still the leading effect.
Another option is the reaction
NH3 + B(CH3)2CH2F + H2 → [NH4]+[HB(CH3)2CH2F]− (11.5)
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Table 11.3: The properties of [NH4]+ [BH4]− and NH3 · · ·BH5 calculated at QCISD(T)/aug-cc-
pVTZ//QCISD(T)/cc-pVTZ level. The µ (in Debye) is the dipole moment. The q is the sum of
NBO atomic charges for a fragment.
[NH4]+ [BH4]− NH3 · · ·BH5
µ 8.54 3.43
qNBO 0.79 0.04
Figure 11.2: The optimized structure of the ionic-like system [NH4]+(right) [BH4]−(left) at
QCISD(T)/cc-pVTZ level.
The analysis gives results, similar with eqn (11.4).241
11.3 Bimolecular systems
More recently, Sumerin et al.242 obtained a similar, reversible H2 activation reaction by a bimolecular
B-N system, trans-2,6-dimethyl-2,6-diphenylpiperidine 3 and B(C6F5)3 4.
3+ 4+H2 À 8 (11.6)
Since the hydrogen atoms of the split H2 are now bound to two separate fragments in the
product, a Morokuma-Ziegler energy decomposition analysis will be straightforward compared with
the previous monomolecular case. Therefore we here considered in Paper III the new, experimental
bimolecular system. A Born-Haber cycle is also constructed for the product, in order to clarify the
role of the new B-H and N-H bonds.
11.3.1 Reaction mechanism and energy decomposition analysis
The computed reaction mechanism is shown in the Figure 11.5. The solvent effect is estimated later
at B3LYP/6-31G* level with parameters corresponding to benzene. It lowers the Gibbs free energy
of the kinetic barrier by 1.4 kJ mol−1 and that of the whole reaction by 20.3 kJ mol−1. This may be
interpreted as an ionic effect. As the product consists of a cation and an anion, each of them will
polarize the solvent, while at the transition state the fragments still stay neutral. In addition, the
PBE functional yields a very flat transition state, the internal reaction coordinate scan is not able
to locate the reaction path. This is the reason to use B3LYP functional here.
11.3.2 Charge Shifts
In Figure 11.7, we show the fragment NBO charges, q, along the reaction path (11.6). When
dissociation is approached, we observe a transition towards almost complete ionization, q = 0.92e,
for the fragments HNC19H23 and HB(C6F5)3 respectively. The calculated dipole moments along
reaction path are also presented in Figure 11.8. For the product it is 15.7 Debye, corresponding to
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Figure 11.3: The optimized structure of the van der Waals system NH3(right)· · ·BH5(left) at
QCISD(T)/cc-pVTZ level .
Table 11.4: The calculated properties of [NH3CH3]+[BH4]− are given at (U)QCISD(T)/aug-cc-
pVTZ//MP2/aug-cc-pVTZ level. The µ stands for the dipole moment (Debye). The q is the sum
of NBO atomic charges into fragments. IP and EA are the vertical ionization potential and electron
affinity for the isolated optimized anion and cation fragments respectively, in eV unit.
[NH3CH3]+[BH4]−
µ 9.00
qNBO 0.83
IP of BH−4 4.64
EA of NH3CH+3 4.07
two opposite unit point charges at a distance of 326 pm. The corresponding Coulomb attraction is
comparable with the homolytic dissociation energy of H2. The X-ray B-N distance is 388 pm.
11.4 A linear model for frustration and ionization
A Lewis acid - Lewis base pair can form a bond, such as the possible B-N bond between the present
reactants. As said, with frustration one means that sterically bulky ligands R are preventing the
formation of that, otherwise lower-energy, B-N bond:236,237
R3N+ B(R
′)3 ↔ R3N− B(R′)3. (11.7)
This is illustrated for the simplest case R=R′=H in Figure 11.9. The point to observe is that the
remaining frustration energy can be of the order of 100 kJ mol−1, if the B-N distance is maintained
at 350 pm as a typical geometry for the FLP.242 In addition, although the frustration energy is
evaluated in a middle point of B-N bond breaking, the disscoaition limit is closed-shell. Thus the
multi-configurational issue does not exist. This can be seen in Table 11.6. The HF and CASSCF,
MP2 and CASPT2 agree with each other respectively. This indicates the non-dynamical correlation
is not important in this case.
Table 11.5: Experimental monomer properties of relevant molecules (in kJ mol−1). ’PA’ = Proton
affinity. ’HA’ = Hydride affinity. From Paper IV.
System Distance Value Ref.
NH3 PA 853.6 247
N(CH3)3 PA 948.9 247
BH3 HA 310(12) 248
B(C2H5)3 HA 290(10) 248
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NH2CH3 + H2 + BH3
NH2CH3  + 2H + BH3
NH2CH3  + H + e + H+ + BH3
NH2CH3  +  H+ + H-  + BH3
NH3CH3+ + H-  + BH3
NH3CH3+  +  BH4-  (infinity separated)
NH3CH3+BH4-
E     kJ/mol
0.0
458.0
1312.0
72.8
 932.4 = 899.0 exp + 33.4 ZPE and enthalpy correction 
              from MP2/VTZ with anharmonicity
320.3 CCSD(T,full)/A5Z for H, AC5Z for B
-41.4 CCSD(T)/AQZ//MP2/ATZ
478.2 =  496.7 B3LYP/ATZ2P(STO in ADF) - 18.5 geo relax  B3LYP/ATZ
 (485.9  Substracted from thermocycle)
Total Pauli Repulsion       188.4
Electrostatic Interaction   -525.7   
Total Orbital Interactions -159.4
Figure 11.4: The Born-Haber cycle and Morokuma energy analysis for the model reaction NH2CH3+
BH3 +H2 → [NH3CH3]+[BH4]−. No solvent effect is included.
To illustrate the competing mechanisms we then vary R(B-N) for reaction (11.3) but keep the N-
H-H-B subsystem linear, see Figure 11.10 Above R > 450 pm, both a lower-lying trimolecular system
and a higher-lying ionic curve are possible, corresponding to the left-hand-side and right-hand-side
of eqn (11.6), respectively. For this simplest model, with shorter R, a crossing is approached but not
yet reached. We also add a dashed line for the substituted case, R = Me, whose proton affinity (PA)
is 95 kJ mol−1 larger than PA(NH3) (see Table 11.5). Then the crossing would be reached already
at larger R. This already demonstrates the potential of the Coulomb interaction. In addition, for
the experimentally synthesized case, e.g. B(C6F5)3 and trans-2,6-dimethyl-2,6-diphenylpiperidine,
the PA and hydride affinity (HA) can be even larger than those for NMe3 and BH3, see Figure 11.6
That will favor even more the ionized structure.
Table 11.6: The frustration energy calculated with various methods at B3LYP geometry (in kJ mol−1).
The aug-cc-pVTZ basis set is used. The core electrons are frozen. The active space in CASSCF is
chosen as all valance electrons and orbitals of BH3NH3. The calculations are performed with MOLPRO
program package.
B3LYP HF MP2 CCSDa CCSD(T)a CASSCF(14,14) CASPT2(14,14)
111.1 77.9 122.0 114.1 119.0 75.7 121.0
a T1 diagnostic values are 0.0083 and 0.0079 at equlibrium and 350 pm B-N distance structures,
respectively.
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Level: RI-SCS-MP2/aug-cc-pVTZ//B3LYP/6-31G*   Unit: kJ mol-1
Figure 11.5: The computed reaction mechanism for the experimental, ’bimolecular’ hydrogen splitting
reaction. The lines stand for the electronic energy, E, without solvent corrections. From paper IV.
11.5 ’Collective Madelung Ionization’
Although the NH4BH4 in gas phase only balances on the brink of ionization, the solid has been
synthesized249,250 . Theoretical calculation estimates the solid lies 70 kJ mol−1 above BH3NH3(s) +
H2.
251 A qualitatively analogous case are the ammonia-sulphuric acid complexes, where the simplest
dimer remains neutral, but larger systems ionize to ammonium(hydrogen)sulphate.252
Such cases can be lumped together as Collective Madelung Ionisation (CMI), meaning that the
Coulomb attraction per a pair of counterions is multiplied by a Madelung factor, f > 1.
We illustrate this concept by considering a tetrahedral (Td) tetramer [(NH4)(BH4)]4, 9. If R
denotes the interionic distance, taken as the B-N one, a pseudocubic geometry would increase the
Coulomb attraction, felt by one ion, by the factor
f = 3− 3√
2
+
1√
3
= 1.456029926. (11.8)
The molecular structure of 9 is shown in Figure 11.11 and Table 11.7. No imaginary frequency
is found.
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NC19H23 + H2 + B(C6F5)3
NC19H23   + 2H + B(C6F5)3
NC19H23 + H + e + H+ +  B(C6F5)3
NC19H23    +  H+ + H-  + B(C6F5)3
HNC19H23+ + H-  +B(C6F5)3
HNC19H23+ +  HB(C6F5)3-  (infinity separated)
HNC19H23+ HB(C6F5)3-
E     kJ/mol
0.0
458.0
1312.0
72.8
-116.0
RI-SCS-MP2/aug-cc-pVTZ//B3LYP/6-31G* 292.5
B3LYP/ATZP(STO in ADF) 257.7 - (geo relax) 13.5 =244.2 
Substracted from cycle: 283.0
Total Pauli Repulsion:       105.0         
Electrostatic Interaction:  -286.7   
Total Orbital Interactions:  -75.9
RI-SCS-MP2/aug-cc-pVTZ//B3LYP/6-31G*
1029.3
500.9
Figure 11.6: The Born-Haber cycle and Morokuma energy analysis for the hydrogen splitting reaction.
The bond energy of hydrogen molecule, the ionisation energy and the electron affinity of the hydrogen
atom are taken from experimental data,.246 The proton affinity of NC19H23, and the hydride affinity of
B(C6F5)3 are calculated at RI-SCS-MP2/aug-cc-pVTZ//B3LYP/6-31G* level. No solvent corrections
included. From Paper IV.
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Figure 11.7: The calculated NBO charges for the boron- and nitrogen-containing fragments along the
reaction path (11.6) 3 + 4 + H2 → 8 at B3LYP/6-31G* level. Note that the charges approach nearly
complete ionisation. The ’N frag’ and ’B frag’ contain positive and negative charges, respectively.
From Paper IV.
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Figure 11.8: The calculated dipole moments along the reaction path (11.6) 3 + 4 + H2 → 8 at
B3LYP/6-31G* level. From Paper IV.
100 200 300 400 500 600
Figure 11.9: Calculated frustration energies for reaction (11.6) at B3LYP/aug-cc-pVTZ level. The
points are obtained from a constrained optimization with fixed B-N distances. The curve and frustra-
tion energy are obtained from a Morse fitting. From Paper IV.
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Figure 11.10: Ionic versus neutral /van der Waals potential curves calculated at B3LYP/aug-cc-pVTZ
level for the quasi-linear model systems (N· · ·H-H· · ·B), i.e. [NH4]+ [BH4]−) and H3N + H2 + BH3,
respectively. The lower of the two ionic curves is corrected for the proton affinity (PA) of NMe3. The
upper right-hand arrow gives the energy of the ionic dissociation limit. The crosses are calculated
points without further fitting. The Coulomb energy is evaluated from the energy difference between
infinite RB−N and the ionic/neutral crossing point without PA correction. The ionic curve (×) can
only be obtained outside ca. R = 450 pm. From Paper IV.
Figure 11.11: The calculated RI-SCS-MP2/aug-cc-pVTZ structure of the ionic tetramer (NH4BH4)4,
9. The ADF-GUI software253 was used. From Paper IV.
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Table 11.7: Structure of the (NH4BH4)4 tetramer, 9 at RI-SCS-MP2/aug-cc-pVTZ level. From Paper
IV.
Property Value /pm
R(B-N) 326.1
R(N-H(out)) 101.5
R(N-H(in)) 103.5
R(B-H(in)) 122.7
R(B-H(out)) 122.5
R(NH· · ·BH) 175.6
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Chapter 12
Closed-Shell Interactions in
Endohedral Systems
12.1 Background
The two-center multipole expansion will decompose the interaction Hamiltonian into a series of
inverse polynomials of intermolecular distance, R−l, as eqn (7.58). For an endohedral system A@B,
if the inside subsystem A is located at the center of an internally connected (non-breakable) out-
side subsystem B as in Figure 12.1, the intermolecular distance R will be zero. Thus the previous
multipole technique will not be valid. In Paper I and V we use a different, one-center expansion for
1/rab to rewrite the interaction Hamiltonian in terms of multipole operators of the monomers. An
RSPT is then carried out. The electrostatic, induction, and dispersion terms are derived from that
perturbation expansion. Since the exchange interaction is missing in the intermolecular RSPT, this
type of interaction will not be included. The results are compared with MP2 and SCS-MP2 super-
molecular calculations. The connection with the London formula for a separable outer subsystem is
discussed.
ra
r
b
rab
Figure 12.1: The geometry for an endohedral complex. From Paper V.
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12.2 Formulation
12.2.1 The Interaction Hamiltonian
Starting from the interaction Hamiltonian (7.41), we use the one-center expansion [Paper I and V]
1
rab
=
∞∑
l=0
4pi
2l + 1
l∑
m=−l
rla
rl+1b
Y ∗lm(Ωa)Ylm(Ωb) (12.1)
Inserting (12.1) into (7.41), yield
Hˆint =
∞∑
l=0
l∑
m=−l
Qˆ
A(G)†
lm Fˆ
B(G)
lm (12.2)
where Qˆ
A(G)
lm and Fˆ
B(G)
lm are the ’regular’ and ’irregular’ multipole moment operators of monomers
A and B, respectively. The superscript (G) stands for the global coordinates of the complex
Qˆ
A(G)
lm ≡
√
4pi
2l + 1
∑
a∈A
qar
l
aYlm(Ωa) (12.3)
Fˆ
B(G)
lm ≡
√
4pi
2l + 1
∑
b∈B
qbr
−l−1
b Ylm(Ωb) (12.4)
Furthermore, if we consider the internal rotations of the monomers A and B, it may be convenient
to adopt the local coordinates. A rotation through the Euler angles (α, β, γ) can be described by
the Wigner matrix. The interaction Hamiltonian becomes
Hˆint =
∞∑
l=0
l∑
kA,kB=−l
(−1)kAQˆA(L)l,−kA Fˆ
B(L)
l,kB
D
(l)
kBkA
(ξ−1B ξA) (12.5)
Here the ξA and ξB stand for the Euler angles for local rotation for monomers A and B respectively.
D is the Wigner matrix. Performing RSPT on the (12.5), we then obtain the general expression for
electrostatic, induction, and dispersion interactions.
12.2.2 General Expressions for Electrostatic, Induction, and Dispersion Interac-
tions
The first-order RSPT correction to the interaction energy can be interpreted as electrostatic inter-
action. The general expression is
E
(1)
elst =
∞∑
l=0
l∑
kA,kB=−l
(−1)kAQAl,−kAFBl,kBD
(l)
kBkA
(ξ−1B ξA) (12.6)
where |0A〉 and |0B〉 are the ground-states of A and B, respectively. The quantity QAl,−kA and FBl,kB
are the multipole moments defined as the expectation value of corresponding operators under state
|0A〉 and |0B〉 respectively.
The excitation from one monomer of the second-order RSPT is the induction interaction.
E
(2)
ind = −
1
2
∞∑
l,l′=0
l∑
kA,kB=−l
l′∑
k′A,k
′
B=−l′
(−1)kA+k′A
[
QAl,−kAQ
A
l′,−k′Aα
†B
lkB l′k′B
+ αAl,−kA,l′,−k′AF
B
l,kB
FBl′,k′B
]
D
(l)
kBkA
(ξ−1B ξA)D
(l′)
k′Bk
′
A
(ξ−1B ξA) (12.7)
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The α and α† are the static regular and irregular polarizabilities
αAlkAl′k′A ≡
∑
nA
′ 〈0A|QˆAlkA|nA〉〈nA|QˆAl′k′A|0A〉+ 〈0A|Qˆ
A
l′k′A
|nA〉〈nA|QˆAlkA|0A〉
EnA − E0A
(12.8)
α†BlkB l′k′B ≡
∑
nB
′ 〈0B|FˆBlkB |nB〉〈nB|FˆBl′k′B |0B〉+ 〈0B|Fˆ
B
l′k′B
|nB〉〈nB|FˆBlkB |0B〉
EnB − E0B
(12.9)
The excitation from two monomers simultaneously in the second-order RSPT corresponds to
dispersion interaction. The general, Casimir-Polder type expression is
E
(2)
disp = −
1
2pi
∞∑
l,l′=1
l∑
kA,kB=−l
l′∑
k′A,k
′
B=−l′
(−1)kA+k′A
[ ∫ ∞
0
αAl,−kA,l′,−k′A(iω)α
†B
lkB l′k′B
(iω) dω
]
D
(l)
kBkA
(ξ−1B ξA)D
(l′)
k′Bk
′
A
(ξ−1B ξA) (12.10)
The dynamical polarizabilities are introduced as follows
αAlkAl′k′A(ω) ≡
∑
nA
′
[
〈0A|QˆAlkA|nA〉〈nA|QˆAl′k′A|0A〉+ 〈0A|Qˆ
A
l′k′A
|nA〉〈nA|QˆAlkA|0A〉
] ωnA0A
ω2nA0A − ω2
(12.11)
α†BlkB l′k′B(ω) ≡
∑
nB
′
[
〈0B|FˆBlkB |nB〉〈nB|FˆBl′k′B |0B〉+ 〈0B|Fˆ
B
l′k′B
|nB〉〈nB|FˆBlkB |0B〉
] ωnB0B
ω2nB0B − ω2
(12.12)
The Casimir-Polder expression may be approximated by a London-like equation200,254,255
E
(2)
disp ≈ −
1
4
IAIB
IA + IB
∞∑
l,l′=1
l∑
kA,kB=−l
l′∑
k′A,k
′
B=−l′
(−1)kA+k′AαAl,−kA,l′,−k′Aα
†B
lkB l′k′B
D
(l)
kBkA
(ξ−1B ξA)D
(l′)
k′Bk
′
A
(ξ−1B ξA)
(12.13)
12.2.3 Special cases
After obtaining the general results for electrostatic (12.6), induction (12.7), and dispersion interac-
tions, (12.10) and (12.13), we now derive some expressions for particular systems. This comprises
both particular symmetries and explicit lower-order multipole formulae. The symmetry considera-
tions contain the inside monomer belonging to the O(3) group and the outside monomer belonging
to Ih. The low-order multipole interactions are considered up to quadrupoles.
For a point charge or cation as A one obtains an electrostatic interaction plus the Born-like256
induction
E
(1)
elst = qA〈0B|FˆB00|0B〉D(0)00 (ξ−1B ξA)
= qA
〈
0B
∣∣∣∣∣
NB∑
J=1
ZJ
RJ
−
nB∑
j=1
1
rj
∣∣∣∣∣ 0B
〉
= qAVB, (12.14)
E
(2)
ind,A→B = −
1
2
q2Aα
†B
0000 (12.15)
86 CHAPTER 12. CLOSED-SHELL INTERACTIONS IN ENDOHEDRAL SYSTEMS
For A ∈ O(3), we showed that for the electrostatic interaction, only the monopole of A will
contribute to eqn (12.6), yielding (12.14). For a neutral atom A, there will be no electrostatic
interaction under the non-overlap assumption. For the second-order RSPT, the spherical symmetry
implies that (i) there is no angular dependence for the interaction energy; (ii) all cross-terms involving
different angular momenta, e.g. dipole-quadrupole interaction, will vanish.
For an outer shell with Ih point-group symmetry, due to the angular similarity of Fˆlm and
Qˆlm, the expectation value 〈0B|FˆBlm|0B〉 will vanish for 0 < l < 6. Therefore the electrostatic
interaction will be small unless A is not neutral. For the induction and dispersion interactions,
the non-vanishing terms, ordered along increasing angular momentum will be the dipole-dipole,
quadrupole-quadrupole, octopole-octopole, dipole-32-pole, quadrupole-hexadecapole, · · · ones. For
dipole-dipole and quadrupole-quadrupole levels, there is no angular dependence for the induction
and dispersion. These results support the numerical observation that H2 almost freely rotates inside
C60.
257,258
For A ∈ O(3) and B ∈ Ih, the dipole-dipole and quadrupole-quadrupole expressions for induction
and dispersion interactions are as following
E
(2)
ind,DD = −
1
2
µ2A α¯
†B
1 (12.16)
E
(2)
ind,QQ = −
1
2
[
1
3
(QAxx −QAyy)2 + (QAzz)2
]
α¯†B2 (12.17)
E
(2)
disp,DD ≈ −
3
4
IAIB
IA + IB
α¯A1 α¯
†B
1 (12.18)
E
(2)
disp,QQ ≈ −
5
4
IAIB
IA + IB
α¯A2 α¯
†B
2 (12.19)
Notice for A ∈ O(3) there is no induction unless the monomer is charged, eqn (12.15). For B ∈ Ih,
the dispersion interactions (12.18)-(12.19) are the same as for A ∈ O(3).
12.2.4 Connection to London’s formula for breakable systems B
For a system like He@C60, the α¯
†B
1 of the C60 shell can not be separated into individual contributions,
although it might be possible to model it in various ways. In constrast, if the outer shell consists
of isolated pieces, like noble-gas atoms arranged on a sphere, one expects this to be possible. One
example is He3 symmetric linear complex, Figure 12.2, where the middle helium atom is A and the
other two are B.
R R
1 2 3
Figure 12.2: The geometry of the He3 system.
Consider a helium atom as A and n outside Helium atoms as B. The interaction energy from
the London formula is218
E
(2)
disp,DD ≈ −
3n
4
IA
[
α¯A1
]2
R−6 (12.20)
In the new formula,255 eqn (12.18), the interaction energy is
E
(2)
disp,DD ≈ −
3
8
IAα¯
A
1 α¯
†B
1 (12.21)
Although the subsystem B may have an irregular dipole moment causing additional induction
effect, we found this interaction energy is negligible. If (12.20) and (12.21) are set to be equal, we
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Table 12.1: α†xx, α†yy, α†zz, and α¯† for a ’B’ consisting of the outer two helium atoms of the symmetric
He3 system at RHe−He = 5A˚ at B3LYP level.
Basis set def-TZVP aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ aug-cc-pV6Z
α†xx/10−5 a.u. 0.124 0.400 0.428 0.440 0.449
α†yy/10−5 a.u. 0.124 0.400 0.428 0.440 0.449
α†zz/10−5 a.u. 0.497 1.60 1.70 1.74 1.77
α¯†/10−5 a.u. 0.248 0.80 0.852 0.873 0.889
obtain the connection relation
α¯†B1 = 2nα¯
A
1 R
−6, (12.22)
12.3 Numerical Results
We evaluated the irregular polarizabilities α†0, α
†
1, and α
†
2 at the Hartree-Fock level and using BLYP
and B3LYP functionals. The results are not sensitive to the methods. [Table 1 in Paper I]255 The
interaction energies from a one-center multipole expansion, (12.16), (12.17), (12.18), and (12.19)
are compared with SAPT, MP2, and SCS-MP2 calculations. For He2 and He3, the agreement
is quite satisfied. In constrast, there are considerable deviations for the A@C60 complexes. One
possible reason is the basis set. In helium complex, it is possible to use a sufficiently large basis set.
For the endohedral fullerene, only the supermolecular calculations are extrapolated to the limit. The
irregular polarizabilities can not be calculated at higher levels than a triple-zeta basis set. Another
reason may be the London approximation itself. So far we haven’t investigated the Casimir-Polder
approach numerically.
12.3.1 He2 and He3 Model Systems
The basis set convergence of the irregular dipole polarizability is explored for He3 model system in
Table 12.1. According to the data the def-TZVP basis set can only give about one-fourth of the
α¯1 value, compared with the much larger aug-cc-pV6Z basis set, while the aug-cc-pVDZ basis set
yields rather converged results for this system.
We then investigated the connection between one-center expansion based formalism and the
original London’s formula, namely eqn (12.22). The comparison is shown in Table 12.2. According
to these data, the connection equation is indeed valid.
In addition, we compare the London-type-α†1-based formula (12.18), supermolecular, and SAPT
calculations in Table 12.3 and 12.4 respectively. All of these approaches agree with each other.
12.3.2 The A@C60 Complexes
The basis set effects of irregular polarizabilities of C60 are tested in Table 12.5. Due to the com-
putational cost, the size of basis set is limited to triple zeta level. Since the Sadlej-pVTZ basis is
optimized for regular electric properties, we employ it in our further studies.
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Table 12.2: The connection between eqn (12.22) and London’s approach in He3 system. The aug-cc-
pVTZ basis set is used in calculation. The cases ’Exp’, ’HF’, and ’B3LYP’ refer to the source of the
dipole polarizabilities, α¯1 and α¯
†
1. From Paper V.
R/A˚ 4α¯A1 R
−6 /10−3 a.u. α¯†B1 /10
−3 a.u.
Exp HF B3LYP HF B3LYP
2.0 1.90 1.81 2.02 2.06 2.14
3.0 0.167 0.159 0.178 0.171 0.189
4.0 0.0297 0.0283 0.0316 0.0295 0.0329
5.0 0.00777 0.00740 0.0083 0.00760 0.00853
6.0 0.00260 0.00248 0.00278 0.00253 0.00283
7.0 0.00103 0.00098 0.00110 0.000997 0.00112
Table 12.3: The comparison between different methods for the interaction energy (in kJ mol−1) of the
He3 system. The counterpoise correction for BSSE is performed in the supramolecular HF and MP2
calculations. The energy difference MP2 - HF is used to estimate the dispersion interaction. The R
denotes the distance between the two nearest helium atoms. The aug-cc-pVTZ basis set is used.
R/A˚ HF MP2 MP2-HF Londona eqn (12.18)a
2.0 12.0 9.88 -2.12 -2.14 -2.53
3.0 0.129 -0.0879 -0.217 -0.188 -0.211
4.0 0.02119 -0.0349 -0.0361 -0.0335 -0.0363
5.0 0.05935 -0.02929 -0.02930 -0.02877 -0.02937
6.0 0.06102 -0.02326 -0.02326 -0.02294 -0.02311
7.0 0.07236 -0.02147 -0.02147 -0.02116 -0.02123
0.0n119 ≡ 0.0 · · · 0︸ ︷︷ ︸
n
119
a α¯1,HF = 1.32 a.u.259
b α¯†B1,HF
Table 12.4: The comparison between SAPT and the α¯†B1 -based eqn (12.18) for the interaction energy
(in kJ mol−1) of He3 system. The R denotes to the distance of the two nearest helium atoms. In
the SAPT calculation, the monomer is calculated at Hartree-Fock level. The aug-cc-pVTZ basis set
is used.
R/A˚ E(1)elst E
(1)
exch E
(2)
ind E
(2)
ex−ind E
(2)
disp E
(2)
ex−disp δ(HF)
a E btot eqn (12.18)
c
2.0 -2.56 15.6 -0.735 0.641 -3.74 0.398 -0.958 8.66 -2.53
3.0 -0.0224 0.158 -0.02345 0.02284 -0.282 0.02630 -0.02582 -0.147 -0.211
4.0 -0.03169 0.02140 -0.04179 0.04136 -0.0438 0.04639 -0.04351 -0.0425 -0.0363
5.0 -0.05196 0.04115 -0.06140 0.07478 -0.0109 0.06441 -0.06139 -0.0109 -0.02937
6.0 -0.07435 0.06114 -0.08182 0b -0.02358 0.08948 0b -0.02358 -0.02311
7.0 -0.08792 -0.08196 0b 0b -0.02140 0b 0b -0.02140 -0.02123
a α¯†B1,HF
b absolute value less than 10−9 kJ mol−1.
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Table 12.5: The new ’irregular’ polarizabilities α¯†0, α¯
†
1, and α¯
†
2 for C60 calculated using a BLYP
functional with different basis sets. From Paper V.
Basis set def-SV def-SVP def-TZVP Sadlej-pVTZ aug-cc-pVDZ
α¯†0/10
−3 a.u. 76.2 77.0 90.0 92.3
α¯†1/10
−3 a.u. 7.00 6.88 7.94 7.88 7.72
α¯†2/10
−3 a.u. 0.288 0.287 0.348 0.367 0.347
90 CHAPTER 12. CLOSED-SHELL INTERACTIONS IN ENDOHEDRAL SYSTEMS
-6000
-5000
-4000
-3000
-2000
-1000
 0
-6 -4 -2  0  2  4  6
E  
/ k
J  m
o l
-
1
q/e
Charge q at C60 midpoint
QC
Estimates
Figure 12.3: Interaction energies for point charges inside C60. The points are RI-MP2/def2-TZVPP
values. The line is from the theoretical expression eqns (12.14) + (12.15) with a calculated C60 V and
α¯†0 of 0.0292 and 0.0923 a.u. at RI-MP2/def2-TZVPP and BLYP/Sadlej-pVTZ levels respectively.
From Paper V.
The Born-like equation (12.15) and the qV term (12.14) are compared with the energy of a
point-charge at the center of a C60 molecule. According to the data in Figure 12.3, the one-center
expansion based approach performs adequately.
For atoms and molecules inside C60, the dipole-dipole and quadrupole-quadrupole induction and
dispersion interactions (12.16)-(12.19) are compared against supermolecular MP2 and SCS-MP2
calculations. The steric repulsions are estimated as Hartree-Fock interaction energies substracting
induction from (12.16 and (12.17). The numerical results are presented in Table 12.6 and 12.7.
The sum of steric repulsion, induction, and dispersion interactions does not reach the supermolec-
ular calculated values. If we only take the lowest order, dipole-dipole interaction energies as the
intermolecular interaction energies, such an estimation is still useful. A log-log plot is presented in
Figure 12.4. In addition, we carried out an SAPT calculation for He@C60. The result in Table 12.3.2
is qualitative agreed with the one-center multipole expanded values.
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Table 12.6: RI-MP2 and RI-SCS-MP2 interaction energies with the two-point extrapolation from
def2-TZVPP and def2-QZVPP basis set (kJ mol−1) for the A@C60 complexes. The London-type
dipole-dipole dispersion eqn (12.18), and the quadrupole-quadrupole dispersion eqn (12.19). The
α¯†B1,BLYP/Sadlej−pVTZ and α¯
†B
2,BLYP/Sadlej−pVTZ are used. From Paper V.
A
He Ne Ar Kr Xe Zn Cd Hg
RI-MP2/extrapolation -11.0 -22.6 -81.6 -112.2 -148.5 -151.5 -191.4 -211.9
RI-SCS-MP2/extrapolation -7.8 -15.7 -54.1 -71.1 -84.0 -96.8 -120.7 -140.6
Steric repulsiona 2.5 6.3 37.6 69.4 140.5 113.2 146.6 119.7
Disp,DD, eqn (12.18) -4.6 -8.5 -32.3 -46.9 -72.5 -92.0 -120.1 -89.6
Disp,QQ, eqn (12.19) -0.6 -1.9 -11.8 -21.2 -43.3 -60.2
Sum of Ster. and Disp. -2.7 -4.1 -6.5 1.3 24.7 -39.0
a HF/def2-QZVPP results obtained from RI-MP2 calculations.
Table 12.7: Calculated intermolecular interactions from formulae for induction (eqn (12.16) and
(12.17)) and dispersion (eqn (12.18) and (12.19)), against RI-MP2 and RI-SCS-MP2 supermolecu-
lar calculations with the two-point extrapolation from def2-TZVPP and def2-QZVPP basis set. The
geometry is optimized at RI-MP2/def2-SVP level. The steric repulsion is estimated as the interaction
energy at HF/def2-QZVPP level substracting the induction from eqn (12.16) and (12.17). Energies
in kJ mol−1. The H2 and N2 Hartree-Fock-level energies were not given in the references. The
α¯†B1,BLYP/Sadlej−pVTZ, and α¯
†B
2,BLYP/Sadlej−pVTZ are used. From Paper V.
Method A
H2 N2 HF H2O NH3 CH4 LiF
RI-MP2 -30.7a -65.0b -49.5 -71.8 -89.4 -89.4 -211.9
RI-SCS-MP2 -21.6a -35.9b -35.2 -50.9 -59.4 -50.1 -140.6
Ind,SAPT -5.0c
Disp,SAPT -36.1c
Steric repulsion - - 28.8 58.7 58.1 85.8 84.1
Ind,DD, eqn (12.16) 0 0 -5.5 -5.9 -3.6 0 -64.1
Ind,QQ, eqn (12.17) -0.1 -0.9 -1.5 -3.9 -1.4 0 -6.7
Disp,DD, eqn (12.18) -15.6 -34.1 -16.3 -26.4 -46.7 -47.2 -25.0
Disp,QQ, eqn(12.19) -3.8 -18.8 -4.8 -9.5 -15.8 -25.3 -
Sum of Ster, Ind, and Disp - - 0.7 13.0 -9.4 13.3 -
a From ref.258 Both molecules fixed at experimental geometry, def-TZVPP basis set with counterpoise
correction, no RI approximation.
b From ref.260 Both molecules fixed at experimental geometry, 6-311G(2d,2p) basis set with
counterpoise correction, no RI approximation.
c From ref.258 Both molecules fixed at experimental geometry. Energy obtained from DF-DFT-SAPT
calculation with a PBE functional and def-TZVPP basis set.
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Figure 12.4: A comparison of the endohedral interaction energy, estimated from the London-like
formula (12.18) and the ’best estimate’ from a supermolecular calculation (MP2 for He, Ne and for
most molecules; SCS-MP2 for Ar-Xe, Zn-Hg, N2 and LiF). For a dipolar inner part A, the dipolar
induction term (12.16) is added to the London estimate. From Paper V.
Table 12.8: RI-PBE-SAPT/aug-cc-pVDZ result for He@C60. The (1s)2 electrons of carbon are frozen.
The asymptotic correction of the exchange-correlation functional is used as a global shift for the
difference between HOMO and experimental ionization potential.192
SAPT results kJ mol−1
E
(1)
elst -1.3
E
(1)
exch 5.4
E
(2)
ind -0.3
E
(2)
ex−ind 0.4
E
(2)
disp -11.6
E
(2)
ex−disp 0.5
Etot -6.9
Chapter 13
Aurophilic interaction
13.1 Background
The term ”aurophilicity” means the attraction between two closed-shell gold compounds. It was
shown that dispersion is the leading contribution for this type of binding.40 While the earlier theoret-
ical studies mostly used cylindrically symmetrical (≥ C3v monomers, we recently found the complex
(AuClC3N2H4)2, where C3N2H4)2 is the N-heterocycle carbene, with C2v symmetry, has significant
orientation dependence of the interaction energy. The geometries and computational results are
shown in Figure 13.1 and Table 13.1 respectively. The difference in dispersion interactions are sus-
pected to be the main reason for this phenomenon. We studied the problem by three approaches:
(i) supermolecular calculations at the HF and MP2 levels (ii) London-type estimates for dispersion
interaction and (iii) SAPT computation. Although the paper is not yet available, we include some
of the key results by the present author in this Thesis.
Table 13.1: The computational data for face-to-face (f-f) and edge-to-edge (e-e) conformations of
(AuClC3N2H4)2 complex. The def-TZVP + 2f261,262 basis set with a 19 valence electron pseudopo-
tential for Au263 are used. The BSSE is corrected by the counterpoise method. For equilibrium
distances and interaction energies, pm and kJ mol−1 are used respectively.
face-to-face edge-to-edge difference
Re 322.4 329.8
∆EHF 19.1 8.2 -10.9
∆EMP2 -16.5 -43.7 -27.2
∆EMP2−HF -35.6 -51.9 -16.3
13.2 Supermolecular approach
The energy difference of the two conformations at HF level is 10.9 kJ mol−1 in contrast with 27.2
kJ mol−1 at the MP2 level. Thus the electrostatic and induction interactions may not be the main
reason for the orientation dependence. The energy of MP2-HF includes the dispersion interaction
and the correlation correction of the electrostatic and induction interactions. The electric properties
at HF and MP2 levels only vary a few percent, as seen in Table 13.2. Thus the origin could be the
dispersion interaction.
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Figure 13.1: The monomer and dimer structures of AuClC3N2H4. The (x,y,z) and (x’,y’,z’) denote
to global and local coordinates respectively.
13.3 London-type estimates for the dispersion interaction
Secondly, we derive London-type estimates for the dispersion interaction between two perpendicular
C2v monomers. The original formulation of London’s eqn (7.65) is for two spherical atoms which have
only one independent component of the dipole-dipole polarizability. This formula was generalized
for linear molecules with two independent components of polarizability, α‖ and α⊥200 and also for
two C1 molecules as the eqn (1.129) of Buckingham.
200 For a special case, namely C2v monomers,
it has three independent components. It may be seen as a symmetric direct product of the dipole
moment operator spanning the irreducible representations of the C2v point group,
[
Γ(1) × Γ(1)] =
3A1 +A2 +B1 +B2.
264 For an A1 ground state, the number of independent components is three.
The x, y, and z axes belong to the B1, B2, and A1 irreducible representations, whence the
off-diagonal terms of the Cartesian polarizability will vanish. For instance, the numerator of αxy is
proportional to 〈0|µˆx|n〉〈n|µˆy|0〉. The bra vector 〈0|µˆx gives A1 ×B1 = B1. The excited state |n〉
has to be B1 for a non-vanishing matrix element. On the other hand, µˆy|0〉 provides B2×A1 = B2
which requires that state 〈n| belongs to B2. Thus αxy has to be zero. As a result, the three
independent components are, indeed, αxx, αyy, and αzz.
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Table 13.2: The computational properties of AuClC3N2H4 monomer with def-TZVP+2f basis set.
The atomic units are used.
IP µ αx′x′ αy′y′ αz′z′
HF 0.289 4.72 115.5 75.8 55.0
MP2 0.322 4.55 140.1 77.6 58.3
Conversion factors: 1 a.u. of energy = 27.2114 eV. 1 a.u. of dipole moment = 2.54175 Debye. 1 a.u.
of polarizability = 0.148185 A˚3.
Inserting the dipole-dipole interaction Hamiltonian (7.52) into the dispersion interaction (7.8),
we obtain
E
(2)
disp =
∑
nA,nB
′ |〈0A0B|µˆAx µˆBx + µˆBy µˆBy − 2µˆAz µˆBz |nAnB〉|2
E0A + E0B − EnA − EnB
1
R6
(13.1)
Here the intermolecular axis R is set at z. We notice that the cross terms in eqn (13.1), e.g.
〈0A|µˆAx |nA〉〈nA|µˆAy |0A〉〈0B|µˆBx |nB〉〈nB|µˆBy |0B〉 (13.2)
will vanish. The reason is similar to the off-diagonal elements of polarizability. Therefore, eqn (13.1)
can be written as
E
(2)
disp =
∑
nA,nB
′ |〈0A|µˆAx |nA〉|2|〈0A|µˆBx |nB〉|2 + |〈0A|µˆAy |nA〉|2|〈0A|µˆBy |nB〉|2 + 4|〈0A|µˆAz |nA〉|2|〈0A|µˆBz |nB〉|2
E0A + E0B − EnA − EnB
1
R6
(13.3)
We approximate the denominator in eqn (13.3) as
E0A + E0B − EnA − EnB ≈ −(IA + IB) (13.4)
giving
αii ≡ 2
∑
n
′ |〈0|µˆi|n〉|2
En − E0 (13.5)
≈ 2I−1
∑
n
′|〈0|µˆi|n〉|2 (13.6)
Here i = x, y, z. Inserting eqn (13.4) and (13.6) into (13.3), we obtain
E
(2)
disp ≈ −
1
4
IAIB
IA + IB
αAxxα
B
xx + α
A
yyα
B
yy + 4α
A
zzα
B
zz
R6
(13.7)
From eqn (13.7), we calculated the C6 coefficients for f-f and e-e conformations, respectively,
using the data in Table 13.2. The results are 1067.5 and 1287.6 from Hartree-Fock polarizabilities
or 1452.8 and 1626.5 with MP2 polarizabilities. We can further explain the difference by the αzz
component for two conformations. For e-e, the z axis coincides with the y′ axis with polarizability
77.6 while for f-f, the z axis coincide with the z′ axis with polarizability 58.3. The reason for these
different polarizabilities may be that the y′ direction has a longer extension than the z′ axis.
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Table 13.3: Dispersion coefficients and energies of face-to-face and edge-to-edge conformations of
AuClC3N2H4 dimer. The Edisp is evaluated at the equilibrium geometries of face-to-face and edge-to-
edge conformations respectively. The C6 and E
(2)
disp are in atomic units and kJ mol
−1 respectively.
face-to-face edge-to-edge
C6 (HF) 1072.5 1292.6
C6 (MP2) 1422.0 1626.5
E
(2)
disp[C6(HF)] -55.1 -57.9
E
(2)
disp[C6(MP2)] -73.0 -72.9
13.4 SAPT computation
From the results in Table 13.3, the London-type estimates only provide -2.8 and 0.1 kJ mol−1 of
difference extrapolated to Re between the two conformations. This is far from the supermolecular
difference in Table 13.1 which suggests that short-range contributions may also be important. There
maybe a further deficiency in of eqn (13.7) coming from the London-approximation, (13.4)-(13.6), or
the multipole expansion. Note that the axial length of the monomer is about 7A˚ while the equilibrium
Au· · ·Au distance is only about 3 A˚. The SAPT method is intrinsically multipole-expansion-free and
has no London approximation of excitation energies. It may be regarded as a standard for each
type of intermolecular interactions. We performed SAPT calculations for both conformations of the
AuClC3N2H4 dimer at the equilibrium geometries. The results are presented in Table 13.4.
Table 13.4: HF-SAPT/def-TZVP+2f results of f-f and e-e conformations of AuClC3N2H4 dimer in kJ
mol−1.
f-f e-e
E
(1)
elst -41.2 -46.3
E
(1)
exch 64.6 69.4
E
(2)
ind -209.7 -198.4
E
(2)
ex−ind 140.6 130.4
E
(2)
disp -42.7 -46.6
E
(2)
ex−disp 9.2 9.4
δ(HF) 64.8 53.2
aE
(1)
tot 23.4 23.1
bE
(2)
tot -102.6 -105.2
cEint(SAPT) -14.4 -28.9
dEint(MP2) -16.5 -43.7
aE
(1)
tot ≡ E(1)elst + E(1)exch
bE
(2)
tot ≡ E(2)ind +E(2)ex−ind + E(2)disp +E(2)ex−disp
cEint ≡ E(1)tot +E(2)tot + δ(HF).
The total interaction energies, Eint, are qualitatively comparable with the supermolecular MP2
results in Table 13.1. If we combine the electrostatic and exchange interaction as E
(1)
tot , this quantity
is almost the same for two conformations. The E
(2)
ind + E
(2)
ind−exch is also similar, -69.1 and -68.0 kJ
mol−1 for f-f and e-e respectively. One reason for the difference is the higher-order induction, the
f-f conformation has much larger value of, 64.8 kJ mol−1, than e-e, which has 53.2 kJ mol−1. This
term is difficult to give a simple interpretation. Another origin of the difference is the dispersion
13.4. SAPT COMPUTATION 97
interaction, the E
(2)
disp + E
(2)
disp−exch, being -33.5 and -37.2 kJ mol
−1 for f-f and e-e respectively. As
we see in the E
(2)
disp [C6(HF)] in Table 13.3.
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