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Abstract
Business processes are repeatedly performed sequences of tasks in organizations
such as companies and hospitals, and they are formally defined using graph based
formats such as flow charts and Petri nets. In the graph based formats, an edge is
called an activity which corresponds to the fundamental unit of works performed in
a business process, and is used in performance measurement and improvement. The
performance improvement is known as one of the most important part in the business
process re-design, as the time resource consumed in an activity directly leads to
personnel expenses and due dates.
The business process management system (BPMS) enables us to design, implement,
operate, and improve business processes in a system. The timestamps of the events,
e.g. start, completion, of activities are recorded in the event logs when the business
process is executed on BPMS. The performance indicators extracted from the times-
tamps are used to find bottlenecks in order to conduct the performance improvement
eﬃciently.
Before the appearance of BPMS, each company used to implement a business pro-
cess in its own way, and in such an old-fashioned business process, the log data does
not contain enough information to do performance analysis. Typically, such systems
often record only the start or completion event of the activity. Such an event log
is called a single timestamp event log, and makes bottleneck identification diﬃcult,
because the time duration of an activity is not available. The incomplete event logs
are observed in many business process sites, which does not have enough information
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to calculate performance indicators.
The goal of this research is to statistically estimate the average activity duraions
from incomplete event logs. The basic idea is to divide the transition time between
activities into the latent service time of the source activity and the latent waiting
time of the destination activity. In addition, by using probabilistic models of the
exponential and the gamma distributions for these latent times, we estimate the
parameters of the distributions with the maximum likelihood estimation and the
expectation maximization (EM) algorithm. The average latent waiting and service
times are obtained by calculating the expectations of the distributions. The average
activity duration is the sum of the average latent waiting and service times of the
activity. Based on these latent times, we are able to find bottlenecks of business
process from incomplete event logs.
As two latent variables are introduced to represent one observed activity transi-
tion, the estimation becomes a multivariable inverse problem. Thus, if only single
activity transitions from one activity to another activity are observed, the parameter
estimation should be an ill-posed problem. Fortunately, as gateways that perform
conditional branching and parallel execution are usually used in many business pro-
cesses, various combinations of activity transitions usually appear. In such cases,
a latent time is shared by two or more activity transition times, and the ill-posed
problem can be simultaneously solved.
In this research, the four types of probabilistic models are focused on by restricting
the target to business processes satisfying the condition called structured workflow.
The structured workflows are known as desiable conditions that should be satisfied
by business processes, and many of correctly designed business processes satisfy this
condition. We show that the activity transitions observed from structured workflow
are totally classified into four types, and accordingly we propose four corresponding
probabilistic models.
Computer simulations are conducted on several process models that include activ-
ity transitions via XOR gateways, AND join gateway, and their combinations. In
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experiments, we evaluated the accuracy of estimation by comparing parameters ob-
tained by our method from artificially generated event logs and those parameters.
Our experimental results indicate that the average latent waiting and service times
can be estimated with suﬃcient accuracy, enabling practical applications. In addi-
tion, we discussed the ill-posed cases, i.e., that only one activity transition could be
observed. Even in such a case, we showed that accuracy can be improved if more
activity transitions are observed.
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概要
企業や病院などの組織で繰り返し行われる処理工程はビジネスプロセスと呼ばれ，フ
ローチャートやグラフなどを用いて定義され運用される．ビジネスプロセスで行われる作
業の基本単位はアクティビティと呼ばれ，性能測定や改善においても基本的な単位とな
る．アクティビティで消費された時間がそのまま人件費や納期に結びつくため，性能改善
は最も重要なビジネス改善活動の一つとして知られている．
ビジネスプロセス管理システム (BPMS)は，ビジネスプロセスの設計，実装，運用，改
善などを 1つのシステムで行うことができる．BPMSでビジネスプロセスを実行すれば
ログにアクティビティの開始や完了の時刻が記録される．この時刻からアクティビティ所
要時間を算出し，ボトルネックとなるアクティビティを特定することで効率よく性能改善
を行うことができる．
一方，BPMS が登場する以前は各企業が独自の方法でビジネスプロセスを実装してお
り，このような古いビジネスプロセスではログデータに十分な情報が含まれず分析が困難
になる．典型的には，ログデータのアクティビティの開始時と終了時のいずれかしか記録
されないことが多い．このようなログは単一時刻イベントログと呼ばれ，アクティビティ
の遷移時間の推定はできるがアクティビティの所用時間がわからないため，ボトルネック
を特定することは困難となる．このような，所要時間を算出できないログや，所要時間を
正確に知ることができないログは多くのビジネスプロセスの現場で見られ，不完全イベン
トログと呼ばれている．
本研究では，不完全イベントログからアクティビティの平均所用時間を統計的に推定す
る．本研究の基本アイデアは，アクティビティ間の遷移時間が遷移元アクティビティの潜
在サービス時間と遷移先アクティビティの潜在待ち時間の和で構成されていると仮定する
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ことである．そのうえで，これらの潜在時間のモデルとして指数分布やガンマ分布を仮定
し，EMアルゴリズムを用いて最尤推定を行う．最後に推定値として得られた確率分布の
パラメータから，期待値として平均潜在サービス時間と平均潜在待ち時間を算出し，これ
らの和として平均潜在アクティビティ所要時間を算出する．その結果，単一時刻イベント
ログにおいても平均値としてアクティビティの所要時間を算出することができ，プロセス
改善においてボトルネックとなるアクティビティを特定することが可能となる．
この確率モデルは，観測される 1 つのアクティビティ遷移に対して 2 つの隠れ変数を
導入するため，多変数の逆問題となる．そのため，単一のアクティビティから単一のアク
ティビティへの遷移では，隠れ変数に関する情報が不足するため不良設定問題となり推定
は困難である．一方で，多くのビジネスプロセスでは条件分岐や並列実行を行うゲート
ウェイが用いられるため，様々な組み合わせのアクティビティ遷移が観測される．このよ
うに様々な遷移元と遷移先のアクティビティ遷移が観測された場合，複数の観測値に対し
て確率変数が共有されるため確率変数の連立化により逆問題が解消されて推定が可能に
なる．
提案するアクティビティ遷移の確率モデルは，経由するゲートウェイの種類によって異
なるモデルを構築しなければならない．例えば，AND合流ゲートウェイを経由するアク
ティビティ遷移では，並列化された子プロセスの全てが完了するまで待つため，この挙動
を組み込んだ確率モデルが必要となる．アクティビティ遷移では任意の個数のゲートウェ
イを任意の経路で経由することができるため，それらに対応する必要な確率モデルの数は
いくらでも増えてしまう．本研究では，対象を構造化ワークフローと呼ばれる条件を満た
すビジネスプロセスに限定することで，必要な確率モデルの数を限定する．構造化ワーク
フローは管理しやすい望ましいビジネスプロセスの満たすべき条件として知られており，
ほとんどの正しく設計されたビジネスプロセスはこの条件を満たす．本研究は構造化ワー
クフローから観測されるアクティビティ遷移の組み合わせから必要な確率モデルは 4種類
に限られることを示し，その 4種類についてそれぞれ確率モデルを提案する．
計算機実験により，真のパラメータがわかっているプロセスモデルから人工的に生成し
たイベントログから推定を行い，提案手法が推定した推定パラメータが真のパラメータを
精度よく推定できることを示した．また同期待ちが発生する AND 合流が含まれるアク
ティビティ遷移から観測されたデータでも正しく推定できることを示した．一方，潜在待
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ち時間と潜在サービス時間の大小関係が極端な場合に精度が悪くなることも確認した．そ
のような場合でも，複数のアクティビティ遷移が観測されて連立させることができれば精
度は改善することも明らかになった．
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第 1章
序論
組織が何らかの目的のために行う一連の工程は，ビジネスプロセスと呼ばれる．ビジネ
スプロセスは繰り返し行われる作業であるため，フローチャートやグラフを用いて定義し
運用管理されることが多い．作業の基本単位であるアクティビティと，条件分岐や並列実
行を矢印でつないだフローチャートが典型的に用いられる．さらにビジネスプロセス管理
システム (BPMS)の登場により，ビジネスプロセスの設計，実装，運用，改善などを 1つ
のシステムで行うことができるようになった．BPMSによって生成されたプロセスを実
行するシステムは，ビジネスプロセスと紐付いた形で実行されるところが，単に処理を行
うシステムと違う点である．そのため，こうしたシステムはプロセス指向型情報システム
(PAIS)[7]と呼ばれている．
PAISは，アクティビティの開始時や終了時などに適切なイベントと十分な情報を記録
するため，ログデータの分析が簡単に行える．プロセスマイニングは，主にこのイベン
トログから知識を獲得するための技術である [11, 30]．プロセスマイニングの研究は，欧
米において活発に研究されており，主な国際会議として Business Process Management
(BPM)， Conference on Advanced Information Systems Engineering (CAiSE)などが
ある．
ビジネスプロセスの管理のうち，最も重要な工程がプロセス改善である．既存のビジネ
スプロセスに比べ，より少ないコストで実行し，成果物の品質を向上し，ミスの発生頻度
を下げるように改善を行う．このような試みは古くから行われ，企業の生産性向上や性能
向上などに欠かせない活動として位置づけられている．こうした改善のうち，ビジネスプ
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ロセスによって消費された時間がそのまま人件費や納期の短縮に結びつくため，性能改善
は特に重要である．
ビジネスプロセスの性能改善では，まずイベントログに記録された時刻情報を加工する
ことで，アクティビティの待ち時間やサービス時間，プロセス全体の所要時間といった性
能指標を得る．こうした性能指標を用いれば，ボトルネックとなるようなアクティビティ
を見つけ，優先順位をつけて効率的な性能改善を行うことができる．
一方，BPMS が登場する以前は各企業が独自の方法でビジネスプロセスを実装してい
た．このような古いビジネスプロセスでは，ログデータに十分な情報が含まれず分析が困
難になる．分析の目的に対して必要なデータが含まれないログは，不完全イベントログと
呼ばれる．実際に，現行の多くのプロセスシステムは不完全イベントログを生成するた
め，こうした性能指標は信頼できるものにはならないか算出が困難であることが多い．性
能指標に関わるイベントログの不完全さには以下のような要因があげられる：
1. アクティビティに対して 1つの時刻しか記録されない場合:
古いビジネスプロセスでは，監査や故障時の問題判別のためにログを記録してい
る．そのため，開始または終了の時刻の記録があれば十分である．また，その 1つ
の時刻が開始時刻なのか終了時刻なのかわからない場合もある．例えば，Kuo ら
[13]は開始時刻のみが記録される医療システムに直面した．他にも，プロセスマイ
ニングの普及を意図したマニフェスト [11, 30]でも同様のイベントログを典型的な
例としてあげている．こうしたイベントログからは，アクティビティ所要時間は算
出できない．
2. アクティビティ外で消費される時間が大きい場合:
イベントログへの記録はアクティビティの実行を記録するシステムを介して行われ
るため，その外で起きた出来事は記録できない．そのため，アクティビティの完了
後やアクティビティへの到着前に起きた出来事は記録されない．例えば，診断プロ
セスの採血アクティビティの完了後に止血のため患者に一定期間の安静を指示した
場合，採血の完了後も一定期間は採血アクティビティの制御下におかれる．こうし
たイベントログでは，アクティビティ所要時間は実際に制御下に置かれた時間より
も短く算出される．
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3. 実際のイベントの時刻と記録された時刻が一致しない場合:
手動で時刻を記録する場合や，複数の処理対象をまとめて処理するようなアクティ
ビティでは，実際のイベントの時刻とログに記録された時刻が一致しないことが多
い．例えば，複数の処理対象がアクティビティに到着してからまとめて到着時刻を
記録する場合，実際の到着時刻よりも記録された到着時刻が遅れ，アクティビティ
所要時間が実際より減り，アクティビティ間遷移時間が実際よりも増える．
このような場合，実際にアクティビティの制御下に置かれた時間がログの上ではアクティ
ビティ間遷移時間に計上されてしまい，性能指標が算出できないかまたは不正確となりボ
トルネックを特定することが困難となる．
困難であっても，BPMSベンダにとってこのような不完全イベントログの分析は，他社
との差別化を図るため切望されている．例えば，ある顧客が古いプロセスシステムを更改
するとき，同時に現行システムの問題を改善した新システムの設計を望む事が多い．現行
システムの不完全イベントログを分析し，移行案に加えて改善案を提案できれば，BPMS
ベンダはシステム移行プロジェクトを獲得できる見込みが高まる．
本研究は，このような不完全なイベントログであっても統計的に分析する事でサービス
時間と待ち時間の平均値を推定する方法を提案する．この方法の基本的なアイデアは，遷
移時間が遷移元アクティビティの潜在サービス時間と遷移先アクティビティの潜在待ち時
間によって構成されると仮定することであり，この仮定は現実的なものである．そのうえ
で，これらの潜在時間のモデルとして指数分布やガンマ分布を仮定し，最尤法と EMアル
ゴリズムを用いて推定を行う．
本研究の確率モデルは，観測される 1 つのアクティビティ遷移に対して 2 つの隠れ確
率変数を導入するため，多変数の逆問題となる．そのため，標本として単一のアクティビ
ティから単一のアクティビティへの遷移時間だけが観測された場合，隠れ変数に関する情
報が不足し推定は困難である．そこで本研究では，分岐または合流ゲートウェイを通る遷
移時間は同じ確率分布に従う潜在待ち時間と潜在サービス時間を共有するという特徴を利
用する．つまり，複数のアクティビティの組の遷移が観測された場合，複数の観測値に対
して確率変数が共有されるため，確率変数の連立化により推定が可能になる．ビジネスプ
ロセスは主に条件分岐によって構成されるため，複数のアクティビティ間の遷移は観測さ
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れ，多くの場合で推定が可能な問題となると予想できる．
基本アイデアである遷移時間が 2つの遷移時間の和で構成されるという特徴は BPMN
で定義されるほとんどの要素間の遷移で成り立つが，AND合流ゲートウェイを経由する
アクティビティ遷移では成り立たない．*1これは，先に到着したすべてのサブプロセスが
最後に到着したサブプロセスを待つためにそれより前に到着したサブプロセスには同期待
ち時間が加わるため，確率モデルに不整合がでてくるためである．そのため，本研究で
は AND 合流ゲートウェイが含まれる場合は同期待ち時間を考慮した確率モデルを提案
した．
ビジネスプロセスはグラフ構造によってモデル化されるため，部分構造として登場する
アクティビティ遷移がどのような構造を持つかは自明ではない．そのため，どのような構
造に対して確率モデルを構築すれば良いかも明らかではない．本研究で対象とするビジネ
スプロセスについても，ペトリネットによってモデル化し，そのうえで基本的なアクティ
ビティ遷移のパターンを定義し，そのパターンごとに適切な確率モデルを定義する．こう
した形式化により，本研究で提案する基本的手法が適用可能なネットワークとそうでない
ネットワークを明確に判定することが可能となった．
本論文では，まず 2 章でビジネスプロセスと不完全イベントログが原因となる性能分析
上の問題点を述べ，提案手法の基本アイデアを示す．続く 3 章 では，ビジネスプロセス
のログに記録されるアクティビティ遷移について形式的な定義を行い，典型的な 4つのパ
ターンを導出する．4 章では，その 4つのパターンごとに確率モデルを構築し，一般の確
率分布における EM アルゴリズムによる推定方法を示す．また，確率分布として指数分
布を仮定した場合と，ガンマ分布を仮定した場合の具体的な確率分布を用いた場合につい
てもここで導出する．5 章では，実験により提案手法が正しくパラメータを推定できるこ
とを示す．
*1 OR合流ゲートウェイは AND合流と XOR合流のいずれかとして動作するため，AND合流として動作
したときの OR 合流ゲートウェイも同様であるが，本研究ではそれも含めて AND 合流ゲートウェイと
呼ぶことにする．
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第 2章
ビジネスプロセスの潜在待ち時間と
潜在サービス時間
組織が何らかの目的のために行う一連の工程をビジネスプロセスと呼ぶ．例えば，工場
での製品の製造工程，ソフトウェア開発工程，病院での診断や治療の工程，保険会社での
保険金の受け取り申請，などがビジネスプロセスである．
何度も繰り返し行われる同様のビジネスプロセスは文書化することで多くの恩恵（例え
ば，属人性や誤りの減少，効率化，例外の検出，品質の向上，プロセスシステムの自動生成
など）が得られる．ビジネスプロセスの抽象的な構造はプロセスモデルと呼ばれる．ビジ
ネスプロセス記述言語は，プロセスモデルを文書化するための記号体系で，多くの記述言
語が提唱されている．これまでの多くの研究や標準化の試みの結果 [6]として，Business
Process Modeling Notation (BPMN) [18]が主流となっている．
図 2.1 に，BPMN の典型的な基本要素を示した．BPMN ではアクティビティは角丸
長方形で表現し，ゲートウェイはひし形で表現する．XOR分岐ゲートウェイはフローで
つながっているいずれかの 1つの要素へ制御を移し，XOR合流ゲートウェイはいずれか
のフローからきた制御を次の要素に渡す．一方，AND分岐ゲートウェイはフローでつな
がっているすべての要素に制御を移し，並列に実行させる．AND合流ゲートウェイはす
べてのフローから制御が戻るまで待ってから次の要素に制御を渡す．OR分岐と合流ゲー
トウェイは，XORと ANDのどちらかとして振る舞う．どちらとして振る舞うかは OR
分岐ゲートウェイの時点で決定され，対となる OR合流ゲートウェイを経由する時は事前
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ゲートウェイ
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終了イベント開始イベント
アクティビティ シーケンスフロー
図 2.1: BPMNの基本要素
に決定された振る舞いに従う．
例えば，図 2.2に BPMNで示すような診断プロセスがあったとする．まず患者が病院
に到着してから医師が診察を行い，病気 Aか病気 Bのどちらの疑いがあるかを判定する．
病気 Aの疑いがある場合は血液の検査と放射線写真の撮影が必要で，独立に実行可能で
あるためそれらは採血の後に並列実行される．病気 Bの疑いがある場合は心電図や超音
波による検査が行われる．最後にどちらの場合でも検査結果を受け取った医師と面談を行
う．患者が病気 Aと病気 Bのどちらの疑いになるか排他的であるため，XOR分岐と合
流ゲートウェイで表現される．並列実行する検体検査と放射線検査は AND 分岐と合流
ゲートウェイで表現される．
具体的な 1つのビジネスプロセスの実行はプロセスインスタンスと呼ばれる．病院の例
では，一人の患者に対して行った一連の医療行為がプロセスインスタンスである．到着，
開始，完了のようなプロセスの状態が変化する瞬間はイベントと呼ばれる．イベントは電
子カルテシステムや紙媒体などに記録され，経過記録や監査や問題判別などに利用され
る．プロセスインスタンスで発生した一連のイベントを記録したログをイベントログと呼
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生理検査
病気Aの疑い
病気Bの疑い
図 2.2: 病院での診断プロセスの例
診察 生理検査 面談
時間
サービス時間待ち時間遷移時間
開始イベント
完了イベント
到着イベント
図 2.3: 病気 Aの疑いがある場合の診断プロセスの時系列イベント
放射線検査の
同期待ち時間
診察
検体検査
面談
時間
採血 放射線検査
採血から検体検査
への遷移時間
採血から放射線検査
への遷移時間
クリティカル
フロー
図 2.4: 病気 Bの疑いがある場合の診断プロセスの時系列イベント
ぶ．ログ内では異なるプロセスインスタンスを区別するためにケース ID という固有の識
別子を用いる．患者がサービス窓口に到着したイベントと，サービスの開始と完了のイベ
ントを観測できた場合のイベントログ (表 2.1)を，病気 Aの疑いがある場合を図 2.3に，
病気 Bの疑いがある場合を図 2.4に可視化した．
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表 2.1: 診断プロセスで観測されるイベントログの例
ケース ID 時刻 アクティビティ 状態遷移
1 2015-08-01 09:00:00 診察 到着
2015-08-01 09:05:00 診察 開始
2015-08-01 09:15:00 診察 完了
2015-08-01 09:20:00 生理検査 到着
2015-08-01 09:25:00 生理検査 開始
2015-08-01 09:45:00 生理検査 完了
2015-08-01 09:50:00 面談 到着
2015-08-01 09:55:00 面談 開始
2015-08-01 10:05:00 面談 完了
2 2015-08-01 10:00:00 診察 到着
2015-08-01 10:05:00 診察 開始
2015-08-01 10:15:00 診察 完了
2015-08-01 10:20:00 採血 到着
2015-08-01 10:25:00 採血 開始
2015-08-01 10:35:00 採血 完了
2015-08-01 10:40:00 検体検査 到着
2015-08-01 10:45:00 検体検査 開始
2015-08-01 11:10:00 検体検査 完了
2015-08-01 10:45:00 放射線検査 到着
2015-08-01 10:55:00 放射線検査 開始
2015-08-01 11:00:00 放射線検査 完了
2015-08-01 11:15:00 面談 到着
2015-08-01 11:20:00 面談 開始
2015-08-01 11:25:00 面談 完了
...
...
...
...
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2.1 ビジネスプロセス改善
ビジネスプロセスの管理のうち，最も重要な工程がプロセス改善である．既存のビジネ
スプロセスに比べ，より少ないコストで実行し，成果物の品質を向上し，ミスの発生頻度
を下げるように改善を行う．ビジネスプロセス改善の主な目的は，品質向上，効率向上，
統制向上（内部統制や法令遵守）である．このような試みは古くから行われ，企業の生産
性向上や性能向上などに欠かせない活動として位置づけられている．
分業は最も古いビジネスプロセスの概念の一つであるが，これもプロセス改善の一環と
して発明された．スコットランド出身の経済学者 Adam Smith (1723-1790) は著書「国
富論」[22]において，division of labor(分業)の概念を示した．1700年当時，1つの製品
の作成に一人の職人がすべての作業を行うことが普通であった．そんな時代に，彼はどの
ように作業を分割すれば生産数を増やせるか考察し，複雑な工程をシンプルないくつかの
作業に分けそれぞれを専門の職人に担当させることで，生産性を上げられると説いた．彼
はピンの製造を例に取り，その製造工程が 18の異なる作業に分割されていることによっ
て，1人で全ての工程をを担当するよりも飛躍的に生産性が上がっていることを示した．
このようにプロセスモデルが存在しない場合は，プロセスモデルを定義すること自体が大
きなプロセス改善となる．その場合ログも存在しないため，多くの現場の作業者にインタ
ビューを行い問題点を整理し明確化する必要があるため，改善活動のほとんどは手動によ
る作業になる．インタビューと手動によるビジネスプロセス改善はそれ自体にコストがか
かったり，全作業者にインタビューできないため網羅性に劣るという短所がある反面，想
定外の問題点が見つかることがあったり，大胆な解決策が発見できることがあるなどの長
所もある．
一方で，すでに定義したビジネスプロセスをさらに改善する必要にせまられることも多
い．その場合はプロセスモデルが存在し，それを運用しているシステムが存在するためロ
グが手に入ることが多い．プロセスマイニングは，こうしたログから典型的なパターンや
特異なパターンを抽出し人間に報告する技術の研究分野である．ログを利用することによ
り，インタビューを行うことなく効率よく問題点を発見することができる．これは，大規
模かつ複雑なビジネスプロセスのどの範囲を改善すれば良いのかをインタビューや手動に
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よって行うことが困難になったために必要となった技術である．一方でこうした技術を用
いても，どのような改善を行えば良いのかは自明ではないことが多く，専門家の知識や大
胆な発想が必要となる．そのため実際の改善活動では問題範囲の特定をログ分析で行い，
その問題範囲の作業者へのインタビューや手動による調査をおこなうことで，ログによる
分析と手動による分析の両方の利点を最大化することが多い．
2.2 ビジネスプロセスのイベントログから得られる性能指標
すでに定義したビジネスプロセスに対する改善のうち，ビジネスプロセスによって消費
された時間がそのまま人件費や納期の短縮に結びつくため，性能改善は特に重要である．
納期の短縮は顧客満足度の向上にもつながるため，品質の向上にも貢献する．法律などに
より完了の期限が決まっているようなビジネスプロセスの場合，性能改善により手続きが
迅速に実行できるようになれば，完了期限を超えるプロセスの数が減り，内部統制や法令
遵守の向上にもつながる．
イベントログからは様々な性能指標を算出することができ，性能改善の際に非常に重要
な役割を果たす．プロセスインスタンスの開始から完了までをプロセス所要時間，アク
ディビティの最初のイベントから最後のイベントまでをアクティビティ所要時間，アク
ティビティ内の最初のイベントからサービスの開始までを待ち時間，サービスの開始から
アクティビティ内の最後のイベントまでをサービス時間と呼ぶ．図 2.3の例では，患者が
窓口に到着してから診察が開始されるまでの時間が待ち時間，診察の開始から完了までの
時間がサービス時間である．
遷移時間はアクティビティの外で要した時間の総称で，遷移元アクティビティの最後の
イベントから遷移先アクティビティの最初のイベントまでの時間間隔である．図 2.3 の
例では，患者が診察を終え生理検査の窓口に移動するまでが遷移時間である．AND分岐
ゲートウェイがある図 2.4では，採血から放射線検査への遷移と採血から検体検査への遷
移の 2通りの遷移時間を算出できる．同様に AND合流ゲートウェイでは放射線検査から
面談への遷移と検体検査から面談への 2通りの遷移時間を算出できる．この例では放射線
検査が先に終わり，検体検査の結果を待って次の面談が開始する．
AND合流ゲートウェイの遷移元のシーケンスフローのうち，最後に完了したフローを
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AND合流ゲートウェイのクリティカルフローと呼ぶ．残りすべてのフローはクリティカ
ルフローのアクティビティの完了まで待たなければならない．この待ち時間を同期待ち時
間と呼ぶ．この例では，放射線検査の完了から検体検査の完了までの時間が同期待ち時間
である．
導出した性能指標から，シミュレーションなどを用いてさらに別の性能指標（例えば行
列の長さ）を求める場合があるが，注意が必要である．待ち行列理論ではこうした加工は
むしろ積極的に行われるが，それは分析対象の挙動がかなりわかっていて，かつ詳細なロ
グが取得できるからである．例えばコンピューター内部の処理を待ち行列ネットワークで
モデル化しシミュレーションなどでボトルネックなどを発見する研究が行われてきてい
る．こうした研究では，CPU数があらかじめ分かっていて変化しない，というようない
くつかの仮定を一般的に用いる．それに比べて，ビジネスプロセスの対象は人間の手作業
によるものが多く含まれる傾向にある．複雑な意思決定プロセスをブラックボックス化し
て 1つのアクティビティとみなしたり，スキルレベルが著しく異なる複数の担当者がサー
ビスを提供するアクティビティや，利用可能な担当者の数が時間帯によって大幅に変わる
アクティビティなどがごく当たり前にビジネスプロセスに用いられている．加えて，到着
したプロセスを窓口に割り当てる方法に仮定を置けないことも多い．先入れ先出しの行列
が使われている事もあれば，担当者がたまっているプロセスの中から好きなものを選んで
開始するといった場合もある．このような状況から，ビジネスプロセスの性能分析に待ち
行列理論を適用できる範囲は限られてくる．その典型的な例が後述するログの不完全性
で，シミュレーションの元となる平均サービス時間や平均待ち時間等の性能指標そのもの
が取得できないことが多い．こうした事情により，ビジネスプロセスの性能分析はデータ
の代表値（例えば平均値や最大値や最小値）の算出に留まらざるを得ない事が多い．
2.3 ビジネスプロセスの性能改善
ビジネスプロセスの性能改善では，ログから性能指標を抽出し，ボトルネックとなるよ
うなアクティビティや構造を見つけることで，優先順位をつけて効率的な性能改善を行
う．ログの分析により問題の範囲や改善策の方針を決めることができるが，具体的な改善
施策は単純には決められずインタビューや専門家の知識を用いて決める必要がある．
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アクティビティ内の改善には，待ち時間やサービス時間，アクティビティ全体の所要時
間といった性能指標を用いる．平均待ち時間が長ければ，そのアクティビティの担当者の
数を増やすことで並列度を上げることで性能改善ができる．平均サービス時間が長い場合
は，担当者のスキルレベルを上げるための教育や，高速に業務を遂行できるように設備に
投資する必要がある．このようなの場合，スキルレベルが低い担当者と高い担当者が混在
し，低い担当者のサービス時間が平均サービス時間を長くしていることが多い．その場
合，全員に対する教育や設備投資よりもスキルレベルに応じた教育を行うことで，少ない
費用対効果が得られる．
アクティビティ間の性能改善では，平均アクティビティ遷移時間を用いる．異なる組織
にまたがったビジネスプロセスの場合，組織間で制御が移動するときに時間を消費するこ
とが多い．例えば，社内プロセスの一部の業務（購買業務や見積もり業務）を人件費の安
い他の地域や国の従業員にアウトソースさせることがある．その場合，電子メールや郵便
などのリアルタイム性の低い情報伝達手段が用いられるために，それだけで時間がかかる
ことがある．また，アウトソース先企業が他国にありかつ時差がある場合は，営業時間外
に処理依頼を行うことによって全く処理が行われない時間が挿入されることになる．平均
アクティビティ遷移時間が長いアクティビティの組み合わせに着目することで，こうした
問題を発見することができる．
並列実行するビジネスプロセスでは複数のサブプロセスの分岐と合流が行われ，平均ク
リティカルフロー率や平均同期待ち時間といった性能指標を算出できる．平均同期待ち時
間が長いサブプロセスに属するアクティビティは，現状よりも遅くなっても全体のプロセ
ス所要時間に与える影響は少ないため，担当者に別の業務も割り当てたり，配置換えをす
ることでコスト削減を図ることができる．一方，平均同期待ち時間が短いサブプロセスに
属するアクティビティは全体のプロセス所要時間に与える影響が大きいため，待ち時間や
サービス時間などを計測してそれらのアクティビティ自体の改善を検討する．平均クリ
ティカルフロー率が高いサブプロセスは処理が集中しているため，そのサブプロセスを
さらに複数のサブプロセスに分割して並列実行を行うことで性能改善を図れる可能性が
ある．
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2.4 不完全イベントログから得たプロセス所要時間の問題点
ビジネスプロセスは人間とシステムの両方が関係するため，システムで記録されるログ
が常に必ず完全にビジネスプロセスのすべての状態を記録できることはない．そのシステ
ムや運用方法などによって様々に不完全なイベントログが生成される．こうした，目的に
対して必要な情報が欠落するイベントログは不完全イベントログと呼ばれる．特に，プロ
セス所要時間の精度が低下する，または算出できないといった結果を導く，幾つかのログ
の不完全性について本節で示す．プロセス所要時間は性能改善で最も重要な性能指標であ
るため，この値が利用できなければ性能改善を行うこともできない．本研究はこの問題を
解決するため，不完全なログであってもプロセス所要時間を推定することを目的とする．
本節の最後で，そのために導入する幾つかの仮定について示す．
2.4.1 単一時刻イベントログ
性能指標の算出には，詳細なイベントが記録されている必要があるが，実際には一部の
イベントしか観測されないことが多く，算出できる性能指標も限られる．典型的に多く見
られるのは，1つのアクティビティに対して 1つの状態遷移と時刻のみが記録されたイベ
ントログである．このような不完全イベントログを単一時刻イベントログと呼ぶ．
例えば，稟議プロセスのような承認した事だけが重要な意味を持つビジネスプロセスの
場合，完了時刻のみが記録されることがほとんどである．一方，作業がどのような結果を
もたらすか予測しにくいビジネスプロセスの場合，作業の開始時刻のみを記録することが
多い．例えば，医療プロセスにおいて投薬の開始後に患者の状態が変化したことにより医
師の診察にプロセスを移行した場合，投薬の完了の記録は役に立たず，むしろ投薬の開始
時刻に価値がある．実際に，Kuoら [13]は開始時刻のみが記録される医療システムに直
面したと報告している．
また，単一時刻イベントログには内部状態の記載が無いことが多い．プロセス指向シス
テムでないシステムから抽出されるログは，ログを記録する目的がビジネスプロセスの分
析でないためである．こうしたシステムがログを記録する目的は，後に問題が発生した場
合の問題判別のためであることがほとんどである．システムの故障の問題判別や，ビジネ
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表 2.2: 診断プロセスで観測される単一時刻イベントログの例
ケース ID 時刻 アクティビティ
2015-08-02 10:10:00 診察
1 2015-08-02 10:30:00 生体検査
2015-08-02 10:55:00 面談
2015-08-01 08:50:00 診察
2015-08-01 09:10:00 採血
2 2015-08-01 09:25:00 検体検査
2015-08-01 09:30:00 放射線検査
2015-08-01 09:55:00 面談
...
...
...
ス上の問題が発生した場合の責任範囲の分析などの証拠のためにログは活用され，そのよ
うな場合は単一時刻イベントログで十分機能を果たす．内部状態の記載があれば，長いア
クティビティ遷移時間が遷移元と遷移先のどちらのアクティビティが原因なのか人間が考
察することができるが，記載が無い場合はどのアクティビティが時間を消費しているの
か，人間には判断がつかなくなってしまう．
例として，開始イベントのみが記録された単一時刻イベントログを表 2.2に示し，図 2.5
と図 2.6に可視化した．こうした単一時刻イベントログからはアクティビティの遷移時間
しか算出できないことが分かる．また，図 2.6では，AND合流におけるクリティカルフ
ローがわからなくなり，加えて同期待ち時間も算出できない．
AND合流ゲートウェイは主にプロセスの並列実行による高速化のために用いられ，依
存関係の無いアクティビティの直列実行が性能上ボトルネックになった場合などに採用さ
れる．最も簡便に適用可能で効果も大きい性能改善であるため，ビジネスプロセス改善の
現場では頻繁に利用される．一方，並列実行に設計されたビジネスプロセスの性能改善は
さらに難しくなる．待ち時間，サービス時間に加えて，同期待ち時間やクリティカルフ
ローによる影響を考慮しなければならないからである．それにもかかわらず不完全イベン
トログの影響でこれらの性能指標が利用できないため，並列実行の性能改善は極めて困難
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診察 生理検査 面談
時間
診察から生理検査への
遷移時間
生理検査から面談への
遷移時間
開始イベント
図 2.5: 病気 Aの疑いがある場合の診断プロセスの時系列イベント（開始イベントのみが
記録された場合）
診察
検体検査
面談
時間
採血 放射線検査
検体検査から面談
への時間
採血から検体検査
への遷移時間
採血から放射線検査
への遷移時間
診察から採血への遷移
時間 放射線検査から面談
への遷移時間
図 2.6: 病気 Bの疑いがある場合の診断プロセスの時系列イベント（開始イベントのみが
記録された場合）
な課題となり，解決が望まれている．Leemansら [15]も，アクティビティの状態遷移を
利用したプロセスディスカバリーと性能分析の研究において，単一時刻イベントログが多
い事に触れ，状態遷移を推定する方法も提案している．彼らはまた，そうしたイベントロ
グの上で AND合流ゲートウェイが存在したときの同期待ち時間の観測の難しさについて
も触れている．
2.4.2 アクティビティ外で消費される時間
完全なイベントログを記録するプロセス指向システムであっても，アクティビティ外で
起きたイベントは観測されない．前述した診断プロセスでは，患者の到着や診断の完了は
電子カルテシステムに記録されるが，診断の外で起きた出来事は記録される事はない．例
えば，しばしば採血科では採血完了後に，確実な止血のため患者に一定期間の安静を指示
する．その場合，採血の完了後もその一定期間はプロセスは採血アクティビティの制御下
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におかれる．
他にも，移動時間や情報伝達時間などが無視できないほど大きい場合もアクティビティ
外で時間を消費する．例えば，放射線科は他の科から離れた階や建物に設置してある事が
多い．患者は検体検査を完了したのち，その科まで時間をかけて移動する必要があり，ま
た面談を行うために再び移動して戻ってこなければならない．この移動時間は放射線検査
を行う場合のみ，その前後のアクティビティ遷移時間の増加として観測される．その結
果，診断全体の所要時間であるプロセス所要時間も増えるが，明示的にどのアクティビ
ティが原因だったのかはログからは一見してわからない．
その他にアクティビティ外の消費時間が大きいプロセスとして，ソフトウェア開発工程
が挙げられる．幾つかのモジュールに分割されて開発される大規模なソフトウェア開発で
は，前の工程で開発されたモジュールを元にして次のモジュールの開発が行われる．この
とき，前工程のモジュールの動作確認や接続テストが次の工程で行われ，ほとんどの場合
その段階で問題を起こし，前工程の担当者への問い合わせや修正依頼が起きる．このため
に使用した時間的コストは，前工程のために消費されているにもかかわらず，次の工程の
時間として計上されてしまう．またこうした作業は開発者同士の会話や電子メールなどの
手段で行われることが多く，そのためソースコード管理システムに記録されないため，未
観測のイベントとなる．
2.4.3 実際のイベントの時刻と記録された時刻の不一致による誤差
システムの開発や運用上の都合により，ログに記録を残す時刻が実際の時刻と一致しな
い場合もある．その場合，アクティビティ内で消費した時間がアクティビティ遷移時間と
して計上されてしまうことがある．こうした時刻の不一致は書類を中心に管理されるビジ
ネスプロセスでは頻繁に起きる．例えば，書類に完了を記録した後，その書類を次のアク
ティビティにすぐに渡さずにある程度たまってから渡すようなプロセスでは，見かけ上の
完了時刻は実際の完了時刻よりも早くなり，アクティビティ遷移時間として計上される．
また同様に，到着しているにもかかわらず直ぐに到着処理を行わない場合も見かけ上の到
着時刻は実際の到着時刻より遅くなり，アクティビティ遷移時間として計上される．単一
の担当者に処理が集中してしまうようなビジネスプロセスでは頻繁にこうした問題が起き
る．例えば，稟議プロセスでは社員が起票した承認願いを上司が承認し，さらに上の上司
25
が承認し，と上司に渡されていく．ビジネスプロセス後段の上司になればなるほど多くの
承認願いが到着するため，処理が杜撰になり記録と即時性が損なわれることになる．
他にも，担当者が時刻を記録できるようなビジネスプロセスの場合，意図的に実際と異
なる時刻を記録する場合もある．例えば，完了期限が決まっている場合は期限が過ぎてい
ても完了期限内の時刻を記録することができる．ビジネスプロセスに記録された時刻が直
接報酬や罰則に直接関連づいている場合などにこうした問題が起きる．
2.5 潜在待ち時間と潜在サービス時間
本研究では，前述した不完全イベントログによってアクティビティ所要時間の精度が損
なわれる問題に取り組む．そのために，あるアクティビティ間遷移が観測されたとき，そ
の時間間隔のどこかに，遷移元アクティビティから遷移先アクティビティに制御が移動し
た時刻があると仮定する．この制御が移動した事象を潜在アクティビティ境界と呼び，時
刻を潜在アクティビティ境界時刻と呼ぶこととする．その遷移元アクティビティの時刻
から潜在境界時刻までの前半の時間が遷移元アクティビティによって消費された時間で
あると仮定し，潜在サービス時間と呼ぶ．また，その潜在境界時刻から遷移先アクティビ
ティの時刻までの後半の時間が遷移先アクティビティによって消費された時間であると仮
定し，潜在待ち時間と呼ぶ．言い換えれば，観測された遷移時間が遷移元の潜在サービス
時間と遷移先の潜在サービス時間の和によって構成されている*1．また，あるアクティビ
ティのアクティビティ所用時間と潜在待ち時間と潜在サービス時間の和を潜在アクティビ
ティ所用時間と呼ぶ．これらの潜在待ち時間と潜在サービス時間と潜在アクティビティ所
要時間を総称して潜在時間と呼ぶ．
図 2.7に，簡単なアクティビティ A,B,C の直列フローの完全なイベントログが観測さ
れた場合のイベントを図示した．図の上部に，観測できるイベントとそれらのイベント間
の差わから算出できる性能指標を示した．図の下部に，本研究で仮定する潜在アクティビ
ティ境界時刻や潜在時間を示した．アクティビティ遷移時間に計上されていた時間をアク
ティビティに分配することで，実際にアクティビティが消費していた時間が潜在アクティ
*1 後述する，アクティビティ間遷移に AND 合流ゲートウェイが含まれている場合は単純な潜在時間の和
にはならない．
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図 2.7: 完全なイベントログから観測可能な性能指標と観測不可能な性能指標
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図 2.8: 単一時刻イベントログから観測可能な性能指標と観測不可能な性能指標
ビティ所要時間として考えることができる．図 2.8に同様の直列フローの単一時刻イベン
トログが観測された場合のイベントを図示した．前節で説明したように単一イベントログ
からはアクティビティ遷移時間しか算出できないことが分かる．潜在待ち時間と潜在サー
ビス時間の和から潜在アクティビティ所要時間を算出でき，単一時刻イベントログにおい
てもアクティビティがプロセス内で消費した時間として考えることができる．このよう
に，潜在アクティビティ境界を知ることで，前節で示した不完全イベントログによるプロ
セス所要時間の精度低下問題を解決することができる．
ところが，観測されないイベントを仮定しているため，個別の観測されたアクティビ
ティ遷移時間の潜在サービス時間と潜在待ち時間の値を知ることはできない．しかし，多
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数の観測されたアクティビティ遷移時間から統計的に推定を行うことで，平均潜在サービ
ス時間と平均待ち時間を算出することができると予想される．それらが算出できれば，ロ
グから直接算出した平均プロセス所用時間と平均潜在サービス時間と平均待ち時間の和か
ら，平均潜在プロセス所用時間を算出でき，プロセス内で多くの時間を消費しているアク
ティビティを見つけることができる．本研究ではこの仮説を検証するため，潜在時間を用
いた確率モデルを構築し，標本から統計的に確率分布のパラメータを求め，平均潜在時間
を求める方法を提案する．
この推定問題は，1つの値に対して 2つの変数を仮定し，その逆問題を解くことになる．
そのため，ただ 1 つのフローのアクティビティ遷移時間を用いた場合，不良設定問題と
なりパラメータを求めることが困難になる．しかし，ゲートウェイを経由するアクティビ
ティ遷移では，複数のアクティビティ遷移に同じ潜在時間が含まれるため，それらの事象
を連立させて解くことで不良設定問題を解消できると予想できる．図 2.9 に示すように，
XOR分岐ゲートウェイを通過するアクティビティ遷移では，プロセスインスタンスごと
に条件分岐が適用され，異なる組み合わせのアクティビティ遷移が観測される．この例で
は，アクティビティ Aから Bへのアクティビティ遷移時間と，アクティビティ Aから C
へのアクティビティ遷移時間が観測される．そしてアクティビティ Aの潜在サービス時
間は，2つのアクティビティ遷移時間の両方に含まれる．もし AB間のアクティビティ遷
移時間が長く観測され，AC間のアクティビティ遷移時間が短く観測されれば，潜在待ち
時間 Bが長く，潜在サービス時間 Aと潜在待ち時間 Cは短いと類推できる．もし AB間
のアクティビティ遷移時間と AC間のアクティビティ遷移時間が共に同程度長く観測され
れれば，潜在サービス時間 Aが長く，潜在待ち時間時間 Bと潜在待ち時間 Cは短いと類
推できる．このような類推を，より多くの複数の標本のもとで統計的に行えば，不良設定
問題が解消しパラメータを正確に推定できると期待できる．そのため本研究では，複数の
組み合わせで観測されるアクティビティ遷移を連立させることができる確率モデルを提案
する．ビジネスプロセスの本質は条件に応じて必要なアクティビティを処理させることに
あり，どのようなビジネスプロセスでも必ずこのような分岐や合流が用いられる．すなわ
ち，ほとんどのビジネスプロセスから観測されたログにおいてこのような連立状態を構築
することができ，パラメータ推定の不良設定問題を回避できると予想できる．
アクティビティ遷移時間が単純な潜在待ち時間と潜在サービス時間の和にならない場合
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図 2.9: XOR分岐ゲートウェイを経由するアクティビティ間遷移の完全イベントログから
観測可能な性能指標と観測不可能な性能指標
もある．AND合流ゲートウェイは，遷移元アクティビティの処理が全て完了するまで待
ち，その後次のアクティビティに制御を移す．潜在サービス時間は観測されないため，ど
の遷移元アクティビティがクリティカルフローとなったのか観測されない．このため，本
研究では潜在クリティカルフローを仮定する．潜在クリティカルフローとなった遷移元ア
クティビティの完了時刻が潜在アクティビティ境界となり，この場合だけ遷移先アクティ
ビティ間のアクティビティ遷移時間は 2つの潜在時間の和となる．一方，潜在クリティカ
ルフローとならなかった遷移元アクティビティの完了時刻は潜在アクティビティ境界時刻
よりも早く完了する．このため，それらの制御は潜在アクティビティ境界時刻まで待たさ
れることになる．この待ち時間を潜在同期待ち時間と呼ぶ．図 2.10に AND合流ゲート
ウェイを通過するアクティビティ遷移のイベントを示した．この例ではアクティビティ B
を潜在クリティカルフローと仮定した．BC間のアクティビティ遷移時間は潜在サービス
時間 Bと潜在待ち時間 Cの和で構成されるが，AC間のアクティビティ遷移時間は潜在
サービス時間 Aと潜在待ち時間 Cに加えて，潜在同期待ち時間 Aの和で構成される．こ
のように，AND合流ゲートウェイを経由するアクティビティ遷移では複雑な確率モデル
が必要となり，また観測されない変数も増える．しかし一方で AND合流ゲートウェイを
経由する場合は必然的に複数の遷移元アクティビティが関係することになるため，必ず複
数の組み合わせのアクティビティ遷移時間が観測される．このため，前述したように不良
設定問題が解消され，パラメータを推定できると予想される．
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図 2.10: AND合流ゲートウェイを経由するアクティビティ間遷移の完全イベントログか
ら観測可能な性能指標と観測不可能な性能指標
2.6 まとめ
この章ではビジネスプロセスにおけるイベントログの活用事例として，ログから抽出し
た性能指標を基にしたプロセスの性能改善の典型的な例を示した．一方で実際には，単一
時刻イベントログ，アクティビティ外のでの時間の消費，ログの不正確さといった要因に
よってイベントログが不完全になり，性能指標を導出する事ができなくなる．そのため，
本研究ではアクティビティ間遷移の間に遷移元アクティビティから遷移先アクティビティ
へ制御が移る時刻，潜在境界時刻を仮定し，潜在待ち時間と潜在サービス時間を定義した．
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第 3章
アクティビティ遷移の形式モデル
ビジネスプロセスの設計は，プロセス記述言語（例えば BPMN)を用いて行われる．こ
うして記述言語で設計されたビジネスプロセスは，自動生成プログラムによりプログラム
やシステムが実装され，運用される．しかし，BPMNは非常に多くの要素を持ち，その
複雑さから BPMNや生成されたプログラムのもとで静的解析を行うことは難しい．ここ
で静的解析とは，プロセスを実行することなくそのプロセスモデルの振る舞いを調べるこ
とである．そのプロセスが到達可能なすべての状態の列挙や，デッドロックの検出などが
主な目的である．
ビジネスプロセスの静的解析には記述言語よりも主に形式モデルが用いられる．プロセ
スマイニングの多くの研究では，ペトリネットを元にした形式モデルを用いてビジネスプ
ロセスを記述している．ペトリネットはグラフであるため，グラフ理論に基づいて様々な
特徴を数学的に定式化することができるようになる．
本研究の目的はモデルの静的解析ではないが，アクティビティ遷移のパターンごとに異
なる確率モデルを適用するため，観測されたアクティビティ遷移がどの確率モデルなのか
を特定する必要がある．そのため多くのプロセスマイニングの研究で行われているよう
に，ビジネスプロセスをペトリネットを用いて形式的にモデル化を適用し，2 章で分類を
行った 4つのアクティビティ遷移のパターンをより厳密に定義する．これにより，様々な
ゲートウェイを経由するアクティビティ遷移の様々な派生に対して，適用する確率モデル
を形式的に決定することができ，解析のためのモデル記述が得られる. また，本研究で扱
うことができるビジネスプロセスの範囲も明確になる．
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図 3.1: 内部にペトリネットとして状態の変化を持つアクティビティの例
3.1 イベントログ
あるビジネスプロセスの記述されたプロセスモデル（例えば BPMN) が与えられ，そ
のプロセスモデルは 付録 A の 定義 20 に定義した単純 BPMNプロセスで形式的にモデ
ル化できるものとし，その単純 BPMNプロセスを nとする．このビジネスプロセスのア
クティビティは，図 3.1の例のように内部に状態がある．ビジネスプロセスを実行した場
合，その状態の変化がトランジションの発火として表 2.1 や表 2.2 のように時刻，アク
ティビティ，内部状態，の組み合わせがログに観測される．この組をイベントと呼び，以
下のように定義する．
定義 1 (イベント)
単純 BPMNプロセスを n のもとで実行されたビジネスプロセスインスタンス i のロ
グに，アクティビティ a，ラベル labelt，時刻 t が観測されたとき，e = (i, a, t, t) をイ
ベントとする．ここで，t ∈ n.T はラベル labelt に対応するトランジションとし，時刻
t は実数とする．すなわち， t ∈ R とする，ただし R は実数全体の集合である．
同じビジネスプロセスで実行される，複数のプロセスインスタンスで観測される一連のイ
ベントの列をイベントログと呼び，以下のように定義する．
定義 2 (イベントログ)
単純 BPMN プロセスを n のもとで，E をイベントの全集合とする．イベントの列
l(e) ⊆ E∗ をイベントログとする．
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3.2 アクティビティ内遷移ログとアクティビティ間遷移ログ
イベントログは最小粒度のイベントの列であるため，アクティビティに関する情報を抽
出するにはイベントログを加工する必要がある．アクティビティ内の性能指標を抽出に
は，あるアクティビティ内で連続して発生したイベントを選択する．あるアクティビティ
内の状態遷移のログの集合をアクティビティ内遷移ログと呼び，以下のように定義する．
定義 3 (アクティビティ内遷移ログ)
単純 BPMN プロセス n のもとで実行されたビジネスプロセスのイベントログ l(e)
が観測されたとき，l(in) = (l, i, a, T ) をアクティビティ内遷移ログとする．ここで，
l ⊆ E∗ はイベントログ，i はプロセスインスタンス，aはアクティビティ，T = ∪e∈l e.t
はイベントログ内の時刻の集合である．また，以下の条件を満たす．
1. イベントは同一のプロセスインスタンスのログから抽出される．すなわち，すべ
てのイベント e ∈ l(in).l に対して，e.i = l(in).i が成り立つ．
2. イベントは同一のアクティビティのログから抽出される．すなわち，すべてのイ
ベント e ∈ l(in).l に対して，e.a = l(in).a が成り立つ．
3. 同じアクティビティ内の連続する発火列によって生成されたイベント列で構成さ
れる．すなわち，時刻の昇順に並べた l(in).lのイベントを {e1, . . . , en}とすれば，
入力接点集合 M0 = •(e1.t)を初期マーキングとした発火列 M0 e1.t−−→ . . . en.t−−→ Mn
が発火可能．
最後の条件は，単一プロセス実行の場合は単に連続する同じプロセスインスタンスの同じ
アクティビティのイベントを対象とするという意味である．しかし，並列実行のイベント
が観測された場合，時刻の昇順に並べたログに異なるアクティビティのイベントが記録さ
れる．このような場合でも，ペトリネットの発火規則を用いて記述することで，簡単に並
列実行のサブプロセス内の一連のイベントを対象とすることができる．
異なるアクティビティ間を遷移したログをアクティビティ間遷移ログと呼び，以下のよ
うに定義する．
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定義 4 (アクティビティ間遷移ログ)
単純 BPMNプロセス n のもとで実行されたビジネスプロセスのイベントログ l(e) が
観測されたとき，l(ex) = (l, i,As,Ad,Ts,Td, Ts, Td,P,T,F) をアクティビティ間遷移ロ
グとする．ここで，l ⊆ E∗ はイベントログ，As は遷移元のアクティビティの集合，Ad
は遷移先のアクティビティの集合，Ts は遷移元のトランジションの集合，Td は遷移先
のトランジションの集合，Ts は遷移元アクティビティの時刻の集合，Td は遷移先アク
ティビティの時刻の集合，(P,T,F) はアクティビティ間遷移で通過するペトリネットで
ある．また，以下の条件を満たす．
1. イベントは同一のプロセスインスタンスのログから抽出される．すなわち，すべ
てのイベント e ∈ l(ex).l に対して，e.i = l(ex).i が成り立つ．
2. イベントは異なるアクティビティのログから抽出される．すなわち，すべてのイ
ベント e1 ∈ l(ex).l, e1 ∈ l(ex).l に対して，e1.a ̸= e2.a が成り立つ．
3. 通過するトランジションはラベルを持たない．すなわち，すべてのトランジショ
ン t ∈ l(ex).T が ラベル写像 n.l の入力ドメインに含まれない．
4. 同じプロセス内のラベルを持たないトランジションの連続する発火列によって
生成されたイベント列で構成される．すなわち，入力接点集合 M0 = ∪t∈Ts • t
を初期マーキング，出力接点集合 Mn = ∪t∈Tdt• を最終マーキングとした発火
列 M0
t1−→ . . . tn−→ Mn が発火可能．ここですべての t1, . . . , tn は l(ex).T に含ま
れる．
図 3.2に，表 2.1のケース 1の完全イベントログから抽出したアクティビティ内遷移ロ
グとアクティビティ間遷移ログを示した．この図でも分かるように，アクティビティ内で
発生した連続するすべての状態の変化はアクティビティ内遷移ログとしてまとめて抽出さ
れる．また，アクティビティの外で発生したイベントはアクティビティ間遷移ログとして
抽出される．プロセスモデルでは XOR分岐ゲートウェイと XOR合流ゲートウェイは分
岐と合流のグラフ構造だったが，これらを経由したアクティビティ間遷移ログは，直接遷
移のアクティビティ間遷移ログと同じ構造になる．
図 3.3に，表 2.1のケース 2の完全イベントログからアクティビティ内遷移ログとアク
ティビティ間遷移ログを示した．この図では AND分岐ゲートウェイと AND分岐ゲート
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図 3.2: 診断プロセスのイベントログ 1(図 2.1) から抽出したアクティビティ内遷移ログ
とアクティビティ間遷移ログ
ウェイを経由するアクティビティ間遷移が含まれる．これらのゲートウェイを経由する場
合は，並列実行されたプロセスがそれぞれ関係を持つため，同じアクティビティ間遷移ロ
グに含まれる．そのため，アクティビティ間遷移ログのプロセスモデルには元のプロセス
モデルの部分構造が含まれる．
図 3.4に，アクティビティ間遷移ログの一般の場合を図示した．複数の並列実行された
遷移元アクティビティのトランジションから始まり，ラベルを持たないトランジションを
経由して，複数の並列実行された遷移先アクティビティのトランジションに到達する．一
方でログにはラベルを持つトランジションの記録しか残らないため，途中のラベルを持た
ないトランジションの発火列はプロセスモデルから抽出されたものとなる．
3.3 構造化ワークフローから観測されるアクティビティ間遷
移ログの 4パターン
アクティビティ間遷移は必ずしも 2 つの異なるアクティビティ間の直接の遷移になる
とは限らない．なぜならば，ゲートウェイによって複数のアクティビティが接続されるた
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図 3.3: 診断プロセスのイベントログ 2(図 2.1) から抽出したアクティビティ内遷移ログ
とアクティビティ間遷移ログ
めである．一般に，実行ログから抽出されるアクティビティ間遷移ログは，元のワークフ
ローよりも小さなグラフ構成になる．さらに，構造化ワークフローのイベントログに残る
アクティビティ間遷移の組み合わせは，以下に示す 4 パターンに限られる．構造化ワー
クフロー（付録の A.3 節）は，構造化プログラミングと同様の概念で，見通しが良くモ
ジュール化しやすい条件を満たしたプロセスモデルがそう呼ばれる．同じ機能を実現する
幾つものプロセスモデルのうち，管理しやすい望ましいプロセスを設計するための指針で
ある．通常，ビジネスプロセスは管理コストや拡張性を考慮して設計するため，計画的に
設計されたプロセスモデルは自然と構造化ワークフローとなる．構造化ワークフローを対
象とすれば，プロセスモデル上に登場する様々なゲートウェイの組み合わせに対して個別
に確率モデルを構築せず，この 4パターンに対して確率モデルを構築すれば良い．
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図 3.4: BPMNのアクティビティ間遷移に対応するペトリネットの部分構造
3.3.1 アクティビティ間遷移が直接遷移するか XOR 分岐または XOR 合
流ゲートウェイを経由する場合
アクティビティ間遷移ログが直接遷移のログになるのは，プロセスモデル上で直接遷移
する場合と任意の個数の XOR分岐ゲートウェイまたは XOR合流ゲートウェイを通過す
る場合である．すなわち，遷移元アクティビティの集合のサイズが 1かつ遷移先アクティ
ビティの集合のサイズが 1のアクティビティ間遷移ログとなる場合である．図 3.5に，プ
ロセスモデルとそこから生成されるアクティビティ間遷移ログのグラフ構成を示した．
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図 3.5: 直接遷移となるアクティビティ間遷移ログを生成するプロセスモデルの例
また，図 3.6に示すように，複数の遷移先アクティビティで終わる，複数の分岐ゲート
ウェイを経由する場合と，複数の遷移元アクティビティから始まる，複数の合流ゲート
ウェイを経由する場合も，それらが XORゲートウェイであれば直接遷移のログになる．
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a1 a3
XOR合流
ゲートウェイa1
a3
a2
以下のどちらかのアクティビティ間遷移ログ
a1 a4
a2 a4
以下のどちらかのアクティビティ間遷移ログ
XOR合流
ゲートウェイ
a4
a3 a4
a4
XOR分岐
ゲートウェイ a1 a4
図 3.6: 直接遷移となるアクティビティ間遷移ログを生成する，複数のゲートウェイを経
由するプロセスモデルの例
さらに，図 3.7 に示すように，複数の遷移元アクティビティから始まり複数の遷移先
アクティビティで終わる，複数の分岐と合流ゲートウェイを経由する場合も，それらが
XOR ゲートウェイであれば直接遷移のログになる．一般に，どのような複雑な構造で
あっても，XORゲートウェイのみを経由するプロセスモデルのアクティビティ間遷移ロ
グは，直接遷移のログになる．
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モデル 観測されうるアクティビティ間遷移ログ
XOR分岐
ゲートウェイ
a4
a5
a2
a2
XOR合流
ゲートウェイa1
a3
a2
a1 a4
a1 a5
以下のどちらかのアクティビティ間遷移ログ
XOR合流
ゲートウェイ
a1 a6
a6XOR分岐ゲートウェイ
a2
a4
a5
a6
a3
a3
a3
a4
a5
a6
図 3.7: 直接遷移となるアクティビティ間遷移ログを生成する，複数の分岐と合流ゲート
ウェイを経由するプロセスモデルの例
3.3.2 アクティビティ間遷移が AND合流ゲートウェイを経由する場合
アクティビティ間遷移ログがこのパターンになるのは，プロセスモデル上で 1 つ以上
の AND 分岐ゲートウェイを経由し，AND 合流ゲートウェイを経由しないアクティビ
ティ間遷移ログは，AND分岐ゲートウェイを経由する場合である．すなわち，遷移元ア
クティビティの集合のサイズが 1 かつ遷移先アクティビティの集合のサイズが 2 以上の
アクティビティ間遷移ログとなる場合である．図 3.8に，プロセスモデルとそこから生成
されるアクティビティ間遷移ログのグラフ構成を示した．
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モデル 観測されうるアクティビティ間遷移ログ
a1
a2
a3
AND分岐
ゲートウェイ
a1
a2
a2
a1
a2
a3
a4
AND分岐
ゲートウェイ
AND分岐
ゲートウェイ
a1
a2
a3
a4
a1
a2
a3
AND分岐
ゲートウェイ
AND分岐
ゲートウェイ
a1
a2
a3
a4a4
a5AND分岐ゲートウェイ a5
図 3.8: AND 分岐ゲートウェイを経由するアクティビティ間遷移ログを生成するプロセ
スモデルの例
また，図 3.9 に示すように，遷移の途中に XOR 分岐ゲートウェイまたは XOR 合流
ゲートウェイを経由する場合も，AND分岐ゲートウェイを経由するアクティビティ間遷
移ログになる．
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XOR分岐
ゲートウェイ
a1
a2
a3
a4
AND分岐
ゲートウェイ
XOR分岐
ゲートウェイ
a1
a2
a3
a4
AND分岐
ゲートウェイ
a1
a2
a4
以下のいずれかのアクティビティ間遷移ログ
a1
a3
a4
a1
a2
a3
以下のいずれかのアクティビティ間遷移ログ
a1 a4
モデル 観測されうるアクティビティ間遷移ログ
図 3.9: AND 分岐ゲートウェイを経由するアクティビティ間遷移ログを生成するプロセ
スモデル（モデル上は XOR分岐ゲートウェイも経由する）の例
さらに，図 3.10に示すように，複数の遷移元アクティビティから始まり複数の遷移先ア
クティビティで終わる，複数の XOR分岐と合流ゲートウェイを経由する場合も， AND
分岐ゲートウェイを含めばこのパターンになる．
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モデル 観測されうるアクティビティ間遷移ログ
AND分岐
ゲートウェイ
a4
a5
XOR合流
ゲートウェイa1
a3
a2
以下のいずれかのアクティビティ間遷移ログ
XOR合流
ゲートウェイ
a6XOR分岐ゲートウェイ
a1
a4
a5
a2
a4
a5
a3
a4
a5
a1 a6
a2 a6
a3 a6
図 3.10: AND分岐ゲートウェイを経由するアクティビティ間遷移ログを生成する，複数
の XOR分岐と合流ゲートウェイを経由するプロセスモデルの例
3.3.3 アクティビティ間遷移が AND合流ゲートウェイを経由する場合
アクティビティ間遷移ログがこのパターンになるのは，プロセスモデル上で 1 つ以上
の AND 合流ゲートウェイを経由し，AND 分岐ゲートウェイを経由しないアクティビ
ティ間遷移ログは，AND合流ゲートウェイを経由する場合である．すなわち，遷移元ア
クティビティの集合のサイズが 2 以上かつ遷移先アクティビティの集合のサイズが 1 の
アクティビティ間遷移ログとなる場合である．図 3.11に，プロセスモデルとそこから生
成されるアクティビティ間遷移ログのグラフ構成を示した．
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モデル 観測されうるアクティビティ間遷移ログ
AND合流
ゲートウェイ
a1
a3
a2
a1
a3
a2
AND合流
ゲートウェイa1
a2
AND合流
ゲートウェイ
a4
a3
AND合流
ゲートウェイa1
a2
AND合流
ゲートウェイ
a5
a3
a4
AND合流
ゲートウェイ
a1
a4a2
a3
a1
a5
a2
a3
a4
図 3.11: AND合流ゲートウェイを経由するアクティビティ間遷移ログを生成するプロセ
スモデルの例
また，図 3.12に示すように，遷移の途中に XOR分岐ゲートウェイまたは XOR合流
ゲートウェイを経由する場合も，AND合流ゲートウェイを経由するアクティビティ間遷
移ログになる．
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以下のいずれかのアクティビティ間遷移ログ
以下のいずれかのアクティビティ間遷移ログ
a3 a4
モデル 観測されうるアクティビティ間遷移ログ
XOR合流
ゲートウェイa1
a2
AND合流
ゲートウェイ
a4
a3
XOR合流
ゲートウェイ
a1
a2
AND合流
ゲートウェイ
a4
a3
a1
a4
a3
a2
a4
a3
a1
a4
a2
図 3.12: AND合流ゲートウェイを経由するアクティビティ間遷移ログを生成するプロセ
スモデル（モデル上は XOR合流ゲートウェイも経由する）の例
さらに，図 3.13に示すように，複数の遷移元アクティビティから始まり複数の遷移先ア
クティビティで終わる，複数の XOR分岐と合流ゲートウェイを経由する場合も， AND
合流ゲートウェイを含めばこのパターンになる．
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モデル 観測されうるアクティビティ間遷移ログ
XOR分岐
ゲートウェイ
a4
a5
AND合流
ゲートウェイa1
a3
a2
以下のいずれかのアクティビティ間遷移ログ
XOR合流
ゲートウェイ
a6XOR分岐ゲートウェイ
a1
a4
a2
a1
a5
a2
a1
a6
a2
a3
a3
a3
a4
a5
a6
図 3.13: AND合流ゲートウェイを経由するアクティビティ間遷移ログを生成する，複数
の XOR分岐と合流ゲートウェイを経由するプロセスモデルの例
3.3.4 アクティビティ間遷移が AND 合流と AND 分岐ゲートウェイを経
由する場合
アクティビティ間遷移ログがこのパターンになるのは，プロセスモデル上で 1つ以上の
AND合流ゲートウェイと 1つ以上の AND分岐ゲートウェイを経由するアクティビティ
間遷移ログは，AND 合流と AND 分岐ゲートウェイを経由する場合である．すなわち，
遷移元アクティビティの集合のサイズが 2以上かつ遷移先アクティビティの集合のサイズ
が 2以上のアクティビティ間遷移ログとなる場合である．図 3.14に，プロセスモデルと
そこから生成されるアクティビティ間遷移ログのグラフ構成を示した．
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モデル 観測されうるアクティビティ間遷移ログ
a4AND合流
ゲートウェイ
a1 a3
a2 AND分岐
ゲートウェイ
a1 a3
a2 a4
a4
a5
AND合流
ゲートウェイ
a1
a3
a2
a6
AND合流
ゲートウェイ
AND分岐
ゲートウェイ
AND分岐
ゲートウェイ
a1 a4
a2 a5
a6a3
a5
a6
AND合流
ゲートウェイ
a1
a2
AND合流
ゲートウェイ
AND分岐
ゲートウェイ
AND分岐
ゲートウェイ
a3
a4
a7
a8
AND分岐
ゲートウェイ
AND合流
ゲートウェイ
a1
a2
a5
a6
a3 a7
a4 a7
図 3.14: AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移ログを生
成するプロセスモデルの例
また，図 3.9 に示すように，遷移の途中に XOR 分岐ゲートウェイまたは XOR 合流
ゲートウェイを複数経由する場合も，このパターンになる．
3.4 まとめ
この章では，イベントログと，イベントログから抽出されるアクティビティ間遷移を形
式的に定義した．また，プロセスモデルが構造化ワークフローの条件を満たすのであれ
ば，そのプロセスモデルから観測されるイベントログから抽出されるアクティビティ間遷
移が 4つのパターンに分類できる事を示した．
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a4
a5
AND合流
ゲートウェイ
a1
a3
a2
a6
AND分岐
ゲートウェイ
XOR分岐
ゲートウェイ
XOR合流
ゲートウェイ
a1 a4
a3 a6
a2 a4
a3 a6
a1 a5
a3 a6
a2 a5
a3 a6
a4
a5
AND合流
ゲートウェイ
a1
a3
a2
a6
AND分岐
ゲートウェイ
XOR分岐
ゲートウェイ
XOR合流
ゲートウェイ
a1 a4
a2 a5
a1
a6
a2
a3
a4
a5
a3 a6
モデル 観測されうるアクティビティ間遷移ログ
以下のいずれかのアクティビティ間遷移ログ
以下のいずれかのアクティビティ間遷移ログ
図 3.15: AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移ログを生
成するプロセスモデル（モデル上は XORゲートウェイも経由する）の例
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第 4章
アクティビティ間遷移の潜在確率モ
デルのパラメータ推定
本章では，最尤原理に基づき観測されたアクティビティ間遷移を最も尤もらしく説明す
るパラメータを求め，そのパラメータを用いてアクティビティ平均潜在待ち時間と平均潜
在サービス時間を推定する．前章で示した，アクティビティ間遷移の 4つのパターンのそ
れぞれに対して尤度関数を導出し最尤法として定式化を行う．また，定式化された尤度関
数は潜在変数を含むために直接解くことが困難となるため，EMアルゴリズムによるパラ
メータ推定法を示す．
あるビジネスプロセスが与えられたとき，付録 A の 定義 20 に定義した単純 BPMN
プロセス nで形式的にモデル化できるものとする．アクティビティ a ∈ n.A に対応する
潜在待ち時間 Wa > 0は，パラメータの集合 αa のもとで確率密度関数 p(Wa = x | αa)
に従う．同様にアクティビティ a ∈ n.A に対応する潜在サービス時間 Sa > 0は， パラ
メータの集合 βa のもとで，確率密度関数 p(Sa = x | βa) に従う．また，プロセス n 全
体のパラメータの集合を Θ =
P
a∈n.A (αa ∪ βa) とする．
アクティビティ遷移ログの確率変数を L(at) とし，単純 BPMNプロセス n のイベント
ログから抽出されたアクティビティ間遷移ログ L(at) = {l1, l2, . . . } が互いに独立に観測
されたものとする．パラメータ Θ のもとでの観測されたログの尤もらしさを計る対数尤
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度は
logL(L(at) | Θ) =
X
l∈L(at)
log p(L(at) = l | Θ)
である．この尤度関数を最大にする bΘ =Pa∈n.A (bαa ∪ bβa) が求めるパラメータである．
この最大化問題は解析的に解くことが難しいため，本研究では expectation maximization
(EM) アルゴリズムを用いてこの問題を解く．
また，前章で示したようにアクティビティ間遷移は 4つのパターンに分類でき，それぞ
れ異なる確率モデルを構成する．そのため，データセットをパターンごとに 4つに分け，
以下のように対数尤度関数をそれぞれのパターンごとに導出する．
logL(L(at) | Θ) =
X
l∈L(at)
|l.As|=1
|l.Ad|=1
log p(L(at) = l | Θ) +
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
log p(L(at) = l | Θ)
+
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
log p(L(at) = l | Θ) +
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
log p(L(at) = l | Θ) (4.1)
ここで，第 1 項が直接遷移するアクティビティ間遷移の対数尤度関数，第 2 項が AND
分岐ゲートウェイを通過するアクティビティ間遷移の対数尤度関数，第 3 項が AND 合
流ゲートウェイを通過するアクティビティ間遷移の対数尤度関数，第 4 項が AND 分岐
と AND分岐ゲートウェイを通過するアクティビティ間遷移の対数尤度関数である．アク
ティビティ間遷移は，遷移元アクティビティの集合と遷移先アクティビティのサイズに
よってパターンを区別できるため，総和記号
P
の条件部で指定できる．
次節以降，4つのアクティビティ間遷移パターンごとに尤度関数，EMアルゴリズムの
Q 関数，そして M ステップでの更新後のパラメータ Θ′ = Pa∈n.A (α′a ∪ β′a) による Q
関数の偏微分 ∂Q∂Θ′ =
P
a∈n.A ( ∂Q∂α′a ∪
∂Q
∂β′a
) を示し，モデルパラメータ推定のための EMア
ルゴリズムを示す．
4.1 直接遷移する場合の基本モデル
プロセスモデル上でアクティビティ同士が直接遷移するか，XOR分岐ゲートウェイま
たは XOR合流ゲートウェイを通過して遷移した場合，ログ上は直接遷移するアクティビ
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モデル アクティビティ間遷移ログ
直列
τ
XOR分岐
ゲートウェイ
as
ad1
adn
XOR合流
ゲートウェイ
as1
ad
asn
as ad 潜在アクティビティ境界
トランジション
潜在アクティビティ境界時刻
潜在サービス時間 潜在待ち時間
遷移元アクティビティ 遷移先アクティビティ
図 4.1: 直接遷移するアクティビティ間遷移ログの確率モデル
ティ間遷移になる．すなわち，アクティビティ間遷移 l ∈ L(at) の遷移元アクティビティ
集合 l.Ad のサイズが 1 かつ遷移先アクティビティ集合 l.Ad のサイズが 1 の場合，アク
ティビティは直接遷移となる．簡単のため，遷移元アクティビティ集合 l.As の要素が 1
つしかない場合はその要素を l.sとして参照でき，その時刻を l.ts と参照できるものとす
る．同様に，集合 l.Ad の要素が 1つしかない場合はその要素を l.dとして参照でき，その
時刻を l.td と参照できるものとする．
図 4.1に示すように，潜在アクティビティ境界トランジション τ が発火した時刻を tτ
とすれば，仮定より遷移元アクティビティ l.sの時刻 ts から tτ までの時間は l.sによって
制御されていたコスト，潜在サービス時間である．同様に，tτ から遷移先アクティビティ
l.dの時刻 l.td までの時間は l.dによって制御されていたコストであり，潜在待ち時間で
ある．従ってアクティビティ遷移 l の確率密度関数は 2つの独立な確率密度関数の積
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd) (4.2)
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である．時刻 tτ は観測されないが，l.ts ≤ tτ ≤ l.td の範囲内である．アクティビティ遷
移 l の確率密度関数を tτ について周辺化することで，潜在変数を持たない確率密度関数
p(L(at) = l | Θ) =
l.tdZ
l.ts
p(L(at) = l, Tτ = tτ | Θ)dtτ
=
l.tdZ
l.ts
p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)dtτ (4.3)
を得る．
直接遷移するアクティビティ間遷移の集合に対する対数尤度関数は，式 (4.1)の第 1項
と式 (4.3)より，
logLdirect(L(at) | Θ) =
X
l∈L(at)
|l.As|=1
|l.Ad|=1
log
l.tdZ
l.ts
p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)dtτ
(4.4)
となる．この式は，条件 |l.As| = 1 ∧ |l.Ad| = 1 により，L(at) のうち該当するアクティビ
ティ間遷移の対数尤度関数の和を算出している．
EMアルゴリズムのMステップについて更新後のパラメータを Θ′ とすれば，対数尤
度関数の近似関数は
Qdirect(Θ′ | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ) log p(L(at) = l, Tτ = tτ | Θ′)dtτ
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) + log p(Wd = l.td − tτ | α′d)

dtτ
(4.5)
となる．
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Mステップで行う Qdirect の最大化は，プロセス内の全てのアクティビティ a ∈ n.Aの
パラメータ α′a と β
′
a による偏微分を用いる．アクティビティ aのパラメータ β
′
a と α
′
a
による Qdirect の偏微分は
∂Qdirect(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
l.taZ
l.ts
p(Tτ = tτ | L(at) = l,Θ) ∂
∂α′a
log p(Wa = l.ta − tτ | α′a)dtτ (4.6)
∂Qdirect(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.s=a
l.tdZ
l.ta
p(Tτ = tτ | L(at) = l,Θ) ∂
∂β′a
log p(Sa = tτ − l.ta | β′a)dtτ (4.7)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qdirect の極大
点は 式 (4.6) と 式 (4.7)のゼロ点，すなわち ∂Qdirect(Θ
′|Θ)
∂Θ′ = 0 を満たす Θ′ を求め，逐
次更新を行う．
4.2 AND分岐ゲートウェイを経由して遷移する場合の基本
モデル
プロセスモデル上で AND分岐ゲートウェイを経由するアクティビティ間遷移から観測
されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元
アクティビティ集合 l.Ad のサイズが 1，かつ遷移先アクティビティ集合 l.Ad のサイズが
2以上となる．このとき観測される複数の時刻は独立ではないため，1つの事象として扱
う必要がある．
図 4.2に示すように，潜在アクティビティ境界トランジション τ が発火した時刻を tτ
とすれば，仮定より遷移元アクティビティ l.sの時刻 ts から tτ までの時間は l.sによって
制御されていたコストであり，潜在サービス時間である．同様に，tτ から遷移先アクティ
ビティ d ∈ l.Ad の時刻 td ∈ l.Td までの時間は dによって制御されていたコストであり，
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モデル アクティビティ間遷移ログ
τ
潜在アクティビティ境界
トランジション
潜在アクティビティ境界時刻
潜在サービス時間
潜在待ち時間
遷移元アクティビティ
遷移先アクティビティ
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ゲートウェイ
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図 4.2: AND分岐ゲートウェイを経由するアクティビティ間遷移ログの確率モデル
潜在待ち時間である．従ってアクティビティ遷移 l のうち，確率密度関数は |l.Ad|+ 1 個
の独立な確率密度関数の積
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd) (4.8)
である．時刻 tτ は観測されないが，l.ts ≤ tτ ≤ min(at.Td) の範囲内である．したがっ
て，アクティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を
持たない確率密度関数
p(L(at) = l | Θ) =
min(l.Td)Z
l.ts
p(L(at) = l, Tτ = tτ | Θ)dtτ
=
min(l.Td)Z
l.ts
p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd)dtτ (4.9)
を得る．
AND分岐ゲートウェイを経由するアクティビティ間遷移の集合に対する対数尤度関数
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は，式 (4.1)の第 2項と式 (4.9)より，
logLandsplit(L(at) | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
log
min(l.Td)Z
l.ts
p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd)dtτ
(4.10)
となる．この式は，条件 |l.As| = 1 ∧ |l.Ad| ≥ 2 により，L(at) のうち該当するアクティビ
ティ間遷移の対数尤度関数の和を算出している．
EMアルゴリズムのMステップで更新後のパラメータを Θ′ とすれば，対数尤度関数
の近似関数は
Qandsplit(Θ′ | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ) log p(L(at) = l, Tτ = tτ | Θ′)dtτ
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) +
X
d∈l.Ad
log p(Wd = td − tτ | α′d)
!
dtτ
(4.11)
となる．
Mステップで行う Qandsplit の最大化は，プロセス内の全てのアクティビティ a ∈ n.A
のパラメータ α′a と β
′
a による偏微分を用いる．アクティビティ a のパラメータ β
′
a と
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α′a による Qandsplit の偏微分は
∂Qandsplit(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
a∈l.Ad
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ) ∂
∂α′a
log p(Wa = l.ta − tτ | α′a)dtτ
(4.12)
∂Qandsplit(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
l.s=a
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ) ∂
∂β′a
log p(Sa = tτ − l.ta | β′a)dtτ
(4.13)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qandsplit の極
大点は 式 (4.12) と 式 (4.13) のゼロ点，すなわち ∂Qandsplit(Θ
′|Θ)
∂Θ′ = 0 を満たす Θ′ を求
め，逐次更新を行う．
4.3 AND合流ゲートウェイを経由して遷移する場合の基本
モデル
プロセスモデル上で AND合流ゲートウェイを経由するアクティビティ間遷移から観測
されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元
アクティビティ集合 l.Ad のサイズが 2以上，かつ遷移先アクティビティ集合 l.Ad のサイ
ズが 1となる．このとき観測される複数の時刻は独立ではないため，1つの事象として扱
う必要がある．
図 4.3 に示すように，AND 合流ゲートウェイに最後に到着したフロー，すなわち潜
在クリティカルフローの遷移元アクティビティを確率変数 C ∈ l.As で表し，潜在アク
ティビティ境界トランジション τ が発火した時刻を tτ とする．遷移元アクティビティ
s ∈ l.As からのフローがクリティカルフローだった場合 (C = s)，仮定より遷移元アク
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モデル アクティビティ間遷移ログ
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図 4.3: AND合流ゲートウェイを経由するアクティビティ間遷移ログの確率モデル
ティビティ sの時刻 ts から tτ までの時間は sによって制御されていたコストであり，潜
在サービス時間である．一方，遷移元アクティビティ s ∈ l.As からのフローがクリティ
カルフローでない場合 (C ̸= s)，遷移元アクティビティの完了時刻は tτ よりも早いため，
潜在サービス時間は tτ − ts よりも早く完了している．tτ から遷移先アクティビティ l.d
の時刻 l.td ∈ l.Td までの時間は l.dによって制御されていたコストであり，潜在待ち時間
である．したがって，アクティビティ間遷移 l の確率密度関数は |l.As|+ 1 個の独立な確
率密度関数の積
p(L(at) = l, C = c, Tτ = tτ )
=
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd) (4.14)
となる．
時刻 tτ は観測されないが，max(l.Ts) ≤ tτ ≤ l.td の範囲内である．したがって，アク
ティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を持たな
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い確率密度関数
p(L(at) = l | Θ)
=
X
c∈l.As
at.tdZ
max(l.Ts)
p(L(at) = l, C = c, Tτ = tτ )dtτ
=
X
c∈l.As
at.tdZ
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd)dtτ
(4.15)
を得る．
AND合流ゲートウェイを経由するアクティビティ間遷移の集合に対する対数尤度関数
は，式 (4.1)の第 3項と式 (4.15)より，
logLandjoin(L(at) | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
log
X
c∈l.As
at.tdZ
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd)dtτ (4.16)
となる．この式は，条件 |l.As| ≥ 2 ∧ |l.Ad| = 1 により，L(at) のうち該当するアクティビ
ティ間遷移の対数尤度関数の和を算出している．
EMアルゴリズムのMステップで更新後のパラメータを Θ′ とすれば，対数尤度関数
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の近似関数は
Qandjoin(Θ′ | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
X
c∈l.As
at.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
log p(L(at) = l, Tτ = tτ , C = c | Θ′)dtτ
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
X
c∈l.As
at.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!
+ log p(Wd = l.td − tτ | α′d)
!
dtτ
(4.17)
となる．
Mステップで行う Qandjoin の最大化は，プロセス内の全てのアクティビティ a ∈ n.A
のパラメータ α′a と β
′
a による偏微分を用いる．アクティビティ a のパラメータ β
′
a と
α′a による Qandjoin の偏微分は
∂Qandjoin(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
l.d=a
X
c∈l.As
at.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂α′a
log p(Wa = l.ta − tτ | α′a)dtτ (4.18)
∂Qandjoin(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
a∈l.As
X
c∈l.As
at.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂β′a
(
log p(Sa = tτ − l.ta | β′a) if c = a
log p(Sa ≤ tτ − l.ta | β′a) if c ̸= a
dtτ
(4.19)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qandjoin の極大
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モデル アクティビティ間遷移ログ
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図 4.4: AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移ログの確率
モデル
点は 式 (4.18) と 式 (4.19) のゼロ点，すなわち ∂Qandjoin(Θ
′|Θ)
∂Θ′ = 0 を満たす Θ′ を求め，
逐次更新を行う．
4.4 AND合流と AND分岐ゲートウェイを経由して遷移する
場合の基本モデル
プロセスモデル上で AND合流ゲートウェイを経由するアクティビティ間遷移から観測
されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元
アクティビティ集合 l.Ad のサイズが 2以上，かつ遷移先アクティビティ集合 l.Ad のサイ
ズが 2以上となる．このとき観測される複数の時刻は独立ではないため，1つの事象とし
て扱う必要がある．
図 4.4に示すように，AND合流ゲートウェイに最後に到着したフロー，すなわち潜在ク
リティカルフローの遷移元アクティビティを確率変数 C ∈ l.As で表し，潜在アクティビ
ティ境界トランジション τ が発火した時刻を tτ とする．遷移元アクティビティ s ∈ l.As
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からのフローがクリティカルフローだった場合 (C = s)，仮定より遷移元アクティビティ
sの時刻 ts から tτ までの時間は sによって制御されていたコストであり，潜在サービス
時間である．一方，遷移元アクティビティ s ∈ l.As からのフローがクリティカルフローで
ない場合 (C ̸= s)，遷移元アクティビティの完了時刻は tτ よりも早いため，潜在サービス
時間は tτ − ts よりも早く完了している．同様に，tτ から遷移先アクティビティ d ∈ l.Ad
の時刻 td ∈ l.Td までの時間は dによって制御されていたコストであり，潜在待ち時間で
ある．したがって，アクティビティ間遷移 l の確率密度関数は |l.As|+ |l.Ad| 個の独立な
確率密度関数の積
p(L(at) = l, C = c, Tτ = tτ )
=
 Y
s∈l.As
(
p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
! Y
d∈Ad
p(Wd = td − tτ | αd) (4.20)
となる．
時刻 tτ は観測されないが，max(at.Ts) ≤ tτ ≤ min(at.Td) の範囲内である．したがっ
て，アクティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を
持たない確率密度関数
p(L(at) = l | Θ)
=
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(L(at) = l, C = c, Tτ = tτ )dtτ
=
X
c∈l.As
min(l.Td)Z
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
!
Y
d∈Ad
p(Wd = td − tτ | αd)dtτ (4.21)
を得る．
AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移の集合に対する
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対数尤度関数は，式 (4.1)の第 4項と式 (4.21)より，
logLandjoinsplit(L(at) | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
log
X
c∈l.As
min(l.Td)Z
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
!
Y
d∈Ad
p(Wd = td − tτ | αd)dtτ (4.22)
となる．この式は，条件 |l.As| ≥ 2 ∧ |l.Ad| ≥ 2 により，L(at) のうち該当するアクティビ
ティ間遷移の対数尤度関数の和を算出している．
EMアルゴリズムのMステップで更新後のパラメータを Θ′ とすれば，対数尤度関数
の近似関数は
Qandjoinsplit(Θ′ | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
log p(L(at) = l, Tτ = tτ , C = c | Θ′)dtτ
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!
+
X
d∈l.Ad
log p(Wd = td − tτ | α′d)
!
dtτ
(4.23)
となる．
M ステップで行う Qandjoinsplit の最大化は，プロセス内の全てのアクティビティ
a ∈ n.Aのパラメータ α′a と β′a による偏微分を用いる．アクティビティ aのパラメータ
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β′a と α
′
a による Qandjoinsplit の偏微分は
∂Qandjoinsplit(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
a∈l.Ad
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂α′a
log p(Wa = l.ta − tτ | α′a)dtτ (4.24)
∂Qandjoinsplit(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
a∈l.As
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂β′a
(
log p(Sa = tτ − l.ta | β′a) if c = a
log p(Sa ≤ tτ − l.ta | β′a) if c ̸= a
dtτ
(4.25)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qandjoinsplit の
極大点は 式 (4.24) と式 (4.25) のゼロ点，すなわち ∂Qandjoinsplit(Θ
′|Θ)
∂Θ′ = 0 を満たす Θ′
を求め，逐次更新を行う．
4.5 推定アルゴリズム
これまでは，アクティビティ間遷移のパターンが一種類観測された場合を論じてきた
が，この節では一般の場合として，複数のパターンが混在する場合について，EM法によ
るパラメータ推定アルゴリズムを述べる．
4.5.1 経験則による初期値の設定
勾配法や EM アルゴリズムのような最適化アルゴリズムは局所的最適解を求めること
ができるが，それが大域的最適解であるとは限らない．局所的最適解が複数存在する場
合，初期値に依存して求まる解が異なるためである．大域的最適解の近くの初期値から最
適化アルゴリズムを開始することができれば，求まる解が大域的最適解となる見込みが高
い．最適解ではないが経験に基づいた方法で小さなコストで求めることができる解は経験
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則による解と呼ばれ，しばしば最適化アルゴリズムの初期値としても用いられる．本研究
では，標本から小さなコストで計算できる解を求めパラメータ推定アルゴリズムの初期値
として用いる．
アクティビティ s から dへ AND合流ゲートウェイを通過しないアクティビティ間遷移
が観測された場合，仮定より遷移元の潜在待ち時間 Ss と遷移先の潜在サービス時間Wd
の和で構成されている．このとき，特に前提知識が無い場合どちらかが大きく小さいとは
言えない．そのため，2つの潜在時間は等しく Ss = Wd = (td − ts)/2であったと仮定す
れば，真の値との差が最も小さいと期待できる．
一方，AND合流ゲートウェイを通過するアクティビティ間遷移 atが観測された場合，
クリティカルフローとなった場合は前述の 2つの時間の和で構成され，ならなかった場合
は同期待ち時間を加えた 3つの時間で構成される．どちらの場合かは不完全イベントログ
からはわからないことと，遷移元アクティビティが複数あった場合 1つを除いてすべてが
クリティカルフローにならないことから，初期値の算出の段階ではすべての遷移時間が 3
つの時間の和によって構成されそれらが等しいと考える．すなわち，すべての s ∈ l.As と
d ∈ l.Ad の組み合わせについて， Ss = Wd = (td − ts)/3 をそれぞれの実現値として考
える．
このようにすべての観測された遷移時間に対して経験則によって算出した実現値の平均
値をパラメータの初期値とする．アルゴリズム 1に，パラメータの初期値を設定する手順
を示した．
4.5.2 EMアルゴリズムによるパラメータの推定
複数のアクティビティ間遷移パターンが観測された場合，対数尤度関数はそのすべての
和となる．すなわち 式 (4.4)と 式 (4.10)と 式 (4.16)と式 (4.22)の和
logL(L(at) | Θ) = logLdirect(L(at) | Θ) + logLandsplit(L(at) | Θ)
+ logLandjoin(L(at) | Θ) + logLandjoinsplit(L(at) | Θ) (4.26)
となる．この対数尤度関数はアルゴリズムの収束判定に用いられる．EMアルゴリズムに
おける対数尤度関数の近似関数のパラメータによる微分も，個々のパターンにおける近似
関数の微分の和となる．すなわちアクティビティ a ∈ n.A の 潜在待ち時間のパラメータ
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Algorithm 1: 潜在待ち時間と潜在サービス時間のパラメータ初期化アルゴリズム
Input: アクティビティ間遷移ログの集合: L(at)
Output: パラメータの初期値: bΘ =Pa∈n.A (bαa ∪ bβa)
潜在サービス時間のコストを持つアクティビティの集合: Asrc
潜在待ち時間のコストを持つアクティビティの集合: Adst
Function initParams(L(at), κ)
if κ is undefined then
κ = 1
h = n = 0
Asrc = ? /* 潜在サービス時間のコストを持つアクティビティの集合 */
Adst = ? /* 潜在待ち時間のコストを持つアクティビティの集合 */
foreach l ∈ L(at) do
foreach s ∈ l.As do
Asrc = Asrc ∪ {s}
foreach d ∈ l.Ad do
Adst = Adst ∪ {d}
n = n+ 1
if |l.As| = 1 then
h+ = (td − ts)/2
else
h+ = (td − ts)/3
t¯ = h/n /* 全ての潜在時間の平均値 */
t0 = κt¯ /* 全ての潜在時間の初期値 */
// 値を持つパラメータに初期値を設定するbΘ = ?
foreach a ∈ Adst do
αa = t0bΘ = bΘ ∪ {αa}
foreach a ∈ Asrc do
βa = t0bΘ = bΘ ∪ {βa}
@ (bΘ, Asrc, Adst)
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αa による微分は，式 (4.6)と 式 (4.12)と 式 (4.18)と式 (4.24)の和
∂Q(Θ′ | Θ)
∂α′a
= ∂Qdirect(Θ
′ | Θ)
∂α′a
+ ∂Qandsplit(Θ
′ | Θ)
∂α′a
+ ∂Qandjoin(Θ
′ | Θ)
∂α′a
+ ∂Qandjoinsplit(Θ
′ | Θ)
∂α′a
(4.27)
である．同様にアクティビティ a ∈ n.A の 潜在サービス時間のパラメータ βa による微
分は，式 (4.7)と 式 (4.13)と 式 (4.19)と式 (4.25)の和
∂Q(Θ′ | Θ)
∂β′a
= ∂Qdirect(Θ
′ | Θ)
∂β′a
+ ∂Qandsplit(Θ
′ | Θ)
∂β′a
+ ∂Qandjoin(Θ
′ | Θ)
∂β′a
+ ∂Qandjoinsplit(Θ
′ | Θ)
∂β′a
(4.28)
である．これらの式を用いた一般の場合の推定アルゴリズムを アルゴリズム 2 に示した．
4.6 指数分布モデルでの EMアルゴリズム
指数分布は，なんらかの処理時間の分布として最もシンプルで広く用いられている確
率分布である．シンプルであるため，指数分布に従う確率変数を複数組み合わせた複雑
な確率モデルを構築した場合の解析が他の分布を用いるよりも容易である．そのため，
複数の直列または並列に接続された機器の故障などの複雑な確率モデルを構築する場合
に，機器の故障率などに指数分布を採用されている．本章でも複数の確率変数を組み合わ
せるため，要素となる潜在待ち時間と潜在サービス時間の確率密度関数として，指数分
布を採用する．パラメータ λ > 0 の指数分布に従う確率変数 X > 0 の確率密度関数は
p(X;λ) = 1λe−
X
λ である．これを X ∼ Exp(λ) と書く．X の期待値 E[X] は λ と等し
い．またある時点よりも前に処理が完了した確率は分布関数 p(x ≤ X;λ) = 1 − e−Xλ に
より得られる．
単純 BPMNプロセス n が与えられた時アクティビティ a ∈ n.A に対応する潜在待ち
時間の確率変数をWa > 0とし，パラメータ αa の指数分布 Exp(αa) に従うとする．同
様に潜在サービス時間の確率変数を Sa > 0 とし， パラメータ βa の指数分布 Exp(βa)
に従うとする．これらのパラメータの集合を Θ = {αa1 , αa2 , . . . , βa1 , βa2 , . . . } とする．
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Algorithm 2: 潜在待ち時間と潜在サービス時間の推定アルゴリズム
Input: アクティビティ間遷移ログの集合: L(at)
パラメータの初期値: bΘ =Pa∈n.A (bαa ∪ bβa)
潜在サービス時間のコストを持つアクティビティの集合: Asrc
潜在待ち時間のコストを持つアクティビティの集合: Adst
学習係数: η > 0
Output: パラメータの推定値: bΘ
Function estimate(L(at), bΘ, Asrc, Adst, η)
// 推定
likelihood = −∞
repeat
foreach a ∈ Adst dobαa = bαa + η ∂Q(Θ′|Θ)∂α′a /* 式 (4.27) */
foreach a ∈ Asrc docβa = bβa + η ∂Q(Θ′|Θ)∂β′a /* 式 (4.28) */
likelihoodold = likelihood
likelihood = logL(L(at) | bΘ) /* 式 (4.26) */
until likelihood ≃ likelihoodold
@ bΘ
4.6.1 直接遷移するアクティビティ間遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.2)より
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)
= 1
βs
e−(tτ−l.ts)/βs
1
αd
e−(l.td−tτ )/αd
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である．潜在変数を持たない確率密度関数は，式 (4.3) より
p(L(at) = l | Θ) =
l.tdZ
l.ts
p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)dtτ
=
l.tdZ
l.ts
1
βs
e−(tτ−l.ts)/βs
1
αd
e−(l.td−tτ )/αddtτ
= e
−(l.td−l.ts)/βs − e−(l.td−l.ts)/αd
βs − αd (4.29)
となる．
EMアルゴリズムの Q は 式 (4.5)より
Q(Θ′ | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) + log p(Wd = l.td − tτ | α′d)

dtτ
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ)

− log β′s −
(tτ − l.ts)
β′s
− logα′d −
(l.td − tτ )
α′d

dtτ
アクティビティ a ∈ n.Aのパラメータ β′a と α′a による Q の偏微分は
∂Q(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
− 1
α′a
+ 1
α′2a
l.taZ
l.ts
p(Tτ = tτ | L(at) = l,Θ) (l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.s=a
− 1
β′a
+ 1
β′2a
l.tdZ
l.ta
p(Tτ = tτ | L(at) = l,Θ) (tτ − l.ta)dtτ
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4.6.2 AND分岐ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.8)より
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = l.td − tτ | αd)
= 1
βs
e−(tτ−l.ts)/βs
Y
d∈l.Ad
1
αd
e−(td−tτ )/αd
である．潜在変数を持たない確率密度関数は，式 (4.9) より
p(L(at) = l | Θ) =
min(l.Td)Z
l.ts
p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd)dtτ
=
min(l.Td)Z
l.ts
1
βs
e−(tτ−l.ts)/βs
Y
d∈l.Ad
1
αd
e−(td−tτ )/αddtτ
となる．
EMアルゴリズムの Q は 式 (4.11)より
Q(Θ′ | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) +
X
d∈l.Ad
log p(Wd = td − tτ | α′d)
!
dtτ
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
− log β′s −
(tτ − l.ts)
β′s
+
X
d∈l.Ad
− logα′d −
(l.td − tτ )
α′d
!
dtτ
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アクティビティ a ∈ n.Aのパラメータ β′a と α′a による Q の偏微分は
∂Q(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
l.d=a
− 1
α′a
+ 1
α′2a
min(l.Td)Z
l.ts
p(Tτ = tτ | L(at) = l,Θ) (l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|≥2
l.s=a
− 1
β′a
+ 1
β′2a
min(l.Td)Z
l.ta
p(Tτ = tτ | L(at) = l,Θ) (tτ − l.ta)dtτ
4.6.3 AND合流ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.14)より
p(L(at) = l, C = c, Tτ = tτ )
=
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd)
=
 Y
s∈l.As
(
1
βs
e−(tτ−ts)/βs if s = c
1− e−(tτ−ts)/βs if s ̸= c
!
1
αd
e−(l.td−tτ )/αd
である．潜在変数を持たない確率密度関数は，式 (4.15) より
p(L(at) = l | Θ)
=
X
c∈l.As
l.tdZ
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd)dtτ
=
X
c∈l.As
l.tdZ
max(l.Ts)
 Y
s∈l.As
(
1
βs
e−(tτ−ts)/βs if s = c
1− e−(tτ−ts)/βs if s ̸= c
!
1
αd
e−(l.td−tτ )/αddtτ
となる．
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EMアルゴリズムの Q は 式 (4.17)より
Q(Θ′ | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
X
c∈l.As
l.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!
+ log p(Wd = l.td − tτ | α′d)
!
dtτ
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
X
c∈l.As
l.tdZ
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
− log β′s − (tτ − ts)/β′s if s = c
log(1− e−(tτ−ts)/β′s) if s ̸= c
!
− logα′d −
(l.td − tτ )
α′d
!
dtτ
(4.30)
となる．
アクティビティ a ∈ n.A のパラメータ β′a と α′a による Q の偏微分は式 (4.18) と
式 (4.19)より
∂Q(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
l.d=a
− 1
α′a
+ 1
α′2a
X
c∈l.As
min(l.Td)Z
l.ts
p(Tτ = tτ , C = c | L(at) = l,Θ)
(l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|=1
a∈l.As
X
c∈l.As
l.tdZ
max(l.Ts)
p(Tτ = tτ | L(at) = l,Θ)
8<:−
1
β′a
+ tτ−taβ′a if c = a
tτ−ta
β′2a (1−e(tτ−ta)/β′a)
if c ̸= adtτ
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4.6.4 AND合流と AND分岐ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.20)より
p(L(at) = l, C = c, Tτ = tτ )
=
 Y
s∈l.As
(
p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
! Y
d∈Ad
p(Wd = td − tτ | αd)
=
 Y
s∈l.As
(
1
βs
e−(tτ−ts)/βs if s = c
1− e−(tτ−ts)/βs if s ̸= c
! Y
d∈Ad
1
αd
e−(td−tτ )/αd
である．潜在変数を持たない確率密度関数は，式 (4.21) より
p(L(at) = l | Θ)
=
X
c∈l.As
min(l.Td)Z
max(l.Ts)
 Y
s∈l.As
(
p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
! Y
d∈Ad
p(Wd = l.td − tτ | αd)dtτ
=
X
c∈l.As
min(l.Td)Z
max(l.Ts)
 Y
s∈l.As
(
1
βs
e−(tτ−ts)/βs if s = c
1− e−(tτ−ts)/βs if s ̸= c
! Y
d∈Ad
1
αd
e−(td−tτ )/αddtτ
となる．
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EMアルゴリズムの Q は 式 (4.23)より
Q(Θ′ | Θ)
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!
+
X
d∈l.Ad
log p(Wd = td − tτ | α′d)
!
dtτ
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
 X
s∈l.As
 (
− log β′s − (tτ − ts)/β′s if s = c
log(1− e−(tτ−ts)/β′s) if s ̸= c
!
+
X
d∈l.Ad
− logα′d −
(td − tτ )
α′d
!
dtτ (4.31)
となる．
アクティビティ a ∈ n.A のパラメータ β′a と α′a による Q の偏微分は式 (4.24) と
73
式 (4.25)より
∂Q(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
a∈l.Ad
− 1
α′a
+ 1
α′2a
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ , C = c | L(at) = l,Θ)
(l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|≥2
|l.Ad|≥2
a∈l.As
X
c∈l.As
min(l.Td)Z
max(l.Ts)
p(Tτ = tτ | L(at) = l,Θ)
8<:−
1
β′a
+ tτ−taβ′a if c = a
tτ−ta
β′2a (1−e(tτ−ta)/β′a)
if c ̸= adtτ
4.7 ガンマ分布モデルでの EMアルゴリズム
ガンマ分布は，複数の処理時間の和の分布として，待ち行列の待ち時間などの分布に用
いられている確率分布である．パラメータによって分布の形状を変化させることができ，
その 1形状として指数分布を含めている．同様に複数の処理時間の和の分布としてアーラ
ン分布が知られているが，離散的な形状パラメータを持つため逐次更新によるパラメータ
推定には向かない．ガンマ分布は連続の形状パラメータを持つため，アーラン分布が表現
できない形状も表現でき，またパラメータ推定もアーラン分布に比べて容易である．
本節では，複雑な要因によって潜在待ち時間と潜在サービス時間が生成される場合を想
定し，確率密度関数としてガンマ分布を採用し，直接遷移の場合のパラメータの導出方法
を示す．尺度パラメータ α > 0 と形状パラメータ q > 0 のガンマ分布に従う確率変数
X > 0 の確率密度関数は p(X;α, q) = Xq−1Γ(q)αq e−
X
α である．これを X ∼ G(α, q)と書く．
ここで，Γ(q) は，ガンマ関数 であり，Γ(q) =
R∞
0 z
q−1e−zdz と定義される. X の期待
値 E[X] はパラメータの積 αq と等しい．
単純 BPMNプロセス n が与えられた時アクティビティ a ∈ n.A に対応する潜在待ち
時間の確率変数をWa > 0とし，尺度パラメータ αa と形状パラメータ qa のガンマ分布
G(αa, qa) に従うとする．同様に潜在サービス時間の確率変数を Sa > 0とし， パラメー
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タ βa と形状パラメータ ra のガンマ分布 G(βa, ra) に従うとする．これらのパラメータ
の集合を Θ = {αa1 , αa2 , . . . , qa1 , qa2 , . . . , βa1 , βa2 , . . . , ra1 , ra2 , . . . } とする．
4.7.1 直接遷移するアクティビティ間遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.2)より
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)
= (tτ − l.ts)
rs−1
Γ(rs)βrss
e−
(tτ−l.ts)
βs
(l.td − tτ )qd−1
Γ(qd)αqdd
e
− (l.td−tτ )αd
である．潜在変数を持たない確率密度関数は，式 (4.3) より
p(L(at) = l | Θ) =
l.tdZ
l.ts
p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)dtτ
=
l.tdZ
l.ts
(tτ − l.ts)rs−1
Γ(rs)βrss
e−
(tτ−l.ts)
βs
(l.td − tτ )qd−1
Γ(qd)αqdd
e
− (l.td−tτ )αd dtτ
となる．
75
EMアルゴリズムの Q は 式 (4.5)より
Q(Θ′ | Θ)
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) + log p(Wd = l.td − tτ | α′d)

dtτ
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
l.tdZ
l.ts
p(Tτ = tτ | L(at) = l,Θ)
 
(r′s − 1) log(tτ − l.ts)− log Γ(r′s)− r′s log β′s −
(tτ − l.ts)
β′s
+(q′d − 1) log(l.td − tτ )− log Γ(q′d)− q′d logα′d −
(l.td − tτ )
α′d
!
dtτ
アクティビティ a ∈ n.Aのパラメータ β′a と α′a による Q の偏微分は
∂Q(Θ′ | Θ)
∂α′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
− q
′
s
α′a
+ 1
α′2a
l.taZ
l.ts
p(Tτ = tτ | L(at) = l,Θ) (l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂q′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.d=a
−ψ(q′a)− logα′a +
l.taZ
l.ts
p(Tτ = tτ | L(at) = l,Θ) log(l.ta − tτ )dtτ
∂Q(Θ′ | Θ)
∂β′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.s=a
− r
′
d
β′a
+ 1
β′2a
l.tdZ
l.ta
p(Tτ = tτ | L(at) = l,Θ) (tτ − l.ta)dtτ
∂Q(Θ′ | Θ)
∂r′a
=
X
l∈L(at)
|l.As|=1
|l.Ad|=1
l.s=a
−ψ(r′a)− log β′a +
l.tdZ
l.ta
p(Tτ = tτ | L(at) = l,Θ) log(tτ − l.ta)dtτ
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ここで，ψ(x) は，ディガンマ関数 ddx log Γ(x) である.
4.8 まとめ
本章では，潜在時間の確率分布として一般の確率分布を仮定し，前章で定義した 4つの
アクティビティ間遷移についてそれぞれ確率モデルを定義した．また，潜在時間の確率分
布として指数分布とガンマ分布を採用した場合の EMアルゴリズムの更新式を導出した．
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第 5章
シミュレーションによる検証
本章では，アクティビティ間遷移時間の標本を，真のパラメータに従う確率分布を用い
て生成し，提案手法が潜在平均待ち時間と潜在平均サービス時間を推定できることを実
験*1により示す．
最も単純な確率モデルである直接遷移するアクティビティ間遷移（4.1 節）が，ゲート
ウェイを経由せずに単一のフローのみが観測された場合，1 節で述べたように不良設定問
題となる．5.1 節 では，対数尤度関数の形状を観察することでどのように不良設定問題と
なるのかを明らかにした．
同じ潜在確率変数が複数の異なる観測される確率変数により共有さた場合，不良設定問
題が解消される．5.2 節では指数分布の場合について，5.3 節ではガンマ分布の場合につ
いて，不良設定問題が解消しパラメータを正しく推定可能できることを示した．
AND合流ゲートウェイを経由するアクティビティ間遷移は，潜在境界時刻に加えてク
リティカルフローが観測されないため，より難しい問題となる．5.4 節では，指数分布の
場合について推定精度を検証した．
*1 提案手法は GNU Octave を用いて実装し，一般化 EM アルゴリズムの更新には Octave に標準添付さ
れる準ニュートン法を関数 sqp を通じて利用した．
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図 5.1: 直接遷移を行うビジネスプロセス (β1 = 1, α2 = 2)
5.1 ゲートウェイを経由しないアクティビティ間遷移の指数
分布によるモデル化
5.1.1 潜在サービス時間と潜在待ち時間の差が小さい場合
この実験では，図 5.1の 2つのアクティビティが直列接続されたビジネスプロセスを用
いて，直接遷移するアクティビティ間遷移のみが観測された場合から，それを構成する 2
つのパラメータを推定できるかどうかを検証する．アクティビティ a1 の潜在サービス時
間の確率変数 S1 は指数分布 Exp(β1 = 1)に従い，アクティビティ a2 の潜在待ち時間の
確率変数 W2 は指数分布 Exp(α2 = 2)に従う．この確率密度関数に従う a1 から a2 への
アクティビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの標本数 100 のもとでの直接遷移するアクティビティ遷移の対
数尤度関数を図 5.2に示した．この図より，β1 と α2 が共にゼロ付近では対数尤度は極
端に小さい値となることが分かる．これは平均的に 3秒程度の遷移時間が観測されたこと
に対して，それらが小さなパラメータを持つ指数分布からの標本である可能性が非常に低
いことを意味する．一方で，それ以外の範囲では対数尤度関数は比較的なだらかであるこ
とが分かる．
そこで，より高低差がわかりやすい等高線を用いて対数尤度関数を図 5.3に図示し，Q
関数の偏微分も矢印で示した．この対数尤度関数は β1 + α2 = 3 の直線上に尾根状の形
をしており，この直線上のパラメータであればどのパラメータでも同程度に尤もらしいこ
とになる．そのため停止条件が緩い場合，EMアルゴリズムはこの直線に到達すると停止
してしまうため，単一の直接遷移するアクティビティ間遷移は，不良設定問題となる．一
方，停止条件が厳しい場合，この図ではおよそ β1 = α2 = 1.5 付近の最大値で，EMアル
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図 5.2: 直接遷移するアクティビティ遷移 ( 図 5.1 )の 100標本における対数尤度関数
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図 5.3: 直接遷移するアクティビティ遷移 (図 5.1)の 100標本における対数尤度関数の等
高線と EMアルゴリズムの Q関数の偏微分
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図 5.4: 直接遷移するアクティビティ遷移 (図 5.1)のログから推定したパラメータの，10
回の推定値の平均値と標準偏差
ゴリズムは停止する．そのため，この標本からは真のパラメータを推定できないことが分
かる．
次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2 の推定値を計測した．図 5.4にそれぞれの標本セットに対する 10個の推定値の
平均値と標準偏差を示した．この図より，推定値は bβ1 = bα2 = 1.5 の付近に集中し，標本
数を増やせば増やすほど推定値のばらつきは小さくなることが分かる．
5.1.2 潜在サービス時間と潜在待ち時間の差が大きい場合
この実験では，図 5.5の 2つのアクティビティが直列接続されたビジネスプロセスを用
いて，潜在サービス時間と潜在待ち時間の大小関係が極端な場合に，それを構成する 2つ
のパラメータを推定できるかどうかを検証する．アクティビティ a1 の潜在サービス時間
の確率変数 S1 は指数分布 Exp(β1 = 1)に従い，アクティビティ a2 の潜在待ち時間の確
率変数 W2 は指数分布 Exp(α2 = 5)に従う．この確率密度関数に従う a1 から a2 へのア
クティビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの標本数 100 のもとでの直接遷移するアクティビティ遷移の
対数尤度関数を図 5.6 に図示し，Q 関数の偏微分も矢印で示した．この図より，およそ
(β1, α2) = (1, 5) と (5, 1) 付近で対数尤度関数が最大値をとり，この関数は双峰を持つこ
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図 5.5: 直接遷移を行うビジネスプロセス (β1 = 1, α2 = 5)
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図 5.6: 直接遷移するアクティビティ遷移 (図 5.5)の 100標本における対数尤度関数の等
高線と EMアルゴリズムの Q関数の偏微分
とが分かる．そのため，初期値に依存して提案手法は異なる 2種類のパラメータセットの
どちらかが推定される．
5.1.1 節のように似たようなパラメータを持つ 2つの指数分布の和の場合はパラメータ
の中間点に対数尤度の極大点ができることに対して，2つの極端に異なる指数分布の和の
場合はその形状が極端に異なるために，対数尤度関数が真のパラメータを特定することが
できるような形になることがわかった．しかし，単一の遷移のみが観測された場合は構成
する 2つの指数分布のどちらが潜在待ち時間の分布で，どちらが潜在サービス時間の分布
なのかを特定することができない．これは，式 (4.29)が α と β に対して対称になってお
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図 5.7: 直接遷移するアクティビティ遷移 (図 5.5) のログから推定したパラメータの，
10 回の推定値の平均値と標準偏差．ただし，アルゴリズム 1 を用いて初期値として
β1 = α2 = T¯12/2 ≃ 3 を使用した．
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図 5.8: 直接遷移するアクティビティ遷移 (図 5.5)のログから推定したパラメータの，10
回の推定値の平均値と標準偏差．ただし，初期値として (β1, α2) = (2.9, 3.1)を使用した．
り，この 2つを入れ替えても同じ式になり，対数尤度関数は α = β の直線に対して対称
の形になることからも分かる．この対称性のため，真のパラメータ (β1, α2) = (1, 5) の逆
の (5, 1) にも対数尤度関数の極大点ができる．
次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2 の推定値を計測した．図 5.7にそれぞれの標本セットに対する 10個の推定値の
平均値と標準偏差を示した．この図より，推定値は bβ1 = bα2 = 3 = (1 + 5)/2 の付近に集
中し，標本数を増やせば増やすほど推定値のばらつきは小さくなることが分かる．初期値
をアルゴリズム 1を用いて設定したため，常に初期値が β1 = α2 = T¯12/2 に設定され，
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図 5.9: XOR 分岐ゲートウェイを経由した遷移を行うビジネスプロセス (β1 = 1, α2 =
2, α3 = 3)
2つの極大点のちょうど真ん中の鞍点からスタートし，そこで EMアルゴリズムが停止し
たためである．
一方で，少しだけずらした初期値 (β1, α2) = (2.9, 3.1)を使用した同様の実験の結果を
図 5.8 に示した．この図より，推定値は (bβ1, bα2) = (1, 5) の付近に集中し，標本数を増や
せば増やすほど推定値のばらつきは小さくなることが分かる．すなわち，1つの直接遷移
するアクティビティ間遷移しか観測できない場合でも，真のパラメータが極端に異なり，
かつ初期値からスタートできれば，真のパラメータを推定できることが分かる．
5.2 XOR分岐ゲートウェイを経由するアクティビティ間遷移
の指数分布によるモデル化
この実験では，3つのアクティビティ間の 2種類の直接遷移の遷移時間が観測され，1
つの確率変数が共有された場合から，それらを構成する 3つのパラメータを推定できるか
どうかを検証する．図 5.9のような 3つのアクティビティが XOR分岐ゲートウェイで接
続されたビジネスプロセスを用いる．アクティビティ a1 の潜在サービス時間の確率変数
S1 は指数分布 Exp(β1 = 1)に，アクティビティ a2 の潜在待ち時間の確率変数 W2 は指
数分布 Exp(α2 = 2)に，アクティビティ a3 の潜在待ち時間の確率変数 W3 は指数分布
Exp(α3 = 3)に従う．この確率密度関数に従う a1 から a2 と，a1 から a3 へのアクティ
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図 5.10: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)の 100
標本における対数尤度関数の等高線と EMアルゴリズムの Q関数の偏微分 ( a1 から a2
への遷移に 50標本と，a1 から a3 への遷移に 50標本を用いた)
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図 5.11: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)の 100
標本における対数尤度関数の等高線と EMアルゴリズムの Q関数の偏微分 ( a1 から a2
への遷移に 50標本と，a1 から a3 への遷移に 50標本を用いた) また，図 5.10とは別の
乱数シードを用いて標本を生成した．)
85
0
0.5
1
1.5
2
2.5
3
3.5
4
25 50 100 200 400 800 1600 3200 6400
潜
在
時
間
(秒
)
プロセスインスタンス数
β1の推定値の平均 α2の推定値の平均 α3の推定値の平均
図 5.12: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)のログ
から推定したパラメータの，10回の推定値の平均値と標準偏差．ただし，アルゴリズム 1
とそのオプション κ = 1.0 を用いて初期値を設定した．
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図 5.13: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)のログ
から推定したパラメータの，10 回の推定値の平均値と標準偏差ただし，アルゴリズム 1
とそのオプション κ = 1.5 を用いて初期値を設定した．
ビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの a1 から a2 への遷移の標本数 50， a1 から a3 への遷移の
標本数 50 もとで，パラメータ α3 = 3 に固定し β1 と α2 を変化させた場合の対数
尤度関数を図 5.10 に図示し，Q 関数の偏微分も矢印で示した．この図より，およそ
(β1, α2, α3) = (1, 2, 3) 付近で対数尤度関数が最大値をとることが分かる．一方で，乱数
を変えて生成された同様の標本をもとにした対数尤度関数を図 5.11に図示し，Q関数の
偏微分も矢印で示した．この標本セットでは，対数尤度関数が 2つの極大点を持つことが
分かる．
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次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2, α3 の推定値を計測した．図 5.12 にそれぞれの標本セットに対する 10 個の推
定値の平均値と標準偏差を示した．この図より，推定値は (bβ1, bα2, bα3) = (1, 2, 3) の付近
に集中することが分かる．しかし，標本数が増えても推定値の標準偏差は減少しない．こ
れは，観測された標本セットによっては，図 5.11のように 2つの極大点ができるためで
ある．その場合，アルゴリズム 1とそのオプション κ = 1.0を用いると，ちょうど極大点
の真ん中に初期値が設定され，鞍点かまたは 2つの極大点のどちらかで推定アルゴリズム
が停止する．このため，標本によっては大きく異なる複数のパラメータセットが推定され
ることになる．
一方で，アルゴリズム 1とそのオプション κ = 1.5を使用して初期値を設定した同様の
実験の結果を 図 5.13 に示した．この図より，推定値は (bβ1, bα2, bα3) = (1, 2, 3) の付近に
集中し，標本数を増やせば増やすほど推定値のばらつきは小さくなることが分かる．2つ
の極大点ができるような場合でも，オプション κ = 1.5 によって 2 つの極大点の中間地
点から離れた初期値に設定することで，真のパラメータ付近の極大点に到達できるためで
ある．
5.1.1 節の実験のように，単一の遷移しか観測されないような場合は正しく推定するこ
とができないが，この実験のように同じパラメータに対して複数の遷移が観測される場
合，真のパラメータに近い推定値を得ることができる．これは，確率変数 S1 が 2つの異
なるアクティビティ遷移時間 S1 +W2 と S1 +W3 で共有されたため，不良設定問題が解
消したためである．
5.3 XOR分岐ゲートウェイを経由するアクティビティ間遷移
のガンマ分布によるモデル化
この実験では，潜在待ち時間と潜在サービス時間が共にガンマ分布に従う簡単なビジネ
スプロセスを用いて，確率変数の共有状態がある場合と無い場合でどのような推定値が得
られるか検証する．
3つのアクティビティ間の 2種類の直接遷移の遷移時間が観測され，1つの確率変数が
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図 5.14: 実験で用いた XOR分岐ゲートウェイを経由するアクティビティ遷移を行うビジ
ネスプロセス
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図 5.15: 逐次更新ごとの平均潜在時間の推定値の推移
共有された場合から，それらを構成する 6つのパラメータを推定できるかどうかを検証す
る．図 5.9のような 3つのアクティビティが XOR分岐ゲートウェイで接続されたビジネ
スプロセスを用いる．アクティビティ a1 の潜在サービス時間の確率変数 S1 はガンマ分
布 G(β1 = 3, r1 = 5)に従う．アクティビティ a2 の潜在待ち時間の確率変数 W2 はガン
マ分布 G(α2 = 2, q2 = 4)に従う．アクティビティ a3 の潜在待ち時間の確率変数 W3 は
ガンマ分布 G(α3 = 4, q3 = 6)に従う．このようなビジネスプロセスのもとで実行された
イベントログから，アクティビティ a1 から a2 への遷移と，a1 から a3 への遷移が抽出
されたとする．確率 12 で，どちらかのアクティビティ間遷移が観測されるものとし，200
標本を取得した．
図 5.15 に，推定値の平均潜在サービス E[S1] = bβ1br1，推定値の平均潜在待ち時間
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図 5.16: 実験に使用した AND合流ゲートウェイと確率分布
E[W2] = bα2bq2，推定値の平均潜在待ち時間 E[W3] = bα3bq3 の EMアルゴリズムの繰り返
し学習ごとの値を示した．推定値は，逐次更新が進むごとに真の値に収束し，正しく推定
できることがわかった．
5.4 AND合流ゲートウェイを経由するアクティビティ間遷
移の指数分布によるモデル化
この節では，AND合流ゲートウェイを経由するアクティビティ間遷移にログを乱数を
用いて生成し，提案手法が平均潜在待ち時間と平均潜在サービス時間を推定できることを
実験により示す．
5.4.1 標本数と推定精度の関係
ANDゲートウェイを含む単純なビジネスプロセスを用いて，標本数に対する提案手法
の推定精度について実験により評価する．図 5.16に示す AND合流ゲートウェイを構成
し，a1 の潜在待ち時間をW1 ∼ Exp(1), 潜在サービス時間を S1 ∼ Exp(β1 = 1), a2 の潜
在待ち時間を W2 ∼ Exp(2), 潜在サービス時間を S2 ∼ Exp(β2 = 2), a3 の潜在待ち時間
をW3 ∼ Exp(α3 = 3)とする．観測した時間を基に推定すべき真の値は，a1 の平均潜在
サービス時間は E[S1] = β1 = 1, a2 の平均潜在サービス時間は E[S2] = β2 = 2, a3 の平
均潜在待ち時間は E[W3] = α3 = 3である．AND合流ゲートウェイを通過する遷移時間
のセットを乱数を用いて生成し，そのデータを基に推定を行った．
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図 5.17: 標本数と推定値の関係
図 5.17に，生成したプロセスインスタンス数 25, 50, 100, 200, 400, 800, 1600, 3200 に
おける推定値の 10回の実験の平均値を棒グラフとして示した．誤差バーは，10回の実験
の標準偏差を示す．
この図より，標本数が増えると推定値が真の値 (β1, β2, α3) = (1, 2, 3) に近づき，推定
値の分散も小さくなることが分かる．
図 5.18に，この実験で使用したイベントの平均的な時間軸での工程を示した．プロセ
スが開始ノードから開始し，AND分岐ゲートウェイによって 2つの並列プロセスに分割
される．a1 の潜在待ち時間に平均 1秒，潜在サービス時間に平均 1秒消費した後，多く
の場合もう 1つのプロセスを待つ．a2 の潜在待ち時間に平均 2秒，潜在サービス時間に
平均 2秒消費した後，AND合流ゲートウェイで 2つのプロセスを合流させた後に a3 の
潜在待ち時間に平均 3秒消費する．この場合観測可能な性能指標は，a1 の開始時刻から
a3 への開始時刻の時間間隔 T13 と，a2 の開始時刻から a3 への開始時刻の時間間隔 T23
のみである．
このビジネスプロセスでは，平均的に T13 は T23 よりも大きくなる．このため，初期
値を 4.5.1 節で示した方法で設定した場合，a1 の潜在サービス時間 W1 が a2 の潜在サー
ビス時間 W2 よりも大きくなる．真の解に近づくためには，逐次更新の途中でこの大小関
係を逆転させなければならない．標本数が少ないとき，この大小関係を崩すことができず
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図 5.18: AND合流ゲートウェイ（図 5.16）の平均的なイベントの関係
に逐次更新が収束する場合があったため，この問題には局所解が存在していることが実験
により分かった．一方，標本数を多いときはこの大小関係を逆転させ真の解付近までパラ
メータが移動する．
5.4.2 標本数と推定精度の関係（差異の小さいパラメータ）
前節では，ある程度大きさの異なるパラメータの元で実験を行ったが，この実験で
は前節に比べ差異の小さいパラメータの場合について，標本数と推定誤差と関係を評
価する．前節と同様に，図 5.16 に示す AND 合流ゲートウェイを構成し，一部のパラ
メータを (β1, β2, α3) = (1, 1.1, 1.2) に変更した．その後乱数を用いて遷移時間を生成
し，そのデータを基に推定を行った．図 5.19 に，生成したプロセスインスタンス数
25, 50, 100, 200, 400, 800, 1600, 3200, 6400, 12800 における推定値の 10回の実験の平均値
を棒グラフとして示した．誤差バーは，10 回の実験の標準偏差を示す．この図より，標
本数が増えると推定値が真の値 (β1, β2, α3) = (1, 1.1, 1.2) に近づき，推定値の分散も小
さくなることが分かる．しかし前節と比べ，パラメータ同士が異なる値を持つことを知る
には多くの標本が必要になることが分かる．
一般に，統計的推定ではパラメータ同士の小さな差分を高い確信度で推定するには，多
くの標本が必要になる事が知られている．通常の最尤法による推定を行う場合は，小さな
標本数での予備実験の結果と求める確信度から，そのために必要な最小限の標本数を類推
する事ができる．製薬のように動物実験を行う場合に，必要以上の動物を薬効確認の実験
に晒す事を避けるためにこのような方法が取られる．しかし本論文では EM アルゴリズ
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図 5.19: 標本数と推定値の関係（差異の小さなパラメータの場合）
ムによる逐次更新によりパラメータを推定するため，必要な標本数を類推する事が困難で
ある．そのため，前節やこの実験のように標本数を変え何度か実験する事により必要な標
本数を類推する必要がある．
5.4.3 様々な大小関係のパラメータに対する推定精度の変化
この実験では，図 5.16 の β1, β2, α3 に大きさが異なる真の値 5と 1を設定し，どのよ
うな大小関係のときに推定が正しく動作するかを検証する．5 と 1 を代入した異なる真
の値 β1, β2, α3 の 7 通りの組み合わせについてそれぞれプロセスインスタンスを 800 生
成し，推定値の 10回の実験の平均値と標準偏差と真の値との誤差の平均値と汎化誤差を
表 5.1に示した．ここで汎化誤差の平均値とは，推定値と真の値との差の絶対値の 10回
の実験の平均値である．
設定 1, 2, 3, 4のとき，小さな誤差で推定できたが，設定 5, 6, 7のときは，大小関係が
真の値と異なるパラメータが推定された．設定 1, 2, 3, 4に共通する点は，遷移先の平均
潜在待ち時間が，遷移元の平均潜在サービス時間と同じかそれよりも大きいことである．
一方，設定 5, 6,7 に共通する点は遷移先の平均潜在待ち時間が，遷移元の平均潜在サー
ビス時間よりも小さいことである．このことから，遷移元の平均潜在サービス時間が大き
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表 5.1: 異なるパラメータの下での推定値と誤差（プロセスインスタンス数 800，経験則に
よる初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 汎化誤差の平均値 対数尤度の平均値
1 β1 1 1.29 1.01±0.20 0.13 -0.817893
β2 1 1.01 0.92±0.10 0.12
α3 1 1.33 1.07±0.15 0.14
2 β1 1 2.77 0.99±0.28 0.22 -1.382378
β2 1 2.63 1.02±0.13 0.10
α3 5 3.09 5.06±0.19 0.17
3 β1 1 4.05 1.57±0.25 0.57 -1.570569
β2 5 4.05 4.31±0.43 0.69
α3 5 4.61 5.42±0.61 0.57
4 β1 5 3.87 4.68±0.91 0.74 -1.556994
β2 1 3.87 1.22±0.27 0.29
α3 5 4.40 5.16±0.95 0.74
5 β1 1 2.58 0.49±0.17 0.51 -1.334855
β2 5 2.43 1.20±0.14 3.80
α3 1 2.86 4.59±0.23 3.59
6 β1 5 2.44 1.71±1.00 3.29 -1.305542
β2 1 2.28 0.40±0.13 0.60
α3 1 2.69 4.08±0.96 3.08
7 β1 5 3.38 2.64±0.75 2.36 -1.46871
β2 5 3.30 2.00±0.76 3.00
α3 1 3.81 4.87±0.30 3.87
く，かつ偏りがあるような場合に初期値による問題がおきてくると考えられる．
5.4.4 初期値と推定精度の関係
この実験では，前節で推定誤差が大きかった設定 5, 6, 7について，真の解の近くから
推定を始めた場合に真の解の近くに収束するのかどうかを検証する．前節と同様にプロセ
スインスタンス数 800 で標本を生成し，真の解付近から推定を開始させた 10回の実験の
平均値と標準偏差と汎化誤差を表 5.2に示した．その結果，３つの設定すべてにおいて真
の値に近い値を推定できた．このことから，前節での推定誤差が大きかった解が極所解で
あり，性質の良い初期値から開始すれば推定誤差が小さい推定値に収束することが分かっ
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表 5.2: 異なるパラメータの下での推定値と誤差（プロセスインスタンス数 800，真の値に
近い初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 汎化誤差の平均値 対数尤度の平均値
5 β1 1 2.00 0.95±0.22 0.18 -1.356998
β2 5 4.00 5.08±0.22 0.20
α3 1 2.00 1.06±0.21 0.19
6 β1 5 4.00 4.91±0.24 0.18 -1.289309
β2 1 2.00 1.03±0.30 0.23
α3 1 2.00 1.03±0.31 0.25
7 β1 5 4.00 4.55±1.02 0.97 -1.464521
β2 5 4.00 5.04±0.67 0.54
α3 1 2.00 1.16±0.33 0.28
た．図 5.18で示したように，真の大小関係とは異なる大小関係の遷移時間が観測される
事がある．例えば，この図では一見して a1 の潜在サービス時間のほうが a2 よりも大き
いと推定する事が自然である．すなわち，AND合流の問題は遷移元のアクイティビティ
の潜在サービス時間について対称性があり，パラメータの大小関係が入れ替わる境界線上
に尤度関数の極大点を分けるような谷が存在し，尤度関数が双峰になっていると考えら
れる．
設定 6, 7 では真の値に近い推定値がより大きな対数尤度を持った．しかし設定 5では
誤差が大きい極所解による推定値のほうが大きな対数尤度を持った．このことから，対数
尤度の大小で極所解同士の良し悪しを決めることができないことがわかった．
5.4.5 遷移元と遷移先の潜在時間の大小関係と精度との関係
5.4.3 節 において，推定誤差が大きかった設定 5, 6, 7では，遷移先の潜在待ち時間の
パラメータ α3 = 1が遷移元のパラメータに対し小さく，推定誤差が小さかった設定 1, 2,
3, 4 では α3 = 5と遷移元のパラメータに対して同じ大きさであるという違いがある事が
分かる．このことから，遷移元の潜在サービス時間に対して，遷移先の潜在待ち時間が小
さいときに誤差が大きくなり，大きいときに誤差が小さくなるという仮説を立てる事がで
きる．
この実験では，この仮説を確認するため，遷移先の潜在待ち時間を変化させ，推定精
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度との関係を評価する．遷移元の潜在サービス時間のパラメータは 5.4.3 節 の設定 5
の β1 = 1, β2 = 5 を用い，遷移先の潜在待ち時間のパラメータ α3 を 1 から 15 ま
で 0.5 ずつ変化させた．それぞれのパラメータの元で，プロセスインスタンスを 800
生成して相対汎化誤差の和を計測し，10 回の実験の平均値と標準偏差を図 5.20 に示し
た．この実験ではパラメータの値が大きく異なるため，比較のため相対汎化誤差の和cβ1/β1 +cβ2/β2 +cα3/α3 を計測した．
この実験では，遷移先の潜在待ち時間が小さいとき推定誤差が大きく，大きいとき推定
誤差が小さくなった．これは，共有している確率変数の割合が大きくなるため，α∗ の推
定が簡単になったからだと考えられる．例えば，仮に遷移先の潜在待ち時間が遷移元の
潜在待ち時間の影響がゼロと言えるほど大きかった場合，1変数の推定問題となり簡単な
問題になる．一方，仮に遷移先の潜在待ち時間がゼロに近づけば，オーバラップがほと
んどなくなり，互いに独立な複数の変数の推定問題となり，難しい問題となる．これが，
5.4.3 節で推定誤差に違いが起きた理由であると考えられる．
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図 5.21: 実験に使用した AND合流ゲートウェイと確率分布
5.4.6 プロセスモデルの構造と推定精度の関係
この実験では，図 5.16に新たにアクティビティ a4を加えた図 5.21のプロセスモデルを
用いて，AND合流と XOR合流の両方の遷移時間が観測された場合の推定精度について
検証する．5.4.3 節では，AND合流ゲートウェイに起因する不完全さにより，初期値によ
る問題が起きていたが，別のパスからのフローが観測され，α3 を共有するような標本が得
られた場合，α3 の推定精度が向上することが期待される．このプロセスモデルから観測さ
れた標本の対数尤度関数は，XOR合流ゲートウェイの対数尤度関数 logLdirect(L(at) | Θ)
(式 (4.4)) と AND合流ゲートウェイの対数尤度関数 logLandjoin(L(at) | Θ) ( 式 (4.16))
の和で構成される．前節までの実験では対数尤度は片方の対数尤度関数のみで構成されて
いたため，この実験では 2つの尤度関数の和を目的関数としたときの挙動を検証すること
ができる．
a4 を通るプロセスインスタンスを 400 生成し，a1, a2 を通るプロセスインスタンスを
400 生成し，合計 800 個のプロセスインスタンスを標本として生成した．真の解付近から
推定を開始させた 10回の実験の平均値と標準偏差と汎化誤差を表 5.3に示した．5.4.3 節
と同様に経験則による初期値を用いたにもかかわらず，すべての設定で良い推定値に収束
した．このことから，AND合流ゲートウェイ単体が観測された場合よりも，部分的にオー
バラップするように別のフローが観測された場合，初期値の問題が緩和され，推定精度が
向上することが分かった．5.4.3 節の実験では設定 5, 6, 7において，真の値が 1の α3 が
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2.5 以上の大きな値に推定されてしまったために他のパラメータの推定にも影響を与え，
全てのパラメータの推定値の誤差が大きくなった．しかし，この実験では a4 から a3 への
フローが観測され，設定 5, 6, 7 ではこの遷移時間の期待値は E[S4 +W3] = β4+α3 = 2
となり，当然観測された遷移時間も平均が 2になるような標本が得られる．従ってこのフ
ローの尤度関数は α3 について，0から 2の間のどこかに極大点を持つような関数になる．
このような尤度関数が加わる事で，α3 に関する極大点の位置が 2.5以上の位置からより
小さな値に移動したと考えられる．
5.5 まとめ
実験の結果，潜在確率変数の共有が無く遷移時間を構成する潜在時間の差が小さい場
合，不良設定問題となって正しくパラメータ推定ができないことがわかった．一方で潜在
時間の差が大きい場合，局所解が複数存在し，初期値によっては正しくパラメータ推定が
できるが，初期値を適切に定める方法が無いため正しく推定することができないことがわ
かった．
一方で，複数の観測される確率変数で潜在確率変数の共有がある場合，指数分布を用い
た場合でもガンマ分布を用いた場合でも，正しくパラメータ推定ができることがわかった．
AND合流ゲートウェイを経由する場合は必ず潜在確率変数の共有が起きるため，正し
くパラメータ推定ができるが，潜在時間の差が大きい場合には間違ったパラメータを推定
することがある．そのような場合でも，XOR分岐ゲートウェイと AND合流ゲートウェ
イが混在するようなプロセスモデルであれば，さらに潜在確率変数の共有が起き，潜在時
間の差が大きくても正しくパラメータ推定ができることがわかった．
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表 5.3: AND合流と XOR合流の両方を含むプロセスモデルにおいて，異なるパラメータ
の下での推定値と誤差（プロセスインスタンス数 800，経験則による初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 ±標準偏差 汎化誤差の平均値 対数尤度の平均値
1 β1 1 1.26 0.98±0.17 0.15 -1.067418
β2 1 1.03 1.14±0.21 0.17
α3 1 1.31 0.92±0.21 0.16
β4 1 1.33 1.05±0.26 0.21
2 β1 1 2.72 1.23±0.58 0.44 -1.816994
β2 1 2.60 0.95±0.26 0.22
α3 5 3.29 4.84±0.22 0.20
β4 1 3.79 0.99±0.17 0.14
3 β1 1 4.04 1.49±1.44 0.76 -1.963659
β2 5 4.00 4.64±1.23 0.66
α3 5 4.38 4.99±0.31 0.23
β4 1 4.14 0.92±0.19 0.17
4 β1 5 3.88 5.18±0.42 0.34 -1.948688
β2 1 3.85 0.94±0.21 0.17
α3 5 4.25 4.90±0.24 0.20
β4 1 4.16 1.05±0.11 0.08
5 β1 1 2.47 1.61±1.35 0.80 -1.416955
β2 5 2.26 4.74±0.84 0.40
α3 1 2.35 0.89±0.21 0.19
β4 1 1.39 1.09±0.22 0.18
6 β1 5 2.34 5.07±0.29 0.25 -1.380908
β2 1 2.07 1.16±0.38 0.31
α3 1 2.21 0.87±0.29 0.26
β4 1 1.37 1.09±0.27 0.24
7 β1 5 3.14 4.67±0.75 0.52 -1.492248
β2 5 2.92 5.01±0.61 0.47
α3 1 2.92 1.11±0.19 0.18
β4 1 1.38 0.87±0.23 0.22
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第 6章
結言
6.1 関連研究
イベントログから性能を要約する研究は多く行われている．例えば，Ferreira らは医療
プロセス内の各アクティビティにおける所要時間の最大値，最小値，平均値を算出してプ
ロセスモデル上に可視化した [8]．所要時間に加え，イベントログから抽出できる多くの
性能指標について，Lanzら [14]がよく整理し分類している．また，多くのビジネスプロ
セスの性能指標やその上での分析法について，Hornix[10]がよくまとめている．
性能の要約データは，プロセスの再設計時のほかにも実行中のプロセスの予測や制御に
も用いられる事がある．van der Aalstら [27, 28]は，要約データを元にして，実行中の
プロセスインスタンス全体の所要時間の予測方法を提案している．また，Rogge-soltiら
[19]はアクティビティの平均サービス時間を用いて実行中のプロセスの異常を予測する方
法を提案している．予測だけでなく，動的にプロセスに介入する事でより良いプロセスに
変えることもできる．例えば，Sindhgatta[21]はアクティビティの担当者ごとの平均時間
を用いて，実行中のアクティビティの適切な担当者を割り当てる手法を提案している．
待ち行列理論によるビジネスプロセスの性能分析も研究されている．トランザクション
タイプが記録されたイベントログの上では，アクティビティの処理依頼の到着や処理の開
始や完了の時刻が観測されるため，待ち時間やサービス時間を算出できる．これらの情
報を用いて平均行列長などをシミュレーションによって算出できる [20, 29]．シミュレー
ションでは到着過程，サービス（担当者）の数，アクティビティ内の行列の構造などはあ
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らかじめ仮定する必要がある．しかし，ビジネスプロセスでは担当者のスキルレベルや数
が時間帯や日によって変わるため，単純な待ち行列理論で扱うことは難しい．また，これ
らの仮定を補強する情報は通常イベントログに記録されないため，それ以外の情報源，例
えば詳細を知る者へのインタビューや設計文書が必要となる．
ビジネスプロセスの待ち時間とサービス時間を指数分布と仮定すれば，プロセス所要時
間を連続マルコフ連鎖を用いた相型分布 [31] によってモデル化できる．標本から相型分
布のパラメータを EM アルゴリズムを用いて推定する方法 [1] が知られており，プロセ
ス所要時間の標本から内部の指数分布のパラメータを推定できる．この方法を適用する
場合，隠れ確率変数である推移パスと滞在時間が観測されないという仮定の下で推定を
行う．
ビジネスプロセスでは単一時間イベントログが記録される事が多く，その場合正確なプ
ロセス全体の開始時刻と終了時刻が観測されない．すなわち相型分布を推定するためのプ
ロセス所要時間がわからないため，上記アルゴリズムを直接適用する事ができない．一
方，ビジスプロセスのイベントログでは，アクティビティの推移パスと部分的な滞在時間
は観測される．滞在時間を確率変数とみなせば，この観測された複数の確率変数はパラ
メータを共有しており，お互いに独立ではない．このため観測された滞在時間に対してそ
れぞれ独立にパラメータを推定（例えば Asmussenらの方法 [1]を用いて）しても，同じ
パラメータに対して異なる結果が得られてしまう．本論文では，得られた標本を直接表現
するような確率モデルを構築する事で，プロセス所要時間がわからなくても，観測される
お互いにパラメータを共有する確率変数から隠れた確率変数を推定できる方法を提案して
いる．
相型分布は非常に高い自由度を持ち広範な非負の確率分布を近似できる．しかしその自
由度の高さとは対象的に近似対象は 1つの確率変数であるため，ある確率分布を同程度に
近似可能な，内部構造やパラメータが異なる相型分布が複数存在可能になる．本論文の方
法を相型分布のパラメータ推定だと捉えれば，幾つかの隠れ確率変数を観測することで拘
束条件が強まり，より正確な相型分布のパラメータ推定を行う方法であると解釈する事が
できる．ビジネスプロセス改善では実際に改善できる対象は個々のアクティビティである
ため，プロセス所要時間の確率分布の近似よりも個々のパラメータの推定精度や安定性が
重要となる．このため，提案手法はビジネスプロセス改善に向くと言える．
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提案手法ではMステップでコスト関数を最大化するパラメータを求めるため，指数関
数と多項式関数を両方含んだ非線形連立方程式の解が必要になる．この方程式は解析的に
解けないため，数値計算によって近似解をもとめるか，勾配方向に移動する一般化 EMア
ルゴリズムを用いる必要がある．提案手法では一般化 EM アルゴリズムを採用すること
で数値計算を回避した．一方，一般の相型分布のパラメータ推定である Asmussenらの方
法 [1]でもMステップにおいて連立微分方程式の解が必要で，解析的に解けないため数値
計算により近似解を求め，尤度関数の近似関数である Qの極大点にパラメータに更新す
る．どちらのアプローチも本質的な違いは無いが，前者は方程式のソルバーを必要としな
いため実装が簡便になるという利点があり，後者は性質の良いパラメータ上を移動するた
め更新ステップ数が少なくて済むという利点がある．なお，直接遷移のパターンと指数分
布との組み合わせではMステップでの更新パラメータは解析的に求まる．直接遷移のパ
ターンとガンマ分布の組み合わせでは，M ステップでの更新パラメータは解析的には求
まらないため，数値計算により解くことで EM アルゴリズムを構成している．指数分布
と XORと ANDの分岐と合流をモデル化した結果，Mステップでの更新パラメータは解
析的に求められなかった．これらの比較から，指数分布と XOR分岐と合流で構成される
相型分布までがMステップが解析的に求まる問題のクラスで，要素となる確率分布か構
造のどちらかに複雑さが加わるとMステップが解析的に求まらないクラスになると考え
られる．
6.2 おわりに
本研究では，不完全なイベントログであっても，平均潜在待ち時間と平均潜在サービス
時間を推定し，平均潜在プロセス所要時間を算出する方法を提案した．これまでイベント
ログが不完全であるためにできなかった性能分析が，提案手法を利用する事で可能になっ
た．このような性能指標はビジネスプロセスの性能改善だけでなく，性能に関する分析の
特徴量としても用いることができるため，多くの応用が期待できる．
また，単一時刻イベントログ，アクティビティ外のでの時間の消費，ログの不正確さと
いった要因によって，プロセス所要時間が不正確または算出できないような不完全イベン
トログが生成されてしまう事を明らかにした．こうした不完全イベントログは多くのビジ
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ネスプロセスで発生しており，プロセス改善の現場ではプロセス所要時間の算出ができな
いために困難な状況が起きている．
また，形式的な方法によってビジネスプロセスをモデル化し，構造化ワークフローの条
件を満たすビジネスプロセスから生成されるイベントログから抽出されるアクティビティ
間遷移ログを明確に定義した．これにより，どのような派生系のアクティビティ間遷移で
あっても，基本的な 4つのパターンに集約されることが明らかになった．したがって，こ
の 4つのパターンについてそれぞれ確率モデルを適用すればよく，また異なるパターンが
混在していても矛盾なく動作することも実験によって確認した．
本研究では時間間隔の確率分布として一般の確率分布を仮定し，確率モデルを記述し
た．その上で，具体的なパラメータを含めた確率モデルとしては，指数分布とガンマ分布
を仮定した定式化を示した．この 2つの確率分布は時間間隔を記述する確率分布として一
般に広く用いられており，仮定は多くの場合で現実的である．
また，人工的に生成させたログを用いた数値実験により，提案手法が潜在時間を正し
く推定できることを示した（5.2 節, 5.3 節）．アクティビティ間遷移が AND合流ゲート
ウェイを経由する場合は，待ち時間，サービス時間，クリティカルパス，同期待ち時間が
観測されないという厳しい条件であるにも関わらず，正しい推定値が得られることが確か
められた（5.4 節）．
1対 1のアクティビティ間遷移で潜在確率変数の共有状態がない場合は，不良設定問題
となり，正しくパラメータ推定ができなかった（5.1.1 節）．潜在待ち時間と潜在サービス
時間時間の差が小さい場合，提案手法は両方に同じ値として遷移時間の平均値の半分をそ
れぞれに推定する．事前知識なしに 1つの遷移時間を 2つに分解する際，均等に 2つに分
割すれば真の値との誤差が最小になると期待できるため，推定手法のこの挙動は直感にも
あう．
また，1対 1のアクティビティ間遷移で潜在確率変数の共有状態がなく潜在待ち時間と
潜在サービス時間時間の差が大きい場合，2つの局所解を持つため正しくパラメータ推定
ができなかった（5.1.2 節）．2つの局所解のうち 1つは真の解に近い値であったが，他方
は真の解の潜在待ち時間と潜在サービス時間時間を入れ替えた値となった．事前知識があ
れば，複数の無作為に選んだ初期値を用いて提案手法によって推定を行ない，得られた複
数の解の候補のなかから事前知識に合致する解を選ぶことができる．
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潜在変数が複数のアクティビティ間遷移で共有されて観測された場合でも，潜在時間の
差が大きい場合は対数尤度関数が複数の局所解を持つため誤った値を推定することがあっ
た（5.2 節, 5.4.3 節, 5.4.4 節）．より多くの標本数を用いるか，同じ潜在確率変数共有す
る異なるアクティビティ間遷移がさらに観察されることでこの問題は緩和し，正しく推定
できるようになることが確かめられた．
提案手法を実際の問題に適用する場合，観測される標本数や観測できるアクティビティ
間遷移の組み合わせが限られることがある．その場合は前述したような局所解の問題は避
けることができないが，複数の初期値を用いて幾つかの推定値を得てその平均値を用いれ
ばよい．実際に，5.2 節の図 5.12では，局所解の影響で複数の推定値が得られたが，その
複数の推定値の平均値は真の解に近い値を得た．複数の初期値を用いて，極端に異なる複
数の推定値が得られた場合は，それぞれの推定値で算出した性能指標をもちいて複数の問
題箇所を候補として列挙し調査すれば良い．ビジネスプロセス性能改善ではログから問題
箇所を限定して専門家が調査するため，この場合調査対象となる問題箇所が増える可能性
がある．すなわち，偽陽が増えることになるため調査のためのコストが余計に必要になる
ことになるが，問題箇所を見逃すことは無い．
6.3 今後の課題
分類した 4つのパターンのうち，直接遷移するアクティビティ間遷移と AND合流ゲー
トウェイを経由するアクティビティ間遷移については実験により提案手法が潜在時間を
正しく推定できることを示した．しかし，AND分岐ゲートウェイを経由するアクティビ
ティ間遷移と，AND分岐と AND合流ゲートウェイを経由するアクティビティ間遷移に
ついては確率モデルを示したのみである．これらのパターンについても検証実験を行う予
定である．
ガンマ分布を仮定した確率モデルは複雑であるため直接遷移するアクティビティ間遷移
についてのみ検証したが，残りの 3パターンについても確率モデルと検証実験を行う予定
である．
本研究は，これまで研究されてこなかったパラメータ推定問題を新たに提唱したため，
その推定が正しく行われるかどうかの検証のため，真のパラメータがわかっているイベン
103
トログを人工的に生成して検証した．今後は現実に観測されたイベントログの上で提案手
法の検証を行う予定である．
6.3.1 製造工程とソフトウェア開発工程への応用
プロセスモデルの研究は，ビジネスプロセスの他に製品の製造工程やソフトウェア開発
工程で多く応用されている．これらのものづくりの工程では，複数の部品を同時に作成し
組み合わせて 1つの製品を作成するため，並列実行を行う AND分岐と合流ゲートウェイ
が多数用いられる．こうしたプロセスでは，構成する部品またはソフトウェアコンポーネ
ントの数が多くなるため，ビジネスプロセスに比べてその並列度はが非常に高いという特
徴があげられる．
また，大規模な開発工程や製造工程では複雑な部品を作成して次の工程に渡すため，
トップレベルのアクティビティで受け渡すものが高度になる．そのため，アクティビティ
の最後に統合テストや仕様書作成などのサブアクティビティが行われたのちに下流工程に
渡され，次の工程では仕様通りに部品が作られてきたかテストを行ったり，仕様書の確認
やレビューなどが必要になる．製品の製造工程では設計段階で詳細な仕様を決めるため，
アクティビティ間の遷移で前工程の影響を受けることは少ない．
しかし，ソフトウェア開発工程では詳細な設計が完了しないうちに開発が始まる事が多
く，また途中での仕様変更や開発途中での問題発生による仕様変更が頻繁に起きる．この
ため遷移先アクティビティでは，遷移元アクティビティでの仕様変更を理解し仕様を変更
するコストや，仕様に記述されないような小規模な変更に遭遇した場合に遷移元アクティ
ビティの担当者に問い合わせたりといったコストが多く発生し，開発の遅れや予算超過と
いった問題が起きる．
ソフトウェア開発工程はソースコードをバージョン管理システムに登録するため，非常
に詳細な活動の時刻データが記録される．しかし前述したような課題により，遷移元アク
ティビティが完了し遷移先アクティビティが開始したのちに，遷移元アクティビティのた
めの活動が無視できないコストで挿入されてしまうため，アクティビティ所要時間は正確
に算出できなくなる．すなわち，本研究で取り組む不完全イベントログはソフトウェア開
発工程でも発生し，提案手法で解決できる可能性がある．一方で，開発工程は超並列であ
ることと，開発者同士の観測されないコミュニケーションによって進められるといった側
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面もあるため，必ずしも構造化ワークフローのようなシンプルな構成にならない．そのた
め，本研究より複雑な確率モデルが必要になる．
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付録 A
ペトリネットによるビジネスプロセ
スのモデル化
プロセスが到達可能なすべての状態の列挙や，デッドロックの検出などのため，プロセ
スモデルに対して静的解析を行う研究が数多く提案されている．ここで静的解析とは，プ
ロセスを実行することなくそのプロセスモデルの振る舞いを調べることである．プロセス
マイニングの多くの研究では，静的解析には記述言語よりも主に形式モデル，特にペトリ
ネットを元にした形式モデルが用いられている．ペトリネットはグラフであるため，グラ
フ理論に基づいて様々な特徴を数学的に定式化することができるようになる．また，ペト
リネットによって形式化されたプロセスモデルの上で成り立つ様々な特徴は定理として整
備されており，静的解析においても様々な活用が可能になる．
一方で，ビジネスプロセスの設計は，プロセス記述言語（例えば BPMN)を用いて行わ
れる．記述言語で設計されたビジネスプロセスは，自動生成プログラムによりプログラム
やシステムが実装され，運用される．生成されたプログラムのメモリモデルはそのままプ
ロセスモデルとして使用できるが，しかし，BPMNは非常に多くの要素を持つためモデ
ルも複雑になり，その複雑さから，BPMNなどの記述言語から生成されたプロセスモデ
ルのもとで静的解析を行うことは難しい．
この章では，ペトリネットを紹介し，ビジネスプロセスをモデル化する上で望ましいペ
トリネットの性質を述べたワークフローを紹介する．その上で，抽象的な多くのビジネス
プロセスをカバーする BPMNの形式的なモデルである単純 BPMNプロセスを提案する．
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A.1 ペトリネット
ペトリネットは，Carl Adam Petri が提唱したモデル化言語で，並列処理が行われる
システムの記述，分析，可視化に優れている．ビジネスプロセスは並列実行が含まれるた
め，状態遷移モデルのような単純な形式モデルでは状態数が爆発する．そのため，現在研
究されているビジネスプロセスのほとんどの形式モデルは並列実行を扱えるペトリネット
を元にしたものが多い．
ペトリネットは，二種類の接点プレースとトランジションを持つ二部*1有向 *2グラフ
であり，次のように定義される．
定義 5 (ペトリネット)
ペトリネットは 3項組 (P,T,F) と定義され，Pはプレースの集合，Tはトランジショ
ンの集合で P ∩ T = ?，F ⊆ (P× T) ∪ (T× P)は有向辺の集合である．
図 A.1 に図 2.2 の病院のビジネスプロセスをペトリネットで示した．この図のペトリ
ネットのプレース集合は P = {start,p1,p2,p3,p4,p6,p7, end}，トランジション集合は
T = {t1, t2, t3, t4, t5, t6, t7}，有向辺集合は F = {(start, t1), (t1,p1), (p1, t2), (t2,p6),
(p6, t7), (t7, end), (p1, t3), (t3,p2), (p2, t4), (t4,p4), (p4, t6), (t6,p6), (t3,p3), (p3, t5),
(t5,p5), (p5, t6)} である．
ビジネスプロセスの作業には人間に分かるような名前が付いており，設計書やイベント
ログでは名前が記録されるため，名前とトランジションとの対応が必要となる．ペトリ
ネットでは名前をラベルと呼び，ラベル付きペトリネットはトランジションにラベルを付
与したペトリネットで次のように定義される．
定義 6 (ラベル付きペトリネット)
ラベル付きペトリネットを (P,T,F,L, l) と定義する．ここで (P,T,F)はペトリネッ
ト，Lはラベルの集合，l : T′ → L はトランジションからラベルへの写像である．ここ
で T′ ⊂ T は写像 l の定義域であり，domain(l) と表記する．
*1 二部グラフは，接点集合を 2つの共通部分を持た無い部分集合に分けられ，かつ部分集合内の接点同士の
間にエッジが無いグラフの事である．
*2 有向グラフは，辺に方向があるグラフである．
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図 A.1: 病院の診断プロセス（図 2.2）のペトリネットのグラフ表現
ラベル付きペトリネットは複数の異なるトランジションが同じラベルを持つことができる
ため，複数の異なる挙動をする処理が同じ名前で観測されるような場合，実際の挙動をト
ランジション，観測された名前をラベルとして対応させることができる．また観測されな
いような処理があった場合，ラベルのない不可視トランジションを採用することで，隠れ
状態を持つシステムを記述できる．不可視トランジション t が存在する場合，t ∈ T かつ
t /∈ domain(l)である．
図 A.1のペトリネットのラベル集合は L = {診察，生理検査，採血，検体検査，放射線
検査，面談 }，写像 l によって t1 l−→診察，t2 l−→生理検査，t3 l−→採血，t4 l−→検体検査，
t5
l−→ 放射線検査，t7 l−→ 面談 が対応する．また t6 はラベルが無いため不可視トランジ
ションである．
ペトリネットは状態を持たずに定義されるが，プレース上に保持されるトークンによっ
て状態を表現できる．トークンはグラフ表現では黒丸で図示され，1つの脈絡で実行され
た独立して動くプロセスを意味し，生成されたプロセスはプロセスインスタンスと呼ばれ
る．図 A.1 では start プレースにトークンが 1つあるため，1つのプロセスインスタンス
が start状態にあることが分かる．
トークンは発火条件を満たした場合に発火可能となる．図 A.2 に単純なペトリネット
の発火の様子を示した．この左図では p1 がトークンを 1個保持しており，このトランジ
ション t1 は発火可能である．発火することで右図のようにトークンは t1 を経由して p2
に移動する．このようにして，状態の変化を表現することができる．また，右図はトー
クンが移動できる次の遷移が存在しないため，トランジション t1 は発火不可能である．
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図 A.2: 単純なペトリネットの発火の前後
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図 A.3: 複数のトークンを持つ単純なペトリネットの発火の前後
図 A.3に，トークンが複数存在する場合の例を示した．この左図では p1 がトークンを 3
個，p2 がトークンを 2個保持しており，発火することで右図のように p1 のトークンが 1
つ減り，p2 のトークンを 1つ増える．このように，一度の発火では最小の数のトークン
が移動する．
ペトリネットは，複数の異なるトランジションが発火可能になった場合，実際にどのト
ランジションが発火するか決定する情報は持たない．すでに発火したペトリネットのログ
を分析する場合は発火列がすでに与えられるため不要である．また，到達可能性，有界
性，安全性の分析では全ての発火の可能性について考慮するため，この場合もトランジ
ションを選択する必要はない．一方で，確率ペトリネットは状態遷移の確率が定義され，
発火可能なトランジションのうち，どれが発火するのか確率によって決定される．また，
実際に運用中のシステムの管理にペトリネットを用いる場合，ある局面で取りうる行動
（発火可能なトランジション）のリストを人間に提示し，人間が発火するトランジション
を決定する．
ペトリネットは XOR 分岐と合流をモデル化することができる．図 A.4 の左図のよう
なペトリネットがあったとき，トークンは t1 または t2 のどちらかのトランジションに進
む．t1 が発火した場合，右図のようにトークンが p2 に移動する．このように 1 つのプ
レースから複数のトランジションへの有向辺があった場合，そのどれか 1 つのトランジ
ションが選ばれ発火することで，条件分岐が行われる．図 A.5の左図のようなペトリネッ
トがあったとき，t1 の発火後にトークンは p1 から p3 に移動し，右図の状態になる．ま
た p2 にトークンがあった場合も，t2 の発火後に p3 に移動する．このように，複数のト
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図 A.4: XOR分岐を表現するペトリネットとその発火の前後
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図 A.5: XOR合流を表現するペトリネットとその発火の前後
ランジションから 1 つのプレースへの有向辺があった場合そのどれか 1 つが選ばれ発火
することで，条件分岐の合流が行われる．
ペトリネットは複数プロセスの並列実行と合流 (AND分岐と合流)もモデル化すること
ができる．図 A.6の左図のようなペトリネットがあり，トランジション t1 が発火したと
き，並列プロセスの実行が開始する．右図のように p1 のトークンが 1つ消失し，p2 と
p3 にそれぞれ 1つずつトークンが生成される．このように，1つのトランジションから
複数のプレースへの有向辺があった場合，その全てのプレースにトークンが生成されるこ
とでプロセスの並列化が行われる．図 A.7 の左図のようなペトリネットがあり，トラン
ジション t1 が発火したとき，並列プロセスが合流する．右図のように p1 と p1 の 2つ
のトークンが消失し，p3 に 1つのトークンが生成される．このように，複数のプレース
から 1つのトランジションへの有向辺があった場合，並列プロセス実行が終わり単一プロ
セス実行になる．AND合流の場合は，そのトランジションへ接続する全てのプレースに
1つ以上のトークンが存在する場合に発火可能になる．図 A.7の左図では t1 入力となる
全てのプレースにトークンがあるため合流が可能だが，図 A.8のペトリネットでは，p1
にトークンがないため，t1 は発火できず，合流はできない．このように，トークンの状態
によってトランジションが発火できる場合とそうでない場合に分かれる．
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図 A.6: AND分岐を表現するペトリネットとその発火の前後
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図 A.7: AND合流を表現するペトリネットとその発火の前後
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図 A.8: AND合流を表現するペトリネットの発火不可能な状態
トランジションの発火を形式的にモデル化するためには，状態を表現する必要がある．
マークペトリネットは，プレース上のトークンの状態を持つペトリネットであり，次のよ
うに定義される．
定義 7 (マークペトリネット)
マークペトリネットを (n,M) と定義する．ここで n = (P,T,F)はペトリネット，マー
キング M ⊆ B(P)は多重集合で，ペトリネットが取りうる状態の集合である．
図 A.1 のペトリネットは，プレース start がトークンを 1 つ持つため，マーキングは
M = {start}である．プレース startがトークンを 2つ，p1 と p2 がそれぞれ 1つずつ持
てば，マーキングは M = {start2,p1,p2}となる．
トランジションの発火をより簡便に記述するため，入力接点集合と出力接点集合を導入
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する．ある接点に着目したとき，入る辺で接続された接点と出て行く辺で接続された接点
の集合を次のように定義する．
定義 8 (入力接点集合と出力接点集合)
あるペトリネット (P,T,F)に対して，
• 接点 x ∈ P ∩ T の入力接点集合を •x = {y | (y, x) ∈ F} とし，
• 接点 x ∈ P ∩ T の出力接点集合を x• = {y | (x, y) ∈ F} とする．
図 A.1のプレース p1 の入力接点集合は •p1 = {t1}，出力接点集合は p1• = {t2, t3}，ト
ランジション t3 の入力接点集合は •t3 = {p1}，出力接点集合は t3• = {p2,p3}である．
マークペトリネットをと入力接点集合と出力接点集合を用いて，トランジションの発火
可能性を記述できる．トランジションが発火するには以下に定義された条件を満たす必要
がある．
定義 9 (発火可能性)
マークペトリネットを (n,M) とする．ここで n = (P,T,F), M ⊆ B(P)．トランジ
ション t ∈ T について •t ⊆ M のとき，t が発火可能であると言い， M t−→ と書く．
すなわち，あるトランジションの入力接点集合に 1つ以上のトークンがあるとき，発火可
能となる．図 A.1のペトリネットのマークは M = {start}，トランジション t1 の入力接
点集合は •t1 = {start}のため，t1 は発火可能 ( M t1−→ )である．
発火可能なトランジションがあるマーキングを元に発火した場合，新たなマーキングを
得る．この関係を発火規則と呼び，以下に定義する．
定義 10 (発火規則)
マークペトリネット (n,M) とする．ここで n = (P,T,F),M ⊆ B(P)．トランジショ
ン t ∈ T が発火可能で，マーキング M′ ⊆ B(P) について M′ = (M \ •t) ∪ t•が成り立
つとき*3，この関係 (M, t,M′) ∈ B(P)× T× B(P) を発火規則に従うといい， M t−→ M′
と書く．
すなわち，あるトランジションの発火前に入力プレース集合にいたトークンを 1 つず
*3 \ は差集合を返す二項演算子である．
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つ取り去り，出力プレース集合に 1 つづつトークンを生成する．図 A.1 のマーキング
は M = {start} で，発火可能なトランジション t1 が発火すれば，新たなマーキングは
M′ = {p1} を得て，M t1−→ M′ と書ける．
複数の発火を経てマーキングが変化する場合，それらを発火列と呼び以下のように定義
する．
定義 11 (発火列)
マークペトリネットを (n,M0) とする．ここで n = (P,T,F),M0 ⊆ B(P)．n ∈ n 個の
マーキング M1, . . . ,Mn と t1, . . . , tn が存在し，すべての整数 i ∈ {0, . . . , n− 1} に対
して Mi
ti+1−−−→（発火可能）かつ Mi ti+1−−−→ Mi+1 （発火規則に従う）場合，トランジショ
ンの列 σ = (t1, . . . , tn) ∈ T∗ を (n,M0) の発火列と呼ぶ．
図 A.1 のマークペトリネットのマーキングは M0 = {start} で，トランジション t1 と
t3 が発火すれば，{start} t1−→ {p1} t3−→ {p2,p3} と書け，(n,M0) の発火列は (t1, t3) で
ある．
A.2 ワークフローネット
ペトリネットは非常に高い表現能力を持つが，ビジネスプロセスを表現するにはその能
力は高すぎる．例えば，到達できない部分ペトリネットを定義したり，無限にトークンを
生み出すトランジションを定義したり，それ以上遷移できないプレースを複数定義するこ
とができるが，通常そのようなビジネスプロセスは定義されない．van der Aalstらは実
際のビジネスプロセスをペトリネットで表現するために，ペトリネットのサブクラスであ
るワークフローネット [25, 26]を提案した．ワークフローネットは以下に定義される．
定義 12 (ワークフローネット)
n をラベル付きペトリネット (P,T,F, l) とする．n がワークフローネットとは，
• P が •i = ? であるような 1つのソースプレース i を含み，
• P が o• = ? であるような 1つのシンクプレース oを含み，
• 新たなトランジション t¯ /∈ T を加えたペトリネット n¯ = (P,T ∪ {t¯},F ∪
{(o, t¯), (t¯, i)}) が強連結*4である．
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図 A.9: シンクプレースからソースプレースへのトランジション t¯ を加えたペトリネット
ワークフローネットの条件を満たすペトリネットは，図 A.9 のようにシンクプレースか
らソースプレースへ遷移するトランジションを加え拡張されたペトリネットが強連結と
なる．言い換えれば，ワークフローネットは，プロセスが開始するソースプレースと，プ
ロセスが終了するシンクプレースを持ち，すべての接点（プレースとトランジション）は
ソースプレースからシンクプレースへの少なくとも 1つ以上のパス上に含まれる．図 A.1
に示したペトリネットは，ソースプーレースを start，シンクプレースを endとするワー
クフローネットである．
A.3 構造化ワークフロー
ビジネスプロセスの基本的な制御構造は，プログラムとみなすことができる．実際に，
フロー，XOR分岐，XOR合流, AND分岐，AND合流のゲートウェイを用いて，プログ
ラムの代表的な構造である条件分岐，ループ，並列実行などを実現できる．プログラムで
は，任意の場所へのジャンプを許すことで非常に複雑な構造を作成できるが，複雑ゆえに
バグの混入や管理コストの増大を招く．この問題を解決する方法として，Dijkstraによっ
て提唱された構造化プログラミング [5]が知られており，階層構造を持たせやすいように
実装することで，明瞭性，品質の向上，開発コストの低下が期待できる．プロセスモデリ
ングでも任意の場所へのジャンプが可能であるため，全く同様の問題を持っている．その
ため，構造化プログラミングと同様の指針として，構造化ワークフロー [12] という概念が
提唱されている．可視性や保守性の高いビジネスプロセスを構築するための指針として知
*4 有向グラフが強連結であるとは，グラフ上の任意の 2つの接点間に有向路が存在すること．
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図 A.10: ループ構造をもつ構造化ワークフローの例
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図 A.11: ループ内へのジャンプを持つワークフローの例
られており，特に特別な理由がない限りビジネスプロセスは構造化ワークフローになるよ
うに設計されるのが一般的である．構造化プログラミングと構造化ワークフローは，部分
構造がモジュールとして解釈できるようにすることでコードの見通しを良くする．より具
体的には，部分構造が入れ子構造になるように対になる制御構造を用いれば，構造化ワー
クフローとなる．
ループは XOR分岐ゲートウェイを 2つ用いることで実現できる．図 A.10にループ構
造を持つビジネスプロセスを BPMNで示した．このループ内は外部から制御されないた
め，ループ内を 1つのモジュールとみなすことができ，見通しが良くなる．一方，図 A.11
のようにループ内へのジャンプが存在する場合，構造化ワークフローにはならない．この
ようなループはモジュールとみなすことができず，またどのような挙動になるのかは一見
して理解できず見通しが悪くなる．
条件分岐は XOR分岐ゲートウェイと XOR合流ゲートウェイを 2つ用いることで実現
できる．図 A.12に条件分岐を持つビジネスプロセスを BPMNで示した．この条件内は
外部から制御されないため，ループ内を 1 つのモジュールとみなすことができ，見通し
が良くなる．条件分岐を構造化するには，常に対となるように XOR分岐ゲートウェイと
XOR合流ゲートウェイを用いれば良い．一方，図 A.13のように条件内へのジャンプが
存在する場合，構造化ワークフローにはならない．このような条件分岐はモジュールとみ
なすことができず，またどのような挙動になるのかは一見して理解できず見通しが悪く
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図 A.12: 条件分岐を持つ構造化ワークフローの例
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図 A.13: 条件分岐内へのジャンプを持つワークフローの例
なる．
並列実行は AND分岐ゲートウェイと AND合流ゲートウェイを 2つ用いることで実現
できる．図 A.14に並列実行を持つビジネスプロセスを BPMNで示した．この条件内は
外部から制御されないため，ループ内を 1 つのモジュールとみなすことができ，見通し
が良くなる．並列実行を構造化するには，常に対となるように AND分岐ゲートウェイと
AND合流ゲートウェイを用いれば良い．一方，図 A.15のように条件内へのジャンプが
存在する場合，構造化ワークフローにはならない．このような並列実行はモジュールとみ
なすことができず，またどのような挙動になるのかは一見して理解できず見通しが悪く
なる．
A.4 単純 BPMNプロセス
BPMN はビジネスプロセスを記述する標準で非常に広く使われており，実際のビジ
ネスで利用されるビジネスプロセスを記述するための記法が多数定義されている．その
ため，BPMN を形式的にモデル化すると極端に複雑なモデルとなってしまう．実際に，
Dijkmanら [4] はペトリネットを基にした BPMNプロセスの形式的なモデルを提案して
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図 A.14: 並列実行を持つ構造化ワークフローの例
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図 A.15: 並列実行内へのジャンプを持つワークフローの例
いる．これは 21の集合からなる項組から構成される複雑なペトリネットの拡張となった
が，それでも OR合流ゲートウェイなどの要素を扱えず，完全なモデル化には成功してい
ない．一方，BPMNで構成される要素は基本的な要素の拡張として定義されており，ロ
グの分析時には必ず必要では無い．例えば，OR合流ゲートウェイはビジネスプロセス実
行まで XORと ANDのどちらか確定しないゲートウェイである．そのため，ビジネスプ
ロセスの設計時やシミュレーションなどには必要な要素だが，ビジネスプロセスの実行
が終わった段階では XORまたは ANDのどちらかの合流ゲートウェイとして振る舞う．
そのため，イベントログの分析を行う場合は OR 合流ゲートウェイのモデル化は不要で
ある．
本節では，少数の中心的な要素を用いた抽象的な BPMN プロセスを形式的に定義す
る．より詳細な BPMNの形式表現に比べ条件が少ないためより多くのビジネスプロセス
に適用可能となる．以下，BPMNの基本要素であるアクティビティ，アクティビティ内
のサブプロセス，XORと ANDの分岐と合流のゲートウェイを，ペトリネットを基にし
た単純な BPMNの形式的なモデルとして定義する．
単純 BPMN は，ペトリネットの部分構造を BPMN の要素と対応づける．そのため，
まずペトリネットの部分構造を基本要素として以下に定義する．
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図 A.16: ペトリネットの部分構造である単純 BPMN基本要素
定義 13 (単純 BPMNの基本要素)
n をペトリネット (P,T,F) としたとき，e = (P,Pi,Po,T,F) を基本要素とする．
• e.P ⊆ n.P はプレースの集合
• e.T ⊆ n.P はトランジションの集合
• e.F ⊆ n.Fは有向辺の集合であり，a.F はアクティビティ内の有効辺の集合，す
なわち g.F ⊆ (g.P× g.T) ∪ (g.T× g.P)
• e.Pi ⊆ e.P はこの基本要素の入力プレースの集合
• e.Po ⊆ e.P はこの基本要素の出力プレースの集合
• ペトリネット n 上の任意の異なる基本要素を e′ としたとき，互いに同じトラン
ジションを含まない．すなわち，e.T ∩ e′.T = ?
図 A.16に基本要素の例を示した．この例ではペトリネットの 4つの部分集合が基本要素
に対応している．4つの基本要素は互いにトランジションを共有していないが，プレース
は共有されている，さらに複数のプレースを共有することができ，基本要素 1と基本要素
2は 2つのプレースを共有している．
ビジネスプロセスは 1 つの作業をアクティビティとして定義するが，アクティビティ
の内部でもサブプロセスと呼ばれる小さなビジネスプロセスが実行される．実際，ほとん
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図 A.17: BPMNのアクティビティに対応するペトリネットの部分構造の例
どの BPMソフトウェアでは，サブプロセスやサブアクティビティと呼ばれる概念を導入
し，入れ子構造の BPMN を記述できる．図 A.17 に，BPMN におけるアクティビティ
と対応するペトリネットにおける部分構造の例を示した．この例は，多くの場合で用いら
れている典型的なアクティビティである．ある仕事の単位を行う要求が到着し，担当者を
決定し，作業を開始し，完了したら次のアクティビティへ制御を渡す．このように，アク
ティビティの内部の状態もペトリネットによって記述でき，かつ全体のペトリネットの部
分構造を構成する．
こうした階層を持つビジネスプロセスに対応した，ペトリネットによる表現が多数提案
されている．大別してトランジションを入れ子構造とした階層ペトリネット [24] と，プ
レースを入れ子構造とした階層ペトリネット [23]の 2種類が提案されている．本章では，
イベントログに記録されるデータを基にするため，ログへの記録が行われるトランジショ
ンを基にした階層構造を採用する．また，典型的に多い 1段階の階層構造を想定し，2階
層以上の階層構造は陽には定義に導入しない．しかし，単純 BPMNの基本要素はプレー
スを通じて他の要素と接続するため，部分ペトリネット自体が 1つのプレースとしてみな
すことができるため，任意の階層構造を格納することは可能である．
BPMNの基本要素であるアクティビティをペトリネットの部分構造として以下のよう
に定義する．
定義 14 (単純 BPMNのアクティビティ)
ペトリネット n = (P,T,F) があるとき，a = (P,Pi,Po,T,F) をアクティビティとす
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図 A.18: 直列接続されたアクティビティの BPMNと単純 BPMN
る．ここで，a は基本要素の拡張である．すなわち基本要素としても振る舞う．
2つのアクティビティは，フローによって接続される．フローも基本 BPMNの基本要
素の拡張として以下のように定義する．
定義 15 (単純 BPMNの直列フロー)
ラベル付きペトリネット n = (P,T,F,L)としたとき，f = (P,Pi,Po,T,F) をフロー
とする．
• f は基本要素の拡張である．すなわち基本要素としても振る舞う
• ただ 1つの入力プレースを持つ．すなわち |f.Pi| = 1
• ただ 1つの出力プレースを持つ．すなわち |f.Po| = 1
• ただ 1つのトランジションを持つ．すなわち |f.T| = 1
図 A.18 に，直列フローの例を示した．
BPMNの基本要素である XOR分岐ゲートウェイと XOR合流ゲートウェイをペトリ
ネットの部分構造として以下のように定義する．
定義 16 (XOR分岐ゲートウェイ)
ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を XOR 分岐ゲート
ウェイとする．
1. 1つの入力プレースを持つ．すなわち |g.Pi| = 1
2. 複数の出力プレースを持つ．すなわち |g.Po| ≥ 2
3. 入力プレースから複数のトランジションへ接続し，それぞれに対応する 1つの出
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図 A.19: BPMNの XOR分岐ゲートウェイに対応する単純 BPMN
力プレースに接続する．すなわち，全ての出力プレース p ∈ g.Po に対して，1
つのトランジション t ∈ g.T が存在し，有向辺 (t,p) ∈ g.F かつ，入力プレース
pi との有向辺 (pi, t) ∈ g.Fが成り立つ
図 A.19に BPMNにおける XOR合流ゲートウェイと対応するペトリネットにおける部
分構造の例を示した．
定義 17 (XOR合流ゲートウェイ)
ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を XOR 合流ゲート
ウェイとする．
1. 複数の入力プレースを持つ．すなわち |g.Pi| ≥ 2
2. ただ 1つの出力プレースを持つ．すなわち |g.Po| = 1
3. 1つの入力プレースから対応する 1つのトランジションを経て出力プレースに接
続する．すなわち，全ての入力プレース p ∈ g.Pi に対して，対応する 1つのト
ランジション t ∈ g.T が存在し，有向辺 (p, t) ∈ g.F かつ，出力プレース po と
の有向辺 (t,po) ∈ g.Fが成り立つ
図 A.20 に，BPMNにおける XOR分岐ゲートウェイと対応するペトリネットにおける
部分構造の例を示した．
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図 A.20: BPMNの XOR合流ゲートウェイに対応する単純 BPMN
BPMNの基本要素である AND分岐ゲートウェイと AND合流ゲートウェイをペトリ
ネットの部分構造として以下のように定義する．
定義 18 (AND分岐ゲートウェイ)
ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を AND 分岐ゲート
ウェイとする．
1. ただ 1つの入力プレースを持つ．すなわち |g.Pi| = 1
2. 複数の出力プレースを持つ．すなわち |g.Po| ≥ 2
3. ただ 1つのトランジションを持つ．すなわち |g.T| = 1
4. 入力プレースから 1 つのトランジションに接続する．すなわち，(t ∈ g.T,p ∈
g.Pi) ∈ g.F
5. ただ 1つのトランジションから，出力プレースに接続する．すなわち，1つのト
ランジション t から全ての出力プレース p ∈ g.Po に対して，有向辺 (t,p) ∈ g.F
が成り立つ
図 A.21に，BPMNにおける AND分岐ゲートウェイと対応するペトリネットにおける
部分構造の例を示した．
定義 19 (AND合流ゲートウェイ)
ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を AND 合流ゲート
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図 A.21: BPMNの AND分岐ゲートウェイに対応するペトリネットの部分構造
ウェイとする．
1. 複数の入力プレースを持つ．すなわち |g.Pi| ≥ 2
2. ただ 1つの出力プレースを持つ．すなわち |g.Po| = 1
3. ただ 1つのトランジションを持つ．すなわち |g.T| = 1
4. 1 つのトランジションから出力プレースに接続する．すなわち，(p ∈ g.Po, t ∈
g.T) ∈ g.F
5. 複数の入力プレースから，ただ 1 つのトランジションに接続する．すなわち，
全ての入力プレース p ∈ g.Pi から 1 つのトランジション t に対して，有向辺
(p, t) ∈ g.Fが成り立つ
図 A.22に，BPMNにおける AND合流ゲートウェイと対応するペトリネットにおける
部分構造の例を示した．
ペトリネットの拡張として，単純 BPMNプロセスを以下のように定義する．
定義 20 (単純 BPMNプロセス)
ラベル付きペトリネット n = (P,T,F,L) としたとき，単純 BPMN プロセスを
n = (P,T,F,L,A,G,F(a)) とする．ここで，A はアクティビティの集合，Gxs はフロー
とゲートウェイの集合，F(a) ⊆ (A× G) ∪ (A× G) はアクティビティとゲートウェイ間
の接続関係の集合である．また以下の条件を満たす．
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図 A.22: BPMNの AND分岐ゲートウェイに対応するペトリネットの部分構造
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図 A.23: 病院の診断プロセス（図 2.2）の単純 BPMNによる表現
1. (P,T,F,L)はワークフローである．
2. アクティビティは部分構造を成す．すなわち，全ての a ∈ n.A について，
a.P ⊆ n.Pかつ a.T ⊆ n.Tかつ a.F ⊆ n.Fが成り立つ．
3. ゲートウェイは部分構造を成す．すなわち，全ての g ∈ n.Gについて，g.P ⊆ n.P
が成り立つ．
4. アクティビティは互いに排反である．すなわち，全てのアクティビティ a ∈ A と
b ∈ Aに対して，a.P∩b.P = ?, a.T∩b.T = ?, a.G∩b.G = ?, a.F∩b.F = ?
が成り立つ．
5. 接続関係のある要素同士は 1つ以上のプレースを共有する．すなわち，すべての
2つの要素の接続関係 (e1, e2) ∈ F(a) に対して，|e1.P ∩ e2.P| ≥ 1 が成り立つ．
図 A.23 に，図 2.2の病院のビジネスプロセスを単純 BPMNプロセスで示した．
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付録 B
統計学的推測
統計学では，得られたデータがある母集団からの標本であると仮定し，母集団が持つ特
徴をデータから推測する．点推定，区間推定，ベイズ推定，仮設検定などが知られている．
特に，パラメトリックモデルを用いる点推定は結果の解釈のしやすさという観点から，本
論文での応用に適している．点推定は，母集団が従う確率分布（母集団分布）がある知ら
れた確率分布に従うことがわかっている場合または仮定できる場合に，そのパラメータを
推定することで母集団に関する情報を得る方法である．この節では，本章で用いる点推定
の方法としてモーメント法と最尤推定について説明し，隠れ変数が存在する場合に最尤推
定を行うための EMアルゴリズムについて説明する．
B.1 最尤推定
観測された標本が母集団から抽出される確率が最大となるような確率分布のパラメータ
を求める．このような考え方を最尤原理と呼ぶ．ある確率分布に従う観測された確率変数
の集合X を標本と呼び，確率分布 p(X | θ) のパラメータのベクトルを θ = (θ1, . . . , θn)t
とし，尤度関数を
L(θ) = p(X | θ)
とする．最尤法では，尤度関数の最大値を与えるパラメータ argmaxθ L(θ) を求め最尤
推定量 bθ とする．尤度関数は，解析的な解を求めにくいため，対数尤度関数 logL(θ) を
用いて， argmaxθ logL(θ) を最尤推定量とすることが多い．対数尤度関数にすること
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で，KLダイバージェンスやエントロピーとしての解釈が可能になるという利点もある．
対数尤度関数 logL(θ) が，bθ を含む領域で定義され，点 θ = bθ で微分可能とする．
logL(θ) が点 θ = bθ で極大になるならば，
∂logL(bθ)
∂ bθ = 0 (B.1)
を満たす．この連立方程式は最尤方程式と呼ばれる．多くの確率密度関数は上に凸である
ため，最尤方程式を満たす点が極大点となる．
標本 X1, X2, . . . がお互いに独立に複数観測されたとき，標本の集合を
D = {X1, X2, . . . }とすれば，尤度関数は
L(θ) = p(D | θ) =
Y
Xi∈D
p(Xi | θ) (B.2)
となる． 従って，最尤方程式も単純な和
∂logL(bθ)
∂ bθ = XXi∈D
∂log p(Xi | θ)
∂ bθ = 0
となる．
B.2 EMアルゴリズム
観測されない確率変数が含まれる場合，最尤方程式を解析的に解くことが難しくなる
ことが多い．観測された確率変数の集合を X, 観測されない確率変数の集合を Z，パラ
メータのベクトルを θ とすれば，観測された標本の確率密度関数は隠れ変数について周
辺化し，
p(X | θ) =
X
Z
p(X,Z | θ) (B.3)
となる．従って対数尤度関数は
logL(θ) = log p(X | θ) = log
 X
Z
p(X,Z | θ)
!
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となる．このとき最尤方程式は
∂logL(θ)
∂θ
= ∂
∂θ
log
 X
Z
p(X,Z | θ)
!
=
P
Z
∂
∂θp(X,Z | θ)P
Z p(X,Z | θ)
= 0 (B.4)
となり，対数をとらない確率密度関数を直接パラメータで微分しなければならない．これ
は尤度関数の場合と同様に解析的に解くことが難しい方程式である．最尤法では対数尤度
関数を採用することで解決したが，観測されない確率変数が含まれる場合はそのような方
法では解決できない．
EMアルゴリズム [3]は，このような観測されない確率変数が含まれる最尤推定問題を
逐次的に解く手法である．適当な初期値からスタートし，EステップとMステップを繰
り返し適用してパラメータを更新することで，より尤度の高いパラメータに更新できるこ
とが証明されている [2, 9, 17]．
ここである関数 q(Z)を導入する．ただし潜在確率変数 Z の定義域での和が 1，すなわ
ち
P
Z q(Z) = 1であるような関数とする．この関数を用いて，ある標本 X の尤度関数
は以下のように 2つの要素に分解することができる．
log p(X | θ) = L(q,θ) + KL(q ∥ p)
ここで，L(q,θ) と KL(q ∥ p)を
L(q,θ) =
X
Z
q(Z) log p(X,Z | θ)
q(Z)
KL(q ∥ p) =
X
Z
q(Z) log q(Z)
p(Z | X,θ)
とした．
EMアルゴリズムは，この対数尤度関数の分解を用いた 2段階の繰り返し最適化法であ
る．図 B.1 に対数尤度関数とその内訳の関係を示した．更新前のパラメータを θold, 更新
後のパラメータを θnew とする．まず Eステップでは，関数 q として p(Z | X,θold)を採
用する．その結果，KL(p ∥ p) はゼロになり， L(p,θold) は対数尤度関数と等しくなる．
次に M ステップでは，L(p,θold) を最大化するパラメータ θnew を求める．最適解に到
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L(q,⇥old)
KL(p k p) = 0
E ステップ
M ステップ
E ステップ
. . .
図 B.1: EMアルゴリズムの EステップとMステップにおける対数尤度関数のとその内
訳の推移
達していなければ，2つのパラメータの間には L(p,θnew) ≥ L(p,θold) が成り立つ．これ
と，KLダイバージェンスは常に非負の値をとることを利用すると，対数尤度関数は
log p(X | θold) = L(p,θold)
≤ log p(X | θnew) + KL(q ∥ p)
= log p(X | θnew)
となり，この手順が尤度関数を増加させるパラメータに更新できることが分かる．
Mステップで最大化する関数は，
L(q,θnew) =
X
Z
p(Z | X,θold) log p(X,Z | θ
new)
p(Z | X,θold)
=
X
Z
p(Z | X,θold) log p(X,Z | θnew)−
X
Z
p(Z | X,θold)p(Z | X,θold)
= Q(θnew | X,θold)− constant
というように変数部分と定数部分に分解できる．ここで，
Q(θnew | X,θold) =
X
Z
p(Z | X,θold) log p(X,Z | θnew) (B.5)
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とした．実際の M ステップでは，この Q(θnew | X,θold) を最大化する θnew 求めれば
よい．
複数の標本 D = {X1, X2, . . . } に対しては，式 (B.2)よりそれぞれの標本に EMアル
ゴリズムを適用すればよい．すなわち，Eステップではそれぞれの標本 Xi ∈ D に対して
個別に qi として p(Z | Xi,θold) を採用し，Mステップでは
Q(θnew | D,θold) =
X
Xi∈D
Q(θnew | Xi,θold) (B.6)
を最大化すればよい．
EM アルゴリズムでは，M ステップにおける最適化が解析的にやりやすくなる．前述
したように隠れ変数が存在する場合，最尤方程式式 (B.4)は解析的に解くことが難しい．
一方，EMアルゴリズムによる最大化関数は 式 (B.5)で与えられ，極大値は方程式
∂
∂θ
Q(θ,θold) =
X
Z
p(Z | X,θold) ∂
∂θ
log p(X,Z | θ) = 0 (B.7)
を満たすパラメータを求めればよい．特に，X と Z が互いに独立した確率変数の場合こ
の方程式の微分されている部分は
∂
∂θ
log p(X,Z | θ) = ∂
∂θ
log (p(X | θ)p(Z | θ))
= ∂
∂θ
log p(X | θ) + ∂
∂θ
log p(Z | θ) (B.8)
と分解でき，式 (B.4) に比べて簡単な式になる．さらに，分解された式 (B.8) を微分する
ことによって 1つの式に含まれるパラメータの数が減り，連立方程式 式 (B.7)も簡単に
なる．このような解析的な単純化は，理論的な見通しを明るくすることに加え，計算機上
で数値計算を行う場合の処理量の低下や誤差の低下を見込める．
より複雑な問題の場合，EM アルゴリズムを用いたとしても，M ステップの方程式
式 (B.7) を解析的に解くことができないことがある．このような場合の解決策として，
幾つかの方法が考えられる．まず，数値計算によって方程式 式 (B.7) を解くという方法
が素直に考えられる．一般化 EM アルゴリズムは，M ステップにおいて Q を最大化せ
ず，少しでも増加するパラメータに更新する．例えば勾配法を用いるなら， Q の勾配方
向 ∂∂θQ に更新する．問題によっては，パラメータを幾つかのグループに分けて，特定の
グループに属するパラメータに限って EM アルゴリズムを適用した場合に解析的に解く
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ことができるようになる場合もある．このように，グループに属するパラメータを他のグ
ループのパラメータを固定しながら更新していくことで，全体として対数尤度関数を最適
化する方法 [16]も知られている．
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