Abstract: This paper presents a new segmentation method based on spectral analysis to locate borders between short protein coding regions and non-coding regions. We formulate the innovative double curve representation of a DNA sequence and apply local three-codon measurement on the discrete Fourier spectral features at 1/3 frequency to identify short protein coding regions. The proposed spectral segmentation method based on double curves requires no prior knowledge of the DNA data. Our simulation results show that the proposed spectral method greatly improves the accuracy of identifying short coding regions in DNA sequences compared with the results obtained from the other methods that analyse DNA sequences directly.
spectral algorithms for DNA sequence analysis by double curve representations and three codon imbedded techniques are discussed, Section 5 presents our experiment results and compares our method with existing ones. Section 6 is a conclusion of the paper.
Biological background
A deoxyribonucleic acid (DNA) sequence of an organism carries the hereditary information. Proteins that carry out cell functions are generated according to instructions coded in DNA sequences that consist of units called nucleotides. Each of the nucleotides contains a deoxyribose sugar, a phosphate, and one of four key chemicals: adenine (A), thymine (T), guanine (G) and cytosine (C). The nucleotides are arranged in the form of a twisted ladder in a double helix, with the rungs of the ladder formed by the binding of the base pairs A-T and G-C. However, not all the nucleotides in the DNA have obvious functions. Only certain segments of bases, called protein genes, spell out the instructions for making proteins and controlling their production and function. The identification of protein-coding genes in DNA sequences through computational means is of great importance.
A DNA sequence is composed of genes and intergenic spaces. Protein-coding genes are responsible for protein synthesis. In advanced organisms (including human organisms), protein coding regions in DNA are typically composed of several isolated subregions called exons. The regions between the exons are called introns. The relationship between DNA sequences, genes, intergenic spaces, exons, introns and codons is illustrated in an abstract diagram in Figure 1 . 
There are 20 possible types of amino acids in proteins. The amino acids are connected by strong bonds, one after the other, forming a long one-dimensional chain (backbone) of a specific directionality. Therefore, in DNA, a character string is a representation of each protein. An example of characters of a DNA sequence is shown in Figure 2 . This sequence is reference numbered AB007168, a Homo sapiens gene for ribosomal protein L8 loaded from the public gene database Genbank. How to reliably predict the three-dimensional protein structures from their one-dimensional amino acid sequences is still not known completely. However, nearly all proteins in living cells are uniquely determined by one-dimensional sequences. Therefore, the amino acid character strings determine the functions of proteins. Because there are many short genes in the human genome, exploring a practical and effective tool is important. In this work, we introduce a new method for the recognition of short human exons based on the spectral features of the double curves of a DNA sequence without prior knowledge of the genes. We will mathematically formulate recently developed double curve representations in the next section and then introduce our spectral gene segmentation method, and present experimental results to demonstrate the effectiveness of the proposed method, afterwards.
Double curve representation
Biologists need to observe the useful features of a long DNA sequence. It is difficult to identify these DNA features with an alphabetical representation. A sequence of DNA characters can be described as a numerical sequence formally expressed as a vector of symbolic strings by symbolising four nucleotides A, T, G and C. In binary curve representation, the element of the DNA vector is one of the four symbols A, T, G or C. The defined binary indicator function is assigned a value of 1 if the chosen nucleotide A, T, G or C occurs in the position index n. Otherwise, a value of 0 is assigned (Tiwari and Ramachandran, 1997) .
Unlike binary curve representation, which takes one base at a time, starting from the first base in the measurement, double curve representation takes two bases at a time starting from the first base. Thus, for four nucleotides, there exist six derived datasets corresponding to the six base pairs AT, AC, AG, TC and CG. The defined double curve indicator function is assigned a value of 1, if one base in a pair occurs in the position index n. A value of -1 is assigned, if the other base in the pair occurs. Otherwise, a value of 0 is assigned. The element of the DNA vector is one of the six pair symbol strings AT, AC, AG, TC and CG (Wu et al., 2003b) .
Assuming α 1 and α 2 are two different bases, a DNA sequence can be presented using a numerical unit as follows: 
where n is a position index of the base, u(n) is the unit value at position index n, and the pair α 1 α 2 is one base pair. For the sake of clarity, the pair α 1 α 2 is replaced by one character α that subsequently indicates the pair containing the bases α 1 and α 2 .
At the nth step, the cumulative occurrence of the base pair in a DNA sequence can be calculated as follows:
where x a (n) is the cumulative occurrence of the pair of bases α with sequence length N. According to equations (1) and (2), characters of a DNA sequence can be presented by the double curve representatives, producing six new datasets as shown below.
( 
A double curve displays a flat line if neither of the two chosen bases exists. If the two bases appear alternatively, one after another, the double curve is a zigzag curve. The relative abundance of the two bases can be observed directly from the curve. Also, a double curve monotonically increases n, representing local maxima and minima and showing relative abundance of local bases. The difference between double curves and the binary representations can be best described by examples in numeralising sequences. The signal of the binary representation x b (n) for a single base b (A, C, G or T) takes the value of either 1, if b is present in a DNA sequence at position n, or 0 if b is absent. For example, x A (n) for a DNA segment ATGAACTAGTG is 1001101000. Three other signals x T (n), x C (n) and x G (n) can be obtained in a similar way.
On the other hand, an accumulative double curve signal x α (n) either increases by 1 if one base in α is present at the nth position, or decreases by 1 if the other base in α is present, or is unchanged if neither of the pair bases in α is present. For example, x AT (n)
for the same DNA segment ATGAACTAGTG is 10012212211. The double curves present two bases by summing up the differences. The other five signals x AC (n), x AG (n), x TC (n), x TG (n) and x CG (n) can be obtained in a similar way. An example of double curves is shown in Figure 3 . The Y-axis stands for the sequence position and the X-axis stands for double curve values. The pair indicators can be seen at the bottom left hand corner of the plot. By analysing double curves, some global and local features of the sequence can be extracted in a perceivable way. The double curves are able to display the DNA sequence information in a two-dimensional plane, where the global feature of a DNA sequence can be observed easily. If the sequence is dominated by base α 2 then the curve has more negative values than positive ones, and vice versa.
Furthermore, the local maxima and minima indicate abrupt changes in the relative abundance of certain bases. For instance, the peaks pointing to the right and left, respectively, indicate the sudden changes of A and T bases in the AT double curve in Figure 3 , from an A rich to a T rich right and vice versa. The local growth rate of Y difference over X difference, that is, the slope of the curve dY/dX, indicates the local distribution of base A. If the rate is small, the local distribution is large, otherwise, it is small. Also, the flexible local structure around a certain value of Y will reflect the nucleotide composition of the DNA sequence in the vicinity of that Y value.
Due to the capability of describing a DNA sequence in two dimensional coordinates, double curves are two-dimensional characteristics in relating the nucleotide variants to the base order. It presents the sum of differences between two bases -this means it involves two bases and is more informative at revealing underlying patterns both globally and locally than single base binary indicators. 
Exon recognition methods
The proposed procedure is composed of the following steps. Firstly, a sequence is represented as six double curves. Secondly, each curve is preprocessed as a signal. Thirdly, the Fourier transform is applied to each dataset to compute the DFT spectra at 1/3 frequency. Fourthly, the spectra are integrated with the codon property to emphasise the local spectral features. Finally, the dataset is segmented to locate the exons by spectral patterns.
Spectral measures for gene prediction
Protein-coding regions have distinctive features in the existence of short-range correlations in the nucleotide arrangement, especially, the 1/3 periodicity (Fickett, 1982) due to the fact that informative protein coding DNA consists of triplets (also called codons). Therefore, the Fourier spectra of protein coding areas have peaks at the frequency k = N/3 while non-coding areas do not have any significant peaks (Tiwari and Ramachandran, 1997) .
The DFT of the double curve x α (n) of length N associated with the dual base α can be expressed by:
In this equation, x α (n) is the signal of the cumulative difference of pair bases with N bases, where α represents a pair of bases. For a DNA sequence of length N, the six new datasets, which are symbolised by the double curve representation method from equation (2), can be treated as six signals of a time series. As shown above, the Fourier spectra on the protein coding regions present three periodic patterns; therefore the peak values at 1/3 frequency can be used as indicators. Equation (4) can be implemented by moving a sliding window along a double curve signal, one base by one base, at each step from 1 to N -1. The squared peak value at 1/3 frequency in the window is assigned as the spectrum and the centre location of the sliding window is taken as the index in the spectrum measurement.
Given U α , the DFT components of x α (n) in the position index n, we can redefine the spectral density measure of a DNA sequence at the 1/3 frequency by substituting k with N/3 in equation (4), given by:
where U α denotes the DFT coefficients of the double curve signal x α (n) for the base pair α; N is the window size for the DFT and w α s denotes optimised weight coefficients corresponding to the spectral density of the double curve in the pair α. P 2 represents the sum of squared spectrum values, which is the measurement of the DFT Power Density Function (PDF) at 1/3 frequency.
Given weight factors satisfying 0 ≤ w α < 1 and Σw α = 1 (α is a base pair), w α s, can be expressed in a vector W = [w AT , w AC , w AG , w TC , w TG , w CG ]. By applying a statistical analysis method to the borders of known protein coding regions, it can be observed that among the six datasets some contribute more to the overall spectral patterns than others. The pairs AC and TG are more significant, hence their weight values are larger. The linear combination in equation (5), with weights optimised, is desired in cases where the imbalances among the base pairs exist.
Integrating information for three codon strands
Codons are a subsequence of three letters within the DNA sequences. Because codons are comprised of three letters from the four unique alphabets that make up a DNA sequence, there exist 64 possible codons -with one start codon and three stop codons and others corresponding to one of the 20 possible amino acids of proteins. It has been shown that codon usage is characteristic for related genes in the same genome (Grantham et al., 1980) . The basic assumption of the codon property is that all the genes within the sequence have similar codon preferences and these preferences are sufficiently strong to be used as a means of discrimination (Staden and McLachlan, 1982) . These assumptions can be detailed as: a collection of genes in the given DNA sequence have certain common features, and have a characteristic pattern of codon usage. This implies that for any given amino acid, there are both a typical amino acid composition for the coded proteins and a certain set of codon preferences. The statistical relationships we need in this research are derived from these assumptions.
In general, there will be some tendency for consecutive triplets to be correlated. For enhancing the Fourier spectral properties on double curves, the three-codon property is taken into account to create each base-pair signal for AT, AC, AG, TC, TG or CG. Let x α (n) be a sequence of dual bases α in the codon position j( j = 1, 2, 3) at the sequence position n, where n = 1, 2, 3, …, N, then through codon usage the signals on the double curves can be described as the square of their differences from a newly defined codon comparison measure in the unbiased format.
In this research, this codon comparison measure is called the local average codon basement. After three codon measurements, a dataset becomes * ( ) x n α shown below as:
where σ is the standard deviation of the analysed signal with length N inside each reading frame and m αj (n) is the codon basement of length three for each position in the new datasets. The standard deviation σ is used to get an unbiased estimate of three-codon components. The differential definition * ( ) x n α is aimed at enforcing the variance changes of local spectral features.
In this paper, m αj (n) is defined as the local average codon basement in order to cope with the small codon position changes caused by the unequal usage of codons on protein coding and non-coding regions. The word 'local' implies the small scope of the distribution of the three bases and the impact of their changes. The local average codon basement is calculated as:
Therefore, the codon measurement signal * ( ) x n α in the double curves is determined by the dual relative arguments to the local mean-average values of the three-codon property.
Relationship between spectral components and phases
It is evident from equation (5) that the peak of the DFT spectrum at 1/3 frequency in protein-coding regions is directly related to the distribution of each base pair signal among the three-codon positions. It is known that this asymmetry is strongly related to the codon usage of the particular organism. In most protein coding regions, the ratio of x α j (n) for the corresponding double curve can be approximated by some constant values (Kotlar and Lavner, 2003) .
With phase compensation, equation (4) 
Then, by substituting k = N/3 into equation (4), the (N/3)th element of the DFT of the double curve sequence of length N is obtained by:
Thus, segmentation of short human exons can be achieved by applying spectral analysis on double curves based on equations (1)- (9). The procedures used in applying the DFT to a DNA sequence and extracting the unique spectral pattern are illustrated in Figure 4 . Details of the procedures are described below:
• applying the double curve representation to a DNA sequence according to equation (2), thus producing six new datasets, with each of them being able to be treated as a time series
• applying the DFT in a sliding window to the new dataset by applying equation (4) • deploying phase compensation according to equation (8) • measuring the three local codon values on the compensated DFT spectral components by applying equations (6) and (7) • obtaining a spectrum at the 1/3 frequency by applying equation (9).
These calculations are repeated until the sliding window reaches the end of the sequence. All six double curve represented data are processed using the same procedures. For the sake of clarity, the DFT depicted in Figure 4 includes the DFT analysis plus phase compensation and local three-codon measurement.
Data preprocessing
The new datasets obtained from equations (1)- (3) are cumulative counting values of the dual base. In order to observe variations underlying the base pair datasets, the new datasets are transformed into the form of the logarithm of a differential function as follows:
where l is the number of units for variation calculation, n is the index of position, and x α (n) is the original signal derived from one of the double curve representations based on equation (2).
( ) x n α ′ yields the derivatives with l backward units at the nth position. Equation (10) measures the underlying changing patterns in the double base-pair datasets for a DNA sequence. It is applied by calculating the differences by subtracting the one step backward value (l = 1) from the counting position n of an accumulative double curve and then logarithmising it. An exon recognition method based on DFT patterns includes both protein coding measurement and a classification method, leading to a 'coding' or 'non-coding' decision. In this paper, we focus on the coding measures themselves -the functions and algorithms that calculate the derived vectors can be used to establish the measurement of the 'codingness' of the DNA sequences and are thus able to recognise genes. A uniform benchmarking procedure is defined for performance assessment. The gene decision is made through the automated statistical analysis discussed below.
Assessment criteria
We use the identification rate as the assessment criteria, defined as the ratio of the correct estimated exon region to the actual exon region, given by:
Size of estimated exon region Identification rate . Size of actual exon region =
The DNA sequences are from GenBank where the recognised CDS (coding sequences) or exons are published in the format of either complete genomes or sequences. The sizes of actual exons denote the size of the known exons which are able to be obtained from locations marked in the data files. An illustration is given in Figure 5 . The solid line represents the actual coding region and the dashed line represents the estimated region. When the estimated gene region does not fall into any part of the actual gene region -that is, there is no overlap, a zero rate value is given. This is a case of false detection defined in other papers as one of the preconditions -allowing some limited existence of false detection. The pseudo-code for calculating the identification rate is shown in Figure 6 . 
Results and discussions
The application paradigm includes loading gene data, presenting the gene symbolically using double curve representations, applying discriminating algorithms and identifying exons. The error evaluation is an interactive procedure of decision making of exon recognition. Our proposed segmentation method is also applied to binary curves in performance comparison based on the same datasets. The human Homo sapiens from GenBank (http://www.ncbi.nlm.nih.gov/Genbank/) is used. Two hundred and seven sequences are randomly chosen with nearly 2.5 million bases. The data contain 1575 exons with lengths from 5 bp to 3036 bp (genes longer than 3036 bp were not used). Preprocessed datasets are used in equations (1)-(3) and (10).
To allow for precise detection, the analysis window is designed to slide step by step and its size is a multiple of three so that the N/3 frequency is well defined as a positive integer where the spectrum of a protein coding DNA typically has a peak. In the simulation it is found that the double curve features are especially useful for identifying exons with short reading frames. Using double curves, the spectral features of short genes are effective -where spectrum peaks at 1/3 frequency are sufficiently large to discriminate the coding regions from the non-coding regions. This new feature makes our method particularly useful in predicting short genes of genomic human sequences.
An example of exon prediction is illustrated in Figure 7 . The solid curve is the estimated PDF curve and the dashed line is the estimated exon region determined by the PDF curve and the dash-dotted line is the actual exon region. In order to reduce the noise caused by integrating the three-codon measurement, a moving average filter is used to filter out the high frequency components. From Figure 7 it can be seen that the extracted spectrum values within the protein-coding regions are significant due to the spectral patterns captured by the Fourier spectra analysis at 1/3 frequency and local codon enhancement algorithms. Other examples of real protein-coding regions which our method has detected successfully include the genes in AB007157 from 224 bp to 295 bp, which has been predicted as from 216 bp to 291 bp, in AJ000512 from 806 bp to 881 bp, which has been predicted as from 809 bp to 885 bp, and in AB005803 from 9055 bp to 9135 bp, which has been predicted as from 9053 bp to 9140 bp. Figure 8 shows the distribution of protein coding regions against gene length (solid line curve) and the percentage of the coding regions along the gene length (the dashed line curve). It can be seen that 27.5% of exons are shorter than 90 bp, 49.7% of exons are shorter than 120 bp and 58.3% of exons are shorter than 140 bp. It can also be seen that short-exon identification is of great importance in improving the performance of human gene prediction.
Test results of false errors against the different sliding windows are presented in Table 1 . The simulation results show that application of the proposed algorithms presented in formulae (1)-(9) applied in double curves greatly eliminates the impact of false detections. For the purpose of comparison with other researchers' work in the following discussion, the absolute error rate value of 2% from the simulation results is taken into account in Table 2 . 'N/A' denotes the information is not valid for that category. Identification rates from double curves using the proposed algorithms are shown in the first row, and the rest are identification rates using various methods based on binary curves (Kotlar and Lavner, 2003) . The 'measure' in the first column includes the information on methods and the principle researchers who first introduced them.
To demonstrate how the 1/3 periodicity and three-codon property affect PDF distribution derived by DFT of the protein coding regions and non-coding regions, each spectrum distribution against gene length is calculated. The results are shown in Figure 9 . The Y-axis denotes the average DFT power in logarithm format and the X-axis denotes the gene length. The spectrum distribution for the protein coding regions and the non-coding regions are presented by the solid and dotted lines respectively. As can be seen in the figure, the distribution of coding regions is roughly flat throughout all exons (solid line curve). The patterns of both protein coding and non-coding curves are similar although there exists a big notch before 120 bp within the non-coding regions (the dotted curve). The dotted curve, after the steep jump, becomes relatively flat towards and beyond 200 bp and it is similar to the solid curve patterns but smaller. This result shows that the spectrum pattern of protein coding regions is significantly large to differentiate coding regions from non-coding regions. These patterns are unique phenomena and can be used to extract biological information carried by those genes. These results demonstrate that the proposed method can enhance the period-three properties in the protein coding regions. Figure 10 shows a distribution example of the identification rate against gene length when using a reading frame of 70 bp in width. The figure shows that when gene length increases, the accuracy exponentially increases and the performance becomes more stable. When gene length is shorter than 400 bp the noise is obvious. The noise significantly decreases as gene length increases. The 'GT-AG' rule is effective for finding the intron-exon junctions when the mRNA and its parent genomic DNA sequences are available (Wheelan et al., 2001) . The advantage of our method relies on the DNA sequence alone and no information from mRNA is needed. In this case our method can produce reliable results, whereas the 'GT-AG' rule does not work well. For example, within a DNA sequence numbered AJ010770, the first exon, located from 510 to 557, is short and the third exon, located from 33122 to 33379, is longer. Our proposed method estimates genes from 477 to 554 as short gene and from 33106 to 33375 as long exon. However, the 'GT-AG' rule finds five introns around the short exon, that is, from 451 to 521, …, 618 to 626, …, etc., and 36 introns around the longer exon, that is, 33101 to 33128, …, 33668 to 33673, …, etc. The simulation results suggest that the 'GT-AG' rule is not able to identify exons if the mRNAs are not known. Volfovsky et al. (2003) addressed an improvement in aligning complete genomes using MUMmer (Delcher et al., 2002) and Sim4 (Florea et al., 1998) . The MUMmer takes two input sequences, either DNA or proteins, and finds all subsequences longer than a specified minimum length k that are identical between the two inputs. Sim4 tackles the same alignment problems. For the inputs it is assumed that there are differences only in introns in the genomic sequence and sequencing errors. The method used by Volfovsky et al. is basically a flexible template matching approach while our method shows intrinsic spectral characteristics of the DNA sequence. Our method does not require any other sequences to be matched against.
Under the same situation, with genes being unknown, the proposed algorithms were compared with some other methods. Table 2 gives the average identification rate using different reading frames and compares them with conventional binary curves, where N/A denotes that the information is not valid for that category. The identification rates of double curves using the proposed algorithm are indicated in the first row while the rest contain identification values of binary curves using various other methods (Kotlar and Lavner, 2003) . The 'measure' in the first column includes information on the methods and the principle researchers who first introduced them.
When evaluating the results in Table 2 , it should be noted that the performance assessment on conventional binary curves is preconditioned by a false error rate of 10% (see 'Note' in the last column). The false error rate of the binary curves is much larger than that of the double curves, which is only 2% (the first row). For instance, when using a reading frame of 90 bp, the identification rates of the double curve and the binary curve are 83.4% with a false error rate of 2% and 84.5% with a false error rate of 10%, respectively. When taking the false errors into account, the real accuracies are 81.4% and 74.5% respectively. Therefore, the double curve based method is superior to direct binary DNA sequence analysis.
It is known that the shorter the exons are, the more difficult it is to obtain a high performance using spectral methods for gene recognition, due to poorer statistics and increased noise level. Our proposed method is able to recognise exon regions up to 70 bp at an average identification rate of 81.0% based on the cross-validation over six derived double curve datasets. The boundaries of exons and introns can be located to within 7 bp in an average level. The simulation result is very encouraging.
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The strengths of the new method are:
• Double curve representations enhance spectral contents in coding regions and therefore the spectral feature is able to discriminate short protein coding regions from non-coding regions. The results demonstrate that when using these properties and the corresponding algorithms, the recognition of borders between exons and introns is more accurate.
• Double curve representation allows the shorter reading frames to be applied on the reconstructed datasets and thus the borders can be discriminated and narrowed, resulting in a better performance. It is possible to achieve a higher recognition rate by using the appropriate analysis methods with double curves.
• The proposed method is independent of the training datasets or the existing database information and is therefore able to be generally applied to sequences for the same organism.
• The performance of gene prediction can be described by well-formulated mathematical functions based on double curve representations.
However, the proposed method has limitations. The first limitation is that the method so far is not suitable for genes shorter than 70 bp because the identification rate drops quickly when gene length becomes shorter than 70 bp. This is also a challenge for other methods using different representations.
As mentioned in the codon measure, the assumed similarity for related genes in the same genome is the cornerstone of the codon measurement. This means that the preferential use of codons is highly gene-specific. Different organisms make different uses of the redundancy of the genetic code: each organism has its own preferences. Therefore, for different organisms, the preferred values of weights, which relates to the combination of individual double curves, are considered for each individual case for the purpose of optimisation. For instance, if a new organism is analysed, the weight coefficients w α s in equation (5) should be redesigned.
Conclusion
In this paper, a method for short gene recognition in DNA sequences is studied, based on the double curve representatives. Our simulation results show that spectral features are more effective using double curves than using binary representation of a DNA sequence. The proposed method is successful in recognising the short exons up to 70 bp.
The proposed method is flexible. The spectra based algorithms can be defined in many ways. It is possible to explore more new algorithms once a visual pattern exists and the link between the particular features and motifs of DNA sequences can be established.
Exons can be as short as 5 bp, which cannot be located based on double curve features. Future work may focus on investigating new algorithms applied to the double curves to tackle this problem, investigation of the relationship between widths of reading frames and identification rate, and module development for different organisms by upgrading the existing algorithms.
