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Abstract
Schwinger’s formalism in quantum field theory can be easily implemented in the case
of scalar theories in D dimension with exponential interactions, such as µD exp(αφ).
In particular, we use the relation
exp
(
α
δ
δJ(x)
)
exp(−Z0[J ]) = exp(−Z0[J + αx])
with J the external source, and αx(y) = αδ(y−x). Such a shift is strictly related to
the normal ordering of exp(αφ) and to a scaling relation which follows by renormal-
izing µ. Next, we derive a new formulation of perturbation theory for the potentials
V (φ) = λn! : φ
n :, using the generating functional associated to : exp(αφ) :. The
∆(0)-terms related to the normal ordering are absorbed at once. The functional
derivatives with respect to J to compute the generating functional are replaced by
ordinary derivatives with respect to auxiliary parameters. We focus on scalar theo-
ries, but the method is general and similar investigations extend to other theories.
1
1 Introduction
The difficulties in quantizing some nonrenormalizable field theories, are due to the absence
of uniqueness rather than in the existence of a solution. In this respect, one should recall
that the classification of super-renormalizable, renormalizable, and nonrenormalizable
theories is based on the power counting method, in the framework of the perturbation
theory. Such issues have been considered in the sixties and seventies (for a review see,
for example, [1]). As emphasized by several authors, what is lacking is the absence of a
natural prescription to make the solution unique.
A basic example of nonrenormalizable field theory is the one with exponential interaction
for the scalar field φ. The potential
λ
∫
I
dDx : exp(αφ) : , (1.1)
λ ≥ 0, with I a cube in RD, and with ultraviolet cutoff at distance γ−N , γ > 1, N > 0,
has been investigated in several papers, in particular in [2]. It turns out that for D > 2,
the Schwinger functions converge to the free ones, for all α and for all λ ≥ 0. The same
happens for D = 2, but now only in a given range of α. Namely, there exists α0 >
√
4pi,
such that for α > α0 and for all λ ≥ 0, the Schwinger functions converge to the free ones.
For D = 2 and α2 < 4pi, the limit I → RD gives nontrivial Schwinger functions.
The essential point in the investigation of [2] is that ∆Λ(0), with ∆Λ(x) the Feynman
propagator with cutoff on the momenta, grows sufficiently fast to kill the fluctuations of
φ, so that : exp(αφ) := exp(−α2
2
∆Λ(0)) exp(αφ) vanishes in the limit Λ → ∞. We are
not aware if such findings have been reproduced in the standard lattice regularization.
It should be stressed that the problem of removing the infrared cutoff in D dimensional
Euclidean space, that is of taking the infinite volume limit I → RD, has been addressed
by Raczka in [3]. In particular, Raczka considered the exponential interaction with peri-
odic boundary conditions and then considered the infinite volume limit. It turns out that
all the Wightman axioms are satisfied except the one concerning SO(D) invariance that
has not yet been proved. It should be stressed that without periodic boundary condi-
tions, translation invariance would be broken. A related work concerns the spontaneous
symmetry breaking (SSB) of space translations in Liouville theory, observed by D’Hoker,
Freedman and Jackiw [4]. A key property of the SSB of space translations is that in this
case one escapes a basic no-go theorem such as the one by Haag. Actually, such a theorem
essentially states that the interaction picture does not exist. It follows that perturbation
theory, where the interacting field is unitarily equivalent to the free field, is, in general,
ill defined [5, 6, 7]. Another consequence of the SSB of space translations is that the
Ka¨lle´n-Lehman spectral decomposition [8, 9] does not hold.
In this paper we investigate the scalar exponential interaction using the Schwinger’s for-
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malism. The investigation, which is applied in the companion paper [10] concerning the
formulation of the Higgs model in terms of exponential interaction, is based on the obser-
vation that Schwinger’s formalism allows us to use exp(αδJ(x)) as the translation operator
of J(y) by the delta-source
αx(y) ≡ αδ(y − x) . (1.2)
In particular, we will use the relation (see (2.17) for the notation)
exp
(
α
δ
δJ(x)
)
exp(−Z0[J ]) = exp(−Z0[J + αx]) . (1.3)
The investigation can be generalized to linear combinations of exponential terms.
The paper is organized as follows.
In Sec. 2, after fixing the notation and shortly recalling the Schwinger formalism, we
show that the translation (1.3) is strictly related to the normal ordering of exponential
operators. This naturally leads to an alternative representation of the generating func-
tional. Furthermore, the term exp
(
α2
2
∆(0)
)
, with ∆(x) the Feynman scalar propagator,
is absorbed by the renormalization of µ, leading to scaling relations for the mass. In
Eq.(2.43) we introduce a modified Feynman propagator in the massless case, whose de-
pendence on the free parameter m0 should be compared with the ambiguities of taking
the D → 4+ limit in dimensional regularization. In Eq.(2.56) we report scaling relations
of the generating functionals W [J ]. We then discuss the SSB and its connection with the
choice of the boundary conditions.
In Sec. 3 we consider the exponential interaction as a master potential to generate other
interactions. This is very natural in the case of polynomial interactions. In particular, we
provide a formulation of perturbation theory for the normal ordered potentials λ
n!
: φn :
which is based on the potential µD : exp(αφ) :. It turns out that translations of J(y)
by αx(y) generate the full terms related to normal ordering. This allows us to absorb at
once the ∆(0)-terms which are typical of non-normal ordered potentials. Furthermore,
in this approach, the functional derivatives with respect to J to compute the generating
functional are replaced by ordinary derivatives with respect to auxiliary parameters. We
then derive the explicit full perturbation series of the generating functional associated to
the potentials λ
n!
: φn :. Such an expression is reported in Eq.(3.16). Furthermore, as
an illustration of the method, we derive such a series even in the case of the one- and
two-point functions. We focus on scalar theories, but the method is general and similar
investigations extend to other theories.
Section 4 is devoted to the conclusions and to some suggestions for further developments of
the proposed formulation of quantum field perturbation theory, based on the exponential
interaction, considered as a master potential.
3
2 Exponential interaction
In this section we first introduce some notation and recall few facts on the Schwinger
formalism. Next, we use the translation operator exp(α δ
δJ(x)
) to express the generating
functional W [J ] associated to the exponential interaction µDeαφ as a power series in µD.
Such an analysis will shed light on some properties of the exponential interaction. In
particular, it turns out that the action of exp(α δ
δJ(x)
), equivalent to introduce infinitely
many charges, is strictly related to normal ordering. This naturally leads to introduce
an alternative expression for W [J ]. Such a little-known expression extends to generating
functionals associated to arbitrary potentials [11] and leads to some new relations [12].
Next, we derive scaling relations for the mass, both in the dimensional and in the momen-
tum cutoff regularization. Then, we derive a scaling law relating W [J ] at different values
of µ. We conclude this section by discussing the possible SSB of space-time translations
of the exponential interaction, relating it to the choice of the boundary conditions.
2.1 Notation
In the following we set the notation, essentially the one in Ramond’s book [13], and recall
few facts on the Schwinger’s formalism.
In D dimensional Euclidean space, the generating functional is defined by
W [J ] = e−Z[J ] = N
∫
Dφ exp
[
−
∫
dDx
(1
2
∂µφ∂µφ+
1
2
m2φ2 + V (φ)− Jφ
)]
. (2.1)
Z[J ] generates the connected N -point functions
(−1)N δ
NZ[J ]
δJ(x1) . . . δJ(xN)
|J=0 = 〈0|Tφ(x1) . . . φ(xN )|0〉c . (2.2)
Shifting φ in the term Jφ in (2.1) by an arbitrary function f , gives, on the right-hand
side of (2.2), the correlators of φ + f . Such a shift is equivalent to replace Z[J ] by
Z[J ]− ∫ dDxJ(x)f(x), so that, for N ≥ 2,
δN(Z[J ]− ∫ dDxJ(x)f(x))
δJ(x1) . . . δJ(xN )
=
δNZ[J ]
δJ(x1) . . . δJ(xN )
. (2.3)
This implies that the N -point functions of φ and φ+ f coincide for N ≥ 2. In particular,
choosing f(x) = −〈φ(x)〉, one sees that the connected N -point functions of φ and η =
φ− 〈φ〉 coincide for N ≥ 2
〈0|Tφ(x1) . . . φ(xN )|0〉c = 〈0|Tη(x1) . . . η(xN)|0〉c , (2.4)
which holds even when 〈φ(x)〉 depends on x. A simple example to see that factorized terms
disappear from the connected φ correlators, even when 〈φ(x)〉 is not vanishing, is provided
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by the expression of 〈0|Tφ(x1)φ(x2)|0〉c in the case V = λφ. By (3.37), one immediately
sees that the term −〈φ(x1)〉〈φ(x2)〉 = −λ2/m4 is canceled by the other λ2-term.
Set
〈f(x1, . . . , xn)〉xj ...xk ≡
∫
dDxj . . .
∫
dDxkf(x1, . . . , xn) , (2.5)
and denote by 〈f(x1, . . . , xn)〉 integration of f over all the variables. Schwinger’s formalism
is based on the relation
W [J ] = Ne−〈V (
δ
δJ
)〉e−Z0[J ] , (2.6)
where
Z0[J ] = −1
2
〈J(x)∆(x− y)J(y)〉 , (2.7)
and
∆(x− y) =
∫
dDp
(2pi)D
eip(x−y)
p2 +m2
, (2.8)
is the Feynman propagator. On the other hand, Z[J ] can be expressed in the form
Z[J ] = − lnN + Z0[J ]− ln(1 + δ[J ]) , (2.9)
where
δ[J ] = eZ0[J ]
(
e−〈V (
δ
δJ
)〉 − 1
)
e−Z0[J ] . (2.10)
Expanding δ[J ] in the power series of the dimensionless coupling constant λ
δ[J ] =
∞∑
k=1
δk[J ]λ
k , (2.11)
leads to the perturbative series
Z[J ] = − lnN + Z0[J ]− λδ1[J ]− λ2
(
δ2[J ]− 1
2
δ21[J ]
)
+ . . . . (2.12)
2.2 Generating functional from the translation operator
Consider the potential
V (φ) = µDeαφ , (2.13)
where µ and α have mass dimension 1 and (2−D)/2, respectively. Dropping the constant
N in the expression of W [J ], we have
W [J ] = exp
[
− µD〈exp(α δ
δJ
)〉
]
exp(−Z0[J ])
=
∞∑
k=0
(−µD)k
k!
〈exp(α δ
δJ
)〉k exp(−Z0[J ]) . (2.14)
Since exp(α δ
δJ(x)
) translates J(y) by
αx(y) ≡ αδ(y − x) , (2.15)
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it follows that in this case Eq.(2.6) can be easily implemented. In particular,
exp(α
δ
δJ(x)
) exp(−Z0[J ]) = exp(−Z0[J+αx]) exp(α δ
δJ(x)
) = exp(−Z0[J+αx]) , (2.16)
where
Z0[J + αx] = −1
2
∫
dDy
∫
dDz(J(y) + αδ(x− y))∆(y − z)(J(z) + αδ(x− z))
= Z0[J ]− α
2
2
∆(0)− α
∫
dDyJ(y)∆(y − x) . (2.17)
Therefore,
W [J ] =
∞∑
k=0
(−µD)k
k!
〈exp(−Z0[J + αx1 + . . .+ αxk ])〉 , (2.18)
or, more explicitly,
W [J ] = exp(−Z0[J ])
∞∑
k=0
(−µD)k
k!
exp
(kα2
2
∆(0)
)
Gk[J ] , (2.19)
with G0 = 1 and
Gk[J ] =
∫
dDz1 . . .
∫
dDzk exp
(
α
∫
dDzJ(z)
k∑
j=1
∆(z− zj)+α2
k∑
l>j
∆(zj − zl)
)
, (2.20)
k ∈ N+, where the second summation starts contributing from k = 2.
Since the derivatives of W with respect to J commute to the right of the first exponential
in (2.14), it follows that even the N -point functions G(N)(x1, . . . , xN) are obtained by
acting with the translation operator. In this case, such operators act on
F [J, α, x1, . . . , xN ] = (−1)N δ
N exp(−Z0[J ])
δJ(x1) . . . δJ(xN )
, (2.21)
so that
G(N)(x1, . . . , xN) =
∞∑
k=0
(−µD)k
k!
〈F [αz1 + . . .+ αzk , α, x1, . . . , xN ]〉z1...zk , (2.22)
where αz is the delta source defined in (2.15).
2.3 An alternative representation of W [J ]
Here we show that the action of the translation operator is strictly related to the normal
ordering. We will see that such an analysis will naturally lead to introduce an alternative
representation of W [J ].
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Let us first observe that the generating functional can be expressed as the vacuum expec-
tation value (vev)
W [J ] = 〈0|T exp
[ ∫
dDx
(
− µDeαφ(x) + J(x)φ(x)
)]
|0〉 , (2.23)
where here |0〉 is the vacuum of the free theory. Setting
φ(z) = φ ′(z) +
∫
dDyJ(y)∆(y − z) (2.24)
in (2.23) and then removing the prime in φ ′, yields
W [J ] = e−Z0[J ]〈0|T exp
[
− µD
∫
dDzeα(φ(z)+
∫
dDyJ(y)∆(y−z))
]
|0〉 . (2.25)
We now show that the terms e
kα2
2
∆(0), eα
2
∑k
l>j ∆(zj−zl) and eα〈J(z)
∑k
j=1 ∆(z−zj)〉z in (2.19),
generated by the shift J(y)→ J(y)+αδ(y−x), are the same as the ones due to the normal
ordering of the exponentiated operators. To check this, note that (2.14) corresponds to
the power expansion of e−〈V (φ)〉 in (2.23), that is,
W [J ] =
∞∑
k=0
(−µD)k
k!
∫
dDz1 . . .
∫
dDzk〈0|Teαφ(z1) . . . eαφ(zk)e
∫
dDzJ(z)φ(z)|0〉 . (2.26)
Next, recall that
: exp(αφ(z)) := exp
(
− α
2
2
∆(0)
)
exp(αφ(z)) , (2.27)
and
T exp(
∫
dDzJ(z)φ(z)) = exp(−Z0[J ]) : exp(
∫
dDzJ(z)φ(z)) : . (2.28)
Furthermore,
T : exp(αφ(z1)) : . . . : exp(αφ(zk)) :: exp(
∫
dDzJ(z)φ(z)) :
= exp
(
α2
k∑
l>j
∆(zj − zk) + α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)
)
: exp(αφ(z1)) . . . exp(αφ(zk)) exp(
∫
dDzJ(z)φ(z)) : . (2.29)
Equations (2.27), (2.28), and (2.29) imply
T exp(αφ(z1)) . . . exp(αφ(zk)) exp(
∫
dDzJ(z)φ(z))
=T
[
exp(αφ(z1)) . . . exp(αφ(zk))T exp(
∫
dDzJ(z)φ(z))
]
=exp(−Z0[J ]) exp[α2(k
2
∆(0) +
k∑
l>j
∆(zj − zl)) + α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)]
: exp(αφ(z1)) . . . exp(αφ(zk)) exp(
∫
dDzJ(z)φ(z)) : . (2.30)
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Since the vev of the last normal ordering is one, it follows that (2.26) reproduces, by (2.30),
Eq.(2.19). We note that a slightly modified version of (2.30) provides an alternative way
to prove Eq.(2.25). First note that the vev of (2.30) coincides with the one of
exp(−Z0[J ]) exp
(
α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)
)
T exp(αφ(z1)) . . . exp(αφ(zk))
= exp(−Z0[J ]) exp[α2(k
2
∆(0) +
k∑
l>j
∆(zj − zl)) + α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)]
: exp(αφ(z1)) . . . exp(αφ(zk)) : . (2.31)
Equation (2.25) then follows by replacing the operator in the vev of (2.26) by (2.31).
Let us show that W [J ] admits a representation which is an alternative to the representa-
tion (2.14). The key point is the following relation
exp
[1
2
∫
dDx1
∫
dDx2
δ
δJ(x1)
∆−1(x1 − x2) δ
δJ(x2)
]
exp
(
α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)
)
= exp[α2(
k
2
∆(0) +
k∑
l>j
∆(zj − zl)) + α
∫
dDzJ(z)
k∑
j=1
∆(z − zj)] ,
(2.32)
where ∆−1(y − x) is the inverse of the Feynman propagator∫
dDz∆−1(x− z)∆(z − y) = δ(x− y) , (2.33)
that is
∆−1(y − x) =
∫
dDp
(2pi)D
(p2 +m2)eip(y−x) . (2.34)
By (2.19) it then follows
W [J ] = exp(−Z0[J ]) exp
(1
2
∫
dDx1
∫
dDx2
δ
δJ(x1)
∆−1(x1 − x2) δ
δJ(x2)
)
exp
[
− µD
∫
dDx exp
(
α
∫
dDzJ(z)∆(z − x)
)]
. (2.35)
It turns out that such a little-known expression extends to generating functionals asso-
ciated to arbitrary potentials [11]. Recently, in [12], it has been shown that it leads to
some new relations.
2.4 Mass renormalization and scaling
The term exp
(
kα2
2
∆(0)
)
in (2.19) can be absorbed either by considering the normal or-
dered potential µD : exp(αφ) : or by redefining µ
µD = µD0 exp
(
− α
2
2
∆(0)
)
. (2.36)
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Since in dimensional regularization one has [14]
∆(0) =
mD−2
(4pi)D/2
Γ(1−D/2) , (2.37)
it follows that (2.36) is equivalent to the scaling relation
mD−2 =
2D(4pi)D/2
α2Γ(1−D/2) ln
µ0
µ
. (2.38)
Recall that ∆(0) is singular for D = 2n, n = N+. In particular, its expansion near to
D = 4 reads
∫
dDp
(2pi)D
1
p2 +m2
=
m2
(4pi)2
( 2
D − 4 − ψ(2)
)
+O(D − 4) , (2.39)
where ψ(2) = 3
2
− γ, with γ = 0.5772..., the Euler-Mascheroni constant. Dropping the
terms in (2.39) vanishing for D = 4, yields
m2 =
4(4pi)2(D − 4)
α2[2− (D − 4)ψ(2)] ln
µ20
µ2
. (2.40)
We note that setting
m2 = (D − 4)m20 , (2.41)
gives, in the D → 4 limit, the finite mass
m20 =
32pi2
α2
ln
µ20
µ2
. (2.42)
From the point of view of the Feynman propagator
∆m0(x− y) :=
∫
dDp
(2pi)D
eip(x−y)
p2 + (D − 4)m20
, (2.43)
it should correspond, for D = 4, to a massless particle. In this respect it is interesting to
compare
∆m0(0) =
m20
8pi2
(2.44)
with [14] ∫
dDp
(2pi)D
(p2)k = 0 , (2.45)
holding for k,D ∈ C, except in the cases D = 2n, n = N+, where there are some open
questions [15]. On the other hand, adding a term (D − 4)m20φ2/2 in the path-integral
formulation is in the spirit of dimensional regularization. The free parameter m0 would
be an alternative to the ambiguities stressed in [15], where it is shown that, depending on
the calculation method, the D → 4+ limit yields either infinity, zero or a finite value.
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The above analysis can be compared with the regularization by the momentum cutoff Λ.
For D = 4 we have∫
Λ
d4p
(2pi)4
1
p2 +m2
=
m2
16pi2
[Λ2
m2
− ln Λ
2
m2
]
+O[(Λ−1)0] , (2.46)
which implies the scaling relation
µ4 = µ40
(Λ2
m2
)α2m2
32pi2
exp
(
−α
2Λ2
32pi2
)
. (2.47)
Note that setting
α = ±8pi
m
, (2.48)
yields a simple scaling relation involving only the dimensionless ratios Λ/m and µ/µ0
µ
µ0
=
Λ
m
exp
[
− 1
2
(Λ
m
)2]
. (2.49)
We note that rescaling by the normal ordering contributions has been considered in several
contexts, for example in the framework of Liouville theory [4]. This is related to the scaling
law for W [J ], investigated in the next subsection.
2.5 The scaling of W [J ] and 〈φ(x)〉
Note that by (2.14) or, equivalently, by (2.23), it follows that W [J ] satisfies the equations
( ∂
∂µD0
+
∫
dDx exp
(
α
δ
δJ(x)
))
W [J ] = 0 , (2.50)
and ( ∂
∂α
+ µD0
∫
dDx exp
(
α
δ
δJ(x)
) δ
δJ(x)
)
W [J ] = 0 . (2.51)
Another equation satisfied by W [J ] follows by noticing that since
〈∆(x− y)〉x = 1
m2
, (2.52)
one has ∫
dDx
δGk[J ]
δJ(x)
=
k
m2
Gk[J ] . (2.53)
By (2.19) such a relation implies
α
m2
∂ lnW [J ]
∂ lnµD0
=
∫
dDx
(δ lnW [J ]
δJ(x)
− J(x)
m2
)
. (2.54)
This equation can be also obtained by (2.50), together with the integrated version of the
Schwinger-Dyson equation
( ∫
dDy∆−1(y − x) δ
δJ(y)
+
∫
dDy
δV
δφ(x)
( δ
δJ(y)
)
− J(x)
)
W [J ] = 0 . (2.55)
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Note that Eq.(2.54) is equivalent to the scaling relation
W [J, µD0 ] = W [J, µ¯
D
0 ] exp
[m2
α
∫ µD0
µ¯D0
du
u
∫
dDx
(
φclu(x)− J(x)
m2
)]
, (2.56)
where µD0 and µ¯
D
0 are two arbitrary values of the mass scale and
φclu(x) =
δ lnW [J, u]
δJ(x)
. (2.57)
Since W [J, 0] is the free generating functional, Eq.(2.56) implies the following represen-
tation for W [J, µD0 ]
W [J, µD0 ] = exp(−Z0[J ]) exp
[ 1
α
∫ µD0
0
du
u
∫
dDx
(
m2φclu(x)− J(x)
)]
. (2.58)
Taking the functional derivatives of Eq.(2.56) with respect to J , evaluated at J = 0,
generates identities between the Green functions at different scales. For example,
〈φ(x)〉µD0 − 〈φ(x)〉µ¯D0 =
m2
α
∫ µD0
µ¯D0
du
u
∫
dDy〈0|Tφ(x)φ(y)|0〉u + D
α
ln
µ¯0
µ0
, (2.59)
where
〈φ(x)〉u = δ lnW [J, u]
δJ(x)
|J=0 , (2.60)
and
〈0|Tφ(x)φ(y)|0〉u = δ
2 lnW [J, u]
δJ(x)δJ(y)
|J=0 . (2.61)
Let us now consider the one-point function
〈φ(x)〉 =
α
∑∞
k=1
[
(−µD0 )
k
k!
〈exp
(
α2
∑k
l>j ∆(zj − zl)
)∑k
j=1∆(x− zj)〉z1...zk
]
∑∞
k=0
(−µD0 )
k
k!
〈exp
(
α2
∑k
l>j ∆(zj − zl)
)
〉
. (2.62)
Such an expression is formally translation invariant; therefore it should be treated as a
constant. However, it needs a finite volume regularization. The infrared regularization for
the exponential interaction has been investigated, e.g., in [2] and by Raczka in [3], who
considered periodic boundary conditions that may break the SO(D) invariance. A related
issue concerns the SSB of space translations, in the case of Liouville theory, observed by
D’Hoker, Freedman, and Jackiw in [4].
We conclude this section by observing that the above analysis can be extended to the
case of more general potentials, such as
V (φ) =
N∑
k=1
µDk exp(αkφ) , (2.63)
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whose corresponding generating functionals are
W [J ] =
∞∑
k=0
(−1)k
k!
〈
N∑
j=1
µDj exp
(
αj
δ
δJ
)〉k exp(−Z0[J ]) . (2.64)
We also note that interesting cases concern the extension to more scalar fields with expo-
nential interactions.
3 Exponential interaction as master potential
In this section we consider the exponential interaction as a master potential to get the
generating functional for polynomial interactions. After introducing the method, we will
derive the explicit expression of the functional generator in the case of the normal ordered
potentials λ
n!
: φn :. This is obtained by deriving µD : exp(αφ) : with respect to α, so
that all the ∆(0)-terms due to the non normal ordered contributions are absorbed at once
from the very beginning. We note that whereas in the standard approach the generating
functional is obtained by taking the functional derivatives with respect to J , here such
derivatives are replaced by standard derivatives with respect to auxiliary parameters. We
conclude with illustrative examples by computing the one- and two-point functions.
3.1 The method
The starting point is to note that
φn = ∂nαe
αφ|α=0 . (3.1)
It follows that the generating functional corresponding to V = λ
n!
φn is the following
modified version of (2.14)
W (n)[J ] = exp
[
− λ
n!
∂nα〈expα
δ
δJ
〉
]
exp(−Z0[J ])|α=0
=
∞∑
k=0
(−λ)k
k!n!k
∂nα1 . . . ∂
n
αk
〈expα1 δ
δJ
〉 . . . 〈expαk δ
δJ
〉 exp(−Z0[J ])|α(k)=0 , (3.2)
where α(k) := (α1, . . . , αk). We now show that, within such an approach, the ∆(0)-terms
can be absorbed at once. First note that by (2.27)
: φ(x)n := ∂nα : e
αφ(x) : |α=0 =
n∑
k=0
( n
k
)
∂kαe
−α
2
2
∆(0)|α=0φ(x)n−k . (3.3)
The first few cases are,
: φ2(x) : = φ2(x)−∆(0) ,
: φ3(x) : = φ3(x)− 3∆(0)φ(x) ,
: φ4(x) : = φ4(x)− 6∆(0)φ2(x) + 3∆2(0) . (3.4)
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It follows by (3.3) that the generating functional associated to V = λ
n!
: φn : corresponds
to (3.2), where now each 〈expαk δδJ 〉 is multiplied by exp
( − α2k
2
∆(0)
)
. The net effect on
W (n)[J ] in (3.2) is that now, acting with the translation operator 〈α δ
δJ
〉 on Z0[J ], one may
replace Z0[J + αx] in (2.17) by
Z˜0[J + αx] = Z0[J ]− α
∫
dDyJ(y)∆(y − x) . (3.5)
This leads to the central result for the generating functionals
W (n)[J ] = exp(−Z0[J ])
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk
∫
dDz1 . . .
∫
dDzk exp
(∫
dDyJ(y)
k∑
j=1
αj∆(y − zj) +
k∑
l>j
αjαl∆(zj − zl)
)
|α(k)=0 .
(3.6)
There is a nice property satisfied by the N -point functions. Namely, since the deriva-
tives with respect to J of W (n)[J ] commute with the derivatives with respect to the
αj ’s, and since the N -point functions are obtained at J = 0, it follows that the term
〈J(y)∑kj=1 αj∆(y − zj)〉y in (3.6) can be set to zero before computing the derivatives
with respect to the αj’s. Also note that the functional derivatives to get the correlators
with respect to J are easily computed. In particular, the only contributions come from
the free part, i.e., Z0[J ], and from the term 〈J(y)
∑k
j=1 αj∆(y − zj)〉y, that contributes
by a term
∑k
j=1 αj〈∆(x− zj)〉y for each derivative with respect to J(x).
3.2 W (n)[J ]
Here we derive the explicit expression of W (n)[J ]. It is instructive to start by considering
the simpler case of W (n)[J ] at J = 0
W (n)[0] =
∞∑
k=0,k 6=1
(−λ)k
n!kk!
∂nα1 . . . ∂
n
αk
〈e
∑k
l>j αjαl∆(zj−zl)〉|α(k)=0 . (3.7)
When kn is odd, there are no contributions to the kth term of the series. When kn is
even, ∂nα1 . . . ∂
n
αk
selects, by setting α(k) = 0, n!k times the coefficient of αn1 · · ·αnk in the
expansion of the exponential. In order to investigate the contributions to W (n)[0] coming
from such an expansion, it is useful to consider the multinomial identity
1
(kn
2
)!
( k∑
l>j
αjαl∆(zj − zl)
) kn
2
=
∑
∑k
l>j mjl=kn/2
1∏k
l>jmjl!
k∏
l>j
(αjαl∆(zj − zl))mjl , (3.8)
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where 0 ≤ mjl ≤ kn/2. For each l = 1, . . . , k, the total exponent of αl in (3.8) is
pl :=
l−1∑
i=1
mil +
k∑
j=l+1
mlj , (3.9)
where it is understood that for l = 1 there is only the second summation, while for l = k
there is only the first one. The contributions to the kth term in the series (3.7) are the
ones with
p1 = . . . = pk = n , (3.10)
which gives
∑k
l=1 pl = kn. On the other hand, Eq.(3.9) implies
∑k
l=1 pl = 2
∑k
l>jmjl,
so that the condition (3.10) includes the condition
∑k
l>jmjl = kn/2 reported in the
summation in the right-hand side of (3.8). Hence,
W (n)[0] =
∞∑
k=0,k 6=1
(−λ)k
k!
∑
p1=...=pk=n
[k|m]
k∏
l>j
〈∆(zj − zl)mjl〉 , (3.11)
where for kn even
[k|m] := 1∏k
l>jmjl!
, (3.12)
and [k|m] = 0 otherwise. It is everywhere understood in the paper that, for k = 0, 1,
terms of the form
∏k
l>j ajl are set to 1.
Let us extend the analysis to the case of W (n)[J ]. First, for each k in the series (3.6),
consider the following identity satisfied by the term in the expansion of the exponential,
in the integrand of W (n)[J ], containing αn1 · · ·αnk , unless in the case J = 0 with kn odd,
[ kn
2
]∑
p=0
1
(kn− 2p)!
1
p!
〈J(y)
k∑
i=1
αi∆(y − zi)〉kn−2py
( k∑
l>j
αjαl∆(zj − zl)
)p
=
[ kn
2
]∑
p=0
∑
∑k
i=1 qi=kn−2p
∑
∑k
l>j mjl=p
1∏k
i=1 qi!
∏k
l>jmjl!
k∏
i=1
〈J(y)αi∆(y − zi)〉qiy
k∏
l>j
(
αjαk∆(zj − zl)
)mjl
, (3.13)
where [a] denotes the integer part of a, 0 ≤ qi ≤ kn − 2p, 0 ≤ mjl ≤ p. Let us first
show how this formula reproduces, for J = 0, the identity (3.8). If kn is even, then, for
J = 0, all the terms 〈J(y)αi∆(y − zi)〉qiy , i = 0, . . . , k, in the right-hand side of (3.13),
are zero unless qi = 0. Similarly, for J = 0 the term 〈J(y)
∑k
i=1 αi∆(y − zi)〉kn−2py , on the
left-hand side of (3.13), contributes only for kn−2p = 0; this is, of course, consistent with
the condition
∑k
i=1 qi = kn − 2p. Therefore, for J = 0 the summation over p in (3.13)
reduces to the term with p = kn
2
. Since q1 = . . . = qk = 0, we have
∏k
i=1 qi! = 1, and
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(3.13) reduces to (3.8). If kn is odd and J = 0, then the kth term in (3.6) is zero. This
follows also by (3.13). In this case, the only possible contribution to (3.13) would come
from q1 = . . . = qk = 0. On the other hand, this would give
∑k
i=1 qi = 0 that cannot
be equal to the odd number kn − 2p. Therefore, such a configuration of the qis is not
included in the summation.
Let us now consider (3.13) for arbitrary J . For each l = 1, . . . , k, and for each choice of
mjl’s, the total exponent of αl in (3.13) is
pl :=
l−1∑
i=1
mil +
k∑
j=l+1
mlj + ql . (3.14)
The two conditions in the summation’s indices, in the right-hand side of (3.13), imply
k∑
l=1
pl = 2
k∑
l>j
mjl +
k∑
l=1
ql = 2p+ kn− 2p = kn . (3.15)
For each k, the only contributions to W (n)[J ] are the ones with p1 = . . . = pk = n. This
condition implies (3.15), so that
W (n)[J ] =e−Z0[J ]
∞∑
k=0
(−λ)k
k!
[ kn
2
]∑
p=0
∑
∑k
i=1 qi=kn−2p
∑
p1=...=pk=n
[k|m, q]
k∏
i=1
〈〈J(y)∆(y − zi)〉qiy
k∏
l>j
∆(zj − zl)mjl〉 . (3.16)
3.3 One- and two-point functions
As an illustration of the method, we now derive the one- and two-point functions. This
can be done directly considering the functional derivatives of (3.16); nevertheless it is
instructive to investigate the combinatorics starting again from the expression (3.6).
Let us start with the one-point function
〈φ(x)〉 = 1
W (n)[0]
∞∑
k=1
(−λ)k
k!
∂nα1 . . . ∂
n
αk
∫
dDz1 . . .
∫
dDzk
k∑
j=1
αj∆(x− zj) exp
( k∑
l>j
αjαl∆(zj − zl)
)
|α(k)=0 . (3.17)
Expanding the exponential one sees that the total degree in the αj ’s is odd, so that, as
obvious, 〈φ(x)〉 = 0 for n even. More generally, when kn is even, there are no terms in
(3.17) containing αn1 · · ·αnk . Therefore, the contributions to 〈φ(x)〉 arise only for kn odd.
In this case the term including αn1 · · ·αnk in the integrand of (3.17) is
1
(kn−1
2
)!
k∑
j=1
αj∆(x− zj)
( k∑
l>j
αjαl∆(zj − zl)
)kn−1
2
. (3.18)
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Let us focus on the term ( k∑
l>j
αjαl∆(zj − zl)
)kn−1
2
. (3.19)
By (3.8), with kn/2 replaced by (kn− 1)/2, one sees that, for each l = 1, . . . , k, the total
exponent of αl in (3.19) is
pl :=
l−1∑
i=1
mil +
k∑
j=l+1
mlj , (3.20)
with the mjl’s constrained by the condition
k∑
j>l
mjl = (kn− 1)/2 , (3.21)
so that
k∑
l=1
pl = 2
k∑
l>j
mjl = kn− 1 . (3.22)
By (3.18), it follows that the terms in (3.19) contributing to 〈φ(x)〉 are the ones containing
αn1 · · ·αn−1i · · ·αnk , i = 1, . . . k, multiplied by the αi in
∑k
j=1 αj∆(x− zj). This implies the
condition
pl 6=i = n , pi = n− 1 , (3.23)
l = 1, . . . , k, that, by (3.22), implies the condition on themjl’s (3.21). Note that inspection
of (3.17) shows that the term k = 1 of the series is nonvanishing only when n = 1.
Recalling then that nonvanishing contributions to (3.17) arise only for k odd, one gets
〈φ(x)〉 =− 1
W (n)[0]
[
δn,1λ〈∆(x− z1)〉z1 +
∞∑
k=1
λ2k+1
(2k + 1)!
2k+1∑
i=1
∑
pi=n−1,p1=...=pˇi=...=p2k+1=n
1∏2k+1
l>j mjl!
〈∆(x− zi)
2k+1∏
l>j
∆(zj − zl)mjl〉z1...z2k+1
]
.
(3.24)
Next, note that the sum over i is just the sum of 2k + 1 identical quantities. Therefore,
it corresponds to 2k + 1 times an arbitrary element of the sum. We choose the one with
i = 2k + 1
〈φ(x)〉 =− λ
W (n)[0]
[
δn,1〈∆(x− z1)〉z1 +
∞∑
k=1
λ2k
(2k)!
∑
p2k+1=n−1,p1=...=p2k=n
1∏2k+1
l>j mjl!
〈∆(x− z2k+1)
2k+1∏
l>j
∆(zj − zl)mjl〉z1...z2k+1
]
. (3.25)
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Let us consider the case n = 1. Since p2k+1 = 0, it follows that ml2k+1 = 0, l = 1, . . . , 2k.
Furthermore, the dependence on z2k+1 only appears in ∆(x − z2k+1), so that, according
to (2.52), integration over z2k+1 gives a factor 1/m
2. Hence, for n = 1,
〈φ(x)〉 = − λ
m2W (1)[0]
∞∑
k=0
λ2k
(2k)!
∑
p1=...=p2k=1
1∏2k
l>jmjl!
〈
2k∏
l>j
∆(zj − zl)mjl〉 , (3.26)
where it is understood that the term k = 0 in the summation is 1. On the other hand, by
(3.11) the expression of W (n)[0] for n odd is an expansion on even k, and this coincides,
for n = 1, with the series (3.26), so that
〈φ(x)〉 = − λ
m2
. (3.27)
This result can be seen as a check. Actually, for n = 1 the theory is free, so that 〈φ(x)〉
corresponds to the value of φ that minimizes m2φ2/2 + λφ, that is (3.27).
We conclude this section by considering the connected two-point function
〈φ(x1)φ(x2)〉 = δ
2Z(n)[J ]
δJ(x1)δJ(x2)
, (3.28)
where Z(n) = − lnW (n). We have
〈φ(x1)φ(x2)〉 = −〈φ(x1)〉〈φ(x2)〉+∆(x1 − x2) + 1
W (n)[0]
∞∑
k=1
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk
∫
dDz1 . . .
∫
dDzk
k∑
j,l=1
αjαl∆(x1 − zj)∆(x2 − zl) exp
( k∑
l>j
αjαl∆(zj − zl)
)
|α(k)=0 .
(3.29)
Expanding the exponential one sees that the only contributions to the series are for kn
even. The term including αn1 · · ·αnk in the integrand is
1
(kn−2
2
)!
k∑
j,l=1
αjαl∆(x1 − zj)∆(x2 − zl)
( k∑
l>j
αjαl∆(zj − zl)
) kn−2
2
. (3.30)
Because the second summation starts from k = 2, it follows that the k = 1 term is not
vanishing only for n = 2. In this case the contribution to (3.29) is
δn,2
λ
W (n)[0]
〈∆(x1 − z1)∆(x2 − z1)〉z1 . (3.31)
The contribution to 〈φ(x1)φ(x2)〉 for k = 2 is immediate
λ2
2n!2(n− 1)!2〈∂
n−1
α1
∂n−1α2 α1α2∆(x1 − z1)∆(x2 − z2)
(
α1α2∆(z1 − z2)
)n−1
〉z1z2 |α1=α2=0
=
λ2
(n− 1)!〈∆(x1 − z1)∆(x2 − z2)∆
n−1(z1 − z2)〉z1z2 .
(3.32)
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Let us now consider the case k ≥ 3. By (3.8), with kn/2 replaced by (kn− 2)/2, one sees
that the total exponent of αl, l = 1, . . . k, in
( k∑
l>j
αjαl∆(zj − zl)
)kn−2
2
, (3.33)
is again (3.20), where now 0 ≤ mjl ≤ (kn − 2)/2. The terms in (3.33) contributing to
〈φ(x1)φ(x2)〉 are the ones containing
αn1 · · ·αn−1i1 · · ·αn−1i2 · · ·αnk , (3.34)
i1, i2 = 1, . . . k, and
αn1 · · ·αn−2i · · ·αnk , (3.35)
i = 1, . . . k. The products (3.34) and (3.35) correspond to αn1 · · ·αnk once multiplied by
αi1αi2 and α
2
i in
∑k
j,l=1 αjαl∆(x− zj)∆(x− zl), respectively. This implies
k∑
l=1
pl = 2
k∑
l>j
mjl = kn− 2 . (3.36)
The above analysis yields
〈φ(x1)φ(x2)〉 = −〈φ(x1)〉〈φ(x2)〉+∆(x1 − x2) + 1
W (n)[0]
[
δn,2λ〈∆(x1 − z1)∆(x2 − z1)〉z1
+
λ2
(n− 1)!〈∆(x1 − z1)∆(x2 − z2)∆
n−1(z1 − z2)〉z1z2
+
∞∑
k=3
(−λ)k
k!
k∑
i1,i2=1
∑
{p}n,i1,i2
[k|m]〈∆(x1 − zi1)∆(x2 − zi2)
k∏
l>j
∆(zj − zl)mjl〉z1...zk
]
,
(3.37)
where, as in (3.12), if kn is even, then [k|m] := 1∏k
l>j mjl!
, and [k|m] = 0 otherwise.∑
{p}n,i1,i2
denotes the sum over all possible values of m12, m13, . . . , m1k, m21, . . . , mk−1k,
ranging between 0 and (kn− 2)/2, such that
pi1 = n− 1− δi1i2 , pi2 = n− 1 + δi1i2 , pj = n , j 6= i1, i2 . (3.38)
A basic check of the above construction concerns the connected two-point function of
λ
4!
: φ4 :. In the standard formulation of λ
4!
φ4, the contribution up to order λ2 reads
〈φ(x1)φ(x2)〉 = ∆(x1 − x2)− λ
2
〈∆(x1 − z)∆(x2 − z)∆(z − z)〉z
+
λ2
6
〈∆(x1 − z1)∆(x2 − z2)∆3(z1 − z2)〉z1z2
+
λ2
4
〈∆(x1 − z1)∆(z1 − x2)∆2(z1 − z2)∆(z2 − z2)〉z1z2
+
λ2
4
〈∆(x1 − z1)∆(x2 − z2)∆(z1 − z1)∆(z1 − z2)∆(z2 − z2)〉z1z2 .(3.39)
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Equation (3.37), which gives the full expansion, reproduces such a result eliminating, by
construction, the ∆(0)-terms, that is,
〈φ(x1)φ(x2)〉 = ∆(x1 − x2) + λ
2
6
〈∆(x1 − z1)∆(x2 − z2)∆3(z1 − z2)〉z1z2 . (3.40)
4 Conclusions
Let us conclude by shortly summarizing the main results in the paper. We started by
observing that the translation operator exp(αδJ(x)) can be used to get the generating
functional associated to exponential interactions. Then, it has been shown that such a
translation operator generates the normal ordering terms. The analysis naturally leads
to an alternative representation of the generating functional.
Next, we derived the scaling relations coming from the absorption of the normal ordering
contributions, and discussed the massless case, suggesting a modified Feynman propa-
gator (2.43), whose dependence on the free parameter m0 should be compared with the
ambiguities of taking the D → 4+ limit. The scaling relations of the mass are related to
the scaling properties of the generating functionals, reported in Eq.(2.56). This follows
by the integrated Schwinger-Dyson equation and the equation relating the derivative of
W [J ] with respect to the scale µ0 to a shift of φ in the term
∫
dDxJ(x)φ(x).
We then proposed a new approach to quantum field perturbation theory: instead of per-
turbating the free theory, one may use : exp(αφ) : as master potential. This leads to
the explicit expression of the generating functional, reported in Eq.(3.16). As a result,
the ∆(0)-terms associated to non-normal ordered potentials are absorbed at once. Fur-
thermore, the functional derivatives with respect to J , coming from the action of the
potential on the free generating functional, are replaced by ordinary derivatives with
respect to auxiliary parameters.
We note that the present analysis, which can be extended to other theories, suggests
that exponential interactions may shed light on quantum field theories. For example,
one should investigate whether the auxiliary parameters, introduced as tools to compute
W (n)[J ], may have some interpretation. Furthermore, while here the analysis has been
mainly focused on perturbative techniques, with the exponential interaction acting on
the free vacuum, one should investigate the analogous structure by considering the exact
vacuum of the interacting theory. In this respect, we note that some evidence on the
triviality of the exponential interaction in D = 4 would suggest that the exact vacuum
is in some way equivalent to the free one. This suggests that we further investigate the
proposed method to get nonperturbative insigths on other theories, including φ4 in D = 4.
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