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Abstract
Fractional differential equations are increasingly used tomodel problems in acoustics and thermal systems, rheology andmodelling
ofmaterials andmechanical systems, signal processing and systems identiﬁcation, control and robotics, and other areas of application.
This paper further analyses the underlying structure of fractional differential equations. From a new point of view, we apprehend
the short memory principle of fractional calculus and farther apply a Adams-type predictor–corrector approach for the numerical
solution of fractional differential equation. And the detailed error analysis is presented. Combining the short memory principle and
the predictor–corrector approach, we gain a good numerical approximation of the true solution of fractional differential equation at
reasonable computational cost. A numerical example is provided and compared with the exact analytical solution for illustrating the
effectiveness of the short memory principle.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Fractional calculus [4,22], which has almost the same history as classical calculus, did not attract enough atten-
tion for a long time. However, in recent decades fractional differential equations have been more and more applied
to model acoustics and thermal systems, rheology and modelling of materials and mechanical systems, signal pro-
cessing and systems identiﬁcation, control and robotics, etc. [30,1,28,29,3]. Moreover, many systems modelled with
the help of fractional calculus display rich fractional dynamical behavior, such as viscoelastic systems [23], col-
ored noise [27], boundary layer effects in ducts [32], electromagnetic waves [19], fractional kinetics [24,26,34], and
electrode–electrolyte polarization [21,33]. For linear fractional differential equations with constant coefﬁcients, an-
alytical solutions are available by applying Laplace–Fourier transform techniques (although sometimes they cannot
be employed conveniently in engineering, because more often they are described by using Mittag-Lefﬂer function)
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[4,9,22,30]. However, plentifully utility problems are modelled by linear systems with variable coefﬁcients or even
nonlinear systems [25,2,7,8,10]. This paper discusses the underlying structure and numerical solution of the following
initial value problem
D∗x(t) = f (t, x(t)), x(k)(0) = x(k)0 , k = 0, 1, . . . ,  − 1, (1)
where  ∈ (0,∞), x(k)0 can be any real numbers and D∗ denotes the fractional derivative in the Caputo sense [5],
deﬁned by
D∗y(t) = J n−Dny(t).
Here n :=  is the ﬁrst integer not less than , Dn is the classical nth-order derivative and for > 0, J  is the -order
Riemann–Liouville integral operator expressed as follows:
J y(t) = 1
()
∫ t
0
(t − )−1y() d.
Caputo derivative is widely used in engineering and numerical computation [28,29,9–18], although from pure math-
ematical viewpoint, Riemann–Liouville derivative is more welcome and many earlier research papers use it instead
of Caputo derivative [4,22,30]. In general, we need to specify some additional conditions to make sure our dis-
cussed equations have a unique solution. These additional conditions, in many situations, describe some properties
of the solution at the initial time [14], however the fractional derivative does not have convenient used physical
meaning (there are already some progress in the geometric and physical interpretation of fractional calculus [31]
and physical interpretation of the initial condition of fractional differential equations with Riemann–Liouville deriva-
tive [20]), so it is difﬁcult to evaluate the initial value, some authors require homogeneous initial conditions when
solving the fractional differential equations with Riemann–Liouville derivatives, we know Riemann–Liouville deriva-
tives are equivalent to Caputo derivatives under homogeneous initial conditions [30]. However, when the Caputo
derivative is chosen, it allows us to specify inhomogeneous initial conditions also if it is desired, because it just re-
quire the initial conditions are given in terms of integer derivatives of unknown functions which have clear physical
meaning.
It is well known that the initial value problem (1) is equivalent to the Volterra integral equation [6,11,14,15]
x(t) =
−1∑
k=0
x
(k)
0
tk
k! +
1
()
∫ t
0
(t − )−1f (, x()) d (2)
in the sense that if a continuous function solves (2) if and only if it solves (1). Diethelm, Ford and their coauthors
successfully presented the numerical approximation of (2) using Adams-type predictor–corrector approach and gave
the corresponding detailed error analysis in [14] and [15], respectively, the convergent order of their approach was
proved to be min(2, 1 + ). As being referred to in [14, Section 3.1], the arithmetic complexity of their algorithm with
step size h is O(h−2), whereas a comparable algorithm for a classical initial value problem only give rise to O(h−1). The
difﬁculty of computational complexity is essentially because fractional derivatives are non-local operators. There are
already two typical ways which are suggested to overcome this difﬁculty. One seems to be the ﬁxed memory principle
of Podlubny [30]. However, it is shown that the ﬁxed memory principle is not suitable for Caputo derivative, because
we cannot reduce the computational cost signiﬁcantly for preserving the convergent order [14,18]. The other more
hopeful idea seems to be the nested memory concept of Ford and Simpson [18] which can lead to O(h−1 log (h−1))
complexity, but still retain the order of convergence. This idea depends on the decaying of the integral kernel (t −)−1
of (2) as t increases, so the available  must be limited to the interval (0, 1). For more detailed analysis we refer
to [18].
We apprehend the short memory principle (or ﬁxed memory principle or logarithmic memory principle) from a new
viewpoint and correspondingly extend the short memory principle’s effective range from  ∈ (0, 1) to  ∈ (0, 2), which
is well in agreement with that the case 2 does not seem to be of major practical interest [14]. When  ∈ (0, 1),
the kernel’s decaying is greatly speeded and it has the property of Podlubny’s ﬁxed memory principle. Especially the
idea of Ford and Simpson’s nested memory concept is also effective for numerical computation while  ∈ (1, 2). By
applying the predictor–corrector approach which is different from [14], we obtain a good numerical approximation
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of the true solution of fractional differential equation with convergent order 2 as  ∈ (1,∞). And in case  ∈ (1, 2),
further combining the short memory principle and the predictor–corrector approach we minimize the computational
complexity to O(h−1 log (h−1)) at preserving the order of accuracy.
2. The structure and short memory principle for fractional differential equations
As it is well known, the integer order (classical) differential operator is a local operator but fractional order differential
operator is a non-local one. The so-called non-local property is to say the next state of one system not only depends
on its current state but also its historical states starting from the initial time, which of course are more close to reality
and also should be the main reason why fractional calculus become more and more popular. The local operator has the
property that just present state to one system can determine its coming state. But the integer order differential operator
is really irrelevant to its history? Let us see the following ODE:
dx(t)
dt
= f (t, x(t)), x(0) = x0,
which is equivalent to
x(tn+1) = x0 +
∫ tn+1
0
f (, x()) d
= x0 +
∫ tn
0
f (, x()) d+
∫ tn+1
tn
f (, x()) d
= x(tn) +
∫ tn+1
tn
f (, x()) d,
where, and in the following, tn = nh, tn+1 = (n + 1)h, h is a small positive number, we also denote the step length by
h when performing error analysis.
From the above formula, we can see clearly x(tn+1) relies on the values of x in the whole interval [0, tn+1]. But
fortunately all the contributions of x to x(tn+1) in the interval [0, tn] can be represented by x(tn). A natural question
is whether the fractional order operator has also the similar property? The answer of course is negative, because if it
is true then fractional order operator becomes local. But we can further ask whether x(tn) can embrace almost all the
contributions of x to x(tn+1) in the interval [0, tn] for the fractional order operator? In case  ∈ (0, 2), the answer is
positive. In the following, we discuss it in detail.
For  ∈ (0, 1) and  ∈ (1,∞), we can write (2) as, respectively,
x(tn+1) = x(tn) + 1
()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d
+ 1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d,  ∈ (0, 1), (3)
and
x(tn+1) =
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn) +
1
()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d
+ 1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d,  ∈ (1,∞). (4)
By the observation of (3) and (4), we can see the non-local property of D∗ induces the term
1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d. (5)
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In effect, if  ∈ (0, 2) the integration kernel of (5) fades quickly when the time history becomes longer,
1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d
= 1
()(− 1)
∫ tn
0
(∫ tn+1−
tn−
z−2 dz
)
f (, x()) d
= 1
()(− 1)
∫ tn
tn−1
(∫ tn+1−
tn−
z−2 dz
)
f (, x()) d
+ 1
()(− 1)
∫ tn−1
tn−2
(∫ tn+1−
tn−
z−2 dz
)
f (, x()) d
+ · · · + 1
()(− 1)
∫ t2
t1
(∫ tn+1−
tn−
z−2 dz
)
f (, x()) d
+ 1
()(− 1)
∫ t1
0
(∫ tn+1−
tn−
z−2 dz
)
f (, x()) d
= h
()(− 1)
∫ tn
tn−1
(z∗1())−2f (, x()) d+
h
()(− 1)
∫ tn−1
tn−2
(z∗2())−2f (, x()) d
+ · · · + h
()(− 1)
∫ t2
t1
(z∗n())−2f (, x()) d+
h
()(− 1)
∫ t1
0
(z∗n())−2f (, x()) d, (6)
where z∗1() ∈ (0, t2), z∗2() ∈ (t1, t3), . . . , z∗n−1() ∈ (tn−2, tn), z∗n() ∈ (tn−1, tn+1).
According to (6), we can note the integration (5)’s kernel (tn+1 − )−1 − (tn − )−1 decays (algebraically) by
the order 2 −  when  ∈ (0, 2), but in [18] the integral kernel (tn+1 − )−1 decays only by the order 1 − 
while  ∈ (0, 1). This is also the reason why we can extend the range of the short memory principle of fractional
differential equations from  ∈ (0, 1) to  ∈ (0, 2). Because of the short memory principle of fractional differen-
tial equations, two possible ways to numerically approximate the integration (5) are discussed in the following two
subsections.
2.1. Fixed integral length
For performing numerical computation, the simplest approach is to disregard the tail of the integration of (5) and
to integrate only over a ﬁxed period of recent history [30,18]. If we can do this, then the computational cost at each
step is reduced to O(1). Based on this kind of idea, Podlubny [30] show that it is possible for Riemann–Liouville
derivative and the use of a ﬁxed integral length T introduces an error E (independent of the full interval of integration)
satisﬁes E <MT −/(1−).We can choose the value of T such that it meets our desired accuracy. But for the Caputo
derivative, Ford and Simpson [18] detailedly analysed the employ of a ﬁxed integral length T induces the truncation
error E <(t1−n+1 − T 1−)M/(2 − ) and they drew the conclusion that unless the integral over which we are ﬁnding
the solution is very large indeed, the ﬁxed integral length with order preserved is unlikely to reduce signiﬁcantly the
computational effort compared with the full integral, even if  ∈ (0, 1). In the following, we demonstrate that for our
understanding of the short memory principle, the use of ﬁxed integral length instead of the full integral is possible and
effective for Caputo derivative when  ∈ (0, 1).
For the computation of (5), we choose the ﬁxed integral length T (tn > T ) then the truncation error is
E =
∣∣∣∣ 1()
∫ tn−T
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d
∣∣∣∣
 M
()
∣∣∣∣∫ tn−T
0
((tn+1 − )−1 − (tn − )−1) d
∣∣∣∣
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= M
()
|(h + T ) − tn+1 − T  + tn |
= M
()
∣∣∣∣∫ T+h
T
z−1 dz −
∫ tn+1
tn
z−1 dz
∣∣∣∣
= M
()
|(z∗1)−1h − (z∗2)−1h|
<
⎧⎪⎨⎪⎩
M
()
T −1h,  ∈ (0, 1),
M
()
(t−1n+1 − T −1)h,  ∈ (1,∞),
where z∗1 ∈ [T , T + h], z∗2 ∈ [tn, tn+1], and M = max0 tn−T f (, x()).
When doing the numerical computation of (2), for any given global error bound Eglobal (with step length h) or local
error bound Elocal, we just need to choose T such that
M
()
T −1 <Eglobal, i.e., T >
(
M
()Eglobal
)1/(1−)
,  ∈ (0, 1) (7)
or
M
()
T −1h<Elocal, i.e., T >
(
Mh
()Elocal
)1/(1−)
,  ∈ (0, 1) (7′)
and
M
()
(t−1n+1 − T −1)<Eglobal, i.e., T −1 > t−1n+1 −
Eglobal()
M
,  ∈ (1,∞) (8)
or
M
()
(t−1n+1 − T −1)h<Elocal, i.e., T −1 > t−1n+1 −
Elocal()
Mh
,  ∈ (1,∞). (8′)
In case > 1, in order to preserve the order of accuracy, we must choose T satisﬁes (8) (or (8′)), it means that we
will lose almost all of the computational beneﬁts of the method of ﬁxed integral length. But clearly from (7) (or (7′)),
we know in case  ∈ (0, 1), the ﬁxed integral length method is effective and the length T is independent of the full
interval of integration.
2.2. Nested meshes
The idea of nested memory concept introduced by Ford and Simpson in [18] can be well applied to numerically
approximate (5) in case  ∈ (1, 2), thus the computational cost at each step is reduce to O(log (h−1)) and the nested
mesh scheme preserves the order of the underlying quadrature rule on which it is based [18, Theorem 1].
For (5), we decompose its integral interval in the following way:
[0, tn] = [0, tn − pmT ] ∪ [tn − pmT, tn − pm−1T ] ∪ · · · ∪ [tn − p2T , tn − pT ] ∪ [tn − pT , tn], (9)
where T = h, h ∈ R+,m,, p ∈ N and pmT  tn <pm+1T .
If we denote Mh = {hn, n ∈ N} and l1, l2 ∈ N, l1 > l2, then Ml2h ⊃ Ml1h [18]. And the kernel of the integration
(5) decays algebraically in case  ∈ (1, 2), so we can take the step length h in the integral interval [tn − pT , tn] and
in the subsequent intervals [tn − p2T , tn − pT ], [tn − p3T , tn − p2T ], . . . , [tn − pmT, tn − pm−1T ], [0, tn − pmT ],
step lengths ph, p2h, . . . , pm−1h, pmh are used, respectively. Here we note that very often (tn − pmT ) − 0 cannot be
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divided by pmh, so the integral in the interval [0, l] (l = (tn − pmT ) − 
(tn − pmT )/(pmh) · (pmh)) is ignored, it
does not destroy the computational accuracy in general.
3. The predictor–corrector algorithm
We carry over the idea of the predictor–corrector algorithm which is used to solve the numerical solution of (1) in
[14], to the analytical formula (4) with some unavoidable modiﬁcations.
Firstly the product trapezoidal quadrature formula is applied to replace the integrals of (4),where nodes tj (j=n, n+1)
are taken with respect to the weight function (tn+1 − ·)−1 for the ﬁrst integral and nodes tj (j = 0, 1, . . . , n) are used
with respect to the weight function (tn+1 − ·)−1 − (tn − ·)−1 for the second integral. That is, we employ the
approximation∫ tn+1
tn
(tn+1 − )−1f (, x()) d ≈
∫ tn+1
tn
(tn+1 − )−1f˜n+1(, x()) d (10)
and ∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d ≈
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f˜n(, x()) d, (11)
where f˜n+1 and f˜n are the piecewise linear interpolations for f with nodes and knots chosen at tj , j = n, n + 1 and
tj , j = 0, 1, . . . , n, respectively. Using the standard technique of quadrature theory, it is found that we can write the
integrals on the right hands of (10) and (11) as∫ tn+1
tn
(tn+1 − )−1f˜n+1(, x()) d= h

(+ 1) (f (tn, x(tn)) + f (tn+1, x(tn+1))) (12)
and ∫ tn
0
((tn+1 − )−1 − (tn − )−1)f˜n(, x()) d= h

(+ 1)
n∑
j=0
aj,nf (tj , x(tj )),
where
aj,n =
⎧⎨⎩
(n + 1)(− n) + n(2n − − 1) − (n − 1)+1, j = 0,
(n − j + 2)+1 + 3(n − j)+1 − 3(n − j + 1)+1 − (n − j − 1)+1, 1jn − 1,
2+1 − − 3, j = n.
(13)
So, in case  ∈ (1, 2) our corrector formula is given as
xh(tn+1) = x(1)0 · h + xh(tn) +
h
(+ 2) (f (tn, xh(tn))
+ f (tn+1, xPh (tn+1))) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj )),  ∈ (1, 2), (14)
where we have used()(+1)=(+2), xh(tj ) (≈ x(tj ), j =1, 2, . . . , n+1) are the approximate values we have
already calculated (or will calculate) and xPh (tn+1) is the required preliminary approximation, the so-called predictor.
The staying problem is to determine the predictor formula, we need to calculate the value of xPh (tn+1), the idea isjust not to use the unknown value xh(tn+1) when we compute the ﬁrst integral of (4). For the ﬁrst integral of (4), the
product rectangle formula is used∫ tn+1
tn
(tn+1 − )−1f (, x()) d ≈
∫ tn+1
tn
(tn+1 − )−1f (tn, x(tn)) d= h


f (tn, x(tn)), (15)
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then the predictor formula is given as
xPh (tn+1) = x(1)0 · h + xh(tn) +
h
(+ 1)f (tn, xh(tn)) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj )),  ∈ (1, 2). (16)
Our predictor–corrector approach based on the analytical formula (4) is fully described by (14) and (16) with the
weights aj,n being deﬁned in (13). We notice that for the above predictor and corrector formulae they have the same
term
∑n
j=0 aj,nf (tj , xh(tj )) which has the biggest computational burden O(h−1), so we minimize the computational
cost in the sense that we just need to compute one times at each predictor–corrector iteration step.
Remark 3.1. If  ∈ (2,∞), then the predictor and corrector formulae for solving (1) are described by, respectively,
xPh (tn+1) =
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + xh(tn) +
h
(+ 1)f (tn, xh(tn)) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj )) (17)
and
xh(tn+1) =
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + xh(tn) +
h
(+ 2) (f (tn, xh(tn))
+ f (tn+1, xPh (tn+1))) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj )), (18)
where x(k)0 (k = 1, 2, . . . ,  − 1) are initial values and the deﬁnitions of aj,n are given in (13).
Our following discussion focuses on reducing the computational effort of (5), that is, using nested meshes for the
last sum term in our predictor and corrector formulae. For the integral (5), we decompose its integral interval as (9)
and still use the product trapezoidal quadrature formula at each subinterval (the same as (11)) but with different step
lengths. This idea’s detailed discussion is presented in Section 2.2 of this paper∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d
=
(∫ tn
tn−ph
+
m−1∑
i=1
∫ tn−pih
tn−pi+1h
+
∫ tn−pmh
0
)
((tn+1 − )−1 − (tn − )−1)f (, x()) d
≈ h

(+ 1)
n∑
j=n−p
bj,p0,nf (tj , x(tj ))
+
m−1∑
i=1
(pih)
(+ 1)
⎛⎝(p−1)∑
j=0
bj,pi ,nf (tn − pi(+ j)h, x(tn − pi(+ j)h))
⎞⎠
+ (p
mh)
(+ 1)
n/pm−−1∑
j=0
bj,pm,nf (tn − pm(+ j)h, x(tn − pm(+ j)h)), (19)
where n/pm −  stands for the ﬁrst integer which is not less than n/pm −  and pmh tn <pm+1h (i.e.,
m = ln((n − p)/+ p)/ lnp − 1) and
bj,p0,n =
⎧⎪⎨⎪⎩
(p+ 1)(− p) + (p)(2p− − 1) − (p− 1)+1, j = n − p,
(n − j + 2)+1 + 3(n − j)+1 − 3(n − j + 1)+1
−(n − j − 1)+1, n − p+ 1jn − 1,
2+1 − − 3, j = n,
(20)
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for i = 1, 2, . . . , m,
bj,pi ,n =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−(1/pi + )+1 + +1 + (1/pi + + 1)+1
−(+ 1)+1 − ((1/pi + ) − )(+ 1), j = 0,
(+ j − 1 + 1/pi)+1 − (+ j − 1)+1 − 2(+ j + 1/pi)+1
+2(+ j)+1 + (+ j + 1 + 1/pi)+1 − (+ j + 1)+1, 1j(p − 1)− 1,
(pi− 1 + 1/pi)+1 − (pi− 1)+1 − (pi+ 1/pi)+1
+(pi)+1 + ((pi+ 1/pi) − (pi))(+ 1), j = (p − 1).
(21)
By employing (19)–(21), we reduce the computational cost of (5) from O(h−1) to O(log (h−1)) in case  ∈ (1, 2). It
can be noted that we do not need to compute all the coefﬁcients bj,pi ,n (because almost all of them have been computed
in the previous iterations, at most there is one unknown coefﬁcient which is necessary to compute) when performing
one times predictor–corrector iteration. In general, after doing pm times predictor–corrector iterations, we require to
compute one unknown coefﬁcient.
As far as the stability properties are concerned, ﬁrst the numerical computation of (5) is stable, because for∫ tn
0
((tn+1 − )−1 − (tn − )−1)f˜n(, x()) d= h

(+ 1)
n∑
j=0
aj,nf (tj , x(tj )),
all aj,n are negative and
h
(+ 1)
n∑
j=0
aj,n = −1

(h + tn+1 − tn ),
if computing f (tj , x(tj )) induces an error j , (j = 0, 1, . . . , n), then j arose the error
en = h

(+ 1)
n∑
j=0
aj,nf (tj , x(tj )) − h

(+ 1)
n∑
j=0
aj,n(f (tj , x(tj )) + j )
= − h

(+ 1)
n∑
j=0
aj,nj  − h

(+ 1)
n∑
j=0
aj,n= 1

(h + tn+1 − tn ),
where = max0 jn|j |. If the formulae (19)–(21) are used, the stability property cannot be destroyed. Then the left
stability analysis for (16), (14) and (17), (18) is same to that in classical Adams-Bashforth–Moulton scheme. One of
the ways of improving the stability properties is to use the so-called P(EC)ME algorithm.
4. Error analysis of the predictor–corrector algorithm
Firstly, we propose several lemmas for giving the local error analysis of our predictor–corrector formulae. That is
the errors which are induced by the approximations in (15), (10) and (11), respectively.
In the following error analysis, we always use the same C to denote some ﬁxed constants which may have dissimilar
values at different formulae. For some different ﬁxed constants at one formula, we employ C1, C2, . . . to distinguish
them.
The error of the product rectangle rule (15) is given as
Lemma 4.1.∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1(f (, x()) − f (tn, x(tn))) d
∣∣∣∣ Ch+1,
where (f (, x())/) ∈ C[0, t) for some suitable t.
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Proof. ∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1(f (, x()) − f (tn, x(tn))) d
∣∣∣∣
 ‖f (, x())/‖∞
()
∫ tn+1
tn
(tn+1 − )−1(− tn) d
= ‖f (, x())/‖∞
()
1
(+ 1)h
+1
= ‖f (, x())/‖∞
(+ 2) h
+1
= Ch+1 where C = ‖f (, x())/‖∞
(+ 2) . 
The error in the approximation (16) is described by
Lemma 4.2. If 2f (, x())/2 ∈ C[0, t) for some suitable t, then∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1(f (, x()) − f˜n+1(, x())) d
∣∣∣∣ Ch+2.
Proof. According to the property of linear interpolation polynomials,
f (, x()) − f˜n+1(, x()) = f [, tn, tn+1](− tn)(− tn+1),
where f [, tn, tn+1] is second divided differences. So,∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1(f (, x()) − f˜n+1(, x())) d
∣∣∣∣
=
∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1f [, tn, tn+1](− tn)(− tn+1) d
∣∣∣∣
=
∣∣∣∣ 1()f [, tn, tn+1]
∣∣∣∣ · ∫ tn+1
tn
(tn+1 − )−1(− tn)(− tn+1) d,
=
∣∣∣∣ 1() f ′′(	, x(	))2
∣∣∣∣ · ∫ tn+1
tn
(tn+1 − )−1(− tn)(− tn+1) d,
=
∣∣∣∣ 1() f ′′(	, x(	))2
∣∣∣∣ · (1 t2nh + 2(+ 1) tnh+1 + 2(+ 1)(+ 2)h+2 − 1 (tn + tn+1)tnh
− 1
(+ 1) (tn + tn+1)h
+1 + 1

tntn+1h
)
=
∣∣∣∣ 1() f ′′(	, x(	))2
∣∣∣∣ · (− 1(+ 1)h+2 + 2(+ 1)(+ 2)h+2
)
=
∣∣∣∣ 1() f ′′(	, x(	))2
∣∣∣∣ · 1(+ 1)(+ 2)h+2
 ‖f
′′(	, x(	))‖∞
2()(+ 1)(+ 2)h
+2
= Ch+2,
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where , 	 ∈ [tn, tn+1], C = ‖f ′′(	, x(	))‖∞/(2()( + 1)( + 2)) and in the above equalities the second integral
mean value theorem and the properties of second divided differences are used. 
The error introduced by the approximation (11) is given as
Lemma 4.3.∣∣∣∣ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1) · (f (, x()) − f˜n(, x())) d
∣∣∣∣ C · hmin{+2,3},
where 2f (, x())/2 ∈ C[0, t) for some suitable t.
Proof. The idea of this lemma’s proof is similar to the above two lemmas, namely∣∣∣∣ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1) · (f (, x()) − f˜n(, x())) d
∣∣∣∣
 ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣∣∣
n−1∑
j=0
∫ tj+1
tj
((tn+1 − )−1 − (tn − )−1)(− tj )(− tj+1) d
∣∣∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣∣∣
n−1∑
j=0
∫ tj+1
tj
2
(
−1

)
· d((tn+1 − ) − (tn − ))
+(tj + tj+1)
∫ tj+1
tj

1

· d((tn+1 − ) − (tn − )) − 1

tj tj+1((tn+1 − ) − (tn − ))|=tj+1=tj
∣∣∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣∣∣
n−1∑
j=0
∫ tj+1
tj
(
−1

)
((tn+1 − ) − (tn − )) · 2 d
+ tj + tj+1

((tn+1 − ) − (tn − ))|=tj+1=tj −
tj + tj+1

∫ tj+1
tj
((tn+1 − ) − (tn − )) d
−1

tj tj+1((tn+1 − ) − (tn − ))|=tj+1=tj
∣∣∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣∣∣
n−1∑
j=0
{
−1

t2j+1(tn−j − tn−j−1) +
1

t2j (t

n−j+1 − tn−j )
− 2
(+ 1) tj+1(t
+1
n−j − t+1n−j−1) +
2
(+ 1) tj (t
+1
n−j+1 − t+1n−j )
− 2
(+ 1)(+ 2) (t
+2
n−j − t+2n−j−1 − t+2n−j+1 + t+2n−j ) +
1

(tj + tj+1)tj+1(tn−j − tn−j−1)
− 1

(tj + tj+1)tj (tn−j+1 − tn−j ) +
1
(+ 1) (tj + tj+1)(t
+1
n−j − t+1n−j−1 − t+1n−j+1 + t+1n−j )
− tj tj+1

(tn−j − tn−j−1 − tn−j+1 + tn−j )
} ∣∣∣∣∣∣
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= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣∣∣
n−1∑
j=0
{
− 2
(+ 1)(+ 2) (t
+2
n−j − t+2n−j−1 − t+2n−j+1 + t+2n−j )
− h
(+ 1) (t
+1
n−j+1 − t+1n−j−1)
} ∣∣∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{− 2(+ 1)(+ 2) (t+2n − t+2n+1 + t+21 ) − h(+ 1) (t+1n+1 + t+1n − t+11 )
}∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{− 2(+ 1)(+ 2) (t+2n − t+2n+1 ) − h(+ 1) (t+1n+1 + t+1n ) + h+2(+ 1)(+ 2)
}∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{ −h(+ 1) (t+1n+1 + t+1n − 2(z∗)+1) + h+2(+ 1)(+ 2)
}∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{ −h(+ 1) ((t+1n+1 − (z∗)+1) − ((z∗)+1 − t+1n )) + h+2(+ 1)(+ 2)
}∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{−h2 ((z∗∗) − (˜z∗∗)) + h+2(+ 1)(+ 2)
}∣∣∣∣
= ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣{−(z∗∗∗)−1h3 + h+2(+ 1)(+ 2)
}∣∣∣∣
C · hmin{+2,3},
where z∗ ∈ [tn, tn+1], z∗∗ ∈ [z∗, tn+1] ⊂ [tn, tn+1], z˜∗∗ ∈ [tn, z∗] ⊂ [tn, tn+1], z∗∗∗ ∈ [˜z∗∗, z∗∗] ⊂ [tn, tn+1] and
C = ‖f
′′(	, x(	))‖∞
()
·
∣∣∣∣(z∗∗∗)−1 − 1(+ 1)(+ 2)
∣∣∣∣ . 
Theorem 4.4. When > 1, if 2f (, x())/2 ∈ C[0, t) for some suitable t, then the local truncation error of our
algorithm with the predictor and corrector formulae (16), (14) ( ∈ (1, 2)) and (17), (18) ( ∈ (2,∞)) is O(h3), and
the convergent order is 2, i.e., max
j=0,1,...,n+1 |x(tj ) − xh(tj )| = O(h
2).
Proof. This proof will be based on mathematical induction. In view of the given initial condition, the induction basis
(j = 0) is presupposed, it has convergent order 2. Now, assume that the convergent order is 2 for j = 0, 1, . . . , k, kn,
we have the local truncation error∣∣∣∣∣∣x(tn+1) −
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn)
+ h

(+ 2) (f (tn, x(tn)) + f (tn+1, x
P
h (tn+1))) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣
=
∣∣∣∣∣∣
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn) +
1
()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d
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+ 1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d
⎫⎬⎭−
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn)
+ h

(+ 2) (f (tn, x(tn)) + f (tn+1, x
P
h (tn+1))) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣
=
∣∣∣∣∣∣
⎧⎨⎩ 1()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d− h

(+ 2) (f (tn, x(tn)) + f (tn+1, x
P
h (tn+1)))
⎫⎬⎭
+
⎧⎨⎩ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d− h

(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣
=
∣∣∣∣∣∣
{
1
()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d− h

(+ 2) (f (tn, x(tn)) + f (tn+1, x(tn+1)))
}
+ h

(+ 2) (f (tn+1, x(tn+1)) − f (tn+1, x
P
h (tn+1)))
+
⎧⎨⎩ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d− h

(+ 2)
n∑
j=0
aj,nf (tj , x(tj ))
⎫⎬⎭
+
⎧⎨⎩ h(+ 2)
n∑
j=0
aj,nf (tj , x(tj )) − h

(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣

∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1(f (, x()) − f˜n+1(, x())) d
∣∣∣∣+ ∣∣∣∣ h(+ 2) · L · (x(tn+1) − xPh (tn+1))
∣∣∣∣
+
∣∣∣∣ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)(f (, x()) − fn(, x())) d
∣∣∣∣
+
∣∣∣∣∣∣ h

(+ 2)
n∑
j=0
aj,nL · (x(tj ) − xh(tj ))
∣∣∣∣∣∣
C1h+2 + L
(+ 2)h
+min{+1,3} + L
(+ 2)h
min{+2,3} +
∣∣∣∣(−12h + (z∗)−1h
)∣∣∣∣Lh2
<Ch3,
where z∗ ∈ (tn, tn+1), Lemmas 2 and 3 in the above proof are used, and also we utilize the result |x(tn+1)−xPh (tn+1)|=
O(hmin{+1,3}) which can be proved by using Lemmas 1–3 and the similar idea to the above proof, its sketch proof is
given as∣∣∣∣∣∣x(tn+1) −
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn) +
h
(+ 1)f (tn, x(tn)) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣
=
∣∣∣∣∣∣
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn) +
1
()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d
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+ 1
()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d
⎫⎬⎭−
⎧⎨⎩
−1∑
k=1
x
(k)
0
k! (t
k
n+1 − tkn) + x(tn)
+ h

(+ 1)f (tn, x(tn)) +
h
(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
⎫⎬⎭
∣∣∣∣∣∣

∣∣∣∣ 1()
∫ tn+1
tn
(tn+1 − )−1f (, x()) d− h

(+ 1)f (tn, x(tn))
∣∣∣∣
+
∣∣∣∣∣∣ 1()
∫ tn
0
((tn+1 − )−1 − (tn − )−1)f (, x()) d− h

(+ 2)
n∑
j=0
aj,nf (tj , xh(tj ))
∣∣∣∣∣∣
 · · · Chmin{+1,3}.
We have proved the local truncation error of our algorithm is O(h3) when > 1, so the convergent order is 2. 
Lemma 4.5 (Ford and Simpson [18, Theorem 1]). The nested mesh scheme preserves the order of the underlying
quadrature rule on which it is based.
Because of Theorem (4.4), Lemma (4.5) and the analysis in Section 2.2, we have
Theorem 4.6. In case  ∈ (1, 2), if 2f (, x())/2 ∈ C[0, t) for some suitable t, then the local truncation error of
our algorithm with the predictor and corrector formulae (22) and (23) is O(h3),
xh(tn+1) = x(1)0 · h + xh(tn) +
h
(+ 2) (f (tn, xh(tn))
+ f (tn+1, xPh (tn+1))) +
h
(+ 1)
n∑
j=n−p
bj,p0,nf (tj , x(tj ))
+
m−1∑
i=1
(pih)
(+ 1)
⎛⎝(p−1)∑
j=0
bj,pi ,nf (tn − pi(+ j)h, x(tn − pi(+ j)h))
⎞⎠
+ (p
mh)
(+ 1)
n/pm−−1∑
j=0
bj,pm,nf (tn − pm(+ j)h, x(tn − pm(+ j)h)) (22)
and
xPh (tn+1) = x(1)0 · h + xh(tn) +
h
(+ 1)f (tn, xh(tn)) +
h
(+ 1)
n∑
j=n−p
bj,p0,nf (tj , x(tj ))
+
m−1∑
i=1
(pih)
(+ 1)
⎛⎝(p−1)∑
j=0
bj,pi ,nf (tn − pi(+ j)h, x(tn − pi(+ j)h))
⎞⎠
+ (p
mh)
(+ 1)
n/pm−−1∑
j=0
bj,pm,nf (tn − pm(+ j)h, x(tn − pm(+ j)h)), (23)
the convergent order is 2, i.e., maxj=0,1,...,n+1|x(tj ) − xh(tj )| = O(h2), where the meanings of p,  and m are same
to those in (9).
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Table 1
Error behavior versus the variation of p and T (the deﬁnition of p and T are given in (9)) at time t = 50 with exact (analytical) value x(50)= 2450,
fractional order = 1.5, step length h = 1/80
p T Computing value Absolute error Relative error (%)
1 1 2448.8 1.2 0.0489
2 4 2465.6 15.6 0.6367
2 3 2466.0 16.0 0.6530
2 2 2432.7 18.0 0.7347
3 4 2467.2 17.2 0.7020
3 3 2467.0 17.0 0.6939
3 2 2466.1 16.1 0.6571
4 4 2469.3 19.3 0.7878
4 3 2469.1 19.1 0.7796
4 2 2467.0 17.0 0.6939
Remark 4.7. When performing numerical computation, if  ∈ (0, 1) we can use the predictor–corrector approach
mentioned in [14] and further uniting the nested mesh, so we have the convergent order 1 +  and computational cost
O(h−1 logh−1). If  ∈ (1, 2), combining the predictor–corrector approach in this paper and the nested mesh, i.e., with
predictor and corrector formulae (22) and (23), we get the convergent order 2 and computational cost O(h−1 logh−1).
Less occurring in practical application case  ∈ (2,∞), both the predictor–corrector approaches in this paper and in
[14] have the same convergent order 2 and computational cost O(h−2).
5. A numerical example
The following fractional differential equation is considered [15]:
D∗x(t) =
2
(3 − ) t
2− − x(t) + t2 − t,  ∈ (1, 2), (24)
with initial conditions
x(0) = 0, x′(0) = −1.
Note that the exact solution to this problem is
x(t) = t2 − t .
Table 1 shows the computing value, the absolute numerical error and the relative numerical error for different values
of p and T which are deﬁned in (9). The algorithm is implemented using the Matlab 6.5 on a Lenovo Pentium PC.
According to the numerical results we can see computing errors are in general acceptable in engineering when the
computational cost is greatly minimized, especially the computing error is not sensitive to the value of p. On the other
hand, this numerical example also illuminates our algorithm is numerical stable.
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