What is hidden in a heuristic evaluation: tactics from the experts by Salgado, André de Lima et al.
  Universidade de São Paulo
 
2016-06
 
What is hidden in a heuristic evaluation: tactics
from the experts
 
 
International Conference on Information Systems and Technology Management, XIII, 2016, São
Paulo.
http://www.producao.usp.br/handle/BDPI/51062
 
Downloaded from: Biblioteca Digital da Produção Intelectual - BDPI, Universidade de São Paulo
Biblioteca Digital da Produção Intelectual - BDPI
Departamento de Ciências de Computação - ICMC/SCC Comunicações em Eventos - ICMC/SCC
 1 
DOI: 10.5748/9788599693124-13CONTECSI/PS-4068 
 
WHAT IS HIDDEN IN A HEURISTIC EVALUATION: TACTICS FROM THE EXPERTS 
 
André de Lima Salgado (Universidade de São Paulo, São Paulo, Brasil) – alsalgado@usp.br 
Renata Pontin de Mattos Fortes (Universidade de São Paulo, São Paulo, Brasil) -  
renata@icmc.usp.br 
Silvana Maria Affonso de Lara (Instituto Federal de Educação, Ciência e Tecnologia de São Paulo, 
São Paulo, Brasil) - silaffonso@ifsp.edu.br 
André Pimenta Freire (Universidade Federal de Lavras, Minas Gerais, Brasil) - 
apfreire@dcc.ufla.br 
 
Usability of software is recognized as an important factor to develop software quality and 
ergonomics, and is capable of improving the efficiency and effectiveness of users. In addition, 
higher usability increases the satisfaction of customers. One of the most popular and economical 
accessible methods for usability evaluation is the Heuristic Evaluation (HE). However, a 
conduction of HE still depends on the participation of expert evaluator to produce the best results 
with quality; and expert evaluators are expensive and rare to find. Still, a little is know about 
adaptations of HE for novice evaluators. The development of adaptations to HE that can support 
the performance of novice evaluators, reducing the costs of applying it, remains as a challenge in 
the literature. In this context, organizations with a low monetary power rarely conduct usability 
evaluation in their process of software development. Researches that intend to investigate new 
approaches to enhance the performance of novice evaluators during HE are highly important to 
help these organizations to increase the quality of their products and satisfaction of their customers. 
The purpose of this study was to adapt the HE for novice evaluators, developing a set of tactics 
based on the knowledge of expert evaluators use during their performance of HE. We conducted a 
survey with four experts in usability related area in order to collect their main procedures used to 
perform a HE that were not described in the original method, since it is a lean method. Each expert 
informed tactics that he/she believed could help novice evaluators in their performance of a HE. A 
total of 38 tactics was collected from the survey. These tactics can help novice evaluators to qualify 
their performance in a HE, working as a help and support during their initial HEs. In addition, the 
experts also showed the importance of experiencing other methods of usability evaluation in order 
to improve the performance in a HE. Future studies must validate the use of the tactics, investigate 
the addition/removing of any tactic, and explore the potential of these tactics for training novice 
evaluators. 
 
Keywords: Usability, Usability Evaluation Methods, Heuristic Evaluation, Tactics, and Novice 
Evaluators 
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1. Introduction 
 
 
Usability is a factor that impacts the ergonomics, quality and success of software products 
(Fernandez, Insfran, & Abrahão, 2011:789), (ISO/IEC TR 25060, 2010;1), (ISO/TR 9241-
100, 2010:1). Nielsen defined usability as the degree of easiness and pleasure that users 
have using a product ("Usability 101: Introduction to Usability", 2012:1). Organizations 
that adopt usable software achieve the following benefits: increase the productivity, 
increase the achievement of goals, their profits, and reduce monetary loses (Barua, Mani, 
& Mukherjee, 2012:1), ("Usability 101: Introduction to Usability", 2012:1). To achieve 
usability in the development of a product, evaluating it is essential (Hertzum, Molich, & 
Jacobsen, 2014:134).   
 
Methods that propose the evaluation of usability in products are called Usability 
Evaluation Methods (UEMs). According to Dix et al., UEMs that depend on the 
participation of end users are called user participation; and UEMs that do not depend on 
users, but on usability experts, are called expert analysis (Dix, Finlay, Abowd & Beale, 
2003: 320).  
 
Managing the development of usable software can be a challenging activity. The process of 
usability evaluation of a product is not a unique step in the development. Instead, the 
evaluation of usability must occur as a cycle during the whole process of development. In 
this context, managers must be aware of the correct application of UEMs in order to 
enhance the degree of usability and, in consequence, the user satisfaction (Fernandez et al., 
2011:789), (Dix et al., 2003: 319), (Rogers, Sharp, & Preece, 2011: 476). 
 
Methods of user participation are commonly recognized as a gold standard among the 
UEMs (Hartson, Andre, & Williges, 2003:145). However, methods of user participation 
may not be employed in all development cycles by organizations, as they may be more 
complicated to clear ethical procedures, take longer periods to be conducted and are more 
expensive in comparison to others (Borsci et al., 2013:144), ("Usability Testing", 2015:1), 
(Munteanu et al., 2015:105).  
 
 
Methods of expert analysis are an alternative to the cons of methods of user participation, 
having different cons. Among the methods of expert analysis, the Heuristic Evaluation 
(HE) have been largely applied (Følstad, Law, & Hornbæk, 2012:2127), (Martins, Queirós, 
Silva, & Rocha, 2014:250).  A HE can reduce the costs of a user participation method by 
counting on a few evaluators to inspect an interface in order to find possible disagreements 
with a list of usability principles (Nielsen & Molich, 1990: 249), (Nielsen, 1992: 373). 
Although, to achieve the best quality in results of a HE, organizations must count on 
multiple expert evaluators (Borys & Laskowski, 2014:144), (Johannessen & Hornbæk, 
2014:195); Nielsen & Molich, 1990:249), (Nielsen, 1992, 1994b:25). Counting on multiple 
expert evaluators still represents an expensive price for organizations of low monetary 
power as not-for-profit and Micro and Small Enterprises (Bruun & Stage, 2014:1148), 
(Bruun and Stage, 2015:40), (Koutsabasis, Spyrou, Darzentas, & Darzentas, 2007:18). 
Through a literature review, one can see that studies that explore alternatives to adapt the 
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method of HE aiming novice evaluators are still rare in the literature. The main advantage 
of adapting the HE method instead of developing new ones is that it has been already 
widely applied and been accepted by many organizations. 
 
The development of adaptations of HE that enhance the performance of novice evaluators 
can take the advantages of this popular and highly accepted UEM and transform it in 
competitive advantages for organizations of low monetary power. Researching on methods 
that improve the potential of organizations as not-for-profit, Micro-and-Small 
Organizations and Lean Startups can be fundamental for developing of countries as Brazil 
(Appelbaum, Kozlowski, & Vasarhelyi, 2015: 1689), (Sampaio, Marinho, & Moura, 
2014:1). 
 
The literature on adaptations of HE for novice evaluators is still on its early stages (see the 
Literature Review Section in sequence). The purpose of this study was to collect 
knowledge from expert evaluators in order to pass it to the novices aiming to support their 
performance in HEs. In this context, we conducted a survey with four usability experts in 
order to collect the main tactics they use that, in their opinion, could help novice evaluators 
to qualify their performance in HEs. Two usability researchers analyzed all tactics and 
grouped them into ten groups, according to the heuristic that each one was most applicable. 
We reinforce that the aim of the study was by no means to devise a checklist for 
evaluators, but to devise a set of tactics to help novice evaluators build on the experience 
of expert evaluators to develop their skills to perform HE. As novice evaluators practice 
these tactics, they may learn it and improve their performance in a HE. 
 
The next session presents a review of the literature on adaptations of Heuristic Evaluation 
for novice evaluators. The remaining of this paper presents a methodology session, a 
session for the results, one for the conclusions of this study, a session for recommendations 
and a session of acknowledgements for those who kindly supported this investigation. 
 
1.2. Literature Review 
 
1.2.1. Heuristic Evaluation 
 
 
The Heuristic Evaluation (HE) method was developed by Nielsen and Molich after a 
sequence of studies (Molich & Nielsen, 1990:338), (Nielsen & Molich, 1990:249), 
(Nielsen, 1992:373), (Nielsen, 1994a:152).  The HE is a kind of expert analysis UEM; it 
does not require the participation of users during it. Among other advantages of HE, it is 
quick to apply, provide fast results, and can be conducted in early phases of the 
development process without an implemented prototype (Dix et al., 2003: 324),  (Rogers, 
Sharp, & Preece, 2011: 505).  
 
The HE is a simple and flexible method, because it is supported by the knowledge of the 
evaluators. According to Rogers et al., the HE can be divided in three sessions: briefing 
session, evaluation period, and debriefing session (Rogers et al., 2011: 505).  During the 
briefing session, the organizers of the HE might invite the evaluators, explain to them 
about the product under evaluation and provide to them other important information that 
they consider necessary. In sequence, the evaluation period is the period when the 
evaluators in fact inspect the interface. The evaluators must consider a list of a few pre-
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defined usability principles, called heuristics, during this session. The evaluators, in this 
session, must inspect independently the interface aiming to find possible events of 
disagreements between the interface and at least one of the considered heuristics. These 
events are possible usability problems, because they may affect some of the characteristics 
of the usability definition.  
 
The following list presents the title of each heuristic of Nielsen and Molich, the full 
description can be verified at the website of Nielsen Norman Group ("10 Usability 
Heuristics for User Interface Design ", 2016:1): 
 
1. Visibility of system status. 
2. Match between system and the real world. 
3. User control and freedom. 
4. Consistency and standards. 
5. Error prevention. 
6. Recognition rather than recall. 
7. Flexibility and efficiency of use. 
8. Aesthetic and minimalist design. 
9. Help users recognize, diagnose, and recover from errors. 
10. Help and documentation. 
 
In previous studies we found that the traditional set of the ten usability heuristics of 
Nielsen and Molich can be applied for the evaluations of new interfaces, as mobile devices, 
and to evaluate interfaces for challenging groups of users, as the elderly (de Lima Salgado 
& Freire, 2014:178), (de Oliveira Siena, de Lima Salgado, & Fortes, 2015:7:1).  
 
The last session of a HE is the debriefing session. At this session, the evaluators are called 
to get together in order to discuss their findings from the evaluation period. In this session, 
the evaluators are requested to discuss the existence of the problems found, and to rate 
severities to these problems (Dix et al., 2003: 325), (Rogers et al., 2011: 505). The list of 
severities is (Nielsen, 1994b:25):  
 
- 0 - not a usability problem: it is not a usability problem at all. 
- 1 - Cosmetic problem: correction only in case of extra time in the project. 
- 2 - Minor problem: low priority for correction. 
- 3 - Major problem: high priority for correction. 
- 4 - Usability catastrophe: must be corrected before the release of the product. 
 
1.2.2. Classification of Usability Evaluators Expertise 
 
 
A classification of different expertise for evaluators in usability related area is not well 
consolidated yet. According to MacDonald and Atwood, various questions about the skills 
needed to be an expert evaluator in UEMs still remain to be answered in the literature 
(MacDonald & Atwood, 2013:1969). During the first studies of Nielsen about HE, he 
described an expert evaluator as someone with a graduate degree or several years of job 
experience in usability related area. To the best of our knowledge, Botella and colleagues 
(Botella, Alarcon, and Peñalver, 2014:25:1) proposed the first schema for classification of 
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different expertise of usability evaluators. The recent study of Botella et al. (2014) 
proposed a five-scale classification for these professionals, which includes: 
 
 Novice: evaluators without a bachelor's degree in usability related area, but with 
some training course and few practices of practice with UEMs. 
 Beginner: evaluators without bachelor's degree in usability related area, but with 
multiple training courses or less than 2,500 hours of practice with UEMs. 
 Intermediate: evaluators with a bachelor's degree in usability related area, or less 
than 5,000 hours of practice with UEMs. 
 Senior: evaluators with a master's degree in usability related area, or less than 7,500 
hours of practice with UEMs. 
 Expert: evaluators with a master's or PhD degree in usability related area, and at 
least 10,000 hours of practice with UEMs. 
 
The Botella’s classification showed how difficult is to satisfy the knowledge required for 
people to be an expert evaluator. This fact increases the costs of counting on experts to 
perform a HE. 
 
1.2.3. Heuristic Evaluation for Novice Evaluators 
 
 
A review of the literature presented only a few studies about adaptations of HE for novice 
evaluators. The need for these adaptations was raised by Slavkovic and Cross (Slavkovic 
and Cross, 1999: 304). However, since their suggestions of adaptation proposed in their 
study, only a few studies had investigated possible solutions.  
 
A field of researches has investigated the application of HE for children and teenagers as 
evaluators (MacFarlane & Pasiali, 2005:28), (MacFarlane, Sim, & Horton, 2005:103), 
(Read, 2015:64), (Salian, Sim, & Read, 2013:137), (Salian & Sim, 2014:26:26), (Wodike, 
Sim, & Horton, 2014:353). Some adaptations were shown in these studies. However, a 
little is known about its applicability to the general profile of novice evaluators, since the 
studies have addressed only a special profile (teenagers and children) of them. 
 
In another perspective, Botella et al (Botella, Alarcon, and Peñalver, 2013:72) proposed a 
new framework that could provide suggestion of appropriated heuristics for novice 
evaluators during a HE. The framework proposed was described as being made for web 
usability evaluation. The study of Botella et al. is still ongoing. To understand and discuss 
the extension of Botella et al.´s contributions we need to wait for their possible results. 
However, it seems to be an innovative way to adapt the HE for novice evaluators. 
 
The study of Buykx (Buykx, 2009: 1) was aimed to improve the method of HE for 
evaluators of any expertise. The referred Masters dissertation proposed a new concept for 
HE based on practices of collaborative work. As a result, a collaborative variation of HE 
was created and named Collaborative Heuristic Evaluation - CHE (Buykx, 2009: 1), (Petrie 
& Buykx, 2010:1). The main adaptation that the collaborative method showed as 
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potentially better than the traditional HE was that evaluators could perform the evaluation 
period collaboratively, and not independently anymore. Buykx suggested as future studies 
to investigate the potential of using the CHE as training for novice evaluators by making 
groups mixing both expert and novice evaluators for the evaluation period.  
 
In this study, we aimed to develop a set of tactics that can help the novice evaluators to 
perform a HE evaluation. As the novices acquire expertise in the conduction of the method, 
they may abandon the use of the set. 
 
 
2. Methodology 
 
 
The aim of this study was to collect tactics that expert evaluators believe can help novice 
evaluators to perform a better HE. Novices could use this set of tactics until the time they 
develop enough expertise to abandon it. This session shows the methodology used to 
collect and analyze all the data. In fact, it is worth to highlight that the adopted 
methodology could be classified as a qualitative scientific research. Since the purpose of 
this study and the gathered data was to register the observations and qualify the 
information, the authors had in mind to identifying and expressing the tactics to help and 
support novice evaluators while doing their HE activity. 
 
2.1. Design of the study 
 
 
In this study, we applied a survey with four (4) experts in usability related area in order to 
collect which tactics they use during a HE that, in their opinion, could help novice 
evaluators to conduct better HEs. Due to the dependence of the method on the evaluators’ 
expertise, we decided to collect tactics that the experts use that were not described in the 
method and can possibly help the novices. After the survey, two usability researchers 
grouped all tactics into sets according to each of the traditional heuristics of Nielsen and 
Molich it was more related. 
 
2.2. Participants – Experts 
 
 
Four (4) experts in usability related area voluntarily took part in the survey of this study. 
All these experts have strong experience with HE, have participated of several usability 
evaluations for researches and market purposes, have previous experience teaching the 
method to novice evaluators, and have conducted researches on usability related are for at 
least four years.  
 
All experts agreed to voluntarily participate in this study. We reinforce that the limited 
number of experts was due to the difficulty and elevated costs of finding them. 
 
2.3. Design of the Survey 
 
We decided to conduct an innovative survey in the field, considering that few researches 
about adaptations of HE that aims to adapt it for novice evaluators. To the best of our 
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knowledge, this is a first survey that aims to collect data about tactics to help novice 
evaluators during a HE.  
 
Previous study showed that methods based on the knowledge of usability expert can 
produce valuable insights to the literature about adaptations of HE (Mankoff et al., 2003: 
169). Our survey asked the experts to inform tactics that they use when performing a HE 
that they believe could help and support novice evaluators during their initial performances 
of HEs. These tactics should not be suggested as guidelines, but as helpful orientations that 
may not be used as the evaluators get more expertise. 
  
2.4. Data Analysis 
 
 
Two usability researchers did the data analysis from the results of the survey. The aim of 
the data analysis process was to review the suggestions of the experts in order to organize 
them in a new set that could be used as a strategy for the novices. For this reason, both 
researchers decided to organize the tactics according to the traditional usability heuristics 
of Nielsen and Molich. For each heuristic, the researchers grouped the tactics that were 
more related.  
 
The division of the tactics did not mean that each tactic could only be used to find 
disagreements with the respective heuristic; on the contrary, the division was made in order 
to facilitate novices to understand and apply the tactics.  
 
 
3. Results and Discussion 
 
 
The results of the survey were 38 tactics that experts recommend aiming to help novice 
evaluators in their performance of a HE. After this, two (2) usability researchers divided all 
the tactics in 10 sets according to the heuristic they were more related. The division of the 
tactics does not signify that each tactic can only be used to help the discovery of 
disagreements with the respective heuristic, but which heuristic each tactic is more relate 
to. We believe that this strategy of division will be easier to the novices to find the help 
and support they need. 
  
Table 1 shows the final sets of tactics resulted from our study. The first column of the table 
shows each one of the heuristics of Nielsen and Molich. The second column shows the sets 
of tactics that a novice evaluator can use to help him/her to find disagreements to the 
respective heuristic. 
 
Table 1. Sets of tactics for novice evaluators perform a better Heuristic Evaluation. 
 
Nielsen and Molich Heuristics Tactics (T#) from the Experts 
1. Visibility of system status. T1. Test the interface with a screen reader. 
 
T2. Verify if the interface element related to the task is 
clearly visible. 
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T3. Verify if no other information is fighting for the 
attention with the interface element necessary to 
complete the task. 
 
T4. Verify if the interface elements used to provide the 
feedback are easy to be understood by the users. 
 
2. Match between system and 
the real world. 
T5. Verify if the interface elements of the interface 
follow the patterns from the real world. 
 
T6. Verify if the icons used in the interface follow the 
patterns from other similar or popular interfaces. 
 
T7. Verify if the feedback appears in an acceptable time 
considering the perception of the users. 
 
3. User control and freedom. T8. Test the interface with situations where users could 
make errors and verify if it provides an option to 
undo the action, delete the effects that it had caused, 
and return to the previous state of the interface. 
 
T9. In case the interface provides an undo option (see 
the tactic T8). Then, verify if the interface provides 
an option of redoing the recent action, returning the 
interface for the state before the undo was done. 
 
T10. Verify if the options of undo and redo are easy of 
finding. 
 
T11. Verify if the interface allows the users to start their 
interaction from any state of the interface.  
 
4. Consistency and standards. T12. Verify if the interface keeps the same terms (or 
any other interface element) when referring to the 
same content among different states. 
 
T13. Verify if similar actions cause similar effects in 
the interface among the different states of the 
interface. 
 
T14.  External consistency and familiarity also play an 
important role – verify whether the application is 
consistent with other similar mainstream 
applications commonly used by users. 
 
5. Error prevention. T15. Test the interface with situations where the users 
can possibly make errors in order to test if it 
prevents the users of making these errors. 
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T16. Always consider the possibility of an error to 
occur. Different probabilities of users making some 
errors can imply in different severities for the 
usability problem and should not be ignored.  
 
T17. Verify if the interface provides elements that make 
easy the entry of data of specific formats (when 
required). 
 
T18. Verify if the elements cited in s15 are easy to find. 
 
6. Recognition rather than 
recall. 
T19.  Verify if the information needed to complete the 
task is visible for the users in every state of the 
interface during the execution of a task. 
 
T20. Verify if the interface informs the users about 
where they are in every state of the interface during 
the execution of a task. 
 
T21. Verify the communicability of interface 
components, and whether users would be able to 
recognize them accordingly instead of having to 
recall what they do. 
 
7. Flexibility and efficiency of 
use. 
T22. Verify if the interface allows users to use popular 
shortcuts.  
 
T23. Verify if the interface works well in a speed that is 
consistent to the speed of expert users using it. 
 
T24. Verify if the interface provides multiple ways to 
navigate to items of content or functionality. 
 
8. Aesthetic and minimalist 
design. 
T25. Verify the quality of the contrast of colors used for 
fonts in the interface. 
 
T26.  Verify the quality of the size of the fonts used in 
the interface. 
 
T27.  Verify the legibility of the fonts used in the 
interface. 
 
T28. Verify if similar contents are close to each other in 
the interface. 
 
T29. Verify the impact of fat finger - for interfaces with 
touch screen. 
 
T30. Verify if there is not too much clutter and 
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excessive information. 
9. Help users recognize, 
diagnose, and recover from 
errors. 
T31. Verify if error messages are easy to understand by 
users. 
 
T32. Verify if the interface provides error messages 
when errors of the interface occur. 
 
T33. Verify whether error messages are perceivable by 
users (not hidden or too subtle). 
 
T34. Verify whether error messages actually give 
precise direction as to how to recover from errors. 
 
10. Help and documentation. T35. Verify if the interface provides content for help. 
 
T36. Verify if users can easily identify their needs 
through the content of help. 
 
T37. Verify if the interface informs about its own 
purpose of existence.  
 
T38. Verify whether users have contextual help or if 
they have to browse through extensive help content. 
 
 
 
Novice evaluators must use the tactics as a support and help for their initial HEs, until they 
get enough expertise. These tactics are orientation for the use of each heuristic, and not 
guidelines for a review. The novice evaluators won’t need the tactics anymore as they learn 
the use of each heuristic. 
 
The number of tactics collected from the survey showed evidences of how much the HE 
method is dependent on the knowledge of the experts. According to the experts, most of 
the tactics suggested by the experts were based not only in their previous experience with 
HE, but more broadly with their experience in learning about usability in general, also 
drawn from their previous experience with other methods, such as: cognitive walkthrough, 
user testing and guidelines review. This may indicate that HE training sessions for novice 
evaluators may include practices of other methods in order to provide novices with a 
broader perception of usability problems before the practices on HE.   
 
Table 1 shows that the number of tactics by each heuristic is not the same. The heuristic 
with the most tactics associated was the heuristic “8. Aesthetic and minimalist design”, 
with 6 tactics associated. All the other heuristics had between three and four tactics 
associated.  
 
Figure 1 shows the distribution of number of tactics among the heuristics. The vertical axis 
shows the number of tactics associated to each heuristic (horizontal axis). 
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Considering the distribution showed in Figure 1, we raised the following new hypotheses 
from these data: 
 
 The heuristic “8. Aesthetic and minimalist design” had more tactics associated 
because it is easier to use during a HE than the others. 
 The heuristic “8. Aesthetic and minimalist design” had more tactics associated 
because it is more difficult to use during a HE than the others. 
 
 
 
Figure 1. Number of tactics per heuristic considered. 
 
 
In addition, we can analyze the number of tactics of the 8th heuristic in comparison to the 
others. Figure 2 shows a boxplot considering the distribution of number of tactics per 
heuristic (vertical axis). In this figure, one can see that the number of tactics associated to 
the 8th heuristic is an outlier. In this context, we carried out the following hypotheses: 
 
 Considering the number of tactics associated with heuristic number 8 as an outlier, 
the traditional heuristics of Nielsen and Molich are similar in the degree of easiness 
of usage during a HE. 
 The occurrence of the outlier is due to the reduced number of respondents to our 
survey, surveys with more respondents can result in a more equalitarian distribution 
of tactics. 
 
Despite the presence of the outlier, the numbers of tactics per heuristic can be considered 
proper because it is compatible with the memory chunks of novice evaluators, between 3 
and five (Broadbent, 1975:3). For this reason, we believe that they are proper for the cases 
when the novices will need to resort to them in order to better understand how to use some 
specific heuristic. 
 
13th INTERNATIONAL CONFERENCE ON INFORMATION SYSTEMS & TECHNOLOGY MANAGEMENT - CONTECSI - 2016
2941
 12 
The division of the tactics per heuristic can also be influenced by personal characteristics 
of the researchers that performed the division. However, we considered these new 
hypotheses as important insights to the literature in the field. Unfortunately, testing these 
new hypotheses was not in the scope of this study and remains as a suggestion to future 
studies. 
 
 
Figure 2. Number of tactics per heuristic of Nielsen and Molich. 
 
 
 
4. Conclusions 
 
The purpose of this study was to develop a set of tactics to help and support novice 
evaluators during their initial HEs. These tactics can help organizations of low monetary 
power to conduct evaluations of the usability in their process of software development. 
Developing usable software will help these organizations to gain competitive advantages in 
the market, and also improve the level of satisfaction of their customers. 
 
This study applied a survey with four usability experts. The survey was aimed to obtain 
information about tactics that the usability expert use during a HE that they believe could 
help novice evaluators. By no means the aim of this study was to develop a set of 
guidelines, but to list tactics that can potentially help novice evaluator in their 
performance. The results of the survey showed a total of 38 tactics that the experts believed 
could help novice evaluators in their performance of a HE. In sequence, two usability 
researchers organized the 38 tactics in groups considering the heuristic each was more 
related, what can help novice evaluators to find disagreements with each heuristic (possible 
usability problems).  
 
The set of tactics showed by this study must be used as a help and support for novice 
evaluators while they are still developing the expertise needed to conduct a HE. We 
reinforce that these tactics are only an orientation for the novices, and not guidelines for a 
review. The novice can use the tactics every time he/she needs an orientation about the 
applicability of a specific heuristic. However, they will only need these orientations during 
their period as novices. 
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This study contributed to a recent field of studies that is still on its beginning, the field of 
studies about adapting heuristic evaluation for novice evaluators. We understand that the 
popularity of the HE method can be used as a helpful tool to spread the practice of 
qualified usability evaluation methods. Of course, this study had its limitations (e.g. the 
reduced number of experts that agreed to participate in the survey). For this reason, the 
following session presents a compound of recommendations for future studies in the field. 
 
 
5. Recommendations 
 
This study faced some limitations due to time and costs. For this reason, this session 
presents some recommendations for future works based on the findings of the present one. 
We suggest to future studies:  
 
 Investigate the time that novice evaluators take to abandon the use of the tactics. 
 Explore possible modifications to the set of tactics, as addition/removing tactics or 
editing its description.  
 Compare the performance of novice evaluators using that used these tactics against 
the performance of novice evaluators conducting the traditional HE. 
 Explore the use of these tactics as part of training for novice evaluators.  
 Deeper explore the relation of each tactic with each heuristic. 
 Explore the use of these tactics during the conduction of a Collaborative Heuristic 
Evaluation.  
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