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Abstrakt
Ta´to diplomova´ pra´ca sa zaobera´ matematicky´mi apara´tmi popisuju´cimi doprednu´ a in-
verznu´ kinematiku roboticke´ho ramena. Pre popis polohy koncove´ho efektoru, teda do-
prednej kinematiky, je potrebne´ zaviest’ sˇpecia´lnu Euklidovsku´ grupu zobrazen´ı. Ta´to
grupa moˆzˇe byt’ reprezentovana´ pomocou mat´ıc alebo pomocou dua´lnych kvaternio´nov.
Proble´m inverznej kinematiky, kedy je potrebne´ z urcˇenej polohy koncove´ho efektoru
dopocˇ´ıtat’ k´lbove´ parametre roboticke´ho ramena, je v tejto pra´ci riesˇeny´ pomocou expo-
nencia´lnych zobrazen´ı a Gro¨bnerovej ba´zy.
Vsˇetky spomenute´ popisy doprednej a inverznej kinematiky su´ aplikovane´ na roboticke´
rameno s troma rotacˇny´mi k´lbami. Odvodene´ postupy su´ na´sledne implementovane´
a vizualizovane´ v prostred´ı programu Mathematica.
Abstract
This master’s thesis deals with mathematical principles describing forward and inverse
kinematics of robotic arm. In order to determine the position of end-effector, and thus
to solve forward kinematics, it is necessary to define special Euclidean group. Such a group
can be represented by matrices or dual quaternions. In this thesis the inverse kinematics,
where the goal is to determine joint parameters using end-effector position, is solved
by exponential mapping and Gro¨bner basis.
All mentioned descriptions of forward and inverse kinematics are applied to the specific
robotic arm with three articulated joints. Furthermore, these methods are implemented
and visualized in software Mathematica.
kl’´ucˇove´ slova´
dopredna´ kinematika, inverzna´ kinematika, sˇpecia´lna ortogona´lna grupa, sˇpecia´lna Eukli-
dovska´ grupa, kvaternio´ny, dua´lne kvaternio´ny, exponencia´lne zobrazenia, Gro¨bnerova´
ba´za
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Nowadays, robots are widely used in many different fields. Applications of robots can be
found for example in industry, army, healthcare or also in research. Role of different types
of robots is increasing. It is necessary to be able to control and to describe the behavior
of robots. For example, the automotive industry is dominated by the robotic arms. Such
a robotic arms can be used for welding, gluing or painting. In this case, it is necessary to
describe how to reach some positions in space or how to move from one point to another.
Obviously, there is a place for the theoretical side of robotics in spite of it seems to be
rather practical discipline. Generally, the study of motion of robot can be divided into
kinematics and dynamics. Kinematics studies the possible movements the machine can
make without considering any forces or inertias. Conversely, dynamics investigates how
the machine will move with respect to the forces and inertias.
This thesis discusses mainly mathematical principles behind the kinematics of the
robotic arm. Robotic arm kinematics studies two problems, namely forward and inverse
kinematics. The goal of forward kinematics is to determine the position of end-effector
from given joint parameters while inverse kinematics looks at position of end-effector and
computes the joint parameters. Solving forward kinematics is not so difficult and it is
possible to derive general solution unlike the inverse kinematics which is rather difficult.
In every part of this thesis is introduced required theory and subsequently this theory is
applied to the specific robotic arm with three articulated joints depicted in Figure 1.
Figure 1: Example of robotic arm discussed in whole thesis.
Forward kinematics of robotic arm is presented in Chapters 1 and 2. Mathematical
description of forward kinematics is based on the linear transformations which preserve
distances, angles and orientation. Such a linear transformations can be represented by ma-
trices or quaternions.
Chapter 1 takes into account robotic arms with just rotary joints. Robots with such
a joints are widely used. In this case, linear transformations which preserve distances,
angles and orientation form a special orthogonal group SO(3). Matrix representation
of this group is used in Example 1.4 to determine the position of the end-effector. This
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example involves change of basis matrices, which are exactly matrices representing group
SO(3). Another approach to the forward kinematics problem is introduced in Example
1.5. This example takes advantage of the fact that unit quaternions can represent the
rotations.
In Chapter 2 is considered both translation and rotation motion. Such a composition
refers to the rigid body motions and thus it is called rigid motions. Linear transforma-
tions which preserves distances, angles and orientation and which describe rigid motions
form a special Euclidean group SE(3). This group can be represented by 4 × 4 matri-
ces. In Examples 1.4 and 1.5 were also used translations since single joints are separated
by segments. Matrix representation of group SE(3) can be used for description of rota-
tions and translations even if they are fixed as is shown in Example 2.2. Rigid motion
can be also expressed by unit dual quaternion. In Example 2.3 is shown this application
of dual quaternions representation. This example and Example 2.2 describes exactly the
same robotic arm as is described in Examples 1.4 and 1.5. Mentioned robotic arm is
showed in Figure 1
Chapter 3 deals with inverse kinematics. In this chapter are presented two general
methods for solving inverse kinematics for the robotic arms with three rotary joints.
Again, it is considered the same robotic arm as was considered in chapters dealing with
forward kinematics. First method is based on the exponential of matrix. In Section 3.3
is derived formulas for specific robotic arm. Example 3.2 shows their application. Second
method is based on the system of non-linear equations which determines the position
of end-effector of mentioned robotic arm. This system of non-linear equations is solved
by computing Gro¨bner basis. Example 3.3 shows how to use Gro¨bner basis for solving
inverse kinematics.
In Appendix A can be found Mathematica Notebook which contains implementation
of all mentioned examples based on derived methods. Moreover, almost all examples are




This chapter deals with forward kinematics of articulated robot arm. These terms and
other basic definitions, which will be used in whole work, are discussed in the beginning
of this chapter. Next, it will be introduced linear transformations and orthogonal linear
transformations. For more details in linear algebra see [14], [17] or [19]. These concepts
are fundamental for both first and second chapter. Moreover, in this chapter will be pre-
sented two approaches for describing rotation motion, namely matrices and quaternions.
This chapter follows mostly third chapter of the book [15]. Section, which deals with
description of rotations using quaternions, is inspired, among others, by bachelor’s thesis
[11] and master’s thesis [12].
1.1 Basic Terminology
In this section will be introduced basic robotic and industrial engineering terminology
in order to sketch the image of studied objects. Terminology is taken from the books [8]
and [18].
(Industrial) Robot: Automatic, position-controlled, reprogrammable, multifunctional
manipulator having several axes, capable of handling materials, parts, tools, or spe-
cialized devices through variable programmed operations for the performance of
variety of tasks.
Serial Manipulator: A mechanism, consisting of a series of segments, or links, jointed
by kinematic pairs (joints), for grasping and moving objects within degrees of free-
dom scope.
A serial manipulator refers to the mechanical aspect of robot. In this work the term serial
manipulator will be interchanged with term robotic arm, because it describes better the
idea of robot architecture. It will be introduced one more terms which specifies robot
discussed in this work.
Articulated Robotic Arm: Robotic arm which consists of rotary joints.
end-effector: Subsystem of robot which links manipulator with to the part being handled
or worked on.
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From now on, we will consider only articulated robotic arm. Let us remark that robotic
terminology is not unified and different books can have different meaning of some terms
(for example see [2], [3] or [9]). In addition, it will be introduced mathematical definition
of robotic arm inspired by definition presented in [5]. Detailed description of terms men-
tioned in this definition will be provided in Chapter 2 and in the beginning of Chapter
3.
Definition 1.1. The n-parametric robotic arm is a mapping ρ : Rn → SE(3) given by
(t1, . . . , tn) 7→ exp(t1A1) . . . exp(tnAn),
where (t1, . . . , tn) are parameters and exp(t1A1) . . . exp(tnAn) are matrices exponentials
with parameters.
Next, it will be discussed concept of degrees of freedom and their necessity to reach
every point in 2D and 3D space. Let us consider robot showed on Figure 1.1 with six
articulated joints and end-effector. First segment is attached to the ground perpendicular
to it. As we can see, robot can perform six possible movements numbered from 1 to 6.
In this case, all movements are rotations. We distinguish between two types of rotations.
First is rotation around segment central axis (movements 1., 4. and 6.). Second rotation
is performed by joint between two segments and it is rotation in the plane (movements 2.,
3. and 5.). Note that the end-effector is the fourth segment and it consists of movements








Figure 1.1: Robot with six degrees of freedom
Let us consider the end-effector position Q. This position is determined by the three
coordinates (x, y, z). Together with the positionQ, it is necessary to determine direction of
the axis of the end-effector (direction of the fourth segment). This direction is represented
by vector (a, b, c). This vector can be expressed using spherical coordinates:
(a, b, c) = (cos θ cos γ, sin γ cosϕ, sinϕ),
where θ ∈ 〈0, 2pi) and ϕ ∈ 〈−pi/2, pi/2〉. This implies that numbers γ and ϕ are sufficient
to describe the end-effector direction. We require number α to describe end-effector
rotation (rotation 6.). Note that rotation 6. does not influence end-effector direction.
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Overall we need six numbers (x, y, z, γ, ϕ, α) in order to determine the positioning of
the end-effector. We say that robotic arm in Figure 1.1 has six degrees of freedom and thus
six independent motions. We can assign rotations from 1 to 6 to (x, y, z, γ, ϕ, α). Position
(x, y, z) is reached using rotations 1., 2. and 3. Rotations 4. and 5. are used to set correct
end-effector direction and rotation 6. rotates end-effector to requested angle about its axis.
We have shown, that there are six numbers needed to describe desired position and ori-
entation of end-effector. This stems from the fact that in 3D space we have three trans-
lation movements (along each axis) and three rotation movements (around each axis).
Similarly in 2D space we have two translation movements and one rotation movement, so
there are necessary only three degrees of freedom to reach every position and orientation.
Thus, we can state following:
Degrees of freedom: The number of independent ways the end-effector can move.
Note that every variable representing degree of freedom must be specified if the physical
state of end-effector is to be completely defined.
In Figure 1.1 we can see an example of robot architecture with six degrees of freedom
where end-effector can reach every position and orientation in its work space. But this
is not the only way how can be such a robot constructed. Six degrees of freedom can be
represented with different motions.
Finally, it will be introduced terms which describes the problems solved in this work.
Forward Kinematics: Computation of the position and orientation of end-effector as
a function of joint variables.
Inverse Kinematics: Computation of joint variables required to place the end-effector
to the desired position and orientation.
Again, let us consider robot depicted on Figure 1.1. Such a robot has six joint parameters
(θ1, θ2, θ3, θ4, θ5, θ6). Forward kinematics can be described as
f(θ1, θ2, θ3, θ4, θ5, θ6) = (x, y, z, γ, ϕ, α),
and inverse kinematics can be described as
(θ1, θ2, θ3, θ4, θ5, θ6) = f
−1(x, y, z, γ, ϕ, α).
1.2 Linear transformations and its properties
In this section will be defined linear transformation and its basic properties which will
be used later for solving forward kinematics. Let us note that in whole work will be
considered just finite dimensional vector spaces.
Let us recall definition of vector space, basis and coordinates.
Definition 1.2. Let F be a field, whose elements are referred to as scalars. A vector
space over field F is a commutative group (V,+), where elements of V are referred to as
vectors, together with operation called scalar multiplication and denoted by juxtaposition.
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This operation assigns to each pair (c,u) ∈ F× V a vector cu in V . Furthermore, for all
scalars a, b ∈ F and for all vectors u,v ∈ V holds:
a(u + v) = au + av
(a+ b)u = au + bu
(ab)u = a(bu)
1u = u.
Definition 1.3. Subset {v1, . . . ,vn} ⊂ V is so called basis of vector space V if vectors
v1, . . . ,vn are linearly independent and span vector space V .
The consequence of previous definition is that every vector v ∈ V can be uniquely
expressed as linear combination of basis vectors:
v = c1v1 + · · ·+ ckvn.
Definition 1.4. Let V be vector space (over field F) with basis V = {v1, . . . ,vn}. Coeffi-
cients of linear combination of basis vectors which determine vector v ∈ V are so called
coordinates of vector v with respect to the basis V. It will be denoted [v]V.
Definition 1.5. Let V and W be vector spaces over a field F. A function T : V → W
is called linear transformation if satisfies following properties for all u,v ∈ V and for all
c ∈ F:
T (u + v) = T (u) + T (v),
T (cu) = c T (u).
Example 1.1
(i.) Derivative of polynomial D : Fn[x]→ Fn[x] is linear transformation, where Fn[x] is
vector space.
(ii.) Integration of polynomial I : Fn[x] → Fn+1[x] integrated from 0 to x is linear
transformation.
(iii.) In R2 projection on the line and reflection in the line are linear transformations
P : R2 → R2.
Definition 1.6. Let T : V → W be a linear transformation and let V = {v1,v2, . . . ,vn}
and W = {w1,w2, . . . ,wm} be ordered bases for vector spaces V and W . Then matrix
[T ]W←V which satisfies
[T (p)]W = [T ]W←V[p]V ∀p ∈ V
is called the transformation matrix of T with respect to the bases V and W.
Theorem 1.1. Let T : V → W be a linear transformation and let V = {v1,v2, . . . ,vn}
and W = {w1,w2, . . . ,wm} be ordered bases for vector spaces V and W . Then T can be
represented as transformation matrix of T with respect to the bases V and W, that is:
[T (p)]W = [T ]W←V[p]V ∀p ∈ V,
where
[T ]W←V = ([T (v1)]W . . . [T (vn)]W).
Moreover, this transformation matrix is unique.
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Proof. To prove transformation matrix construction it is important to realize, that for any
basis, the i-th basis vector vi expressed in this basis is vector with one on i-th position
and zeros on other positions. Calculate [T (v1)]W,
[T (v1)]W = [T ]W←V[v1]V =

t11 . . . t1n


















and thus the vector [T (v1)]W forms the first column of matrix [T ]W←V. We will obtain
matrix [T ]W←V by repeating this procedure for all basis vectors v1, . . . , vn. The uniqueness
of this matrix follows from its construction.
In other words, every linear transformation can be rewritten as a transformation matrix
[T ]W←V which is constructed such that the columns of the [T ]W←V are coordinates of images
of the basis vectors with respect to the basis W. Hence there exists isomorphism between
set of all linear transformations from V to W and set of all m × n matrices. Let us
introduce abbreviate notation for transformation matrix with respect to the same bases
as follows: [T ]V := [T ]V←V.
The idea of Definition 1.6 can be illustrated by commutative diagram. As in previous
definition, let V , W be vector spaces over field F and let T : V → W be linear transfor-








Let us consider derivation dv
dx
: R3[x] → R2[x]. To use coordinates concept we have to
choose four basis vectors in R4 and three basis vectors in R3. The goal of this example is







First, Let us choose basis as follows:
V = 〈1, x, x2, x3〉.
To create transformation matrix it can be used same procedure as was used in proof of














These vectors can be expressed in coordinate form with respect to the basis V and conse-
quently transformation matrix is created:
[Tˆ ]V =

0 1 0 0
0 0 2 0
0 0 0 3
0 0 0 0
 ,
where Tˆ : R3[x]→ R3[x] such that p ∈ R3[x] maps to ddxp. Next, let us consider following
basis W:
W = 〈1, 1 + x, x2〉.
Let us define the projection map P as ax3 + bx2 + cx+d 7→ bx2 + cx+d. It is not difficult
to verify that transformation matrix of P with respect to the bases V and W has following
form:
[P ]W←V =
1 −1 0 00 1 0 0
0 0 1 0
 .
Now, it remains to put together matrices [P ]W←V and [Tˆ ]V. The result will be demanded
transformation matrix [T ]W←V:
[T ]W←V = [P ]W←V · [Tˆ ]V =
1 −1 0 00 1 0 0
0 0 1 0
 ·

0 1 0 0
0 0 2 0
0 0 0 3
0 0 0 0
 =
0 1 −2 00 0 2 0
0 0 0 3
 .
Remark 1.1 Because our point of interest are robots, further will be considered linear
transformation T : R3 → R3. Thus the transformation matrix of T is of size 3× 3.
Definition 1.7. Real matrices with property A−1 = AT form so called orthogonal group
O(n). In other words, orthogonal group O(n) is subgroup of group of all invertible n× n
matrices GL(n,R) as follows:
O(n) = {A ∈ GL(n,R)|ATA = I}.
Definition 1.8. Linear transformation is orthogonal if transformation matrix is orthog-
onal.
Theorem 1.2. Linear transformation is orthogonal if and only if transformation matrix
with respect to any choice of basis has the property that columns form an orthonormal
basis of Rn.
Proof. It is important to remark that the columns of [T ]W←V are given by [T (vi)]W, where
the [T (vi)]W are n × 1 matrices and vi are basis vectors of V. If the matrix [T ]W←V will









We calculate matrix product [T ]TW←V · [T ]W←V:






 · ([T (v1)]W . . . [T (vn)]W) =
[T (v1)]
T










W is dot product. Now we will use orthogonal matrix definition which says
that matrix is orthogonal, if its inverse is equal to its transpose. It means that [T ]TW←V ·
[T ]W←V = I, where I is an identity matrix. In this case it means, that dot product of
vectors [T (vi)]W with itself are equal to 1 and it means, that vectors [T (vi)]W have length 1.
All reaming entries not on diagonal are equal to 0. This means, that [T (vi)]
T
W·[T (vj)]W = 0
where i 6= j and this can happen if and only if vectors are orthogonal. We have proven
that all vectors {[T (v1)]W . . . [T (vn)]W} have length 1 and they are orthogonal, thus they
form orthonormal basis.
The consequence of previous theorem is that matrix A is orthogonal if and only if
ATA = I.
Theorem 1.3. A linear transformation preserves distances and angles if and only if
transformation matrix is orthogonal.
Proof. “⇐”: We have to prove, that if matrix of linear transformation T is orthogonal,
then linear transformation preserves angles and distances. It is clear that linear trans-
formation preserves distances and angles if and only if it preserves dot product, because
angle of two vectors and vector length are defined by dot product. Thus we have to prove
T (p) · T (q) = p · q, where p and q are vectors.
T (p) · T (q) = ([T ]W←V[p]V)T · ([T ]W←V[q]V) = ([p]TV [T ]TW←V) · ([T ]W←V[q]V) =
[p]TV([T ]
T




V [q]V = p · q.
“⇒”: Inverse direction says, that if linear transformation T preserves angles and
distances, then transformation matrix of T is orthogonal. Let [T ]TW←V[T ]W←V = A and let
p and q be i-th and j-th basis vector of basis V. Then
T (p) · T (q) = [p]TV([T ]TW←V[T ]W←V)[q]V = [ai1, ai2, . . . , ain][q]V = aij.
It is clear that following equation holds:
[p]TV [q]V = δij =
{
1 if i = j
0 if i 6= j ,
where δij is Kronecker delta. Thus aij = δij;∀i, j which implies that [T ]TW←V[T ]W←V = I
and it means that [T ]W←V is orthogonal.
Remark 1.2 It is important to emphasize, that movements that preserves both distances
and angles in Rn are compositions of translations and orthogonal transformations.
In next section will be shown that orthogonal transformation can describe rotation
around some axis. Thus movements of robotic arm from one position to another can be
described as composition of translation and rotation.
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1.3 Properties of Orthogonal Matrices
As we could observe in previous section, orthogonal matrices are fundamental in robotics.
In this section will be mentioned some important properties of orthogonal matrices and, if
it will be possible, their geometrical interpretation.
In this section will be used eigenvalues and eigenvectors, so in next remark will be
mentioned basic properties.
Remark 1.3
1. Let T : V → W be a linear transformation (with transformation matrix [T ]W←V).
Number λ ∈ C is an eigenvalue of T (or of [T ]W←V) if there exists a nonzero vector
v ∈ C such that
T (v) = λv (or [T ]W←V[v]V = λ[v]V).
Any vector with this property is called an eigenvector of the eigenvalue λ.
2. Set of eigenvectors of eigenvalue λ is a linear subspace of Rn called the eigenspace
of the eigenvalue λ.
3. The eigenvalues are the roots of the characteristic polynomial of [T ]W←V:
P (λ) = det(λI − [T ]W←V)
of degree n.
4. Let v ∈ Rn\{0}. Then v is eigenvector of λ if and only if v is a solution of the
homogeneous system of linear equations:
(λI − [T ]W←V)v = 0.
If we want to describe orthogonal transformation in geometric terms, we can use
diagonalization technique. Diagonalization technique uses similar matrix property.
Definition 1.9. Two square matrices A and B are similar if
B = P−1AP,
where P is invertible matrix.
It is known that similar matrices have same determinant, eigenvalues and eigenvec-
tors. For example, similar matrix to orthogonal transformation matrix [T ]W←V is diagonal
matrix, where the main diagonal is composed of transformation matrix eigenvalues.Then
matrix P is composed of eigenvectors.
In other words, similar matrices represent same linear transformation T under two
different bases, where P is transformation matrix. It means, that we can change coordi-
nate system for which the coefficients of the transformation matrix are simple and easy
to predict transformation behavior. Next example will clarify diagonalization technique.
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Example 1.3
Consider following transformation matrix:
[T ]W =
1/3 2/3 2/32/3 −2/3 1/3
2/3 1/3 −2/3
 . (1.3.1)
Using (3.) from Remark 1.3 we will find out that eigenvalues of this matrix are 1 and −1.
To find eigenvectors we will use (4.) from Remark 1.3.
For the eigenvalue 1 we have to solve the system (I − [T ]W)v = 0. Matrix (I − [T ]W)
will be transformed into the echelon form:
(I − [T ]W) ∼
1 0 −20 1 −1
0 −1 1
 .
We can see, that all solutions are multiples of the eigenvector v1 = (2, 1, 1)
T .
We will use same procedure for eigenvalue −1. Now we have to solve the system
(−I − [T ]W)v = (I + [T ]W)v = 0. Echelon form of the matrix (I + [T ]W) is following:
(I + [T ]W) ∼
1 1/2 1/20 0 0
0 0 0
 .
Here the set of solutions describes a plane 2x + y + z = 0. Two eigenvectors describing
this plane are v2 = (1,−2, 0)T and v3 = (−2,−1, 5)T . It is important to notice, that
vectors v1, v2 and v3 were chosen to be orthogonal. All eigenvectors will be normalized
to yield the orthonormal base. This orthonormal base forms matrix P :
P =







Later will be showed that matrix P is transformation matrix [P ]W←V, which changes one
base to another. Columns of P forms basis. Using definition 1.9 we will obtain:
[T ]V = [P
−1]W←V[T ]W[P ]W←V = [P ]V←W[T ]W[P ]W←V =
1 0 00 −1 0
0 0 −1
 . (1.3.2)
It is very hard to analyze transformation with transformation matrix 1.3.1. After diag-
onalization it is easy to describe transformation behavior. From transformation matrix
1.3.2 clearly follows that transformation provide reflexion across v1 axis.
From previous example we will emphasize, that, it is no coincidence that eigenval-
ues are −1 and 1 and also it is no coincidence that eigenspaces of the eigenvalues are
orthogonal. Following text will discuss about it.
Theorem 1.4. An orthogonal matrix always has determinant of +1 or −1.
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Proof. Consider orthogonal matrixA. From orthogonal matrix definition we haveAAT = I.
Following equations hold:
1 = det(AAT ) = detA detAT = (detA)2 ⇒ detA = ±1.
Theorem 1.5. Let A be orthogonal square real matrix. If λ = a + ib with b 6= 0 is a
complex eigenvalue of A with eigenvector v, then conjugate complex number λ = a− ib is
also an eigenvalue of A with eigenvector v.
Proof. Consider an eigenvector v of complex eigenvalue λ. We have that Av = λv.
Taking the conjugate of this expression yields Av = Av = λv. Since A is real we have
that A = A and this implies
Av = λv.
This shows, that λ is an eigenvalue of A with eigenvector v.
Theorem 1.6. If A is a 2× 2 orthogonal matrix with detA = 1 then A is the matrix of
(clockwise) rotation by an angle θ:
A =
(
cos θ − sin θ
sin θ cos θ
)
,
for some θ ∈ 〈0, 2pi). The eigenvalues are λ1 = a + ib and λ2 = a − ib with a = cos θ








Since each column vector has length 1 we must have that a2 + b2 = 1, which allows us to
set a = cos θ and b = sin θ. Since the two columns are orthogonal, dot product have to
be 0 so we must have:
c cos θ + d sin θ = 0.
Therefore
c = −C sin θ
b = C cos θ,
for some C ∈ R. Since the second vector is also vector with length 1, then c2 + d2 = 1,
which implies C2 = 1⇒ C = ±1. Finally, since detA = C, we must have that C = 1.
The characteristic polynomial of this matrix is det(λI − A) = λ2 − 2aλ + 1, where
a = cos θ. This polynomial has roots a±√a2 − 1. The result follows, since:
a±
√
a2 − 1 = a±
√
cos2 θ − 1 = a∓
√
−(1− cos2 θ) = a± i sin θ = a± ib.
Theorem 1.7. All real eigenvalues of an orthogonal transformation T are equal to ±1.
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Proof. Let λ be a real eigenvalue with corresponding eigenvector v. Let us recall that
orthogonal transformation T preserves distances and angles. Thus T (v) · T (v) = v · v.
But T (v) = λv. Thus
v · v = T (v) · T (v) = λv · λv = λ2(v · v)⇒ λ2 = 1.
Theorem 1.8. If A is 3 × 3 orthogonal matrix with detA = 1, then 1 is always an
eigenvalue of A. Moreover, all complex eigenvalues λ = a+ ib have modulus 1.
Proof. The characteristic polynomial of A has degree 3. Therefore it always has one
real root λ1 which can be only +1 or −1 by theorem 1.7. The other two eigenvalues λ2
and λ3 are either both real or both complex and conjugates of each other. As we know,
determinant is the product of the eigenvalues and thus λ1λ2λ3 = 1.
If λ2 and λ3 are real, then λ1, λ2, λ3 ∈ {1;−1}, by theorem 1.7. For their product to
be 1 it must be that either all three eigenvalues are 1 or two are of them are −1 and the
remaining eigenvalue is 1. Hence at least one eigenvalue is equal to 1.
If λ2 and λ3 are complex, then λ2 = a + ib and λ3 = λ2 = a− ib, form which follows
that λ2λ3 = |λ2| = a2 + b2. Since 1 = λ1λ2λ3 > 0, then λ1 = 1 and a2 + b2 = 1.
Theorem 1.9. If A is a 3×3 orthogonal matrix with detA = 1 then A is the matrix of a
rotation transformation T by some angle θ about some axis. If A is not the identity matrix
then the axis of rotation corresponds to the eigenvector associated with the eigenvalue +1.
Proof. Let v1 be a unit eigenvector of the eigenvalue 1 and consider the subspace orthog-
onal to v1:
E = {w ∈ R3|v1 ·w = 0},
which is a subspace of dimension 2. Let T be the orthogonal transformation with matrix
A. Let us recall that T preserves dot products and T (v1) = v1. If w ∈ E then T (w) ∈ E,
since
T (w) · v1 = T (w) · T (v1) = w · v1 = 0.
Let us consider the restriction TE of T on E. Let B
′ = {v2,v3} be an orthonormal
basis of E and consider the transformation matrix [TE]B′ of TE in the basis B
′. Matrix
[TE]B′ must be an orthogonal matrix since TE preserves dot product.
Now consider transformation matrix [T ]B of T expressed in the basis B = {v1,v2,v3}
(which is orthonormal in R3):
[T ]B =
 1 0 00
[TE]B′0
 .
The determinant of this matrix is equal to [TE]B′ . (Recall that the determinant of the
matrix of a linear transformation does not change when we change the basis.) Thus
det[TE]B′ = det[T ]B = 1. By theorem 1.6 it follows that [T ]B is matrix of rotation, from
which follows that:
[T ]B =
1 0 00 cos θ − sin θ
0 sin θ cos θ
 .
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Consider this matrix: it tells us that all vectors along the axis described by v1 are
mapped to themselves by T , and that all vectors in the plane E undergo a rotation by
the angle θ. If we decompose a vector v as v = Cv1 + w with w ∈ E, then T (v) =
Cv1 + TE(w), where TE corresponds to rotation by the angle θ in the plane E. This
corresponds to rotation by an angle θ about the axis described by v1.
Previous theorem says, that every orthogonal matrix with detA = 1 can be interpreted
as matrix of rotation. Again, such a matrices form a group. This group is subgroup of
orthogonal matrices O(3). Next definition deals with this group.
Definition 1.10. Orthogonal matrices of size 3 × 3 with determinant equal to 1 form a
subgroup of a group O(3). Such a group is called special orthogonal group and it is denoted
SO(3). Thus following hold:
SO(3) = {A ∈ GL(n,R)|ATA = I ∧ detA = 1}.
Definition of group SO(3) can be naturally generalized to the group SO(n). Moreover,
we are able to determine the angle of rotation from predefined matrix. Next theorem will
show how to compute it.
Theorem 1.10. Let T : R3 → R3 be a rotation with matrix [T ]B. Then the angle of





where tr([T ]B) is trace of matrix [T ]B.
Proof. From theorem 1.9 we know, that eigenvalues of matrix [T ]B are 1 and cos θ±i sin θ.
Also we will use trace of matrix property which states that trace of matrix is equal to
sum of its eigenvalues. Thus the sum of eigenvalues is 1 + 2 cos θ and from this follows
equation in theorem.
Previous theorems give us directions how to analyze orthogonal transformation in R3.
It remains only one thing to clarify. Since cos θ = cos(−θ) we cannot decide rotation
orientation. This problem can be solved easily using right-hand rule: with right hand
positioned such that your thumb points along the axis of rotation (vector v1 associated
with eigenvalue +1), positive angles are measured in the directions that your fingers curl.
Mathematical description of right-hand rule can be easily derived.
Right now we have all necessary elements to describe possible movements of robot
in the space.
1.4 Change of Basis
In previous two sections we were talking about linear transformation and about orthogonal
matrices. In this section will be shown relation between these terms.
Definition 1.11. Let V and W be two bases of vector space V and let us consider that
following holds:
[v]W = [P ]W←V[v]V,
where P = id. Then [P ]W←V is called change of basis matrix from V to W (sometimes






As was mentioned before, we will consider only case with n = 3. It is important to
realize that change of basis matrix is special case of transformation matrix. One can
observe, that following hold:
1. Results derived in previous sections hold for both, transformation matrices and
change of basis matrices.
2. Columns of [P ]W←V are coordinates of the vectors V written in W.
3. When bases V and W are orthonormal, then [P ]W←V is orthogonal.
4. Change of basis matrix [P ]V←W is determined as follows: [P ]V←W = [P ]−1W←V.
Some of mentioned properties was already used in Example 1.3. With this knowledge
we can construct change of basis matrix according to the input parameters (input para-
meter can be for example angle of rotation and vector determining the axis of rotation).
We can understand this problem as inverse to problem described in Example 1.3. Now
we will define term which we will use to describe robot motion.
Definition 1.12. A frame of reference in space consists of a point C ∈ R3, called the
origin, and a basis V = {v1,v2,v3}.
Importance of frame of reference will be shown in next example.
Example 1.4
Consider robotic arm showed on Figure 1.2a. Note that position of every joint is dependent
on position of all previous joints. To describe the robot motion we will specify four frames
of reference. Every frame of reference will have origin in joint except one. We will set one
as base frame of reference which is fixed. Robotic arm with various frames of reference
is shown on Figure 1.2b. Every frame of reference has got its own set of axes xi, yi and
zi, the direction of which are given by bases Bi. Transformation between these bases are
described by following change of basis matrices:
[P ]B0←B1 =
cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1
 , [P ]B1←B2 =
1 0 00 cos θ2 − sin θ2
0 sin θ2 cos θ2

[P ]B2←B3 =
1 0 00 cos θ3 − sin θ3
0 sin θ3 cos θ3
 .
We need to know the position of a point on the robot with respect to the various frames
of reference. We will calculate how various axes are modified as we pass from one frame
of reference to another. In other words we will find orientation of basis Bi+k in basis Bi.
It is easy to prove that following equation holds:






















(b) stretched robotic arm













(c) robotic arm with
frames of reference after
several rotations
Figure 1.2: Robotic arm and its frames of reference.
For this example, let Q be a point on end-effector. We want to find its position in one
of the frames of reference. In other words we are finding vector
−−→
CiQ in basis Bi. Moreover









Ci−1Ci]Bi−1 + [P ]Bi−1←Bi [
−−→
CiQ]Bi . (1.4.3)
It can be used this equation to compute the position of Q in basis B4. We will start with
vector [
−−→













































































Note that point Q was chosen only for this example. It can be used similar procedure
to find position of arbitrary point in any frame of reference. Moreover, it can be expressed
[
−−→




In previous section were described rotations in Euclidean space by matrices. It can be used
different approach to solve forward kinematics. As we will see in this section, rotations
in Euclidean space can be described by quaternions. At the beginning, it will be defined
quaternions and its basic properties. Later, it will be discussed the connection with
rotations. In the very end of this section it will be shown how to solve forward kinematics
of the robotic arm, which was introduced in the end of previous section, using quaternions.
At first it will be introduced definition of algebra since quaternion definition is based
on this term.
Definition 1.13. Algebra is vector space A over field F together with bilinear operation:
· : A×A→ A,
thus it satisfies following properties:
(u+ v) · w = u · w + v · w and u · (v + w) = u · w + v · w ∀u, v, w ∈ A
(cu) · v = u · (cv) = c(u · v) ∀u, v ∈ A,∀c ∈ F.
Definition 1.14. Quaternions are algebra H over the field R where basis is formed by
unit 1 ∈ R and three imaginary units i, j,k where the product is given by basis elements
shown in the following table:
· 1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
Remark 1.4 For quaternion q ∈ H it will be used following notations:
q = [s,v]
= [s, (x, y, z)]
= s+ xi+ yj + zk,
where s, x, y, z ∈ R (and thus v ∈ R3) can be considered as coordinates of quaternion q.
If s = 0 then quaternion is called pure quaternion. Addition and multiplication of two
quaternions is quite natural. Next remark discusses it in detail.
Remark 1.5 Let q1, q2 ∈ H. Definition 1.14 implies following equations for sum and mul-
tiplication.
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(i) Sum of two quaternions is given by:
q1 + q2 = (s1 + x1i+ y1j + z1k) + (s2 + x2i+ y2j + z2k)
= (s1 + s2) + (x1 + x2)i+ (y1 + y2)j + (z1 + z2)k.
(ii) Product of two quaternions is given by:
q1q2 = (s1 + x1i+ y1j + z1k)(s2 + x2i+ y2j + z2k)
= s1s2 − x1x2 − y1y2 − z1z2 + (s1x2 + s2x1 + y1z2 − y2z1)i
+ (s1y2 + s2y1 + x2z1 − x1z2)j + (s1z2 + s2z1 + x1y2 − x2y1)k.
Note that (H,+, ·) forms structure similar to field except for the commutativity of
multiplication.
Definition 1.15. The conjugate q, norm ||q|| and inverse q−1 of quaternion q = [s,v] is


















Quaternion with the property ||q|| = 1 is called unit quaternion and the set of all
quaternions will be denoted as H1.
Definition 1.16. Let q1, q2 ∈ H.
(i.) Dot product of two quaternions is defined as follows:
q1 · q2 = q1q2 + q2q1
2
= s1s2 + x1x2 + y1y2 + z1z2.
(ii.) Cross product of two quaternions is defined as follows:
q1 × q2 = q1q2 − q2q1
2
= (y1z2 − z1x2)i+ (z1x2 − x1z2)j + (x1y2 − y1x2)k.
In the next theorem two identities will be mentioned which will be needed in the
following text. They will not be proved, since the proof is straightforward.
Theorem 1.11. Let q1, q2, q3 ∈ H, then following equations hold:
q1q2 =[s1s2 − v1 · v2, s1v2 + v1s2 + v1 × v2],
q1 × (q2 × q3) =(q1 · q3)q2 − (q1 · q2)q3.
Theorem 1.12. Unit quaternion q = [s,v] can be rewritten into the following form:
q = [cos θ,u sin θ],
where u = v/||v|| and θ ∈ 〈0, 2pi).
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Proof. In the case with q = [s,0] it is obvious that s = 1 and angle θ = 0. Thus vector
u can be any unit vector in R3. Now Let us consider case q 6= [s,0]. Since q is unit
quaternion following holds:
1 = ||q||2 = s2 + x2 + y2 + z2 = s2 + v · v = s2 + c2u · u = s2 + c2,
where c = ||v|| and u = v/c. So u is unit pure quaternion. Note that equation s2 +c2 = 1
describes the circle. Therefore it can be rewritten sin2 θ + cos2 θ = 1, where θ ∈ 〈0, 2pi).
Finally, it can be concluded that for s = cos θ and c = sin θ quaternion q can be represented
in following way:
q = [s,v] = [cos θ,u sin θ].
Remark 1.6 Note that any vector v ∈ R3 gives the quaternion by using following map:
v 7→ [0,v].
Theorem 1.13. Let q = [cos θ/2,u sin θ/2] ∈ H1 and let p ∈ R3. Thus p gives quaternion
p = [0,p]. The rotation of p through the angle of θ about an axis spanned by u is given
by the equation
T (p) = qpq−1 = qpq. (1.5.4)
Proof. This proof will be divided into two parts. In first part will be derived formula which
describes rotation of vector p using algebraic operations and dot and cross product. In
the second part it will be derived the same formula using quaternions.
Let us denote R(p) rotation of vector p through the angle θ and about the axis spanned
by u. Vector p can be rewritten as the sum of two vectors, namely, vector perpendicular
to vector u and vector parallel to the vector u. These vectors can be computed using
following equations:
p‖ = (p · u)u
p⊥ = p− p‖ = p− (p · u)u.
Next it will be needed vector u⊥ which is perpendicular to the u and p⊥. It can be
easily found using vector product:
u⊥ = u× p⊥ = u× p.
Note that it can be changed length of the vector u⊥ to be of the same length as the
vector p⊥. Also vector R(p) can be rewritten into the sum of vectors R(p)‖ and R(p)⊥.
Moreover, vector R(p)⊥ can be expressed as the sum of vector p⊥ and vector u⊥ using
sine and cosine of an angle θ as follows:
R(p)⊥ = p⊥ cos θ + u⊥ sin θ.
Obviously, following holds:
R(p) = R(p)‖ +R(p)⊥
= p‖ + p⊥ cos θ + u⊥ sin θ
= (p · u)u + (p− (p · u)u) cos θ + u⊥ sin θ
= (p · u)u− (p · u)u cos θ + p cos θ + u⊥ sin θ
= (1− cos θ)(p · u)u + p cos θ + (u× p) sin θ. (1.5.5)
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Next step in this proof will be expansion of formula 1.5.4 in order to obtain the form
which will be comparable with equation 1.5.5. Following holds:
T (p) = [s,v][0,p][s,−v]
= [s,v][v · p, sp− p× v]
= [s(v · p)− v · (sp− p× v), s(sp− p× v) + (v · p)v + v × (sp− p× v)]
= [0, s2p− s(p× v) + (v · p)v + v × (sp)− v × (p× v)]
= [0, s2p + (v · p)v − v × (p× v)− 2s(p× v)]
= [0, s2p + (v · p)v + (v · p)v − (v · v)p + 2s(v × p)]
= [0, (s2 − v · v)p + 2(v · p)v + 2s(v × p)]
= [0, (cos2 θ/2− sin2 θ/2 u · u)p + 2(sin θ/2 u · p)u sin θ/2 + 2 cos θ/2(sin θ/2 u× p)]
= [0,p(cos2 θ/2− sin2 θ/2) + 2(u · p)u sin2 θ/2 + (u× p)2 cos θ/2 sin θ/2]
= [0, (1− cos θ)(p · u)u + p cos θ + (u× p) sin θ]. (1.5.6)
Now, it can be concluded, that vector determined by 1.5.5 rewritten into the quaternion
is of the identical form as quaternion given by equation 1.5.6.
In this way, we can observe that unit quaternions double cover group SO(3) with
qpq = (−q)p(−q). This means, that any rotation can be realized by two elements from
H1. Right now everything is ready to describe the robot showed on Figure 1.2 from
previous section.
Example 1.5
Let us emphasize, that term frame of reference from previous section holds also for quater-
nions. The only difference is that change of basis matrix will be replaced by quaternion
in form defined in Theorem 1.12. Thus, instead of change of basis matrices we will use
following quaternions:
qB1←B0 = cos θ1/2 + 0i+ 0j + sin θ1/2k
qB2←B1 = cos θ2/2 + sin θ2/2i+ 0j + 0k
qB3←B2 = cos θ3/2 + sin θ3/2i+ 0j + 0k
Again, the goal is to describe the position of any point with respect to any frame of
reference. In this example will be shown how to find position of end-effector in the basis
connected with the ground. To make notation more clear, it will be omitted left arrow in
the index of quaternions. Also in this case, it is easy to derive following equation:
qBi+kBi = qBi+1BiqBi+2Bi+1 . . . qBi+k−1Bi+k .
Let Q be the point which describes the end-effector position. We want to determine the
vector
−−→
CiQ in basis Bi. Note that vector [
−−→
CiQ]Bi can rewritten into the quaternion form
[0, [
−−→
CiQ]Bi ]. Let us recall that for two consecutive frames of reference holds:
[0, [
−−−→
Ci−1Q]Bi−1 ] = [0, [
−−−−→









We will assume that the position of Q in basis B4 is known. Thus quaternion [0, [
−−→
C4Q]B4 ]
is also known. Moreover lengths `1, `2 and `3 are know in advance. We can use same
procedure as was used in Example 1.4:
[0, [
−−→
C3Q]B3 ] = [0, (0, 0, l3)],
[0, [
−−→
C2Q]B2 ] = [0, [
−−−→
C2C3]B2 ] + [0, [
−−→
C3Q]B2 ]





C1Q]B1 ] = [0, [
−−−→
C1C2]B1 ] + [0, [
−−→
C2Q]B1 ]
= [0, (0, 0, l1)] + qB1B2 [0, [
−−→
C2Q]B2 ]qB1B2
= [0, (0, 0, l1)] + qB1B2([0, (0, 0, l2)] + qB2B3 [0, [
−−→
C3Q]B3 ]qB2B3)qB1B2 ,





C0Q]B0 ] = qB0B1 [0, [
−−→
C1Q]B1 ]qB0B1
= qB0B1([0, (0, 0, l1)] + qB1B2 [0, (0, 0, l2)]qB1B2 + qB1B3 [0, [
−−→
C3Q]B3 ]qB1B3)qB0B1 ,











In previous chapter was described forward kinematics just for rotation motion. In this
chapter will be added translation motion. Thus we will describe the group of rigid body
transformations. In other words, group of transformations which preserves the Euclidean
metric on affine space. Again, it will be discussed two different methods in order to solve
forward kinematics, namely matrices and dual quaternions. First section of this chapter
follows the book [16]. Second and third section is inspired by master’s thesis [12]. More
details to the third section can be also found in [7].
2.1 The Proper Euclidean Group
Definition 2.1. Let G be a group and let X be a set. An action of G on X is a map
G×X → X, denoted g(x) 7→ g · x, satisfying the axioms:
e · x = x
g1 · (g2 · x) = (g1g2) · x,
for all x ∈ X and g1, g2 ∈ G.
There occurs small abuse of notation. We used symbol · for dot product and here it
is used in terms of group action. The meaning of this symbol will be always clear from
the context. Next examples will clarify previous definition
Example 2.1
(i.) Let us recall Example 1.3. The goal of this exercise was expressing orthogonal trans-
formation matrix in another basis in order to obtain nicer form of transformation
matrix. In this exercise was used similarity property. Equipped with knowledge of
actions, the similarity property can be understand as the action of group O(3) on
vector space of matrices from group O(3). More precisely, the action of group O(3)
on vector space of matrices from group O(3) is given by
g · A = gAg−1, (2.1.1)
where g, A ∈ O(3). To verify that this is an action, note first that I ·A = IAI−1 = A
and for the second axiom write
g1 · (g2 · A) = g1 · (g2Ag−12 ) = g1g2Ag−12 g−11 = (g1g2) · A.
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Moreover, in the same manner can be derived that action defined by 2.1.1 holds for
general linear group GL(n).
(ii.) Also rotations of the n−dimensional vector space are an action of group SO(n)
on n−dimensional vectors given by product of matrix and vector. It can be easily
verified that this is an action.
Definition 2.2. A linear action of group G on vector space V is an action which satisfies:
g · (h1 + h2) = g · h1 + g · h2, for all g ∈ G and all h1, h2 ∈ V,
g(ch) = cg(h), for all g ∈ G, h ∈ V and all c ∈ R.
Definition 2.3. Let G be a group and let V be a n-dimensional vector space. A repre-
sentation of G on V is a homomorphism G→ GL(n).
Equivalently, we can think about representations as linear actions of groups on vector
spaces. It is not difficult to verify, that similarity property is representation. Sometimes
group G with operation ∗ can be denoted as (G, ∗) in order to emphasize that group
consist of set G and operation ∗. When the operation connected with group is clear from
the context, than such a notation is omitted.
Definition 2.4. Let (G, ·) be a group and let (H,+) be a commutative group, together
with a linear action of G on H. The semi-direct product is a set of pairs (g, h), denoted
GnH, with the operation defined as follows:
(g1, h1)(g2, h2) = (g1 · g2, h1 + g1 · h2),
where g1, g2 ∈ G and h1, h2 ∈ H.
In the second group is used group operation + since it is commutative group. Next
theorem will prove, that semi-direct is used to combine two groups to obtain new group.
Theorem 2.1. For all g ∈ G and h ∈ H, together with linear action of G on H, the
semi-direct product forms a group.
Proof. It will be verified group axioms. Semi-direct product consists of two parts. First
element is closed under operation + of group G. The same holds for second element.
Indeed, it is closed under operation · of group H since element g1 · h2 ∈ H.
The identity element is (e1, e2), where e1 is the identity element of group G and e2 is
the identity element of group H, since action of e1 on group H is identity map and element
e2 is neutral element according to the operation +.
Now, let us consider following element:
(g, h)−1 = (g−1,−g−1 · h).
The definition of semi-direct product implies following:
(g1, h1)(g1, h1)
−1 = (g1, h1)(g−11 ,−g−11 · h1) = (g1 · g−11 , h1 + g1 · (−g−11 · h1))
= (g1 · g−11 , h1 − (g1 · g−11 ) · h1)) = (e1, h1 − e1 · h1) = (e1, e2).
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Thus element (g, h)−1 is inverse element to element (g, h).
Finally, it will be shown that the product is associative:
(g1, h1)((g2, h2)(g3, h3)) = (g1, h1)(g2 · g3, h2 + g2 · h3)
= (g1 · g2 · g3, h1 + g1 · (h2 + g2 · h3))
= (g1 · g2 · g3, h1 + g1 · h2 + g1 · g2 · h3) since Def. 2.3
= (g1 · g2, h1 + g1 · h2)(g3, h3)
= ((g1, h1)(g2, h2))(g3, h3).
Now, let us consider robotic arm mentioned in Example 1.4 (see Figure 1.2a). Espe-





Ci−1Ci]Bi−1 + [P ]Bi−1←Bi [
−−→
CiQ]Bi ,
where Ci is positioned in i-th joint. Hence, vector
−−−−→
Ci−1Ci describes the length of segment
si−1. This equation can be seen as rotation given by matrix [P ]Bi−1←Bi ∈ SO(3) and
translation along the vector
−−−−→
Ci−1Ci. Let us denote orthogonal matrix with determinant
+1 as R and constant vector as t. Hence, rotation and translation transformations can
be written as pairs (R, t), where R ∈ SO(3) and t ∈ R3. Thus, in Example 1.4 we
were dealing with translations without knowing about it. These translations were fixed
since none of the joints were providing translation motion. Translations in mentioned
example serve as translation basis along the segments. Generally, vector t can contain
some parameter. In this case, robot contains for example prismatic or screw joint.
The effect of two successive transformations on a single vector v is following:
v′ = R1v + t1 ⇒ v′′ = R2v′ + t2 = R2R1v +R2t1 + t2.
Note that, it is analogous with equations derived in Example 1.4. The product of pairs
(R1, t1) and (R2, t2) is following:
(R1, t1)(R2, t2) = (R2R1, R2t1 + t2).
The group of rigid motions in R3 is thus semi-direct product of the special orthogonal
group SO(3) with R3 itself. Following definition defines this new group.
Definition 2.5. Special Euclidean group, denoted SE(3), is defined as follows:
SE(3) = SO(3)nR3,
where action is defined as multiplication matrix by vector.
Note that whole derivation of special Euclidean group can be generalized for n−dimen-
sional case. Till now, we were working with pairs (R, t). It would be more convenient to
work with matrices instead of pairs. Fortunately, there is 4-dimensional representation of








where it is used partitioned form for the matrix on the right. Indeed, this is a homomor-













Matrices, which are representing group SE(3), describe:
(i.) screw motion, for R 6= I and tT 6= (0, 0, 0),
(ii.) rotation motion, for R 6= I and tT = (0, 0, 0) and
(iii.) translation motion, for R = I and tT 6= (0, 0, 0).
Moreover, actions of group SE(3) on vectors R3 can be also represented in the following










Subspace of such a vectors is isomorphic with space R3. The action of the matrix repre-













In next example will be shown how to recompute Example 1.4 using matrix representation
of group SE(3).
Example 2.2
Let us consider robot from Example 1.4. Now, the transformation between bases can be
described by the following change of basis matrices:
[P ]B0←B1 =

cos θ1 − sin θ1 0 0
sin θ1 cos θ1 0 0
0 0 1 0
0 0 0 1
 , [P ]B1←B2 =

1 0 0 0
0 cos θ2 − sin θ2 0
0 sin θ2 cos θ2 l1




1 0 0 0
0 cos θ3 − sin θ3 0
0 sin θ3 cos θ3 l2
0 0 0 1
 .
Let us emphasize, that change of basis matrix [P ]B0←B1 describes just rotation motion
and the rest of change of basis matrices describes rotation and translation motion (we
can think about it as screw motions). Next, it can be used almost the same procedure as
was used in Example 1.4 in order to derive the position of end-effector expressed in frame
of reference connected with the ground. Let us remark, that formula for composition
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of change of basis matrices holds. We will start with end-effector position in basis B3































































Note that the same procedure can be used for derivation of any point in any frame of
reference.
2.2 Dual Numbers
In this section will be introduced some basic definitions in order to introduce dual quater-
nions in next section. We can think about Dual numbers as extension of real numbers by
adding new element . Next definition will give us proper explanation.
Definition 2.6. Dual numbers are algebra D over the field R where the basis is formed
by unit 1 ∈ R and dual unit ε, where ε2 = 0 and ε 6= 0.
Remark 2.1 For dual number z it will be used following notation:
z = a+ εaε
= [a, aε],
where a, b ∈ R can be again seen as coordinates of dual number z. Number a is called
real part and number b is called dual part.
Dual numbers with a = 0 are called pure dual numbers. Set of all pure dual numbers is
denoted as Dp. Next remark will introduce addition and multiplication of dual numbers.
Remark 2.2 Let z1, z2 ∈ D. Then Definition 2.6 implies following equations.
(i.) Sum of two dual numbers is given by:
z1 + z2 = [a1, a1ε] + [a2, a2ε]
= (a1 + εa1ε) + (a2 + εa2ε)
= (a1 + a2) + ε(a1ε + a2ε).
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(ii.) Product of two dual numbers is given by:
z1z2 = [a1, a1ε][a2, a2ε]
= (a1 + εa1ε)(a2 + εa2ε)
= a1a2 + ε(a1a2ε + a1εa2).
Remark 2.3 For practical reasons it is important to realize that representation of dual
















a1 + a2 a1ε + a2ε















This matrix representation of dual number can be used in implementation of dual numbers
algebra.
It is not difficult to verify that dual numbers (D,+, ·) forms commutative and associa-
tive ring with unit element. Finally, it will be defined terms, which will be used in next
section.
Definition 2.7. Dual conjugation of dual number is map
χ : D→ D
defined by χ(a+ εaε) = a− aε.
Remark 2.4 The dual conjugate of dual number z will be denoted z∗. Thus for z = a+εaε
we have z∗ = χ(a+ εaε) = a− aε
Definition 2.8. Let m,n be two lines in E3. Let us denote angle between them as β
and distance as s. Then the dual angle of these two lines is defined as follows:
α = β + εs.
There can occur three special cases:
(i.) if lines m,n intersect each other, then α = β,
(ii.) if lines m,n are parallel, then α = εs,
(iii.) if lines m,n are identical, then α = 0.
In addition, for dual angle following equations holds:
sin(β + εs) = sin β + εs cos β
cos(β + εs) = cos β − εs sin β.
The proof of previous property can be found in [13]. Now, it can be easily derived following
equation:
sin2 α + cos2 α = (sin2 β + cos2 β) + ε(2s sin β cos β − 2s sin β cos β) = 1.
In the end of this section will be defined dual vectors and operations with it.
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Definition 2.9. Let a and aε be vectors in R3. Then dual vector z is defined as follows:
z = a + εaε, with ε
2 = 0, ε 6= 0.
Dual vector z = a+εaε, where a = (a1, a2, a3) and aε = (a1ε, a2ε, a3ε) can be rewritten
into the following form:
z = a + εaε =
a1 + εa1εa2 + εa2ε
a3 + εa3ε
 .
Theorem 2.2. Let z1 = a1 + εa1ε and z2 = a2 + εa2ε be dual vectors. Then following
equation holds:
z1 · z2 = a1 · a2 + ε(a1 · a2ε + a1ε · a2),
z1 × z2 = a1 × a2 + ε(a1 × a2ε + a1ε × a2).
The proof of this theorem will be omitted since it is straightforward.
2.3 Dual Quaternions
Dual quaternions are quaternions where coefficients are dual numbers. In this section will
be shown that dual quaternions describe rigid body motions.
Definition 2.10. Dual quaternions Hd are defined as tensor product Hd = H⊗ D. Dual
quaternion qd in coordinates is of the following form:
qd = ad + bdi+ cdj + ddk
= a+ bi+ cj + dk + ε(aε + bεi+ cεj + dεk)
= q + εqε,
where ad, bd, cd, dd ∈ D and a, b, c, d, aε, bε, cε, dε ∈ R.
Next, it will be introduced sum and product of dual quaternions.
Definition 2.11. Let qd1, qd2 ∈ Hd.
(i.) The sum of two dual quaternions is given by:
qd1 + qd2 = q1 + εq1ε + q2 + εq2ε
= (q1 + q2) + ε(q1ε + q2ε).
(ii.) The product of two dual quaternions is given by:
qd1qd2 = (q1 + εq1ε)(q2 + εq2ε)
= q1q2 + ε(q1q2ε + q1εq2)
Conjugation of dual quaternion will be discussed in following definition:
Definition 2.12. Let qd ∈ D. Conjugation of dual quaternion qd is defined as follows:
qd = q + εqε
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However, dual number conjugation also applies to dual quaternions. Thus, so called
dual conjugation of conjugation of dual quaternion is of the following form:
q∗d = q − εqε
= a− bi− cj − dk + ε(−aε + bεi+ cεj + dεk).
Note that definitions of norm and inverse quaternion holds also for dual quaternions
but not all dual quaternions has inverse. For example, dual quaternion 0 + ε does not
have inverse. As one can expect, the quaternions with property ||qd|| =
√
qdqd = 1 are
called unit dual quaternions. The set of all unit dual quaternions is denoted Hd1 . In the
following theorem will be mentioned some properties of norm and conjugation of of dual
quaternions.
Theorem 2.3. Let qd, q1d, q1d ∈ H.
(i.) Norm of dual quaternion qd can be rewritten as
||qd|| = ||q||+ εq · qε||q|| . (2.3.2)
(ii.) For dual quaternions following equation holds:
q1dq2d = q2dq1d. (2.3.3)
(iii.) For dual quaternions following equation holds:
||q1dq2d|| = ||q1d||||q2d||. (2.3.4)
Obviously, equation 2.3.2 implies, that dual quaternion is unit dual quaternion if and
only if ||q|| = 1 and q · qε = 0.
Remark 2.5 In Section 1.5 vectors from R3 were transformed into the quaternion given by
mapping v 7→ [0,v]. Any vector v ∈ R3 expressed as dual quaternion is little bit different.
Hence, in this section transformation of vectors from R3 into the dual quaternions will be
provided by following mapping:
v 7→ 1 + ε(v1i+ v2j + v3k).
Moreover, such a dual quaternion is unit dual quaternion since ||q|| = 1 and q · qε = 0.
Next, it will be introduced three theorems which are dealing with rotations, transla-
tions and rigid body motions.
Theorem 2.4. Let qd ∈ Hd1 and let p ∈ R3. Vector p is transformed into the dual
quaternion pd = 1 + ε(p1i+ p2j + p3k). The rotation of p through the angle of θ about an
axis spanned by u is given by the equation
T (pd) = qdpdq∗d, (2.3.5)
where qd = q + ε0 = [cos θ/2,u sin θ/2].
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Proof. Clearly, following holds:
T (pd) = qdpdq∗d = qpdq = q(1 + ε(v1i+ v2j + v3k))q = 1 + εq(v1i+ v2j + v3k)q.
According to the Theorem 1.13, dual part of quaternion T (pd) is rotated. When quater-
nion T (pd) is rewritten back into the vector, it gives the rotated vector.
Theorem 2.5. Let p, t ∈ R3. These vectors are transformed to the dual quaternion form
pd = 1 + ε(v1i+ v2j + v3k) and td = 1 + ε/2(t1i+ t2j + t3k). The translation of vector p
along the vector t is given by the equation:
T (pd) = tdpdt∗d. (2.3.6)
Proof. Obviously, following holds:
T (pd) = tdpdt∗d
= td(1 + ε(p1i+ p2j + p3k))(1 + ε/2(t1i+ t2j + t3k))




















= 1 + ε((p1 + t1)i+ (p2 + t2)j + (p3 + t3)k).
It can be concluded that vector p is translated along the vector t.
Theorem 2.6. Let p, t ∈ R3 and q ∈ H1. Translation and rotation of vector p is given
by the equation:
T (pd) = qdpdq∗d, (2.3.7)
where qd is unit dual quaternion of the form:
qd = q + εqε = q + ε
tq
2
, t = [0, t], q = [cos θ/2,u sin θ/2]. (2.3.8)
Proof. Let us consider rd = q+ε0 and td = 1+εt/2. Next, it will be provided composition













It is clear that following holds:









Remark 2.6 Clearly, Theorem 2.6 implies that mapping pd 7→ qdpdq∗d describes rigid
motion and also conversely. In other words, such a mapping can be represented by the
unit dual quaternion qd. We will show that every unit quaternion represents a rigid
transformation.
It is known that both td and q are unit and therefore ||tdq|| = ||td||||q|| = 1. To show
that every unit quaternion represents a rigid transformation, let us consider unit dual




(t1i+ t2j + t3k)q = r + εrε.
This implies that q = r and (t1, t2, t3) is given by the equation (t1i+ t2j + t3k)r/2 = rε.
This equation can be solved by showing that scalar part of rεr
−1 = rεr is zero. Note that
scalar part of rεr is equivalent to rε · r, which is zero since rd is unit.
Let us note that unit dual quaternions double cover group SE(3) with qdpdq∗d =
(−qd)pd(−q∗d).
It is important to realize the geometric interpretation of dual quaternions. Let us note
that unit dual quaternion q can be rewritten into the following form:































where θd ∈ D and vd ∈ Hd1 with zero scalar part. Such a quaternion can describe screw
motion. It is clear that angle θ/2 represents rotation and unit vector v represents rotation
axis. Number θε/2 describes the magnitude of translation along the vector v. Finally,
vector vε describes so called moment. Moment determines the position of axis in the
space. It is given by vε = p× v, where p is position vector of arbitrary point on axis of
rotation.
Example 2.3
Let us consider robot from the Example 1.4 depicted on the Figure 1.2. In this example
will be derived end-effector position Q using dual quaternions. Here, instead of change of
basis matrices will be considered following dual quaternions:











+ ε[0, (0, 0, 0)],


































































where quaternions t1, t2 and t3 are given by
t1 = [1, (0, 0, 0)] + ε[0, (0, 0, l1)],
t2 = [1, (0, 0, 0)] + ε[0, (0, 0, l2)],
t3 = [1, (0, 0, 0)] + ε[0, (0, 0, l3)].
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Quaternions qB0←B1 , qB1←B2 and qB2←B3 are exactly the same quaternions as was used in
Example 1.5. It is important to emphasize that conjugation of these dual quaternions are
identical with original quaternions. It can be easily proved that formula for composition
of change of basis quaternions holds here too. Again, it will be used almost the same
procedure to derive the position of end-effector as was used previous examples:
([1, (0, 0, 0)] + ε[0, [
−−→
C3Q]B3 ]) = ([1, (0, 0, 0)] + ε[0, (0, 0, l3)]),
([1, (0, 0, 0)] + ε[0, [
−−→
C2Q]B2 ]) = ([1, (0, 0, 0)] + ε[0, (0, 0, l2)]) + ([1, (0, 0, 0)] + ε[0, [
−−→
C3Q]B2 ])




([1, (0, 0, 0)] + ε[0, [
−−→
C1Q]B1 ]) = ([1, (0, 0, 0)] + ε[0, (0, 0, l1)]) + ([1, (0, 0, 0)] + ε[0, [
−−→
C2Q]B1 ])








([1, (0, 0, 0)] + ε[0, [
−−→
C0Q]B0 ]) = ([1, (0, 0, 0)] + ε[0, [
−−→
C1Q]B0 ])














In Chapters 1 and 2 were introduced so called forward kinematics. This chapter deals
with inverse kinematics. It means that it will be derived joint parameters from desired
position of the end-effector for specific robot. There will be shown two general procedures
using exponential mapping and Gro¨bner basis for solving inverse kinematics of robot with
three different rotation joints (i.e. three different axis of rotation). No matter which
method will be used for solving inverse kinematics, the goal will be always to find all
robot configurations for any point in work space. At first sight it does not seem to be
reasonable. On the other hand, there are points, which cannot be reached. These points
are given by the robot architecture, which is not specified in this thesis. Generally, inverse
kinematics is very difficult to solve. Theory and application of exponential mapping is
inspired by books [16] and [6]. The fourth and the fifth section, which are introducing
Gro¨bner basis and its application, are motivated by the books [4], [10] and [1].
3.1 The Exponential Mapping
At the beginning it will be mentioned definition of exponential map of matrix and some
basic properties.








To be able to discuss the convergence of this series, it is necessary to define norm.






In other words, infinity matrix norm is the maximum row sum. Next theorem speaks
about convergence of this series.
Theorem 3.1. Series in Equation 3.1.1 converge absolutely for any square matrix A with
respect to the infinity norm.
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Proof. Let us consider (i, j)th element of matrix A and infinity matrix norm || · ||∞. Then




























Thus every element of the matrix A forms absolute convergent series which implies that
series from Equation 3.1.1 is absolutely convergent series.
In following theorem will be mentioned basic properties of exponential map.
Theorem 3.2. Let A and B be square matrices then following holds:
1. exp(A) exp(B) = exp(A+B) if and only if AB = BA
2. if exp(A) is regular matrix, then exp(−A) = exp(A)−1
3. for every regular matrix G of order n holds that exp(GAG−1) = G exp(A)G−1.
Proof. 1. Absolutely convergent series can be reordered since it is absolutely convergent


















































2. To prove the second part it will be used first property from the first part. Clearly,
first property implies that
I = exp(0) = exp(A− A) = exp(A) exp(−A),
which proves second property.
















Using limit directly implies third property.
Now can be introduced matrix exponential with parameter t. Exponential function is








It is easy to see that such a series is absolutely convergent for every t. Moreover every


















Antn) = A exp tA.
Let us denote matrix exponential as g(t) := exp(tA). All matrices g(t) forms commutative
group induced by matrix A. Such a group is called one-parameter subgroup of Euclidean
group. There is several possible ways how to compute matrix exponential. Next example
will show one of possible methods:
Example 3.1








































Thus, following equations have to be solved: After short computation one can observe,
d
dt







that the solution of these equations is following:
exp(tA) =
(
cos t − sin t
sin t cos t
)
.
The solution of previous example is well-known matrix of planar rotation. It can be
provided extension to 3× 3 matrix which describes rotation in space. Let us recall, that
every matrix of rotation can be transformed into more convenient form as was showed in
Example 1.3. Thus the rotation matrix across z axis in appropriate coordinate system is
the solution of exponential of the following matrix:
A =
0 −1 01 0 0
0 0 0
 ⇒ exp(tA) =
cos t − sin t 0sin t cos t 0
0 0 1

More precise derivation of the form of the matrix A will be discussed in next section.
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3.2 Rigid Motions
In this section will be derived matrix A for predefined matrix representing rigid motion.







where R is orthogonal matrix. Next theorem discusses this issue.







where t is a parameter, R(t) is orthogonal matrix of order 3 and t(t) is column vector






, where Ω =






Proof. It is known, that exp(0) = I and d
dt
exp(tA) = A exp(tA). This implies that
d
dt











Let us introduce new notation for derivation of rotation matrix Ω := dR
dt
(0) and for
derivation of translation vector v := dt
dt
(0). For elements of matrix R holds that
3∑
j=1
rij(t)rkj(t) = δik, where i, k ∈ {1, 2, 3}.




























Hence, the matrix dR
dt
(0) is antisymmetric. Determinant of such a matrix is detR = 0
since matrix is of odd order. In general, matrix Ω is of the following form:
Ω =
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
 .
Similarly, as in Example 1.3, it can be chosen better coordinate system in order to see
clearly the effect of matrix. Since matrix Ω is singular, it can be chosen unit vector e3
such that holds: Ωe3 = 0. Hence
Ωe3 =












This implies that ωx = 0 ans ωy = 0. Right now it remains to shift the origin of new





























v1 + ωzq2v2 − ωzq1
v3
 .
Elements q1 and q2 can be chosen such that v˜1 = v˜2 = 0.
In the previous proof was shown that all rigid motions in appropriate coordinate
system are represented by following matrix:
exp(tA) =

cos(ωzt) − sin(ωzt) 0 0
sin(ωzt) cos(ωzt) 0 0
0 0 1 vt
0 0 0 1
 .
Note that:
(i.) for ωz 6= 0 and v 6= 0 it is screw motion,
(ii.) for ωz 6= 0 and v = 0 it is rotation motion,
(iii.) for ωz = 0 and v 6= 0 it is translation motion.
Finally here a few words about matrix Ω. It is no coincidence that it has mentioned
form. Such form correspond to the cross product expressed as matrix multiplication.
Indeed, it holds:
Ωv = ω × v,
where ω = (ωx, ωy, ωz)
T and v is arbitrary vector. Moreover, it holds, that vector ω
determines the direction of the rotation axis. Thus matrix Ω can be easily determined
from the direction of axis rotation.
3.3 Exponential Mapping in Inverse Kinematics
In this section it will be shown how to use exponential mapping in the inverse kinematics
for articulated robot with three rotation joints.
So let us consider robot with three arbitrary rotation joints. Coordinates of the final
position of the end-effector will be represented by vector p and coordinates of home




















Matrix Ωi has general form based on the direction of i-th axis of rotation. Vector ri some
point on the axis of rotation. Since all joints are revolute joints, the exponential has form:
exp (θiAi) = I4 + sin θiAi + (1− cos θi)A2i .










which can be rewritten
p′ = p + sin θivi × (p− ri) + (1− cos θi)vi × (vi × (p− ri).






























These equations can be rewritten according to the general form derived above:
a = p0 + sin θ3v3 × (p0 − r3) + (1− cos θ3)v3 × (v3 × (p0 − r3)) (3.3.2)
b = p− sin θ1v1 × (p− r1) + (1− cos θ1)v1 × (v1 × (p− r1)) (3.3.3)
It is clear that these points must lie in the plane perpendicular to the second joint axis
and thus holds: a · v2 = b · v2. Moreover, point a always lies a fixed distance from the
axis of second joint and hence holds: (a − r2)2 = (b − r2)2. The general form of a − r2
and b− r2 is following:
c− r2 = w + sin θv × q + (1− cos θ)v × (v × q).
The second and third terms will vanish after square of such an expression since they are
obviously orthogonal. Moreover, the second and the third term are the same since v is
unit vector. Hence the squared is of the form:
(c− r2)2 =w ·w + 2w · (sin θv) + 2w · ((1− cos θ)v × (v × q))
+ (sin2 θ + (1 + cos θ)2)(v × q) · (v × q)
= · · ·+ (2− 2 cos θ)(v × q) · (v × q).
One can observe, that the equation (a− r2)2 = (b− r2)2 is then linear in variables cos θ1,
sin θ1, cos θ2 and sin θ2. Finally, it can be added trigonometric identities. This gives four
equation in four variables:
a · v2 = b · v2
(a− r2)2 = (b− r2)2
1 = cos2 θ1 + sin
2 θ1
1 = cos2 θ2 + sin
2 θ2.
Such a system of equations can be solved by radicals. It will not be discussed in details.
The solution of this system of equations are possible joint angles θ1 and θ3. Hence, it is
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Again, it can be rewritten into the following form:
b = a + sin θ2v2 × (a− r2) + (1− cos θ2)v2 × (v2 × (a− r2).
As was mentioned before, vectors v2 × (a− r2) and v2 × (v2 × (a− r2), are orthogonal.
This implies the solution as:
cos θ2 = 1− (b− a) · (v2 × (v2 × (a− r2)))||v2 × (v2 × (a− r2)||2 (3.3.4)
sin θ2 =
(b− a) · (v2 × (a− r2))
||v2 × (a− r2)||2 . (3.3.5)
Application of this procedure will be demonstrated using specific robot model with three
rotation axis.
Example 3.2














Figure 3.1: Example of robot.
suggests, axis of rotations are determined by the following vectors:
v1 = (0, 0, 1)
T , v2 = (1, 0, 0)
T , v3 = (1, 0, 0)
T ,
r1 = (0, 0, 0)
T , r2 = (0, 0, `1)
T , r3 = (0, 0, `1 + `2)
T .
Now it is possible to determine matrices A1, A2 and A3. Moreover, let us consider following
home position:
p0 = (0, 0, `1 + `2 + `3)
T
Next, these input parameters can be plugged into the equations 3.3.2 and 3.3.3:
a = (0,−`3 sin θ3, `1 + `2 + `3 cos θ3)T ,
b = (x cos θ1 + y sin θ1, y cos θ1 − x sin θ1, z)T .
Two linear equations, derived from a · v2 = b · v2 and (a − r2)2 = (b − r2)2, are of the
form:
x cos θ1 + y sin θ1 = 0,
−`21 + `22 + `23 − x2 − y2 + 2`1z − z2 + 2`2`3 cos θ3 = 0.
53
For cos θ3 immediately follows:
cos θ3 =
`21 − `22 − `23 + x2 + y2 − 2`1z + z2
2`2`3
.
In case of cos θ1 and cos θ2 it is necessary to provide some computations. After few
simplifications the solution is following:










This allows us to determine a and b. Finally, it is easy to determine θ2 using equations
3.3.4 and 3.3.5. Note that this procedure fails when desired position causes any of de-
nominators in 3.3.6, 3.3.4 and 3.3.5 to vanish. It is clear, that we are able to determine
all robot configurations in all positions except positions which satisfy:
x = y = 0.
Geometric interpretation is quite clear. There are infinitely many robot configurations for
these positions since angle θ1 can be specified arbitrarily. Fortunately, it is not difficult
to derive robot configurations for these positions. Angle θ1 will be fixed. Let us recall
that lengths `2 and `3 are known and they are not necessarily of the same length. It is
also known input parameter z. Thus, second segment, third segment and distance |z− `1|
forms triangle. Now, it can be applied low of cosine to determine remaining two angles.





Q = [0, 0, z]
(a)
ℓ2




Figure 3.2: Derivation of robot configurations for x = y = 0.
Now, let us choose following values:
p = (x, y, z)T = (3/2, 0, 1−
√
3/2)T , (`1, `2, `3)
T = (1, 1, 1)T .


































































































Figure 3.3: Possible robot configurations.
The visualization of this solution is shown in Figure 3.3. Robot configurations for angle
θ1 = 3pi/2 and θ1 = pi/2 can be visualized in the same way. Function, which solves inverse
kinematics based on the exponential mapping, is implemented in software Mathematica.
Function, called InverseKinematicsExponentialMapping, is attached in Appendix A.
3.4 Gro¨bner Basis
In this section it will be briefly described definitions of ideal, Gro¨ber basis and some
properties connected with Gro¨bner basis. This theory leads to the alternative point of
view for inverse kinematics problem. Let us call the elements of Nn0 multi-indices.
Definition 3.3. Let α = (α1, . . . , αn) ∈ Nn0 be multi-index and let x1, . . . , xn be variables.
Then a monomial xα in x1, . . . , xn is defined as the product x
α = xα11 . . . x
αn
n . Moreover,
the total degree of the monomial x is defined as |α| = α1 + · · ·+ αn.
Definition 3.4. A multivariate polynomial f in x1, . . . , xn with coefficients in field F is
a finite linear combination, f(x1, . . . , xn) =
∑
α aαx
α, of monomials xα and coefficients
aα ∈ F.
From now on, we will consider R[x] ring of polynomials over R, where x = (x1, . . . , xn).
Definition 3.5. A total ordering, <, on multi-indices is called admissible if the following
two conditions are satisfied:
(i.) ∀α ∈ Nn0 , 0 < α,
(ii.) ∀α, β, γ ∈ Nn0 , α < β ⇒ α + γ < β + γ.
Definition 3.6. Let α, β ∈ Nn0 be multi-indices and let α <lex β be lexicographic order if
and only if there exists j ∈ {1, . . . , n} such that α < β and for every i < j is αi = βi.
It is not difficult to show that lexicographic order is admissible.
Definition 3.7. An ideal I of R[x] is a set of polynomials with the following properties:
(i.) if g, h ∈ I, then g + h ∈ I,
(ii.) if g ∈ I then g · h ∈ I and h · g ∈ I for all h ∈ R[x].
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It is easy to prove, that if ideal I contains unit element of the ring, then I = R[x].
Remark 3.1 Monomials in polynomial f can be ordered according to the any multi-
indices order <. For example, polynomial with respect to the lexicographic order will be
denoted as f<lex . Next, we will introduce following notation:
• leading term of polynomial f< is denoted as lt(f),
• leading monomial of polynomial f< is denoted as lm(f),
• leading coefficient of polynomial f< is denoted as lc(f).
For example, for polynomial f(x, y, z) = −3x5yz4 + 2x2y8 − xy4 + xyz3 with respect to
the lexicographic order following holds:
lt(f) = −3x5yz4, lm(f) = x5yz4, lc(f) = −3.
Definition 3.8. Let G = {g1, . . . , gn} be a finite subset of ring R[x]. The set
〈g1, . . . , gn〉 = {r1g1 + · · ·+ rngn|ri ∈ R[x], gi ∈ G},
of all finite linear combinations of elements of G, with coefficients in R[x] is an ideal
in R[x], called the ideal generated by G. It is the smallest ideal which contains all gi.
Finally, it will be mentioned the definition of Gro¨bner basis.
Definition 3.9. For an ideal I all leading terms lt(g) of g ∈ I generate an ideal called
lt(I). A finite collection of polynomials g1, . . . gn ∈ I is called Gro¨bner basis of ideal I if
the leading terms lt(g1) . . . lt(gn) generate lt(I).
In this work it will not be discussed the algorithm for computation of reduced Gro¨bner
basis. It can be found in book [4].
Definition 3.10. A polynomial g reduces to another polynomial h modulo polynomial
set F , denoted g →F h, if and only if there exists f ∈ F , b = lc(g)/lc(f) and u =
lm(g)/lm(f) such that h = g − buf . Otherwise, g is called irreducible modulo F .
Definition 3.11. Let G = g1, . . . , gn be Gro¨bner basis if ideal I. Then G is called reduced
Gro¨bner basis if it satisfies:
(i.) leading coefficient lc(gi) = 1 for all i ∈ {1, . . . , n}
(ii.) none of elements of polynomial gi is divisible by lm(gj) for i, j ∈ {1, . . . , n} and i 6=
j.
Elements, which satisfy second property are called completely reduced. Moreover, it
holds that every ideal I has unique reduced basis relative to predefined ordering. Next
theorem will be introduced without proof. This theorem generalizes division algorithm
for polynomials.
Theorem 3.4. Let F = (f1, . . . , fn) be an ordered n−tuple of polynomials in R[x]. Then if
f ∈ R[x], then there exists polynomials q1, . . . , qn, r ∈ R[x] such that f = q1f1+. . . qnfn+r
and either r = 0 or r is completely reduced polynomial.
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Definition 3.12. Let I be ideal of R[x]. The j−th elimination ideal Ij, where j =
0, . . . , n− 1 is defined as
Ij = I ∩ R[xj+1, . . . , xn].
Let G be Gro¨bner basis. Then let us denote Gj = G ∩ R[xj+1, . . . , xn].
Theorem 3.5. Let G be Gro¨bner basis. Then Gj = G ∩R[xj+1, . . . , xn] is Gro¨bner basis
of elimination ideal Ij for every j = 0, . . . , n− 1.
Next, it will be shown how to use Gro¨bner basis for inverse kinematics problem for
specific example.
3.5 Gro¨bner Basis in Inverse Kinematics
In this section it will be presented how to solve inverse kinematics for specific robot using
Gro¨bner basis.
Let us consider the robot showed in the Figure 3.1. According to the Chapter 1, the
position of the end-effector can be expressed using matrices of rotation. Consider point
Q situated on the end-effector. Position of the end-effector is dependent on joint angles,
thus Q(θ1, θ2, θ3). The position of Q in basis positioned at C0 is determined by the vector
[
−−→
C0Q]B0 . Let us denote this vector as (a, b, c) = [
−−→
C0Q]B0 . Position of the end-effector can
determined by following matrix:xy
z











 sin θ1 (`2 sin θ2 + `3 sin(θ2 + θ3))− cos θ1 (`2 sin θ2 + `3 sin(θ2 + θ3))
`1 + `2 cos θ2 + `3 cos(θ2 + θ3)
 . (3.5.8)
Note that one can obtain the same equations for end-effector position using quaternion
representation of rotation instead of matrices. Now, the crucial point is to convert equa-
tions 3.5.8 into representation Q(θ1, θ2, θ3) as polynomial functions in suitable variables.
Let us write:
si = sin θi




i − 1 = 0,
where i ∈ {1, 2, 3}. From the trigonometric identities following holds:
cos(θ1 + θ2) = cos θ1 cos θ2 − sin θ1 sin θ2 = c1c2 − s1s2,
sin(θ1 + θ2) = sin θ1 cos θ2 + cos θ1 sin θ2 = s1c2 + c1s2.
57
It can be observed, that possible ways to place the end-effector to the given point (a, b, c)T
are described by the following system of polynomial equations:
x = s1 (`2s2 + `3(s2c3 + c2s3))
y = −c1 (`2s2 + `3(s2c3 + c2s3))
z = `1 + `2c2 + `3(c2c3 − s2s3)
0 = c21 + s
2
1 − 1
0 = c22 + s
2
2 − 1
0 = c23 + s
2
3 − 1.
These equations can be solved computing Gro¨bner basis using lexicographical order with the
variables ordered
c3 >lex s3 >lex c2 >lex s2 >lex c1 >lex s1.
Solution is dependent on the parameters x, y, z, `1, `2, `3. Solution will not be shown since
it is very large. In Appendix A is attached Mathematica Notebook with function called
InverseKinematicsGroebnerBasis. The part of this function solution of mentioned
system of polynomial equations. Instead of general solution it will be shown solution for
particular parameters settings in next example. The advantage of polynomials defining
Gro¨bner basis is that first polynomial contains just variable s1. Thus, from the first
equation can be determined s1. Second polynomial of Gro¨bner basis contains s1 and c1.
Since s1 is already known from previous equation, now it can be determined the value of c1.
Same procedure is repeated for all polynomials of Gro¨bner basis. Thus all variables can be
determined because every equation contains one extra variable which can be determined
from previous equations.
Expressing desired variables from equations in Gro¨bner basis can cause fractions.
There exists coordinates, which causes zero in denominator. Thus this solution does
not describe all possible robot configurations. It is easy to derive that for the following
coordinates angles can not be determined:
z = l1,
x = 0,
x = 0 ∧ z = l1
x = 0 ∧ y = 0,
x = 0 ∧ y = 0 ∧ z = l1.
(3.5.9)
Hence, these end-effector positions appear to have some special properties. All the cases
will be discussed in following example.
Example 3.3
Let us choose the same values of parameters as was used in Example 3.2:
(x, y, z)T = (3/2, 0, 1−
√
3/2)T , (`1, `2, `3)
T = (1, 1, 1)T .
Since this position does not satisfy any case mentioned in 3.5.9, then reduced Gro¨bner
basis is of the form: 
9/4(−1 + s21)
(3c1)/2
9− 27s1s2 + 18s22
−(3/2)(3 +√3c2 − 3s1s2)






Solving these equations and converting them back from polynomial form into trigono-
metric form leads to the sine and cosine functions. After short computation, it can be















































It can be observed that the solution is exactly the same as in the previous example. In the
Figure 3.3 it is shown possible robot configurations.
Now, let us consider general position (x, y, z)T and let the lengths of the segments
remain the same. It will be discussed the cases in 3.5.9. It will be considered the fourth
and the fifth case first. Geometrically, equations in Gro¨bener in these cases fail since there
are infinitely many different possible configurations that will place end-effector at the men-
tioned positions. The angle θ1 can be specified arbitrarily, then it remains to determine
angles θ2 and θ3. Note that positions which satisfy fourth condition must lie on z axis
in interval 〈0, 3〉. So the second and the third segment has to form a triangle. Hence,
it can be used same procedure as was used in Section 3.3. The fifth case occurs only
when θ2 ∈ {pi/2, 3pi/2} and θ3 ∈ {pi, 2pi}. In other words, the third segment will fold back
along the second segment. The third case is very similar to the fourth case since in this
case end-effector can move only along line. Here, a little bit transformed procedure from
Section 3.3 can be used too.
Finally, the first and second case from 3.5.9 can be solved as following. In both cases
are substituted x = 0 and z = 1 and recomputed Gro¨bner basis. Two new Gro¨bner basis




This thesis introduces and applies mathematical principles which describes kinematics of
robotic arm. In first two chapters was presented theory connected with forward kinemat-
ics. This theory is used for describing the position of any point with respect to the any
joint coordinate system. The most common situation is describing position of end – ef-
fector with respect to the coordinate system connected with the ground. Both chapters
are based on the linear transformations which preserve angles, distances and orientation.
More precisely, Chapter 1 takes into account just rotation motions. In this chapter
are discussed linear transformations, which comes from group SO(3), and they are rep-
resented by matrices and by quaternions. In both cases theory is applied for robotic arm
with three rotary joints.
In Chapter 2 is added translation motion to the pure rotation motion. In this case
the description of rigid motions using matrices and quaternions is slightly different from
the one used in Chapter 1. Rigid motions are described by the linear transformations
from group SE(3). Matrix representation of this group consists of 4× 4 matrices of the
special form. Quaternions representation of group SE(3) is provided by the unit dual
quaternions. In both cases the theory is applied to the same robotic arm as was introduced
in Chapter 1.
In Chapter 3 is discussed inverse kinematics. The goal of this chapter is to introduce
required theory and its application for specific robotic arm. Inverse kinematics deals
with computing joints parameters with respect to the final position of the end-effector.
In this chapter are presented two different approaches. Both approaches give a general
solution for robotic arms with three rotary joints.
First method for solving inverse kinematics is based on a exponential mapping. There
are derived equations for specific robotic arm which was discussed in previous two chap-
ters. Second method takes advantage of Gro¨bner basis for system of non-linear equa-
tions which determines the final position of end-effector. Both methods are implemented
in software Mathematica. It appears that procedure using exponential mapping is faster
in comparation with the solution given by Gro¨bner basis. Mathematica Notebook is





On the following pages it is shown implementation of all mathematical principles applied
on specific robotic arm. Equations, which were derived in Example 1.4 are implemented
in function ClawPositionMatricesO3. Function ClawPositionQuaternions returns po-
sition of end-effector using quaternions and equations from Example 1.5. Examples 2.2
and 2.3 from Chapter 2 are implemented in functions ClawPositionMatricesSE3 and
ClawPositionDualQuaternions. Note that functions, which use quaternions, take ad-
vantage of Mathematica Quaternions package. There is also introduced function DQP.
This function returns product of two quaternions. This function is based on Remark
2.3. Finally, it is introduced visualization of mentioned specific robotic arm and effect
of rotations in different joints.
In Chapter 3 were presented two approaches which solve inverse kinematics. Methods,
which are based on exponential mapping and Gro¨bner basis, are implemented as functions
InverseKinematicsExponentialMap and InverseKinematicsGroebnerBasis. Since Ma-
thematica command GroebnerBasis does not return reduced Gro¨bner basis, it is intro-
duced function ReducedGroebnerBasis and two auxiliary functions LM and LC. These
auxiliary functions returns leading monomial and leading coefficient of polynomial. Func-
tion ReducedGroebnerBasis takes as first argument Gro¨bner basis given by mentioned
Mathematica command and second argument is variables order. In the very end of Math-
ematica Notebook it is introduced function which uses one of mentioned functions in order
to animate the transition of robotic arm between two points.
63
In[1]:= ClawPositionMatricesO3@angles_, lengths_D := H
Module@8P01, P02, P03, P04, P12, P23, P24, P34<,
P01 = RotationMatrix@angles@@1DD, 80, 0, 1<D;
P12 = RotationMatrix@angles@@2DD, 81, 0, 0<D;
P23 = RotationMatrix@angles@@3DD, 81, 0, 0<D;
P02 = P01.P12;
P03 = P02.P23;




ClawPositionMatricesO3@8Θ1, Θ2, Θ3, Β<, 81, 1, 1<D,
88Θ1, 0<, 0, 2 Pi<,
88Θ2, 3 Pi  2<, 0, 2 Pi<,
88Θ3, Pi  2<, 0, 2 Pi<,








In[3]:= Clear@Θ1, Θ2, Θ3D
In[4]:= << Quaternions‘;
In[5]:= ClawPositionQuaternions@angles_, lengths_D := H
q01 = Quaternion@Cos@angles@@1DD  2D, 0, 0, Sin@angles@@1DD  2DD;
q01C = Conjugate@q01D;
q12 = Quaternion@Cos@angles@@2DD  2D, Sin@angles@@2DD  2D, 0, 0D;
q12C = Conjugate@q12D;
q23 = Quaternion@Cos@angles@@3DD  2D, Sin@angles@@3DD  2D, 0, 0D;
q23C = Conjugate@q23D;
q34 = Quaternion@Cos@angles@@4DD  2D, 0, 0, Sin@angles@@4DD  2DD;
q34C = Conjugate@q34D;
l1q = Quaternion@0, 0, 0, lengths@@1DDD;
l2q = Quaternion@0, 0, 0, lengths@@2DDD;
l3q = Quaternion@0, 0, 0, lengths@@3DDD;
q02 = q01 ** q12;
q02C = Conjugate@q02D;
q03 = q02 ** q23;
q03C = Conjugate@q03D;
q04 = q03 ** q34;
q04 = Conjugate@q04D;
N4Pos = q01 ** l1q ** q01C + q02 ** l2q ** q02C + q03 ** l3q ** q03C
L
In[6]:= Manipulate@
ClawPositionQuaternions@8Θ1, Θ2, Θ3, Β<, 81, 1, 1<D,
88Θ1, 0<, 0, 2 Pi<,
88Θ2, 3 Pi  2<, 0, 2 Pi<,
88Θ3, Pi  2<, 0, 2 Pi<,







Quaternion@0, 0, 1, 2D
In[7]:= Clear@Θ1, Θ2, Θ3D
Printed by Mathematica for Students
In[8]:= ClawPositionMatricesSE3@angles_, lengths_D := H
Module@8R01, R12, R23<,
8Θ1, Θ2, Θ3< = 8angles@@1DD, angles@@2DD, angles@@3DD<;
R01 = 88Cos@Θ1D, -Sin@Θ1D, 0, 0<, 8Sin@Θ1D, Cos@Θ1D, 0, 0<, 80, 0, 1, 0<, 80, 0, 0, 1<<;
R12 =
881, 0, 0, 0<, 80, Cos@Θ2D, -Sin@Θ2D, 0<, 80, Sin@Θ2D, Cos@Θ2D, lengths@@1DD<, 80, 0, 0, 1<<;
R23 = 881, 0, 0, 0<, 80, Cos@Θ3D, -Sin@Θ3D, 0<,
80, Sin@Θ3D, Cos@Θ3D, lengths@@2DD<, 80, 0, 0, 1<<;




ClawPositionMatricesSE3@8Θ1, Θ2, Θ3<, 81, 1, 1<D,
88Θ1, 0<, 0, 2 Pi<,
88Θ2, 3 Pi  2<, 0, 2 Pi<,






80, 1, 2, 1<
In[10]:= Clear@Θ1, Θ2, Θ3D
In[11]:= DQP@Q1_, Q2_D := H
Return@8
8Q1@@1, 1DD ** Q2@@1, 1DD, Q1@@1, 1DD ** Q2@@1, 2DD + Q1@@1, 2DD ** Q2@@1, 1DD<,
8Quaternion@0, 0, 0, 0D, Q1@@1, 1DD ** Q2@@1, 1DD<
<D
L
Printed by Mathematica for Students
In[12]:= ClawPositionDualQuaternions@angles_, lengths_D :=
ModuleB8q01M, q01CM, q12M, q12CM, q23M, q23CM, l1, l2, l3, ql3, Θ1, Θ2, Θ3<,
8Θ1, Θ2, Θ3< = 8angles@@1DD, angles@@2DD, angles@@3DD<;
8l1, l2, l3< = 8lengths@@1DD  2, lengths@@2DD  2, lengths@@3DD<;
q01M = ::QuaternionBCosBΘ1
2
F, 0, 0, SinBΘ1
2
FF, Quaternion@0, 0, 0, 0D>,
:Quaternion@0, 0, 0, 0D, QuaternionBCosBΘ1
2




























































ql3 = 88Quaternion@1, 0, 0, 0D, Quaternion@0, 0, 0, l3D<,
8Quaternion@0, 0, 0, 0D, Quaternion@1, 0, 0, 0D<<;




ClawPositionDualQuaternions@8Θ1, Θ2, Θ3<, 81, 1, 1<D,
88Θ1, 0<, 0, 2 Pi<,
88Θ2, 3 Pi  2<, 0, 2 Pi<,






Quaternion@0, 0, 1, 2D
Printed by Mathematica for Students
Manipulate@
claw1 = Cuboid@80.2, -1, 0<, 8-0.2, 1, 0.4<D;
claw2 = Cuboid@80.2, -1, 0<, 8-0.2, -0.8, 0.8<D;
claw3 = Cuboid@80.2, 1, 0<, 8-0.2, 0.8, 0.8<D;
claw = 8claw1, claw2, claw3<;
clawR = Rotate@claw, 0, 80, 0, 1<D;
clawRT = Translate@clawR, 80, 0, 3<D;
unit4 = 8clawRT<;
unit4T = Translate@unit4, 80, 0, l3 * 10 - 3<D;
segment4 = Cylinder@880, 0, 0<, 80, 0, l3 * 10<<, 1  4D;
unit4TR = Rotate@8unit4T, segment4<, Θ3, 81, 0, 0<D;
pivot3 = Cylinder@88-1  2, 0, 0<, 81  2, 0, 0<<, 1  2D;
unit3 = 8unit4TR, pivot3<;
Segment2 = Cylinder@880, 0, 0<, 80, 0, l2 * 10<<, 1  4D;
unit3T = Translate@unit3, 80, 0, l2 * 10<D;
unit2 = 8unit3T, Segment2<;
unit2R = Rotate@unit2, Θ2, 81, 0, 0<D;
pivot2 = Cylinder@88-1  2, 0, 0<, 81  2, 0, 0<<, 1  2D;
unit2RT = Translate@8unit2R, pivot2<, 80, 0, l1 * 10<D;
Segment1 = Cylinder@880, 0, 0<, 80, 0, l1 * 10<<, 1  4D;
unit1 = 8unit2RT, Segment1<;
pivot1 = Cylinder@880, 0, 0<, 80, 0, 3<<, 1  2D;
unit1R = Rotate@8unit1, pivot1<, Θ1, 80, 0, 1<D;
base = Cylinder@880, 0, 0<, 80, 0, -1  2<<, 2D;
Graphics3D@8unit1R, base, Text@Style@ClawPositionMatricesO3@8Θ1, Θ2, Θ3<, 8l1, l2, l3<D, WhiteD,
80, 0, -3<, FormatType ® StandardFormD<, Background ® RGBColor@0, 0.2, 0.3D
, Boxed ® False, ImageSize ® 8350, 350<D, 88Θ1, 0<, 0, 2 Pi<, 88Θ2, 3 Pi  2<, 0, 2 Pi<,
88Θ3, Pi  2<, 0, 2 Pi<, 88l1, 1<, 0.4, 2<, 88l2, 1<, 0.4, 2<,
88l3, 1<, 0.4, 2<, TrackedSymbols ® 8Θ3, Θ2, Θ1, l1, l2, l3<,
ControlPlacement ® LeftD
Out[15]=
Printed by Mathematica for Students
In[16]:= InverseKinematicsExponentialMap@FinalPosition_, lengths_D := H
Module@
8a, b, x, y, z, s1, s2, s3, s4, c1, c2, c3, l1, l2, l3, v1, v2, v3, r1, r2, r3, p0, p, angles, f<,
8l1, l2, l3< = 8lengths@@1DD, lengths@@2DD, lengths@@3DD<;
8x, y, z< = 8FinalPosition@@1DD, FinalPosition@@2DD, FinalPosition@@3DD<;
If@Hx^2 + y^2 + Hz - l1L^2 > Hl1 + l2L^2 ÈÈ x^2 + y^2 + Hz - l1L^2 < Hl2 - l1L^2L ÈÈ z < 0,
Print@"Desired position is out of configuration space."D; Return@80, 0, 0<D,
If@8x, y, z< == 80, 0, l1<, Return@880, Pi  2, Pi<, 80, Pi  2, 3 Pi<,
80, 3 Pi  2, Pi<, 80, 3 Pi  2, 3 Pi<<D;,
If@8x, y, z<  80, 0, z<,
b = l2; c = l3;
If@z > l1,
a = z - l1;
Return@8
80, 2 Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<,
80, ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;
If@z < l1,
a = l1 - z;
Return@8
80, Pi + ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<, 80,
Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;,
v1 = 80, 0, 1<; v2 = 81, 0, 0<; v3 = 81, 0, 0<; r1 = 80, 0, 0<; r2 = 80, 0, l1<;
r3 = 80, 0, l1 + l2<; p0 = 80, 0, l1 + l2 + l3<; p = 8x, y, z<;
a = p0 + Cross@Sin@Θ3D v3, p0 - r3D + Cross@H1 - Cos@Θ3DL v3, Cross@v3, p0 - r3DD;
b = p - Cross@Sin@Θ1D v1, p - r1D + Cross@H1 - Cos@Θ1DL v1, Cross@v1, p - r1DD;
s1 = Simplify@a.v2 - b.v2D;
s3 = Simplify@Ha - r2L.Ha - r2L - Hb - r2L.Hb - r2LD;
s2 = Simplify@1 - HHb - aL.Cross@v2, Cross@v2, Ha - r2LDDL 
HCross@v2, Cross@v2, Ha - r2LDD.Cross@v2, Cross@v2, Ha - r2LDDL - Cos@Θ2DD;
s4 = Simplify@HHb - aL.HCross@v2, a - r2DLL  HCross@v2, a - r2D.Cross@v2, a - r2DL - Sin@Θ2DD;
angles = List@ToRules@Reduce@s1  0 && s3  0 && s2  0 && s4  0, 8Θ1, Θ2, Θ3<D .
8C@1D ® 1, C@2D ® 1, C@3D ® 1<DD;
f = Dimensions@anglesD@@1DD;





8x = 0, y = 1, z = 2<,
Column@8
InputField@Dynamic@8x, y, z<DD,




::2 Π, 2 Π, 3 Π
2





>, :3 Π, 2 Π, 5 Π
2






Printed by Mathematica for Students
In[18]:= LM@polys_, variablesOrder_D := H
dim = Dimensions@polysD@@1DD;
LMSet = 8<;
For@i = 1, i £ dim, i++,
LMCoef = CoefficientRules@polys@@iDD, variablesOrderD@@1, 1DD;




In[19]:= LC@polys_, variablesOrder_D := H
dim = Dimensions@polysD@@1DD;
LCSet = 8<;
For@i = 1, i £ dim, i++,
LCCoef = CoefficientRules@polys@@iDD, variablesOrderD@@1, 2DD;











F = Delete@F, 1D;
If@
PolynomialReduce@LM@8f0<, variablesOrderD@@1DD,
LM@F, variablesOrderD, variablesOrderD@@2DD =!= 0 &&
PolynomialReduce@LM@8f0<, variablesOrderD@@1DD, LM@H, variablesOrderD,
variablesOrderD@@2DD =!= 0,
f0 = PolynomialReduce@f0, H, variablesOrderD@@2DD;
f0 = Expand@f0  LC@8f0<, variablesOrderDD@@1DD;
f0 = Simplify@f0D;
H = Append@H, f0D




In[21]:= polys = 8s1 Hl2 s2 + l3 Hs2 c3 + c2 s3LL - x, -c1 Hl2 s2 + l3 Hs2 c3 + c2 s3LL - y,
l1 + l2 c2 + l3 Hc2 c3 - s2 s3L - z, c1^2 + s1^2 - 1, c2^2 + s2^2 - 1, c3^2 + s3^2 - 1<
Out[21]= 9s1 Hl2 s2 + l3 Hc3 s2 + c2 s3LL - x, -c1 Hl2 s2 + l3 Hc3 s2 + c2 s3LL - y,
l1 + c2 l2 + l3 Hc2 c3 - s2 s3L - z, -1 + c12 + s12, -1 + c22 + s22, -1 + c32 + s32=
In[22]:= GB = GroebnerBasis@polys, 8c3, s3, c2, s2, c1, s1<D;
Printed by Mathematica for Students
In[23]:= ReducedGroebnerBasis@GB, 8c3, s3, c2, s2, c1, s1<D
Out[23]= :






Il14 x + l24 x - 4 l23 s1 s2 Ix2 + y2M - 4 l13 x z - 4 l2 s1 s2 Ix2 + y2M I-l32 + x2 + y2 + z2M +
x I-l32 + x2 + y2 + z2M2 + 2 l22 x I-l32 + x2 + 2 s22 x2 + y2 + 2 s22 y2 - z2 + 2 s22 z2M -
4 l1 z Il22 I-1 + 2 s22M x - 2 l2 s1 s2 Ix2 + y2M + x I-l32 + x2 + y2 + z2MM +
2 l12 Il22 I-1 + 2 s22M x - 2 l2 s1 s2 Ix2 + y2M + x I-l32 + x2 + y2 + 3 z2MMM 
I4 l22 x Il12 + x2 + y2 - 2 l1 z + z2MM,
1
2 l2 x Hl1 - zL
Il12 x + l22 x + 2 l1 x Hc2 l2 - zL - 2 l2 Is1 s2 Ix2 + y2M + c2 x zM + x I-l32 + x2 + y2 + z2MM,
1
2 l2 l3 x Hl1 - zL
Il22 s1 Ix2 + y2M + l12 I-2 l2 s2 x + s1 Ix2 + y2MM + s1 Ix2 + y2M I-l32 + x2 + y2 + z2M +
2 l1 I-s1 Ix2 + y2M z + l2 x Hl3 s3 + 2 s2 zLM - 2 l2 x Il3 s3 z + s2 Ix2 + y2 + z2MMM,
-
l12 - l22 - 2 c3 l2 l3 - l32 + x2 + y2 - 2 l1 z + z2
2 l2 l3
>
In[24]:= InverseKinematicsGroebnerBasis@FinalPosition_, lengths_D :=
ModuleB8a, b, c, x, y, z, s1, s2, s3, c1, c2, c3, l1, l2, l3, angles, f<,
8l1, l2, l3< = 8lengths@@1DD, lengths@@2DD, lengths@@3DD<;
8x, y, z< = 8FinalPosition@@1DD, FinalPosition@@2DD, FinalPosition@@3DD<;
IfBHx^2 + y^2 + Hz - l1L^2 > Hl1 + l2L^2 ÈÈ x^2 + y^2 + Hz - l1L^2 < Hl2 - l1L^2L ÈÈ z < 0,
Print@"Desired position is out of configuration space."D; Return@80, 0, 0<D,
IfB8x, y, z< == 80, 0, l1<, Return@880, Pi  2, Pi<, 80, Pi  2, 3 Pi<,
80, 3 Pi  2, Pi<, 80, 3 Pi  2, 3 Pi<<D;,
IfB8x, y, z<  80, 0, z<,
b = l2; c = l3;
If@z > l1,
a = z - l1;
Return@8
80, 2 Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<,
80, ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;
If@z < l1,
a = l1 - z;
Return@8
80, Pi + ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<, 80,
Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;,
IfB8x, y, z< == 80, y, l1<,
a = Abs@yD; b = l2; c = l3;
If@y > 0, Return@8
80, 3 Pi  2 + ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<,
80, 3 Pi  2 - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@
H-a^2 + b^2 + c^2L  H2 c bLD<, 8Pi, Pi  2 - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD,
Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<, 8Pi, Pi  2 + ArcCos@
H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<<DD;
If@y < 0, Return@8
8Pi, 3 Pi  2 + ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@
H-a^2 + b^2 + c^2L  H2 c bLD<, 8Pi, 3 Pi  2 - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD,
Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<, 80, Pi  2 - ArcCos@H-c^2 + a^2 + b^2L 
H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<, 80, Pi  2 + ArcCos@
D, <<DD;,
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In[24]:=
H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<, 80, Pi  2 + ArcCos@
H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 c bLD<<DD;,
IfB8x, y, z<  80, y, z<,
sol = SolveBs1  0 && -1 + c12  0 && Il14 + l24 + 4 c1 l23 s2 y - 4 l13 z +
4 c1 l2 s2 y I-l32 + y2 + z2M + I-l32 + y2 + z2M2 - 4 l1 z I-l32 + l22 I-1 + 2 s22M +
2 c1 l2 s2 y + y2 + z2M + 2 l12 I-l32 + l22 I-1 + 2 s22M + 2 c1 l2 s2 y + y2 + 3 z2M -
2 l22 Il32 - I1 + 2 s22M y2 + I1 - 2 s22M z2MM  I4 l22 Il12 + y2 - 2 l1 z + z2MM  0 &&
1
2 l1 l2 - 2 l2 z
Il12 + 2 c2 l1 l2 + l22 - l32 + 2 c1 l2 s2 y + y2 - 2 l1 z - 2 c2 l2 z + z2M 
0 && -
1
2 l2 l3 Hl1 - zL Il1
2 H2 l2 s2 + c1 yL - 2 l1 Hl2 l3 s3 + 2 l2 s2 z + c1 y zL +
c1 y Il22 - l32 + y2 + z2M + 2 l2 Il3 s3 z + s2 Iy2 + z2MMM  0 &&
-
l12 - l22 - 2 c3 l2 l3 - l32 + y2 - 2 l1 z + z2
2 l2 l3
 0, 8s1, s2, s3, c1, c2, c3<F;
solution = 8s1, s2, s3, c1, c2, c3< . sol;
f = Dimensions@solutionD@@1DD;
Return@
Table@angles = Reduce@Sin@Θ1D  solution@@i, 1DD && Sin@Θ2D  solution@@i, 2DD &&
Sin@Θ3D  solution@@i, 3DD && Cos@Θ1D  solution@@i, 4DD && Cos@Θ2D  solution@@
i, 5DD && Cos@Θ3D  solution@@i, 6DD, 8Θ1, Θ2, Θ3<, RealsD . C@1D ® 1;
8angles@@1, 2DD, angles@@2, 2DD, angles@@3, 2DD<, 8i, f<DD,
IfB8x, y, z<  8x, y, l1<,
sol = SolveBI-1 + s1
2M x2 + s12 y2
x2 + y2





l22 s1 - 2 l2 s2 x + s1 I-l32 + x2 + y2M
2 l2 x
 0 && Il24 + I-l32 + x2 + y2M2 - 2 l22






l22 + 2 c3 l2 l3 + l32 - x2 - y2
2 l2 l3
 0, 8s1, s2, s3, c1, c2, c3<F;
solution = 8s1, s2, s3, c1, c2, c3< . sol;
f = Dimensions@solutionD@@1DD;
Return@Table@angles = Reduce@Sin@Θ1D  solution@@i, 1DD &&
Sin@Θ2D  solution@@i, 2DD && Sin@Θ3D  solution@@i, 3DD &&
Cos@Θ1D  solution@@i, 4DD && Cos@Θ2D  solution@@i, 5DD &&
Cos@Θ3D  solution@@i, 6DD, 8Θ1, Θ2, Θ3<, RealsD . C@1D ® 1;
8angles@@1, 2DD, angles@@2, 2DD, angles@@3, 2DD<, 8i, f<DD,
sol = SolveBI-1 + s1
2M x2 + s12 y2
x2 + y2




Il14 x + l24 x - 4 l23 s1 s2 Ix2 + y2M - 4 l13 x z - 4 l2 s1 s2 Ix2 + y2M I-l32 + x2 + y2 + z2M +
x I-l32 + x2 + y2 + z2M2 + 2 l22 x I-l32 + x2 + 2 s22 x2 + y2 + 2 s22 y2 - z2 + 2 s22 z2M -
4 l1 z Il22 I-1 + 2 s22M x - 2 l2 s1 s2 Ix2 + y2M + x I-l32 + x2 + y2 + z2MM +
2 l12 Il22 I-1 + 2 s22M x - 2 l2 s1 s2 Ix2 + y2M + x I-l32 + x2 + y2 + 3 z2MMM  I4 l22 x
Il12 + x2 + y2 - 2 l1 z + z2MM  0 && 1
2 l2 x Hl1 - zL Il1
2 x + l22 x + 2 l1 x Hc2 l2 - zL -
2 l2 Is1 s2 Ix2 + y2M + c2 x zM + x I-l32 + x2 + y2 + z2MM  0 && 1
2 l2 l3 x Hl1 - zL
Il22 s1 Ix2 + y2M + l12 I-2 l2 s2 x + s1 Ix2 + y2MM + s1 Ix2 + y2M I-l32 + x2 + y2 + z2M + 2 l1
I-s1 Ix2 + y2M z + l2 x Hl3 s3 + 2 s2 zLM - 2 l2 x Il3 s3 z + s2 Ix2 + y2 + z2MMM  0 &&
, F;
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In[24]:=
-
l12 - l22 - 2 c3 l2 l3 - l32 + x2 + y2 - 2 l1 z + z2
2 l2 l3
 0, 8s1, s2, s3, c1, c2, c3<F;
solution = 8s1, s2, s3, c1, c2, c3< . sol;
f = Dimensions@solutionD@@1DD;
Return@Table@angles = Reduce@Sin@Θ1D  solution@@i, 1DD &&
Sin@Θ2D  solution@@i, 2DD && Sin@Θ3D  solution@@i, 3DD &&
Cos@Θ1D  solution@@i, 4DD && Cos@Θ2D  solution@@i, 5DD &&
Cos@Θ3D  solution@@i, 6DD, 8Θ1, Θ2, Θ3<, RealsD . C@1D ® 1;





8x = 0, y = 1, z = 2<,
Column@8
InputField@Dynamic@8x, y, z<DD,














>, :3 Π, 2 Π, 5 Π
2
>, :2 Π, 2 Π, 3 Π
2
>>
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In[26]:= InverseKinematicsCircles@FinalPosition_, lengths_D := H
Module@8a, b, c, x, y, z, u, v, d, tmp, l1, l2, l3, Α, Γ<,
8l1, l2, l3< = 8lengths@@1DD, lengths@@2DD, lengths@@3DD<;
8x, y, z< = 8FinalPosition@@1DD, FinalPosition@@2DD, FinalPosition@@3DD<;
If@Hx^2 + y^2 + Hz - l1L^2 > Hl1 + l2L^2 ÈÈ x^2 + y^2 + Hz - l1L^2 < Hl2 - l1L^2LH*ÈÈz<0*L,
Print@"Desired position is out of configuration space."D; Return@80, 0, 0<D,
If@8x, y, z< == 80, 0, l1<, Return@880, Pi  2, Pi<, 80, Pi  2, 3 Pi<,
80, 3 Pi  2, Pi<, 80, 3 Pi  2, 3 Pi<<D;,
If@8x, y, z<  80, 0, z<,
b = l2; c = l3;
If@z > l1,
a = z - l1;
Return@8
80, 2 Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<,
80, ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;
If@z < l1,
a = l1 - z;
Return@8
80, Pi + ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi + ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<, 80,
Pi - ArcCos@H-c^2 + a^2 + b^2L  H2 a bLD, Pi - ArcCos@H-a^2 + b^2 + c^2L  H2 b cLD<<DD;,
tmp = 8x, y, z< - 80, 0, l1<;
d = Norm@tmpD;
v = Hl2^2 - l3^2 + d^2L  H2 dL;
u = d - v;
Α = ArcCos@tmp@@3DD  dD;
Γ = ArcCos@-y  Sqrt@x^2 + y^2DD;
If@x > 0,
Return@8
8Γ, Α - ArcCos@v  l2D, Pi - ArcSin@u  l3D - ArcSin@v  l2D<,
8Γ, Α + ArcCos@v  l2D, Pi + ArcSin@u  l3D + ArcSin@v  l3D<,
8Γ + Pi, 2 Pi - Α + ArcCos@v  l2D, Pi + ArcSin@u  l3D + ArcSin@v  l3D<,
8Γ + Pi, 2 Pi - Α - ArcCos@v  l2D, Pi - ArcSin@u  l3D - ArcSin@v  l2D<
<D,
Return@8
82 Pi - Γ, Α - ArcCos@v  l2D, Pi - ArcSin@u  l3D - ArcSin@v  l2D<,
82 Pi - Γ, Α + ArcCos@v  l2D, Pi + ArcSin@u  l3D + ArcSin@v  l3D<,
8Pi - Γ, 2 Pi - Α + ArcCos@v  l2D, Pi + ArcSin@u  l3D + ArcSin@v  l3D<,






8x = 0, y = 1, z = 2<,
Column@8
InputField@Dynamic@8x, y, z<DD,











>, :0, 2 Π, 3 Π
2
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In[28]:= RobotModel@angles_, lengths_D := H
Module@8Θ1, Θ2, Θ3, Β, l1, l2, l3<,
8l1, l2, l3< = 8lengths@@1DD, lengths@@2DD, lengths@@3DD<;
8Θ1, Θ2, Θ3< = 8angles@@1DD, angles@@2DD, angles@@3DD<;
claw1 = Cuboid@80.2, -1, 0<, 8-0.2, 1, 0.4<D;
claw2 = Cuboid@80.2, -1, 0<, 8-0.2, -0.8, 0.8<D;
claw3 = Cuboid@80.2, 1, 0<, 8-0.2, 0.8, 0.8<D;
claw = 8claw1, claw2, claw3<;
clawR = Rotate@claw, 0, 80, 0, 1<D;
clawRT = Translate@clawR, 80, 0, 3<D;
unit4 = 8clawRT<;
unit4T = Translate@unit4, 80, 0, l3 * 10 - 3<D;
segment4 = Cylinder@880, 0, 0<, 80, 0, l3 * 10<<, 1  4D;
unit4TR = Rotate@8unit4T, segment4<, Θ3, 81, 0, 0<D;
pivot3 = Cylinder@88-1  2, 0, 0<, 81  2, 0, 0<<, 1  2D;
unit3 = 8unit4TR, pivot3<;
Segment2 = Cylinder@880, 0, 0<, 80, 0, l2 * 10<<, 1  4D;
unit3T = Translate@unit3, 80, 0, l2 * 10<D;
unit2 = 8unit3T, Segment2<;
unit2R = Rotate@unit2, Θ2, 81, 0, 0<D;
pivot2 = Cylinder@88-1  2, 0, 0<, 81  2, 0, 0<<, 1  2D;
unit2RT = Translate@8unit2R, pivot2<, 80, 0, l1 * 10<D;
Segment1 = Cylinder@880, 0, 0<, 80, 0, l1 * 10<<, 1  4D;
unit1 = 8unit2RT, Segment1<;
pivot1 = Cylinder@880, 0, 0<, 80, 0, 3<<, 1  2D;
unit1R = Rotate@8unit1, pivot1<, Θ1, 80, 0, 1<D;
base = Cylinder@880, 0, 0<, 80, 0, -1  2<<, 2D;
Graphics3D@8unit1R, base,
Text@Style@ClawPositionMatricesO3@8Θ1, Θ2, Θ3, 0<, 8l1, l2, l3<D, 12, WhiteD, 80, 0, -3<,
FormatType ® StandardFormD, Text@Style@8Θ1 180  Pi, Θ2 180  Pi, Θ3 180  Pi<, 12, WhiteD
, 80, 0, -5<, FormatType ® StandardFormD<, Background ® RGBColor@0, 0.2, 0.3D
, Boxed ® False, ImageSize ® 8350, 350<DDL
In[29]:= finalConf = 80, 0, 0<;
Printed by Mathematica for Students
Manipulate@
8t1, t2, t3< = finalConf;
sol = InverseKinematicsCircles@Position, 81, 1, 1<D;
n = Dimensions@solD@@1DD;
For@i = 1, i < n + 1, i++,
If@sol@@i, 1DD ³ 2 Pi, sol@@i, 1DD = sol@@i, 1DD - Floor@sol@@i, 1DD  H2 PiLD 2 PiD;
If@sol@@i, 2DD ³ 2 Pi, sol@@i, 2DD = sol@@i, 2DD - Floor@sol@@i, 2DD  H2 PiLD 2 PiD;
If@sol@@i, 3DD ³ 2 Pi, sol@@i, 3DD = sol@@i, 3DD - Floor@sol@@i, 3DD  H2 PiLD 2 PiD;
D;
finalConf = sol@@1DD;
For@i = 2, i < n + 1, i++,
If@Norm@Subtract@8t1, t2, t3<, finalConfDD >
Norm@Subtract@8t1, t2, t3<, sol@@iDDDD, finalConf = sol@@iDDD;
D;
Animate@






8Position, 8List@1, 1, 1D<<, ControlType ® InputField, TrackedSymbols :> 8Position<
D
Out[31]=
In[32]:= tC = Timing@InverseKinematicsCircles@81, 1, 1<, 81, 1, 1<DD;
Printed by Mathematica for Students
In[33]:= tGB = Timing@InverseKinematicsGroebnerBasis@81, 1, 1<, 81, 1, 1<DD;
In[34]:= tEM = Timing@InverseKinematicsExponentialMap@81, 1, 1<, 81, 1, 1<DD;






Printed by Mathematica for Students
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p,q,u,v, t . . . column vectors−−→
C1Q column vector formed by points C1 and Q
[p]V column vector p with coordinates expressed in basis V
A,B, . . . matrices
I identity matrix
[T ]W←V transformation matrix of T with respect to the bases V and W
[T ]V transformation matrix of T with respect to the basis V
i, j,k imaginary units
ε dual unit




F[x] set of all polynomials in variable x with coefficients from field F
p< polynomial with ordered monomials with respect to <
lt(p) leading term of polynomial p<
lm(p) leading monomial of polynomial p<




This work contains CD attachment. CD contains:
• Mathematica Notebook: RobotModel.m
• master’s thesis Mathematical Principles of Robotics in PDF format
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