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Introduction
large enough clusters to be detected with functional magnetic resonance imaging 20 (fMRI) as unique activation pattern associated with each individual finger (Indovina 21 and Sanes, 2001; Ejaz et al., 2015) . Each of these populations can be conceptualized 22 as a dynamical system (Churchland et al., 2012) (illustrated by arrows inside the two 23 circles in Fig. 1A) , that produces the continuous sequence of muscle activities 24 necessary for the movement of a single finger. Here we ask whether such sub-25 populations in M1 can also learn to represent longer sequences that span movements 26 of multiple different fingers. sequences are produced through sequential selection of single finger movements. The individual movements (i.e. that the activity for the second press is the same whether it 73 is executed in the sequence 1-2 or 3-2, Fig. 1C ), but that the amount of activity for 74 each individual finger press depends on the serial position in the sequence. For 75 example, it is possible that the first finger press in the sequence always elicits more 76 activity than subsequent presses. Because we can only observe a temporally integrated 77 signal in fMRI, such unequal weighting would lead to differences in activity patterns 78 between different sequences. Thus to show evidence for a true sequence 79 representation, we not only need to show distinguishable activity patterns for different 80 sequences, but also demonstrate that these differences cannot be explained by a 81 weighted combination of the activity patterns for individual presses. 82
To test this idea, we compared the patterns for multi-finger sequence with 83 those obtained for the execution of repeated presses of each single finger. We found 84 that in M1 differences between the activity patterns for different sequences could be 85 fully explained by the combination of activity patterns elicited by single finger presses. 86
Specifically, sequence activation patterns in M1 reflected a stronger activation for the 87 first finger in the sequence than subsequent fingers. In contrast, activation patterns in 88 premotor and parietal cortices could not be explained by a combination of the activity 89 patterns for the elementary movements. This suggests that premotor areas comprise 90 representations of movement sequence, which then activate the representations of the 91 individual component movements in M1 (Fig. 1C) . To test for this possibility, we systematically compare the activation patterns for the 162 multi-finger sequences to those of the single-finger presses and in M1. We calculated 163 the cross-validated distances between all pairs of conditions in an anatomically 164 defined region-of-interest (ROI; Figure 3 To obtain insight into the representational structure, we applied a 169 dimensionality reduction to the RDM by projecting it into a 2-dimensional space ( and Methods). (C) Mean distance between the single-finger movement (1, 3, or 5) and 182 the multi-finger sequence that starts with the same finger MINUS the distance 183 between the same single finger movement and sequences that start with a different 184 finger. A positive difference indicates that the pattern for each multi-finger sequence 185 is weighted towards the pattern of the first finger. (D) Mean distance (calculated for 186 M1) between two multi-finger sequences that start with different fingers MINUS the 187 mean distance between fingers that start with the same finger. A positive difference 188 indicates that difference between sequences can partly be explained by the difference 189 between the first finger. Asterisks indicate statistical significance assessed by one-190 sided paired t-test (*: p<0.05, **: p<0.01). 191
192
The multi-finger sequences are arranged such that two sequences starting with 193 the same finger are clustered together (shown in the same colour in Fig. 4B ). 194
Furthermore, among all multi-finger sequence patterns, each pattern was also the most 195 similar to the pattern associated with the first finger in the sequence. It should be 196 noted, however, that low-dimensional projections (here designed to maximize the could almost fully account for the representational structure found in M1: the 232 difference in log-likelihood to the Null-model (log-Bayes factor, see Materials & 233 Method) fell between the upper and lower bound of the noise ceiling ( Fig The combination of the first-finger model and the 6-finger transition model (1F.S) is 242 shown below the horizontal dashed line. Winning model is marked by the arrow. 243
Significant differences (assessed by Wilcoxon's rank sum test on individual log-244
Bayes-factors ) in the fit between the winning and the other models are marked by We then tested whether M1 might represent movement transitions between 2 254 or more fingers (see Fig 5A) . Note that a representation of a 6-finger transition would 255 mean that each sequence would have a unique activity pattern. The log-Bayes factor 256 for these models was clearly lower than that for the first-finger model ( Fig. 5B) , 257
indicating a poorer fit of these models. 258
We then explored linear combinations of models. Because the relative weight 259 of each component was an additional free parameter, we evaluated the model 260 likelihood using cross-validation across participants (see Materials & Methods) . 261
When we combined the first-finger model with the sequence model, we achieved a 262 slightly lower likelihood than the first-finger model alone for M1, the average log-263
Bayes factor reduced by 0.05. For S1, however, the addition of sequence model 264 achieved a slightly higher likelihood (9.37 for first-finger model alone, vs 9.87 for 265 combined model, Fig. 5B ). However, on a common scale of Bayes factors (Kass and 266 Raftery, 1995), such a small difference would be considered "not worth more than a 267 bare mention". 268
In premotor areas, on the other hand, the representational structure was not 269 well explained by the first-finger model. For example, in SMA and SPLa, the fit of 270 the sequence model was systematically better than the first-finger model ( In summary, on the group level our results provided very limited evidence for 278 a true, unique sequence representation, or the representation of transitions between 279 fingers in M1. Instead, the representational structure for sequences in this area could 280 almost fully be explained by the first-finger model -i.e assuming that the patterns for 281 multi-finger sequences are a linear combination of the patterns associated with the 282 individual finger presses, with the first finger weighted more strongly than the others. 283
The same observation held true for S1. In contrast, in premotor regions the first-finger 284 model could not account for the differences between sequences, suggesting genuine 285 encoding of sequential information in these regions. 286 287
First-finger effect in M1 is related to neural planning and execution processes 288
We hypothesize that that the prominent activity for the first finger press in M1 is 289 related to active planning and execution processes. Given that the BOLD signal more 290 closely reflects synaptic input than spiking activity of output neurons (Logothetis et 291 al., 2001) , one possible explanation is that M1 receives strong input from premotor 292 regions at the beginning of the sequence to push the neural state from resting to active 293 state at movement initiation. While M1 would still rely on premotor input to produce 294 the subsequent finger presses, the amount of this input would be smaller as M1 is 295 already in an active state. 296
Alternatively, the prominence of the first finger pattern could be due to the passive 297 properties of M1. Specifically, the effect could have hemodynamic rather than 298 neuronal causes. That is, the neural activity for each finger in the sequence could be 299 exactly the same, but because of the non-linear integration of the BOLD signal for 300
inter-stimulus intervals of <6s (Dale and Buckner, 1997) , it may be that the first 301 finger press achieved the majority of the vasodilatory response and hence dominates 302 the overall activity pattern. 303
To rule out this possibility, we exploited the fact that the single-finger patterns 304 in M1 and S1 can also be elicited by passive stimulation . In the 305 scanner, we therefore "replayed" the recorded force traces during the active trials 306 through pneumatic pistons mounted under each finger. If we can elicit comparable if the timing of the presses is identical across conditions, then any hemodynamic, or 309 passive neural effect, should apply equally in both situations. Thus, if the first-finger 310 effect is due to the non-linear translation from neural to BOLD signals, we should 311 find a similar representational structure for active and passive multi-finger movements. As can be seen from Figure 6A , the spatial distribution of single finger 323
representations was comparable to that obtained in the active condition ( Fig. 3A ). For 324 a direct comparison, we calculated the average distances in each of the cortical ROIS 325 ( Fig. 6C ). The distance in M1 was 82±11% of what was elicited in active condition, 326 and 101±10% in S1. Additionally, the elicited patterns matched the active patterns on 327 a finger-by-finger basis. The average correlation between active and passive patterns 328 (after subtracting out the mean activity pattern) of the same finger were r=0.76±0.37, we confirmed that almost comparable single-finger activity patterns are elicited in M1 331 through the passive stimulation. 332
In contrast to single-finger representations, encoding of multi-finger sequences 333 reduced dramatically over the whole cortical surface (Fig. 6B ). The distances between 334 sequences reduced to 47±29% in M1 and 42±42% in S1 compared to the active 335 condition (Fig. 6D) . Critically, the reduction was larger than what would be expected 336 from the reduction in the single-finger representations (Fig. 6B , M1: t 16 =1.7601, 337 p=0.049, and S1: t 16 =2.587, p=0.001). If the first-finger effect had been solely due to a 338 hemodynamic non-linearity, or to a passive adaptation of neural activity, then the 339 effect should have equally applied to both active and passive conditions. Instead, the 340 differences between active and passive conditions indicate that the high weighting of 341 the first-finger press in M1 is caused by active preparation or initiation of the 342
sequence. 343
The results also show that the sequence representations found in premotor 344
regions are due to the active planning and execution of a sequence, and not to 345 processing of the sensory inflow. The distances for multi-finger movements were 346 substantially lower (24% on average) in premotor regions ( Fig 6B) and not 347 significantly different from zero in 4 of the 5 premotor ROIs. Furthermore, the 348 remaining representational structure was relatively inconsistent between subjects, as 349 can be seen in the low noise ceiling of the model fits (Supplemental Fig 6) . These factor between first-finger and noise ceiling model. As in Experiment 1, the first-380 finger model provides an adequate explanation for M1 and S1, but not for secondary 381 motor areas. Dashed line shows the typical threshold value for model selection (e.g., First, due to the fact that experiment 2 had more data, the evidence for 385 movement representation was substantially stronger. The scale of log-Bayes factor 386 was approximately 3~4 times larger in Figure 7 compared with Figure 5 . However, 387 despite increased signal and despite ample opportunity to form representations of at 388 least two or three finger transitions, the representational structure in M1 was again 389 fully explained by the first finger model. The log-Bayes factor of the first-finger 390 model was above the noise ceiling. Addition of the sequence representation or a 2-391 finger transition model did not substantially improve the fit (Fig. 7A, 18 .95 vs 19.16 392 for single model and combined model, respectively). Similar result was obtained for 393 S1. However, in this region the addition of the sequence model slightly improved the 394 likelihood of the model (Fig. 7A, 45 .84 vs 47.84 for single model and combined 395 model, respectively). In contrast, the representational structure in premotor and 396 parietal regions could not be explained by the first-finger model, suggesting the 397 presence of a more complex and higher-level sequence representation (Fig. 7B ). The 398 content of these representations, and their dependence on cognitive mechanisms of 399 movement chunking, will be reported in a subsequent paper. For M1, however, these 400 results confirm that even after week-long training, the activity pattern reflect 401 processes related to the individual finger presses, but not to their sequential context. 402 evidence for a genuine sequence representation in M1. We also did not find evidence 405 for a representation of partial sequences, such as the transition between 2 or more 406 finger presses. Instead, we found that the activity patterns for sequences could be 407 explained by a linear combination of the activity patterns for single finger presses, in 408 which the weight of the first finger was higher than for the other presses. This resulted 409 in an above-chance classification accuracy for sequences beginning with different 410 fingers. We also provided evidence that this first-finger effect was much larger during 411 active compared to passive sequence production, arguing that it is related to active 412 movement preparation and initiation. These results also indicate that the first-finger 413 effect had a neural origin, rather than being based on a hemodynamic non-linearity. In 414 contrast to the absence of any sequential information in M1, sequences were robustly 415 represented in secondary motor areas, such as PMd, SMA, and the anterior SPL. changes in the input to M1, caused by sequences being learned and represented in 431 secondary motor regions. Multi-voxel pattern analysis is also sensitive to inputs from 432 other regions, but reveals the local organization of how these inputs arrive in M1.
especially high, but that the underlying activity patterns still only reflect the 435 individual finger movements. 436
Second, we not only measured the activation pattern for the sequences, but 437 also compared them to the patterns of their constituent single finger movements. This 438 allowed us to determine whether the activity patterns for multi-finger sequences could 439 be explained by a combination of single-finger movements, or whether there was 440 evidence for a new representation that encoded the sequential context ( Fig 1B) . Our 441 results clearly argue for the former, implying that the significant differences between 442 sequence patterns in M1 in our earlier work 443 Kornysheva and Diedrichsen, 2014; Wiestler et al., 2014) did not reflect an encoding 444 of the order of finger presses (i.e. a genuine sequence representation), but of the 445 sequential position of finger presses. In these studies, the different sequences started 446 with a different finger, such that we could not distinguish a real sequence 447 representation from one caused by the first-finger effect. Importantly, our current 448 result confirmed that the pattern differences reported in secondary motor areas reflect 449 genuine sequence encoding. 450
Finally, we demonstrated that in secondary motor areas no robust sequence 451 representation could be elicited using passive sensory stimulation. This suggests that 452 the sequence representations observed in these areas actually reflects active 453 movement planning/execution process, rather than sensory re-afferent signals. Of 454 course, the sensory feedback during the passive stimulation condition was not exactly 455 the same as during active sequence production. However, nearly identical activity 456 patterns in the single-finger conditions elicited in primary sensory cortex by the 457 passive stimuli demonstrated that the sensory feedback closely mimicked that during 458 active presses. 459
460
The origin of the first-finger effect 461
The results from the passive stimulation also argue that the first-finger effect is related 462 to the active preparation and initiation of the sequence, rather than just to the sensory 463 inflow. More generally, the results show that the effect has a neural origin, and is not 464 gamma activity tightly related to the observed BOLD activity recorded when subjects 473 performed the same task in the scanner. While the "sequence" in these experiments 474 consisted of the repetition of the same movement elements, our results lead to the 475 prediction that similar effect should occur for more complex, multi-finger sequences. 476
What is the neural origin of this first-finger effect? First note that both BOLD 477 and high-frequency gamma power relate mainly to synaptic input to a region. Thus, it 478 is not unlikely that this effect arises only on the input side and that the firing of output 479 neurons would be matched for the different finger presses (Picard et al., 2013) . The 480 most likely explanation therefore is that the neural circuits in M1 require a large input 481 drive to initiate a series of movements. Recent results have shown that the largest 482 change in neural activity occurs when transitioning between a "resting" sub-space to 483 the active sub-space (Elsayed et al., 2016). In our case the driving input for this 484 movement would arrive in form of the intention to move the first finger. Subsequent 485 finger presses would still require input from higher-order areas, as M1 would not be 486 able to generate the sequence autonomously, but the input drive would be much 487 smaller as the state of the neurons would already be in the vicinity of the active 488 subspace. This idea also predicts that if the sequence is executed slowly enough, the 489 sequences, not as in our study between different trained sequences. On a much shorter 501 time scale, Karni et al. (1995) reported an expansion of activated area in M1 over 4 502 weeks of daily practice. The total amount of practice was similar for the experiments 503 reported here (approx. 3.5~7 hrs vs. 6~10 hrs in our study). Again, the results only 504 indicated that trained sequences elicited more activity than untrained sequences (a 505 result that we failed to replicate, Wiestler and Diedrichsen, 2013), but does not show 506 the presence of neural processes that would relate to the sequential order of movement 507 elements. 508
Using our methods, we did not find evidence for the representation of short 509 sequence components, such as the transition between 2 or 3 fingers. There was some 510
indication that there was a weak component of the activity pattern in M1 which may 511 reflect the sequence itself. We are now investigating whether these patterns constitute 512 the beginning of a "true" sequence representations that will increase in strength with 513 extended training. 514 515
Conclusion. 516
Using representational fMRI analysis, we demonstrated that up to about 1 week of 517 intensive practice, activity in M1 relates to individual finger presses, but not to 518 transitions between multiple fingers or even full sequences. At the same time, we 519 found robust and genuine sequence representation in other higher motor areas, such as 520 PMd, SMA, or aSPL, which is consistent with previous studies (Mushiake et al., 521 1991; Shima and Tanji, 1998) . The next challenge is to dissect the content of these 522 representations in detail (Lashley, 1951) . 523
Materials & Methods 525
Participants 526
Nine healthy, right-handed volunteers (3 females, age: 23±4) participated in 527 Experiment 1, and 14 healthy, right-handed volunteers (8 females, age: 23±3) 528 participated in Experiment 2, after providing written informed consent. The 529 experimental procedures were approved by local ethics committees at the University 530 of Western Ontario (London, Canada) and University College London (London, UK). 531
None of the participants was professional musician nor has any known neurological 532 history. 533 534
Apparatus 535
We used custom-build five-finger keyboards ( Fig. 2A) production. Dynamic range of the force transducers was 0-16N and the resolution 539 <0.02 (N). A finger press/release was detected when the force value crossed a 540 threshold of approximately 3 N. This threshold was slightly adjusted for each finger to 541 ensure that each key could be pressed easily. The signal from the keyboard were low-542 pass filtered, amplified and sent to PC for online task control and data recording. The 543 forces were recorded at 200 Hz. For passive stimulation of the fingers, a pneumatic air 544 piston was mounted underneath each key. The pistons were driven by compressed air 545 (100 psi) from outside the MRI scanning room through poly-vinyl tubes. The force 546 exerted by each piston was controlled by a pressure-regulating valves. The 547 movements of the fingers was restricted by a device mounted above the fingers. 548 549
Sequence production task for Experiment 1 550
During the training sessions, participants were seated in front of the LCD monitor and 551 placed their fingers on the keyboard. They learned to produce five single finger 552 sequences and six multi-finger sequences. For the single-finger sequences, one of five 553 fingers had to be pressed 6 times (e.g., 3 3 3 3 3 3); for the multi-finger sequences one 554 of the six possible permutations of fingers 1, 3, and 5 was pressed twice (e.g., 5 3 1 5 555
The participants practiced the sequences for 3 days so they were able to 558 produce the sequences in the scanner within 2.5 seconds from memory given only 559 visual cue, which was presented for 1.5 seconds at the start of each trial (Fig. 2C) . 560 Each sequence was indicated by a different Roman numeral (I, II, …, XI). In the 561 beginning of training we provided both the sequence cue (roman numeral) and all six 562 to-be-pressed digits on the screen. Subsequently, we replaced the digits with asterisks 563 (*), to encourage the participants to memorise the sequences (Fig. 2C) . 564
A total 1716 sequence executions were made (156 executions per one 565 sequence type). The order of 11 sequences was pseudo-randomised throughout the 566 sessions. The colour of a asterisks turned to green immediately after a press was 567 correctly registered, while it turned to red if the press was incorrect. To guide 568 participants' speed, the sequence cue blinked at a reference frequency that gradually 569 increased during the training sessions at constant rate until it reached to 4 Hz. On the 570 last day of training sessions, participants practiced actual task for the scanning session, 571 lying on the mock MRI scanner bed for familiarisation. 572 573
Sequence production task for Experiment 2 574
The general methods were similar to the first experiment. Participants learned to 575 produce 8 different sequences with 11 presses from the memory. Initially we trained 576 participants for 5 days, but for the other half added a 6 th day, such that all could 577 correctly produce the sequences within 2.5 seconds. On average, the training lasted 578 cumulatively 10-12 hrs. As in Experiment 1, the sequences were cued with Roman 579 numerals I -VIII. All the sequences were matched with the number of finger presses 580 used; 2 presses with thumb, middle, ring, and little fingers, and 3 presses with index 581 finger, respectively. Four of the sequences started with the thumb, two sequences 582 started with middle finger, and the rest of two sequences started with little finger. The 583 detailed training protocol and the behavioural results of training and transfer test 584 (conducted after the imaging) will be reported in a separate paper. 585 comfortably placed on their lap, and visual stimuli were presented on a back-590 projection screen which was viewed through a mirror attached to the head coil. 591
For Experiment 1, we conducted both active and passive conditions. In each 592 trial of the active condition, the participants were first provided with the sequence cue 593 for 1.5 seconds and then they were required to execute the specified sequence twice 594 within the time limit of 2.5 seconds for each execution (Fig. 2C) . Each execution was 595 triggered by the fixation cross turning green. During the execution period, the fixation 596 cross blinked at the reference frequency (4 Hz) to provide the participants with a 597 pacing signal. The order of the 11 sequences was pseudo-randomised and included 1 598 rest trial of 8 seconds, during which the participants only passively viewed the 599 fixation cross. This set of sequences was repeated three times within each imaging run, 600 resulting in a total of 66 sequence executions per run. We conducted seven runs in the 601 active condition. For these runs, there was also no significant difference in the 602 pressing frequency (Hz) between single and multi-finger sequences (4.58±0.36, 603 4.59±0.39, t 8 =-0.176, p=0.865). The average number of incorrect presses per each 604 execution was close to zero, but slightly larger for multi finger sequences (0.02±0.02, 605 0.22±0.13, t 8 =-4.884, p=0.001). 606
Alternating with the active runs, we conducted seven imaging runs in the 607 passive condition. During the active run, we recorded the force data to replay these 608 forces through the pistons in the passive run. The visual stimuli and timing were 609 exactly the same as in the active runs, except that the participants were told not to 610 produce any active finger movement, but to only passively receive stimulations to 611 their fingers. Each passive run used the exact timings of the preceding active run, only 612 that the sequence of trials was randomly shuffled on each run. Due to the nonlinear 613 response property of pneumatic pistons, the resultant passive forces were lower than 614 the forces in the active condition. We confirmed, however, that we could elicited 615 robust single finger representation almost comparable to the active condition, 616 especially in S1 (see Results). 617
The structure of Experiment 2 was similar. In the beginning of each trial, the 618 sequence cue (I-VIII) was presented for 2.5 seconds. This was followed by two 619 execution phases of 4 seconds each, with 0.5-second ITI. During the execution phase, 620 only fixation cross and asterisks were presented. The order of sequences was trials of 10.5 seconds were randomly interspersed. We conducted a total of 9 runs, 625 each of which lasted a total of about 7 min. Short breaks (up to a few minutes) were 626 interleaved when subjects required. There was no passive condition for this 627 experiment. The average number of incorrect presses per each execution was again 628 close to zero, but significantly larger than that in the Exp 1 (0.40±0.16, t 19 =4.84, 629 p=1.13×10 -4 ). 630 631
Imaging data acquisition. 632
Experiment 1 was conducted on a Siemens Magnetom Syngo 7T MRI scanner system 633 with a 32-channel head coil at the Centre for Functional and Metabolic Mapping, 634
Robarts Research Institute (London, Ontario, Canada). Inhomogeneity of main 635 magnetic field was adjusted by B0 and B1 shimming at the beginning of the whole 636 session. Functional images were acquired for 14 imaging runs of 300 volumes per 637 each using multi-band 2-D echo-planer imaging sequence (TR = 1.00 sec, multi-band 638 acceleration factor = 2, in-plane acceleration factor = 3, resolution: 2.0 mm isotropic 639 with 0.2 mm gap between slices, and 44 slices interleaved). The first 4 volumes were 640 discarded to ensure stable magnetization. The slices were acquired close to axial to 641 cover the dorsal aspects of the brain, including most of the frontal, parietal, occipital 642 lobes, and basal ganglia. The ventral aspects of the frontal and temporal lobes, 643 brainstem, and the cerebellum were not covered. Each functional imaging run lasted 644 for 5 minutes. T1 weighted anatomical image was obtained on a separate session 645 using MP2RAGE sequence (TR = 6.0 sec, resolution: 0.75 mm isotropic).
Recorded force data were analyzed offline. The data for both the training and 659 scanning sessions was first smoothed with second-order Butterworth filter with cutoff 660 frequency of 10 Hz to remove remaining RF noise and then submitted to the 661 subsequent analysis. Press and release timings were defined as the time point where 662
the press force first crossed the threshold (3 N) and then returned to the below-663 threshold level. Reaction time (RT) from the go cue, movement time (MT) starting 664 from first press time to the last release time, inter-press intervals (IPIs), and the 665 number of incorrect presses at each execution were calculated. 666 667
Imaging data analysis 668
Preprocessing and first-level model 669 Experiment 1: Functional imaging data were pre-processed using SPM12 670 (http://www.fil.ion.ucl.ac.uk/spm/). Functional images were first motion corrected, 671 and the mean images were co-registered to the individual anatomical image. As we 672 had relatively fast TR (1.0 sec), we did not correct for slice acquisition timing. The 673 data were then submitted to the 1st-level GLM to estimate the size of the evoked 674 activity for each sequence type and run. We modelled the temporal autocorrelation 675 using the "fast" option, which provides a flexible basis function to model 676 dependencies on longer time scales. High-pass filtering was achieved by temporally 677 pre-whitening the matrix using the temporal autocorrelation estimate. 
Multivariate fMRI analysis 700
Within each of these groups of voxels (surface-based searchlight or anatomically-701 defined ROIs) we extracted the beta-weights for each sequence type and imaging run. 702
We then spatially pre-whitened this the activity estimates across voxels in each area 703 using multivariate noise-normalization with a regularized estimate of the overall 704 noise-covariance matrix (Walther et al., 2016) . This procedure renders the resultant 705 voxels approximately uncorrelated in the noise . 706
For these voxels, we then analyzed how the different multivariate activity 707 patterns represented the sequences, using the representation model framework 708 . In this framework, the representational 709 If U represents the true pattern of interest for the K experimental conditions 715 times P voxels, then the second moment between the activity patterns is defined as 716
= / 717
We analyzed this quantity using two complementary approaches: representational
In RSA, we quantify the representational structure by measuring how distinct each 724 pair of activity patterns are from each other. The squared Euclidean distance between 725 the activity pattern ) and * for example is: 726
Calculated on spatially pre-whitened data, this distance is equal to the squared 728 Mahalanobis distance. One problem is that estimates of this distance based on noisy 729 data are positively biased. We therefore used here a cross-validated estimate of the . 732
where M is the total number of partitions (e.g. imaging runs), 5 is estimated pre-733 whitened activity pattern for partition m, and ~5 is the estimate of the pattern 734 independent of the partition m. The "crossnobis estimator" (Diedrichsen and 735 Kriegeskorte, 2016; Walther et al., 2016) is a distance calculated using this second 736 moment matrix. This distance estimator is unbiased -meaning it can be used to 737 directly test whether a distances is larger than zero. Finding consistently positive 738 distance estimates therefor implies that the two condition activity patterns differ from 739 each other more than expected by chance. 740
To visualize the representational structure, we used classical multi-741 dimensional scaling. We first projected the activity patterns into a lower dimensional 742 sub-space by finding the Eigenvectors of group-averaged matrix, which were then 743 weighted by the square root of corresponding Eigenvalues. The projection displayed 744 in Fig. 4B was then rotated to maximize the differences between the single-finger 745 movements. Here, Y is a N-by-P matrix representing noise-normalized activity pattern after the 753 1st-level GLM (Walther et al., 2016) , where N is the number of estimates (number of 754 conditions x number of runs) and P is the number of voxels. Z (N-by-K matrix) is the 755 design matrix that associates U and Y. B represents the patterns of no interest, in our 756 case the mean activity pattern in each run. Finally, E represents trial-by-trial 757 measurement errors. 758
Importantly, PCM considers the true activity patterns U to be a random 759 variable that follows multivariate normal distribution as, ~, , where G is the 760 second moment matrix of activity pattern U, which determines the similarity structure 761 across movement conditions. In evaluating models, PCM integrates the actual activity 762 patterns out, i.e. it evaluates the marginal likelihood (simply termed likelihood in this 763
, where represents model parameters that determine the shape of G and the signal 766 and noise variances (see Diedrichsen et al., 2017) . We fitted a number of models to 767 explain the representational structure of the patterns associated with the multi-finger 768 sequences. 769 770 1st-finger model: In this model, we assumed that the activity patterns for the 771 multi-finger sequences are a weighted linear combination of the patterns for the 772 constituent single finger presses. If all fingers were weighted equivalently, the overall 773 patterns would identical, as each sequence contains exactly the same fingers. The 1st-774 finger model assumes that the first finger press is more strongly weighted than 775 subsequent presses. Thus, the activity pattern for the multi-finger sequences are 776 modelled as weighted sum of the activity pattern for the single-finger sequences, 777
where U sq is the pattern for multi-finger sequences (6xP matrix), U sf is the activation 779 patterns for the single finger presses of thumb, middle, and little fingers (3xP matrix), 780 and )K is the weight matrix. Because each finger is present in each sequence equally 781 often, we can simply model the difference in weight between the first and the 782 subsequent fingers, such that )K is set to 1 for the first finger, and 0 otherwise (6x3 (i.e., the second moment of the pattern )K ) is fully determined from the similarity 785 across the single finger presses (i.e., HK ) 786 )K = 1 HI HI 7 = 1 )K HK HK 7 )K 7 = )K HK )K 7 . 787
This results in the specific similarity structure depicted in Figure 5A . For modelling 788 the activity at different ROIs, the empirical estimate of G sf was derived for each ROI 789 from the data -therefore no free parameter was required for this model. 790
N-finger transition model: This model family predicts the similarity structure 791 based on neural circuits that encode the transitions between finger presses. Unique 792 transitions can be defined between pairs of presses, or based on 3 or more presses. For 793 instance, each sequence has five specific two-finger transitions, four three-finger 794 transitions, etc. Thus, the predicted activity patterns of the multi-finger sequences are 795 HI = LMNOH LMNOH . 796
In this case the weighting matrix LMNOH indicates, for each sequence, how many of 797 the possible 2-digit transitions (9 total), 3-digit transitions (27 total), etc. the 798 sequences contained, and LMNOH represents specific activation patterns for each 799 possible transition. Because we did not measure patterns for individual transitions, we 800 assumed that each transition would be equally-strongly and independently represented, . 804
The resultant predicted similarity structure for each N-finger transition model 805 can be seen in (Fig. 5A ). Note that the six-finger transition model predicts that all 806 sequences are equally distinct from each other, as each sequence has only one unique 807 six-finger transition (the sequence). 808 separately. To account for individual differences in the signal-to-noise ratio, we 811 maximized the likelihood in respect to a noise and signal strength parameter 812 allowing us to compare their likelihoods directly. We also fitted combinations of 814 models, where the overall representation was a mixture of the hypothesized this case, each component weight added an additional free parameter. Therefore, each 817 single model has 2 free parameters (i.e., signal and noise parameters), and each 818 mixture of two models has 3 free parameters (i.e., signal, noise, and the mixing ratio 819 of one model over the other). Note that the in the finger transition models is 820 absorbed into the signal parameter. 821
To compare models with different number of parameters, we used group 822 cross-validation: We fitted the parameters using the data from n-1 subjects, and then 823 use the estimated G to fit the data from the left-out subject, fixing the parameters for 824 G (for more details, see Diedrichsen et al., 2017) . Note that in this process an overall 825 signal and noise parameter was always fitted individually to each subject. Through 826 this process, we obtained a cross-validated likelihood for each candidate models and 827 subject, which serves as an estimate of the model evidence for each model. 828
We then compared models by calculating the log-Bayes factor which tells us 829
to what degree one model can better describe the observed data over the other 830 calculated (Hackett and Kaas, 2004) as the difference between the log-likelihoods: 831 832 log model A vs model B = log model A − log model B . 833 834 logBF were computed separately for each subject. We then used standard 835 criteria for the average logBF proposed by Kaas and Raftery (1995) to judge if a 836 model is meaningfully "better" than the other. Instead of using the group log-Bayes 837 factor (Stephan et al., 2009), i.e. the sum of the individual log-Bayes factor, we report 838 here the average logBF, which is invariant to the number of participants. This 839 provides a much more stringent criterion for model selection. 840
841
Noise ceiling: We also estimated the likelihood that the best achievable model should 842 reach, called noise ceiling. The noise ceiling is an important measure to assess 843 whether the selected model is a sufficient model, or whether the model misses a 844 substantial aspect of the representational structure that is consistently observed across 845 individuals. For this we used a free (fully flexible) model, which has as many 846 parameters as the number of the elements in the second-moment matrix. For an 847 estimate of the free model, we simply used the mean of cross-validated second moment matrix across subject, which gives nearly identical results as using the 849 maximum-likelihood estimate (for details see Diedrichsen et al., 2017) . 850
To determine the free model, we first used the data of all subjects combined. 851
This results in the best achievable likelihood for a group model and therefore 852 constitutes an upper bound for the likelihood. Because this estimate is over-fitted, we 853 also determined the cross-validated likelihood of the free model, which constitutes a 854 lower bound estimate of noise ceiling. Therefore, even if a model performs better than 855 the lower noise ceiling, it remains be possible that a better model still exists. However, 856 based on the absolute performance we can conclude that the model captures all clearly 857 consistent effects in the data. 858
Statistics 859
We used one-sided, one-sample t-test for the evaluation of positive mean distance 860 across subjects. To assess the first-finger effect, we performed two kinds of separate 861 paired-t tests; a) if distances between two multi-finger sequences sharing the same 862 first finger are smaller than distances between any other pair of multi-finger 863 sequences not sharing the same first finger, b) if distances between a single-finger 864 sequence and a multi-finger sequence sharing the same first finger are smaller than 865 distances between any other pairs between single-finger and multi-finger sequences 866 not sharing the same first finger. Significant difference for both of above comparisons 867 (a and b) was deemed as the evidence of the first-finger effect. The ratio between 868 active and passive distances (i.e., the reduction of passive distance) was estimated 869 using linear-regression without intercept. Estimated slopes between single-and multi-870 finger sequences were then compared using simple t-contrast. 871
For the model comparison using PCM, we employed the standard 872 interpretation of the size of the BF (Kaas and Raftery, 1995, see above. Additionally, 873
we also report a Wilcoxon's rank sum test on the log-Bayes factors between the 874 winning and other models. Significance level was set to p=0.05. All the statistical 875 analyses were performed on MATLAB (Mathworks, Inc.).
