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Abstract
In this paper, the problem of the minimal description of the struc-
ture of a vector function f (x) over an N-dimensional interval is stud-
ied. Methods adaptively subdividing the original interval in smaller
subintervals and evaluating f (x) at only one point within each subin-
terval are considered. Two partition strategies traditionally used for
solving this problem are analyzed. A new partition strategy based on
an efficient technique developed for diagonal algorithms is proposed
and studied.
Key Words: Partitioning, minimal description, one-point-based algorithms, global
optimization.
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1 Introduction and Analysis of Traditional Partition
Strategies
The problem of the minimal description of the behavior of a vector function
f (x) = ( f1(x), f2(x), ..., fr(x)), r ≥ 1, (1)
over a hyperinterval D ⊂ RN can be stated in various ways under different as-
sumptions regarding f (x). The term ‘minimal description’ means that we want
to obtain a knowledge about f (x) by evaluating it in a minimal number of trial
points x ∈ D. The problem has a number of important applications in numerous
fields of mathematics such as optimization, number theory, numerical integration,
geometric partitioning, and structural description (see Ref. 1 for discussion and
references). Usually, in real-life applications, the operation of evaluating f (x) re-
quires much time and to obtain an acceptable solution of the minimal description
problem it is necessary to execute a high number of such evaluations.
Numerous iterative processes proposed in literature (see Refs. 1–19, etc.) for
solving this problem can be distinguished in dependence on the way they combine
the following four features: (i) the strategy used for partition of the region D;
(ii) the way to choose an element (or elements) for the next partition; (iii) the
number of points f (x) should be evaluated at the new subregions obtained after
partition; (iv) the location of these points within each of the new subregions.
Let us determine the place of our study with respect to the features (i)–(iv).
First, one-point-based, diagonal, simplicial, etc. algorithms (see, for example,
Refs. 1–19) can be distinguished relatively to the feature (i) and (iii). one-point-
based algorithms subsequently subdivide the region D in smaller hyperintervals
and evaluate f (x) at one point within each sub-interval (the terms ‘cell’ and ‘box’
will be also used). Diagonal methods do the same but evaluate f (x) at two vertices
of each box. Simplicial algorithms partition the region in simplexes and evaluate
the objective vector function at all their vertices. The current state-of-art in the
field (see Refs. 2, 7, 11, 15) does not allow us to say which of the approaches is
worse or better for a given class of functions.
This paper deals with popular one-point-based algorithms that have been ex-
tensively studied theoretically (mainly from the feature (ii) point of view (see
Refs. 6, 8, 11, 12, 14, 15, etc.)). They have also been successfully applied to solve
numerous real-life problems. For example, interval analysis methods use mainly
this strategy in their work (see, for instance, Refs. 7, 10, 11). Another important
example of their usage comes from the DIRECT optimization method introduced
in Ref. 12 that also has been employed in a number of industrial applications (see
Refs. 5, 17, 18 ).
Peculiarity of this paper consists of the following: it does not discusses the
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feature (ii). In contrast, its goal is to show (as it has been already done for the
diagonal methods in Ref. 1) that partition strategies themselves, independently
of the feature (ii), can influence significantly the number of function evaluations
made by an algorithm. Thus, we concentrate our attention on the features (i) and
(iv) in the framework of one-point-based algorithms.
Let us analyze two partition strategies traditionally used in the one-point-based
algorithms. In the first of them, the region D is subdivided in a number of sub-
intervals and f (x) is evaluated at an internal (very often central) point of each
of the new sub-boxes. Then a new sub-cell of D is chosen for partitioning and
the process is repeated. This simple and widely used strategy has the following
drawback. If f (x) has been evaluated at a point xi within an interval D(i) only the
interval D(i) uses the information obtained from evaluation of f (xi).
The second traditional partition strategy overcomes this difficulty. An internal
point (indicated in Fig. 1a by the number 1) is chosen within the region D that is
subdivided in 2N sub-boxes by the hyperplanes orthogonal to coordinate axes and
passing through this point. In this strategy, the information obtained at every point
is used by 2N intervals. Unfortunately, such a huge number of sub-boxes creates
problems during managing the description information when the dimension of the
problem, N, increases. This strategy has also the second problem illustrated in
Fig. 1b.
Suppose that the interval shown by grey color in Fig. 1a has been chosen
for the next subdivision. It can be seen from Fig. 1b that the partition executed
within this interval at the point 2 creates redundancy in the following sense. The
one-point-based algorithms use only one point for description of f (x) over each
interval D(i). In spite of this, the interval shown by grey color has two points
where f (x) has been evaluated. One of them is redundant. In general, usage
of this partition strategy leads to the following result describing the level of the
obtained redundancy.
Proposition 1.1 Every partition made by using the second strategy leads to cre-
ation of one or two sub-cells having f (x) evaluated at two vertices.
Proof: Let us consider the situation where one interval having f (x) evaluated at
two vertices is generated. This happens when an interval having f (x) evaluated
at one of its vertices (see Fig. 1a) is subdivided. Two intervals having redundant
points are generated when an interval with f (x) evaluated at two of its vertices
(see the interval shown in grey in Fig. 1b) is subdivided.
The analysis given above shows that a desirable partition strategy should not
generate too many sub-cells during every partition and should be able to avoid
redundant evaluations of the vector function f (x) giving in the same moment to
several intervals a possibility to use the information obtained from every single
evaluation of f (x).
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2 Strategy
In this paper, a new partition strategy that can be used by one-point-based algo-
rithms is proposed. It is based on an efficient partition strategy introduced recently
in Ref. 1 for solving the minimal description problem in the framework of diago-
nal algorithms (see Ref. 15). These methods evaluate the vector function f (x) at
two vertices a(i) and b(i) of each sub-box D(i) where
D(i) = [a(i),b(i)] = {x : a(i)≤ x≤ b(i)}.
A high practical efficiency of the new strategy applied for solving global opti-
mization problems has been shown in Ref. 13.
In order to proceed, let us describe this partition strategy developed for di-
agonal algorithms. A cell D(t) = [a(t),b(t)] chosen for subdivision among L(k)
cells existing during an iteration k is split into three equal sub-intervals by two
hyperplanes orthogonal to the longest edge parallel to the ith coordinate axis and
passing through the points
u = (a1(t),a2(t), . . . ,ai−1(t),ai(t)+2(bi(t)−ai(t))/3,ai+1(t), . . . ,aN(t)), (2)
v = (b1(t),b2(t), . . . ,bi−1(t),bi(t)+2(ai(t)−bi(t))/3,bi+1(t), . . . ,bN(t)). (3)
The cell D(t) is substituted by the new cells D(t(k)),D(L(k)+1), and D(L(k)+2)
determined by their vertices
a(t(k)) = a(L(k)+2) = u, b(t(k)) = b(L(k)+1) = v, (4a)
a(L(k)+1) = a(t(k)), b(L(k)+1) = v, (4b)
a(L(k)+2) = u, b(L(k)+2) = b(t(k)). (4c)
The function f (x) is (eventually) evaluated at the points u and v.
It has been shown in Ref. 1 that this strategy generates regular trial meshes
in such a way that every cell has exactly two vertices where the function f (x) is
evaluated. The introduced regularization allows to establish links between sub-
cells generated during different iterations eliminating in this way possibility of
the redundant trials generation and storage of the related information.
While using this strategy it becomes possible (see Ref. 1) to reestablish in-
formation about vicinity of the cells generated during different iterations and, as
the result, to eliminate redundant storage of the points a( j),b( j) and results of
evaluations of the function f (x) at these points. Particularly, it is shown that every
vertex where f (x) is evaluated can belong to different (up to 2N) cells. When we
split an interval D(t), we calculate the coordinates of the vertices corresponding
to the three new sub-cells. Particularly, we are interested in the vertices u and v,
the only two vertices for the three cells from (4) where the function f (x) should
be evaluated.
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Instead of an immediate evaluation of the values f (u) and f (v), we verify the
existence of these in the data base because f (u) and/or f (v) could have been al-
ready evaluated during previous iterations. It is important to mention that two
numerations (one for the boxes and another for the vertices where the function
f (x) has been evaluated) have been developed theoretically in Ref. 1 and success-
fully applied practically in Ref. 13. These numerations allow us to calculate the
addresses of u and v in the data base of the vertices from the number of the box
D(t) providing so a direct fast access to the values f (u) and f (v).
If both of them have been already evaluated, we simply read these values from
the data base. If only one of them has been evaluated, we read this value and
create a new element in the data base for the absent (say u) point, evaluate f (u)
and record it in the element created. In the last case – both values are absent –
these operations are executed for both points.
Thus, the description information is evaluated at every vertex only once and
then we simply read it up to 2N times instead of evaluating f (x) and saving the
result of this evaluation and coordinates of the 2N trial points 2N times.
Surprisingly, this strategy developed for the diagonal methods can be success-
fully applied for the one-point-based algorithms too. Instead of evaluating f (x)
at two vertices, u and v, it is proposed to do this initially for the vertex a of the
region D and then at the vertex u during every splitting (the point v is used just for
partitioning goals). Then, the operation of the verification whether the function
f (x) has been already evaluated at this point is made by using the fast procedure
developed in Ref. 1.
In order to illustrate the new strategy, let us consider an example presented in
Fig. 2. The first evaluation of the function f (x) is executed at the vertex a (see
Fig. 2a). The second evaluation is made at the point 2 being the point u from (2).
It can be seen from this figure that we have three sub-cells having exactly one
vertex where f (x) has been evaluated. Suppose that the interval shown in grey in
Fig. 2a has been chosen for the next splitting (see Fig. 2b). The only evaluation
made at the point 3 gives us three new intervals. It seems that the interval chosen
for the next partitioning (and shown again in grey) has a redundant point, i.e., the
point 3. In reality, this point is not a redundant one but is kept in the data base and
can be used in the future. Fig. 2c shows that the fourth point coincides with the
point 3, thus, no evaluations are made, the description information is read from
the data base and we obtain three new smaller intervals gratis. Finally, Fig. 2d
illustrates situation after eleven iterations. It can be seen from this figure that 21
intervals have been generated and the function has been evaluated at seven points
only.
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3 Conclusions
In this paper, the problem of the minimal description of a function f (x) over a hy-
perinterval D has been considered in the framework of the one-point-based algo-
rithms. An analysis of the traditional partitioning strategies used by these methods
has been made. It has been shown that the meshes of the trial points generated by
these strategies can generate redundant points and intervals. Such a redundancy
may lead to a significant increase of information to be stored in the computer
memory and to the slowing down the description procedure.
A new partition strategy has been introduced to overcome these difficulties.
It generates regular trial meshes successfully responding to the requirements of
the minimal description. During every partitioning it generates three intervals
independently on the problem dimension. Since every point where the function
has been evaluated can belong up to 2N intervals and it is possible to establish links
between sub-cells generated during different iterations, the function is evaluated
at every trial point only once and then the result of this evaluation is simply read
from the data base many times. As a rule, this fact very often allows to obtain new
partitions without any evaluation of the function.
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