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Abstract. Theory of continued fractions of functions is used to give lower bound for class
numbers h(D) of general real quadratic function fields K = k(
√
D) over k = Fq(T ). For five
series of real quadratic function fields K, the bounds of h(D) are given more explicitly, e.g.,
if D = F 2 + c, then h(D) ≥ degF/degP ; if D = (SG)2 + cS, then h(D) ≥ degS/degP ;
if D = (Am+a)2+A, then h(D) ≥ degA/degP, where P is irreducible polynomial splitting
in K, c ∈ Fq . In addition, three types of quadratic function fields K are found to have ideal
class numbers bigger than one.
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I. Introduction and Main Results
Suppose that k = Fq(T ) is the rational function field in indeterminate (variable) T over
Fq, the finite field with q elements (q is a power of odd prime number). Let R = Fq[T ] be the
polynomial ring of T over Fq. Any finite algebraic extension K of k is said to be an (algebraic)
function field. The integral closure of R in K is said to be the ring (domain) of integers of
K, and is denoted by OK , which is a Dedekind domain. The fractional ideals of OK form a
multiplication group IK . Let PK denotes the principal ideals in IK . Then the quotient group
H(K) = IK/PK is said to be the ideal class group of K. And h(K) = #H(K) (the order of
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H(K)) is said to be the ideal class number of K.
A quadratic extension of k could be expressed as K = k(
√
D), where D ∈ R is a
polynomial which is not a square (we could also assume D is square-free). If in addition D
is monic with even degree, then K = k(
√
D) is said to be a real quadratic function field.
For real quadratic number fields K, Mollin in 1987 obtained a lower bound of ideal class
numbers h(D) = h(K) by evaluating the fundamental unit (see [1]). Feng and Hu in [2]
obtained a similar results for function fields; they also gave an explicit bound of h(K) for
K = k(
√
F 2 + c), where c ∈ F×q . There are also other works using continued fractions to
study quadratic number fields(see [3-6]). We here give a theorem on lower bound of h(K) for
general real quadratic function fields K, and obtain explicit lower bound of h(K) for six types
of K including the fields K = k(
√
F 2 + c).
E. Artin in [7] began to use continued fractions to study quadratic function fields. In [8]
we re-developed the theory of continued fractions of algebraic functions in an elementary and
practicable way and studied some properties of them, which will be used here.
Suppose that D is a monic square-free polynomial with degree 2d. By [8] we know
√
D
has an expansion of (simple) continued fraction:
√
D = [a0, a1, · · ·]. Then αi = [ai, ai+1, · · ·]
is said to be the i−th complete quotient which could be expressed as
αi = (
√
D + Pi)/Qi (Pi, Qi ∈ R),
and Qi is said to be the i−th complete denominator. The fraction pi/qi = [a0, a1, · · · , ai]
is named the i−th convergent. There is a positive integer ℓ such that an+ℓ = an for any
1 ≤ n ∈ Z (The minimal ℓ having this property is called the period of the continued fraction).
So the continued fraction could be written as
√
D = [a0, a1, · · · , aℓ],
where the underline part denotes a period, and we have also aℓ−i = ai for 0 < i < ℓ. Further
more, there is a positive v ∈ Z such that an+v = can or c−1an for any 1 ≤ n ∈ Z, where
c ∈ F×q . The minimal v having this property is called the quasi− period (v is also the minimal
integer(> 1) such that Qv ∈ F×q )). We have v = ℓ/2 or ℓ (see [8]).
Theorem 1. Suppose that K = k(
√
D) is a real quadratic function field, degD = 2d, and
P ∈ R is an irreducible polynomial splitting in K. Then the ideal class number h(D) of K
has a factor h1 satisfying
2
h1 = degQi/degP (1 ≤ i ≤ v), or h1 ≥ d/degP.
In particular, we have
h(D) ≥ min
0<i<v
{degQi/degP , d/degP}.
Theorem 2. Suppose that K = k(
√
D) is a real quadratic function field, D ∈ R is square-free
with degD = 2d, and P ∈ R is an irreducible polynomial splitting in K. Then the ideal class
number h(D) of K has the following lower bound:
(1) If D = F 2 + c, then h(D) ≥ degF/degP ;
(2) If D = (SG)2 + cS, then h(D) ≥ degS/degP.
where c ∈ F×q , G ∈ R with degG ≥ 1.
Theorem 3. Let D ∈ R be square-free polynomials as the followings, where a ∈ R − Fq,
A = 2a + 1 is monic, m is any positive integer. Assume P is an irreducible polynomial in R
splitting in K = k(
√
D). Then the ideal class number h(D) of K has bound as the following:
(1) If D = (Am + a)2 +A, then h(D) ≥ degA/degP ;
(2) If D = (Am − a)2 +A, then h(D) ≥ degA/degP ;
(3) If D = (Am + a+ 1)2 −A, then h(D) ≥ degA/degP ;
(4) If D = (Am − a− 1)2 −A, then h(D) ≥ degA/degP.
Now it is easy to find fields K = k(
√
D) with class numbers h(D) > 1. In the following
Corollaries 1-3, we assume P ∈ R is irreducible, c ∈ F×q , and (F/P ) is the quadratic-residue
symbol (i.e., (F/P ) = 1 or −1 according to F is a quadratic residue modulo P or not).
Corollary 1. Let D = (PG)2 + c, degG ≥ 2, (c/P ) = 1, then
h(D) ≥ deg(GP )/degP > 1.
Corollary 2. Let D = (SHP )2 + cS, deg(S) > deg(P ), (cS/P ) = 1, then
h(D) ≥ deg(S)/degP > 1.
Corollary 3. Let D be as in Theorem 3 with A = SP, degS ≥ 2, then
h(D) ≥ deg(SP )/degP > 1.
As an example of Corollary 2, we have
3
h( (T (Tm + 1))2 + (Tm + 1) ) ≥ m.
(i.e., we take P = T, S = (Tm + 1), H = 1, c = 1)
II. Lemmas and Proofs of Theorems
First, consider the expansion and property of continued fractions of
√
D, where D ∈ R
is a square-free monic polynomial with even degree deg(D) = 2d. By [8] we know there exist
uniquely determined f, r ∈ R such that D = f2 + r, and f is monic, degf = d, degr < d.
The following process produces the expansion of simple continued fraction
√
D =
[a0, a1, · · ·] :
1. Denote D = f2 + r as above. Put a0 = f , then
√
D = a0 +
√
D − a0, thus α1 =
1/(
√
D − a0) = (
√
D + a0)/(D − a20) = (
√
D + P1)/Q1, where P1 = a0, Q1 = D − a20.
2. Now α1 = (f + P1 +
√
D − f)/Q1. Assume f + P1 = a1Q1 + r1, deg r1 < degQ1.
Then α1 = a1 + (
√
D − (f − r1))/Q1. Thus α2 = Q1/(
√
D − (f − r1)) = (
√
D + P2)/Q2,
where P2 = (f − r1), Q2 = (D − (f − r1)2)/Q1 = (D − P 22 )/Q1. We see P2 ∈ R. Since
P2 = f − r1 = a1Q1 − P1, so D − P 22 ≡ D − P 21 ≡ 0 (modQ1), thus Q2 ∈ R.
Proceed continually, we could obtain the simple continued fraction of
√
D (see [8]).
Lemma 1[8]. The Diophantine equation X2 −DY 2 = G has a primary solution if and only
if G = (−1)iQi for some 0 ≤ i ≤ ℓ, where Qi is the i−th complete denominator of the
continued fraction of
√
D, D ∈ R is a monic square-free polynomial with even degree, G ∈ R
and degG < 12degD . (A solution (X,Y ) is primary if (X,Y ) = 1, X, Y ∈ R ).
Proof of Theorem 1 . Assume (P ) = ℘℘, where ℘ 6= ℘ are prime ideals of K. Let
h = h(D) be the ideal class number of K, then ℘h is a principal ideal. Suppose that m ≤ h
is the minimal positive integer such that ℘m is principal, then m is a factor of h. Since
{1, √D} is an integral basis for K, so we may assume ℘m = (U + V√D) with U, V ∈ R.
Taking norm on both sides, we obtain an equation of ideals of k : (U2 −DV 2) = (Pm). So
U2 −DV 2 = cPm (c ∈ F×q ) since the unit group of k (or R) is just F×q .
We assert that U and V must be relatively prime; otherwise, if (U, V ) = C ∈ R is not
a constant, put U1 = U/C, V1 = V/C, then ℘
m = (U + V
√
D) = (C)(U1 + V1
√
D) , by
the uniqueness of factorization of ideals, we must have (U1+ V1
√
D) = ℘n for some n < m,
4
which contradicts to the minimal assumption of m.
Thus we know (U, V ) is a primary solution of X2 − DY 2 = cPm . First assume
degPm < d, then by Lemma 1 we know that cPm = (−1)iQi, degPm = degQi for some i
with 0 ≤ i ≤ ℓ. Thus we have m = degQi/degP for some 0 ≤ i ≤ v by the definition of
quasi-period v. Secondly, assume degPm ≥ d, then we have directly m ≥ d/degP.
Proof of Theorem 2. (1) It is easy to get the expansion of simple continued fraction
√
D =
√
F 2 + c = [F, 2F/c, 2F ], and obtain the set of complete denominators: (Q0, Q1, Q2) =
(1, c, 1). Thus by Theorem 1 we know that h(D) has a positive factor h1 satisfy h1 ≥ d/degP ,
so h(D) ≥ degF/degP .
(2) Expand
√
D =
√
(SG)2 + cS as simple continued fraction:
√
D = [SG, 2G/c, 2SG].
Its period is ℓ = 2, complete denominators are just (Q0, Q1, Q2) = (1, cS, 1). Thus by The-
orem 1 we know h(D) ≥ degS/degP (Note that d = degD ≥ degS now).
Proof of Theorem 3. (1) The polynomial D = (Am+a)2+A in the theorem has good
property which enables us to expand
√
D as a simple continued fraction
√
D = [a0, a1, · · · , aℓ].
By Theorem 1, we need only to know a quasi-period of the expansion, i.e., [a0, · · · , av]. It
turns out that this quasi-period is quite long and demonstrates rules in three sections, so we
will write down it in three sections and list an, Pn, Qn (0 ≤ n ≤ v). We need to distinguish
four cases m = 4t− 2, 4t− 1, 4t, 4t+ 1 .
The first section (n = 0, 1) and the second section (2 ≤ n ≤ 4t+ 1): (1 ≤ j ≤ t )
n 0 1 · · · 4j − 2 4j − 1 4j 4j + 1 · · ·
Pn 0 A
m + a · · · Am + a+ 1 Am − a− 1 Am + a+ 1 Am − a− 1 · · ·
Qn 1 A · · · −2Am−2j+1 −A2j 2Am−2j A2j+1 · · ·
an A
m + a 2Am−1 + 1 · · · −A2j−1 −2Am−2j A2j 2Am−2j−1 · · ·
The third section is given in four cases according to m:
(i) For m = 4t− 2 :
n 4t+ 2 4t+ 3
Pn A
m + a+ 1 Am + a
Qn −2A −1/2
an A
m − 1/2 −4Am − 4a
(ii) For m = 4t− 1 :
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n 4t+ 2 4t+ 3 4t+ 4 4t+ 5
Pn A
m + a+ 1 Am − a− 1 Am + a+ 1 Am + a
Qn −2Am−2t−1 −A2t+2 −A −1
an −Am−2 −2A −2Am−1 + 1 −2Am − 2a
(iii) For m = 4t:
n 4t+ 2 4t+ 3
Pn A
m + a+ 1 Am + a
Qn 2A
2−1 −1/2
an −Am−1 − 1/2 −4Am − 4a
(iv) For m = 4t+ 1:
n 4t+ 2 4t+ 3 4t+ 4 4t+ 5
Pn A
m + a+ 1 Am − a− 1 Am + a+ 1 Am + a
Qn −2Am−2t−1 −A2t+2 2A 1/2
an −Am−2 −2A −2Am−1 + 1 −2Am − 2a
(2) Similarly to (1), a quasi-period of the simple continued fraction of
√
D is given here.
The first and second sections are combined given as the following: (1 ≤ j ≤ t )
n 0 1 · · · 4j − 2 4j − 1 4j 4j + 1 · · ·
Pn 0 A
m − a · · · Am − a− 1 Am + a+ 1 Am − a− 1 Am + a+ 1 · · ·
Qn 1 A · · · 2Am−2j+1 −A2j −2Am−2j A2j+1 · · ·
an A
m − a 2Am−1 − 1 · · · A2j−1 −2Am−2j −A2j 2Am−2j−1 · · ·
The third section is given in four cases:
(i) For m = 4t− 2 :
n 4t+ 2 4t+ 3
Pn A
m − a− 1 Am − a
Qn 2A 1/2
an A
m−1 − 1 4Am − 4a
(ii) For m = 4t− 1:
n 4t+ 2 4t+ 3 4t+ 4 4t+ 5
Pn A
m − a− 1 Am + a+ 1 Am − a− 1 Am − a
Qn 2A
m−2t−1 −A2t −2Am−2t −1/2
an A
m−2 −2A −Am−1 + 1 −4Am + 4a
(iii) For m = 4t:
n 4t+ 2 4t+ 3
Pn A
m − a− 1 Am − a
Qn 2A 1/2
an 2A
m−1 − 1 4Am − 4a
(iv) For m = 4t+ 1:
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n 4t+ 2 4t+ 3 4t+ 4 4t+ 5
Pn A
m − a− 1 Am + a+ 1 Am − a− 1 Am − a
Qn 2A
m−2t−1 −A2t+2 −2A −1/2
an A
m−2 −2A −Am−1 + 1/2 −4Am + 4a
.
(3) A quasi-period of the simple continued fraction of
√
D is given here in three sections
similarly as in (1). The first and second sections of it are combined given as the following
(1 ≤ j ≤ t ):
n 0 1 · · · 4j − 2 4j − 1 4j 4j + 1 · · ·
Pn 0 A
m + a+ 1 · · · Am + a Am − a Am + a Am − a · · ·
Qn 1 −A · · · −2Am−2j+1 −A2j −2Am−2j −A2j+1 · · ·
an A
m + a+ 1 −2Am−1 − 1 · · · −A2j−1 −2Am−2j −A2j −2Am−2j−1 · · ·
The third section is given in two cases.
(i) For m = 4t+ 1 or m = 4t+ 3:
n 4t+ 2 4t+ 3
Pn A
m + a Am + a+ 1
Qn −2A 1/2
an −Am−1 − 1/2 4Am + 4a+ 1
(ii) For m = 4t or m = 4t+ 2:
n 4t+ 1 4t+ 2 4t+ 3
Pn A
m − a Am + a Am + a+ 1
Qn −A2t+1 −2A −1/2
an −2A −Am−1 − 1/2 −4Am − 4a− 4
(4) We give a quasi-period of the simple continued fraction of
√
D similarly as in (1).
The first and second section are combined given as the following: ( 1 ≤ j ≤ t )
n 0 1 · · · 4j − 2 4j − 1 4j 4j + 1 · · ·
Pn 0 A
m − a− 1 · · · Am − a Am + a Am − a Am + a · · ·
Qn 1 −A · · · 2Am−2j+1 −A2j 2Am−2j −Am−2j−1 · · ·
an A
m − a− 1 −2Am + 1 · · · A2j−1 −2Am−2j A2j −2Am−2j−1 · · ·
The third section is given in two cases.
(i) For m = 4t+ 1 or m = 4t+ 3:
n 4t+ 2 4t+ 3
Pn A
m − a Am − a− 1
Qn 2A −1/2
an A
m−1 − 1/2 −4Am + 4a+ 4
(ii) For m = 4t or m = 4t+ 2:
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n 4t+ 2 4t+ 3
Pn A
m − a Am − a− 1
Qn 2A −1/2
an A
m−1 − 1/2 −4Am + 4a+ 4
.
Consider the above simple continued fractions of
√
D for the four types of D, and check
the complete denominators {Qn}(0 < n < v) in a quasi-period, we find that the complete
denominator having the minimal degree is ±2A in all the cases. Since degA < 12deg D, by
Theorem 1 we know h(D) ≥ degA/degP. This proves Theorem 3.
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