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Abstract
This thesis focuses on uncertainties in remotely sensed image segmenta-
tion and their visualisation. The first part aims to develop and implement
a visual exploration tool to interact with a fuzzy classification algorithm.
The proposed tool uses dynamically linked views, consisting of an image
display, a parallel coordinate plot, a 3D feature space plot, and a classified
map with an uncertainty map. It allows interaction with the parameters
of a fuzzy classification algorithm by visually adjusting fuzzy membership
functions of classes. Its purpose is to improve insight into fuzzy classifica-
tion of remotely sensed imagery and related uncertainty. The visual fuzzy
classification technique is tested on a Landsat 7 ETM+ image of an area
in Southern France characterised by land cover objects with indeterminate
boundaries. The visual classifier gives an overall classification accuracy of
88%, outperforming traditional fuzzy classifiers. Additionally, a focus group
user test of the tool provides qualitative feedback and shows that insight into
a fuzzy classification algorithm and uncertainty improves considerably.
Spheres and ellipsoids are used to represent class clusters in a 3D feature
space prior to a remotely sensed image classification. These shapes provide
only rough approximations of irregular shaped class clusters. α-shapes can
improve visualisation of class clusters in a 3D feature space, as α-shapes vi-
sualise the shape of a class clusters more accurately. In addition, α-shapes
might improve insight into a classification, and related uncertainty. These
shapes can clearly show where classes overlap, giving an indication for the-
matic uncertainty. Most classification algorithms do not take into account
irregular and concave cluster shapes. Therefore, a classification algorithm,
based on α-shapes, is proposed and implemented. Meaningful classification
results can be obtained with α-shapes.
The aim of the second part of this study is to develop, implement and
apply image segmentation techniques for identification of objects and quan-
tification of their uncertainty. A split-and-merge algorithm is applied on
an IKONOS image of an agricultural area in the Netherlands. Existential
uncertainty of spatial objects is quantified through object boundaries. The
segmentation algorithm is applied at various values of splitting and merging
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thresholds. Objects occurring at many segmentation steps have less exis-
tential uncertainty than those occurring at only a few steps. Segmentation
results are validated with a topographic map and a boundary matching tech-
nique.
The segmentation technique is extended with a supervised procedure
based on grey-level and multivariate texture to extract spatial objects from
an image scene. Object uncertainty is quantified to identify transitions zones
of objects with indeterminate boundaries. The Local Binary Pattern (LBP)
operator, modelling texture, is integrated into a hierarchical splitting seg-
mentation to identify homogeneous texture regions in an image. A multi-
variate extension of the standard univariate LBP operator is proposed to
describe colour texture. The technique is illustrated with two case studies.
The first considers an image with a composite of texture regions. The two
LBP operators provide good segmentation results with accuracy values of
95% and higher. The second case study involves segmentation of coastal land
form and land cover objects using Light Detection And Ranging (LiDAR)
imagery and multi-spectral Compact Airborne Spectral Imager (CASI) im-
agery of a coastal area in the UK. The multivariate LBP operator is superior
to the univariate LBP operator, segmenting the area into meaningful ob-
jects, yielding valuable information on uncertainty at transition zones. The
univariate LBP measure is extended to a multi-scale texture measure to im-
prove identification of land forms. A region growing segmentation based on
the multi-scale LBP measure is applied to identify spatial land form objects
from a LiDAR digital surface model (DSM). Meaningful coastal land form
objects can be extracted with this algorithm.
Visualisation methods described in the first part and the segmentation
techniques described in the second part are combined and extended to visu-
alise object uncertainty. The third part of this study aims to develop and
implement visualisation techniques to explore the relation between uncer-
tainty in the spatial extent of image objects and their thematic uncertainty.
An object is visualised in 3D feature space and in geographic space based
on a user-defined uncertainty threshold. Changing this threshold updates
both visualisations, showing the effect of uncertainty on the spatial extent
of an object and its shape in feature space. Spheres, ellipsoids, convex hulls,
isosurfaces, and α-shapes are compared for visualisation of objects in a 3D
feature space plot. These objects are derived either by visual classification
or segmentation. α-shapes provide the most accurate representation, how-
ever, computational demands are very high, making them unsuitable for fast
interactions. Alternatively, an isosurface can provide a good approximation
of an α-shape, facilitating fast interaction. The visualisation technique is
illustrated with the results of the case studies discussed in the first and sec-
ond part of this study. Results show that this interactive visualisation tool
allows for valuable inferences about object uncertainty.
viii
Samenvatting
Deze studie richt zich op onzekerheden in segmentatie van remote sen-
sing beelden en hun visualisatie. Het eerste deel heeft tot doel een visuele
exploratie techniek te ontwikkelen om meer inzicht te verkrijgen in een fuzzy
classificatie algoritme. Deze techniek maakt gebruik van beeld visualisatie
gecombineerd met een parallel coordinate plot, een 3D plot van de attri-
buut ruimte, en een geclassificeerd beeld met informatie over onzekerheid.
Het geeft de mogelijkheid voor interactie met de parameters van een fuzzy
classificatie algoritme door visuele bijstelling van fuzzy membership func-
ties voor de individuele klassen. Het doel is om inzicht te verbeteren in
het functioneren van een fuzzy classificatie techniek en thematische onzeker-
heid. De techniek is getest op een Landsat 7 ETM+ beeld van een gebied
in Zuid-Frankrijk dat gekenmerkt wordt door landbedekkings objecten met
vage grenzen. Het classificatie algoritme geeft een goed resultaat met een
nauwkeurigheid van 88%, wat beter is dan traditionele fuzzy classificatie
algoritmen. Een gebruikers test geeft een kwalitatieve beschrijving van de
gebruikte visualisatie technieken. Deze test toont aan dat inzicht in een fuz-
zy classificatie algoritme en onzekerheid kan verbeteren met het gebruik van
visualisatie technieken.
Bollen en ellipso¨ıden worden gebruikt om klasse clusters in een 3D attri-
buut ruimte te visualiseren voor een beeld classificatie. Deze vormen geven
een ruwe beschrijving van onregelmatige klasse clusters. α-shapes kunnen
visualisatie van klasse clusters verbeteren in een 3D ruimte. Tevens kunnen
α-shapes gebruikt worden om inzicht in classificatie van remote sensing beel-
den en onzekerheid te verbeteren. De meeste classificatie algoritmen houden
geen rekening met concave cluster vormen. α-shapes modelleren de klasse
vormen zo nauwkeurig mogelijk en deze studie laat zien hoe α-shapes ge-
bruikt kunnen worden in een beeld classificatie. Waardevolle classificatie
resultaten worden behaald met deze techniek.
Het doel van het tweede deel van deze studie is het ontwikkelen, im-
plementeren en toepassen van beeld segmentatie technieken voor identifica-
tie van objecten en het kwantificeren van hun onzekerheid. Een ‘split-and-
merge’ techniek is toegepast op een IKONOS beeld van een landbouwgebied
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in Overijssel, Nederland. Thematische object onzekerheid wordt gekwanti-
ficeerd via object grenzen. De segmentatie techniek wordt toegepast met
verschillende criteria voor het opsplitsen en samenvoegen van object blok-
ken. Objecten die op meerdere segmentatie stappen voorkomen zijn stabiel
en vertonen minder onzekerheid dan objecten die maar op een aantal seg-
mentatie stappen voorkomen. Segmentatie resultaten zijn gevalideerd met
een topografische kaart en een techniek die object grenzen vergelijkt.
De segmentatie techniek is verder uitgebreid met een aanpak gebaseerd
op univariate- en multivariate textuur maten om ruimtelijke objecten in een
beeld te detecteren. Object onzekerheid is gekwantificeerd om overgangszo-
nes tussen vage objecten te identificeren. De Local Binary Pattern (LBP)
maat is ge¨ıntegreerd in een hie¨rarchische segmentatie procedure voor iden-
tificatie van homogene gebieden gekenmerkt door textuur. Een multivariate
uitbreiding van deze textuur maat is voorgesteld en beschreven voor het mo-
delleren van textuur in meerdere banden (multivariate textuur). De techniek
is ge¨ıllustreerd met twee praktijk studies. De eerste toepassing gebruikt een
beeld van een compositie van vijf kunstmatig texturen. De univariate en
multivariate LBP maten geven goede segmentatie resultaten met nauwkeu-
righeidswaarden van 95% en hoger. Segmentatie in de tweede toepassing
heeft tot doel landvorm- en landbedekkings objecten te identificeren in een
Light Detection And Ranging (LiDAR) beeld en een multispectraal Compact
Airborne Spectral Imager (CASI) beeld van een kustgebied in Engeland. De
studie toont aan dat de multivariate LBP maat beter is dan de univariate
LBP maat in segmentatie van het gebied. De segmentatie geeft waardevolle
informatie over onzekerheid in de overgangszones tussen objecten. Tevens
is de univariate LBP maat uitgebreid naar een textuur maat voor meerdere
schalen om identificatie van landvormen te verbeteren. Een ‘region growing’
segmentatie techniek gebaseerd op deze maat is toegepast op een LiDAR
hoogte model. Dit algoritme maakt het mogelijk om landvorm objecten te
identificeren van een digitaal hoogte model van een kustgebied in Engeland.
Tevens wordt een maat voor ruimtelijke onzekerheid verkregen, die waarde-
volle informatie geeft over overgangszones.
De visualisatie technieken die beschreven zijn in het eerste deel van deze
studie en de segmentatie technieken in het tweede deel worden gecombineerd
om object onzekerheid te visualiseren. Het derde deel heeft tot doel een
visualisatie techniek te ontwikkelen om de relatie tussen onzekerheid in de
ruimtelijke verbreiding en thematische onzekerheid van objecten te verken-
nen. De verbreiding van een object wordt gevisualiseerd in een 3D attribuut
ruimte en in de geografische ruimte, gebaseerd op een onzekerheidsgrens gede-
finieerd door een gebruiker. Verandering van deze grens laat de verandering
zien in beide visualisaties. Daarmee laten deze visualisaties het effect zien
van onzekerheid op de representatie van een object in beide ruimtes. Bol-
len, ellipso¨ıdes, convex hulls, isovlakken en α-shapes worden vergeleken voor
visualisatie van objecten in een 3D plot. Deze objecten zijn verkregen van
x
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een visuele classificatie of een segmentatie van een beeld. α-shapes geven
de meeste nauwkeurige representatie van een cluster. Echter er is veel re-
kenkracht nodig om α-shapes te berekenen en visualiseren, wat deze vormen
ongeschikt maakt voor snelle interacties. Isovlakken kunnen gebruikt worden
als een alternatief, omdat ze een goede beschrijving geven van een α-shape
en een snelle interactie mogelijk maken. Deze visualisatie techniek wordt
beschreven met de resultaten van de toepassing die beschreven zijn in deel
1 en 2 van deze studie. De resultaten tonen aan dat de visualisatie techniek
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