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Impurities, inevitably present in all samples, induce elastic transitions between quasiparticle states
on the contours of constant energy. These transitions may be seen in Fourier transformed scanning
tunneling spectroscopy experiments, sorted by their momentum transfer. In a superconductor,
anomalous scattering in the pairing channel may be introduced by magnetic field. When a magnetic
field is applied, vortices act as additional sources of scattering. These additional transition may
enhance or suppress the impurity induced scattering. We find that the vortex contribution to the
transitions is sensitive to the momentum-space structure of the pairing function. In the iron-based
superconductors there are both electron and hole pockets at different regions of the Brillouin zone.
Scattering processes therefore represent intra- or inter-pocket transitions, depending on the momen-
tum transfer in the process. In this work we show that while in a simple s-wave superconductors all
transitions are enhanced by vortex scattering, in an s± superconductor only intra-pocket transitions
are affected. We suggest this effect as a probe for the existence of the sign change of the order
parameter.
I. INTRODUCTION
In January 2008, Kamihara et al.1 announced the
discovery of superconductivity in La[O1−xFx]FeAs and
shortly after more compounds of the iron-based super-
conductors (FeSC) family were discovered. This family
shares a number of important characteristics with the
high Tc cuprates such as the layered structure and the
proximity of the superconducting phase to a magnetic
one. Given these similarities it is natural to ask whether
the FeSC are conventional or unconventional. By ”con-
ventional” it is usually meant that the pairing mecha-
nism is based on the interaction of fermions and phonons
with a rotationally symmetric order parameter (OP), as
described by the BCS theory2. An ”unconventional” su-
perconductor may result from any other mechanism and
its OP would have a non-trivial structure. This question
is not easily answered since one can not probe the un-
derlying state, i.e., the state of the system without the
pairing instability. A related question seems to be an
easier starting point; what is the structure of the pairing
function? In particular we would like to be able to dis-
tinguish between a simple s-wave order parameter and
other, more complex OPs. A simple s-wave would very
likely deem the FeSC family conventional and may re-
strict Tc. Any other result will suggest an unconventional
pairing mechanism involving electric, magnetic and/or
lattice interactions.
The purpose of this paper is to propose an experiment
to distinguish between two prominent candidates for the
order parameter in the iron based superconductors. As
we discuss below, this may prove to be a difficult task.
Armed with the experience of identifying the d-wave OP
in the cuprates3,4 and state of the art probes we are in
a good position to distinguish between a simple s-wave
structure and higher angular momentum OPs. The dis-
tinction is usually made through the observation (or lack)
of nodal quasiparticles - low energy excitations that re-
side in the vicinity of the intersection between the Fermi
surface and the OP nodal lines. Such nodal quasiparti-
cles may be seen in thermodynamic properties such as
transport or NMR relaxation rate. In the FeSCs, early
NMR/NQR experiments have reported the absence of co-
herence peaks and a power law behavior of 1/T1T as a
function of temperature, which have been formerly re-
lated to the nodal quasiparticles5–9. However, it seems
that these facts alone do not necessarily imply gapless ex-
citations when more than one band is involved10. Other
experiments such as ARPES11–13, microwave penetration
depth14,15 and others report nodeless gaps. To date, it
seems that apart from LaFePO which has a d-wave order
parameter16 other compounds have nodeless OPs.
Based on the above findings we choose to focus on OPs
with s-wave symmetry (in the lattice this would be a dis-
crete rotational symmetry). The FeSC has five electrons
in the d shell of the iron and its low energy band struc-
ture is composed of two concentric hole pockets around
the Brillouin zone center (the Γ point) and two electron
pockets around (0, pi) and (pi, 0) (the M points)17. It
is therefore possible that the order parameter changes
its magnitude and phase between these two bands. In
this work, we propose an experiment to distinguish be-
tween a simple s-wave, which does not change sign on or
between the bands, and the so called s± OP. The latter
order parameter can be roughly sketched as a single func-
tion of momentum, ∆±(k) = ∆0 cos(kx) cos(ky)18 which
has line nodes between the electron and hole pockets. It
therefore gaps both Fermi surfaces and does not allow for
nodal excitations. However, the sign of the order param-
eter changes from one pocket to the other. We focus on
this OP since it arises from several microscopic models
such as extended t-J model19, FS nesting and exchange
interactions18,20, an interaction induced density wave21
and functional renormalization group of a strongly inter-
ar
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2acting lattice model22.
The s± order parameter poses a challenge for the ex-
perimental probes. Since both Fermi pockets are fully
gapped, experiments which are mainly sensitive to the
spectrum (ARPES, NMR etc.) are incapable of detect-
ing its sign change. On the other hand, a phase sensitive
probe such as the one devised by Tsuei and Kirtley for
the cuprates3 is not easily achieved since the OP sign de-
pends on the amplitude of the momentum rather than
its direction23,24. A natural route to explore is then
the effect of intrinsic or induced scattering processes.
We show below how intra- and inter-pocket scattering
processes may be identified in Fourier transformed (FT)
scanning tunneling spectroscopy experiments. The scat-
tering probability is sensitive to both the sign and mag-
nitude of the OP. The response of these transitions to
vortex scattering may reveal the sign difference between
the initial and final states and allow the distinction be-
tween a simple s-wave and an s± OP.
This article is organized as follows. In the next sec-
tion we sketch the suggested experiment and its inter-
pretations; in section III we describe our minimal two-
band model framework17 and calculate the local density
of states (LDOS) modulations which arise from both im-
purity and vortex scattering25; in section IV we present
and discuss our results.
II. PROPOSED EXPERIMENT
Spatial modulations in the LDOS are a signature of
disorder. We model the disorder as a point-like poten-
tial (impurity or vortex) and perform the Born approx-
imation. When the LDOS modulations are measured
at energy ~ω the relevant processes (elastically) take a
quasiparticle from a momentum state ki to a momen-
tum state kf . The largest contribution to the LDOS
modulations comes from the vicinity of the relevant con-
tours of constant energy. When the LDOS is Fourier
transformed (FT) a feature appears at any momentum
q = kf −ki which matches two points on the contours of
constant energy26. Each process’s contribution is further
weighted by quantum mechanical considerations such as
the phase space available for scattering27 and the scat-
tering potential matrix elements between the initial and
final wave functions. In superconductors, these matrix
elements depend crucially on the amount of particle-hole
mixing in the state, i.e., the Bogoliubov-de Gennes coher-
ence factors28 which, in turn, depend on the magnitude
and sign of the order parameter. As suggested by Zhang
et al.29, one can recognize the fingerprint of the suggested
s± OP in the quasiparticle interference maps. However,
we suspect that the signature of the s± state might not
be easy to identify in a disordered system. Our current
suggestions builds on the quasiparticle interference maps
idea and adds the magnetic field as a knob which will al-
ter features in a way that can reveal the elusive s± state.
Our findings indicate that the relative intensity of the
FIG. 1: Schematic plot of feature intensity vs. mag-
netic field (Color online) The intensity of the Fourier trans-
formed LDOS at momenta qi (defined as momentum transfer
in the scattering processes described in Fig. 2) as a function of
magnetic field. When the magnetic field is applied the vortex
induced scattering is added to the impurity scattering. For
intra-pocket transitions (q3,q4) the intensity is enhanced and
for inter-pocket transitions (q1,q2) it is not.
inter-pocket and intra-pocket transitions will change dra-
matically when the magnetic field is turned on if the or-
der parameter changes sign between pockets. The mag-
netic field creates vortices which are pinned to the impu-
rity sites. These vortices act as scattering sources in the
particle-particle (off diagonal) channel25. The contribu-
tion of the vortices to the LDOS modulations has features
in the same momenta q as the impurity scattering (since
q is determined by the contours of constant energy). The
intensity, however, has a different dependence on the co-
herence factors30. In fact, when the energy is tuned to the
gap edge, the vortex scatter contribution,δNv, is roughly:
δNv(q, ω ∼ ∆0) ∝ ω(∆(ki) + ∆(kf ))2. (1)
This means that while intra-pocket transitions are always
enhanced, inter-pocket transitions are enhanced only if
the sign of the OP is the same on both pockets. In
the case of the s± OP ∆(ki) ≈ −∆(kf ) for inter-pocket
transitions which means no vortex contribution to those
transitions. In other words - if the FeSC have an order
parameter that changes sign between the electron and
hole pockets then the application of magnetic field will
affect the intensity of the Fourier transformed LDOS at
momenta qintra which connect two points on the same
pocket and will only weakly affect the intensity of features
whose momentum qinter connects two points on different
pockets. The qualitative results of the suggested experi-
ments are schematically plotted in Fig. 1 where the fea-
ture intensity is modified (or unchanged) when magnetic
field is applied due to the addition of vortex scattering.
In the next section we demonstrate this principle
through a phenomenological, BCS-like model, based on
a two-orbital band structure17 and the sign-changing s±
OP.
3FIG. 2: Contours of constant energy. (Color online)
The iron Brillouin zone with the contours of constant energy,
ω = 0.105, right at the gap edge. The (red) contours around
the Γ points are the hole pockets and the (blue) contours
around the M points are the electron pockets. The vectors
q1 and q2 are inter-pocket transitions while q3 and q4 are
intra-pocket transitions in the hole and electron pockets re-
spectively. The nodal lines of the s± order parameter are
marked by the horizontal and vertical dashed lines and the
areas with a positive(negative) OP are shaded(unshaded).
III. ANALYSIS
In this section we review the two-band model for the
FeSC17 and adopt it as the unperturbed Hamiltonian to
describe the uniform system. We then consider quasipar-
ticle scattering off impurities and vortices using the Born
approximation.
A. Two band Model
The unperturbed Hamiltonian we use is given by:
HMF0 =
∑
k
ψ(k)†hˆ(k)ψ(k) (2)
hˆ(k) = hˆt(k) + ∆(k)σ0 ⊗ τ1
hˆt(k) = [(+(k)− µ)σ0 + −(k)σ3 + xy(k)σ1]⊗ τ3
Where ψ(k)† =
(
c†k,↑, c−k,↓, d
†
k,↑, d−k,↓
)
is a vector rep-
resenting both the orbital and Nambu degrees of free-
dom. Here c†k,σ creates an electron carrying momen-
tum k and spin σ in the ’dxz’ orbital and d
†
k,σ creates
and electron in the ’dyz’ orbital. The σ Pauli matrices
act in the orbital space and the τ Pauli matrices act in
Nambu space. In what follows we consider the s± OP,
∆(k) = ∆0 cos kx cos ky unless otherwise stated. The
band structure hˆt is the result of hopping terms of the
two orbits on nearest- and next-nearest bonds with the
appropriate overlap amplitudes:
+(k) = −(t1 + t2)(cos kx + cos ky)− 4t3 cos kx cos ky
−(k) = −(t1 − t2)(cos kx − cos ky)
xy(k) = −4t4 sin kx sin ky. (3)
A realistic set of parameters is: t1 = −1, t2 = 1.3, t3 =
t4 = −0.85,∆0 = 0.1 and µ between 1.3 and 1.9, where
energy is measured in units of |t1|17.
The unperturbed, retarded Green’s function
G0(k, ω) =
[
(ω + iη)I4 − hˆ(k)
]−1
.
B. Impurity and vortex scattering potential
Next we consider a perturbation and its effect on the
local density of states. The perturbing Hamiltonian is of
the form:
δH =
∑
k,k′
dkdk′Ψ†kVk,k′Ψk′ (4)
where Vk,k′ is a 4 × 4 matrix in the two band Nambu
space. Its matrix elements are general enough to describe
on-site or hopping-like potential in both the particle-hole
channel (charge/spin impurity) or the particle-particle
channel (pairing perturbation).
In the Born approximation, the perturbed Green’s
function is given by:
G(k,k′, ω) = G0(k, ω)δk,k′ + δG(k,k′ω)
δG(k,k′, ω) = G0(k, ω)Vk,k′G0(k′, ω) (5)
As a result, the induced FT LDOS modulations are
given by:29
δn(q, ω) = − 1
pi
Im
∫
d2k
(2pi)2
(6)
[δG(k,k + q, ω)11 + δG(k,k + q, ω)33]
We classify the various potentials in Eq. 5 in the fol-
lowing way. In orbital space, a perturbation may be di-
agonal (such that it does not mix the dxz and the dyz
orbits) or off diagonal. We follow Ref.29 and focus on
orbitally diagonal perturbation. Our conclusion does not
depend on this choice. In the Nambu space diagonal dis-
order represents impurities that may couple to charge
(non-magnetic impurity, τ3) or spin (magnetic impurity,
τ0). These two perturbations are closely related and we
present here only the non-magnetic case. Off diagonal
perturbations in Nambu space are related to pairing, we
shall see below that the presence of a vortex takes this
form.
A point-like non-magnetic impurity is simply described
by:
δH = V0
∑
σ
(c†σ(r0)cσ(r0) + d
†
σ(r0)dσ(r0)), (7)
4FIG. 3: Quasiparticle interference cuts. The tunneling density of states modulations δn(q) plotted along qy = 0 for
qx ∈ (0, pi). The transitions qi are the same as in Fig. 2. Both plots are for the same parameters as in Fig. 2: µ = 1.5, ω = 0.105.
In both pallets the solid (red) line represents vortex scattering and the dashed (blue) line is for impurity scattering. Both curves
of pallet (a) were generated with the s± order parameter while, for comparison, the curves in pallet (b) was generated using
the absolute value |∆±(k)|. The presence of peaks at q1 and q2 in these plots is a confirmation that the sign change of s± play
a crucial role in their suppression in pallet (a).
where cσ(r) represent the electron annihilation operators
on site r. In the language of the two-band Nambu space
this leads to Vk,k′ = V0σ0 ⊗ τ3. This perturbation has
been studied in Ref.29 and we do not wish to repeat
the analysis. Instead we would like to draw the reader’s
attention to four scattering processes along the x-axis.
They are denoted by their momentum transfer vectors
q1,q2,q3 and q4 in Fig. 2. Of these transitions q1 and q2
are inter-pocket transitions and q3,q4 are intra-pocket.
We can clearly see these transitions in the dashed (online
red) curves in Fig 3, in both panels. Moreover, one may
notice that in the presence of a non-magnetic impurity
intra- and inter-pocket transitions have opposite signs of
intensity in the s± scenario and the same sign in the
simple s-wave case. This could have, in principle, served
as a way to distinguish between the two OPs. However,
this may be problematic because (i) Scanning tunneling
spectroscopy experiments are not sensitive to this sign31
and (ii) The magnetic scattering channel (τ0) mixes in
with the non-magnetic (τ3) even though the impurity has
no magnetic moment when scattering is strong32. We
shall show below that the analysis that makes use of the
vortex induced scattering is free of these problems.
Let us consider a magnetically induced vortex. We
simplify its effect by considering only the amplitude sup-
pression of the order parameter near the vortex core.
This simplification is crucial for our analysis; including
the OP phase winding leads to technical complications
which, at the moment, we are unable to overcome. Nev-
ertheless, the same simplification has been carried out for
a d-wave superconductor and proved useful in explaining
experimental results25. We consider a ’point-like vor-
tex’ by suppressing the OP amplitude only on four next-
nearest neighbor links around a single site (labeled zero).
Larger cores may be taken into account by adding up
a few of these perturbations. The modification to the
Hamiltonian caused by the vortex is described by:
δH =
∑
δ
δ∆[c↑(r0)c↓(r0 + δˆ)− c↓(r0)c↑(r0 + δˆ)
+ (c→ d) + h.c.], (8)
where δˆ = ±xˆ± yˆ. In the two-band-Nambu basis we get:
Vkk′ = 4δ∆ (χk + χk′)σ0 ⊗ τ1 (9)
where χk = cos kx cos ky = ∆±(k)/∆0 is the result of
next nearest neighbor summation.
IV. FEATURE INTENSITIES
A. Intra- and Inter-pocket scattering
Next we turn to evaluate the induced modulations in
the LDOS in both cases of scattering. In order to dis-
tinguish between intra- and inter-pocket scattering pro-
cesses it is useful to work in the pocket (energy band) ba-
sis rather than the orbital basis. To do this we transform
the 4×4 matrices of the Green’s functions and potentials
5through the unitary transformation:
U(k) = (cos(βk/2)σ0 − i sin(βk/2)σ2)⊗ τ0
βk = arctan
(
xy(k)
−(k)
)
. (10)
This transformation diagonalizes the kinetic part of the
Hamiltonian: hˆt. We define the Green’s function and the
potential in the pocket basis by:
G˜0(k, ω) = U(k)−1G0(k, ω)U(k)
V˜k,k′ = U(k)
−1Vk,k′U(k′) (11)
Applying the above transformations to δG(k,k′, ω) in the
Born approximation (Eq. 5) we find:
δG(k,k + q, ω)|11+33 = V0
(
[P1(k,q) + P2(k,q)] cos
2 βk − βk+q
2
+ [Q1(k,q) +Q2(k,q)] sin
2 βk − βk+q
2
)
. (12)
In the above expression the sine and cosine functions are
the result of the transformation. The ’angle’ represents
the amount of orbital mixing in the bands. It is inter-
esting to note that on the xˆ and yˆ axes the orbitals are
not mixed (since xy = 0). This prohibits inter-band on-
shell transitions on the axis. However, intensity around
the vectors q1 and q2 is still non-vanishing due to the
contribution of close-by off-shell states. The functions
P1(2)(k,q) represent intra-pocket transitions within the
kinetic energy band 1/2(k) = +(k) ±
√
2−(k) + 2xy(k)
and the function Q1(2)(k,q) represent transitions from
one band to another. In the case of a non-magnetic im-
purity we find:
P1(2) =
(ω + 1(2)(k))(ω + 1(2)(k + q))−∆(k)∆(k + q)
(ω2 − 1(2)(k)2 −∆(k)2 + iη)(ω2 − 1(2)(k + q)2 −∆(k + q)2 + iη) (13)
Q1(2) =
(ω + 1(2)(k))(ω + 2(1)(k + q))−∆(k)∆(k + q)
(ω2 − 1(2)(k)2 −∆(k)2 + iη)(ω2 − 2(1)(k + q)2 −∆(k + q)2 + iη) (14)
By tuning the energy (or the external bias in the exper-
iment) to the gap edge we may assume that the kinetic
energy is roughly equal to the chemical potential such
that i(k) ∼ 0. This simplify the functions P and Q to:
Pi(k,q) ≈ Qi(k,q) (15)
≈ ω
2 −∆(k)∆(k + q)
(ω2 −∆(k)2 + iη)(ω2 −∆(k + q)2 + iη)
Note that the imaginary part of the above expression
(which contributes to the observed LDOS) is an odd func-
tion of ω.
A similar derivation can be done for the vortex pertur-
bation. Eq. 12 remains the same except for the replace-
ment of V0 by δ∆ and the functions P and Q are:
P1(2) =
∆(k)(ω + 1(2)(k + q)) + ∆(k + q)(ω + 1(2)(k))
(ω2 − 1(2)(k)2 −∆(k)2 + iη)(ω2 − 1(2)(k + q)2 −∆(k + q)2 + iη) (χk + χk+q) (16)
Q1(2) =
∆(k)(ω + 1(2)(k + q)) + ∆(k + q)(ω + 2(1)(k))
(ω2 − 1(2)(k)2 −∆(k)2 + iη)(ω2 − 2(1)(k + q)2 −∆(k + q)2 + iη) (χk + χk+q) (17)
Where the differences arise from the different matrix
structure of the potential (τ1 in this case as opposed to
τ3 in the previous case). Again, when we tune the energy
to obtain i(k) ∼ 0 the expressions simplify to:
Pi(k,q) ≈ Qi(k,q) (18)
≈ ω(∆(k) + ∆(k + q))
2/∆0
(ω2 −∆(k)2 + iη)(ω2 −∆(k + q)2 + iη)
6In this case the observed quantity will be an even func-
tion of the bias voltage, ω and this in principle can be
used to distinguish between the two sources of scatter-
ing. In Eq. 6 we integrate over the Brillouin zone such
that k and k+ q go over all pairs of states that are sep-
arated by momentum q. The main contribution to this
sum comes from the vicinity of the contours of constant
energy such as the beginning and end points of the ar-
rows in Fig. 2. This means that the intensity of the FT
LDOS features in momentum q depend on the gap func-
tion at these two points. It is obvious from Eq. 18 that
when q connects two points on the same pocket the vor-
tex induced scattering will be large and will be added
to the impurity scattering (it may enhance or suppress it
depending on the relative signs of V0 and δ∆ and the sign
of the bias voltage). On the other hand, if q connects two
points on different pockets the contribution will vanish if
∆(ki) ≈ −∆(kf ) as expected in the s± scenario.
This is the main finding of this paper - if the OP of
the FeSC is of the s± structure and has roughly the same
magnitude on both the electron and hole pockets the ap-
plication of magnetic field will affect only features at mo-
menta q which correspond to intra-pocket transitions.
Inter-pocket transitions will stay intact. To best see this
effect the bias voltage should be tuned to ±∆0 and the
odd and even components of the LDOS should be sepa-
rated.
B. Full lattice model results
In order to account for both on-shell and off-shell states
in an exact fashion, we performed a numerical study of
Eq. 12. A sample of our results in the Brillouin zone is
presented as a grey scale plot in Fig. 4 and in cuts along
the xˆ axis in Fig. 3. We identify the transitions qi as
labeled in Fig. 2 by their momentum transfer. In order
to ascertain that the transitions are correctly identified
we vary parameters (like the band parameters, the chem-
ical potential and the energy) and follow the transitions’
evolution in momentum space.
In Fig. 3a, it is clear that while sharp peaks appear
in the LDOS at the inter-pocket momenta q1 and q2 in
the case of a non-magnetic impurity, they are absent in
the case of a vortex scatterer. For comparison, when
replacing the s± OP by a function without a sign change
(absolute value) the inter-pocket transitions appear in
both types of scatter.
V. DISCUSSION
We have shown that an order parameter which changes
sign between the hole and electron pockets of the FeSCs
(such as the proposed s±) could be distinguished from an
order parameter which does not change sign (a simple or
anisotropic s-wave). We propose to measure the modu-
lations in the LDOS due to scattering off impurities and
FIG. 4: Quasiparticle interference patterns in the Bril-
louin zone. (Color online) δn(q) for µ = 1.5 and ω = 0.105
on a 400 x 400 lattice. Left: Non-magnetic impurity induced
interference patterns, Right: Vortex induced interference pat-
terns. The patterns are similar except for the features close
to (±pi, 0) and (0,±pi) where the inter-pocket transitions re-
side. It is clear that these transitions are missing from the
modulations generated by the vortex.
magnetic vortices. The conclusion of our analysis is that
the features of the vortex-induced scattering are sensi-
tive to the OP magnitude and sign. In particular, when
the energy is tuned to the gap edge, the intensity of the
LDOS features at momentum q are roughly proportional
to (∆(ki) + ∆(kf ))
2 where ki and kf are two points on
the relevant contours of constant energy which are sep-
arated by momentum q. This means that if the OP is
of similar magnitude but opposite sign on the two points
a cancelation will occur. Such cancelation is expected
for the s± OP but not for an s-wave, and is therefore a
signature of the s± OP.
It is important to emphasize that the conclusion of the
analysis presented in this work is quite robust. Numerical
simulations with modified lattice parameters and chemi-
cal potential has yielded modified quasiparticle interfer-
ence patterns. However, the absence of the transitions
q1 and q2 appears in the vortex scattering contribution
whenever the OP changes sign between the electron and
hole pockets. We would like to mention that the Born ap-
proximation, chosen for the current study, is both simple
and appropriate when the scattering potential is weak.
For stronger scattering the t-matrix may be of use. It’s
strength is generally in finding impurity bound state33 or
vortex bound states (Caroli-de-Gennes-Matricon)34. In
general, it amounts to replacing the bare scattering ma-
trix by an energy dependent one. Often, the t-matrix
does not add any momentum dependence and therefore
will lead to the same quasiparticle interference patterns
as the Born approximation.
The proposed experiment is scanning tunneling spec-
troscopy in magnetic field. Such measurements have been
successfully carried out in the cuprates35 and have been
interpreted in a similar fashion to that proposed here25.
We are hopeful that advances in material synthesis will
allow similar studies of the FeSCs. Their quasi-two di-
mensional structure is ideal for STM and their transi-
tion temperature is high enough for such experiments.
7An important consideration is the vortex core size in
FeSC. In general, the larger the core size, the harder it
is to detect features at large momenta (close to the BZ
edges). In the Born approximation, in order to replace
the point-like vortex considered here by a more realistic
one, the perturbation δ∆ should be replaced by a more
smoothly varying function in real space with a charac-
teristic length scale ξ, the coherence length. Its Fourier
transform δ∆(q) will multiply our result for δn(q, ω) cre-
ating an envelope beyond which features are suppressed.
In BaFe1.8Co0.2As2 the coherence length was measured
to be ∼ 27.6A˚36, which may lead to a significant sig-
nal suppression at (pi, 0). However, this coherence length
is similar to that of BiSCCO (a member of the cuprate
family)37 where FT LDOS features were seen clearly even
at the edges of the Brillouin zone26. This suggests that
the vortex size and structure in BaFe1.8Co0.2As2 may be
suitable for the suggested experiment.
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