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Abstract
We calculate the refined topological string partition function of the Calabi-Yau
threefold which is the total space of the canonical bundle on P2 (the local P2). The
refined topological vertex formalism can not be directly applied to local P2 therefore
we use the properties of the refined Hopf link to define a new two legged vertex which
together with the refined vertex gives the partition function of the local P2.
1 Introduction
The topological string theory amplitudes are useful in the study of the BPS sector of the
string compactifications. N = 2 topological strings on Calabi-Yau threefolds capture
the quantum numbers of the BPS states obtained by wrapping branes on holomorphic
curves [1, 2]. When the Calabi-Yau threefold is non-compact, the topological string
amplitudes completely determine the prepotential, and the higher genus corrections to
it, of the supersymmetric theory which lives in the spacetime [3]. Surprisingly these
amplitudes also determine the superconformal index of the 5D superconformal theories
which appear by M-theory compactification on non-compact Calabi-Yau threefolds [4,
5].
Advances in the instanton computation of N = 2 gauge theories motivated the
refinement of the topological string amplitudes for non-compact Calabi-Yau threefolds
[6, 3, 7] . From the target space interpretation of the topological string theory the
refinement corresponds to an explicit determination of the quantum numbers of BPS
particles in M-theory compactifications on the same Calabi-Yau threefold [1, 2, 7] with
respect to the SO(4) = SU(2)L × SU(2)R part of the 5D Lorentz group. Therefore
it is particularly useful to be able to calculate these refined amplitudes for a non-
compact Calabi-Yau threefold. The topological vertex completely solved the problem
of determining the usual topological string amplitudes for non-compact toric Calabi-
Yau threefolds [8]. The refined topological vertex formulation extends the usual one and
calculates the refined amplitudes for a certain class of non-compact toric Calabi-Yau
threefolds [9]. The class of Calabi-Yau threefolds for which the refined vertex formalism
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works includes the geometries giving rise to gauge theory in spacetime via geometric
engineering [10]. However, there exist toric Calabi-Yau threefolds which do not give
rise to a gauge theory, such as the total space of the O(−3) bundle over P2 also known
as local P2, and the refined topological vertex formalism can not be applied to such
geometries directly1.
In this paper we define a new two legged vertex which can be used along with the
refined vertex to calculate the partition function of not only the local P2 but a class of
geometries which contain P2 as a divisor. We define this new vertex using the refined
partition function of Hopf link [11] and flop transition. The partition function of local
P2 was also obtained in [12] using refined Chern-Simons theory [13].
The paper is organized as follows: In section 2, we discuss the refined topological
vertex formalism and the appearance of a preferred direction. In section 3, we discuss
the case of local P2 and the need for a new vertex. In section 3 we discuss properties of
the refined partition function of Hopf link and show that it can be used to determine
the refined partition function of local P2. In this section we also determine the a new
two legged vertex which extends the refined vertex formalism. In section 4 we discuss
our conclusions and future directions.
2 The Refined Vertex Formalism
The refinement of topological strings has been studied both from the A-model side as
well as the B-model point of view [7, 9, 14–19, 13, 12, 20]. On the A-model side the
refined topological vertex provides a powerful method for calculating the open and the
closed partition functions for a certain class of toric Calabi-Yau threefolds [9]. The
geometries for which the refined vertex formalism can be used are essentially those
which give rise to N = 2 gauge theories in four dimensions via geometric engineering.
Some simple Calabi-Yau threefolds such as local P2 (total space of O(−3) bundle on P2)
do not give rise to gauge theory upon type IIA compactification. It is not possible to
directly use the refined topological vertex formalism to write down the partition function
for this Calabi-Yau threefold. In [9] quantum numbers of the BPS states coming from
branes wrapping holomorphic curves in local P2 were determined by studying curves
in a blowup of local P2 using the fact that refined topological vertex formalism can be
applied to it.2.
In the refined vertex formalism the Calabi-Yau geometry is divided in C3 patches
and the partition function is computed by suitably gluing the patches. This is exactly
as in the usual topological vertex formalism. The difference arises in how the vertices
are glued since the refined topological vertex, labelled by three Young diagrams, is a
function of two parameters (q, t) = (ei1 , e−i2) [9] (see Appendix A for notation and
conventions being used):
Cλµ ν(t, q) =
(q
t
) ‖µ‖2
2
t
κ(µ)
2 q
‖ν‖2
2 Z˜ν(t, q)
∑
η
(q
t
) |η|+|λ|−|µ|
2
sλt/η(t
−ρ q−ν) sµ/η(t−ν
t
q−ρ),
1However, BPS multiplicities can be calculated by appropriately identifying the curves that survive the
blow down from a larger geometry, to which refined vertex formalism can be applied, in which it can be
embedded. For local P2 the BPS multiplicities were calculated in [9]
2Blowup of local P2 gives rise to SU(2) gauge theory and refined vertex formalism can be used to write
down its partition function [9].
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where sλ/η(x) is the skew-Schur function and Z˜ν(t, q) is given by
Z˜ν(t, q) =
∏
(i,j)∈ν
(
1− qa(i,j) t`(i,j)+1
)−1
. (2.1)
The function Cλµ ν(t, q)×M(t, q), where M(t, q) =
∏∞
i,j=1(1−qi tj−1)−1 is a refinement
of the MacMahon function, is a combinatorial object just like the usual topological
vertex [21]. Cλµ ν(t, q) ×M(t, q) is the generating function of 3D partitions counting
the partitions in an anisotropic way [9]:
Cλµ ν(t, q)×M(t, q) =
∑
pi(λµ ν)
q|pi(λµ ν)|ν t|pi(λµ ν)|−|pi(λµ ν)|ν , (2.2)
where the sum is over 3D partitions pi(λµ ν) with asymptotics determined by λ, µ and
ν along the three directions and |pi(λµ ν)| is the regularized total number of boxes in
pi(λµ ν) [21]. The shape of the partition ν along the z-axis determines a slicing of the
3D partition by planes parallel to the z-axis. For the usual vertex this slicing of the 3D
partition is just a convenient way of being able to calculate the generating function and
the result at the end is independent of this slicing. For the refined vertex case, however,
this is not the case and the direction along which we slice breaks the cyclic symmetry
of the vertex. This direction along which we slice we will call the preferred direction.
Some slices are labelled by q and some slices are labelled by t depending on the shape
of the partition ν. |pi(λµ ν)|ν is the number of boxes that fall on the q-slices. Each
slice is assigned one of the two counting parameters q or t depending on whether this
particular slice is located between an inner,{vi}, and outer corner ,{ui}, or between an
outer and an inner while we trace the profile of ν, Fig. 1.
u0
u1
u2
u3
v1
v2
v3
Figure 1: The counting scheme is uniquely determined by the representation along the pre-
ferred direction.
If all representations labeling the vertex are trivial, the counting is depicted in Fig. 2,
and the refined MacMahon function is the generating function of 3D partition with
respect to this counting.
For any partition ν (along the z-axis), it is clear that slices in the x and y direction
(far enough) are counted with either q alone or counted with t alone. Thus we see that
3
Figure 2: Red slices (left) are counted with t and the blue slices (right) with q.
ǫ1 ǫ2
Figure 3: Gluing of two refined vertices.
the two un-preferred directions are either associated with t or with q, i.e., with ε1 or
ε2.
When gluing two refined vertices together along an un-preferred direction we must
have the edge of one vertex associated with ε1 and the edge of the second vertex
associated with ε2, as shown in Fig. 3. If this is not the case the symmetry between
q and t in the refined partition function, which should hold on general grounds [7], is
lost.
Also since at each vertex we have a preferred edge, along which we slice in order to
define the refined vertex, in the web diagram we will have a number of preferred edges
(one for each vertex). Unless all these preferred edges are parallel to each other, i.e., we
are slicing all the 3D partitions that appear at the vertices in the same way, the different
vertices can not be glued correctly. Hence, a very important constraint of the refined
vertex formalism is that all preferred edges (which define the preferred directions for
the vertices connected by the edge) in the web diagram should be parallel. As we will
discuss in the next section this condition can not always be satisfied and, therefore,
refined vertex formalism only works for a certain class of geometries. An example of a
geometry for which the corresponding web has a set of parallel preferred directions for
each vertex is resolved An singularity fibered over a P1 or a chain of P1’s.
4
3 The Case of Local P2
In order to calculate the refined partition function using the refined vertex we need
to choose for every vertex of the web diagram an edge which is associated with the
direction we use to slice the 3D partition. This choice is arbitrary for a given vertex,
however, all such edges in the web diagram need to be parallel to each other. This
essentially means that we need a set of edges of the web diagram such that this set
covers all the vertices and all edges in this set are parallel. It is easy to see that many
web diagram fail to have such a set of edges and therefore refined vertex formalism can
not be directly applied to such web diagrams.
The simplest geometry which can not be dealt with using the refined topological
vertex is the total space of the line bundle O(−3) 7→ P2 also referred to as local P2.
The Newton polygon and the web diagram of this geometry is given in Fig. 4 below.
Figure 4: The Newton polygon and the web diagram of local P2.
If we choose the horizontal internal edge of of the web diagram (Fig. 4) of local P2
to be the preferred edge (as shown in Fig. 5) then the refined vertex factor associated
with this edge is given by,
Cλt ∅ ν(t, q)C∅µ νt(q, t) ∼ Z˜ν(t, q)Z˜νt(q, t)
[
sλ(t
−ρq−ν) sµ(t−ρq−ν)
]
. (3.1)
ν
λ
µ
νt
Figure 5: The labeling of the edges with horizontal preferred direction.
For ν a trivial partition we see that the factor in the square bracket in Eq.(3.1)
is such that both partitions λ and µ appear with parameter t (i.e., the parameter ε2).
Therefore this suggests the assignment of parameters ε1 and ε2 for the local P2 web
diagram as shown in Fig. 6.
Thus we see that the upper vertex has a different brane configuration then the lower
ones which had different parameters on the un-preferred edges. Thus we need a new
vertex in which two of the edges are associated with the same parameter. Thus to
5
Preferred direction
Preffered direction1
2
1
2
1 1
Figure 6: Assignment of 1,2 parameters to the edges in the local P2 web diagram.
apply the refined vertex formalism to local P2 we need two refined topological vertices
corresponding to two assignment of parameters to the un-preferred directions as shown
in Fig. 7.
1
2
Cλµν(t, q)
1
1
Tλµν(t, q)
Figure 7: The two vertices needed for local P2.
4 The Refined Hopf Link and the New Vertex
In this section, we will calculate the refined partition function of local P2 and, along
the way, determine the two-legged version of the new refined vertex.
We will begin with local P2 blown up at one point. The blowup of P2 is a Hirze-
bruch surface i.e., it is a P1 bundle over P1 which is the projectivization of the bundle
OP1(−1) ⊕ OP1(0) and will be denoted by F1. The local F1 is then the total space of
the canonical bundle on F1. The Newton polygon and the web diagram of local F1 is
shown in Fig. 8.
B
F
F
B + F
Figure 8: The Newton polygon and the web diagram of local F1.
We denote by B and F the homology class of the base and the fiber P1 respectively,
these have the following intersection numbers,
B ·B = −1 , F · F = 0 , B · F = +1 . (4.1)
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For a P1 embedded in a Calabi-Yau threefold the local geometry isOP1(m)⊕OP1(−2−m)
for some m. In the case of the local F1 B is the exceptional curve coming from the
blowup of local P2 and has local geometry OP1(−1)⊕OP1(−1) i.e., it is locally resolved
conifold. The curve B can undergo flop transition which is also clear from the Newton
polygon in Fig. 8 which has two distinct triangulations. The flop transition of B can
take us from local F1 to local P2 as shown in Fig. 9.
B
F
F
B + F
H
HH
E
Figure 9: The flop of local F1 gives rise to local P2 when the flopped curve is taken to infinite
size.
The curve E comes from the flop of B and H is the hyperplane class of P2 and is
given by B + F . The relation between Ka¨hler parameters on the two sides of the flop
is given by
QE = Q
−1
B , QH = QBQF , (4.2)
where QE = e
−tE is the parameter associated with the curve E.
From Fig. 9 it is clear that we can obtain the refined partition function of local
P2 from the refined partition function of local F1, ZF1(QB, QF ), if we can follow flop
transition in the partition functions,
ZP2(QH) = lim
QE 7→0
ZF1(Q
−1
E , QHQE) . (4.3)
The refined partition function of the local F1 can be calculated using the refined topo-
logical vertex, the two internal horizontal line in the web diagram of the local F1 (Fig. 8)
can serve as the preferred edges, and is given by [9],
ZF1(QB, QF ) : =
∑
ν λµσ
(−QBQF )|ν|(−QB)|σ|(−QF )|λ|+|µ| f2ν (q, t) f˜λ(t, q) f˜µ(q, t) (4.4)
× C∅λ νt(t, q)Cµt ∅ ν(q, t)Cλt ∅σ(t, q)C∅µσt(q, t), (4.5)
where we are using the following convention for the framing factors3
fλ(t, q) = (−1)|λ| t
‖λt‖2
2 q−
‖λ‖2
2 , f˜λ(t, q) = (−1)|λ| t
‖λt‖2−|λ|
2 q−
‖λ‖2−|λ|
2 .
3This convention eliminates the need for shifting certain Ka¨hler parameters by ε1+ε22 .
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After the flop transition the relevant variables are QE = Q
−1
B and QH = QBQF . In
terms of these variables the partition function is,
ZF1(Q
−1
E , QHQE) =
∑
ν λµσ
(−QH)|λ|+|µ|+|ν|(−QE)−|σ|Q|λ|+|µ|E f2ν (q, t) f˜λ(t, q) f˜µ(q, t)
× C∅λ νt(t, q)Cµt ∅ ν(q, t)Cλt ∅σ(t, q)C∅µσt(q, t). (4.6)
Separating the sum involving QE , we can write the partition function as
ZF1(Q
−1
E , QHQE) =
∑
ν λµσ
(−QH)|λ|+|µ|+|ν| f2ν (q, t) f˜λ(t, q) f˜µ(q, t)C∅λ νt(t, q)Cµt ∅ ν(q, t)
× Q|λ|+|µ|E Zλµ(Q−1E ), (4.7)
where,
Zλµ(Q) =
∑
σ
(−Q)|σ|Cλt ∅σ(t, q)C∅µσt(q, t). (4.8)
Zλµ(Q) is the the refined Hopf link invariant studied in [11]. It is the refinement of the
Hopf link invariant in which the two linked unknots are colored by λ and µ (Fig. 10).
Flop transition
λ µ
 
λ
µ
O(−1)⊕O(−1)
↓
P1
T ⋆S3
20 / 26
Figure 10: The geometric transition between the resolved conifold with Lagrangian branes
and T ∗S3 with colored Hopf link.
The unrefined Hopf link invariant can be calculated using the Chern-Simons theory
[23] and the refined Hopf link can be calculated using either the refined vertex [11] or
the refined Chern-Simons theory [13]. Zλµ(Q
−1) and the limit given in Eq.(4.3) can be
determined using certain properties of the Macdonald polynomials.
4.1 Flop Transition and Refined Hopf Link
Although Zλµ(Q, t, q) is an infinite series in Q, the normalized open string partition
function
Gλµ(Q) =
Zλµ(Q, t, q)
Z∅ ∅(Q, t, q)
=
∑
σ(−Q)|σ|Cλt ∅σ(t, q)C∅µσt(q, t)∑
σ(−Q)|σ|C∅ ∅σ(t, q)C∅ ∅σt(q, t)
(4.9)
is a polynomial of degree |λ| + |µ| in Q. This was conjectured in [11] and proven
in [24]. Notice that Z∅ ∅(Q) is the closed string partition function of the geometry
OP1(−1)⊕OP1(−1) and is invariant under the flop,4
Z∅ ∅(Q−1, t, q) = Z∅ ∅(Q, t, q) . (4.10)
4It is invariant if we ignore the shift in the classical contribution which arises due to the flop.
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Thus we can obtain the expression for the flopped partition function by studying
Gλµ(Q, t, q). Using the definition of the refined topological vertex we can writeGλµ(Q, t, q)
as
Gλµ(Q) =
q
|λ|
2 t−
|λ|
2 f˜µt
∑
ν (−Q)|ν| q
‖ν‖2
2 t
‖νt‖2
2 Z˜ν(t, q) Z˜νt(q, t) sλ(t
−ρq−ν) sµ(t−ρq−ν)
(−1)|µ|∑ν (−Q)|ν| q ‖ν‖22 t ‖νt‖22 Z˜ν(t, q) Z˜νt(q, t) .
Notice that the two Schur functions in the summation above have the same argument
therefore we can express their product in terms of the Macdonald polynomials,
sλ(x) sµ(x) =
∑
η
Nηλµsη(x) =
∑
η σ
NηλµUησPσ(x), (4.11)
where the Uη σ(q, t) are the previously defined matrices which take Macdonald functions
to Schur functions. sη(x) and Pσ(x; q, t) are both homogenous functions of degree of |η|
and |σ|, respectively, hence, Uη σ(q, t) = 0 if |η| 6= |σ|. Also it follows from the definition
of the Macdonald function that Uη σ = δη σ for t = q.
Using Eq.(4.11) we can express Gλµ as
Gλµ(Q, t, q) = (−1)|µ|q
|λ|
2 t−
|λ|
2 f˜µt
∑
η σ
NηλµUησ
(Jσ(Q, t, q)
J∅(Q, t, q)
)
, (4.12)
where,
Jσ(Q, t, q) =
∑
ν
(−Q)|ν| q ‖ν‖
2
2 t
‖νt‖2
2 Z˜ν(t, q) Z˜νt(q, t)Pσ(t
−ρq−ν ; q, t), (4.13)
The principal specialization of the Macdonald polynomials are proportional to Z˜ν(t, q),
t
‖νt‖2
2 Z˜ν(t, q) = Pν(t
−ρ; q, t), (4.14)
which allows us to express Jσ(Q, t, q) in terms of Macdonald functions,
Jσ(Q, t, q) =
∑
ν
(−Q)|ν| Pνt(q−ρ; t, q)Pν(t−ρ; q, t)Pσ(t−ρq−ν ; q, t). (4.15)
The sum over the partition ν can be performed by making use of the identity ([25],
Page 332, Eq.(6.6))
Pν(t
−ρ; q, t)Pσ(q−ν t−ρ; q, t) = Pσ(t−ρ; q, t)Pν(q−σ t−ρ; q, t). (4.16)
Using the above identity Jσ(Q, t, q) takes a product form,
Jσ(Q, t, q) =
∑
ν
(−Q)|ν| Pνt(q−ρ; t, q)Pσ(t−ρ; q, t)Pν(t−ρq−σ; q, t)
= Pσ(t
−ρ; q, t)
∑
ν
(−Q)|ν| Pνt(q−ρ; t, q)Pν(t−ρq−σ; q, t)
= Pσ(t
−ρ; q, t)
∞∏
i,j=1
(
1−Qt−ρi q−ρj−σi) , (4.17)
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where in the last line above we have used the identity [25],
∑
ν
Pν(x; q, t)Pνt(y; t, q) =
∞∏
i,j=1
(1 + xi yj) . (4.18)
We can factorize the infinite product as a finite product over the boxes of a Young
diagram and an infinite one to normalize Jσ(Q, t, q):
Jσ(Q, t, q) =
Pσ(t−ρ; q, t) ∏
(i,j)∈σ
(1−Qti− 12 q−j+ 12 )
× ∞∏
i,j=1
(
1−Qti− 12 qj− 12
)
(4.19)
Jσ(Q, t, q)
J∅(Q, t, q)
= Pσ(t
−ρ; q, t)
∏
(i,j)∈σ
(1−Qti− 12 q−j+ 12 ). (4.20)
Thus the normalized refined Hopf link partition function can be written as,
Gλµ(Q) = gλµ
∑
η σ
NηλµUη σ(q, t)Pσ(t
−ρ; q, t)
∏
(i,j)∈σ
(1−Qti− 12 q−j+ 12 ),
where gλµ = (−1)|µ| q
|λ|
2 t−
|λ|
2 f˜µt(t, q). Before we continue with the derivation of the
new vertex, let us argue that the normalized partition function for the Hopf link is a
polynomial in Q of order |λ| + |µ|. We know that Nηλµ is zero unless |λ| + |µ| = |η|
and Uη σ(t, q) vanishes for |η| 6= |σ|. Therefore, we conclude that the sum is finite and
Gλµ(Q, t, q) is of the order |λ|+ |µ|.
The two legged new vertex will be obtained by taking the flop transition and sending
the Ka¨hler parameter to infinity. Let us define Q• = Q−1 so that,∏
(i,j)∈σ
(
1−Qti− 12 q−j+ 12
)
=
∏
(i,j)∈σ
(
1−Q−1• ti−
1
2 q−j+
1
2
)
, (4.21)
= (−Q•)−|σ| t
‖σt‖2
2 q−
‖σ‖2
2
∏
(i,j)∈σ
(
1−Q• t−i+ 12 qj− 12
)
.
The limit to define the two-legged vertex (up to framing and overall factors) can be
easily taken using the following form of the normalized Hopf link partition function,
Gλµ(Q) = (−1)|λ|Q|λ|+|µ|q
|λ|
2 t−
|λ|
2 f˜µt(t, q)
∑
η σ
NηλµUη σ(q, t) t
||σt||2
2 q−
||σ||2
2 Pσ(t
−ρ; q, t)
×
∏
(i,j)∈σ
(
1−Q−1 t−i+ 12 qj− 12
)
. (4.22)
From the above equation we see that
lim
Q 7→0
Q|λ|+|µ| Zλµ(Q−1) = lim
Q 7→0
Q|λ|+|µ| Z∅ ∅(Q−1)Gλµ(Q−1) (4.23)
= (−1)|µ|q |λ|2 t− |λ|2 f˜µt(t, q)
∑
η σ
NηλµUη σ(q, t) fσ(t, q)Pσ(t
−ρ; q, t).
Notice that we have made use of the invariance of the resolved conifold partition func-
tion under flop, Z∅ ∅(Q−1, t, q) = Z∅ ∅(Q, t, q). Using the above in Eq.(4.3) and Eq.(4.7)
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we get the following expression for the refined partition function of local P2:
ZP2(QH) =
∑
λµ ν
(−QH)|λ|+|µ|+|ν| q
3||νt||2
2 t−
||ν||2
2 Z˜ν(q, t)Z˜νt(t, q)× (4.24)
sλ(q
−ρt−ν) sµ(q−ρt−ν)
(q
t
) |λ|−|µ|
2
[∑
η σ
Nηλµ Uη σt
||σt||2
2 q−
||σ||2
2 Pσ(t
−ρ; q, t)
]
.
To identify the new vertex we express Eq.(4.24) as,
ZP2(QH) =
∑
λµ ν
(−QH)|λ|+|µ|+|ν|
(
fν(q, t) f˜λ(t, q) f˜µ(q, t)
)2
(4.25)
C∅λ νt(t, q)Cµt ∅ ν(q, t)Tµλt ∅(t, q) , (4.26)
with Tµλ∅ being the new two legged vertex. Comparing with Eq.(4.24) gives the follow-
ing expression for Tλµ∅,
Tλµ ∅(t, q) = (−1)|µ| fµ(q, t) f2λt(t, q)
∑
η σ
NηλµtUη σ(q, t) fσ Pσ(t
−ρ; q, t) . (4.27)
We have verified, up to order Q5H , that the partition function in Eq.(4.24) gives the
same BPS degeneracies as were obtained in [9] from studying curves in local F1 which
blow down to local P2.
5 Conclusions
We have defined a new two legged vertex which can be used along with the refined
vertex to calculate the refined partition function of local P2. Beyond just local P2
this new vertex, together with the refined vertex, allows us the calculate the refined
partition function for Calabi-Yau geometries which are obtained from the resolution of
the orbifold C3/Z2k+1. All these geometries contain P2 as a divisor. In this paper we
have only obtained the two legged vertex, however, a vertex with all three partitions
non-trivial can also be obtained as was done in [26]. But there are ambiguities in
identifying the three legged vertex which leads to a hierarchy of vertices [26] which
might be related to the “index vertex” of Okounkov and Nekrasov [20]. The new vertex
we defined in this paper is also related to refined Chern-Simons theory by a change of
basis of holonomies [26].
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6 Appendix A
In this section, we want to review our notations, conventions and collect some of the
useful formulas for the derivations. We want to warn the reader that the convention
we follow in this note is different from the one used in [9]. The difference comes from
the pictorial representation of the Young diagrams. In [9], for a given representation
λ = {λ1, λ2, . . .}, we illustrated the corresponding Young diagram with columns of
height λi. The arm length a(i, j) and leg length `(i, j) of a given box (i, j) in the
diagram were defined as the number of boxes to the right of that box and above that
box, respectively. In this note we follow the more conventional notation shown in Fig. 11
where λi’s are the number of boxes in the i
th row. The arm and leg lengths are defined
accordingly.
a(i,j)
l(i,j)
(i,j)a’(i,j)
l’(i,j)
Figure 11: The figure shows the present convention. λ = {5, 3, 3, 2, 1, 1}
In addition to the arm and leg lengths, we define the co-arm length a′(i, j) and
co-leg length `′(i, j)
a(i, j) = νi − j , `(i, j) = νtj − i (6.1)
a′(i, j) = j − 1 , `′(i, j) = i− 1 (6.2)
Note that
aλ(i, j) = `λt(j, i), `λ(i, j) = aλt(j, i) (6.3)
with (i, j) ∈ λ and (j, i) ∈ λt. The difference in the conventions reflects also on some
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identities used in [9], here we use
n(λ) =
`(λ)∑
i=1
(i− 1)λi = 1
2
`(λ)∑
i=1
λti(λ
t
i − 1) =
∑
(i,j)∈λ
`(i, j) =
∑
(i,j)∈λ
`′(i, j) =
‖λt‖2
2
− λ
2
(6.4)
n(λt) =
`(λt)∑
i=1
(i− 1)λti =
1
2
`(λt)∑
i=1
λi(λi − 1) =
∑
(i,j)∈λ
a(i, j) =
∑
(i,j)∈λ
a′(i, j) =
‖λ‖2
2
− λ
2
(6.5)
with `(λ) being the number of non-zero λi’s, or in other words, it is the number of rows
in the Young diagram. The hook length h(i, j) and the content c(i, j) are defined as
h(i, j) = a(i, j) + `(i, j) + 1, c(i, j) = j − i (6.6)
which satisfy ∑
(i,j)∈λ
h(i, j) = n(λt) + n(λ) + |λ|, (6.7)
∑
(i,j)∈λ
c(i, j) = n(λt)− n(λ). (6.8)
The refined topological vertex in this convention is given by
Cλµ ν(t, q) =
(q
t
) ||µ||2
2
t
κ(µ)
2 q
||ν||2
2 Z˜ν(t, q)
∑
η
(q
t
) |η|+|λ|−|µ|
2
sλt/η(t
−ρ q−ν) sµ/η(t−ν
t
q−ρ)
(6.9)
where sλ/η(x) is the skew-Schur function and Z˜ν(t, q) is given by
Z˜ν(t, q) =
∏
(i,j)∈ν
(
1− qa(i,j) t`(i,j)+1
)−1
, (6.10)
which is related to the Macdonald polynomials
t
‖νt‖2
2 Z˜ν(t, q) = Pν(t
−ρ; q, t), (6.11)
q
‖ν‖2
2 Z˜νt(q, t) = Pνt(q
−ρ; t, q). (6.12)
For the Macdonald polynomials with this special set of argument we have
Pλ(t
ρ; q, t) = (−1)|λ|qn(λt)t−n(λ)Pλ(t−ρ; q, t). (6.13)
The Macdonald polynomials also satisfy
Pλ(x; q, t) = Pλ(x; q
−1, t−1) (6.14)
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For completeness, let us also review some identities regarding to Schur functions and
MacDonald polynomials:
sλ(x)sµ(x) =
∑
η
Nηλµsη(x) (6.15)
sλ/µ(x) =
∑
η
Nλµηsη(x) (6.16)
Pλ(x; q, t)Pµ(x; q, t) =
∑
η
N̂ηλµPη(x; q, t) (6.17)
sη(x) =
∑
σ
UησPσ(x; q, t) (6.18)
The following relations among Macdonald polynomials prove to be very useful for our
computations
Pµ(q
−λ t−ρ; q, t)
Pµ(t−ρ; q, t)
=
Pλ(q
−µ t−ρ; q, t)
Pλ(t−ρ; q, t)
(6.19)
Pσ(t
−ρ, z tρ; q, t) = Pσ(t−ρ; q, t)
∏
s∈σ
(1− z qa′(s) t−`′(s)) (6.20)
The following sum rules are essential for vertex computations
∑
η
sη/λ(x)sη/µ(y) =
∞∏
i,j=1
(1− xiyj)−1
∑
τ
sµ/τ (x)sλ/τ (y) (6.21)
∑
η
sηt/λ(x)sη/µ(y) =
∞∏
i,j=1
(1 + xiyj)
∑
τ
sµt/τ (x)sλt/τ t(y) (6.22)
∑
η
Pη(x; q, t)Pηt(x; t, q) =
∞∏
i,j=1
(1 + xiyj) (6.23)
We have considered the normalized amplitudes, both the open and closed amplitudes
are infinite series in the Ka¨hler parameters, however, their ratio is finite as a result of
the following identity
∞∏
i,j=1
1−Qq−λi+j−1/2ti−1/2
1−Qqj−1/2ti−1/2 =
∏
s∈λ
(
1−Q
√
t
q
q−a
′(s)t`(s)
)
. (6.24)
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