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Abstract. The paper is present a comparison of modern approaches for predicting the spatial distribution in the upper soil 
layer of a chemical element chromium (Cr), which had spots of anomalously high concentration in the investigated region. 
The distribution of a normally distributed element copper (Cu) was also predicted. The data were obtained as a result of 
soil screening in the city of Tarko-Sale, Russia. Models based on artificial neural networks (multilayer perceptron MLP), 
random forests (RF), and also a model based on a random forest in which MLP used as a tree - a random perceptron forest 
(RMLPF) - were considered. The models were implemented in MATLAB. Approaches using artificial neural networks 
(MLP and RMLPF) were significantly more accurate for anomalously distributed Cr. Models based on RF algorithms 
proved to be more accurate for normally distributed copper. In general, the proposed model RMLPF was the most universal 
and accurate. 
INTRODUCTION 
There are two main approaches to assessing the spatial pollution: experimental research and modeling. Local 
climate, soil types, hydrogeological and atmospheric conditions, as well as heterogeneity of emissions, urban activity 
and many other factors add ambiguity to the experimental data. In addition, in urban areas there are many pollutants 
that are not distributed regularly. The key problem with these pollutants is that their emissions cannot be accurately 
estimated. Modeling can be a method that would facilitate the placement of such sources. 
Interpolation is one of the most widely used methods of modeling. There are two main types of spatial interpolation 
methods: deterministic and geostatistical. A deterministic approach, in which results are accurately determined by 
known relations between states and events, without any possibility of random variation, use methods that calculate 
unknown values based on the degree of similarity. The methods of geostatistical interpolation (Kriging) use the 
statistical characteristics of the measured spots together with the spatial autocorrelation between them and take into 
account the spatial configuration of the sample spots at the forecasting site. The accuracy of the kriging methods 
depends on the density and size of the sampling sites, since these methods are based on interpolation, which requires 
some data as input. Therefore, to increase the accuracy of the interpolation methods, a more efficient method is 
required to obtain high-resolution distribution maps. At the present time machine learning methods are increasingly 
being used, such as artificial neural networks (ANN) and RF. 
In the traditional ANN model, the spatial coordinates are used as inputs, and the predicted content is used as 
outputs. The functional connection between inputs and outputs is established through a network of synaptic weights. 
These weights are determined through the learning process using iterative procedures, for optimization of which some 
optimization algorithms are applied. The most widely used method is Levenberg-Marquardt [1]. The most frequently 
used ANN is multi-layer perceptron (MLP). The perceptron as the first hardware ANN with the appropriate learning 
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algorithm was developed by [2]. Due to the wide distribution, this type of networks is well developed and has shown 
its high performance. The MLP network structure is described by several numbers relating to the number of neurons 
in layers: input layer – hidden layer – output layer (for example, 5–3–1 for three-layer-perceptron, 5 input neurons, 3 
hidden neurons in one layer, 1 output neuron). The MLP architecture was proved to be the most suitable neural network 
for ecological modeling, in particular, in studies related to the air pollution [3], [4], [5], [6], [7], [8] the studies on 
spatial distribution of soil pollutants [9], [10], [11], [12], [13]. 
At the same time, a significant number of researchers use relatively new approaches based on RF algorithms [14], 
[15]. RF is the machine learning algorithm proposed by Leo Breiman [14], consisting in the use of a committee 
(ensemble) of decision trees. In the regression tasks, their answers are averaged, in the classification, a decision is 
taken by voting on the majority. The predictive efficiency of the RF model is improved by increasing the strength of 
the tree and reducing correlations between trees. All trees are constructed independently according to the following 
scheme: 
-a subsample is chosen from the training sample (with the return) on which the tree is built (for each tree - its own 
sub-sample); 
-to construct each splitting in a tree, a set of random attributes is used (for each new splitting, its random features 
are used); 
-according to a predetermined criterion, the best attribute and splitting are selected. The tree is built up to the 
exhaustion of the sample (until the representatives of only one class remain in the leaves), but for some algorithms 
there are parameters that limit the height of the tree, the number of objects in the leaves, and the number of objects in 
the subsample under which the splitting is performed. 
RF models have been widely applied in various scientific fields, including remote sensing [16], [17], ecological 
modeling [18], [19], [20], environmental science [21], [22], [23], [24], [25], [26], [27]. 
MATERIALS AND METHODS 
Data for the study were obtained from the results of the soil survey in Tarko-Sale, Yamalo-Nenets Autonomous 
Okrug, Russia (Sergeev et al., 2010), where a chromium anomaly was found. The area of sampling was approximately 
6 km2. In total, 101 samples were collected. Concentration indicators for the two elements (Cr, Cu) were obtained by 
chemical analysis. Cu was chosen as a typical normally distributed pollutant to compare with Cr. 
 
 
FIGURE 1. Sampling place: Tarko-Sale, Yamalo-Nenets Autonomous Okrug, Russia 
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Preparation of soil specimens and chemical analysis were conducted in compliance with actual standard 
requirements. The chemical laboratory involved with soil sample preparation and analysis passed through the Russian 
System.
The entire data set was divided into two groups: 70% (70 samples) formed a training set for training the neural 
network, the rest (31 samples) were the test set. This separation was carried out randomly by using the ‘create subset’ 
in Geostatistical Analyst ArcGIS.
The ANN was carried out in MATLAB. In our case, the input layer of MLP was compiled with sampling points; 
the hidden layer consisted of a few neurons, and the output layer representing the element content in the relevant 
sample. The selection of the number of neurons in the hidden layer was carried out by the lower total RMSE of 
prediction of the pollutant (Cr, Cu) content for the training (70 samples), test (31 samples), and a complete set of data 
(101 samples). The number of neurons was varied from two to twenty. Each network was trained by 500 times and 
the best of them have been selected. Network education quality was checked by the correlation coefficient and RMSE 
between the result of the network prediction and training data set.
For the RF model, we used the random forest algorithm implemented in the MATLAB application. As input 
parameters, as in the case of MLP, the coordinates (x, y) were used. For the training procedure, a training sub-sample 
was used. Decision trees were used to construct a regression model. A total of 100 trees were built.
The RMLPF model was implemented in the same way. Only as a tree, ANN of MLP type was used which had a 
structure chosen earlier for each simulated element. Each tree was constructed as follows: from the training subsample, 
30% of the data was randomly selected (21 the value of the concentration of the corresponding element). At this new 
sub-sample, an MLP network was constructed, and then predicted the values in the test sub-sample. The RMSE was 
determined. The procedure was repeated 10 times. MLP with the smallest error was chosen as the tree. Thus, 100 trees 
were built.
The predictive accuracy of each selected approach was verified by MAE and RMSE between the prediction and 
raw data from the training data set.
ܯܣܧ ൌ σ ȁ௭೘೚೏ሺ௫೔ሻି௭ሺ௫೔ሻȁ೙೔సభ ௡ , (1)
ܴܯܵܧ ൌ ටσ ሺ௭೘೚೏ሺ௫೔ሻି௭ሺ௫೔ሻሻమ೙೔సభ ௡ , (2)
where zmod(xi) is a predicted concentration, z(xi) is a measured concentration, n is a number of points.
RESULTS AND DISCUSSION
The descriptive statistics of modeled elements are shown in Table 1.
TABLE 1. Descriptive statistics of modeled elements.
Element Min Max Mean SD CV Skewness Kurtosis Median
Cr 35.2 1424 259 337 1.30 1.58 4.13 86.9
Cu 3.57 48.8 15.0 6.30 0.42 2.03 7.81 13.4
The specimens with anomaly high Cr concentrations (mean value was 259 mg/kg, maximum value was 1424 
mg/kg) formed arbitrary spots at the study area. The probability distribution of the Cr concentration for the training 
sites is positively skewed and leptokurtic (Table 1). The Cr concentrations in all sampling points were from 35.2 to 
1424 mg/kg, with mean value 259 mg/kg and a standard deviation of 337 mg/kg. Coefficient of variation is very high 
1.30 mg/kg, due to the skewness of the distribution; the median value (89.5 mg/kg) is more representative of the 
average Cr content in the study area than the arithmetic mean.
The probability distribution of the Cu concentrations for the training sites is positively skewed and leptokurtic 
(Table 1). The Cr concentrations in all sampling points were from 3.57 to 48.8 mg/kg, with mean value 15 mg/kg and 
a standard deviation of 6.3 mg/kg.
Results of the network structure selection (number of neurons in the hidden layer) are shown in figure 2. The 
following number of hidden neurons was selected: 6 for Cr and 10 for Cu.
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FIGURE 2. Root mean square error (RMSE) of a neural network (MPL) 
for test, training  and overall data under different number of neurons in the hidden layer for Cr and Cu 
 
Fig. 3, 4 shows the dependencies of RMSE on the number of trees for the RF and RMLPF models. It can be seen 
that starting from about 20 trees the error varies around a certain constant value. With an increase of the number of 
trees, the fluctuations decrease slightly. This is true for both modeled elements. 
 
RF 
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FIGURE 3. Dependence of the RMSE index on the number of trees for the RF and RMLPF models for predicting chromium 
concentration 
 
The accuracy assessment indices of predicted concentrations are shown in Table 2. 
TABLE 2. Accuracy assessment indices of predicted concentrations, mg/kg. 
Method Index Cu Cr 
MLP MAE 3.73 70.3 
RF MAE 2.81 95.6 
RMLPF MAE 2.95 68.3 
MLP RMSE 4.17 140 
RF RMSE 3.37 169 
RMLPF RMSE 3.36 117 
 
As can be seen from Table 2, generally the RFMLP model showed the smallest errors. The improvement of the 
MAE index relatively the RF model was 29% for Cr, but for Cu MAE was almost 5% more. According to the RMSE 
index, the improvement was 31% for Cr. For Cu both errors were the same. The artificial neural network (MLP) also 
turned out to be more accurate than the results of RF for anomalous Cr (26% for MAE and 17% for RMSE). And on 
the contrary in case of conditionally normally distributed copper, RF was about 10% more precisely than MLP for 
both indices. 
CONCLUSION 
A study on the distribution of chromium and copper concentrations in the surface layer of soil at the urbanized 
terrain of the Tarko-Sale, Yamalo-Nenets Autonomous Okrug, Russia was conducted. A comparison was made for 
the machine learning methods: artificial neural networks, random forest, and an approach was proposed in which a 
multilayer perceptron, a random perceptron forest, was used as a classifier (tree). The new approach allowed to 
increase the accuracy of predicting the spatial distribution of the impurity, which had spots of anomalously high 
concentration in the upper soil layer. The increase in accuracy was 29% for the MAE index and 31% for the RMSE. 
A random forest based on regression in this case showed the worst accuracy. However, in simulating a normally 
distributed impurity, approaches based on RF algorithms have surpassed artificial neural networks. 
In general, both models used for modeling have shown their effectiveness and versatility and are suitable for 
predicting the spatial distribution of impurities in environmental studies. 
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