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Abstract—We present a noise-injected version of the
Expectation-Maximization (EM) algorithm: the Noisy Expecta-
tion Maximization (NEM) algorithm. The NEM algorithm uses
noise to speed up the convergence of the EM algorithm. The
NEM theorem shows that injected noise speeds up the average
convergence of the EM algorithm to a local maximum of the
likelihood surface if a positivity condition holds. The generalized
form of the noisy expectation-maximization (NEM) algorithm
allow for arbitrary modes of noise injection including adding
and multiplying noise to the data.
We demonstrate these noise benefits on EM algorithms for
the Gaussian mixture model (GMM) with both additive and
multiplicative NEM noise injection. A separate theorem (not
presented here) shows that the noise benefit for independent
identically distributed additive noise decreases with sample size
in mixture models. This theorem implies that the noise benefit is
most pronounced if the data is sparse. Injecting blind noise only
slowed convergence.
I. NOISE BOOSTING THE EXPECTATION-MAXIMIZATION
ALGORITHM
We show how carefully chosen and injected noise can
speed convergence of the popular expectation-maximization
(EM) algorithm. A general theorem allows arbitrary modes of
combining signal and noise to improve the speed of parameter
estimation. The result still speeds EM convergence on average
at each iteration so long as the injected noise satisfies a
positivity condition.
The EM algorithm generalizes maximum-likelihood estima-
tion to the case of missing or corrupted data [1], [2]. Maximum
likelihood maximizes the conditional signal probability density
function (pdf) f(y|θ) for a random signal variable Y given a
vector of parameters θ. It equally maximizes the log-likelihood
ln f(y|θ) since the logarithm is monotone increasing. So the
maximum–likelihood estimate θ∗ is
θ∗ = argmax
θ
ln f(y|θ). (1)
The parameter vector θ can contain means or covariances or
mixture weights or any other terms that parametrize the pdf
f(y|θ). The data itself consists of observations or realizations
y of the signal random variable Y . The data can be speech
samples or image vectors or any type of numerical measurement.
The EM framework allows for missing or hidden data or
so-called latent variables. The random variable Z denotes
all such latent variables. These latent variables can describe
unseen states in a hidden Markov model or hidden neurons
in a multilayer neural network. Then Z appears in the log-
likelihood ln f(y|θ) through the pdf identity f(y|θ) = f(y,z|θ)f(z|y,θ) .
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This gives the key EM log-likelihood equality ln f(y|θ) =
ln f(y, z|θ)− ln f(z|y, θ).
The EM algorithm estimates the missing information in Z
by iteratively maximizing the probability of Z given both the
observed data y and the current parameter estimate θk [3].
This involves averaging the log-likelihood ln f(y, z|θk) over
the conditional pdf f(z|y, θk) to form the surrogate likelihood
function Q(θ|θk):
Q(θ|θk) = EZ
[
ln f(y, Z|θ)∣∣Y = y, θk] (2)
=
∫
Z
ln[f(y, z|θ)]f(z|y, θk) dz. (3)
Then EM’s “ascent property” [1] uses Jensen’s inequality [4]
and the above EM log-likelihood equality to ensure that any
θ that increases the surrogate likelihood function Q(θ|θk)
can only increase the log–likelihood difference ln f(y|θ) −
ln f(y|θk): ln f(y|θ)f(y|θk) ≥ Q(θ|θk)−Q(θk|θk). The result is that
EM is a hill-climbing algorithm that can only increase the
log-likelihood at each step.
The EM algorithm iteratively climbs a hill of probability or
log-likelihood until it reaches the closest peak of maximum
likelihood. The peak or mode corresponds to the locally
maximal parameter θ∗. So the EM algorithm converges to
the local likelihood maximum θ∗: θk → θ∗. The EM algorithm
halts in practice when its successive estimates θk differ by less
than a given tolerance level ‖θk − θk−1‖ < 10−tol or when
| ln f(y|θk)− ln f(y|θk−1)| < ε for some small positive ε.
The EM algorithm generalizes many popular algorithms.
These include the k-means clustering algorithm [5] used in
pattern recognition and big-data analysis, the backpropagation
algorithm used to train deep feedforward and convolutional
neural networks [6]–[8], and the Baum-Welch algorithm used
to train hidden Markov models [9], [10]. But the EM algorithm
can converge slowly if the amount of missing data is high or
if the number of estimated parameters is large [2], [11]. It
can also get stuck at local probability maxima. Users can run
the EM algorithm from several starting points to mitigate the
problem of convergence to local maxima.
The Noisy EM (NEM) algorithm [5], [12]–[14] is a noise-
enhanced version of the EM algorithm that carefully selects
noise and then injects it into the data. NEM converges faster
on average than EM does because on average it takes larger
steps up the same hill of probability or of log-likelihood. NEM
never takes shorter steps on average. The largest noise gains
tend to occur in the first few steps. So NEM enhances the
ascent property at each iteration. This is a type of nonlinear
noise benefit or stochastic resonance [15]–[26] that does not
depend on a threshold [27].
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2NEM injects noise N to the data Y if the noise satisfies the
NEM average positivity (nonnegativity) condition:
EY,Z,N |θ∗
[
ln
(
f(φ(Y,N), Z|θk)
f(Y, Z|θk)
)]
≥ 0 . (4)
The NEM positivity condition (4) holds when the noise-
perturbed likelihood f(φ(y,N), z|θk) is larger on average
than the noiseless likelihood f(y, z|θk) at the kth step of the
algorithm [12], [14]. This noise-benefit condition for additive
noise injection has a simple quadratic form when the data or
signal model is a mixture of Gaussian pdfs.
A simple argument gives the intuition behind the NEM
positivity condition for additive noise. This argument holds in
much greater generality and underlies much of the theory of
noise-boosting both the EM algorithm and Markov chain Monte
Carlo algorithms [28]. Consider a noise sample or realization
n that makes a signal y more probable: f(φ(y, n)|θ) ≥ f(y|θ)
for some parameter θ. The value y is a realization of the
signal random variable Y . The value n is a realization of the
noise random variable N . Then this pdf inequality holds if and
only if ln f(φ(y,n)|θ)f(y|θ) ≥ 0. Averaging over the signal and noise
random variables gives the basic expectation form of the NEM
positivity condition. Averaging implies that the pdf inequality
need hold only almost everywhere. It need not hold on sets
of zero probability. This allows the user to ignore particular
values when using continuous probability models.
Particular choices of the signal conditional probability f(y|θ)
can greatly simplify the NEM sufficient condition. This signal
probability is the so-called “data model” in the EM context
of maximum likelihood estimation. Estimation on Gaussian
mixtures data models leads to simple quadratic NEM conditions.
An exponential data model leads to an even simpler linear NEM
condition.
Theorem 1 presents the generalized form of the NEM
Theorem for arbitrary measurable noise injection φ(Y,N).
Corollaries 1 and 2 state the NEM sufficient condition for
the special cases of additive and multiplicative injection:
φ(Y,N) = Y +N and φ(Y,N) = Y N .
Figure 1 shows an EM speed-up of 27.6% for multiplicative-
NEM noise injection in the generic case of a bimodal mixture
of two Gaussian pdfs. Sampling from the mixture corresponds
to sampling from two subpopulations that have the same
variance but different means. The task is threefold: Estimate the
unknown means of the two mixed Gaussian densities. Estimate
the unknown variances of the mixed densities. And estimate the
unknown mixture weights. The mixture weights are nonnegative
and sum to unity.
The noise-injected EM algorithm estimated all these pa-
rameters of the equally weighted two-pdf Gaussian mixture
model. Suppose random variable Xj is Gaussian or normal
with mean µj and variance σ2j : Xj ∼ N(µj , σ2j ) with pdf
fj(x|µj , σ2j ). Then the two-mixture density in Figure 1 had
the form f(x) = αf1(x|µ1, σ21) + (1 − α)f2(x|µ2, σ22) =
1
2f1(x| − 2, 4) + 12f2(x|2, 4). The data itself came from
randomly samples of a Gaussian mixture. The noise-boosted
EM algorithm took on average only 7 iterations to estimate
the Gaussian mixture parameters α, µ1, µ2, σ21 , σ
2
2 while the
noiseless EM algorithm took on average 10 steps. The optimal
σN*
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Figure 1: Multiplicative noise benefit when estimating the
parameters of a sampled Gaussian mixture model. The mixture
density f equally weighted two Gaussian probability density
functions with the same variance of 4: f(x) = 12N1(−2, 4) +
1
2N2(2, 4). The EM algorithm estimated the mixing weights,
the means, and the variances of the two Gaussian densities.
Low intensity starting noise decreased the EM convergence
time while higher intensity starting noise increased it. The
multiplicative noise had unit mean with different but decaying
standard deviations. The optimal initial noise standard deviation
was σ∗ = 0.44. It gave a 27.6% speed-up over the noiseless EM
algorithm. Optimal m-NEM needed only 7 iterations on average
to converge to the correct mixture parameters while noiseless
EM needed 10 iterations on average. The m-NEM procedure
injected multiplicative noise that decayed at an inverse-square
rate with the iterations.
initial noise standard deviation was σ∗N = 0.44. The simulations
“cooled” or “annealed” the noise by multiplying the starting
noise standard deviation σN with the inverse-square term k−2
at each iteration k. This gradually shut off the noise injection
as we discuss below when we present the details of the n-NEM
algorithm.
Ordinary or blind noise (not subject to the appropriate NEM
condition) only slowed EM convergence. Blind noise was just
noise drawn at random or uniformly from the set of all possible
noise. It was not subject to the NEM condition or to any other
condition.
The optimal speed-up using additive noise on the same data
model was 30.5% at an optimal noise power of σ∗ = 1.9. This
speed-up was slightly better than the m-NEM speed-up for the
same mixture model of two Gaussian pdfs. Figure 2 shows
the performance of the additive NEM algorithm on the same
model.
A statistical test for the difference in the averaged optimal
convergence times found that this difference was not statistically
significant at the standard 0.05 significance level. Nor was it
significant at the 0.10 or 0.01 levels. The hypothesis test for
the difference of means gave the very large bootstrap p-value
(achieved significance level [3]) of 0.492 based on 10,000
bootstraps. That large p-value argues strongly against rejecting
the null hypothesis that there was no statistically significant
3Figure 2: Noise benefit in the same GMM-NEM algorithm
using additive noise injection. Low intensity noise decreases
convergence time while higher intensity starting noise increases
it. The noise decays at an inverse square rate. The optimal
initial noise standard deviation is at σ∗ = 1.9 which gives a
30.5% speed improvement over the regular EM algorithm.
This additive noise model results in slightly faster aver-
age convergence speed at the optimal noise level than the
multiplicative noise model. But a 95%-bootstrap confidence
interval for the average difference in optimal convergence
time is [−0.45, 0.067]. So the difference in optimal average
convergence time is not statistically significant.
difference in the optimal average convergence times of the
additive and multiplicative NEM speed-ups.
A 95%-bootstrap confidence interval for the average dif-
ference in optimal convergence time was (−0.44, 0.06). The
confidence interval contained zero. So we cannot reject the null
hypothesis that the difference in optimal average convergence
times for the two noise-injection modes was statistically
insignificant at the 0.05 level. Nor can we reject the null
hypothesis at the 0.10 and 0.01 significance levels because their
respective 90% and 99% bootstrap confidence intervals were
(−0.40, 0.02) and (−0.52, 0.13). So there was no statistically
significant difference in the noise speed-ups of the additive and
mulitplicative cases. An open and important research question
is whether there are general conditions under which one of
these noise injection modes outperforms the other.
II. GENERAL NOISE INJECTION FOR A NEM BENEFIT
We next generalize the original proof for additive NEM [12],
[14] to NEM that uses an arbitrary mode of noise injection.
The metrical idea behind the proof remains the same: a noise
benefit occurs on average at an iteration if the noisy pdf is
closer to the optimal pdf than the noiseless pdf is.
Relative entropy measures the pseudo-distance of a pdf to
the optimal pdf in a topological space of pdfs:
D (f(y, z|θ∗)‖fN (y, z|θk)) ≤ D (f(y, z|θ∗)‖f(y, z|θk)) (5)
where
fN (y, z|θk) = f(φ(y,N), z|θk) (6)
is the noise-injected pdf. The literature sometimes refers to the
relative entropy as the Kullback-Leibler divergence [4].
The relative entropy is asymmetric and has the form of an
average logarithm
D (h(u, v)||g(u, v)) =
∫
U
∫
V
ln
[
h(u, v)
g(u, v)
]
h(u, v) du dv (7)
for positive pdfs h and g over the same support [4]. Convergent
sums can replace the integrals in the discrete case. We follow
convention in calling the relative entropy a pseudo-metric. It
is technically only a pre-metric because the relative entropy
between two pdfs is always nonnegative. The relative entropy
is zero if and only if the two pdfs are equal almost everywhere.
This yields the proof strategy of reducing the relative entropy
with respect to the optimal pdf at each iteration k.
The key point is that the noise-injection mode φ(y,N)
need be neither addition φ(y,N) = y +N nor multiplication
φ(y,N) = yN . It can be any measurable function φ of the
data y and the noise N . This generality does not affect the
main proofs for a noise benefit.
The above relative entropy inequality is logically equivalent
to the EM noise-benefit condition at iteration k if we cast the
noise benefit in terms of expectations [12]:
E
[
Q(θ∗|θ∗)−Q(θk|θ∗)
]
≥ E
[
Q(θ∗|θ∗)−QN (θk|θ∗)
]
(8)
where QN is the noise-perturbed surrogate likelihood function
QN (θ|θk) = EZ|Y,θk [ln fN (y, Z|θ)] . (9)
Any noise N that satisfies this EM noise-benefit condition will
on average give better parameter estimates at each iteration
than will noiseless estimates or those that use blind noise. The
relative-entropy version of the noise-benefit condition allows
the same derivation of the generalized NEM condition as in
the original case of additive noise. The result is Theorem 1.
Theorem 1: The Arbitrary-Injection NEM Theorem
Let φ(Y,N) be an arbitrary mode of combining the signal Y
with the noise N . Suppose the average positivity condition
holds:
EY,Z,N |θ∗
[
ln
(
f(φ(Y,N), Z|θk)
f(Y,Z|θk)
)]
≥ 0 . (10)
Then the EM noise benefit
Q(θk|θ∗) ≤ QN (θk|θ∗) (11)
holds on average at each iteration k:
EY |θk
[
Q (θ∗|θ∗)−Q (θk|θ∗)
]
≥
EN,Y |θk
[
Q (θ∗|θ∗)−QN (θk|θ∗)
]
. (12)
Corollary 1: Additive NEM
Suppose the average positivity condition holds for additive
noise injection:
EY,Z,N |θ∗
[
ln
(
f(Y +N,Z|θk)
f(Y,Z|θk)
)]
≥ 0 . (13)
Then the EM noise benefit
Q(θk|θ∗) ≤ QN (θk|θ∗) (14)
4holds on average at each iteration k:
EY |θk
[
Q (θ∗|θ∗)−Q (θk|θ∗)
]
≥
EN,Y |θk
[
Q (θ∗|θ∗)−QN (θk|θ∗)
]
. (15)
Corollary 2: Multiplicative NEM (m-NEM)
Suppose the average positivity condition holds for multiplicative
noise injection:
EY,Z,N |θ∗
[
ln
(
f(Y N,Z|θk)
f(Y, Z|θk)
)]
≥ 0 . (16)
Then the EM noise benefit
Q(θk|θ∗) ≤ QN (θk|θ∗) (17)
holds on average at each iteration k:
EY |θk
[
Q (θ∗|θ∗)−Q (θk|θ∗)
]
≥
EN,Y |θk
[
Q (θ∗|θ∗)−QN (θk|θ∗)
]
. (18)
The NEM Theorem and its corollaries give a general method
for noise-boosting the EM algorithm. Theorem 1 implies that
on average these NEM variants outperform the noiseless EM
algorithm.
Algorithm 1 gives the generalized–NEM algorithm schema.
The operation GNEMNOISESAMPLE(y, k−τσN ) generates
noise samples that satisfy the NEM condition for the current
data model. The noise sampling pdf depends on the vector of
random samples y in the data-generating model.
Algorithm 1 θˆgNEM = gen-NEM-Estimate(y)
Require: y = (y1, . . . , yM ) : vector of observed incomplete
data
Ensure: θˆgNEM : gNEM estimate of parameter θ
1: while (‖θk − θk−1‖ ≥ 10−tol) do
2: NS-Step: n← NEMNoiseSample(y, k−τσN )
3: NG-Step: y† ← φ(y,n)
4: E-Step: Q (θ|θk)← EZ|y,θk [ln f(y†,Z|θ)]
5: M-Step: θk+1 ← argmax
θ
{Q (θ|θk)}
6: k ← k + 1
7: end while
8: θˆgNEM ← θk
The E-Step takes a conditional expectation of a function of the
noisy data samples y† given the noiseless data samples y.
A deterministic decay factor k−τ scaled the noise on the kth
iteration. It did this by replacing the fixed standard deviation
σN of the noise with the weighted standard deviation k−τσN .
So the NEM noise had slightly smaller standard deviation with
each successive iteration. τ was the noise decay rate [12]. The
decay factor drove the noise Nk to zero as the iteration step
k increased. This eventually shut off the noise injection. We
found that the value τ = 2 worked best in the simulations and
thus we used an inverse-square scaling k−2.
The inverse-square decay factor reduced the NEM estimator’s
jitter around its final value. This was important because the
EM algorithm converges to fixed-points. Excessive estimator
jitter prolongs convergence time even when the jitter occurs
near the final solution. Our simulations used the inverse-square
and thus polynomial decay factor instead of the logarithmic
cooling schedules found in annealing applications [29]–[33].
III. NOISE-BOOSTING PARAMETER ESTIMATION FOR
GAUSSIAN MIXTURE MODELS
Corollaries 1 and 2 from [12] lead to NEM conditions for
GMMs because the noise condition applies to each mixed
normal pdf in the mixture. We state and prove the NEM
GMM results for additive and multiplicative noise injection.
The resulting quadratic NEM conditions depend only on the
Gaussian means and not on their variances.
A finite mixture model [3], [34]–[36] is a convex combination
of a finite number of similar pdfs. So we can view a mixture as
a convex combination of a finite set of similar sub-populations.
The sub-population pdfs are similar in the sense that they all
come from the same parametric family. Mixture models apply
to a wide range of statistical problems in pattern recognition and
machine intelligence. A Gaussian mixture consists of convex-
weighted normal pdfs. The EM algorithm estimates the mixture
weights as well as the means and variances of each normal
pdf. The GMM is by far the most common mixture model
in practice [37]. The EM algorithm offers a standard way to
estimate the parameters of a mixture model.
Let Y be the observed mixed random variable. Let K be the
number of sub-populations. Let Z ∈ {1, . . . ,K} be the hidden
sub-population index random variable. The convex population
mixing proportions α1, . . . , αK define a discrete pdf for Z:
P (Z = j) = αj . The pdf f(y|Z = j, θj) is the pdf of the
jth sub-population where θ1, . . . , θK are the pdf parameters
for each sub-population. The sub-population parameter θj can
represent the mean or variance of a normal pdf or both. It can
represent any number of quantities that parametrize the pdf.
Let Θ denote the vector of all model parameters: Θ =
{α1, . . . , αK , θ1, . . . , θK}. The mixing weights α1, . . . , αK
are convex coefficients. So they are nonnegative and add to
unity. And thus they define a discrete probability distribution.
The joint pdf f(y, z|Θ) is
f(y, z|Θ) =
K∑
j=1
αj f(y|j, θj) δ[z − j] (19)
where δ[z−j] = 1 if z = j and δ[z−j] = 0 otherwise. The K
pdfs f(y|j, θj) are the mixed pdfs in the finite mixture. Their
structure determines the sufficient condition for a NEM noise
benefit.
EM algorithms for finite mixture models estimate Θ using
the sub-population index Z as the latent variable. The GMM-
EM algorithm uses the following Q-function
Q(Θ|Θk) =EZ|y,Θk [ln f(y, Z|Θ)] (20)
=
∑
j
ln[αjf(y|j, θj)]pZ(j|y,Θk). (21)
We can now state and prove a sufficient condition involving
the mixed pdfs f(y|j, θj) for an m-NEM noise benefit in a
Gaussian mixture model. The condition has a simple quadratic
form.
5Corollary: NEM Condition for Gaussian Mixture Models
Suppose Y |Z=j ∼ N (µj , σ2j ) and so f(y|j, θ) is a normal pdf.
Then the pointwise pdf noise benefit for additive noise
f(y + n|θ) ≥ f(y|θ) (22)
holds if and only if
n2 ≤ 2n (µj − y) . (23)
Corollary: m-NEM Condition for Gaussian Mixture Mod-
els
Suppose that Y |Z=j ∼ N (µj , σ2j ). So f(y|j, θ) is a normal
or Gaussian pdf. Then the pointwise pdf noise benefit for
multiplicative noise
f(yn|θ) ≥ f(y|θ) (24)
holds if and only if
y(n− 1) [y(n+ 1)− 2µj ] ≤ 0 . (25)
IV. CONCLUSION
This discussion summarizes some of the basic theorems for
speeding up EM algorithms using noise injection. The theorems
apply for generalized noise injection modes. We present the
specializations to additive and multiplicative noise injection.
Our subsequent work has demonstrated the many supervised
and unsupervised machine learning algorithms are special
cases of EM algorithms. This means they benefit in speed
and accuracy from the principled injection of noise (i.e. noise
that satisfies the NEM condition). We have demonstrated such
noise benefits in unsupervised learning (like clustering [5] and
hidden markov model training [9], [10]) and in backpropagation
training for neural networks [6], [7].
Open research questions include the determination of optimal
injective noise, conditions under which either multiplicative
or additive noise outperforms the other, and the effect of data
sparsity on m-NEM speed-ups and other general modes of
NEM-based noise injection.
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