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ON THE MOTIVE OF THE HILBERT SCHEME OF
POINTS ON A SURFACE
LOTHAR GO¨TTSCHE
1. Introduction
Let S be a smooth quasiprojective variety over an algebraically closed
field k of characterstic 0. In this note we determine the class [S[n]] of the
Hilbert scheme S[n] of subschemes of length n on S in the Grothendieck ring
K0(Vk) of k-varieties. The result expresses [S
[n]] in terms of the classes of
the symmetric powers S(l) = Sl/Sl. Here Sl is the symmetric group acting
by permutation of the factors of Sl.
Theorem 1.1.
[S[n]] =
∑
α∈P (n)
[S(α) × An−|α|].
Here P (n) is the set of partitions of n. We write a partition α ∈ P (n) as
(1a1 , 2a2 , . . . , nan), where ai is the number of occurences of i in α. Then the
length |α| of α is the sum of the ai and S
(α) = S(a1) × . . .× S(an).
In the case k = C the cohomology of S[n] has been studied by a number
of authors [E-S1],[Go¨1],[G-S],[Ch1],[N],[Gr],[L],[dC-M1]. In particular the
Betti numbers and the Hodge structure have been determined. The class
[X] of a smooth projective variety over C (or more generally of a projective
variety with finite quotient singularities) determines its Hodge structure; so
Theorem 1.1 gives a new and elementary proof of the corresponding formu-
las.
By a result of [Gi-Sou] and [Gu-Na] our result implies that the same
formula holds in the Grothendieck ring of effective Chow motives.
Similar arguments apply to the incidence variety S[n,n+1] ⊂ S[n] × S[n+1].
At the end we give some applications to moduli spaces of rank two sheaves
on surfaces.
While I was finishing this paper, the preprint [dC-M2] appeared, in which
the Chow groups and the Chow motive of S[n] are determined over any field
using different methods.
Our approach is mostly motivated by [Ch1] and by [dB]. Lemma 4.4 plays
an important roˆle in this paper. I am very thankful to B. Totaro who proved
it for me. B. Totaro also pointed out a mistake in an earlier version of the
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paper and explained to me how to deduce Conjecture 2.5 from a conjecture
of Beilinson and Murre. I thank M.S. Narasimhan and K. Paranjape for
very useful discussions.
2. Grothendieck rings of varieties and motives and Chow
groups
In this paper let k be an algebraically closed field of characteristic 0. Let
K0(Vk) be the Grothendieck ring of k-varieties. This is the abelian group
generated by the isomorphism classes of k-varieties with the relation that
[X r Y ] = [X]− [Y ], when Y is a closed subvariety of X. The addition and
multiplication in this ring are given by the disjoint union and the product
of varieties.
Let Mk be the category of effective Chow motives over k. For the precise
definitions and some results about motives see e.g. [Ma],[Kl],[Sch]. Let
Al(X) be the l-th Chow group of the variety X with Q-coefficients. Let
X, Y be smooth projective varieties. Assume X has dimension d. The
group HomC(X,Y ) := A
d(X × Y ) is the group of correspondences from X
to Y of degree 0. An object in Mk is a pair (X, p) where X is a smooth
projective variety over k and p ∈ HomC(X,X) with p
2 = p. The morphisms
are Hom((X, p), (Y, q)) = qHomC(X,Y )p. There is a contravariant functor
h from the category of smooth projective varieties to Mk by sending X to
(X, [∆X ]) (where ∆X ⊂ X ×X is the diagonal) and f : X → Y to the class
of the transpose of its graph [Γ′f ] ∈ A
∗(Y ×X). We define (X, p)⊕ (Y, q) :=
(X ⊔ Y, p⊕ q) (X, p)⊗ (Y, q) := (X × Y, p× q).
The Grothendieck ring K0(Mk) is the quotient of the free abelian group
on the isomorphism classes [M ] of effective Chow motives by the subgroup
generated by elements [M ] − [M ′] − [M ′′] whenever M ≃ M ′ ⊕M ′′. We
denote by [N ] the class of a motive in K0(Mk).
Theorem 2.1. [Gi-Sou],[Gu-Na]. Let k be a field of characteristic zero.
There exists a unique ring homomorphism h : K0(Vk) → K0(Mk) with
h([X]) = [h(X)] for X smooth projective.
The Lefschetz motive L is defined by h(P1) = 1⊕L, where 1 := h(pt) for
pt = Spec k. By [P1] = [pt] + [A1] we see that [L] = h([A1]). So Theorem
1.1 immediately implies the identity
[h(S[n])] =
∑
α∈P (n)
h([S(α)])[L⊗(n−|α|)].
in K0(Mk).
If a finite group G acts on a k-variety X, the motive h(X/G) of the
quotient can be defined as (X,
∑
g∈G[g]) where [g] is the graph of the action
by g. Therefore we can associate two a priory different elements of K0(Mk)
to the quotient X/G, namely [h(X/G)] and h([X/G]).
Theorem 2.2. [dB], Chapter 2, [dB-Na]. [h(X/G)] = h([X/G]).
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Therefore we obtain
Corollary 2.3.
[h(S[n])] =
⊕
α∈P (n)
[h(S(α))⊗ L⊗(n−|α|)].
The Chow groups of a Chow motiveN are defined byAl(N) = Hom(L⊗l, N)
and for a smooth projective variety X we have Al(h(X)) = Al(X).
Remark 2.4. If N and M are motives with [N ] = [M ], then there exists
a motive P with N ⊕ P = M ⊕ P . By the definition of ⊕ and of Chow
groups of motives is is evident that as graded vector spaces A∗(N ⊕ P ) =
A∗(N)⊕A∗(P ). Therefore A∗(N)⊕A∗(P ) = A∗(M)⊕A∗(P ). If the Chow
groups of P are finite dimensional, it follows that A∗(N) = A∗(M).
We expect that this result holds without the restriction of finite dimen-
sionality.
Conjecture 2.5. If N and M are effective Chow motives with [N ] = [M ]
in K0(Mk), then M and N are isomorphic. In particular they have the same
Chow groups with rational coefficients.
In a previous version of this paper the result of Remark 2.4 was claimed
without the restriction of finite dimensionality. The mistake was pointed
out to me by B. Totaro. He also explained to me the following argument
how Conjecture 2.5 follows (over any field k) from the following conjecture
of Beilinson and Murre.
Conjecture 2.6. (see [Ja] Conj. 2.1.). Let H∗ be a Weil cohomology the-
ory. For each smooth projective variety X over k and all j ≥ 0, there exists
a descending filtration F • on Aj(X) such that
1. F 0Aj(X) = Aj(X) and F 1Aj(X) is the kernel of the cyle map Aj(X)→
H2j(X),
2. F rAi(X) · F sAj(X) ⊂ F r+sAi+j(X) for the intersection product,
3. F • is respected by f∗, f∗ for morphisms f : X → Y ,
4. F lAj(X) = 0 for l≫ 0.
Now we assume Conjecture 2.6 and show Conjecture 2.5. Let M = (X, p)
be an effective Chow motive. Let R := End(M) ⊂ A∗(X ×X). The cycle
map induces a homomorphism R→ End(H∗(X)). Let I be the kernel. By
the definition of the composition of correspondences and parts 2. and 3. of
Conjecture 2.6, we see that for f ∈ I, fn ∈ FnA∗(X ×X). So, by part 4.,
I is nilpotent.
Our aim is to show that this implies that effective Chow motives satisfy
the Krull-Schmidt Theorem: Every effective Chow motive is the direct sum
of finitely many indecomposable motives, whose isomorphism classes are
uniquely defined. This immediately implies Conjecture 2.5: If M,N ∈ Mk
with [M ] = [N ], then M ⊕ P ≃ N ⊕ P for P ∈ Mk. By the Krull-Schmidt
Theorem it follows that M ≃ N .
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In the theorem in Section 3.3 in [Ga-Ro] it is shown that an additive
category C whose isomorphism classes form a set satisfies the Krull Schmidt
Theorem if the following holds: Every idempotent in C splits and for each
object A in C, if we write R := End(A), then R/rad(R) is semisimple and all
idempotents in R/rad(R) are the images of idempotents in R. Here rad(R)
is the Jacobson radical of R. We check these conditions for the category Mk
of effective Chow motives. Idempotents split because Mk is pseudoabelian.
For a motive M = (X, p) let as above R := End(M) and I = ker(R →
End(H∗(X)). Then I is nilpotent and R/I is a finite dimensional Q-algebra.
Since I is nilpotent, I ⊂ rad(R). So R/rad(R) is a finite dimensional Q-
algebra with radical 0. So it is semisimple. Furthermore we see that rad(R)
is nilpotent: rad(R/I) is nilpotent because R/I is finite dimensional. The
result follows for rad(R) because I is nilpotent. Then Theorem 1.7.3 in [Be]
implies that all idempotents of R/rad(R) lift to idempotents of R.
Corollary 2.3 and Conjecture 2.5 imply the formulas
h(S[n]) =
⊕
α∈P (n)
h(S(α))⊗ L⊗(n−|α|),
Ai(S[n]) =
⊕
α∈P (n)
Ai+|α|−n(S(α)).
These formulas have been shown in [dC-M2] over an arbitrary field.
3. The stratification of S(n) and S[n]
Let ωn : S
[n] → S(n) be the Hilbert-Chow morphism, which associates
to each subscheme Z its support with multiplicities. S[n] and S(n) have a
natural stratification parameterized by the partitions of n, which has been
used before [Go¨1],[G-S],[Ch1],[dC-M1] to compute the cohomology of S[n].
Let P (n) be the set of all partitions of n. A partition α = (n1, . . . , nr) is
also written as α = (1a1 , . . . , nan), where ai is the number of occurences of
ai in α. We write |α| = r =
∑
i ai. The corresponding locally closed stratum
S
(n)
α is the set of all zero-cycles ξ = n1x1 + . . . nrxr with x1, . . . , xr distinct
points of S. We put S
[n]
α := ω−1n (S
[n]
α )red. The strata S
(n)
α are smooth,
but the S
[n]
α and the closures S
(n)
α usually are singular. There is a natural
map hα : S
(α) → S(n); (ξ1, . . . , ξn) 7→
∑n
i=1 iξi whose image is the closure
S
(n)
α ; in fact it is easy to see that it is the normalization of S
(n)
α . Let gα :
S(α) × An−|α| → S(n) be the composition of the projection to S(α) with hα,
and let g :
∐
α∈P (n) S
(α) × An−|α| → S(n) be the map induced by the gα. A
more precise version of Theorem 1.1 is the following.
Proposition 3.1. [g−1(S
(n)
β )] = [S
[n]
β ] in K0(Vk) for all β ∈ P (n).
Theorem 1.1 follows from Proposition 3.1 by summing over all β ∈ P (n).
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4. Proof of the main result
We will determine both sides of the equality in Proposition 3.1. We need
some preliminaries.
Remark 4.1. In the Grothendieck ring of k-varieties we have:
1. If f : X → Y is a Zariski locally trivial fibre bundle with fibre F , then
[X] = [Y ][F ] (stratify Y such that f is trivial over the strata).
2. If f : X → Y is a bijective morphism, then [X] = [Y ]. (There is a
dense open subset U ⊂ X, on which f is an isomorphism (here we use
char(k) = 0), replacing X by XrU and Y by Y rf(U), we can argue
by induction over the dimension.)
Remark 4.2. If a quasiprojective variety X has a decomposition X =
X1 ⊔ . . . ⊔ Xl into locally closed subvarieties, then it is immediate to see
that
∐
n1+...+nl=n
∏l
i=1X
(ni)
i is a decomposition of X
(n) into locally closed
subvarieties. Therefore we can define [X](n) = [X(n)] for X a variety, and
([X1] + . . . + [Xl])
(n) =
∑
n1+...+nl=n
∏l
i=1[Xi]
(ni).
Notation 4.3. Let X be a k-variety. If Y is a variety with a natural mor-
phism to X(m) for some m > 0, we write Y∗ for the preimage of the open
subvariety of all zero cycles ξ ∈ X(m) whose support consists of m distinct
points.
The following lemma was proved for me by Burt Totaro.
Lemma 4.4. Let X be a variety over k. Let p : (X ×Al)(n) → X(n) be the
obvious projection. Then [(X × Al)(n)] = [X(n) × Anl], and [p−1(X
(n)
α )] =
[X
(n)
α × Anl] for all α ∈ P (n).
Proof. The first statement follows from the second. It is enough to treat the
case l = 1; the general case follows by trivial induction. There is a cartesian
diagram
X
|α|
∗ ×
∏n
i=1((A
1)(i))ai
p
−→ X
|α|
∗
↓ ↓
p−1(X
(n)
α )
p
−→ X
(n)
α
By the fundamental theorem of symmetric functions the fibre product is
X |α| ×
∏
i(A
i)ai = X
|α|
∗ × A
n. So we get an e´tale trivialization of p. Any
two trivializations are related by the action of the group Sa1 × . . .×San by
reordering the factors in the Xai . This acts on the fibres of p by reordering
the factors (A1)(i) in the ((A1)(i))ai . Choosing an origin in A1 determines
an origin in An, and the action becomes linear on on kn, so p−1(X
(n)
α ) is an
e´tale locally trivial vector bundle over X
(n)
α . Therefore, by Hilbert Theorem
90 [Se] p. 1.24, it is locally trivial in the Zariski topology. Thus we get
[p−1(X
(n)
α ] = [X
(n)
α × An].
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Now we determine the right hand side in Proposition 3.1. Let Rn =
Hilbn(A2, 0) be the punctual Hilbert scheme of subschemes of length n of
A2 concentrated in 0. Then by [E-S1] Rn has a cell decomposition and
[Rn] =
∑
β∈P (n)
[An−|β|].
Lemma 4.5. [S
[n]
α ] =
[(∏n
i=1(S ×Ri)
(ai)
)
∗
].
Proof. By Lemma 2.1.4 of [Go¨2] S
[l]
(l) is a locally trivial fibre bundle over
S with fibre Rl, thus [S
[l]
(l)] = [S × Rl]. There is a natural morphism f :(∏n
i=1(S
[i]
(i))
(ai)
)
∗
→ S
[n]
α defined on T -valued points by sending (Z1, . . . , Zn)
to
∐n
i=1 Zi. f is obviously invariant under the action of Sa1 × . . . × San
by permuting the factors in the (S
[i]
(i))
(ai), and the induced morphism from
the quotient to S
[n]
α induces a bijection on k-valued points. This implies
[S
[n]
α ] =
[(∏n
i=1(S
[i]
(i))
(ai)
)
∗
]
.
Notation 4.6. 1. For any x ∈ S and any ξ ∈ S(n) we call mx(ξ) the
multiplicity with which x occurs in ξ.
2. We denote P :=
⋃
n>0 P (n). For α = (1
a1 , 2a2 , . . . ) ∈ P (n), β :=
(1b1 , 2b2 , . . . ) ∈ P (m) and l ∈ Z≥0 we denote lα := (1
la1 , 2la2 . . . ) ∈
P (nl), α+ β := (1a1+b1 , 2a2+b2 . . . ) ∈ P (n+m).
Lemma 4.7. [S
[n]
α ] =
[∐
f
(∏
β∈P S
(f(β))
)
∗
× An−
∑
β∈P f(β)|β|
]
.
Here f runs through the f : P → Z≥0 with
∑
β∈P (i) f(β) = ai for all i.
Proof. By Lemma 4.5 we get [S
[n]
α ] =
[(∏n
i=1
(∐
βi∈P (i)
S × Ai−|βi|
)(ai))
∗
]
.
By Remark 4.2 this implies [S
[n]
α ] =
[(∏n
i=1
∐
fi
∏
βi∈P (i)
(S×Ai−|βi|)(fi(βi)
)
∗
]
,
where the fi rund through the fi : P (i) → Z≥0 with
∑
β∈P (i) fi(β) = ai.
The result follows by Lemma 4.4.
Now we determine the left hand side in Proposition 3.1. Let β = (1b1 , 2b2 , . . . ) =
(n1, . . . , nr) ∈ P (n).
Lemma 4.8. h−1α S
(n)
β ≃
∐
f
(∏
γ∈P S
(f(γ))
)
∗
.
Here the sum is over all functions f : P → Z≥0 with
∑
γ∈P (i) f(γ) = bi
and
∑
γ∈P f(γ)γ = α.
Using that g−1α (S
(n)
β ) = h
−1
α (S
(n)
β )×A
n−|α|, Proposition 3.1 follows imme-
diately from Lemma 4.7 and Lemma 4.8 by summing over all β.
Proof. Any ξ = (ξ1, . . . , ξn) ∈ h
−1
α S
(n)
β induces a map fξ : P → Z≥0 as fol-
lows. Let hα(ξ) =
∑r
i=1 nixi. For all x ∈ S let γx(ξ) :=
∑n
j=1(j
mx(ξj)). For
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each i = 1, . . . r we have
∑n
j=1 jmxi(ξj) = ni, so γxi(ξ) ∈ P (ni); furthermore∑
i γxi(ξ) = α. We define fξ : P → Z≥0 by fξ(γ) := #
{
x ∈ S
∣∣ γx(ξ) = γ}.
Then
∑
γ∈P (j) fξ(γ) = bj and
∑
γ∈P fξ(γ)γ = γx1(ξ) + . . .+ γxr(ξ) = α.
Now fix f : P → Z≥0 with the above properties. Let S
(α)
f :=
{
ξ ∈ S(α)
∣∣
fξ = f}. We claim that S
(α)
f ≃
(∏
γ∈P S
(f(γ))
)
∗
.
For ξ ∈ S
(α)
Γ define φ(ξ) = (φ(ξ)γ)γ∈P by letting φ(ξ)γ ∈ S
(f(γ)) be the
sum over all x ∈ S with γx(ξ) = γ. For ζ = (ζγ)γ∈P with ζγ ∈ S
(f(γ))
let ψ(ζ) := (ξ1, . . . , ξn) with ξi =
∑
γ∈P ciζγ ∈ S
(ai), where we write γ =
(1c1 , 2c2 , . . . ). It is straightforward from the definitions that φ and ψ are
inverse to each other.
Example 4.9. 1. Let S be a projective rational surface. Then [S] =
[A0] + b[A1] + [A2] for suitable b > 0, and∑
n≥0
[S[n]]tn =
∏
l>0
1
(1− [Al−1]tl)(1 − [Al]tl)b(1− [Al+1]tl)
.
2. Let S be a ruled surface over a curve C. Then∑
n≥0
[S[n]]tn =
∏
l>0
(∑
m≥0
[C(m) ×Am(l−1)]tml
)(∑
m≥0
[C(m) × Aml]tml
)
.
3. If Ŝ is the blowup of S in a point then∑
n≥0
[Ŝ[n]]tn =
∑
n≥0[S
[n]]tn∏
l>0(1− [A
l]tl)
.
This follows from Theorem 1.1 and Lemma 4.4.
5. The incidence variety
Similar but simpler arguments to those for S[n] can be used for the inci-
dence variety S[n,n+1] :=
{
(Z,W ) ∈ S[n] × S[n+1]
∣∣ Z ⊂ W}, which plays a
roˆle in inductive arguments for S[n] [E-S2],[E-G-L]. The Hodge numbers of
S[n,n+1] were computed in [Ch1].
Theorem 5.1. [S[n,n+1]] =
n∑
l=0
[S × S[l] × An−l].
By Theorem 2.1 this immediately implies
Corollary 5.2. [h(S[n,n+1])] =
n⊕
l=0
[h(S × S[l])⊗ L⊗(n−l)].
For the proof we introduce a stratification of S[n,n+1]. Let
ω : S[n,n+1] → S × S(n), (Z,W ) 7→ (ωn+1(W )− ωn(Z), ωn(Z)).
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For 0 ≤ m ≤ n let (S × S(n))m :=
{
(x, ξ) ∈ S × S(n)
∣∣ mx(ξ) = m},
and let S
[n,n+1]
m := ω−1((S × S(n))m)red. The (S × S
(n))m and the S
[n,n+1]
m
form stratifications of S × S(n) and S[n,n+1] respectively into locally closed
subvarieties. Let
g :
n∐
m=0
S × S[m] ×An−m → S × S(n); (x,Z, a) 7→ (x, (n−m)x+ ωm(Z)).
Then Theorem 5.1 follows from the following.
Proposition 5.3. [S[n,n+1]m ] = [g
−1((S × S(n))m).]
Proof. If X is a variety with a natural map to S × S(m) for some m ≥ 0,
we will write X0 for the preimage of the locus of (x, ξ) with x 6∈ supp(ξ).
Let (A2, 0)[n,n+1] :=
{
(Z,W ) ∈ (A2)[n,n+1]
∣∣ Z ⊂ W, supp(W ) = {0}} with
the reduced structure. In [Ch2] it is shown that (A2, 0)[n,n+1] has a cell
decomposition. Her formula for the numbers of cells of different dimensions
implies that [(A2, 0)[n,n+1]] =
∑n
l=0[Rl×A
n−l].We now determine [S
[n,n+1]
m ].
First it is easy to see analoguously to the case of S
[n]
(n) in [Go¨2] that S
[n,n+1]
n
is a locally trivial fibre bundle over S with fibre (A2, 0)[n,n+1]. Therefore
[S[n,n+1]n ] =
n∑
l=0
[S ×Rl × A
n−l] =
n∑
l=0
[S
[l]
(l) × A
n−l].
There is a natural morphism σ : (S
[m,m+1]
m × S[n−m])0 → S
[n,n+1]
m given on
T -valued points by ((Z,W ),X) 7→ (Z⊔X,W ⊔X). σ is obviously a bijection
on k valued points. Thus we get
[S[n,n+1]m ] = [(S
[m,m+1]
m × S
[m−n])0] =
m∑
l=0
[(S
[l]
(l) × S
[n−m])0 × A
m−l].
Now we determine g−1(S × S(n))m). Let (S × S
[m])l =
{
(x,Z) ∈ S ×
S[m]
∣∣ lenx(Z) = l}. Then g−1((S ×S(n))m) =∐ml=0(S ×S[n−m+l])l ×Am−l.
Furthermore we have a morphism φ : (S
[l]
(l) × S
[m−l])0 → (S × S
[m])l sending
(Y,Z) to (supp(Y ), Y ⊔ Z), which is bijective on k-valued points. Thus
[g−1((S × S(n))m)] =
∑m
l=0[(S
[l]
(l) × S
[n−m])0 × A
m−l].
6. Moduli of stable sheaves
Let S be a projective surface over k. Fix C ∈ Pic(S) and let H be an
ample line bundle on S. We denote by NS(S) the Picard group of S modulo
numerical equivalence. The moduli space MHS (C, d) of H-semistable rank 2
torsion-free sheaves E with det(E) = C and c2−C
2/4 = d depends on H via
a system of walls and chambers. This dependence has been studied and used
by various authors (e.g. [Q1],[F-Q],[E-G],[Go¨3]). A class ξ ∈ NS(S) + C/2
is of type (C, d) if 0 < −ξ2 ≤ d and there exists an ample divisor H with
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ξ ·H = 0. In this case we say that H lies on the corresponding wall. Ample
divisors H,L ∈ Pic(S) are separated by ξ if (ξ ·H)(ξ ·L) < 0. Assume that
H and L do not lie on a wall of type (C, d). If they are not separated by a
class of type (C, d) we say that they lie in the same chamber of type (C, d).
In this case MLS (C, d) = M
H
S (C, d). More generally let F ∈ Pic(S) be nef
with F 2 ≥ 0 and FC odd. Then F + nH is ample for any ample divisor
H, and for n sufficiently large the chamber of F + nH does not depend
on H. We will write MFS (C, d) := M
F+nH
S (C, d) for n ≫ 0. Let L, H be
ample divisors not on a wall of type (C, d). If 2ξ+KS is not effective for all ξ
separating L and H (we say that L and H are separated only by good walls),
then MLS (C, d) is obtained from M
H
S (C, d) by successively blowing up along
projective space bundles over products S[l]×S[n] of Hilbert schemes of points
followed by blowdowns of the exceptional divisor to another projective space
bundle over S[l] × S[n]. Therefore the proof of Theorem 3.4 in [Go¨3] shows:
Proposition 6.1. Let L, H be ample divisors not on a wall of type (C, d)
separated only by good walls. Then
[MLS (C, d)] − [M
H
S (C, d)] = [Pic
0(S)] ·∑
ξ
[(S ⊔ S)[d+ξ
2]]
(
[Pd−ξ
2+ξKS−χ(OS)−1]− [Pd−ξ
2−ξKS−χ(OS)−1]
)
.
The sum is over all ξ of type (C, d) with ξL > 0 > ξH, and we use the
convention P−1 = ∅.
Corollary 6.2. Under the assumptions of Proposition 6.1, if S is a rational
surface, then [MLS (C, d)] − [M
H
S (C, d)] is a Z-linear combination of the [A
l]
with l ≤ 4d− 3.
This follows from Proposition 6.1, and Example 4.9.
Corollary 6.3. If KS is numerically trivial, then [M
H
S (C, d)] does not de-
pend on H as long as H does not lie on a wall.
In [G-Z] and [Go¨4] Theta functions for indefinite lattices were introduced
to study the wallcrossing. Let Γ be NS(S) with the negative of the in-
tersection form as quadratic form, which we denote by 〈 , 〉. Then for
F,G ∈ Pic(S) with F 2 ≥ 0, G2 ≥ 0, F ·G > 0, we define
ΘF,GΓ,C (τ, x) :=
∑
ξ∈Γ+C/2
(µ(〈ξ, F 〉 − µ(〈ξ,G〉)q〈ξ,ξ〉/2e2pii〈ξ,x〉.
Here µ(t) = 1 of t ≥ 0, and µ(t) = 0 otherwise, and q = e2piiτ for τ in the
complex upper half plane H and x ∈ Γ⊗Z C. This function is defined on a
suitable open subset of H×Γ⊗ZC and has a meromorphic extension to the
whole of Γ⊗ZC. For a meromorphic function f : H×Γ⊗ZC and v ∈ Γ⊗ZQ
we write
f |v(τ, x) := q
〈v,v〉/2e2pii〈v,x〉f(τ, x+ vτ).
Then ΘF,GΓ,C (τ, x) = Θ
F,G
Γ |C/2(τ, x), where we have written Θ
F,G
Γ := Θ
F,G
Γ,0 .
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The reason for introducing these theta functions was that they can be
expressed in terms of standard theta functions in case F 2 = G2 = 0. In the
rest of this section we write y := e2piiz for z a complex variable. Recall the
standard theta functions
Θµ,ν(τ, z) :=
∑
n∈Z
(−1)nνq(n+µ/2)
2/2yn+µ/2 (µ, ν ∈ {0, 1}).
If F 2 > 0 and G2 > 0 or F · C and G · C are odd, then for every L ∈ Γ,
ΘF,GΓ,C (τ, Lz) is a power series in q
1/8 with coefficients Laurent polynomials
in y1/2. We will write ΘF,GΓ,C (2τ,KSz)
∗ for the power series in t1/4 with
coefficients Laurent polynomials in [A1], which we obtain by replacing y by
[A1] and q by [A2]t in ΘF,GΓ,C (2τ,KSz). There are no half integer powers of
[A1], because KS is characteristic.
The following follows from Theorem 3.4 in [Go¨3] in the same way as
Theorem 4.1 in [Go¨4].
Corollary 6.4. Assume H,L do not lie on a wall of type (C, d) for any d,
and are separated only by good walls. Then, in K0(Vk)∑
d≥0
([MHS (C, d)] − [M
L
S (C, d)])t
d
= [Pic0(S)]
(∑
n≥0
[S[n]][An]tn
)2 ΘL,HΓ,C (2τ,KSz)∗
[A1]−χ(OS)([A1]− 1)
.
On the r.h.s. we mean that, after multiplying out, all negative powers of
[A1] vanish.
In [L-Q1], [L-Q2] a blowup formula was proven for the Euler numbers
and the virtual Hodge numbers of moduli spaces of stable rank 2 sheaves on
surfaces. In [Ka] a blowup formula is proven for principal bundles. We can
show that the formula of [L-Q1], [L-Q2] holds in K0(Vk). Let H be ample
on S and assume that C · H is odd. Let Ŝ be the blowup of S in a point
and denote by E the exceptional divisor, we denote by H also the pullback
of H to Ŝ.
Theorem 6.5. Assume k = C. Let a ∈ {0, 1} then∑
d≥0[M
H
Ŝ
(C + aE, d)]td∑
d≥0[M
H
S (C, d)]t
d
=
∑
n∈Z[A
(2n+a+12 )]t(n+
a
2
)2∏
l>0(1− [A
2l]tl)
.
Proof. In [L-Q1] the authors use virtual Hodge polynomials e(X : x, y) in
order to show that there exists a universal power series Za(x, y, t) such that∑
d≥0
e(MH
Ŝ
(C + aE, d), : x, y)td = Za(x, y, z)
(∑
d≥0
e(MHS (C, d) : x, y)t
d
)
.
To do this they only use the basic property of virtual Hodge polynomials
that e(X r Y : x, y) = e(X : x, y) − e(Y : x, y) for Y a closed subvariety
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of X. So their proof shows that there is a universal power series Ya(t) in
K0(Vk)[[t]], such that∑
d≥0
[MH
Ŝ
(C + aE, d)]td = Ya(t)
(∑
d≥0
[MHS (C, d)]t
d
)
.
In the paper [L-Q2] they compare the wallcrossing on a rational ruled surface
and its blowup in a point to determine Za(x, y, t). We can translate their
argument into our language, where it proves the theorem: LetH, L be ample
on S with C ·H and C · L odd. Write Md := [M
H
S (C, d)] − [M
L
S (C, d)] and
Ma,d := [M
H
Ŝ
(C + aE, d)] − [ML
Ŝ
(C + aE, d)]. Write Γ = H2(S,Z). Then,
as Ya(t) is universal, we get, using Corollary 6.4,
Ya(t) =
∑
d≥0Ma,dt
d∑
d≥0Mdt
d
=
ΘL,HΓ⊕〈E〉,C+aE(2τ,KŜz)
∗
(∑
n≥0[Ŝ
[n]]tn
)2
ΘL,HΓ,C (2τ,KSz)
∗
(∑
n≥0[S
[n]]tn
)2
By definition it is obvious that ΘL,HΓ⊕〈E〉,C+aE(τ,KŜz) = θa,0(τ, z)Θ
L,H
Γ,C (τ,KSz).
The result follows by Example 4.9.(3) and the identity
θa,0(2τ, z)
∗ =
∑
n∈Z
[A(
2n+a+1
2 )]t(n+
a
2
)2 .
Corollary 6.4 and Theorem 6.5 imply in particular that the computations
of [Go¨4] hold in the Grothendieck group of varieties (replacing y in the
formulas there by [A1]). As there, we use the following elementary fact.
Remark 6.6. Let S be the blowup of a ruled surface in finitely many points
and F the pullback of a fibre of the ruling. Assume F · C is odd. Then
MFS (C, d) = ∅ for all d.
In particular we get the following results.
Corollary 6.7. Let S be a rational surface.
1. Let C ∈ Pic(S) \ {0}. Let H be an ample divisor not on a wall of
type (C, d) and assume that KS ·H ≤ 0, then [M
H
S (C, d)] is a Z-linear
combination of [Al] with l ≤ 4d− 3. ([Go¨4], Prop.4.9),
2. Let S be the blowup of P2 in 9 points, with exceptional divisors E1, . . . , E9
and let H be the pullback of the hyperplane class. Let F := 3H −E1−
. . . − E9, and let C ∈ H
2(S,Z) with C2 odd.
Then [MFS (C, d)] = [S
[2d−3/2]]. ([Go¨4], Thm.7.3).
Remark 6.8. For S a rational surface it follows from [dC-M2] that the
rational Chow groups of the S[n] are finite dimensional. By Remark 2.4 and
the discussion before Proposition 6.1 it follows that under the conditions
of Corollary 6.7.1. the calculations in [Go¨4] hold also in the Chow ring of
MHS (C, d). In particular in 2. we get that M
F
S (C, d) and S
[2d−3/2] have the
same Chow groups with rational coefficients.
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As a final example we determine the classes of some moduli spaces over
a ruled surface S over an elliptic curve E with a section σ with minimal
self-intersection σ2 = 1.
Proposition 6.9. Let F be the class of a fibre of the ruling. We write
G := 2σ−F . Let C ∈ NS(S) with C2 odd. Then [MGS (C, d)] is the coefficient
of t2d−1/2 in
[E]
∏
m>0
∏
i=0,1
(
1 + [E]
(∑
l≥1
[Pl−1][Am(2l−i)]t2lm
))2
·
∏
n>0
((1− [An−1]tn)(1 − [An]tn)2(1− [An+1]tn))(−1)
n
Proof. C2 odd implies C ·F odd and C ·G odd, therefore Remark 6.6 implies
that MFS (C, d) = ∅. By Proposition 6.1 [M
G
S (C, d)] depends only on the
numerical equivalence class of C. Therefore we can assume that C = σ =
G+F
2 of C = σ − F =
G−F
2 . We write Γ = NS(S) with the negative of the
intersection form. We note that KS = −G. By Corollary 6.4 [M
G
S (C, d)] is
the coefficient of td in
[E]
(∑
n≥0
[S[n]][An]tn
)2ΘF,GΓ,F+G
2
(2τ,−Gx)∗ +ΘF,G
Γ,F−G
2
(2τ,−Gx)∗
[A1]− 1
.
F or n ≥ 1 E(n) is a locally trivial bundle over E with fibre Pn−1, thus
[E(n)] = [E × Pn−1]. Using Example 4.9, we only need to show that
ΘF,G
Γ,F+G
2
(2τ,−Gz) + ΘF,G
Γ,F−G
2
(2τ,−Gz)
= (y1/2 − y−1/2)q1/4
∏
n>0
(
(1− qn/2y−1)(1 − qn/2)2(1− qn/2y)
)(−1)n
.
Let L be the lattice generated by F/2, G/2. 0 and G/2 are a basis of L
modulo Γ. Therefore ΘF,GΓ +Θ
F,G
Γ,G = Θ
F,G
L and Θ
F,G
Γ,F+G
2
+ΘF,G
Γ,F−G
2
= ΘF,G
L,F+G
2
.
By F 2 = G2 = 0 and F ·G = 2, formula (2.14) in [Go¨4] gives that
ΘF,GL (2τ, x) =
η(τ)3θ1,1(τ, 〈(−F +G)/2, x〉)
θ1,1(τ, 〈−F/2, x〉)θ1,1(τ, 〈G/2, x〉)
.
Easy computations give
ΘF,G
L,F+G
2
(2τ, x) = ΘF,GL |F+G
2
(2τ, x) =
η(τ)3θ1,1(τ, 〈(−F +G)/2, x〉)
θ0,1(τ, 〈−F/2, x〉)θ0,1(τ, 〈G/2, x〉)
,
ΘF,G
L,F+G
2
(2τ,−Gz) =
η(τ)3θ1,1(τ, z)
θ0,1(τ, z)θ0,1(τ, 0)
.
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The result now follows from the product formulas
θ1,1(τ, z) = q
1
8 (y
1
2 − y−
1
2 )
∏
n>0
(1− qn)(1− qny)((1 − qny−1),
θ0,1(τ, z) =
∏
n>0
(1− qn)(1− qn−
1
2 y)((1 − qn−
1
2 y−1).
7. Remarks and Speculations
Recently there has been a lot of interest in motivic integration [Ko], [D-L],
[Lo]. This is a method to determine the class of a variety in a ring M̂k which
is obtained from K0(Vk) via localization at the class of [A
1] and a suitable
completion. In many cases the result of motivic integration is an identity
between the classes of smooth projective varieties or projective varieties with
finite quotient singularities in M̂k, and one would expect that the identity
does indeed hold in K0(Vk). Using Conjecture 2.5 this conjecturally gives an
isomorphism of motives and of the Chow groups with rational coefficients.
Two important instances of this are the following:
(1) Let X,Y be a smooth projective birational k-varieties with KX =
KY = 0. Then motivic integration is used to show that X and Y have the
same Hodge numbers ([Ko],[D-L]) (that they have the same Betti numbers
was shown before in [Ba] via p-adic integration). In fact they have the same
class in M̂k. It should be true that [X] = [Y ] in K0(Vk).
This happens e.g. in some cases for moduli spaces of K3-surfaces: Let S be
a K3 surface with Pic(S) = ZL for L an ample divisor. Then [MLS (L,L
2/2+
3)] = [S[L
2/2+3]]. This follows from the proof of Proposition 1.9 in [G-H]
We write M := MLS (L,L
2/2 + 3), X := S[L
2/2+3]. There is a diagram
of birational maps M
φ
←−N
ψ
−→X together with stratifications M =
∐
Ml,
N =
∐
Nl, X =
∐
Xl with Nl = φ
−1Mk = ψ
−1Xl, such that Nl → Ml and
Nl → Xl are P
l−1-bundles.
(2) In a similar way the results of motivic integration on the McKay
correspondence [D-L],[R] make it seem likely that the following holds in
the Grothendieck ring of varieties. Let X be a smooth projective variety
acted upon by a finite group G ⊂ Sl(n,C) such that the action preserves
the canonical divisor. Let Y be a crepant resolution of X/G. Choosing
an eigenbasis, we can write g = diag(ǫa1 , . . . , ǫan), where ǫ is a primitive
rth root of unity for r the order of g. Write a(g) = 1r
∑
ai and let C(g)
be the centralizer of g ∈ G. Then one should have in the Grothendieck
ring of varieties [Y ] =
∑
[g][X
g/C(g)][Aa(g)]. Here [g] runs through the
conjugacy classes elements of G. In particular we should have Ai(Y ) =∑
[g]A
i−a(g)(Xg)C(g).
Using [Go¨5], Theorem 1.1 and the main result of [dC-M2] say that this
is true for the resolution ωn : S
[n] → S(n) of the symmetric power S(n) =
Sn/Sn.
14 LOTHAR GO¨TTSCHE
References
[Ba] Batyrev, V., Birational Calabi-Yau n-folds have equal Betti numbers . New trends
in algebraic geometry (Warwick, 1996), 1–11, London Math. Soc. Lecture Note
Ser., 264, Cambridge Univ. Press, Cambridge, 1999.
[Ba-D] Batyrev, V., Dais, D., Strong McKay correspondence, string-theoretic Hodge
numbers and mirror symmetry. Topology 35 (1996), no. 4, 901–929.
[Be] Benson, D.J., Representations and cohomology, I: Basic Representation Theory
of Finite Groups and Associative Algebras, Cambridge University Press, Cam-
bridge 1991.
[Ch1] Cheah, J., On the cohomology of Hilbert schemes of points. J. Alg. Geom. 5
(1996) 479–511.
[Ch2] Cheah, J., Cellular decompositions for nested Hilbert schemes of points. Pacific
J. Math. 183 (1998), no. 1, 39–90.
[dB] del Ban˜o Rollin, S., On motives and moduli spaces of stable vector bundles on
curves. Thesis, Barcelona 1998.
[dB-Na] del Ban˜o Rollin, S., Navarro Aznar, V., On the motive of a quotient variety.
Collect. Math. 49 (1998), no. 2-3, 203–226.
[dC-M1] de Cataldo, M.A., Migliorini, L., The Douady space of a complex surface, The
Douady space of a complex surface Adv. in Math. 151 (2000), 283–312.
[dC-M2] de Cataldo, M.A., Migliorini, L., The Chow groups and the motive of the Hilbert
scheme of points on a surface, Preprint math/0005249, 2000.
[D-L] Denef, J., Loeser, F., Germs of arcs on singular algebraic varieties and motivic
integration. Invent. Math. 135 (1999), no. 1, 201–232.
[E-G] Ellingsrud, G., Go¨ttsche, L., Variation of moduli spaces and Donaldson invari-
ants under change of polarisation. J. reine angew. Math. 467 (1995), 1–49.
[E-G-L] Ellingsrud, G., Go¨ttsche, L., Lehn, M., On the Cobordism Class of the Hilbert
Scheme of a Surface. Preprint math/9904095, 1999.
[E-S1] Ellingsrud, G., Strømme, S.A., On the homology of the Hilbert scheme of points
in the plane. Invent. Math. 87 (1987), 343–352.
[E-S2] Ellingsrud, G., Strømme, S.A., An intersection number for the punctual Hilbert
scheme of a surface. Trans. Amer. Math. Soc. 350 (1998), no. 6, 2547–2552.
[F-Q] Friedman, R., Qin, Z., Flips of moduli spaces and transition formulas for Don-
aldson polynomial invariants of rational surfaces, Commun. in Analysis and Ge-
ometry 3 (1995), 11–83.
[Gi-Sou] Gillet, H., Soule´, C., Descent, motives and K-theory. J. Reine Angew. Math. 478
(1996), 127–176.
[Go¨1] Go¨ttsche, L., The Betti numbers of the Hilbert schemes of points on a smooth
projective surface, Math. Ann. 286 (1990), 193–207.
[Go¨2] Go¨ttsche, L., Hilbert schemes of zero-dimensional subschemes of smooth varieties,
Lecture Notes in Mathematics, 1572. Springer-Verlag, Berlin, 1994.
[Go¨3] Go¨ttsche, L., Change of polarization and Hodge numbers of moduli spaces of
torsion free sheaves on surfaces, Math. Zeitschr. 223 (1996), 247–260.
[Go¨4] Go¨ttsche, L., Theta functions and Hodge numbers of moduli spaces of sheaves on
rational surfaces. Comm. Math. Phys. 206 (1999), no. 1, 105–136.
[Go¨5] Go¨ttsche, L., Orbifold-Hodge numbers of Hilbert schemes. Parameter spaces
(Warsaw, 1994), 83–87, Banach Center Publ., 36, Polish Acad. Sci., Warsaw,
1996.
[G-H] Go¨ttsche, L., Huybrechts, D. Hodge numbers of moduli spaces of stable sheaves
on K3 surfaces, Intern. Journ. Math. 7 No. 3 (1996), 359–372.
[G-S] Go¨ttsche, L., Soergel, W. Perverse sheaves and the cohomology of Hilbert schemes
of smooth algebraic surfaces. Math. Ann. 296 (1993), 235-245.
ON THE MOTIVE OF THE HILBERT SCHEME 15
[G-Z] Go¨ttsche, L., Zagier, D., Jacobi forms and the structure of Donaldson invariants
for 4-manifolds with b+ = 1. Selecta Math. (N.S.) 4 (1998), no. 1, 69–115.
[Gr] Grojnowski, I., Instantons and affine Lie algebras. I. The Hilbert scheme and
vertex operators. Math. Res. Lett. 3 (1996), 275–291.
[Gu-Na] Guille´n, F., Navarro Aznar, V., Un crite`re d’extension d’un foncteur de´fini sur
les sche´mas lisses. Preprint, alg-geom/9505008, 1995.
[Ka] Kapranov, M., The elliptic curve in the S-duality theory and Eisenstein series
for Kac-Moody groups. Preprint math/0001005, 2000.
[Kl] Kleiman, S. L., Motives. Algebraic geometry, Oslo 1970 (Proc. Fifth Nordic
Summer-School in Math., Oslo, 1970), pp. 53–82. Wolters-Noordhoff, Gronin-
gen, 1972.
[Ko] Kontsevich, M., Lecture at Orsay (December 7, 1995).
[Ja] Jannsen, U., Motivic sheaves and filtrations on Chow groups. Motives (Seattle,
1991), Proc. Symp. Pure Math. 55, v. 1, AMS (1994), 245–302.
[Ga-Ro] ed. Kostrikin, A., Shafarevich, Algebra VIII, Representions of finite dimensional
algebras by Gabriel, P., Roiter, A.V., Encyclopedia of Math. Sciences vol. 73,
Springer, Berlin Heidelberg 1992.
[L] Lehn, M., Chern classes of tautological sheaves on Hilbert schemes of points on
surfaces. Invent. Math. 136 (1999), no. 1, 157–207.
[L-Q1] Li, W., Qin, Z., On blowup formulae for the S-duality conjecture of Vafa and
Witten. Invent. Math. 136 (1999), no. 2, 451–482.
[L-Q2] Li, W; Qin, Z. On blowup formulae for the S-duality conjecture of Vafa and
Witten. II. The universal functions. Math. Res. Lett. 5 (1998), no. 4, 439–453.
[Lo] Looijenga, E., Motivic measures, Se´minaire Bourbaki, 52e`me anne´e, 1999-2000,
no 874.
[Ma] Manin, J. I., Correspondences, motifs and monoidal transformations. Math.
USSR Sbornik 6 (1968), 439–470.
[N] Nakajima, H., Heisenberg algebra and Hilbert schemes of points on projective
surfaces. Ann. of Math. (2) 145 (1997), no. 2, 379–388.
[Q1] Qin, Z., Moduli of stable sheaves on ruled surfaces and their Picard groups J.
reine angew. Math. 433 (1992), 201–219.
[Q2] Qin, Z., Equivalence classes of polarizations and moduli spaces of sheaves, J. Diff.
Geom. 37 (1993), 397–413.
[R] Reid, M., La correspondance de McKay, Se´minaire Bourbaki, 52e`me anne´e, 1999-
2000, no 867.
[Sch] Scholl, A. J., Classical motives. Motives (Seattle, WA, 1991), 163–187, Proc.
Sympos. Pure Math., 55, Part 1, Amer. Math. Soc., Providence, RI, 1994.
[Se] Serre, J.P., Espaces fibre´s algebriques, Se´minair Chevalley 2e anne´e, 1958, 1.01–
1.37.
[Y1] Yoshioka, K., Chamber structure of polarizations and the moduli space of stable
sheaves on a ruled surface, Internat. J. Math. 7 (1996), 411–431.
International Center for Theoretical Physics, Strada Costiera 11, 34100
Trieste, Italy
E-mail address: gottsche@ictp.trieste.it
