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Two state scattering problem to Multi-channel scattering problem: Analytically
solvable model
Aniruddha Chakraborty
School of Basic Sciences, Indian Institute of Technology Mandi,
Mandi, Himachal Pradesh 175001, India.
Starting from few simple examples we have proposed a general method for finding an exact analytical
solution for the two state scattering problem in presence of a delta function coupling. We have also
extended our model to deal with general one dimensional multi-channel scattering problems.
INTRODUCTION:
Nonadiabatic transition due to potential curve crossing is one of the most important mechanisms to effectively induce
electronic transitions in collisions [1]. This is a very interdisciplinary concept and appears in various fields of physics
and chemistry and even in biology [2–7]. The theory of non-adiabatic transitions dates back to 1932, when the
pioneering works for curve-crossing and non-crossing were published by Landau [8], Zener [9] and Stueckelberg [10]
and by Rosen and Zener [11] respectively. Osherov and Voronin solved the case where two diabatic potentials are
constant with exponential coupling [12]. C. Zhu solved the case where two diabatic potentials are exponential with
exponential coupling [13]. In this paper we consider the case of two or more diabatic potentials with Dirac Delta
couplings. The Dirac Delta coupling model has the advantage that it can be exactly solved [14–19] if the uncoupled
diabatic potential has an exact solution.
OUR MODEL:
We consider two diabatic curves, crossing each other. There is a coupling between the two curves, which cause
transitions from one curve to another. This transition would occur in the vicinity of the crossing point. In particular,
it will occur in a narrow range of x, given by
V1(x) − V2(x) ≃ V12(xc), (1)
where x denotes the nuclear coordinate and xc is the crossing point. V1 and V2 are determined by the shape of the
diabatic curves and V12 represents the coupling between them. Therefore it is interesting to analyse a model where
coupling is localized in space near xc. Thus we put
V12(x) = K0δ(x− xc), (2)
where K0 is a constant.
Three simple examples
We start with a particle moving on any of the two diabatic curves and the problem is to calculate the probability
that the particle will still be on that diabatic curve after a time t. We write the probability amplitude for the particle
as
Ψ(x) =
(
ψ1(x)
ψ2(x)
)
, (3)
where ψ1(x, t) and ψ2(x, t) are the probability amplitude for the two states. The Hamiltonian is given by
H =
(
H11(x) V12(x)
V21(x) H22(x)
)
, (4)
where H1(x), H2(x) and V12(x) are defined by
H11(x) = − 12m ∂
2
∂x2 + V1(x), (5)
H22(x) = − 12m ∂
2
∂x2 + V2(x) and
V12(x) = V21(x) = K0δ(x − xc).
2The above V1(x) and V2(x) are determined by the shape of that diabatic curve. V (x) is a coupling function which we
assume to be a Dirac delta function. The time-independent Schr
..
odinger equation is writen in the matrix form(
H11(x) V12(x)
V21(x) H22(x)
)(
ψ1(x)
ψ2(x)
)
= E
(
ψ1(x)
ψ2(x)
)
. (6)
This is equivalent to
H11(x)ψ1(x) +K0δ(x− xc)ψ2(x) = Eψ1(x) and (7)
K0δ(x − xc)ψ1(x) +H22(x)ψ2(x) = Eψ2(x).
Integrating the above two equations from xc − η to xc + η (where η → 0) we get we get the following two boundary
conditions
− h¯
2
2m
[
dψ1(x)
dx
]xc+η
xc−η
+K0ψ2(xc) = 0 and (8)
− h¯
2
2m
[
dψ2(x)
dx
]xc+η
xc−η
+K0ψ1(xc) = 0.
Also we have two more boundary condition
ψ1(xc − η) = ψ1(xc + η) and (9)
ψ2(xc − η) = ψ2(xc + η).
Using the above four boundary conditions we derive the transition probability from one diabatic potential to the
other, in the case of coupling between (a) two constant potentials, (b) two linear potentials and (c) two exponential
potential.
Exact analytical solution for constant potential case:
In region 1 (x < xc), the time-independent Schr
..
odinger equation for the first potential is given by
− 1
2m
∂2ψ1(x)
∂x2
= Eψ1(x). (10)
The above equation has the following solution
ψ1(x) = Ae
ik1x +Be−ik1x, (11)
where k1 =
√
2m
h¯2
E. In region 2 (x > xc), the time-independent Schr
..
odinger equation for the first potential is given
by
− 1
2m
∂2ψ1(x)
∂x2
= Eψ1(x)1(x) (12)
Physically acceptable solution of the above equation is given by
ψ1(x) = Ce
ik1x. (13)
In region 1 (x < xc), the time independent Schr
..
odinger equation for the second potential is given by
− 1
2m
∂2ψ2(x)
∂x2
+ V2ψ2(x) = Eψ2(x). (14)
Physically acceptable solution is given by
ψ2(x) = De
−ik2x, (15)
3FIG. 1: The plot of transition probability from one constant potential to another constant potential as a function of energy of
incident particle (K0=1.0).
where k2 =
√
2m
h¯2
(E − V2). In region 2 (x > xc), the time-independent Schr..odinger equation for the second potential
is given by
− 1
2m
∂2ψ2(x)
∂x2
+ V2ψ2(x) = Eψ2(x). (16)
Physically acceptable solution is given by
ψ2(x) = Fe
ik2x. (17)
Here we put xc = 0. Now using four boundary conditions we calculate∣∣∣∣FA
∣∣∣∣
2
=
∣∣∣∣ imK0k1h¯2(k1k2h¯4 +m2K20 )
∣∣∣∣
2
. (18)
and ∣∣∣∣DA
∣∣∣∣
2
=
∣∣∣∣ imK0k1h¯2(k1k2h¯4 +m2K20 )
∣∣∣∣
2
. (19)
So, the transition probability is given by
T = 2
k2
k1
∣∣∣∣ imK0k1h¯2(k1k2h¯4 +m2K20 )
∣∣∣∣
2
. (20)
In our numerical calculation we use atomic units so that h¯ = 1. In the atomic units, we set V1(x) = 0, V2(x) = 5,
K0 = 1.0 and m = 1.0. The result of our calculation is shown in Fig. 1.
4FIG. 2: Schematic diagram of the two state problem, where one linear potential is coupled to another linear potential in the
diabatic representation.
Exact analytical solution for Linear potential case:
The time-independent Schr
..
odinger equation for the case where a linear potential coupled to another linear potential
through a Dirac delta interaction is given below (see Fig. 2).(
− 12m ∂
2
∂x2 + p1x K0δ(x− xc)
K0δ(x− xc) − 12m ∂
2
∂x2 − p2x
)(
ψ1(x)
ψ2(x)
)
= E
(
ψ1(x)
ψ2(x)
)
. (21)
The Eq. (21) can be split into two equations(
− 1
2m
∂2
∂x2
+ p1x
)
ψ1(x) +K0δ(x)ψ2(x) = Eψ1(x) and (22)(
− 1
2m
∂2
∂x2
− p2x
)
ψ2(x) +K0δ(x)ψ1(x) = Eψ2(x).
In our calculation, we use p1 = p2 = 1. The Time-independent Schr
..
odinger equation for the first diabatic potential is
given below, (
− 1
2m
∂2
∂x2
+ x
)
ψ1(x) = Eψ1(x). (23)
In region 1 ( x < xc) the physically acceptable solution is given below
ψ1(x) = (A+B)Ai
[
2
1
3 (−E + x)
]
+ i(A−B)Ai
[
2
1
3 (−E + x)
]
. (24)
5Here Ai[z] and Bi[z] represent the Airy functions. In the above expression A denotes the probability amplitude for
motion along the positive direction and B denotes the probability amplitude for motion along the negative direction
[20]. The physically acceptable solution in region 2 ( x > xc), is given by
ψ1(x) = CAi
[
2
1
3 (−E + x)
]
. (25)
In this region the net flux is zero [20].
The time-independent Schr
..
o dinger equation for the second diabatic potential is given below(
− 1
2m
∂2
∂x2
− x
)
ψ2(x) = Eψ2(x). (26)
In region1 ( x < xc) the physically acceptable solution is
ψ2(x) = DAi
[
2
1
3 (−E − x)
]
. (27)
In this region the net flux is zero [20]. In region 2 ( x > xc) the physically acceptable solution is
ψ2(x) = F
(
Ai
[
2
1
3 (−E − x)
]
− iBi
[
2
1
3 (−E − x)
])
. (28)
Using the four boundary conditions mentioned above (here we put xc = 0), we have derived an analytical expression
for the transition probability from one diabatic potential to the other diabatic potential and the final expression is
given below
T = 16× 22/3
∣∣∣∣ND
∣∣∣∣
2
, (29)
where
N = Ai
[
−21/3E
]2 (
−Ai′
[
−21/3E
]
Bi
[
−21/3E
]
+Ai
[
−21/3E
]
Bi′
[
−21/3E
])
(30)
and
D = −8iAi
[
−21/3E
]3
Bi
[
−21/3E
]
+ 22/3Ai′
[
−21/3E
]2
Bi
[
−21/3E
]2
(31)
+4Ai
[
−21/3E
]4
− 222/3Ai
[
−21/3E
]
Ai′
[
−21/3E
]
Bi
[
−21/3E
]
Bi′
[
−21/3E
]
+Ai
[
−21/3E
]2(
−4Bi
[
−21/3E
]2
+ 22/3Bi′
[
−21/3E
]2)
.
In our numerical calculation we set p1 = 1, p2 = 1, K0 = 1 and m = 1 in atomic units. The result of our calculation
is shown in Fig. 3.
Exact analytical solution for exponential potential case:
We start with the time-independent Schr
..
odinger equation for a two state system(
− 12m ∂
2
∂x2 + V0e
ax K0δ(x− xc)
K0δ(x− xc) − 12m ∂
2
∂x2 + V0e
−ax
)(
ψ1(x)
ψ2(x)
)
= E
(
ψ1(x)
ψ2(x)
)
. (32)
Eq. (32) can be split into the following two equations(
− 1
2m
∂2
∂x2
+ V0e
ax
)
ψ1(x) +K0δ(x− xc)ψ2(x) = Eψ1(x) and (33)(
− 1
2m
∂2
∂x2
+ V0e
−ax
)
ψ2(x) +K0δ(x− xc)ψ1(x) = Eψ2(x).
6FIG. 3: The plot of transition probability from one linear potential to another linear potential, as a function of energy of
incident particle (K0=1.0).
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FIG. 4: Schematic diagram of the two state problem, where one exponential potential is coupled to another exponential potential
in the diabatic representation.
7In our calculation we took V0 = 1.0 and a = 1. Using the time-independent Schr
..
odinger equation the first diabatic
potential is given below (
− 1
2m
∂2
∂x2
+ V0e
ax
)
ψ1(x) = Eψ1(x). (34)
In the region x < xc, the solution of the above equation is given below
ψ1(x) = AI(2 i
√
2E )(2
√
2ex) +B I(−2 i
√
2E )(2
√
2ex) . (35)
Here In(z) represent the modified Bessel function of the first kind. In the above expression A denotes the probability
amplitude for motion along the positive direction and B denotes the probability amplitude for motion along the
negative direction [20]. In the region, where x > xc, the physically acceptable solution is
ψ1(x) = CK(−2 i
√
2E )(2
√
2ex). (36)
Here Kn(z) represent the modified Bessel function of the second kind. In this region the net flux is zero [18].
For the second diabatic potential, the time-independent Schr
..
odinger equation is given below(
− 1
2m
∂2
∂x2
+ V0e
−ax
)
ψ2(x) = Eψ2(x). (37)
In the region, where x > xc, the physically acceptable solution is
ψ2(x) = F I(−2 i
√
2E )(2
√
2e−x). (38)
In the region, where x < xc, the physically acceptable solution is
ψ2(x) = DK(−2 i
√
2E )(2
√
2ex). (39)
In this region the net flux is zero [18]. Using four boundary conditions and putting xc = 0, as mentioned before, we
derive an expression for transition probability from one exponential potential to the other exponential potential. In
our numerical calculation we use atomic unit. The value of K0 = 0.1 and m = 1. The result of our calculation is
shown in Fig. 5.
FORMULATION OF GENERAL SOLUTION FOR TWO STATE SCATTERING PROBLEM USING OUR
MODEL
We start with the time-independent Schr
..
odinger equation for a two state system(
H11(x) V12(x)
V21(x) H22(x)
)(
ψ1(x)
ψ2(x)
)
= E
(
ψ1(x)
ψ2(x)
)
. (40)
This equation can be written in the following form
ψ2(x) = V12(x)
−1 [E −H11(x)]ψ1(x) and (41)
ψ2(x) = [E −H22(x)]−1 V21(x)ψ1(x).
Eliminating ψ2(x) from the above two equations we get
[E −H11(x)]ψ1(x) − V12(x) [E −H22(x)]−1 V21(x)ψ1(x) = 0. (42)
The above equations simplify considerably if V12(x) and V21(x) are Dirac Delta function at xc, which in operator
notation may be written as V = K0S = K0 |xc〉 〈xc|. The above equation now become(
[E −H11(x)] −K20 |xc〉〈xc| [E −H22(x)]−1 |xc〉〈xc|
)
ψ1(x) = 0. (43)
This may be written as [
H11(x) +K
2
0δ(x− xc)G02(xc, xc;E)
]
ψ1(x) = Eψ1(x). (44)
8FIG. 5: The plot of transition probability from one exponential potential to the other as a function of energy of incident
particle (K0=0.1).
The above equation can be written in the following form
[E −H11]ψ1(x) = K20δ(x− xc)G02(xc, xc;E)ψ1(x), (45)
where the right hand side is considered as an inhomogeneous term. The general solution of this equation can be
written as
ψ1(x) = ψ0(x) +K
2
0G
0
1(x, xc;E)G
0
2(xc, xc;E)ψ1(xc), (46)
where ψ0(x) is a solution of the homogeneous equation
[E −H11]ψ0(x) = 0 and (47)
[E −H11]G01(x, x′;E) = δ(x− x′).
In the above equation
ψ1(x) =
∞∫
−∞
dx′G(x, x′;E)ψ0(x
′) and (48)
ψ0(x) =
∞∫
−∞
dx′G01(x, x
′;E)ψ0(x
′).
So Eq. (46) can be written as
∞∫
−∞
dx′G(x, x′;E)ψ0(x′) =
∞∫
−∞
dx′G01(x, x
′;E)ψ0(x′)
+K20G
0
1(x, xc;E)G
0
2(xc, xc;E)
∞∫
−∞
dx′G(xc, x′;E)ψ0(x′).
(49)
9The solution in terms of Green’s function is as follows
G(x, x′;E) = G01(x, x
′;E) +K20G
0
1(x, xc;E)G
0
2(xc, xc;E)G(xc, x
′;E). (50)
In the above equation we put x = xc
G(xc, x
′;E) = G01(xc, x
′;E) +K20G
0
1(xc, xc;E)G
0
2(xc, xc;E)G(xc, x
′;E). (51)
After simplification, we get
G(xc, x
′;E) =
G01(xc, x
′;E)
1−K20G01(xc, xc;E)G02(xc, xc;E)
, (52)
so that
G(x, x′;E) = G01(x, x
′;E) +
K20G
0
1(x, xc;E)G
0
2(xc, xc;E)G
0
1(xc, x
′;E)
1−K20G01(xc, xc;E)G02(xc, xc;E)
. (53)
In the above expression, we have the Green’s function for two state scattering problem using delta function coupling
model. Using the expression of G(x, x′;E) one can calculate wave function and from the wave function one can easily
calculate the transition probability from one diabatic potential to the other.
Three channel scattering problem using our model
We start with a particle moving on any of the three diabatic curves and the problem is to calculate the probability
that the particle will still be in that diabatic curve after a time t. We write the probability amplitude for the particle
as
Ψ(x) =

 ψ1(x)ψ2(x)
ψ3(x)

 . (54)
Where ψ1(x, t), ψ2(x, t) and ψ3(x) are the probability amplitude for the three states. The Hamiltonian matrix of this
system is given by
H =

 H11(x) V12(x) V13(x)V21(x) H22(x) 0
V31(x) 0 H33(x)

 , (55)
where H1(x), H2(x), H3(x), V12(x), V21(x), V31(x) and V13(x) are defined by
H11(x) = − 1
2m
∂2
∂x2
+ V1(x), (56)
H22(x) = − 1
2m
∂2
∂x2
+ V2(x),
H33(x) = − 1
2m
∂2
∂x2
+ V3(x),
V12(x) = V21(x) = K0δ(x− xc) and
V13(x) = V31(x) = K0δ(x− xc).
In the above equation V1(x), V2(x) and V3(x) are determined by the shape of that diabatic curve. The time-
independent Schr
..
odinger equation for this problem is given by
 H11(x) K0δ(x − xc) K0δ(x− xc)K0δ(x− xc) H22(x) 0
K0δ(x− xc) 0 H33(x)



 ψ1(x)ψ2(x)
ψ3(x)

 = E

 ψ1(x)ψ2(x)
ψ3(x)

 . (57)
10
This matrix representation is equivalent to the following three equations
H11(x)ψ1(x) +K0δ(x− xc)ψ2(x) +K0δ(x − xc)ψ3(x) = Eψ1(x), (58)
K0δ(x− xc)ψ1(x) +H22(x)ψ2(x) = Eψ2(x) and
K0δ(x− xc)ψ1(x) +H33(x)ψ3(x) = Eψ3(x).
Integrating the above three equations from xc − η to xc + η (where η → 0) we get the following three boundary
conditions
− h¯
2
2m
[
dψ1(x)
dx
]xc+η
xc−η
+K0ψ2(xc) +K0ψ3(xc) = 0, (59)
− h¯
2
2m
[
dψ2(x)
dx
]xc+η
xc−η
+K0ψ1(xc) = 0 and
− h¯
2
2m
[
dψ3(x)
dx
]xc+η
xc−η
+K0ψ1(xc) = 0.
Also we have three more boundary conditions
ψ1(xc − η) = ψ1(xc + η) (60)
ψ2(xc − η) = ψ2(xc + η) and
ψ3(xc − η) = ψ3(xc + η).
Using the above six boundary conditions we derive analytical expressions for transition probability from one diabatic
potential to the other in the case of coupling between (a) three constant potentials, (b) three linear potentials and
(c) three exponential potentials.
FORMULATION OF GENERAL SOLUTION FOR MULTI-CHANNEL SCATTERING PROBLEM USING
OUR MODEL
We start with the time-independent Schr
..
odinger equation for a three state system, given by
 H11(x) V12(x) V13(x)V21(x) H22(x) 0
V31(x) 0 H33(x)



 ψ1(x)ψ2(x)
ψ3(x)

 = E

 ψ1(x)ψ2(x)
ψ3(x)

 , (61)
where
H11(x) = − 1
2m
∂2
∂x2
+ V1(x), (62)
H22(x) = − 1
2m
∂2
∂x2
+ V2(x) and
H33(x) = − 1
2m
∂2
∂x2
+ V3(x).
This above matrix equation can be written in the following form
[H11(x) − E]ψ1(x) + V12(x)ψ2(x) + V13(x)ψ3(x) = 0, (63)
[H22(x)− E]ψ2(x) + V21(x)ψ1(x) = 0 and
[H33(x)− E]ψ3(x) + V31(x)ψ1(x) = 0.
The above equation after rearranging is given below
[E −H11(x)]ψ1(x) − V12(x)ψ2(x)− V13(x)ψ3(x) = 0, (64)
ψ2(x) = [E −H22(x)]−1 V21(x)ψ1(x) and (65)
ψ3(x) = [E −H33(x)]−1 V31(x)ψ1(x). (66)
11
After eliminating both ψ2(x) and ψ3(x) from Eq. (97) we get(
[E −H11(x)] − V12(x) [E −H22(x)]−1 V21(x) − V13(x) [E −H33(x)]−1 V31(x)
)
ψ1(x) = 0. (67)
The above equations are true for any general V12, V21, V13 and V31. The above equation simplify considerably if V12,
V13, V31 and V21 are Dirac Delta functions, which we write in operator notation as V12 = V21 = K2S = K2|x2〉〈x2|
and V13 = V31 = K3S = K3|x3〉〈x3|. The above equation now becomes(
[E −H11(x)] −K22δ(x− x2)G02(x2, x2;E)−K23δ(x − x3)G02(x3, x3;E)
)
ψ1(x) = 0. (68)
This may be written as (
[E −H12(x)] −K23δ(x− x3)G03(x3, x3;E)
)
ψ1(x) = 0, (69)
where
H12(x) = H11(x) +K
2
2δ(x− x2)G02(x2, x2;E). (70)
For H12(x), one can find the corresponding Green’s function G12(x, x
′;E) using the method as we have used in two
state case.
[E −H11]ψ1(x) = K22δ(x− x2)G02(x2, x2;E)ψ1(x), (71)
where the right hand side is considered as an inhomogeneous term. The general solution of this equation can be
written as
ψ1(x) = ψ0(x) +
∞∫
−∞
dxG01(x, x
′;E)K22δ(x
′ − x2)G02(x2, x2;E)ψ1(x′), (72)
where ψ0(x) is a solution of the homogeneous equation
(E −H11)ψ0(x) = 0, (73)
where
(E −H11)G01(x, x′;E) = δ(x− x′). (74)
So
ψ1(x) = ψ0(x) +K
2
2G
0
1(x, x2;E)G
0
2(x2, x2;E)ψ1(x2). (75)
In the above expression
ψ1(x) =
∞∫
−∞
dx′G12(x, x
′;E)ψ0(x
′) and (76)
ψ0(x) =
∞∫
−∞
dx′G01(x, x
′;E)ψ0(x
′).
So Eq. (108) can be written as
∞∫
−∞
dx′G12(x, x′;E)ψ0(x′)=
∞∫
−∞
dx′G01(x, x
′;E)ψ0(x
′) +K22G
0
1(x, x2;E)G
0
2(x2, x2;E)
∞∫
−∞
dx′G12(x2, x
′;E)ψ0(x
′). (77)
The solution in terms of Green’s function, extracted from last equation
G12(x, x
′;E) = G01(x, x
′;E) +K22G
0
1(x, x2;E)G
0
2(x2, x2;E)G12(x2, x
′;E). (78)
12
In the above equation we put x = x2 to get
G12(x2, x
′;E) = G01(x2, x
′;E) +K22G
0
2(x2, x2;E)G
0
1(x2, x2;E)G12(x2, x
′;E). (79)
So after simplification we get
G12(x2, x
′;E) =
G01(x2, x
′;E)
1−K22G01(x2, x2;E)G02(x2, x2;E)
, (80)
so that
G12(x, x
′;E) = G01(x, x
′;E) +
K22G
0
1(x, x2;E)G
0
2(x2, x2;E)G
0
1(x2, x
′;E)
1−K22G01(x2, x2;E)G02(x2, x2;E)
(81)
Now we will incorporate the effect of third state which is coupled to first state only, i.e. we will solve Eq. (102) in
terms of Greens function.
G13(x, x
′;E) = G12(x, x
′;E) +
K22G12(x, x3;E)G
0
2(x3, x3;E)G12(x3, x
′;E)
1−K22G12(x3, x3;E)G02(x3, x3;E)
(82)
So after incorporating N -th state, where all states are coupled to the first one only we will get
((E −H1[N−1](x)) −K2Nδ(x − xN )G0N (xN , xN ;E))ψ1(x) = 0, (83)
where
H1[N−1](x) = H11(x)) +
N−1∑
n=2
K2nδ(x− xn)G0n(xn, xn;E). (84)
In this case, one can find the Green’s function G1N (x, x
′;E) using the method as we have already used.
G1N (x, x
′;E) = G1[N−1](x, x
′;E) +
K22G1[N−1](x, xN ;E)G
0
N (xN , xN ;E)G1[N−1](xN , x
′;E)
1−K22G1[N−1](xN , xN ;E)G0N (xN , xN ;E)
. (85)
In this case we can calculate G1N (x, x0;E) if we know G1(N−1)(x, x0;E). So using G1N (x, x0;E), one can calculate
wave function explicitely and from the wave function one can easily calculate transition probability from one diabatic
potential to all other diabatic potentials.
CONCLUSIONS:
Starting from few simple examples, we have proposed a general method for finding the exact analytical solution for
the two state quantum scattering problem in presence of a delta function coupling. Our solution is quite general
and is valid for any potential. We have also extended our model to deal with general one dimensional multi-channel
scattering problems. The same procedure is also applicable to the case where S is a non-local operator and may
be represented by S ≡ |f〉 K0 〈g|, where f and g are arbitrary acceptable functions. Choosing both of them to be
Gaussian should be an improvement over the delta function coupling model. S may even be a linear combination of
such operators.
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