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ABSTRACT
Techniques are described herein that provide a network and its management system
with a deeper level of intelligence regarding the applications running on the network. This
enables Information Technology (IT) administrators to understand which applications are
on their networks and how those applications are performing.
DETAILED DESCRIPTION
Enterprise businesses depend on countless applications and services to ensure that
their business runs smoothly. As a result, Information Technology (IT) teams often rely on
synthetic applications and network monitoring to ensure optimized performance of those
services and to proactively detect and resolve service-impacting events.
However, the complexity of the applications, network, and organization can
prevent IT teams from identifying exactly which application services should be monitored.
Network teams may have detailed visibility into application traffic, but typically do not
have any way to correlate that information with specific application services. Meanwhile,
IT/application administrators may understand the core application architecture, but not
where the application components are located in relation to the network.
These complexities make it critical for organizations to strive for a high degree of
monitoring coverage of their application / service surface (e.g., identifying service
endpoints beyond the "obvious" candidates). For example, an organization might depend
on a given application, and set up monitoring to the application for their primary
application instance, but fail to account for other dependent services like the "collaboration
bridge," "media server," and specific ports or cloud endpoints. Furthermore, manually
setting up monitoring targets can often lead to missing key components of applications and
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cloud services, or configuring tests in a way that is suboptimal for the given
service/application being monitored.
This gap makes the network and application administrators’ jobs unnecessarily
difficult, as they do not always know how to optimize services that they are unable to
observe, or where to find problems that are happening, or where to look to fix them. This
is illustrated in Figure 1 below.

Figure 1

Accordingly, techniques are described herein to resolve that problem. These
techniques combine existing synthetic monitoring technologies with network and
application discovery technologies to make intelligent recommendations for synthetic
monitoring targets as well as to automate and validate monitoring configurations. Using
these techniques, IT, network, and application teams from enterprise organizations may
minimize their monitoring gaps, optimize service delivery, and minimize service
downtimes. Thus, the coverage of services that a customer can observe and take action on
may be improved.
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Networking devices may utilize elementary technologies to identify and support
legacy applications. Additionally, other technologies/mechanisms may be used to
fingerprint applications and detect applications in use in the organization. One use case
may involve fingerprinting Software as a Service (SaaS) applications. To do this, the
network may collect metadata and send the metadata to a tethered management system.
Further, such collected information may be reinforced with application-aware routing rules
gleaned from a centralized network management system, as shown in Figure 2 below.

Figure 2

The management system may gather characteristics of application traffic from (but
not limited to) the data sources mentioned above. These characteristics may include
attributes such as:


Network characteristics – transmission rate, average packet length, etc.



Protocol characteristics – Hypertext Transfer Protocol (HTTP), HTTP Secure
(HTTPS), Transmission Control Protocol (TCP), User Datagram Protocol (UDP),
etc.



Port / Host characteristics - target hosts, Internet Protocol (IP) addresses, ports, etc.



Usage characteristics - throughput, time of use, peak usage, etc.



Others
The management systems may leverage Artificial Intelligence (AI) / Machine

Learning (ML) to build and continuously update an application database based on these
key characteristics. New application traffic may be measured and compared against the
existing database and the system may determine whether to update existing application
characteristics or create new ones.
3
Published by Technical Disclosure Commons, 2022

6811
4

Defensive Publications Series, Art. 5422 [2022]

Furthermore, for each application entry, the management system may also store key
information about synthetic test parameters to ensure that any synthetic test created for
testing a specific instance of that application/service is optimized for that specific class of
service. This may include information regarding synthetic network test parameters (e.g.,
network protocol, connection algorithm, packet size, etc.), server-level test parameters (e.g.,
port, protocol, handshake, Domain Name System (DNS), Secure Sockets Layer (SSL), etc.),
and application-level configuration parameters (e.g., browser settings, Application
Programming Interface (API) paths, expected timeouts, etc.). These entries may also
include information regarding optimal agent deployment strategies (e.g., data center, end
user, cloud, etc.).
Recommended test configurations may also include optimal test frequency (e.g.,
intervals for continuous tests) based on measured usage and traffic patterns for given
applications. Lastly, depending on the detected service/application, the system may
recommend which layers of the network-application stack should be tested. Examples of
tests may include full browser-based/page load test, HTTP server/API endpoint tests,
network tests, Border Gateway Protocol (BGP) tests, DNS tests, etc.
Finally, the management system may synchronize with the end-user’s synthetic
testing system via API. The management system may identify potential gaps and potential
optimizations and make recommendations to the end user. The system may optionally
allow the end user to automate the configuration of existing or new monitoring tests. With
this data, the management system may perform the following operations:
1. Compare real-time traffic against synthetic tests to measure performance over time and
utilize additional AI/ML capabilities to analyze whether any changes to the network can
be made to improve the performance of the application. These changes may be presented
to the user as "what if" type scenarios, or as break/fix type solutions.
2. Allow customers who run an application at a single site to conduct a test to synthesize
what their network performance would be if they were to deploy that application to their
entire organization. This may set up a special type of synthetic test at all the other sites,
simulating the type and quantity of traffic that the application uses.
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3. Allow ease of testing for new applications and automated testing of the infrastructure
for those applications before they are even deployed and before anyone has even started
using them.
Figures 3 and 4 below show how intelligent application discovery can prompt a
unique set of synthetic tests that are tailored for two companies that have different
application/service footprints.

Figure 3

Figure 4
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In summary, techniques are described herein that provide a network and its
management system with a deeper level of intelligence regarding the applications running
on the network. This enables IT administrators to understand which applications are on
their networks and how those applications are performing.
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