Abstract. In this paper, we study compound bi-free Poisson distributions for two-faced families of random variables. We prove a Poisson limit theorem for compound bi-free Poisson distributions. Furthermore, a bi-free infinitely divisible distribution for a two-faced family of random variables can be realized as the limit of a sequence of compound bi-free Poisson distributions. If a compound bi-free Poisson distribution is determined by a positive number and the distribution of a two faced family of finitely many random variables, where the elements behave like classically independent, then we can construct a random bi-matrix model for the distribution. If a compound bi-free Poisson distribution is determined by a positive number and the distribution of a commutative pair of random variables, we can construct an asymptotic bi-matrix model with entries of creation and annihilation operators for the compound bi-free Poisson distribution.
Introduction
Studying free probability analogues to classical probability items has been a main topic in free probability since the inception of the theory by Voiculescu in [DV3] . The most popular and thoroughly studied item is semicircular distributions, a free probability analogue to classical Gaussian distributions. Free Poisson distributions hold a status of the most popular next to semicircular distributions in free probability. Multidimensional semicircular distributions were first treated in [RS1] . Finite dimensional multi-variable free Poisson distributions were defined and studied in [RS] . More general infinitely dimensional multi-variable compound free Poisson distributions were studied recently in [AG] .
Voiculescu's seminal work in [DV] started a new research field in free probability, bi-free probability. Generalizing the ideas and results in free probability to this new bi-free setting is the main theme in the quick development of bi-free probability. For example, in [DV] , Voiculescu determined bi-free central limit distributions, a bi-free analogue of semicircular distributions. Voiculescu [DV4] constructed a bifree partial R-transform as an analogue of his R-transform in [DV5] . Voiculescu [DV2] developed a bi-free partial S-transform. On the combinatorial side, Mastnak and Nica [MN] introduced a collection of partitions for bi-free pairs of faces that was postulated to be analogous to the role non-crossing partitions paly in free probability. In [CNS1] the postulate of Mastnak and Nica was confirmed to be true. Subsequently, [CNS2] generalized such notions to the operator-valued setting. In addition, the notion of bi-free infinitely (additive) divisible distributions for commutative pairs of random variables was developed in [GHM] , which was generalized to the case of (not necessarily commutative) pairs of random variables in [MG] . Gu, Huang, and Mingo [GHM] discovered compound bi-free Poisson distributions for commutative pairs of random variables in terms of their bi-free cumulants (Example 3.13 (3) in [GHM] ). In this paper, inspired by the work in [RS] and [AG] , we define and study compound bi-free Poisson distributions for two-faced families of random variables.
Voiculescu [DV] defined bi-free central limit distributions for two-faced families of random variables in terms of their bi-free cumulants (Definition 7.4 in [DV] ). A similar method was adopted in defining (multi-variable) free Poisson distributions in [NS] , [RS] and [AG] . Based on the same philosophy, we define compound bi-free Poisson distributions for two-faced families of random variables in terms of their bi-free cumulants. A compound bi-free Poisson distribution can be realized as the Poisson limit distribution of a sequence of two-faced families of random variables. Like in free probability, a two-faced
Preliminaries
In this section we will summarize some essential combinatorial aspects of bi-free probability, operatorvalued bi-free probability, and the general construction of bi-matrix models in [PS] . The reader is referred to [DV] , [CNS1] , [CNS2] , and [PS1] for more details on bi-free probability, and to [NS] and [VDN] for basics on free probability.
1.1. Combinatorics of Bi-free Probability. Let χ : {1, 2, · · · , n} → {l, r}. Let's record explicitly where are the occurrences of l and r in χ. χ
Define BN C(n, χ) = {s χ • π : π ∈ N C(n)}, where N C(n) is the set of all non-crossing partitions of {1, 2, · · · , n} (Lecture 9 in [NS] ). A σ ∈ BN C(n, χ) is called a bi-non-crossing partition of {1, 2, · · · , n}. Let (A, ϕ) be a non-commutative probability space. The bi-free cumulants (κ χ : A n → C) n≥1,χ:{1,2,··· ,n}→{l,r} of (A, ϕ) are defined by
for n ≥ 1, χ : {1, 2, · · · , n} → {l, r}, a 1 , · · · , a n ∈ A, where µ n is the Mobius function on N C(n) (Lecture 10 in [NS] ). For a subset
Then the bi-free cumulant appeared in (1.1) is κ χ,1n (a 1 , · · · , a n ). The bi-free cumulants are determined by the equation
Charlesworth, Nelson, and Skoufranis [CNS1] proved that
in a non-commutative probability space (A, ϕ) are bi-free if and only if
′′ } is not constant, and n ≥ 2 (Theorem 4.3.1 in [CNS2] ). Let µ and ν be distributions of the pairs (a l , a r ) and (b l , b r ), respectively. We call the distribution µ ⊞ ⊞ν of (a l + b l , a r + b r ) the bi-free additive convolution of µ and ν, if (a l , a r ) and (b l , b r ) are bi-free.
1.2. Structures of Operator-valued Bi-freeness. Let B be a unital algebra. A B-B-non-commutative probability space is a triple (A, E, ε) where A ia a unital algebra, ε : B ⊗ B op → A is a unital homomorphism such that ε| B⊗1B and ε| 1B ⊗B are injective, and E : A → B is a linear map such that
are called the left and right algebras of A, respectively. The following we give a canonical example of B-B-non-commutative probability spaces.
A B-B-bi-module with a specified B-vector state is a triple (X , X 0 , p) where X = B ⊕ X 0 , a direct sum of B-B bi-modules and p :
Similarly, we can define left and right algebras as follows
Given a B-B-bi-module with a specified B-vector state {X ,
is a (concrete) B-B-noncommutative probability space. Moreover, Theorem 3.2.4 in [CNS2] demonstrated that every abstract B-B-non-commutative probability space can be represented inside a concrete B-B-non-commutative probability space.
1.3. Bi-Matrix Models. Let X be a vector space over C with X = Cξ ⊕X 0 and p : X → C, p(λξ +η) = λ. We call (X , X 0 , ξ, p) a pointed vector space.
and a linear map p XN :
To consider bi-matrix models, we define two
is a probability space, and
is the expectation. Skoufranis [PS] introduced random pairs of matrices as follows. For N ∈ N, an N × N random pair of matrices on L ∞− (Ω, P ) is a pair (X l , X r ), where X l is a left matrix and X r is a right matrix with entries from A ⊂ L(L 2 (Ω, P )) (Definition 4.5 in [PS] ). We generalize the concept to two-faced families. Definition 1.1. For N ∈ N, an N × N random two-faced family of matrices on L ∞− (Ω, P ) is a twofaced family ((X i ) i∈I , (X j ) j∈J ) where X i , i ∈ I, are left matrices and X j , j ∈ J, are right matrices with entries from L ∞− (Ω, P ).
The Definition and A Poisson Limit Theorem
In this section, we give the definition for a two-faced family to have a bi-free compound Poisson distribution. As in the cases of free Poisson distributions (Lecture 12 in [NS] ) and bi-free central limit distributions (Section 7 of [DV] ), we define a bi-free compound distribution for a two-faced family of random variables in term of the bi-free cumulants of the family. Furthermore, a bi-free compound Poisson distribution can be realized via a bi-free Poisson limit theorem.
Definition 2.1. Let I and J be two disjoint index sets, and ((z i ) i∈I , (z j ) j∈J ) be a two-faced family of random variables in a non-commutative probability space (A, ϕ). We say that ((z i ) i∈I , (z j ) j∈J ) has a compound bi-free Poisson distribution, if there exist a real number λ > 0 and a two-faced family ((a i ) i∈I , (a j ) j∈J ) of random variables in (A, ϕ) such that, for every n ∈ N, and a map
We call the distribution of ((z i ) i∈I , (z j ) j∈J ) a compound bi-free Poisson distribution determined by λ and µ a , the distribution of a = ((a i ) i∈I , (a j ) j∈J ).
Remark 2.2. The above definition covers the following well-known cases.
(
which defines a compound bi-free Poisson distribution for a commutative pair of random variables (Example 3.13 (3) of [GHM] ).
. In this case, we obtain the scalar-valued compound (free) Poisson distributions defined in 4.4.1 of [RS] with parameter λ > 0. It follows that Definition 2.1 provides a bi-free analogue of multi-variable compound free Poisson distributions.
Corollary 2.4 in [MG] gives the following Poisson limit theorem for compound bi-free Poisson distributions.
Theorem 2.3. Let ((a i ) i∈I , (a j ) j∈J ) be a two-faced family of random variables in (A, ϕ), and λ > 0. For each N > λ, let (C N , φ N ) be a C * -probability space, and p N ∈ C N be a projection with
bi-free sequence of N identically distributed two-faced families of random variables in (A N , ϕ N ) such that each of the two-faced families has the same distribution as that of a N . Let, finally,
Proof. Let n ∈ N, and χ : {1, 2, · · · , n} → I J. By Corollary 2.4 in [MG] , the limit distribution of S N , as N → ∞, is characterized by
where the two-faced family ((b i ) i∈I , (b j ) j∈J ) has the limit distribution.
Bi-free Infinitely Divisible Distributions
Bi-free infinite divisibility of the distribution of a pair (a, b) of random variables was defined and studied in [GHM] and [MG] . We now generalize the concept to a more general case of two-faced families. Like in free probability (see Section 4.5 in [RS] ), a bi-free infinitely divisible distribution can be approached by compound bi-free Poisson distributions. Definition 3.1. A two-faced family ((z i ) i∈I , (z j ) j∈J ) in a non-commutative probability space (A, ϕ) has a bi-free infinitely divisible distribution if for each N ∈ N, there exits a bi-free sequence of N identically distributed two-faced families
There is a one to one correspondence between the sot of distributions of two-faced families ((z i ) i∈I , (z j ) j∈J ) in some non-commutative probability space (A, ϕ) and the set (I, J) of all unital linear functional on the unital polynomial algebra C(X k : k ∈ I J) in non-commutative variables {X k : k ∈ I J}.
In fact, for z :
It is obvious that ν z ∈ (I J). Conversely, Let ν ∈ (I J). Then (C(X k : k ∈ I J), ν) is a non-commutative probability space, and ν is the distribution of ((X i ) i∈I , (X j ) j∈J ).
Thus, we can describe bi-free infinite divisibility of a distribution in terms of properties of the distribution as a unital linear functional. A distribution ν ∈ (I, J) is bi-free infinitely divisible, if for each N ∈ N, there is a distribution ν 1/N ∈ (I, J) such that ν = ν ⊞⊞N 1/N , when ⊞⊞ is the bi-free additive convolution in (I, J).
Note that (I, J) is a convex set of linear functionals. Therefore, we can define λν 1 + (1 − λ)ν 2 ∈ (I, J), for 0 ≤ λ ≤ 1 and ν 1 , ν 2 ∈ (I, J).
As in free probability, bi-free infinite divisibility of the distribution ν of z = ((z i ) i∈I , (z j ) j∈J ) ( of random variables in a non-probability space (A, ϕ)) is equivalent to the existence of a bi-free additive convolution semigroup {ν t : t ≥ 0} of unital linear functionals in (I, J) such that
weakly, where s, t ≥ 0, and δ 0 (P ) = 0, for P ∈ C X k : k ∈ I J \ C1 and δ 0 (1) = 1. Precisely, we have the following bi-free additive convolution semigroup theorem (Theorem 3.4) for bi-free infinitely divisible distributions. We need first to generalize the free projection compression result in free probability theory (Theorem 14.10 in [NS] ) to the bi-free case.
We can get a free projection compression result for a two-faced family of random variables, a bi-free version of Theorem 14.10 in [NS] .
Theorem 3.3. Let z = ((z i ) i∈I , (z j ) j∈J ) be a two-faced family of random variables in a * -probability space (A, ϕ), and p is a projection (p = p * = p 2 ) in A, which is free from {z k : k ∈ I J}, and ϕ(p) = λ = 0. Then for a number n ∈ N and a function χ : {1, 2, · · · , n} → I J, we have
where κ χ and κ pAp χ are the bi-free cumulants of (A, ϕ) and (pAp, ϕ p ), respectively.
As in Section 1, we define a permutation s χ ∈ S n , s χ (j) = i j , for j = 1, 2, · · · , n. The permutation s χ defines a lattice isomorphism from N C(n) onto BN C(χ) by π → s χ · π, for π ∈ N C(n), where
Thus, s χ · π is the corresponding partition of π in the new partial ordered set
. Therefore, by (1.1), we have
By Theorem 14.10 in [NS] , we get
Theorem 3.4. Let ν ∈ (I, J). Then there is a semigroup {ν t : t ≥ 1} of linear functionals in (I, J) such that ν s+t = ν s ⊞ ⊞ν t for s, t ≥ 1, and ν 1 = ν. The distribution ν is bi-free infinitely divisible if and only if the semigroup can be extended to a semigroup {ν t : t ≥ 0}, ν 0 = δ 0 , and lim t→0 ν t = δ 0 weakly.
Proof. Let z = ((z i ) i∈I , (z j ) j∈J ) be a two-faced family of random variables in (B, φ) with distribution ν. For t ≥ 1, choose a projection p in a C * -probability space (C, ψ) such that ϕ(p) = 1 t . Let (A, ϕ) = (B, φ) * (C, ψ), and consider the compression algebra pAp with normalized linear functional ϕ p (x) = tϕ(x), for x ∈ pAp. The pair (pAp, ϕ t ) is a non-commutative probability space. Let z k,t = tpz k p, for k ∈ I J. For n ∈ N, and χ : {1, 2, · · · , n} → I J, by Theorem 3.3,
Therefore, ν t+r = ν t ⊞ ⊞ν r , for r, t ≥ 1. Moreover, z 1 = z. Let ν be a bi-free infinitely divisible distribution in (I, J). By definition, for every 2 ≤ n ∈ N, There is a two-faced family z 1/n = ((z i,1/n ) i∈I , (z j,1/n ) j∈J ) of random variables in a con-commutative probability space (A 1/n , ϕ 1/n ) such that ν ⊞⊞n 1/n = ν, where ν 1/n is the distribution of z 1/n , Therefore, for χ : {1, 2, · · · , n} → I J, we have nκ χ,v 1/n = κ χ,z . It follows that κ χ,z 1/n = 1 n κ χ,z . By performing bi-free additive convolution, we can get a linear functional(i.e., a distribution) ν r ∈ (I, J) such that κ χ,νr = rκ χ,z , for a positive rational number r. For a real number t > 0, there is a sequence {r n : n = 1, 2, · · · } of positive rational numbers such that lim n→∞ r n = t, we define distribution ν t as follows. Whenever n ∈ N, χ : {1, 2, · · · , n} → I J, the moment
Define ν t (1) = 1. Then ν t ∈ (I, J) and κ χ,νt = tκ χ,ν . Define ν 0 = δ 0 . Then {ν t : t ≥ 0} is semigroup of distributions in (I, J) with respect to the bi-free additive convolution. Moreover, ν t → δ 0 weakly, as t → 0+, since lim t→0 m χ,νt = 0, for n ∈ N and χ : {1, 2, · · · , n} → I J. Conversely, if {v t : t ≥ 0} is such a semigroup, it is obvious that v 1 is bi-free infinitely divisible.
Theorem 3.5. A distribution ν ∈ (I, J) is bi-free infinitely divisible if and only if there is a sequence {π λn,νn : n = 1, 2, · · · } of compound bi-free Poisson distributions determined by λ n and ν n ∈ Σ(I, J) such that π λn,νn → ν weakly, as n → ∞.
Proof. If π λ,ν is a bi-free compound Poisson distribution. Then for n ∈ N and χ : {1, 2, · · · , n} → I J, we have
It follows that π λ,ν = (π λ/n,ν ) ⊞⊞n . Therefore, π λ,ν is bi-free infinitely divisible. Furthermore, If ν k → ν weakly in (I, J), and µ k is bi-free infinitely divisible for each k ≥ 1. Then for n ∈ N, and χ : {1, 2, · · · , n} → I J, we have
where ν k,1/n ∈ (I, J) such that (ν k,1/n ) ⊞⊞n = ν k , for k = 1, 2, · · · . Define ν 1/n as the weak limit of ν k,1/n , as k → ∞. This weak limit exists, because of (3.1). The equation (3.1) also shows that κ χ,ν = nκ χ,ν 1/n . Therefore, ν = ν ⊞⊞n 1/n , that is, ν is bi-free infinitely divisible.
Conversely, if ν ∈ (I, J) is bi-free infinitely divisible, then ν can be extended to a semigroup {ν t : t ≥ 0} with ν 1 = ν, by Theorem 3.4. Thus, we can define a sequence {π k,ν 1/k : k = 1, 2, · · · } of bi-free compound Poisson distributions. For m ∈ N and χ : {1, 2, · · · , m} → I J, we then have
Random Bi-Matrix Models
The goal of this section is to construct random bi-matrix families (see Definition 1.1 for the definition) to approximate in distribution to a bi-free compound Poisson distribution P (λ, µ a ), when a = ((a i ) i∈I , (a j ) j∈J ) behaves in distribution like classically independent (see the definition below). Our result will generalize Example 4.15 in [PS] to a much more general case. We first recall a concept from [HP] .
Definition 4.1 (Page 125, [HP] ). An n × n complex self-adjoint random matrix is called a standard self-adjoint Gaussian matrix if
is an independent family of Gaussian random variables, and
2 ) = 1 n , for all i, and
Voiculescu [DV2] got trivial S-and T -transforms for (a, b) when a and b behave like classically independent, i.e., ϕ(a p b q ) = ϕ(a p )ϕ(b q ), for p, q ∈ N. We shall adopt Voiculescu's concept for the following slightly stronger property than ϕ(a p b q ) = ϕ(a p )ϕ(b q ). We say that a 1 , a 2 , · · · , a N behave like classically dependent, if for n ∈ N, χ : {1, 2, · · · , n} → {1, 2, · · · , N }, and π χ , the partition of {1, 2, · · · , n} defined by p ∼ πχ q if and only if χ(p) = χ(q), for 1 ≤ p, q ≤ n, we have
where χ(V ) is the common value of χ when restricted to V . Theorem 4.2. Let a 1 , a 2 , · · · , a N be self-adjoint elements in a C * -probability space (A, ϕ), which behave like classically independent, and λ > 0 be a positive number. Then, for every n ∈ N, there are a subsequence α(n) of natural numbers and a sequence {Y (n, i) : i = 1, 2, · · · N } of α(n) × α(n) random matrices with the following property. When n → ∞, the sequence converges in distribution to the multidimensional free compound Poisson distribution determined by λ and the distribution of
Proof. By the proof of Proposition 4.4.9 of [HP] , for each n ∈ N, there are real numbers ξ 1 (n, i) ≤ · · · ≤ ξ n (n, i) in the spectrum σ(a i ) of a i such that the sequence
converges in distribution to a i (see the bottom of Page 169 of the book, also Remark 22.27 in [NS] ), for i = 1, 2, · · · , N , where tr is the normalized trace on the matrix algebra M n (C). Place B(n, 1), B(n, 2), · · · , B(n, N ) into the tensor product matrix algebra
are mutually tensorial independent in the tensor product algebra. It implies that {B(n, 1), B(n, 2), · · · , B(n, N )} converges in distribution to {a 1 , · · · , a N }, as n → ∞.
It is obvious that there is a number p(n) ∈ N, for each n ∈ N, such that p(n) ≤ n and lim n→∞ p(n) n = N √ λ, for n = 1, 2, · · · , when λ ≤ 1. Actually, we can choose p(n) as follows.
Now we show that {X(n) B(n, i)X(n) : i = 1, 2, · · · , N } converges in distribution to the multidimensional compound free Poisson distribution with parameters λ and the distribution µ a of a := {a 1 , a 2 , · · · , a N }. By Corollary 4.3.6 in [HP] , ({X(n)}, { B(n, i) : i = 1, 2, · · · , N }) is asymptotically free, and the limit distribution of (X(n)) is the standard semicircular element s, Hence, when
* -probability space, say, (A, ϕ), such that (1) s is a standard semicircular element, (2) {b i = b * i : i = 1, 2, · · · , N } has the limit distribution of { B(n, 1), · · · , B(n, N )}, (3) {s} and {b i : i = 1, 2, · · · , N } are free. By Example 12.19 in [NS] , for 1 < m ∈ N, χ : {1, 2, · · · , m} → {1, 2, · · · , N },
This shows that {sb 1 s, sb 2 s, · · · , sb N s} has the desired multidimensional compound free Poisson distribution.
For λ > 1, let λ = k + δ, where k ∈ N and 0 ≤ δ < 1. Let
be random matrix models of the multidimensional free Poisson distributions P (1, µ a ) and P (δ, µ a ), respectively, where P (λ, µ a ) is the multidimensional free Poisson distribution determined by parameter λ > 0 and the distribution µ a of the tuple a = (a 1 , a 2 , · · · , a N ). Furthermore, we place two families
so that the two families are tensorial independent, and, therefore, { B(n, i), C(n, i) : i = 1, 2, · · · , N } has a limit distribution, as n → ∞. Let X(n) be the n 2N × n 2N standard self-adjoint Gaussian random matrix, for n ∈ N. Then { X(n) B(n, i) X(n) : i = 1, 2, · · · , N } and { X(n) C(n, i) X(n) : i = 1, 2, · · · , N } are random matrix models of the multidimensional free Poisson distributions P (1, µ a ) and P (δ, µ a ), respectively. By Corollary 4.3.6 in [HP] , { X(n)} and { B(n, i), C(n, i) : i = 1, 2, · · · , N } are asymptotically free a.s. It implies that
has an a. s. limit distribution as n → ∞.
Let l = max{2N, k + 1}, D n,i = X(n) B(n, i) X(n), for i = 1, 2, · · · , N , D n,N +i = X(n) C(n, i) X(n), for i = 1, 2, · · · , N , and D n,2N +i = I, the identity matrix with an appropriate size, if l > 2N . By the above proof and Corollary 4.3.6 in [HP] ), The family
converges in distribution to {sb 1 s, · · · , sb N s, sc 1 s, · · · , sc N s, 1} almost surely, where {sc 1 s, · · · , sc N s} is the tuple of limit random variables of { X(n) C(n, i) X(n) : i = 1, 2, · · · , N }. Moreover,
2m , a.s.,
Let U n = {U n,i : i = 1, 2, · · · , l} be independent unitary random matrices with the Haar law, independent from D(n). By Theorem 4.5.10 in [AGZ] and the discussion at the end of Section 4.3 in [MS] (Page 110 of [MS] ),
are free, and u 1 , u 2 , · · · , u l are Haar unitaries. Let
for j = 1, 2, · · · , N . We shall show that {y 1 , · · · , y N } has the multidimensional compound free Poisson distribution determined by λ and the distribution µ a of the tuple a = {a 1 , a 2 , · · · , a N }.
By the discussion before Theorem 9 in Section 4.3 of [MS] , we have the following result. If {u 1 , u * 1 }, {u 2 , u * 2 }, and {d 1 , · · · , d m } are free, and u 1 and u 2 are Haar unitaries, then
Theorem 4.3. Let λ > 0 and a := {a l,1 , · · · , a l,N , a r,1 , · · · , a r,M } be a finite sequence of self-adjoint elements in a C * -probability space (A, ϕ) such that the elements in the sequence behave like classically independent. Then there exist a subsequence α(n) of natural numbers, and, for each n ∈ N, an α(n)× α(n) random two-faced family Z(n) := ((X n,i,l ) 1≤i≤N , (X n,j,r ) 1≤j≤M ) of matrices such that Z(n) converges in distribution to the bi-free compound free Poisson distribution determined by λ and µ a , the distribution of a.
Proof. By the proof of the above theorem, there exist a subsequence α(n) of natural numbers and a sequence
converges in distribution to the multidimensional compound free Poisson distribution P (λ, µ a ). Let the family of limit random variables be
We show that
converges in distribution to the compound bi-free Poisson distribution determined by λ and the distribution µ a . We adopt some ideas from Example 4.15 in [PS] . Let m ∈ N and [PS] and the discussion in first paragraph of this proof,
when |χ −1 (R)| = k. Now we prove the result when |χ −1 (R)| = k + 1. As in the proof of Example 4.15 in [PS] , we define a permutation s ∈ S m by the following equations
Replacing χ by χ induces an isomorphism from BN C(χ) to BN C( χ). Note also that X n,p,r I α(n) = X n,p,l I α(n) . By (1.1) and (4.1), we have
The last equality holds because of the equation | χ −1 (R)| = |χ(R)| − 1 = k and the inductive hypothesis (4.2).
Bi-Matrix Models With Fock Space Entries
This section is devoted to constructing a bi-matrix model for a compound bi-free Poisson distribution determined by a positive number and a commutative pair of random variables, where the bi-matrix model consists of matrices with entries of creation and annihilation operators on the full Fock space of a Hilbert space. This bi-matrix model is an analogue of P. Skoufranis' similar bi-matrix models for bi-free central limit distributions in [PS] .
Theorem 5.1. Let λ > 0, {a 1 , a 2 } be a commutative pair of random variables in a non-commutative space (A, ϕ). Then for n ∈ N , there is a sequence {(Z n,N,l , Z n,N,r ) : N = 1, 2, · · · } of n × n left and right matrices Z n,N,l and Z n,N,r , respectively, with entries of creation and annihilation operators on a full fuck space such that Z n,N = (Z n,N,l , Z n,N,r ) converges in distribution to the compound bi-free Poisson distribution determined by λ and µ a1,a2 , the distribution of the pair (a 1 , a 2 ), as N → ∞. That is, lim Proof. Let X = F (H) be the full Fock space of an infinite dimensional complex Hilbert space H. Let X 0 = n≥1 H ⊗n ,then X = CΩ ⊕ X 0 . Let p : X → C, p(λΩ + x 0 ) = λ. Then (X , X 0 , Ω, p) is a pointed vector space. Define a unital linear functional ω : L(X ) → C, ω(T ) = T Ω, Ω , for T ∈ L(X ). Let {e 1 , e 2 } be an orthonormal set in H. Let l i and r i be the left and right creation operators associated with e i , respectively, for i = 1, 2. Let For n ∈ N, let {e k i,j : i, j = 1, 2, · · · , n, k = 1, 2} be an orthonormal set of H, and ).
