In many applications of tomography, the acquired data are limited in one or more ways due to unavoidable experimental constraints. In such cases, popular direct reconstruction algorithms tend to produce inaccurate images, and more accurate iterative algorithms often have prohibitively high computational costs. Using machine learning to improve the image quality of direct algorithms is a recently proposed alternative, for which promising results have been shown. However, previous attempts have focused on using encoder-decoder networks, which have several disadvantages when applied to large tomographic images, preventing wide application in practice. Here, we propose the use of the Mixed-Scale Dense convolutional neural network architecture, which was specifically designed to avoid these disadvantages, to improve tomographic reconstruction from limited data. Results are shown for various types of data limitations and object types, for both simulated data and large-scale real-world experimental data. The results are compared with popular tomographic reconstruction algorithms and machine learning algorithms, showing that Mixed-Scale Dense networks are able to significantly improve reconstruction quality even with severely limited data, and produce more accurate results than existing algorithms.
Introduction
Tomography is widely used to nondestructively study the internal structure of various types of objects, for example using synchrotron radiation [1] , laboratory X-ray scanners [2] , or electron microscopes [3] . Typically, multiple 2D projection images are acquired while rotating an object. A tomographic reconstruction algorithm is then used to compute a 3D image of the internal structure of the scanned object using the acquired projection images. Because of the practical relevance of tomography, tomographic reconstruction has been extensively studied in the past, and a wide range of reconstruction algorithms have been developed [4] . Generally, popular existing algorithms can be divided into two groups: direct algorithms and iterative algorithms. Direct algorithms, e.g., filtered backprojection (FBP), are computationally efficient and produce accurate results if many artifact-free projections are available. Iterative algorithms, e.g., SIRT and Total-Variation minimization [5] , can produce more accurate reconstructions than direct methods by exploiting prior knowledge about the scanned object and the experimental setup, but typically have high computational costs.
In many applications of tomography, the acquired projection images are limited in one or more ways. Common data limitations include: (1) acquiring only a limited number of projection images; (2) having a significant amount of noise in the projection images; and (3) acquiring projections only for a limited angular range. Such limitations are often caused by unavoidable constraints of the experiment, such as a limit on the total X-ray dose that can be deposited on dose-sensitive objects [6] , time constraints when scanning a large number of objects [7] , or when the experimental setup blocks part of the imaging beam [8] . In problems with limited data, direct algorithms often produce reconstructions with insufficient quality for further analysis [9] . Iterative algorithms are typically able to produce more accurate results for limited data [9] , but their high computational costs can prohibit their application in practice [10] . Furthermore, the type of prior knowledge that is exploited by an iterative algorithm limits the type of objects the algorithm can be successfully applied to.
In recent years, machine learning algorithms have proved successful in many image processing problems, e.g., image classification [11] , semantic segmentation [12] , and image enhancement [13] . These algorithms are based on deep convolutional neural networks (CNNs) that successively convolve images using learned convolution parameters. The parameters are learned by presenting the network with a large number of input images and corresponding "ground truth" target images. Because of its success in other imaging fields, it is likely that machine learning algorithms can be used to improve tomographic reconstruction, and, in earlier work, multiple authors have shown promising results [14] [15] [16] [17] [18] [19] [20] [21] [22] . For non-standard tomographic acquisition schemes in which data from only a few rays can be detected, e.g., plasma tomography, CNNs can be used to directly compute reconstructed images from the acquired data [20] . For the more standard tomographic acquisition scheme described above, several other approaches have been proposed. One approach is to include machine learning in existing tomographic reconstruction algorithms, thereby improving reconstruction quality. In [14, 15] , filters of the popular direct FBP algorithm are learned by a machine learning algorithm, optimizing them for each experiment. The resulting algorithm is computationally efficient, but, because the underlying neural network is relatively shallow, the improvement in image quality is relatively small. In [23] , a deep neural network is included in an iterative reconstruction algorithm, allowing prior knowledge to be learned by the algorithm. Because the approach is based on an iterative algorithm, however, its computational costs are relatively high, making application to problems with real-world image sizes difficult.
Another approach is to use machine learning as a post-processing operation after reconstruction with a standard reconstruction algorithm. The advantage of this approach is that it is computationally efficient, widely applicable, and that existing software and hardware infrastructure can be used at experimental facilities to compute initial reconstructions. In many cases, encoder-decoder networks, a specific type of deep network of which U-Net is a popular example [12] , are used to process tomographic images. For example, in [19] , an encoder-decoder network is used to improve reconstructed images computed with direct algorithms for a single type of data limitation (a limited number of available projections), resulting in significant improvements in image quality. In [21] , an encoder-decoder network is used to pre-process noisy projection images to improve the image quality of the resulting reconstruction. The encoder-decoder network architecture, however, includes a large number of parameters that have to be learned (often several million), which increases the risk of overfitting [24] and requires a large amount of training images (often several thousand) to produce accurate results. Furthermore, encoder-decoder networks require many intermediate images to compute accurate output images, resulting in prohibitively high computer memory requirements when presented with the large image sizes that are common in tomographic imaging. Finally, the accuracy of encoder-decoder networks depends on several hyperparameters that are problem-dependent and difficult to choose a priori, requiring time-consuming trial-and-error approaches to find reasonable values for each problem.
Recently, a new neural network architecture was proposed, the Mixed-Scale Dense architecture [22] , which was designed to avoid the disadvantages of the encoder-decoder architecture given above. Specifically, Mixed-Scale Dense (MS-D) networks typically require significantly fewer trainable parameters and intermediate images than encoder-decoder networks to obtain accurate results, thereby reducing the amount of training images that are needed and enabling application to significantly larger images. Furthermore, MS-D networks are able to automatically adapt to new problems, removing the need to choose sensitive hyperparameters in time-consuming ways. These properties make the MS-D network architecture well suited for processing tomographic images, which are often relatively large and are used in a wide variety of application fields, with each application requiring the training of a new network. The goal of this paper is to present the application of MS-D networks for improving the image quality of large tomographic reconstruction images. Here, we show results for a wide variety of common data limitations, including a limited number of projections, a limited angular range, and a limited exposure time per projection. We compare results with popular tomographic reconstruction algorithms and machine learning approaches. This paper is structured as follows: in Section 2, the problem of tomographic reconstruction is defined and standard algorithm approaches are described. In addition, the encoder-decoder network architecture and MS-D network architecture are discussed. In Section 3, the experiments that were performed in this paper are discussed and results are shown comparing the proposed MS-D network with popular existing approaches. Finally, possibilities for future research are given in Section 4, along with some final remarks.
Materials and Methods

Problem Definition
In this paper, we focus on parallel-beam tomography problems, although the presented post-processing approach is applicable to other tomography geometries as well, such as cone-beam geometries. In parallel-beam geometries, the problem of reconstructing the 3D internal structure of the scanned object can be viewed as a collection of independent 2D reconstruction problems, which can be stacked to form a 3D image. In the following, we therefore focus on reconstructing and processing a single 2D image f : R 2 → R. The formation of a projection image P θ : R → R at angle θ ∈ R is given by the Radon transform:
where u ∈ R denotes the position on the detector and δ : R → R is the Dirac delta function. In practice, projection data are acquired only for a finite set of N θ projections and N d detector elements, and the scanned object is represented by a pixel grid of N × N pixels. In this case, the acquired projection data can be described by a vector y ∈ R N θ ×N d , the reconstructed image by a vector x ∈ R N×N , and the formation of the projection data by a linear system:
with element a ij ∈ R of A ∈ R N θ N d ×N 2 equal to the contribution of image pixel j to detector pixel i. The tomographic reconstruction problem is then to recover the unknown object x from the acquired projection data y.
Tomographic Reconstruction
As discussed above, popular tomographic reconstruction algorithms can be generally divided into two groups: direct algorithms and iterative algorithms. Direct algorithms are based on finding a continuous inversion formula of the continuous forward model (Equation (1)) and discrectizing the result. For parallel-beam geometries, the result of this approach is the popular Filtered Backprojection (FBP) algorithm [4] , which can be written as:
where C h is a 1D convolution operation that convolves each detector row in y with a filter h ∈ R N d . Typically, a fixed standard filter is used for each reconstruction, which can include additional low-pass filtering to reduce noise in the reconstructed image [25] . Recently, it was shown that more accurate results can be obtained when optimizing the used filter for each reconstruction, for example by using machine learning algorithms to learn accurate filters [14] . The advantage of direct algorithms is that they are usually computationally efficient, and produce accurate results when a large number of high-quality projection images are available. However, when presented with limited data, e.g., a limited number of projections, reconstruction images computed by direct algorithms often have insufficient image quality for the required analyses [9] . In these cases, iterative algorithms tend to produce more accurate results. Iterative reconstruction algorithms are based on iteratively solving the discrete linear system given in Equation (2) . A popular class of algorithms tries to find images that minimize the 2 -norm of the residual error, i.e., the difference between the acquired data and simulated projections of the reconstruction image, and an additional term g : R N×N → R that penalizes images that do not fit with the chosen prior knowledge about the scanned object. The solution of such regularized iterative algorithms can be written as:
where λ ∈ R controls the relative weighting between the residual error and the prior knowledge penalty. Note that similar regularization is also used in machine learning to improve the generalization of trained networks [26] . A popular choice of g(x) is Total-Variation Minimization (TV-MIN) [5] , i.e., g(x) = ∇x 1 with ∇ a discrete gradient operation. If the scanned object obeys the requirements of the chosen penalty function g(x), iterative reconstruction algorithms can produce significantly more accurate results than direct methods when reconstructing from limited data [9] . One of the main disadvantages of iterative algorithms, however, is their high computational costs, which can make it difficult to apply them in practice to real-world tomographic data. Furthermore, the correct value for the weighting parameter λ is highly problem-dependent and difficult to find a priori, requiring time-consuming trial-and-error approaches to determine. Finally, the chosen penalty function limits the type of objects that can be accurately reconstructed to those that obey that penalty function. As a result, direct algorithms are still the most popular reconstruction algorithms in many fields [27] .
Deep Neural Networks for Improving Reconstructed Images
A recently proposed alternative to obtain accurate reconstructions from limited data is to use machine learning algorithms to improve reconstruction images computed by direct algorithms. Formally, we can define such approaches as:
where ML : R N×N → R N×N represents the chosen machine learning algorithm that takes an FBP reconstruction and produces an improved reconstruction image. Here, we focus on Deep Convolutional Neural Networks (CNNs), which are a class of machine learning algorithms that have proved successful for analyzing and improving image data. CNNs work by processing images in successive layers, with each layer consisting of multiple images. The images of each layer are computed by convolving the images of the previous layer with learned filters, and applying a non-linear activation function to each pixel of the resulting image. Formally, we can describe image j in layer i of the network by z j i ∈ R N×N and the number of images in layer i by n i . We can then write the computation of z j i in a typical CNN as:
where H q ijk is a 2D convolution with a learned 3 × 3 pixel filter q ijk ∈ R 3×3 , b ij ∈ R is a learned bias of each layer image, and σ : R N×N → R N×N is a non-linear pixel-wise activation function, e.g., the ReLU function [28] . The first layer of the network consists of the input image to the network, and in the final layer the output image of the network is computed, for which a different activation function σ o is often used. In the rest of this paper, we use the identity function as the final activation function (σ o (z) = z) and the ReLU function for all other layers. To find values for the trainable parameters q ijk and b ij such that the CNN performs the task that is required, supervised learning can be used. In supervised learning, a large set of training image pairs are used, each consisting of an input image and a corresponding target image that should represent what the network output should be for that input image. After randomly initializing the network parameters, the training images are used to iteratively minimize a chosen objective function that measures the difference between the network output and target images. Many previous attempts (e.g., [19, 21] ) to apply CNNs to tomographic images have used an encoder-decoder network architecture [12] . In addition to the standard convolutional operations described in Equation (6), encoder-decoder networks introduce three additional operations between layers: (1) downscaling, in which the images of the previous layer are reduced in size with a fixed downscaling operation; (2) upscaling, in which the images of the previous layer are increased in size with a learned upscaling operation; and (3) skip connections, which allow deep layers to use early layers as input. Typically, images are incrementally scaled down in the first half of the network layers, the encoder part, and subsequently scaled up in the second half of the layers, the decoder part. In Figure 1 , a schematic of a typical encoder-decoder network is shown.
Although encoder-decoder networks are often able to produce accurate results in various fields, several problems prevent a wide application in processing real-world tomographic images. First, even though encoder-decoder networks typically have fewer trainable parameters than CNNs that include fully connected layers [29] , they often still require a large number of trainable parameters (e.g., millions) to produce accurate results. As a result, to accurately train encoder-decoder networks, a large amount of training images are needed to prevent overfitting the network to the training data [22, 24] . Second, encoder-decoder networks often require a large number of intermediate images (e.g., hundreds) to produce accurate results as well. Because of the large amount of required intermediate images, encoder-decoder networks require a large amount of computer memory, which can prohibit their application to tomographic images that often contain several million pixels. Finally, before applying an encoder-decoder network to a certain problem, several hyperparameters have to be chosen: how many downscaling and upscaling operations to use, how many images to use in each layer, and between which layers to add skip connections. These choices have a significant effect on the accuracy of the resulting network and are highly problem-dependent [22] , and it is difficult to pick reasonable parameter values a priori and know which specific hyperparameter to change to improve results. As a result, a separate time-consuming trail-and-error search is required to find good values for each new application, making it difficult to apply these networks to tomographic problems in practice. 
Mixed-Scale Dense Convolutional Neural Networks
In recent work [22] , a new type of neural network, the Mixed-Scale Dense neural network (MS-D network), was proposed to avoid the disadvantages of encoder-decoder networks. To explain MS-D networks, we first make two observations about encoder-decoder networks: (1) if a useful image feature is found in a certain layer, it has to be copied to deeper layers in order to be used, wasting operations and intermediate images; and (2) by having the encoder part before the decoder part, it is impossible for information learned by the decoder part to be used by the encoder part. In MS-D networks, all layers are densely connected: to compute an image of a certain layer, all previous layer images are used as input instead of only those of the previous layer as in standard CNNs. These dense connections prevent networks from having to copy useful features throughout the network, allowing MS-D networks to achieve accurate results with fewer intermediate images and trainable parameters than encoder-decoder networks. Because of the dense connections, we can choose to have each layer contain only a single image, increasing network depth without increasing the number of intermediate images. In addition, MS-D networks do not include any downscaling or upscaling operations, but use dilated convolutions [30] for capturing image features at various scales instead. By assigning a specific dilation d i ∈ Z + to each layer, each layer captures features at a certain image scale. If these scales are mixed within the network by choosing certain dilation distributions, we effectively mix the encoder and decoder parts within the network, allowing information from each to be used by the other. Formally, we can describe the computation of the image of layer i, m i ∈ R N×N , as:
where
is a dilated convolution operation with dilation d i and learned 3 × 3 pixel filter q ik ∈ R 3×3 , and b i ∈ R is the learned bias of layer i. In Figure 2 , a schematic of a MS-D network with eight layers is shown. Compared with encoder-decoder networks, MS-D networks have several advantages. First, MS-D networks can produce accurate results with relatively few intermediate images and trainable parameters, enabling application to large images and effective training with relatively small training sets. Second, although a set of dilations d i have to be chosen in advance, the network can learn which combinations of dilations to use during training, automatically adapting the network to each specific problem. As a result, the same hyperparameters can be used for a wide variety of problems, removing the need to perform a time-consuming trial-and-error search for hyperparameter values. Finally, all layers of an MS-D network are computed in the same way using the same set of standard machine learning operations, making MS-D networks easy to implement, train, and use in practice. These advantages make MS-D networks especially well suited for use in tomography, in which large images from a wide variety of application fields have to processed, and where it is difficult to acquire large sets of training images. For a more detailed explanation of the MS-D network architecture, verification of the above statements, and examples of other applications of MS-D networks, we refer to [22] .
Results and Discussion
Setup
To investigate the performance of the Mixed-Scale Dense convolutional neural network architecture for improving reconstructed images of tomographic data with various types of limitations, we implemented the architecture in Python, using PyCUDA [31] to accelerate computationally costly operations by running them on Graphic Programming Units (GPUs). This implementation is similar to the one presented in [22] , and has similar computational costs (shown in Figure S5 of [22] ). As an example, processing a reconstructed image of 1024 × 1024 pixels with a 100-layer MS-D network takes around 200 ms with an NVidia GTX 1080 GPU (NVidia, Santa Clara, CA, USA). Since MS-D networks are able to automatically adapt to each problem, we are able to use the same network hyperparameters in all experiments: each network is 100 layers deep (excluding the input and output layer), and we use equally distributed dilations d i ∈ [1, 10] by setting the dilation of layer i to d i = 1 + (i mod 10). The resulting MS-D network has around 46 thousand trainable parameters, which are initialized in the same way as described in [22] . Networks are trained using the ADAM algorithm [32] with a batch size of a single 2D image, i.e., each batch consists of 1024 2 training pixels if N = 1024. The algorithm minimizes the 2 -norm between the network output and target images of the training set. An independent set of image pairs is used as a validation set to monitor network quality during training and provide a stopping criterion. In all experiments, the 2 -norm over the validation set, i.e., the validation error, is computed after every 100 gradient steps, and the training is stopped once no improvement to the validation error is found for 10,000 gradient steps. The network parameters that yielded the lowest validation error are saved as output of the training procedure. All computations were performed on either a workstation with a single NVidia GTX 1070 GPU (NVidia, Santa Clara, CA, USA) running CUDA 9.2 or a server with four NVidia GTX 1080 GPUs running CUDA 9.1.
Simulations
First, we studied the performance of the proposed MS-D network approach using simulated tomographic data to systematically study a wide variety of data limitations. We used two different types of randomly generated 3D objects: foam phantoms and rock phantoms. To generate a foam phantom, 100,000 randomly-placed non-overlapping spheres with varying sizes were removed from a cylinder of a single material. The resulting object, shown in Figure 3 , is similar to real-world foams, which are typically difficult to accurately reconstruct from limited data. To generate a rock phantom, 5000 randomly-placed non-overlapping tetrahedrons with varying sizes were placed inside a cube of a single material, and each tetrahedron was randomly assigned one of four materials. An example of a rock phantom is shown in Figure 3 . Three different objects were generated for both phantom types by choosing different random seeds. For each type, one object was strictly used for producing the training set, one object was strictly used for producing the validation set, and the final object was used as an independent test object. Tomographic projections of the objects were simulated using the ASTRA toolbox [33] . Each computed projection image consists of 1024 × 1024 pixels, and was generated by discretizing the phantom object on a 4096 × 4096 × 4096 pixel grid, simulating projections on a 4096 × 4096 pixel detector, and downsampling each projection to a 1024 × 1024 pixel grid by averaging over 4 × 4 pixel blocks. Reconstructions were computed on a 1024 × 1024 × 1024 pixel grid, from which individual 2D slices were used as input to the MS-D networks. In the following, we compare results of MS-D networks with results generated by popular tomographic reconstruction algorithms: the Filtered Backprojection algorithm (FBP) with a hann filter [4] , the Simultaneous Iterative Reconstruction Technique (SIRT) [4] , the SIRT algorithm with additional box constraints (i.e., pixel values are constraint between the minimum and maximum pixel values of the phantom), and Total Variation Minimization (TV-MIN) using the FISTA algorithm [5] . For each algorithm, we compare the algorithm output image with the FBP-hann reconstruction from 1024 noise-free projection images for the middle slice of the test object, and report two error metrics: the structural similarity index (SSIM) [34] and the root-mean-square error (RMSE). In the case of the SIRT reconstructions, we report results for the number of SIRT iterations that resulted in the smallest RMSE value, with a maximum of 2000 iterations. Similarly, for each TV-MIN reconstruction, we report results for the λ parameter (i.e., strength of the total variation term) and number of iterations that resulted in the smallest RMSE value, with a maximum of 500 iterations, and using the Nelder-Mead method to find the optimal λ value.
Limited Number of Projections
First, we investigated the performance of the MS-D network when only a limited number of projections are available. In each case, we trained an MS-D network to improve FBP-hann reconstructions from a limited number of noise-free projections over 180 • , using FBP-hann reconstructions from 1024 noise-free projections over 180 • as target images during training. In Figure 4 , the RMSE and SSIM metrics are shown as a function of the number of available projections. For both phantom types, the MS-D networks produce images with significantly better error metrics compared with popular tomographic reconstruction algorithms, including Total-Variation minimization, an advanced regularized iterative algorithm. Compared with the FBP algorithm, post-processing images by using MS-D networks is able to reduce the number of projections eight-fold without a significant decline in error metric values. In Figure 5 , reconstructed images of the middle slice of the foam test object are shown for 8, 16, 32, 64, and 128 projections. Note that, even with a highly limited number of projections, the MS-D network is able to reproduce the general shape of the scanned object, while traditional algorithms tend to produce blurry or streaky images that are not suitable for further analysis. In Figure A1 , similar images for the rock test object are given, showing similar results. 
Limited Exposure Time
Here, we investigated the performance of the MS-D network when the available projection data contains noise. In each case, we trained an MS-D network to improve FBP-hann reconstructions from 1024 noisy projections over 180 • , using FBP-hann reconstructions from 1024 noise-free projections over 180 • as target images during training. To generate noisy projections, Poisson noise was applied to the noise-free projections, with a parameter I 0 controlling the amount of noise, and a parameter γ controlling the amount of radiation absorbed by the sample. Specifically, the Poisson noise was applied in the following way: first, the noise-free projections were transformed to virtual photon counts using the Beer-Lambert law, with the background photon count set to I 0 . For each detector pixel, a new photon count was sampled from a Poisson distribution with the original photon count as the expected value. Finally, the resulting noisy photon counts were transformed back to noisy line integrals of the phantom.
We considered three cases for the γ parameter: one case in which the sample is highly absorbing (absorbing, on average, 97.5% of the incoming photons), one case in which the sample is low absorbing (absorbing, on average, 2.5% of the incoming photons), and one intermediate case (absorbing, on average, 50% of the incoming photons). In low absorbing samples, the applied Poisson noise is similar to Gaussian noise, while, in highly absorbing samples, non-linear effects are more pronounced. For each case and phantom type, we empirically chose a range of I 0 values that exhibited interesting results. The RMSE and SSIM metrics are given in Figure 6 , showing similar results to Figure 4 . In all cases, the MS-D networks are able to produce images with significantly better error metrics compared with traditional algorithms, especially for highly absorbing samples. Reconstructed images of the foam phantom are given for a few selected cases in Figure 7 , showing that the MS-D network is able to produce accurate results, even from highly noisy data. Reconstructed images of the rock phantom are given in Figure A2 . 
Limited Angular Range
Here, we investigated the performance of the MS-D network when projections are only available for a limited angular range (i.e., less than 180 • ). In each case, we trained an MS-D network to improve FBP-hann reconstructions from 256 noise-free projections over a limited angular range, using FBP-hann reconstructions from 1024 noise-free projections over 180 • as target images during training. In Figure 8 , the RMSE and SSIM metrics are shown as a function of the angular range of projections. Again, for both phantom types, the MS-D networks produce images with significantly better error metrics compared with popular tomographic reconstruction algorithms. In Figure 9 , reconstructed images of the middle slices of both test objects are shown for a few selected angular ranges. Note that, even with a highly limited angular range, the MS-D network is able to reproduce the scanned object relatively well, while traditional algorithms tend to produce strong so-called missing wedge artifacts. 
Quality of Training Images
In previous sections, we have assumed that high-quality images (i.e., FBP reconstructions using 1024 noise-free projections over 180 • ) are available for training the MS-D networks. In practice, however, high-quality images to be used for training are likely to themselves contain some artifacts as well. In this section, we investigate the effect of the quality of the target images on the quality of the network outputs after training. We show the results of training networks to improve reconstructions from 32 projections (the middle column of Figure 5 ), using FBP reconstructions from 1024 noisy projections as target images. Specifically, we used data of the 2.5% absorption case of Section 3.2.2, of which reconstructions are shown in Figure 7 , and varied the amount of noise to investigate the effect of the amount of noise in the target images on the quality of the network outputs. Results are shown in Figure 10 . Note that, even with large amounts of noise in the target images, the MS-D network is still able to produce images that are similar to those obtained when training with noise-free target images. This suggests that, in practice, noise in the high-quality reconstructions is not likely to be an issue. 
Comparison with Other Networks
In this section, we compare results of the proposed MS-D network with other popular approaches for applying machine learning to tomographic images: the NN-FBP algorithm [14] , and the FBPConvNet network [19] . In both cases, we used code provided by the authors, which for the FBPConvNet network consisted of an implementation in TensorFlow [35] . Furthermore, we used a similar training approach as in previous sections to train the different networks. In Figure 11 , results are shown for improving reconstructions from 32 noise-free projections, for MS-D networks and the NN-FBP algorithm. Even though the NN-FBP reconstructions are more accurate than the FBP reconstructions, the MS-D network output is significantly more accurate than both. A possible reason for this is that the neural network underlying the NN-FBP algorithm only consists of a single layer, which prevents it from learning highly non-linear features.
For the FBPConvNet results, we downscaled all input and target images to 512 × 512 pixels for both FBPConvNet and MS-D networks, to make the comparison as fair as possible to FBPConvNet, which was designed for processing images of that size. The hyperparameters for FBPConvNet, e.g., depth and number of scaling operations, were chosen to be identical to those presented in [19] , resulting in a network with around 31 million parameters that have to be learned, while the MS-D network has around 46 thousand learnable parameters. Using an NVidia GTX 1070 GPU, processing a single 512 × 512 pixel image with the FBPConvNet network takes around 114 ms, and processing a single image with the MS-D network takes around 66 ms. We compare results for various data limitations: reconstructing with data from 16 projections, from 256 projections over 45 • range, from 1024 noisy projections (with 2.5% absorption and I 0 = 100), and from 32 projections with noisy targets during training (1024 projections with 50% absorption and I 0 = 10 for foam phantoms and I 0 = 100 for rock phantoms). RMSE and SSIM metrics of the middle slice of the test object are given in Table 1 . The results show that, in some cases, the FBPConvNet network and MS-D network produce images with similar error metrics. In other cases, however, the MS-D network is able to produce images with significantly better error metrics than the FBPConvNet network, especially when noisy projections are involved. This suggests that the FBPConvNet networks have a higher risk of overfitting to the training set due to their large amount of trainable parameters, which was also observed in [22] . Even in cases where FBPConvNet networks produce equivalent results to MS-D networks, the FBPConvNet networks require significantly larger amounts of computer memory, which can prohibit their use in practice. In Figure 12 , the amount of computer memory required to store all intermediate images is shown as a function of the input image size for both FBPConvNet networks and MS-D networks. These results show that, for typical image sizes in tomography, FBPConvNet networks can be difficult to fit in GPU memory, making practical and efficient implementation difficult. [19] and a MS-D network with 100 layers [22] as a function of the size of the input image, shown with the maximum usable memory of several NVidia GPUs that are popular for machine learning. Note that, in practice, training these networks typically requires a multiple of the given memory, further limiting the size of images that can be successfully trained. 
Experimental Data
As a final test, we applied the proposed MS-D network to a real-world experimental dataset. We used the fatigue-corrosion data sets from TomoBank [36] , which were acquired at the Advanced Photon Source synchrotron at Argonne National Laboratory. To acquire this data, Peak-aged Al 7075 samples were corrosion-pitted by soaking in exposed 3.5 wt. % NaCl solution for fifteen days (360 h). The samples were fatigue tested in situ in solution using synchrotron X-ray tomography to analyze the fatigue crack initiation and growth characteristics. 25 tomographic scans were acquired after increasing amounts of fatigue cycles from 750 to 14,346. In each scan, 1500 projections were acquired with a 2160 × 2560 pixel detector. The acquired data was processed with the TomoPy software package [37] and reconstructed using the gridrec algorithm [38] , which is a computationally efficient approximation of the FBP algorithm, resulting in 2160 2D slices of 2560 × 2560 pixels per scan. For training, we used reconstructions of two tomographic scans, one after few fatigue cycles (750) and one after many fatigue cycles (14,300), using reconstructions from 150 projections over 180 • as network inputs, and reconstructions from 1500 projections over 180 • as training targets. To produce a validation set, 100 slices out of the 4320 available slices were randomly selected and removed from the training set. In Figure 13 results are shown for the middle slice of a tomographic scan after an intermediate amount of fatigue cycles (8500). Note that the standard gridrec reconstruction from 150 projections contains severe noise which prohibits further analysis. On the other hand, the MS-D network is able to produce a reconstructed image from 150 projections that has an equivalent quality to a standard reconstruction from 1500 projections. In other words, during the experiment, the intermediate scans could have been acquired with 10 times fewer projections, reducing acquisition time and X-ray dose, without a significant loss in reconstruction quality. In fact, the noise in the MS-D network output is less severe than the noise in the gridrec reconstruction from 1500 projections, which is also observed in Section 3.2.4. 
Conclusions
In this paper, we present the application of the Mixed-Scale Dense neural network architecture [22] to improving tomographic reconstructions from limited data. Various types of data limitations were investigated, including a low number of projections and a limited angular range. The proposed approach is computationally efficient, achieves accurate results even with severely limited data, and can be applied to the large images that are common to tomographic imaging. Compared with existing tomographic reconstruction algorithms, MS-D networks produce more accurate reconstruction images than both direct and iterative algorithms, and are significantly faster at producing them than iterative algorithms. Compared with existing machine learning approaches based on encoder-decoder networks, the MS-D network architecture requires fewer trainable parameters, leading to more accurate results for several types of limited data. Furthermore, MS-D networks required fewer intermediate images, enabling the processing of significantly larger images. Finally, MS-D networks are able to automatically adapt to different problems, allowing the same network to be successfully applied to widely different data limitations and object types.
In the experiments for this paper, we only show results for parallel-beam tomographic data. However, since the approach is based on post-processing reconstructed images, it can be directly applied to reconstructions from other geometries, e.g., cone-beam tomography. How well the MS-D network architecture performs in such cases is subject to further research. In addition, the proposed approach uses a 2D neural network to improve 2D reconstructed slices. A full 3D network that improves entire 3D reconstruction volumes can be expected to further improve reconstruction quality by enabling capturing 3D object features. To achieve this goal, new 3D networks have to be developed that can efficiently process the large 3D images that are produced by tomographic scanners. On the other hand, the results of this paper show that, with 2D Mixed-Scale Dense convolutional neural networks, a significant improvement over existing methods can be achieved. 
