In this paper we characterize the matrices A with the following property: for each ε > 0 there exists k ∈ N such that A k − I < ε for a given matrix norm. This characterization is applied to the theory of unitary, hermitian nonnegative, positive and stochastic matrices.
Introduction
Given a matrix A ∈ C On the other hand, projectors (A 2 = A) have been widely studied and applied in many areas (for example statistics [5] ), tripotent matrices (A 3 = A) have been studied (for example, see [1] ) and this class of matrices arises in the theory of generalized inverses (see [2] 
where Ω k is the set of the k th roots of 1. Note that (1) implies that {A
is a finite set.
In this paper we deal with a certain group of matrices satisfying a wider condition:
Since in a finite dimensional normed space all norms are equivalent, it is easy to see that if a matrix A satisfies property ( ) for a certain matrix norm, then A satisfies ( ) for all matrix norms. In topological terms, property ( ) is equivalent to saying that I ∈ cl({A k : k ≥ 1}), where cl(S) denotes the closure of the set S.
The set of matrices satisfyng ( ) is strictly wider than the set of matrices satisfying (1). Let φ ∈ R such that φ/2π / ∈ Q, it is easy to see that A :=
, . . . } is not a finite subset of C, then the following classical theorem 2 of Kronecker assures that A is dense in {z ∈ C : |z| = 1}, so 1 ∈ cl(A), hence
, · · · } is either finite or dense in {z ∈ C : |z| = 1}.
We denote by S C the unit circle in C, i.e. S C := {z ∈ C : |z| = 1}. We shall 
This paper is organized as follows: In section 2 we give a characterization of the property ( ) by means of a similar condition to (1) . In section 3 we apply the aforesaid characterization to unitary, hermitian, positive, nonnegative, and stochastic matrices.
Main result
The next result characterizes matrices satisfying property ( ) by means of the spectral theory. . Let λ i be the eigenvalue of the Jordan block J i . We define the following matrix norm on
Hence, J k n − I 1 < 1/n holds for every n ∈ N. Suppose that there exists J i an r × r Jordan block with r > 1. By applying equation (2) for
The first limit implies
which is a contradiction. So, all Jordan blocks are 1 × 1. Hence J is diagonal and A is diagonalizable. Now we shall prove that σ(A) ⊂ S C . Following a similar argument as before,
folllowing cases may occur:
(1) {k n : n ≥ 1} is a finite subset of N. This implies that the set {λ
is finite. Since lim n→∞ λ kn = 1, there exists n 0 ∈ N such that λ kn = 1 for all n ≥ n 0 , and hence |λ| = 1.
(2) {k n : n ≥ 1} is not a finite subset of N. There exists a subsequence of
Conversely, suppose that A is diagonalizable and σ(A) ⊂ S C . Pick any ε > 0. Since A is diagonalizable, there exist S a nonsingular matrix and
. Define the following matrix norm in
We shall prove the following claim: "If p is any polynomial then Ap(A) = p(A) ". In fact,
By iterating the claim, we get A If we slightly modify the argument of Theorem 1 we get the following result. From the second limit we obtain λ i = 0 and from the first lim n→∞ λ
Since k n ≥ 1 we obtain 
Similarly as in the proof of Theorem 1, we deduce that there exist p, q ∈ N
Analogously we get A 
Postmultiplying by G i with 1 ≤ i ≤ n, we get 
Hence there exists µ i := lim n→∞ λ PROOF. Matrices B and C commute: in fact, by Theorem 4, we can write
Conversely, assume that there exists (k
By the spectral Theorem, B is diagonalizable and it is evident that BC = ). 2
Corollary 7 If U is unitary then U satisfies property ( ).
PROOF. It is sufficient to recall that every unitary matrix is diagonalizable, its spectrum is contained in S C and finally apply Theorem 1. 2
9
The next corollaries describe the intersection of the set of matrices satisfyng ( ) (or ( )) with the set of hermitian (or skew-hermitian) matrices:
Corollary 8 If we modify the argument, we can extend the previous corollary to the class of matrices that satisfies the property ( ) defined after Theorem 1. Recall that a matrix A ∈ C n×n is said to be reducible when there exists a permutation matrix P such that
, where X and Z are both square.
Otherwise A is said to be an irreducible matrix.
For the next corollary we need the following result (see [3, Th. 8.4 .6]). 
