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Resumen— Los aceleradores gra´ficos (GPUs) se han
convertido en procesadores de propo´sito general muy
populares para el co´mputo de aplicaciones que presen-
tan un gran paralelismo de datos. Su modelo de eje-
cucio´n SIMT (Single Instruction - Multiple Thread) y
su jerarqu´ıa de memoria son piezas clave en la alta efi-
ciencia de estas arquitecturas, que permiten el manejo
de cientos o miles de hilos de ejecucio´n. La jerarqu´ıa
de memoria esta´ dividida en dos espacios direcciona-
bles: Una memoria local, pequen˜a, ra´pida y visible por
un subconjunto de los hilos en ejecucio´n; y una me-
moria global, mayor, ma´s lenta y visible por todos los
hilos. Sin embargo, el modelo de programacio´n SIMT
no es eficiente cuando hay que sincronizar este des-
bordante nu´mero de hilos para garantizar exclusio´n
mu´tua en una seccio´n cr´ıtica. Utilizar ato´micos para
implementar cerrojos es problema´tico e ineficiente en
este tipo de modelo de programacio´n.
La memoria transaccional (TM) ha sido propuesta
como una alternativa ma´s fiable y eficiente que los ce-
rrojos para esta sincronizacio´n. Con TM, se permite el
acceso especulativo a la seccio´n cr´ıtica, registrando los
accesos a memoria, deshaciendo los cambios de aque-
llos hilos que han tenido un conflicto y reiniciando su
ejecucio´n. En este trabajo presentamos una solucio´n
TM hardware que sincroniza aquellos hilos de ejecu-
cio´n que comparten la memoria local. En las pruebas
realizadas, el uso de TM permite conseguir acelera-
ciones superiores a las soluciones basadas en cerrojos
de grano grueso, asA˜ como igualar a aquellas basadas
en cerrojos de grano fino, pero con un menor esfuerzo
de programacio´n.
Palabras clave— Arquitecturas GPU, Memoria
Transaccional Hardware
I. Introduccio´n
Los procesadores gra´ficos (GPUs) han sido adopta-
dos como aceleradores muy populares en aplicaciones
que presentan un gran paralelismo de datos gracias a
su modelo de ejecucio´n Single Instruction - Multiple
Thread (SIMT), su jerarqu´ıa de memoria y la dispo-
nibilidad de cientos o miles de nu´cleos de ejecucio´n.
Tecnolog´ıas como CUDA [1] y OpenCL [2] permiten
el acceso a este hardware para el co´mputo de propo´si-
to general. En este paper utilizamos la nomenclatu-
ra de OpenCL. Una GPU esta´ compuesta de varios
nu´cleos SIMT llamados compute units (CU). Los hi-
los de ejecucio´n se denominan work-items y se agru-
pan en work-groups. Un programa a ejecutar se de-
nomina kernel, y esta´ compuesto por varios work-
groups. En nu´mero de work-groups y work-items es
definido por el programador. Un work-group es siem-
pre planificado a una misma CU, y una CU puede
ejecutar varios work-groups. Los recursos hardware
de la CU son repartidos esta´ticamente entre todos los
work-groups, propiciando cambios de contexto muy
ligeros. Dentro de la CU, los work-items de un mis-
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mo work-group son agrupados en wavefronts de ta-
man˜o fijo. Dentro de la CU, el wavefront es la unidad
planificable. Una CU posee dos espacios de memoria
direccionables por los work-items: memoria global y
memoria local. La memoria global es accedida por
todos los work-items que se encuentran en ejecucio´n.
Esta memoria, de gran taman˜o, tiene una gran laten-
cia (en parte aliviada por una jerarqu´ıa de caches no
coherentes) y se puede utilizar para comunicar work-
items de work-groups planificados en distintas CUs,
adema´s de ser la que comunica la GPU con la CPU
anfitrio´n. La memoria local tiene una latencia y ta-
man˜o menores. Existe un espacio de memoria local
en cada una de las CU. Los work-items de un work-
group planificado en una CU tienen acceso a esta
memoria de forma compartida. Debido a su baja la-
tencia, la memoria local es utilizada como scratchpad
por los work-items de un mismo work-group. Work-
items pertenecientes a diferentes work-groups planifi-
cados sobre la misma CU no comparten la memoria
local de forma lo´gica (esto es, no pueden utilizar-
la para comunicarse entre ellos), pero s´ı de forma
f´ısica. Adema´s de estos dos espacios direccionables,
cada work-item posee su propio espacio de memoria
privado, t´ıpicamente mapeado en registros.
En general, las aplicaciones paralelas con mu´ltiples
hilos de ejecucio´n deben utilizar mecanismo expl´ıci-
tos para la sincronizacio´n. Esta sincronizacio´n puede
deberse a la necesidad de establecer secciones cr´ıticas
en las que la exclusio´n mu´tua este´ garantizada. Sin
embargo, en el modelo de ejecucio´n SIMT esto su-
pone un reto mayor que en otras arquitecturas. Una
solucio´n t´ıpica es serializar la ejecucio´n. En este ca-
so, so´lo un hilo ejecuta la seccio´n cr´ıtica de forma
secuencial, limitando el paralelismo de la aplicacio´n.
Otra solucio´n consiste en delegar la ejecucio´n de la
seccio´n cr´ıtica a la CPU anfitrio´n. Sin embargo, si los
datos protegidos por la seccio´n cr´ıtica se encuentran
en memoria local, habr´ıa que copiarlos a memoria
global, y luego al espacio direccionable por la CPU,
lo que requiere una gran cantidad de ciclos de re-
loj. Otra posible solucio´n consiste en implementar un
mecanismo de sincronizacio´n basado en cerrojos uti-
lizando operaciones ato´micas. Implementar cerrojos
de grano grueso es una solucio´n fa´cilmente adoptable
por los programadores. Sin embargo, el acceso a la
seccio´n cr´ıtica se hace en serie, perjudicando el ren-
dimiento. Los cerrojos de grano fino, a priori, pueden
ser una solucio´n ma´s eficiente. Sin embargo, es ma´s
dif´ıcil de implementar y propenso a deadlocks y live-
locks.
La memoria transaccional (TM) [3], [4] se ha pro-
puesto como una alternativa prometedora al uso de
cerrojos. El concepto de transaccio´n se propone co-
mo complemento a la seccio´n cr´ıtica. Al igual que
una seccio´n cr´ıtica, una transaccio´n ejecutada por un
hilo de ejecucio´n debe garantizar exclusio´n mu´tua.
Sin embargo, se permite el acceso concurrente a la
transaccio´n de forma especulativa por parte de to-
dos los hilos de ejecucio´n. Para garantizar exclusio´n
mu´tua, todos los accesos a memoria deben ser mo-
nitorizados en busca de conflictos con otros hilos de
ejecucio´n. Las transacciones que encuentran un con-
flicto deben deshacer los posibles cambios especulati-
vos en memoria y reiniciar su ejecucio´n. Las que fina-
lizan sin conflicto, pueden hacer definitivos sus cam-
bios en memoria y continuar la ejecucio´n. Existen
diversas soluciones TM en arquitecturas CPU [11].
En las arquitecturas GPU esta´n empezando a apare-
cer los primeros trabajos de TM, tanto software [5],
[6], [7] como hardware [8], [9].
Dado que las CPUs actuales comienzan a tener
soporte TM por hardware, extender este soporte a
GPUs es un campo de trabajo importante y con gran
impacto. Los actuales trabajos de investigacion en
TM por hardware para arquitecturas GPU [8], [9]
u´nicamente consideran el espacio de memoria global.
Adema´s, estas propuestas requieren cambios signifi-
cativos en el hardware y organizacio´n de la GPU,
motivos por los que los fabricantes pueden estar me-
nos motivados para su implantacio´n. Adema´s, el es-
pacio de memoria local no ha sido tenido en con-
sideracio´n. Este espacio de memoria es importante
para los programadores, puesto que es utilizado pa-
ra mejorar de forma significativa el rendimiento de
sus aplicaciones. Por estos motivos, queremos dar un
soporte TM hardware en GPU que sea ligero, efi-
ciente, y que cubra todos los espacios de memoria
direccionables. As´ımismo, nuestra propuesta es im-
plementada de forma incremental: en una primera
etapa damos soporte TM hardware a los work-items
de un mismo work-group que comparten la memoria
local, mientras que en una segunda etapa extende-
mos esta implementacio´n para dar soporte a todos
los work-items de la GPU que se comunican median-
te la memoria global.
Este art´ıculo presenta una propuesta de TM hard-
ware ligero y efectivo que permite definir transaccio-
nes que operan sobre la memoria local compartida
por los work-items de un mismo work-group en una
arquitectura GPU.
II. Antecedentes
Una GPU puede ser vista como un conjunto de
compute units (CU) que comparten un espacio de
memoria global. Estas CUs son unidades de co´mpu-
to muy vectorizadas en las que el flujo de control se
realiza mediante te´cnicas de predicacio´n [13]. Cada
CU contiene diversas unidades funcionales: unidades
vectoriales, escalares, de salto, una interfaz a memo-
ria global y una local data share (LDS) que provee
de memoria local a los work-groups planificados en
dicha CU. Los registros dentro de esta CU se encuen-
tran alojados en las unidades vectoriales y escalares.
Los registros vectoriales son utilizados, normalmente,
para el co´mputo de propo´sito general y son privados a
cada work-item. Los registros escalares son comparti-
dos por todos los work-items de un mismo wavefront
y almacenan informacio´n comu´n para ellos: ı´ndices
de bucles, identificadores de work-group, ma´scaras
de ejecucio´n para la predicacio´n, etce´tera. Normal-
mente es el compilador el que decide utilizar estos
registros escalares en lugar de los vectoriales como
una optimizacio´n en el uso de recursos. Tanto los re-
gistros, como los recursos en la LDS y las unidades
vectoriales, son divididos esta´ticamente al principio
del co´mputo. De esta forma se minimiza el coste de
un cambio de contexto. La unidad LDS, encargada
de manejar el acceso a memoria local, esta´ compues-
ta por multiples bancos de memoria que proporcio-
nan un gran ancho de banda. Cuando los work-items
de un wavefront son planificados para acceder a la
LDS, se detectan conflictos de banco y, en caso de
existirlos, se serializa el acceso. De esta forma, en un
instante dado, un banco de memoria local so´lo da
servicio a un work-item en concreto.
En este art´ıculo realizamos una propuesta de TM
hardware, por lo que se ha utilizado un simulador
para implementar y evaluar los cambios necesarios
en el hardware de las GPU existentes. En este ca-
so, hemos escogido Multi2sim 4.2 [12]. Multi2sim es
un simulador de CPU y GPU que incluye modelos de
procesadores superescalares, multi-nu´cleo, y diversas
arquitecturas GPU. Proporciona un simulador fun-
cional, que ejecuta las instrucciones codificadas en un
binario de una arquitectura concreta, y un simulador
detallado, que proporciona la simulacio´n de un pipe-
line completo dando como resultado una simulacio´n
a nivel de ciclo.
De entre las familias de GPU proporcionadas por
el entorno de simulacio´n se ha escogido la Southern
Islands de AMD. Esta GPU proporciona una LDS de
64kb dividido en 32 bancos, de los cuales un work-
group solamente puede direccionar 32kb. Cada work-
group se divide en wavefronts de 64 work-items. Ca-
da wavefront es planificado a una de las 4 unidades
vectoriales disponibles, lo que proporciona soporte
para un total de 4 wavefronts de 64 work-items cada
uno (esto es, 256 work-items por work-group). Los
wavefronts son las unidades planificadas dentro de
la CU, y su planificacio´n se hace de forma rotati-
va siguiendo una estrategia round-robin. Dentro de
un wavefront, el control de flujo se realiza mediante
predicacio´n utilizando 2 ma´scaras de bits, ambas de
64 bit: EXEC y VCC. EXEC indica que´ work-item
esta´ activo (bit a 1) o inactivo (bit a 0) dentro de
un wavefront. VCC se actualiza en las operaciones
aritme´ticas y de comparacio´n e indica si el resultado
ha sido 0. Su funcionamiento es el de un flag Z vecto-
rizado. Los compiladores utilizan estas dos ma´scaras
para implementar condicionales, saltos y bucles. Es-
tas ma´scaras, comunes para todo un wavefront, se
mapean en registros escalares.
III. TM hardware en Memoria Local
En esta seccio´n presentamos un TM hardware que
proporciona soporte para transacciones que sincro-
nizan work-items de un mismo work-group utilizan-
do para ello la memoria local. Habitualmente, el so-
porte TM en hardware requiere cambios significati-
vos al hardware (introducir nuevas unidades funcio-
nales), gran cantidad recursos de memoria para al-
macenar valores especulativos y la implementacio´n
de una alternativa software que garantice el progre-
so. Esta propuesta trata de minimizar los recursos
hardware y de memoria necesarios, de forma que sea
una solucio´n fa´cilmente adoptable por los fabrican-
tes. Adema´s, proponemos un mecanismo de serializa-
cio´n por hardware que evite que los programadores
tengan que escribir una alternativa software a la so-
lucio´n TM hardware para garantizar el progreso.
Nuestra propuesta extiende el ISA de la arqui-
tectura con 2 nuevas instrucciones para marcar el
comienzo y final de la transaccio´n: TX Begin y
TX Commit. Estas instrucciones pueden ser utiliza-
das por los compiladores para proporcionar senten-
cias de ma´s alto nivel en lenguajes como OpenCL.
El caso de transacciones anidadas se ha dejado co-
mo trabajo futuro y a ser resuelto por el hardwa-
re y el compilador. Dentro de una transaccio´n, to-
das las operaciones sobre memoria local gestionadas
por la LDS son consideradas transaccionales (esto
es, no existen unas instrucciones de lectura y escri-
tura expl´ıcitas TX Read y TX Write). Cuando un
wavefront ejecuta la instruccio´n TX Begin, sus work-
items activos (es decir, los que tienen su bit co-
rrespondiente en EXEC puesto a 1) comienzan la
transaccio´n. El TM hardware propuesto sigue un es-
quema eager, por lo que, en cada acceso a memoria,
se ejecuta un algoritmo de deteccio´n de conflictos
y de gestio´n de versiones, y el modelo SIMT es in-
formado de los posibles conflictos para prevenir que
el work-item en conflicto continu´e su ejecucio´n. La
ejecucio´n de la instruccio´n TX Commit marca el fi-
nal de la transaccio´n para el wavefront. Si ningu´n
work-item de wavefront ha presentado conflictos, la
transaccio´n finaliza y la ejecucio´n continu´a por la
siguiente instruccio´n. En el caso de que algu´n work-
item presente un conflicto, la transaccio´n debe ser
reiniciada para dichos work-items saltando de nuevo
a la instruccio´n TX Begin. Aprovechamos el hecho
de que, en un instante dado, cada banco de LDS es
accedido u´nicamente por un work-item para imple-
mentar un mecanismo de deteccio´n de conflictos y
gestio´n de versiones por banco de memoria. La figu-
ra 1 muestra los cambios realizados en cada banco de
memoria local de la LDS para implementar la fun-
cionalidad propuesta. En los siguientes apartados se
explicara´n los cambios al modelo de ejecucio´n SIMT
necesarios para gestionar la transaccio´n, as´ı como los
mecanismos de deteccio´n de conflictos y gestio´n de
versiones.
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Fig. 1: Recursos hardware y de memoria propuestos
para dar soporte TM hardware en los bancos de me-
moria local.
A. Modificaciones al Modelo de Ejecucio´n SIMT
El modelo de ejecucio´n SIMT se basa en la existen-
cia de las ma´scaras EXEC y VCC. Cada wavefront
mantiene una copia privada de estas ma´scaras, que
tienen un bit por cada work-item en el wavefront. En
el caso de la arquitectura estudiada, estas ma´scaras
son de 64 bits y se alojan utilizando registros esca-
lares. La ma´scara EXEC indica que´ work-items den-
tro del wavefront esta´n activos, mientras que VCC
funciona como un flag Z, indicando el resultado de
las instrucciones aritme´ticas y de comparacio´n. Con
estas ma´scaras, los compiladores implementan bu-
cles, condiciones y saltos utilizando un mecanismo
de predicacio´n. Inicialmente, puede considerarse la
reutilizacio´n de estas ma´scaras para implementar los
mecanismos de control de flujo de una transaccio´n co-
mo, por ejemplo, desactivar los work-items que han
presentado un conflicto, o implementar los saltos co-
rrespondientes al reinicio de una transaccio´n. Sin em-
bargo, esto puede generar inconsistencias. Una ins-
truccio´n condicional tipo if-then modifica la ma´sca-
ra EXEC para dejar activos u´nicamente los work-
items que cumplen la condicio´n, restaurando su valor
tras la ejecucio´n del bloque condicional. Si la ma´sca-
ra EXEC fuese modificada para desactivar un work-
item que presenta un conflicto dentro del bloque con-
dicional, e´ste seria re-activado (erro´neamente) tras la
ejecucio´n de dicho bloque. Por este motivo, propone-
mos el uso de una nueva ma´scara Transaction Con-
flict Mask (TCM) por wavefront, mapeada en un re-
gistro escalar, que indique que´ work-item ha presen-
tado un conflicto en los accesos a memoria. La ma´sca-
ra TCM, de 64 bits, es inicializada a 0 por la instruc-
cio´n TX Begin. En un acceso a memoria, si se detecta
un conflicto, se pone a 1 el bit de TCM correspon-
diente al work-item que ha presentado el conflicto. Si,
al ejecutar la instruccio´n TX Commit, TCM esta´ a
0, significa que no ha habido ningu´n conflicto y, por
tanto, la transaccio´n se da por correcta y finalizada.
Un 1 en alguno de los bits indica un conflicto. En
este caso, la instruccio´n TX Commit copia TCM en
EXEC y provoca un salto a la instruccio´n TX Begin.
De esta forma, se reinicia la transaccio´n so´lo para
aquellos work-items que presentaron conflictos. Sin
embargo, esto requiere que EXEC sea salvaguarda-
do antes de ejecutar TX Begin por primera vez, y
restaurarlo tras salir de TX Commit sin ningu´n con-
flicto. Para ello, hemos reservado por hardware un
registro escalar, aunque tambie´n podr´ıa hacerse me-
diante software utilizando el compilador. Una impor-
tante ventaja de utilizar esta ma´scara TCM, comple-
tamente manipulada por hardware, es que los compi-
ladores y el programador no necesitan hacer ningu´n
cambio en la forma de implementar condicionales y
bucles. Los u´nicos cambios potencialmente necesarios
es promover el uso de registros vectoriales, privados
a los work-items, en lugar de los escalares, compar-
tidos por los work-items de un mismo wavefront. El
motivo es que, si indice de un bucle es mapeado en
uno de estos registros escalares y algunos work-items
del wavefront progresan mientras que otros presen-
tan conflictos, el valor que debe tomar este regis-
tro compartido puede quedar inconsistente. Por ello,
los compiladores deben omitir la optimizacio´n que
promociona el uso de registros escalares en lugar de
vectoriales para bloques de co´digo que se vayan a
ejecutar dentro de una transaccio´n.
La utilizacio´n de TCM no garantiza progreso: es
posible que la instruccio´n TX Commit deba reini-
ciar la transaccio´n varias veces y se encuentre ante
un bucle de reintentos infinitos debido a un conflic-
to en los accesos por parte de 2 o ma´s work-items.
Esto se detecta al comprobar que dos veces consecu-
tivas se ha reiniciado la transaccio´n sin ningu´n cam-
bio en TCM, indicando que no ha habido progre-
so desde el u´ltimo reintento. Estos conflictos pueden
darse bien entre work-items del mismo wavefront, o
bien entre work-items del mismo work-group, pero
ubicados en diferentes wavefronts. Para garantizar
el progreso, sin intervencio´n del programador ni del
compilador, proponemos una serializacio´n de la eje-
cucio´n en 2 niveles. En primera instancia, y dado que
los work-items de un wavefront se ejecutan en locks-
tep, suponemos que el conflicto se ha dado dentro
del wavefront. En el caso de 2 reintentos con el mis-
mo valor en TCM, serializamos la ejecucio´n de ese
wavefront. En este caso, en lugar de reiniciar TCM
a 0 en la instruccio´n TX Begin, se sustituye u´nica-
mente uno de sus bits a 1 por 0. Esto es equivalen-
te a reiniciar la transaccio´n con un solo work-item.
Llamamos a este mecanismo wavefront serialization.
Si, au´n as´ı, en el siguiente reintento no existe pro-
greso, se debe al conflicto con algu´n work-item de
otro wavefront. En este caso, se provoca que todos
los dema´s wavefronts aborten la transaccio´n, y vuel-
van a la instruccio´n TX Begin, quedando detenidos
en esta instruccio´n hasta que el wavefront actual ha
alcanzado la instruccio´n TX Commit. El wavefront
actual debe adoptar el mismo mecanismo que en el
caso de wavefront serialization. Cuando este wave-
front termina el reintento de transaccio´n, se permite
el progreso del resto de wavefronts. Este segundo me-
canismo se denomina work-group serialization. Para
el funcionamiento correcto de estos dos mecanismos
se debe garantizar que un work-item que no presenta
conflictos con ningu´n otro es capaz de finalizar una
transaccio´n con e´xito. Esto sera´ garantizado por los
mecanismos de gestio´n de versiones y deteccio´n de
conflictos.
B. Gestio´n de Versiones
La gestio´n de versiones es el mecanismo que mane-
ja los valores especulativos y definitivos de los accesos
a memoria de una transaccio´n. En primer lugar, de-
bemos gestionar los valores que se encuentran en los
registros vectoriales privados a cada work-item. Para
ello, proponemos el uso de otros registros. Al iniciar
una transaccio´n, todos los work-items activos dentro
del wavefront realizan una copia de los valores de sus
registros en registros auxiliares que llamaremos sha-
dow registers. La deteccio´n de un conflicto por parte
de un work-item implica restaurar los valores de los
shadow registers en los registros originales para rein-
tentar la transaccio´n con los valores adecuados.
La parte ma´s importante y novedosa de la gestio´n
de versiones reside en la gestio´n de los valores espe-
culativos en memoria local. La gestio´n de versiones
se realiza de manera distribuida en cada uno de los
bancos de memoria local (32 bancos en el caso de la
arquitectura estudiada). La distribucio´n por bancos
asegura que se pueda realizar una gestio´n de versio-
nes en paralelo, puesto que los bancos son accedidos
en paralelo por diferentes work-items. Adema´s, esta
solucio´n es escalable y portable a otras arquitectu-
ras con un nu´mero de bancos diferente. Cuando el
programador define variables en el espacio de me-
moria local, el compilador las agrupa y aloja en una
seccio´n contigua de la memoria ubicada en la LDS.
Para implementar el TM se requiere que el compila-
dor aloje otra zona de memoria contigua a las varia-
bles de usuario, que denominaremos shadow memory.
Esta shadow memory, de forma lo´gica, contiene pa-
res <owner, value> que indican, para cada palabra
de memoria, el work-item que ha accedido a dicha
posicio´n y el valor a restaurar en caso de deteccio´n
de conflicto (esto es, se realiza una copia del valor
antiguo al acceder a memoria, y se restaura dicha
copia al detectar un conflicto, realiza´ndose las es-
crituras a memoria de forma eager sobre la posicio´n
de memoria definitiva). F´ısicamente, y por eficiencia,
los pares <owner, value> de la shadow memory se
encuentra ubicados de forma diferente, como puede
observarse en la figura 1. Suponiendo que las varia-
bles de usuario ocupan N palabras de memoria de
4 bytes, la shadow memory precisa N palabras del
mismo taman˜o adicionales para gestionar los valores
antiguos, y N bytes adicionales para almacenar el
identificador de work-item. Situando estos dos espa-
cios de forma contigua a las variables de usuario de
la forma indicada en la figura 1, podemos acceder a
los valores antiguos y el identificador del work-item
con el ca´lculo de 2 offsets. La copia del valor antiguo
de una variable en la posicio´n K se encuentra K+N
palabras de memoria ma´s adelante y el work-item
que la ha accedido ha almacenado su identificador K
bytes despue´s del a´rea de resguardo. Esta forma de
gestionar las versiones de las variables asegura que
todas las variables pueden ser accedidas dentro de
una transaccio´n. Esto garantiza que un work-item
sin conflictos podra´ progresar, puesto que podra´ ha-
cer copias de todos los accesos especulativos que lle-
ve a cabo. Adema´s el mecanismo basado en offsets
es simple y requiere de pocas modificaciones en el
hardware del banco de memoria en LDS. Como con-
trapartida, es un me´todo que consume gran parte de
los recursos de memoria, pudiendo afectar al taman˜o
ma´ximo de las variables alojadas en memoria local.
C. Deteccio´n de Conflictos
El mecanismo de deteccio´n de conflictos registra
cada acceso a memoria, determinando si tiene un
conflicto con un acceso anterior a la mismo posicio´n
por parte de otro work-item. Para ello, proponemos
un procedimiento de deteccio´n de conflicto distribui-
do, que opera en paralelo en cada uno de los bancos
de memoria y que se desarrolla en 3 etapas:
1. Deteccio´n de conflictos ra´pida: Basada en
filtros de Bloom [14]. Cada work-item mantiene,
por cada banco de memoria, un filtro de Bloom
para registrar sus accesos. Por simplicidad, en
la deteccio´n de conflictos no se distinguen lectu-
ras y escrituras. Inicialmente consideramos fil-
tros de Bloom de 8 bits por cada work-item.
Estos filtros pueden ser almacenados en regis-
tros vectoriales como se indica en la figura 1.
Aprovechando la localidad espacial que poseen
la mayor´ıa de las aplicaciones que explotan para-
lelismo de datos en la GPU, hemos determinado
el uso de una operacio´n mo´dulo para registrar
los accesos. Cuando a un banco se le solicita la
palabra de memoria K, se evau´an los filtros de
Bloom de todos los work-items asignados a di-
cho banco. La evaluacio´n consiste en comprobar
el bit K%8, operacio´n que es simple y para la
que proponemos un hardware que pueda hacerlo
en paralelo con los 256 filtros de Bloom necesa-
rios. Esta evaluacio´n puede dar 3 resultados: 1)
ningu´n positivo, 2) positivo u´nicamente en el fil-
tro correspondiente al work-item actual o 3) po-
sitivo en un filtro diferente al work-item actual.
El caso 1) significa que es un nuevo acceso. Se
debe marcar el bit correspondiente en el filtro
de Bloom del work-item actual. En el caso 2)
no podemos determinar si es un acceso repetido
a dicha posicio´n de memoria o un nuevo acceso,
puesto que no sabemos si el filtro ha devuelto un
falso positivo. Este caso debe refinarse en la si-
guiente etapa. El caso 3) indica el posible acceso
de otro work-item a dicha posicio´n de memoria,
lo que es considerado como un conflicto. En es-
te u´ltimo caso, la ma´scara TCM es actualizada
colocando a 1 el bit correspondiente.
2. Modificacio´n de shadow memory: Una vez
conocido el resultado de la deteccio´n de conflic-
to, se an˜ade un hardware para gestionar la sha-
dow memory. Si la etapa anterior resulto´ en el
caso 1) (nuevo acceso), se debe hacer una co-
pia del valor en memoria y establecer la ID del
work-item actual como duen˜o de dicha posicio´n
en la entrada correspondiente de la shadow me-
mory. En el caso 2) se debe determinar si es
un nuevo acceso, o si es un segundo acceso a
la misma posicio´n. Para ello, se examina la en-
trada correspondiente en la shadow memory. Si
la entrada no esta´ asociada al work-item actual,
es un nuevo acceso y se procede como en el caso
anterior. En otro caso, es un acceso repetido a la
misma posicio´n y no se requiere ninguna accio´n.
Por u´ltimo, el caso 3) indica un conflicto. En este
caso, se deben restaurar las posiciones de memo-
ria asociadas al work-item actual a sus valores
originales, y se limpian sus filtros de Bloom.
3. Comunicacio´n del conflicto: La primera eta-
pa, deteccio´n de conflictos ra´pida, actualizo´ la
ma´scara TCM y la segunda etapa, en caso de
conflicto, restauro´ los valores modificados por el
work-item en el banco de memoria actual. Sin
embargo, los dema´s bancos de memoria podr´ıan
contener valores especulativos que no han sido
restaurados. Debido a esto, esta u´ltima etapa
lee la ma´scara TCM, que ha sido actualizada en
paralelo por todos los bancos, y procede a res-
taurar los valores originales de las posiciones de
memoria accedidas por work-items con conflicto
y limpiar sus filtros de Bloom.
Debido a que se han introducido un mecanismo
que distingue falsos positivos en el filtro de Bloom del
work-item que accede a memoria, el progreso esta´ ga-
rantizado cuando se ejecuta un work-item por wave-
front, lo cual asegura que los mecanismos de seriali-
zacio´n en wavefront y work-group funcionan adecua-
damente.
IV. Evaluacio´n
En este trabajo hemos presentado un TM hardwa-
re que permite definir transacciones sobre la memo-
ria local compartida por los work-items pertenecien-
tes a un mismo work-group. Normalmente, esta me-
moria es utilizada como scratchpad para almacenar
estructuras de datos de forma temporal. Por ello, ini-
cialmente hemos utilizado una tabla hash (HT) para
evaluar nuestra propuesta, ya que es una estructura
de datos conocida y utilizada por muchas aplicacio-
nes. El trabajo futuro incluye la evaluacio´n de otras
estructuras de datos y algoritmos. En HT, cada uno
de los 256 work-items pertenecientes al work-group
trata de introducir su ID en una tabla hash. La ta-
bla hash tiene un nu´mero fijo de entradas, pero ca-
da entrada tiene capacidad suficiente para almace-
nar todos los posibles elementos. En la evaluacio´n,
el nu´mero de entradas se ha variado desde 2 (HT2),
duplica´ndose, hasta 256 (HT256). El escenario HT2
es el que presenta mayor nu´nero de conflictos, ya
que cada uno de los 256 work-items esta´ tratando de
insertar su ID teniendo u´nicamente 2 entradas dis-
ponibles para ello; mientras que el escenario HT256
no presenta ningu´n conflicto y todos los work-items
son capaces de insertar su ID inmediatamente. La en-
trada se determina realizando la operacio´n ID%N ,
siendo N el nu´mero de entradas de la tabla. Una vez
conocida su entrada, el work-item debe recorrer to-
dos los elementos de la entrada asignada hasta encon-
trar un hueco disponible, e insertar en e´l su ID. Este
proceso, en el que varios work-items potencialmen-
te colisionan en la misma entrada, debe ser definido
dentro de una transaccio´n. La transaccio´n compren-
de leer un elemento, comprobar si esta´ vac´ıo y, en ese
caso, insertar el ID.
Se han implementado 3 versiones de este algorit-
mo: una versio´n utilizando TM por hardware, una
versio´n en la que se ha serializado la execucio´n de
la transaccio´n (TX. Serialization), fa´cilmente imple-
mentable pero menos eficiente, y, por u´ltimo, una
versio´n utilizando cerrojos de grano fino (FGL) que
es ma´s eficiente pero conlleva un esfuerzo de progra-
macio´n mayor. Dentro de una transaccio´n, la laten-
cia asignada a las operaciones de memoria local se ha
medido en cada banco de memoria. Se ha estimado
en 1 ciclo la evaluacio´n de filtros de Bloom, y tantas
veces la latencia de acceso a un banco de memoria
como entradas de la shadow memory haya que mo-
dificar. Como la memoria local esta´ compuesta de 32
bancos, la latencia total sera´ igual a la del banco ma´s
lento. A las operaciones TX Begin y TX Commit se
les ha asignado una latencia igual a las de una ins-
truccio´n de tipo escalar. Las instrucciones escalares
son aquellas que afectan a todo un wavefront, como
puede ser una barrera o, en este caso, una transac-
cio´n. La figura 2 muestra la evaluacio´n realizada uti-
lizando HT.
La figura 2.(a) muestra la aceleracio´n conseguida
por el uso de TM y FGL, tomando como base la seria-
lizacio´n de la transaccio´n. En ella se aprecia que, en
casos favorables, nuestra solucio´n TM alcanza el ren-
dimiento proporcionado por FGL. En todos los ca-
sos, nuestra propuesta supera a la serializacio´n de la
transaccio´n consiguiendo una aceleracio´n entre 20X
y 70X con un esfuerzo de programacio´n similar.
En figura 2.(b) muestra un breakdown de la ejecu-
cio´n, en la que se ve que el coste en ciclos de utili-
zar una solucio´n TM de estas caracter´ısticas esta´ en
torno al 15 % del total de ciclos. Los escenarios con
menor probabilidad de conflicto emplean un ma-
yor porcentaje de ciclos liberando recursos de las
transacciones terminadas, mientras que aquellos con
mayor probabilidad de conflicto los emplean en la
gestio´n de versiones durante los accesos a memoria.
Por u´ltimo, la figura 2.(c) muestra el porcentaje
de transacciones que deben ser serializadas de entre
el total de transacciones. Debido a que no existe una
sincronizacio´n fuerte entre los wavefronts de un mis-
mo work-group, nunca se ha dado la serializacio´n de
work-group.
V. Trabajo Relacionado
Existen otras propuestas recientes de TM sobre
arquitecturas GPU.
En la vertiente software, encontramos los traba-
jos de Cederman et al. [5], Xuet al. [6] y Holey et
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Fig. 2: Evaluacio´n de la propuesta TM hardware uti-
lizando HT.
al. [7]. Cederman et al. [5] proponen 2 soluciones que
consideran transacciones entre thread blocks (work-
groups) y no entre work-items. La solucio´n de Xu et
al. [6] proponen la primera solucio´n a nivel de work-
item que se fundamenta en una deteccio´n de conflic-
tos en dos fases: una primera basada en timestamp
(ma´s ra´pida) y una segunda basada en valor (ma´s
precisa). Holey et al. [7] han propuesto 3 soluciones
software TM. La primera realiza una deteccio´n de
conflictos eager, basada en una estrategia de man-
tener un registro de los work-items que han leido
cada variable y permitiendo un u´nico work-item es-
critor. La segunda estrategia simplifica la primera y
no distingue entre lecturas y escrituras. Sen˜alar que,
puesto que la segunda implementacio´n les ha propor-
cionado mejores resultados que la primera a pesar de
no distinguir entre lecturas y escrituras, nos hemos
decantado por adoptar la misma estategia para im-
plementar una solucio´n simple y efectiva. La tercera
estrategia se basa en anotar, con un timestamp, el
instante de modificacio´n de cada variable; validando
las lecturas al final de la transaccio´n en lugar de en
cada acceso. Ninguno de los 3 trabajos anteriores so-
bre TM software en GPU ha considerado el espacio
de memoria local en su implementacio´n.
Fung et al. [8], [9] han hecho la u´nica propues-
ta TM hardware en GPU hasta la fecha. Su pro-
puesta se basa en la creacio´n de unas unidades es-
pecializadas para el commit de la transaccio´n, que
se hace de forma lazy al final (esto es, la deteccio´n
de conflictos se lleva a cabo una vez alcanzada la
instruccio´n TX Commit, en lugar de en cada acceso
de memoria). Para ello, cada work-item debe regis-
trar sus accesos en unos buffers de escritura y lectura
alojados en su memoria privada, pudiendo coexistir
mu´ltiples versiones privadas de la misma variable al
mismo tiempo. Nuestra propuesta eager elimina la
necesidad de almacenar estos buffers y de transmi-
tirlos a las unidades de commit. Adema´s, su trabajo
contempla u´nicamente el espacio de memoria global.
Nuestra propuesta, que es la u´nica existente en con-
siderar el espacio de memoria local, sera´ extendida
a memoria global en un trabajo futuro. De esta for-
ma, podra´ existir una comparacio´n cuantitativa (y
no so´lo cualitativa) de ambas propuestas.
VI. Conclusiones y Trabajo Futuro
En este art´ıculo hemos presentado una solucio´n
TM hardware para dar soporte a transacciones sobre
la memoria local de arquitecturas GPU. Las princi-
pales cara´cter´ısticas de esta solucio´n son una granu-
laridad a nivel de work-item y la deteccio´n de conflic-
to y gestio´n de versiones distribuidas en los bancos
de memoria. La solucio´n propuesta es potencialmen-
te capaz de igualar aquellas basadas en cerrojos de
grano fino y supera a la serializacio´n en el acceso a
las secciones cr´ıticas. Adema´s, se propone un meca-
nismo de serializacio´n que evita que los programado-
res deban implementar una alternativa software para
garantizar el progreso de la transaccio´n.
El trabajo futuro evaluara´ de forma ma´s exhausti-
va la solucio´n propuesta, adema´s de incorporar opti-
mizaciones en la gestio´n de memoria y planificacio´n
de work-items. En una etapa posterior, se incorpo-
rara´ al esquema propuesto el espacio de memoria glo-
bal disponible en las arquitecturas GPU.
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