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The differential equations and semigroup relations satisfied by 
exponential matrix junctions of the form exp (Bt) are generalized to 
hold for the case of arbitrary matrix junctions A(f). The analysis is 
confined to the class of matrix functions L4(f) obeying several restric- 
tions, the most important of which is that A(t) be continuous and have 
a continuous first derivative. The generalizations consist of a quasi- 
differentia1 (i.e., integro-differential) equation that A(t) satisfies, a 
companion quasi-differential equation with matrix multiplications 
performed in opposite order, and a semigroup relation modified by 
an integral correction term. It is noteworthy that the integral terms 
m the two quasi-differential equations and in the generalized semi- 
group relation all involve a single new matrix function K(t). 
I. STATEMENT OF THE PROBLEM 
The problem is to generalize certain well known relations involving 
exp (Bt) to the case of arbitrary matrix functions A(t). Both B and A(t) 
are IZ x n matrices, B is a constant matrix and t is a continuous real 
variable. The well known relations are the differential equation, 
2 exp (Bt) = B exp (Bt), 
and the semigroup relation, 




The generalization in\col\res the derivation of >omewhat ~umlar relation:, 
for A(f). \T’e restrict the disciiGon to poGti\-e times or time inter\-als 
and to matrices .I (2) satlsf!-m, u thr following c2)ndition5. 
(a) -4(O) = I, where I i< the identity- matrix. 
(b) A(t) and d(t) (- d/l (t)i&) arc continuous for all t > 0. 
(c) J$it e- %4 (f) esists for Re s sufficientlJ7 large and positive 
Condition (a) is included on1.l for convenience and involves little loss of 
generality since arbitrary matrix function of t(A(0) # 0) can be easily 
renormalized to satisfy the condition. Condition (b) is essentia1 for 
insuring the boundedness of a certain derived matrix function to be 
treated later. Condition (c) is required because we wish to solve the 
problem b>’ the Laplace transform method. ilctuaIlJ7, this condition 
can be drastically weakened by truncating A(t) or multiplying it b!r a 
suitable convergence factor, and then letting the modified A(f) approach 
its original form at the end of the analysis. 
Our plan of action is as follows. The first step is to formulate in 
Section II a generalization of the differential equation (1.1). This gen- 
eralization is an integro-differential equation that we, however, call a 
“quasi-differential equation.“l On the basis of this equation two results 
are derived : 
(1) A companion quasi-differential equation in which the order of 
matrix multiplication is reversed (without transposed matrices) (Sec- 
tion II). 
(2) A generalization of the semigroup relation (1.2) (Section III). 
II. THE INTEGRO-DIFFERENTLAL EQU.%TION 
In approaching the present objective, it is expedient to derive (1.1) 
by a method that may appear awkward but which readily allows gen- 
eralization to the case of arbitrary matrix functions A(t). We start b> 
taking the Laplace transform of exp (Br) : 
9 exp (Bt) = 
1 
02 exp (- St) exp (Bt) 
I;’ (2.1) 
= (Is - B)-1. 
1 We use the term “quasi-dlfferentlal” in order to avoid confusion with the 
wellknown Boltzmann mtegro-differential describing irreversible phenomena in 
dilute gases. 
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Forming the matrix inverse of 9 exp (Bt) we, of course, obtain 
[Y exp (Bt)]-r = Is - B. (2.2) 
Obviously, we can write 
(Is - I?)27 exp (Bf) = I. (2.3) 
Taking the inverse Laplace transform of the last expression we get (1.1). 
Now let us follow through the analogous sequence of operations on A(t). 
First, we obtain 
LZA (t) = 
s 
di! exp (- st)A (t) = d(s). 
0 
(2.4) 
It is then true by definition that 
&1(s)d(s) = I. (2.5) 
Since in the Laplace transform Re s may be made arbitrarily large and 
positive, it is necessary only to demonstrate that the matrix inverse 
of d(s) exists for Re s large and positive. Since lim d(s) = Is-r it is 
clear that the determinant of d(s) is nonvanishing for Re s large and 
positive (but not necessarily infinite) and therefore the inverse exists 
for this case. Let us separate &-l(s) into parts that are bounded and 
unbounded, respectively, as Re s -+ + 00. Let us consider d(s) for 
Re s large. In this case it is necessary only to consider the Taylor expan- 
sion of A(f) with respect to t in the domain t 3 0. W:e obtain 
,z 
. 
d(s) = dtexp (- st) [I + A(+ 0)t + O(P)j 
J 
= Is-l t A(+ O)s-” + O(s-3). 
(2.6) 
Consequently for Re s large and positive, 
d-‘(s) = Is - A(+ 0) + O(s-1). (2.7) 
Thus, the bounded part of ,Ql-r(s) is 
X(s) = d-l(s) - Is + A (+ 0). (I2.8) 
Finally, (2.5) can be written in the form 
[Is - *4($ 0) + Jf-(s)]d(s) = I. (2.9) 
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Applying the inverse Laplace transform we obtain 
‘0 
A (t) == A (+ 0)‘4 (t) - 
I 




K(t) = 6p-1T(s) = 2$ 5 ds exp (&X”(s) (2.11) 
in which s = y + iw, - CQ < w -=c + 00, is a contour to the right of 
all poles in the complex s-plane. Our result (2.10) is clearly a generaliza- 
tion of (1.1) with the integral term playing the role of a correction for 
the lack of exponential character of A(t). 
It can be shown that because of condition (b), stated in Section I, 
the function K(t) is bounded for all t > 0 (in the domain t < 0, K(t) 
vanishes identically). N’e will omit the proof of this statement. 
Before closing this section, a further result is desired. Because of the 
well known identity of right and left inverses, (2.5) can be substituted by 
d(s)&P-l(s) = I. (2.12) 
Then (2.9) and (2.10) will be replaced by formulas with the matrix factors 
written in the opposite order, namely 
d(s) [Is - A(+ 0) + sf(s)] = I, (2.13) 
and 
A(i) = A @)A (f 0) - 
i 
du A (t - s)K(u) . 
0 
(2.14) 
The reader must not confuse (2.13) and (2.14) with transposes of (2.9) 
and (2.10). 
III. THE GENERALIZED SEMIGROUP RELATION 
In the previous section, our main object was to lay the ground work 
for the derivation now to be undertaken of the correction to the semi- 
group relation (1.2) when more a general matrix function A (t) is involved. 
Let us define 
C(t, s) = A(t + s) - A (+4(s). (3-I) 
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If A(t) = exp (Bt) th en clearly C(t, s) = 0. However, in general, C(t, S) 
does not vanish and it is our present task to calculate it. 
Consider the expression 
; c(t - 24, u) = + A (t - u)A (Id) (3-2) 
- A (t - $4 (24). 
Writing A(t - U) and A(U) in terms of the expressions (2.14) and (2.10), 
we obtain 
& c(t - 24, 24) = 
I 
A (t - u)A 
t - *1 
P 
‘j+ 0) - 
J 




- A(t - u) A(+ O)A(u) - J dvK(u - v)A(v) ! 0 





dv A(t - u)K(u - v)A(v). 
0 
Integrating the last expression on u over the range (0, EJ), we obtain 
ID t-u 




du dv A(t - zl)K(u - v)A(v) 
= _ i&jj:t,j 
(34 
dv A (v)K(t - v - ti)r4 (u) 
6 0 t-w 
= - 
s c 
dv du A(v)K(t - v - w)A(u), 
0 ti 
which is the desxed result. By making the substitutions t -- zi’ + t, i’ + tl, 
il’ -+ s, II ---+ sr, the last relation is reduced to the manifestlv svmmetnc. _ . 
form 
qr, s) = ‘4 (t -t s) ~~ A(f).-l(s) 
I 
l *’ 




If the matrix --l(t) is an array of transition probabilities, then (3.5) can 
be regarded as a generalization of the Chapman-Kolmogoroff or 
Smoluchowski equation. 
Before closing this short paper, let us note a few properties of (3.5). 
(a) Either of the two integro-differential equations (2.10) and (2.14) 
may be deduced from (3.5). Thus (-3.10), (2.14) and (3.5) may be regarded 
as completelv equivalent. 
(b) Since K(t) 1s bounded, we obtain for small t and s 
cl (t + s) = 13 (&4(s) + O@s), 
a relation immediately derivable from the continuity properties of A(r) 
and A(t) stated in condition (b), Section I. 
(c) It is not, in general, true that k’(t) approaches zero uniformly in 
the interval 0 < t < 00 as C(t, s) approaches zero uniformly in the 
internal 0 < t, s < co. Since a delta-junction term in h-(t) (e.g., 
K(f) = K,(i) + Eqt - O), where D is a time independent matris) does 
not contribute to C(t, s), as can be verified by inspection of (3.5), it is 
possible that K(t) -+ ZM(t - 0) as C(r, s) approaches zero uniforml>v. 
