Abstract-We describe the LamarckiAnt algorithm: a search algorithm that combines the features of a "Lamarckian" genetic algorithm and ant colony optimization. We have implemented this algorithm for the optimization of BLN model proteins, which have frustrated energy landscapes and represent a challenge for global optimization algorithms. We demonstrate that LamarckiAnt performs competitively with other state-of-the-art optimization algorithms.
INTRODUCTION
LOCATING the global minimum structure of a flexible molecule can be a difficult problem. Even relatively small molecules can have sufficient degrees of freedom to make finding the global minimum by exhaustive searches computationally infeasible. Larger molecules, such as peptides and proteins, have hundreds or thousands of degrees of freedom and present a difficult optimization challenge. Numerous global optimization algorithms have been applied to the problem of locating the most stable structures on the potential energy surface. By far, the most widely used methods are those based on Metropolis Monte Carlo [1] , [2] , [3] , [4] , [5] , [6] or genetic algorithms (GA) [5] , [6] , [7] , [8] , [9] , [10] . Other algorithms, such as particle swarm optimization [11] , [12] , immune algorithms [13] , and artificial bee colonies [14] have also been used.
One search algorithm that has only seen limited applications in molecular structure optimization [15] , [16] , [17] , [18] is ant colony optimization (ACO) [19] . This algorithm is inspired by the foraging of colonies of ants, which tend to find the shortest path to a source of food in spite of the fact that individual ants have no knowledge of the overall landscape. As ants forage, they lay down a trail of pheromone that slowly evaporates. Other ants tend to follow more intense pheromone trails, which leads to shorter paths being reinforced by repeated visits from several ants while longer paths dissipate. Eventually, most of the pheromone remains on the shortest available path. Originally, the ACO algorithm was applied to the traveling salesman problem (TSP) [19] .
The ACO algorithm must be modified for use in structure optimization problems, requiring a representation of the structure that can be treated as an ant's path and a way of assigning the energy of the structure to the length of the path. The optimization of protein structures on a regular lattice is a discrete problem like TSP, and a protein structure can simply be expressed as a walk over this lattice. The length of the path is related to the energy of the structure, with more stable structures corresponding to shorter paths. ACO gives comparable performance to other state-of-the-art algorithms for the optimization of lattice proteins [15] , [16] .
To optimize chemical structures that are not constrained to a lattice, ACO must be further modified to deal with optimization of continuous functions. Daeyaert et al. [17] optimized the structures of a series of small molecules, where each structure was represented by a series of torsion angles corresponding to the freely rotatable bonds in the molecule. The torsion angles were discretized into bins, and one of these discrete values was selected for each angle. To account for the continuous nature of the energy function, pheromone was laid down in the chosen bin, with smaller amounts deposited in neighboring bins. Dresselhaus et al. [18] modified this approach by using particle-swarm optimization to optimize the parameters used in the ACO search.
An important development in the global optimization of chemical structures is the basin-hopping (BH) principle of performing a local minimization of all candidate structures generated by a search algorithm. Local minimization transforms the potential energy surface into a series of steps, each of which is the basin of attraction of a minimum [20] . This removes the downhill barriers between minima and allows larger moves over the potential energy surface to be attempted. In the BH variant of Monte Carlo optimization, structures are subjected to random deformation and then locally minimized before performing a Metropolis acceptance test [2] , [3] , [4] , [5] , [6] . Similarly, "Lamarckian" genetic algorithms locally optimize all offspring and mutants before selecting the individuals that go forward to the next generation [5] , [6] , [8] . Here, we describe an ACO algorithm that includes a local optimization stage. We call this method LamarckiAnt because it is an ACO algorithm that includes some of the features of a "Lamarckian" GA. We test the performance of the LamarckiAnt algorithm on two BLN model proteins, which are difficult challenges for optimization algorithms because of their frustrated energy landscapes.
METHODS

BLN Proteins
The BLN model is a coarse-grained potential for modeling proteins [21] , [22] . It treats a protein as a string of beads, with one bead per peptide residue. The beads are divided into three classes: hydrophoBic, hydrophiLic, and Neutral. We use two BLN model proteins as test systems for the LamarckiAnt algorithm (see Fig. 1 ). The 46-residue protein, B 9 N 3 (LB) 4 N 3 B 9 N 3 (LB) 5 L, folds into a four-strand -barrel and has a frustrated energy landscape, with several competing low-energy structures separated by high barriers [5] , [6] , [21] , [22] , [23] , [24] . The 69-residue protein, B 9 N 3 (LB) 4 N 3 B 9 N 3 (LB) 4 N 3 B 9 N 3 (LB) 5 L, forms a six-strand -barrel and has a more frustrated energy landscape [5] , [6] , [25] , [26] , [27] , [28] . These will be referred to as BLN-46 and BLN-69 in the rest of this manuscript. The largest molecule previously investigated with ACO was a peptide with 10 rotatable torsion angles [18] . The BLN model proteins have 43 and 66 rotatable torsions and, therefore, have substantially larger conformational spaces.
For consistency with previous studies [5] , [6] , [23] , [24] , [29] , the energies of the protein structures were evaluated using a version of the BLN potential with bond lengths and angles constrained by stiff spring constants [22] :
where R ij is the distance between atoms i and j, i is the angle between atoms i; i þ 1, and i þ 2, and i is the torsion angle given by atoms i; i þ 1; i þ 2, and i þ 3. The first two terms are stiff harmonic angle and bond restraints with K r ¼ 231:
, and e ¼ 1:8326 rad. In the third term, A ¼ B ¼ 1:2 unless two or more of the beads involved are N. In this case, A ¼ 0 and B ¼ 0:2. The parameters for the nonbonded terms are listed in Table 1 .
LamarckiAnt Algorithm
The LamarckiAnt algorithm is based on Daeyaert's ACO [17] , but with some modifications (see Fig. 2 ). In each cycle of the algorithm, m ants are generated, each of which encodes a single conformation of the protein. Each ant's route comprises the sequence of torsion angles in the backbone of the protein chain. The torsion angle space is divided into bins of width Á. Each torsion angle, i , in an ant's route is assigned by roulette selection with the size of each sector of the roulette wheel given by
where ð i ; tÞ is the amount of pheromone present for a given residue and torsion angle at iteration t. The values of the torsion angles within each bin are then assigned randomly. The values of ð i ; tÞ are always normalized. In the first iteration of the algorithm, ð i ; 0Þ is a uniform probability function. In Daeyaert's ACO, the selection of torsion angles includes an additional factor based on the torsional energy term from the force field [17] . This biases the search toward torsion angles that are locally stable, but requires the implementation of a systemdependent term in the optimization algorithm. The LamarckiAnt algorithm does not include this term and the selection of torsional angles is based only on the pheromone trail. After the random torsion angles are assigned, each structure is then relaxed to the nearest local minimum using the limited-memory BroydenFletcher-Goldfarb-Shanno method (L-BFGS) [30] algorithm as implemented in GMIN [31] . The values of i are then replaced with those from the corresponding optimized structure and the pheromone trails are generated from these updated routes. Local minimization has been shown to be very effective in combination with other optimization algorithms [3] , [8] and has the additional advantage of not requiring the implementation of a system-specific torsional biasing term.
After m ants have made their walks, the pheromone trails are updated. The amount of pheromone laid down by ant k is determined by the learning rate, Q k , which is given by
where e k is the energy associated with ant k and e min is the lowest energy found so far. Thus, low-energy structures result in more pheromone being deposited, with the parameter determining the weighting for less-stable solutions. The trail update, Áð i Þ, for each bin for a given torsion angle is given by
The parameter, w, determines the width of the pheromone trail laid down by each ant. The normalization constant, N, ensures that the sum of all the probabilities for a single torsion angle is unity. The pheromone trails are then updated as
where is the persistence of the pheromone trail and takes a value between 0 and 1. Some additional modifications to Daeyaert's ACO [17] were tested. We employ a restart operator in the LamarckiAnt algorithm that is analogous to the epoch operator in our GA [5] . If the energy of the lowest structure found since the last restart does not improve for a number of cycles, m, the pheromone trail is reset to a uniform probability distribution. Using a restart operator ensures that, eventually, all searches locate the global minimum. In ACO searches on other system [18] , [32] , the efficiency of the search is improved by including the best solution found so far in the trail update. We include a global best update in the LamarckiAnt algorithm, with a fraction, g, of the trail update in each cycle supplied by the best solution found so far. Note that the global best update is taken from the best solution found in the whole search, which allows some information about the search to be retained after a restart. There are seven parameters that can influence the performance of the LamarckiAnt algorithm. We study the effect of varying g and m in this manuscript. The values of the other parameters are kept constant and are shown in Table 2 .
The BLN-46 and BLN-69 proteins have been studied extensively, and the global minimum structures for both are known. We measured the performance of the LamarckiAnt algorithm by recording the mean time to the first encounter of the global minimum from 100 independent searches. All searches were allowed to run until they located the known global minimum of BLN-46 or BLN-69. We quote these times in terms of the number of minimization operations and the number of energy evaluations, both of which are independent of the computer hardware used in the calculations. To the best of our knowledge, the fastest published optimizations of the BLN proteins have been obtained using the BH and GA approaches [5] , and we compare LamarckiAnt to these. The published times for the GA were obtained by using single-point crossover in the mating step [5] . We have subsequently found that two-point crossover improves the efficiency of the GA, and these results are also presented here.
RESULTS
When optimizing BLN-46, the best published performance [5] was obtained by the BH algorithm, which required an average of 4,400 minimizations to locate the global minimum (see Table 3 ). GAs using one-or two-point crossover are both slower than this in terms of the number of minimizations required to locate the global minimum. The LamarckiAnt algorithm requires an average of only 2,600 minimizations to find the global minimum. The mean first encounter time on a single core of a 2.2-GHz Intel Sandy Bridge E5-2660 processor is 100 s. The use of a restart operator is unnecessary for BLN-46 because all searches locate the global minimum rapidly. The best performance of the LamarckiAnt algorithm is obtained when the global best structure is not included in the trail update (g ¼ 0)
. Larger values of g lead to an increase in the time required to locate the global minimum.
To demonstrate the importance of the local optimization step, optimization of BLN-46 was attempted using Daeyaert's original ACO algorithm [17] . A series of 100 ACO runs were performed, each of which proceeded was allowed to run for 10 5 cycles, giving 5 Â 10 6 energy evaluations in each run. The most stable structures found were >50 above the global minimum with four extended strands that had not folded into a -barrel. The global minimum has a densely packed structure and structures that deviate from it by a small distance can have very high energies due to the r À12 repulsive term in the BLN potential (1). Without local minimization, these structures make a negligible contribution to the pheromone trail. Gradient-driven minimization removes the overlapping residues and the resulting structures make a larger contribution to the pheromone trail.
Analysis of the ants' paths (see Fig. 3 ) and the pheromone trails (see Fig. 4 ) shows how the LamarckiAnt algorithm locates the global minimum. Here, we analyze the search with the median first encounter time from the searches where g ¼ 0. In the initial population, solutions with a range of values for all 43 of the torsion angles are present. As the search proceeds, the extended conformations of the four strands of the -barrel are located at different times, with the (LB) 5 L strand at the C-terminus (residues 36-46) found first and the B 9 strand at the N-terminus (residues 1-9) found last. The correct conformations of the turn residues are not located until very late in the search.
The published optimization times [5] for BH and the GA with one-point crossover on BLN-69 are very similar (see Table 4 ). Here, the use of two-point crossover in the GA gives a significant improvement in the efficiency of the search. The performance of the LamarckiAnt algorithm is less competitive for this system. Without the use of a global best update, the search rapidly locates structures $5 above the global minimum. From there, it visits several solutions of similar energy, but only rarely finds structures that are more stable. The use of a global best update improves the mean first encounter time, with g ¼ 0:75 making the searches three times faster compared to g ¼ 0. However, LamarckiAnt is still slower than BH or the GA when optimizing BLN-69. The restart operator plays an important role in allowing the LamarckiAnt algorithm escape from traps. With m ¼ 50, the searches require an average of 17 restarts to find the global minimum. In the range 10 m 100, the performance is not very sensitive to the value of m. The mean first encounter time on a single core of a 2.2-GHz Intel Sandy Bridge E5-2660 processor is 5600 s.
CONCLUSIONS
We have shown that the LamarckiAnt algorithm is competitive with the best available optimization algorithms for a class of difficult global optimization problems. For BLN-46, the mean number of minimizations before first encounter of the global minimum is lower than those found with BH or GA. The performance is less impressive for BLN-69, but it is close enough to the best available algorithms to suggest that further optimization is worthwhile. The use of a restart operator combined with a global best update that allows information to be transferred between restarts gives a substantial improvement in the efficiency of LamarckiAnt for the larger system. In future work, we will implement the LamarckiAnt algorithm for all-atom models of molecules, such as the AMBER [33] and CHARMM [34] force fields, as well as other coarse-grained protein models.
