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Abstract
We propose an Autoregressive Conditional Marked Duration (ACMD) model for
the analysis of irregularly spaced transaction data. Based on the Autoregressive Condi-
tional Duration (ACD) model, the ACMD model assigns marks to characterize events
such as tick movements and trade directions (buy/sell). Applying the ACMD model to
tick movements, we study the inﬂuence of trade frequency, direction and size on price
dynamics, volatility and the permanent and transitory price impacts of trade. We also
apply the ACMD model to analyze trade-direction data and estimate the probability
of informed trading (PIN). We ﬁnd that trade frequency has a critical role in price dy-
namics while the contribution of volume to price impacts, volatility, and the probability
of informed trading is marginal.
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1 Introduction
Engle and Russell (1998) and Engle (2000) introduce the Autoregressive Conditional Dura-
tion (ACD) model for examining irregularly spaced transaction data. Easley, Kiefer, and
O’Hara (1997) highlight the inappropriateness of sampling such data at ﬁxed time intervals
in market microstructure studies. Applications of the ACD technique to ﬁnance are ex-
plored in Engle and Russell (1997) as well as Dufour and Engle (2000) whose study of quote
revisions combines this model with the vector autoregression approach of Hasbrouck (1991).
This paper proposes an Autoregressive Conditional Marked Duration (ACMD) model for
transaction events such as tick movements and trade directions that is able to incorporate
high-frequency trade variables. Thus, the ACMD model facilitates an examination of market
microstructure issues that previously alluded direct examination, and serves as an important
tool for understanding how trade direction, size, and frequency are ultimately transmitted
into prices via conditional durations.
When applied to tick movements, the ACMD model analyzes the durations of marks
corresponding to price increases, decreases, as well as transactions executed at the pre-
vailing price. Every transaction corresponds to the ﬁrst occurrence of three independent
competing Poisson processes. These processes are related through their intensity functions
and described by ACD structures. We start with a basic model that assumes the intensity
functions for price movements depend only on their previous values and the realized lagged
duration as in Dufour and Engle (2000) and Engle and Russell (1998). We then augment our
implementation by introducing trade volume and trade direction, as well as their interactions
with realized lagged durations, as explanatory variables.
To construct a model for describing high-frequency transaction data, Russell and Engle
(2004) begin with an ACD model for transaction arrival times. A separate distributional
assumption is then invoked for describing price movements, with a multinomial distribution
being the natural choice. Thus, the ACD and ACM combination jointly determine the
distribution of trade durations and possible prices, yielding a price process for transaction
data as a result.
However, there is an important diﬀerence between the ACMD and ACM-ACD method-
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ologies. In the ACMD model, durations and tick movements are modeled simultaneously.
Speciﬁcally, marked ACD durations are suﬃcient to generate price movements. In contrast,
the ACM-ACD model is a two-step process; the ﬁrst stage generates the arrival time (trade
duration) while the second provides the type of mark (tick movement) conditional on the
contemporaneous duration. Since the contemporaneous duration is unknown given available
information at the time of the previous trade, this random quantity must be integrated out
to obtain the subsequent tick movement’s probability distribution. In contrast, by assigning
marks to independent competing processes, the ACMD model oﬀers a tractable alternative
for obtaining the marginal distribution of both the transaction time and tick movement. As
a result, the corresponding conditional expectation of the price, the instantaneous return,
and the instantaneous variance are immediately available.
We implement the ACMD model using TAQ data for ﬁve NYSE ﬁrms during the pe-
riod July 1, 1994 to June 30, 1995. Our empirical results suggest that trade frequency is
of critical importance to price dynamics. Although volume and trade direction inﬂuence
price dynamics, their roles appear to be supplanted by trade frequency. Indeed, we identify
circumstances in which higher volume leads to lower volatility. However, consistent with
Easley and O’Hara (1992), volatility is highest in short duration environments with frequent
trading activity.
Diamond and Verrecchia (1987) suggest that less frequent trading signiﬁes bad news,
due to short-sale constraints preventing informed investors from capitalizing on their private
information. Ignoring this friction leads Easley and O’Hara (1992) to conclude that less
frequent trading simply corresponds to no private information. Our empirical ﬁndings using
the augmented ACMD model support the hypothesis of Diamond and Verrecchia (1987) that
less frequent trading indicates bad news.
Another application of the ACMD model involves inferring the eﬀects of trade on the re-
vision of beliefs. The ACMD methodology enables us to directly compute the expected price
conditional on information pertaining to the previous trade direction, size, and frequency.
We modify the framework of Brennan and Subrahmanyam (1996) as well as Madhavan,
Richardson, and Roomans (1997) to investigate the impact of trade on belief revision. As
a result, the permanent and transitory price impacts may be estimated from separate equa-
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tions, without the joint estimation procedure in Madhavan, Richardson, and Roomans (1997)
that requires several restrictive assumptions.
Easley, Hvidkjaer, and O’Hara (2002) measure the probability of informed trading (PIN)
using trade directions rather than transaction prices. Adopting their approach, we consider
a two-mark version of the ACMD model which marks buy and sell orders. As a result,
a PIN-ACMD model is constructed to estimate the proportion of trades that are initiated
by informed traders. Our implementation relaxes several assumptions underlying previous
PIN computations. For example, we allow the trade directions to be serially correlated and
incorporate volume. In addition, we fully utilize available data by considering the sequencing
of transactions, rather than aggregating data into the number of daily buy and sell orders.
The remainder of this paper is organized as follows, the ACMD model is introduced in
the next section while Section 3 discusses the dynamics of the price process. The market
microstructure implications of the ACMD model are then discussed in Section 4. The simula-
tion methodology for generating impulse response functions, as in Dufour and Engle (2000),
is described in Section 5. Sections 6 and 7 describe the data and the empirical results of the
ACMD model. These empirical results are further examined in connection with the theories
of market microstructure in Section 8. Our conclusions and suggestions for further research
follow in Section 9.
2 ACMD Model for Price Movements
In this section, we introduce the ACMD methodology as a process for generating transaction
prices. Applying the ACMD model to trade directions is discussed in Section 4.
We follow the approach of Engle and Russell (1998) to model price movements categorized
by a price decrease, no price change, and a price increase. We deﬁne these movements
or marks as one tick down, no tick change, and one tick up. While some trades may
occur beyond one tick size, they are very infrequent with details provided in Section 6. If
additional precision is desired, the model may be easily generalized to include more marks.
We assume that each of the three tick movements follows a stochastic point process with
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their inter-arrival times having independent exponential distributions.1 In other words, the
tick movements are independent Poisson processes. Each Poisson process is characterized by
an intensity function, which is the reciprocal of the expected arrival time. The realization
of the next tick movement is the outcome of a competition for the ﬁrst arrival between the
three point processes. After a transaction, regardless of its tick outcome, all three intensity
functions are revised.
Let wi denote the tick movement of the i
th trade at time ti. Let wi assume values
j = −1, 0, 1, representing one downtick, no tick change, and one uptick respectively. To
begin with, the information set Φi−1 after the (i − 1)th trade consists of only past tick
movements and durations, a restriction that is later relaxed to incorporate additional in-
formation such as trade size and direction. Conditional on the information set Φi−1 =
{t1, . . . , ti−1, w1, . . . , wi−1} at time ti−1, there are three independent competing Poisson processes
representing the three possible tick movements. We denote the random arrival times for the
tick movements by Tji for j = −1, 0, 1 (the suﬃx i refers to the ith trade), with the ex-
pected value of Tji equaling ψji. Due to the Poisson assumption, Tji follows an exponential
distribution. Speciﬁcally, the density function of Tji is
fTji(t) =
1
ψji
exp
(
− t
ψji
)
, (1)
with cumulative distribution function
FTji(t) = Pr(Tji ≤ t)
= 1− exp
(
− t
ψji
)
and corresponding survival function
STji(t) = 1− Pr(Tji ≤ t)
= exp
(
− t
ψji
)
. (2)
Observe that fTji(t) depends only on ψji. However, while the inter-arrival times Tji are
statistically independent, their expected values ψji are conditioned on the same information
set Φi−1 and thus inter-related.
1As discussed later, generalizing to other distributions such as the Weibull is straightforward and does
not qualitatively alter our empirical results.
5
The arrival time of the next trade, ti, is random with a distribution that depends on
the three Poisson processes. Indeed, both the tick movement wi and the arrival time ti are
random. We denote the joint density of (wi, ti), conditional on Φi−1, by pi(wi, ti|Φi−1). Let
the duration (waiting time) be deﬁned as xi = ti − ti−1. Applying the rule of conditional
probability, we have the following conditional joint density of (wi, ti)
pi(k, ti|Φi−1) = Pr
(
1⋂
j=−1
{Tji > xi}
)
fTki(xi|Tki > xi) , k = −1, 0, 1 . (3)
The ﬁrst term on the right-hand-side of the above equation represents the probability of no
transactions (i.e., no arrival of any tick movement) between time ti−1 and ti. The second
term is the conditional density of tick movement k occurring at time ti, given no transactions
between time ti−1 and ti. Observe that no assumptions regarding the inter-arrival times or
conditional independence between wi and xi are manifested in equation (3). However, when
the independent exponential distribution assumption for Tji is invoked, the joint density
pi(k, ti|Φi−1) has a speciﬁc form. In particular, the second component of equation (3) is
fTki(t|Tki > t) =
fTki(t)
STki(t)
=
1
ψji
, (4)
from dividing equation (1) by equation (2). We denote λji = 1/ψji as the associated intensity
functions. Since
Pr
(
1⋂
j=−1
{Tji > xi}
)
=
1∏
j=−1
STji(xi)
(due to the independence of Tji), equation (3) may be expressed as
pi(k, ti|Φi−1) =
(
1∏
j=−1
STji(ti − ti−1)
)
λki , (5)
given the deﬁnition xi = ti − ti−1. Substituting equation (2) into equation (5) yields the
following expression for the conditional joint density of (wi, ti)
pi(k, ti|Φi−1) = λki exp{−(λ−1,i + λ0i + λ1i)xi} . (6)
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Thus, summing over the possible tick movements k in equation (6) produces a conditional
marginal density of xi equal to
fxi(x|Φi−1) =
1∑
k=−1
pi(k, x + ti−1|Φi−1)
= (λ−1,i + λ0i + λ1i) exp{−(λ−1,i + λ0i + λ1i)x} , (7)
which follows an exponential distribution with mean 1/(λ−1,i+λ0i+λ1i). On the other hand,
after integrating over the duration x, the conditional marginal density of wi is given by
fwi(k|Φi−1) =
∫ ∞
0
λki exp{−(λ−1,i + λ0i + λ1i)x} dx
=
λki
λ−1,i + λ0i + λ1i
, k = −1, 0, 1 . (8)
As the joint density in equation (6) is the product of the marginal density of wi (equation
(7)) and xi (equation (8)), wi and xi are independent conditional on the information set
Φi−1. This result is a consequence of the underlying processes for tick movements being
independent Poisson processes.
Given a sample of observations {wi, ti} for i = 1, . . . , N , the log-likelihood function may
be written as
N∑
i=1
ln pi(wi, ti) =
N∑
i=1
((
1∑
j=−1
ln Sji(xi)
)
+ ln
(
1∑
j=−1
λjiDwi(j)
))
= −
N∑
i=1
(
1∑
j=−1
xi
ψji
− ln
(
1∑
j=−1
Dwi(j)
ψji
))
,
where Dwi(j) = 1, if j = wi and 0 otherwise. Thus, the parameters of the model may
be estimated using maximum likelihood estimation (MLE) once the functional forms of
the conditional durations ψji are speciﬁed. We assume that the intensity functions λji
(reciprocals of the conditional durations ψji) are revised upon the occurrence of the (i−1)th
trade. The speciﬁcations for ψji are elaborated on in the next two subsections.
Details for generalizing the inter-arrival times to a two-parameter Weibull distribution
are provided in Appendix A, where it is also shown that the conditional independence of wi
and xi given the information set Φi−1 also holds under the this assumption. However, our
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empirical investigation ﬁnds little diﬀerence between the diagnostic statistics of the exponen-
tial and Weibull models. These diagnostics include the excess dispersion statistic of Engle
and Russell (1998) and the Box-Ljung statistics for the autocorrelation of realized durations
and their squared counterparts. Furthermore, the “shape” parameter of the Weibull distrib-
ution is close to one, implying the simpler exponential distribution is adequate. Thus, in our
subsequent exposition, only results for exponentially distributed arrival times are reported.
Several other approaches for modeling transaction prices have appeared in the litera-
ture. Rydberg and Shephard (2000) propose a compound Poisson process while Russell
and Engle (2004) suggest the two-stage ACM-ACD model. Another model derived from a
joint distribution involving trades and quotes appears in Engle and Lunde (2003). Bowsher
(2003) provides a theoretical model allowing for an interaction between the timing of trade
and quote revisions, while Russell (1999) introduces an Autoregressive Conditional Intensity
(ACI) model which directly parameterizes a stochastic intensity function rather than its as-
sociated duration. A decomposition of price movements incorporating the eﬀects of volume
and duration is suggested by Rydberg and Shephard (2003). However, in contrast to the
ACMD approach, the existing literature does not mark transaction durations to generate a
price process.
The ACM-ACD model of Russell and Engle (2004) models transaction price data in two
stages. In the ﬁrst stage, an ACD model generates a duration while a multinomial distribu-
tion for tick movements, conditional on the contemporaneous duration, comprises the second
stage. Rydberg and Shepard (2003) also condition the potential tick movement on contem-
poraneous as well as lagged durations. In contrast, our ACMD model considers duration
and tick movements simultaneously in a full information maximum likelihood framework.
The empirical ﬁndings of Russell and Engle (2004) and Rydberg and Shephard (2003)
suggest that contemporaneous duration impacts the conditional probability distribution of
tick movements. These ﬁndings seemingly contradict the conditional independence between
contemporaneous durations and tick movements in the ACMD model. However, this in-
consistency is illusory. The conditional information set Φi−1 in the ACMD model consists
of intensities for the Poisson processes underlying tick movements. This feature is not in-
corporated into the model of Russell and Engle (2004) nor Rydberg and Shephard (2003).
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To test the conditional independence implication of the ACMD model, we propose a simple
test statistic. Under the joint assumption that the tick movement wi and the duration xi
are conditionally independent, and that equations (7) and (8) correctly specify the mar-
ginal densities of durations and tick movements respectively, the proposed statistic tNW is
asymptotically distributed as a standard normal variate with details provided in Appendix
B. Besides statistical considerations, the ACMD price process described in the next section
has an intuitive economic interpretation as both ti and wi are random conditional on Φi−1.
Unlike the Russell and Engle (2004) and Rydberg and Shepard (2003) frameworks, it is not
the case that an investor observes the time of the next trade but not the simultaneous tick
movement.
2.1 Basic Model
We ﬁrst consider a basic model for determining the expected duration with all three condi-
tional durations depending only on the previous conditional durations, the lagged realized
duration, and the previous tick movement. Speciﬁcally, we assume that conditional durations
are updated according to the following equation
lnψji =
1∑
k=−1
νjkDk(wi−1) + αj lnψj,i−1 + βj ln xi−1 , j = −1, 0, 1 (9)
where Dk(z) = 1, if z = k and 0 otherwise. Thus, we have an extended ACD(1,1) structure,
where the constant term in the usual ACD equation is replaced by intercepts that vary
according to the previous tick movement. As seen in equation (8), an increase (decrease)
in the conditional expected duration ψji implies a smaller (larger) intensity λji, which in
turn implies a reduced (increased) probability that the next transaction is of type j. The
intercepts νjk represent the sensitivity of the next price movement to the prior transaction.
Thus, when the previous tick movement is of type k, the intercept for lnψji is νjk. A larger
(smaller) νjk implies that tick movement k induces a lower (higher) intensity of the next tick
being of type j. However, the resulting probability distribution for tick movements depends
on the relative magnitude of νjk.
The remaining sets of α and β coeﬃcients are those of an ACD(1,1) model, which repre-
sent the eﬀects of the previous conditional expected duration and the realized lagged dura-
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tion. We expect both α and β to be positive with a sum of less than 1, with longer lagged
conditional expected durations and realized lagged durations implying longer conditional
expected durations for all tick processes. However, their relative magnitudes determine the
probability distribution for tick movements. For example, if β−1 is smaller than β1, a longer
lagged duration implies a higher probability of a downtick. Consequently, long durations
which coincide with infrequent trading imply bad news.
2.2 Augmented Model
The basic model introduced in the last subsection may be extended to incorporate the
eﬀects of trade direction and trade volume as well as their interactions with realized lagged
durations. We consider an augmented ACMD model with conditional durations described
by the following equation
lnψji =
1∑
k=−1
νjkDk(wi−1) + αj lnψj,i−1 + βj ln xi−1 + γj ln si−1 + ϕj yi−1 (10)
+ θj ( yi−1 ln si−1) + ηj (yi−1 ln xi−1) + ξj(yi−1 ln xi−1 ln si−1) , j = −1, 0, 1
where si−1 denotes the trade size (volume in lots) of the last transaction whose trade direction
is represented as yi−1 = ±1 according to the usual convention of 1 for buy-initiated trades
and –1 for sell-initiated trades. Therefore, the conditional information set is extended to
Φi−1 = {th, wh, sh, yh; h = 1, ..., i − 1}. The additional parameters measure the sensitivity
of the conditional durations, hence the intensities, to the additional explanatory variables.
Thus, the corresponding probabilities for tick movements are functions of the previous trade
direction, trade size, and conditional as well as realized lagged durations. For example, a
positive θj implies large buy orders increase the conditional duration of tick j and hence
decrease the intensity of this price movement. However, whether a large buy order actually
reduces the probability of the next tick being j depends on the magnitude of θj compared
to the coeﬃcients for the other two tick movements. Similarly, if tick movement j has the
largest η, the probability of tick j decreases after a buy trade following a long duration. The
ξ coeﬃcients capture the interaction between trade direction, trade size, and trade frequency.
10
Overall, the augmented model allows the inﬂuence of trade variables on price dynamics to
be examined individually as well as jointly.
3 Price Dynamics
This section details the price dynamics implied by the ACMD model, as well as the corre-
sponding conditional return and return volatility. Suppressing the time index, we denote the
expected duration of a price decrease, no price change, and a price increase, conditional on
the information at time t, as ψ−1, ψ0, and ψ1 respectively. Under the ACMD framework,
the stock price between time t and T (> t) evolves as
P (T ) = P (t) + δ
n∑
i=1
wi (11)
where n is the random number of trades between time t and T while δ denotes the size
of one tick. Note that the number of trades n between time t and T may equal zero,
implying P (t + s) = P (t) for 0 ≤ s ≤ T − t. At time t, n is a random variable as well as
the marks {w1, . . . , wn}. The distribution of P (T ) is diﬃcult to obtain analytically, as the
intensities of the competing marked processes determining wi are updated after each trade.
However, Section 5 provides a simulation methodology for generating price paths conditional
on speciﬁed trade variables.
We next examine the expected return and return variance implied by ACMD price dy-
namics. Following standard practice, these quantities at time t are deﬁned respectively as
R(t) = lim
∆t→0
1
∆t
E
[
P (t + ∆t)− P (t)
P (t)
]
(12)
and
σ2(t) = lim
∆t→0
1
∆t
Var
[
P (t+ ∆t)− P (t)
P (t)
]
. (13)
For a small time interval ∆t, the probability of a trade occurring is (λ−1 + λ0 + λ1)∆t. The
probability of more than one trade occuring is of an order higher than ∆t, and therefore
negligible. Speciﬁcally, the probability that the price changes by k δ in the time interval ∆t
is λk ∆t for k = −1, 0, 1. Hence,
E[P (t + ∆t)− P (t)] = δ (λ1 − λ−1)∆t ,
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from which we obtain
R(t) =
δ (λ1 − λ−1)
P (t)
,
or, after including the trading time index,
R(ti−1) =
δ (λ1i − λ−1,i)
P (ti−1)
. (14)
Note that λ−1,i and λ1i are based on information at time ti−1. Similarly, the variance of a
price change is given by
Var[P (t + ∆t)− P (t)] = δ2 (λ1 + λ−1)∆t ,
implying the instantaneous return variance, with the time index speciﬁed, equals
σ2(ti−1) =
(
δ
P (ti−1)
)2
(λ1i + λ−1,i) . (15)
The instantaneous variance in equation (15) parallels the result of Engle and Russell (1998)
for unmarked durations (price changes irrespective of direction). Although the instantaneous
return in equation (14) is unobtainable in Engle and Russell (1998), who consider only trans-
action marks but not those of tick movements, the ACM-ACD model of Russell and Engle
(2004) yields price dynamics, hence returns. However, the ACM-ACD model conditions tick
movements on the contemporaneous duration. Therefore, from an economic perspective, the
ACM-ACD model has an investor observing the time of a trade without its corresponding
tick movement. From a computational perspective, integration over the contemporaneous
duration is required to obtain an asset’s return and volatility.
4 Applications to Market Microstructure
We now explore several topics in market microstructure that the ACMD model is capable of
addressing. These include applications to price and order ﬂow dynamics.
4.1 Impact of Duration, Volume and Trade Direction on Price
A long duration may or may not be interpreted as an indication of bad news. Diamond and
Verrecchia (1987) oﬀer a model in which short-sale constraints prevent informed investors
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from selling on bad news while Easley and O’Hara (1992) ignore this friction. Therefore,
the former argues that no trading activity represents bad news while the latter simply no
news. Russell and Engle (2004) oﬀer empirical support for the ﬁrst theory by illustrating
that longer durations are associated with falling prices. In the ACMD model, the estimates
of β shed light on this debate. If β1 is larger than β−1, then a long realized duration xi−1
causes the probability of a downtick to increase relative to an uptick.
The sign of γ determines whether large trade sizes are followed by more or less intense
trading activity, with negative values consistent with increased trading activity. The ν and ϕ
parameters reﬂect the eﬀects of the previous tick movement and trade direction respectively.
A number of Dufour and Engle (2000)’s conclusions may be re-examined by the ACMD
model. The θ coeﬃcients allow us to determine the roles of trade volume and trade direction
in price dynamics. If θ1 < 0 and θ−1 > 0, large purchases (sales) instigate an increased
(decreased) intensity for upticks and a decreased (increased) intensity for downticks. Indeed,
irrespective of the signs of the individual parameters, θ−1 > θ1 implies the probability of an
uptick increases relative to the probability of a downtick after a large purchase.
Furthermore, η reveals whether a buy/sell transaction following a short/long duration
increases the likelihood of a price increase or decrease. This may be extended to include
the interaction with volume, resulting in an examination of how a buy/sell transaction with
large/small volume following a long/short duration inﬂuences the probability of a price
increase or decrease. Section 7 discussed these results in greater detail.
4.2 Revision of Beliefs and Order Flow
One important application of the ACMD model involves its ability to revise, upon each
transaction, the conditional expectation of the future price. Our objective in this subsection
is twofold. First, we gauge the impact of trading activity in terms of its permanent price im-
pact. Second, we examine the marginal impact of volume on the revision of beliefs regarding
a stock’s value.
Motivated by the research of Madhavan, Richardson, and Roomans (1997), we denote
µti as the expected price conditional upon information after the previous trade at time ti−1.
Madhavan, Richardson, and Roomans (1997) examine the permanent and transitory eﬀects of
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trading activity. They assume that belief revision due to new information, denoted µti−µti−1 ,
is positively correlated with the innovation of trade initiation given by yi−1−E[yi−1|yi−2, ...].
In particular, the revision of beliefs is decomposed into two sources expressed as
µti − µti−1 = πP (yi−1 − E[yi−1|yi−2, ...]) + ti , (16)
where πP measures the permanent impact of trade initiation and ti represents other in-
formation.2 While Madhavan, Richardson, and Roomans (1997) argue that trade initiation
may have more explanatory power than trade size, Brennan and Subrahmanyam (1996) in-
clude volume in their analysis. Thus, they consider a formulation similar to the following
equation3
µti − µti−1 = πP (yi−1 ln si−1 − E[yi−1 ln si−1|yi−2 ln si−2, ...]) + ti , (17)
in which the permanent impact πP reﬂects the impact of order ﬂow, not just trade initiation.
Under the assumption of competitive risk-neutral market makers, the transaction price is
expressed as
P (ti)− µti = πT yi + εti , (18)
where πT captures the temporary eﬀect of the trade initiation variable.
4
For the ACMD model, we have from equation (11) that
P (ti) = P (ti−1) + δ wi ,
which, when combined with the following deﬁnition for µti ,
µti = E[P (ti)|Φi−1] (19)
2In later empirical applications, the innovations yi−1 −E[yi−1|yi−2, . . . ] are estimated using a time series
regression with one lag.
3Brennan and Subrahmanyam (1996) use πP in equation (17) to represent the variable eﬀect of trade,
as it signiﬁes the eﬀect of trade size and direction on beliefs. We shall, however, adopt the interpretation
due to Madhavan, Richardson, and Roomans (1997) and signify πP in both equations (16) and (17) as the
permanent or information-motivated price impact of a transaction.
4Brennan and Subrahmanyam (1996) denote this variable the ﬁxed eﬀect parameter, as it measures the
eﬀect of a trade irrespective of its size. Again we adopt the interpretation of Madhavan, Richardson, and
Roomans (1997) and refer to πT as the temporary price impact parameter.
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yields
µti = E[P (ti−1) + δ wi|Φi−1]
= P (ti−1) + δE[wi|Φi−1]
= P (ti−1) +
δ (λ1i − λ−1,i)
λ−1,i + λ0i + λ1i
. (20)
Thus, the revision of beliefs due to the trade at time ti−1 is given by
µti − µti−1 = δ wi−1 + δ
(
λ1i − λ−1,i
λ−1,i + λ0i + λ1i
− λ1,i−1 − λ−1,i−1
λ−1,i−1 + λ0,i−1 + λ1,i−1
)
, (21)
since P (ti−1) = P (ti−2) + δ wi−1, while the transitory price change of the trade at time ti
equals
P (ti)− µti = δ
(
wi − λ1i − λ−1,i
λ−1,i + λ0i + λ1i
)
. (22)
With parameters estimated from the ACMD model, equations (21) and (22) may be used
to obtain estimates for µti − µti−1 and P (ti) − µti respectively. The parameters πP and πT
are then estimated directly from equations (16), (17), and (18) using OLS regression. As
illustrated in Brennan and Subrahmanyam (1996) and Madhavan, Richardson, and Roomans
(1997), πP and πT constitute important measures of illiquidity.
In summary, the ACMD model enables the computation of conditional expected prices
based on a range of trade variables. Thus, we are able to examine belief revision and estimate
liquidity parameters for diﬀerent stocks over diﬀerent daily time periods without imposing
any assumptions on the serial correlation of order ﬂow. Indeed, the permanent and temporary
price impacts are calculated separately from two separate regressions, rather than being
jointly estimated from a reduced-form model as in Madhavan, Richardson, and Roomans
(1997). Subsection 8.1 provides the empirical results for the estimated price impacts of
trade.
4.3 Impact of Trade Frequency, Size, and Direction on Volatility
In standard discrete-time models, return and volatility are appropriately analyzed on a
per sampling interval basis. With high-frequency data, transaction durations are random
variables and measures that account for this randomness (which may tend to zero) are the
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instantaneous return and volatility. The ACMD model facilitates the study of instantaneous
volatility and its determinants.
To analyze the instantaneous volatility in equation (15), we consider several scenarios.
These scenarios are deﬁned in terms of small and large purchases as well as sales, along
with realized and conditional durations that are both short and long.5 Variation in the
instantaneous volatility under these scenarios is then examined. Besides examining the
instantaneous volatility after a single transaction, we also simulate paths over longer horizons.
We end this subsection by noting that the conditional variance in equation (15) is a
forward-looking measure. This diﬀers from most empirical studies in the literature that use
historical volatilities.
4.4 PIN via ACMD
In previous discussions, the marking of transactions referred to tick movements. We now
consider an application of the ACMD model in which marks denote trade directions in order
to construct a PIN-ACMD measure of informed trading.
Easley, Hvidkjaer, and O’Hara (2002) analyze trade-direction data to estimate the pro-
portion of trades initiated by informed traders. Their model is based on the numbers of
buy and sell orders in each day, the intensities of which depend on the existence of “news”
or information. Conditional on its arrival, information is further classiﬁed as being either
“good” or “bad” news. Easley, Hvidkjaer, and O’Hara (2002) model the numbers of buy and
sell trades in each day as independent Poisson variables, with diﬀerent intensities for days
with no news, good news, and bad news. Therefore, the characterization of each trading day
is unknown with a mixture of Poisson distributions describing its likelihood. The probability
of an informed trade or PIN is then calculated as the ratio of the combined intensity for buy
and sell orders on days with news divided by the total intensity over all days.
We propose to estimate the required intensities of buy and sell orders using the ACMD
model. Thus, the ACMD model is applied as a two-mark process to describe the arrivals of
buy- and sell-initiated transactions, and we refer to this model as the PIN-ACMD model. As
5Deﬁnitions of short versus long durations and small versus large volumes are given in Section 5.
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in Easley, Hvidkjaer, and O’Hara (2002), trade directions rather than prices are modeled for
the purpose of determining the extent to which trading is motivated by information. Thus,
conditional durations, hence conditional intensities, are determined by whether a certain day
coincides with good, bad or no news. On good-news days, the arrival of buy orders is more
intense, while bad-news days experience greater selling activity.
In comparison to the PIN model implemented by Easley, Hvidkjaer, and O’Hara (2002),
the PIN-ACMD model is not restricted to daily aggregate buy and sell orders, as summarizing
the order ﬂow in this manner may result in a loss of information. In addition, our PIN-ACMD
model accounts for autocorrelation in trade directions and incorporates trade volume into the
estimation of PIN.6 Another potential limitation of the Easley, Hvidkjaer, and O’Hara (2002)
approach is the assumption that the number of daily buy and sell orders are independent. In
contrast, the PIN-ACMD model allows interactions between consecutive buy and sell orders
to be updated after every transaction. This implies the conditional durations, and thus the
associated intensities, of buy and sell orders inﬂuence one another.
We assume each trading day is characterized by good news (G), no news (N), and
bad news (B) to form the set S = {G,N,B}. We retain our previous notations, with
the modiﬁcation that ψsji now represents the conditional duration of trade direction j, with
j = −1, 1 representing sell and buy orders, in state s ∈ S, given information after the trade at
time ti−1. The ACMD methodology now focuses on modeling the joint distribution of trade
direction and transaction duration, {yi, ti}. To this end, the speciﬁcation of ψsji must reﬂect
the activities of informed and uninformed traders. We ﬁrst deﬁne the following function f sji,
which forms the basis of the conditional-duration equations in each of the three states in S,
f sji ≡ νj,−1D−1(yi−1) + νj1D1(yi−1) + αj lnψsj,i−1 + βj lnxi−1 , j = −1, 1 (23)
For a no-news day, s = N, we assume a simple functional form for the conditional
duration, with
lnψNji = f
N
ji , j = −1, 1 .
6Easley, Hvidkjaer, and O’Hara (2002) report that informed trading estimates are negatively correlated
with volume, which remains a determinant of asset prices, but they omit this variable for computational
tractability.
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Thus, the conditional duration of a buy or sell order depends on whether the previous
transaction is a buy or sell as well as the lagged duration and previous conditional duration
of the order mark. This equation parallels the basic model in Section 2. As trade directions
are empirically found to have high positive serial correlation, we expect the relationships
ν−1,−1 < ν1,−1 and ν11 < ν−1,1 to hold, implying a sell (buy) trade induces a lower conditional
duration, or higher intensity, for a sell (buy) trade than for a buy (sell) trade.
On a good-news day, s = G, we modify equation (23) by a factor µ to yield
lnψG1i = f
G
1i − µ (24)
lnψG−1,i = f
G
−1,i ,
while for s = B, we have
lnψB1i = f
B
1i (25)
lnψB−1,i = f
B
−1,i − µ ,
with µ being a positive constant.
According to the assumptions of Easley, Hvidkjaer, and O’Hara (2002), only uninformed
traders are active in the absence of any news. When there is good news, informed traders
purchase shares, increasing the trading intensity of buy orders. Conversely, when there is bad
news, informed traders sell shares and increase the trading intensity of sell orders. However,
the trading intensity of sell orders on a good-news day and the trading intensity of buy orders
on a bad-news day are identical to their counterparts on a no-news day.
Thus, according to equation (25), fB1i represents the logarithmic conditional duration of
a buy order on a bad-news day, which is the same as that on a no-news day. However, the
logarithmic conditional duration of a sell order on a bad-news day decreases by µ due to
selling by informed traders, which increases the intensity of sell orders. As seen in equation
(24), on a good-news day, the logarithmic conditional duration of a buy order decreases by
µ, increasing the intensity of purchases. However, the logarithmic conditional durations of
sell orders on good-news days, fG−1,i, remain unchanged versus that of a no-news day.
Given that a certain day is of type s, the joint density of {yi, ti} conditional on information
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set Φi−1 is given by (see equation (6))
psi(k, ti|Φi−1) = λski exp{−(λs−1,i + λs1i) xi} , k = −1, 1
where λski = 1/ψ
s
ki for k = −1, 1, and s ∈ S. Let the number of days in the sample period be
indexed by d = 1, . . . , D, with Nd denoting the number of trades on day d. The corresponding
likelihood function is written as
D∏
d=1
(∑
s∈S
πs
(
Nd∏
i=1
psi(yi, ti|Φi−1)
))
, (26)
where πs denotes the probability of state s ∈ S. Note that the term in the inner bracket of
equation (26) is the likelihood function for day d, given that day d is in state s (the index
d for the {yi, ti} data has been suppressed). Thus, the model parameters may be estimated
using MLE. Following Easley, Hvidkjaer, and O’Hara (2002), we denote the probability of
a day containing news as θE , and conditional on news being present on a given day, the
probability of bad news as θB. Thus, πN = 1−θE and conditional on the arrival of news, the
probabilities of good- and bad-news days are πG = θE (1− θB) and πB = θE θB respectively.
To calculate PIN, we need to compute the intensities λsji in each state, from which we
obtain
PIN =
∑D
d=1
∑Nd
i=1(πG λ
G
1i + πB λ
B
−1,i)∑D
d=1
∑Nd
i=1(λ
N
−1,i + λ
N
1i + πG λ
G
1i + πB λ
B
−1,i)
, (27)
where the index d for the intensities has been suppressed.
To incorporate the inﬂuence of volume on the PIN estimates, yi−1 ln si−1 is added to
equation (23) to construct an augmented ACMD-PIN model whose conditional durations
equal
f sji ≡ νj,−1D−1(yi−1) + νj1D1(yi−1) + αj lnψsj,i−1 + βj ln xi−1 + ς j yi−1 ln si−1 , j = −1, 1 .
We would expect ς−1 > 0 and ς1 < 0, implying a large buy order induces a shorter expected
duration for a subsequent buy order but a longer expected duration for a sell order, with a
large sell order having the opposite eﬀect.7 Once the conditional durations are estimated,
the calculation of PIN is performed as in equation (27).
7We may further allow variations in ς with respect to the information environment by supplementing the
index s to obtain ςsj for s ∈ S. However, this may lead to over-parameterization and is not pursued in this
paper.
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Recall the Easley, Hvidkjaer, and O’Hara (2002) model assumes the number of buy and
sell orders follow independent Poisson distributions, with each day containing no news, good
news or bad news. In contrast to the ACMD formulation, the intensities of sell and buy
orders on a no news day, denoted λ−1 and λ1 respectively are constants throughout the
sample period. For a good-news day, the buy intensity increases by an amount µ, with
no change in the sell intensity. Likewise, for a bad-news day, the sell intensity increases
by an amount µ, with no change in the buy intensity. Under the mixture-of-distributions
assumption, the likelihood function of the PIN-EHO model is given by8
D∏
d=1
{
(1− θE) λ
Bd
1 e
−λ1
Bd!
λSd−1e
−λ−1
Sd!
+ θE θB
λBd1 e
−λ1
Bd!
(λ−1 + µ)Sd e−(λ−1+µ)
Sd!
(28)
+ θE (1− θB)(λ1 + µ) e
−(λ1+µ)
Bd!
λSd−1 e
−λ−1
Sd!
}
,
where Bd and Sd are the respective aggregate number of buy and sell orders in day d. Note
that the PIN-ACMD model relaxes several assumptions of the PIN-EHO model. Speciﬁcally,
the following extensions are considered: (i) volume is incorporated, (ii) independence between
the number of buy and sell orders each day is relaxed, (iii) trade orders may be serially
correlated, and (iv) the importance of transaction durations is recognized. Subsection 8.4
reports the empirical results of the PIN-ACMD model.
5 Impulse Response Functions
This section describes the methodology to estimate the impulse response function of the
augmented ACMD model. These simulations analyze the eﬀects of trade direction, size, and
frequency on volatility dynamics. With the impact of trade variables entering nonlinearly
into the probability distribution, both individually and as interaction terms, simulation is re-
quired. This analysis mirrors the impulse response functions of Dufour and Engle (2000). For
our augmented model, we employ a block bootstrap procedure to mimic “normal” conditions
for the trade direction and size variables.
8Note that the notation µ in equations (24) and (25) diﬀers from that in equation (28). In the former
case, µ denotes the reduction in the conditional duration when informed traders are present in the market
while in the latter case, µ denotes an increase in the intensity.
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To calculate the starting values, the previous realized duration is set equal to its un-
conditional sample mean. The starting values for the conditional durations of the three
processes are then computed by dividing this value by the unconditional probabilities pˆk of
the three marks, which are simply their sample proportions. Thus, the conditional durations
are ψk = x¯/pˆk for k = −1, 0, 1, where x¯ is the sample mean of the transaction durations.
Justiﬁcation for these starting values is given in Section 6. We then accumulate a series
of tick movements and durations along with a corresponding price series. At each trade,
we update the conditional expected durations to determine the intensities of the competing
marked processes and the probability density of the next tick movement and duration.
Simulation of the augmented model requires the exogenous trade direction and size vari-
ables, denoted yi and si respectively. These variables alter the conditional expected durations
and thus the probability distribution of the tick movement and duration. To generate these
exogenous variables from the sample data, we adopt a re-sampling procedure. Based on
the sample of data {yi, si}, for i = 1, ..., N, we select randomly an integer m from 1 to
N −B + 1, where B represents a speciﬁed block size. Once m is selected, the series {yi, si},
for i = m, ...,m + B − 1, is drawn as the trade direction and volume for the next B tick
movements. The conditional expected durations are then computed to yield (wi, ti). After
B transactions are generated, another integer m is randomly selected as the starting point
of another block of trade direction and volume data. We choose B to be 50, approximately
10 percent of IBM’s daily transactions.
A total of 10,000 trials are conducted for each scenario, and the average volatility over
these paths are plotted. For all simulations, the ﬁrst 600 seconds are deleted to ensure the
results are not inﬂuenced by our chosen starting values and that the series has reached a
“natural state” before introducing the respective scenario. After this period, a transaction
of a particular direction and size is introduced whose realized lagged duration is also an
element of the scenario. We then study the dynamics of the instantaneous volatility over the
subsequent ﬁve-minute period. The empirical results are reported in Subsection 8.3.
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6 Data
We apply the ACMD model to intraday data on ﬁve NYSE companies: Boeing (BA), General
Electric (GE), International Business Machines (IBM), Altria Group (formerly Philip Morris)
(MO), and AT&T (T). These ﬁve ﬁrms are a subset of those studied by Dufour and Engle
(2000). The data are obtained from the TAQ database, and cover the period July 1, 1994
to June 30, 1995. This is a period with no changes in the minimum tick size, and the daily
average durations are fairly steady. We extract three variables on each stock: time of trade,
transaction price, and signed volume inferred using the Lee and Ready (1991) algorithm.
We also correct for the opening auction and for time-of-day eﬀects, using procedures similar
to those suggested in Engle and Russell (1998). In particular, opening eﬀects require the
transactions occurring in the ﬁrst 20 minutes of each day be dropped. The average duration
for transactions over the following 10 minutes is then used as the waiting time for the ﬁrst
trade after 10:00 a.m. (E.S.T.). All transactions recorded after 4:00 p.m. are also deleted. In
some cases, the opening transaction occurred after the ﬁrst 20 minutes. Also, on a few days
there are insuﬃcient transactions between 9:50 a.m. and 10:00 a.m. to obtain a meaningful
average starting duration. Therefore, days with opening transactions after 9:50 a.m. and
with less than three transactions over the next 10 minutes are removed from the sample. In
addition, November 25, 1994 is dropped from the sample for all ﬁve stocks because of an
early “day after Thanksgiving” closing. Even after these deletions, a tremendous number of
observations for each company remain, as documented in Table 1.
To diurnally adjust the data, we estimate diurnal factors using a smoothing spline to
the average duration at each time point where data are available.9 The diurnally adjusted
durations are then obtained by dividing each duration with the corresponding diurnal factor.
For the remainder of this paper, durations xi refer to mean-diurnally-adjusted durations. The
diurnal factors for all ﬁve duration series are similar to those in Engle and Russell (1998).
In particular, the diurnal factors initially increase, with the largest diurnal factor occurring
at the middle of the day, before decreasing.
9We used the MATLAB function csaps.m to compute the smoothing spline. The diurnal factor is adjusted
to ensure the sample mean of the diurnally-adjusted durations is equal to the sample mean of the non-
diurnally-adjusted data.
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Relevant summary statistics for our data are given in Table 1. The number of observations
available for BA is substantially lower than the other stocks, primarily due to less frequent
trading as indicated by its average duration. For each stock, the distribution of price changes
is fairly symmetric, with the number of trades occurring at the prevailing price far exceeding
the frequency of trades associated with price movements. Price movements of more than
one tick occur less than 0.5% of the time. For this reason, we assume that prices move by
at most one tick, and convert all price movements in our data to indicators 1, 0 and –1,
corresponding to price increases, no change, and price decreases respectively. Although the
ACMD model is easily extended to incorporate more than three marks, this extension would
only complicate the estimation process without having any signiﬁcant eﬀect on our results.
Table 1 also records the average durations between consecutive price increases, decreases,
and between two trades executed at the prevailing price. Since the conditional expected
duration for mark k equals
E[ψki|Φi−1] =
1
λki
=
1/(λ−1,i + λ0i + λ1i)
λk/(λ−1,i + λ0i + λ1i)
=
E[xi|Φi−1]
pki
,
we estimate the average durations as x¯/p̂k. These durations then initialize the ACMD process
in the model’s estimation.
7 Estimation Results of the ACMD Model
We estimate the parameters of the ACMD model using MLE. As the tick data are concate-
nated, each day starts with new conditional durations, x¯/p̂k, as explained in the previous
section. The estimation is performed using the CML program in GAUSS with standard
errors computed using the robust QMLE method.
Following Engle and Russell (1998), ACMD diagnostics may also be calculated. These
include the Box-Ljung statistics for xˆi and xˆ
2
i , where xˆi is the duration standardized by
the estimated conditional duration, and the excess dispersion statistic of Engle and Russell
(1998). Due to the large sample size in high frequency data, these statistics have very large
values, as reported in Engle and Russell (1998) and Engle (2000). Our results are comparable
to previous research and we observe a steep decline in the statistics after transforming the
raw durations into standardized durations using the ACMD model.
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Furthermore, we ﬁnd little diﬀerence between the results of the Weibull versus the ex-
ponential distribution. In fact, the estimated shape parameters φ are close to one, which is
consistent with the exponential assumption. Moreover, the Box-Ljung and excess dispersion
statistics report mixed results with neither model being dominant. Therefore, we focus our
presentation on the results for the exponential distribution.
7.1 Basic Model
Estimates of the basic model for each of the ﬁve companies are summarized in Table 2.
With the exception of one parameter, all estimates are statistically signiﬁcant at the 5%
level. The statistical signiﬁcance of the model parameters attests to the autoregressive role
of trade frequency, as well as the importance of time in price dynamics.
We shall discuss the implications of the estimated models in more detail in the next
subsection. Here we only highlight the following points. First, the estimated coeﬃcients
exhibit remarkable resemblance over the ﬁve stocks. The estimates of ν0k are smaller than
those of ν−1,k and ν1k, implying that trades with no tick change occur more frequently, as
reported in Table 1. Second, α0 + β0 is smaller than α−1 + β−1 and α1 + β1 for all stocks,
suggesting that there is higher persistence in the conditional durations of transactions with
no price change.
7.2 Augmented Model
Results of the estimated augmented models are given in Table 3. Once again, the estimated
coeﬃcients exhibit remarkable resemblance over the ﬁve stocks. For each ﬁrm, the following
regularities are observed:
1. ν−1,−1 > ν1,−1 and ν11 > ν−1,1, implying a downtick induces a higher probability of
an uptick, while an uptick induces a higher probability of a downtick. Thus, returns
exhibit negative serial correlation, as found in Dufour and Engle (2000). This property
likely results from the prevalence of bid-ask bounce.
2. β1 > β−1, providing evidence that long durations induce higher probabilities for
downticks relative to upticks. This supports the hypothesis of Diamond and Ver-
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recchia (1987) that short-sale constraints delay trading when there is bad news. In
this context, no news means bad news. This result is also exhibited in the basic model.
3. η1 > η0 > η−1, with η1 > 0 and η−1 < 0. Thus, a buy trade after a long duration
induces a higher probability of downtick. This implies that a buy trade after a long
duration is followed by a negative return, a result consistent with Dufour and Engle
(2000). We also observe that ϕ1 > ϕ0 > ϕ−1, providing evidence that a buy trade
per se implies a higher probability of a subsequent downtick. This ﬁnding contrasts
with Dufour and Engle (2000), who found positive price impacts for buy trades. The
disparity may reﬂect the fact that ϕj measures the eﬀect of trade direction net of its
interaction with other variables such as volume and duration.
4. θ−1 > θ0 > θ1, implying that a large buy trade increases the probability of an uptick
relative to a downtick. A similar eﬀect is produced by a large buy trade after a
long duration since ξ−1 > ξ0 > ξ1. Together with the previous items, these results
demonstrate that the price impact of a trade has to be studied in conjunction with its
direction, size, and frequency.
Regarding volume, we observe that γj < 0 for all tick movements and stocks, except
for γ−1 and γ1 of stock T. This implies that when volume increases, duration decreases,
indicating that trading activity becomes more intense. However, the relative magnitudes of
γ are ambiguous.
Finally, we investigate the ACMD model implication of conditional independence between
the contemporaneous duration and tick movement. As derived in Appendix B, we compute
the tNW -statistic for the joint hypothesis of conditional independence and having speciﬁed
the correct ACD model. The tNW -statistics for BA, GE, IBM, MO, and T are 0.303, -0.715,
-1.379, 1.286, and 0.804 respectively. Thus, the joint null hypothesis cannot be rejected at
the 10% level for any of the ﬁve ﬁrms. Consequently, the tNW -statistics support the existing
ACMD model implementation.10
10For emphasis, the tNW -statistics do not contradict the earlier work of Russell and Engle (2004). A more
detailed comparison between the ACM-ACD framework and our approach is given in Section 2.
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In the next section, we apply the ACMD model to examine other market microstructure
issues previously researched in the literature.
8 Market Microstructure Implications
This section interprets and discusses the ACMD results that are relevant to revisions in beliefs
of a ﬁrm’s value as well as its instantaneous volatility. In addition, market microstructure
theories regarding informed trading, deﬁned with respect to PIN, are also examined in the
context of our two-mark ACMD implementation.
8.1 Results on Revision of Beliefs
The estimates from the augmented ACMD model enable us to compute conditional expecta-
tions of prices and thus the revision of beliefs. Madhavan, Richardson, and Roomans (1997)
report intraday variations in the permanent price impact of trade. Therefore, it would be
interesting to examine intraday variations in the revision of beliefs. Thus, we divide the
trading time of each day into ﬁve equal diurnalised periods and calculate the average ab-
solute revision of beliefs over each period for the ﬁve stocks. The results are presented in
Figure 1. Interestingly, a U-shaped pattern in the revision of beliefs is documented with the
arrival of information being more prevalent at the beginning and end of the day.
Table 4 summarizes the results of the estimates of the permanent and transitory impact of
trade. An asterisk denotes innovations estimated by the residuals of a time series regression.
For example, y∗i−1 is an estimate of yi−1 − E[yi−1|yi−2, ...]. We observe that the transaction
cost element πT ranges from 2.81 cents to 4.54 cents for the ﬁve stocks. These ﬁgures are
comparable to the range of 3.4 cents to 4.6 cents reported by Madhavan, Richardson, and
Roomans (1997) over all stocks with intraday variations.11 The permanent impact of trade
πP based on trade direction ranges from 1.25 cents to 2.21 cents, which are lower than those
of Madhavan, Richardson, and Roomans (1997). A possible explanation for this diﬀerence
may be the higher liquidity of the ﬁve stocks in our sample. One interesting observation is
11Madhavan, Richardson, and Roomans (1997) assume the coeﬃcients πP and πT are the same across all
stocks. However, they allow for intraday variation in their values.
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that the smallest permanent impact (0.0125) is associated with the most frequently traded
stock (GE), while the highest impact (0.0221) corresponds to the least frequently traded
(BA). This is true whether trade direction or signed volume is used as the explanatory
variable for information impact.
The substantial diﬀerence in the permanent impact of trade across the stocks does not
support the assumption imposed by Madhavan, Richardson, and Roomans (1997) that all
stocks have the same impact parameter. We also estimate the permanent impact of trade
when volume is taken into account. The R2 of the regressions using the innovations of trade
direction versus order ﬂow demonstrate that trade direction has higher explanatory power
in four out of ﬁve stocks. This supports the Madhavan, Richardson, and Roomans (1997)
argument that volume has little inﬂuence on the revision of beliefs.
8.2 Analytical Results of Instantaneous Volatility
In this subsection we examine the instantaneous volatility at each in-sample transaction time
point. In addition, the instantaneous volatility in diﬀerent scenarios is computed to study
the inﬂuence of speciﬁc transactions. The next subsection examines instantaneous volatility
dynamics over a longer ﬁve-minute horizon.
To compute the instantaneous volatilities at the in-sample transaction time points, equa-
tion (15) is employed with δ = 1/8 = 0.125 and P (ti−1) set equal to realized transac-
tion prices. For ease of comparison, we scale the instantaneous volatilities by the factor
√
260× 6.5× 60× 60 to obtain annualized percentages and summarize their 5th percentile,
mean, and 95th percentile below:
Ticker 5th Mean 95th
BA 3.09 21.71 51.93
GE 5.04 33.84 85.38
IBM 3.37 16.83 43.02
MO 4.06 25.34 61.24
T 3.28 26.79 71.93
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Note that the mean volatilities are comparable to ﬁgures computed from lower frequency
daily return data, oﬀering additional empirical support for the ACMD model speciﬁcation.
Observe that GE is the most volatile stock, while IBM is the least volatile, a fact conﬁrmed
by the number of zero-tick movements in Table 1. While GE is the most liquid stock, the
least liquid stock, namely BA, is not the least volatile. The second panel in Figure 1 plots
the average volatilities of the ﬁve stocks over ﬁve intraday periods. Unlike the revision of
beliefs, volatility does not appear to have an intraday pattern despite the existence of a
U-shaped pattern in volume. As seen later, this result is consistent with the relatively minor
impact of volume on volatility dynamics.
We compute the instantaneous volatility in diﬀerent scenarios categorized by trade direc-
tion, size, and frequency, as well as associated tick movements and market conditions. Table
6 summarizes the instantaneous volatility, in percent per annum, for a subset of the scenarios
we examined. As the results for all ﬁve stocks are similar, we only present the results for
BA and IBM. IBM has the most zero-tick movements of any of the ﬁve stocks while BA
is closest to the average of the other four companies, whose values are very similar to each
other. Thus, IBM and BA may be considered representative securities and for brevity we
only document their results with others available upon request.
The columns of Table 6 refer to short and long lagged duration xi−1 as well as conditional
durations ψj,i−1 as recorded in Table 5. Thus, the column “short duration / long conditional
durations” corresponds to a trade arriving unexpectedly soon in an inactive market. Con-
versely, the column “long duration / short conditional durations” characterizes a trade ar-
riving unexpectedly late in an active market. The rows signify three aspects of the scenarios,
corresponding to trade direction (purchase or sale), price movement (uptick, downtick, or no
tick), and trade volume (small or large). As sale uptick and purchase downtick are relatively
rare, their results are not presented.
Although many of the volatilities in Table 6 appear large, they coincide with artiﬁcially
constructed scenarios. Naturally, the conditions underlying most of our scenarios are not
expected to prevail over the course of an entire year. As shown in Table 1, the major-
ity of trades are executed with neutral tick movements, and associated with volatilities in
agreement with our intuition.
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Several regularities emerge from Table 6 and are summarized as follows:
1. In all cases, volatility increases when the conditional duration decreases. Speciﬁcally,
volatility is higher in scenarios with short conditional durations. Thus, volatility is low
during inactive (not frequently traded) markets.
2. Volatility increases when lagged duration decreases. Speciﬁcally, volatility is higher
in scenarios with short durations. Thus, shorter arrival times generally induce higher
volatility, irrespective of the market’s conditional duration (active or inactive).
3. A purchase uptick with small volume induces a higher volatility than with large vol-
ume, with sales exhibiting a similar pattern for downticks. This phenomenon of small
volume causing higher volatility may seem counter-intuitive at ﬁrst. However, there is
a plausible explanation as purchases coinciding with upticks (or sales coinciding with
downticks) may signal price revisions upwards (downwards). If higher volume creates
a stronger signal, then the price has a higher probability of remaining at the revised
level, without reversing in the short-term. Thus, higher volume increases the probabil-
ity that the next trade corresponds to a neutral tick movement. This result supports
the empirical ﬁndings of Jones, Kaul, and Lipson (1994) that volume has a less sig-
niﬁcant role in determining volatility than one might originally expect. Indeed, the
ACMD model reveals a potential explanation for why higher volume actually reduces
volatility for certain transactions.
4. The volatilities for long duration / short conditional durations are larger than those
of short duration / long conditional durations in all cases. Thus, an unexpectedly late
trade arrival in an active market induces a higher volatility than an unexpected trade
in an inactive market.
Overall, consistent with Easley and O’Hara (1992), high volatility coincides with market
conditions characterized by short durations. In addition, the eﬀects of purchases versus sales
(trade direction) on volatility appears ambiguous. To resolve the eﬀects of trade direction
on volatility, we may need to consider the trade imbalance, as proposed by Chordia, Roll,
and Subrahmanyam (2002).
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8.3 Results of Impulse Response Functions
The previous subsection examines volatility in a static manner by computing its value for
diﬀerent trade characteristics and market conditions. Using the impulse response functions
described in Section 5, we now consider simulated price paths over longer transaction-time
horizons (5 minutes) for a subset of the scenarios presented in Table 6.
Of the scenarios we investigate, two are characterized by whether the trade is a purchase
or sale. Both of these scenarios are conducted for small and large transactions, deﬁned as
the 10th and 90th percentiles of the ﬁrm’s trading volume during the sample period. The
scenarios are further reﬁned with respect to whether the previous realized durations are
short or long, deﬁned as the 10th and 90th percentiles of their unconditional sample values.
Thus, our simulated impulse response functions allow us to ascertain the importance of trade
direction, size, and frequency to volatility.
Figures 2 and 3 present the average instantaneous volatility over 10,000 simulated paths
using estimates of the augmented model for IBM. The ﬁgures indicate that a transaction
occurring after a short duration increases volatility, irrespective of the trade’s volume and
direction (buy or sell). Indeed, the marginal contribution of trade size and direction to
volatility dynamics appears very limited in active markets. The relationship between high
volatility and short durations conﬁrms the results of Easley and O’Hara (1992).
However, for a trade occurring after a long duration, volume inﬂuences whether volatility
increases or decreases. In particular, volatility tends to decline subsequent to high volume
transactions coinciding with long lagged realized durations, regardless of trade direction.
Thus, with short durations (high trade frequency), volume has a secondary role in volatility
dynamics. In contrast, in circumstances with long durations (low trade frequency), volume
cannot be ignored. This phenomenon also applies to the other four stocks (additional ﬁgures
available on request). A possible explanation for this result is that high volume implies
greater certainty that the stock’s price reﬂects its true value, reducing the likelihood of an
immediate price reversal. Conversely, small volume transactions after long durations cause
slight increases in volatility, consistent with the higher possibility of a price reversal. To our
knowledge, the interaction between duration and volume has not been documented before.
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Figure 4 displays the results for trade direction in market conditions that are characterized
by median trade intensity and size. Observe that volatility’s response to a sale or purchase
for IBM is identical, while only a slight diﬀerence exists for BA. In total, neither of the
diﬀerences appears to be very signiﬁcant in comparison to the inﬂuence of trade frequency.
8.4 Results of PIN-ACMD
Results of the PIN-ACMD model as well as the PIN-EHO model in Easley, Kiefer, and
O’Hara (1997) are documented in Table 7. For the PIN-ACMD model, all coeﬃcients are
statistically signiﬁcant at the 5% level except for two. Similar to the ACMD model for price
movements, the ACMD model for trade direction exhibits a remarkable resemblance across
the ﬁve ﬁrms. In particular, we observe the following:
1. ν−1,−1 < ν−1,1 and ν11 < ν1,−1, implying that buy trades induce higher probabilities of
buy trades, and sell trades induce higher probabilities of sell trades. This is consistent
with positive serial correlation in trade direction.
2. ς−1 > 0 and ς1 < 0, implying large buy orders induce shorter expected durations for
subsequent buy orders but longer expected durations for sell orders. The opposite
is true for large sell orders. Thus, volume plays an explicit role in predicting trade
directions.
We ﬁnd remarkable similarities between the results of the PIN-ACMD and PIN-EHO
models. First, although the conditional probability of a bad news day θB in the two models
diﬀer, their ordering among the ﬁve stocks is identical. A similar result applies to the
probability of news, θE. Although the PIN estimates from the ACMD model exhibit larger
variation over the ﬁve stocks compared to the EHO model, their ordering among the ﬁve
stocks is nearly identical. Variation in the PIN estimates is consistent with variability in
the permanent price impacts reported in Subsection 8.1. Moreover, the PIN rankings nearly
coincide with their permanent price impact counterparts.
The value of PIN is determined by the interaction between the probability of news pa-
rameter, θE , and the reduction in the conditional duration parameter, µ. For BA, although
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the probability of news θE is not high, the reduction in the conditional intensity is very
signiﬁcant. Thus, when there is news, informed traders constitute a signiﬁcant portion of
market participants. This results in BA having the highest PIN. In contrast, while θE for GE
is the highest among the ﬁve stocks, the corresponding reduction in its conditional duration
measured by the parameter µ is the lowest. As a consequence, this results in a low PIN, as
the activities of liquidity traders are high relative to informed traders.
Despite the signiﬁcance of the ς coeﬃcients, estimates of the basic PIN-ACMD model
without volume are generated to gauge its marginal economic importance. Previously, in the
context of transaction prices, the volume coeﬃcients, while signiﬁcant, are later revealed to
have an almost negligible impact on instantaneous volatility and belief revision. A similar
conclusion is reached for order ﬂow as the results of Table 7 indicate that in four of the ﬁve
companies, the impact of volume is almost undetectable. Thus, the assumption of Easley,
Hvidkjaer, and O’Hara (2002) is validated as volume does not appear to signiﬁcantly impact
the PIN measure. Therefore, diﬀerences between the PIN-ACMD and PIN-EHO estimates
likely result from allowing order ﬂow to be serially correlated as well as admitting interactions
between buy and sell orders.
To our knowledge, the above PIN-ACMD approach represents the ﬁrst attempt to model
trade direction in conjunction with duration and volume. The model has several possible
extensions. First, the reduction in the conditional duration for good-news days may be
allowed to diﬀer from that of bad-news days. Second, we may allow the probabilities θE
and θB to be time varying and endogenously determined. One strategy would be to model
these probabilities using the daily total of buy and sell orders with intraday variations in
the trade-direction intensities modeled using transaction data. This extension facilitates the
computation of daily PIN estimates. Research along this line is in progress with promising
preliminary results.12
12Easley, Engle, O’Hara, and Wu (2002) model the intensities of informed and uninformed traders using a
bivariate time series. Although daily PIN estimates are obtained, they restrict the unconditional probability
of news to be constant over the sample period, with identical intensities for buy and sell orders.
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9 Further Research and Conclusions
As discussed in Madhavan (2000), the merging of market microstructure with asset pricing is
a promising area for future research. This paper oﬀers an Autoregressive Conditional Marked
Duration (ACMD) model as a step towards capturing price dynamics using high-frequency
transaction data.
In the context of transaction prices, we employ the ACMD model to explore the impact
of previous trades, in terms of their direction, volume, frequency, and interactions, on the
subsequent arrival time and corresponding price movement. We ﬁnd evidence consistent
with Diamond and Verrecchia (1987) that infrequent trading is consistent with bad news.
In addition, we re-examine the research of Madhavan, Richardson, and Roomans (1997)
and Brennan and Subrahmanyam (1996) to conclude that volume does not signiﬁcantly
contribute to the revision of beliefs. Furthermore, we document a U-shaped intraday pat-
tern in belief revision and ﬁnd that the permanent price impact of trading activity varies
substantially between ﬁrms.
Our proposed ACMD model coeﬃcients are then employed to study the inﬂuence of
trade direction, trade size, and trade frequency, as well as their interactions on instantaneous
volatility. A subsequent simulation study provides impulse response functions as in Dufour
and Engle (2000) to investigate their role over longer horizons. We ﬁnd that trade frequency
exerts a signiﬁcant inﬂuence on volatility dynamics. Speciﬁcally, consistent with Easley and
O’Hara (1992), active markets deﬁned by shorter durations experience higher volatility. In
contrast, the role of trade direction and size is less salient. In particular, volume’s impact
on volatility dynamics is conﬁned to periods of infrequent trading. Thus, examining the
importance of volume to volatility requires a transactions level analysis as aggregating volume
over longer periods obscures its contribution in periods characterized by inactive trading.
To investigate the probability of informed trading as in the PIN model of Easley, Hvid-
kjaer, O’Hara (2002), we apply the ACMD model to indicators of trade direction, namely
the arrival of buy and sell orders. We then derive a PIN-ACMD model that yields the prob-
ability of informed trading. Besides incorporating trade volume, this procedure considers
the information inherent in all transactions, not only daily aggregates for the number of
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buys and sells. In addition, we relax the assumptions that trade direction is uncorrelated
and that buy and sell orders have no inﬂuence on each other. In general, we ﬁnd slightly
lower estimates for PIN but nearly identical rankings between companies. We also document
that despite volume having a signiﬁcant role in the evolution of trade direction, its marginal
economic contribution, measured in terms of the probability of informed trading, appears
inconsequential.
Future research involving the ACMD model may involve conditional durations for quote
revisions to allow an interaction between these events and price movements. With regards
to behavioral ﬁnance, after thinning the price data to mitigate the eﬀects of bid-ask bounce,
the impact of previous price movements on future price dynamics may be investigated to
explore the returns and variability of technical trading strategies.
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Appendix
A ACMD under the Weibull Distribution
For a random variable X following the two-parameter Weibull distribution, its density func-
tion equals
fX(x) =
φ
ψ
(
x
ψ
)φ−1
exp
[
−
(
x
ψ
)φ]
,
where ψ is the scale parameter and φ (> 0) is the shape parameter. The survival function
associated with the Weibull distribution is
SX(x) = exp
[
−
(
x
ψ
)φ]
,
while its mean equals
E(X) = ψ Γ
(
1
φ
+ 1
)
,
where Γ(·) is the gamma function. Repeating the derivation in Section 2, we obtain the joint
density function of wi and xi as
pi(k, ti|Φi−1) = φ
ψki
(
x
ψki
)φ−1
exp
[
−
1∑
j=−1
(
x
ψji
)φ]
, k = −1, 0, 1.
Denoting λφi = λ
φ
−1,i + λ
φ
0i + λ
φ
1i, we obtain the conditional marginal density of xi as
fxi(x|Φi−1) = φxφ−1λφi exp
[
−λφi xφ
]
and the conditional marginal density of wi as
fwi(k|Φi−1) =
(
λki
λi
)φ
, k = −1, 0, 1.
Thus, wi and xi are conditionally independent. Furthermore, the log-likelihood function of
the data is given by
N∑
i=1
ln pi(wi, ti) = −
N∑
i=1
(
1∑
j=−1
(
xi
ψji
)φ
− ln
(
1∑
j=−1
Dwi(j)
φ
ψji
(
xi
ψji
)φ−1))
,
and the conditional expected waiting time for the next trade is
E(xi|Φi−1) =
1∑
j=−1
fwi(k|Φi−1)ψki Γ
(
1
φ
+ 1
)
.
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B Test of Independence and Model Specification
Under the assumption that contemporaneous durations and tick movements, denoted xi
and wi respectively, are independent conditional on information Φi−1 known after the prior
trade, the following conditional expectation holds E[wixi|Φi−1] = E[wi|Φi−1] E[xi|Φi−1]. The
individual expectations are given by
E[wi|Φi−1] = λ1i − λ−1,i
λ−1,i + λ0i + λ1i
and
E[xi|Φi−1] = 1
λ−1,i + λ0i + λ1i
implying that
E
[
wi
(
λ−1,i + λ0i + λ1i
λ1i − λ−1,i
)∣∣∣∣Φi−1] = 1 and
E [xi (λ−1,i + λ0i + λ1i)|Φi−1] = 1 .
Therefore, the joint hypothesis that the correct ACD model is speciﬁed and that wi and xi
are, conditional on Φi−1, independent yields
E
[
wixi
(λ−1,i + λ0i + λ1i)
2
λ1i − λ−1,i
∣∣∣∣∣Φi−1
]
= 1 .
We denote
ξi = wixi
(
λˆ−1,i + λˆ0i + λˆ1i
)2
λˆ1i − λˆ−1,i
,
where λˆij represent the in-sample estimates of the (conditional) intensities. We compute
the Newey-West heteroscedasticity-autocorrelation-consistent estimate of the standard error
for the sample mean of ξi, and denote the corresponding t-statistic as tNW . This statistic
is asymptotically distributed as a standard normal variate under the joint hypothesis of a
correctly speciﬁed ACD structure and conditional independence between wi and xi.
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Table 1: Summary Statistics for Price Movements, Durations, and Order Flow
The relative frequencies of tick movements are recorded below. These values indicate that price
movements greater than one tick are very infrequent in our sample period. Indeed, the majority of
transactions are executed at the prevailing price. As expected, the data reveals that trade direction
experiences high positive serial correlation with the runs test oﬀering a formal statistical veriﬁcation of
this property. This feature of the data suggests that assuming trade directions are independent may
lead to incorrect inferences. According to the durations (and average daily number of trades) of the
ﬁve ﬁrms, GE is the most liquid stock while BA is the least liquid.
Ticker Symbols
Statistics BA GE IBM MO T
Frequency (%) of Price Movements
2 ticks up or more 0.19 0.15 0.16 0.23 0.11
1 tick up 14.70 15.17 8.79 14.91 13.36
0 tick - no price change 70.35 69.18 82.10 69.84 72.94
1 tick down 14.59 15.38 8.82 14.81 13.54
2 ticks down or more 0.16 0.07 0.13 0.20 0.05
Average Diurnally Adjusted Duration (in seconds)
All Trades x 88.78 31.83 41.42 48.88 39.29
Trades at Uptick ψ̂1 596.10 207.20 462.80 322.60 291.60
Trades at Prevailing Price ψ̂0 126.20 46.02 50.46 69.98 53.88
Trades at Downtick ψ̂−1 601.80 206.00 462.70 325.70 289.20
Order Flow Statistics (volume in lots)
Frequency of Buys (%) 44.87 57.63 47.99 44.32 54.35
Frequency of Sells (%) 55.13 42.37 52.01 55.68 45.65
Serial Correlation of Trade Direction 0.35 0.32 0.52 0.32 0.40
Runs Test of Trade Direction −81.32 −132.56 −186.27 −105.77 −146.61
Average Volume (lot size) 27.80 19.91 30.83 31.48 25.31
Average Log Volume 1.97 1.70 2.36 2.13 1.61
Average Daily Number of Trades 243.30 677.90 521.10 442.30 549.10
Number of Observations in Sample 54, 500 170, 157 129, 239 110, 120 135, 087
Table 2: Parameter Estimates of the Basic ACMD Model
All coeﬃcients for the ﬁve ﬁrms are signiﬁcant at the 1% level, with the exception of one para-
meter highlighted in bold whose p-value is 0.19. The basic model is described in equation (9) as
a self-exciting process depending only on past tick movements, realized durations, and conditional
durations with no exogenous trade variables present in its speciﬁcation. The signiﬁcance of the
parameters attest to the autoregressive nature of trade frequency and its signiﬁcant role in price
formation. Consistent with Diamond and Verrecchia (1987), the relationship β1 > β−1 implies that
less frequent trading activity is associated with bad news. This result is reinforced by the augmented
model, whose parameter estimates are reported in Table 3.
Ticker Symbols
Price Movements and
Previous Trade Variables Parameters BA GE IBM MO T
Downtick, j = −1
Downtick ν−1,−1 3.8836 3.1717 3.4067 3.4321 2.7866
No tick ν−1,0 2.3687 1.4542 2.4796 1.6648 0.8215
Uptick ν−1,1 0.4857 –0.4684 0.6118 –0.3523 –1.6580
Conditional Duration α−1 0.5919 0.7296 0.5587 0.6756 0.8389
Lagged Duration β−1 0.1146 0.0406 0.1273 0.1176 0.0812
No Change, j = 0
Downtick ν0,−1 0.1325 0.7714 0.1908 0.2067 0.2055
No tick ν00 0.0913 0.5132 0.1332 0.1032 0.0772
Uptick ν01 0.1030 0.5162 0.0748 0.0983 0.0479
Conditional Duration α0 0.9448 0.8011 0.9205 0.9318 0.9466
Lagged Duration β0 0.0440 0.0757 0.0576 0.0528 0.0413
Uptick, j = 1
Downtick ν1,−1 0.7675 –0.9531 0.8017 –0.0674 –1.5746
No tick ν10 2.3242 1.6428 2.7918 1.6939 1.1352
Uptick ν11 3.8195 3.8559 3.9710 3.3834 3.2728
Conditional Duration α1 0.5830 0.6984 0.5023 0.6552 0.7844
Lagged Duration β1 0.1199 0.0791 0.1458 0.1308 0.1037
Table 3: Parameter Estimates of the Augmented ACMD Model
Most coeﬃcients of the augmented model across the ﬁve ﬁrms are signiﬁcant at the 1% level.
Coeﬃcients which are not signiﬁcant at the 5% level are denoted in boldface. In contrast to the basic
model, the augmented model in equation (10) incorporates trade direction, size, and frequency into
the analysis, allowing these variables to individually and jointly inﬂuence price dynamics. A detailed
discussion of the augmented model’s implications is contained in Subsection 7.2. Observe that a higher
probability of an uptick relative to a downtick is recorded for large purchases (θ−1 > θ0 > θ1) as well
as large purchases after long durations (ξ−1 > ξ0 > ξ1). However, the pattern η1 > η0 > η−1, with
η1 > 0 and η−1 < 0 indicates that a buy trade after a long duration induces a higher probability of
a downtick, as in Dufour and Engle (2000). Overall, price dynamics involve the direction, size, and
frequency of transactions.
Ticker Symbols
Price Movements and
Previous Trade Variables Parameters BA GE IBM MO T
Downtick, j = −1
Downtick ν−1,−1 5.8477 5.1988 4.6592 5.1329 3.6559
No tick ν−1,0 4.7032 3.7769 4.0497 3.7231 1.4422
Uptick ν−1,1 3.3392 2.2638 2.3623 2.1743 –1.3977
Conditional Duration α−1 0.2488 0.3574 0.3102 0.3582 0.7416
Lagged Duration β−1 0.1844 0.0933 0.1960 0.1851 0.0994
Volume γ−1 –0.0983 –0.0253 –0.0414 –0.1204 0.0298
Direction ϕ−1 –0.4757 –0.6167 –0.3969 –0.5396 –0.3815
Volume - Direction θ−1 0.1331 0.0612 0.1147 0.1076 0.0736
Duration - Direction η−1 –0.1405 –0.0986 –0.1740 –0.1201 –0.0138
Volume - Duration - Direction ξ−1 0.0169 0.0191 0.0297 0.0162 0.0041
No Change, j = 0
Downtick ν0,−1 0.2380 2.0816 0.3026 0.9567 0.3759
No tick ν00 0.2013 1.8067 0.2533 0.8460 0.2270
Uptick ν01 0.2075 1.8313 0.1793 0.9166 0.1912
Conditional Duration α0 0.9230 0.5200 0.8946 0.7486 0.9027
Lagged Duration β0 0.0522 0.0772 0.0661 0.1097 0.0598
Volume γ0 –0.0165 –0.1294 –0.0180 –0.0762 –0.0194
Direction ϕ0 0.0427 –0.0493 0.0083 0.0172 –0.0356
Volume - Direction θ0 –0.0150 –0.0005 –0.0039 –0.0143 0.0087
Duration - Direction η0 –0.0042 –0.0023 0.0035 0.0086 0.0061
Volume - Duration - Direction ξ0 0.0019 0.0016 –0.0003 0.0011 –0.0012
Uptick, j = 1
Downtick ν1,−1 3.1884 2.4102 2.3678 1.5281 –0.2315
No tick ν10 4.3806 4.4190 4.1433 3.1296 2.5050
Uptick ν11 5.6828 6.2825 5.1680 4.6729 4.5850
Conditional Duration α1 0.2789 0.2716 0.2781 0.4399 0.5634
Lagged Duration β1 0.1869 0.1697 0.2514 0.2086 0.1694
Volume γ1 –0.0317 –0.1019 –0.0090 –0.0887 0.0023
Direction ϕ1 0.4009 0.8715 0.2785 0.3577 0.6152
Volume - Direction θ1 –0.1315 –0.0832 –0.0793 –0.1084 –0.1092
Duration - Direction η1 0.1154 0.1823 0.2128 0.1196 0.0476
Volume - Duration - Direction ξ1 –0.0038 –0.0450 –0.0347 –0.0118 –0.0033
4
Table 4: Estimates for Permanent and Transitory Trade Impacts
This table records the estimated parameters associated with the revision of beliefs stemming
from trade direction and order ﬂow. Standard errors for the coeﬃcients are in parentheses underneath
the estimated coeﬃcients. The R2 of the regressions are recorded in the third row of each equation.
Variables denoted with an asterisk are innovations, estimated as the residuals from a time series
regression. For example, y∗i−1 is an estimate of yi−1 − E[yi−1|yi−2, yi−3, . . . ]. These regressions parallel
earlier work by Madhavan, Richardson, and Roomans (1997) as well as Brennan and Subrahmanyam
(1996). The estimates are similar to the values reported in Madhavan, Richardson, and Roomans (1997)
and indicate the marginal contribution of volume to the revision of beliefs is very limited. In particular,
equation (16) provides higher R2’s than equation (17) for 4 out of the 5 ﬁrms. Furthermore, the πP
estimates exhibit variation amongst the ﬁrms, in contrast to the assumption imposed by Madhavan,
Richardson, and Roomans (1997). The magnitude of the πT coeﬃcients and the corresponding R2
values suggest that temporary price impacts exert a signiﬁcant inﬂuence on transaction level price
ﬂuctuations.
Ticker Symbols
Equation Price Impact
Reference Variable and R2 BA GE IBM MO T
Equation (16)
µti − µti−1 permanent (πP ), y∗i−1 0.0221 0.0125 0.0217 0.0190 0.0165
(0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
R2 0.357 0.257 0.310 0.358 0.443
Equation (17)
µti − µti−1 permanent (πP ), (yi−1 ln si−1)∗ 0.0079 0.0062 0.0068 0.0065 0.0057
(0.0001) (0.0000) (0.0000) (0.0000) (0.0000)
R2 0.295 0.314 0.271 0.295 0.287
Equation (18)
P (ti)− µti transitory (πT ), yi 0.0441 0.0454 0.0281 0.0434 0.0403
(0.0002) (0.0001) (0.0001) (0.0001) (0.0001)
R2 0.543 0.527 0.644 0.722 0.862
Table 5: Summary Statistics Underlying Volatility Scenarios
The 10th, 50th, and 90th percentiles of the trade variables and durations. The values below de-
ﬁne small and large trades, short and long realized durations, as well as short and long conditional
durations for each of the three possible tick movements. Therefore, both the instantaneous volatilities
in Table 6 as well as the simulated volatility paths in Figures 2 to 4 utilize elements of this table.
Volume is recorded in lots while durations and conditional durations are in diurnalized seconds. As
expected, the variables are generally right skewed with the median values being closer to the 10th
percentile than the 90th percentile.
Ticker Symbols
Variable Percentile BA GE IBM MO T
Volume
10th Small 1 1 1 1 1
50th Medium 6 5 10 8 3
90th Large 67 50 75 75 51
Duration
10th Short 6.45 2.33 4.19 4.25 3.42
50th Medium 48.98 17.86 22.28 26.72 20.93
90th Long 219.77 78.75 100.98 120.56 97.07
Conditional Duration for Downtick
10th Short 214.13 96.19 222.27 122.19 91.36
50th Medium 1115.29 195.00 645.60 673.70 661.09
90th Long 6152.73 2642.92 2668.50 3720.45 3554.76
Conditional Duration for No Change
10th Short 73.70 28.16 31.66 39.36 32.00
50th Medium 119.01 47.36 48.19 66.98 53.06
90th Long 192.54 71.77 72.48 112.64 84.36
Conditional Duration for Uptick
10th Short 271.67 59.30 227.12 147.36 91.51
50th Medium 637.71 1275.59 650.14 370.22 1569.33
90th Long 5126.65 8005.08 3011.71 2987.99 5732.93
Table 6: Instantaneous Volatilities of BA and IBM in Various Scenarios
The instantaneous volatility (annualized) in scenarios pertaining to durations and conditional
durations as well as trade volume and trade size are given in the following table. The values underlying
short versus long durations and small versus large volume are reported in Table 5. The columns
state the percentile of the lagged duration and the conditional duration while the rows signify three
aspects of the scenario corresponding to trade direction, price movement, and volume. Detailed
interpretations of the instantaneous volatility results are provided in Subsection 8.2. The magnitudes
of the volatility ﬁgures are in agreement with our intuition for transactions which do not involve tick
movements. Furthermore, consistent with Easley and O’Hara (1992), higher volatility coincides with
shorter durations. Over longer time horizons, Figures 2 to 4 plot the instantaneous volatility resulting
from a simulation analysis involving similar scenarios.
Duration / Conditional Durations
Scenarios Short / Short Short / Long Long / Short Long / Long
BA
Purchase - No Tick - Small Volume 41.14 27.40 35.66 23.60
Purchase - No Tick - Large Volume 41.60 28.00 30.62 20.46
Purchase - Uptick - Small Volume 73.18 48.24 67.36 44.38
Purchase - Uptick - Large Volume 64.62 42.66 52.20 34.42
Sale - No Tick - Small Volume 38.76 26.60 32.02 22.10
Sale - No Tick - Large Volume 41.12 27.74 30.64 20.82
Sale - Downtick - Small Volume 63.50 43.98 55.56 38.52
Sale - Downtick - Large Volume 52.96 36.54 44.32 30.64
IBM
Purchase - No Tick - Small Volume 30.02 20.54 26.40 17.98
Purchase - No Tick - Large Volume 28.14 19.38 19.94 13.68
Purchase - Uptick - Small Volume 62.00 42.20 59.44 40.44
Purchase - Uptick - Large Volume 49.18 33.50 38.30 26.08
Sale - No Tick - Small Volume 29.04 20.16 25.20 17.56
Sale - No Tick - Large Volume 28.98 19.96 20.56 14.16
Sale - Downtick - Small Volume 62.86 43.86 58.60 40.90
Sale - Downtick - Large Volume 50.38 35.08 37.04 25.80
Table 7: Estimates of the PIN-ACMD and PIN-EHO Models
The parameter estimates for each model are given below along with the probability of informed
trading abbreviated PIN. Parameters that are not signiﬁcant at the 5% level are in boldface. Besides
incorporating volume into the computation of PIN, the ACMD-PIN model relaxes the assumptions of
EHO that intraday order ﬂow is serially uncorrelated and that the daily number of aggregate buy and
sell orders are independent over the sample. The PIN-ACMD estimates without volume impose the
restriction that ς−1 and ς1 are both zero. The other parameter values, as with the ultimate measures
of PIN, are nearly identical to the case where volume is incorporated and are therefore omitted. Thus,
diﬀerences in the estimates between the PIN-EHO and PIN-ACMD models likely arise from the serial
correlation in order ﬂow and interactions between buy and sell orders. Observe that although the
PIN-EHO and PIN-ACMD rankings are nearly identical, those from the PIN-ACMD implementation
experience greater variability. This variation parallels the empirical results of the permanent price
impact approach documented in Table 4.
Ticker Symbols
Trade Variables Parameters BA GE IBM MO T
PIN-ACMD Model
Sale after Sale v−1,−1 1.8791 2.3126 2.9647 1.7877 1.6118
Sale after Buy v−1,1 2.1772 2.6272 3.8651 1.9956 2.0551
Buy after Sale v1,−1 1.7056 1.7832 2.8226 1.6843 2.1341
Buy after Buy v11 1.4295 1.6645 2.1598 1.4336 1.6809
Conditional Duration for Sales α−1 0.5597 0.3946 0.1860 0.5079 0.5080
Lagged Duration for Sales β−1 0.0875 0.0722 0.1064 0.1181 0.1302
Conditional Duration for Buys α1 0.6181 0.5409 0.3776 0.5722 0.5048
Lagged Duration for Buys β1 0.1233 0.0698 0.1400 0.1473 0.1169
Adjustment for Information µ 0.5167 0.2692 0.3854 0.4351 0.4703
Probability of News θE 0.3223 0.3848 0.3400 0.2070 0.2730
Given News, Probability of Bad News θB 0.9565 0.3893 0.3755 0.7276 0.0288
Volume - Direction for Sales ς−1 0.0363 0.0951 0.0201 0.0498 0.0397
Volume - Direction for Buys ς1 –0.0466 –0.0959 –0.0421 –0.0629 –0.0373
PIN 0.1492 0.0579 0.0820 0.0548 0.0773
PIN-ACMD Model Without Volume PIN 0.1347 0.0526 0.0836 0.0529 0.0745
PIN-EHO Model
Intensity for Sales λ−1 98.7929 345.8723 200.8416 175.2851 235.5643
Intensity for Buys λ1 110.9957 269.7381 251.5821 227.1735 241.7717
Adjustment for Information µ 92.6196 134.4572 148.5920 144.5634 200.0465
Probability of News θE 0.3511 0.4560 0.4556 0.2683 0.3539
Given News, Probability of Bad News θB 0.6859 0.2870 0.2858 0.4443 0.1433
PIN 0.1342 0.0906 0.1302 0.0879 0.1292
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Figure 1: Plots of the average revision of beliefs and annualized instantaneous volatility, across the
ﬁve ﬁrms, during ﬁve intraday periods of equal length. Observe that there does not appear to be any
intraday pattern in volatility. In contrast, the revision of beliefs is more pronounced at the beginning
and end of the trading day, exhibiting a U-shaped pattern.
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Figure 2: Plots of annualized volatility for IBM purchase scenarios in transactions time. Observe that
small and large purchases have similar volatility impacts. In contrast, diﬀerent durations have distinct
impacts on volatility. Speciﬁcally, active markets that correspond with short durations experience larger
increases in volatility. All series plotted above are the average of 10,000 trials with coeﬃcients of the
augmented model found in Table 3. The quantities corresponding to small and large purchases as
well as long and short durations are displayed in Table 6. Observe that large purchases appear to be
accompanied by a decline in volatility. As detailed in Subsection 8.3, a possible explanation for this
result is that higher volume reduces the probability of an immediate price reversal.
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Figure 3: Plots of annualized volatility for IBM sale scenarios in transactions time. Observe that small
and large sales have similar volatility impacts. In contrast, diﬀerent durations have distinct impacts on
volatility. Speciﬁcally, active markets that correspond with short durations experience larger increases
in volatility. All series plotted above are the average of 10,000 trials with coeﬃcients of the augmented
model found in Table 3. The quantities corresponding to small and large sales as well as long and short
durations are displayed in Table 6. Observe that large sales appear to be accompanied by a decline
in volatility. As detailed in Subsection 8.3, a possible explanation for this result is that higher volume
reduces the probability of an immediate price reversal.
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Figure 4: Plots of BA and IBM volatility after purchase and sale at median volume and median durations
in transactions time. For both ﬁrms, trade direction does not appear to exert a large inﬂuence on
volatility with purchases and sales provoking similar reactions in the instantaneous volatility. All series
plotted above are the average of 10,000 trials with coeﬃcients of the augmented model found in Table
3. The volume and duration quantities underlying the transactions are displayed in Table 6.
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