This study attempts to identify how much understanding of the driving forces of land-use changes can be gained through a spatial, statistical analysis. Hereto, spatial, statistical models of the proximate causes of different processes of land-use change in the Mara Ecosystem (Kenya) were developed, taking into account the spatial variability of the land-use change processes. The descriptive spatial models developed here suggest some important factors driving the land-use changes that can be related to some well-established theoretical frameworks. The explanatory variables of the spatial model of mechanised agriculture suggest a von Thünen-like model, where conversion to agriculture is controlled by the distance to the market, as a proxy for transportation costs, and agro-climatic potential. Expansion of smallholder agriculture and settlements is also controlled by land rent, defined, in this case, by proximity to permanent water, land suitability, location near a tourism market, and vicinity to villages to gain access to social services (e.g. health clinics, schools, local markets). This difference in perception of land rent reflects the widely different social and economic activities and objectives of smallholders versus the large entrepreneurs involved in mechanised farming. Spatial heterogeneity as well as the variability in time of land-use change processes affect our ability to use regression models for wide ranging extrapolations. The models allow evaluating the impact of changes in driving forces that are well represented by proximate causes of land-use change.
Introduction
Spatially explicit modelling of land-use changes is an important technique for describing processes of change in quantitative terms and for testing our understanding of these processes. Many different modelling approaches have been adopted in the study of land-use/land-cover change. Models of land-use change can be aimed at predicting the spatial pattern of changes -addressing the question "where are land-use changes taking place?" -or the rates of change -addressing the question "at what rate are land-cover changes likely to progress?" These two questions have been referred to as the location issue versus the quantity issue (Pontius and Schneider, 2001) . The spatial prediction of land-use changes only requires an understanding of the proximate causes of the changes. The projection of future rates of land-use change is a more difficult task as it requires a good understanding of the underlying driving forces of the change (Riebsame et al., 1994) . Driving forces are sometimes remote in space or in time from the observed changes, and often involve macro-economic transformations and policy changes that are difficult to anticipate.
Several studies have achieved a good projection of likely patterns of land-use change, based on multivariate models representing the interactions between the natural and cultural landscape variables that are controlling these changes (e.g. Chomitz and Gray, 1996; Mertens and Lambin, 2000) . Such spatial statistical models attempt to identify explicitly the proximate causes of land-cover changes using multivariate analyses of possible exogenous contributions to empiricallyderived rates of change. Multiple linear regression techniques are generally used for this purpose. A difficulty in applying statistical models to land-use change studies lies in their inability to deal with spatial variability in the processes of land-use change. In most regions, there is a high geographic variability in land-cover types, biophysical and socio-economic drivers of land-use changes, or institutions (including policies). This spatial heterogeneity leads to variability in the causes and processes of land-use changes. Different model parameterisations are thus required for different land-use change processes (Lambin, 1994) . This poses the important problem of the optimal definition of the spatial entities or regions for which a given statistical land-use change model should be calibrated. On the one hand, the spatial aggregation of a diversity of land-use change processes in a single model, calibrated over a large area, is likely to weaken the predictive ability of this model. On the other hand, subdividing a region in many small homogeneous spatial entities and calibrating different models for every entity is not compatible with the quest for generality behind any modelling activity (Mertens and Lambin, 1997) . This issue will be addressed in this study through a segmentation of the territory in areas that are homogeneous in terms of land-use change processes.
However, the main theme of this study concerns the depth of understanding of land-use change processes that one can gain through descriptive models of spatial relationships of land-use changes. Do spatial, statistical models of land-use change have a value beyond the prediction of the spatial patterns of change? Some authors have argued that one can infer information on the process and dynamics of a system on the basis of observations of patterns representing the configuration of this system (Liverman et al., 1998) . For example, certain categories of land-use changes tend to fragment the landscape (e.g. expansion of smallholder farming, small-scale logging, overgrazing around deep wells). Other land-use changes increase landscape homogeneity (e.g. mechanised cultivation or ranching over large areas). Some authors have shown that there is a good correlation between remotely sensed spatial patterns and some important characteristics of farming systems (Lambin, 1988; Gilruth and Hutchinson, 1990; Guyer and Lambin, 1993) . Geoghegan et al. (1998) discuss two modelling approaches to discern information embedded within spatial imagery that is directly relevant to the core themes of the social sciences, and use it to inform the concepts and theories pertinent to those themes. In other words, this body of literature suggests that one can better understand how and why changes in land use are taking place from representations of the patterns of change, as observed for example by remote sensing and as described by spatial correlations between observed land-cover changes and proximate causes.
The objectives of this study are: (i) to develop a spatial, statistical model of the proximate causes of different processes of land-use change in the Mara Ecosystem, taking into account the spatial variability of the land-use change processes; and (ii) to identify how much understanding of the driving forces of these changes can be gained through such a spatial, statistical analysis.
Study area
The study area (10,694 km 2 ) is located in Narok District, in southwestern Kenya, between 34 • 45 E and 36 • 00 E at the Kenya-Tanzania border and adjacent to the Serengeti National Park in Tanzania. The rangelands surrounding the Masai Mara National Reserve can be divided into three range units based on bio-geographic and climatic differences (Fig. 1) . The western unit consists mainly of grasslands and comprises the Masai Mara National Reserve. The Loita Plains stretch out in the northeastern part of the study area and are covered by dwarf shrub and whistling thorn (Acacia drepanolobium) grasslands. The eastern area, with the Siana Hills and Plains, supports Croton dichogamus bush and several other woody species interspersed with grasslands (Stelfox et al., 1986) . North of Narok, the district capital, the Mau Uplands are the result of recent volcanic activity with highly porous and fertile volcanic ash soils (Said et al., 1997) . The uplands are part of what is known in Kenya as the "high potential lands" and were extensively opened up for agriculture since the early 1960s (Singida, 1984) .
The Masai Mara National Reserve ( Fig. 1 ) was established in 1961. The 1523 km 2 reserve is a formal conservation estate, where land use is restricted to wildlife viewing tourism. The rangelands surrounding this area of fortress conservation were destined to act as a buffer zone between the Masai Mara National Reserve and the cultivated "high potential lands" in the northern part of Narok District. The rangelands surrounding the Mara Reserve contain year-round communities of resident wildlife, but migratory wildlife also spill out onto them during the dry season. As such, the grazing resources are important to the Maasai pastoralists, their livestock, and the wildlife alike. Since independence of the country, these rangelands were held as trust land by the Narok County Council. The 'Land Group Representatives and Land Adjudication Act' of 1968 enabled the land to be demarcated into group ranches, which were owned and under private title by a group of registered members and managed by an elected committee. Throughout the 1980s, more and more land within the group ranches was allocated to individuals and the tendency towards complete sub-division of the ranches gained more momentum (Singida, 1984; Galaty, 1992) . Important changes in land use took place in the rangelands of the study area. Large-scale wheat farming in the area was initiated in the early 1970s, but knew its largest expansion from the eighties onward (Serneels et al., 2001 ). In Narok District, an area of 4875 ha in the northern part of the Loita eco-unit was cultivated in 1975 (Karime, 1990) . Between 1975 and 1995, an additional 44,000 ha were converted to large-scale wheat farming in the Loita Plains (Serneels et al., 2001) . Expansion continues at present. In total, 8.4% of the study area has been subject to a decrease in vegetation cover over the 20-year study period (Fig. 1) , including changes due to mechanised agriculture, rangelands modification and smallholder agriculture.
Conversion to agriculture is the result of human decision-making processes (Fig. 2) . Two types of agriculture are present: large-scale mechanised agriculture and smallholder farming. Expansion of the former is possibly driven by land suitability and economic factors, such as cereal and input prices, accessibility to the market, in this case to Narok, and transportation costs (Brush and Turner, 1987) . Since individual landowners can decide how to use their land, Maasai landowners have had the option of maximising the development potential of their land by leasing it to farmers (Norton-Griffiths, 1996) . Thus, changes in land tenure may have spurred the conversion of rangelands to agriculture.
The expansion of small-scale, smallholder agriculture is likely to be driven by different factors (Fig. 2) , such as changes in demography, caused by in-or out-migration and population growth (Entwistle et al., 1998) , and socio-economic factors such as education and social services. In the early years of the study period, the practise of small-scale agriculture has been linked with in-migrants from neighbouring districts (Lamprey, 1984) . However, cultivation of small plots is becoming increasingly common, as is the development of permanent settlements (Lamprey and Waller, 1990) . These changes might be partly linked with the introduction of individual and corporate titles to land instead of communal tenure.
The transition between woodland and grassland is largely driven by abiotic factors such as fires, heavy browsing by elephants or other large herbivores and natural successions (Sprugel, 1991; Ruess and Halter, 1990; Dublin et al., 1990; Turner et al., 1995) , which themselves can be driven by human factors (e.g. human-caused burning, release of elephant populations, hunting pressure due to the ban on ivory trade).
Materials and methods

Data
A time series of three high resolution Landsat images was acquired for the years 1975 (Landsat-MSS), 1985 and 1995 (Landsat-TM) . The study area was limited to the area common to the three Landsat images (Fig. 1) . Change detection techniques were applied to image pairs and nine trajectories of change were mapped (Serneels et al., 2001 ). The change trajectories are based on changes in the normalised difference vegetation index (NDVI) of a given pixel. The NDVI was calculated from reflectances in the red and near infrared (NIR) parts of the electromagnetic spectrum as (NIR−red)/(NIR+red). NDVI-image pairs of consecutive dates were subtracted. A pixel in the difference image is considered having been converted from one vegetation type to another if its difference in NDVI between the two dates is larger than a certain threshold value. The threshold values were chosen conservatively as to exclude the more subtle changes within vegetation types (Serneels et al., 2001 ). The resulting land-cover change map was validated in the field.
The roads network, rivers and villages were manually digitised from the 1:250,000 Survey of Kenya Topographic maps (1980) , and updated with the recent satellite images. Human population distribution maps were derived from the Kenya Population Census of 1979 (Republic of Kenya, 1979 , 1989 . The land adjudication map was digitised from the 1:250,000 Survey of Kenya map (1970) . The soil map was digitised from the 1:1,000,000 exploratory soil map of Kenya, compiled by the Kenya Soil Survey in 1980 (Sombroek et al., 1982) .
All data were brought together in a raster GIS and resampled to a common spatial resolution of 100 m. This resolution was largely determined by the nature of the dependent variables. While working at a coarser resolution might have better suited the quality of the independent variables, it would have altered the spatial patterns of fine-scale land-cover change that are to be modelled (Table 1) .
Dependent variables
Most of the changes detected over the 20-year period are a decrease in vegetation cover. Three : 1975-1985, and 1985-1995 . The land-cover change map was segmented in zones with different dominant land-uses, based on the interpretation of the landscape patterns on the 1995 Landsat image and supported by field survey data.
Independent variables
Distance to roads: This variable was calculated as a series of buffers of 100 m (1 pixel) expanding from each arc of the road network. Most of the roads in the study area are gravel roads. Road quality largely depends on maintenance efforts and is highly variable in time. Each road segment was therefore treated as equally suitable for transport of goods and people.
Distance to towns: The distance to the nearest settlement was calculated as a series of buffers of 100 m, expanding from each centre. Only the officially registered village centres were taken into account, as well as two of the game lodges that are located in the Masai Mara National Reserve. Although not real settlements, the lodges create job opportunities for the local people, as well as possibilities to trade locally made handicrafts. Equal weights were given to each village centre.
Distance to Narok: Narok is the district capital and the most important town in the region. It has the largest market in the area, hosts the government services and is the main link with Nairobi. As Narok is the economic heart of the region, the distance to the district capital was considered an important explanatory variable in the model. Distance to Narok was calculated as a series of buffers of 1 km, expanding from the district capital.
Distance to water: Accessibility to permanent water sources is highly valued by the largely pastoralist community. Livestock need regular access to drinking water. Besides permanent rivers, permanent springs and artificial water holes with permanent water were also mapped. Temporary rivers and seasonal water points were not taken into account, as their seasonal importance is difficult to account for. Distance to water was calculated as a series of buffers of 100 m, expanding from each arc of the river or from each point in the case of springs and wells.
Land tenure: Private land tenure can be an important determinant in the decision-making process about land-use although, in our study region, land-use changes sometimes preceded the land subdivision process. Land tenure is represented as a set of binary layers, depicting sets of group ranches with similar land tenure system and similar development potential. The inner group ranches are the ones close to the Masai Mara National Reserve (Fig. 3a) . The land is adjudicated in most cases, but still under communal management. The inner group ranches are important as wildlife dispersal areas and have a high development potential for tourist-related activities. The outer group ranches form a ring around the inner group ranches. They are further away from the Masai Mara National Reserve and thus have a lower development potential for tourist-related activities. Most of the outer group ranches have been subdivided in private land titles. The remaining group ranches are used as the reference group.
Altitude: A Digital Elevation Model was constructed from the contour lines present in the Arc/Info Digital Chart of the World (ESRI, 1993) . The contour lines were digitised at the 1:1,000,000 scale, at intervals of 1000 ft. The resulting elevation map was reclassified in units of 100 m intervals.
Agro-climatic zone: The agro-climatic zoning system (Sombroek et al., 1982 ) is based on a combination of two sets of environmental variables: (i) the moisture availability zones, which are based on the ratio of the measured average annual rainfall and the calculated average annual potential evaporation, and (ii) the temperature zones, which are based on the average annual temperature and the altitude. The map of agro-climatic zones represents the potential agricultural suitability of a region, with consideration of moisture and temperature constraints, but not taking into account possible limitations arising from the soil quality. The map of agro-climatic zones for Narok District represents five classes, with I: humid, II: sub-humid, III: semi-humid, IV: semi-humid to semi-arid, V: semi-arid (Fig. 3b) .
Suitability for agriculture: The exploratory soil map for Narok District (Sombroek et al., 1982) was remapped into five suitability classes. These classes (from "1": least suitable, to "5": most suitable) were based on the intrinsic soil characteristics of the soil types, such as water retention capacity, sandiness, organic matter content, etc. The potential suitability for agriculture of a soil type under appropriate management practises was not taken into account.
Population density: Three population layers were used in the models: population density at sub-location level for 1979 and 1989, and difference in population density between those dates. As the enumeration units changed between censuses, sub-locations were aggregated to a location level, so that the aggregated enumeration areas for the 1979 and 1989 censuses had a maximum overlap. Percentages of change in population density from 1979 to 1989 were calculated for these aggregated units.
Multiple logistic regression models
The technique used in this study is multiple logistic regression (MLR). It is designed to estimate the parameters of a multivariate explanatory model in situations where the dependent variable is dichotomous, and the independent variables are continuous or categorical. The MLR technique yields coefficients for each independent variable based on a sample of data. These coefficients are interpreted as weights in an algorithm that generates a map depicting the probability of a specific category of land-use change for all sampling units. MLR has already been successfully used in wildlife habitat studies (Pereira and Itami, 1991; Narumalani et al., 1997; Bian and West, 1997) , the prediction of forest fires (Vega Garcia et al., 1995) , and deforestation analyses (Ludeke et al., 1990; Chomitz and Gray, 1996; Mertens and Lambin, 2000) .
MLR identifies the role and intensity of explanatory variables X n in the prediction of the probability of one state of the dependent variable, which is defined as a categorical variable Y. Suppose X is a vector of explanatory variables and p is the response probability to be modelled with, in the case of a dichotomous dependent variable, p = Pr(Y = 1|X), with Y = 0 meaning the absence of agriculture and Y = 1 meaning the presence of agriculture. The linear logistic model has the form
where α is the intercept and β n are slope parameters.
The probability values can thus be quantitatively expressed in terms of explanatory variables by
Odds ratios can be used to facilitate model interpretation (Stokes et al., 1995; Menard, 1995) . The odds ratio (ψ = e βi ) is a measure of association which approximates how much more likely (or unlikely) it is for the outcome to be present for a set of values of independent variables (Hosmer and Lemeshow, 1989) . The odds ratio can be interpreted as the change in the odds for an increase of one unit in the corresponding risk factor. To calculate the odds ratio for a change in the risk factor with more than one unit, e.g. from a to b units, the odds ratio estimate is raised to the power c = b − a (SAS Institute, 1997). The probability, the odds and the logit are three different ways of expressing the same thing (Menard, 1995) . The estimated odds values are computed as the exponential of the parameter estimate values (Hosmer and Lemeshow, 1989; Agresti, 1990) :
In this study, MLR was performed using the LOGISTIC function in the SAS/STAT software. The predictive ability of a logistic regression model is evaluated from the In the case of logistic models, the goodness-of-fit measure is defined as the ratio of maximised log likelihood. This pseudo-R 2 or ρ 2 is defined as (Wrigley, 1985) 
that is 1 minus the ratio of the maximised log likelihood values of the fitted log[β] and constant-only-term log[C] models. Although ρ 2 ranges in the value from 0 to 1, its value tends to be considerably lower than the value of the coefficient of determination R 2 of conventional regression analysis. It should not be judged by the standards of what is normally considered a "good fit" in conventional regression analysis (Wrigley, 1985) . Values between 0.2 and 0.4 should be taken to represent a very good fit of the model (Domencich and McFadden, 1975) . To fit the model, several options are available, such as stepwise regression, "best subset" models or predefined conceptual models. In this study, the latter approach was chosen. In the statistical model, we introduced all explanatory variables suggested by the conceptual model (Fig. 2) and, based on the full model information, analysed which variables contribute significantly to the explanation of land-use changes.
Sampling procedure
Prior to performing the MLR, a stratified random sampling procedure was used to select N observation points distributed throughout the study area. Random sampling of observations was used due to the presence of spatial auto-correlation in the data. For every sample observation, the values of the dependent and the set of independent variables were recorded. For each model, a random sample of 10,000 observations was selected (0.58% of the study area), with an equal number of 0 and 1 observations of the dependent variable. Unequal sampling rates do not affect the estimation of the coefficients of the explanatory variables in logit models (Maddala, 1988) , but only affect the constant term. When using the model to run simulations, the constant term is corrected by adding (ln p 1 − ln p 2 ), where p 1 and p 2 are the proportions of observations chosen from the two groups for which the dependent variable is 1 and 0, respectively (Maddala, 1988) .
The independent variables in the samples were tested for multicollinearity. The linearity of the bivariate relationship between each of the independent variables and the dependent variable was tested (Hosmer and Lemeshow, 1989) . Continuous variables that did not exhibit linear behaviour were transformed and logarithmic forms or squared terms were used in the MLR models. The ordinal categorical variables were transformed into sets of binary variables. Depending on the model, these sets of binary variables needed regrouping. This is mentioned in the results section for each of the models.
Results
Preliminary statistical analysis
Low levels of collinearity between the independent variables were found. The coefficients of determination (R 2 ) of the multivariate relationships between one of the independent variables against all the others range from 0.12 to 0.75, which is below the critical value of 0.80 (Menard, 1995) . Thus, all independent variables were used in the MLR analysis.
Spatial model for mechanised agriculture
In the models for mechanised agriculture, agroclimatic zones were represented by two dummy variables representing zones IV and V, respectively. Agro-climatic zones I-III were taken as reference. Soil suitability was represented as a binary variable, with soils less suitable for agriculture (values 1-3) coded 0 and soils suitable for agriculture (values 4 and 5) coded 1.
The models for the first and second periods both have a very good overall explanatory power, with ρ 2 of 0.63 and 0.51, respectively (Table 2a and b). The two most important explanatory variables in both models are the agro-climatic zones and distance to Narok. In both models, the probability of finding mechanised agriculture increases for more suitable agro-climatic zones. The odds of finding agriculture in zone IV compared to the reference zone, are 0.127, i.e., agriculture is 7.9 times more likely to be found in the reference zone than in agro-climatic zone IV. In the first model, agriculture has a very low probability of occurring in the semi-arid agro-climatic zone V. However, the probability of finding mechanised agriculture in zones IV and V increased in the second period. The likelihood of observing mechanised agriculture increases as the distance to Narok decreases in both models. For each additional 10 km away from Narok, it is five times less likely to find mechanised agriculture (10 km = 10 units thus the odds ratio is e −0.161×10 = 0.2; Table 2a ). In both models, the probability of observing mechanised agriculture decreases with increasing elevation. Land tenure (inner and outer group ranch variables) has good explanatory power in both models and reflects the expansion of mechanised agriculture in the outer group ranches in the first period and in the inner group ranches in the second period. The probability of finding mechanised agriculture in both models increases with increasing distance to permanent water sources. The estimated odds to find agriculture at 1 km from a water source are 1.3 and 2.1 times higher than at 100 m from a water source for the first and second periods, respectively. Whereas the probability of mechanised agriculture increased with proximity to villages in the first period, the relationship is reversed in the second period. The large-scale mechanised agriculture is expanding away from the settled areas. Agriculture is likely to develop on less suitable soils in the first period and soil suitability has little explanatory power in the second period. Thus farming areas are not selected for their soil properties. In the first period, mechanised agriculture is explained by lower population density in 1979, whereas it is explained by a higher population density in 1989 and increased population density since 1979 in the second period.
Spatial model for smallholder impact
In the models for smallholder impact, agro-climatic zones were introduced as three binary variables for agro-climatic zones III-V. Zones I and II were taken as reference. Soil suitability was also used as a set of binary variables, with categories 1 and 2 (very low suitability) as reference and binary layers for categories 3-5. The models for smallholder impact have a lower explanatory power than the ones for mechanised agriculture (Table 3 ). The first model has a reasonably good fit, with ρ 2 = 0.20, but the second model is not significant (ρ 2 = 0.12).
In the first period, smallholder impact is primarily explained by agro-climatic potential, with more negative parameter estimates for the dryer zones. Proximity to water is also an important explanatory variable. At 100 m from a permanent water source, it is 1.3 times more likely to find smallholder impact than at 1 km from that source. Smallholder impact was more likely to occur in the inner group ranches and less likely to occur in the outer group ranches than elsewhere in the study area. The probability for smallholder impact increased with decreasing altitude. Proximity to villages and roads are also explaining smallholder impact in the first model.
Spatial model for rangeland modifications
In the rangeland modifications model, agro-climatic zones were represented by two binary variables for zones IV and V. Zones I-III were taken as reference. Soil suitability was also used as a set of binary variables, with categories 1 and 2 (very low suitability) as reference and binary layers for categories 3-5. Between 1975 and 1985 , rangeland modifications were not observed in the study area. The overall explanatory power of the model for rangeland modi- fications from 1985 to 1995 is very high, with a ρ 2 of 0.60 (Table 4 ). The presence of the squared term for distance to Narok indicates that there is an optimal distance interval for rangeland modifications. It also points to the presence of spatial auto-correlation, with adjacent areas more likely to undergo the same type of land-cover changes. Rangeland modifications are likely to occur in sparsely populated areas with low rates of population increase. Finally, the probability for rangeland modifications increases in the dryer agro-climatic zones and further away from roads.
Each additional kilometre away from roads increases the odds of finding rangeland modifications by a factor of 1.21.
Validation
In the case of mechanised agriculture, the same explanatory variables appear for both periods, although they do not have the same weights. We tested how accurately the areas that were likely to be converted to mechanised agriculture in the second period could be predicted, using the parameter estimates of the model for the first period in Eq. (2). A probability surface associated with mechanised agriculture was thus generated. The map represents the areas that are at risk of being converted to mechanised agriculture after 1985, assuming that similar causal processes as observed between 1975 and 1985 would be maintained (Fig. 4) . The predicted probabilities of conversion to mechanised agriculture for areas not under agriculture in 1985 were compared with the map of actual conversions between 1985 and 1995. Overall, less than 10% Fig. 5 . Percentage of pixels with a given predicted probability that have actually been converted to agriculture between 1985 and 1995. of the pixels with a predicted probability below 50% were converted to agriculture (Fig. 5) . Up to 50% of all the pixels with a predicted probability for conversion to agriculture higher than 90% were converted to mechanised agriculture after 1985. However, a second peak of observed conversions was found for predicted probabilities of 70-85%, with about 15-20% of these pixels actually being converted to agriculture between 1985 and 1995. These pixels are located in the inner group ranches or in areas with soils highly suitable for agriculture. Additionally, some expansion of agriculture into the semi-arid agro-climatic zone V took place after 1985. The parameter estimates for these three variables in the 1975-1985 model are such that expansion of agriculture in either area after 1985 was predicted with a lower probability. Actually, before 1985, little expansion of agriculture took place in the inner group ranches, in areas with highly suitable soils for agriculture or in the semi-arid zones. The ability of the first-period model to predict land-use changes in the second period is thus limited.
Discussion
Land-cover changes in Narok District are the result of a variety of processes of land-use change. For mechanised agriculture, agro-climatic potential and accessibility to the market are the most important explanatory variables. Low altitude plains are preferred, which are easily accessible with heavy machinery. Accessibility is more important than soil quality, as the latter can be improved with fertilisers. Also, the immediate surroundings of water sources are not cultivated. Hence, these findings indicate that pastoralists preferentially lease those lands that are further away from water sources, or that are less fertile, and thus have a lower rent value for them. While conversion in the first period mainly took place in the outer group ranches, which were mostly under private land title, expansion of agriculture into the inner group ranches and into areas with more fertile soils happened mainly in the second period. The inner group ranches were communally owned, but outsiders could negotiate leases with powerful group ranch leaders (Thompson, in preparation) . The increasing population density associated with mechanised farming activities in the second period raises several hypotheses. More densely populated areas might become less suitable to practise extensive cattle raising and thus people look for alternative incomes. Alternatively, the revenues gained from mechanised agriculture might attract people from other regions, thus causing a stronger population increase in the area.
The models of smallholder impact represent two distinct processes: the development of permanent settlements and expansion of smallholder agriculture. In the first period, the former process is much more important and the spatial model represents landscape attributes that are attractive for settlement. Pastoralists value the vicinity to water for their livestock. They also value the proximity to the Masai Mara National Reserve (inner group ranches), because of the availability of permanent water (i.e. the Mara and Talek Rivers), the possibility of supplementing their income by tourist-related activities and the presence of good grazing grounds in the National Reserve. Although grazing by cattle in the National Reserve is generally not allowed, the Maasai pastoralists are granted temporary access to the park in times of drought. Hence, some permanent settlements developed at the park borders, close to the Talek River, or close to the park entrance gates (Sekenani and Olaimutiek), along the access roads to the park.
In the second period, subsistence agriculture became more important and the model parameters represent, on the one hand, expansion of smallholder agriculture in the more fertile areas with higher elevation and, on the other hand, the continuing process of settlement development in the inner group ranches. The concomitant modelling of these two simultaneous processes results in a weak explanatory power of the overall model. Further subdivision of the region into smaller homogeneous spatial entities, separating these two processes of land-use change, might raise the predictive power of the individual models. However, it is not compatible with the idea of generality behind modelling activities and it would make extrapolation of the findings to the entire region even more difficult.
Rangeland modifications (loss of vegetation cover) take place in the marginal lands, with low rainfall and with a high sensitivity to inter-annual rainfall variability. There is no evidence of increased wildebeest or livestock densities in these rangelands in the wet season (Serneels and Lambin, in press) . It is thus unlikely that increased grazing pressure on the rangelands in the wet season has led to these rangeland modifications. However, further research is needed to investigate the impacts of a possible increased grazing pressure during the dry season, increased sheep and goats densities, and the fencing of some private lands in this area.
The above results were obtained at a spatial resolution of 100 m. The results are valid for the spatial resolution and extent applied in the model. The choice of the scale, spatial extent and resolution for this study critically affected the patterns of land-use change that were observed (Gibson et al., 2000) . Extending the spatial extent of the study area might have included land-use change processes that are currently not addressed, while changing the spatial resolution of the analysis would have altered the spatial patterns of land-use change. While patterns of land-cover change caused by the expansion of large-scale mechanised farming remain similar at coarser resolutions of, e.g. 1 km, the patterns of land-cover change linked to smallholder agriculture would no longer be detected at such spatial resolution. Other researchers have demonstrated that explanatory variables change as the scale of analysis changes (e.g. Walsh et al., 1999; Kok et al., 2001) .
The variability in time of land-use change processes affects our ability to use regression models for wide ranging extrapolations. A regression model that fits well in a region of the variable space corresponding to the original data can perform poorly outside that region. This is demonstrated in the validation exercise of the spatial model for mechanised agriculture, where the model for 1975-1985 performed moderately well in predicting the expansion of mechanised agriculture after 1985. Although the same explanatory variables re-occurred in the second model, some variables had evolved to more extreme values. This temporal heterogeneity is related, in this case, to the spatial diffusion of agriculture into different physiographic units. It could also be caused by changes in policies, macro-economic transformations or abrupt climatic events.
Can we uncover driving forces of land-use change through a statistical analysis of its proximate causes? Yes, the descriptive spatial models developed in this study suggest some important underlying causes driving the land-use changes that can be related to some well-established theoretical frameworks. For example, the explanatory variables of the spatial model of mechanised agriculture clearly suggest a von Thünen-like model, where conversion to agriculture is controlled by the distance to the market, as a proxy for transportation costs, and agro-climatic potential (von Thünen, 1966) . Expansion of smallholder agriculture and settlements are also controlled by land rent. However, in this case, the rent is determined by other variables: proximity to permanent water, land suitability defined in terms of soil aptitude, location near a tourism market (i.e. the gates of the Masai Mara National Reserve) and vicinity to villages to gain access to social services (e.g. health clinics, schools, local market). This difference in perception of land rent reflects the widely different social and economic activities and objectives of smallholders versus the large entrepreneurs involved in mechanised farming. Finally, rangeland modifications are explained by biophysical factors determining the marginality of some rangelands and their sensitivity to climate fluctuations. This third process of land-use change suggests that a disequilibrium model of ecological changes (Ellis and Swift, 1988 ) might be appropriate to account for such changes.
More fundamental driving forces such as land-use policies and land tenure are indirectly reflected in the model through the group ranch variable. However, assessing the spatial implications of government policies and land adjudication on land use in the area would require a detailed analysis of these policies, their timing, their actual implementation and their geographic impact. This would have to be supplemented by household surveys to understand how these exogenous policies have influenced decision-making processes by pastoralists.
Conclusion
Land-cover and land-use changes in Narok District are dynamic and diverse. The spatial distribution of the different types of land-cover or land-use changes can be modelled based on a set of cultural and natural landscape attributes that represent proximate causes of change. These models allow us to better understand which interactions between spatial determinants prevail to explain the spatial distribution of different land-cover change processes. However, it is difficult to distinguish between correlation and causality. For example, the mechanised agriculture model in the second period has population density (in 1989) and increase in population density as important explanatory variables. It is difficult to determine the direction of the causal relationship between population increase on the one hand, and expansion of agriculture on the other.
The spatial models developed here allow us to predict where land-cover conversions are most likely to take place in the near future. The models do not address the question "when are land-cover conversions likely to take place?" Even though they suggest some driving forces to explain these changes. To transform the map of predicted probabilities of land-cover change in actual land-cover change projections, a dynamic model that considers the driving forces of change needs to be developed. These driving forces (e.g. new government policies or changes in the prices of agricultural inputs or products) are often remote in space and/or time. However, the impact of changes in driving forces that are well represented by proximate causes, such as transport costs to the market, can be evaluated with the spatial model. For example, the possible impact of the construction of a new road can be demonstrated in a map with associated predicted probabilities of land-cover change. The spatial models developed in this study can thus easily be used as simulation tools to support environmental impact assessments, decision-making and policy formulation.
