The high repeatability of Maximally Stable Extremal Regions (MSERs) on structured images along with their suitability to be combined with either photometric or shape descriptors to solve image matching problems have contributed to establish the MSER detector as one of the most prominent affine covariant detectors. However, the so-called affine covariance that characterizes MSERs relies on the assumption that objects possess smooth boundaries, a premiss that is not always valid. We introduce an alternative domain for MSER detection in which boundary-related features are highlighted and simultaneously delineated under smooth transitions. Detection results on common benchmarks show improvements that are discussed.
INTRODUCTION
Vision tasks such as object recognition, view matching, and tracking, just to name a few, are often performed under the use of local descriptors, which are usually characterized by an invariant response to certain classes of image transformations. A common procedure to obtain the invariant description consists in a preliminary detection of local image regions in a covariant way, which will provide local patches to be described in an invariant manner.
In the particular case of affine transformations, the vision community has been prolific in introducing covariant feature detectors as well as invariant descriptors. Detectors such as the Harris-Affine, HessianAffine (Mikolajczyk and Schmid, 2004) or the Maximally Stable Extremal Regions (MSERs) algorithm (Matas et al., 2002) are noteworthy solutions to detect affine covariant features. For a complete review and extensive references on this class of regions, we refer the reader to the work of Tuytelaars and Mikolajczyk (2008) and references within.
The almost linear complexity of the algorithm, the repeatable results and the suitability of MSER to be described by photometric or shape descriptors (Moreels and Pietro, 2007; Forssen and Lowe, 2007) have made the MSER detector one of the popular references in the literature. Here, we bring into the analysis the well-known and not so well-known shortcomings of the above mentioned detection. As a result, we suggest an alternative domain for the detection of MSERs which will allows us to retrieve a substantially higher number of features and improve the robustness to blur. Furthermore, the new domain provides a more reliable summary of relevant image content via MSERs detection.
BACKGROUND AND MOTIVATION
Before laying out a detailed description of the motivation behind our study, we will shortly review the basic concepts and terminology around MSER detection.
Maximally Stable Extremal Regions
Concisely, a MSER is defined as an affine covariant image region which is either brighter or darker than its immediate surroundings and without any particular shape. For a more formal definition, let us consider an tively. MSERs correspond to a very specific subset of connected components in the image domain. They are said to be extremal because the corresponding pixels have either higher or lower intensity than all the pixels on its boundary:
given c ∈ [0, 1], which is the value on the boundary.
Thus, Q c represents a maximal connected component of a level set. Designating the region as stable refers to the fact that a change of c = c + ∆, with ∆ > 0, will imply minor changes in the area of the extremal region. Q c will be coined as maximally stable if the stability measure
attains a local maximum at c (Matas et al., 2002; Kimmel et al., 2011) .
MSER Detection: Known Shortcomings
Probably, the most important property of MSER is its affine covariance that can be directly inferred from the covariance of the image level sets with respect to affine transformations in the image domain. On the other hand, the affine invariance of the detector's stability measure guarantees the affine covariance of the regions. However, as addressed and shown by Kimmel et al. (2011) , the aforementioned property prevails only if the boundaries of objects are smooth, which is not always the case. Additionally, the strategy adopted for the detection of these local features is based on the assumption that images possess welldefined structures (MSER features are usually anchored on region boundaries (Tuytelaars and Mikolajczyk, 2008) ). These shortcomings have been reported in the well-known comparative study on affine covariant features performed by Mikolajczyk et al. (2005) . MSERs -along with Hessian-Affine regions -have shown to be the most repeatable features in the overall benchmark. However, the former has evidenced an expected less consistent behavior: reasonably textured scenes or blurred sequences were prone to provide less repeatable results. As an example, Figure 1 illustrates such fragility when a progressive de-focus blur is present: as it increases, the shape of MSERs tends to change and, simultaneously, its number decreases. Furthermore, the number of features that the MSER detector retrieves is usually low if we compare it to the number of local features detected by other prominent detectors, e.g., Hessian-Affine or HarrisAffine. We can regard this fact as a shortcoming of MSER detection, as it might hinder the robustness of MSERs to occlusions.
A quite less trivial but noteworthy characteristic of MSER detection derives from the stability measure (Eq. (1)), which prefers round shapes to irregular ones. To our knowledge, Kimmel et al. (2011) have been the only ones to address the biased preference for regular shapes. In their paper, the authors have illustrated this bias by showing that if two regions have the same area and the same intensity along their boundaries, the measure ρ tends to prefer the one with a shorter boundary (perimeter). We emphasize the importance of such property as most scenes contain irregular shapes and we surely cannot claim that regular shapes are always more distinctive than irregular ones.
Related Work: Other MSERs
We have highlighted some of the most important shortcomings of MSER detection, namely (i) a relatively high sensitivity to blurring, (ii) a small number of features, and (iii) the preference of the algorithm towards regular shapes.
A straightforward approach to reduce the sensitivity of MSER detection to blur is to apply a low-pass filter to the input image. Such pre-processing will enhance the repeatability of MSERs in the presence of blurred scenes, whereas the number of features will be reduced. A more reliable alternative is to make use of a multi-resolution detection: Forssen and Lowe (2007) suggest an improved version of the MSER detector by building a scale pyramid with one octave between scales. MSERs are detected at each resolution and duplicated features at consecutive scales are removed by comparing their locations. This strategy leads to a higher number of detected features and an improved repeatability under blur and scale changes. However, it requires MSER features to be detected at each resolution, which increases the computational complexity of the method.
With the aim of freeing the MSER detector from the existent preference towards round shapes, Kimmel et al. (2011) propose several reinterpretations of the stability measure in order to define more informative shape descriptors.
FEATURE-DRIVEN MAXIMALLY STABLE EXTREMAL REGIONS

FEATURE-DRIVEN MSERS
We extend the concept of MSER to an alternative image representation in which certain boundary-related features are highlighted. MSERs detected on this domain will be coined as feature-driven MSERs. The proposed domain is less sensitive to blurring and allows the MSER detector to respond to a substantially higher number of features per image. Moreover, irregular shapes will appear more regular in the new domain. In short, we propose a domain that encapsulates the desired properties to yield a reliable MSER detection, namely the existence of regular shapes and well-defined boundaries combined with smooth transitions. The new domain is also designed to improve the completeness of MSER features. We can regard a set of features as a complete one if it preserves as much as possible the information contained in the image (Dickscheid et al., 2010) . Increasing the number of detected MSERs is not enough to produce a more complete feature set; the regions should also preserve the most relevant image content.
In the process of obtaining a domain characterized by well-defined boundaries, but with smooth transitions, we start by highlighting boundary-related features. The process described herein highlights edges using gradient information, which is a valid source of information to build the domain with the desired properties. Other alternatives can be considered for feature highlighting, e.g., the eigenvalues of the Hessian matrix.
For our purpose, obtaining smooth transitions at the boundaries is as important as the process of feature highlighting and the consequent identification of structural regions. The detection of structures at different scales will help us to define smooth transitions. The process of averaging information over scales is the key component to obtain the desired smoothness. In the domain given as an example, we will highlight edges and obtain smooth transitions by making use of the gradient magnitude, computed by means of Gaussian derivatives at several scales. Let L(:, σ) be the result of convolving I with a Gaussian kernel g with variance σ 2 . From the first order derivatives of L at different scales, we obtain a new input for MSER detection:L
where the standard deviation σ i varies in a geometric sequence σ i = σ 0 ξ i−1 , with σ 0 ∈ R + , ξ > 1, and N denotes the number of scales. The final image is the result of averaging gradient magnitude computed at different scales. By doing this, with a reasonable number of scales, smooth transitions at the edges will be obtained. Fig. 2 illustrates the suggested detection on a scene with de-focus blur. It is readily seen that the new set of MSERs provides a good coverage of the content and robustness to blur. The detection depicted in Fig. 3 serves as a more illustrative example of the difference between original MSERs and the proposed ones. For a better comprehension of the proposed detection and due to the relatively low number of features detected on the synthetic image, we distinguish in this example MSER+ features i.e., dark regions with brighter boundaries, from MSER-features, which correspond to bright regions with darker boundaries. The latter features are obtained by giving the inverted image as input. As can be seen, the use of the proposed domain yields a higher number of MSERs. Furthermore, it allows us to capture informative patterns in the scene such as corners and junctions, which are usually neglected by a traditional MSER detection.
The new domain will also attenuate the socalled irregularity of extremal regions. Figure 4 helps to clearly illustrate the process of attenuation: the boundaries of extremal regions correspond to isophotes, i.e., iso-intensity countours. As expected, these curves tend to appear irregular in shape on the luminance channel (see Fig. 4-2(a)-(b) ), whereas the new domain provides more regular shapes (see Fig. 4-3 (a)-(b) ). The examples in this figure equally demonstrate that the proposed domain tends to highlight relevant structures and present them as potential extremal regions. We can illustrate this fact with the example of the logo on the motorbike: it appears as a scattered object on the luminance channel, whereas the new domain regards it as a relevant structure. 
EXPERIMENTAL VALIDATION
We have followed the guidelines given by the benchmark suggested by Mikolajczyk et al. (2005) to assess the repeatability of the redefined MSER on planar scenes. In the literature, repeatability as been regarded as the fundamental criterion to assess the performance of local features. Regardless of its importance, it does not provide a hint on the usefulness and quality of the features. Therefore, our evaluation has taken into account another important criterion that is often neglected: the completeness of features. Furthermore, we would like to determine the level of complementarity between MSERs extracted from the original image and the proposed domain. Special emphasis is given to the performance of MSERs on structured images. In this section, features that are retrieved using the gradient-based imageL as the input image for detection will be referred to as f-MSERs. Implementation Details. We have made use of the code provided by Vedaldi and Fulkerson (2008) for MSER detection, which has been extended to deal with images intensity values varying in a range different from {0, . . . , 255}, as the new domain intensity values might be greater than 255.
Parameter Settings. In the whole set of experiments, the new domain was built with an initial scale σ 2 0 = 0.64 and ξ = 1.19. N, the number of scales, was set to 16. The default value for the variation parameter ∆ required by the stability measure is 10, as it is a reasonably low number to give rise to a high number of features. The protocol that we have followed evaluates the repeatability rate and the number of correspondences. A less sparse detection often implies a drop in the repeatability rate, albeit the potential increase in the number of correspondences. For a reli- 
Repeatability Evaluation
The benchmark suggested by Mikolajczyk et al. (2005) computes the repeatability between regions detected on two image pairs using 2D homographies as a ground truth. Two regions are deemed as corresponding and, therefore, repeated, with an overlap er-
< ε 0 , where µ 1 and µ 2 denote the approximating ellipses of the two detected regions, H is the homography and R * represents the set of points identified by its subscript * . The dataset, known as the Oxford dataset, comprises 8 sequences of images, each one with 6 images, whose short description is outlined in Table 1 and depicted in Fig. 5 . One of the main motivations to define fMSERs is to find a more repeatable set of features in structured scenes, even when blur occurs. Figures 7 to 9 depict the repeatability and the correspondence Figure 6 : f-MSERs detected on the first and third images of the "Boat" sequence.
plots for the sequences "Bikes", "UBC" and "Boat" (see detection results in Fig. 6 ), with an overlap error of 40%. The first image in each sequence is used as the reference. In all the cases, it is clear that f -MSER features are higher in number without showing a significant drop in the repeatability rate. We would like to stress that a substantially higher number of correspondences accompanied with a slight decrease of the repeatability rate is preferable to a minor increase of the repeatability with less features, as in the former the absolute number of repeated features is considerably higher, which might provide a better coverage of the content with a similar repeatability rate. Nonetheless, the sequences of structured images affected and corrupted by blur or JPEG compression have shown an improved repeatability rate with the use of f-MSERs. For the "Boat" sequence, we report a decrease of the repeatability rate of f-MSERs at higher scales. Nevertheless, the number of repeated f-MSERs at higher scale changes is comparable to the number of repeated MSERs. For space reasons, we will not display all the results of the experiments in the form of plots. However, Table 2 gives a hint on the behavior of the de- Scale changes Number of correspondences Figure 9 : Repeatability rate and number of correspondences for the "Boat" sequence (overlap error of 40%).
tected regions for the complete dataset. It provides the repeatability rate and number of correspondences for the third image of each sequence as well as the corresponding average values for each sequence with an 
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Completeness Evaluation
How much of the image information is preserved by local features? Feature sets should capture the most relevant image content in order to provide a trustworthy summarized description of the image. This requirement is known in the literature as completeness. A measure of completeness has been proposed by Dickscheid et al. (2010) . Succinctly, the incompleteness of a detection corresponds to the following Hellinger distance:
where p H corresponds to an entropy density, computed from local image statistics and p c denotes a feature coding density, inferred from the set of features. We emphasize that the completeness measure is not a simple way of evaluating the image coverage of feature sets; it penalizes local feature sets that contain less informative patterns despite of their coverage. For the purpose of the evaluation, we defined a dataset comprising images from the Oxford dataset sequences. Each sequence was represented by its third image. The parameter settings for the detection coincide with the ones used in the previous subsection. Table 3 outlines the results of the completeness evaluation given by the Hellinger distance between the two aforementioned distributions, using feature coding densities computed from MSER and f-MSER feature sets as well as a combination of both sets. The analysis of the latter feature set results allows us to infer on the comple- (Dickscheid et al., 2010) . It is readily seen that homogeneous regions are easily entitled to be classified as extremal regions, which, in most of the cases, means excluding the most informative content. Furthermore, the number of features detected by the MSER algorithm tends to be lower than the ones given by other prominent detectors, such as the Hessian-Affine or the Harris-Affine.
One important conclusion to be drawn from Table 3 is that f-MSER detection will provide us a more complete set of features than the one comprised of standard MSERs. The incompleteness values for f-MSERs range from 0.15 ("Wall" image) to 0.36 ("Leuven" image), which reflects the high level of completeness of these features. MSER features are less complete and, in some cases, even less complete than f-MSER+ or f-MSER-feature sets. The combination of MSER and f-MSERs features gives us the most complete feature sets for each sequence. However, the complementary between both feature sets is practically non-existent; the incompleteness values for MSER ∪ f-MSER features are comparable to the ones for feature-driven MSERs sets. This result helps us to conclude that the relevant content preserved by standard MSERs is also preserved by f-MSERs.
CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
We have addressed the shortcomings of MSER detection as well as the desired properties of an image in order to provide a reliable MSER detection. As result, we have introduced an alternative domain for MSER detection. This domain is mainly characterized by the highlighting of certain boundary-related features and the simultaneous presence of smooth transitions at the boundaries. The detection of MSERs on this domain responds to a higher number of regions than the one VISAPP 2012 -International Conference on Computer Vision Theory and Applications that uses the luminance channel as input. The featuredriven MSERs tend to be more robust to blur than traditional ones. Furthermore, the new set of features is more complete as it preserves more of the relevant image content. The high level of completeness shown by the feature-driven MSERs suggests that they can be used to solve object recognition problems.
The new domain can be built with any function that responds to boundary-related features, which gives several options to work with. In this paper, we have used the gradient magnitude to build it and, as future research directions, we intend to exploit other measures to derive the domain. Future work also includes assessing the performance of feature-driven MSERs on object recognition problems.
