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Abstract
The thesis begins recalling a fundamental result in Measure Theory: the Dis-
integration Theorem in countably generated measure spaces. Given a partition
X = ∪α∈AXα of the probability space (X,Ω,µ), when possible it endows the equiv-
alence classes (Xα,ΩxXα) with probability measures µα suitable to reconstruct the
original measure, by integrating over the quotient probability space (A,A,m):
µ =
∫
A
µαm(dα).
We consider two specific affine partitions of Rn: the equivalence classes are
respectively the 1D rays of maximal growth of a 1-Lipschitz function φ and the
projection of the faces of a convex function f. We establish the nontrivial fact
that for this two specific locally affine partitions of Rn the equivalence classes
are equivalent as measure spaces to themselves with the Hausdorff measure of
the proper dimension, and the same holds for the relative quotient space. More
concretely, this result is a regularity property of the graphs of functions whose
‘faces’ define the partitions, once projected. The remarkable fact is that a priori the
directions of the rays and of the faces are just Borel and no Lipschitz regularity is
known. Notwithstanding that, we also prove that a Green-Gauss formula for these
directions holds on special sets.
The above study is then applied to some standard problem in Optimal Mass
Transportation, namely
• if a transport plan is extremal in Π(µ,ν);
• if a transport plan is the unique measure in Π(µ,ν) concentrated on a given
set A;
• if a transport plan is a solution to the Kantorovich problem;
• if there exists a solution to the Monge problem in Rn, with a strictly convex
norm.
We face these problems with a common approach, decomposing the space into
suitable invariant regions for the transport and ‘localizing’ the study in the equiva-
lence classes and in the quotient space by means of the Disintegration Theorem.
Explicit procedures are provided in the cases above, which are fulfilled depending
on regularity properties of the disintegrations we consider.
As by sides results, we study the Disintegration Theorem w.r.t. family of equiva-
lence relations, the construction of optimal potentials, a natural relation obtained
from c-cyclical monotonicity.
The Thesis collects the results obtained in [BC1], [Car2], [CD].
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1
Introduction
Given a space with some structure, a fundamental abstract operation in Mathemat-
ics is to define an equivalence relation somehow compatible with the structure and
to pass to the quotient. A basic problem is to study the behavior of the structure
w.r.t. this operation, for suitably chosen partitions in equivalence classes. This op-
eration can be the basis of reduction arguments, spitting up a problem in simpler
ones, or simply a way to sweep out obstacles or unessential informations, focussing
on what remains.
This is the key operation all throughout the thesis, in the basic framework of
Measure Spaces both as general as countably generated ones and as specific as Rn
with the Lebesgue measure.
A fundamental result in Measure Theory, the Disintegration Theorem, deals
with the probability structure of the equivalence classes Xt, t ∈ Q, in a probability
space (X,Ω,µ). While the quotient probability space (Q,Q,m) is easily defined,
one needs some regularity in order to have unique probabilities µt on Xt satisfying
µ(B∩ h−1(A)) =
∫
A
µt(B)m(dt) for all B ∈ Ω, A ∈ Q.
In a first part, we recall these basic results. We study moreover with these tools
the disintegration w.r.t. a family of equivalence relation closed under countable
intersection, finding that the family contains a sharpest equivalence relation for
the measure.
We then consider separately two specific partitions of Rn. The equivalence
classes are in one case the lines of maximal growth of a 1-Lipschitz potential,
w.r.t. a strictly convex norm. In the second case, they correspond to the faces of a
convex function — they are the relative interior of maximal convex sets where the
convex function is linear. Existence and uniqueness of a disintegration are provided
by measurability properties of the partitions, applying the Disintegration Theorem.
We establish the nontrivial fact that for these two particular affine partitions of Rn
the conditional measures on the equivalence classes are equivalent to the Hausdorff
measure of the proper dimension, and the same holds for the quotient spaces. This
is a regularity property of the graphs of the functions defining the partitions, as any
BV regularity of the direction field in general does not hold. Notwithstanding that,
we also prove that a Green-Gauss formula for these directions holds on special
sets.
In a second part, the study above is applied to some standard problem in
Optimal Mass Transportation. As a common strategy we decompose the space into
1
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invariant regions for the transport, and we ‘localize’ the questions by means of a
disintegration.
We consider two countably generated probability spaces (X,Ω,µ), (Y,Σ,ν),
and a cost function c : X× Y → [0,+∞]. By an isomorphism theorem, we are
allowed to fix X = Y = [0, 1] and µ, ν Borel probability measures. We assume that
c : [0, 1]2 → [0,+∞] is coanalytic. The family of transference plan between µ and ν
is defined as the subset of probability measures satisfying the marginal conditions
(P1)]pi = µ, (P2)]pi = ν, where P1(x,y) = x, P2(x,y) = y are the projection on X, Y:
Π(µ,ν) :=
{
pi ∈ P([0, 1]2) : (P1)]pi = µ, (P2)]pi = ν
}
.
Namely, we study
• if a transport plan is extremal in Π(µ,ν);
• if a transport plan is the unique measure in Π(µ,ν) concentrated on a given
set A;
• if a transport plan pi is a solution to the Kantorovich problem;
• if there exist potentials relative to an optimal transport plan pi;
• if there exists a solution to the Monge problem in Rn, with strictly convex
norms.
The main issue is to define the suitable partitions where the question can be
answered. Then in order to continue with the investigation we will need a regularity
property of the disintegration. The procedure will be finally accomplished when
the resulting problem in the quotient space will be well posed.
In the following we provide a more detail description of each topic.
The content of Chapters 4, 6.1 and 13 is from [Car2]. The content of Chapters 5, 6.2
and C is from [CD]. The content of Chapters 2, 3, 7, 8, 9,10, 11, 12, B is from [BC1].
Part I
Part I is devoted to the Disintegration Theorem and to further regularity of specific
disintegrations in Rn.
Chapter 2 − · −
All the results can be found in Section 452 of [Fre2]; we refer also to [HJ, Fre1, AFP,
Sri].
Given a probability space (X,Ω,µ) and a partition X = ∪t∈QXt, the quotient is
itself a probability space with the push forward σ-algebra and measure defined by
S ∈ q]Ω ⇐⇒ q−1(S) ∈ Ω, (q]µ)(S) := µ(q−1(S))
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where q is the quotient map.
The equivalence classes {Xt}t∈Q inherit the restricted σ-algebra ΩxXt= {S∩Xt : S ∈
Ω}. It would be suitable to have probabilities µt on (Xt,ΩxXt), t ∈ Q, satisfying
µ(B∩ h−1(S)) =
∫
S
µt(B)m(dt) for all B ∈ Ω, S ∈ q]Ω. (1.1)
Such a family {µt}t∈Q is called disintegration of the probability measure µ strongly
consistent with the partition X = ∪t∈QXt, and {µt}t∈Q conditional probabilities.
The Disintegration Theorem deals with existence and uniqueness of a disinte-
gration.
Under the assumption that µ is determined by the values on a countable subset
of Ω, then two such families {µt}t∈Q, {µ˜t}t∈Q coincide for (q]µ)-a.e. t by usual
arguments — the disintegration is thus unique.
The existence is instead a compatibility condition between the partition and the
measure structure — equivalently, it is a regularity property of the quotient space.
When µ is determined by the values on countably many sets, a first result is that
even the quotient measure is determined by the values on a countable family
{Bn}n∈N of saturated sets, where by a saturated set we mean a subset B of X such
that B = q−1 ◦ q(B). In measure theory, this is a corollary of Maharam Theorem.
If {Bn}n∈N separate equivalence classes, except for a µ-negligible set in Ω, then one
can identify the quotient with a Borel probability space on [0, 1] (see Appendix A)
and existence is guaranteed.
If not, then one can consider a poorer partition, whose equivalence classes are the
union of the ones in the previous partition which are not separated by {Bn}n∈N.
The quotient space L w.r.t. this second equivalence relation is smaller and there
is a natural map p : Q → L. From the previous case one obtains the existence
of a unique family of probabilities {µt}t∈Q on (X,Ω) satisfying (1.1), but they are
concentrated on the equivalence classes ∪t∈p−1(`)Xt, ` ∈ L, instead of Xt, t ∈ Q.
Precisely, µt ≡ µp(t) for (q]µ)-a.e. t. In this case the disintegration is called consistent
with the partition, but it is not strongly consistent.
For example, the disintegration of ([0, 1],B,L 1) w.r.t. the equivalence classes
x• := {x+ kα mod 1,k ∈ N} is strongly consistent only if α ∈ Q, otherwise one
obtains the Vitali set as a quotient space.
One can identify Q with a subset of X, by the Axiom of Choice. Moreover, in the
case considered above of (X,Ω,µ) essentially countably generated, by Appendix A
one can assume that X = [0, 1], µ a Borel probability measure. The condition of
strong consistency of the disintegration is then equivalent to the possibility of
choosing q(Γ) ⊂ X = [0, 1] in such a way that the quotient σ-algebra contains Borel
sets, for a Γ ∈ Ω with µ(Γ) = 1.
The main result can then be summarized as follows.
Theorem 1.1. Let (X,Ω,µ) be an essentially countably generated probability space and
X = ∪t∈QXt a partition of X. Then there exists a unique disintegration consistent with the
partition.
The disintegration is strongly consistent if and only if its quotient space is isomorphic to
a Borel probability space on [0, 1].
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The disintegration results extend to σ-finite spaces instead of probability ones.
Chapter 3 − · −
Motivated by Theorem 1.1, we restrict to (X,Ω,µ) essentially countably generated.
We consider a family E of equivalence relations Ee, e ∈ E, which is closed under
countable intersection: for every countable family {en}n∈N ⊂ E⋂
n
Een ∈ E.
Then we prove that there exists an equivalence relation Eeˆ ∈ E defining the finest
partition for the family, in a measure theoretic sense.
We denote the disintegration w.r.t. an equivalence relation Ee with
µ =
∫
µEe,βmEe(dβ).
Theorem 1.2. There exists Eeˆ ∈ E such that for all Ee on X, e ∈ E, the following holds:
- Every saturated set w.r.t. the equivalence relation Ee differs from a saturated set
w.r.t. Eeˆ for a µ-negligible set.
- There exists a measure preserving projection p from the quotient space w.r.t. Eeˆ to
the quotient space w.r.t. Ee. Denote the disintegration consistent with p as
mEeˆ =
∫
mEeˆ,αmEe(dα).
- The disintegration consistent with the equivalence relation Ee is determined by
disintegrating µ w.r.t. Eeˆ and the quotient measure w.r.t. the level set of p of the
previous step:
µ =
∫
µEe,αmEe(dα) with µEe,α ≡
∫
µEeˆ,βmEeˆα(dβ).
Chapter 4 − · −
We turn the attention to Rn with the Lebesgue measure.
Let ‖˜ · ‖˜ be a possibly asymmetric norm whose unit ball is strictly convex and
φ : Rn → R a 1-Lipschitz function w.r.t. this norm, that we call potential.
We define as transport set the set of rays of maximal growth of φ, with or without
the endpoints: denoting ∂cφ :=
{
(x,y) : φ(x)−φ(y) = ‖˜y− x‖˜
}
⊂ Rn×Rn, then
T¯ :=
⋃
(x,y)∈∂cφ
Lx,yM T¯e := ⋃
(x,y)∈∂cφ\{y=x}
Jx,yK.
Due to the strict triangular inequality, holding by the strict convexity of the unit
ball, it is well known that two rays of maximal growth may intersect only at a
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common starting or final point. In particular, one can partition T¯ in rays with the
equivalence relation
x ∼ y ⇐⇒ φ(x) −φ(y) = ‖˜y− x‖˜.
Lemma 1.3. Both T¯ and T¯e are σ-compact sets.
Lemma 1.4. There exists a countably (n− 1)-rectifiable set N such that ∼ is an equivalence
relation on T¯e \ N.
We deal with the disintegration of the Lebesgue measure on T¯e \N, or, as well, on
T¯, w.r.t. this partition {r(y)}y∈S. Existence and uniqueness of a strongly consistent
disintegration are easily provided by Theorem 1.1. We establish that the quotient
space is equivalent to ⊕k∈N(Rn−1,L n−1(Rn−1),L n−1), while the conditional
measures are equivalent to (R,L 1(R),L 1). As a by sides result, we find that
L n T¯ = L n T¯e: the set of endpoints of rays is a Borel set of zero Lebesgue
measure.
More precisely, the main theorem of the section is summarized as follows.
Theorem 1.5. The following formula holds: for every integrable function ϕ ∈ L(L n)∫
T¯e
ϕ(x)dL n(x) =
∫
S
{∫
r(y)
ϕ(z)γ(z)dH1(z)
}
dHn−1(y)
with S a countable union of σ-compact subsets of hyperplanes and γ a Borel positive
function.
We stress that the statement is nontrivial, as any Lipschitz regularity of the
direction field of rays is not known. Indeed, there are σ-compact sets of positive
Lebesgue measure which can be partitioned into disjoint segments, with Borel
direction field, and such that the conditional measures of the disintegration are
deltas (see Example 4.3 taken from [AKP1], improving [Lar1]). The theorem above
is thus a regularity property of the partition we are considering.
The proof follows the technique introduced in [Bia], [BG], where the role of the
potential φ was belonging to the solution u to the variational problem
inf
u¯+W1,∞0 (Ω)
∫
Ω
(
χD(∇u) + g(u)
)
dx,
with D convex closed with nonempty interior, g : R → R strictly monotone
increasing and differentiable, Ω open bounded, ∇u¯ ∈ D a.e. in Ω.
Idea of the argument
The main steps are the following.
One first observes that, by additivity of the measures, it suffices to determine the
disintegration of the Lebesgue measure on the elements of a countable partition of
T¯. In particular, one considers sheaf of rays transversal to an hyperplane (Figure 1).
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Varying the hyperplanes in a dense set one finds a covering and then constructs
the partition. The quotient set S is identified with the intersection of the rays of
these model sets with the relative transversal hyperplane.
One then studies the map which moves points along rays within a model set.
More specifically, fix two transversal parallel hyperplanes, restrict the model set to
those rays which intersect both and consider the bijective function between the two
sections coupling points belonging to a same ray (Figure 3). Then one proves that
the push forward of the Hausdorff (n− 1)-dimensional measure on one section
is absolutely continuous w.r.t. the Hausdorff (n− 1)-dimensional measure on the
other section, and viceversa.
This is proved by approximation, by the upper semicontinuity of the Hausdorff
(n− 1)-dimensional measure. Indeed, being 1-Lipschitz, the potential satisfies the
Hopf-Lax formula
φ(x) = max
z∈A
{
φ(z) − ‖˜x− z‖˜}
on the model set between the two hyperplanes, where A is the section correspond-
ing to the hyperplane with the higher values of φ. One then approximates φ with
the locally uniformly converging sequence
φI(x) = max
{
φ(ai) − ‖˜x− ai‖˜ : i = 1, . . . , I
}
, with {ai}i∈N dense in A,
and in turn the rays of φ joining the two sections A, B with the rays of φI
passing through B; the approximating section obtained by the intersection with
any other third parallel hyperplane between the two converges Hausdorff to the
approximated one (Figure 2). By the simple expression of the approximating
direction field, pointing towards finitely many points, one can easily prove area
estimates which pass to the limit.
Let Z¯ be a sheaf of rays transversal to {x · e = 0}, e ∈ Rn: by Fubini Theorem∫
Z¯
ϕ(x)dx =
∫+∞
−∞
∫
Z¯∩{x·e=t}
ϕ(z)dt× dHn−1(z).
Denoting as (σt)−1 : Z¯ ∩ {x · e = t} → Z¯ ∩ {x · e = 0} the map coupling points on
a same ray, the absolutely continuous estimate yields the existence of a function
α˜(t,y) s.t. (σt)−1] H
n−1xZ¯∩{x·e=t}= α˜(t,y)Hn−1xZ¯∩{x·e=0}. Then∫
Z¯∩{x·e=t}
ϕ(z)dt× dHn−1(z) =
∫
Z¯∩{x·e=0}
ϕ(σty)α˜(t,y)dt× dHn−1(y).
Substituting in the former, one applies again Fubini-Tonelli Theorem and derives
the disintegration.
In particular, denoting Z0 := Z¯ ∩ {x · e = 0}, we construct a change of variable
ψ : Z¯ → R× Z0, one to one to its image, which brings Lebesgue measurable
function on Z¯ to H1 ⊗ (Hn−1xZ0)-measurable functions, since 0-measure sets are
mapped to 0-measure sets and viceversa. In the language of measure theory of the
first chapter, it induces an isomorphism between the relative measure algebras.
The negligibility of T¯e \ T¯ is proved by a density argument involving the push
forward estimate.
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Chapter 5 − · −
We disintegrate the Lebesgue measure on the graph of a convex function w.r.t. the
partition given by its faces. As the graph of a convex function naturally supports
the Lebesgue measure, its faces, being convex, have a well defined linear dimension,
and then they naturally support a proper dimensional Hausdorff measure. Our
main result is that the conditional measures induced by the disintegration are
equivalent to the Hausdorff measure on the faces on which they are concentrated.
Theorem 1.6. Let f : Rn → R be a convex function and let H n be the Hausdorff
measure on its graph. Define a face of f as the convex set obtained by the intersection of its
graph with a supporting hyperplane and consider the partition of the graph of f into the
relative interiors of the faces {Fα}α∈A.
Then, the Lebesgue measure on the graph of the convex function admits a unique disinte-
gration
H n =
∫
A
λα dm(α)
w.r.t. this partition and the conditional measure λα which is concentrated on the relative
interior of the face Fα is equivalent to H k Fα, where k is the linear dimension of Fα.
This apparently intuitive fact does not always hold, as even for a partition given
by a Borel measurable collection of segments in R3 (1-dimensional convex sets).
If any Lipschitz regularity of the directions of these segments is not known, it
may happen that the conditional measures induced by the disintegration of the
Lebesgue measure are Dirac deltas (as for Chaper 4, see the Couterexamples 4.3
taken from [AKP2], improving [Lar1]). Also in our case, the directions of the faces
of a convex function are just Borel measurable (Example 3.9 in [Bia]). Therefore,
our result, other than answering a quite natural question, enriches the regularity
properties of the faces of a convex function, which have been intensively studied
for example in [ELR], [KM], [Lar1], [LR], [AKP2], [PZ]. As a byproduct, we recover
the Lebesgue negligibility of the set of relative boundary points of the faces, which
was first obtained in [Lar2].
Idea of the argument
The proof of our theorem does not rely on Area or Coarea Formula, which in
several situations allow to obtain in one step both the existence and the absolute
continuity of the disintegration (in applications to optimal mass transport problem,
see for example [TW], [FM1], [AP]). The basis of the technique has been described
for the previous chapter, applied to 1D rays of a 1-Lipschitz function. For notational
convenience, we work as there with the projections of the faces on Rn, and we
neglect the set where the convex function is not differentiable.
Just to give an idea, focus as there on a collection of 1-dimensional faces C
which are transversal to a fixed hyperplane H0 = {x ∈ Rn : x · e = 0} and such that
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the projection of each face on the line spanned by the fixed vector e contains the
interval [h−,h+], with h− < 0 < h+ (Figure 3). The notations are analogous to the
previous ones.
The core of the proof, as before, is to show the absolute continuity
H n−1 (C ∩Ht) σt](H n−1 (C ∩H0)).
We prove in particular the following quantitative estimate: for all 0 6 t 6 h+ and
S ⊂ C ∩H0
H n−1(σt(S)) 6
(
t− h−
−h−
)n−1
H n−1(S). (1.2)
This fundamental estimate is proved again approximating the 1-dimensional faces
with a sequence of finitely many cones with vertex in C ∩Hh− and basis in C ∩Ht.
At this step of the technique, the construction of such approximating sequence
heavily depends on the nature of the partition one has to deal with. In this case, our
main task is to find the suitable cones relying on the fact that we are approximating
the faces of a convex function. The strategy, roughly, is to approximate f with the
function fI having as epigraph the convex envelope of fxHt∪{y˜i}i=1,...,I, where y˜i,
i ∈N, constitute a dense sequence in (I, f)(C ∩H0) (Figure 6). In turn, this allows
to approximate the rays of f, that we are supposing to be 1D, with the ones of fI —
which point towards finitely many points.
We obtain the disintegration of the Lebesgue measure on the k-dimensional
faces, with k > 1, from a reduction argument to this case. Indeed, consider a model
set W k made of k-dimensional faces transversal to a fixed (n− k)-dimensional
hyperplane Wn−k (Figure 4). In particular, the faces we consider have positive
projection on the k-dimensional subspace Vk orthogonal to Wn−k. Let Vk =
〈e1, . . . , ek〉. Then by Fubini Theorem, denoting the plane {q+ 〈e1〉+Wn−k} as
W(q),∫
W k
ϕ(x)dL n(x) =
∫
〈e2,...,ek〉
∫
W k∩W(q)
ϕ(z)dHn−k+1(z)⊗Hk−1(q),
and W k ∩W(q) is a model set made of 1D faces of the convex function fxW(q).
Chapter 6 − · −
In Chapters 4, 5 we studied a regularity property for two affine partitions in
Rn, classifying the conditional and quotient measures: they were equivalent to
the Hausdorff measure of the proper dimension. In both cases, after a countable
partition in model sets, the result was based on the absolute continuity push
forward estimate (1.2). The fundamental estimate (1.2) implies moreover a Lipschitz
continuity and BV regularity of αt(z) w.r.t t: this yields a further improvement of
the regularity of the partition that now we are going to describe.
In the case of a 1-Lipschitz function the density of the conditional measures
w.r.t. the 1D Hausdorff measure is related to the divergence of the vector field of
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the directions of the rays. We cannot say that this distribution is a Radon measure,
since in general it is not true. Nevertheless, it turns out to be a series of measures,
converging in the topology of distributions. The absolutely continuous part of
those measures, which defines a measurable function on T¯, is the coefficient for an
ODE for the above density.
Consider for both the cases a vector field v which at each point x is parallel to
the face (ray) through that point x.
If we restrict the vector field to an open Lipschitz set Ω which does not contain
points in the relative boundaries of the faces, then we prove that its distributional
divergence is the sum of two terms: an absolutely continuous measure, and a
(n− 1)-rectifiable measure representing the flux of v through the boundary of Ω.
The density (div v)a.c. of the absolutely continuous part is related to the density of
the conditional measures defined by the disintegration above.
In the case of the set C previously considered, if the vector field is such that
v · e = 1, the expression of the density of the absolutely continuous part of the
divergence is
∂tα
t = (div v)a.c.αt.
No piecewise BV regularity of the vector field v of faces and rays directions hold in
general (Example 3.9 in [Bia]). Therefore, it is a remarkable fact that a divergence
formula holds.
The divergence of the whole vector field v is the limit, in the sense of distribu-
tions, of the sequence of measures which are the divergence of truncations of v on
the elements {K¯`}`∈N of a suitable partition of Rn. However, in general, it fails to
be a measure (Examples 13.7, 13.8).
This additional regularity is proved first for the rays of a 1-Lipschitz function,
where v is basically the direction field. The argument follows the one in [BG], and
it is based on the cone approximation of rays described above: we consider the
divergence of the approximating direction field and by uniform estimates on their
total variation we pass to the limit.
It is then proved for the faces of a convex function. We give an alternative prove
based on the Disintegration Theorem 1.6 and on regularity properties of the density
function proved in Chapter 5.
In the last part, we change point of view: instead of looking at vector fields
constrained to the faces of the convex function, we describe the faces as an (n+ 1)-
uple of currents, the k-th one corresponding to the family of k-dimensional faces,
for k = 0, . . . ,n. The regularity results obtained for the vector fields can be rewritten
as regularity results for these currents. More precisely, we prove that they are locally
flat chains. When truncated on a set Ω as above, they are locally normal, and we
give an explicit formula for their border; the (n+ 1)-uple of currents is the limit,
in the flat norm, of the truncations on the elements of a partition.
An application of this kind of further regularity is presented in Section 8 of [BG].
Given a vector field v constrained to live on the faces of f, the divergence formula
we obtain allows to reduce the transport equation
div ρv = g
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to a PDE on the faces of the convex function. We do not pursue this issue.
Part I I
In Part I I we turn the attention to basic problems in Optimal Mass Transportation, that
we face as applications of the Disintegration Theorem.
Chapter 7 − · −
In Chapter 7 we explain the approach we follow for studying extremality, unique-
ness and optimality of a transference plan between two countably generated
probability spaces (X,Ω,µ), (Y,Σ,ν). By Appendix A, we directly assume that they
are Borel probability spaces on [0, 1].
The issue is in particular the following: we have necessary conditions for ex-
tremality, uniqueness and optimality, but they are not sufficient in general. How
one can test if a given transport plan pi ∈ Π(µ,ν) satisfying the necessary condition
is actually extremal, unique or optimal?
The idea of the general scheme is described by the following theorem. The set
Πf(µ,ν) denotes the family of transport plans which have to be compared to pi.
Theorem 1.7. Assume that there are partitions {Xα}α∈[0,1], {Yβ}β∈[0,1] of X, Y such that
1. for all pi ′ ∈ Πf(µ,ν) it holds pi ′(∪αXα × Yα) = 1,
2. the disintegration pi =
∫
piαm(dα) of pi w.r.t. the partition {Xα × Yα}α∈[0,1] is
strongly consistent,
3. in each equivalence class Xα × Yα the measure piα is extremal/unique/optimal in
Π(µα,να), where
µα := (P1)]piα, να := (P2)]piα.
Then pi is extremal/unique/optimal.
Since the necessary conditions we consider, specified later, are pointwise proper-
ties to be verified by a suitable carriage Γ of pi, we propose in the following explicit
procedures.
We define crosswise equivalence relations in Γ , meaning that the equivalence
classes are
Γα = Γ
⋂
Xα × [0, 1] = Γ
⋂
[0, 1]× Yα = Γ
⋂
Xα × Yα
for partitions {Xα}α∈[0,1], {Yα}α∈[0,1] of X, Y. In particular, Γ ⊂ ∪αXα × Yα. They
are chosen in such a way that each probability measure concentrated on Γα is
always extremal, unique or optimal as a transport map between its marginals. This
is a consequence of the fact that the necessary conditions become sufficient if joint
with other assumptions, and we specify equivalence classes satisfying for free the
necessary conditions and these further requirements.
In order to apply Theorem 1.7, one needs then the following assumptions:
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- the strong consistency of the disintegration, treated in Chapter 2;
- pˆi(∪α∈[0,1]Xα × Yα) = 1 for every other transport plan pˆi ∈ Πf(µ,ν).
The last condition is for free in the study of extremality, as if pi is a linear combina-
tion of pi1, pi2 then pi1,pi2  pi. In the other two cases, it translates to a transport
problem in the quotient space.
Indeed, on one hand under the first assumption the crosswise structure implies,
together with the marginal conditions, that the quotient measure of pi w.r.t. the
product partition {Xα × Yβ}α,β∈[0,1] is of the form (I, I)]m. On the other hand, the
marginal conditions force that the quotient measure of any other transport plan pˆi
w.r.t. the product partition is a transport plan from m to itself: as pˆi is concentrated
on Γ if and only if its quotient measure is (I, I)]m, the second assumption is then
a problem of uniqueness in the quotient space.
In Section 7.1 we give a further interpretation of the assumptions in Theorem 1.7.
In Section 7.2 we formalize the setting and the strategy, that we prove without
specifying the actual necessary conditions and relative partitions under consider-
ation. We collect 4 steps encoding the method which will be used to obtain the
results in the next chapters.
Chapter 8 − · −
We address the problem of extremality. The results obtained with our approach are
already known in the literature: this part can be seen as an exercise to understand
how the procedure works. The difficulties of both approaches are the same: in fact
the existence of a Borel rooting set up to negligible sets is equivalent to the strong
consistency of the disintegration, and to the existence of a Borel limb numbering
system ([HW]) on which pi is concentrated — the equivalence classes are Borel
limbs.
The necessary condition we consider is the acyclicity (Th. 3 of [HW]). We say
that Γ ⊂ [0, 1]2 is acyclic if for all finite sequences (xi,yi) ∈ Γ , i = 1, . . . ,n, with
xi 6= xi+1 mod n and yi 6= yi+1 mod n it holds{
(xi+1,yi), i = 1, . . . ,n, xn+1 = x1
}
6⊂ Γ .
A measure is acyclic if it is concentrated on an acyclic set Γ .
Given such an acyclic carriage Γ , one has the following crosswise partition.
Definition 1.8 (Axial equivalence relation). We define (x,y)E(x ′,y ′) if there are
(xi,yi) ∈ Γ , 0 6 i 6 I finite, such that
(x,y) = (x0,y0), (x ′,y ′) = (xI,yI) and (xi+1 − xi)(yi+1 − yi) = 0.
Theorem 1.7 leads to the following statement.
Corollary 1.9 (Extremality (Theorem 8.8)). Let pi concentrated on a σ-compact acyclic
set Γ .
If we partition the set Γ into axial equivalence classes, then pi is extremal in Π(µ,ν) if
the disintegration is strongly consistent.
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We moreover recall the following result ([Dou, Lin]), which we can prove by
means of duality.
Proposition 1.10. The transference plan pi ∈ Π(µ,ν) is extremal if and only if L1(µ) +
L1(ν) is dense in L1(pi).
Chapter 9 − · −
We consider the problem of verifying if an analytic set A can carry more than one
transference plan — if not, we say that A is a set of uniqueness.
The necessary condition we consider is the A-acyclicity. A set Γ ⊂ A is A-acyclic
if for all finite sequences (xi,yi) ∈ Γ , i = 1, . . . ,n, with xi 6= xi+1 mod n and
yi 6= yi+1 mod n it holds{
(xi+1,yi), i = 1, . . . ,n, xn+1 = x1
}
6⊂ A.
A measure is A-acyclic if it is concentrated on an A-acyclic set Γ .
As an A-acyclic set is in particular acyclic, then we consider once more the
axial equivalence relation on Γ . In this case, not only the disintegration should
be strongly consistent, but we must verify also Condition (1) of Theorem 7.1.
Condition (2) of the following corollary implies this fact.
Corollary 1.11 (Uniqueness (Page 119)). Let pi concentrated on a σ-compact A-acyclic
set Γ .
If we partition the set Γ into axial equivalence classes, then pi is the unique measure in
Π(µ,ν) concentrated on A if
1. the disintegration is strongly consistent,
2. A ′ is a subset of {α 6 β}, up to measure preserving maps.
Essentially, we are just showing that in the quotient space the uniqueness
problem can be reduced to the trivial one
{α = β} ⊂ A ′ ⊂ {α 6 β}, pi ∈ Π(m,m).
We use the following easy observation:
Lemma 1.12. If pi = (I, f)]µ and A = epi(f), then A is a set of uniqueness of Π(µ,ν),
where ν = f](µ).
We remark that the diagonal is A ′-acyclic, and thus A ′ is the graph of a partial
order relation. In the case m is atomic, then A ′ can be completed to a Borel linear
order on [0, 1], and A is a set of uniqueness. We are studying if also in the general
case A is a set of uniqueness if and only if A ′ can be completed to a Borel linear
order. As a partial order can be always completed to a linear order by the Axiom
of Choice, then this would be again a measurability assumption.
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Chapter 10 − · −
We consider the optimality of a transference plan w.r.t. a coanalytic cost c : [0, 1]2 →
[0,+∞]: we ask whether∫
[0,1]2
cpi = min
pˆi∈Π(µ,ν)
∫
[0,1]2
cpˆi;
The necessary condition we consider is the well-known c-monotonicity. A subset
Γ of [0, 1]2 is c-cyclically monotone when for all I, i = 1, . . . , I, (xi,yi) ∈ Γ , xI+1 := x1
we have
I∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
> 0.
A transference plan pi ∈ Π(µ,ν) is c-cyclically monotone if there exists a pi-measurable
c-cyclically monotone set Γ such that pi(Γ) = 1.
The easiest equivalence relation is the cycle equivalence relation, introduced also
in [BGMS].
Definition 1.13 (Closed cycles equivalence relation). We say that (x,y)E¯(x ′,y ′) or
(x,y) is equivalent to (x ′,y ′) by closed cycles if there is a closed cycle with finite
cost passing through them: there are (xi,yi) ∈ Γ such that (x0,y0) = (x,y) and
(xj,yj) = (x ′,y ′) for some j ∈ {0, . . . , I} such that
I∑
i=1
c(xi,yi) + c(xi+1,yi) < +∞, xI+1 := x0.
The optimality within each class is immediate from the fact that there exists
a couple of A-optimal potentials φ,ψ, and after the discussion of the above two
problems the statement of the following Corollary should be clear.
Corollary 1.14 (Optimality (Theorem 10.6)). Let pi concentrated on a σ-compact c-
cyclically monotone set Γ and partition Γ w.r.t. the cycle equivalence relation (Defini-
tion 10.1).
Then, pi c-cyclically monotone is optimal if
1. the disintegration is strongly consistent,
2. the image set A ′ := (hX ⊗ hY)]{c < +∞} is a set of uniqueness.
If one chooses the existence of optimal potentials as sufficient criterion, or
even more general criteria, it is in general possible to construct other equivalence
relations, such that in each class the conditional probabilities piα are optimal. This
is done extending the construction in Section 10.1 with a different equivalence
realtion.
The above result generalizes the previous known cases:
1. if µ or ν are atomic ([Pra]): clearly m must be atomic;
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2. if c(x,y) 6 a(x) + b(y) with a ∈ L1(µ), b ∈ L1(ν) ([RR]): m is a single δ;
3. if c : [0, 1]2 → R is real valued and satisfies the following assumption ([AP])
ν
({
y :
∫
c(x,y)µ(dx) < +∞}) > 0, µ({x : ∫ c(x,y)ν(dy) < +∞}) > 0 :
in this case m is a single δ;
4. If {c < +∞} is an open set O minus a µ⊗ ν negligible set N ([BGMS]): in
this case every point in {c < +∞} has a squared neighborhood satisfying
condition (10.5) below.
In each case the equivalence classes are countably many Borel sets, so that the
disintegration is strongly consistent and the acyclic set A ′ is a set of uniqueness
(Lemma 9.9).
Section 10.2 is more set theoretical: its aim is just to show that there are other
possible decompositions for which our procedure can be applied, and in particular
situations where a careful analysis may give the validity of Theorem 7.1 for this
new decomposition, but not of the above Corollary for the cycle decomposition.
The main result is that under PD and CH we can construct a different equivalence
relation satisfying Condition (3) of Theorem 7.1 and the crosswise structure w.r.t. Γ .
Chapter 11 − · −
We give several examples: for historical reasons, we restrict to examples concerning
the optimality of pi, but trivial variations can be done in order to adapt to the other
two problems. We split the section into 2 parts. In Section 11.1 we study how the
choice of Γ can affect our construction: it turns out that in pathological cases a
wrong choice of Γ may lead to situations for which either the disintegration is
not strongly consistent or in the quotient space there is no uniqueness. This may
happen both for optimal or not optimal transference plans. In Section 11.2 instead
we consider if one can obtain conditions on the problem in the quotient space less
strict than the uniqueness condition: the examples show that this is not the case in
general.
When the assumption is not satisfied, then one can modify the cost in order
to have the same quotient measure but both c-cyclically monotone optimal and
c-cyclically non optimal transport plans (Example 11.5, Proposition 11.9).
Chapter 12 − · −
We address the natural question: if we have optimal potentials in each set Xα × Yα,
is it possible to construct an optimal couple (φ,ψ) in ∪αXα × Yα? We show that
under the assumption of strong consistency this is the case. The main tool is Von
Neumann’s Selection Theorem, and the key point is to show that the set{
(α,φα,ψα) : φα,ψα optimal couple in Xα × Yα
}
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is analytic in a suitable Polish space. The Polish structure on the family of optimal
couples is obtained identifying each µ-measurable function φ with the sequence of
measures {(φ∨ (−M))∧M)µ}M∈N, which is shown to be a Borel subset of MN.
Chapter 13 − · −
This chapter concerns the existence of deterministic transport plans for the Monge-
Kantorovich problem in Rn, with a strictly convex and possibly asymmetric norm
cost function
c(x,y) = ‖˜y− x‖˜.
Given an initial Borel probability measure µ and a final Borel probability measure
ν, the Monge problem deals with the minimization of the functional
τ 7→
∫
Rn
c(x, τ(x))dµ(x)
among the maps τ such that τ]µ = ν. The issue was raised by Monge in 1781
([Mon]), in the case of the Euclidean norm, for absolutely continuous, compactly
supported µ, ν in R3.
Even existence of solutions is a difficult question, due to the nonlinear dependence
on the variable τ and the non-compactness of the set of minimizers in a suitable
topology. A natural assumption is the absolute continuity of µ w.r.t. the Lebesgue
measure, as shown in Section 8 of [AP]: there are initial measures with dimension
arbitrarily close to n such that the transport problem with the Euclidean distance
has no solution.
The modern approach passes through the Kantorovich formulation ([Kan1],
[Kan2]), already considered in the previous chapters. Rather than a map τ : Rn 7→
Rn, a transport is defined as a coupling of µ, ν: a probability measure pi on the
product space Rn ×Rn having marginals µ, ν. The family of these couplings,
called transport plans, is denoted with Π(µ,ν) and their cost is defined as
pi 7→
∫
Rn×Rn
c(x,y)dpi(x,y).
The Kantorovich formulation is the relaxation of the Monge problem in the space
of probability measures. A transport map τ induces the transport plan pi = (I, τ)]µ,
and the cost of the transport map coincides with the one of the induced transport
plan. Denoting with pi =
∫
pixµ(x) the disintegration of a transport plan pi w.r.t. the
projection on the first variable, then the coupling pi reduces to a map when
the measure pix, for µ-a.e. x, is concentrated at one point. There corresponds a
difference in the model: the mass present at x is not necessarily moved to some
point τ(x): the weaker formulation allows indeed spreading of mass, and the
amount of mass at x spread in a region S is pix(S) — where pix is the conditional
measure of the above disintegration of pi.
Assuming, more generally, c lower semicontinuous, one can deduce immediately
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existence of solutions for the relaxed problem by the direct method of calculus of
variations. In order to recover solutions in the sense by Monge, then, one proves
that some optimal transport plan is deterministic.
The topic has been studied extensively. We focus only on the Monge problem in
Rn with norm cost functions, presenting a partial literature; for a broad overview
one can consult for example [Vil], [AKP2].
A solution was initially claimed in 1976 by V. N. Sudakov ([Sud]). The idea was
to decompose first Rn into locally affine regions of different dimension invariant
for the transport; to reduce then the transport problem to new transport problems
within these regions, by disintegrating the measures to be transported and by
considering the transport problems between the conditional probabilities of µ, ν;
to recover finally the solution in Rn by the solutions of the reduced problems.
For the solvability of the new transport problems, one needs however an absolute
continuity property of the new initial measures. He thought that this absolute
continuity property of the conditional probabilities was granted by Borel measura-
bility properties of his partition, but, instead, at this level of generality the property
does not hold — as pointed out in 2000 ([AKP2]), providing an example where
the disintegration of the Lebesgue measure w.r.t. a partition even into disjoint
segments with Borel directions has atomic conditional measures; this example is
recalled in Example 13.7. Therefore, a gap remains in his proof.
Before this was known, another approach to the Monge problem in Rn, based
on partial differential equations, was given in [EG], providing the first complete
proof of existence for the Euclidean norm. Despite some additional regularity on µ,
ν, they introduced new interesting ideas. Strategies at least partially in the spirit of
Sudakov were instead pursued independently and contemporary in [CFM], [TW],
and [AP], improving the result. They achieved the solution to the Monge problem
with an absolute continuity hypothesis only on the first marginal µ, requiring that
µ, ν have finite first order moments and for cost functions satisfying some kind
of uniform convexity property — which allows clever countable partitions of the
domain into regions where the direction of the transport is Lipschitz. In [AKP2] the
thesis is instead gained for a particular norm, crystalline, which is neither strictly
convex, nor symmetric. The problem with merely strictly convex norms has been
solved also in [CP1], with a different technique, in convex bounded domains. The
case of a general norm is treated in [CP2], and is also being considered separately,
with different approaches, by myself and Daneri.
In [BC2] the disintegration approach is applied in metric spaces, with non
branching geodesics.
We work under the assumption of strict convexity of the unit ball. This is of
course a simplification on the norm: it is well known that in this case the mass
moves along lines. Indeed, under the nontriviality assumption that there exists
a transport plan with finite cost, there exists a 1-Lipschitz map φ : Rn 7→ R, the
Kantorovich potential, such that the transport is possible only towards points where
the decrease of φ is the maximal allowed. We apply the Disintegration Theorem 1.5
in order to conclude Sudakov proof in the case the unit ball is strictly convex.
We will prove the following statement.
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Theorem 1.15. Let µ,ν be Borel probability measures onRn with µ absolutely continuous
w.r.t. the Lebesgue measure L n. Let ‖˜ · ‖˜ be a possibly asymmetric norm whose unit ball
is strictly convex.
Suppose there exists a transport plan pi ∈ Π(µ,ν) with finite cost ∫ ‖˜y− x‖˜dpi(x,y).
Then:
Claim 1. The family of transport rays {rz}z∈S can be parametrized with a Borel subset S
of countably many hyperplanes, the transport set T¯e = ∪z∈Srz is Borel and there exists
a Borel function γ such that the following disintegration of L n T¯e holds: ∀ϕ either
integrable or positive∫
T¯e
ϕ(x)dL n(x) =
∫
S
{∫b(z)·d(z)
a(z)·d(z)
ϕ(z+(t−z ·d(z))d(z))γ(t, z)dH1(t)
}
dHn−1(z).
Claim 2. There exists a unique map τ monotone on each ray rz solving the Monge-
Kantorovich problem
min
τ]µ=ν
∫
Rn
‖˜τ(x) − x‖˜dµ(x) = min
pi∈Π(µ,ν)
∫
Rn×Rn
‖˜y− x‖˜dpi(x,y).
Claim 3. The divergence of the direction vector field of rays is a series of Radon measures,
and a Green-Gauss like formula holds on special sets.
We also give an expression of the transport density in terms of the conditional
probabilities of µ, ν w.r.t. the ray equivalence relation (see (13.5)).
In Section 13.1 we give some counterexamples.
It is shown that the transport set T¯ in general is just a σ-compact set. One can see
how the divergence of the vector field of ray directions, defined as zero out of T¯,
can fail to be a measure.
Appendix
The Thesis closes with a table of notations, a list of figures and, of course, the bibliography.
We collect moreover the following auxiliary chapters.
Chapter A − · −
We briefly recall the isomorphism of measure algebras between a countably gener-
ated Probability space and a Borel probability space on [0, 1].
Chapter B − · −
We formalize the concepts of cyclic perturbations and acyclic perturbations. After
recalling the properties of projective sets in Polish spaces in Section B.1 and the
duality results of [Kel] (Section B.2), we show how to define the n-cyclic part of a
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signed measure λ with 0 marginals: this is the largest measure λn  λ which can
be written as λn = λ+n − λ−n with
λ+n =
1
n
∫
Cn
n∑
i=1
δP(2i−1,2i)wm(dw) λ
−
n =
1
n
∫
Cn
n∑
i=1
δP(2i+1,2i mod 2n)wm(dw)
where Cn ⊂ [0, 1]2n is the set of n-closed cycles and m ∈M+(Cn). This approach
leads to the definition of cyclic perturbations λ: these are the signed measures with
0 marginals which can be written as sum (without cancellation) of cyclic measures.
The acyclic measures are those measures for which there are not n-cyclic measures
λn  λ for all n > 2: in particular they are concentrated on an acyclic set. This
approach leads naturally to the well known results on the properties of sets on
which extremal/unique/optimal measures are concentrated: in fact, in all cases
we ask that there are not cyclic perturbations which either are concentrated on the
carriage set Γ , or on the set of uniqueness A, or diminish the cost of the measure pi.
One then deduces the well known criteria that Γ is acyclic, Γ is A-acyclic and Γ is
c-cyclically monotone.
Chapter C − · −
We give very essential recalls on tensors and currents, in view of the applications to
Chapter 6. We refer mainly to Chapter 4 of [Mor] and Sections 1.5.1, 4.1 of [Fed].
Part I
The Disintegration Theorem

2
The Disintegration Theorem
In this section we prove the Disintegration Theorem for measures in countably
generated σ-algebras, with some applications. The results of this sections can be
deduced from Section 452 of [Fre2]; for completeness we give here self-contained
proofs.
We first recall the next definition. Let (X,Ω,ν) a generic measure space.
Definition 2.1. The σ-algebra A is essentially countably generated if there is a count-
able family of sets An ∈ A, n ∈ N, such that for all A ∈ A there exists Aˆ ∈ A,
where A is the σ-algebra generated by An, n ∈N, which satisfies m(A M Aˆ) = 0.
We consider now the following objects:
1. (X,Ω,µ) a countably generated probability space;
2. X = ∪α∈AXα a partition of X;
3. A = X/ ∼ the quotient space, where x1 ∼ x2 if and only if there exists α such
that x1, x2 ∈ Xα;
4. h : X→ A the quotient map h(x) = x• = {α : x ∈ Xα}.
We can give to A the structure of probability space as follows:
1. define the σ-algebra A = h](Ω) on A as
S ∈ A ⇐⇒ ∪α∈S{x : h(x) = α} = h−1(S) ∈ Ω;
2. define the probability measure m = h]µ.
We can rephrase (1) by saying that A is the largest σ-algebra such that h : X→ A
is measurable: it can be considered as the subalgebra of Ω made of all saturated
measurable sets.
The first result of this section is the structure of A as a σ-algebra.
Proposition 2.2. The σ-algebra A is essentially countably generated.
Notice that we cannot say that the σ-algebra A is countably generated: for
example, x ∈ [0, 1] and x• = {x+Q}∩ [0, 1]. We are stating that the measure algebra
A/Nm, where Nm is the σ-ideal of m-negligible sets, is countably generated.
This proposition is a consequence of Maharam Theorem, a deep result in measure
theory, and can be found in [Fre1], Proposition 332T(b). We give a direct proof of
this proposition. The fundamental observation is the following lemma.
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Lemma 2.3. Let fn be a countable sequence of measurable functions on A. Then there is a
countably generated σ-subalgebra A of A such that each fn is measurable.
Proof. The proof is elementary, since this σ-algebra is generated by the countable
family of sets{
f−1n (qm,+∞),qm ∈ Q,m ∈N}.
This is actually the smallest σ-algebra such that all fn are measurable.
Proof of Proposition 2.2. The proof will be given in 3 steps.
Step 1. Define the map Ω 3 B→ fB ∈ L∞(m) by
h]µxB=
∫
fBm.
The map is well defined by Radon-Nykodým theorem, and 0 6 fB 6 1 m-a.e..
Given an increasing sequence of Bi ∈ Ω, then∫
A
f∪iBim = µ(h
−1(A)∩∪iBi) = lim
i
µ(h−1(A)∩Bi) = lim
i
∫
A
fBim =
∫
A
lim
i
fBim,
where we have used twice the Monotone Convergence Theorem and the fact that
fBi is increasing m-a.e.. Hence f∪iBi = limi fBi . By repeating the same argument
and using the fact that m is a probability measure, the same formula holds for
decreasing sequences of sets, and for disjoint sets one obtains in the same way
f∪iBi =
∑
i fBi .
Step 2. Let B = {Bn,n ∈N}, be a countable family of sets σ-generating Ω: with-
out any loss of generality, we can assume that B is closed under complementation
and
Bm ∩Bn ∈ {∅,Bn,Bm}.
In particular, B is closed under finite intersection: in other words, we are consider-
ing the Boolean algebra generated by a σ-family, which is countable.
We now recall that if B ∈ Ω, then there exists a sequence sequence of sets
Bnm ∈ B such that:
1. Bnm, n ∈ N, is disjoint for m fixed: in fact, if Bni is a sequence in B, one
considers the sequence defined by B˜ni = Bni \∪j<iBnj , which is in B because
of the closures w.r.t. complementation and finite intersection and satisfies
∪iB˜ni = ∪iBni ;
2. ∪nBnm is decreasing w.r.t. m and E ⊂ ∪nBnm for all m ∈N;
3. µ(∩m ∪n Bnm \ E) = 0.
The last two properties follow from the elementary fact that the outer measure
θ(B) = inf
{∑
n
µ(Bn),A ⊂ ∪nBn,Bn ∈ B
}
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coincides with µ on the σ-algebra generated by B, because B is a Boolean algebra
and θ = µ on B implies θ = µ on the σ-algebra generated by B.
We conclude that∫
A
fBm = µ(h
−1(A)∩B) = lim
m
∑
n
µ(h−1(A)∩Bnm)
= lim
m
∑
n
∫
A
fBnmm =
∫
A
lim
m
∑
n
fBnmm.
and then fB = limm
∑
n fBnm m-a.e..
Step 3. Let A be a countably generated σ-algebra such that the functions fBn ,
Bn ∈ B, are measurable; it is provided by Lemma 2.3.
Applying the last equality to the set B = h−1(A) with A ∈ A, we obtain that
there exists a function f in L∞(m), measurable w.r.t. the σ-algebra A such that
χA = f m-a.e., and this concludes the proof, because up to negligible set f is the
characteristic function of a measurable set in A.
Remark 2.4. We observe there that the result still holds if Ω is the µ-completion of
a countably generated σ algebra: this is easily implied by Step 2 of the previous
proof.
More generally, the same proof shows that every σ-algebra A ⊂ Ω is essentially
countably generated.
In general, the atoms of A are larger than the atoms of A. It is then natural to
introduce the following quotient space.
Definition 2.5. Let (A,A,m) be a measure space, A ⊂ A a σ-subalgebra. We define
the quotient (L,L, `) as the image space by the equivalence relation
α1 ∼1 α2 ⇐⇒
[
α1 ∈ A ⇐⇒ α2 ∈ A ∀A ∈ A
]
.
We note that (L, `) is isomorphic as a measure algebra to (A,m), so that in the
following we will not distinguish the σ-algebras and the measures, but just the
spaces A and L = A/ ∼1. The quotient map will be denoted by p : A→ L.
We next define a disintegration of µ consistent with the partition X = ∪αXα
([Fre2], Definition 452E).
Definition 2.6 (Disintegration). The disintegration of the probability measure µ
consistent with the partition X = ∪α∈AXα is a map A 3 α 7→ µα ∈ P(X,Ω) such that
1. for all B ∈ Ω, µα(B) is m-measurable;
2. for all B ∈ Ω, A ∈ A,
µ(B∩ h−1(A)) =
∫
A
µα(B)m(dα), (2.1)
where h : X→ A is the quotient map.
24 the disintegration theorem
We say that the disintegration is unique if for all two measure valued functions
α 7→ µ1,α, α 7→ µ2,α which satisfy points (1), (2) it holds µ1,α = µ2,α m-a.e. α.
The measures µα, α ∈ A, are called conditional probabilities.
We say that the disintegration is strongly consistent if for m-a.e. α µα(X \Xα) = 0.
We make the following observations.
1. At this level of generality, we do not require µα(Xα) = 1, i.e. that µα is
concentrated on the class Xα: in fact, we are not even requiring Xα to be
µ-measurable.
2. The choice of the σ-algebra A in A is quite arbitrary: in our choice it is the
largest σ-algebra which makes point (2) of Definition 2.6 meaningful, but one
can take smaller σ-algebras, for example Λ considered in Definition 2.5.
3. If A ∈ A is an atom of the measure space (A,A,m), then the measurability of
µh(B) implies that µh(B) is constant m-a.e. on A for all B ∈ Ω. In particular,
if we want to have µh concentrated on the smallest possible set, we need
to check µh with the largest σ-algebra on A: equivalently, this means that
the atoms of the measure space (A,A,m) are as small as possible. However,
negligible sets are useless to this extent.
4. The formula (2.1) above does not require to have Ω countably generated,
and in fact there are disintegration results in general probability spaces (see
Section 452 of [Fre2] for general results). However, no general uniqueness
result can be expected in that case.
5. The formula (2.1) can be easily extended to integrable functions by means
of monotone convergence theorem: for all µ-integrable functions f, f is µα-
integrable for m-a.e. α,
∫
fµα is m-integrable and it holds∫
fµ =
∫ ( ∫
fµα
)
m(dα). (2.2)
We are ready for proving the general disintegration theorem.
Theorem 2.7 (Disintegration theorem). Assume (X,Ω,µ) countably generated prob-
ability space, X = ∪α∈AXα a decomposition of X, h : X → Xα the quotient map. Let
(A,A,m) the measure space defined by A = h]Ω, m = h]µ.
Then there exists a unique disintegration α 7→ µα consistent with the partition X =
∪α∈AXα.
Moreover, if A is a countably generated σ-algebra such that Proposition 2.2 holds, and L
is the quotient space introduced in Definition 2.5, p : A → L the quotient map, then the
following properties hold:
1. X = Xλ is µ-measurable, and X = ∪λ∈LXλ;
2. the disintegration µ =
∫
L µλm(dλ) satisfies µλ(Xλ) = 1;
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3. the disintegration µ =
∫
A µαm(dα) satisfies µα = µp(α) m-a.e..
The last point means that the disintegration µ =
∫
A µαm(dα) has conditional
probabilities µα constant on each atom of L in A, precisely given by µα = µλ for
α = p−1(λ) m-a.e.: i.e. µα is the pullback of the measure µλ.
Proof. We base the proof on well known disintegration theorem for measurable
functions from Rd into Rd−k, see for example [AFP], Theorem 2.28.
Step 1: Uniqueness. To prove uniqueness, let B = {Bn}n∈N be a countable
family of sets generating Ω. We observe that the L∞(m) functions given by∫
A fn(α)m(dα) = µ(h
−1(A) ∩ Bn) are uniquely defined up to a m-negligible
set. This means that µα(Bn) is uniquely defined on the algebra B m-a.e., so that it
is uniquely determined on the σ-algebra Ω generated by B.
Step 2: Existence. By measurable space isomorphisms (see for example the proof of
the last theorem of [HJ]), we can consider (X,Ω) = (L,A) = ([0, 1],B), so that there
exists a unique strongly consistent disintegration µ =
∫
L µλm(dλ) by Theorem 2.28
of [AFP] and Step 1 of the present proof.
Step 3: Point (3) Again by the uniqueness of Step 1, we are left in proving that∫
µp(α)m(dα) is a disintegration on X = Xα.
Since p : A → L is measurable and p is measure preserving, α 7→ µp(α)(B) is
m-measurable for all B ∈ Ω. By Proposition 2.2, for all A ∈ A there exists Aˆ ∈ L
such that m(A M Aˆ) = µ(h−1(A) M h−1(Aˆ)) = 0: then∫
A
µp(α)(B)m(dα) =
∫
Aˆ
µp(α)(B)m(dα) =
∫
Aˆ
µλ(B)m(dλ)
= µ(h−1(Aˆ)∩B) = µ(h−1(A)∩B).
The final result concerns the existence of a section S for the equivalence relation
X = ∪αXα.
Definition 2.8. We say that S is a section for the equivalence relation X = ∪α∈AXα
if for α ∈ A there exists a unique xα ∈ S∩Xα.
We say that Sµ is a µ-section for the equivalence relation induced by the partition
X = ∪α∈AXα if there exists a Borel set Γ ⊂ X of full µ-measure such that the
decomposition
Γ =
⋃
α∈A
Γα =
⋃
α∈A
Γ ∩Xα
has section Sµ.
Clearly from the axiom of choice, there is certainly a rooting set S, and by
pushing forward the σ-algebra Ω on S we can make (S, S) a measurable space. The
following result is a classical application of selection principles.
Proposition 2.9. The disintegration of µ consistent with the partition X = ∪α∈AXα is
strongly consistent if and only if there exists a Borel measurable µ-section S such that the
σ-algebra S contains B(S).
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Proof. Since we are looking for a µ-section, we can replace (X,Ω) with ([0, 1],B)
by a measurable injection.
If the disintegration is strongly consistent, then the map x → {α : x ∈ Xα} is a
µ-measurable map by definition, where the measurable space (A,A) can be taken
to be ([0, 1],B) (Step 2 of Theorem 2.7). By removing a set of µ-measure 0, we can
assume that h is Borel, so that by Proposition 5.1.9 of [Sri] it follows that there
exists a Borel section.
The converse is a direct consequence of Theorem 2.7 and the Isomorphism
Theorem among Borel spaces, Theorem 3.3.13 of [Sri].
Remark 2.10 (Disintegration of σ-finite measures). If the total variation of µ is not
finite, the quotient measure h]µ is in general infinite valued (take for example
X = Rn, Σ = B(Rn), µ = L n and Xα = {x : x · z = α}, where z is a fixed vector in
Rn and α ∈ R).
Nevertheless, if µ is σ-finite and (X,Σ), (A,A ) satisfies the hypothesis of Theorem
2.7, replacing the possibly infinite-valued measure ν = p#µ with an equivalent
σ-finite measure m on (A,A ) one can find a family of σ-finite measures {µ˜α}α∈A
on X such that
µ =
∫
µ˜α dm(α) (2.3)
and
µ˜α(X\Xα) = 0 for m-a.e. α ∈ A. (2.4)
Take for example m = p#θ for a finite measure θ equivalent to µ.
We recall that two measures µ1 and µ2 are equivalent if and only if
µ1  µ2 and µ2  µ1. (2.5)
Moreover, if λ and {λ˜α}α∈A satisfy (2.3) and (2.4) as well as m and {µ˜α}α∈A, then
λ is equivalent to m and
λ˜α =
dm
dλ
(α)µ˜α,
where dmdλ is the Radon-Nikodym derivative of m w.r.t. λ.
By disintegration of a σ-finite measures µ strongly consistent with a given parti-
tion we mean any family of σ-finite measures {µ˜α}α∈A which satisfies the above
properties. Whenever µ has finite total variation we choose the quotient measure
on the quotient space.
Finally, we recall that any disintegration of a σ-finite measure µ can be recovered
by the disintegrations of the finite measures {µ Kn}n∈N, where {Kn}n∈N ⊂ X is a
partition of X into sets of finite µ-measure.
3
Characterization of the disintegration for a family of equivalence
relations
Consider a family of equivalence relations on X,
E =
{
Ee ⊂ X×X : Ee equivalence relation, e ∈ E
}
closed under countable intersection. By Theorem 2.7, to each E we can associate
the disintegration
X =
⋃
α∈A
Xα, µ =
∫
A
µαm(dα).
The key point of this section is the following easy lemma. For simplicity we will
use the language of measure algebras: their elements are the equivalence classes of
measurable sets w.r.t. the equivalence relation
A ∼ A ′ ⇐⇒ µ(A M A ′) = 0.
Let Z = {Cz, z ∈ Z} be a family of countably generated σ-algebras such that
Cz ⊂ A, where A is a given countably generated σ-algebra on X. Let C be the
σ-algebra generated by ∪Z = ∪z∈ZCz.
Lemma 3.1. There is a countable subfamily Z ′ ⊂ Z such that the measure algebra
generated by Z ′ coincides with the measure algebra of C.
Proof. The proof follows immediately by observing that C is essentially countably
generated because it is a σ-subalgebra of A: one can repeat the proof of Proposition
2.2, see also Remark 2.4, or [Fre1], Proposition 332T(b).
Let An, n ∈N, be a generating family for C: it follows that there is a countable
subfamily Cn ∈ Z such that An belongs to the σ-algebra generated by ∪nCn. Let
Anm, m ∈N, be the countable family of sets generating Cn ∈ Z: it is straightfor-
ward that {Anm,n,m ∈N} essentially generates C.
We can then state the representation theorem.
Theorem 3.2. Assume that the family E of equivalence relations is closed w.r.t. countable
intersection: if Een ∈ E for all n ∈N, then⋂
n
Een ∈ E. (3.1)
Then there exists Ee¯ ∈ E such that for all Ee, e ∈ E, the following holds:
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1. if Ae, Ae¯ are the σ-subalgebra of Ω made of the saturated sets for Ee, Ee¯ respectively,
then for all A ∈ Ae there is A ′ ∈ Ae¯ such that µ(A M A ′) = 0;
2. if me, me¯ are the restrictions of µ to Ae, Ae¯ respectively, then Ae can be embedded
(as measure algebra) in Ae¯ by point (1): let
me¯ =
∫
me¯,αme(dα)
be the unique consistent disintegration of me¯ w.r.t. the equivalence classes of Ae in
Ae¯.
3. If
µ =
∫
µe,αme(dα), µ =
∫
µe¯,βme¯(dβ)
are the unique consistent disintegration w.r.t. Ee, Ee¯ respectively, then
µe,α =
∫
µe¯,βme¯,α(dβ). (3.2)
for me-.a.e. α.
The last point essentially tells us that the disintegration w.r.t. Ee¯ is the sharpest
one, the others being obtained by integrating the conditional probabilities µe¯,β
w.r.t. the probability measures me¯,α.
Note that the result is useful but it can lead to trivial result if E = {(x, x), x ∈ X}
belongs to E: in this case
µe¯,β = δβ, me¯,α = µe,α.
Proof. Point (1). We first notice that if Ee1 ,Ee2 ∈ E and A ∈ Ae1 , the σ-algebra of
saturated sets generated by Ee1 , then A ∈ Ae12 , the σ-algebra of saturated sets
generated by Ee1 ∩ Ee2 . Hence, if E is closed under countable intersection, then
for every family of equivalence relations Een ∈ E there exists Ee¯ ∈ E such that the
σ-algebras Aen made of the saturated measurable sets w.r.t. Een are subalgebras
of the σ-algebra Ae¯ made of the saturated measurable sets w.r.t. the equivalence
relation Ee¯.
By Lemma 3.1 applied to the family Z = {Ae|e ∈ E}, we can take a countable
family of equivalence relations such that the σ-algebra of saturated sets w.r.t. their
intersection satisfies Point (1).
Point (2). This point is a consequence of the Disintegration Theorem 2.7, using
the embedding Ae 3 A 7→ A ′ ∈ Ae¯ given by the condition µ(A M A ′) = 0, and the
map in Appendix A.
Point (3). Since consistent disintegrations are unique, it is enough to show
that (3.2) is a disintegration for Ee. By definition, for all C ∈ Ω, µe¯,β(C) is a
me¯-measurable function, so that by (2.2) it is also me¯,α-measurable for me¯-a.e. α
and
α 7→
∫
µe¯,β(C)me¯,α(dβ)
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is me-measurable. Denoting with he the equivalence map for Ee, for all A ∈ Ae we
have
µ(C∩ h−1e (A)) =
∫
A
µe¯,β(C)me¯(dβ) =
∫
A
( ∫
µe¯,β(C)me¯,α(dβ)
)
me(dα),
where we used the definition of µe¯,β in the first equality and (2.2) in the second
one.

4
Disintegration on 1D rays of a Lipschitz function
The present section deals with the following problem: studying the disintegration
of the Lebesgue measure on the transport set associated to a potential φ w.r.t. the
partition induced by the directions of maximal decrease of φ. More precisely, in
the present section we adopt the following definitions.
Definition 4.1 (Potential). A potential is a 1-Lipschitz map φ : Rn 7→ R such that
φ(x) −φ(y) 6 ‖˜y− x‖˜ ∀x,y ∈ Rn. (4.1)
Definition 4.2 (Transport set). The transport set associated to a potential φ is the
set T¯ made of the open segments Lx,yM for every couple (x,y) such that in (4.1)
equality holds:
T¯ =
⋃
(x,y)∈∂cφ
Lx,yM where ∂cφ = {(x,y) : φ(x) −φ(y) = ‖˜y− x‖˜} ⊂ Rn ×Rn.
Similarly, we will also consider the transport set with all the endpoints:
T¯e =
⋃
(x,y)∈∂cφ\{y=x}
Jx,yK.
We summarize briefly the construction. Due to the strict convexity of the norm,
T¯ is made of disjoint oriented segments — the transport rays — which are the
lines of maximal decrease of φ. The membership to a transport ray defines then
an equivalence relation on T¯, by identifying points on a same ray. The issue is to
show that the conditional measures of L n T¯ are absolutely continuous w.r.t. H1
on the rays, and the fact that the set of endpoints is Lebesgue negligible. We will
indeed prove some more regularity.
The following example shows that the absolute continuity of the conditional
measures in the disintegration of the Lebesgue measure established in Theorem 4.26
relies on some regularity of the vector field of ray directions, since the Borel
measurability is not enough.
Example 4.3 (A Nikodym set in R3). In [AKP2], Section 2, it is proved the following
theorem.
Theorem. There exist a Borel set MN ⊂ [−1, 1]3 with |[−1, 1]3 \MN| = 0 and a Borel
map f : MN → [−2, 2]2 × [−2, 2]2 such that the following holds. If we define for
x ∈MN the open segment lx connecting (f1(x),−2) to (f2(x), 2), then
• {x} = lx ∩MN for all x ∈MN,
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Figure 1: A sheaf of rays Figure 2: Approximation of rays
• lx ∩ ly = ∅ for all x,y ∈MN different.
This example contradicts Proposition 78 in Sudakov proof ([Sud]): the disintegra-
tion of the Lebesgue measure on [0, 1]3 w.r.t. the segments lx cannot be absolutely
continuous w.r.t. the Hausdorff one dimensional measure on that segments, even if
the vector field of directions is Borel. Notice moreover that the set of initial points
of the segments from x ∈MN to (f2(x), 2) has L 3 measure one, being the whole
MN.
Another counterexample can be found in [Lar1].
By the additivity of the measures, the thesis will follow if proved on the elements
of a countable partition of T¯ into Borel sets. In particular, in Subsections 4.1, 4.2 we
provide a partition into model sets Z¯ made of rays transversal to some hyperplane
H, let Z be the intersection of Z¯ with H (Figure 1). Points x belonging to Z¯ can
be parametrized by the point y(x) ∈ Z where the ray through x intersects H and
by the distance t(x) from H, positive if φ(y(x)) > φ(x) or negative otherwise. We
prove in Corollary 4.23 that the bijective parameterization
Z¯ ↔ Im((y, t)) ⊂ Z×R
x ↔ y(x), t(x)
provides an isomorphism between the L n-measurable functions on Z¯ and the
(Hn−1 Z)⊗H1-measurable functions on Im((y, t)). The isomorphism implies
that the push forward with (y, t) of L n Z¯ is absolutely continuous w.r.t. the
measure (Hn−1 Z)⊗H1, with density function α˜(t, ·). By the classical Fubini-
Tonelli theorem this proves the disintegration: denoting with σt(y) the inverse
map of (y, t), i.e. x = σt(x)(y(x)),∫
Z¯
ϕ(x)dL n(x) =
∫
(y,t)(Z¯)
ϕ(σt(z))α˜(t, z)dHn−1(z)⊗ dH1(t)
=
∫
Z
{∫ sup t(y−1(z))
inf t(y−1(z))
ϕ(σt(z))α˜(t, z)dH1(t)
}
dHn−1(z)
=
∫
Z
{∫
y−1(z)
ϕ(σt(z))c(t, z)dH1(t)
}
dHn−1(z),
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where c is obtained by an easy change of variables in the one dimensional integral.
The isomorphism is derived from the fact that if we consider open rays transver-
sal to two parallel hyperplanes and we consider the bijective map between the
two hyperplanes coupling the points on a same ray, then the push forward of
the Hausdorff (n− 1)-dimensional measure on one hyperplane with this map is
absolutely continuous w.r.t. the Hausdorff (n− 1)-dimensional measure on the
other hyperplane: positive sections does not shrink to zero if not at endpoints of
rays.
This fundamental estimate is proved in Lemma 4.18 by approximating the rays
with a sequence of segments starting from a section on one hyperplane and point-
ing towards finitely many points of a sequence dense in a third section beyond
the other hyperplane (see Figure 2), and passing to the limit by the u.s.c. of the
Hausdorff measure on compact sets.
The absolute continuity estimate yields more than the existence of the above
density c: the distributional divergence of the vector field dˆ of the rays on Z¯, set
zero on Rn \ Z¯, is a Radon measure, and the following formula holds (Lemma 6.3):
∂tc(t,y) −
[(
div dˆ
)
a.c.(y+ (t− d(y) · y)d(y))
]
c(t,y) = 0 Hn-a.e. on Z¯.
We see that this implies a Green-Gauss-type formula on special subsets.
4.1 Elementary structure of the Transport Set T¯
We define the multivalued functions associating to a point the transport rays
through that point — which are the lines of maximal growth of φ — the relative
directions and endpoints. We then prove that they are Borel multivalued functions
(Lemma 4.5).
Definition 4.4. The outgoing rays from x ∈ Rn are defined as
P¯(x) :=
{
y : φ(y) = φ(x) − ‖˜y− x‖˜}.
The incoming rays at x are then given by
P¯−1(x) =
{
y : φ(x) = φ(y) − ‖˜x− y‖˜}.
The rays at x are then defined as R¯(x) = P¯(x)∪ P¯−1(x).
The transport set with the endpoints T¯e is just the subset of Rn where there is
some non degenerate transport ray: those x such that R¯(x) 6= {x}. Similarly, T¯ is the
set where both P¯(x) 6= {x} and P¯−1(x) 6= {x}. The following remarks are in order.
The set P¯(x) is a union of closed segments with endpoint x, which we call rays. In
fact, φ’s Lipschitz condition (4.1) implies that, for every y ∈ P¯(x), φ must decrease
linearly from x to y at the maximal rate allowed:
φ(x+ t(y− x)) = φ(x) − t‖˜y− x‖˜ for all y ∈ P¯(x), t ∈ [0, 1]. (4.2)
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Due to strict convexity, two rays can intersect only at some point which is a
beginning point for both, or a common final point. In fact if two rays intersect in y,
and x ∈ P¯−1(y), z ∈ P¯(y), one has
φ(z)
z∈P¯(y)
= φ(y)− ‖˜z− y‖˜ y∈P¯(x)= φ(x)− ‖˜y− x‖˜− ‖˜z− y‖˜ 6 φ(x)− ‖˜z− x‖˜. (4.3)
Again by Lipschitz condition (4.1) equality must hold: then ‖˜z− y‖˜ = ‖˜y− x‖˜+
‖˜z− y‖˜. Since the norm is strictly convex, this implies that x, y, z must be aligned.
In the following is shown that, at L n-a.e. point x ∈ T¯e, it is possible to define a
vector field giving the direction of the ray through x:
d(x) :=
y− x
|y− x|
χP¯(x)(y)+
x− y
|y− x|
χP¯−1(x)(y) for some y 6= x on the ray through x.
In order to show that in T¯e there exists such a vector field of directions, one has to
show that there is at most one transport ray even at L n-a.e. endpoint. This is not
trivial because, up to now, we can’t say that the set of endpoints is L n-negligible,
which does not follow from the fact that the set e.g. of initial points is Borel and
that from each point starts at least a segment which does not intersect the others,
with a Borel direction field — one can see the Example 4.3 (from [Lar1], [AKP2]).
One should then study before the multivalued map giving the directions of
those rays:
D¯(x) :=
{
y− x
|y− x|
χP¯(x)(y) +
x− y
|y− x|
χP¯−1(x)(y)
}
y∈R¯(x)
for all x ∈ T¯e. (4.4)
We first show that the above maps P¯, D¯ are Borel maps. We remind that a
multivalued function F is Borel if the counterimage of an open set is Borel, where
the counterimage of a set S is defined as the set of x such that F(x)∩ S 6= ∅.
Lemma 4.5. The multivalued functions P¯, P¯−1, R¯, D¯ have a σ-compact graph. In
particular, the inverse image — in the sense of multivalued functions — of a compact set is
σ-compact. Therefore, the transport sets T¯ and T¯e are σ-compact.
Proof. Firstly, consider the graph of P¯: it is closed. In fact, take a sequence
(xk, zk), with zk ∈ P¯(xk), converging to a point (x, z). Then, since φ(zk) =
φ(xk) − ‖˜zk − xk‖˜, by continuity we have that φ(z) = φ(x) − ‖˜z− x‖˜. Therefore the
limit point (x, z) belongs to Graph(P¯(x)). Since the graph is closed, then both the
image and the counterimage of a closed set are σ-compact. In particular, this means
that P¯, P¯−1 and R¯ are Borel. Secondly, since the graph of P¯ is closed, both the
graphs of P¯ \ I and P¯−1 \ I are still σ-compact. In particular, the intersection and the
union of their images must be σ-compact. These are, respectively, the transport sets
T¯, T¯e. Finally, the map D¯ is exactly the composite map x ∈ T¯ → dir(x, R¯−1(x) \ {x}),
where dir(x, ·) = (· − x)/| · −x|. In particular, by the continuity of the map of
directions on Rn ×Rn \ {x = y}, its graph is again σ-compact.
Remark 4.6. The fact that the inverse image of a multivalued function is compact
implies that the inverse image of an open set is Borel, since it is σ-compact. In the
case it is single-valued, this means, in turn, that the map is Borel.
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The next point is to show that the transport rays define a partition of T¯e into
segments, up to a L n-negligible set. This is found as a consequence of the strict
convexity of the norm. On the one hand, the strict convexity implies the differen-
tiability of ∂D: then, at any ` ∈ ∂D, the support set δD(`) consists of a single vector
d. At L n-a.e. point x of T¯e, moreover, −∇φ(x) ∈ ∂D and the direction of each
ray through x must belong to δD(−∇φ), thus there is just one possible choice (see
Section 13.1). On the other hand, one can get a stronger result studying d more
carefully.
Before giving this result, we recall the definition of rectifiable set and a rec-
tifiability criterion, that will be used in Lemma 4.9 below in order to show the
rectifiability of the set where D¯ is multivalued.
Definition 4.7 (Rectifiable set). Let E ⊂ Rn be an Hk-measurable set. We say
that E is countably k-rectifiable if there exist countable many Lipschitz functions
fi : R
k 7→ Rn such that E ⊂ ∪fi(Rk).
Theorem 4.8 (Theorem 2.61, [AFP]). Let S ⊂ Rn and assume that for any x ∈ S there
exists ρ(x) > 0, m(x) > 0 and a k-plane L(x) ⊂ Rn such that
S∩Bρ(x)(x) ⊂ x+
{
y ∈ Rn : |PL(x)⊥y| 6 m(x)|PL(x)y|
}
,
where PL is the orthogonal projection onto L, PL⊥ onto the orthogonal of L. Then S is
contained in the union of countably many Lipschitz k-graphs whose Lipschitz constants do
not exceed 2 supxM(x).
Lemma 4.9. On T¯e, D¯ is single valued out of a countably (n− 1)-rectifiable set.
Proof. We show the rectifiability of the set where D¯ is multivalued applying
Theorem 4.8.
Step 1: Countable covering. By (4.3) D¯ is single valued where there are both an
incoming and outgoing ray. By symmetry, it is then enough to consider the set J
were there are more outgoing rays.
Notice that, by strict convexity, for every d 6= d ′ in the sphere Sn−1 there exist
h¯, ρ¯ > 0 such that
q · d1 6 −1/h < 1/h 6 q · d2
∀(d1,d2,q) ∈ Bρ(d)×Bρ(d ′)× (δD∗(Bρ(d ′)) − δD∗(Bρ(d)))
for h > h¯, ρ 6 ρ¯, where Bρ(·) is the closed ball of radius ρ centered at ·. One can
then extract a countable covering {Bhj1 ×Bhj2 }hj∈N of Sn−1 × Sn−1 \ {d = d ′}, with
B
hj
1 , B
hj
2 balls of radius 1/j, satisfying
q · d1 6 −1/h < 1/h 6 q · d2 ∀(d1,d2,q) ∈ Bhj1 ×Bhj2 × (δD∗(Bhj2 ) − δD∗(Bhj1 )).
Define
Jijp :=
{
x ∈ T¯e : ∃d1,d2 ∈ D¯(x) s.t. ‖˜d1 − d2‖˜ > 1
p
,
d1 ∈ Bip1 ,d2 ∈ Bip2 , H1
(
(x+ 〈di〉)∩ P¯(x)
)
> 1
p
}
.
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It is not difficult to see that {Jijp}ijp∈N provides a countable covering of J.
Step 2: Remarks. Suppose that xk ∈ Jijp converges to some x. Then by com-
pactness there is a subsequence such that there exist d1k ∈ D¯(xk) ∩ Bip1 and
d2k ∈ D¯(xk)∩Bip2 converging respectively to some d1 ∈ Bip1 , d2 ∈ Bip2 , and
y1k := xk + d
1
k/p→ y1 := x+ d1/p y2k := xk + d2k/p→ y2 := x+ d2/p.
By the continuity of φ, since y1k,y
2
k belong to P¯(xk), then y
1,y2 belong to P¯(x)
and therefore x ∈ Jijp. In particular, Jijp is closed.
Step 3: Claim. By the previous steps, it suffices to show that each Jijp is countably
(n− 1)-rectifiable. To this purpose, we show that the cone condition of Theorem 4.8
holds: we prove that for every x ∈ Jijp the relative interior of the cone
x+
{
(λ1B
ip
1 − λ2B
ip
2 )∪ (−λ1Bip1 + λ2Bip2 )
}
λ1,λ2>0
contains no sequence in Jijp converging to x.
Step 4: Claim of the estimate. We prove in the next step that for every sequence of
points xk ∈ Jijp converging to x, with the notations of Step 2, with (xk− x)/|xk− x|
converging to some vector `
∃q1,q2 ∈ δD∗(d2/‖˜d2‖˜) − δD∗(d1/‖˜d1‖˜) : q1 · ` > 0, q2 · ` 6 0. (4.5)
By definition of Bip1 and B
ip
2 , if ` ∈ Bip1 one would have q1 · ` 6 −1/i, while
q2 · ` > 1/i would hold if ` ∈ Bip2 , yielding a contradiction: this means that any
possible limit ` as above does not belong to Bip1 ∪ Bip2 . Then (4.5) implies easily
that every sequence {xk}k∈N converging to x definitively does not belong to the
relative interior of the cone
x+
{
(λ1B
ip
1 − λ2B
ip
2 )∪ (−λ1Bip1 + λ2Bip2 )
}
λ1,λ2>0.
Step 5: Proof of the estimate (4.5). Let xk ∈ Jijp converging to x, up to subsequence
as in Step 2 one can assume also that there exist y1k,y
2
k ∈ P¯(xk) converging
respectively to y1 = x+ d1/p, y2 = x+ d2/p and that (xk − x)/|xk − x| converges
to some vector `.
Observe first that, given b ∈ Rn, ` ∈ Sn−1, there exists a vector v belonging to
the subdifferential ∂−‖˜b‖˜ of ‖˜ · ‖˜ at b, and depending on `, such that the equality
‖˜ak‖˜ = ‖˜b‖˜+ v · (ak − b) + o(|ak − b|), (4.6)
holds for every ak ∈ Rn converging to b ∈ Rn with ak−b‖˜ak−b‖˜ converging to `.
As a consequence, one can choose vectors v2 ∈ ∂−‖˜y2 − x‖˜, v1k ∈ ∂−‖˜y1k − x‖˜ in
order to have
φ(x) + v2 · (x− xk) + o(|x− xk|) (4.6)= φ(x) − ‖˜y2 − x‖˜+ ‖˜y2 − xk‖˜
= φ(y2) + ‖˜y2 − xk‖˜ > φ(xk) = φ(y1k) + ‖˜y1k − xk‖˜
> φ(x) − ‖˜y1k − x‖˜+ ‖˜y1k − xk‖˜
(4.6)
= φ(x) + v1k · (x− xk) + o(|x− xk|).
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Consider every subsequence s.t. v1k converges to some v
1, necessarily in ∂−‖˜y1 − x‖˜:
this yields
(v2 − v1) · ` = lim
k
{
(v2 − v1k) ·
x− xk
|x− xk|
}
> 0
proving that
∃q1 ∈ δD∗(d2/‖˜d2‖˜) − δD∗(d1/‖˜d1‖˜) : q1 · ` > 0.
The existence of q2 can be found by symmetry inverting the roles of d1, d2.
Lemma 4.9 ensures that one can define on a Borel subset of T¯e, differing from
T¯e for an L n-negligible set, a vector field giving at each point the direction of the
ray passing there:
d(x) s.t. D¯(x) := {d(x)}.
On this domain, the function d is Borel, by Lemma 4.5, being just a restriction of
the Borel multivalued map D¯. Since, by the strong triangle inequality in (4.3), rays
cannot bifurcate, we are allowed to consider their endpoints, possibly at infinity.
After compactifying Rn, define on T¯e
a(x) =
{
x+ td, where t minimal value s.t. φ(x) = φ(x+ td) + td, d ∈ D¯(x)},
b(x) =
{
x+ td, where t maximal value s.t. φ(x) = φ(x+ td) + td, d ∈ D¯(x)}.
As we will prove in the following (see resp. Lemma 4.14 and Lemma 4.21), both
these functions are Borel, L n-a.e. single valued and their image is Hn-negligible;
in particular, a(x) 6= x for Hn-a.e. x ∈ T¯.
4.2 Partition of T¯ into model sets
Here we decompose the transport set T¯ into particular sets, which take account
of the structure of the vector field. They will be called sheaf sets and d-cylinders.
This will be fundamental in the following, since the estimates will be proved first
in a model set like those, then extended on the whole T¯.
Definition 4.10 (Sheaf set). The sheaf sets Z¯, Z¯e are defined to be σ-compact
subsets of T¯ of the form
Z¯ = Z¯(Z) = ∪y∈ZLa(y),b(y)M Z¯e = Z¯e(Z) = ∪y∈ZJa(y),b(y)K
for some σ-compact Z contained in a hyperplane ofRn, intersecting each La(y),b(y)M
at one point. The set Z is called a basis, while the relative axis is a unit vector, in
the direction of the rays, orthogonal to the above hyperplane.
The first point is to prove that one can cover T¯ (resp. T¯e) with countably many
possibly disjoint sets Z¯i (resp. Z¯ei). Fix some 1 > ε > 0. Consider a finite number
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of points ej ∈ Sn−1 such that Sn−1 ⊂ ∪Jj=1Bε(ej); define, then, the following finite,
disjoint covering {Sj} of Sn−1:
Sj =
{
d ∈ Sn−1 : d · ej > 1− ε
}
\
j−1⋃
i=1
Si.
Lemma 4.11. The following sets are sheaf sets covering T¯ (resp. T¯e):
for j = 1, . . . , J, k ∈N, `,−m ∈ Z∪ {−∞}, ` < m
Z¯jk`m =
{
x ∈ T¯ : d(x) ∈ Sj, `,m extremal values s.t.
2−k[`− 1,m+ 1] ⊂ R¯(x) · ej
}
Z¯ejk`m =
{
x ∈ T¯e : ∃d ∈ Sj ∩ D¯(x), `,m extremal values s.t.
2−k[`− 1,m+ 1] ⊂ (R¯(x)∩ {x+Rd}) · ej}.
The family {Z¯jk`m}i`m is disjoint, it refines and covers a set increasing to T¯ when k
increases. Z¯ejk`m differs from Z¯jk`m only for endpoints of rays, and the sets {Z¯
e
jk`m}j`m
can instead intersect each other at points where D¯ is multivalued. We denote with Zjk`m a
basis of Z¯jk`m.
A partition of T¯ is then provided by
Z¯ ′jk`m = Z¯jk`m \
⋃
k ′<k,` ′<m ′
Z¯jk ′` ′m ′ .
Proof. Consider a point on a ray. Then d(x) ∈ Sj for exactly one j. Moreover, since
R¯(x) · ej is a nonempty interval, for k sufficiently large we can define maximal
values of `, m such that 2−k[`− 1,m+ 1] ⊂ R¯(x) · ej. Therefore x ∈ Z¯jk`m, or Z¯ejk`m,
in the case x is an endpoint. This proves that we have a covering of T¯ (resp. T¯e).
It remains to show that the above sets are σ-compact: then, intersecting Z¯jk`m
with an hyperplane with projection on Rej belonging to 2−k(`,m), we will have
a σ-compact basis Zjk`m. It is clear that the covering, then, can be refined to a
partition into sheaf sets with bounded basis.
To see that the above sets are σ-compact, one first observes that the following
ones Cjαβp are closed: since Sj is σ-compact, consider a covering of it with compact
sets Spj , for p ∈N; define then
Cjαβp =
{
x : d(x) ∈ Spj R¯(x) · ej ⊃ [α,β]
}
.
In particular, both Cjαβp and its complementary are σ-compact. Then one has the
thesis by
Z¯jk`m = ∪p
{
Cj,2−k(`−1),2−k(m+1),p
\
(
Cj,2−k(`−2),2−k(m+1),p ∪Cj,2−k(`−1),2−k(m+2),p
)}
= ∪pCj,2−k(`−1),2−k(m+1),p ∩∪hKph
= ∪p,hCj,2−k(`−1),2−k(m+1),p ∩Kph.
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where we replaced the complementary of
Cj,2−k(`−2),2−k(m+1),p ∪Cj,2−k(`−1),2−k(m+2),p
by the union of suitable compacts Kph, clearly depending also on j,k, `,m.
The next point is to extract a disjoint covering made of cylinders subordinated
to d.
Definition 4.12 (d-cylinder). A cylinder subordinated to the vector field d is a
σ-compact set of the form
K¯ =
{
σt(Z) : t ∈ [h−,h+]
}
⊂ Z¯(Z) where σt(y) = y+ td(y)
d(y) · e ,
for some σ-compact Z contained in a hyperplane of Rn, a direction e ∈ Sn−1, real
values h− < h+. We call e the axis, σh
±
(Z) the bases.
Lemma 4.13. With the notations of Lemma 4.11, T¯ is covered by the d-cylinders
K¯jk`m =
{
σty = y+
td(y)
d(y) · ej with y ∈ Zjk`m ∩ Z¯
′
jk`m, t ∈ 2−k[`,m]
}
.
Therefore, a partition is given by the d-cylinders
{
K¯±jk`m = K¯jk`m \∪k ′<k, ` ′<m ′K¯jk ′` ′m ′
}
.
Proof. The proof is similar to the one of Lemma 4.11: just cut the sets Z¯ ′jk`m with
strips orthogonal to ej. Moreover, the partition given in the statement is still made
by d-cylinders because, when k increases of a unity, the sheaf Z¯ ′jk`m generally splits
into slightly longer four pieces: we are removing the central d-cylinder, already
present in a d-cylinder corresponding to a lower k, and taking the ‘boundary’
ones.
Lemma 4.14. The (multivalued) functions a, b are Borel on the transport set with
endpoints T¯e.
Proof. A first way could be to show that their graph is σ-compact (as for Lemma 4.5).
Define instead the following intermediate sets between a d-cylinder and a sheaf
set:
V−jk`m = Z¯
e
jk`m ∩ {x : x · ej 6 2−km} V+jk`m = Z¯ejk`m ∩ {x : x · ej > 2−k`},
where {Z¯ejk`m} is the partition defined in Lemma 4.11. Define the Borel function
pushing, along rays, each point in V−jk`m to the upper basis:
σ+χV−jk`m
(x) =

σ2
−km−x·ejx if x ∈ V−jk`m ∩ Z¯jk`m
σ2
−km−y·ejy for y ∈ R¯(x)∩Zjk`m if x is a beginning point
∅ if x /∈ V−jk`m
.
Then, the Borel functions ∪j`mσ+χV−jk`m(x), multivalued on a H
n−1-countably
rectifiable set, converge pointwise to b when k increases. The same happens for a,
considering an analogous sequence ∪j`mσ−χV+jk`m(x).
40 disintegration on 1d rays of a lipschitz function
Remark 4.15. Focus on a sheaf set with axis e1 and basis Z ⊂
{
x · e1 = 0
}
. The
composite of the following two maps
Z¯(Z) ⊂ Rn → R×Rn
z → (z · e1,σ−z·e1z) = (t, x)
R×Rn → Z+ (−1, 1)e1 ⊂ Rn
(z · e1,σ−z·e1z) = (t, x) →
(
x+ t arctan tarctan(b(x)·e1)e1χt>0 +
t arctan t
arctan(a(x)·e1)e1χt60
)
is a Borel and invertible change of variable from Z¯(Z) to the cylinder Z+ (−1, 1)e1,
with Borel inverse. This will turn out to carry negligible sets into negligible sets
(see Corollary 4.23).
Remark 4.16. Consider a d-cylinder of the above partition
K¯ =
{
σt(Z) : t ∈ [h−,h+]
}
.
Then, partitioning it into countably many new d-cylinders and a negligible set, we
will see that one can assume Z to be compact, and a, d, b to be continuous on it.
In fact, applying repeatedly Lusin theorem one can find a sequence of compacts
covering Hn−1-almost all Z. Moreover, the local disintegration formula (4.18) will
ensure that, when replacing Z with a subset of equal Hn−1 measure, the Lebesgue
measure of the new d-cylinder does not vary.
4.3 Fundamental estimate: the sheaf set Z
In this section we arrive to the explicit disintegration of the Lebesgue measure
on T¯, w.r.t. the partition in rays when the ambient space is restricted to a model
set, which can be a sheaf set or a d-cylinder. The main advantage is that there
is a sequence of vector fields — piecewise radial in connected, open sets with
Lipschitz boundary — converging pointwise to d. They are the direction of the rays
relative to potentials approximating φ. Taking advantage of that approximation,
we first show a basic estimate on the push forward, by d, of the Hausdorff (n− 1)-
dimensional measure on hyperplanes orthogonal to the axis of the cylinder. This
is the main result in the present section. It will lead to the disintegration of the
Lebesgue measure on the d-cylinder, w.r.t. the partition defined by transport rays —
topic of Subsection 4.4. In particular, it is proved that the conditional measures are
absolutely continuous w.r.t. the Hausdorff one dimensional measure on the rays.
We recall that this is nontrivial, since some regularity of the field of directions is
needed (see Example 4.3).
We first show with an example how the vector field d can be approximated with
a piecewise radial vector field dI.
Fix the attention on a sheaf set Z¯e with axis e1 and a bounded basis Z ⊂ {x :
e1 · x = 0}: assume that, for suitable h±,
Z¯e = ∪y∈ZJa(y),b(y)K, e1 · axZ< h− 6 0, e1 · bxZ> h+ > 0.
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Example 4.17 (Local approximation of the vector field d). Suppose h− < 0. Consider
the Borel functions moving points along rays, parametrized with the projection on
the e1 axis,
x −→ σt(x) := x+ t
d(x) · e1d(x).
In order to avoid to work with values at infinite, we think to truncate the rays
at {x · e1 = h−}. Choose now a dense sequence {ai} in σh−Z. Approximate the
potential φ with the sequence of potentials
φI(x) = max
{
φ(ai) − ‖˜x− ai‖˜ : i = 1, . . . , I
}
.
Since φ is uniformly continuous on σh
−
Z, as a consequence of the representation
formula for φ, we see easily that φI increases to φ on the closure of Z¯e ∩ {x · e1 >
h−}. There, consider now the vector fields of ray directions
dI(x) =
I∑
i=1
di(x)χ
ΩIi
(x) with di(x) =
x− ai
|x− ai|
, (4.7)
where the open sets ΩIi are
ΩIi =
{
x : φ(ai) − ‖˜x− ai‖˜ > φ(aj) − ‖˜x− aj‖˜, j ∈ {1 . . . I} \ i
}
= interior of
{
x : φ(ai) = φI(x) + ‖˜x− ai‖˜
}
.
They partition Rn, together with their boundary. Notice that this boundary is
Hn−1-countably rectifiable: for example apply Lemma 4.9, since it is where the
field of ray directions associated to φI is multivalued. We show that the sequence
dI converges Hn-a.e. to d on Z¯e ∩ {x · e1 > h−}. More precisely, every selection
of the dI converges pointwise to d on Z¯e ∩ {x · e1 > h−}. Consider any sequence
{dIj(x)}j convergent to some d¯. The corresponding points aij satisfy
φIj(aij) = φIj(x) + ‖˜x− aij ‖˜;
therefore, they will converge to some point a s.t. d¯ = (x− a)/|x− a| and a · e1 = h−;
in particular, a 6= x. Then, taking the limit in the last equation, one gets that φ(a) =
φ(x) + ‖˜x− a‖˜. In particular, where d is single valued, d = (x − z)/|x − z| = d¯
follows.
Define the map σtdI which, similarly to σ
t, moves points along the rays relative
to φI. Notice that, by (4.7), within ΩIi the map σ
t
dI
moves points towards ai, for
i 6 I. As a consequence, for S ⊂ ΩIi ∩ {x · e1 = h} and h− h− > t > 0 the set σ−tdI S
is similar to S: precisely
σ−tdI S = ai +
h− h−
h− t− h−
(S− ai).
By additivity, also for S ⊂ {x · e1 = h} and h− h− > t > 0 the following equality
holds:
Hn−1(σ−tdI S) =
(
h− h−
h− t− h−
)n−1
Hn−1(S). (4.8)
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We study now the push forward, with the vector field d, of the measure Hn−1
on the orthogonal sections of the d-cylinder
K¯ = Z¯∩ {h− 6 e1 ·x 6 h+} = ∪t∈[h−,h+]σtZ, and axK¯·e1 6 h−, bxK¯·e1 > h+.
Lemma 4.18 (Absolutely continuous push forward). For h− < s 6 t < h+ the
following estimate holds:(
h+ − t
h+ − s
)n−1
Hn−1
(
σsS
)
6 Hn−1
(
σtS
)
6
(
t− h−
s− h−
)n−1
Hn−1
(
σsS
) ∀S ⊂ Z.
Moreover, for h− 6 s 6 t < h+ the left inequality still holds, and for h− < s 6 t 6 h+
the right one.
Proof. Fix h− < s 6 t 6 h+. Consider S ⊂ Z and assume firstly that Hn−1(σtS) >
0. Approximate the vector field d as in Example 4.17. There, we proved pointwise
convergence on Z¯e ∩ {x · e1 > h−}. Choose any η > 0. By Egoroff theorem, the
convergence of dI to d is uniform on a compact subset Aη ⊂ σtS such that
Hn−1(Aη) > Hn−1(σtS) − η. (4.9)
Eventually restricting it, we can also assume that d, {dI} are continuous on Aη,
by Lusin theorem. Let Aη evolve with dI and d. By dI’s uniform convergence, it
follows than that σs−tdI (Aη) converges in Hausdorff metric to σ
s−t
d (Aη). Moreover,
by the explicit formula (4.8) for the regular dI,
Hn−1(Aη) ≡ Hn−1(σ0dIAη) 6
(
t− h−
s− h−
)n−1
Hn−1(σs−tdI Aη). (4.10)
By the semicontinuity of Hn−1 w.r.t. Hausdorff convergence then
lim sup
I→∞ H
n−1(σs−tdI Aη) 6 H
n−1(σs−td Aη) 6 Hn−1(σsS). (4.11)
Collecting (4.9), (4.10) and (4.11) we get the right estimate, by the arbitrariness of
η. In particular, Hn−1(σtS) > 0 implies Hn−1(σsS) > 0.
Secondly, assume Hn−1(σsS) > 0 and h− 6 s 6 t < h+. One can now prove the
opposite inequality in a similar way, truncating and approximating b(Z) instead of
a(Z). In particular, this left estimate implies Hn−1(σtS) > 0.
As a consequence, Hn−1(σsS) = 0 if and only if Hn−1(σtS) = 0 for all s, t ∈
(h−,h+) — therefore the statement still holds in a trivial way when the Hn-
measure vanishes.
Remark 4.19. The consequences of this fundamental formula are given in Subsec-
tion 4.4. We just anticipate immediately that it states exactly that the push forward
of the Hn−1-measure on ‘orthogonal’ hyperplanes remains absolutely continuous
w.r.t. the Lebesgue measure. Suppose Hn−1(Z(h−)) > 0. The inequality(
h+ − t
h+ − h−
)n−1
Hn−1(Z(h−)) 6 Hn−1
(
Z(t)
)
(4.12)
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shows that the Hn−1 measure will not shrink to 0 if the distance of b(Z) from σsdZ
is not zero. Then the set of initial and end points, ∪xa(x)∪ b(x), is Hn-negligible
(Lemma 4.21). As a consequence, we can cover Hn-almost all T¯e with countably
many d-cylinders — of positive Hn-measure if T¯e has positive Hn-measure.
4.4 Explicit disintegration of L n
We derive now the consequences of the fundamental estimates of Lemma 4.18. We
first observe by a density argument that the set of endpoints of transport rays is
Hn-negligible (Lemma 4.21). Then, we fix the attention on model d-cylinders. We
explicit the fact that the push forward, w.r.t. the map σt, of the Hn−1-measure
on orthogonal hyperplanes remains absolutely continuous w.r.t. Hn−1. This also
allows to change variables, in order to pass from L n-measurable functions on
d-cylinders to L n-measurable functions on usual cylinders. Some regularity prop-
erties of the Jacobian are presented. The fundamental estimate leads then to the
explicit disintegration of the Lebesgue measure on the whole transport set T¯e
(Theorem 4.26).
Remark 4.20. We underline that the results of this section are, more generally, based
on the following ingredients: we are considering the image set of a piecewise
Lipschitz semigroup, which satisfies the absolutely continuous push forward
estimate of Lemma 4.18.
Lemma 4.21. The set of endpoints of transport rays is negligible: L n(T¯e \ T¯) = 0.
Proof. We analyze just A = ∪xa(x), the other case is symmetric. Suppose Hn(A) >
0. Since we have the decomposition of Subsection 4.2, it is enough to prove the
negligibility e.g. of the initial points of the set L where d ∈ Bη(e1), for some small
η > 0, and H1(P¯(x) · e1) > 1. Consider a Lebesgue point of both the sets A and L,
say the origin. For every ε > 0, then, and every r sufficiently small, there exists
T ⊂ [0, r] with H1(T) > (1− ε)r such that for all λ ∈ T
Hn−1(Hλ) > (1− ε)rn−1 where Hλ = L∩A∩ {x · e1 = λ, |x− λe1|∞ 6 r}.
(4.13)
Choose, now, s < t, both in T , with |t− s| < εr. By Lemma 4.18, then
Hn−1
(
σt−sHs
)
>
(
1− t
1− s
)n−1
Hn−1
(
Hs
) (4.13)
> (1− 2ε)rn−1.
Moreover, since d ∈ Bη(e1), we have that Hn−1
(
σt−sHs \ {x · e1 = t, |x− te1|∞ 6
r}
)
6 2ηrn−1. Since points in σt−sHs do not stay in A, then we reach a contradic-
tion with the estimate (4.13) for λ = t: we would have
rn−1 =
∣∣{x · e1 = t, |x− te1|∞ 6 r}∣∣ >
(1− ε)rn−1 + (1− 2ε− 2η)rn−1 = (2− 3ε− 2η)rn−1.
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Lemma 4.22. With the notations of Lemma 4.18, the push forward of the measure
Hn−1 Z by the map σt can be written as
σt]H
n−1 Z(y) = αt(y)Hn−1 σtZ(y),
(σ−t)]H
n−1 σtZ(y) =
1
αt(σty)
Hn−1 Z(y).
Moreover, when h− < 0 < h+, then one has uniform bounds on the Hn−1-measurable
function αt:(
h+ − t
h+
)n−1
6 1
αt
6
(
t− h−
−h−
)n−1
for t > 0,(
t− h−
−h−
)n−1
6 1
αt
6
(
h+ − t
h+
)n−1
for t < 0.
Proof. Lemma 4.18 ensures that the measures σt]H
n−1 Z and Hn−1 σtZ are
absolutely continuous one with respect to the other. Radon-Nikodym theorem
provides the the existence of the above function αt, which is the Radon-Nikodym
derivative of σt]H
n−1 Z w.r.t. Hn−1 σtZ. For the inverse mapping σ−t, the
Radon-Nikodym derivative is instead αt(σt(y))−1. The last estimate, then, is
straightforward from Lemma 4.18, with s = 0.
Corollary 4.23. The map σt(x) : [h−,h+]× Z 7→ Z¯ is invertible, linear in t and Borel
in x (thus Borel in (t, x)). It induces also an isomorphism between the L n-measurable
functions on [h−,h+]×Z and on Z¯, since images and inverse images ofL n-zero measure
sets are L n-negligible.
Proof. What has to be proved is that the maps σt, (σt)−1 bring null measure sets
into null measure sets. We show just one verse, the other one is similar. By direct
computation, if N ⊂ Z¯ is Hn-negligible, then
0 =
∫
Z¯
χN(y)dH
n(y) =
∫h+
h−
{∫
σt(Z)
χN(y)dH
n−1(y)
}
dt
=
∫h+
h−
{∫
Z
χN
αt
(σty)dHn−1(y)
}
dt.
Consequently, being αt positive, for H1-a.e. t we have that Hn−1
(
{y ∈ Z : σt(y) ∈
N}
)
= 0. Therefore
Hn
(
(σt)−1N
)
=
∫
[h−,h+]×Z
χ(σt)−1NdH
n
=
∫h+
h−
{∫
{y∈Z: σt(y)∈N}
dHn−1(y)
}
dt = 0.
In particular, define α˜(t,y) := 1αt(σty) . In the following, α˜ will enter in the main
theorem, the explicit disintegration of the Lebesgue measure. Before proving it, we
remark some regularity and estimates for this density — again consequence of the
fundamental estimate.
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Corollary 4.24. The function α˜(t,y) := (σ
−t)]H
n−1 σtZ
Hn−1 Z
is measurable in y, locally
Lipschitz in t (thus measurable in (t,y)). Moreover, consider any a, b drawing a sub-ray
through y, possibly converging to a(y), b(y). Then, the following estimates hold for
Hn−1-a.e. y ∈ Z:
−
(
n− 1
b(y) · e1 − t
)
α˜(t,y) 6 d
dt
α˜(t,y) 6
(
n− 1
t− a(y) · e1
)
α˜(t,y), (4.14)(
|b(y) − σty|
|b(y) − y|
)n−1
(−1)χt<0 6 α˜(t,y)(−1)χt<0 6
(
|σty− a(y)|
|y− a(y)|
)n−1
(−1)χt<0 .
(4.15)
Moreover,∫b·e1
a·e1
∣∣∣∣ ddtα˜(t,y)
∣∣∣∣ 6 2( |b− a|n−1|b|n−1 + |b− a|n−1|a|n−1 − 1
)
.
Proof. The function α˜(t, ·) is by definition L1loc(Hn−1 Z), for each fixed t. We
prove that one can take suitable representatives in order to define a function, that
we still denote with α˜(t,y), which is Lipschitz in the t variable, Borel in y ∈ Z and
satisfies the estimates in the statement.
Applying Lemma 4.18 and Corollary 4.23, for h− < s < t < h+ and every
measurable S ⊂ Z, we have(
h+ − t
h+ − s
)n−1 ∫
S
α˜(s,y)dHn−1(y) 6
∫
S
α˜(t,y)dHn−1(y)
6
(
t− h−
s− h−
)n−1 ∫
S
α˜(s,y)dHn−1(y).
(4.16)
As a consequence, there is a dense sequence {ti}i∈N in (h−,h+), such that, for
Hn−1-a.e. y ∈ Z, the following Lipschitz estimate holds (tj > ti):[(
h+ − tj
h+ − ti
)n−1
− 1
]
α˜(ti,y) 6 α˜(tj,y)− α˜(ti,y) 6
[(
tj − h
−
ti − h−
)n−1
− 1
]
α˜(ti,y).
(4.17)
One can also redefine α˜(tj,y) on a Hn−1-negligible set of y in order to have
the inequality for all y ∈ Z. Therefore, one can redefine the pointwise values of
α˜(t,y) for t /∈ {ti}i∈N as the limit of α˜(tik ,y) for any sequence {tik}k converging
to t: this defines an extension of α˜(ti,y) from {∪i∈Nti}×Z to (h−,h+)×Z locally
Lipschitz in t. By the above integral estimate this limit function, at any t, must
be a representative of the L 1(Hn−1) function α˜(t,y) — one can see it just taking
in (4.16) t→ s+. By the above pointwise estimate (4.17), taking the derivative, we
get (4.14). Equation (4.14), moreover, implies the following monotonicity:
d
dt
(
α˜(t,y)
(e1 · b− t)n−1
)
> 0 and d
dt
(
α˜(t,y)
(t− e1 · a)n−1
)
6 0.
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Then, since e1·b−te1·b =
|b−σty|
|b−y| ,
t−e1·a
−e1·a =
|a−σty|
|a−y| and α˜(0, ·) ≡ 1, we obtain ex-
actly (4.15). Furthermore∫0
a·e1
∣∣∣∣ ddtα˜(t,y)
∣∣∣∣dt (4.14)6 ∫{dα˜(t,y)
dt >0
}
∩{t<0}
d
dt
α˜(t,y)dt+
∫0
a·e1
(n− 1)α˜(t,y)
b · e1 − t dt
(4.14)
6
∫0
a·e1
d
dt
α˜(t,y)dt+ 2
∫0
a·e1
(n− 1)α˜(t,y)
b · e1 − t dt
(4.15)
6 1+ 2
∫0
a·e1
(n− 1)(e1 · b− t)n−2
(e1 · b)n−1 dt = 1+ 2
(
|b− a|n−1
|b|n−1
− 1
)
.
Summing the symmetric estimate on (0, b · e1), we get∫b·e1
a·e1
∣∣∣∣ ddtα˜(t,y)
∣∣∣∣ 6 2( |b− a|n−1|b|n−1 + |b− a|n−1|a|n−1 − 1
)
.
We present now the disintegration of the Lebesgue measure, first on a model
set, then on the whole transport set.
Lemma 4.25. On K¯ = {σtZ}t∈(h−,h+), we have the following disintegration of the
Lebesgue measure: ∀φ : ∫ |φ|dL n <∞∫
K¯
ϕ(x)dL n(x) =
∫
y∈Z
{∫h+
h−
ϕ(σty)α˜(t,y)dH1(t)
}
dHn−1(y), (4.18)
where α˜(t, ·), strictly positive, is the Radon-Nikodym derivative of (σ−t)]Hn−1 σtZ
w.r.t. Hn−1 Z.
Proof. Consider any integrable function ϕ. Then, since
(σ−t)]H
n−1 σtS = α˜(t, ·)Hn−1 Z
and since ϕ ◦ σtxZ is still L n-measurable (Corollary 4.23), we have∫
Z
ϕ(σty)α˜(t,y)dHn−1(y) =
∫
σtZ
ϕ(y)dHn−1(y) =
∫
K¯∩{x·e1=t}
ϕ(y)dHn−1(y).
Integrating this equality, for t ∈ (h−,h+)∫
K¯
ϕ(y)dL n(y) =
∫h+
h−
∫
K¯∩{x·e1=t}
ϕ(y)dHn−1(y)dt
=
∫h+
h−
∫
Z
ϕ(σty)α˜(t,y)dHn−1(y)dt.
Finally, since α˜ is measurable (Corollary 4.24) and locally integrable, by the above
estimate and Tonelli theorem applied to the negative and positive part, Fubini
theorem provides the thesis.
The following is the main theorem of the section. Before stating it we set and
renew the notation:
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- {Z¯i}i∈N is the partition of the transport set T¯ into sheaf sets as in Lemma 4.11;
- Zi is a section of Z¯i and di is the relative axis;
- S is the quotient set of T¯e w.r.t. the membership to transport rays, identified
with ∪iZi.
- σt(x) = x+ td(x)·did(x) is the map moving points along rays of Z¯i;
- α˜i(t, ·) is the Radon-Nikodym derivative of (σ−t)]Hn−1 σtZi w.r.t.Hn−1 Zi;
- c(t,y) :=
∑
i α˜i
(
d(y) · (tdi − y),y
)
d(y) · diχZ¯i(y).
Theorem 4.26. One has then the following disintegration of the Lebesgue measure on T¯e∫
T¯e
ϕ(x)dL n(x) =
∫
S
{∫b(y)·d(y)
a(y)·d(y)
ϕ(y+(t−y ·d(y))d(y))c(t,y)dH1(t)
}
dHn−1(y),
(4.19)
where S, defined above, is a countable union of σ-compact subsets of hyperplanes.
Remark 4.27. As a consequence of Corollary 4.24, c is measurable in y and locally
Lipschitz in t.
Remark 4.28 (Dependence on the partition). Suppose to partition the transport set
in a different family of sheaf sets Z¯ ′i, with the quotient space identified with the
union S ′ of the new basis. Then, one can refine the partitions {Z¯i}i and {Z¯ ′i}i into a
family of sheaf sets {̂¯Zi}i. Consider the change of variables in a single sheaf set ̂¯Zi.
If we consider Z ⊂ {x · v+ c = 0} and Z ′ ⊂ {x · v ′ + c ′} = 0, then
y+
(
t− y · d(y))d(y) = y ′ + (t ′ − y ′ · d(y))d(y)
with y ′ = y − c
′+y·v ′
d(y)·v ′ d(y) and t
′ = t. Moreover, we have the disintegration
formulas∫
Z¯
ϕ(x)dL n(x) =
∫
y∈Z
{∫b(y)·d(y)
a(y)·d(y)
ϕ(y+ (t− y · d(y))d(y))c(t,y)dH1(t)
}
dHn−1(y)
=
∫
y∈Z ′
{∫b(y)·d(y)
a(y)·d(y)
ϕ(y+ (t− y · d(y))d(y))c ′(t,y)dH1(t)
}
dHn−1(y),
where c is the density relative to Z, c ′ to Z ′. The relation between the two densities
c, c ′ is the following:
c ′(t, x) = c(t, T−1x)β(x),
where we denote with T the map from Z to Z ′ and with β the following Radon-
Nikodym derivative
T(t) := y−
c ′ + y · v ′
d(y) · v ′ d(y) β :=
dT]H
n−1 Z
dHn−1 Z ′
.
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Proof. Forget the set of endpoints of rays, since by Lemma 4.21 they are negligible.
Consider the refinement of the partition {Z¯i}i∈N given in Lemma 4.13, which
partitions T¯ into cylinders subordinated to d: denote these as {K¯ij}ij∈N and set
Ẑij, h±ij in order to have Zi = ∪j∈NẐij and
K¯ij =
{
σt(Ẑij) : t ∈ [h−ij,h+ij]
}
=
{
y+
td(y)
d(y) · di : y ∈ Ẑij, t ∈ [h
−
ij,h
+
ij]
}
=
{
y : h−ij 6 y · di 6 h+ij
}⋂ ⋃
x∈Ẑij
[[a(x),b(x)]].
Since we set
c(t,y) =
∑
i
α˜i
(
d(y) · (tdi − y),y
)
d(y) · diχZ¯i(y),
the local result of Lemma 4.25, with a translation and the change of variable
t→ t
d(y)·dˆi , yields∫
K¯ij
ϕ(x)dHn(x) =
∫
Ẑij
{∫h+ij
h−ij
ϕ
(
y+(t−y ·d(y))d(y))c(t,y)dH1(t)}dHn−1(y).
Trivially, then, one extends the result in the whole domain∫
T¯
ϕ(x)dHn(x) =
∫
∪ijK¯ij
ϕ(x)dHn(x) =
∑
ij
∫
K¯ij
ϕ(x)dHn(x)
=
∑
i
∑
j
∫
Ẑij
{∫h+ij
h−ij
ϕ(y+ (t− y · d(y))d(y))c(t,y)dH1(t)
}
dHn−1(y)
=
∑
i
∫
Zi
{∫b(x)
a(x)
ϕ(y+ (t− y · d(y))d(y))c(t,y)dH1(t)
}
dHn−1(y)
=
∫
∪iZi
{∫b(x)
a(x)
ϕ(y+ (t− y · d(y))d(y))c(t,y)dH1(t)
}
dHn−1(y).
Separating the positive and the negative part of ϕ, the convergences in the steps
above are monotone, if the integrals are thought on Rn with integrands multiplied
by the characteristic function of the domains, and do not give any problem.
5
The disintegration of the Lebesgue measure on the faces of a convex body
In this section, after setting the notation and some basic definitions, we apply
Theorem 2.7 to get the existence, uniqueness and strong consistency of the disinte-
gration of the Lebesgue measure on the faces of a convex function. Then, we give a
rigorous formulation of the problem we are going to deal with and state our main
theorem.
5.1 Setting and statement
Let us consider the ambient space
(Rn,B(Rn),L n K),
where L n is the Lebesgue measure on Rn, B(Rn) is the Borel σ-algebra, K is
any set of finite Lebesgue measure and L n K is the restriction of the Lebesgue
measure to the set K. Indeed, the disintegration of the Lebesgue measure w.r.t.
a given partition is determined by the disintegrations of the Lebesgue measure
restricted to finite measure sets.
Then, let f : Rn → R be a convex function.
We recall that the subdifferential of f at a point x ∈ Rn is the set ∂−f(x) of all
r ∈ Rn such that
f(w) − f(x) > r · (w− x), ∀w ∈ Rn.
From the basic theory of convex functions, as f is real-valued and is defined on
all Rn, ∂−f(x) 6= ∅ for all x ∈ Rn and it consists of a single point if and only if f
is differentiable at x. Moreover, in that case, ∂−f(x) = {∇f(x)}, where ∇f(x) is the
differential of f at the point x.
We denote by dom∇f a σ-compact set where f is differentiable and such that
Rn \ dom∇f is Lebesgue negligible. ∇f : dom∇f → R denotes the differential
map and Im∇f the image of dom∇f with the differential map.
The partition of Rn on which we want to decompose the Lebesgue measure is
given by the sets
∇f−1(y) = {x ∈ Rn : ∇f(x) = y}, y ∈ Im∇f,
along with the set Σ1(f) = Rn\dom∇f.
By the convexity of f, we can moreover assume w.l.o.g. that the intersection of
∇f−1(y) with dom∇f is convex
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Since ∇f is a Borel map and Σ1(f) is a L n-negligible Borel set (see e.g. [AAC],
[AA]), we can assume that the quotient map p of Definition 2.6 is given by ∇f
and that the quotient space is given by (Im∇f,B(Im∇f)), which is measurably
included in (Rn,B(Rn)).
Then, this partition satisfies the hypothesis of Theorem 2.7 and there exists a
family
{µy}y∈Im∇f
of probability measures on Rn such that
L n K(B∩∇f−1(A)) =
∫
A
µy(B)d∇f#(L n K)(y), ∀A,B ∈ B(Rn).
In the following we give the formal definition of face of a convex function and
relate this object to the sets ∇f−1(y) of our partition.
Definition 5.1. A tangent hyperplane to the graph of a convex function f : Rn → R
is a subset of Rn+1 of the form
Hy = {(z,hy(z)) : z ∈ Rn, and hy(z) = f(x) + y · (z− x)}, (5.1)
where x ∈ ∇f−1(y).
We note that, by convexity, the above definition is independent of x ∈ ∇f−1(y).
Definition 5.2. A face of a convex function f : Rn → R is a set of the form
Hy ∩ graph f|dom∇f . (5.2)
It is easy to check that, ∀y ∈ Im∇f and ∀ z such that (z, f(z)) ∈ Hy ∩ graph f|dom∇f ,
we have that y = ∇−1f(z).
If we denote by piRn : Rn+1 → Rn the projection map on the first n coordinates,
one can see that, for all y ∈ Im∇f,
∇f−1(y) = piRn(Hy ∩ graph f|dom∇f).
For notational convenience, the set ∇f−1(y) will be denoted as Fy.
We also write Fky instead of Fy whenever we want to emphasize the fact that the
latter has dimension k, for k = 0, . . . ,n (where the dimension of a convex set C is
the dimension of its affine hull aff(C)) and we set
Fk =
⋃
{y: dim(Fy)=k}
Fy. (5.3)
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5.1.1 Absolute continuity of the conditional probabilities
Since the measure we are disintegrating (L n) has the same Hausdorff dimension
of the space on which it is concentrated (Rn) and since the sets of the partition
on which the conditional probabilities are concentrated have a well defined linear
dimension, we address the problem of whether this absolute continuity property
of the initial measure is still satisfied by the conditional probabilities produced by
the disintegration: we want to see if
dim(Fy) = k ⇒ µy H k Fy. (5.4)
The answer to this question is not trivial. Indeed, when n > 3 one can construct
sets of full Lebesgue measure in Rn and Borel partitions of those sets into convex
sets such that the conditional probabilities of the corresponding disintegration do
not satisfy property (5.4) for k = 1 (see e.g. [AKP2]).
However, for the partition given by the faces of a convex function, we show
that the absolute continuity property is preserved by the disintegration. Our main
result is the following:
Theorem 5.3. Let {µy}y∈Im∇f be the family of probability measures on Rn such that
L n K(B∩∇f−1(A)) =
∫
A
µy(B)d∇f#(L n K)(y), ∀A,B ∈ B(Rn). (5.5)
Then, for ∇f#(L n K)-a.e. y ∈ Im∇f, the conditional probability µy is equivalent to
the k-dimensional Hausdorff measure H k restricted to Fky ∩K, i.e.
µy H k (Fky ∩K) and H k (Fky ∩K) µy. (5.6)
Remark 5.4. The result for k = 0,n is trivial. Indeed, for all y such that Fy ∩K 6= ∅
and dim(Fy) = 0 we must put µy = δ{Fy}, where δx0 is the Dirac mass supported
in x0, whereas if dim(Fy ∩K) = n we have that µy = L
n Fy
|L n Fy|
.
Remark 5.5. Since the map
id× f :Rn → Rn+1
x 7→ (x, f(x))
is locally Lipschitz and preserves the Hausdorff dimension of sets, Theorem 5.3
holds also for the disintegration of the (n+ 1)-dimensional Lebesgue measure over
the partition of the graph of f given by the faces defined in (5.2). We have chosen
to deal with the disintegration of the Lebesgue measure over the projections of the
faces on Rn only for notational convenience.
Theorem 5.3 will be proved in Section 5.8, where we provide also an explicit
expression for the conditional probabilities.
If we knew some Lipschitz regularity for the field of directions of the faces of a
convex function, we could try to apply the Area or Coarea Formula in order to
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obtain within a single step the disintegration of the Lebesgue measure and the
absolute continuity property (5.6).
However, such regularity is presently not known and for this reason we have to
follow a different approach.
5.2 A disintegration technique
In this paragraph we give an outline of the technique we use in order to prove
Theorem 5.3.
This kind of strategy was first used in order to disintegrate the Lebesgue measure
on a collection of disjoint segments in [BG], and then in [Car2].
For simplicity, we focus on the disintegration of the Lebesgue measure on the
1-dimensional faces and, in the end, we give an idea of how we will extend this
technique in order to prove the absolute continuity of the conditional probabilities
on the faces of higher dimension.
The disintegration on model sets: Fubini-Tonelli theorem and absolute continuity estimates
on affine planes which are transversal to the faces. First of all, let us suppose that the
projected 1-dimensional faces of f are given by a collection of disjoint segments C
whose projection on a fixed direction e ∈ Sn−1 is equal to a segment [h−e,h+e]
with h− < 0 < h+, more precisely
C = ∪
z∈Zt
[a(z),b(z)], (5.7)
where Zt is a compact subset of an affine hyperplane of the form {x · e = t} for
some t ∈ R and a(z) · e = h−, b(z) · e = h+. Any set of the form (5.7) will be called
a model set (see also Figure 3).
〈e〉
a(z)
{x · e = h−}
Rn
z ∈ Z0
{x · e = 0} {x · e = h+}
b(z)
Figure 3: A model set of one dimensional projected faces. Given a subset Z0 of the
hyperplane {x · e = 0}, the above model set is made of the one dimensional faces of
f passing through some z ∈ Z0, truncated between {x · e = h−}, {x · e = h+} and
projected on Rn.
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We want to find the conditional probabilities of the disintegration of the Lebesgue
measure on the segments which are contained in the model set C and see if they
are absolutely continuous w.r.t. the H 1 measure.
The idea of the proof is to obtain the required disintegration by a Fubini-
Tonelli argument, that reverts the problem of absolute continuity w.r.t. H 1 of
the conditional probabilities on the projected 1-dimensional faces to the absolute
continuity w.r.t. H n−1 of the push forward by the flow induced by the directions
of the faces of the H n−1-measure on transversal hyperplanes.
First of all, we cut the set C with the affine hyperplanes which are perpendicular
to the segment [h−e,h+e], we apply Fubini-Tonelli theorem and we get∫
C
ϕ(x)dL n(x) =
∫h+
h−
∫
{x·e=t}∩C
ϕdH n−1 dt, ∀ϕ ∈ C0c(Rn). (5.8)
Then we observe the following: for every s, t ∈ [h−,h+], the points of {x · e =
t}∩C are in bijective correspondence with the points of the section {x · e = s}∩C
and a bijection is obtained by pairing the points that belong to the same segment
[a(z),b(z)], for some z ∈ Zt.
For example, a map which sends the transversal section Z = {x · e = 0} ∩ C into
the section Zt = {x · e = t}∩C (for any t ∈ [h−,h+]) is given by
σt :Z→ σt(Z) = {x · e = t}∩C
z 7→ z+ t ve(z)
|ve(z) · e| = {x · e = t}∩ [a(z),b(z)],
where [a(z),b(z)] is the segment of C passing through the point z and ve(z) =
b(z)−a(z)
|b(z)−a(z)| .
Therefore, as soon as we fix a transversal section of C , say for e.g. Z = {x · e =
0}∩C , we can try to rewrite the inner integral in the r.h.s. of (5.8) as an integral of
the function ϕ ◦ σt w.r.t. to the H n−1 measure of the fixed section Z.
This can be done if
(σt)−1# (H
n−1 σt(Z))H n−1 Z. (5.9)
Indeed,∫
σt(Z)
ϕ(y) dH n−1(y) =
∫
Z
ϕ(σt(z))d(σt)−1# (H
n−1 σt(Z))(z) (5.10)
and if (5.9) is satisfied for all t ∈ [h−,h+], then
(5.8) =
∫h+
h−
∫
Z
ϕ(σt(z))α(t, z)dH n−1(z) dt,
where α(t, z) is the Radon-Nikodym derivative of (σt)−1# (H
n−1 σt(Z)) w.r.t.
H n−1 Z.
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Having turned the r.h.s. of (5.8) into an iterated integral over a product space
isomorphic to Z+ [h−e,h+e], the final step consists in applying Fubini-Tonelli
theorem again so as to exchange the order of the integrals and get∫
C
ϕ(x)dL n(x) =
∫
Z
∫h+
h−
ϕ(σt(z))α(t, z)dtdH n−1(z). (5.11)
This final step can be done if α is Borel-measurable and locally integrable in (t, z).
By the uniqueness of the disintegration stated in Theorem 2.7 we have that
dµz(t) =
α(t , z) · dH 1 [a(z),b(z)](t)∫h+
h− α(s, z)ds
, for H n−1-a.e. z ∈ Z. (5.12)
The same reasoning can be applied to the case k > 1. Indeed, let us consider
a collection C k of k-dimensional faces whose projection on a certain k-plane
〈e1, . . . , ek〉 is given by a rectangle
k∏
i=1
[h−i ei,h
+
i ei], with h
−
i < 0 < h
+
i for all
i = 1, . . . ,k (see Figure 4).
〈ek+1, . . . , en〉
Z k
pi−1〈e1,...,ek〉(C
k)
Ck
Rn
Ek∇f(z)
z ∈ Zk
〈e1, . . . , ek〉
Figure 4: Sheaf sets and D-cylinders (Definitions 5.8, 5.10). Roughly, a sheaf set
Z k is a collection of k-faces of f, projected on Rn, which intersect exactly at
one point some set Zk contained in a (n− k)-dimensional plane. A D-cylinder
C k is the intersection of a sheaf set with pi−1〈e1,...,ek〉(C
k), for some rectangle Ck =
conv({t−i ei, t
+
i ei}i=1,...,k), where {e1, . . . , en} are an orthonormal basis of R
n. Such
sections Zk are called basis, while the k-plane 〈e1, . . . , ek〉 is an axis.
Then, as soon as we fix an affine (n− k)-dimensional plane which is perpendic-
ular to the k-plane 〈e1, . . . , ek〉, as for example Hk =
k∩
i=1
{x · ei = 0}, and we denote
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by pi〈e1,...,ek〉 : R
n → 〈e1, . . . , ek〉 the projection map on the k-plane 〈e1, . . . , ek〉, the
k-dimensional faces in C k can be parametrized with the map
σte(z) = z+ t
ve(z)
|pi〈e1,...,ek〉(ve(z))|
, (5.13)
where z ∈ Zk = Hk∩C k, e is a unit vector in the k-plane 〈e1, . . . , ek〉, t ∈ R satisfies
te · ei ∈ [h−i ,h+i ] for all i = 1, . . . ,k and ve(z) is the unit direction contained in the
face passing through z which is such that
pi〈e1 ,...,ek〉(ve(z))
|pi〈e1 ,...,ek〉(ve(z))|
= e.
If we cut the set C k with affine hyperplanes which are perpendicular to ei for
i = 1, . . . ,k and apply k-times the Fubini-Tonelli theorem, the main point is again
to show that, for every e and t as above,
(σte)−1# (H
n−k Zk)H n−k Zk (5.14)
and, after this, that the Radon-Nikodym derivative between the above measures
satisfies proper measurability and integrability conditions.
Then, to prove Theorem 5.3 on model sets that are, up to translations and
rotations, like the set C k, it is sufficient to prove (5.14) and some weak properties
of the related density function, such as Borel-measurability and local integrability.
Actually, the properties of this function will follow immediately from our proof of
(5.14), which is given in a stronger form in Lemma 5.37.
Partition of Rn into model sets and the global disintegration theorem. In the next section
we show that the set Fk defined in (5.3), for k = 1, . . . ,n− 1, can be partitioned, up
to a negligible set, into a countable collection of Borel-measurable model sets like
C k. After proving the disintegration theorem on the model sets we will see how to
glue the “local” results in order to obtain a global disintegration theorem for the
Lebesgue measure over the whole faces of the convex function (restricted to a set
of L n-finite measure).
5.3 Measurability of the directions of the k-dimensional faces
The aim of this subsection is to show that the set of the projected k-dimensional
faces of a convex function f can be parametrized by a L n-measurable (and
multivalued) map. This will allow us to decompose Rn into a countable family of
Borel model sets on which to prove Theorem 5.3.
First of all we give the following definition, which generalizes Definition 5.1.
Definition 5.6. A supporting hyperplane to the graph of a convex function f : Rn →
R is an affine hyperplane in Rn+1 of the form
H = {w ∈ Rn+1 : w · b = β},
where b 6= 0, w · b 6 β for all w ∈ epi f = {(x, t) ∈ Rn ×R : t > f(x)} and
w ·b = β for at least one w ∈ epi f. As f is defined and real-valued on all Rn, every
supporting hyperplane is of the form
Hy = {(z,hy(z)) : z ∈ Rn,hy(z) = f(x) + y · (z− x)}, (5.15)
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for some y ∈ ∂−f(x). Whenever y ∈ Im∇f, Hy is a tangent hyperplane to the
graph of f according to Definition 5.1.
Then we define the map
x 7→ P(x) =
{
z ∈ Rn : ∃y ∈ ∂− f(x) such that f(z) − f(x) = y · (z− x)
}
. (5.16)
By definition, P(x) = ∪
y∈∂−f(x)
piRn (Hy ∩ graph(f)).
Moreover, the map
dom∇f 3 x 7→ R(x) := P(x)∩ dom∇f,
gives precisely the set Fy of our partition that passes through the point x.
As the disintegration over the 0-dimensional faces is trivial, we will restrict our
attention to the set
T = {x ∈ dom∇f : R(x) 6= {x}}.
For all such points there is at least one maximal segment [w, z] ⊂ R(x) such that
w 6= z.
We can also define the multivalued map giving the unit directions contained in
the faces passing through the set T, that is
T 3 x 7→ D(x) =
{
z− x
|z− x|
: z ∈ R(x), z 6= x
}
. (5.17)
We recall that a multivalued map is defined to be Borel measurable if the counter-
image of any open set is Borel.
The measurability of the above maps is proved in the following lemma:
Lemma 5.7. The graph of the multivalued function P is a closed set in Rn ×Rn. As a
consequence, P, R and D are Borel measurable multivalued maps and T is a Borel set.
Proof. The closedness of the graph of P follows immediately from the continuity of
f and from the upper-semicontinuity of its subdifferential. Then, the graph of P is
σ-compact in Rn×Rn and, due to the continuity of the projections from Rn×Rn
to Rn. It follows then that the map is Borel.
Moreover, since we chose dom∇f to be σ-compact, also the graph of R is
σ-compact, thus R is a Borel map.
The same reasoning that is made for the map P can be applied to the multifunc-
tion P\I (where I denotes the identity map), thus giving the mesurability of the
set T, since
T = pi
(
graph(P\I)
)∩ dom∇f,
where pi : Rn ×Rn → Rn denotes the projection on the first n coordinates.
The measurability of D follows by the continuity of the map Rn×Rn 3 (x, z) 7→
z−x
|z−x| out of the diagonal.
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5.4 Partition into model sets
First of all, we introduce some preliminary notation.
If K ⊂ Rd is a convex set and aff(K) is its affine hull, we denote by ri(K) the relative
interior of K, which is the interior of K in the topology of aff(K), and by rb(K) its
relative boundary, which is the boundary of K in aff(K).
In order to find a countable partition of Fk into model sets like the set C k which
was defined in Section 5.2, we have to neglect the points that lie on the relative
boundary of the k-dimensional faces.
More precisely, from now onwards we look for the disintegration of the Lebesgue
measure over the sets
Ey = ri(Fy), y ∈ Im∇f. (5.18)
As we did for the sets Fy, we set
Eky = Ey, if dim(Ey) = k
and
Ek =
⋃
{y∈Im∇f: dim(Ey)=k}
Eky. (5.19)
This restriction will not affect the characterization of the conditional probabilities
because, as we will prove in Lemma 5.24, the set
T \
n⋃
k=1
Ek
is Lebesgue negligible.
Now we can start to build the partition of Ek into model sets.
Definition 5.8. For all k = 1, . . . ,n, we call sheaf set a σ-compact subset of Ek of
the form
Z k = ∪
z∈Zk
ri(R(z)), (5.20)
where Zk is a σ-compact subset of Ek which is contained in an affine (n− k)-plane
in Rn and is such that
ri(R(z))∩Zk = {z}, ∀ z ∈ Zk. (5.21)
We call sections of Z k all the sets Yk that satisfy the same properties of Zk in the
definition.
A subsheaf of a sheaf set Z k is a sheaf set W k of the form
W k = ∪
w∈Wk
ri(R(w)),
where Wk is a σ-compact subset of a section of the sheaf set Z k.
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Similarly to Lemma 2.6 in [Car2], we prove that the set Ek can be covered with
countably many disjoint sets of the form (5.20).
First of all, let us take a dense sequence {Vi}i∈N ⊂ G(k,n), where G(k,n) is the
compact set of all the k-planes in Rn passing through the origin, and fix, ∀ i ∈N,
an orthonormal set {ei1 , . . . , eik} in R
n such that
Vi = 〈ei1 , . . . , eik〉. (5.22)
Denoting by Sn−1 ∩ V the k-dimensional unit sphere of a k-plane V ⊂ Rn w.r.t.
the Euclidean norm and by pii = piVi : R
n → Vi the projection map on the k-plane
Vi, for every fixed 0 < ε < 1 the following sets form a disjoint covering of the
k-dimensional unit spheres in Rn:
Sk−1i =
{
Sn−1∩V : V ∈ G(k,n), inf
x∈Sn−1∩V
|pii(x)| > 1−ε
}
\
i−1∪
j=1
Sk−1j , i = 1, . . . , I,
(5.23)
where I ∈N depends on the ε we have chosen.
In order to determine a countable partition of Ek into sheaf sets we consider
the k-dimensional rectangles in the k-planes (5.22) whose boundary points have
dyadic coordinates. For all
l = (l1, . . . , lk), m = (m1, . . . ,mk) ∈ Zk with lj < mj ∀ j = 1, . . . ,k (5.24)
and for all i = 1, . . . , I, p ∈N, let Ckiplm be the rectangle
Ckiplm = 2
−p
k∏
j=1
[lj eij ,mj eij ]. (5.25)
Lemma 5.9. The following sets are sheaf sets covering Ek: for i = 1, . . . , I, p ∈N, and
S ⊂ Zk take
Z kipS =
{
x ∈ Ek :D(x) ⊂ Sk−1i and S ⊂ Zk is the maximal set such that
∪
l∈S
Ckipl(l+1) ⊂ pii[ri(R(x))]
}
. (5.26)
Moreover, a disjoint family of sheaf sets that cover Ek is obtained in the following way: in
case p = 1 we consider all the sets Z kipS as above, whereas for all p > 1 we take a set Z
k
ipS
if and only if the set ∪
l∈S
Ckipl(l+1) does not contain any rectangle of the form C
k
ip ′l(l+1) for
every p ′ < p.
As soon as a nonempty sheaf set Z kipS belongs to this partition, it will be denoted by
Z¯ kipS.
For the proof of this lemma we refer to the analogous Lemma 2.6 in [Car2].
Then, we can refine the partition into sheaf sets by cutting them with sections
which are perpendicular to fixed k-planes.
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Definition 5.10. (See Figure 4) A k-dimensional D-cylinder is a σ-compact set of
the form
C k = Z k ∩ pi−1〈e1,...,ek〉(C
k), (5.27)
where Z k is a k-dimensional sheaf set, 〈e1, . . . , ek〉 is any fixed k-dimensional
subspace which is perpendicular to a section of Z k and Ck is a rectangle in
〈e1, . . . , ek〉 of the form
Ck =
k∏
i=1
[t−i ei, t
+
i ei],
with −∞ < t−i < t+i < +∞ for all i = 1, . . . ,k, such that
Ck ⊂ pi〈e1,...,ek〉[ri(R(z))] ∀ z ∈ Z k ∩ pi−1〈e1,...,ek〉(C
k). (5.28)
We set C k = C k(Z k,Ck) when we want to refer explicitily to a sheaf set Z k and
to a rectangle Ck that can be taken in the definition of C k.
The k-plane 〈e1, . . . , ek〉 is called the axis of the D-cylinder and every set Zk of the
form
C k ∩ pi−1〈e1,...,ek〉(w), for some w ∈ ri(C
k)
is called a section of the D-cylinder.
We also define the border of C k transversal to D and its outer unit normal as
dC k = C k ∩ pi−1〈e1,...,ek〉(rb(C
k)),
nˆxdC k(x) = outer unit normal to pi−1〈e1,...,ek〉(C
k) at x, for all x ∈ dC k.
(5.29)
Lemma 5.11. The set Ek can be covered by the D-cylinders
C k(Z kipS,C
k
ipl(l+1)), (5.30)
where S ⊂ Zk, l ∈ S and Z kipS, Ckipl(l+1) are the sets defined in (5.26),(5.25).
Moreover, there exists a countable covering of Ek with D-cylinders of the form (5.30)
such that
pii
[
C k(Z kipS,C
k
ipl(l+1))∩C k(Z kip ′S ′ ,Ckip ′l ′(l ′+1))
]
⊂ rb[Ckipl(l+1)]∩ rb[Ckip ′l ′(l ′+1)]
(5.31)
for any couple of D-cylinders which belong to this countable family (if i 6= i ′, it follows from
the definition of sheaf set that C k(Z kipS,C
k
ipl(l+1))∩C k(Z ki ′p ′S ′ ,Cki ′p ′l ′(l ′+1)) must be
empty).
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Proof. The fact that the D-cylinders defined in (5.30) cover Ek follows directly from
Definitions 5.8 and 5.10 as in [Car2].
Our aim is then to construct a countable covering of Ek with D-cylinders wich
satisfy property (5.31).
First of all, let us fix a nonempty sheaf set Z¯ kipS which belongs to the countable
partition of Ek given in Lemma 5.9.
In the following we will determine the D-cylinders of the countable covering which
are contained in Z¯ kipS; the others can be selected in the same way starting from a
different sheaf set of the partition given in Lemma 5.9.
Then, the D-cylinders that we are going to choose are of the form
C k
(
Z k
ipˆSˆ
,Ck
ipˆlˆ(lˆ+1)
)
,
where Z k
ipˆSˆ
is a subsheaf of the sheaf set Z¯ kipS.
The construction is done by induction on the natural number pˆwhich determines
the diameter of the squares Ck
ipˆlˆ(lˆ+1)
obtained projecting the D-cylinders contained
in Z¯ kipS on the axis 〈ei1 , . . . , eik〉. Then, as the induction step increases, the diameter
of the k-dimensional rectangles associated to the D-cylinders that we are going to
add to our countable partition will be smaller and smaller (see Figure 5).
Rn
〈eik+1 , . . . , ein〉
〈ei1 , . . . , eik〉
Figure 5: Partition of Ek into D-cylinders (Lemma 5.11).
By definition (5.26) and by the fact that Z¯ kipS is a nonempty element of the
partition defined in Lemma 5.9, the smallest natural number pˆ such that there exists
a k-dimensional rectangle of the form Ck
ipˆlˆ(lˆ+1)
which is contained in pii(Z¯ kipS) is
exactly p ; then, w.l.o.g., we can assume in our induction argument that p = 1.
For all pˆ ∈ N, we call Cylpˆ the collection of the D-cylinders which have been
chosen up to step pˆ.
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When pˆ = 1 we set
Cyl1 = {C
k(Z¯ ki1S,C
k
i1l(l+1)) : l ∈ S}.
Now, let us suppose to have determined the collection of D-cylinders Cylpˆ for
some pˆ ∈N.
Then, we define
Cylpˆ+1 =Cylpˆ
⋃ {
C k = C k(Z k
i(pˆ+1)S˜
,Ck
i(pˆ+1)l˜(l˜+1)) : Z
k
i(pˆ+1)S˜
subsheaf of Z¯ kipS,
C k * C k(Z kip ′S ′ ,C
k
ip ′l ′(l ′+1)) for all C
k(Z kip ′S ′ ,C
k
i ′p ′l ′(l ′+1)) ∈ Cylpˆ
}
.
(5.32)
As we did in (5.13), any k-dimensional D-cylinder C k = C k(Z k,Ck) can be
parametrized in the following way: if we fix w ∈ ri(Ck), then
C k =
{
σw+te(z) : z ∈ Zk = pi−1〈e1,...,ek〉(w)∩C
k, e ∈ Sn−1 ∩ 〈e1, . . . , ek〉
and t ∈ R is such that (w+ te) · ej ∈ [t−j , t+j ] ∀ j = 1, . . . ,k
}
, (5.33)
where
σw+te(z) = z+ t
ve(z)
|pi〈e1,...,ek〉(ve(z))|
, (5.34)
and ve(z) ∈ D(z) is the unit vector such that pi〈e1 ,...,ek〉(ve(z))|pi〈e1 ,...,ek〉(ve(z))| = e.
We observe that, according to our notation,
(σw+te)−1 = σ(w+te)−te. (5.35)
5.5 An absolute continuity estimate
According to the strategy outlined in Section 5.2, in order to prove Theorem 5.3 for
the disintegration of the Lebesgue measure on the D-cylinders we have to show
that, for every D-cylinder C k parametrized as in (5.33)
(σw+te)−1# (H
n−k σw+te(Zk))H n−k Zk. (5.36)
This will allow us to make a change of variables between the measure spaces
(σw+te(Zk),H n−k (σw+te(Zk))→ (Zk,α ·H n−k Zk),
where α is an integrable function w.r.t. H n−k Zk (see Section 5.2).
It is clear that the domain of the parameter t, which can be interpreted as a time
parameter for a flow σw+te that moves points along the k-dimensional projected
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faces of a convex function, depends on the section Zk which has been chosen for
the parametrization of C k and on the direction e.
Then, if 〈e1, . . . , ek〉 is the axis of a D-cylinder C k, for every w ∈ ri(Ck) and for
every e ∈ Sn−1 ∩ 〈e1, . . . , ek〉, we define the numbers
h−(w, e) = inf{t ∈ R : w+ te ∈ Ck}, h+(w, e) = sup{t ∈ R : w+ te ∈ Ck}.
We observe that, as w ∈ ri(Ck), h−(w, e) < 0 < h+(w, e).
We obtain (5.36) in Corollary 5.20 as a consequence of the following fundamental
lemma.
Lemma 5.12 (Absolutely continuous push forward). Let C k be a k-dimensional
D-cylinder parametrized as in (5.33). Then, for all S ⊂ Zk the following estimate holds:(
h+(w, e) − t
h+(w, e) − s
)n−k
H n−k(σw+se(S)) 6H n−k(σw+te(S))
6
(
t− h−(w, e)
s− h−(w, e)
)n−k
H n−k(σw+se(S)),
(5.37)
where h−(w, e) < s 6 t < h+(w, e).
Moreover, if s = h−(w, e) the left inequality in (5.37) still holds and if t = h+(w, e)
the right one.
Lemma 5.12 will be proven at page 71.
The idea to prove this lemma, as in [BG] and [Car2], is to get the estimate (5.37)
for the flow σw+tej induced by simpler vector fields {vj}j∈N and then to show that
they approximate the initial vector field ve in such a way that the inequalities in
(5.37) pass to the limit.
The main problem in our proof is then to find a suitable sequence of vector
fields {vj}j∈N that approximate, in a certain region, the geometry of the projected
k-dimensional faces of a convex function in the direction e, which is described by
the vector field ve.
For the construction of this family of vector fields we strongly rely on the fact that
the sets on which we want to disintegrate the Lebesgue measure are, other than
disjoint, the projections of the k-dimensional faces of a convex function.
For simplicity, we first prove the estimate (5.37) for 1-dimensional D-cylinders.
In this case, if 〈e〉 is the axis of a 1-dimensional D-cylinder C , there are only two
possible directions ±e that can be chosen to parametrize it. Up to translations by a
multiple of the same vector, we can assume that w = 0. Moreover, since choosing
−e instead of e in the definition of the parametrization map (5.34) simply reverses
the order of s and t in (5.37), in order to prove (5.37) it is sufficient to show that,
for all 0 6 t 6 h+ and for all S ⊂ σt(Z)
H n−1(S) 6
(
t− h−
−h−
)n−1
H n−1((σt)−1(S)), (5.38)
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where σt = σ0+te and h± = h±(0, e).
In our construction we first approximate the 1-dimensional faces that lie on the
graph of f restricted to the given D-cylinder and then we get the approximating
vector fields {vj}j∈N simply projecting the directions of those approximations on
the first n coordinates.
Before giving the details we recall and introduce some useful notation:
Sn−1 = {x ∈ Rn : |x| = 1};
e ∈ Sn−1 a fixed vector;
Ht := {x ∈ Rn : x · e = t}, where t ∈ [h−,h+] and h−,h+ ∈ R : h− < 0 < h+;
Bn−1R (x) = {z ∈ H{x·e} : |z− x| 6 R};
Z ⊂ Z0 σ-compact section of the 1-dimensional D-cylinder C ;
ve(x) ∈ D(x) is the unit vector such that pie(ve(x)) = |pie(ve(x))| e, ∀ x ∈ C ;
C = {σt(z) : z ∈ Z, t ∈ [h−,h+]}, σt(z) = z+ t ve(z)
|pie(ve(z))|
;
Ct = ∪
s∈[h−,t]
Hs ∩C ;
lt(x) = R(x)∩Ct, ∀ x ∈ Ct;
∀ x ∈ Rn, x˜ := (x, f(x)) ∈ Rn+1 and ∀A ⊂ Rn, A˜ := graph f|A .
Moreover, we recall the following definitions:
Definition 5.13. The convex envelope of a set of points X ⊂ Rn is the smaller convex
set conv(X) that contains X. The following characterization holds:
conv(X) =
{ J∑
j=1
λj xj : xj ∈ X, 0 6 λj 6 1,
J∑
j=1
λj = 1, J ∈N
}
. (5.39)
Definition 5.14. The graph of a compact convex set C ⊂ Rn+1, that we denote by
graph(C), is the graph of the function g : piRn(C)→ R which is defined by
g(x) = min{t ∈ R : (x, t) ∈ C}. (5.40)
Definition 5.15. A supporting k-plane to the graph of a convex function f : Rn → R
is an affine k-dimensional subspace of a supporting hyperplane to the graph of f
(see Definition 5.6) whose intersection with graph f is nonempty.
Definition 5.16. An R-face of a convex set C ⊂ Rd is a convex subset C ′ of C
such that every closed segment in C with a relative interior point in C ′ has both
endpoints in C ′. The zero-dimensional R-faces of a convex set are also called
extreme points and the set of all extreme points in a convex set C will be denoted by
ext(C).
The definition of R-face corresponds to the definition of face of a convex set in
[Roc].
We also recall the following propositions, for which we refer to Section 18 of
[Roc].
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Proposition 5.17. Let C = conv(D), where D is a set of points in Rd, and let C ′ be a
nonempty R-face of C. Then C ′ = conv(D ′), where D ′ consists of the points in D which
belong to C ′.
Proposition 5.18. Let C be a bounded closed convex set. Then C = conv(ext(C)).
The key to get fundamental estimate (5.38) is contained in the following lemma:
Lemma 5.19 (Construction of regular approximating vector fields). For all 0 6
t 6 h+, there exists a sequence of H n−1-measurable vector fields
{vtj }j∈N, v
t
j : σ
t(Z)→ Sn−1
such that
1. vtj converges H
n−1-a.e. to ve on σt(Z); (5.41)
2. H n−1(S) 6
(
t− h−
−h−
)n−1
H n−1((σtvtj
)−1(S)), ∀S ⊂ σt(Z),
where σtvtj is the flow map associated to the vector field v
t
j . . (5.42)
Indeed, if we have such a sequence of vector fields, the proof of the estimate
(5.38) follows as in [Car2].
Proof. Step 1: Preliminary considerations.
First of all, let us fix t ∈ [0,h+].
Eventually partitioning C into a countable collection of sets, we can assume that
σt(Z) and σh
−
(Z) are bounded, with σt(Z) ⊂ Bn−1R1 (x1) ⊂ Ht and σh
−
(Z) ⊂
Bn−1R2 (x2) ⊂ Hh− . Then, if we call Kt the convex envelope of Bn−1R1 (x1)∪Bn−1R2 (x2),
the function f|Kt is uniformly Lipschitz with a certain Lipschitz constant Lf.
Step 2: Construction of approximating functions. (see Figure 6)
Now we define a sequence of functions {fj}j∈N whose 1-dimensional faces ap-
proximate, in a certain sense, the pieces of the 1-dimensional faces of f which
are contained in Ct. The directions of a properly chosen subcollection of the 1-
dimensional faces of fj will give, when projected on the first n coordinates, the
approximate vector field vtj .
First of all, take a sequence {y˜i}i∈N ⊂ σ˜h−(Z) such that the collection of segments
{l˜t(yi)}i∈N is dense in ∪
y∈σh−(Z)
l˜t(y).
For all j ∈N, let Cj be the convex envelope of the set
{y˜i}
j
i=1 ∪ graph f|Bn−1
R1
(x1)
(5.43)
and call fj : piRn(Cj)→ R the function whose graph is the graph of the convex set
Cj.
We note that piRn(Cj)∩Hh− = conv({yi}ji=1) and
graph fj|
conv({yi}
j
i=1
)
= graph(conv({y˜i}
j
i=1)).
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We claim that the graph of fj is made of segments that connect the points of
graph(conv
(
{y˜i}
j
i=1
)
) to the graph of f|
Bn−1
R1
(x1)
(indeed, by convexity and by the
fact that y˜i = (yi, f(yi)), fj = f on Bn−1R1 (x1)).
In order to prove this, we first observe that, by definition, all segments of this kind
are contained in the set Cj. On the other hand, by (5.39), all the points in Cj are of
the form
w =
J∑
i=1
λiwi, (5.44)
where
J∑
i=1
λi = 1, 0 6 λi 6 1 and wi ∈ {y˜i}ji=1 ∪ graph f|Bn−1
R1
(x1)
. In particular, we
can write
w = αz+(1−α)r, where 0 6 α 6 1, z ∈ conv({y˜i}ji=1) and r ∈ epi f|Bn−1
R1
(x1)
.
(5.45)
Moreover, if we take two points z ′ ∈ graph(conv({y˜i}ji=1)), r ′ ∈ graph f|Bn−1
R1
(x1)
such that piRn(z ′) = piRn(z) and piRn(r ′) = piRn(r), we have that the point
w ′ = αz ′ + (1−α)r ′ (5.46)
belongs to Cj, lies on a segment which connects graph(conv
(
{y˜i}
j
i=1
)
) to graph f|
Bn−1
R1
(x1)
and its (n+ 1) coordinate is less than the (n+ 1) coordinate of w.
The graph of fj contains also all the pieces of 1-dimensional faces {l˜t(yi)}
j
i=1,
since by construction it contains their endpoints and it lies over the graph of
f|piRn (Cj)
.
Step 3: Construction of approximating vector fields. (see Figure 6)
Among all the segments in the graph of fj that connect the points of graph(conv
(
{y˜i}
j
i=1
)
)
to the graph of f|
Bn−1
R1
(x1)
, we select those of the form [x˜, y˜k], where x ∈ σt(Z),
yk ∈ {yi}ji=1, and we show that for H n−1-a.e. x ∈ σt(Z) there exists only one
segment within this class which passes through x˜. The approximating vector field
will be given by the projection on the first n coordinates of the directions of these
segments.
First of all, we claim that for all x ∈ Bn−1R1 (x1) the graph of fj contains at least a
segment of the form [x˜, y˜i] for some i ∈ {1, . . . , j}.
Indeed, we show that if x˜ is the endpoint of a segment of the form [x˜, (y, fj(y))]
where y belongs to conv
(
{yi}
j
i=1
)
but (y, fj(y)) /∈ ext
(
conv
(
{yi}
j
i=1
))
, then there
are at least two segments of the form [x˜, y˜k] with y˜k ∈ ext(conv({y˜i}ji=1)) ⊂ {y˜i}ji=1
(here we assume that j > 2).
In order to prove this, take a point (z, fj(z)) in the open segment (x˜, (y, fj(y)))
and a supporting hyperplane H(z) to the graph of fj that contains that point. By
definition, H(z) contains the whole segment [x˜, (y, fj(y))] and the set H(z)∩
(
Hh− ×
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R
)
is a supporting hyperplane to the set graph(conv({y˜i}
j
i=1)) that contains the
point (y, fj(y)).
Now, take the smallest R-face C of conv
(
{y˜i}
j
i=1
)
) which is contained in
graph(conv
(
{y˜i}
j
i=1
)
))
and contains the point (y, fj(y)), that is given by the intersection of all R-faces
which contain (y, fj(y)).
By Propositions 5.17 and 5.18, C = conv
[
ext
(
conv
(
{y˜i}
j
i=1
))∩C] and as (y, fj(y))
does not belong to ext
(
conv
(
{y˜i}
j
i=1
))
, dim(C) > 1 and the set ext
(
conv
(
{y˜i}
j
i=1
))∩
C contains at least two points y˜k, y˜l.
In particular, since both C and x˜ belong to H(z) ∩ graph(fj), by definition of
supporting hyperplane we have that the graph of fj contains the segments [x˜, y˜k],
[x˜, y˜l] and our claim is proved.
Now, for each j ∈N, we define the (possibly multivalued) map Dtj : Bn−1R1 (x1)→
Rn as follows:
Dtj : x 7→
{
yi − x
|yi − x|
: [x˜, y˜i] ⊂ graph(fj)
}
(5.47)
and we prove that the set
Bj := σ
t(Z)∩ {x ∈ Bn−1R1 (x1) : Dtj(x) is multivalued } (5.48)
is H n−1−negligible, ∀ j ∈N.
Thus, if we neglect the set B = ∪
j∈N
Bj, we can define our approximating vector
field as
vtj(x) = {D
t
j(x)}, ∀ x ∈ σt(Z)\B, ∀ j ∈N. (5.49)
In order to show that H n−1(Bj) = 0 we first prove that, for H n−1-a.e. x ∈
Bn−1R1 (x1), whenever D
t
j(x) contains the directions of two segments, fj must be
linear on their convex envelope.
Indeed, suppose that the graph of fj contains two segments [x˜, y˜ik ], where ik ∈
{1, . . . , j} and k = 1, 2, and consider two points (zk, fj(zk)) ⊂ [x˜, y˜ik ] such that
z1 = x+ se+ a1v1, s ∈ [h− − t, 0), v1 ∈ H0;
z2 = x+ se+ a2v2, s ∈ [h− − t, 0), v2 ∈ H0. (5.50)
As fj is linear on [x,yik ], we have that
fj(zk) = fj(x) + rk · (se+ akvk), (5.51)
where rk ∈ ∂−fj(x), k = 1, 2.
Moreover, since
piH0(∂
−fj(x)) = ∂
−f|
Bn−1
R1
(x1)
(x) (5.52)
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and the set where ∂−f|
Bn−1
R1
(x1)
is multivalued is H n−2-rectifiable (see for e.g.
[Zaj, AA]), we have that, for H n−1-a.e. x ∈ Bn−1R1 (x1)
r · v = ∇(f|
Bn−1
R1
(x1)
)(x) · v, ∀ r ∈ ∂−fj(x), ∀ v ∈ H0. (5.53)
Then, if we put w = ∇(f|
Bn−1
R1
(x1)
)(x), (5.51) becomes
fj(zk) = fj(x) + rk · se+w · akvk. (5.54)
If zλ = (1− λ)z1 + λz2, we have that
fj(zλ) 6 (1− λ)fj(z1) + λfj(z2)
(5.54)
= fj(x) + s((1− λ)r1 + λr2) · e+w · ((1− λ)a1v1 + λa2v2). (5.55)
As ((1− λ)r1 + λr2) ∈ ∂−fj(x), we also obtain that
fj(zλ) > fj(x) + s((1− λ)r1 + λr2) · e
+ ((1− λ)r1 + λr2) · ((1− λ)a1v1 + λa2v2) =
= fj(x) + s((1− λ)r1 + λr2) · e+w · ((1− λ)a1v1 + λa2v2) =
(5.54)
= (1− λ)fj(z1) + λfj(z2). (5.56)
Thus, we have that fj((1− λ)z1 + λz2) = (1− λ)fj(z1) + λfj(z2) and our claim is
proved.
In particular, there exists a supporting hyperplane to the graph of fj which
contains the affine hull of the convex envelope of {[x˜, y˜ik ]}k=1,2 and then this affine
hull must intersect Ht ×R into a supporting line to the graph of f|
Bn−1
R1
(x1)
which is
parallel to the segment [y˜i1 , y˜i2 ].
Thus, if all the supporting lines to the graph of f|
Bn−1
R1
(x1)
which are parallel to a
segment [y˜k, y˜m] (with k,m ∈ {1, . . . , j}, k 6= m) are parametrized as
lk,m +w, (5.57)
where lk,m is the linear subspace of Rn+1 which is parallel to [y˜k, y˜m] and w ∈
Wk,m ⊂ Ht ×R is perpendicular to lk,m, we have that
Bj = σ
t(Z)∩
[
∪
k,m∈{1,...,j}
k<m
∪
w∈Wk,m
piRn(lk,m +w)
]
. (5.58)
By this characterization of the set Bj and by Fubini theorem on Ht w.r.t. the
partition given by the lines which are parallel to piRn(lk,m) for every k and m, in
order to show that H n−1(Bj) = 0 it is sufficient to prove that, ∀w ∈Wk,m,
H n−1(σt(Z)∩ piRn(lk,m +w)) = 0. (5.59)
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Finally, (5.59) follows from the fact that a supporting line to the graph of f|
Bn−1
R1
(x1)
cannot contain two distinct points of σ˜t(Z), because otherwise they would be con-
tained in a higher dimensional face of the grapf of f contraddicting the definition
of σ˜t(Z).
Then, the vector field defined in (5.49) is defined H n−1-a.e..
Step 4: Convergence of the approximating vector fields
Here we prove the convergence property of the vector field defined in (5.49) as
stated in (5.41).
This result is obtained as a consequence of the uniform convergence of the approx-
imating functions fj to the function fˆ which is the graph of the set
Cˆ = conv
(
{l˜t(yi)}i∈N
)
. (5.60)
First of all we observe that, since Cj ↗ Cˆ,
dom fj = piRn(Cj)↗ dom fˆ = piRn(Cˆ) and fj(x)↘ fˆ(x) ∀ x ∈ ri(piRn(Cˆ)),
(5.61)
where fj(x) is defined ∀ j > j0 such that x ∈ piRn(Cj0).
In order to prove that fj(x)↘ fˆ(x) uniformly, we show that the functions fj are
uniformly Lipschitz on their domain, with uniformly bounded Lipschitz constants.
We recall that the graph of fj is made of segments that connect the points of
graph f|
Bn−1
R1
(x1)
to the points of graph(conv
(
{y˜i}
j
i=1
)
).
In order to find and upper bound for the incremental ratios between points
z,w ∈ dom fj, we distinguish two cases.
Case 1: [z,w] ⊂ [x,yk], where x ∈ Bn−1R1 (x1), yk ∈ {yi}
j
i=1 and [x˜, y˜k] ⊂ graph(fj).
In this case we have that
|fj(z) − fj(w)|
|z−w|
=
|fj(x) − fj(yk)|
|x− yk|
=
|f(x) − f(yk)|
|x− yk|
6 Lf, (5.62)
where Lf is tha Lipschitz constant of f on Kt.
Case 2: Otherwise we observe that, since fj is convex,
|fj(z) − fj(w)| 6 sup
r∈∂−fj(z)∪∂−fj(w)
|r · (z−w)|. (5.63)
Let then r ∈ ∂−fj(z) ∪ ∂−fj(w) be a maximizer of the r.h.s. of (5.63) and let us
suppose, without loss of generality, that r ∈ ∂−fj(z). If x ∈ Bn−1R1 (x1) is such that
(z, fj(z)) ⊂ [(y, fj(y)), x˜] ⊂ graph(fj) for some y ∈ conv({yi}ji=1), we have the
following unique decomposition
w− z = βj(z,w)
(
x− z
|x− z|
)
+ γj(z,w)q, (5.64)
where q ∈ Sn−1 ∩H0 and βj(z,w), γj(z,w) ∈ R.
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Then,
r · (w− z) = βj(z,w)
(
r · x− z
|x− z|
)
+ γj(z,w)(r · q). (5.65)
The first scalar product in (5.65) can be estimated as in Case 1.
As for the second term, we note that the supporting hyperplane to the graph of
fj given by the graph of the affine function h(p) = fj(z) + r · (p− z) contains the
segment [(z, fj(z)), x˜] and its intersection with the hyperplane Ht ×R is given by a
supporting hyperplane to the graph of f|
Bn−1
R1
(x1)
which contains the point x˜.
Moreover, as q ∈ H0, we have that
r · q = piH0(r) · q, (5.66)
and we know that piH0(r) ∈ ∂−f|Bn−1
R1
(x1)
(x).
By definition of subdifferential, for all s ∈ ∂−f|
Bn−1
R1
(x1)
(x) and for all λ > 0 such
that x+ λq, x− λq ∈ Bn−1R1 (x1),
f(x) − f(x− λq)
λ
6 s · q 6 f(x+ λq) − f(x)
λ
(5.67)
and so the term |r · q| is bounded from above by the Lipschitz constant of f.
As the scalar products βj(z,w), γj(z,w) are uniforlmly bounded w.r.t. j on dom fj ⊂
dom fˆ, we conclude that the functions {fj}j∈N are uniformly Lipschitz on the sets
{dom fj}j∈N and their Lipschitz constants are uniformly bounded by some positive
constant Lˆ.
If we call fˆj a Lipschitz extension of fj to the set dom fˆ which has the same
Lipschitz constant (Mac Shane lemma), by Ascoli-Arzelá theorem we have that
fˆj → fˆ uniformly on dom fˆ.
Now we prove that, for H n−1-a.e. x ∈ σt(Z)\B, vtj(x)→ ve(x).
Given a point x ∈ σt(Z)\B, we call y˜j(x), where j ∈ N, the unique point y˜k ∈
{y˜i}
j
i=1 such that
vtj(x) =
yk − x
|yk − x|
.
By compactness of graph(conv({y˜i}i∈N)) , there is a subsequence {jn}n∈N ⊂ N
such that
y˜jn(x) → yˆ ∈ graph f,
hence
vtjn(x)→ vˆ =
yˆ− x
|yˆ− x|
.
As the functions fj converge to fˆ uniformly, the point yˆ and the whole segment
[x˜, yˆ] belong to the graph of fˆ.
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So, there are two segments l˜t(x) and [x˜, yˆ] which belong to the graph of fˆ and pass
through the point x˜.
Since fˆ|
Bn−1
R1
(x1)
= f|
Bn−1
R1
(x1)
, we can apply the same reasoning we made in order to
prove that the set (5.48) was H n−1-negligible to conclude that the set
σt(Z)∩
{
x ∈ Bn−1R1 (x1) : ∃ more than two segments in the graph of fˆ
that connect x˜ to a point of graph(conv({y˜i}i∈N))
}
has zero H n−1-measure.
Then, [x˜, yˆ] = l˜t(x) and vˆ = ve(x) for H n−1-a.e. x ∈ σt(Z), so that property
(5.41) is proved.
Step 5: Proof of the estimate (5.42). (see Figure 7)
The estimate for the map σt
vtj
induced by the approximating vector fields vtj
follows as in [BG] and [Car2] from the fact that the collection of segments with
directions given by vtj and endpoints in dom v
t
j , σ
h−(Z) form a finite union of
cones with bases in dom vtj and vertex in {yi}
j
i=1.
Indeed, if we define the sets
Ωij =
{
x ∈ σt(Z) : Dtj(x) = {vtj(x)} and vtj(x) =
yi − x
|yi − x|
}
, j ∈N, i = 1, . . . , j,
(5.68)
for all S ⊂ σt(Z)\B we have that
H n−1(S) =
j∑
i=1
H n−1(S∩Ωij)
and
H n−1((σtvtj
)−1(S)) =
j∑
i=1
H n−1((σtvtj
)−1(S∩Ωij)).
Then it is sufficient to prove (5.42) when the vector field vtj is defined as
vtj(x) =
yi − x
|yi − x|
.
After these preliminary considerations, (5.42) follows from the fact that the set⋃
s∈[0,t−h−]
σ−s
vtj
(S) (5.69)
is a cone with with base S ⊂ Ht and vertex yi ∈ Hh− and σ−tvtj (S) is the intersection
of this cone with the hyperplane H0.
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Proof of Lemma 5.12. Given a k-dimensional D-cylinder C k parametrized as in
(5.33), the collection of segments
∪
z∈Zk
{σw+te(z) : t ∈ [h−(w, e),h+(w, e)]} (5.70)
is a 1-dimensional D-cylinder of the convex function f restricted to the (n− k+ 1)-
dimensional set
pi−1〈e1,...,ek〉({w+ te : t ∈ [h
−(w, e),h+(w, e)]}). (5.71)
Then, as in Lemma 5.19, we can construct a sequence of approximating vector
fields also for the directions of the segments (5.70). The only difference with respect
to the approximation of the 1-dimensional faces of f is that the domain of the
approximating vector fields will be a subset of an (n− k)-dimensional affine plane
of the form pi−1〈e1,...,ek〉(w) and so the measure involved in the estimate (5.38) will be
H n−k instead of H n−1. Finally, we pass to the limit as with the approximating
vector fields given in Lemma 5.19 and we obtain the fundamental estimate (5.37)
for the k-dimensional D-cylinders.
5.6 Properties of the density function
In this subsection, we show that the quantitative estimates of Lemma 5.19 allow
not only to derive the absolute continuity of the push forward with σw+te, but also
to find regularity estimates on the density function. This regularity properties will
be used in Section 6.2.
Corollary 5.20. Let C k be a k-dimensional D-cylinder parametrized as in (5.33) and let
σw+se(Zk), σw+te(Zk) be two sections of C k with s and t as in (5.37). Then, if we put
s = w+ se and t = w+ te, we have that
σ
t−|s−t|e
#
(
H n−k σt(Zk)
)H n−k σs(Zk) (5.72)
and by the Radon-Nikodym theorem there exists a function α(t, s, ·) which is H n−k-a.e.
defined on σs(Zk) and is such that
σ
t−|s−t|e
#
(
H n−k σt(Zk)
)
= α(t, s, ·) ·H n−k σs(Zk). (5.73)
Proof. Without loss of generality we can assume that s = 0. If H n−k(A) = 0 for
some A ⊂ Zk, by definition of push forward of a measure we have that
(σw+te)−1#
(
H n−k σw+te(Zk)
)
(A) =H n−k(σw+te(A)) (5.74)
and taking s = 0 in (5.37) we find thatH n−k(A) = 0 implies thatH n−k(σw+te(A)) =
0.
Remark 5.21. The fuction α = α(t, s,y) defined in (5.73) is measurable w.r.t. y and,
for H n−k-a.e. y ′ ∈ σw+te(Zk), we have that
α(s, t,y ′) = α(t, s,σt−|s−t|e(y ′))−1. (5.75)
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Moreover, from Lemma 5.12 we immediately get the uniform bounds:(
h+(t, e) − u
h+(t, e)
)n−k
6 α(t+ ue, t, ·) 6
(
u− h−(t, e)
−h−(t, e)
)n−k
if u ∈ [0,h+(t, e)],(
u− h−(t, e)
−h−(t, e)
)n−k
6 α(t+ ue, t, ·) 6
(
h+(t, e) − u
h+(t, e)
)n−k
if u ∈ [h−(t, e), 0].
(5.76)
We conclude this section with the following proposition:
Proposition 5.22. Let C k(Z k,Ck) be a k-dimensional D-cylinder parametrized as in
(5.33) and assume without loss of generality that w = pi〈e1,...,ek〉(Z
k) = 0. Then, the
function α(t, 0, z) defined in (5.73) is locally Lipschitz in t ∈ ri(Ck) (and so jointly
measurable in (t, z)). Moreover, for H n−k-a.e. y ∈ σt(Z) the following estimates hold:
1. Derivative estimate
−
(
n− k
h+(t, e) − u
)
α(t+ ue, t,y) 6 d
du
α(t+ ue, t,y) 6
(
n− k
u− h−(t, e)
)
α(t+ ue, t,y);
(5.77)
2. Integral estimate(
|h+(t, e) − u|
|h+(t, e)|
)n−k
(−1)χ{u<0} 6 α(t+ ue, t,y) (−1)χ{u<0} (5.78)
6
(
|h−(t, e) − u|
|h−(t, e)|
)n−k
(−1)χ{u<0} ; (5.79)
3. Total variation estimate∫h+(t,e)
h−(t,e)
∣∣∣∣ dduα(t+ ue, 0, z)
∣∣∣∣du 6 2α(t, 0, z)[ |h+ − h−|n−k|h+|n−k + |h+ − h−|n−k|h−|n−k − 1
]
,
(5.80)
where h+,h− stand for h+(t, e),h−(t, e).
Proof. Lipschitz regularity estimate First we prove the local Lipschitz regularity of
α(t, 0, z) w.r.t. t ∈ ri(Ck).
Given s, t ∈ Ck, we set e = s−t|s−t| .
As
σ
s−|s| s|s| = σ
t−|t| t|t| ◦ σs−|s−t|e,
then
σ
s−|s| s|s|
# (H
n−k σs(Z)) = σ
t−|t| t|t|
#
(
σ
s−|s−t|e
# H
n−k σs(Z)
)
= σ
t−|t| t|t|
#
(
α(s, t,y) ·H n−k σt(Z)
)
= α(t, 0, z) ·α(s, t,σt(z)) ·H n−k|Z . (5.81)
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By definition of α it follows that
α(s, 0, z) −α(t, 0, z) = α(t, 0, z)[α(s, t,σt(z)) − 1]. (5.82)
Now we want to estimate the term [α(s, t,σt(z)) − 1] with the lenght |s− t| times a
constant which is locally bounded w.r.t. t. In order to do this, we proceed as in the
Corollary 2.19 of [Car2] using the estimate(
h+(t, e) − u2
h+(t, e) − u1
)n−k
H n−k(σt+u1e(S)) 6H n−k(σt+u2e(S))
6
(
u2 − h
−(t, e)
u1 − h−(t, e)
)n−k
H n−k(σt+u1e(S)),
(5.83)
which holds ∀ h−(t, e) < u1 6 u2 < h+(t, e) and ∀S ⊂ σt(Z).
Indeed, (5.83) can be rewritten in the following way:(
h+(t, e) − u2
h+(t, e) − u1
)n−k ∫
S
α(t+ u1e, t,y)dH n−k(y) 6
∫
S
α(t+ u2e, t,y)dH n−k(y)
6
(
u2 − h
−(t, e)
u1 − h−(t, e)
)n−k ∫
S
α(t+ u1e, t,y)dH n−k(y).
(5.84)
Therefore, there is a dense sequence {ui}i∈N in (h−(t, e),h+(t, e)) such that for
H n−k-a.e. y ∈ S and for all ui 6 uj, i, j,∈N the following inequalities hold[(
h+(t, e) − uj
h+(t, e) − ui
)n−k
− 1
]
α(t+ uie, t,y) 6 α(t+ uje, t,y) −α(t+ uie, t,y)
6
[(
uj − h
−(t, e)
ui − h−(t, e)
)n−k
− 1
]
α(t+ uie, t,y).
(5.85)
Thanks to the uniform bounds (5.76), for all y ∈ σt(Z) such that (5.85) holds,
the function α(t + ·e, t,y) is locally Lipschitz on {ui}i∈N and for every [a,b] ⊂
(h−(t, e),h+(t, e)) the Lipschitz constants of α on {ui}i∈N ∩ [a,b] are uniformly
bounded w.r.t. y.
Then, on every compact interval [a,b] ⊂ (h−(t, e),h+(t, e)) there exists a Lipschitz
extension α˜(t+ ·e, t,y) of α(t+ ·e, t,y) which has the same Lipschitz constant.
By the dominated convergence theorem, whenever {ujn}n∈N ⊂ {uj}j∈N converges
to some u ∈ [a,b] we have∫
S
α(t+ujne, t,y)dH
n−k(y) −→
∫
S
α˜(t+ue, t,y)dH n−k(y), ∀S ⊂ σt(Z).
However, the integral estimate (5.84) implies that∫
S
α(t+ ujne, t,y)dH
n−k(y) −→
∫
S
α(t+ ue, t,y)dH n−k(y),
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so that the Lipschitz extension α˜ is an L1(H n−k) representative of the original
density α for all u ∈ [a,b]. Repeating the same reasoning for an increasing sequence
of compact intervals {[an,bn]}n∈N that converge to (h−(t, e),h+(t, e)), we can
assume that the density function α(t + ue, t,y) is locally Lipschitz in u with a
Lipschitz constant that depends continuously on t and on e.
Then, by (5.82), the local Lipschitz regularity in t of the function α(t, 0, z) is proved.
Derivative estimate If we derive w.r.t. u the pointwise estimate (5.85) (which holds
for all u ∈ (h−(t, e),h+(t, e)) by the first part of the proof) we obtain the derivative
estimate (5.77).
Integral estimate (5.77) implies the monotonicity of the following quantities:
d
du
(
α(t+ ue, t,y)
(h+(t, e) − u)n−k
)
> 0, d
du
(
α(t+ ue, t,y)
(u− h−(t, e))n−k
)
6 0.
Integrating the above inequalities from u ∈ (h−(t, e),h+(t, e)) to 0 we obtain (5.79).
Total variation estimate In order to prove (5.80) we proceed as in Corollary 2.19 of
[Car2].∫0
h−(t,e)
∣∣∣∣ dduα(t+ ue, 0, z)
∣∣∣∣du 6 (5.86)∫
{ dduα(t+ue,0,z)>0}∩{u∈(h−(t,e),0)}
d
du
α(t+ ue, 0, z)du
+
∫0
h−(t,e)
(n− k)α(t+ ue, 0, z)
|h+(t, e) − u|
du
6
∫0
h−(t,e)
d
du
α(t+ ue, 0, z)du++2
∫0
h−(t,e)
(n− k)α(t+ ue, 0, z)
|h+(t, e) − u|
du
6α(t, 0, z) + 2
∫0
h−(t,e)
(n− k)α(t+ ue, 0, z)
|h+(t, e) − u|
du. (5.87)
From (5.82) we know that α(t+ ue, 0, z) = α(t, 0, z)α(t+ ue, t,σt(z)).
Moreover, since u < 0
α(t+ ue, t,σt(z)) 6
(5.79)
(
|h+(t, e) − u|
|h+(t, e)|
)n−k
.
If we substitute this inequality in (5.87) we find that
(5.87) 6 α(t, 0, z) + 2α(t, 0, z)
∫0
h−(t,e)
(n− k)|h+(t, e) − u|n−k−1
|h+(t, e)|n−k
du
= −α(t, 0, z) + 2α(t, 0, z)
|h+(t, e) − h−(t, e)|n−k
|h+(t, e)|n−k
. (5.88)
Adding the symmetric estimate on (0,h+(t, e)) we obtain (5.80).
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5.7 The disintegration on model sets
Now we conclude the proof of Theorem 5.3 on the model sets, giving also an
explicit formula for the conditional probabilities.
We consider a k-dimensional D-cylinder C k = C k(Z k,Ck) parametrized as in
(5.33) and we assume, without loss of generality, that pi〈e1,...,ek〉(Z
k) = 0 ∈ Rn. We
also set h±j = h
±(0, ej), ∀ j = 1, . . . ,k, and we omit the point w = 0 in the notation
for the map (5.34).
Theorem 5.23. Let C k be a k-dimensional D-cylinder parametrized as in (5.33). Then,
∀ϕ ∈ L1loc(Rn),∫
C k
ϕdL n =
∫
Zk
∫h+k
h−k
. . .
∫h+1
h−1
α(t1e1 + · · ·+ tkek, 0, z)·
ϕ(σ(t1e1+···+tkek)(z))dt1 . . . dtk dH n−k(z).
Then, as (Zk,B(Zk)) is isomorphic to the quotient space determined by the map∇f on C k,
by the uniqueness of the disintegration the conditional probabilities of the disintegration of
the Lebesgue measure on the pieces of k-dimensional faces of f which are contained in C k
are given by
µz(dt1 . . . dtk) =
α(t1e1 + · · ·+ tkek, 0, z)H k [ri(R(z))∩C k](dt1 . . . dtk)∫h+k
h−k
. . .
∫h+1
h−1
α(s1e1 + · · ·+ skek, 0, z)ds1 . . . dsk
,
(5.89)
for H n−k-a.e. z ∈ Zk.
Proof. We proceed using the disintegration technique which was presented in
Section 5.2.∫
C k
ϕ(x)dL n(x) =
∫h+k
h−k
. . .
∫h+1
h−1
∫
C k∩{x·ek=tk}∩···∩{x·e1=t1}
ϕdH n−k
=
(5.72)
∫h+k
h−k
. . .
∫h+1
h−1
∫
Zk
α(tkek, 0, z) . . . α(t1e1 + · · ·+ tkek, t2e2 + · · ·+ tkek,σ(t2e2+···+tkek)(z))
·ϕ(σ(t1e1+···+tkek)(z))dH n−k(z)dt1 . . . dtk
=
(5.81)
∫h+k
h−k
. . .
∫h+1
h−1
∫
Zk
α(t1e1 + · · ·+ tkek, 0, z)ϕ(σ(t1e1+···+tkek)(z))dH n−1(z)dt1 . . . dtk
=
(5.76)
Prop 5.22
∫
Zk
∫h+k
h−k
. . .
∫h+1
h−1
α(t1e1 + · · ·+ tkek, 0, z)ϕ(σ(t1e1+···+tkek)(z))dt1 . . . dtk dH n−1(z).
(5.90)
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5.8 The global disintegration
In this section we prove Theorem 5.3, concerning the disintegration of the Lebesgue
measure (restricted to a set of finite Lebesgue measure K ⊂ Rn) on the whole
k-dimensional faces of a convex function.
The idea is to put side by side the disintegrations on the model D-cylinders
which belong to the countable family defined in Lemma 5.11, so as to obtain a
global disintegration.
What will remain apart will be set T \∪nk=1Ek, projection of those points which
do not belong to the relative interior of any face. Nevertheless, the following
lemma ensures that this set is L n-negligible. Indeed, the union of the borders of
the n-dimensional faces has zero Lebesgue measure by convexity and by the fact
that the n-dimensional faces of f are at most countable.
For faces of dimension k, with 1 < k < n, the proof is by contradiction: one
considers a Lebesgue point of suitable subsets of ∪yFky and applies the fundamental
estimate (5.37) in order to show that the complementary is too big.
Equation (5.91) below was first proved using a different technique in [Lar2] —
where it was shown that the union of the relative boundaries of the R-faces (see
Definition 5.16) of an n-dimensional convex body C which have dimension at least
1 has zero H n−1-measure.
Lemma 5.24. The set of points which do not belong to the relative interior of any face is
L n-negligible:
L n
(
T \
n⋃
k=1
Ek
)
= 0, where Ek =
⋃
y
ri
(
Fky
)
. (5.91)
Proof. Consider any n-dimensional face Fny . Being convex, it has nonempty interior.
As a consequence, since two different faces cannot intersect, there are at most
countably many n-dimensional faces
{
Fnyi
}
i∈N; moreover, by convexity, each F
n
yi
has an L n-negligible boundary. Thus
L n
(⋃
i
rb
(
Fnyi
))
= 0.
Since T ⊂
n⋃
k=1
Fk, the thesis is reduced to showing that, for 0 < k < n,
L n
(
Fk \ Ek
)
= 0. (5.92)
Given a k dimensional subspace V ∈ G(k,n), a unit direction e ∈ Sn−1 ∩ V , and
p ∈ N0 = N ∪ {0}, define the set Ap,e,V of those x ∈ T \ ri(Fk∇f(x)) which satisfy
the two relations
inf
d∈D(x)
|piV(d)| > 1/
√
2 (5.93)
piV
(
Fk∇f(x)
) ⊃ conv({piV(x)} ∪ piV(x) + 2−p+1e+ 2−p(Sn−1 ∩ V)). (5.94)
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Choosing (p, e,V) in a sequence {(pi, ei,Vi)}i∈N which is dense in N0 ×
(
Sn−1 ∩
V
)×G(k,n), the family {Api,ei,Vi}
i∈N provides a countable covering of F
k \ Ek
with measurable sets. The measurability of each Ap,e,V can be deduced as follows.
The set defined by (5.93) is exactly
D−1 ◦ pi−1V
(
V \ ri
(
1√
2
Bn
))
.
Moreover, (5.94) is equivalent to
piV
(
R(x) − x
) ⊃ conv(2−p+1e+ 2−p(Sn−1 ∩ V)).
Since R and D are measurable (Lemma 5.7), then the measurability of Ap,e,V
follows.
In particular, if by absurd (5.92) does not hold, then there exists a subset Ap,e,V
of Fk\Ek with positive Lebesgue measure. Up to rescaling, one can assume w.l.o.g.
that p = 0, V = 〈e1, . . . , ek〉, where {e1, . . . , en} is an orthonormal basis of Rn, and
e = e1. Moreover, we will denote Ap,e,V simply with A.
Before reaching the contradiction L n(A) = 0, we need the following remarks.
First of all we notice that, for 0 6 h 6 3 and t ∈ piV(A), one can prove the
fundamental estimate
H n−k
(
σt+he
(
S
))
>
(
3− h
3
)n−k
H n−k
(
S
) ∀S ⊂ A∩ pi−1V (t) (5.95)
exactly as in Lemma 5.12, with the approximating vector field given in Step 3,
Page 65. Indeed, the (n− k+ 1)-plane pi−1V (Re) cuts the face of each z ∈ A∩pi−1V (t)
into exactly one line l; this line has projection on V containing at least [t, t+ 3e].
Notice moreover that, by (5.94), each point x ∈ l, with piV(x) ∈ ri
(
[t, t+ 3e]
)
, is a
point in the relative interior of the face. In particular, it does not belong to A.
Let us now prove the claim, assuming by contradiction that L n(A) > 0 (see
also Figure 8). Fix any ε > 0 small enough. w.l.o.g. one can suppose the origin
to be a Lebesgue point of A. Therefore, for every 0 < r < r¯(ε) < 1, there exists
T ⊂∏ki=1[0, rei], with H k(T) > (1− ε)rk, such that
H n−k
(
A∩ pi−1V (t)∩ [0, r]n
)
> (1− ε)rn−k for all t ∈ T . (5.96)
Moreover, there is a set Q ⊂ [0, re], with H 1(Q) > (1− 2ε)r, such that
H k−1
(
T ∩ pi−1〈e〉(q)
)
> (1− ε)rk−1 for q ∈ Q. (5.97)
Consider two points q, s := q+ 2εre ∈ Q, and take t ∈ T ∩ pi−1〈e〉(q). By the funda-
mental estimate (5.95), one has
H n−k
(
σt+2εre
(
St,r
))
> (1−ε)n−kH n−k
(
St,r
)
where St,r := A∩ pi−1V (t)∩ [0, r]n.
Furthermore, condition (5.92) implies that |x+ 2εre − σt+2εre(x)| 6 2εr for each
x ∈ A∩ pi−1V (t). Moving points within pi−1V (t)∩ [0, r]n by means of the map σt+2εre ,
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they can therefore reach only the square pi−1V (s) ∩ [−2εr, (1+ 2ε)r]n. Notice that
for ε small, since our proof is needed for n > 3 and k > 1,
H n−k([−2εr, (1+ 2ε)r]n \ [0, r]n) = (1+ 4ε)n−krn−k − rn−k
6 4(n− k)εrn−k + o(ε) < n2nεrn−k.
As a consequence, the portion which exceeds pi−1V (s)∩ [0, r]n can be estimated as
follows:
H n−k
(
σt+2εre
(
St,r
)∩ [0, r]n) >H n−k(σt+2εre(St,r))−n2nεrn−k.
As notice before, condition (5.94) implies that the points σt+2εre
(
St,r
) ∩ [0, r]n
belong to the complementary of A. By the above inequalities we obtain then
H n−k
(
Ac ∩ pi−1V (t+ 2εre)∩ [0, r]n
)
> H n−k
(
σt+2εre
(
St,r
)∩ [0, r]n)
> (1− ε)n−kH n−k
(
St,r
)
−n2nεrn−k
(5.96)
> (1− ε)n−k+1rn−k −n2nεrn−k
> 1
2
rn−k.
The last estimate shows that, for each t ∈ T ∩pi−1〈e〉 (q), the point s = t+ 2εre does not
satisfy the inequality in (5.96): thus
(
T ∩ pi−1〈e〉 (q)
)
+ 2εre lies in the complementary
of T . In particular
H k−1
(
T ∩ pi−1〈e〉 (s)
)
< rk−1 −H k−1
(
T ∩ pi−1〈e〉 (q)
)
.
However, by construction both t and s belong to Q. This yields the contradiction,
by definition of Q:
1
2
rk−1
(5.97)
< H k−1
(
T ∩ pi−1〈e〉 (s)
)
< rk−1 −H k−1
(
T ∩ pi−1〈e〉 (t)
) (5.97)
<
1
2
rk−1.
Proof of Theorem 5.3. As we observed in Remark 5.4, it is sufficient to prove the
theorem for the disintegration of the Lebegue measure on the set Fk when k ∈
{1, . . . ,n− 1}.
Thanks to Lemma 5.24, we can further restrict the disintegration to the set
Ek defined in (5.19); moreover, by (6.8), for all k = 1, . . . ,n − 1 there exists a
L n-negligible set Nk such that
Ek\Nk = ∪
j∈N
C kj \dC
k
j ,
where {C kj }j∈N is the countable collection of k-dimensional D-cylinders covering
Ek which was constructed in Lemma 5.11, so that the sets Cˆ kj = C
k
j \dC
k
j are
disjoint.
5.8 the global disintegration 79
The fundamental observation is the following:
∪
j∈N
Cˆ kj = ∪
j∈N
∪
y∈Im∇f|
Ek
Eky,j = ∪
y∈Im∇f|
Ek
∪
j∈N
Eky,j = ∪
y∈Im∇f|
Ek
Eky\N
k,
(5.98)
where Eky,j = E
k
y ∩ Cˆ kj .
For all j ∈N, we set
Yj = {y ∈ Im∇f|
Ek
: Eky,j 6= ∅}, (5.99)
we denote by pj : Cˆ kj → Yj the quotient map corresponding to the partition
Cˆ kj = ∪
y∈Im∇f|
Ek
Eky,j
and we set νj = pj#L
n Cˆ kj .
Since the quotient space (Yj,B(Yj)) is isomorphic to (Zkj ,B(Z
k
j )), where Z
k
j is a
section of C kj , by Theorem 5.23 we have that
L n C kj (Ej ∩p−1j (Fj)) =
∫
Fj
µjy(Ej)dνj(y), ∀Ej ∈ B(C kj ), Fj ∈ B(Yj), (5.100)
where µjy is equivalent to H k Eky,j for νj-a.e. y ∈ Yj.
Moreover, for every E ∈ B(Rn)∩ Ek there exist sets Ej ∈ B(C kj ) such that
E = ∪
j∈N
Ej
and for all F ∈ B(Y), where Y = ∪
j∈N
Yj = Im∇f|
Ek
, there exist sets Fj ∈ B(Yj) such
that
F = ∪
j∈N
Fj and ∇f−1(F) = ∪
j∈N
p−1j (Fj).
Then,
L n K(E∩∇f−1(F)) =
+∞∑
j=1
L n C kj (Ej ∩ p−1j (Fj))
=
(5.100)
+∞∑
j=1
∫
Fj
µjy(Ej)dνj(y)
=
+∞∑
j=1
∫
Yj
χFj(y)µ
j
y(Ej)dνj(y)
=
+∞∑
j=1
∫
Y
χFj(y)µ
j
y(Ej)fj(y)dν(y), (5.101)
where fj is the Radon-Nikodym derivative of νj w.r.t. the measure ν on Y given by
∇f#L n K.
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Since, as we proved in Section 5.1, there exists a unique disintegration {µy}y∈Im∇f|
Ek
such that
L n K(E∩∇f−1(F)) =
∫
F
µy(E)dν(y) for all E ∈ B(Rn), F ∈ B(Y),
we conclude that the last term in (5.101) converges and
µy =
+∞∑
j=1
fj(y)µ
j
y for ν-a.e. y ∈ Y, (5.102)
so that the Theorem is proved.
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f|Ht
Hh− Ht
y4
f|H
h−
y˜3
y˜2
y˜4
y˜1
Rn+1
Rn
y1
y3
y2
Figure 6: Illustration of a vector field approximating the one dimensional faces of
f (Lemma 5.19). One can see in the picture the graph of f4, which is the convex
envelope of {y˜i}i=1,...,4 and fxHt . The faces of fj connect H n−1-a.e. point of Ht
to a single point among the {y˜i}i, while the remaining points of Ht correspond to
some convex envelope conv({y˜i`}`) — here represented by the segments [y˜i, y˜i+1].
The region where the vector field vt4, giving the directions of the faces of fj,
is multivalued corresponds to the ‘planar’ faces of f4. The affine span of these
planar faces, restricted to suitable planes contained in Ht, provides a supporting
hyperplane for the restriction of f to these latter planes — in the picture they are
depicted as tangent lines. The intersection of σt(Z) ⊂ Ht with any supporting
plane to the graph of fxHt must contain just one point, otherwise D would be
multivalued at some point of σt(Z).
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σt(Z)
σh
+
(Z)y1
Z
{x · e = h−} {x · e = h+}{x · e = t}{x · e = 0}
Rn
Figure 7: The vector field ve is approximated by directions of approximating cones,
in the picture one can see the first one. At the same time, Z is approximated by the
push forward of σt(Z) with the approximating vector field: compare the blue area
with the red one.
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V
A
〈e2, . . . , ek〉
T
〈ek+1, . . . , en〉
〈e1〉
Rn
s = q+ 2εr
t
q
pi−1〈e1〉(q)
pi−1V (s)
Figure 8: Illustration of the construction in the proof of Lemma 5.24. A is the set
of points on the border of k-faces of f, projected on Rn, having directions close to
V = 〈e1, . . . , ek〉 and such that, for each point x ∈ A, piV(Fk∇f(x)) contains a fixed
half k-cone centered at x with direction e1. T is a subset of the square
∏k
i=1[0, rei]
such that, for every t ∈ T , pi−1V (t)∩A is ‘big’. Finally, q, s = q+ 2εre1 are points on
[0, re1] such that the intersection of T with the affine hyperplanes pi−1〈e1〉(q), pi
−1
〈e1〉(s)
is ‘big’. The absurd arises from the following. Due to the fundamental estimate,
translating by 2εre1 the points T ∩ pi−1〈e1〉(q), one finds points in the complementary
of T . Since T ∩ pi−1〈e1〉(q) was ‘big’, then T \ pi
−1
〈e1〉(s) should be big, contradicting the
fact that T ∩ pi−1〈e1〉(s) is ‘big’.

6
Further regularity: a divergence formula
6.1 One dimensional rays
In this section we extend the function d to be null out of T¯. We consider then its
distributional divergence
〈divd,ϕ〉 =
∫
T¯
∇ϕ · ddx ∀ϕ ∈ C∞c (Rn).
If the set of initial points, or final points as well, is compact, then it turns out to
be a Radon measure concentrated on T¯. More generally, it is a series of measures
(see examples in Section 13.1). A decomposition of it can be constructed as follows.
Consider the countable partition of T¯ into tuft sets {K¯i}i∈N of Lemma 4.13. Fix
the attention on one K¯i. Truncate the rays with an hyperplane just before they
enter K¯i, and take that intersection as the new source: in this way one defines a
vector field dˆ on Rn which coincides with d on K¯i. The i-th addend of the series
is then defined as the restriction to K¯i of the divergence of this vector field dˆ. The
absolutely continuous part of this divergences does not depend on the {K¯i}i∈N we
have chosen, as well as the distributional limit of the series — which is precisely
divd.
6.1.1 Local divergence
In this section, we point out that, if the closure of the set of initial points is a
negligible compact K, then the divergence of the vector field of directions, as a
distribution on Rn \K, is a locally finite Radon measure. A similar statement holds
when the closure of the set of terminal points is a negligible compact. This will
then be used to approximate in some sense the divergence of the original vector
field d. We notice that it gives a coefficient of an ODE for the density c defined in
the previous section.
Definition 6.1. Fix the attention on a d-cylinder with bounded basis K¯ = {σt(Z) :
t ∈ (h−,h+)}, assume Z compact. Suppose, moreover, that for L n-a.e. x ∈ K¯ the
ray R¯(x) intersects also the compact K = σh
−−ε(Z). Let {ai} be dense in K. Consider
the potential given by
φˆ(x) = max
a∈K
{
φ(a) − ‖˜x− a‖˜
}
and define dˆ as the relative vector field of ray directions.
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Lemma 6.2. The vector field dˆ is defined out of K, single valued on Hn-a.a.Rn. Moreover,
on Rn −K, its divergence is a locally finite Radon measure.
Proof. Since K is compact, since the continuous function φ(a) − ‖˜x− a‖˜ must
attain a minimum on K, then the transport set T¯e is at least Rn \K. Moreover, K
is Hn-negligible, being contained in a hyperplane. Therefore the vector field of
directions dˆ is Hn-a.e. defined and single valued onRn. Furthermore, by definition
it coincides with d on K¯. The regularity of the divergence, which in general should
be only a distribution, is now proved by approximation.
As in Example 4.17, we see that the potentials
φˆI(x) = max
j=i,...,I
{
φ(aj) − ‖˜x− aj‖˜
}
increases to φˆ. Moreover, the corresponding vector field of directions
dI(x) =
I∑
i=1
di(x)χΩi(x) d
i(x) =
x− ai
|x− ai|
,
with
Ωi =
{
x : ‖˜x− ai‖˜ > ‖˜x− aj‖˜, j ∈ {1 . . . I} \ i
}
, JI =
⋃
i
∂Ωi,
JI H
n−1-countably rectifiable, converges p.w. Hn-a.e. to dˆ. By dI’s membership in
BV, the distribution divdI is a Radon measure: we have thus
〈divdI,ϕ〉 = −
∫
∇ϕ · dI =
∫
ϕ divdI ∀ϕ ∈ C∞c (Rn).
By the explicit expression, we have that the singular part is negative and concen-
trated on JI:
divdI =
∑
i
n− 1
|x− ai|
L n Ωi(x)+
(
x− aj
|x− aj|
−
x− ai
|x− ai|
)
·νijHn−1 (∂Ωi ∩ ∂Ωj)(x).
It is immediate to estimate the positive part, for x /∈ K, with
(divdI)a.c.(x) =
∑
i
n− 1
|x− ai|
χΩi(x) 6
n− 1
dist(x,∪iai) .
For the negative part, one can observe as in Proposition 4.6 of [BG] that for
Br(x)∩K = ∅
(divdI)+(Br(x)) − (divdI)−(Br(x)) = divdI(Br(x))
=
∫
∂Br(x)
dI(y) · y
|y|
dHn−1(y) > −|∂Br(0)|.
The last two estimates yield
|divdI|(Br(x)) 6 |∂Br(0)|+
2(n− 1)|Br(x)|
dist(Br(x),∪iai) for Br(x)∩K = ∅.
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In particular, restrict divdI on open sets Ok increasing to Rn \K. By compactness,
the measures divdI Ok should converge weakly*, up to subsequence, to a locally
finite Radon measure µ. Nevertheless, the whole sequence converges and the limit
measure is defined on Rn \ K, since µ must coincide with the divergence of the
vector field dˆ: for all ϕ ∈ C∞c (Rn \K)
〈div dˆ,ϕ〉 = −
∫
∇ϕ · dˆ = lim
I
−
∫
∇ϕ · dI = lim
I
∫
ϕ divdI =
∫
ϕdµ.
In particular, this proves that div dˆ, in D(Rn \K), is a locally finite Radon measure.
Lemma 6.3. Let K¯ be the d-cylinder fixed above for defining dˆ (Definition 6.1). Consider
any couple S, c as in the disintegration Theorem 4.26. Then, for any d-sub-cylinder K¯ ′ of
K¯, the following formulae hold: ∀ϕ ∈ C∞c (Rn)
∂tc(t,y) −
[(
div dˆ
)
a.c.(y+ (t− d(y) · y)d(y))
]
c(t,y) = 0 Hn-a.e. on K¯.
(6.1)∫
K¯ ′
ϕ div dˆi =
∫
K¯ ′
ϕ (div dˆi)a.c. = −
∫
K¯ ′
∇ϕ · d +
∫
∂K¯ ′+−∂K¯ ′−
ϕd · e1. (6.2)
Proof. Since, by the previous lemma, the divergence of dˆ is a measure, then we
have the equality
−
∫
RN
∇ϕ · dˆ = 〈div dˆ,ϕ〉 =
∫
Rn
(div dˆ)a.c.ϕ+
∫
Rn
ϕ(div dˆ)s ∀ϕ ∈ C∞c (Rn \K).
Moreover, dˆ is the vector field of directions relative to a potential φˆ: we can apply
the disintegration Theorem 4.26, getting (4.19) for a couple Ŝ, cˆ. Notice that on K¯,
being d = dˆ, one can require ŜxK¯≡ S, which will lead to cˆ(t, ·)xŜ≡ c(t, ·)xS. The
local Lipschitz estimate on c (Remark 4.27), since we are integrating on a compact
support, allows the integration by parts in the t variable∫ bˆ(y)·dˆ(y)
aˆ(x)·dˆ(y)
cˆ(t,y)∇ϕ(y+ (t− y · dˆ(y))dˆ(y)) · dˆ dt
= ϕ(bˆ(y))cˆ(b(y) · dˆ(y),y) −ϕ(aˆ(y))cˆ(a(y) · dˆ(y),y)
−
∫ bˆ(y)·dˆ(y)
aˆ(x)·dˆ(y)
ϕ(y+ (t− y · dˆ(y))dˆ(y))∂tcˆ(t,y)dt;
after performing this, the above equality becomes∫
Ŝ
ϕ(bˆ(y))cˆ(bˆ(y) · dˆ(y),y)dHn−1(y) −
∫
Ŝ
ϕ(aˆ(y))cˆ(aˆ(y) · dˆ(y),y)dHn−1(y)
−
∫
Ŝ
∫ bˆ(y)·dˆ(y)
aˆ(x)·dˆ(y)
[
ϕ(y+ (t− y · dˆ(y))dˆ(y))∂tcˆ(t,y)dt
]
dHn−1(y)
+
∫
Ŝ
∫ bˆ(y)·dˆ(y)
aˆ(x)·dˆ(y)
[(
(div dˆ)a.c.ϕ
)
(y+ (t− y · dˆ(y))dˆ(y))cˆ(t,y)dt
]
dHn−1(y)
+
∫
Rn
ϕ(div dˆ)s = 0.
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Moreover, since both cˆ and ∂tcˆ are locally bounded, by the dominated convergence
theorem this last relation holds also for bounded functions vanishing out of a
compact — and in a neighborhood of K, the set of initial points for dˆ. By the
arbitrariness of ϕ, this relation gives Hn-a.e.
∂tc(t,y) −
[(
div dˆ
)
a.c.(y+ (t− dˆ(y) · y)dˆ(y))
]
cˆ(t,y) = 0,
which turns out to be (6.1) on K¯. Furthermore, on one hand we can notice that
the singular part is concentrated on ∪y∈Kbˆ(y)∪∪y∈Kaˆ(y), the endpoints w.r.t. the
rays of φˆ. More precisely, denoting with σˆ± the maps associating to each point
in Z the relative initial or final point, we have that the singular part is given by
cˆ σˆ+] H
n−1 Ŝ− cˆ σˆ−] H
n−1 Ŝ. On the other hand that, taking ϕ = χK¯ ′ , if Z is the
relative section and h± define the height,
−
∫
Z
∫h+
h−
[
ϕ(y+ (t− y · d(y))d(y))∂tc(t,y)dt
]
dHn−1(y)
+
∫
Z
∫h+
h−
[
(divd)a.c.ϕ(y+ (t− y · d(y))d(y))c(t,y)dt
]
dHn−1(y)
+
∫
K¯ ′
ϕ(divd)s = 0.
Coming back, integrating by parts again, one finds precisely (6.2).
6.1.2 Global divergence
The divergence of the vector field d, generally speaking, is not a measure (see
examples of Section 13.1). Nevertheless, it is not merely a distribution: it is a series
of measures. Consider a covering of d-cylinders K¯i, as in section 4.2. Repeat the
construction of 6.1.1: one gets measures div dˆi, which one can cut out of K¯i. The
finite sum of this sequence of disjoint measures converges to divd, in the sense
of distribution. Actually, it turns out to be an absolutely continuous measure on
the space of test functions vanishing on ∪xa(x) + b(x) — Hn-negligible set that,
nevertheless, can be dense in Rn. . .
This construction could depend a priori on the decomposition {K¯i} one has
chosen. Notwithstanding, it turns out that this is not the case. In fact, the absolutely
continuous part (div dˆ)a.c. satisfies the following equation.
Lemma 6.4. If one, just formally, defines on T¯ the measurable function
(divd)a.c. :=
∑
i
(divdi)a.c.χK¯i ,
then, for any partition into d-cylinders as in Theorem 4.26 with relative density c and
sections S, one has the relation
∂tc(t,y) −
[(
divd
)
a.c.(y+ (t− d(y) · y)d(y))
]
c(t,y) = 0 Hnz-a.e. on T¯,
(6.3)
where z = y+ (t− d(y) · y)d(y) with y ∈ S.
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Remark 6.5. The measurable function (divd)a.c. in general does not define a distri-
bution, since it can fail to be locally integrable (Example 13.7, 13.8).
Proof. Since the K¯i are a partition of T¯, and their bases are Hn-negligible, then
the statement — which is a pointwise relation — is a direct consequence of
Lemm. 6.3.
Remark 6.6. Since c does not depend on the construction of the vector fields dˆi,
then Equation (6.3) ensures that (divd)a.c. is independent of the choices we made
to obtain dˆi. Moreover, by Corollary 4.24, one has the bounds − n−1b(y)·d(y)−t 6(
divd
)
a.c.(y+ (t− d(y) · y)d(y)) 6 n−1t−a(y)·d(y) .
Lemma 6.7. We have the equality
divd =
∑
i
(
div dˆi
)
a.c. K¯i −H
n−1 ∂K¯+i +H
n−1 ∂K¯−i .
Therefore, ∀ϕ ∈ C∞c (Rn \∪xa(x)∪ b(x)),
〈div dˆ,ϕ〉 =
∫
ϕ (divd)a.c.. (6.4)
Proof. Since d = dˆi on K¯i, Equation (6.2) can be rewritten as∫
K¯i
∇ϕ · d = −
∫
K¯i
ϕ(div dˆi)a.c. +
∫
∂K¯+i −∂K¯
−
i
ϕ ∀ϕ ∈ C∞c (Rn).
Using the partition in the proof of Lemma 4.26, it follows that the divergence of d
is the sum of the above measures: ∀ϕ ∈ C∞c (Rn)
−〈divd,ϕ〉 =
∫
T¯
∇ϕ ·d =
∑
i
∫
K¯i
∇ϕ ·d = −
∑
i
∫
K¯i
ϕ(div dˆi)a.c. +
∫
∂K¯+i −∂K¯
−
i
ϕ.
Equation (6.4) follows from the fact that one can choose a partition K¯i whose bases
are outside of the support of ϕ.
6.2 Faces of a convex function
The previous section led to a definition of a function α, on any D-cylinder C k =
C k(Z k,Ck), as the Radon-Nikodym derivative in (5.73).
In the present section we find that on C k the function α satisfies the system of
ODEs
∂t`α
(
t = pi〈e1,...,ek〉(x),0, x−
k∑
i=1
x · eivi(x)
)
= (div v`)a.c.(x)α
(
pi〈e1,...,ek〉(x), 0, x−
k∑
i=1
x · eivi(x)
)
90 further regularity: a divergence formula
for ` = 1, . . . ,k, where we assume w.l.o.g. that 0 ∈ Ck, 〈e1, . . . , ek〉 is an axis of C ,
vi(x) is the vector field
x 7→ χC k(x)(〈D(x)〉 ∩ pi−1〈e1,...,ek〉(ei))
and (div vi)a.c.(x) is the density of the absolutely continuous part of the divergence
of vi, that we prove to be a measure.
This is a consequence of the Disintegration Theorem 5.23 and of the regularity
estimates on α in Proposition 5.22.
Notice that even the fact that the divergence of vi is a measure is not trivial, since
the vector field is just Borel.
Heuristically, the ODEs above can be formally derived as follows.
In Chapter 5 we saw that C k is the image of the product space Ck + Zk, where
Zk = C k ∩ pi−1〈e1,...,ek〉(0) is a section of C k, with the change of variable
Φ(t+ z) = z+
k∑
i=1
tivi(z) = σt(z) for all t =
k∑
i=1
tiei ∈ Ck, z ∈ Zk. (6.5)
In Theorem 5.23 we found that the weak Jacobian of this change of variable is
defined, and given by
|J(t+ z)| = α(t, 0, z).
From (6.5) one finds that, if vi was smooth instead of only Borel, this Jacobian
would be
J(t+ z) = det
([
[vj · ei]i=1,...,n
j=1,...,k
∣∣∣∣[ k∑
`=1
t`∂zj〈v`(z) · ei〉+ δi,j
]
i=1,...,n
j=k+1,...,n
])
;
by direct computations with Cramer rule and the multilinearity of the determinant,
moreover, from the last two equations above one would prove the relation
∂t`J(t+ z) = trace
(
Jv`(z) (JΦ(t+ z))
−1
)
J(t+ z),
where Jg denotes the Jacobian matrix of a function g.
By the Lipschitz regularity of α w.r.t. the {ti}ki=1 variables given in Proposition 5.22,
one could then expect that
∂t`α(t, 0, z) =
( n∑
j=1
∂xj(vi(Φ
−1(x)) · ej)|x=Φ(t+z)
)
α(t, 0, z). (6.6)
Notice that
∑
j ∂xj(vi(Φ
−1(x)) · ej)|x=Φ(t+z) is the pointwise divergence of the
vector field vi(Φ−1(x)) evaluated at x = Φ(t+ z). In this article, we denote it with
(div(vi ◦Φ−1))a.c..
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Finally, given a regular domain Ω ⊂ Rn, by the Green-Gauss-Stokes formula one
should have∫
Ω
(div(vi ◦Φ−1))a.c. dL n(x) =
∫
∂Ω
vi(Φ−1(x)) · nˆ dH n−1(x), (6.7)
where nˆ is the outer normal to the boundary of Ω.
The analogue of Formulas (6.6) and (6.7) is the additional regularity we prove
in this section, in a weak context, for vector fields parallel to the faces and for the
current of k-faces. Actually, for simplicity of notations we will continue working
with the projection of the faces on Rn instead of with the faces themselves. We
give now the idea of the proof, in the case of one dimensional faces.
Fix the attention on a 1-dimensional D-cylinder C with axis e and basis Z =
C ∩ pi−1〈e〉 (0). Consider the distributional divergence of the vector field v giving
pointwise on C the direction of projected faces, normalized with v · e = 1, and
vanishing elsewhere. The Disintegration Theorem 5.23 decomposes integrals on
C to integrals first on the projected faces, with the additional density factor α,
then on Z. By means of it, one then reduces the integral
∫
C ∇ϕ · v, defining the
distributional divergence, to the following integrals on the projected faces:
−
∫
[h−e,h+e]
∇ϕ(x)|x=z+t1v(z) · v(z)α(t, 0, z)dH 1(t) where z varies in Z.
Since α is Lipschitz in t and ∇ϕ|x=σw+t1e(z) · v = ∂t1(ϕ ◦ σw+t(z)), by integrating
by parts one arrives to∫
[h−e,h+e]
ϕ ◦ σw+t(z)∂t1α(t, 0, z)dH 1(t) − [ϕ ◦ σw+t(z)α(t, 0, z)]
∣∣∣t=h+e
t=h−e
.
Applying again the disintegration theorem in the other direction, by the invertibility
of α, one comes back to integrals on the D-cylinder, where in the first addend ϕ is
now integrated with the factor ∂t1α/α.
An argument of this kind yields an explicit representation of the distributional
divergence of the truncation of a vector field v, parallel at each point x to the
projected face through x, to C k. This divergence is a Radon measure, the absolutely
continuous part is basically given by (6.6) and, as in (6.7), there is moreover a
singular term representing the flux through the border of C k transversal to D,
already defined as
dC k = C k ∩pi−1〈e1,...,ek〉(rb(C
k)), nˆxdC k outer unit normal to pi−1〈e1,...,ek〉(C
k).
(6.8)
As C k are not regular sets, but just σ-compact, there is a loss of regularity for
the divergence of v in the whole Rn. In general, the distributional divergence will
just be a series of measures.
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6.2.1 Vector fields parallel to the faces
In the present subsection, we study the regularity of a vector field parallel, at each
point, to the corresponding face through that point.
Study on model sets
As a preliminary step, fix the attention on the D-cylinder
C k = C k(Z k,Ck).
One can assume w.l.o.g. that the axis of C k is identified by vectors {e1, . . . , ek}
which are the first k coordinate vectors of Rn and that Ck is the square
Ck =
k∏
i=1
[−ei, ei].
Denote with Zk the section Z k ∩ pi−1〈e1,...,ek〉(0).
Definition 6.8 (Coordinate vector fields). We define on Rn k-coordinate vector fields
for C k as follows:
vi(x) =
{
0 if x /∈ C k
v ∈ 〈D(x)〉 such that pi〈e1,...,ek〉v = ei if x ∈ C k.
The k-coordinate vector fields are a basis for the module on the algebra of measur-
able functions from Rn to R constituted by the vector fields with values in 〈D(x)〉
at each point x ∈ C k, and vanishing elsewhere.
Consider the distributional divergence of vi, denoted by div vi. As a consequence
of the absolute continuity of the push forward with σ, and by the regularity of the
density α, one gains more regularity of the divergence.
Let us fix a notation. Given any vector field v : Rn → Rn whose distributional
divergence is a Radon measure, we will denote with (div v)a.c. the density of the
absolutely continuous part of the measure div v.
Lemma 6.9. The distribution div vi is a Radon measure. Its absolutely continuous part
has density
(div vi)a.c.(x) =
∂tiα
(
t = pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x)
)
α
(
pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x)
) χC k(x). (6.9)
Its singular part is H n−1
(
C k ∩ {x · ei = −1}
)
−H n−1
(
C k ∩ {x · ei = 1}
)
.
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Proof. Consider any test function ϕ ∈ C∞c (Rn) and apply the Disintegration
Theorem 5.23:
〈div vi,ϕ〉 := −
∫
C k
∇ϕ(x) · vi(x)dL n(x)
= −
∫
Zk
∫
Ck
α(t, 0, z)∇ϕ(σt(z)) · vi(z)dH k(t)dH n−k(z),
where we used that vi is constant on the faces, i.e. vi(z) = vi(σt(z)). Being
σt(z) = z+
∑k
i=1 tivi(z), one has
∇xϕ(x = σt(z)) · vi(z) = ∇xϕ(x = σt(z)) · ∂ti(σt(z)) = ∂ti(ϕ(σt(z))).
The inner integral is thus∫
Ck
∇ϕ(σt(z)) · vi(z)α(t, 0, z)dH k(t) =
∫
Ck
∂ti(ϕ(σ
tz))α(t, 0, z)dH k(t).
Since Proposition 5.22 ensures that α is Lipschitz in t, for t ∈ Ck, one can integrate
by parts:∫
Ck
∂ti(ϕ(σ
t(z)))α(t, 0, z)dH k(t) =−
∫
Ck
ϕ(σt(z))∂tiα(t, 0, z)dH
k(t)
+
∫
Ck∩{ti=1}
ϕ(σt(z))α(t, 0, z)dH k−1(t)
−
∫
Ck∩{ti=−1}
ϕ(σt(z))α(t, 0, z)dH k−1(t).
Substitute in the first expression. Recall moreover the definition of α in (5.73), as a
Radon-Nikodym derivative of a push-forward measure, and its invertibility and
Lipschitz estimates (Remark 5.21, Proposition 5.22), among with in particular the
L1 estimate on the function ∂tiα/α. Then, pushing the measure from t = 0 to a
generic t, one comes back to the integral on the D-cylinder
〈div vi,ϕ〉 =
∫
Zk
∫
Ck
ϕ(σt(z))∂tiα(t, 0, z)dH
k(t)dH n−k(z)
−
∫
Zk
∫
Ck∩{ti=1}
ϕ(σt(z))α(t, 0, z)dH k−1(t)dH n−k(z)
+
∫
Zk
∫
Ck∩{ti=−1}
ϕ(σt(z))α(t, 0, z)dH k−1(t)dH n−k(z)
=
∫
C k
ϕ(x)(div vi)a.c.(x)dL n(x) −
∫
C k∩{x·ei=1}
ϕ(x)dH n−1(x)
+
∫
C k∩{x·ei=−1}
ϕ(x)dH n−1(x).
where (div vi)a.c. is the function
∂tiα
α precisely written in the statement. Thus we
have just proved the thesis, consisting in the last formula.
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Remark 6.10. Consider a function λ ∈ L1(C k;R) constant on each face, meaning
that λ(σt(z)) = λ(z) for t ∈ Ck and z ∈ Zk. One can regard this λ as a function of
∇f(x). Then the same statement of Lemma 6.9 applies to the vector field λvi, but
the divergence is clearly div(λvi) = λdiv vi. The proof is the same, observing that
〈div(λvi),ϕ〉 := −
∫
C k
∇ϕ(x) · λ(x)vi(x)dL n(x)
5.23
= −
∫
Zk
∫
Ck
λ(z)∇ϕ(σt(z)) · vi(z)α(t, 0, z)dH k(t)dH n−k(z)
=−
∫
Zk
∫
Ck
λ(z)∂ti(ϕ(σ
t(z)))α(t, 0, z)dH k(t)dH n−k(z)
=
∫
Zk
∫
Ck
λ(z)ϕ(σt(z))∂tiα(t, 0, z)dH
k(t)dH n−k(z) (6.10)
−
∫
Zk
∫
Ck∩{ti=1}
λ(z)ϕ(σt(z))α(t, 0, z)dH k−1(t)dH n−k(z)
+
∫
Zk
∫
Ck∩{ti=−1}
λ(z)ϕ(σt(z))α(t, 0, z)dH k−1(t)dH n−k(z)
5.23
=
∫
C k
ϕ(x)λ(x)(div vi)a.c.(x)dL n(x) −
∫
C k∩{x·ei=1}
ϕ(x)λ(x)dH n−1(x)
+
∫
C k∩{x·ei=−1}
ϕ(x)λ(x)dH n−1(x).
Suitably adapting the integration by parts in the above equality (6.10) with∫
Ck
λ(σt(z))∂ti(ϕ(σ
t(z)))α(t, 0, z)dH k(t) =
−
∫
Ck
λ(σt(z))ϕ(σt(z))∂tiα(t, 0, z)dH
k(t)
−
∫
Ck
∂tiλ(σ
t(z))ϕ(σt(z))α(t, 0, z)dH k(t)
+
∫
Ck∩{ti=1}
λ(σt(z))ϕ(σt(z))α(t, 0, z)dH k−1(t)
−
∫
Ck∩{ti=−1}
λ(σt(z))ϕ(σt(z))α(t, 0, z)dH k−1(t)
one finds moreover that for all λ ∈ L1(Rn;R) continuously differentiable along vi
with integrable directional derivative ∂viλ, the following relation holds:
div(λvi) = λdiv vi + ∂viλdL
n (6.11)
Notice that in (6.11) there is the addend λH n−1 (C k ∩ {x · ei = 1}), which would
make no sense for a general λ ∈ L1(Rn;R). Now we prove that the restriction to
C k ∩ {x · ei = 1} of each representative of λ which is C1(Fk∇f(z) ∩C k), for H n−k-
a.e. z ∈ Zk, identifies the same function in L1(C k ∩ {x · ei = 1}).
Indeed, any two representatives λ˜, λˆ of the L1-class of λ can differ only on a
L n-negligible set N. By the Disintegration Theorem 5.23, and using moreover
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Fubini theorem for reducing the integral on Ck to integrals on lines parallel to ei,
one has that the intersection of N with each of the lines on the projected faces with
projection on 〈e1, . . . , ek〉 parallel to ei is almost always negligible:
H 1
(
N∩ {q+ 〈vi(q)〉}
)
= 0 for q ∈ C k ∩ {x · ei = 0} \M, with H n−1(M)=0.
Being continuously differentiable along vi, one can redefine λ˜, λˆ in such a way
that N ∩ {q + 〈vi(q)〉} = ∅ for all q ∈ C k ∩ {x · ei = 0} \M. As a consequence
N ∩ {x · ei = t} is a subset of τtei(M), where τtei is the map moving along each
projected face with tvi:
C k ∩ {x · ei = 0} 3 q 7→ τtei(q) := q+ tvi = σ(pi〈e1 ,...,ek〉(q))+te1(q).
By the push forward formula (5.73), denoting wq := pi〈e1,...,ek〉(q) and zq :=
pi〈ek+1,...,en〉(q) for S ⊂ C k ∩ {x · e1 = 0}
H n−1 (τtei(S)) = α(wq, wq + tei, zq)τ
tei
] (H
n−1(q) S)).
Therefore, as H n−1(M) = 0, one has that λ˜ and λˆ identify the same integrable
function on each section of C k perpendicular to ei, showing that the measure
λH n−1 ({x · ei = 1}) is well defined.
Actually, the same argument as above should be used in (6.10) in order to show
that λ(z) is integrable on Zk, so that one can separate the three integrals as we did.
Indeed, being constant on each face by assumption, the restriction of λ to a section
is trivially well defined as associating to a point the value of λ corresponding to the
face of that point, but the integrability w.r.t. H n−1 on each slice is a consequence
of the push forward estimate.
As a direct consequence of (6.11), by linearity, one gets a divergence formula for
any sufficiently regular vector field which, at each point of C k, is parallel to the
corresponding projected face of f.
Corollary 6.11. Consider any vector field v =
∑k
i=1 λivi with λi ∈ L1(C k;R) continu-
ously differentiable along vi, with directional derivative ∂viλi integrable on C
k. Then the
divergence of v is a Radon measure and for every ϕ ∈ C1c (Rn)
〈div v,ϕ〉 =
∫
C k
ϕ(x)(div v)a.c.(x)dL n(x) −
∫
dC k
ϕ(x)v(x) · nˆ(x)dH n−1(x),
where dC k, the border of C k transversal to D, and nˆ, the outer unit normal, are define in
Formula (6.8). Moreover, for x ∈ C k
(div v)a.c.(x) =
k∑
i=1
λi(x)
∂tiα(t = pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x))
α(pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x))
+
k∑
i=1
∂viλi(x).
(6.12)
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Remark 6.12. The result is essentially based on the application of the integration by
parts formula when the integral on C k is reduced, by the Disintegration Theorem,
to integrals on Ck: this is why we assume the C1 regularity of the λi, w.r.t. the
directions of the k-face passing through each point of C k. Such regularity could
be further weakened, however we do not pursue this issue here. As a consequence,
one can easily extend the statement of the previous corollary to sets of the form
C kΩ = F
k ∩ pi−1〈e1,...,en〉(Ω), for an open set Ω ⊂ 〈e1, . . . , ek〉 with piecewise Lipschitz
boundary, defining dC kΩ := F
k ∩ pi−1〈e1,...,en〉(rb(Ω)).
Global version
We study now the distributional divergence of an integrable vector field v on T, as
we did in Subsection 6.2.1 for such a vector field truncated on D-cylinders.
Corollary 6.13. Consider a vector field v ∈ L1(T;Rn) such that v(x) ∈ 〈D(x)〉 for
x ∈ Rn, where we define D(x) = 0 for x /∈ T. Suppose moreover that the restriction to
every face Ey, for y ∈ Im∇f, is continuously differentiable with integrable derivatives.
Then, for every ϕ ∈ C1c (Rn) one can write
〈div v,ϕ〉 = lim
`→∞
∑`
i=1
{∫
Ci
ϕ(x)(div(χCiv))a.c.(x)dL
n(x)
−
∫
dCi
ϕ(x)v(x) · nˆi(x)dH n−1(x)
}
.
(6.13)
where {C`}`∈N is the countable partition of T in D-cylinders given in Lemma 5.11, while
(div(χCiv))a.c. is the one of Corollary 6.11 and dCi, nˆi are defined in Formula (6.8).
Remark 6.14. By construction of the partition, each of the second integrals in the
r.h.s. of (6.13) appears two times in the series, with opposite sign. Intuitively, the
finite sum of these border terms is the integral on a perimeter which tends to the
singular set.
Remark 6.15. Suppose that div v is a Radon measure. Then Corollary 6.13 implies
that
χC k(div v)a.c. ≡ (div(χC kv))a.c..
Proof of Corollary 6.13. The partition of ∪nk=1Ek into such sets {C`}`∈N is given
exactly by Lemma 5.11. Moreover, Lemma 5.24 shows that the set T \∪nk=1Ek is
Lebesgue negligible. Therefore, by dominated convergence theorem one finds that
〈div v,ϕ〉 = −
∫
T
v(x) · ∇ϕ(x)dL n(x) = − lim
`→∞
∑`
i=1
∫
Ci
v(x) · ∇ϕ(x)dL n(x).
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The addends in the r.h.s. are, by definition, the distributional divergence of the
vector fields vχCi applied to ϕ. In particular, by Corollary 6.11, they are equal to
−
∫
Ci
v(x) · ∇ϕ(x)dL n(x) =
∫
Ci
ϕ(x)
(
div v
)
a.c.(x)dL
n(x)
+
∫
dC ki
ϕ(x)v(x) · nˆi(x)dH n−1(x),
proving the thesis.
6.2.2 The currents of k-faces
In the present subsection, we change point of view. Instead of looking at vector
fields constrained to the faces of f, we regard the k-dimensional faces of f as a k-
dimensional current. We establish that this current is a locally flat chain, providing
a sequence of normal currents converging to it in the mass norm. The border of
these normal currents has the same representation one would have in a smooth
setting.
We devote Appendix C to recalls on this argument, in order to fix the notations.
Divergence of the current of k-faces on model sets
As a preliminary study, restrict again the attention to a D-cylinder as in Subsec-
tion 6.2.1, and keep the notation we had there.
The k-faces, restricted to C k, define a k-vector field
ξ(x) = χC kv1 ∧ · · ·∧ vk.
In general, this vector field does not enjoy much regularity. Nevertheless, as a
consequence of the study of Chapter 5, one can find a representation of ∂
(
L n∧ ξ
)
like the one in a regular setting, (C.1). This involves the density α of the push-
forward with σ which was studied before, see (5.73).
Lemma 6.16. Consider a function λ such that it is continuously differentiable on each
face and assume C k bounded.
Then, the k-dimensional current
(
L n ∧ λξ
)
is normal and the following formula holds
∂
(
L n ∧ λξ
)
= −L n ∧ (div λξ)a.c. +
(
H n−1 dC k
)
∧
〈
dnˆ, λξ
〉
,
where dC k, nˆ are defined in (6.8), dnˆ is the differential 1-form at each point dual to the
vector field nˆ, and (div λξ)a.c. is defined here as
(div λξ)a.c. :=
k∑
i=1
(−1)i+1(div λvi)a.c. v1 ∧ · · ·∧ v̂i ∧ · · ·∧ vk
with the functions (div vi)a.c. of (6.9):
(div λvi)a.c.(x) =
(
λ(x)
∂tiα
(
t = pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x)
)
α
(
pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x)
) +∂viλ(x))χC k(x).
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Proof. Actually, this is consequence of Corollary 6.11 in Subsection 6.2.1, reducing
to computations in coordinates. One has to verify the equality of the two currents
on a basis.
For simplicity, consider first
ω = φde2 ∧ · · ·∧ dek.
with φ ∈ C1(Rn). Then
dω = ∂x1φde1 ∧ · · ·∧ dek +
n∑
i=k+1
∂xiφdei ∧ · · ·∧ den,
〈dω, ξ〉 = ∇φ · v1
〈
ω, (div λξ)a.c.
〉
= (div λv1)a.c.φ
〈
ω,
〈
dnˆ, ξ
〉〉
= φ nˆ · e1
and the thesis reduces exactly to Lemma 6.9, and Remark 6.10:
∂
(
L n ∧ λξ
)
(ω) :=
∫
C k
〈dω, λξ〉dL n 6.9=
−
∫
C k
〈
ω, (div λξ)a.c.
〉
dL n +
∫
dC k
〈
ω,
〈
dnˆ, λξ
〉〉
dH n−1
=: −L n ∧ (div λξ)a.c. + (H n−1 dC k)∧ (nˆ∧ λξ).
The same lemma applies with (−1)i+1vi instead of v1 if
ω = φde1 ∧ · · ·∧ d̂ei ∧ · · ·∧ dek,
since the following formulas hold:
〈dω, ξ〉 = (−1)i+1∇φ · vi〈
ω, (div λξ)a.c.
〉
= (−1)i+1(div λvi)a.c.φ〈
ω,
〈
dnˆ, ξ
〉〉
= (−1)i+1φ nˆ · ei.
Let us show the equality more in general. By a direct computation, one can
verify that
v1 ∧ · · ·∧ v̂i ∧ · · ·∧ vk
=
k−1∑
h=0
∑
k<ih+1<...
···<ik−16n
∑
σ∈S(1...ıˆ...k−1)
σ(1)<···<σ(h)
sgnσvih+1σ(h+1) . . .v
ik−1
σ(k−1) eσ(1)...σ(h)ih+1...ik−1 ,
where vji is the j-th component of vi, S(1 . . . ıˆ . . . k) denotes the group of permu-
tation of the integers {1, . . . , ıˆ, . . . ,k}, with i is missing, and, if σ ∈ S(1 . . . ıˆ . . . k),
sgnσ is 1 if the permutation is even, −1 otherwise.
On the other hand, consider now a (k− 1) form ω = φdei1...ih ∧ deih+1...ik−1 ,
where 1 6 i1 < · · · < ih 6 k, and k < ih+1 < · · · < ik−1 6 n. Then, again by direct
computation,〈
dω, ξ
〉
=
∑
σ∈S(1...k)
σ(2)=i1,...,σ(h+1)=ih
(∇φ · vσ(1)) sgnσvih+1σ(h+2) . . .v
ik−1
σ(k),
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〈
ω, (div λξ)a.c.
〉
= φ
k∑
i=1
{
(−1)i+1(div λvi)a.c.·
∑
σ∈S(1...ıˆ...k−1)
σ(1)=i1,...,σ(h)=ih
sgnσvih+1σ(h+1) . . .v
ik−1
σ(k−1)
}
=
∑
σ∈S(1...k)
σ(2)=i1,...,σ(h+1)=ih
(φ · (div λvσ(1))a.c.) sgnσvih+1σ(h+2) . . .v
ik−1
σ(k),
and finally
〈
ω,
〈
dnˆ, ξ
〉〉
=
k∑
i=1
(−1)i+1(nˆ · ei)
〈
ω, v1 ∧ · · ·∧ v̂i ∧ · · ·∧ vk
〉
=
∑
σ∈S(1...k)
σ(2)=i1,...,σ(h+1)=ih
(φ nˆ · vσ(1)) sgnσvih+1σ(h+2) . . .v
ik−1
σ(k)
Therefore the thesis reduces to Corollary 6.11, being each vij constant on each
face.
Divergence of the current of k-faces in the whole space
In the previous section, we considered a k-dimensional current
(
L n C k
)
∧ ξ
identified by the restriction to a D-cylinder C k of the k-faces of f, projected on Rn.
We established the formula analogous to (C.1) for the border of this current, which
is representable by integration w.r.t. the measures L n C k and H n−1 dC k. In
particular, when C k is bounded it is a normal current.
Moreover, we have related the density of the absolutely continuous part to the
function α by
(div ξ)a.c. =
k∑
i=1
{
(−1)i+1
∂tiα
(
t = pi〈e1,...,ek〉(x), 0, x−
∑k
i=1 x · eivi(x)
)
α
(
pi〈e1,...,ek〉(x), 0,
∑k
i=1 x− x · eivi(x)
)
χC k(x)v1 ∧ · · ·∧ v̂i ∧ · · ·∧ vk
}
.
We observe now that the partition we of Rn into the sets {Fk}nk=1, and the
remaining set that we call now F˜0, define a (n+ 1)-uple of currents. The elements
of this (n+ 1)-uple are described by the following statement, which is basically
Corollary 6.13 when rephrased in this setting.
Corollary 6.17. Let {C k` }`∈N be a countable partition of E
k inD-cylinders as in Lemma 5.11
and, up to a refinement of the partition, assume moreover that the D-cylinders are bounded.
Consider a k-vector field ξk ∈ L1(Rn;ΛkRn) corresponding, at each point x ∈ Ek, to
the k-plane 〈D(x)〉, and vanishing elsewhere. Assume moreover that it is continuously
differentiable if restricted to any set Ek∇f(x), with locally integrable derivatives, meaning
more precisely that ξk ◦ σw`+t(z) belongs to L1H n−k(z)(Zk` ;C1t (Ck;ΛkRn)) for each `.
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Then, the k-dimensional current L n ∧ ξk is a locally flat chain, since it is the limit in the
flat norm of normal currents: indeed, for k > 0 one has
∂
(
L n∧ξk
)
= F - lim
`
∑`
i=1
{
−L n∧ (div(χC ki ξk))a.c.+
(
H n−1 dC ki
)
∧
〈
dnˆi, ξk
〉}
,
where (divχC ki ξk)a.c. is the one of Lemma 6.16, dC
k
i , the border of C
k
i transversal to D,
and nˆi, the outer unit normal, are defined in Formula (6.8), and dnˆi is the dual to nˆi.
Notice finally that the current L n ∧ ξk is itself locally normal if restricted to
the interior of Ek. However, in general Ek can have empty interior. If ∂
(
L n ∧ ξk
)
is representable by integration, then the density of its absolutely continuous part
w.r.t. L n, at any point x ∈ C k` , is given by div(χC k` ξk)a.c.(x).
Part I I
Some basic problems in Optimal Mass Transportation

7
Explanation of the approach
Let (X,Ω,µ), (Y,Σ,ν) be two countably generated probability spaces, and let
(X×Y,Ω⊗Σ) be the product measurable space. Using standard results on measure
space isomorphisms (see for example the proof of the last theorem of [HJ]), in
the following we assume that (X,Ω) = (Y,Σ) = ([0, 1],B), where B is the Borel
σ-algebra.
Let P([0, 1]2) be the set of Borel probability measures on [0, 1]2, and let Π(µ,ν) be
the subset of probability measures satisfying the marginal conditions (P1)]pi = µ,
(P2)]pi = ν, where P1(x,y) = x, P2(x,y) = y are the projection on X, Y:
Π(µ,ν) :=
{
pi ∈ P([0, 1]2) : (P1)]pi = µ, (P2)]pi = ν
}
.
For pi ∈ Π(µ,ν) we will denote by Γ ⊂ [0, 1]2 a set such that pi(Γ) = 1: as a
consequence of the inner regularity of Borel measures, it can be taken σ-compact.
For any Borel probability measure pi on [0, 1]2, let Θpi ⊂ P([0, 1]2) be the pi-
completion of the Borel σ-algebra. We denote with Θ ⊂ P([0, 1]2) the Π(µ,ν)-
universally measurable σ-algebra: it is the intersection of all completed σ-algebras of
the probability measures in Π(µ,ν):
Θ :=
⋂
pi∈Π(µ,ν)
{
Θpi,pi ∈ Π(µ,ν)
}
. (7.1)
We define the functional I : Π(µ,ν)→ R by
I(pi) :=
∫
c(x,y)pi(dxdy), (7.2)
where c : [0, 1]2 → [0,+∞] is a Θ-measurable cost function. The set Πf(µ,ν) ⊂
Π(µ,ν) is the set of probability measures belonging to Π(µ,ν) and satisfying the
geometrical constraint I(pi) < +∞.
The problems we are considering in the next sections are whether a given measure
pi ∈ Π(µ,ν) satisfies one of the following properties:
• it is extremal in Π(µ,ν);
• it is the unique measure in Π(µ,ν) concentrated on a given set A ∈ Θ;
• it is minimizing the functional I(pi) in Π(µ,ν).
We can restrict our analysis to the set Πf(µ,ν), by
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• defining c(x,y) = 1IΓ for a particular set Γ with pi(Γ) = 1 in the first case
• defining c(x,y) = 1IA in the second case,
• assuming that I(pi) < +∞ to avoid trivialities in the third case.
In all the above cases a necessary condition can be easily obtained, namely
• pi is acyclic in the first case (Definition 8.2),
• pi is A-acyclic in the second case (Definition 9.2),
• pi is c-cyclically monotone in the third case (Definition 10.1).
Nevertheless, there are explicit examples showing that this condition is only
necessary.
The kernel is the following idea (Lemma 7.9). Let pi ∈ Π(µ,ν) be a transference
plan.
Theorem 7.1. Assume that there are partitions {Xα}α∈[0,1], {Yβ}β∈[0,1] such that
1. for all pi ′ ∈ Πf(µ,ν) it holds pi ′(∪αXα × Yα) = 1,
2. the disintegration pi =
∫
piαm(dα) of pi w.r.t. the partition {Xα × Yα}α∈[0,1] is
strongly consistent,
3. in each equivalence class Xα × Yα the measure piα is extremal/unique/optimal in
Π(µα,να), where
µα := (P1)]piα, να := (P2)]piα.
Then pi is extremal/unique/optimal.
The main tool is the Disintegration Theorem 2.7 applied to the partition {Xα ×
Yβ}α,β∈[0,1]. This partitions are constructed in order to satisfy Point (3).
Before explaining the meaning of the above conditions, we consider the following
corollaries. Instead of partitions, we will equivalently speak of equivalence classes
and relative equivalence relations.
Corollary 7.2 (Extremality (Theorem 8.8)). Let pi concentrated on a σ-compact acyclic
set Γ .
If we partition the set Γ into axial equivalence classes (Definition 8.4), then pi is extremal
in Π(µ,ν) if the disintegration is strongly consistent.
We show in Theorem 8.9 that the strong consistency assumption in the above
corollary is nothing more than the countable Borel limb condition of [HW].
Denote with hX, hY the quotient maps w.r.t. the partitions {Xα}α∈[0,1], {Yβ}β∈[0,1].
In Lemma 7.8 it is shown that if Conditions (1) and (2) of Theorem 7.1 are valid for
pi, then there exists m ∈ P([0, 1]) such that (I, I)]m = (hX,hX)]µ = (hY ,hY)]ν =
(hX ⊗ hY)]pi.
Let now A be an analytic set and define the image set
A ′ := (hX ⊗ hY)(A).
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Corollary 7.3 (Uniqueness (Page 119)). Let pi concentrated on a σ-compact A-acyclic
set Γ .
If we partition the set Γ into axial equivalence classes, then pi is the unique measure in
Π(µ,ν) concentrated on A if
1. the disintegration is strongly consistent,
2. A ′ is a subset of {α 6 β}, up to measure preserving maps.
Finally, let c : [0, 1]2 → [0,+∞] be a coanalytic cost.
Corollary 7.4 (Optimality (Theorem 10.6)). Let pi concentrated on a σ-compact c-
cyclically monotone set Γ and partition Γ w.r.t. the cycle equivalence relation (Defini-
tion 10.1).
Then, pi c-cyclically monotone is optimal if
1. the disintegration is strongly consistent,
2. the image set A ′ := (hX ⊗ hY)]{c < +∞} is a set of uniqueness.
The above result generalizes the previous known cases:
1. if µ or ν are atomic ([Pra]): clearly m must be atomic;
2. if c(x,y) 6 a(x) + b(y) with a ∈ L1(µ), b ∈ L1(ν) ([RR]): m is a single δ;
3. if c : [0, 1]2 → R is real valued and satisfies the following assumption ([AP])
ν
({
y :
∫
c(x,y)µ(dx) < +∞}) > 0, µ({x : ∫ c(x,y)ν(dy) < +∞}) > 0 :
in this case m is a single δ;
4. If {c < +∞} is an open set O minus a µ⊗ ν negligible set N ([BGMS]): in
this case every point in {c < +∞} has a squared neighborhood satisfying
condition (10.5) below.
In each case the equivalence classes are countably many Borel sets, so that the
disintegration is strongly consistent and the acyclic set A ′ is a set of uniqueness
(Lemma 9.9).
7.1 Interpretation
The three conditions listed in Theorem 7.1 have interesting interpretations in terms
of measurability, marginal conditions and acyclic perturbations.
We first observe that the necessary conditions considered in all three cases can
be stated as follows: the transference plan pi is unique/optimal w.r.t. the affine space
generated by pi+ λc, where λc is a cyclic perturbation of pi.
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Moreover, the partitions have a natural crosswise structure w.r.t. Γ : if {Xα}α, {Yβ}β
are the corresponding decompositions of [0, 1], then
Γ ∩ (Xα × Y) = Γ ∩ (X× Yα) = Γ ∩ (Xα × Yα). (7.3)
This is clearly equivalent to Γ ⊂ ∪αXα × Yα, so that Condition (1) is satisfied at
least for pi and for its cyclic perturbations.
This and consequently Condition (1) are conditions on the geometry of the carriage Γ ,
since the specific construction depends on it. In fact, fixed a procedure to partition
a set Γ , it is easy to remove negligible sets obtaining different partitions: sometimes
Theorem 7.1 can be satisfied or not depending on Γ , i.e. on the partition. A possible
solution is to make the partition independent of Γ (Chapter 3), but maybe this
decomposition does not satisfy the hypotheses of Theorem 7.1, while others do.
A consequence of the above discussion is that in the Corollary a procedure is
proposed to test a particular measure pi. Some particular cost may however imply
that there is a partition valid for all transference plans: in this case the c-cyclical
monotonicity becomes also sufficient, as in the known cases of Points (1)-(4) above.
Notice however that the statement is that the necessary condition becomes sufficient
if there exists a carriage Γ such that the corollary applies, or more generally if there
exists a partition such that Theorem 7.1 applies. When there is no such carriage,
then one can modify the cost in such a way that there are transport plans satisfying
the necessary condition, giving the same quotient set A ′ and which can be either
extremal/unique/optimal or not (Proposition 11.9).
The strong consistency of the disintegration is a measure theoretic assumption: it is
equivalent to the fact that the quotient space can be taken to be ([0, 1],B), up to
negligible sets. This is important in order to give a meaning to the optimality within
the equivalence classes: otherwise the conditional probabilities piα are useless and
Condition (3) without meaning. From the geometrical point of view, we are saying
that pi can be represented by weighted sum of probabilities in Xα × Yα, and
Condition (1) yields that we can decompose the problem into smaller problems in
Xα × Yα. When the assumption is not satisfied, then one can modify the cost in
order to have the same quotient measure but both c-cyclically monotone optimal
and c-cyclically non optimal transport plans (Example 11.5, Proposition 11.9).
7.2 Setting and general scheme
Let {Xα}α∈[0,1] be a partition of X into pairwise disjoint sets, and similarly let
{Yβ}β∈[0,1] be a partition of Y into pairwise disjoint sets. Let moreover {Xα ×
Yβ}α,β∈[0,1] be the induced pairwise disjoint decomposition on X× Y.
Since it is clear that the decomposition X = ∪αXα with Xα pairwise disjoint
induces an equivalence relation E by defining xEx ′ if and only if x, x ′ ∈ Xα for
some α, we will also refer to Xα, Yβ and Xα × Yβ as equivalence classes. We will
often not distinguish an equivalence relation E on X and its graph
graph(E) := {(x, x ′) : xEx ′} ⊂ X×X.
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We will denote by hX : X → [0, 1], hY : Y → [0, 1] the quotient maps: clearly
(hX⊗hY) : X×Y → [0, 1]2 is the quotient map corresponding to the decomposition
Xα × Yβ, α,β ∈ [0, 1], of X× Y.
Assumption 1. The maps hX, hY are µ-measurable, ν-measurable from (X,Ω,µ),
(Y,Σ,ν) to ([0, 1],B), respectively, where B is the Borel σ-algebra.
We will consider the following disintegrations:
µ =
∫1
0
µαmX(dα), mX = (hX)]µ; (7.4a)
ν =
∫1
0
νβmY(dβ), mY = (hY)]ν; (7.4b)
pi =
∫
[0,1]2
piαβn(dαdβ), n = (hX ⊗ hY)]pi. (7.4c)
Note the fact that under the assumptions of measurability of hX, hY , Theorem
2.7 implies that — up to a redefinition of µα, να, piα on respectively mX, mY , n
negligible sets — the conditional probabilities µα, νβ and piα,β satisfy
µα(Xα) = νβ(Yβ) = piαβ(Xα × Yβ) = 1 (7.5)
for all (α,β) ∈ [0, 1]2, i.e. they are concentrated on equivalence classes: in the
following we will say that the disintegration is strongly consistent when the condi-
tional probabilities are supported on the respective equivalence classes (see [Fre2],
Chapter 45, Definition 452E).
The next Lemma 7.5 is valid also in the case the disintegration is not strongly con-
sistent but just consistent, by considering the quotient measure space of Definition
2.5.
Lemma 7.5. The measure n belongs to Π(mX,mY).
Proof. This is a trivial consequence of the computation
n(A× [0, 1]) (7.4c)= pi(h−1X (A)× Y)
pi∈Π(µ,ν)
= µ(h−1X (A))
(7.4a)
= mX(A).
The same computation works for n([0, 1]×B).
In the next sections, a special choice of the equivalence classes will lead to the
following particular case, which under Assumption 1 is meaningful: indeed, as
direct consequence of the properties of product σ-algebra (Theorem 3 in [HJ]), the
set {α = β} belongs to the product σ-algebra (hX)](Ω)⊗ (hY)](Σ) if and only if
Assumption 1 holds.
Assumption 2. We assume n = (I, I)]mX.
In particular the marginals mX and mY coincide: we will denote this probability
measure by m.
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Hence the image of Π(µ,ν) under (hX ⊗ hY) is contained in the set Π(m,m) by
Lemma 7.5. Moreover:
Lemma 7.6. Under Assumption 2, one has piα ∈ Π(µα,να).
Proof. By the marginal conditions, for any m-measurable A and Borel S∫
A
µα(S)m(dα) = µ(h
−1
X (A)∩ S)
pi∈Π(µ,ν)
= pi((h−1X (A)∩ S)× [0, 1]) =
∫
A
piα(S× [0, 1])m(dα).
Thus (P1)]piα = µα for m-a.e. α. For να it is analogous.
Under Assumption 1, a necessary and sufficient condition for Assumption 2 is
the following.
Definition 7.7. We say that a set Γ ⊂ [0, 1]2 satisfies the crosswise condition w.r.t. the
family {Xα}α∈[0,1], {Yβ}β∈[0,1], if
Γ ∩ (Xα × Y) = Γ ∩ (X× Yα) = Γ ∩ (Xα × Yα) ∀α ∈ [0, 1]. (7.6)
Lemma 7.8. Assume that there exists Γ ⊂ [0, 1]2 such that pi(Γ) = 1 and it satisfies the
crosswise condition (7.6). Then n = (I, I)]m, where m = mX = mY .
Conversely, if n = (I, I)]m, then there exists Γ ⊂ [0, 1]2 such that pi(Γ) = 1 and
satisfying (7.6).
Proof. The proof follows the same line of the proof of Lemma 7.5.
The set Γ ′ = (hX ⊗ hY)−1({α = β}) has full pi measure if and only if n =
(hX ⊗ hY)]pi = (I, I)]m.
Since (7.6) implies immediately Γ ⊂ Γ ′, then n = (I, I)]m.
Conversely, by the definition of Γ ′
(Xα × Y)∩ Γ ′ = Γ ′ ∩ (X× Yα) = Xα × Yα.
This implies the (7.6) for the set Γ ′.
Along with the strong consistency of the disintegration (Assumption 1), the
main assumption is the following. This assumption requires Assumption 1 and
implies Assumption 2.
Assumption 3. For all pi ∈ Πf(µ,ν), the image measure n = (hX ⊗ hY)]pi is equal
to (I, I)]m.
So far we do not have specified the criteria to choose the partitions Xα, Yβ. The
next lemma, which is the key point of the argument, specifies it.
Lemma 7.9. Assume that the decompositions Xα, Yβ satisfy Assumption 3 and the
following:
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Assumption 4. For m-a.e α ∈ [0, 1] the probability measure piα ∈ Π(µα,να)
satisfies sufficient conditions for extremality/uniqueness/optimality.
Then pi ∈ Π(µ,ν) is extremal/unique/optimal.
Proof. We consider the cases separately.
Extremality. If pi1,pi2 ∈ Π(µ,ν) are such that pi = (1− λ)pi1 + λpi2, λ ∈ (0, 1), then
it follows from Assumption 3 that the disintegration of these measures is given by
pi1 =
∫1
0
pi1,αm(dα), pi2 =
∫1
0
pi2,αm(dα).
It follows that piα = (1− λ)pi1,α + λpi2,α for m-a.e. α, so that from Assumption 1
and Assumption 4 we conclude that piα = pi1,α = pi2,α.
Uniqueness. The computations are similar to the previous case, only using the
fact that in each class the conditional probability piα is unique.
Optimality. For pi1 ∈ Πf(µ,ν)
I(pi1) =
∫
c(x,y)pi1(dxdy)
(7.4c)
=
∫1
0
( ∫
c(x,y)pi1,α(dxdy)
)
m(dα).
From Assumption 3 it follows that pi1,α,piα ∈ Π(µα,να), so that from Assumption
1 and Assumption 4 one has∫
c(x,y)pi1,α(dxdy) >
∫
c(x,y)piα(dxdy) for m-a.e. α.
The conclusion follows.
We thus are left to perform the following steps in each of the next sections.
Procedure to verify the sufficiency of necessary conditions
1. Fix the necessary conditions under consideration.
2. Fix a measure pi ∈ Πf(µ,ν) which satisfies the necessary conditions respec-
tively for being extremal, being the unique measure concentrated on A, being
optimal.
3. Construct partitions Xα, Yβ of X, Y such that:
a) the disintegrations of µ, ν w.r.t. X = ∪αXα, Y = ∪βYβ are strongly
consistent. This implies that the quotient maps hX, hY can be assumed
to be measurable functions taking values in ([0, 1],B), by Theorem 2.7;
b) in each equivalence class Xα× Yα the necessary conditions become suffi-
cient: the measure piαα satisfies the sufficient conditions for extremality,
uniqueness or optimality among all pi ∈ Π(µα,να).
4. Verify that the image measure npi ′ ∈ Π(m,m) of all pi ′ ∈ Πf(µ,ν) coincides
with (I, I)]m, where m = (hX)]µ = (hY)]ν.
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If the above steps can be performed, then from Lemma 7.9 we deduce that pi
is respectively extremal, unique or optimal. In our applications, the necessary
conditions reduce to a single condition on the structure of the support of pi.
Remark 7.10. It is important to note that in general the decomposition depends on
the particular measure pi under consideration: the procedure will be used to test a
particular measure pi, even if in some cases it works for the whole Πf(µ,ν). In the
latter case, we can test e.g. the optimality of all measures in Πf(µ,ν) using only
the necessary conditions: this means that these conditions are also sufficient.
8
Extremality
The first problem we will consider is to give sufficient conditions for the extremality
of transference plans in Π(µ,ν). The results obtained are essentially the same as
the results of [HW].
We first recall the following result ([Dou, Lin]), which we can prove by means of
duality. Following the notation of Appendix B.3, we denote with Λ ⊂ M([0, 1]2)
the set
Λ :=
{
λ ∈M([0, 1]2) : (P1)]λ = (P2)]λ = 0
}
.
Proposition 8.1. The transference plan pi ∈ Π(µ,ν) is extremal if and only if L1(µ) +
L1(ν) is dense in L1(pi).
Proof. We first prove that if f1 ∈ L1(µ), f2 ∈ L1(ν) and (f1 − f2)pi ∈ Λ, then
f1 − f2 = 0 pi-a.e..
Writing
pi =
∫
pixµ(dx) =
∫
piyν(dy)
for the disintegration of pi w.r.t. µ, ν respectively, the above condition means that
f1(x) =
∫
f2(y)pix(dy) µ-a.e. x, f2(y) =
∫
f1(x)piy(dx) ν-a.e. y.
We then have∫
|f1|µ =
∫ ∣∣∣∣ ∫ f2(y)pix(dy)∣∣∣∣µ(dx)
=
∫
|f2|ν+
∫ (∣∣∣∣ ∫ f2(y)pix(dy)∣∣∣∣− ∫ |f2(y)|pix(dy))µ(dx) 6 ∫ |f2|ν,
and similarly∫
|f2|ν =
∫
|f1|µ+
∫ (∣∣∣∣ ∫ f1(x)piy(dx)∣∣∣∣− ∫ |f1(x)|piy(dx))ν(dy) 6 ∫ |f1|µ.
We thus conclude that∣∣∣∣ ∫ f2(y)pix(dy)∣∣∣∣ = ∫ |f2(y)|pix(dy) µ a.e. x,∣∣∣∣ ∫ f1(x)piy(dx)∣∣∣∣ = ∫ |f1(x)|piy(dx) ν a.e. y.
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i.e. pi is concentrated on the set
{f1 > 0}× {f2 > 0}∪ {f1 < 0}× {f2 < 0}.
Since if (f1, f2) satisfies (f1 − f2)pi ∈ Λ, also [(f1 − k) − (f2 − k)]pi ∈ Λ for all
k ∈ R, it follows that pi is concentrated on the sets
{f1 > k}× {f2 > k}∪ {f1 < k}× {f2 < k}.
Hence one concludes that f1 − f2 = 0 pi a.e..
⇐= The previous step implies immediately that if L1(µ) + L1(ν) is dense in
L1(pi), then pi should be extremal: in fact, if (f1(x) + f2(y))pi ∈ Π(µ,ν), then
(1− f1(x) − f2(y))pi ∈ Λ,
so that 1− f1 − f2 = 0 and then f1 + f2 = 1 pi-a.e..
=⇒ If instead L1(µ) + L1(ν) ( L1(pi), then by Hahn-Banach Theorem there exists
an L∞(pi) function g, |g| 6 1, such that∫
g(x,y)(f1(x) + f2(y))pi(dxdy) = 0
for all f1 ∈ L1(µ), f2 ∈ L1(ν). In particular gpi ∈ Λ, g 6= 0 on a set of positive
pi-measure and
pi =
1+ g
2
pi+
1− g
2
pi,
where the two addends in the r.h.s. above belongs to Π(µ/2,ν/2).
The second result is a consequence of Proposition B.15. A cyclic perturbation
λ of a measure pi ∈ Π(µ,ν) is specified in Definitions B.6, B.14; in particular
pi+ λ ∈ Π(µ,ν).
Definition 8.2 (Acyclic set and measure). We say that Γ ⊂ [0, 1]2 is acyclic if for
all finite sequences (xi,yi) ∈ Γ , i = 1, . . . ,n, with xi 6= xi+1 mod n and yi 6=
yi+1 mod n it holds{
(xi+1,yi), i = 1, . . . ,n, xn+1 = x1
}
6⊂ Γ .
A measure is acyclic if it is concentrated on an acyclic set.
Lemma 8.3 (Th. 3 of [HW]). Suppose that there is no cyclic perturbation of the measure
pi ∈ Π(µ,ν) on [0, 1]2. Then pi is concentrated on an acyclic σ-compact set Γ .
We specify now necessary and sufficient conditions for extremality:
necessary condition the measure pi is acyclic;
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Figure 9: A limb numbering system and the axial path of a point
sufficient condition the measure pi is concentrated on a Borel limb numbering
system, [HW] page 223: there are two disjoint families {Ck}k∈N0 , {Dk}k∈N0
of Borel sets and Borel measurable functions fk : Ck+1 → Dk, gk : Dk+1 →
Ck+1, k ∈ N0, such that pi is concentrated on the union of the following
graphs
Fk = graph(fk), Gk = graph(gk).
We verify directly the second condition, [HW] Theorem 20: clearly due to the σ-
additivity and inner regularity, we can always replace measurable with σ-compact
sets up to a negligible set.
Proof of sufficiency of the condition. Assume first that there are only finitely many
Gk, Fk, k 6 N. In this case, the uniqueness of the transference plan pi follows by
finite recursion, since the marginality conditions yield, setting FN+1 := ∅, that pi
must be defined by
pixFk= (I, fk)](µ−(P1)]pixGk), pixGk= (gk, I)](ν−(P2)]pixFk+1), k ∈ {1, . . . ,N}.
(8.1)
For the general case, let pi ∈ Π(µ,ν) such that pi(∪kFk ∪Gk) = 1. Define the
measures piN by means of (8.1) starting at N: let
(piN)xFN+1 := (I, fN+1)]µxFN+1
and for k ∈ {1, . . . ,N}
(piN)xFk := (I, fk)](µ− (P1)](piN)xGk), (piN)xGk= (gk, I)](ν− (P2)](piN)xFk+1).
114 extremality
Since
∑
k>N µ(Fk)+ν(Gk)→ 0 asN→∞, it is fairly easy to see that piN converges
strongly to pi.
Using the uniqueness of the limit, the uniqueness of pi follows.
The equivalence classes in order to apply Theorem 7.1 are the following.
Definition 8.4 (Axial equivalence relation). We define (x,y)E(x ′,y ′) if there are
(xi,yi) ∈ Γ , 0 6 i 6 I finite, such that
(x,y) = (x0,y0), (x ′,y ′) = (xI,yI) and (xi+1 − xi)(yi+1 − yi) = 0. (8.2)
In the language of [HW], page 222, each equivalence class is an axial path. The
next lemma is an elementary consequence of Definition 8.4.
Lemma 8.5. The relation E of Definition 8.4 defines an equivalence relation on the acyclic
set Γ . If Γ = ∪αΓα is the partition of Γ in equivalence classes, and Xα = P1Γα, Yα = P2Γα
are the projections of the equivalence classes, then the crosswise condition (7.6) holds.
By setting
X0 = [0, 1] \ P1Γ , Y0 = [0, 1] \ P2Γ ,
we have a partition of X, Y into disjoint classes.
We can thus use Theorem 2.7 to disintegrate the marginals µ, ν and every
transference pi plan supported on Γ . From (7.4) and Lemmata 7.6, 7.8 one has
immediately the following proposition.
Proposition 8.6. The following disintegrations w.r.t. the partitions X = ∪αXα, Y =
∪αYα hold:
µ =
∫
µαm(dα), ν =
∫
ναm(dα), m = (hX)]µ.
Moreover, if pi is a transference plan supported on Γ , then the disintegration of pi w.r.t. the
partition Γ = ∪α∈AΓα is given by
pi =
∫
piαm(dα)
with piα ∈ Π(µα,να).
The next lemma shows that in each equivalence class the sufficient condition
holds.
Lemma 8.7. Each equivalence class satisfies the Borel limb numbering condition.
Proof. The proof is elementary: if (xα,yα) ∈ Γα, then one defines recursively
(Figure 9)
D0,α = {yα}, C1,α = P1(Γ ∩ ([0, 1]× {yα})),
Dk,α = P2
(
Γ ∩ (Ck,α × [0, 1])
)
\Dk−1,α, Ck+1,α = Γ ∩ ([0, 1]×Dk,α) \Ck,α.
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From the assumption of acyclicity, it follows immediately that each Γ ∩ (Ck,α ×
[0, 1]), Γ ∩ ([0, 1]×Dk,α) is the graph of a function gk+1,α : Ck+1,α → Dk,α, fk,α :
Dk,α → Ck,α. Moreover, Γα is covered by the graphs Gk,α, Fk,α because of the
definition of the equivalence class Γα.
It remains to study the measurability of the functions gk,α, fk,α. First of all, if Γ
is Borel, then each C˜k,α, D˜k,α is analytic, being the projection of the analytic set
Γ ∩ ([0, 1]× D˜k−1,α), Γ ∩ (C˜k,α× [0, 1]), respectively. Note that under the assumption
of σ-compactness of Γ , then each class is actually σ-compact.
Hence each function gk,α (fk,α) is µα-measurable (να-measurable), so that up to
a negligible set w.r.t. µα (να) it can be taken to be Borel: clearly such a redefinition
does not alter the marginal conditions.
From Lemma 7.9, it follows the following theorem.
Theorem 8.8. If the disintegration of Proposition 8.6 is strongly consistent, then pi is
extremal.
We now conclude the section showing that the existence of a Borel limb number-
ing systems is equivalent to the existence of an acyclic set Γ where the transference
plan pi is concentrated and such that the disintegration is consistent.
Theorem 8.9. The transference plans pi is concentrated on a limb numbering system Γ
with Borel limbs if and only if the disintegration of pi into the equivalence classes of any
acyclic carriage Γ is strongly consistent.
Proof. Assume first that pi satisfies the Borel limb condition. Then from [HW],
Theorem 20, it follows we can take as quotient space a Borel root set A. In particular
Γ can be taken as the union of the orbits of points in A, and it is immediate to
verify that the orbit of a Borel subset of A is an analytic subset of [0, 1]2. Hence the
disintegration is consistent by the fact that (A,B(A),m) is a countably generated
measure space.
Conversely, if the disintegration is strongly consistent, then, as a consequence
of Proposition 2.9, by eventually removing a set of pi-measure 0 the graph of the
equivalence relation E can be taken to be Borel in the product space Γ × [0, 1],
so that there exists a measurable selection [0, 1] 3 α 7→ (x(α),y(α)) ∈ Γ . Up to
neglecting sets of measure 0, we can assume that α 7→ (x(α),y(α)) is Borel and the
image set {(x(α),y(α)}α∈[0,1] is σ-compact. One constructs then Borel limbs as in
Lemma 8.7 from {(x(α),y(α)}α∈[0,1].
Remark 8.10. We observe that by adding the set G0 = x0 ×D0, where x0 /∈ ∪kCk,
the disintegration is supported on a single equivalence class.

9
Uniqueness
In this section we address the question of uniqueness of transference plans concen-
trated on a set A.
Definition 9.1 (Set of uniqueness). We say that A ∈ Θ is a set of uniqueness of
Π(µ,ν) if there exists a unique measure pi ∈ Π(µ,ν) such that pi(A) = 1.
In Section 5 of [HW] (or using directly the proof of the sufficient condition, page
113) it is shown that if Γ satisfies the Borel limb condition, then Γ supports a unique
transference plan.
The first lemma is a consequence of Proposition B.15.
Definition 9.2. A set Γ ⊂ A is A-acyclic if for all finite sequences (xi,yi) ∈ Γ ,
i = 1, . . . ,n, with xi 6= xi+1 mod n and yi 6= yi+1 mod n it holds{
(xi+1,yi), i = 1, . . . ,n, xn+1 = x1
}
6⊂ A.
A measure is A-acyclic if it is concentrated on an A-acyclic set.
Lemma 9.3. If an analytic set A is a set of uniqueness for Π(µ,ν), then the unique
pi ∈ Π(µ,ν) is concentrated on a A-acyclic Borel set Γ ⊂ A.
Necessary and sufficient condition for uniqueness are then given by:
necessary condition there exist a measure pi ∈ Π(µ,ν) and an A-acyclic Borel
set Γ ⊂ A such that pi(Γ) = 1;
sufficient condition A is a Borel limb numbering system (Page 113).
We will state a more general sufficient condition later at Page 119.
Let Γ as above. In particular, Γ is acyclic. We will thus use the equivalence classes
of the axial equivalence relation E on Γ , Definition 8.4, assuming w.l.o.g. that
PXΓ = PYΓ = [0, 1].
Let hX : X→ [0, 1], hY : Y → [0, 1] be the quotient maps. In general the image of
A
A ′ :=
{
(α,β) : (hX ⊗ hY)−1(α,β)∩A 6= ∅
}
(9.1)
is not a subset of {α = β}. However, for the equivalence classes in the diagonal
{α = β}, we have the following lemma.
Lemma 9.4. For all α ∈ [0, 1],
(hX ⊗ hY)−1(α,α)∩A = (hX ⊗ hY)−1(α,α)∩ Γ .
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Proof. The definition implies that if x, x ′ ∈ h−1X (α), then there exist (xi,yi) ∈ Γ ,
i = 0, . . . , I, with x0 = x, such that denoting xI = x ′ then (8.2) holds. A completely
similar condition is valid for y,y ′ ∈ h−1Y (α).
Let (x¯, y¯) ∈ (h−1X (α)× h−1Y (α))∩ (A \ Γ). Then there are (x,y), (x ′,y ′) ∈ Γ such
that x = x¯, y ′ = y¯. Consider then the axial path (xi,yi) ∈ Γ , i = 0, . . . , I = 2(n− 1),
connecting them inside the class α: removing by chance some points, we can
assume that (x0,y0) = (x,y), (xI,yI) = (x ′,y ′) and
x2j − x2j−1 = 0, y2j−1 − y2j−2 = 0, j = 1, . . . ,n.
Hence if we add the point (xI+1,yI+1) = (x¯, y¯) we obtain a closed cycle, contra-
dicting the hypotheses of acyclicity of Γ in A.
The above lemma together with Lemma 7.9 implies that non uniqueness occurs
because of the following two reasons:
1. either the disintegration is not strongly consistent,
2. or the push forward of some transference plan pi ∈ Π(µ,ν) such that pi(A) = 1
is not supported on the diagonal in the quotient space.
In the following we address the second question, and we assume that the disintegra-
tion is strongly consistent — which is equivalent to assume that the quotient maps
hX, hY can be taken Borel (up to a µ, ν negligible set, respectively, consequence of
Proposition 2.9).
Lemma 9.5. The set A ′ defined in (9.1) is analytic if A is analytic.
Proof. Since A ′ = (hX,hY)(A), the proof is a direct consequence of the fact that
Borel images of analytic sets are analytic, being the projection of a Borel set.
The next lemma is a consequence of the acyclicity of Γ in A.
Lemma 9.6. In the quotient space, the diagonal is A ′-acyclic.
Proof. We prove the result only for 2-cycles, the proof being the same for the
n-cycles.
Assume that A ′ has a 2-cycle, between the classes (α,α) and (α ′,α ′). This
means that there are points (x,y) ∈ (hX ⊗ hY)−1(α,α ′) ∩A and (x ′,y ′) ∈ (hX ⊗
hY)
−1(α ′,α)∩A.
By definition of equivalence class, there are points (xi,yi) ∈ (hX ⊗ hY)−1(α,α),
i = 1, . . . ,n, and (x ′j,y
′
j) ∈ (hX ⊗ hY)−1(α ′,α ′), j = 1, . . . ,n ′ forming an axial path
in Γ and connecting (x,y) to (x ′,y ′) in (hX ⊗ hY)−1(α,α) and (x,y) to (x ′,y ′) in
(hX ⊗ hY)−1(α ′,α ′).
The composition of the two axial paths yields a closed cycle, contradicting the
assumption of acyclicity of Γ in A.
Differently from the previous section, the consistency of the disintegration is not
sufficient to deduce the uniqueness of the transference plan.
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Example 9.7 (Pratelli). Consider µ = L1 and the set
A = {x = y}∪ {y− x = α mod 1}, Γ = {x = y} with α ∈ [0, 1] \Q.
In this case the quotient map is the identity, but the measure (x, x+α mod 1)]L1
is not concentrated on the diagonal and still belongs to Π(L1,L1).
We now give a sufficient condition for the implication
n ∈ Π(m,m), n(A ′) = 1 =⇒ n({α = β}) = 1. (9.2)
We use the following easy observation:
Lemma 9.8. If pi = (I, f)]µ and A = epi(f), then A is a set of uniqueness of Π(µ,ν),
where ν = f](µ).
Proof. For all a ∈ R, pi ∈ Π(µ,ν), it holds
ν((a, 1]) = µ(f−1(a, 1]) = pi
(
f−1(a, 1]× (a, 1]),
so that pi(f−1[0,a]× (a, 1]) = 0 for all pi ∈ Π(µ,ν). Since
epi(f) \ graph(f) =
⋃
q∈Q
f−1[0,q]× (q, 1],
pi is concentrated on graph(f) and the result follows.
Hence, our sufficient condition for uniqueness is the following:
Sufficient condition for uniqueness: A ′ is a subset of {α 6 β}.
Clearly, it is enough that (f, f)(A ′) ⊂ {α 6 β}, where f is an isomorphism
of measurable spaces between ([0, 1],Θm) and ([0, 1],Θf]m) — e.g. f is injective
m-a.e. or a measure preserving map.
One could ask whether it is sufficient to require that A ′ can be completed to
a Borel linear order to [0, 1]. As the diagonal is A ′-acyclic, and therefore by the
Axiom of Choice it can be completed to a linear order, this would be again a
measurability assumption.
An easy case is covered by the next lemma.
Lemma 9.9. If A ′ is acyclic and m atomic, then A ′ is a subset of a Borel linear order on
[0, 1] and a set of uniqueness.
Proof. Let αn be the atoms of m. The set A ′ can be interpreted as the graph
of a relation on N by setting mRn if (αm,αn) ∈ A ′. Denote again by A ′ the
corresponding subset of N×N. This establish then a relation on the atoms αn.
We complete the relation in the following way: letA ′′ be a maximal set containing
A ′ such that the diagonal is A ′′-acyclic. Since we are working in a countable space,
A ′′ exists (but in general it is not unique) and it can be obtained by adding one
point at most countably many times.
It is easy to verify that A ′′ is a partial order relation extending A ′: by the
acyclicity, mRn implies that (m,n) /∈ A ′′, and if mRn, nRo then the point (m,o)
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Figure 10: The set where A should be contained in order to have that A ′ is a subset
of the epigraph of the function β = α. The bold curves are the limbs of Γ , and two
axial path are represented.
can be added to A ′′ without creating a closed cycle involving points on the
diagonal.
Assume that (n,m), (m,n) /∈ A ′′. Then we can add arbitrarily one of the points
(m,n) or (n,m) without losing the acyclicity.
We conclude that R is a linear order relation on a countable set. One can clearly
extend it to a Borel linear order B ⊂ [0, 1]2 to [0, 1].
Having an atomic measure, the map f : x 7→ m(B ∩ {x}× [0, 1]) is an isomor-
phism of measurable spaces between ([0, 1],Θm) and ([0, 1],Θf]m): since (f, f)(B) ⊃
(f, f)(A ′) is contained in the epigraph {α 6 β} of (I, I) we conclude that (f, f)(A ′)
is a set of uniqueness, and thus also A ′ is a set of uniqueness.
An example of a set A for which A ′ is a set of uniqueness is presented in Figure
10. By setting
c(x,y) =

1 Γ
0 A \ Γ
+∞ [0, 1]2 \A
the uniqueness of the transport plan in A is related to a problem of optimality.
10
Optimality and c-cyclical monotonicity
The last problem we want to address is the problem of optimality of a measure
pi ∈ Π(µ,ν) w.r.t. the functional I defined in (7.2). We recall that a plan pi ∈ Π(µ,ν)
is said to be optimal if
I(pi) =
∫
c(x,y)pi(dxdy) = min
p˜i∈Π(µ,ν)
I(p˜i).
In this section the function c is assumed to be a Π11-function.
Definition 10.1 (Cyclical monotonicity). A subset Γ of [0, 1]2 is c-cyclically monotone
when for all I, i = 1, . . . , I, (xi,yi) ∈ Γ , xI+1 := x1 we have
I∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
> 0. (10.1)
A transference plan pi ∈ Π(µ,ν) is c-cyclically monotone if there exists a pi-measurable
c-cyclically monotone set Γ such that pi(Γ) = 1.
As usual, by inner regularity and by the fact that for pi fixed c coincides with
a Borel function up to a negligible set, the set Γ for that given measure pi can be
taken σ-compact and cxΓ Borel.
We recall that a necessary condition for being optimal is that the measure is
concentrated on a c-cyclically monotone set: we follow the ideas of [BGMS], which
reduce to ones in [Pra] for atomic marginals (see [Kel] for the general result). A
proof is provided for completeness in Lemma B.16.
Lemma 10.2. If pi is optimal, then it is c-cyclically monotone.
Having a necessary condition which gives some structure to the problem, we
have to specify a sufficient condition which should be tested in each equivalence
class. We list some important remarks.
1. The optimality is implied by the fact that there exists a sequence of functions
φn ∈ L1(µ), ψn ∈ L1(ν) such that φn(x) +ψn(y) 6 c(x,y) and∫
φnµ+
∫
ψnν =
∫
(φn +ψn)pi↗
∫
cpi.
2. For l.s.c. costs or costs satisfying c(x,y) 6 f(x) + g(y), f ∈ L1(µ) and g ∈
L1(ν)-measurable, the converse of Point (1) holds.
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3. Another condition is that there is an optimal pair φ,ψ : [0, 1]→ [−∞,+∞),
respectively µ-measurable and ν-measurable, such that φ(x) +ψ(y) 6 c(x,y)
for all (x,y) ∈ [0, 1]2 and φ(x) +ψ(y) = c(x,y) pi-a.e..
For completeness we prove the sufficiency of the last condition, proved also
in [BS].
Lemma 10.3. Suppose there exists Borel functions φ,ψ : [0, 1] → [−∞,+∞) and
Γ ⊂ [0, 1]2 such that
φ(x) +ψ(y) < c(x,y) ∀(x,y) ∈ [0, 1]2 \ Γ (10.2a)
φ(x) +ψ(y) = c(x,y) ∀(x,y) ∈ Γ . (10.2b)
If ∃pi ∈ Πf(µ,ν) such that pi(Γ) = 1, then
pi ∈ Π(µ,ν) optimal ⇐⇒ pi(Γ) = 1.
It is trivial to extend the proposition to the case of φ : [−∞,+∞) µ-measurable
and ψ : [−∞,+∞) ν-measurable, just redefining the functions on negligible sets in
order to be Borel.
Proof. Let p¯i be an optimal transference plan and pi ∈ Πf(µ,ν) concentrated on Γ .
Step 1. If λ ∈ Λ and ψλ, (φ+ψ)λ are Borel measures, then ∫ {φ+ψ}λ = 0.
Since (φ+ψ)λ is a Borel measure, one can consider the following integrals∫
[0,1]2
{
φ+ψ
}
λ = lim
M
∫
{|φ|<M}
{
φ+ψ
}
λ.
Since also ψλ is a Borel measure
lim
M
∫
{|φ|<M}
{
φ+ψ
}
λ = lim
M
{∫
{|φ|<M}
φλ+
∫
{|φ|<M}
ψλ
}
λ∈Λ
= lim
M
∫
{|φ|<M}
ψλ =
∫
ψλ = lim
M
∫
{|ψ|<M}
ψλ = 0.
Step 2 Let λ := p¯i− pi.
Define φM := φ ∧M and ψ−M = ψ ∨ (−M): it is immediate to verify that
φM(x) + ψ−M(y) 6 c(x,y); in particular, φMλ and (φM + ψ−M)λ are σ-finite
Borel measures. Since φM(x) 6M, for (x,y) ∈ Γ the relation ψ(y) = c(x,y) −φ(x)
implies also φM(x) +ψ−M(y) > 0. As a consequence, φM +ψ−M converges to c
in L1(pi), yielding immediately∫
[0,1]2
cλ > lim
M
∫
[0,1]2
{
φM +ψ−M
}
λ.
The r.h.s. vanishes by Step 1, showing the optimality of pi:
0 > I(p¯i) − I(pi) =
∫
[0,1]2
cλ > lim
M
∫
[0,1]2
{
φM +ψ−M
}
λ = 0.
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From the formulas
φ(x, x¯, y¯) = inf
{ I∑
i=0
c(xi+1,yi)−c(xi,yi), (xi,yi) ∈ Γ finite, (x0,y0) = (x¯, y¯), xI+1 = x
}
,
(10.3a)
ψ(y, x¯, y¯) = c(x,y) −φ(x, x¯, y¯), (10.3b)
it is always possible to construct an optimal couple φ, ψ in an analytic subset of
Γ containing (x¯, y¯) such that (−φ,ψ) are Σ11-functions (Remarks 10.15, 10.18). In
Section 10.2 this idea is developed in a general framework.
Here we consider the easiest equivalence relation for which the procedure at
Page 109 can be applied. This equivalence relation has been also used in [BGMS].
Definition 10.4 (Closed cycles equivalence relation). We say that (x,y)E¯(x ′,y ′) or
(x,y) is equivalent to (x ′,y ′) by closed cycles if there is a closed cycle with finite
cost passing through them: there are (xi,yi) ∈ Γ such that (x0,y0) = (x,y) and
(xj,yj) = (x ′,y ′) for some j ∈ {0, . . . , I} such that
I∑
i=1
c(xi,yi) + c(xi+1,yi) < +∞, xI+1 := x0.
It is easy to show that this is an equivalence relation, and it follows directly
from (10.3) or the analysis of Section 10.2 that in each equivalence class there are
optimal potentials φ, ψ.
Lemma 10.5. The equivalence relation E¯ satisfies the following.
1. Its equivalence classes are in Σ11.
2. It satisfies the crosswise structure (7.6).
The above lemma can be seen as a straightforward consequence of Lemma 10.17
and Corollary 10.19 of Section 10.2. Since it is elementary, we give here a direct
proof.
Proof. For the Point (1), just observe that for all I ∈N
I∑
i=0
c(xi,yi) + c(xi+1,yi), xI+1 = x0
is a Π11-function, so that the set ZI(x¯, y¯) defined as{
(x1,y1, . . . , xI,yI) ∈ Γ I :
I∑
i=1
c(xi,yi)+c(xi+1,yi)+c(x¯, y¯)+c(x1, y¯) ∈ R, xI+1 = x¯
}
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is in Σ11.
The equivalence class of (x¯, y¯) is then given by
⋃
I∈N
I⋃
i=1
P2i−1,2iZI ∈ Σ11,
where we used the fact that Σ11 is closed under projection and countable union (see
Appendix B.1 or Chapter 4 of [Sri]).
The proof of Point (2) follows from the straightforward observations that
(x,y)E¯(x ′,y) and (x,y)E¯(x,y ′) whenever (x,y), (x ′,y), (x,y ′) ∈ Γ : just consider
the closed cycle with finite cost made of the two points (x0,y0) := (x,y) and
(x1,y1) := (x ′,y), or (x1,y1) := (x,y ′).
Let now pi ∈ Πf(µ,ν) be a c-cyclically monotone transference plan, and let Γ be
a c-cyclically monotone set where pi is concentrated. Let E¯ be the equivalence class
of Definition 10.4.
As in the previous section, non optimality can occur because of two reasons:
1. either the disintegration is not strongly consistent,
2. or the push forward of some measure pi ′ ∈ Πopt(µ,ν) is not supported on the
diagonal in the quotient space.
In the next section we give examples which show what can happen when one of
the two situations above occurs. Here we conclude with two results, which yield
immediately the optimality of pi.
Let hX, hY be the quotient maps. By redefining them on a set of measure 0, the
condition of strong consistency implies that hX, hY can be considered as Borel
maps with values in [0, 1]. In particular, the set
A ′ := (hX,hY)({c < +∞}) (10.4)
is analytic. Note that
(hX,hY)]p˜i(A ′) = 1 ∀p˜i ∈ Πf(µ,ν),
i.e. the transport plans with finite cost are concentrated on A ′, and moreover for
the pi under consideration
(hX,hY)]pi = (I, I)]m,
where m = (hX)]µ = (hY)]ν by Lemma 10.5 and Lemma 7.8.
Theorem 10.6. Assume that the disintegration w.r.t. the equivalence relation E¯ is strongly
consistent. If A ′ is a set of uniqueness in Π(m,m), then pi is optimal.
The proof is a simple application of Lemma 7.9.
The next corollary is a direct consequence of Lemma 9.9.
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Corollary 10.7. If m = (hX)]µ is purely atomic, then the c-cyclical monotone measure pi
is optimal.
We now give a simple condition which implies that the image measure m is
purely atomic.
Proposition 10.8. Assume that c satisfies the following assumption: for pi-a.e. (x,y) there
exist Borel sets A(x,y) ⊂ X, B(x,y) ⊂ Y such that
pi(A(x,y) ×B(x,y)) > 0, (x,y) ∈ A(x,y) ×B(x,y),
and
µ⊗ ν((A(x,y) ×B(x,y))∩ {c = +∞}) = 0. (10.5)
Then the image measure is purely atomic.
Proof. First of all, we can assume that the condition holds for all (x,y) ∈ Γ , where
Γ is a c-cyclically monotone set such that pi(Γ) = 1.
For all (x,y) ∈ Γ , this assumption and Fubini theorem imply that there is
x¯ ∈ A(x,y) such that
B¯ := P2((A(x,y) ×B(x,y) ∩ {c < +∞})x¯),
where (A(x,y) ×B(x,y))x¯ := (A(x,y) ×B(x,y))∩ ({x¯}× [0, 1])), has full ν-measure in
B(x,y), and then there are y¯1, y¯2 ∈ B¯ such that
A¯ := P2((A(x,y) ×B(x,y) ∩ {c < +∞})y¯1)∩ P2((A(x,y) ×B(x,y) ∩ {c < +∞})y¯2)
has full µ-measure in A(x,y). The functions φ, ψ given by formula (10.3) provide
then potentials on the sets A¯× B¯.
From the cross structure of the equivalence relation E¯, it follows thatm-a.e. equiv-
alence class has positive measure, so that m is purely atomic.
Remark 10.9. Let Γ be a c-cyclically monotone set where pi is concentrated. The
proof shows actually that in each equivalence class
φ(x) +ψ(y) = c(x,y)
up to a cross-negligible set. This is clearly a stronger condition than cxΓ< +∞
pi-a.e..
Remark 10.10. From the definition of the optimal couple (φ(·, x¯, y¯),ψ(·, x¯, y¯)), we
can define the following relation on P1(Γ).
Definition 10.11. We say that x >c x ′ if φ(x ′, x,y) < +∞: equivalently there are
points (xi,yi) ∈ Γ , i = 0, . . . , I such that x0 = x, xI+1 = x ′ and
∑
i c(xi+1, xi) +
c(xi,yi) < +∞.
The result of this section can be rephrased as the fact that >c can be completed
into a Borel relation R (up to cross negligible sets) such that
126 optimality and c-cyclical monotonicity
1. xRx;
2. for all x, x ′, at least xRx ′ or x ′Rx.
3. xRx ′ and x ′Rx implies that they belong to a closed cycle with finite cost.
By considering the map
LX(x) := µ({y : xRy})
it follows by Fubini theorem that LX : [0, 1]→ [0, 1] in µ-measurable and Condition
(3) concludes that it is exactly our quotient map. Moreover, considering the twin
map
LY(y) := LX(x) for any (x,y) ∈ Γ ,
it is fairly easy to check that A ′ ⊂ {α 6 β}.
10.1 Extension of the construction
The approach we are proposing can be generalized as follows.
Assumption 5. Assume that for any (x¯, y¯) ∈ Γ there exist universally measurable
subsets A(x¯,y¯),B(x¯,y¯) of [0, 1] and universally measurable functions φ(x¯,y¯), ψ(x¯,y¯)
satisfying
φ(x¯,y¯)(x) +ψ(x¯,y¯)(y) < c(x,y) ∀(x,y) ∈ A(x¯,y¯) ×B(x¯,y¯) \ Γ (10.6a)
φ(x¯,y¯)(x) +ψ(x¯,y¯)(y) = c(x,y) ∀(x,y) ∈ A(x¯,y¯) ×B(x¯,y¯) ∩ Γ . (10.6b)
We can define the relation R
(x,y)R(x ′,y ′) ⇐⇒ (x ′,y ′) ∈ A(x¯,y¯) ×B(x¯,y¯).
Assume that there exist partitions {Xα}α, {Yα}α of [0, 1] such that each Xα ×
Y(xα,yα) ⊂ A(xα,yα) ×B(xα,yα) for some (xα,yα) ∈ Γ . Then optimality holds if the
equivalence relation induced by {Xα × Yβ}α,β satisfies Assumptions 1, 2, 3, i.e. if
the disintegrations w.r.t. {Xα × Yβ}α,β is strongly consistent, pi(∪αXα × Yα) = 1
and A ′ of (10.4) is a set of uniqueness.
A method for constructing a relation R satisfying Assumption 5 and the crosswise
condition w.r.t. Γ (Definition 7.7) is exploited in Appendix 10.2.
A special case is covered by the following theorem.
We say that the function φx¯,y¯ : [0, 1] → R is c-cyclically monotone if for all
x, x ′ ∈ A(x¯,y¯) and for all (xi,yi) ∈ Γ , i = 0, . . . , I, x0 = x, xI+1 = x ′, it holds
φx¯,y¯(x
′) 6 φx¯,y¯(x) +
I∑
i=0
c(xi+1,yi) − c(xi,yi).
Theorem 10.12. Let {A(x¯,y¯),B(x¯,y¯)}(x¯,y¯)∈Γ satisfying Assumption 5 and s.t. pi(A(x¯,y¯)×
B(x¯,y¯)) > 0 and φ(x¯,y¯) is c-cyclically monotone. Then pi is optimal.
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Proof. We remind that, since c is pi-measurable, we can assume w.l.o.g. cxΓ Borel
and Γ σ-compact.
We extend the potentials φ(x¯,y¯), ψ(x¯,y¯) which by assumption exist on A(x¯,y¯), B(x¯,y¯)
to Borel sets X(x¯,y¯), Y(x¯,y¯) satisfying the crosswise structure
Γ ∩ (X(x¯,y¯) × Y) = Γ ∩ (X× Y(x¯,y¯)) = Γ ∩ (X(x¯,y¯) × Y(x¯,y¯)).
We derive then a partition {Xi × Yi}i∈N of Γ , up to a negligible set, and apply
Theorem 10.6.
Step 0. By the inner regularity of measures, one can assume w.l.o.g. each A(x¯,y¯),
B(x¯,y¯) to be σ-compact and that φ(x¯,y¯), ψ(x¯,y¯) satisfying (10.6) to be Borel. One
can as well require w.l.o.g. that A(x¯,y¯) = P1(Γ ∩ (A(x¯,y¯) ×B(x¯,y¯))), B(x¯,y¯) = P2(Γ ∩
(A(x¯,y¯) ×B(x¯,y¯))).
Step 1. Fix a point (x¯, y¯) ∈ Γ , set for simplicity A = A(x¯,y¯), B = B(x¯,y¯), φ = φ(x¯,y¯),
ψ = ψ(x¯,y¯).
Define the σ-compact set B ′ := P2(Γ ∩ P−11 A) = Γ(A) ⊃ B and the Borel function
ψ ′(y) = inf
x∈A×{y}
{
c(x,y)−φ(x)
} Lemma 10.17
=
{
ψ(y) y ∈ B
c(x,y) −φ(x) (x,y) ∈ Γ ∩A ×B ′ .
The couple φ,ψ ′ is an extension of φ,ψ satisfying (10.6) on A, B ′ and s.t. Γ ∩A ×
(Y \B ′) = ∅. Repeating the procedure for A ′ := P1(Γ ∩ P−12 B ′) = Γ−1(A) ⊃ A with
φ ′(x) = inf
x∈{x}×B ′
{
c(x,y)−ψ(y)
} Lemma 10.17
=
{
φ(y) y ∈ A
c(x,y) −ψ(y) (x,y) ∈ Γ ∩A ′ ×B ′
and iterating it at most countably many times we can extend φ, ψ preserving (10.6)
on
X = ∪n(Γ−1 ◦ Γ)(A) Y = Γ(X).
Step 3. Let {X(x¯,y¯), Y(x¯,y¯)}(x¯,y¯)∈Γ the covering of Γ constructed in the previous
steps. Since pi(X(x¯,y¯) × X(x¯,y¯)) > 0 and X(x¯,y¯) = Γ(X(x¯,y¯)), then one can extract
from a refinement countable partitions {Xi}i, {Yi}i of P1(Γ), P2(Γ) such that
Γ ∩ (Xi × Y) = Γ ∩ (X× Yi) = Γ ∩ (Xi × Yi) ∀i ∈N.
The thesis follows then from Theorem 10.6, by Corollary 10.7.
The case of Point (3) corresponds to a single global class.
10.2 The c-cyclically monotone relation
Let c be a Π11([0, 1]
2; [0,+∞])-function and let Γ be a c-cyclically monotone σ-
compact set such that cxΓ is Borel and c : Γ → R+ (we use Lemma 10.5 and
inner regularity). In the following this will be the set where a transference plan is
concentrated.
The next definition is not the standard one, but it is useful for our construction.
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Definition 10.13 (Cyclically Monotone Envelope). For a given function f : P1(Γ)→
(−∞,+∞] define as the c-cyclically monotone envelope of f the function
φ(x) =

inf
xI+1=x,I∈N
{ I∑
i=0
c(xi+1,yi) − c(xi,yi) + f(x0), (xi,yi) ∈ Γ
}
if < +∞
−∞ otherwise
(10.7)
Similarly, for a given function g : P2(Γ) → (−∞,+∞] define the c−1-cyclically
monotone envelope of g the function
ψ(y) =

inf
(xi,yi)∈Γ ,yI+1=y,I∈N
{ I∑
i=0
c(xi,yi+1) − c(xi,yi) + g(y0)
}
if < +∞
−∞ otherwise
(10.8)
In the following we will denote them by
C(f) and C−1(g).
Moreover, we will often call the first case of formulas (10.7), (10.8) as the inf-
formula.
Lemma 10.14. If f,g belong to the ∆1n-class with n > 2, then the functions φ,ψ :
[0, 1] → [−∞,+∞) belong to the ∆1n+1-class. Moreover φ(x) 6 f(x), ψ(y) 6 g(y) for
x ∈ P1(Γ), y ∈ P2(Γ).
Proof. The second part of the lemma holds trivially, because of the particular path
(xi,yi) = (x,y) ∈ Γ for all i.
Consider thus the function
φI(x0,y0, . . . , xI,yI, x) =
I∑
i=0
c(xi+1, xi)−c(xi,yi)+ f(x0), (xi,yi) ∈ Γ , xI+1 = x.
Being the sum of the Π11 functions c(xi+1, xi) − c(xi,yi) (cxΓ is Borel) with the
∆1n-function f, φI(x0,y0, . . . , xI,yI, x) is ∆1n with n > 2.
If g(x,y) is a ∆1n-function, then g˜(x) = infy g(x,y) satisfies
g˜−1(−∞, s) = P1(g−1(−∞, s)) ∈ Σ1n,
so that g˜ is in the Π1n-class.
It follows that
φI(x) = inf
{ I∑
i=0
c(xi+1, xi) − c(xi,yi) + f(x0), (xi,yi) ∈ Γ , xI+1 = x
}
is Π1n, and finally infIφI(x) is also Π1n. We conclude the proof by just observing
that the set {x : infIφI(x) = +∞} is in Π1n, being the countable intersection of
the Π1n-sets {x : infIφI(x) > k}. Hence {x : infIφI(x) < +∞} ∈ Σ1n, so that the
conclusion follows from the fact that ∆1n+1 ⊃ Σ1n ∪Π1n and it is a σ-algebra.
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Remark 10.15. In the case n = 1 the same proof shows that φ, ψ are A-functions.
Definition 10.16. A function f : [0, 1] → [−∞,+∞] is c-cyclically monotone if for
all x, x ′ ∈ [0, 1] such that f(x) > −∞ and for all (xi,yi) ∈ Γ , i = 0, . . . , I, x0 = x,
xI+1 = x
′, it holds
f(x ′) 6 f(x) +
I∑
i=0
c(xi+1,yi) − c(xi,yi). (10.9)
Similarly, a function g : [0, 1] → [−∞,+∞] is c−1-cyclically monotone if for all
y,y ′ ∈ [0, 1] such that g(y) > −∞ and for all (xi,yi) ∈ Γ , i = 0, . . . , I, y0 = y,
yI+1 = y
′, it holds
g(y ′) 6 g(y) +
I∑
i=0
c(xi,yi+1) − c(xi,yi). (10.10)
The following are well known results: we give the proof for completeness. We
recall that for any function h : [0, 1] 7→ [−∞,+∞] the set Fh is the set where h is
finite:
Fh = h
−1(R) =
{
x ∈ [0, 1] : h(x) ∈ R}. (10.11)
Lemma 10.17. The following holds:
1. The function φ (ψ) defined in (10.7) (in (10.8)) is c-cyclically monotone (c−1-
cyclically monotone).
2. If f is c-cyclically monotone (g is c−1-monotone), then φ(x) = f(x) on Ff ∩ pi1(Γ)
(ψ(x) = g(x) on Fg ∩ pi2(Γ)).
3. If we define the function
g ′(y) =
{
c(x,y) −φ(x) (x,y) ∈ (Fφ × [0, 1])∩ Γ
+∞ otherwise(
f ′(x) =
{
c(x,y) −ψ(y) (x,y) ∈ ([0, 1]× Fψ)∩ Γ
+∞ otherwise
) (10.12)
then g ′ is c−1-monotone (f ′ is c-cyclically monotone) and belongs to the ∆1n point-
class if f is in the ∆1n class (belongs to the ∆1n pointclass if g is in the ∆1n class).
A part of the statement is that c(x,y) −φ(x) does not depend on x for fixed y in
(Fφ × [0, 1])∩ Fc (c(x,y) −ψ(y) does not depend on y for fixed x in ([0, 1]× Fφ)∩
Fc).
Remark 10.18. If φ, ψ are A-functions, it is fairly easy to see that g ′, f ′ are A-
functions.
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Proof. The proof will be given on for φ, the analysis for ψ being completely similar.
Point (1). The first part follows by the definition: for any axial path as in Definition
10.16 we have
φ(x) +
I∑
i=0
c(xi+1,yi) − c(xi,yi)
= inf
{ I ′∑
i=0
c(xi+1, xi) − c(xi,yi) + f(x0), (xi,yi) ∈ Γ , xn+1 = x, I ′ ∈N
}
+
I∑
i=0
c(xi+1,yi) − c(xi,yi)
> inf
{ I ′+I∑
i=0
c(xi+1, xi) − c(xi,yi) + f(x0), (xi,yi) ∈ Γ , xI ′+I+1 = x ′, I ′ ∈N
}
>φ(x ′).
Notice that we have used that φ(x) > −∞ to assure that its value is given by the
inf-formula.
Point (2). The second point follows by the definition of c-monotonicity: first of
all, if x ∈ Ff ∩ P1(Γ), then the value of φ is computed by the inf-formula in (10.7).
Then we have from the c-monotonicity of Γ
f(x ′) 6
I∑
i=0
c(xi+1,yi) − c(xi,yi) + f(x0), x0 ∈ Ff, (xi,yi) ∈ Γ , xI+1 = x ′.
Hence we obtain φ(x) > f(x), and using Lemma 10.14 we conclude the proof of
the second point.
Point (3). Assume that for y fixed there are x, x ′ ∈ Fφ such that (x,y) ∈ Γ and
c(x,y) −φ(x) > c(x ′,y) −φ(x ′) + .
Then, since x, x ′ ∈ Fφ, there are points (xi,yi) ∈ Γ , i = 0, . . . , I, xI+1 = x such that
I∑
i=0
c(xi+1, xi) − c(xi,yi) + f(x0) < φ(x) +

2
.
Add then the point (xI+1,yI+1) = (x,y) ∈ Γ to the previous path: the definition of
φ implies then for xI+2 = x ′
φ(x ′) 6
I+1∑
i=0
c(xi+1, xi) − c(xi,yi) + f(x0)
= c(x ′,yI+1) − c(xI+1,yI+1) +
I∑
i=0
c(xi+1,yi) − c(xi,yi) + f(x0)
< c(x ′,y) − c(x,y) +φ(x) +

2
,
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yielding a contradiction. This shows that the definition of g makes sense.
The proof of the c-monotonicity is similar: assume that there exist points
(xi,yi) ∈ Γ , i = 1, . . . , I, such that g ′(y0) > −∞ and
g ′(y ′) > g ′(y) +
I∑
i=0
c(xi,yi+1) − c(xi,yi), y0 = y, yI+1 = y ′
Using the fact that g ′(y),g ′(y ′) > −∞, it follows that there exists (x,y), (x ′,y ′) ∈
(Fφ × [0, 1])∩ Γ such that g ′(y) = c(x,y) −φ(x), g ′(y ′) = c(x ′,y ′) −φ(x ′) so that
for (xI+1,yI+1) = (x ′,y ′), (x0,y0) = (x,y)
g ′(y ′) > g ′(y) +
I∑
i=0
c(xi,yi+1) − c(xi,yi)
= c(x,y) −φ(x) + c(x ′,y ′) +
I+1∑
i=1
c(xi−1,yi) − c(xi,yi) − c(x0,y0)
> c(x ′,y ′) −φ(x) −φ(x ′) +φ(x)
= c(x ′,y ′) −φ(x ′) = g ′(y ′),
yielding a contradiction. We have used the c-monotonicity of φ.
Finally, since cxΓ is Borel, then it follows immediately that g ′ is in the ∆1n-
class.
For fixed (x¯, y¯) ∈ Γ , we can thus define recursively for i ∈ N0 the following
sequence of functions ψ2i, φ2i+1.
1. Set ψ0(y; x¯, y¯) = −1Iy¯(y).
2. Assume thatψ2i(x¯, y¯) is given. For i ∈N0, define then the function φ2i+1(x; x¯, y¯)
as
φ2i+1(x; x¯, y¯) = C
(
(ψ2i)
′(x¯, y¯)
)
, (10.13)
where (ψ2i(x¯, y¯)) ′ is defined in (10.12).
3. Similarly, if φ2i+1(x¯, y¯) is given, define
ψ2i+2(y; x¯, y¯) = C−1
(
φ2i+1(x¯, y¯)
)
. (10.14)
Note that φ2i+1 is a ∆12i+2-function, ψ2i+2 is a ∆
1
2i+3-function for i ∈ N0
(Lemma 10.17), so that the sets
A2i+1(x¯, y¯) = Fφ2i+1(x¯,y¯), B2i+2(x¯, y¯) = Fψ2i+2(x¯,y¯), i ∈N0, (10.15)
are in ∆12i+2, ∆
1
2i+3, respectively.
From Lemma 10.17 it follows the next corollary.
Corollary 10.19. If φ2i+1(x, x¯, y¯), ψ2i(y, x¯, y¯) are constructed by (10.13), (10.14) and
A2i+1(x¯, y¯), B2i(x¯, y¯) are defined by (10.15), then the following holds:
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1. A2i+1 ⊂ A2j+1, B2i ⊂ B2j if i 6 j, and
φ2j+1(x¯, y¯)xA2i+1(x¯,y¯)= φ2i+1(x¯, y¯), ψ2j(x¯, y¯)xA2i(x¯,y¯)= ψ2i(x¯, y¯).
2. A1(x¯, y¯) ⊇ P1(Γ ∩ ([0, 1]× {y¯})) and in general
A2i+1(x¯, y¯) ⊇ P1
((
[0, 1]×B2i(x¯, y¯)
)∩ Γ), B2i+2(x¯, y¯) ⊇ P2((A2i+1(x¯, y¯)× [0, 1])∩ Γ).
3. On the set (A2i+1(x¯, y¯)×A2j(x¯, y¯))∩ Γ it holds
φ2i+1(x, x¯, y¯) +ψ2j(x, x¯, y¯) = c(x,y).
Proof. Point (1). Point (3) of Lemma 10.17 implies that at each step we are applying
formula (10.7) to the c-cyclically monotone function c(x,y) −ψ2i(y) or the c−1-
cyclically monotone c(x,y) − φ2i+1(y). From Point (2) of the same lemma we
deduce Point (1).
Point (2). The second point is again a consequence of the c-cyclically monotonicity
or c−1-cyclically monotonicity of the functions c(x,y) −ψ2i(y), c(x,y) −φ2i+1(y)
on the set ([0, 1]×B2i(x¯, y¯))∩ Γ , (A2i+1(x¯, y¯)× [0, 1])∩ Γ , respectively.
Point (3). The last point follows from Point (2) by Lemma 10.17.
For all (x,y) ∈ Γ , define the set Γ(x,y) as
Γ(x,y) := Γ ∩
(⋃
i
A2i+1(x,y)×B2i(x,y)
)
. (10.16)
Observe that under (PD) Γ(x,y) is measurable for all Borel measures (Section B.1).
We then define the following relations in [0, 1]2.
Definition 10.20 (c-cyclically monotone relation). We say that (x,y)R(x ′,y ′) if
(x ′,y ′) ∈ Γ(x,y). We call this relation R the c-cyclically monotone relation.
Clearly E¯ ⊂ R, where E¯ is given in Definition 10.4: actually the equivalence class
of (x¯, y¯) w.r.t. E¯ is already contained in (A1 × [0, 1])∩ Γ .
Remark 10.21. The following are easy observations.
1. If (x,y)R(x ′,y ′), then from Point (2) of Corollary 10.19 also (x,y)R(Γ ∩ ({x ′}×
Y)) and (x,y)R(Γ ∩ (X× {y ′})): this means that Γ satisfies the crosswise con-
dition w.r.t. R (Definition 7.7). In particular to characterize R it is enough to
define the projected relations
xR1x
′ ⇔ x ′ ∈
⋃
i∈N0
A2i+1(x,y), yR2y ′ ⇔ y ′ ∈
⋃
i∈N0
B2i(x,y).
2. The relation R is nor transitive neither symmetric, as the following example
shows (see Figure 11).
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x
y
Γ
√
15/8− x+ y
A1(1/4, 1/2)
B2(0, 1/4)
A1(1/2, 3/4)
B2(1/2, 3/4)
A3(1/2, 3/4)
Figure 11: The cost of Point (2) of Remark 10.21: the c-cyclically monotone
relation is not an equivalence relation.
Consider the cost
c(x,y) =

0 (x,y) ∈ A√
15/8− x+ y 7/8 6 y+ 7/8 6 x 6 1
+∞ otherwise
where
A =
{
(0, 0), (0, 1/4), (0, 1/2), (1/4, 1/2), (1/2, 1/2), (1/2, 3/4), (1/2, 1), (3/4, 1), (1, 1)
}
.
Let Γ be the set
Γ =
{
(0, 1/4), (1/4, 1/2), (1/2, 3/4), (3/4, 1)
}∪ {(x, x− 7/8), x ∈ [7/8, 1]}.
It is easy to see that
Γ(1/4,1/2) = Γ ∩ ({0, 1/4, 1/2, 3/4, 7/8}× [0, 1])
6= Γ ∩ ([0, 1]× {1/8, 1/4, 1/2, 3/4, 1}) = Γ(1/2,3/4).
3. Another possible definition can for example be the following symmetric
relation on Γ .
Definition 10.22. We say that (x ′,y ′)R(x ′′,y ′′) if there exists Borel functions
φ,ψ : [0, 1] 7→ R∪ {−∞} such that
φ(x ′)+ψ(y ′) = c(x ′,y ′), φ(x ′′)+ψ(y ′′) = c(x ′′,y ′′), φ(x)+ψ(y) 6 c(x,y) ∀(x,y).
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(10.17)
However, the following points are in order.
a) The relation R depends deeply on the choice of Γ . Since we will use R to
generate a disjoint partition of [0, 1]2, the disintegration of the measure
pi will depend on Γ , even if in Chapter 3 it is shown a way of making it
in some sense independent.
b) We observe that even if Rx = {y : yRx} = [0, 1] for some x, this does not
mean that the measure is optimal. As an example, consider (Figure 12)
c(x,y) =

1 0 < x = y < 1
0 1 > x = y−α mod 1
0 y = 0
+∞ otherwise
with α ∈ [0, 1] \Q, and the transport problem µ = δ1 +L1, ν = δ0 +L1.
The transference plan pi = δ(1,0) + (I, I)]L1 is clearly not optimal, but
since the set
Γ =
{
(x, x), x ∈ [0, 1)}∪ {(1, 0)}
has not closed cycles, it follows that it is c-cyclically monotone and
moreover Rx = [0, 1].
The main use of the c-cyclically monotone relation R is that any crosswise equiv-
alence relation whose graph is contained in R and such that the disintegration
is strongly consistent can be use to apply Theorem 10.6: the relation E¯ of Defini-
tion 10.4 is a possible choice. Note that the strong consistency of the disintegration
allows to replace the universally measurable equivalence classes with Borel one,
up to a pi-negligible set.
Remark 10.23. Under Cantor Hypothesis we can give a procedure to construct an
equivalence relation E ′ ⊂ R maximal w.r.t. inclusion: if Rα, α ∈ ω1, is an ordering
of the partition R(x¯,y¯) = {(x,y) : (x¯, y¯)R(x,y)}, one then defines the partition
Eα = Γ ∩
[(
P1Rα \
⋃
β<α
P1Rβ
)
× [0, 1]
]
.
Being Rβ universally measurable and ]{β < α} = ω0, we have that each Eα is
universally measurable. Moreover it is a partition, and from the definition of R
it follows that in each class there are optimal φ, ψ. Finally it is clearly maximal
w.r.t. graph inclusion among all equivalence relations containing E¯ and contained
in R.
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x
y
0
0
1
1
Figure 12: The cost function considered in Point (3b) of Remark 10.21. Non
optimality even with Rx = {y : yRx} = [0, 1] for some x.

11
Examples
In this section we study the dependence of our construction w.r.t. the choice of Γ ,
and the necessity of the assumptions in Theorem 10.6.
11.1 Dependence w.r.t. the set Γ
We consider the situation where the assumptions of Theorem 10.6 do not hold,
so that either we do not have the strong consistency of the disintegration, or the
set A ′ is not a set of uniqueness. Keeping fixed µ, ν, c and the plan pi ∈ Π(µ,ν),
varying Γ , the following cases are possible:
1. Strong consistency of the disintegration is not satisfied for any choice of
Γ , and the plan we are testing can either be optimal or not (Example 11.1,
Example 11.2).
2. Strong consistency can be satisfied or not, depending on Γ , and, when it is,
the quotient problem can be both well posed (A ′ is a set of uniqueness) or
not (Example 11.3, Example 11.2). We are testing an optimal plan.
3. Strong consistency is always satisfied, but the image measure m is not atomic
(Example 11.4). The plan we are testing can either be optimal or not.
In Figure 13, for each example we draw the pictures of the set in [0, 1]2 where c
is finite.
Example 11.1. Consider µ = ν = L1 with the cost given by
c(x,y) =

c0 y− x = 0
c1 y− x = α (mod 1)
c−1 y− x = −α (mod 1)
+∞ otherwise
with α ∈ [0, 1]\Q and c1 + c−1 > 2c0.
The extremal points in Π(µ,ν) are, for i ∈ {0, 1,−1},
pii =
(
Id, Id+ iα(mod 1)
)
]
L1 =⇒
∫
c(x,y)dpii = ci,
the optimal one will be the one corresponding to the lowest ci.
Fix the attention on pi0, which is c-cyclically monotone when c1 + c−1 > 2c0.
Take as Γ the diagonal {x = y}: the equivalence classes are given by {x+nα mod 1},
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0
0
1
1 x
y
α
α
c0c1
c1
c−1
c−1
(a) When α /∈ Q, the cycle decomposition of
the plan pi = (I, I)]L1 gives always a non-
measurable disintegration (Ex. 11.1).
0
0
2
2
1
1
1 x
y
α
(b) Disintegration sometimes badly supported,
sometimes well, but with no answer (Ex. 11.2).
0
0
0
0
2
2
1
1
1 x
y
α
(c) Disintegration either measurable or not, quo-
tient problem either well posed or not (Ex.: 11.3).
0
0
1
1 x
y c(x, y) = 1−√y − x
(d) A set of uniqueness with no optimal pair
and well posed quotient problem (Ex.: 11.4).
Figure 13: . In the picture you find, in bold, the set where c is finite. We analyze
different choices of Γ .
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the quotient is a Vitali set, and thus the unique consistent disintegration is the
trivial disintegration
L1 =
∫
L1m.
Moreover, one can verify that there is no choice of Γ for which the disintegration is
strongly consistent. When c1 < c0, we have a c-cyclically monotone transference
plan pi for which the decomposition gives a disintegration which is not strongly
consistent and pi is not optimal. When c1, c2 > c0, we have an optimal c-cyclically
monotone transference plan pi for which the disintegration consistent with the
decomposition in cycles is not strongly consistent.
Example 11.2. Consider an example given in [AP], page 135: µ = ν = L1 with the
cost given by
c(x,y) =

1 y− x = 0
2 y− x = α (mod 1)
+∞ otherwise with α ∈ [0, 1].
The extremal plans in Π(µ,ν) with finite costs are, for i ∈ {0, 1},
pii =
(
Id, Id+ iα(mod 1)
)
]
L1 =⇒
∫
c(x,y)dpii = 1+ i;
both are c-cyclically monotone, and the optimal one is pi0. Take Γ = {x = y}: then
there is no cycle of finite cost, therefore the cycle decomposition gives classes
consisting in singletons, the quotient space is the original one, m = L1, piα =
δ{(x,y)}, where α is the class of (x,y). This means that the measurability condition
is satisfied, but the quotient problem (which here is essentially the original one)
has not uniqueness. Take instead Γ = {c <∞}: now we have cycles, all with zero
cost, obtained by going on and coming back along the same way; consider for
example the cycle
(w1,w1) = (0, 0) → (w2,w2) = (0,α) → (w3,w3) = (α,α) → (w4,w4) = (0, 0).
The situation is similar to Example 11.1 and, as it was there, the disintegration is
not strongly consistent. Thus we have that, depending on Γ , strong consistency
can be satisfied or not, and when it is, the quotient problem has not uniqueness.
This behavior holds when testing either pi0 or pi1, thus it does not depend on the
optimality of the plan we are testing.
Example 11.3. Consider the same setting as in Example 11.2, but put the cost
to be finite, say zero, also on the lines {x = 1} and {y = 1}. Now, considering
pi = (I, I)]L1,
- with Γ containing (1, 1), all the points are connected by a cycle of finite cost,
we have just one class and optimality follows by c-monotonicity;
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- with Γ = {(x, x) : x ∈ [0, 1)} the classes are made of single points, the
disintegrations is trivially measurable, the quotient problem is essentially the
original one and we are in the non-uniqueness case;
- when you consider instead Γ = {(x, x) : x ∈ [0, 1)} ∪ {(x, x+ α) : x ∈ [0, 1] \
{1−α}} again the quotient space is a Vitali set, the strong consistency of the
disintegration is lost.
Depending on the choice of Γ , we can have or not strong consistency; moreover,
when we have strong consistency, the quotient space can have uniqueness or
non-uniqueness. Notice that since there exists Γ for which Theorem 10.6 holds,
pi must optimal: the first argument does not hold for (I, I+α)]L1, since it is not
c-cyclically monotone.
Example 11.4 (A set of uniqueness with nonexistence of φ, ψ). Consider µ = ν with
the cost given by
c(x,y) =

1 y = x
1−
√
y− x y− x = 2−n
+∞ otherwise with n ∈N.
Unless µ is purely atomic with a finite number of atoms, there is no optimal
potential. However, applying the procedure one can deduce optimality: {c <∞} is
acyclic and therefore the cycle decomposition consists in singletons, the quotient
spaces are the original ones, and therefore A ′ of (10.4) is a set of uniqueness, and
pi{(x,x)} = δ{(x,x)}, m = µ.
Example 11.5. The final example shows that in the case of non strong consistency,
then we can construct a cost c˜ such that the image measure m is the same but
there are non optimal transference plans. We just sketch the main steps.
Let hX, hY be the quotient maps for the equivalence relation of Definition 2.5.
Step 1. The conditional probabilities µα, νβ cannot be purely atomic for m-a.e. α,
β. By the regularity of the disintegration one can in fact show ([BC2]) that there
exists a Borel set B such that B∩ h−1X (α) is countable and the atomic part of µα is
concentrated on B. Hence if µα is purely atomic we can reduce to the case where
h−1X (α) is countable for all α.
Assume by contradiction that each equivalence class has countably many coun-
terimages. We can use Lusin Theorem (Theorem 5.10.3 in [Sri]) to find a countable
family of Borel maps h ′n : [0, 1] ⊃ Bn → [0, 1], Bn ∈ B([0, 1]), n ∈ N, such that
hX ◦ h ′n = IxBn and
graph(hX) =
⋃
n
graph(h ′n), graph(h
′
n)
⋂
graph(h ′m) = ∅.
Define the analytic E¯-saturated sets
Zn = P1
(
E¯∩ [0, 1]× h ′n(Bn)
)
\
n−1⋃
i=1
Zi.
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By construction, h ′n(Bn)∩Zn is an analytic section of Zn, so that Proposition 2.9
implies that the disintegration is strongly consistent.
Step 2. We restrict to the case where µα, να have no atoms.
The previous step shows that there is a set of positive m-measure for which the
conditional probability µα is not purely atomic. Let µα,c be the continuous part of
µα: in [BC2] it is shown that∫
µα,cm(dα) = µxB
for some Borel set B, so that we can assume C compact and restrict the transport
to C× [0, 1].
Repeating the procedure for Y, there exists D compact such that for the transport
problem in C×D the conditional probabilities µα, να are continuous.
Step 3. We redefine the cost in the set C×D is order to have the same equivalence
classes for hX, hY but for which there are non optimal cyclically monotone costs.
Define the map
HX(α, x) = µα((0, x)), HY(β,y) = νβ((0,y)).
By measurability of µα(B), νβ(B) for all Borel sets B, by restricting C, D we can
assume that H is continuous in α and x. If c¯ is the cost of Example 11.2, then define
c˜(x,y) =
{
c¯(HX(α, x),HY(α,y)) (x,y) ∈ (hX ⊗ hY)−1(α,α)
c otherwise
With the notation of Example 11.2, for any pseudoinverse H−1X (α), H
−1
y (α) it is
fairly easy to verify that
pi =
∫
(H−1X (α),H
−1
Y (α))]pi1m(dα)
is a c˜-cyclically monotone transference plan which is not optimal: the optimal is
pi ′ =
∫
(H−1X (α),H
−1
Y (α))]pi0m(dα).
11.2 Analysis of the transport problem in the quotient space
In this section we consider some examples related to the study of the quotient
transport problem. The examples are as follows.
1. The regularity properties of the original cost (e.g. l.s.c.) are in general not
preserved (Example 11.6).
2. In general, there is no way to construct a quotient cost c independently of
the transference plan pi and different from 1IA ′ (Example 11.7).
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3. The set Πf(m,m) strictly contains the set (hX ⊗ hY)]Πf(µ,ν) (Examples 11.7,
11.8).
4. If the uniqueness assumption of Theorem 10.6 does not hold, then we can
construct a cost c ′ which gives the same equivalence classes and quotient
transport problem and such that the original pi is c ′-cyclically monotone but
not optimal for c ′ (Proposition 11.9).
Example 11.6 (Fig. 14). Consider the cost
c(x,y) =

0 y = x, x ∈ [0, 1/2]
1 y = x+ 1/2 mod 1
1 y = x, x ∈ (1/2, 1]
and the measures
µ = ν =
+∞∑
i=1
2−i−1δ
(
x−
1
2
+ 2−i
)
+
1
2
δ(x− 3/2), pi = (x, x)]µ.
The quotient cost c should satisfy
cpi(α,α) =
∫
c(x,y)dpiα, piα ∈ Π(µα,να), (11.1)
so that one obtains
c(α,β) =
{
0 β = α = 1/2− 2−i, i ∈N
1 β = α = 1/2
Clearly this cost is not l.s.c., and there is no way to make it l.s.c.. This example
shows that we cannot preserve regularity properties for the quotient cost c.
Example 11.7 (Fig. 15). Let r ∈ [0, 1/4] \Q and consider the cost
c(x,y) =

1 x = y
1+ d y = x+ 1/2, x ∈ [0, 1/2]
1+ d y = x− 1/2, x ∈ [1/2, 1]
0 y = x+ r, x ∈ [0, 1/2− r]
e y = x+ r, x ∈ [1/2, 1− r]
0 y = x− 1/2+ r, x ∈ [1− r, 1]
+∞ otherwise
d, e > 0.
The settings are
µ = ν = L1, Γ = {y = x}.
The equivalence relation is (x, x) ' (x+ 1/2, x+ 1/2): for simplicity we consider
the quotient space as [0, 1/2).
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µ
ν
pi c = 0
c = 1
c = 1
c = 1
c = 0
c = 1
m
m
Figure 14: Example 11.6. Outside the segments the cost is defined as +∞. The
quotient cost in general is not regular.
In the quotient space, the cost cpi is finite only on y = x and y = x+ r mod 1/2.
However we have several linear independent plans on y = x+ r.
The easiest to consider is pi0 = (x, f0(x))]L1, where
f0(x) =

x x ∈ [0, 12 ]
x+ r x ∈ (12 , 1− r]
x− 12 + r x ∈ (1− r, 1]
for which by formula (11.1) we obtain a quotient cost of
c0 =

1 β = α
e β = α+ r,α ∈ [0, 12 − r]
0 β = α− 12 + r,α ∈ [12 − r, 12 ]
(11.2)
Another cost is obtained by pi1 = (x, f1(x))]L1, where
f1(x) =

x+ r x ∈ [0, 12 − r]
x+ 12 x ∈ (12 − r, 12 ]
x− 12 x ∈ (12 , 12 + r]
x x ∈ (12 + r, 1− r]
x− 12 + r x ∈ (1− r, 1]
In this case the cost is
c1 =

1+ d β = α,α ∈ [0, r)∪ (1/2− r, 1/2]
1 β = α,α ∈ [r, 1/2− r]
0 β = α+ r mod 1/2
(11.3)
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µ = L1
ν = L1
pi0
pi0
pi1
pi1
pi1
pi1
pi0, pi1
c = 0
c = 0
c = 0
c = 0
c = 0
c = 1
c = 1
c = 1
c = 1
c = 1 + d
c = 1 + d
c = 1 + d
c = 1 + d
c = e
c = e
c1
c1
m = 2L1
m = 2L1
m = 2L1
m = 2L1
Figure 15: Example 11.7. Outside the segments the cost is +∞, while for the two
different transport the costs are given by (11.2), (11.3). There is no universal cost
on the quotient space.
Since it is impossible to have a transference plan pi in the original coordinates
such that
cpi =
{
1 β = α
0 β = α+ r mod 1/2
then it follows that there is no clear way to associate the cost c in the quotient
space independently of the transport plan pi, even requiring the weak condition
that for pi c-cyclically monotone and pi ′ ∈ Π(µ,ν)∫
cm =
∫
cpi,
∫
cn 6
∫
cpi ′, n = (hX ⊗ hY)]pi ′.
We note that there is no transference plan whose image is concentrated only on
β = α+ r mod 1, so that in general the image of Πf(µ,ν) under the map (hX,hY)
is a strict subset of Πf(m,m).
Example 11.8 (Fig. 16). We consider the cost for r ∈ [14 , 12 ] \Q
c(x,y) =

1 y = x
1+ d y = x2 +
1
2
1+ d y = 2x− 1
e y = x+ r, x ∈ [0, 12 − r]
f y = x− 2−i(12 − r), x ∈ (1− 2−i) + 2−i[12 − 2−i+1r, 12 − 2−ir), i ∈N
+∞ otherwise
.
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µ
ν
c = 1
c = 1 + d
c = 1 + d
c = e
c = f m
m
c
Figure 16: Example 11.8. Πf(m,m) is strictly contained in (hX ⊗ hY)]Π(µ,ν).
We consider the measures
µ = ν =
3
2
+∞∑
i=0
2−iL1x[1−2−i,1−2−i−1).
Since the measure of the segment [1− 2−i, 1− 2−i−1) is 2−2i−1, all measures pi
with finite cost in Π(µ,ν) are concentrated on the segments{
y = x, x ∈ [0, 1]}∪ {y = x/2+ 1/2, x ∈ [0, 1]}∪ {y = 2x− 1, x ∈ [1/2, 1]}.
This can be seen in the quotient space, because
m = L1,
and every measure m˜ ∈ Πf(m,m) is of the form m˜ = a1(x, x)]L1 + a2(x, x +
r mod1)]L1, a1,a2 > 0 and a1 + a2 = 1. But clearly this cannot be any image of a
measure with finite cost in Πf(µ,ν).
The next proposition shows that if A ′ is not a set of uniqueness, then the problem
of optimality cannot be decided by just using c-monotonicity.
Proposition 11.9. If there exists a transference plan m˜ ∈ Πf(m,m) different from
(I, I)]m, then there exists a cost cˆ(x,y) for which the following holds:
1. the set Γ is cˆ-cyclically monotone;
2. there are two measures pi0, pi1 in Π(µ,ν) such that∫
cˆ(x,y)dp˜i <
∫
cˆ(x,y)dpi < +∞.
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A variation of the following proof (using Lusin Theorem and inner regularity)
allows to construct a cost which is also l.s.c..
Proof. Let m,m ′ ∈ Πf(m,m), m 6= m ′, and consider a Borel cost c such that
c([0, 1]2 \A ′) = +∞, ∫ cm ′ < ∫ cm < +∞.
It is fairly easy to construct such a cost.
Define now
pi =
∫
µα × νβm(dαdβ), pi ′ =
∫
µα × νβm ′(dαdβ), cˆ = c(hX(x),hY(y)).
It follows that∫
cˆpi ′ =
∫
cm ′ <
∫
cm =
∫
cˆpi < +∞.
Moreover, since A ′ is acyclic, the equivalence classes w.r.t. the equivalence relation
E¯ do not change.
12
Existence of an optimal potential
In this section we consider the following problem.
Let pi ∈ P([0, 1]2) be concentrated on a c-cyclically monotone set Γ . Assume that
there exist partitions {Xα}α, {Yβ}β of [0, 1] into Borel sets such that
- Γ ⊂ ∪αXα × Yα — i.e. Γ satisfies the crosswise condition of Definition 7.7
w.r.t. the partition;
- in each set Xα × Yα there exists an optimal couple φα ∈ B(Xα,R), ψα ∈
B(Yα;R):
φα +ψα 6 c on Xα × Yα φα +ψα = c on Γ ∩Xα × Yα.
Is it possible to find a Borel couple of functions φ, ψ s.t.
φ +ψ 6 c on ∪αXα × Yα φ +ψ = c pi-a.e.?
We show that this is the case under Assumption 1, i.e. if the disintegration of pi
w.r.t the partition {Xα × Yα} is strongly consistent. If {c < +∞} ⊂ ∪αXα × Yα this
provides clearly an optimal couple.
The approach is to show that the set{
(α, φ˜, ψ˜) : φ˜, ψ˜ optimal couple in Xα × Yα
}
is an analytic subset of a suitable Polish space, that we are first going to define. We
apply then a selection theorem in order to construct an optimal couple.
In order to structure the ambient space with a Polish topology, we need some
preliminary lemmata.
Lemma 12.1. For every nonnegative function ϕ¯ ∈ C0([0, 1]) the map
Gϕ¯ : M([0, 1]) 3 µ 7→
∫
ϕ¯µ+ ∈ R
is convex l.s.c. is w.r.t. weak∗-topology.
Proof. Since for every µ ∈M([0, 1])
sup
{∫
ϕµ : 0 6 ϕ 6 ϕ¯
}
=
∫
ϕ¯µ+,
then Gϕ¯ is the supremum of bounded linear functionals, proving the thesis.
147
148 existence of an optimal potential
Corollary 12.2. The map
M([0, 1]) 3 µ 7→ µ+ ∈ M+([0, 1])
is Borel w.r.t. weak∗-topology. For every nonnegative measure ξ the sublevel set {µ : µ+ 6
ξ} is closed and convex: in fact µ 7→ µ+ is order convex, meaning that
(λµ+ (1− λ)ν)+ 6 λµ+ + (1− λ)ν+.
Proof. It is enough to observe that any function f :M([0, 1])→M([0, 1]) is Borel if
and only if the function µ 7→ ∫ϕf(µ) is Borel for every nonnegative ϕ ∈ C0([0, 1]):
the Borel measurability then follows by Lemma 12.1. As well, f is order convex if
and only if µ 7→ ∫ϕf(µ) is convex ∀ϕ ∈ C0([0, 1];R+).
Corollary 12.3. The function
M([0, 1])×M([0, 1]) 3 (µ1,µ2) 7→ µ1 ∧ µ2 ∈ M([0, 1])
is Borel w.r.t. weak∗-topology.
Proof. The thesis follows by the relation µ1 ∧ µ2 = µ1 − [µ1 − µ2]+ and Corol-
lary 12.2.
Lemma 12.4. The function
M+([0, 1])3 ×C0([0, 1];R+) 3 (µ1,µ2,µ3,φ) 7→
∫
φ
dµ2
dµ1
dµ3
dµ1
µ1 ∈ [0,+∞]
is Borel w.r.t. weak∗-topology.
Proof. Let {hj,I}2
I
j=1 be a partition of [0, 1] into continuous functions such that
0 6 hj,I 6 1,
2I∑
j=1
hj,I = 1, supphj,I ⊂
[
(j− 1)2−I − 2−I−2, j2−I + 2−I−2
]
.
Define the l.s.c. and continuous functions, respectively,
R+ 3 x 7→ x−1∗ :=
{
0 x = 0
1/x x > 0
M([0, 1])×C0([0, 1]) 3 µ 7→
( ∫
hj,Iφµ
)2I
j=1
∈ R2I
If φ ∈ C0([0, 1]) and µ2 = (dµ2/dµ1)µ1, then
gI(µ1,µ2) :=
I∑
j=1
hj,I(x)
( ∫
hj,Iµ1
)−1∗( ∫
hj,Iµ2
)
→ dµ2
dµ1
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in L1(µ), so that for 0 6 µ2 6 kµ1 and 0 6 µ3 6 kµ1 it follows∫
φ
dµ2
dµ1
dµ3
µ1
µ1 = lim
I→+∞
∫
φgI(µ1,µ2)gI(µ1,µ3)µ1.
We finally reduce to the case µ2 6 kµ1 and µ3 6 kµ1: indeed∫
φ
dµ2
dµ1
dµ3
µ1
µ1 = lim
k→∞ limI→+∞
∫
φgI(µ1,µ2 ∧ (kµ1))gI(µ1,µ3 ∧ (kµ1))µ1
and by Corollary 12.3 the map
(µ1,µ2,µ3) 7→
(
µ1, (kµ1)∧ µ2, (kµ1)∧ µ3
)
is Borel. By composition of the above Borel maps, the statement of the lemma is
proved.
Lemma 12.5. The function
HM : M
+([0, 1])2 ×M([0, 1])×M+([0, 1]2) → (−∞,+∞]
(µ,ν,η, ξ,pi) 7→ HM :=
∫ (d(η+Mµ)+
dµ
)(d(P1)]pi
dµ
)
µ
+
∫ (d(ξ+Mν)+
dν
)(d(P2)]pi
dν
)
ν
is Borel w.r.t. weak∗-topology for all k ∈ R+.
Proof. It follows immediately from Corollary 12.2 and Lemma 12.4.
Lemma 12.6. The subset of sequences in RN converging to zero is analytic w.r.t. the
product topology.
Proof. The family on nondecreasing sequences mn is a closed subset of NN,
with the product topology. The sequences of RN converging to zero are then the
projection of the closed subset of RN ×NN
C := {({f`}`∈N, {mn}n∈N) : |fi| 6 2−n ∀i > mn}.
We now show that C is closed.
Consider sequences {f`,k}`, {mn,k}n converging pointwise to {f`}`, {mn}n, with
({f`,k}`, {mn,k}n) ∈ C. Then for each n ∈ N exists k(n) such that the sequence
{mn,k}k is constantly mn for k > k(n). As a consequence, for all k > k(n) one has
|fi,k| 6 2−n for i > mn. Since {fi,k}i converges pointwise, it follows that |fi| 6 2−n
for i > mn. Hence ({f`}`, {mn}n) ∈ C.
Given a subset J of R∪ {±∞}, we denote by L(µ; J) the µ-measurable maps from
[0, 1] to J. If not differently stated, µ-measurable functions are equivalence classes
of functions which coincide µ-a.e..
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Proposition 12.7. There exists a Polish topology on linear space
L =
{
(µ,ϕ) : µ ∈ P([0, 1]), ϕ ∈ L(µ;R∪ {±∞})}
such that the map
I : L → P([0, 1])×∏∞M=1M([0, 1])
(µ,ϕ) 7→ (µ,{(ϕ∧M)∨ (−M)µ}
M∈N
)
is continuous.
Proof. We inject L in P([0, 1])×∏∞M=1M([0, 1]) by the map I. The image of L is the
set
Im(I) =
{
(µ,ηM) : ηN = (ηM ∧Nµ)∨ (−Nµ) for M > N
}
. (12.1)
Notice that the compatibility condition ηN = (ηM ∧Nµ)∨ (−Nµ) implies that the
Radon-Nikodym derivative ϕN :=
dηN
dµ converges µ-a.e. to a uniquely identified
ϕ ∈ L(µ;R∪ {±∞}).
We observe that by Corollary 12.3 the function
(µ,η) 7→ FN(µ,η) := −(−(η∧Nµ)∧Nµ)
is Borel and Im(I) is the intersection of the following countably many graphs
Im(I) =
⋂
N<M
{
(µ, {ηQ}Q) : FN(µ,ηM) = ηN
}
.
Being a Borel subset of a Polish space, by Theorem 3.2.4 of [Sri] there is a
finer Polish topology on P([0, 1])×∏∞M=1M([0, 1]) such that Im(I) itself is Polish,
and this Polish topology can be pulled back to L by the injective map I. The
continuity of I, also w.r.t. the product weak∗ topology on the image space, is then
immediate.
Lemma 12.8. The subset Lf := {(µ,ϕ) : ϕ ∈ L(µ;R)} of L is analytic.
Proof. If ϕ ∈ L(µ;R ∪ {±∞}), the condition ϕ ∈ L(µ;R) is clearly equivalent to
limM‖µ‖(|ϕ| > M) = 0.
Since the injection I is continuous and I(L) is Borel by Proposition 12.7, it is enough
to prove that
I(Lf) =
{
(µ, {ξM}M) : lim
M
‖ξM+1 − ξM‖ = 0
}
is analytic. By Lemma 12.6 this follows by the l.s.c. of the map
P([0, 1])×∏∞M=1M([0, 1]) → RN
(µ, {ξM}M) 7→
{‖ξM+1 − ξM‖}M .
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Theorem 12.9. Let c be l.s.c.. Assume that the disintegration of pi w.r.t. a partition
{Xα × Yα}α is strongly consistent and that there exist optimal couples φα ∈ B(Xα,R),
ψα ∈ B(Yα;R):
φα +ψα 6 c on Xα × Yα φα +ψα = c on Γ ∩Xα × Yα.
Then there exist Borel optimal potentials on ∪αXα × Yα.
Proof. We prove the theorem by means of Von Neumann’s selection principle.
Step 1. Consider the Polish space
Z := L× L×P([0, 1]2).
We first prove the analyticity of the subset A of Z made of those
((µ,ϕ), (ν,ψ),pi) ∈ Lf × Lf ×P([0, 1]2)
satisfying the relations
1. (P1)]pi = µ, (P2)]pi = ν;
2. φ+ψ 6 c out of cross-negligible sets w.r.t. the measures µ, ν;
3. φ+ψ = c pi-a.e..
Since Σ11 is closed under countable intersections, it suffices to show that each of
the conditions above defines an analytic set.
Constraint (1) defines a closed set, by the continuity of the immersion I in
Proposition 12.7 and because {(µ,ν,pi) : pi ∈ Π(µ,ν)} is compact in P([0, 1])×
P([0, 1])×P([0, 1]2).
Setting φM = ((φ∧M)∨ (−M)), ψM = ((ψ∧M)∨ (−M)) for M ∈N, Condi-
tion (2) is equivalent to∫
φM(P1)]pi+
∫
ψM(P2)]pi 6
∫
cpi ∀pi ∈ Π6(µ,ν),∀M ∈N. (12.2)
Indeed, suppose that Condition (2) is not satisfied, i.e. the set {(x,y) : φ(x) +
ψ(y) > c(x,y)} is not cross-negligible. Then, since φM, ψM converge to φ, ψ, the
set {(x,y) : φM(x) +ψM(y) > c(x,y)} can’t be cross-negligible. By the duality
Theorem B.2 there exists a non-zero pi ∈ Π6(µ,ν) concentrated on {(x,y) : φM(x)+
ψM(y) > c(x,y)} and therefore (12.2) does not hold. The converse is immediate,
as φM +ψM 6 c.
We consider the Borel set (Lemma 12.5)
Cn,M :=
{
(µ,ν, ξ,η,pi) : HM(µ,ν, ξ,η,pi) −
∫
(c+ 2M)pi > 2−n,pi ∈ Π6(µ,ν)
}
.
(12.3)
Since for pi ∈ Π6(µ,ν) one has
HM(µ,ν, ξ,η,pi) =
∫
d(ξ+Mµ)+
dµ
(P1)]pi+
∫
d(η+Mν)+
dν
(P2)]pi
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then for fixed (µ,ν,η, ξ) the function
pi 7→
{
HM(µ,ν, ξ,η,pi) −
∫
(c+ 2M)pi pi ∈ Π6(µ,ν)
+∞ otherwise
is u.s.c. for l.s.c. cost c. In particular the section
Cn,M ∩ {(µ,ν, ξ,η)}×P([0, 1]2)
is closed, hence compact. By Novikov Theorem (Theorem 4.7.11 of [Sri]), it follows
that
P1234(Cn,M) =
{
(µ,ν,η, ξ) : ∃pi ∈ Π6(µ,ν),HM(µ,ν,η, ξ,pi)−
∫
(c+2M)pi > 2−n
}
is Borel. Finally, the set
DM :=
⋃
n∈N
P1234(Cn,M)
=
{
(µ,ν,η, ξ) : ∃pi ∈ Π6(µ,ν),HM(µ,ν,η, ξ,pi) −
∫
(c+ 2M)pi > 0
}
is Borel.
Condition (12.2) thus can be rewritten as{(
µ,ν, {ξM}M, {ηM}
) ∈ P([0, 1])2×( ∞∏
M=1
M([0, 1])
)2
: (µ,ν, ξM,ηM) /∈ DM
}
,
and the above discussion implies that this is a Borel set.
We prove finally that Condition (3) identifies an analytic set. Consider the map( ∞∏
M=1
M([0, 1])×M([0, 1])
)
×P([0, 1]2) → RN
({ξM,ηM}M,pi) 7→
{∫
ξM +
∫
ηM −
∫
cpi
}
M
.
This function is clearly Borel. Moreover, by Lemma 12.6 the family of sequences
converging to 0 is an analytic subset of NN, and therefore his counterimage
is analytic. The thesis follows again by the continuity of the immersion I of
Proposition 12.7.
Step 2. Since the set A of Step 1 is analytic, and the map [0, 1] 3 α 7→ piα ∈
P([0, 1]2) can be assumed to be Borel, then the set B = [0, 1]×A∩ {(α, (µ,ϕ), (ν,ψ),pi :
pi = piα)} is analytic.
Step 3. By Von Neumann’s selection principle applied to B, there exists an
analytic map
[0, 1] 3 α 7→ ((µα,φα), (να,ψα)) ∈ L× L .
existence of an optimal potential 153
Hence, by the immersion of I of Proposition 12.7 we can define the sequence of
measures
ξM :=
∫
ξM,αm(dα) ηM :=
∫
ηM,αm(dα).
It is not difficult to show that
(
µ,
{
ξM
}
M∈N
)
and
(
ν,
{
ηM
}
M∈N
)
belong to the
image (12.1) of I: by the formula
ξM =
dξM
dµ
µ =
∫ (
dξM
dµ
µα
)
m(dα) =
∫
ξM,αm(dα)
it follows that (µ, {ξM}M) ∈ Lf and satisfies the compatibility condition. Therefore
taking the counterimage with I one can define functions φ ∈ L(µ), ψ ∈ L(ν) which
are global potentials.
Remark 12.10. Theorem 12.9 does not provide an optimal couple for a generic
equivalence relation different from the axial one, and in particular it does not apply
for the cycle equivalence relation (see Example 11.4). This holds if e.g. {c <∞} ⊂
∪αXα × Yα.
Remark 12.11. Even if every two points are connected by an axial path and there
exist Borel potentials, in general there is no point (x¯, y¯) such that the extensions of
Corollary 10.19 define Borel potentials φ˜, ψ˜.
Remark 12.12. In the proof one can observe that we can replace the cost c with any
other cost c ′, just requiring that for m-a.e. α it holds φα +ψα 6 c ′. In particular,
we can take a cost whose graph is σ-compact in each equivalence class and prove
that the sets Cn,M of (12.3) are σ-compact.
This shows how Theorem 12.9 can be extended to pi-measurable costs.

13
Sudakov theorem with strictly convex, possibly asymmetric norms
In the present section we deal with the proof of Sudakov theorem, under the
assumption of strict convexity of the norm. We do not assume µ, ν compactly
supported, but we require to avoid trivialities that the optimal cost is finite.
The argument is a reduction to dimension 1, since the one dimensional theory
is well established: we state the known result in Theorem 13.1, which ensures the
existence of an optimal transport map for the Monge problem when the initial
measure is absolutely continuous.
We observe first the following fact. There exist a closed set Γ containing the
support of any optimal transport plan pi ∈ Π(µ,ν) such that function
φ(x) := inf
n,xn:=x,
i=1,...,n−1,
(xi,yi)∈Γ
{n−1∑
i=0
[‖˜yi − xi+1‖˜− ‖˜yi − xi‖˜]}, x ∈ Rn, (x0,y0) ∈ Γ fixed,
(13.1)
is 1-Lipschitz w.r.t. ‖˜ · ‖˜ and satisfies φ(x) −φ(y) = ‖˜y− x‖˜ for every (x,y) ∈ Γ .
For completeness we sketch the proof in Remark 13.6.
In the present section we fix the potential φ as in 13.1 and we consider the related
transport set T¯e. The transport rays of T¯e are invariant sets for the transport. In fact,
given any optimal transport plan pi, by construction if (x,y) belongs to the support
of pi then y ∈ P¯(x), being φ(x) −φ(y) = ‖˜y− x‖˜: therefore, if one disintegrates pi
w.r.t. the projection onto the first set of n-variables, the conditional probability pix
is concentrated on P¯(x) for µ-a.e. x ∈ Rn. This means that the mass is transported
within the rays, in the direction where φ decreases.
The analysis performed in Section 4 yields the following information. Up to
removing an L n-negligible set from T¯e, the relation which defines the transport
rays, precisely
x ∼ y if φ(x) −φ(y) = ‖˜y− x‖˜,
is an equivalence relation. Equivalently, we are saying that the transport rays
provide a partition of T¯ up to a µ-negligible set, into segments since the norm
is strictly convex. Moreover, if one disintegrates the Lebesgue measure on T¯e
w.r.t. this partition — identifying points on a same transport ray — the conditional
measures are absolutely continuous by Theorem 4.26.
This allows to conclude the strategy proposed by Sudakov in [Sud], as we
outline here before the formal proof. One disintegrates µ w.r.t. the partition into
transport rays, that we can denote with {ry}y∈S where S is a σ-compact subset
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of countably many hyperplanes and Hn−1 S is absolutely continuous w.r.t. the
quotient measure. This is possible by Theorem 4.26 because µ  L n, and one
obtains absolutely continuous conditional probabilities {µy}y∈S. If ν L n, one
can moreover disintegrate also ν in the same way.
As the rays are invariant sets, one obtains that any optimal transport plan pi ∈
Π(µ,ν) can in turn be disintegrated w.r.t. the partition {ry × ry}y∈S and the condi-
tional probabilities {piy}y∈S belong respectively to Π(µy,νy): each optimal transport
plan is a superposition of transport plans on the rays.
Denoting with m the quotient measure of pi and γ := dm
dHn−1
, the optimal cost can
be written as∫
Rn×Rn
‖˜y− x‖˜dpi(x,y) =
∫
S
{∫
Rn×Rn
‖˜y− x‖˜γ(z)dpiz(x,y)
}
dHn−1(z).
One can thus obtain other optimal transport plans rearranging the transport
between each µz, νz without increasing the cost realized by piz w.r.t. c(x,y) =
‖˜y− x‖˜. As the optimal transports from µz to νz are within the ray rz, this means
that we reduced the original problem to one dimensional transport problems,
and by the study of Section 4 we know that the initial measures {µy}y∈S are absolutely
continuous.
An optimal map solving our original Monge problem will then be defined by
defining an optimal transport map for the transport problem on each ray rz: indeed,
if one defines a map on each ray rz, then by juxtaposition a map is defined on
µ-almost all of Rn.
While, as already observed in the introduction, the absolute continuity of µ is
fundamental, the assumption of absolute continuity of ν is just technical. It was
present in Sudakov statement, but it has been removed in subsequent works ([AP]).
When ν is singular, then a positive mass can be transported to points belonging
to more transport rays: as ν can give positive measure to endpoints, transport
rays do not partition any carriage of ν and therefore it is not immediate how to
disintegrate ν on T¯e \ T¯ in order to obtain the right conditional measures on the
rays. This however is a formal problem, since rays are invariant sets: for any sheaf
set Z¯, one can determine the portion of mass ν(Z¯ \ T¯) on the terminal points of Z¯
which comes from the rays in Z¯ as the mass initially present in Z¯ which has not
been carried to Z¯∩ T¯; it is just the difference
µ(Z¯) − ν(Z¯∩ T¯).
We recall before the main theorem the one dimensional result, that we cite from
Theorem 5.1 in [AP].
Theorem 13.1 (1-dimensional theory). Let µ, ν be probability measures onR, µ without
atoms, and let
G(x) = µ((−∞, x)), F(x) = ν((−∞, x))
be respectively the distribution functions of µ, ν. Then
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• the nondecreasing function t : R 7→ R defined by
t(x) = sup
{
y ∈ R : F(y) 6 G(x)} (13.2)
(with the convention sup ∅ = −∞) maps µ into ν. Any other nondecreasing map t ′
such that t ′]µ = ν coincides with t on the support of µ up to a countable set.
• If φ : [0,+∞] → R is nondecreasing and convex, then t is an optimal transport
relative to the cost c(x,y) = φ(|y− x|). Moreover, t is the unique optimal transport
map, in the case φ is strictly convex.
We give now the solution to the Monge problem. For clarity we specify the
setting:
- We consider two probability measures µ, ν with µ absolutely continuous
w.r.t. L n.
- The cost function is given by c(x,y) = ‖˜y− x‖˜, and we assume that the
optimal cost is finite.
- We fix the potential φ in 13.1 and we construct the transport set and the
partition in transport rays {rz = Ja(z),b(z)K}z∈S as in Section 4.2, so that
Theorem 4.26 holds.
- p : T¯ → S denotes the projection onto the quotient, for the partition into
transport rays.
We define the following auxiliary measures µz, νz on the ray rz:
- Let µ =
∫
S µzm(z) be the disintegration of µ = µ T¯ w.r.t. the partition in
transport rays.
- Let ν T¯ =
∫
S ν˜zm˜(z) be the disintegration of ν T¯ w.r.t. the partition in
transport rays.
- Set νz = f(z)δb(z) + g(z)ν˜z, where f, g are the Radon-Nikodym derivatives
f =
d(m− m˜)
dm
and g(z) =
dm˜
dm
.
Theorem 13.2. Define on T¯ the two cumulative functions
F(z) = µp(z)
(La(z), zM), G(z) = νp(z)(La(z), zM).
Then, an optimal transport map for the Monge-Kantorovich problem between µ and ν is
given by
T : z 7→
{
z if z /∈ T¯
x+ td(x) where t = sup{s : F(x+ sd(x)) 6 G(z)}, if z ∈ T¯ . (13.3)
Every optimal plan has the form pi (T¯ × T¯e) =
∫
S piz dm(z), with piz ∈ Π(µz,νz)
optimal.
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Proof. The proof follows the one dimensional reduction argument described in the
introduction.
Step 1: Absolute continuity of the conditional probabilities. By assumption there exists
a nonnegative integrable function f such that µ = fL n. By Theorem 4.26∫
T¯e
ϕ(x)dµ(x) =
∫
T¯e
ϕ(x)f(x)dL n(x)
=
∫
S
{∫b(z)·d(z)
a(z)·d(z)
ϕ(z+ (t− z · d(z))d(z))·
f(z+ (t− z · d(z))d(z))c(t, z)dH1(t)
}
dHn−1(z),
Moreover, by the definition of disintegration, and since m Hn−1 S,∫
T¯e
ϕdµ =
∫
S
{∫
R¯(z)
ϕdµz
}
dm(z) =
∫
S
{∫
R¯(z)
ϕ
dm(z)
dHn−1(z)
dµz
}
dHn−1(z).
Then, denoting
i(z) =
∫b(z)·d(z)
a(z)·d(z)
f(z+ (s− z · d(z))d(z))c(s, z)dH1(s),
one obtains
µz(x) =
f(z+ (x− z · d(z))d(z))c(x, z)
i(z)
H1(x).
This was exactly the missing step in Sudakov proof, since one has to prove that the
conditional measures of µ are absolutely continuous w.r.t. H1.
Step 2: Solution of the transport problem on a ray. By the one dimensional theory,
Theorem 13.1, an optimal transport map from (R¯(y),µy) to (R¯(y),νy) is given by
the restriction of T in 13.3 to R¯(y).
Step 3: Measurability of T . The map T in 13.3 is Borel, not only on the rays, but
in the whole T¯. To see it, consider the countable partition of T¯ into σ-compact
sets Z¯(Zk), by Lemma 4.11. In particular, a subset C of T¯ is Borel if and only if
its intersections with the Z¯(Zk) are Borel. Moreover, composing T with the Borel
change of variable given in Remark 4.15, from the sheaf set Z¯ we can reduce to
(0, 1)e1 +Z, d(x) = e1 and the map T takes the form T(y) = y+ (T · e1 − y · e1)e1.
One, then, has just to prove that the map T · e1 is Borel: this map is monotone in
the first variable, and Borel in the second; in particular, it is Borel on (0, 1) ·Z.
Step 4: Disintegration of optimal transport plans. Consider any transport plan
pi ∈ Π(µ,ν). By construction of φ with 13.1, if (x,y) belong to the support of pi then
φ(x) −φ(y) = ‖˜y− x‖˜: the support of pi is then contained in ∪y∈SR¯(y)× R¯(y) ∪
{x = y}.
Moreover, one can forget of the points out of T¯, since they stay in place: pi((Rn \
T¯) \ {x = y}) = 0; as a consequence pi (Rn \ T¯ ×Rn) is already induced by
the map T . We assume then for simplicity pi(T¯) = 1, eventually considering the
transport problem between the marginals of pi (T¯ ×Rn)/pi(T¯ × T¯).
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As a consequence, one can disintegrate pi w.r.t. {La(y),b(y)M× R¯(y)}y∈S by Theo-
rem 2.7.
By the marginal condition µ(A) = pi(A × Rn) = pi(A × R¯(A)) the quotient
measure then is still m:
pi =
∫
y∈S
piydm(y), piy(R¯(y)× R¯(y)) = 1.
Moreover, for m-a.e y the plan piy transports µy to νy: for all measurable S ′ ⊂ S,
A ⊂ Rn∫
S ′
piz(A×Rn)dm(z) = pi((A∩ Z¯(S ′))×Rn)=µ(A∩ Z¯(S ′)) =
∫
S ′
µy(A)dm(z)∫
S ′
piz(R
n ×A)dm(z) = pi(Z¯(S ′)× (Z¯(S ′)∩A \ T¯)) + pi(Rn × (Z¯(S ′)∩A∩ T¯))
= [µ(Z¯(S ′)∩ Z¯(A \ T¯)) − ν(T¯ ∩ Z¯(S ′)∩ Z¯(A∩ T¯))] + ν(Z¯(S ′)∩A∩ T¯)
=
∫
S ′
δb(z)(A)d(m(z) − m˜(z)) +
∫
S ′
ν˜z(A)dm˜(z) =
∫
S ′
νz(A)dm(z).
Step 5: Optimality of T . Since Txrz is an optimal transport between µz and νz
(Step 2), then∫
R¯(z)×R¯(z)
‖˜x− y‖˜dpiz(x,y) >
∫
R¯(z)
‖˜x− T(x)‖˜dµz(x), (13.4)
where pi =
∫
S piz dm(z) is any optimal transport plan, as in Step 3. Therefore T is
optimal:∫
‖˜x− y‖˜dpi ′ >
∫
‖˜x− y‖˜dpi =
∫
S
{∫
R¯(z)×R¯(z)
‖˜x− y‖˜dpiz(x,y)
}
dm(z)
13.4
>
∫
S
{∫
R¯(z)×R¯(z)
x− T(x)dµz(x)
}
dm(z) =
∫
‖˜x− T(x)‖˜dµ
for every pi ′ ∈ Π(µ,ν). This yields to the existence of an optimal transport map of
the form
T = IRn\T¯ +
∑
y∈S
TzχxLa(z),b(z)M,
where Tz is a one-dimensional, optimal transport map from µz to νy, when
ν(∪xb(x)) = 0.
Definition 13.3. We call t−1 the surjective multivalued function, monotone along
each ray, whose graph contains the transpose of the graph of T . Let t˜−1 be the
single valued function whose graph is contained in the graph of t−1 and which is
left continuous (and monotone nondeacreasing) on secondary transport rays.
Then ν(La(x), xM) = µ(La(x), t˜−1(x)M) and ν(La(x), xK) = µ(La(x), t−1(x)M), where
a(x) denotes formally the first endpoint of r(x).
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the transport density. As a further application of the disintegration theo-
rem, we write the expression of the transport density relative to optimal secondary
transport plans in terms of the conditional measures µz, νz, z ∈ Q of µ, ν, for the
ray equivalence relation. In particular, one can see its absolute continuity. As in
the smooth setting the density function w.r.t. L n T¯ vanishes approaching initial
points along secondary transport rays. As known, the same property does not hold
for the terminal points — see Example 13.5 below taken from [FM2].
We omit the verification, since it is quite standard (see e.g. Section 8 in [BG]).
Let f, the Radon-Nycodim derivative of µ w.r.t. L n, and γ, introduced in the
disintegration, be Borel functions from Rn to R such that
µ T¯ =
∫
Q
µz dH
n−1(z) =
∫
Q
(fγH1 rz)dH
n−1(z) ν T¯ =
∫
Q
νz dH
n−1(z).
Let z : T¯e → Q be the Borel multivalued quotient projection. Set d = 0 where D¯ is
multivalued.
Lemma 13.4. A particular solution ρ ∈M+loc(Rn) to the transport equation
div(dρ) = µ− ν
is given by
ρ(x) =
(µz(x) − νz(x))(La(x), xM)
γ(x)
L n(x) T¯ =
(
χT¯(x)
γ(x)
∫
Lt˜−1(x),xM fγdH1
)
L n(x).
(13.5)
Example 13.5 (Taken from [FM2]). Consider in R2 the measures µ = 2L 2 B1
and ν = 1
2|x|3/2
L 2B1, where | · | here denotes the Euclidean norm. A Kantorovich
potential is provided by |x|. The transport density is ρ = (|x|−
1
2 − |x|)L 2 B1. While
vanishing towards ∂B1, the density of ρ blows up towards the origin. Concentrating
ν at the origin, the density would be instead ρ = −|x|2 B1.
We sketch finally in the following remark the proof of the standard claim in the
introduction. One could see that the potential defined by 13.1 with instead of Γ
the support of any optimal transport plan pi ∈ Π(µ,ν) has the same property: it
is 1-Lipschitz and its c-subdifferential contains the support of any other optimal
transport plan. We omit it since not needed.
Remark 13.6. We recall the definition of c-monotonicity: given a cost function
c : R2n → R+, a set Γ ⊂ Rn ×Rn is c-cyclically monotone (briefly c-monotone) if
for all M ∈N, (xi,yi) ∈ Γ one has
M∑
i=1
c(xi,yi) 6
M∑
i=1
c(xi+1,yi), xM+1 := x1.
By Theorem 5.2 in [AP], when the cost function is continuous the support
of any optimal transport plan with finite cost is c-monotone. Consider then a
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sequence {pik}k∈N dense, w.r.t. the weak*-topology, in the set of optimal transport
plans for c(x,y) = ‖˜y− x‖˜ and define as Γ the support of the optimal transport
plan
∑
k∈N 2
−kpik. By the u.s.c. of the Borel probability measures on closed sets
w.r.t. weak*-convergence, Γ contains the support of any other optimal transport
plan.
The function φ defined by 13.1,
φ(x) = inf
M,xM:=x,
i=1,...,M−1,
(xi,yi)∈Γ
{M−1∑
i=0
[‖˜yi − xi+1‖˜− ‖˜yi − xi‖˜]}, x ∈ Rn, (x0,y0) ∈ Γ fixed,
is trivially 1-Lipschitz, being the infimum of 1-Lipschitz functions. Moreover, if
(x,y) ∈ Γ , then for every (M− 1)-uple (xi,yi) ∈ Γ one chooses in order to compute
φ(x) one has that {(xi,yi)}M−1i=1 ∪ {(x,y)} is a M-uple to compute φ(y), and then
φ(y) is estimated from above by
‖˜y− y‖˜− ‖˜y− x‖˜+ inf
M,xM:=x,
i=1,...,M−1,
(xi,yi)∈Γ
M∑
i=0
[‖˜yi − xi+1‖˜− ‖˜yi − xi‖˜] = −‖˜y− x‖˜+φ(x).
φ is real valued as a consequence of c-monotonicity, which implies φ(x0) > 0 and
thus φ(x0 = 0).
In general φ is not integrable w.r.t. neither µ nor ν. When it is, clearly by the
marginal condition
∫
cpi =
∫
φµ−
∫
φν for every optimal plan pi. Notice however
that if
∫
cpi =
∫
φ˜µ−
∫
φ˜νwith φ˜ 1-Lipschitz, then necessarily c(x,y) = φ˜(x)− φ˜(y)
for pi-a.e. (x,y).
13.1 Remarks on the Decomposition in Transport Rays
In the following two examples we show on one hand that the divergence of the
vector field of ray directions can fail to be a Radon measure. On the other hand,
we see that in general the transport set is merely a σ-compact subset of Rn: we
consider just below, before of the examples, an alternative definition of T¯, which
extends it and has analogous properties; however in dimension n > 2 even this
extension does not fill the space, for any Kantorovich potential of the transport
problem — as shown in Example 13.8.
Since φ is Lipschitz, then it is Hn-a.e. differentiable. At each point x where φ is
differentiable, the Lipschitz inequality, just by differentiating along the segment
from x to x+ d, implies that
|∇φ(x) · d| 6 1 for all d ∈ ∂D∗.
This means that ±∇φ ∈ D. Consider now a point where, moreover, there is an
outgoing ray. As an immediate consequence of 4.2, just differentiating in the
direction of the outgoing ray, we have the relation
−∇φ(x) · d(x)‖˜d(x)‖˜ = 1.
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This implies that −∇φ(x) ∈ ∂D, and moreover
d ∈ D¯(x) satisfies d(x)‖˜d(x)‖˜ ∈ δD(−∂φ(x)) (d(x) ∈ ∂φ(x) if D is a ball).
(13.6)
Equation 13.6 suggests another possible definition of d. Assuming the norm
strictly convex, δD(−∇φ(x)) is single-valued. Therefore one could define for
example
d(x) = δD(−∇φ(x)), where −∇φ(x) ∈ ∂D. (13.7)
This, generally, extends the vector field we analyzed (see Example 13.7), and has
analogous properties. However, even in this case the vector field of direction is not
generally defined in positive L n-measure sets. In fact, in Example 13.8 we find
that the gradient of φ can vanish on sets with L n-postive measure.
Example 13.7 (Transport rays do not fill continuously the line). Consider in [0, 1]
the following transport problem, with c(x,y) = |y− x| (Figure 17).
Fix ` ∈ (0, 1/4). Construct the following Cantor set of positive measure: remove
from the interval [0, 1] first the subinterval
(
1
2 − `,
1
2 + `
)
; then, in each of the
remaining intervals, the central subinterval of length 2`2, and so on: at the step
k+ 1 remove the subintervals yik + `k+1(−1, 1) — where y1k, . . . , y2kk are the
centers of the intervals remaining at the step k. The measure of the set we remove
is
∑∞
k=1(2`)
k = 2`1−2` ∈ (0, 1). Consider then the transport problem between
µ =
+∞∑
k=1
2k∑
i=1
2−2k−1
(
δyik+`k + δyik−`k
)
and ν =
+∞∑
k=1
2k∑
i=1
2−2kδyik .
The map bringing the mass in yik ± `k to yik is induced by the plan
+∞∑
k=1
2k∑
i=1
2−2k−1
(
δ(yik+`k,yik) + δ(yik−`k,yik)
)
.
and it is easily seen to be the optimal one (e.g. by [AP], checking c-monotonicity).
Clearly, it is not relevant how the map is defined out of ∪ik{yik ± `k}.
We can consider a first Kantorovich potential φ given by
φ(x) =
{
|λ|− `k if x = yik + λ, with λ ∈ (−`k, `k),
0 on the Cantor set and out of [−1, 1].
φ is differentiable exactly in the points where no mass is set. In the points of the
Cantor set the differential of φ vanishes: its gradient does not help in defining the
field of ray directions by 13.7.
Notice that the divergence of the vector field of ray directions is not a locally finite
measure.
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Figure 17: Example 13.7. The pictures show the graphs of the Kantorovich potentials
φ (on the left) and φ˜ (on the right), for the same transport problem — source
masses are the blue ones, destinations the yellow ones. With φ˜ the vector field
of ray directions is defined L 1-a.e., while with φ this is not the case, since the
gradient vanishes in a L 1-positive measure set.
Define now another Kantorovich potential φ˜ as follows. Consider the limit of
the functions
hk(x) = x−
∞∑
h=1
2k∑
i=1
[(
x− yik + `
k
)
χ(yik−`k,yik+`k) + `
kχ[yik+`k,+∞)
]
.
It is 1-Lipschitz, constant on the intervals we took away. In particular, φ˜ := φ+h is
again a good potential, which is precisely the one defined in 13.1. Notice that the
direction field of rays relative to the potential φ˜ is defined L 1-almost everywhere,
just except in the atoms of µ. It is an extension of the previous vector field of
directions. Notwithstanding, there is no continuity of this vector field on the
Cantor set, which has positive measure. Continuity is recovered in open sets not
containing the atoms of µ, ν. Again, the divergence of the vector field fails to be a
locally finite Radon measure.
Observe that, spreading the atomic measures on suitable small intervals, one
gets an analogous example with marginals absolutely continuous w.r.t. L 1.
Example 13.8 (T¯ does not fill the space). Consider in the unit square X = Y = [0, 1]2
the following transport problem (see Figure 18).
Fix λ ∈ (0, 1). Define, recursively, the half edge `0 = 1/2 and then, for i ∈N,
`i =
λ
1
2i+1 `i−1
2
= λ
∑i+1
j=2 2
−j
2−i−1, ai = `i−1 − 2`i,
ni maximum in 2N s.t. ri :=
`i + ai
ni
< ai.
Define moreover the sequence of centers, for i ∈N,
c1 =
(
1
2
,
1
2
)
,
{
ch
}
h= 4
i+2
3 ,...,
4i+1−1
3
=
{
cj± (`i+ai)(e1± e2)
}
j= 4
i−1+2
3 ,...,
4i−1
3
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Figure 18: Example 13.8. In this case, however one chooses the potential, the vector
field of direction is not defined on the whole square. In fact, the potential must
be constant in points, belonging to the blue skeleton we begin to draw, dense in a
L 2-positive measure set.
and, finally, the intermediate points
zi,j,0 = ci+ jrie1 and zi,j,± = ci± (`1+ai)rie1+ jrie2 for i ∈N, j ∈ {−ni, . . . ,ni}.
Then, the marginal measures be given by
µ =
∞∑
i=1
2−i
3(ni + 1)
∑
k=0,±, j even
δzi,j,k ν =
∞∑
i=1
2−i
3ni
∑
k=0,±
δzi,j,k, j odd.
One can immediately verify that the transport plan
pi =
∞∑
i=1
2−i
3
∑
j=1...ni, k=0,±
[(
j
ni + 1
−
j− 1
ni
)
δ(zi(−ni+2j−2)k,zi(−ni+2j−1)k)
+
(
j
ni
−
j
ni + 1
)
δ(zi(−ni+2j)k,zi(−ni+2j−1)k)
]
is optimal (e.g. by [AP], checking c-monotonicity).
Let φ be any 1-Lipschitz function whose c-subdifferential contains the support
of pi. Since φ(y) −φ(x) = ‖˜y− x‖˜ must hold for all (x,y) in the support of pi, we
have that φ is constant on the set of points {zi(2j)k}ijk, say null. Moreover, these
points are dense in the region
K =
⋂
i∈N
2i+1⋃
j=2i+1
cj + [−`i, `i]
2 ,
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therefore φ must vanish on K. In the Lebesgue points of K, in particular, ∇φ must
vanish, too. This implies, by 13.6, that K is in the complementary of T¯. The measure
of this compact set is
lim
i→∞ 22i(2`i)2 = limi→∞ λ
∑i
j=1 2
−j
= λ ∈ (0, 1).
The conclusion of this is example that in general there is no choice of potential
φ such that the extension of the transport set defined in 13.7 fills the space.
Observe that, spreading the atomic measures on suitable small squares, one gets
an analogous example with marginals absolutely continuous w.r.t. L 2.
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Appendix

A
An Isomorphism Theorem
We describe here a standard measurable space isomorphism among countably
generated measure spaces to transform the mass transport problem from (X,Ω),
(Y,Σ) to Borel probability spaces on [0, 1]. We refer to the last theorem in [HJ].
The notations follow the ones of Chapter 2. We recall that a probability space
(X,Ω,µ) is essentially countably generated by the family {Bm}m∈N if Bm ∈ Ω,
m ∈ N, and ∀S ∈ Ω there exists A in the σ-algebra generated by Bm such that
µ(S M A) = 0.
Lemma A.1. Consider a probability space (X,Ω,µ) essentially countably generated by the
family {Bm}m∈N. If B is the Borel σ algebra of [0, 1], then the map ([0, 1],Ω)→ ([0, 1],B)
f(x) =
∑
m∈N
10−mχBm(x)
realizes an isomorphism between the measure algebras of (X,Ω,µ) and of the Borel proba-
bility space (X,B, f]µ).
Proof. Since the measure algebra of a space is isomorphic to the one of its comple-
tion, we directly assume that Ω is generated by {Bm}m∈N.
By the measurability of f one has that f]Ω ⊃ B by definition.
Moreover, if we identify those points of X which are not separated by {Bm}m∈N
then f becomes injective. This implies that for B ∈ Ω then f−1(f(B)) = B (every
map g : ([0, 1], f]Ω) → (X,Ω) such that g(z) ∈ f−1(z) is measurable). Thus f]Ω
is generated by f(Bm), m ∈ N, and f immediately induces an isomorphism of
measure algebras.
Since f is injective except for collapsing the atoms, and since every measurable
function and measure must be constant on atoms, while measures do not ‘break’
them, this map is suitable to translate the transport problems we considered in
Chapter 7-10 to
1. X = Y = [0, 1];
2. µ,ν ∈ P([0, 1],B).
If for example c : X× Y → [0,+∞] is a Π(µ,ν)-universally measurable cost, then
cˆ = c ◦ (f1 ⊗ f2).
will be the Π(f1]µ, f
2
]ν)-universally measurable cost, where f
1, f2 are given by
Lemma A.1.
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This is possible since the formulation of our problems are invariant for measure
space isomorphism, if the necessary and sufficient conditions are — and it takes
a while to see that this is the case. Indeed, Π(µ,ν) is isomorphic to Π(f1]µ, f
2
]ν),
Πf(µ,ν) is isomorphic to Πf(f1]µ, f
2
]ν), measurable c-monotone sets are mapped to
measurable c ′-monotone sets, measurable acyclic sets to measurable acyclic sets,
measurable A-acyclic sets to measurable A-acyclic sets and so on.
We have similarly the following particular result of a more general classifica-
tion of Polish spaces, that we state for the sake of completeness. The proof is
straightforward.
Let Z be a Polish space, and {Bm}m∈N a family of open balls which is a basis for
the topology. Define f : Z→ [0, 1] as in Lemma A.1.
Proposition A.2. The map f is one to one and lower semicontinuous. Moreover, f−1 is
continuous on f(z), f](B(Z)) ⊃ B([0, 1]) and f−1](Bxf(Z)) ⊂ B(Z).
Given a lower semicontinuous cost function c, in this case one can define similarly
to above the cost c˜ in [0, 1]2 as the following lower semicontinuous envelope
c˜ = l.s.c. env.
({
c(f1(s), f2(t)) for (s, t) ∈ f(X× Y)
+∞ otherwise
)
.
One easily verifies that c˜ coincides with c on f(X× Y). Therefore also in this case it
is not restrictive to work in [0, 1]2 preserving the lower semicontinuity of the cost.
B
Perturbation by cycles
For the particular applications we are considering, the geometrical constraints
allow only to perturb a given measure pi ∈ Π(µ,ν) by means of bounded measures
λ ∈ M([0, 1]2) with 0 marginals, and such that pi+ λ > 0. The simplest way of
doing this perturbation is to consider closed cycles in [0, 1]2: we will call this types
of perturbation perturbation by cycles (a more precise definition is given below).
The problem of checking whether a measure µ can be perturbed by cycles has
been considered in several different contexts, see for example [AP, BGMS, HW].
Here we would like to construct effectively a perturbation, which will be (by
definition) a perturbation by cycles.
Since we are using a duality result valid only for analytic costs, in the following
we will restrict to a coanalytic cost c. We first recall some useful results on analytic
subsets of Polish spaces (in our case [0, 1]), and the main results of [Kel].
b.1 Borel, analytic and universally measurable sets
Our main reference is [Sri].
The projective class Σ11(X) is the family of subsets A of the Polish space X for
which there exists Y Polish and B ∈ B(X× Y) such that A = P1(B). The coprojective
class Π11(X) is the complement in X of the class Σ
1
1(X). The σ-algebra generated by
Σ11 is denoted by A.
The projective class Σ1n+1(X) is the family of subsets A of the Polish space X for
which there exists Y Polish and B ∈ Π1n(X×Y) such that A = P1(B). The coprojective
class Π1n+1(X) is the complement in X of the class Σ
1
n+1(X).
If Σ1n, Π1n are the projective, coprojective pointclasses, then the following holds
(Chapter 4 of [Sri]):
1. Σ1n, Π1n are closed under countable unions, intersections (in particular they
are monotone classes);
2. Σ1n is closed w.r.t. projections, Π1n is closed w.r.t. coprojections;
3. the ambiguous class ∆1n := Σ1n ∩Π1n is a σ-algebra and Σ1n ∪Π1n ⊂ ∆1n+1.
We recall that a subset of X Polish is universally measurable set if it belongs to all
completed σ-algebras of all Borel measures on X: it can be proved that every set in
A is universally measurable.
Under the axiom of Projective Determinacy (PD) all projective sets are univer-
sally measurable, and PD is undecidable in ZFC ([MS, Mos]). In the rest of the
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present Appendix we choose to assume (PD). One could avoid this assumption by
recovering independently the measurability of the functions we are going to define
by countable limit procedures (see for example [Car1]), but since our aim is to
describe a construction is not sufficiently motivated here.
In the following we will then use the fact that Borel counterimages of universally
measurable sets are universally measurable.
b.2 General duality results
All the results recalled in this sections are contained in [Kel].
Let A ⊂ [0, 1]d be a subset of [0, 1]d, and consider Borel probabilities µi ∈
P([0, 1]), i = 1, . . . ,d. We want to know if there is a measure pi such that pi∗(A) > 0
and its marginals are bounded by the measure µi: (Pi)]pi 6 µi. We recall that
pi∗(A) := inf
{
pi(A ′) : A ′ ∈ B([0, 1]d),A ⊂ A ′} (B.1)
is the outer pi measure. For simplicity, we will denote the i-th measure space in the
product with Xi.
Definition B.1. A set A ⊂ [0, 1]d is cross-negligible w.r.t. the measures µi, i = 1, . . . ,d,
if there are negligible sets Ni, i = 1, . . . ,d, such that A ⊂ ∪iP−1i (Ni).
Given A1,A2 ∈ [0, 1]d, we define
dist(A1,A2) := inf
{ d∑
i=1
∫
hiµi : χA1MA2(x) 6
d∑
i=1
hi(xi), hi ∈ L∞(µi)
}
. (B.2)
We say that A1,A2 ⊂ [0, 1]d are equivalent and we write A1 ∼dist A2 if A1 M A2 is
cross negligible, i.e. dist(A1,A2) = 0.
This definition is the same as the L-shaped sets defined in [BGMS]. Clearly the
cross-negligible sets can be taken to be Gδ-sets. The fact that ∼dist is an equivalence
relation and that (P(X)/ ∼dist, dist) is a metric space is proved in [Kel], Proposition
1.15. Following again [Kel], given A ⊂ P(X), we denote A the closure of A w.r.t. the
distance dist.
The next theorem collects some of the main results of [Kel]. This results are
duality results, which compare the supremum of a linear function in the convex
set
Π(µ1, . . . ,µd) :=
{
pi ∈ P([0, 1]d) : (Pi)]pi = µi, i = 1, . . . ,d
}
with the infimum of a convex function in a predual space.
Theorem B.2. If A ∈ Σ11(Rd), then the following duality holds
sup
{
pi(A) : pi ∈ Π(µ1, . . . ,µd)
}
= min
{ d∑
i=1
∫
hiµi :
d∑
i=1
hi(xi) > χA(X), 0 6 hi 6 1
}
.
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(B.3)
Moreover, if A is in closure w.r.t. d of the family of closed sets, then the max on the
l.h.s. is reached. In particular the maximum is reached when A is in the class of countable
intersections of elements of the product algebra.
Proof. The fact that the duality (B.3) holds with the infimum in the r.h.s. is a
consequence of [Kel], Theorem 2.14. In our settings the analytic sets contain all the
Borel sets, so that in particular the duality holds for Borel sets.
The fact that the minimum is reached is a consequence of [Kel], Theorem 2.21.
Finally, the last assertion follows from [Kel], Theorem 2.19, and the subsequent
remarks.
A fairly easy corollary is that if the supremum of (B.3) is equal to 0, then A is
cross negligible.
Remark B.3. Note that since we are considering a maximum problem for a positive
linear functional, then the problem is equivalent when considered in the larger
space
Π6(µ1, . . . ,µd) :=
{
0 6 pi ∈M([0, 1]d) : (Pi)]pi 6 µi, i = 1, . . . ,d
}
.
b.3 Decomposition of measures with 0 marginals
In this section we decompose a measure with 0 marginals into its essentially cyclic
part and acyclic part. The decomposition is not unique, even if we can determine
if a perturbation is essentially cyclic or acyclic.
Let Λ be the convex closed set of Borel measures on [0, 1]2 with 0 marginals:
Λ :=
{
λ ∈M([0, 1]d) : (Pi)]λ = 0, i = 1, . . . ,d
}
. (B.4)
In the following we restrict to d = 2, in view of applications to the transport
problem in [0, 1]2.
Definition B.4. We define the following sets.
The configuration set
Cn :=
{
w ∈ [0, 1]2n : P2i−1w 6= (P2i+1 mod 2n)w, P2iw 6= (P2i+2 mod 2n)w, i = 1, . . . ,n
}
.
The phase set
Dn :=
{
z ∈ [0, 1]4n : (P4i−1,P4i)z = (P4i+1 mod 4n,P4i−2 mod 4n)z, i = 1, . . . ,n
}
.
The the set of finite cycles, of arbitrary length, D∞
D∞ :=
{
z ∈ [0, 1]2N : (P4i−1,P4i)z = (P4i+1,P4i−2)z,∃k : P4kj+iz = Piz, 1 6 i 6 k, j ∈N
}
.
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The projection operator
q : [0, 1]4n → [0, 1]2n, (P2i−1,P2i)q(z) = (P4i−3,P4i−2)z, i = 1, . . . ,n.
The reduced phase set
D˜n := q
−1(Cn)∩Dn.
The narrow configuration set and narrow phase space
Cˆn :=
{
w ∈ [0, 1]2n : (P2i−1,P2i)w 6= (P2j−1,P2k)w, i 6= j,k
}
, Dˆn := q−1(Cˆn)∩Dn.
(B.6)
Remark B.5. The following remarks are straightforward.
1. The set Cn is open not connected in [0, 1]2n, and its connected components
are given by the family of sets
Cn,I :=
{
w ∈ [0, 1]2n : P2i−1w ≷ (P2i+1 mod 2n)w, P2iw ≷ (P2i+2 mod 2n)w, i = 1, . . . ,n
}
for the 4 possible choices of the inequalities and of i ∈ {1, . . . ,n}.
2. The set Dn is compact connected, and the set D˜n can be written as
D˜n :=
{
z ∈ [0, 1]4n : (P4i−1,P4i)z = (P4i+1 mod 4n,P4i−2 mod 4n)z,
P4i−3z 6= (P4i+1 mod 4n)z, P4i−2z 6= (P4i+2 mod 4n)z, i = 1, . . . ,n
}
.
3. Both sets Cn and Dn are invariant for the cyclical permutation of coordinates
T defined by (Pi+2 mod n)(Tw) = Piw, i = 1, . . . , 2n in [0, 1]2n and by q−1Tq
on Dn.
4. The narrow phase set is made by cycles of length exactly n.
We give now the following definitions.
Definition B.6. A measure λ is n-cyclic, or a n-cycle, if there exists m ∈ M+(Cn)
such that
λ+ =
1
n
∫
Cn
n∑
i=1
δP(2i−1,2i)wm(dw), λ
− =
1
n
∫
Cn
n∑
i=1
δP(2i+1,2i mod 2n)wm(dw). (B.7)
A n-cyclic measure λ is a simple n-cycle if m is supported on a set q(Q) with
Q =
{
z ∈ Dn : (P4i−3,P4i−2)z ∈ (xi,yi)+ [−, ]2, min
i,j
{
|xi−xj|, |yi−yj
}
> 2
}
.
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A measure λ is cyclic if there existmn ∈M+(Cn), n ∈N, such that
∑
nmn(Cn) <∞ and
λ+ =
∑
n
1
n
∫
Cn
n∑
i=1
δP(2i−1,2i)wmn(dw), λ
− =
∑
n
1
n
∫
Cn
n∑
i=1
δP(2i+1 mod 2n,2i)wmn(dw).
(B.8)
From the definition of simple n-cycles it follows that there are disjoint 2n sets
(xi,yi) + [−, ]2, (xi+1 mod n,yi) + [−, ]2, i = 1, . . . ,n, such that
λ+
( n⋃
i=1
(xi,yi) + [−, ]2
)
+ λ−
( n⋃
i=1
(xi+1 mod n,yi) + [−, ]2
)
= |λ|.
The next lemma is a simple consequence of the separability of [0, 1]4n and the
fact that Cˆn is open.
Lemma B.7. Each n-cyclic measure λ of the form
λ+ =
1
n
∫
Cˆn
n∑
i=1
δP(2i−1,2i)wm(dw), λ
− =
1
n
∫
Cˆn
n∑
i=1
δP(2i+1,2i mod 2n)wm(dw)
can be written as the sum of simple n-cycles λi so that
λ+ =
∑
i
λ+i , λ
− =
∑
i
λ−i .
b.3.1 n-cyclic components of a measure
Consider the Jordan decomposition of λ ∈ Λ,
λ = λ+ − λ− λ+ ⊥ λ−, λ+, λ− > 0,
and the Borel sets A+, A− of the Hahn decomposition:
A+ ∩A− = ∅, A+ ∪A− = [0, 1]2, λ+ = λxA+ , λ− = λxA− .
Define then
µ2i−1 := λ
+, µ2i := λ− (B.9)
with i = 1, . . . ,n.
From Theorem B.2 and the fact that Dn is compact, the following proposition
follows.
Proposition B.8. Let µi as in (B.9). There exists a solution to the marginal problem, for
n ∈N,
max
{
pi(D˜n) : pi ∈ Π(µ1, . . . ,µ2n)
}
= min
{ 2n∑
i=1
∫
[0,1]2
hiµi :
2n∑
i=1
hi((P2i−1,P2i)z) > χD˜n(z)
}
.
(B.10)
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Proof. It is enough to prove that Dn is in the equivalence class of D˜n w.r.t. ∼dist:
from this it follows that for every measure in Π(µi) one has pi(Dn) = pi(D˜n), and
then one can apply Theroem B.2.
Step 1. By definition
Dn \ D˜n⊂
n⋃
i=1
{
z : P4i−3z = (P4i+1 mod 4n) or P4i−2z = (P4i+2 mod 4n)z
}
,
so that if z ∈ Dn \ D˜n for at least one i
(P4i−3,P4i−2)z = (P4i−1,P4i)z or (P4i−1,P4i)z = (P4i+1 mod 4n,P4i+2 mod 4n)z.
(B.11)
Step 2. Consider the functions, for i = 1, . . . ,n,
f2i−1 = χ[0,1]2\A+ , f2i = χ[0,1]2\A− .
Since f2i−1 + f2i > 1, it follows from (B.11) that
n∑
i=1
f2i−1
(
(P4i−3,P4i−2)z
)
+ f2i
(
(P4i−1,P4i)z
)
> χDn\D˜n .
Step 3. Since λ+(A−) = λ−(A+) = 0, then
n∑
i=1
∫
[0,1]2
f2i−1µ2i−1 +
∫
[0,1]2
f2iµ2i =
n∑
i=1
λ+(A−) + λ−(A+) = 0.
Hence dist(Dn, D˜n) = 0.
We now define the n-cyclic components of λ.
Definition B.9. Let pi be a maximizer for (B.10) and define the measure
λn :=
1
n
n∑
i=1
(P4i−3,P4i−2)]pixD˜n−
1
n
n∑
i=1
(P4i−1,P4i)]pixD˜n .
We say that λn is the (or better a) n-cyclic component of λ.
Remark B.10. The following are easy remarks.
1. 0 6 λ+n 6 λ+ and 0 6 λ−n 6 λ−: in fact, by construction
0 6 (P4i−3,P4i−2)]pixD˜n6 λ
+, 0 6 (P4i−1,P4i)]pixD˜n6 λ
+. (B.12)
Moreover, by the definition of Dn, it follows that∣∣(P4i−3,P4i−2)]pixD˜n∣∣ = ∣∣(P4i−1,P4i)]pixD˜n∣∣ = pi(Dn),
so that |λn| = 2pi(Dn).
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2. If pi is a maximum, also the symmetrized measure
p˜i :=
1
n
n−1∑
i=0
(
T ◦ · · · ◦ T︸ ︷︷ ︸
i−times
)
]
pi
is still a maximum. For this measure p˜i it follows that
λn = (P4i−3,P4i−2)]p˜ixD˜n−(P4i−1,P4i)]p˜ixD˜n (B.13)
for all i = 1, . . . ,n. In particular, if we consider again the problem (B.10)
with λ±n as marginals in (B.9), then p˜i is still a maximum. However, there are
maxima which are not symmetric, and for which the projection on a single
component does not exhibit a cyclic structure, as in Example B.17.
3. The n-cyclic part of λ is a n-cyclic measure, as one can see by the trivial
disintegration
pi =
∫
Cn
δq−1(w)m(w), m(w) := (q]pi)(w).
Conversely, if λ is n-cyclic, then pixDn= (q−1)]m is a maximum for the
problem (B.10).
Note that the condition
λ =
1
n
∫
Cn
n∑
i=1
(
δP(2i−1,2i)w − δP(2i+1 mod 2n,2i)w
)
m(dw)
is not sufficient, because of cancellation, as it can be easily seen by the
measure
λ =
 1 −1 0−1 1 0
0 0 0
+
 0 0 00 −1 1
0 1 −1
 =
 1 −1 0−1 0 1
0 1 −1
 .
4. If λn = 0, it follows from the duality stated in Theorem B.2 that Dn is cross
negligible, so that there exists Borel sets Ni, i = 1, . . . ,n such that
λ+(N2i−1) = λ
−(N2i) = 0 and Dn ⊂
2n⋃
i=1
(Pi)
−1(Ni).
Hence the sets
N+ =
n⋃
i=1
N2i−1, N− =
n⋃
i=1
N2i
still satisfy λ+(N+) = λ−(N−) = 0 and
Dn ∩
n⋂
i=1
(P2i−1)
−1(N+)c ∩ (P2i)−1(N−)c = ∅.
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We thus conclude that if λn = 0 there exist Borel sets A+, A− such that
λ+ is concentrated in A+, λ− is concentrated in A− and there is no n-cycle
{(xi,yi), i = 1, . . . ,n} such that (xi,yi) ∈ A+ and (xi+1 mod n,yi) ∈ A− for
all i = 1, . . . ,n.
Define the measure λ 6n := λ− λn.
Lemma B.11. The n-cyclic component of λ 6n is zero. Equivalently, λ 6n satisfies
max
{
pi(D˜n),pi ∈ Π(µ1, . . . ,µ2n)
}
= 0 (B.14)
for the marginal problem
µi =
{
λ+6n i odd
λ−6n i even
.
Proof. If in (B.14) we have a positive maximum pi ′, then we can assume this
maximum to be symmetric, so that (B.13) holds. Let pi be a symmetric positive
maximum of the original (B.10): by construction we have that
0 6 λ+n = (P(1,2))]pixDn6 λ+, 0 6 λ−n = (P(3,4))]pixDn6 λ−
0 6 (P(1,2))]pi ′ 6 λ+ − λ+n , 0 6 (P(3,4))]pi ′ 6 λ− − λ−n ,
so that
0 6 λ+n +(P(1,2))]pi ′ = (P(1,2))](pi+pi ′) 6 λ+, 0 6 λ−n +(P(3,4))]pi ′ = (P(3,4))](pi+pi ′) 6 λ−,
and (pi+ pi ′)(Dn) > pi(Dn), contradicting the maximality of pi.
A measure can be decomposed into a cyclic and an acyclic part by removing
n-cyclic components for all n ∈N (see Remark B.13). However, when removing a
n-cyclic component the m-cyclic components are affected, for m 6= n. More clearly,
the following observations are in order.
For all n,k ∈N one has
max
{
pi(D˜n),pi ∈ Π(µ1, . . . ,µ2n)
}
6 max
{
pi(D˜kn),pi ∈ Π(µ1, . . . ,µ2kn)
}
,
because if pi1 is a measure in Π(µ1, . . . ,µ2n), then the measure
pi2 =
(
In, . . . , In︸ ︷︷ ︸
k−times
)
]
pi1
belongs to Π(µ1, . . . ,µ2kn) and pi2(D˜kn) = pi2(Dkn) = pi1(Dn) = pi1(D˜n).
However, in general
max
{
pi(D˜n),pi ∈ Π(µ1, . . . ,µ2n)
}
+max
{
pi(D˜n),pi ∈ Π(ν1, . . . ,ν2kn)
}
< max
{
pi(D˜kn),pi ∈ Π(µ1, . . . ,µ2kn)
}
,
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where we define
νi =
{
λ+6n i odd
λ−6n i even
µi =
{
λ+ i odd
λ− i even
.
This can be seen in Example B.17, by taking n = 2 and k = 4: in fact for any
choice of the maximal solution for n = 2 the remaining measure λ− λ 62 does not
contain any cycle of length 8, while λ itself is a cycle of length 8. It follows
max
{
pi(D˜n) : pi ∈ Π(µ1, . . . ,µ2n)
}
+max
{
pi(D˜n) : pi ∈ Π(ν1, . . . ,ν2kn)
}
= 2
< 8 = max
{
pi(D˜kn) : pi ∈ Π(µ1, . . . ,µ2kn)
}
.
An even more interesting example is provided in Example B.18, where it is
shown that a measure can be decomposed into a cyclic and an acyclic part in
different ways, and the mass of each part depends on the decomposition one
chooses.
b.3.2 Cyclic and essentially cyclic measures
Given a sequence of marginals µi, let
Π∞({µi}i) =
{
pi ∈ P([0, 1]2N) : (Pi)]pi = µi, i ∈N
}
,
Consider following problem in [0, 1]2N:
sup
{
pi(D∞), (P2i−1)]pi = λ+, (P2i)]pi = λ−, i ∈N}. (B.15)
Definition B.12. We say that a measure λ ∈ Λ is essentially cyclic if
sup
{
pi(D∞), (P2i−1)]pi = λ+, (P2i)]pi = λ−, i ∈N} = λ+([0, 1]2) = λ−([0, 1]2).
It is clear that if λ is cyclic, then the maximum exists, and viceversa (Remark B.10,
Point (3), observing that Dn ↪→ D∞). If λ is acyclic, then the supremum is equal to
0. Since D∞ is not closed in [0, 1]2N, we cannot state that such a maximum exists.
Remark B.13. We now construct a special decomposition, whose cyclic part however
is not necessary maximal.
Define recursively the marginal problem in Dn by
µ2n−1 := λ
+ −
n−1∑
i=2
λ+i µ2n := λ
− −
n−1∑
i=2
λ−i , (B.16)
where λi is given at the i-th step and λn is obtained by
λn :=
1
n
n∑
i=1
(P4i−3,P4i−2)]pixD˜n−
1
n
n∑
i=1
(P4i−1,P4i)]pixD˜n
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solving the problem
max
{
pi(Dˆn),pi ∈ Π(µ1, . . . ,µ2n)
}
= min
{ 2n∑
i=1
∫
[0,1]2
hi(x)µi,
2n∑
i=1
hi((P2i−1,P2i)z) > χDˆn
}
.
(B.17)
Let {pin}n∈N be the sequence of maxima for (B.17). There is a canonical way to
embed pin in Π∞({µi}i), with µi given by (B.16) for i ∈ N (here we assume that
‖λ‖ = 2). In fact, it is enough to take
Tn : [0, 1]4n → [0, 1]2N, z 7→ Tn(z) = (z, z, z, . . . ), p˜in = (Tn)]pin.
Hence the measure p˜i =
∑
n p˜in belongs to pi∞, the series being strongly converging,
and since every map Tn takes values in D∞, the measure p˜i satisfies
p˜i(D∞) =∑
n
pin(Dn).
Example B.18 implies that in general p˜i it is not a supremum.
Similarly, the measures
∑n
i λ
+
i ,
∑n
i λ
−
i are strongly convergent to measures λ
+
c ,
λ−c .
The sets Dn are cross negligible for the marginals
µi =
{
λ+a = λ
+ − λ+c i odd
λ−a = λ
− − λ−c i even
This follows easily from (B.14) and the fact that the series of λn is converging.
Hence, from Point (4) of Remark B.10, one concludes that λ+a , λ−a are sup-
ported on two disjoint sets A+a , A−a , respectively, so that there are no closed cycles
{(xi,yi), i = 1, . . . ,n}, n ∈ N, such that (xi,yi) ∈ A+a and (xi+1,yi) ∈ A−a for all
i = 1, . . . ,n and (xn+1,yn+1) = (x1,y1).
b.3.3 Perturbation of measures
For a measure pi ∈ P([0, 1]2) and an analytic set A ⊂ [0, 1]2 such that pi(A) = 1, we
give the following definition.
Definition B.14. A cyclic perturbation on A of the measure pi is a cyclic, nonzero
measure λ concentrated on A and such that λ− 6 pi. When not specified, A = [0, 1]2.
Proposition B.15. If there is no cyclic perturbation of pi on A, then there is Γ with pi(Γ) =
1 such that for all finite sequences (xi,yi) ∈ Γ , i = 1, . . . ,n, with xi 6= xi+1 mod n and
yi 6= yi+1 mod n it holds{
(xi+1,yi), i = 1, . . . ,n, xn+1 = x1
}
6⊂ A.
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Proof. Define the set on n-cycles in A as
Cn,A := q(Dn ∩
2n∏
A).
The fact that there is no cyclic perturbation means that for all n ∈N
sup
{
m ∈ Π(pi, . . . ,pi) : m(q(Dn ∩Π2nA))
}
= 0.
Then q(Dn ∩Π2nA) is cross-negligible by Theorem B.2: there exist pi-negligible
sets Ni such that
n∏
(Γ \ (∪iNi))∩ q(Dn ∩Π2nA) = ∅.
The set Γ \ (∪iNi) satisfies the statement of the proposition.
Proposition B.16. If there is no cyclic perturbation λ of pi such that I(pi+ λ) < I(pi),
then there is Γ with pi(Γ) = 1 such that for all finite sequences (xi,yi) ∈ Γ , i = 1, . . . , I,
xI+1 := x1 it holds
I∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
> 0. (B.18)
Proof. Let Γ a σ-compact carriage of pi such that cxΓ is Borel. The set
Zn =
{
(x1,y1, . . . , xn,yn) ∈ Γn :
n∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
< 0
}
∩Cn
is analytic: in fact, being the sum of a Borel function and an Π11-function, the
function
n∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
is a Π11-function.
The fact that there is no cyclic perturbation λ of pi which lowers the cost I means
that for all n
sup
{
m ∈ Π(pi, . . . ,pi) : m(Zn)
}
= 0,
otherwise the projected measure λ satisfies∫
cλ =
∫
Zn
1
n
n∑
i=1
[
c(xi+1,yi) − c(xi,yi)
]
m(dx1dy1 . . . dxndyn) < 0
contradicting optimality of pi, as pi+ λ would be a transference plan with lower
cost.
Theorem B.2 implies that there are pi-negligible sets Nn,i ⊂ [0, 1]2, i = 1, . . . ,n,
such that
Zn ⊂
n⋃
i=1
(P2i−1,2i)
−1(Nn,i).
The set Γ \ ∪ni=1Nn,i satisfies then (B.18) for cycles of length I at most n. The
c-cyclically monotone set Γ proving the lemma is finally Γ \∪n ∪ni=1Nn,i.
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b.3.4 Examples
We give now some examples.
Example B.17. Here we show that there are maxima of the problem (B.10) which
are not symmetric, and for which the projection on a single component does not
exhibit any cyclic structure. Consider the following example (since the measures
are atomic, we use a matrix notation):
λ =

0 0 0 0 0 1 −1
0 1 0 0 −1 0 0
1 −1 0 0 1 −1 0
−1 1 0 −1 0 0 1
0 −1 1 0 0 0 0
0 0 −1 1 0 0 0

It is easy to verify that the maximum in the problem (B.10) with n = 2 is 2, by just
considering the functions
h1 = h3 = 1− χsuppλ+ , h2 = h4 = 1− χsuppλ− + δ{3,2},
and that a maximizer is the measure:
p¯ixD˜2= δ({3,1},{3,2},{4,2},{4,1}) + δ({2,2},{2,5},{3,5},{3,2}).
It follows that λ2 6= (P1,P2)]p¯ixD˜2−(P3,P4)]p¯i: indeed
(P1,P2)]p¯ixD˜2−(P3,P4)]p¯ixD˜2=

0 0 0 0 0 0 0
0 1 0 0 −1 0 0
1 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
Conversely the symmetrized measure yields
λ2 =

0 0 0 0 0 0 0
0 1/2 0 0 −1/2 0 0
1/2 −1 0 0 1/2 0 0
−1/2 1/2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
This example proves also that we do not have uniqueness, by just observing that{
pi : pi(D2) = 2,pi ∈ Π(λ+, λ−, λ+, λ−)
}
=
{
α1δ({3,1},{3,2},{4,2},{4,1}) +α2δ({4,2},{4,1},{3,1},{3,2})
+α3δ({2,2},{2,5},{3,5},{3,2}) +α4δ({3,5},{3,2},{2,2},{2,5}),αi > 0,
4∑
i=1
αi = 1
}
.
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Hence the symmetrized set of pi and the projected set are{
α1
(
δ({3,1},{3,2},{4,2},{4,1}) + δ({4,2},{4,1},{3,1},{3,2}))
)
+α2
(
δ({2,2},{2,5},{3,5},{3,2}) + δ({3,5},{3,2},{2,2},{2,5})
)
,αi > 0,
2∑
i=1
αi =
1
2
}
,

α1

0 0 0 0 0 0 0
0 1 0 0 −1 0 0
0 −1 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

+α2

0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 −1 0 0 0 0 0
−1 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

,αi > 0,
2∑
i=1
αi = 1

.
Example B.18. Here we decompose the measure
λ :=

0 0 0 0 −m1 m1
−m1 0 0 m1 m1 −m1
0 0 0 −m2 m1 0
m1 −m1 0 0 0 0
0 m1 −m1 0 0 0
0 0 m1 0 −m1 0

into an essentially cyclic and an acyclic part in two different ways, and the two
acyclic part will not even have the same mass. Let
m1 := (I, I)]L1x[0,a], m2 := (I+α mod a, I)]L1x[0,a],
with α ∈ R \Q. Depending on n = 2 or n = 4 we obtain the following two
decompositions:
λ =

0 0 0 0 −m1 m1
0 0 0 0 m1 −m1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

+

0 0 0 0 0 0
−m1 0 0 m1 0 0
0 0 0 −m2 m1 0
m1 −m1 0 0 0 0
0 m1 −m1 0 0 0
0 0 m1 0 −m1 0

,
λ =

0 0 0 0 0 0
−m1 0 0 0 m1 0
0 0 0 0 0 0
m1 −m1 0 0 0 0
0 m1 −m1 0 0 0
0 0 m1 0 −m1 0

+

0 0 0 0 −m1 m1
0 0 0 m1 0 −m1
0 0 0 −m2 m1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

.
The first measure is cyclic and the second is acyclic, because of m2.

C
Tensors and currents
Our main references are Chapter 4 of [Mor] and Sections 1.5.1, 4.1 of [Fed].
Let {e1, . . . , en} be a basis of Rn. The wedge product between vectors is multi-
linear and alternating: for m ∈N, λ1, . . . , λn ∈ R, 0 < i 6 m, u0, . . . ,um ∈ Rn( n∑
i=1
λiei
)
∧ u1 ∧ · · ·∧ um =
n∑
i=1
λi(ei ∧ u1 ∧ · · ·∧ um)
u0 ∧ · · ·∧ ui ∧ · · ·∧ um = (−1)iui ∧ u0 ∧ · · ·∧ ûi ∧ · · ·∧ um,
where the element under the hat is missing. The space of all linear combinations of{
ei1...im := ei1 ∧ · · ·∧ eim : i1 < · · · < im in {1, . . . ,n}
}
is the space of m-vectors, denoted by ΛmRn. The space Λ0R is just R. ΛmRn has
the inner product given by
ei1...im · ej1...jm =
m∏
k=1
δikjk where δij =
{
1 if i = j
0 otherwise
.
The induced norm is denoted by |·|. An m-vector field is a map ξ : Rn → ΛmRn.
The dual Hilbert space to ΛmRn, denoted by ΛmRn, is the space ofm-covectors.
The element dual to ei1...im is denoted by dei1...im . A differential m-form is a
map ω : Rn → ΛmRn.
We denote with
〈·, ·〉 the duality pairing between m-vectors and m-covectors.
Moreover, the same symbol denotes in this paper the bilinear pairing, which is
a map ΛpRn ×ΛqRn → Λp−qRn for p > q and ΛpRn ×ΛqRn → Λq−pRn for
q > p whose non-vanishing images on a basis are
dei1...i` =
〈
dei1...i` ∧ dei`+1...i`+m , ei`+1...i`+m
〉
if p = `+m > m = q
ei`+1...i`+m =
〈
dei1...i` , ei1...i` ∧ ei`+1...i`+m
〉
if p = ` < `+m = q.
Consider any differential m-form
ω =
∑
i1...im
ωi1...im dei1...im
which is differentiable. The exterior derivative dω of ω is the differential (m+ 1)-
form
dω =
∑
i1...im
n∑
j=1
∂ωi1...im
∂xj
dej ∧ dei1...im .
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If ω ∈ Ci(Rn;ΛmRn), the i-th exterior derivative is denoted with diω.
Consider any m-vector field
ξ =
∑
ξi1...im ei1...im
which is differentiable. The pointwise divergence (div ξ)a.c. of ξ is the (m− 1)-
vector field
(div ξ)a.c. =
∑
i1...im
n∑
j=1
∂ξi1...im
∂xj
〈
dej, ei1...im
〉
.
Consider the space Dm of C∞-differential m-form with compact support. The
topology is generated by the seminorms
νiK(φ) = sup
x∈K,06j6i
|djφ(x)| with K compact subset of Rn, i ∈N.
The dual space to Dm, endowed with the weak topology, is called the space of m-
dimensional currents and it is denoted by Dm. The support of a current T ∈ Dm
is the smallest close set K ⊂ Rn such that T(ω) = 0 whenever ω ∈ Dm vanishes
out of K. The mass of a current T ∈ Dm is defined as
M(T) = sup
{
T(ω) : ω ∈ Dm, sup
x∈Rn
|ω(x)| 6 1
}
.
The flat norm of a current T ∈ Dm is defined as
F(T) = sup
{
T(ω) : ω ∈ Dm, sup
x∈Rn
|ω(x)| 6 1, sup
x∈Rn
|dω(x)| 6 1
}
.
Anm-dimensional current T ∈ Dm is representable by integration, and we denote
it by T = µ∧ξ, if there exists a Radon measure µ overRn and a µ-locally integrable
m-vector field ξ such that
T(ω) =
∫
Rn
〈
ω, ξ
〉
dµ ∀ω ∈ Dm.
If m > 1, the boundary of an m-dimensional current T is defined as
∂T ∈ Dm−1,
(
∂T
)
(ω) = T(dω) whenever ω ∈ Dm−1.
If either m = 0, or both T and ∂T are representable by integration, then we will
call T locally normal. If T is locally normal and compactly supported, then T is
called normal. The F-closure, in Dm, of the normal currents is the space of locally
flat chains. Its subspace of currents with finite mass is the M-closure, in Dm, of
the normal currents.
To each L n-measurable m-vector field ξ such that |ξ| is locally integrable
there corresponds the current L n ∧ ξ ∈ Dm(Rn). If ξ is of class C1, then this
current is locally normal and the divergence of ξ is related to the boundary of the
corresponding current by
−∂
(
L n ∧ ξ
)
= L n ∧ (div ξ)a.c.,
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Moreover, if Ω is an open set with C1 boundary, nˆ is its outer unit normal and dnˆ
the dual of nˆ, then
∂
(
L n ∧ (χΩξ)
)
= −(L n Ω)∧ (div ξ)a.c. + (H n−1 ∂Ω)∧
〈
dnˆ, ξ
〉
. (C.1)
In Chapter 6 we found the analogue of the Green-Gauss Formula (C.1) for the
k-dimensional current associated to k-faces, restricted to D-cylinders. In order to
do this, we re-defined the function (div ξ)a.c. for a less regular k-vector field and
this definition is an extension of the above one.
Notations
N,N0, Q, R natural numbers, natural numbers with 0, rational numbers, real numbers
B or B(X) Borel σ-algebra of the topological space (X,T)
M(X) or M(X,Ω) signed measures on a measurable space (X,Ω)
M+(X) or M+(X,Ω) positive measures on a measurable space (X,Ω)
P(X) or P(X,Ω) probability measures on a measurable space (X,Ω)
L(µ; J) µ-measurable maps from the measure space (X,Ω,µ) to J ⊂ R∪ {±∞}
L d d-dimensional Lebesgue measure
H d d-dimensional Hausdorff outer measure
L1(loc)(µ) (locally) integrable functions (w.r.t. µ)
L∞(loc) (locally) essentially bounded functions
Ck(c) k-times continuously differentiable functions (with compact support)
Π(µ1, . . . ,µI) pi ∈ P(ΠIi=1Xi,⊗Ii=1Σi) with marginals (Pi)]pi = µi ∈ P(Xi)
Π6(µ1, . . . ,µI) pi ∈M(ΠIi=1Xi,⊗Ii=1Σi), pi > 0, with (Pi)]pi 6 µi ∈ P(Xi)
Πf(µ,ν) pi ∈ Π(µ,ν) for which I(pi) ∈ R
Πopt(µ,ν) pi ∈ Π(µ,ν) for which I(pi) is minimal
Pi1...iI projection of x ∈ Πk=1,...,KXk into its (i1, . . . , iI) coordinates, keeping order
dµ2/dµ1 Radon-Nikodym derivative of (the absolutely continuous part of) µ2 w.r.t. µ1
µ =
∫
µα dν disintegration of µ, see Definition 2.6
µ ν µ(A) = 0 whenever ν(A) = 0 (absolute continuity of a measure µ w.r.t. ν)
‖ν‖, (µ)+ the nonnegative measures variation and positive part of µ ∈M(X)
µ∧ ν, µ∨ ν the measures minimum and maximum of µ,ν ∈M(X)
pi∗ outer measure (B.1)
τ] The push forward with a measurable map τ, see Chapter 2
P(X) power set of X
c(x,y), I(pi) cost function and cost functional (7.2); in Chapter 13 c(x,y) = ‖˜y− x‖˜
χA characteristic function of A, χA = χA : x 7→ δx(A)
1IA indicator function of A, 1IA(x) =
1−χA(x)
χA(x)
∈ {0,+∞}
A M B symmetric difference between two sets A, B
dist(A,B) distance defined in B.2
graph(f) graph of the function f : X→ Y, graph(f) = {(x,y),y = f(x)} ⊂ X× Y
epi(f) epigraph of function f, epi(f) = {(x,y),y > f(x)} ⊂ X×R
I, Id identity operator on a set and on the space Rd
Λ measures λ ∈M([0, 1]d) with 0 marginals, see (B.4)
Γ c-cyclically monotone σ-compact subset of [0, 1]2
Γ(A), Γ−1(B) the sets Γ(A) = P2(Γ ∩ P−11 (A)), Γ(B) = P1(Γ ∩ P−12 (B))
Cn configuration set of n-cycles (B.4)
Dn phase set of n-cycles (B.4)
q projection operator (B.4)
D˜n reduced phase set of n-cycles (B.4)
T cyclical permutation of coordinates, defined in Point (3) at Page 176
Ax, Ax the sections {y : (x,y) ∈ A}, {y : (y, x) ∈ A} for A ⊂ X× Y
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Θpi pi-completion of the Borel σ-algebra
Θ Π(µ,ν)-universal σ-algebra (7.1)
xRy, R a binary relation R over X
graph(R) graph of the binary relation R, graph(R) = {(x,y) : xRy} ⊂ X2
x ∼ y or xEy, E an equivalence relation over X with graph E
x• equivalence class of x, x• = Ex
A• saturated set for an equivalence relation, A• = ∪x∈Ax•
X•, X/ ∼ quotient space of an equivalence relation
Σ11, Σ
1
1(X) the pointclass of analytic subsets of Polish space X, i.e. projection of Borel sets
Π11 the pointclass of coanalytic sets, i.e. complementary of Σ
1
1
Σ1n, Π1n the pointclass of projections of Π1n−1-sets, its complementary
∆1n the ambiguous class Σ1n ∩Π1n
A σ-algebra generated by Σ11
A-function f : X→ R such that f−1((t,+∞]) belongs to A
Fh the set where the function h is finite (10.11)
Σ1n(Π1n,∆1n)-function f : X→ R such that f−1((t,+∞]) ∈ Σ1n (Π1n, ∆1n)
equivalent µ is eqivalent to ν if µ ν and ν µ
separated two sets A and B sets are separated if each is disjoint from the other’s closure
perpendicular A set A is perpendicular to an affine plane H of Rd if ∃w ∈ H s.t. piH(A) = w
v ·w Euclidean scalar product in Rn
| · | Euclidean norm in Rn
‖˜ · ‖˜ A possibly asymmetric norm on Rn whose unit ball is strictly convexLa,bM segment in Rn from a to b, without the endpointsJa,bK segment in Rn from a to b, including the endpoints
D∗ unit ball {x ∈ Rn : ‖˜x‖˜ 6 1}
D dual convex set of D∗: D =
{
` : ` · d 6 1 ∀d ∈ D∗
}
∂D boundary of D
δD support cone of D at ` ∈ ∂D:
δD =
{
d ∈ ∂D∗ : d · ` = 1 = sup ˆ`∈∂D d · ˆ`
}
φ See Definition 4.1 and (13.1)
∂cφ c-subdifferential of φ, ∂cφ =
{
(x,y) : φ(x) −φ(y) = c(x,y)
}
Sn−1, Bn Respectively unit sphere and unit ball of Rn
G(k,n) Grassmaniann of k-dimensional vector spaces in Rn
piL orthogonal projection from Rd to the affine plane L ⊂ Rd〈·, ·〉 pairing, see Appendix C. We denote 〈µ,ϕ〉 = ∫ϕdµ
〈v1, . . . , vk〉 linear span of vectors {v1, . . . , vk} in Rn
aff(A) affine hull of A, the smallest affine plane containing A
conv(A) convex envelope of A, the smallest convex set containing A
dim(A) linear dimension of aff(A)
ri(C) relative interior of C, the interior of C w.r.t. the topology of aff(C)
rb(C) relative boundary of C, the boundary of C w.r.t. the topology of aff(C)
R-face see Definition 5.16
ext(C) extreme points of a convex set C, i.e. zero-dimensional R-faces of C
domg the domain of a function g
graphg {(x,g(x)) : x ∈ domg} (graph)
epig {(x, t) : x ∈ domg, t > g(x)} (epigraph)
∇g gradient of g
∂−g subdifferential of g, see Page 49
g|a evaluation of g at the point a
192 notations
g|ab the difference g(b) − g(a)
g|A the restriction of g to a subset A of domg
fxA The restriction of the function f to a set S
f a fixed convex function Rn → R
dom∇f a fixed σ-compact set where f is differentiable, see Subsection 5.1
Im∇f {∇f(x) : x ∈ dom∇f}, see Subsection 5.1
face of f intersection of graph f|dom∇f with a tangent hyperplane
k-face of f k-dimensional face of f
Fy ∇f−1(y) = {x ∈ dom∇f : ∇f(x) = y}
Fky Fy when dim(Fy) = k, k = 0, . . . ,n
Ey, Eky the sets, respectively, ri(Fy) and ri(Fky)
Ek, Fk the sets, respectively, ∪
y
Eky and ∪yF
k
y
P¯, P outgoing rays, see Definition 4.4 and Formula (5.16)
R¯, R rays, Definition 4.4 and R(x) = F∇f(x), for every x ∈ dom∇f
T¯, T¯e, T the transport sets, Definition 4.2 and T = {x ∈ dom∇f : R(x) 6= {x}}
D multivalued map of unit faces directions, see Formula (5.17)
Z¯, Z k sheaf set, see Definitions 4.10, 5.8
Z, Zk section (or basis) of a sheaf set, see Definitions 4.10, 5.8
[v, w] segment that connects v to w, i.e. {(1− λ)v+ λw : λ ∈ [0, 1]}
Πki=1[vi, wi] k-dimensional rectangle in R
n with sides parallel to {[vi, wi]}ki=1,
equal to the convex envelope of {vi, wi}ki=1
K¯ d-cylinder, see Definition 4.12
Ck(Z k,Ck) k-dimensional D-cylinder Ck, see Definition 5.10
dCk, nˆxdCk border of Ck transversal to D and outer unit normal, see Formula (6.8)
σ·(·) See Definition 4.12, and also Page 41 for σ·dI(·)
σw+te parameterization of a D-cylinder Ck(Z k,Ck), see Formula (5.34)
σte σte = σ0+te, where e ∈ Sn−1, t ∈ R
σt if we write t = te with e a unit direction, then σt = σ0+te
α, α(t, s, x) see respectively Lemma 4.22 and Formula (5.73)
α˜ see Corollary 4.24, Lemmata 4.22, 4.25
c(t, z) see Theorem 4.26, Lemma 6.3, (6.3)
S see Theorems 4.26, 13.2
div v the distributional divergence of v ∈ L1loc(Rn;Rn)
(div v)a.c. see Lemmata 6.3-6.7 and Notation 6.2.1, Formula (6.12)
vi see Definition 6.8
(div vi)a.c. see Formula (6.9)
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