Abstract-In this work, a new constrained optimization problem associated with anisotropic diffusion potential was formulated to provide reconstructions from projection data acquired from limited number of view angles. Our results from both simulated data and physical phantom data showed that the anisotropic diffusion method can produce appealing images from sparse view data which suggests it could be potentially applied to lower the dose delivered to patient. Compared with the total variation minimization algorithm, the anisotropic diffusion method can be an alternative candidate to sparse view reconstruction problem. The similarities between anisotropic diffusion and TV based algorithms are also discussed. A possible combination of the anisotropic diffusion and total variation methods is suggested in this paper.
I. INTRODUCTION
O NE of the motivations of collecting x-ray projection data from fewer views is to reduce the radiation dose level in CT examinations since radiation exposure and its associated risk of inducing cancer has been receiving more and more concerns [1] [2] . It is well-known that analytic reconstruction algorithms such as the filtered backprojection (FBP) [3] algorithm do not produce diagnostically satisfactory images in the sparse view data collection scheme mainly due to the streaking artifacts. In general, iterative reconstruction algorithms perform better in sparse view reconstruction problems.
Recently, total variation (TV) based iterative reconstruction algorithms have been proposed and investigated in the sparse view reconstruction scenario [2] [4] [5] [6] . Sidky et. al. reported in [4] that TV-based iterative reconstruction algorithm can yield very accurate reconstructions in "idea case" where only 20-view projection data were "collected". Total variation was first proposed and employed by Rudin et. al. to develop image denoising algorithms [7] . Total variation was introduced into conventional expectation maximization based iterative reconstruction algorithms as regularization terms [8] [9] . In this paper, we want to answer the question "Are there any new simple methods similar to total variation that could be employed for the sparse view reconstruction problem?"
The anisotropic diffusion (AD) based algorithms were introduced by Perona and Malik for the purpose of image denoising and edge detection [10] . A forcing term was introduced into the anisotropic diffusion equation by Nordstrom [11] . Since then, the anisotropic diffusion based denoising algorithms have been extensively studied and investigated [12] [13] [14] . In this paper, we propose an iterative reconstruction algorithm associated with the anisotropic diffusion potential and apply it to the sparse view reconstruction problem. We conduct experiments with both simulated data and real phantom data obtained with Aquilion ONE ™ CT scanner (Toshiba America Medical Systems, Tustin, CA, USA) to validate our proposed reconstruction algorithms.
II. ITERATIVE RECONSTRUCTION ALGORITHM WITH ANISOTROPIC DIFFUSION POTENTIAL MINIMIZATION
In this section, we propose our imaging model by introducing the anisotropic diffusion potential. Similar to the method in [4] , we formulate the reconstruction problem via a constrained minimization problem. We also describe an empirical procedure to solve the minimization problem.
Let us consider a two-dimensional (2D), for example the classical fan-beam, x-ray tomographic reconstruction problem. As usual, we model the tomographic reconstruction problem as a system of linear equations [3] ,
where the system matrix A mimics the x-ray projection procedure whose entries are denoted by {aij}. One of the simplest ways to compute the matrix A might be using Siddon's method [15] . The vector P in Eqn. (1) denotes the projection data arranged in a column vector {Pi}, where Pi is the readout of the ;th detector bin. The quantity x in Eqn. (1) is the image to be reconstructed. To facilitate description, the image x will be denoted by both a column vector whose elements are represented by {Xi} and a 2D matrix whose elements are represented by {Xij} in different context. For example, in Eqn. (1), the quantity x should be viewed as a column vector and it should be reformed into a 2D matrix when we talk about the neighborhood of a pixel. The imaging task is to invert Eqn. (1), i.e., solve for x, by knowing the system matrix A and collecting a set of projection data p. There exist many methods to solve Eqn.
(1) such as algebraic reconstruction technique (ART) [3] . However, it has been demonstrated that without TV minimization, ART-based algorithm itself cannot produce appealing images in the sparse view reconstruction problem [4] . In comparison to TV minimization, we investigate the effect of ART with the help of minimizing AD potential.
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A. Constrained Minimization of Anisotropic Diff usion Potential and Its Gradient
Let us consider the following minimization problem,
(2) Ax = p and x is non-negative, where K is a constant parameter. The cost function U in Eqn. (2) is the anisotropic diffusion potential. We employ the gradient descent algorithm to perform the minimization procedure. To compute the gradient of the cost function, we identify the three terms involving Xi j , i.e., u 0 = -log 1 + l + , j I , j + -log 1 + I , j+ I , j
Therefore, the negative gradient of the cost function is
The gradient descent update scheme takes the form
where aCn) is the step size along the negative gradient direction. One can frod this is exactly the same updating scheme proposed by Perona and Malik [10] . As Perona and Malik [10] proved abstractly their method is equivalent to the gradient descent algorithm, here we wrote out explicitly the potential function and its negative gradient. In the next subsection, we will explain how to build this potential function and the gradient descent update scheme in our reconstruction algorithm. It should be noted that in the TV minimization algorithm, the potential function was defined as [4] min U = L �( Xi +I , ) -Xi , } ) 2 + ( Xi , }+1 -Xi , ) ) 2 . i J
We will discuss the similarity between TV and AD in the discussing section.
B. The Reconstruction Procedure
Following the optimization procedure in [4] , we propose an empirical scheme to optimize the problem in Eqn. (2), through which the sought-after image is reconstructed iteratively. The algorithm is described as follows.
Step 1: initial guess xCO) = 0 .
Step 2: reconstruct an image by use of the ART procedure, i.e., for each ray-sum,
where Ai is a column vector whose elements are the entries of the lh row of the system matrix A and the symbol " • "denotes the vector inner product.
Step 3: enforce the positivity constraint on XCI) .
Step 4: apply the gradient descent procedure on XCI) by using a simple line search strategy to ensure the AD potential decrease or using a simple fixed step size, i.e., update the image XCI)
according to Eqn. (7) to produce a new image x(2) •
Step 5: xCO) = x(2) .
Step 6: repeat between Step 2 and Step 5 for a number of times and output the image x(2) .
As we mentioned that the gradient descent step in our reconstruction scheme is equivalent to the denoising operation in [10] . We will discuss this aspect in later section. An alternative implementation of our scheme might be replace the ART step by the simultaneous ART, i.e., SART [3] , or its ordered subsets version (OS-SART) to enable the parallel processing and speed up convergence.
III. NUMERICAL RESULTS
We conducted computer-simulation studies to investigate the performance of our proposed iterative reconstruction algorithm with AD minimization in the few-view reconstruction problem. We also applied our algorithm to physical phantom data collected from a Toshiba Aquilion ONE scanner.
A. Reconstructed 1m ages from Numerical Phantom Data
A noiseless high-contrast Shepp-Logan phantom was employed to generate the 2D sinogram collected in a fan-beam scanning geometry. The phantom had a dimension of 512x512 pixels each of which had the size of 0.9766xO.9766 mm 2 • Thirty (30) projection views evenly spaced within rang [0, 2n) were computed by use of the Siddon's methods [15] . Each view contains 896 projection bins. For simplicity, the parameter K in our algorithm was set to 1 and the inner loop for AD minimization step executes two times with a simple backtracking line search strategy. Figure 1-(a) shows the reconstructed image without the AD minimization step and Fig. 1-(b) shows the reconstructed image with the AD minimization step. Both of the images were reconstructed after 200 iterations. The profiles through the central row of 
100 200 300 400 500 Pixels To demonstrate how our algorithm reconstruct the image progressively, we show the results of 20, 50, 100 and 150 iterations in the Fig. 3 . One can see that the streaking artifacts are gradually removed by the AD minimization step and finally our proposed algorithm yields an accurate reconstruction. 
Reconstructed Images from Physical Phantom Data
We scanned a physical phantom with a Toshiba Aquilion ONE scanner. A set of full view data containing 1200 views was collected first with scanning condition 120 kVp and 200mAs. The projection data were down sampled by a factor of 6, i.e., 200 views, to test our proposed algorithm. Images reconstructed from full set of data and sparse view data are shown in Fig. 4 . It is well understood that in practice, the x ray tomographic imaging procedure cannot be simply approximated by Eqn. (1) . The physical factors and system optics are not reflected the Siddon's model [15] . Despite these facts, our proposed reconstruction algorithm still produced a reasonably good image from 116 of the original data compared with the one reconstructed from the full data set. 
IV. DISCUSSION
Our proposed reconstruction algorithm can also be understood as 2-stage method. The first stage reconstructs an estimated image by use of conventional iterative algorithms, here, we employed ART or SART. The second stage makes use of classic image denoising methods, here, a simple version of anisotropic diffusion method was used. The loop of stages 1 and 2 can be viewed as bring in details and denoise gradually. We have demonstrated explicitly that the gradient descent step is equivalent to the anisotropic diffusion denoising operation. In AD, one seeks to solve the diffusion equation numerically [10] [11] ,
a t where we have considered the considered the [11] . When the function g� V xl) defined as g� V x l l � 1 + ( I ;){ J forcing tenn (10) and not considering the forcing tenn, Eqn. (9) will result in the traditional simplest AD denoising scheme [10] which is equivalent to our gradient descent approach. When the function g � V Xl)is given by (11) Eqn. (9) will reduce to the conventional TV denoising scheme [7] . In this sense, we can also understand the previous proposed TV minimization algorithm is a special case of the general diffusion denoising process together with conventional iterative reconstruction algorithm. It should be noted that if the forcing tenn is neglected and the forward and backward differencing schemes are used in the gradient and divergence operators, respectively, Eqn. (11) together with (9) will be equivalent to the steepest gradient descent (upto a nonnalization of the gradient) step in [4] . Xu and Muller had also considered the framework of "reconstruction via iterative algorithm, denoising and loop" in [16] . Besides the TV denoising, they considered also the bilateral filtering [16] . Their results showed that reasonably good images can be produced with few projection views. Since there are many flavors of anisotropic diffusion algorithms, we conjecture that it might be valuable to investigate the scheme which combines Eqns. 
Eqns. (12) together with Eqn. (9) could have both the properties of the AD and TV.
