SUMMARY This paper proposes a new face recognition method based on mutual projection of feature distributions. The proposed method introduces a new robust measurement between two feature distributions. This measurement is computed by a harmonic mean of two distance values obtained by projection of each mean value into the opposite feature distribution. The proposed method does not require eigenvalue analysis of the two subspaces. This method was applied to face recognition task of temporal image sequence. Experimental results demonstrate that the computational cost was improved without degradation of identification performance in comparison with the conventional method.
Introduction
Person identification by face recognition has an advantage of lower psychological stress for uses than other biometrics technologies because it does not use a contact sensor. Therefore, face recognition technologies [1] have gained attention in several applications such as an entrance control system, human machine interfaces and personal robots. However, face recognition technologies in general have a problem of robustness under environment with illumination and pose variations. In recent years, recognition methods by using a temporal image sequence instead of a single image have been suggested to cope with the problem and improve identification performance [2]- [5] .
In the field of face recognition by using temporal image sequence, Mutual Subspace Method (MSM) [2] , [3] has been proposed, and it was reported a better recognition performance in illuminant varying environment in comparison with a single image recognition [3] . In MSM, the minimum angle (square of cosine) between two subspaces uses as a similarity measurement between query and enrollment feature distributions. In [4] , it has proposed that kernel function was applied to MSM, and expected to improve in the case of nonlinear distributions. MSM and the expansion method have better characteristics for robust identification because they only use a few eigenvectors and decrease noise influences. However, they require eigenvalue analysis to compute the minimum angle between the two subspaces. Namely, MSM requires maximizing of the following matrix X for each test:
where, U is formed by the eigenvectors for query feature subspace, and V is for enrollment feature subspace.
Recently, Inter-subspace distance (ISD) was proposed for face recognition [5] . This method uses the minimum distance between two subspaces. The method has reported a similar identification performance to MSM, and it also needs an eigenvalue analysis to find the distance. In aspect of practical application, a processing time is an important issue and some applications like robot systems need lower computational cost. However, these conventional face recognition methods [2]-[5] for image sequences require eigenvalue analysis of the two subspaces, and this causes an increase of computational cost. This paper presents a new face recognition method using mutual projection of feature distributions. This method is referred to as, Mutual Projection Method (MPM) in this paper. The proposed method introduces a new robust measurement between two feature distributions. This measurement is computed by a harmonic mean of two distance values gotten by using projection each mean vector into the opposite feature distribution.
In Sect. 2, we describe the algorithm of our proposed method. Experimental results to evaluate performances are demonstrated in Sect. 3.
Mutual Projection Method
A new face recognition method, Mutual Projection Method (MPM) is described in this section. Processing flow of MPM is represented by following steps.
(1) Query facial image sequences are entered.
(2) Distance between a query and an enrollment feature distribution is obtained for each person. The interdistribution distance is referred to as Mutual Projection Distance (MPD). MPD is calculated using two distance values gotten by projecting each mean vector into the opposite feature distribution. (3) The face recognition is done by choosing the person obtaining smallest MPD.
Definition of Mutual Projection Distance
Recognition of image sequence is considered to evaluate distance between a query and an enrollment feature distribution formed by the image sequence. By combining both distance values d1(a) and d2(a), we can take both feature distributions into account for the inter distribution measurement.
Computation of Mutual Projection Distance
In order to obtain MPD, it is required the following two steps. At first it needs to compute the distance value between a vector and a distribution, d1(x) or d2(x). Then, we combine the two distances by considering the equal distance point from both distributions. These computations are presented in the following subsections.
Distance between a Vector and a Distribution
The distance a vector and a distribution, d1(x) or d2(x) can be calculated by using simple subspace projection. However, we have defined a formula for d1(x) and d2(x) based on Mahalanobis distance, in order to consider variances for axes of the subspace. The Mahalanobis distance is widely used for a normalized distance in the field of pattern recognition. The distance dm is defined as Eq. (3) 9)).
The D of Eq. (10) is the MPD formula based on PMD. The MPD is computed as a harmonic mean of two PMDs, which obtained by projecting each mean vector into the opposite subspace.
Mutual Projection Method (MPM) is a recognition method by using MPD for measurement of interdistribution.
Face Recognition Experiments
Several applications such as gate control system and human machine interface are considered for the proposed method. These applications are used under various illuminations, and target face images include various poses or expressions. They require robustness in these conditions. Divergence value is thought to be useless for our applications because it needs the inverse of covariance matrices, which is empirically unstable to noise. However, we found the divergence formula of Eq. (11) becomes arithmetic mean of Maharanobis distances by eliminating the second term. Therefore, we applied PMD to the divergence formula, and defined Pseudo Divergence (PD) shown in Eq. (12). This measurement is used for comparison with MPM in following experiments.
Experiment I (Under Various Illuminations)
In order to investigate performance under various illuminations, following experiment was performed. Facial images used in the experiments were captured by Digital Video Camera in home environment. They have taken under 12 different illumination conditions.
Preprocessing of face images are described as follows.
(1) Images were converted to gray scale images beforehand. Eyes locations (pupil's center) for face images were given by hand. (2) The images were geometrically transformed by using both eyes locations as shown in Fig. 3 Figure  5 shows the experimental Table 1 Dataset used in experiment I. Computational cost detail for MSM and MPM was analyzed on another CPU in condition of experiment I (8 persons enrolled). Figure 13 shows processing time measurement results in k=10, 20 and 30. Processing of both methods (MSM and MPM) can be divided into three parts, 1) Preprocessing, 2) Computing eigenvector for query images and 3) Pattern matching to enrolled data.
MSM have to compute the maximum eigenvalue of matrix X in the pattern matching stage. The result of MSM in k=20 was 0.10, 3.9 and 8.4 milliseconds respectively. On the other hand, MPM result was 0.10, 4.2 and 0.32 milliseconds respectively. The results represent matching cost of MPM was obviously smaller than MSM. Furthermore, the improvement in k=30 was much better. The projective dimension k has a large impact for eigenvalue computation. The pattern matching time is also proportional to the number of enrolled persons.
Conclusion
This paper has proposed a new face recognition method using mutual projection of feature distributions. 
