INTRODUCTION
In a network, data is sent from source machine to destination machine in the form of packets that are segments of the data. In most networks the packets will require multiple hops to make the journey. Finding a path from the source machine to the destination for the data to travel is called 'Data Routing'. The algorithms that choose the routes and the data structures that they use comprise the major areas of network design. The 'Routing Algorithm' is that part of the network layer software that is responsible for deciding which output line an incoming packet should be transmitted on. If the subnet uses datagrams then the decision has to be made anew for each incoming packet. If the subnet uses virtual circuits internally, routing decisions are made only when a new virtual circuit is to be set up. Thereafter, the data packets just follow the previously established route.
When a data packet is sent from a machine to another, it is expected that the data packet will reach the destination in a finite amount of time. Often there are other requirements that need to be fulfilled in sending the data. For example, it may be necessary for the data to reach the destination in a certain amount of time after which the received data does not come to use. In other cases it may be that the user requires the data to be sent such that a minimum cost is incurred in the transaction or that the data travels the minimum path or the most reliable path in order to ensure correct delivery or even the path with least traffic. The Data Routing algorithm has to take decisions and choose the path that fulfills these needs. Sometimes there are hosts and routers that go down and come up repeatedly causing changes to the topography of the network. The Data Routing algorithm has to take these changes into account and ensure delivery of the data.
There are certain properties [1] that are desirable in a routing algorithm, namely, correctness, simplicity, robustness, stability, fairness and optimality. Accordingly, there are several Routing
Algorithms that are used for data routing in a network. These algorithms can be grouped into two major classes: 'non-adaptive' and 'adaptive algorithms'. Non-adaptive algorithms do not base their routing decisions on measurements or estimates of the current traffic and topology. Instead, the choice of the route to use to get from any one machine to any other machine on the network is computed in advance, off-line, and downloaded to the routers when the network is booted.
This procedure is sometimes called 'static routing'. Adaptive algorithms, in contrast, change their routing decisions to reflect changes in the topology, and usually the traffic as well. Adaptive algorithms differ in where they get their information (e.g. locally, from adjacent routers or from all routers), when they change their routes and what metric is used for optimization.
Based on the above fundamental considerations, a number of shortest path routing algorithms have been devised. For instance, Dijkstra's algorithm [2] can be used to find the shortest path from a specified vertex 's' to another specified vertex 't'. Dijkstra's algorithm essentially labels the vertices of the given graph [3] . At each stage in the algorithm some vertices have permanent labels and others temporary labels. The algorithm begins by assigning a permanent label 0 to the starting vertex 's', and temporary label ∞ to the remaining n-1 vertices. From then on, in each iteration another vertex gets a permanent label. However, a major disadvantage of Dijkstra's algorithm is that the algorithm is non-adaptive. The algorithm dos not take into account the traffic in a certain edge or link. This requires the algorithm to be run at regular intervals of times. Another 'simple' algorithm, known as the 'flooding algorithm' [2] , has also been frequently used for shortest path routing. The above algorithm requires the incoming data packet to be sent to every outgoing line (other than the line through which the data came). This ensures that data will reach the destination using the fastest path possible as all the possible paths are traversed. This algorithm is also sturdy because even if some routers fail, the data packets still manage to reach the destination through other routers. To ensure that data packets do not remain in the network infinitely age timers or data packet numbers are used. However, a major disadvantage of this algorithm lies in the fact that an excessive amount of traffic is generated due to multiple copies of he same data packets remaining in the network at the same time, which is undesirable. To minimize these effects, some variations such as selective flooding and similar other methods [1] are used, though such problems still exist. Out of the dynamic routing algorithms, the 'distance vector routing' algorithm is one of the most commonly used algorithms. In this algorithm each router periodically shares its knowledge about the entire network with its neighbours. While this algorithm is adaptive, i.e., dynamic in nature, it suffers from a problem known as the 'count-toinfinity' problem [1] . This algorithm may result in incorrect information about the network for some time if a link goes down. Also errors may result if one or some router sends erroneous report of the network i.e. if it reports a link it does not have or does not report a link that it has, then the topology of the network available to every router is incorrect. Also line bandwidth has not been taken into account in taking routing decisions. The 'link-state algorithm' [1] is another dynamic routing algorithm. In link state routing, each router shares its knowledge of its neighbourhood with every other router in the internetwork.
A thorough investigation of the existing solutions to problems relating to data routing in a network reveals that though some algorithms overcome problems that appear in other algorithms, none of them is generalized in nature. The adaptive algorithms construct a graph of the existing network internally to construct shortest paths. Accordingly, all of them are implemented in sequential methods. However, with the advent of Object Oriented Programming [4] , this real life problem can be solved using a rather simplistic and generalized approach, with appropriate use of the concepts of 'data encapsulation' and 'data abstraction'.
The aim of this present work is to devise a suitable generalized object oriented formulation that can be used to find the shortest paths between machines for all types of networks. The algorithm may be modified slightly to suit special requirements of each type of network. The use of object oriented programming paradigm allows the programmer to add greater flexibility to the programs by modeling them as entities (called Objects) that have certain common properties (which are defined by the Class that they belong to). In the present investigation, this programming technique has been used to implement an algorithm to find the shortest path between two nodes in a simply connected network. Due to use of this technique, the same algorithm can be run without any modification, even if network characteristics and topology changes. Addition or subtraction of routers and links can be achieved by simple addition and subtraction of Nodes and Edges.
Also, it is important to note here that for different types of subnets the metric of distance calculation may be different. For other network algorithms the change in the metric function may require a drastic change in the algorithm or a different algorithm altogether. For example, with the advent of higher bandwidth lines the 'Distance Vector Routing' algorithm had to make way for 'Link State Routing'. However, for the present algorithm, the weighting function just needs to be changed to incorporate the required changes. We have considered a simple graph for illustration, merely because a self-loop has no significance in a computer network. A parallel edge, however, can be tackled using this algorithm. It can be noted that the present work attempts to generate a flexible algorithm that will remain unchanged irrespective of the changes to the network.
Apart from the advantages that an Object Oriented algorithm has over no-object oriented ones, it is also easier to visualize the full scenario. Since the nodes and links are models as objects they retain their properties and these objects can be substituted for the "real" nodes and links for understanding purpose. It is thus, not necessary to know how the data structures have been implemented, but they can be thought of as simulated versions of the networks components. This is specially helpful in education purposes where the understanding of the implementation of a protocol is heavily dependent on the data structures used and how they are manipulated as certain events occur in the network. With object modeling, it is sufficient to know what properties of the network components are taken into account and its internals are then exact replicas of the real components. This eradicates, to some extent, the requirement of a student to keep track of which data structure is being used as an "indicator" of which property of the network component.
Since, networks are now very much a part of the real world and not confined to educational or corporate houses any more, Object Oriented approaches to network routing help in bringing the effects of the real world into the protocols making them easier to comprehend.
DEVELOPMENT OF A GENERALISED ALGORITHM
In the subsequent discussion, we describe the outline of the object-oriented approach used for the present formulation. The algorithm uses a sort of heuristic approach in determining the shortest path with some modification that attempts to narrow down the number of possible paths to be probed. The algorithm first determines any one path between the 'source' and 'destination'.
From this path, it aims to build other paths from which the critical path is obtained.
The approach of the algorithm is to find a single path by the method that we would use to find a path between two nodes in a graph from common logical methods of 'elimination'. This path can be taken as a reference from which we converge to the 'critical path' or the path with the least distance (taking hops as the metric for distance calculation). From this path we aim to find other path by proceeding backwards. Since we can always find out the adjacent routers for a router, from every router we check if one of the adjacent routers is the destination. If that is true, the path is formed. Otherwise, we send it to any adjacent router that has not yet received that data. This is found by probing if the node is blocked with respect to the data. In this way we proceed till we reach the destination. If from any router there are no such adjacent routers that have not received the data then we can go back to its predecessor, and retransmit the data from that router to other adjacent routers. In this way by going backwards when we reach a 'dead-end' we will eventually reach the source and the whole process begins afresh from the source, by sending the data now to a different adjacent node, if any. The number of time this process of restarting from the node is done is equal to the degree of the source. Also if a path has a hop count of 2 (i.e. only three nodes in the path) or less we can conclude that the Critical path has been reached. This can be done since from the destination we first see if the destination is adjacent. If not, then the shortest possible path cannot have a hop length less than two. Proceeding in this way, we cover many but not all paths in seeking the critical path. Of all the paths probed, the shortest path i.e. the path with the smallest hop length or distance is chosen as the critical path.
The algorithm can be summed up as follows: These steps are repeated till the value of the variable pass equals the degree of the source. The critical path is determined as the path with the smallest distance. In case of multiple such paths the first one is chosen. 
block(node pointer) :
This function apart from setting the blocked variable to TRUE also sets the value of the blk_from variable to the id of the node from which the node has been blocked.
unblock() :
This function changes the value of the variable blocked to FALSE.
unblock(node pointer) :
This function sets the value of the variable blocked to FALSE only if the variable blk_from contains the id of the node from which the current node is being unblocked. It can be noted that the above algorithm has been implemented in C++. This algorithm can be suited to any network with only some 'cosmetic' modifications. The weighting function can be easily changed and the distance of the path can be increased by the weight of the edge traversed instead of 1 per hop. This can be done by taking as input the value of the private member "weight" for the class "edge". In such a situation we do not need to check for adjacency of the destination from every node as a direct path may have a greater weight than a path through an intermediate node.
ILLUSTRATIVE CASE STUDIES

Example 1 :
Let G be the network with 8 nodes and edges as shown in the figure. Let the Source and the Destination of the Data 'd' be 1 and 8 respectively. Node 1 (Source) is made the first node of the path. The algorithm first probes the destination to check if it is adjacent to the present node (i.e. node 1). Since it is not, the data is sent to any arbitrary adjacent (which is not blocked). For the first path there will always be a free adjacent of the source since there is at least one path (we have considered a simple connected graph). Of the two possible nodes 2 and 3 let us suppose the data is sent to node 2. Node 2 is now blocked from node 1 and entered in the path. From node 2 again a similar probe is made to check for adjacency of the destination. If not, as in this case, the data is sent to node 4 and is sent as a node in the path. From node 4 we can send the data to any one of node 3, 5 or 7. Let us suppose that it is sent to node 3. Now node 3 is blocked and set in the path from node 4. Now since node 3 has no free adjacent, we trace back one node to node 4 keeping node 3 blocked and freeing any nodes blocked from node 3 (here none). From node 4 we can now send it to either 5 or 7. Let the data be sent to node 5. Node 5 is set in the path in place of node 3. From node 5 data is sent to node 6 and since node 8 (Destination) is adjacent to node 6 it is sent to node 8. The path formed is thus 1-2-4-5-6-8. The status of the path is now TRUE.
From this successful (status TRUE) path we start constructing the next path. We start probing the network from the third-last node of the previous path (here node 5). All nodes blocked from the node next to the present node are freed. So node 8 having being blocked from node 6 is now freed. Since node 5 has no free adjacent, we again back-track to node 4. All nodes blocked from node 5, i.e. node 6 is freed. From node 4 we now can send it to node 7 only. Node 7 is inserted in the new path. This way we get the path 1-2-4-7-8. Status of the second path is now TRUE.
Again from this second successful path we begin construction of the third path. Similarly, starting from the third last path and back-tracking due to absence of any free adjacent nodes from node 4 and node 2. As we arrive at the Source, we free all the nodes and the second node of the path is removed from consideration henceforth (here node 2). The reason for this is that any node having this node in any other place can never be smaller than at least one path with the node in the second position. The rest of the algorithm goes on as before considering all the nodes other than node 2. and we obtain two other paths 1-3-4-5-6-8 and 1-3-4-7-8. The path 1-2-4-7-8 (the first smallest path) is chosen as the Critical path.
Example 2:
Let us consider another graph G with 9 nodes and edges as shown in the figure. Let us find the shortest path between node 1 and 8. We set the source node 1 as the first node in the path and begin probing from here. We check to see if the destination is the adjacent to node 1, and we send the data to any adjacent node i.e. any one of nodes 2, 4 or 5. Let us send it to node 2. Node 2 is blocked, set as the next node in the path and probing begins from here. As node 8 is not destination, it is forwarded to any one of node 3 or 5, but not to node 1 as it is blocked. Let us send it to node 3. Node 3 is thus set in the path and blocked from node 2. From 3 we send it to either 4 or 5. If we send it to node 5, from node 5 we would have sent it to node 4. If we send it to node 4 from node 3, we send the packet from node 4 to node 5. But node 5 has no other free adjacent nodes, so we again probe from node 4. We can now send it to any one of nodes 6, 7 or 9. Say we send it to node 6. From node 6 we find that the destination node 8 is the adjacent so it is sent to it and the status of the path is set to TRUE. The path thus formed is 1-2-3-4-6-8. Now from this path we start the next path. We start probing from the third node to the end, i.e. from node 4. All nodes blocked from node 6 are freed. So node 8 is freed. From node 4 we can send it to either node 7 or 9. Choosing node 7 we see that node 7 is adjacent to node 8. Setting node 8 after node 7 the path is completed and the status is changed to TRUE. The second path formed is 1-2-3-4-7-8.
Again starting from node 4 and freeing all nodes blocked from node 7 (node 8 is freed), we now send the data to node 9 and then to 8 thus obtaining the successful path 1-2-3-4-9-8.
Again starting from node 4 and freeing node 8 (blocked from node 9) we begin probing. No free adjacent nodes are present, so we back-track to node 3 freeing all nodes blocked from node 4 (nodes 5,6,7 and 9 are freed). From node 3 we now send the data to node 5. Again node 5 has no free adjacent, so we continue probing from node 3. Since node 3 also has no free adjacent node, we go back to node 2, freeing nodes blocked from node 3 (node 4 and 5 are freed). From node 2 we now send the data to node 5. Node 5 can now send the data to node 4 and from node 4 following the method we obtain three paths (not simultaneously but as explained before). The paths obtained are:
Again starting from node 4, we see node free adjacent node. Backtracking we get a similar result from node 5 and node 2 and ultimately we reach the source node 1. From node 1 we increment the value of pass from 1 to 2. Node 2 (the second node of the paths formed so far) is not considered henceforth. From node 1 we now can send it to either node 5 or node 4. Say we send it to node 4. From node 4 we send it to any one of nodes 3, 5, 6, 7 or 9. Say it is sent to node 3. From node 3 it is sent to node 5 from which there are no free adjacent nodes available. So we backtrack to node 3 and to node 4, freeing all nodes blocked from 3 (i.e. node 5). Sending it to node 5 again, we still get no free adjacent, so from node 4 we send it to node 6, 7 or 9. From each we obtain one path and the three paths thus formed are :
Backtracking from node 4 we find no free adjacent nodes and we reach node 1. The variable 'pass' is incremented again (thus equaling the value of the degree of node 1). Node 4 is now removed from further consideration. From node 1 we send it to node 5. From node 5 to node 3 and as no free adjacent nodes exist we backtrack back to node 1 and the algorithm terminates. The first shortest path 1 -4 -6 -8 is chosen as the Critical path.
Had the data been sent from node 1 to node 5 instead of node 4 after removing node 2 from consideration, we would have had got different paths to choose from. However, the end result would have been the same critical path. The Critical path is: 1 -2 -4 -7 -8
CONCLUSIONS
In this paper, we have devised a suitable algorithm that will enable routing decisions in a network to be more flexible, using an 'object-oriented' approach. The algorithm can be modified for specific cases very easily. It is also adaptive in nature and can suite itself to a wide change in the network topography without any or few changes to the underlying algorithm. This is very conveniently achieved by changing the weight of the edge according to the variations in the network.
Since every edge has a distance of 1, we have simply increased the value of the distance of the path by one for every node set in the path. This can be further modified to add the weight of the edge joining the two adjacent nodes in the path. For varying weights, the data may then, instead of being sent to an arbitrary free adjacent node, may be sent to the free adjacent node with the least weight in their connecting edge. Although these minor variations may result in a improvement of speed, but they are perhaps only required when the number of hops is not the only metric for the weight of the edges. The protocol is easily followed and does not require too much knowledge of the underlying data structures used. The classes are simply models of the real components of the network and the changes done to the members of the classes reflect the changes that are done in the various components themselves. So there is minimum difference between what happens in real life situation in a network and what is done in the algorithm to reflect that. For example, there are many ways of representing a network. One of the ways is by a matrix where the value in the cell (i,j) is essentially the distance between the i th and the j th node of the network. But there is no resemblance with the matrix structure to that of the network.. This makes using Object methodologies a much suitable candidate for teaching of routing protocols.
