We propose an ℓ 1 -regularized likelihood method for estimating the inverse covariance matrix in the high-dimensional multivariate normal model in presence of missing data. Our method is based on the assumption that the data are missing at random (MAR) which entails also the completely missing at random case. The implementation of the method is non-trivial as the observed negative log-likelihood generally is a complicated and non-convex function. We propose an efficient EM-algorithm for optimization with provable numerical convergence properties. Furthermore, we extend the methodology to handle missing values in a sparse regression context. We demonstrate both methods on simulated and real data.
Introduction
The most common probability model for continuous multivariate data is the multivariate normal distribution. Many standard methods for analyzing multivariate data, including factor analysis, principal components and discriminant analysis, are directly based on the sample mean and covariance matrix of the data.
Another important application are Gaussian graphical models where conditional dependencies among the variables are entailed in the inverse of the covariance matrix (Lauritzen, 1996) . In particular, the inverse covariance matrix and its estimate should be sparse having some entries equaling zero since these encode conditional independencies.
In the context of high-dimensional data where the number of variables p is much larger than sample size n, Meinshausen and Bühlmann (2006) estimate a sparse Gaussian model by pursuing many ℓ 1 -penalized procedures for every node in the graph and they prove that the procedure can asymptotically recover the true graph. Later other authors proposed algorithms for the exact optimization of the ℓ 1 -penalized log-likelihood (Yuan and Lin (2007) , Banerjee et al. (2008) , Friedman et al. (2007b) and Rothman et al. (2008) ). It has been shown in Ravikumar et al. (2008) that such an approach is also able to recover asymptotically the true graph, but Meinshausen (2008) points out that rather restrictive conditions on the true covariance matrix are necessary. All these approaches and theoretical analyses have so far been developed for the case where all data is observed.
However, datasets often suffer from missing values (Little and Rubin, 1987) . Besides many ad-hoc approaches to the missing-value problem, there is a systematic approach based on likelihoods which is very popular nowadays (Little and Rubin (1987) , Schafer (1997) ). But even estimation of mean values and covariance matrices becomes difficult when the data is incomplete and no explicit maximization of the likelihood is possible. A solution addressing this problem is given by the EM-algorithm for solving missing-data problems based on likelihoods.
In this article we are interested in estimating the inverse covariance matrix in the highdimensional multivariate normal model in presence of missing data. We present a new algorithm for maximizing the ℓ 1 -penalized observed log-likelihood. The proposed method can be used for estimation of sparse undirected graphical models or/and regularized covariance estimation for high-dimensional data where p >> n. Furthermore, once having a regularized covariance estimation for the incomplete data at hand, we show how to do ℓ 1 -penalized regression, when there is an additional response variable which is regressed on the incomplete data.
2 ℓ 1 -regularized inverse covariance estimation with missing data
GLasso
Let (X (1) , . . . , X (p) ) be Gaussian distributed with mean µ and covariance Σ, i.e. N (µ, Σ). We wish to estimate the concentration matrix K = Σ −1 . Given a complete random sample x = (x 1 , . . . , x n ) T , Yuan and Lin (2007) propose to minimize the negative ℓ 1 -penalized log-likelihood − ℓ(µ, K; x) + λ||K|| 1 = − n 2 log |K| + 1 2 where S = 1 n n i=1 (x i −x)(x i −x) T and ρ = 2λ n . Friedman et al. (2007b) propose an elegant and efficient algorithm, called GLasso, to solve the problem (2.2). We briefly review the derivation of their algorithm while details are given in Friedman et al. (2007b) and Banerjee et al. (2008) . We will make use of this algorithm in the M-step of an EM-algorithm in a missing data setup, described in Section 2.3.2.
Using duality, formula (2.2) is seen to be equivalent to the maximization problem Σ = arg max 
Using duality it can be seen that solving (2.5) is equivalent to the Lasso problem
whereσ 12 andβ are linked throughσ 12 = Σ 11β /2. Permuting rows and columns so that the target column is always the last, a Lasso problem like (2.6) is solved for each column, updating their estimate of Σ after each stage. Fast coordinate descent algorithms for the Lasso (Friedman et al., 2007a ) make this approach very attractive. Although the algorithm solves for Σ, the corresponding estimate of K can be recovered cheaply.
MissGLasso
We turn now to the situation where some variables are missing (i.e. not observed).
As before, we assume (X (1) , . . . , X (p) ) ∼ N (µ, Σ) be a p-variate normal distribution with mean µ and covariance Σ. We then write x = (x obs , x mis ), where x represents a random sample of size n, x obs denotes the set of observed values, and x mis the missing data. Also, let x obs = (x obs,1 , x obs,2 , . . . , x obs,n ), where x obs,i represents the set of variables observed for case i, i = 1, . . . , n.
A simple way to estimate the concentration matrix K would be to delete all the cases which contain missing values and then estimating the covariance by solving the GLasso problem (2.2) using only the complete cases. However, excluding all cases having at least one missing variable can result in a substantial decrease of the sample size available for the analysis. When p is large relative to n this problem is even much more pronounced.
Another ad-hoc method would impute the missing values by the corresponding mean and then solving the GLasso problem. Such an approach is typically inferior than what we present below, see also Section 4.1.1.
Much more promising is to base the inference for µ and Σ (or K) in presence of missing values on the observed log-likelihood:
(2.7) where µ obs,i and Σ obs,i are the mean and covariance matrix of the observed components of X (i.e. X obs ) for observation i. Formally (2.7) can be re-written in terms of K ℓ(µ, K;
(2.8)
Inference for µ and K can be based on the log-likelihood (2.8) if we assume that the underlying missing-data mechanism is ignorable. The missing-data mechanism is said to be ignorable if the probability that an observation is missing may depend on x obs but not on x mis (Missing at Random) and if the parameters of the data model and the parameters of the missingness mechanism are distinct. For a precise definition see Little and Rubin (1987) .
Assuming that p is large relative to n, we propose for the unknown parameters (µ, K) the estimator:
where ℓ(µ, K; x obs ) is given in (2.8). We call this estimator the MissGLasso.
Despite the concise appearance of (2.8), the observed log-likelihood tends to be a complicated (non-convex) function of the individual µ j and k jj ′ , j, j ′ = 1, . . . p, for a general missing data pattern. Optimization of (2.9) is therefore a non-trivial issue. An efficient algorithm is presented in the next section.
Computation
For the derivation of our algorithm presented in Section 2.3.2 we will state first some facts about the conditional distribution of the Multivariate Normal Model (MVN).
Conditional distribution of the MVN Model and Conditional Mean Imputation
Consider a partition (X 1 , X 2 ) ∼ N (µ, Σ). It is well known that X 2 |X 1 follows a linear regression on X 1 with mean µ 2 + Σ 21 Σ −1 11 (X 1 − µ 1 ) and covariance Σ 22 − Σ 21 Σ −1 11 Σ 12 (Lauritzen, 1996) . Thus,
(2.11)
Expanding the identity KΣ = I gives following useful expression:
Using (2.12) we can re-express (2.11) in terms of K:
Formula (2.13) will be used later in our developed EM-algorithm for estimation of the mean µ and the concentration matrix K based on a random sample with missing values.
The spirit of this EM-algorithm, see Section 2.3.2, is captured by the following method of imputing missing values by conditional means due to Buck (1960) :
(1) Estimate (µ, K) by solving the GLasso problem (2.2) using only the complete cases (delete the rows with missing values). This gives estimatesμ,K.
(2) Use these estimates to calculate the least squares linear regressions of the missing variables on the present variables, case by case: From the above discussion about the multivariate normal distribution, the missing variables of case i, X mis,i , given x obs,i are normally distributed with mean
Therefore an imputation of the missing values can be done bŷ
mis,obs (x obs,i −μ obs ) .
µ obs ,μ mis depend on case i. Furthermore,K mis,mis denotes the sub-matrix ofK with rows and columns corresponding to the missing variables for case i. Similarlŷ K mis,obs denotes the sub-matrix with rows corresponding to the missing variables and columns corresponding to the observed variables for case i. Note that we always notationally suppress the dependence on i.
(3) Finally, re-estimate (µ, K) by solving the GLasso problem on the completed data in step (2).
ℓ 1 -norm penalized likelihood estimation via the EM-Algorithm
A convenient method for optimizing incomplete data problems like (2.9) is the EMalgorithm (Dempster et al. (1977) ).
To derive the EM-algorithm for minimizing (2.9) we note that the complete data follows a multivariate normal distribution, which belongs to the regular exponential family with sufficient statistics
The complete penalized negative log-likelihood (2.1) can be expressed in term of the sufficient statistics T 1 and T 2 :
which is linear in T 1 and T 2 . The expected complete penalized log-likelihood is denoted by:
The EM-algorithm works by iterating between the E-and M-step. Denote the parameter value at iteration m by (µ (m) , K (m) ) (m=0,1,2,. . . ), where (µ (0) , K (0) ) are the starting values.
As the complete penalized negative log-likelihood in (2.14) is linear in T 1 and T 2 , the E-step consists of calculating:
This involves computation of the conditional expectation of x ij and x ij x ij ′ , i = 1, . . . , n, j, j ′ = 1, . . . p. Using formula (2.13) we find
where c is defined as
obs .
Similarly, we compute
Here the vector c and the matrix (K (m) mis,mis ) −1 are regarded as naturally embedded in R p and R p×p respectively, such that the obvious indexing makes sense.
The E-step involves inversion of a sparse matrix, namely K 
It's easily seen from equation (2.14) that (µ (m+1) , K (m+1) ) fulfill the following equations:
where
Step reduces to a GLasso problem of the form (2.2), which can be solved by the algorithm described in Section 2.1.
Numerical Properties
A nice property of every EM-algorithm is that the objective function is reduced in each iteration,
Nevertheless the descent property does not guarantee convergence to a stationary point.
A detailed account of the convergence properties of the EM algorithm in a general setting has been given by Wu (1983) . Under mild regularity conditions including differentiability and continuity, convergence to stationary points is proven for the EM-algorithm.
For the EM-algorithm described in Section 2.3.2 which optimizes a non-differentiable function we have the following result:
.}, generated by the EM-algorithm, is a stationary point of the criterion function in (2.10).
A proof is given in the Appendix.
Selection of the tuning parameter
In practice a tuning parameter λ has to be chosen in order to tradeoff goodness-of-fit and model complexity. One possibility is to use a modified BIC criterion which minimizes BIC = −2ℓ(μ,K; x obs ) + log(n)df, over a grid of candidate values for λ. Here (μ,K) denotes the MissGLasso estimator (2.9) using the tuning parameter λ and df = j≤j ′ 1 {K j,j ′ =0} are the degrees of freedom (Yuan and Lin, 2007) . The defined BIC criterion is based on the observed log-likelihood ℓ(µ, K; x obs ) which is also suggested by Ibrahim et al. (2008) .
Another possibility to tune λ is to use the popular V-fold cross-validation method, based on the observed negative log-likelihood as loss function. We proceed as follows: First divide all the samples into V disjoint subgroups (folds), and denote the samples in vth fold by N v for k = 1, . . . , V . The V-fold cross-validation score is defined as:
Then, find the bestλ that minimizes CV (λ). Finally, fit the MissGLasso to all the data usingλ to get the final estimator of the inverse covariance matrix.
Extension to sparse regression
The MissGLasso could be applied directly to high-dimensional regression with missing values. Suppose a scalar response variable Y is regressed on p predictor variables X (1) , . . . , X (p) . If we assume joint multivariate normality forX = (Y, X (1) , . . . , X (p) ) with mean and concentration matrix given bỹ
we can estimate (μ,K) with the MissGLasso. The regression coefficientsβ are then given byβ = −k −1 yyk yx . This approach is short-sighted: a zero in the concentration matrix, sayK jj ′ = 0, means thatX (j) andX (j ′ ) are conditionally independent given all other variables inX, where Y is included inX. But we actually care about the conditional independence of X (j) and X (j ′ ) given all other variables in X (which does not include Y ). Sparsity in the concentration matrix of X is not necessarily enforced by penalizing ||K|| 1 . For a more detailed discussion about this issue, see Witten and Tibshirani (2009) .
We describe in Section 3.2 a two-stage procedure which results in sparse estimates for the concentration matrix K of X and the regression parameters β. In order to motivate the second stage of this procedure, we first introduce a likelihood-based method for sparse regression with complete data.
ℓ 1 -penalization in the regression model with complete data
Consider a Gaussian linear model:
where X i ∈ R p are covariates.
In the usual linear regression model, the ℓ 1 -norm penalized estimator, called the Lasso (Tibshirani (1996) ), is defined as:
with n × 1 vector y, p × 1 regression vector β and n × p design matrix x. The Lasso estimator in (3.17) is not likelihood-based and does not provide an estimate of the nuisance parameter σ. Städler et al. (2009) suggest to take σ into the definition and optimization of a penalized likelihood estimator: they proceed with the following estimator,
Intuitively the estimator (3.18) penalizes the ℓ 1 -norm of the regression coefficients and small variances σ simultaneously. Furthermore Städler et al. (2009) argue that this estimator is equivariant under scaling. Most importantly if we reparametrize ρ = 1/σ and φ = β/σ we get the following convex optimization problem:
This optimization problem can be solved efficiently in a coordinate-wise fashion. The following algorithm is very easy to implement, it simply updates, in each iteration, ρ followed by the coordinates φ j , j = 1, . . . , p, of φ.
Coordinate-wise Algorithm for solving (3.19)
1. Start with initial guesses for φ (0) , ρ (0) .
2. Update the current estimates φ (m) , ρ (m) coordinate-wise by:
where S j is defined as
With x j we denote the jth column vector of the n × p matrix x. This algorithm can be implemented very efficiently as it is the case for the coordinate descent algorithm solving the usual Lasso problem. For example naive updates, covariance updates and the activeset strategy described in Friedman et al. (2007a) and Friedman et al. (2008) are applicable here as well.
Numerical convergence of the above algorithm is ensured as follows. 
.}, generated by the above algorithm, is a stationary point of the criterion function in (3.19).
Note that the algorithm only involves inner products of x and y. We will make use of this algorithm in the next section when treating regression with missing values.
Two-stage likelihood approach for sparse regression with missing data
We now develop a two-stage ℓ 1 -penalized likelihood approach for sparse regression with potential missing values in the design matrix x. Consider the Gaussian linear model: 
In a first stage of the procedure we estimate the inverse covariance K = Σ −1 of X using the MissGLasso:
Let now ℓ(β, σ, µ, K; y, x obs ) be the observed log-likelihood of the data (y, x). In the second stage of the procedure we hold µ and K fixed at the valuesμ λ 1 andK λ 1 from the first stage and estimate β and σ by:
Note that we use two different tuning parameters for the first and the second stage, denoted by λ 1 and λ 2 . In practice, instead of tuning over a two-dimensional grid (λ 1 , λ 2 ), we consider the 1st and 2nd stage independently. We tune first λ 1 using BIC or crossvalidation as explained in Section 2.3.4 and then we use the resulting estimator in the 2nd stage and tune λ 2 .
A detailed description of the EM-algorithm for solving the 1st stage problem was given in Section 2.3.2. We now present an EM-algorithm for solving the 2nd stage. In the E-step of our algorithm, we calculate the conditional expectation of the complete-data log-likelihood given by
We see from equation (3.24) that the part of the complete log-likelihood which depends only on the regression parameters β and σ is linear in the inner products y T y, y T x and x T x. Therefore we can write the E-Step as:
Step:
These conditional expectations can be computed as in Section 2.3.2 using Lemma 3.1.
In particular, these computations involve inversion of the matricesK
mis . Because of the special structure ofK Finally, in the M-Step we update the regression coefficients by: M-Step:
If we reparametrize ρ = 1/σ and φ = β/σ in (3.25), we see that the M-Step has essentially the same form as (3.19). Therefore, we can use the algorithm described in Section 3.1 but exchanging the inner products y T x and x T x for T For all six settings we make 50 simulation runs. In each run we proceed as follows:
(1) We generate n = 100 training observations and a separate set of 100 validation observations.
(2) In the training-set we delete completely at random 0%, 10%, 20%, 30%, 40% and 50% of the data. Per model we therefore get six training-sets with different degree of missing data.
(3) The MissGLasso estimator is fitted on each of the six mutilated training-sets, with the tuning parameter λ selected by minimizing twice the negative log-likelihood (log-loss) on the validation data. This results in six different estimators of the concentration matrix K.
We evaluate the concentration matrix estimation performance using the Kullback-Leibler loss:
As reference we compare the MissGLasso with the estimators when first imputing the missing values by their corresponding column means and then apply the GLasso on the imputed data. The tuning parameter λ for the GLasso is chosen using the validation set as described above in (3). We call this procedure MeanImpute. Furthermore we compute for both models in the case where p = 10 the (unpenalized) maximum likelihood estimator using an EM-algorithm as implemented in the R-package norm. We denote this estimator MLE.
Results for both covariance models with six different degrees of missingness are summarized in Table 1 , which reports the average Kullback-Leibler loss and the standard deviation. For all models and all missingness settings the MissGLasso outperforms the MeanImpute procedure. Further, already for the lowest dimensional case (p = 10) we notice that the MLE estimator performs very badly with high degrees of missingness. On the other hand our estimator stays stable.
To assess the performance of MissGLasso on recovering the sparsity structure in K, we also report the true positive rate (TPR) and the true negative rate (TNR) defined as TPR = #true non-zeros estimated as non-zeros #true non-zeros , TNR = #true zeros estimated as zeros #true zeros .
These numbers are reported in Table 2 . For visualization we also plot in Figure 1 heatmaps of the percentage of time each element was estimated as zero among the 50 simulation runs. We note that our choice of CV-optimal λ has a tendency to yield too many false positives and thus too low values for TNR: in the case without missing values, this finding is theoretically supported in Meinshausen and Bühlmann (2006) .
Finally, we comment on initialization and computational timings of the MissGLasso. In the above simulation we used the MeanImpute solution as starting values (µ 0 , K 0 ) for the MissGLasso. For a typical realization of model 2 with p = 30, 30% missing data and a prediction optimal tuned parameter λ, our algorithm converges in 0.87 seconds and 19 EM-iterations. All computations were carried out with the statistical computing language and environment R. Figure 1 : Heat-maps of zeros identified in the concentration matrix K among 50 simulation runs. White color stands for zeros in all 50 simulation runs. Black stands for no zeros in all runs.
Simulation 2: MissGLasso under MCAR, MAR and NMAR
In the simulation of Section 4.1.1 the missing values are produced completely at random (MCAR), i.e. missingness does not depend on the values of the data. As mentioned in Section 2.2 the MissGLasso is based on a weaker assumption, namely that the data are missing at random (MAR), in the sense that the probability that a value is missing may depend on the observed values but does not depend on the missing values. A missing data mechanism where missingness depends also on the missing values is called not missing at random (NMAR), see for example Little and Rubin (1987) . In this section we will show exemplarily that our method performs differently under the MCAR, MAR and NMAR assumption.
We consider a Gaussian model with p = 30, n = 100 and with a block-diagonal covariance matrix
1 0.7 0.7 2 0.7 1 0.7 0.7 2 0.7 1 .
Note that the concentration matrix K is again block-diagonal and therefore a sparse matrix.
We now delete values from the training data according to the following missing data mechanisms:
(1) for all b = 1, . . . , 10 and i = 1, . . . , n:
where η i,b are i.i.d. Bernoulli random variables taking value 1 with probability π and 0 with probability 1 − π.
(2) for all b = 1, . . . , 10 and i = 1, . . . , n:
x i,3·b is missing if x i,3·b−2 < T.
(3) for all b = 1, . . . , 10 and i = 1, . . . , n:
In all mechanisms the first and second variable of each block are completely observed.
Only the third variable of each block has missing values. Mechanism (1) is clearly MCAR, mechanism (2) is MAR and mechanism (3) Figure 2 , box-plots of the Kullback-Leibler loss over 50 simulation runs are shown. As expected we see that MissGLasso performs worse in the NMAR case. The more missing data the more pronounced is this observation.
Simulation 3: BIC and cross-validation
So far, we tuned the parameter λ by minimizing twice the negative log-likelihood (logloss) on validation data. However, in practice, it is often more appropriate to use crossvalidation or the BIC criterion presented in Section 2.3.4. Figure 3 shows the Kullback-Leibler loss, the true positive rate and the true negative rate for the MissGLasso applied on model 1 with p = 30. We see from the plots that crossvalidation and tuning using validation data lead to very similar results. On the other hand BIC performs inferior concerning Kullback-Leibler loss, but slightly better regarding the true negative rate.
Scenario 4: isoprenoid gene network in Arabidopsis thaliana
For illustration we apply our approach for modeling the isoprenoid gene network in Arabidopsis thaliana. The number of genes in the network is p = 39. The number of observations, corresponding to different experimental conditions, is n = 118. More details about 
the data can be found in Wille et al. (2004) . The dataset is completely observed. Nevertheless, we produce completely missing at random values and compare the performance of the MissGLasso with the estimator on the complete data. We consider the following two experiments.
First experiment: We create out of the original data ten datasets by producing completely at random m% missing values, where m = 0, 5, 10, 15, 20, 25, 30. Then we compute for each of these ten datasets the 10-fold cross-validation error by evaluating the corresponding prediction error (based on out-sample negative log-likelihood) on the left-out part of the original (complete) data. The curves in the left panel of Figure 4 show the median as a summary statistic of the cross-validation error over the ten datasets for different tuning parameters λ. The percentages on the curves indicate the degree of missingness.
All curves have about the same shape and indicate an optimal tuning parameter between 2 and 3. Aside from the curve with 5% missing values, we see that the more missing data we produce the worse the cross-validation error curve.
Second experiment: First we select using the GLasso on the original (complete) data (prediction optimal tuned) the twenty most important edges according to the estimated partial correlations given bŷ
Then, we create 50 datasets by producing completely at random m% missing values and select using the MissGLasso for each of the 50 datasets the twenty most important edges according to the partial correlationsρ jj ′ |rest . We do this for m = 0, 5, 10, 15, 20, 25, 30 . Finally, we identify the overlap of the selected edges without missing values and of the selected edges with m% missing data. The box-plots in the right panel of Figure 4 visualize the size of this overlap. Even with 30% missing data, the MissGLasso detects about 13 of the twenty most important edges of the complete data. 
Simulations for sparse regression
In this section we will explore the performance of the two-stage likelihood method developed in Section 3.2. In particular, we compare our new method with alternative ways of treating high-dimensional regression with missing values.
In all simulations training-and validation data are generated from a model for (Y, X).
Assuming that there are missing values only in the x matrix of the training data we apply one of the following methods:
• Mean Imputation: Impute the missing values by their corresponding column means. Then apply the Lasso-estimator (3.17) on the imputed data.
• KNN Imputation: Impute the missing values by the K-nearest neighbors imputation method (KNNimpute) introduced by Troyanskaya et al. (2001) . Then apply the Lasso on the imputed data.
• MissGLasso Imputation: Compute (μ,K) with the MissGLasso estimator. Then, use this estimate to impute the missing values by conditional mean imputation, i.e. replace the missing values in observation i byx mis,i := E[x mis,i |x obs,i ,μ,K]. Finally, apply the Lasso on the imputed data.
• Two-stage likelihood: This is the method introduced in Section 3.2. (1st stage: solve the MissGLasso problem; 2nd stage: estimate β and σ by minimizing a penalized negative log-likelihood, see equation (3.23), where we fixed µ and K in the likelihood at the values from the 1st stage; initialization of EM with β ≡ 0 and σ 2 = empirical variance of y)
All methods, except for Mean Imputation, involve two tuning parameter. Regarding the first parameter, the number of neighbors in KNNimpute or the regularization parameter for the MissGLasso are chosen by cross-validation on the training data. The second tuning parameter in the Lasso or in the 2nd stage of the two-stage likelihood approach, respectively, are chosen to minimize the prediction error on the validation data.
To assess the performances of all methods we use the L2-distance between the estimateβ and the true parameter β, ||β − β|| 2 2 .
Simulations
Consider the Gaussian linear model
where the covariates X i ∈ R p , i = 1, . . . , n, are either fixed or i.i.d ∼ N (0, Σ).
First experiment: Take p = 8, Σ j,j ′ = τ |j−j ′ | and β = (3, 1.5, 0, 0, 2, 0, 0, 0).
We focus on four different versions of this model with different combinations of n/τ /σ, namely 20/0.5/3; 40/0.5/1; 40/0.95/1; 100/0.5/0.5. Note that with values n/τ /σ = 20/0.5/3 we have the model which was considered in the original Lasso paper (Tibshirani, 1996) .
The box-plots in Figure 5 of the L2-distances, summarize the performance of the different methods for different combinations n/τ /σ. In this experiment 20% of the training data were deleted completely at random. For reference, we added a box-plot for the L2-distances for the Lasso carried out on complete data, i.e. before deleting 20% in the training data.
For the model from the original Lasso paper, namely the combination 20/0.5/3, we see that the Lasso on complete data does not perform substantially better than simple mean imputation on data with 20% of the values removed. This is due to the high noise level in this model. By increasing n and/or scaling down σ, we reduce the noise level and increase the signal in the data. Indeed, in the setup 40/0.5/1, the analysis with complete data Figure 5: Box-plots of the L2-distances for different values for n, τ and σ over 50 simulation runs with 20% of the training data deleted completely at random. Complete: Lasso on complete data (before deleting 20% of the data). Mean: Mean imputation followed by the Lasso. Knn: KNN imputation followed by the Lasso. Missgl: MissGLasso and conditional mean imputation followed by the Lasso. Two-stage: Two-stage likelihood approach introduce in Section 3.2.
performs now much better than all analyses carried out on data with missing values. We also see that the two-stage likelihood method is slightly better than the other methods. In the setup 40/0.95/1 we increase the correlation between the covariates by setting τ from 0.5 to 0.95. Here the new method is as good as the complete analysis. Finally in the last setup, 100/0.5/0.5, where n is increased and σ is reduced again, the two-stage likelihood method is much better than the other methods. Thus, for the cases considered where missing data imply a clear information loss (e.g. when the difference between complete and mean imputed data is large), the new two-stage procedure is best.
Second experiment: Consider the following models:
• Model 1: n = 100; p = 50; Σ j,j ′ = 0.5 × 1 j,j ′ ≤9 for j = j ′ , and Σ j,j = 1; β j = 2 for j = 1, . . . , 8 and zero elsewhere; σ = 1.
• Model 2: n = 118; p = 39; x: data from isoprenoid gene network in Arabidopsis thaliana (see Section 4.1.4); β j = 2 for j = 1, 2, 3 and zero elsewhere; σ=1.
For both models we delete 10%, 20% and 30% of the training data completely at random. The results (L2-distances) are reported in Table 3 . We read off from this 
Discussion
We presented an ℓ 1 -penalized (negative) log-likelihood method for estimating the inverse covariance matrix in the multivariate normal model in presence of missing data. Our method is based on the observed likelihood and therefore works in the missing at random (MAR) setup which is more general than the missing completely at random (MCAR) framework. As argued in Section 4.1.2, the method cannot handle missingness pattern which are not at random (NMAR), i.e. "systematic" missingness. For optimization, we use a simple and efficient EM-algorithm which works in a high-dimensional setup and which can cope with high degrees of missing values. In Section 3, we extended the methodology for high-dimensional regression with missing values in the covariates. We developed a two-stage likelihood approach which was found to be never worse but sometimes much better than K-nearest neighbors or using the straightforward imputation with a penalized covariance (and mean) estimate from incomplete data.
A Proofs
Proof of Proposition 2.1. Denote by f c (x|µ, K) the multivariate Gaussian density of the complete data. f obs (x obs |µ, K) the density of the observed data. Furthermore, the condi-tional density of the complete data given the observed data is k(x|x obs , µ, K) = f c (x|µ, K)/f obs (x obs |µ, K).
The penalized observed log-likelihood (2.10) fulfills the equation − ℓ pen (µ, K) = − log f obs (x obs |µ, K) + λ||K|| 1 = Q(µ, K|µ ′ , K ′ ) − H(µ, K|µ ′ , K ′ ), (A.27) where
By Jensen's inequality we get the following important relationship: .28) see also Wu (1983) . ℓ pen (µ, K), Q(µ, K|µ ′ , K ′ ) and H(µ, K|µ ′ , K ′ ) are all continuous functions in all arguments. Further, H(µ, K|µ ′ , K ′ ) is differentiable as a function of (µ, K).
If we think of Q(µ, K|µ ′ , K ′ ) and H(µ, K|µ ′ , K ′ ) as functions of (µ, K) we write also Q (µ ′ ,K ′ ) (µ, K) and H (µ ′ ,K ′ ) (µ, K).
Let θ m = (µ (m) , K (m) ) be the sequence generated by the EM-algorithm. We need to prove that for a converging subsequence θ m j →θ (j → ∞) the directional derivative ℓ ′ pen (θ; d) is bigger or equal to zero for all directions d (Tseng (2001) In each M-step we minimize the function Q θ m (x) with respect to x. Therefore we have: The expression for the concentration matrixK =Σ −1 can be derived by using the identitỹ ΣK = I.
