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High-temperature superconductivity and a wide variety of exotic superconducting states discovered in FeSe-based ma-
terials have been at the frontier of research on condensed matter physics in the past decade. Unique properties originated
from multiband electronic structure, strongly orbital-dependent phenomena, extremely small Fermi energy, electronic
nematicity, and topological aspects, give rise to many distinct and fascinating superconducting states. Here, we provide
an overview of our current understanding of the superconductivity of bulk FeSe-based materials, focusing on FeSe and
the isovalent substituted FeSe1−xSx and FeSe1−xTex. We discuss the highly non-trivial superconducting properties in
FeSe, including extremely anisotropic pairing states, crossover phenomena from Bardeen-Cooper-Schrieffer (BCS) to
Bose-Einstein-condensation (BEC) states, novel field-induced superconducting phase, and broken time reversal symme-
try. We also discuss the evolution of the superconducting gap function with sulfur and tellurium doping, paying particular
attention to the impact of quantum critical nematic fluctuations and the topological superconductivity. FeSe-based ma-
terials provide an excellent playground to study various kinds of exotic superconducting states.
KEYWORDS: Iron-based superconductors, Electronic nematicity, BCS-BEC crossover, Quantum criticality, FFLO
state, Time-reversal symmetry breaking, Topological superconductivity
CONTENTS
1. Introduction
2. Electronic Structure and Phase Diagram
2.1 Band structure of FeSe
2.2 Electronic nematic state
2.3 Nematic quantum critical point (QCP)
3. Superconducting Gap Structure
3.1 Bulk measurements
3.1.1 Temperature dependence
3.1.2 Field dependence
3.2 Angle resolved photoemission spectroscopy (ARPES)
3.3 Scanning Tunneling Microscopy / Spectroscopy (STM
/ STS)
4. BCS-BEC Crossover
4.1 BCS-BEC crossover
4.2 Evidence for the crossover in FeSe
4.2.1 Penetration depth
4.2.2 ARPES
4.2.3 Quasiparticle interference (QPI)
4.2.4 Quantum-limit vortex core
4.3 Superconducting fluctuations, preformed pairs and
pseudogap
4.3.1 Giant superconducting fluctuations
4.3.2 Pseudogap
4.3.3 Evolution of BCS-BEC crossover in FeSe1−xSx
5. Exotic Superconducting State Induced by Magnetic
Field
5.1 Field-induced superconducting phase
5.2 FeSe in strong magnetic field
5.3 Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state
∗shibauchi@k.u-tokyo.ac.jp
†hanaguri@riken.jp
‡matsuda@scphys.kyoto-u.ac.jp
5.4 Highly spin polarized filed-induced state in the BCS-
BEC crossover regime
6. Superconductivity near the Nematic Critical Point
6.1 Abrupt change of superconducting gap
6.2 Possible ultranodal pair state with Bogoliubov Fermi
surface
7. Time Reversal Symmetry Breaking (TRSB)
7.1 Effect of nematic twin boundary
7.2 Evidence from gap structure
7.3 Evidence from muon spin rotation (µSR)
7.4 TRSB in the bulk
8. Topological Superconducting State
8.1 Topological quantum phenomena
8.2 Topological superconductivity and Majorana quasi-
particle
8.3 Potential platforms for topological superconductivity
8.4 Basic properties of FeSe1−xTex
8.5 Topological phenomena in FeSe1−xTex
8.5.1 Band structure and ARPES experiments
8.5.2 Majorana bound state (MBS) in the vortex core
8.5.3 Search for other Majorana features
9. Summary
1. Introduction
The discovery of high-temperature superconductivity in
iron-pnictide compounds has been a significant breakthrough
in the condensed matter community. In 2006, H. Hosono’s
research group discovered superconductivity at supercon-
ducting transition temperature Tc ≈ 6 K in iron-pnictide
LaFePO.1) By replacing phosphorus with arsenic and by
partially substituting oxygen with fluorine, Tc increases to
26 K.2) By replacing La with other rare earth elements, Tc
raises up to 56 K.3) The iron-chalcogenide superconductors
have also been extensively studied. In particular, iron-selenide
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FeSe with Tc ≈ 9 K, discovered by M. K. Wu’s group in
2008,4) has drawn considerable attention because Tc increases
to 37 K under pressure.5) Moreover, Tc increases more than
50 K in monolayer FeSe thin films grown on SrTiO3.6) Thus
iron-pnictides/chalcogenides became a new class of high-
Tc superconductors, knocking the cuprates off their pedestal
as a unique class of high-Tc superconductors. There is al-
most complete consensus that high-Tc superconductivity in
these iron-based superconductors cannot be explained theo-
retically by the conventional electron-phonon pairing mech-
anism. Thus, the origin of superconductivity is unconven-
tional.7–9)
Iron-based superconductors are two-dimensional (2D) lay-
ered materials with metallic Fe-pnictogen/chalcogen tetrahe-
dral FeAs4 (or P/Se/Te) layers.10–13) The pnictogen/chalcogen
atoms reside above and below the Fe layers, alternately, and
are located at the center of the Fe-atom squares. There are sev-
eral different types of iron-pnictide superconductors, which
are often abbreviated by the ratio of the elements in their
parent compositions and are known, such as 111, 122, 1111
types, and iron-chalcogenide superconductors, such as 11 and
122 types. The parent compounds are metals, in contrast to
Mott insulators as parent compounds of the cuprates. More-
over, whereas in cuprates the physics is captured by a single
band originating from one 3dx2−y2 -orbital per Cu site, iron-
based superconductors have about six electrons occupying the
nearly degenerate 3d Fe-orbitals. Therefore the systems are
intrinsically multiband/multi-orbital systems, and the inter-
orbital Coulomb interaction plays an essential role. The Fermi
surface in these materials mainly consists of dxy, dyz and dxz
orbitals, forming well-separated hole pockets near the center
of the Brillouin zone and electron pockets near the zone cor-
ners.
The parent compound of iron-pnictides is a spin-density-
wave (SDW) metal, which exhibits a transition at TN.14) Be-
low TN, a stripe-type long-range antiferromagnetic (AFM) or-
der sets in, which breaks the lattice four-fold (C4) rotational
symmetry. The high-Tc superconductivity appears when the
SDW is suppressed either by chemical substitution or by pres-
sure. The highest Tc is often achieved in the vicinity of an
AFM quantum critical point (QCP), where the SDW transi-
tion vanishes.15) Therefore, a pairing mechanism mediated
by the exchange of AFM fluctuations, which stem from the
intra-atomic Coulomb repulsion associated with the quasi-
nesting between electron and hole pockets, has been widely
discussed. This scenario predicts the so-called s± order pa-
rameter, in which the sign of the superconducting gap changes
between the electron and hole pockets of the Fermi sur-
face.7–9, 16)
On the other hand, the orbital degrees of freedom in iron-
pnictides give rise to various phenomena. Almost all families
of iron-pnictides exhibit a tetragonal-to-orthorhombic struc-
tural transition at Ts, which is accompanied by the orbital or-
dering that splits the degenerate dxz and dyz orbitals.17) This
transition that breaks C4 symmetry of the crystal lattice is re-
ferred to as an electronic nematic transition.18) This nematic
transition is believed to be a result of intrinsic electronic insta-
bility because the effect on the electronic properties is much
larger than expected based on the observed structural distor-
tion. This nematic transition either precedes or is coincident
with the SDW transition, and the endpoint of the nematic tran-
Fig. 1. Crystal structure of FeSe. Adopted from Ref. 4.
sition is located very close to the AFM QCP. Moreover, it
has been reported that the electronic nematic order persists
even above the superconducting dome in the tetragonal lattice
phase in some of the iron-based superconductors.19–21) It has
been shown that the nematic susceptibility, which is measured
as an induced resistivity anisotropy in response to an exter-
nal strain,22) exhibits a divergent behavior at T → 0 with ap-
proaching the endpoint of the structural transition, indicating
the presence of a nematic QCP.23) Consequently, an alterna-
tive scenario of the pairing mechanism, which is mediated by
orbital fluctuations, has been proposed.24) This scenario can
hardly support the s± gap function.
Thus a question as to whether the nematic order is driven
by spin and/or orbital degrees of freedom has been a topic
of intense research, which is intimately related to the driving
mechanism of iron-based superconductivity. The nematic cor-
relations intertwined with AFM order in iron-pnictides pre-
vent us from identifying the essential role of nematic fluctua-
tions, raising a fundamental question as to which fluctuations
are the main driving force of the Cooper pairing. Identifying
the relationship between nematic and SDW orders presents a
“chicken-or-egg” problem: Does the SDW order induces the
nematic order, or does the nematic order facilitate the SDW
order? Although an intricate coupling between magnetic and
orbital degrees of freedoms is crucial to understand the under-
lying physics responsible for their wide variety of exotic prop-
erties of iron-pnictides, these questions have been the topic of
many debates.18, 25–27) The nematic order is directly linked to
the superconductivity because nematic instability is a charac-
teristic feature of the normal state, upon which superconduc-
tivity emerges at lower temperatures. Moreover, the nematic-
ity has now been extensively discussed not only in iron-based
superconductors but also in cuprates.28–34)
Recently iron-chalcogenide FeSe (Tc ≈ 9 K) and the iso-
valently substituted FeSe1−xSx and FeSe1−xTex have become
a central system in the research of exotic superconducting
states. FeSe is structurally the simplest among the iron-based
superconductors, which consists only of a stack of 2D FeSe
layers weakly coupled by the van der Waals interaction (see
Fig. 1). The experimental progress has been largely acceler-
ated owing to the significant advances in the material quality
of FeSe. In particular, the chemical vapor transport technique
has enabled us to grow high-quality millimeter-sized single
crystals of FeSe free of impurity phases,35) making detailed
studies of the intrinsic bulk properties of FeSe possible. FeSe
is a strongly correlated semimetal, as revealed by the quasi-
particle effective masses determined by the quantum oscilla-
tions, angle-resolved photoemission spectroscopy (ARPES)
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Fig. 2. (a) Temperature dependence of relative length changes along the
three axes. Tiny orthorhombic lattice distortion of ∼ 0.2% develops below
the nematic phase transition at Ts ≈ 90 K. This is too small to account for
the very large electronic anisotropy discussed in this review, and thus the
nematicity is not due to the lattice instability but electronic in origin. Adopted
from 35. (b) Temperature dependence of the resistivity of FeSe for H ‖ c.91)
Below Ts, very large magnetoresistance is observed, which is a signature of
long mean free path in compensated semimetals. Inset illustrates appearance
of the electronic nematicity.
and heat capacity measurements, which are strongly enhanced
from those calculated by density functional theory (DFT).
FeSe-based materials provide a unique opportunity to ex-
plore the effect of nematicity. FeSe also exhibits a nematic
transition at Ts ≈ 90 K, as shown in Fig. 2. In contrast to iron-
pnictides, however, FeSe exhibits no magnetic order down to
T → 0 despite its high Ts, and still its ground state is an
unconventional superconducting state. The nematicity is re-
markably tunable by hydrostatic pressure P and chemical sub-
stitution. In FeSe, the structural (nematic) transition is rapidly
suppressed by pressure, and Ts goes to zero at P ≈ 2 GPa.
The AFM static order is induced before the complete suppres-
sion of Ts and nematicity appears to coexist with the AFM or-
der. Nuclear magnetic resonance (NMR) and inelastic neutron
scattering experiments reveal that the nematicity and mag-
netism are still highly entangled in FeSe.
The nematicity in FeSe1−xSx is also strongly suppressed
with sulfur doping, and Ts goes to zero at x ≈ 0.17. The ne-
matic fluctuations are strongly enhanced with sulfur doping,
and the nematic susceptibility diverges towards absolute zero,
revealing the presence of a nematic QCP at x ≈ 0.17 .36) Near
the nematic QCP, no sizable AFM fluctuations are observed,
indicating that the nematicity is disentangled from magnetic
order.
What makes FeSe-based materials distinguished from other
superconductors is the unique electronic structure, particu-
larly the extremely shallow Fermi surface associated with
very small carrier number, multiband nature and orbital de-
pendent electron correlations. Remarkably, the superconduc-
tivity, magnetism and nematicity, all of these most fundamen-
tal properties can be largely tuned. Because of these proper-
ties, FeSe-based materials serve as not only a model system
for the understanding of the influence of the nematicity on the
normal and superconducting states, but also a new playground
for exotic pairing states, which have been a long standing is-
sue of superconductivity.
In this review article, we shall attempt to bring the readers
up to date in the rapidly expanding field of research on the su-
perconductivity of FeSe-based materials, focusing on the bulk
properties. Excellent reviews of research on atomic layer thin
films of FeSe were recently published.37, 38) In §2, we discuss
the electronic structure and phase diagram of FeSe briefly. We
then discuss several topics of active research among exotic
superconducting states in FeSe-based materials, such as su-
perconducting gap structure (§3), crossover phenomena from
weak coupling Bardeen-Cooper-Schrieffer (BCS) to strong
coupling Bose-Einstein condensation (BEC) (§4), magnetic
field induced superconducting phase (§5), superconducting
state near the nematic QCP (§6), broken time reversal sym-
metry (§7), and topological superconducting state (§8).
2. Electronic Structure and Phase Diagram
2.1 Band structure of FeSe
First of all, we will not attempt to give an exhaustive sur-
vey of current research on the band structure of FeSe in the
limited space here. We will direct the reader to more exten-
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Fig. 3. Schematic energy dispersion of the hole and electron pockets in the
nematic phase including spin-orbit interaction. The orbital-dependent energy
shift is taken into account so that each band can be fitted to the ARPES data.
By courtesy of Y. Yamakawa and H. Kontani.
3
J. Phys. Soc. Jpn. FULL PAPERS
sive reviews.39–41) As FeSe is a compensated semimetal with
equal numbers of electron and hole carriers, it is essentially a
multiband superconductor. The Fermi surface consists of well
separated hole pockets near the center of the Brillouin zone
and electron pockets near the zone corners. Compared with
the Fermi surface obtained by the DFT calculations, the ac-
tual Fermi surface in the tetragonal phase above Ts is much
smaller and dispersions are significantly renormalized.42, 43)
In the tetragonal phase, the DFT calculations show three
hole pockets,44) but ARPES measurements report two pock-
ets, showing that one hole band shifts below the Fermi level.
Below the nematic transition at Ts ≈ 90 K, the orbital order-
ing lifts the degeneracy of dxz and dyz orbitals. The splitting of
the dxz and dyz energy bands is ∼ 50 meV at the Mx point in
the unfolded Brillouin zone.45–50) Then one hole pocket in the
tetragonal phase is shifted below the Fermi level below Ts. As
a result, there is only one quasi-2D hole pocket around Γ point
in the nematic phase. The hole pocket is strongly distorted to
elliptical shape, which consists of dyz orbital along the longer
axis and dxz orbital along the shorter axis of the ellipse.
Although the shape and orbital character of the hole pocket
appear to be well understood, the consensus about the shape
of the electron pockets has not yet been reached. This is
mainly because both hole and electron pockets are extremely
shallow and therefore high-resolution ARPES measurements
are prerequisite to determine the detailed structure of the
Fermi surfaces. Unfortunately, such high-resolution ARPES
measurements are available only in a limited momentum
range around the Γ point. The schematic energy dispersion
of the hole and electron pockets in the nematic phase includ-
ing spin-orbit interaction is shown in Fig. 3.51) As a result of
the finite spin-orbit interaction, Dirac cones around Mx point
have a small gap, forming massive Dirac cones. Moreover,
the degeneracy at the Γ point of the hole bands is lifted. In
this energy shift, there is only one hole pocket around Γ point
and one electron pocket around My point.
Figures 4(a)-(d) illustrate four possible Fermi surface struc-
tures proposed by ARPES and quantum oscillations. Fig-
ures 4(a) and (b) show the Fermi surface reported by some
ARPES measurements, where the electron pocket has a bow-
tie-shape around the Mx point.47, 50, 52, 53) On the other hand,
quantum oscillation measurements report the presence of tiny
pocket having a non-trivial Berry phase.54) This suggests that
electron pocket around the Mx point is disconnected, forming
the Dirac-core-like band structure, as shown in Fig. 4(c). As
shown in Fig. 3, the electron pockets around Mx point shown
by red has a fork-tailed shape near the Fermi level. Therefore,
the shape of electron pocket strongly depends on the position
of the Fermi level, which is expected to be sensitive to the
carrier number. Then a slight deviation from the compensa-
tion condition may change the shape of the electron pocket
dramatically.
Besides these Fermi surfaces, petal-like electron pockets
both at Mx and My points has also been proposed by some of
the ARPES experiments.49, 55, 56) However, as these ARPES
measurements have been performed by using heavily twinned
crystals, careful interpretation may be necessary. Recent ex-
periments by using nano-ARPES on twinned crystal report
single electron pocket at Mx point shown in Fig. 4 (a) and
(b).57) The electron pocket at My point is also controversial be-
tween ARPES measurements using detwinned crystals. While
Fig. 4. Four possible Fermi surface structures proposed by ARPES and
quantum oscillations. Solid and dotted black lines represent the unfolded and
folded Brillouin zone boundaries, respectively. In all the possibilities, there
is one hole pocket around the Γ-pocket. For (a), (b) and (c), the hole pocket
consists of dyz and dxz orbitals, while for (d), it consists only of dxz orbital.
The electron pocket around Mx point has a bow-tie shape for (a) and (b),
while electron pocket around My point is present for (a) and absent for (b).
For (c), the electron pocket around Mx point is disconnected, forming a dou-
ble Dirac-core-like structure. For (d), petal-like electron pockets appear both
at Mx- and My points. Note that here the axes are defined as b < a < c, which
is different from some experimental definition.
a very tiny electron pocket at My point is reported53) as illus-
trated in Fig. 4(a), the absence of such a pocket is reported58)
as shown in Fig. 4(b). It has been pointed out that the presence
or absence of electron pocket at My point strongly depends on
the level of dxy orbital. Besides the above four types of the
Fermi surface, an additional inner hole pocket with dxz orbital
character has been suggested very recently.59) However, we
assume that there is only one hole pocket in the following ar-
guments.
Quantum oscillations of the resistivity, known as
Shubnikov-de Haas (SdH) effect, have been reported by
several groups.43, 44) Four branches are observed in the SdH
oscillations. It has been suggested that two of the branches
correspond to the extremal orbits of the hole pocket and the
other two of the branches correspond to those of electron
pocket. The cross section of each Fermi surface is extremely
small, which occupies at most 2-3% of the Brillouin zone.
The electronic specific heat coefficient γ estimated from the
effective masses and Fermi surface volume assuming 2D
cylindrical Fermi surface is close to the observed γ-value,
suggesting that most parts of the Fermi surface are mapped
out by the SdH measurements.44)
2.2 Electronic nematic state
Pressure and chemical substitution are non-thermal control
parameters, which provide a continuous means to modify the
electronic structure. The ground state of iron-based materials
can be significantly tuned by these parameters, which have
been widely employed to access the QCP.15) The hydrostatic
pressure experiments on FeSe have been performed by many
groups.5, 60–69) As shown in Fig. 5, the structural (nematic)
transition at Ts is rapidly suppressed by pressure (P < 2 GPa).
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Fig. 5. Pressure-temperature (P-T ) phase diagram of FeSe. The structural
or nematic (Ts, blue), SDW (Tm, green), and superconducting transition tem-
peratures (Tc, red) as functions of hydrostatic pressure determined by the
resistive anomalies measured in the piston-cylinder cell (PCC, open circles),
clamp-type cubic anvil cells (CAC, closed circles), and constant-loading type
CAC (closed squares). Color shades for the nematic, SDW, and supercon-
ducting (SC) states are guides to the eyes. Adopted from Ref. 63.
Before the complete suppression of Ts, the static magnetic
order is induced at Tm, suggesting the presence of an over-
lap region of nematic and pressure-induced magnetic phases.
The presence of a static long-range magnetic order has been
confirmed by the muon spin rotation (µSR), Mo¨ssbauer spec-
troscopy and NMR measurements, and the magnetic phase is
most likely to be an SDW phase of stripe type similar to the
one observed in iron-pnictides. With increasing pressure, Tm
increases and intersects with Ts at ∼ 2 GPa. At ∼ 4.2 GPa, Tm
peaks and vanishes abruptly at ∼ 6.3 GPa. Thus the pressure-
induced magnetic state has a dome-like shape in the P-T
phase diagram. It has been reported that superconductivity is
filamentary rather than a bulk phenomenon inside the mag-
netic dome, implying that the ground state in this dome pres-
sure range is likely to be AFM metal. Near the end point of
magnetic order, Tc is sharply enhanced up to ∼ 38 K.
Electronic nematicity is a ubiquitous property of the iron-
based superconductors. There are two scenarios for the driv-
ing mechanism of the nematicity. One route to the nematicity
is via critical magnetic (spin) fluctuations and the other is via
the critical orbital fluctuations. In iron-pnictides, where the
nematicity is always accompanied by the AFM order, strong
AFM fluctuations are observed above Ts.14) Then, the criti-
cal spin fluctuations have been suggested to be responsible
for the nematicity.18) It has been argued that this spin nematic
scenario envisaged in iron-pnictides may be still applicable
to FeSe.70–73) In fact, the magnitude of the lattice distortion,
elastic softening, and elasto-resistivity associated with the
structural transition in FeSe are comparable with those of Fe-
pnictides.43, 74) It has been shown that the nematic order could
be driven by the AFM spin fluctuations without the require-
ment of magnetic order.25, 26, 72) Spin excitations measured by
the inelastic neutron scattering experiments show that the dy-
namic susceptibility χ(q, ω) peaks at q = (pi, 0), where q is the
scattering vector and ~ω is the energy change between inci-
dent and outgoing neutrons. The results suggest the presence
of both stripe and Ne´el spin fluctuations over a wide energy
range even above Ts.75, 76) In the nematic state well below Ts,
the NMR spin-lattice relaxation rate 1/T1 shows the presence
of strong AFM fluctuations down to Tc.77)
There is an alternative scenario where charge or orbital
degrees of freedom play a more predominant role than
spins.43, 78–80) In FeSe, where the nematic transition occurs
without magnetic order, no sizable low energy spin fluctua-
tions are observed above Ts by NMR,77, 78, 81) in contrast to
iron-pnictides. It has been shown that the orbital ordering is
unequivocally the origin of the nematic order in FeSe.45, 46, 48)
In the nematic phase where the splitting of the dxz and dyz
energy bands occurs, a momentum-dependent orbital polar-
ization has been found in ARPES measurements, indicating
that the nematicity is most likely to be orbital in origin.47)
Moreover, NMR measurements report that the difference of
the static internal field in the ab-plane in the orthorhom-
bic phase at the Se-nucleus is predominantly from the Fe-
ion 3d electron orbitals, not from the electron spins.82) Re-
cently, symmetry-resolved electronic Raman scattering mea-
surements provide a direct experimental observation of crit-
ical fluctuations associated with electronic charge or orbital
nematicity near Ts.83) These results put into question the spin
nematic scenario for the nematicity in FeSe.
The appearance of the AFM order induced at low pressure
is consistent with the fact that the nematic order is close to the
magnetic instability as suggested by ab initio calculations.84)
It has been suggested that the pressure changes the Fermi sur-
face topology of FeSe. A hole band with dxy orbital character
is nearly 10 meV below the Fermi level around the (pi, pi) point
in the unfolded Brillouin zone at ambient pressure. The top of
the hole band crosses the Fermi energy under pressure, giv-
ing rise to a hole pocket. This hole pocket largely enhances
the AFM nesting properties, leading to an appearance of the
static AFM order.85) Therefore the spin and orbital degrees
of freedom are highly entangled even in nonmagnetic FeSe,
which makes it difficult to pin down the driving mechanism
of the nematicity and superconductivity.
Until now, most studies have been conducted in thermal
equilibrium, where the dynamical property and excitation can
be masked by the coupling with the lattice. Recently, by us-
ing femtosecond optical pulse, the ultrafast dynamics of elec-
tronic nematicity has been detected. A short-life nematicity
oscillation, which is related to the imbalance of Fe dxz and
dyz orbitals, has been reported. Such real-time observations of
the electronic nematic excitation that is instantly decoupled
from the underlying lattice would be important for the future
investigation of the nematicity.86)
2.3 Nematic quantum critical point (QCP)
Next we discuss that FeSe1−xSx is a more suitable system
to explore the effect of nematicity disentangled from that of
the static AFM order. The nematicity can be tuned contin-
uously by isoelectronic sulfur substitution and Ts vanishes
at x ≈ 0.17. The compensated metal character should be
unaffected by the isovalent substitution of Se. Moreover, in
contrast to the application of pressure, the sulfur substitution
appears not to change the Fermi surface topology.87, 88) The
NMR 1/T1 measurements report that the AFM fluctuations
are slightly enhanced at small x but strongly suppressed by
further sulfur substitutions, leading to no sizable AFM fluc-
5
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Fig. 6. Temperature-pressure-concentration (T -P-x) phase diagram in FeSe1−xSx. The structural or nematic (Ts, blue squares), SDW (Tm, green triangles)
and superconducting transition temperatures (Tc, red circles) determined by the resistivity anomalies are plotted against hydrostatic pressure P and sulfur
content x. Tc is also determined by the magnetic susceptibility. Adopted from Ref. 64.
tuations near the nematic QCP.78, 81) Figure 6 displays the
temperature-pressure-concentration (T -P-x) phase diagram in
FeSe1−xSx in wide ranges of pressure up to 8-10 GPa and sul-
fur content (0 ≤ x ≤ 0.17), where Ts and Tm are determined
by the resistivity anomalies.64) The Tc values are determined
from the zero resistivity as well as the magnetic susceptibil-
ity measurements. As shown in Fig. 6, the magnetic dome
shrinks with increasing x, and disappears at x ≈ 0.17.64) This
indicates that in contrast to the pressure, sulfur substitution
moves the magnetic instability away from the nematic order.
Then an important issue is how the nematic fluctuations
evolve with the sulfur substitution. An elegant way to eval-
uate experimentally the nematic fluctuations has been de-
veloped by the Stanford group, that is based on the elasto-
resistivity measurements by using a piezoelectric device.22)
Nematic susceptibility is defined as χnem ≡ dη/d, where
η = (ρxx − ρyy)/ρ ∼ ∆ρ/ρ is the change of the resistiv-
ity induced by the lattice strain . The nematic susceptibility
can probe fluctuations associated with the phase transition,
which bears some resemblance to the magnetic susceptibility
χmag = dM/dH in the magnetic system. It has been reported
that χnem of FeSe1−xSx exhibits the Curie-Weiss like tempera-
ture dependence as,
χnem(T ) =
a
T − Tθ + χ0, (1)
where a and χ0 are constants and Tθ corresponds to the Curie-
Weiss temperature of the electronic system.36) As shown in
Fig. 7, the nematic fluctuations are strongly enhanced with
sulfur content x. Near x ≈ 0.17, Tθ goes to zero, indicating
that the nematic susceptibility diverges towards absolute zero.
Moreover, quantum oscillations and quasiparticle interference
(QPI) measurements reported that the Fermi surface changes
smoothly when crossing the nematic QCP. These results re-
veal the presence of a nematic QCP at x ≈ 0.17.87, 88)
In the nematic phase, Tc increases gradually, peaks at
x ∼ 0.08 and decreases gradually with x. Around the ne-
matic QCP, Tc decreases and reaches ∼ 4 K in the tetrago-
Fig. 7. Phase diagram and quantum criticality in FeSe1−xSx. Temperature
dependence of the nematic transition (Ts, green diamonds) and the super-
conducting transition temperature (Tc, orange circles) determined by the
zero resistivity criteria. The Curie-Weiss temperature is also plotted (Tθ, red
hexagons). The magnitude of χnem in the tetragonal phase is superimposed
on the phase diagram by a color contour (see the color bar for the scale). The
lines are the guides for the eyes. Adopted from Ref. 36.
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nal phase.88, 89) Very recently, linear-in-temperature resistiv-
ity, which is a hallmark of the non-Fermi liquid property, is
reported at x ≈ 0.17, indicating that the nematic critical fluc-
tuations emanating from the QCP have a significant impact
on the normal-state electronic properties.90) We will show that
the nematicity also strongly influences on the superconductiv-
ity in §6.
3. Superconducting Gap Structure
3.1 Bulk measurements
3.1.1 Temperature dependence
One of the most important properties of unconventional
superconductors is the characteristic structure of the super-
conducting gap ∆(k), which is intimately related to the pair-
ing mechanism. In the phonon-mediated conventional su-
perconductivity, the momentum-independent pairing interac-
tion leads to BCS s-wave superconductivity with a constant
∆ = 1.76kBTc, and thus the bulk physical quantities that are
related to quasiparticle excitations show exponential temper-
ature dependence at low temperatures. For unconventional
superconductors, however, the pairing interaction may have
strong dependence on momentum k leading to anisotropic
∆(k), which sometimes have zeros (nodes) at certain k di-
rections. In such cases, the existence of low-lying excitations
in the quasiparticle energy spectrum changes the exponential
temperature dependence to power-law behaviors. Therefore
the low-temperature measurements of bulk quantities sensi-
tive to low-energy quasiparticle excitations, such as magnetic
penetration depth, specific heat, and thermal conductivity, are
quite important to study the pairing mechanism of supercon-
ductors.
The temperature dependence of London penetration depth
λ(T ), which is directly related to the number of superconduct-
ing electrons, is one of the sensitive probes of thermally ex-
cited quasiparticles. When the gap ∆(k) has line (point) nodes,
the low-energy quasiparticle excitation spectrum depends on
energy E as ∝ E (∝ E2), and thus ∆λ(T ) = λ(T ) − λ(0)
is proportional to T (T 2) at low temperatures unless the su-
percurrent direction is always perpendicular to the nodal di-
rections. The precision measurements of penetration depth in
the Meissner state by using the tunnel diode oscillator tech-
nique at 13 MHz have shown that ∆λ(T ) in high-quality sin-
gle crystals of FeSe has non-exponential, quasi-linear temper-
ature dependence (∼ T 1.4) at low temperatures below ∼ 0.2Tc,
as shown in Fig. 8(a).91) This result suggests the presence of
line nodes in the superconducting gap. The deviation from the
T -linear dependence may be attributed by the impurity scat-
tering or multiband effect (combining nodal and full-gapped
bands), which can increase the exponent α from unity in the
power-law temperature dependence Tα.
A surface impedance study at higher frequencies of 202
and 658 MHz by using a cavity perturbation technique also
reports strong temperature dependence of superfluid density
ρs(T ) = λ2(0)/λ2(T ), but as shown in Fig. 8(b), it exhibits a
flattening at the lowest temperatures in contrast to the nodal
gap behavior.92) The data can be fitted to two gaps with a
small minimum gap ∆min ≈ 0.25kBTc in one band. The im-
plications of the presence of two different results, nodal and
gap minima, will be discussed later.
The heat capacity is the most fundamental thermodynamic
quantity that can also probe the quasiparticle excitations in the
superconducting state. In the analysis of specific heat C(T ),
the contribution from the phonons that usually depends on
temperature as C ∼ T 3 at low temperatures needs to be sub-
tracted to extract the electronic contribution. This can be done
by comparing the data at zero field and above the upper criti-
cal field Hc2 in the normal state. The temperature dependence
of electronic specific heat divided by temperature, Ce/T (T ),
also shows exponential behavior in fully gapped supercon-
ductors and T -linear behavior for the gap structure with line
nodes, as in the case of ∆λ(T ). While the low-temperature
data of Ce/T (T ) show sometimes multigap behaviors sug-
gesting the presence of a small full gap,94–96) the most recent
measurements using high-quality, vapor-grown single crys-
tals clearly indicate the T -linear behavior at low temperatures
down to ∼ 0.3 K,93) as shown in Figs. 8(c) and (d). This also
suggests the presence of line nodes or tiny gap minima in the
superconducting gap in FeSe, which is in a similar situation
as in the penetration depth studies.
Another sensitive probe of quasiparticle excitations is the
thermal conductivity κ, which can be measured in the su-
perconducting state. The temperature dependence of thermal
conductivity also has phononic and electronic components,
but in the zero-temperature limit κ/T gives a very impor-
tant information on the superconducting gap structure. As
κ/T is proportional to C/T as well as to the mean free path
`, κ/T (T → 0) always vanishes for fully gapped super-
conductors. This is understood by the fact that in the zero-
temperature limit, C/T vanishes while ` is limited by the im-
purity scattering. In contrast, the presence of nodes in the
gap leads to small but finite low-energy states due to impu-
rity scattering, thus giving rise to the finite residual κ0/T ≡
κ/T (T → 0). When the impurity scattering is increased,
the residual density of states increases while the mean free
path decreases, resulting in essentially no change in residual
κ0/T , which is called universal residual thermal conductiv-
ity in nodal superconductors. In FeSe bulk crystals, there are
also two kinds of reports with different conclusions as shown
in Figs. 8(e) and (f); one shows a sizable κ0/T suggesting a
nodal state,89, 91) and the other shows a much smaller resid-
ual values of κ0/T from which the authors concluded a fully
gapped state with small gap minima.97)
3.1.2 Field dependence
Not only the temperature dependence but also the field de-
pendence give important clues on the presence or absence of
the superconducting gap nodes. When the magnetic field H
is applied to induce vortices inside nodal superconductors,
the supercurrent flowing around a vortex affects the quasipar-
ticle energy spectrum through the Doppler shift mechanism
E(k) → E(k) − ~k · vs (where vs is the supercurrent veloc-
ity around the vortex), and enhance the low-energy density of
states (DOS). This Doppler shift effect (or Volovik effect) can
be seen by a strong increase of specific heat and thermal con-
ductivity in the zero-temperature limit with increasing mag-
netic field, and in the case of line nodes
√
H dependence of
Ce/T and κ0/T is expected. In the thermal conductivity study
that reports on the absence of κ0/T , one of the measured crys-
tal clearly shows a strong increase of κ/T with field at low
temperatures.97) This indicates that the superconducting gap
∆(k) has very strong momentum dependence even though the
gap does not have any zeros; in other words, the minimum
7
J. Phys. Soc. Jpn. FULL PAPERS
Fig. 8. Temperature dependence of bulk quantities in FeSe single crystals. (a) Temperature dependence of magnetic penetration depth at low temperatures,
measured in the Meissner state by a tunnel diode oscillator technique. Adopted from Ref. 91. The inset shows the temperature dependence of superfluid density.
(b) Superfluid density measured by a cavity perturbation technique. The data are fitted by a two-gap model (lines). Adopted from Ref. 92. (c) Electronic specific
heat divided by temperature Ce/T as a function of temperature in the superconducting state at zero field and in the normal state at 14 T. The inset is an expanded
view at low temperatures. Adopted from Ref. 93. (d) The difference of Ce/T between the superconducting and normal states, fitted by a two-gap model (red
line). The inset is the temperature dependence of entropy change. Adopted from Ref. 94. (e) Thermal conductivity divided by temperature κ/T as a function
of temperature. The inset is an expanded view at low temperatures. Adopted from Ref. 91. (f) κ/T as a function of T 2 at zero and low fields. Here the residual
κ0/T at zero field is an order of magnitude smaller than that in (e). Adopted from Ref. 97.
gap is very small. In the other study showing the presence
of κ0/T , however, the κ0/T actually decreases with H at low
fields.91) This unusual behavior can be explained by the re-
duction of mean free path dominating over the increase of
DOS, suggesting that the quasiparticles are scattered by vor-
tices. Such scattering induced by vortices may be seen in very
clean single crystals with very long `, and in fact a similar re-
duction of κ0/T at low fields has been observed in very clean
crystals of CeCoIn5.98) In S-substituted crystals of FeSe1−xSx,
where mean free path is naturally suppressed by the chemical
substitution, the low-field κ/T at low temperatures exhibits√
H behavior, consistent with the presence of line nodes.89) In
the recent field-dependence measurements of specific heat in
FeSe, clear
√
H dependence of Ce/T is also resolved.93)
Summarizing these bulk measurements, one can safely
conclude that the superconducting gap structure of bulk FeSe
has very strong k dependence with line nodes or deep gap
minima. The fact that some measurements suggest fully
gapped behaviors although most results are consistent with
the presence of line nodes, implies that the nodes are unlikely
protected by symmetry, but are accidental ones. The symme-
try protected nodes are robust against impurity scattering, but
the accidental nodes may be lifted by various perturbations
such as disorder. This is most consistent with the s-wave A1g
symmetry of the superconducting order parameter, either s±
or s++, with strong anisotropy in at least one of the multi-
bands. This strong anisotropy confirms the unconventional
nature of superconductivity in FeSe.
3.2 Angle resolved photoemission spectroscopy (ARPES)
The ARPES measurements have a strong advantage over
other techniques, namely it can provide direct information on
the momentum dependence of the energy spectrum. In the
superconducting state, the momentum dependence of super-
conducting gap ∆(k) can be mapped out, and indeed the d-
wave superconducting gap has been clearly found in cuprate
superconductors. In FeSe with relatively low Tc, however, a
very high energy resolution is required to resolve the rela-
tively small energy gap, and a high momentum resolution is
also needed to resolve k dependence around the very small
Fermi surfaces. Such high resolution ARPES measurements
are available recently by using a laser light source with ∼ 7 eV
energy. However, this laser-based ARPES measurements, the
momentum space that can be accessed is limited near the zone
center (Γ point), and the electron bands near the zone edge
cannot be explored. The laser ARPES results for single do-
main samples of FeSe, independently obtained in Institute for
Solid State Physics, University of Tokyo,99) and Institute of
Physics, Chinese Academy of Sciences,100) show that ∆(k) in
the hole band near the Γ point is strongly anisotropic. The
hole Fermi surface has an ellipsoidal shape (see Fig. 3), and
∆(k) is also two-fold symmetric. They found that along the
long axis of the ellipsoid, the gap becomes almost zero sug-
gesting the presence of nodes near this direction, as shown in
8
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Fig. 9. Momentum dependence of the superconducting gap determined by
ARPES measured at 1.6 K. (a) and (b) Symmetrized energy distribution
curves at different Fermi momenta along the hole Fermi surface. A phe-
nomenological gap formula (red curves) is used to extract ∆(k). (c) The lo-
cation of the Fermi momentum is defined by the Fermi surface (FS) angle θ.
(d) Momentum dependence of the superconducting gap, with averaging over
the four quadrants. The measured gap (empty circles) is fitted by several gap
forms. Adopted from Ref. 100.
Figs. 9(a)-(d). In the two-fold nematic phase, the s-wave and
d-wave components can mix in the A1g symmetry, and the
observed two-fold anisotropic ∆(k) suggests that the s-wave
and d-wave components are very close in magnitude, a pair-
ing state with nascent nodes.101) Although the gap structure
of the electron band is not clear from ARPES measurements,
this strong anisotropy in the hole band is consistent with the
bulk measurements mentioned above.
3.3 Scanning Tunneling Microscopy / Spectroscopy (STM /
STS)
The tunneling experiment is a quite powerful probe of su-
perconducting gap structure, because it can extract the quasi-
particle DOS as a function of energy in a direct way. Ow-
ing to the recent advances of scanning tunneling microscopy /
spectroscopy (STM / STS) techniques, one can obtain highly
reliable DOS data with a very high energy resolution at very
low temperatures. The first evidence from STS for the pres-
ence of nodes is reported by Xue group from Tsinghua in
thin films of FeSe.102) They found a V-shaped DOS in the
energy dependence of tunneling conductance near zero en-
ergy, consistent with the line nodes in the gap. In bulk vapor-
grown single crystals, similar V-shaped tunneling spectra are
observed,91, 103, 104) again suggesting line nodes (Fig. 10(a)).
At higher energies, the spectra exhibit at least two distinct
features of superconducting gaps at ∆l ≈ 3.5 meV and ∆s ≈
2.5 meV.
This tunneling spectroscopy alone cannot resolve the po-
sitions of nodes in the momentum dependence of gap ∆(k).
However, by analyzing the interference of standing waves in-
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Fig. 10. Superconducting gap structure determined by STS measurements.
(a) Typical conductance spectrum measured at 0.4 K at a cleaved surface
of FeSe single crystal. The bottom of the gap is V-shaped and there are at
least two features at the gap edges as indicated by arrows. Data adopted from
Ref. 104. (b) and (c) Momentum dependence of the superconducting gap
derived from the QPI analysis. The red and blue colors indicate the different
signs of the two gap functions at the hole and electron bands. One of the elec-
tron bands has not been deduced from this analysis (thin ellipsoids). Adopted
from Ref. 105.
duced by impurity scattering, which is called as Bogoliubov
QPI imaging technique, the energy-dependent Fermi surface
structures in the scattering wave vector plane can be mapped.
From these analyses the superconducting gap structures ∆(k)
of FeSe are extracted, which reveal very strong anisotropies
of the gap in the hole band near the zone center as well as
one of the electron bands near the zone edge (Fig. 10(b)).105)
In addition, by comparing detailed energy dependence of QPI
mapping with theoretical calculations,106) it is concluded that
the sign changing order parameter between the hole and elec-
tron bands in FeSe. Although the extracted gap structure has
no nodes but deep minima, the suggested pairing state is a
strongly anisotropic s± state, which has been discussed in
terms of orbital-dependent pairing.
Previously, the QPI evidence for the sign-changing s±
state is found in FeSe1−xTex, where the effect of magnetic
field on QPI is analyzed.107) In FeSe1−xTex, the tunneling
spectra are more U-shaped and the gap is more isotropic.
This non-universality of superconducting gap structure is also
found in iron-pnictides;15) optimally doped Ba1−xKxFe2As2
exhibits a fully gapped state while BaFe2(As1−xPx)2 shows
clear signatures of line nodes. It has also been revealed that
in BaFe2(As1−xPx)2 system, in which the disorder can be
controlled by electron irradiation, the nodes can be lifted
by impurity scattering and that the observed non-monotonic
changes of low-energy excitations with disorder indicates
a sign-changing s± state after node lifting.108) Such non-
universal superconducting gap structure with A1g symmetry
may indicate the presence and importance of multiple pairing
mechanisms in iron-based superconductors, which are most
likely based on spin fluctuations that favor s± symmetry and
orbital fluctuations that favor s++ state.
4. BCS-BEC Crossover
4.1 BCS-BEC crossover
An ideal gas consisting of non-interacting Bose particles
can exhibit a phase transition, called BEC; below some crit-
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ical temperature TB, a macroscopic fraction of the bosons
is condensed into one single ground state. The BEC occurs
when the thermal de Broglie wave length (∝ 1/√T ) becomes
comparable to the inter-particle distance n−1/3B at low tem-
peratures, where nB is the number of Bose particles. Below
TB, wavefunction interference becomes apparent macroscop-
ically. The superfluidity of the system is a consequence of
BEC.
In Fermi systems, attractive interactions between fermions
are needed to form bosonic-like molecules (Cooper pairs),
which are driven to BEC. There are two limiting cases, weak-
coupling BCS and strong-coupling BEC limits, where at-
tractive interactions are weak and strong, respectively. The
physics of the crossover between the BCS and BEC limits
has been of considerable interest in the fields of condensed
matter, ultracold atoms and nuclear physics,109) giving a uni-
fied framework of quantum superfluid states of interacting
fermions.110–112) The crossover has hitherto been realized ex-
perimentally in ultracold atomic gases.109) On the other hand,
in solid, almost all superconductors are in the BCS regime.
In this section, a unique feature of the superconductivity of
FeSe is covered. There is growing evidence that FeSe and
FeSe1−xSx are in the BCS-BEC crossover regime.91, 104, 113, 114)
FeSe-based superconductors may provide new insights into
fundamental aspects of the physics of the crossover.
In the BCS limit where the attraction is weak, the Cooper
pairing is described as a momentum space pairing. The pair-
wise occupation of states (k ↑,−k ↓) with zero center-of-
mass momentum for bosonic-like pairs leads to a profound
rearrangement of the Fermi surface, leading to the forma-
tion of energy gap ∆, which corresponds to the pair conden-
sation energy. The size of the Cooper pairs, i.e. coherence
length ξ, is much larger than the average inter-electron dis-
tance ∼ k−1F , where kF is the Fermi momentum, indicating
that Cooper pairs are strongly overlapped, kFξ  1. This
corresponds to ∆/εF  1, i.e. the pair condensation energy
is much smaller than the Fermi energy. In this regime, the
condensation occurs simultaneously with the pair formation.
In the BEC limit where the attraction is strong, two elec-
trons are tightly bounded, forming a bound molecule, and the
Cooper pairs behave as independent bosons. In this limit, the
size of the composite bosons is much smaller than the aver-
age inter-electron distance, kFξ  1; composite bosons are
non-overlapping, which can be regarded as a real-space pair-
ing. Even when the pair formation occurs at T ∗, the thermal
de Broglie wave length is still much shorter than the inter-
electron distance. As a result, the BEC transition occurs at Tc,
a temperature much lower than the pair formation temperature
(T ∗  Tc).
Tc =
2pi
(ζ(3/2))2/3
~(n/2)2/3
2m
= 0.218TF, (2)
where n is the number of Fermion particles, ζ(z) is the Rie-
mann zeta function (ζ(3/2) = 2.612), and TF is the Fermi
temperature. Thus, in contrast to the BCS limit, the preformed
Cooper pair regime extends over a wide range of temperature
(Fig. 11). The appearance of the preformed pairs has been
suggested to lead to the pseudogap formation, which is the
precursor of the well-developed superconducting gap. The es-
sential defining feature of the real space pairing is that the
chemical potential becomes negative (µ < 0), moving below
crossover regime
0.2
0.4
0
T
/T
F
condensation
Fermi liquid Bose liquid
Tc
Attraction
Preformed pairs
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BECBCS crossover regime
Fig. 11. Canonical phase diagram of the BCS-BEC crossover. With in-
creasing attractive interaction, the superconducting condensation temperature
Tc increases in the BCS regime, and becomes independent of interaction in
the BEC regime. The dashed white line represents the pairing temperature
T ∗, where the preformed pairs appear. In the crossover regime, Tc exhibits
a broad maximum. As the pairing strength is increased, Tc and T ∗ are sepa-
rated. The pseudogap is expected at Tc < T < T ∗.
the bottom of the band.
The bound energy of a Cooper pair is given by the super-
conducting gap in the BCS regime, while it is given by the
chemical potential in the BEC regime. The excitation energy
of the quasiparticles (Bogoliubov quasiparticles) in the super-
fluid phase of the fermionic condensate is given by
Ek = ±
√
(εk − µ)2 + ∆2, (3)
where εk = ~2k2/2m is the electron energy dispersion. In
the BCS regime, the chemical potential coincides with the
Fermi energy at T = 0, µ = εF(=
~2k2F
2m ). The minimum of
the spectral gap Ek = ∆ opens at ε = µ corresponding to
|k| = kF, as displayed in Fig. 12(a). In the BEC regime, where
µ is negative, the minimum spectral gap locates at k = 0,
as displayed in Fig. 12(b). In this regime where |µ|  ∆,
Ek =
√
µ2 + ∆2 ≈ |µ|. Thus the minimum energy that breaks
the Cooper pairs is 2∆ and 2|µ| for BCS and BEC regimes,
respectively.
The BCS state with cooperative Cooper pairing and BEC
state with composite bosons share the same kind of sponta-
neous symmetry breaking. The change between the two states
is a continuous crossover at T = 0115) and at finite tempera-
ture110) connected through a progressive reduction of the size
of electron pairs involved as fundamental entities in both phe-
nomena. This crossover goes across the intermediate regime
where the size of the pairs is comparable with the average
inter-particle distance, kFξ ∼ 1. The BCS-BEC crossover has
been extensively studied in the ultracold atomic systems, in
which the attractive interaction can be controlled experimen-
tally by a Feshbach resonance,109) but is extremely difficult to
be realized for electrons in solids. The interest in the BCS-
BEC crossover has also grown up in high-Tc cuprate,116) in
which the size of the pairs appears to be comparable to the
inter-particle spacing. In particular, the problem of the pre-
formed pairs has attracted considerable attention in high-Tc
cuprates as an origin of the pseudogap formation in the un-
derdoped regime.111, 117, 118) However, the pseudogap and pre-
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formed pairs of cuprates remain highly controversial and un-
resolved issues.119)
In FeSe, values of 2∆l/kBTc ≈ 9 and 2∆s/kBTc ≈ 6.5 for
the two gaps observed in spectroscopic measurements are sig-
nificantly enhanced from the weak-coupling BCS value of
3.5, implying that the attractive interaction holding together
the Cooper pairs takes on an extremely strong-coupling na-
ture, as expected in the crossover regime. Recently, it has been
suggested that FeSe is deep inside the BCS-BEC crossover
regime. Below we discuss experimental signatures that FeSe
provides a new platform to study the electronic properties in
the crossover regime.
4.2 Evidence for the crossover in FeSe
4.2.1 Penetration depth
The high-quality single crystals of FeSe enable us to es-
timate the Fermi energies εeF and ε
h
F from the band edges of
electron and hole sheets, respectively, by using several tech-
niques. All of them consistently point to extremely small
Fermi energies. First we discuss the absolute value of pen-
etration depth in FeSe.
In 2D systems εF is related to the London penetration depth
λ(0) as εF = pi~
2d
µ0e2
λ−2(0), where d is the interlayer distance.120)
For FeSe, λ(0) ≈ 400 nm.91) As the Fermi surface consists
of one hole sheet and one (compensating) electron sheet, λ
can be written as 1/λ2L = 1/(λ
e)2 + 1/(λh)2, where λe and λh
represent the contribution from the electron and hole sheets,
respectively. Assuming that two sheets have similar effective
masses, εhF ∼ εeF ≈ 7-8 meV is obtained.91) The magnitude of
the Fermi energy can also be inferred from the thermoelectric
response in the normal state. From the Seebeck coefficient,121)
the upper limit of εeF is deduced to be ∼ 10 meV. These results
indicate that both of the Fermi energies of the hole and elec-
tron pockets are extremely small.
To place FeSe in the context of other superconductors, Tc
is plotted as a function of Fermi temperature TF ≡ εF/kB
or an equivalent critical temperature TB for BEC of elec-
tron pairs for several materials including FeSe (Uemura plot,
Fig. 13).116) Because the relevant Fermi surface sheets are
Fig. 12. Dispersion of the Bogoliubov quasiparticle (a) in the BCS and (b)
in the BEC regimes for the parabolic electron band in the normal state. Inten-
sity of color represents the spectral weight of the Bogoliubov quasiparticle. In
the BCS regime, the minimum of the spectral gap Ek = ∆ occurs at |k| = kF.
In the BEC regime, the minimum spectral gap occurs at k = 0. The minimum
energy that breaks the Cooper pairs is 2∆ and 2|µ| for BCS and BCE regimes,
respectively.
nearly cylindrical, TF for 2D systems may be estimated di-
rectly from λ(0) via the relation TF = pi~
2n2D
kBm∗ ≈
(
pi~2d
µ0kBe2
)
λ−2(0),
where n2D is the carrier concentration within the supercon-
ducting planes and d is the interlayer distance. For three-
dimensional (3D) systems, TF = (~2/2)(3pi2n)2/3/kBm∗. The
dashed line corresponds to the BEC temperature for an ideal
3D Bose gas, TB = ~
2
2pim∗kB
(
n
ζ(3/2)
)2/3
. In a quasi-2D system,
this value of TB provides an estimate of the maximum con-
densate temperature. Notably, the magnitude of Tc/TF ≈ 0.10
of FeSe exceeds that of cuprates and reaches nearly 50% of
the value of superfluid 4He. It has been shown that Tc/TF in
BaFe2(As1−xPx)2 is strikingly enhanced near an AFM QCP
at xc ≈ 0.30 due to the enhancement of m∗.122) We note that
Tc/TF of FeSe is even larger than that of BaFe2(As1−xPx)2 at
xc. Thus Fig. 13 indicates that FeSe is located closer to the
BEC line than any other superconductors.
4.2.2 ARPES
As discussed above, in the BCS-BEC regime, the Bogoli-
ubov quasiparticles exhibit a characteristic flat band disper-
sion near k = 0, which is distinctly different from the back-
bending behavior at kF expected in the BCS regime. Such a
quasiparticle dispersion can be directly observed by ARPES.
A signature of the BCS-BEC crossover has been reported
by ARPES measurements in several iron-based supercon-
ductors. In Ba1−xKxFe2As2123) and LiFe1−xCoxAs,124) the
crossover condition ∆/εF ∼ 1 has been reported. However,
in these compounds, the crossover condition is satisfied only
in a minor band with small Fermi energy, and the Fermi en-
ergy is much larger than the gap energy in the main bands,
∆/εF  1. In Fe1+ySexTe1−x, the ∆/εF increases and Bo-
goliubov quasiparticles band changes from BCS-like to flat
band like by changing the concentration of excess Fe.125–127)
However, in this system, due to the crystal imperfection and

Fig. 13. Uemura plot. Tc is plotted as a function of Fermi temperature
TF evaluated from 1/λ2(0) for various 2D and 3D superconductors, includ-
ing the conventional superconductors such as Nb, high-Tc cuprates such as
La2−xSrxCuO4 (214), YBa2Cu3O7−δ (123), and Bi2Sr2Ca2Cu3Oy (2223), or-
ganic and heavy fermion compounds. The dashed line is the BEC temperature
TB for the ideal 3D Bose gas.
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excess Fe-atoms, the superconducting gap is spatially inho-
mogeneous, compared with FeSe1−xSx. In addition, the Fermi
energy of electron band is not well known.
Very recently, flat energy dispersions, which are character-
istic of the crossover regime, have been reported at the hole
pocket in the superconducting state of FeSe. As the Fermi
energy of electron pocket in FeSe is much smaller than that
of hole pocket, all the bands satisfy the crossover condi-
tion.91, 113) Moreover, it has been reported that the crossover
signature is more pronounced with sulfur substitution. In par-
ticular, in FeSe1−xSx with x = 0.18 in the tetragonal regime,
an unusual quasiparticle dispersion, which is close to that ex-
pected in the BEC regime displayed in Fig. 12(b), has been
observed.113)
4.2.3 Quasiparticle interference (QPI)
STM/STS can also be used to investigate the electronic dis-
persions through the QPI effect. The QPI patterns are noth-
ing but the electronic standing waves scattered off defects and
appear in the energy-dependent conductance images. Fourier
transformation of the conductance images allows us to de-
termine the energy-dependent scattering vectors q(E), from
which one can infer the quasiparticle dispersions in momen-
tum space. Unlike ARPES, QPI can access not only the filled
state but also the empty state above εF, being useful to explore
the electron bands in FeSe.
The QPI patterns of FeSe (Fig. 14) are highly anisotropic
due to nematicity. The obtained QPI dispersions consist of
one electron branch and multiple hole branches (Fig. 14),
and the electron and hole branches disperse along orthogonal
axes.88, 91, 128) There are at least two hole-like QPI branches
that cross εF, while there is only one hole band at εF (§2.1). It
has been argued that these two branches come from different
kz states at kz = 0 and kz = pi.88, 129) These QPI signals may be
associated with the scattering vectors that correspond to the
minor axes of the cross sections of the nematicity-deformed
hole and electron Fermi pockets.88, 91, 128)
Besides these features, one can estimate Fermi energies and
Fermi momenta from the QPI dispersions, which faithfully
represent the band dispersions. The top and bottom of the
hole and electron branches correspond to εhF and ε
e
F, respec-
tively, allowing us to estimate εhF ∼ 10-20 meV and εeF ∼ 5-
10 meV (Fig. 14). The Fermi momenta can be obtained from
the scattering vectors at zero energy and are estimated to be
khF ≈ 0.5 − 0.8 nm−1 and keF ≈ 0.4 nm−1 for hole and electron
cylinders, respectively. These correspond to the minor axes of
the deformed Fermi cylinder and the kF’s along the major axes
may be a few times larger. Such shallow bands are consistent
with those reported by the quantum oscillations and ARPES
measurements.43, 44)
STM/STS can also directly evaluate the superconducting-
gap size from the tunneling spectrum. As discussed in §3.3,
FeSe possesses highly anisotropic superconducting gap and
there are at least two distinct superconducting gaps ∆l ≈
3.5 meV and ∆s ≈ 2.5 meV, which may represent the gaps
opening on different Fermi surfaces.88, 91) It is still unclear
which gap opens on which Fermi surface. Nevertheless, since
εF . 20 meV and ∆ & 2.5 meV, the ratio ∆/εF must be
larger than 0.1 for both bands, placing FeSe in the BCS-
BEC crossover regime. Additional strong support of the BCS-
BEC crossover is provided by extremely small kFξ. Since ξab,
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Fig. 14. QPI patterns of FeSe at a low temperature (1.5 K). Magnetic field
µ0H = 12 T was applied along the c axis to suppress superconductivity.
(a) and (b) Fourier-transformed normalized conductance images at -15 meV
and +15 meV, respectively. Uniaxial patterns are observed due to nematicity.
Here, the axes of the orthorhombic unit cell is defined to be a < b < c. (c) and
(d) QPI dispersions obtained by taking line cuts from the energy-dependent
Fourier-transformed QPI patterns along principle axes qa and qb in scattering
space. Electron-like and hole-like dispersions are identified along qa and qb,
respectively. Adopted from Ref. 88
which is an average value in 2D plane, determined from the
upper critical field (∼ 17 T) in perpendicular field (H ‖ c)
is roughly 5 nm, kFξ should be of the order of unity, again
indicating the BCS-BEC crossover superconductivity.
4.2.4 Quantum-limit vortex core
The large value of ∆/εF should give rise to novel features
in the vortex core. Since the vortex core is a sort of poten-
tial well, quantized bound states (Caroli-de Gennes-Matricon
states) should be formed inside, as schematically shown in
Fig. 15(a). Such vortex-core states can be investigated by
STM/STS, in principle. The energies of these states are given
by ±µc∆2/εF, where µc = 1/2, 3/2, 5/2, · · · is the quantum
number that represents the angular momentum. In the BCS
limit, owing to the small ratio of ∆/εF, ∆2/εF is order of µeV
for most of superconductors so far known. The number of
the bound state is roughly εF/∆, which is usually very large,
more than 1000. Therefore, because of inevitable smearing
effects (e.g. thermal broadening), it is almost impossible to
observe the individual Caroli-de Gennes-Matricon states by
STM/STS. Instead, a large number of bound states overlap to
form a broad particle-hole symmetric peak at zero energy in
the tunneling spectrum at the vortex center. With increasing
distance from the center, this zero-energy peak splits and con-
tinuously approaches to ±∆.130)
By contrast, in the BCS-BEC-crossover regime, εF/∆
should be of the order of unity and thus the vortex core accom-
modates only a few levels, resulting in a so-called quantum-
limit vortex.131) Here, ∆2/εF can become large enough and
each bound state may be resolved by STM/STS. Spatial evo-
lution of the bound states should be no longer continuous but
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Fig. 15. (a) Schematic energy E diagram of an s-wave superconductor as a
function of the distance r from the center of the vortex core. Superconducting
gap ∆ (red) recovers over the coherence length ξ and the discrete Caroli-
de Gennes-Matricon states (blue) are formed in the core region. (b) Zero-
energy conductance map showing a single vortex at zero energy at 0.4 K in a
magnetic field of 0.25 T along the c axis. (c) Tunneling spectra taken at the
vortex center (red) and away from vortices (blue). Inset shows a magnified
spectrum at the vortex center. (d) Spatial evolution of tunneling spectra along
the dashed in (b). Adopted from Ref. 104
shows the Friedel-like oscillations.131)
Such characteristic signatures of BCS-BEC crossover has
been reported in FeSe.104) Figure 15(b) shows the vortex im-
age of FeSe in a magnetic field of 0.25 T along the c axis.
The vortex is elongated due to the nematicity. As shown
in Fig. 15(c), the lowest-energy local-DOS (LDOS) peak of
FeSe is not at zero energy, representing the lowest bound state
in the quantum-limit vortex core. The spatial evolution of the
bound states exhibits an oscillatory behavior.104) The wave
length of such spatial oscillations corresponds to pi/kF, being
consistent with the theoretical prediction of the Friedel-like
oscillations.131)
4.3 Superconducting fluctuations, preformed pairs and
pseudogap
4.3.1 Giant superconducting fluctuations
It is well known that Cooper pairs can survive even above
Tc as thermally fluctuating droplets. These fluctuations arise
from amplitude fluctuations of the superconducting order pa-
rameter and have been investigated for many decades.132) It
has been shown that their effects on thermodynamic, trans-
port, and thermo-electric quantities in most superconductors
are well understood in terms of the standard Gaussian fluctua-
tion theories. However, in the presence of preformed pairs as-
sociated with the BCS-BEC crossover, superconducting fluc-
tuations are expected to be strikingly enhanced compared to
the Gaussian theories due to additional phase fluctuations.117)
Of particular interest is the pseudogap formation, which is the
central enigma of the underdoped cuprates.119) The origin of
the pseudogap has been discussed in terms of the preformed
pairs associated with the crossover phenomenon, which can
lead to a partial reduction of the DOS near the Fermi level.111)
However, it is still highly controversial. Another important is-
sue associated with the BCS-BEC crossover is the breakdown
of Landau’s Fermi-liquid theory due to the strong interac-
tion between fermions and fluctuating bosons. In ultracold-
atomic systems, a Fermi-liquid-like behavior has been re-
ported in thermodynamics even in the crossover regime, but
more recent photoemission experiments have suggested a siz-
able pseudogap opening and a breakdown of the Fermi-liquid
description.133)
Thus the superconducting fluctuations and pseudogap for-
mation in FeSe are highly intriguing. Superconducting fluctu-
ations give rise to the reduction of the normal-state resistivity.
In zero field, dρxx/dT of FeSe shows a minimum at around
T ∗ ∼20 K, which can be attributed to the appearance of the ad-
ditional conductivity due to the fluctuation of the order param-
eter (paraconductivity) below T ∗.134) However, a quantitative
analysis of the paraconductivity is difficult to achieve because
its evaluation strongly depends on the extrapolation of the
normal-state resistivity above T ∗ to lower T . The fluctuation-
induced magnetoresistance of FeSe is also difficult to analyze
owing to a large and complicated magnetoresistance, which is
characteristic of compensated semimetals (see Fig. 2).
The superconducting fluctuations in FeSe have been ex-
amined through the magnetic measurements by several
groups.134–136) The diamagnetic response due to supercon-
ducting fluctuations is clearly observed in the magnetization
M(H) for H ‖ c, which exhibits a pronounced decrease
below T ∗. A crossing point in the diamagnetic response in
magnetization, where Mdia(T,H) exhibits a field indepen-
dent value, is observed near Tc.134) Such a crossing behav-
ior is also observed in cuprates, which has been pointed out
to be a signature of large superconducting fluctuations.137)
The fluctuation-induced diamagnetic susceptibility of most
superconductors including multiband systems can be well de-
scribed by the standard Gaussian type (Aslamasov-Larkin)
fluctuation susceptibility χAL, which is given by
χAL = −2pi
2
3
kBTc
Φ20
ξ2ab
ξc
√
Tc
T − Tc , (4)
in the zero-field limit, where Φ0 is the flux quantum, and ξab
and ξc are the coherence lengths parallel and perpendicular to
the ab plane at zero temperature, respectively.132) In the multi-
band case, the behavior of χAL is determined by the shortest
coherence length of the main band, which governs the orbital
upper critical field.
The low-field diamagnetic response in FeSe, which is mea-
sured by the magnetic torque τ = µ0VM × H (where V is
the sample volume), has been reported to exhibit highly un-
usual nature of the superconducting fluctuations.134) From the
torque measurements, the difference between the c axis and
ab plane susceptibilities, ∆χ = χc − χab, can be determined.
It has been reported that ∆χ(T ) is strongly enhanced with de-
creasing T and exhibits divergent behavior near Tc, indicat-
ing the presence of the superconducting fluctuation-induced
diamagnetic contribution.134) The Gaussian type fluctuation
susceptibility given by Eq. 4 indicates that diamagnetic re-
sponse of the magnetization is H-linear. In contrast, the ob-
served diamagnetic response of FeSe contains both H-linear
and non-linear contributions of the magnetization.134) Fig-
ure 16 and its inset show the temperature dependence of non-
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Fig. 16. Temperature dependence of the non-linear diamagnetic response
at µ0H = 0.5 T (red) and 1 T (blue) obtained by the magnetic torque mea-
surements. Below T ∗ this diamagnetic response is largely enhanced. Blue
line represents |∆χAL | in the standard Gaussian fluctuations theory calculated
from Eq.(4). The inset shows |∆χnldia | plotted in a semi-log scale at low tem-
peratures. Adopted from Ref. 134.
linear part ∆χnldia, which is estimated by subtracting the H-
linear contribution obtained at the highest field as ∆χnldia(H) ≈
∆χ(H) − ∆χ(7 T). In Fig. 16 and its inset, the contribu-
tion expected from the Gaussian fluctuation theory given by
∆χAL ≈ − 2pi23 kBTcΦ20
(
ξ2ab
ξc
− ξc
) √
Tc
T−Tc is also plotted, where we
use ξab = 5.5 nm and ξc = 1.5 nm. Near Tc, ∆χnldia at 0.5 T is
nearly 10 times larger than ∆χAL.
The above results provide evidence that the amplitude of
the diamagnetic fluctuations of FeSe is by far exceeding that
expected in the standard Gaussian theory, implying that the
superconducting fluctuations in FeSe are distinctly different
from those in conventional superconductors. The supercon-
ducting fluctuations in FeSe have been further examined by
several groups. The NMR relaxation rate divided by the tem-
perature (T1T )−1, which increases below Ts, starts to be sup-
pressed below T ∗. The NMR results report the presence of
the superconducting fluctuations that deviate from the stan-
dard Gaussian theory. On the other hand, the magnetization
measurements using by a superconducting quantum interfer-
ence device (SQUID) did not observe such a large supercon-
ducting fluctuation signal.135) Moreover, the magnetic torque
measurements by using an optical detection technique report
a considerably smaller fluctuation signal originating from the
vortex liquid.136) The discrepancy between these measure-
ments may be due to the sample quality. In fact, the crystals
in which a giant superconducting fluctuation is observed ex-
hibit very large magnetoresistance and distinct quantum os-
cillations at high magnetic fields.
Although giant superconducting fluctuations are observed
in the diamagnetic response in FeSe, the jump of the heat ca-
pacity at Tc is still an ordinary mean-field BCS-like as shown
in Fig. 8(c). However, recent detailed analysis of the heat ca-
pacity near Tc suggests the presence of superconducting fluc-
tuations that substantially exceed Gaussian fluctuations.139)
The heat capacity measurement report significant fluctuation
effects not only in zero and but also in the vortex state with
magnetic field applied both parallel and perpendicular to the
ab plane.
Thermal fluctuations have a dramatic effect on the vor-
tex system in type-II superconductors.140) One of the most
prominent effect is the vortex lattice melting. The vortex lat-
tice melts when the thermal displacement of the vortices is
an appreciable fraction of the distance between vortices. In
quasi-2D high-Tc cuprates, the magnetic field at which the
melting transition occurs is much lower than the mean up-
per critical field Hc2. The strength of the thermal fluctuations
is quantified by the dimensionless Ginzburg number, Gi =
[kBTc/H2c (0)ξ
3
ab]
2/2, which measures the relative size of the
thermal energy kBTc and the condensation energy within the
coherence volume. Here  ≡ λc/λab (λc is the penetration
depth for screening current perpendicular to the ab plane)
is the anisotropy ratio and Hc = Φ0/2
√
2λabξab is the ther-
modynamic critical field. The large Gi leads to the reduction
of the vortex lattice melting temperature Tmelt. Gi is roughly
proportional to (∆/εF)4. In conventional low-Tc superconduc-
tors, Gi ranges from 10−11 to 10−7, while in FeSe with large
∆/εF, Gi is estimated to be as large as 10−2, which is compa-
rable or even larger than that of YBa2Cu3O7. We therefore ex-
pect a sizable separation of the melting transition below Tc(H)
over a large portion of the phase diagram, as it is the case in
the high-Tc cuprates. Very recently, the vortex lattice melt-
ing transition has been reported by heat capacity measure-
ments.141) It has been reported that the melting line merges
with Hc2 at a finite temperature, which is consistent with the
theory of the vortex lattice melting in strongly Pauli-limited
superconductors.142)
4.3.2 Pseudogap
An important question related to the preformed pairs is the
formation of the pseudogap, which is a characteristic signa-
ture of BCS-BEC crossover other than the giant supercon-
ducting fluctuations. The pseudogap formation in FeSe is a
nontrivial issue because FeSe is a compensated semimetal
with hole and electron pockets, which may give rise to more
complicated phenomena than in the single-band case.143) Be-
low T ∗, the NMR (T1T )−1 is suppressed and exhibits a broad
maximum at Tp(H), which bears a resemblance to the pseudo-
gap behavior in optimally doped cuprate superconductors.138)
It has been reported that T ∗ and Tp(H) decrease in the same
manner as Tc(H) with increasing H. This suggests that the
pseudogap behavior in FeSe is ascribed to superconducting
fluctuations, which presumably originate from the theoreti-
cally predicted preformed pairs.138)
Spectroscopic signature for the pseudogap formation above
Tc was first reported by the STM/STS measurements.144)
However, as shown in Fig. 17(a), the subsequent STM/STS
measurements reported the absence of the pseudogap.104)
The absence of the spectroscopic pseudogap despite a large
∆/εF has been discussed in terms of the multi-band character
and its compensated semimetal nature of FeSe. In the BCS-
BEC crossover superconductivity of a single band system, the
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Fig. 17. Tunneling spectra taken at different temperatures. Each curve is
shifted by 5 nS for clarity. Adopted from Ref. 104.
chemical potential is shifted outside of the band edge. How-
ever, if there are hole and electron bands, which nearly com-
pensate each other and have strong interband interactions, the
chemical potential should be pinned at the original energy po-
sition. In the case of perfectly symmetrical electron and hole
bands, chemical potential should always be pinned at zero en-
ergy because µe + µh = 0 both in the normal and supercon-
ducting states, where µe and µh are chemical potentials of the
electron and hole bands, respectively. It has been pointed out
that in such a case, the splitting between T ∗ and Tc is largely
reduced,143) leading to the suppression of the pseudogap for-
mation even in the BCS-BEC crossover regime.
In a real material, however, there is a certain asymmetry
between the electron and hole bands, which should cause a
shift of the chemical potential as a function of temperature.
The multiband character brings about another effect that sup-
presses the pseudogap formation.104) If there are electron and
hole pockets, there should appear two pairing channels asso-
ciated with the interband and intraband interactions. In the
case of FeSe, superconductivity occurs in the nematic phase
and the superconducting gap possesses strong anisotropy as
discussed in §3. A possible scenario is that the anisotropy
is caused by the mixture of s-wave and d-wave symmetries
and the former and the latter are caused by interband and
intraband interactions, respectively. Theoretical calculations
based on such a model have been performed to estimate the
pair-formation and the superconducting-transition tempera-
tures.104) It has been shown that if the interband pairing is
stronger than the intraband pairing, which may be the case for
FeSe, the pair-formation and the superconducting-transition
temperatures do not split despite of large ∆/εF.104) The BCS-
BEC crossover in the multiband system may be difficult to
realize in ultracold atomic systems. Therefore, FeSe is unique
and can open a new research field for the BCS-BEC crossover.
4.3.3 Evolution of BCS-BEC crossover in FeSe1−xSx
Very recently, the evolution of the BCS-BEC crossover
properties with sulfur substitution has been investigated in
FeSe1−xSx. ARPES measurements reported that ∆/εF de-
creases with x, but it still remains large.113) Therefore, it
is expected that the crossover nature is less pronounced
in FeSe1−xSx. Contrary to this expectation, it has been
found that the crossover nature becomes more significant in
FeSe1−xSx.113, 139) The ARPES experiments report that flat
dispersion of the Bogoliubov quasiparticles is more pro-
nounced with x in the nematic regime. Surprisingly, on en-
tering the tetragonal regime beyond the nematic QCP, flat dis-
persion changes to BEC-like one, which shows the gap mini-
mum at k = 0.113) The heat capacity measurements reveal the
highly unusual BEC-like transition with strong fluctuations in
tetragonal FeSe1−xSx,139) which appears to be consistent with
the ARPES measurements.
However, the formation of the spectroscopic pseudogap in
the tetragonal FeSe1−xSx is controversial. Although ARPES
measurements report the distinct pseudogap-like reduction of
the DOS in the hole pocket above Tc,113) no discernible re-
duction of the DOS is observed in STS measurements.139) The
evolutions of the BCS-BEC crossover behavior in FeSe1−xSx
again suggest that a multiband system may possess a unique
feature that is absent in a single band system. Thus FeSe1−xSx
offers a unique playground to search for as-yet-unknown
novel phenomena in strongly interacting fermions, which de-
serves future attention.
5. Exotic Superconducting State Induced by Magnetic
Field
5.1 Field-induced superconducting phase
The emergence of a novel superconducting phase at high
magnetic fields, whose pairing state is distinctly different
from that of the low-field phase, has been a longstanding issue
in the study of superconductivity. One intriguing issue related
with this field-induced phase concerns whether the spin im-
balance or spin polarization will lead to a strong modification
of the properties of the electron systems. This problem has
been of considerable interest not only for superconductors in
solid state physics, but also in the studies of neutral Fermion
superfluid in the field of ultracold atomic systems and for the
color superconductivity in high-energy physics. Among sev-
eral possible exotic states associated with the spin imbalance,
a spatially nonuniform superconducting state caused by the
paramagnetism of conduction electrons has been one of the
most intensively studied topics in the past half-century af-
ter the pioneering work by Fulde and Ferrell (FF) as well as
Larkin and Ovchinnikov (LO).145–149) In the FFLO state, an
inhomogeneous superconducting state with modulated super-
conducting order parameter is formed.
It has been reported that in FeSe, a new superconduct-
ing phase appears at the low-temperature/high-field corner
in the superconducting state of the H-T phase diagram for
both H ‖ ab plane150, 151) and H ‖ c axis.91) It has been
discussed that the field-induced phase for H ‖ ab is at
least consistent with the FFLO phase. However, even if the
FFLO state is realized in FeSe, its physical properties are ex-
pected to be very different from those of the originally pre-
dicted FFLO state in several aspects, such as the extremely
highly spin polarized state,91) coexistence of the FFLO and
the Abrikosov vortex states,151) strongly orbital-dependent
pairing interaction,105) nontrivial Zeeman effect due to spin-
orbit coupling,151) and multiband electronic structure. In par-
ticular, the magnetic field-induced superconducting phase in
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Fig. 18. (a) High-field phase diagram of FeSe for H ‖ c. Solid blue and open red circles represent the irreversible field Hirr determined by the resistivity and
the magnetic torque, respectively. The mean-field upper critical field is above Hirr. Solid red circles represent H∗ determined by the cusp of the field dependence
of the thermal conductivity. High-field superconducting B-phase separated from the low-field A phase, which is the BCS pairing (k ↑,−k ↓) phase, has been
proposed. Adopted from Ref. 91. (b) Phase diagram for H ‖ ab plane. Blue circles and green crosses show Hirr and Hp determined by resistivity measurements.
Orange and yellow circles show Hk and H∗ determined by thermal-conductivity measurements, respectively. Above the first-order phase transition field H∗
a distinct field-induced superconducting phase emerges at low temperatures. High-field phase has been attributed to the FFLO pairing (k ↑,−k + q ↓) state.
Adopted from Ref. 151.
FeSe provides insights into previously poorly understood as-
pects of the highly spin-polarized Fermi liquid in the BCS-
BEC crossover regime.
5.2 FeSe in strong magnetic field
The presence of the high-field superconducting phase sep-
arated from the low-field one has been reported by several
measurements, including resistivity, magnetic torque, heat ca-
pacity and thermal transport measurements. The phase dia-
gram in magnetic field applied parallel to the c axis (H ‖ c) is
shown in Fig. 18(a).91) At a field H∗, the thermal conductivity
exhibits a cusp-like feature. As the Cooper pair condensate
does not contribute to heat transport, the thermal conductiv-
ity can probe quasiparticle excitations out of the supercon-
ducting condensate.152) Moreover, the thermal conductivity
has no fluctuation corrections, the cusp of κ/T usually cor-
responds to a mean-field phase transition. The presence of H∗
has also been reported by a distinct kink anomaly of the ther-
mal Hall conductivity κxy. The analysis of the thermal Hall
angle κxy/κ indicates a change of the quasiparticle scattering
rate at H∗.153) Very recently, the anomaly at H∗ is also con-
firmed by heat capacity measurements.
The irreversibility field Hirr caused by the vortex pinning
is determined by the magnetic torque, which measures the
bulk properties, and by the resistivity. The irreversibility line
at low temperatures extends to high fields well above H∗,
demonstrating that H∗ is located inside the superconducting
state. These results suggest the presence of a field-induced
superconducting phase (B-phase in Fig. 18(a)). However,
the presence of B-phase is controversial between different
groups.91, 141, 153)
The H-T phase diagram of FeSe for H ‖ ab has also been
studied recently by several groups via the measurements of in-
plane electrical resistivity, thermal conductivity,151) magne-
tocaloric effect150) and heat capacity141) up to 35 T. All mea-
surements appear to consistently show the presence of field-
induced superconducting phase in this geometry. Figure 18(b)
Fig. 19. Magnetic field dependence of thermal conductivity in the high
field regime at low temperatures in FeSe for H ‖ ab. A discontinuous down-
ward jump appears at µ0H∗ ≈ 24 T inside the superconducting state as indi-
cated by black arrows. Adopted from Ref. 151.
displays the H-T phase diagram. The anomaly in the super-
conducting state has been first reported by the magnetocaloric
effect.150) The most remarkable anomaly has been reported
by the thermal conductivity measurements on a twinned crys-
tal in H applied along the diagonal direction in the ab plane
(H ‖ [110]O, in orthorhombic notation). As displayed in
Fig. 19, κ(H) exhibits a discontinuous downward jump at
µ0H∗ ≈ 24 T inside the superconducting state. At H∗, κ(H)
shows a large change of the field slope and increases steeply
with H above H∗. It should be stressed that the jump of κ(H),
which is caused by a jump in entropy, is a strong indication of
a first-order phase transition, as reported for CeCoIn5154) and
URu2Si2.155)
In the H-T phase diagram, the irreversibility field, Hirr,
determined by the onset field of non-zero resistivity is also
shown. Below ∼ 2 K, Hirr exhibits an anomalous upturn. It
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should be stressed that H∗ is deep inside the superconduct-
ing state at low temperatures, as evidenced by the fact that
H∗ is well below Hirr. No discernible anomaly of κ(H) is ob-
served above about 2 K, indicating that the first-order transi-
tion occurs only within the superconducting state. It has been
reported that the resistive transition under magnetic fields ex-
hibits a significant broadening at high temperatures. This is
attributed to a strongly fluctuating superconducting order pa-
rameter, which gives rise to the drift motion of vortices in
the liquid state. On the other hand, below ∼ 1 K, the resis-
tive transition becomes very sharp.151) Thus, there is a distinct
high-field superconducting phase, which is well separated by
a first-order phase transition from the low-field phase, also
for H ‖ ab. The quantum oscillation measurements exclude
the possibility that the high-field superconducting phases ob-
served for bothH ‖ c and H ‖ ab are AFM ordered phases.
5.3 Fulde-Ferrell Larkin-Ovchinnikov (FFLO) state
Superconductivity is destroyed by external magnetic field
through the orbital and Pauli pair breaking effects. The former
effect is associated with the Lorentz force acting on electrons,
which results in the formation of vortices. This orbital pair-
breaking field is given as Horb = Φ0/2piξ2. The latter effect is
associated with the spin paramagnetic effect that tries to align
the spin of the original singlet Cooper pairs through the Zee-
man effect. This Pauli pair-breaking limit takes place when
the paramagnetic energy in the normal state EP = 12χnH
2,
where χn = gµ2BN(εF) is the normal-state spin susceptibil-
ity, where g is the g-factor and µB the Bohr magneton, co-
incides with the superconducting condensation energy Es =
1
2 N(εF)∆
2, which yields HP = ∆/
√
gµB. The ratio of Horb and
HP, which is called Maki parameter, is given by
αM ≡
√
2
Horb
HP
≈ m
∗
m0
∆
εF
, (5)
where m∗ is the effective mass of the conduction electron
and m0 is the free electron mass. The Maki parameter is usu-
ally much less than unity, indicating that the influence of the
paramagnetic effect is negligibly small in most superconduc-
tors. However, in quasi-2D layered superconductors (for par-
allel fields) and heavy fermion superconductors, αM is largely
enhanced owing to large m∗/m0 values, and thus the super-
conductivity may be limited by Pauli paramagnetic effect. It
should be stressed that in superconductors in the BCS-BEC
crossover regime, large ∆/εF leads to the enhancement of αM
value.
FFLO proposed that when the superconductivity is lim-
ited by the Pauli paramagnetic effect, the upper critical field
can be enhanced by forming an exotic pairing state.145, 146) In
contrast with the (k ↑,−k ↓) pairing in the traditional BCS
state, as shown in Fig. 20(a), the Cooper pair formation in
the FFLO state occurs between Zeeman splitted parts of the
Fermi surface leading to a new type of (k ↑,−k + q ↓) pair-
ing with |q| ∼ gµBH/~υF (υF is the Fermi velocity), as shown
in Fig. 20(b); the Cooper pairs have finite center-of-mass mo-
menta. Because of the finite q ≡ |q|, the superconducting or-
der parameter ∆(r) ∝ 〈ψ†↓(r)ψ†↑(r)〉 has an oscillating com-
ponent exp(iq · r). The FF superconducting state has a spon-
taneous modulation in the phase of the order parameter,145)
while the LO state has a spatial modulation of Cooper pair
density.146) It is generally found that the LO states are fa-
Fig. 20. (a) Schematic illustration of Cooper pairing (k ↑,−k ↓) in the BCS
state. (b) Pairing state with (k ↑,−k + q ↓) in the FFLO state. (c) Schematic
illustration of the superconducting order parameter ∆ in real space and seg-
mentation of the magnetic flux lines by planar nodes. (d) Schematic elec-
tronic structures of hole and electron pockets at fields around H∗ in FeSe.
Both Fermi surfaces are highly spin imbalanced. Adopted from Ref. 151.
vored over the FF states, but henceforth both states are simply
refer to as FFLO state. In the FFLO state, spatial symmetry
breaking originating from the appearance of the q-vector ap-
pears, in addition to gauge symmetry breaking. A fascinating
aspect of the FFLO state is that it exhibits inhomogeneous
superconducting phases with a spatially oscillating order pa-
rameter. In its simplest form, order parameter is modulated
as ∆(r) ∝ sin(q · r), and periodic planar nodes appear per-
pendicular to the magnetic field, leading to a segmentation of
the vortices into pieces of length Λ = pi/q, as illustrated in
Fig. 20(c).
Despite considerable research efforts in the search for the
FFLO states in the past half century, the FFLO state still con-
stitutes a challenge for the researchers. Very stringent con-
ditions are required for the realization of the FFLO state. In
real bulk type-II superconductors, the orbital effect is invari-
ably present, which is detrimental to the formation of the
FFLO state. The FFLO state can exist at finite temperatures
if αM is larger than 1.8, but the FFLO region shrinks consid-
erably from that in the absence of the orbital effect. More-
over, the FFLO state is highly sensitive to disorder. Despite
tremendous studies of the FFLO state, its firm experimental
confirmation is still lacking. Some signatures of the FFLO
state have been reported in only a few candidate materials,
including heavy fermion147) and quasi-2D organic supercon-
ductors.148, 149) Among them, organic κ-(ET)2Cu(NCS)2 and
heavy fermion CeCoIn5 have been studied most extensively.
In both systems, a thermodynamic phase transition occurs
below upper critical fields and a high-field superconducting
phase emerges at low temperatures.156–159) In the former, each
superconducting layer is very weakly coupled via the Joseph-
son effect. A possible FFLO state is reported in a magnetic
field applied parallel to the layers, where the magnetic flux is
concentrated in the regions between the layers forming core-
less Josephson vortices. However, the position of the first
order transition in H-T phase diagram has been controver-
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sial, depending on the measurement method. Moreover, it has
been pointed out that vortex phase transitions have given rise
to considerable ambiguity in the interpretation of the exper-
imental data. The presence of the FFLO phase in CeCoIn5
remains a controversial issue. In fact, the H-T phase dia-
gram of CeCoIn5 is very different from that expected in the
original FFLO state. Moreover, the magnetic order occurs si-
multaneously at the putative FFLO transition,160) indicating
that this phase is not a simple FFLO phase.161–163) Possible
FFLO states have also been discussed recently in other sys-
tems, including heavy fermion CeCu2Si2164) and iron-pnictide
KFe2As2.165)
FeSe may satisfy some of the prerequisites for the realiza-
tion of the FFLO state. In FeSe in the vicinity of the BCS-
BEC crossover regime, an estimate gives ∆/εF ∼ 0.1-0.3 for
the hole band and even larger ∆/εF for the electron band.88, 91)
By using m∗ ≈ 7m0 (4m0) for hole (electron) pocket deter-
mined by SdH oscillation experiments,44) αM is found to be
as large as ∼ 5 (∼ 2.5) for the electron (hole) pocket. This ful-
fills a requirement for the formation of the FFLO state. More-
over, the analyses of magnetoresistance and quantum oscilla-
tions show that high-quality single crystals of FeSe, obtained
through flux/vapor-transport growth techniques,166) are in the
ultra-clean limit with extraordinary long mean free path `.
On the other hand, there are several unique aspects in FeSe,
which have not been taken into account in the original idea of
the FFLO state. They arise from the extremely shallow pock-
ets and multi-band character.
• Extremely large spin imbalance. The BCS-BEC
crossover nature in FeSe gives rise to the large spin
imbalance near the upper critical field, which will be
discussed in the next subsection.
• Strong spin-orbit coupling, λso ∼ εF, which yields
largely orbital-dependent Zeeman effect. It has been sug-
gested that this seriously modifies the Pauli limiting field
through the g-factor.
• Orbital-dependent pairing interaction, which is expected
to affect seriously the q-vector. The FFLO pairing may
also be orbital dependent.
It has been discussed that the high-field phase for H ‖ ab
can be associated with an FFLO phase for the following rea-
sons. First, in the H-T phase diagram shown in Fig. 18(b),
the steep enhancement of Habc2 at low temperatures and the
first-order phase transition at a largely T -independent H∗ are
consistent with the original prediction of the FFLO state. Sec-
ond, planar nodes perpendicular to H are expected as the most
optimal solution for the lowest Landau level. In the present
geometry, where the thermal current density jT ‖ H, quasi-
particles that conduct heat are expected to be scattered by the
periodic planar nodes upon entering the FFLO phase. This
leads to a reduction of κ(H) just above H∗, which is consis-
tent with the present results. Third, as the c-axis coherence
length (ξc ≈ 1.5 nm) well exceeds the interlayer distance
(0.55 nm),4, 44) one-dimensional (1D) tube-like Abrikosov
vortices are formed even in a parallel field. In this case, the
planar node formation leads to a segmentation of the vortices
into pieces of length Λ. The pieces are largely decoupled and,
hence, better able than conventional vortices to position them-
selves at pinning centers, leading to an enhancement of the
pinning forces of the flux lines in the FFLO phase. This is con-
sistent with the observed sharp resistive transition above H∗.
Fourth, as will be discussed in the next subsection, the elec-
tron pocket is extremely spin polarized near the upper criti-
cal fields. Therefore, it is questionable that superconducting
pairing is induced in the electron pocket in such a strongly
spin-imbalanced state. It has been shown that the FFLO in-
stability is sensitive to the nesting properties of the Fermi
surface. When the Fermi surfaces have flat parts, the FFLO
state is more stabilized through nesting. As the portion of the
hole pocket derived from the dyz orbital forms a Fermi-surface
sheet that is more flattened than the other portion of the Fermi
surface, this 1D-like Fermi sheet is likely to be responsible
for the FFLO state.
In contrast to H ‖ ab, the high field phase for H ‖ c re-
mains elusive and its identification is a challenging issue. It
cannot be simply explained by the FFLO state, although the
H-T phase diagram has some common features with that for
H ‖ ab. The q-vector, which is always in the ab plane, does
not stabilize FFLO state for H ‖ c. Therefore, an FFLO state
may be difficult to be formed due to the lack of q-vector for H
applied perpendicular to the quasi-2D Fermi surface of FeSe.
According to the calculation of the effective g-factor obtained
by the orbitally projected model,167) the formation of FFLO
state is more favored for H ‖ ab than for H ‖ c.151) Recently
a possible FFLO state has been proposed even for H ‖ c.166)
5.4 Highly spin polarized field-induced state in the BCS-
BEC crossover regime
The field-induced superconducting phase provides insights
into previously poorly understood aspects of the highly spin-
polarized Fermi liquid in the BCS-BEC crossover regime. In
the standard BCS theory of spin singlet pairing, the pairing
occurs between the fermions with opposite spins. The ques-
tion of what happens if a large fraction of the spin-up fermions
cannot find spin-down partners has been widely discussed by
researchers from different aspects. In conventional supercon-
ductors, however, a large unequal population of spin-up and
down electrons is very difficult to be realized, essentially be-
cause superconductivity is usually destroyed by the orbital
pair-breaking effects. Even when the superconductivity is de-
stroyed by Pauli paramagnetic effect, such a spin imbalance
is usually negligibly small.
In paramagnetic metals, the spin imbalance is caused by
the Zeeman splitting in magnetic field, as shown in Fig. 20(d).
The magnitude of the spin imbalance Pspin = (N↑ −N↓)/(N↑ −
N↓), where N↑ and N↓ are the numbers of up and down spins,
respectively, is roughly estimated as Pspin ≈ µBH/εF. There-
fore, Pspin is estimated to be Pspin ≈ ∆/εF at HP in Pauli-
limited superconductors. In orbital-limited superconductors,
where Horb < HP, Pspin at Horb is smaller than that expected
in Pauli-limited superconductor. Therefore, in almost all su-
perconductors, Pspin is usually negligibly small, Pspin < 10−2,
near the upper critical field, i.e. the effect of the spin imbal-
ance is not taken into account in the original FFLO proposal.
One intriguing issue concerns whether the large spin imbal-
ance will lead to a strong modification of the properties of the
correlated Fermi systems. Although highly spin-imbalanced
Fermi systems have been realized in ultracold atomic gases,
the nature of the spin imbalanced superfluid remains unex-
ploited experimentally due to the difficulty in cooling the sys-
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Fig. 21. (a) Field dependence of specific heat at low temperatures below ∼ 0.5 K in FeSe1−xSx covering orthorhombic (x = 0, 0.08, 0.13) and tetragonal
(x = 0.20) phases. (b-e) Field dependence of thermal conductivity at low temperatures below ∼ 0.2 K for orthorhombic x = 0.08 (b), 0.13 (c), 0.16 (d), and
tetragonal 0.20 (e). The insets are the same data plotted against H1/2. The dashed lines are the fits to
√
H dependence. Adopted from Ref. 89.
tems to sufficiently low temperatures. In FeSe in the BCS-
BEC crossover regime, the Zeeman effect is particularly ef-
fective in shrinking the Fermi volume associated with the spin
minority, giving rise to a highly spin-imbalanced phase where
εF ∼ ∆ ∼ µBHc2 near the upper critical fields. For H ‖ ab,
an estimate yields Pspin ∼ 0.5 and 0.2 for electron and hole
pockets, respectively, assuming g = 2.151) This indicates that
electron pockets are extremely highly polarized. Therefore in
the high-field phase of FeSe, a large fraction of the spin-up
fermions cannot find spin-down partners.
The presence of a possible FFLO phase in FeSe should
stimulate considerable further work in understanding and ex-
ploiting strongly interacting Fermi liquids near the BCS-
BEC crossover regime, which remains largely unexplored and
might bridge the areas of condensed-matter and ultracold-
atom systems.
6. Superconductivity near the Nematic Critical Point
6.1 Abrupt change of superconducting gap
As discussed in §2.3, the electronic nematic phase in FeSe
can be suppressed by isovalent S substitution for Se site. Near
the nematic QCP (xc ≈ 0.17), the nematic fluctuations are
strongly enhanced,36) and the transport properties show non-
Fermi liquid properties.90, 168) The impact of such nematic
quantum criticality on superconductivity is an important sub-
ject in the field of condensed matter physics.169) Inside the ne-
matic phase (x < xc), the superconducting transition tempera-
ture Tc shows a broad peak at x ∼ 0.08 (see Fig. 7). At x = xc,
Tc jumps from ∼ 8 K inside the nematic phase to ∼ 4 K out-
side the nematic phase.89, 139) As can be seen in Fig. 21, the
upper critical field for H ‖ c is also strongly suppressed from
∼ 10 T (x = 0.16 < xc) to ∼ 3 T (x = 0.20 > xc).89) These
significant changes of the superconducting properties at the
nematic critical concentration implies that the nematicity, or
rotational symmetry breaking, affects strongly on supercon-
ductivity.
The superconducting gap structure is changed abruptly at
the nematic QCP, which is evidenced by the field dependence
studies of specific heat C and thermal conductivity κ.89) In-
side the nematic phase, the field dependence of both C/T and
κ/T shows the
√
H behavior at low fields as expected in the
nodal superconductors, while it deviates from
√
H at fields
much lower than the upper critical field Hc2, as shown in
Figs. 21(a)-(d). This deviation can be explained by the multi-
gap effect, and the deviation field H∗ has been attributed to the
virtual upper critical field of the smaller gap. In contrast, in the
tetragonal samples outside the nematic phase, such a multigap
behavior is not observed, and as shown in Figs. 21(a) and (e),
the field dependence of C/T and κ/T can be fitted to
√
H de-
pendence in the entire field range up to Hc2. Near the nematic
QCP, charge fluctuations of dxz and dyz orbitals are enhanced
equally in the tetragonal side, while they develop differently
in the nematic phase. From these results, it has been suggested
that the orbital-dependent nature of the nematic fluctuations
has a strong impact on the superconducting gap structure and
hence on the pairing interaction.89)
This drastic change of the superconducting gap has been
corroborated by the systematic studies of scanning tunneling
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Fig. 22. Evolutions of electronic structure and low-energy excitations with S-substitution determined by QPI and STS measurements in FeSe1−xSx. (a)
Schematics of the 3D constant energy surface of hole and electron bands, and definitions of characteristic scattering wave vectors qh1 and qh2. (b) Evolutions
of the scattering wave vectors as functions of sulfur content x. Lines are the guides to the eyes. (c) Evolution of the Fermi velocity with x. (d) Averaged tunneling
conductance spectra of FeSe1−xSx for 0 ≤ x ≤ 0.25. Each curve is shifted vertically for clarity. Blue (red) curves are for the orthorhombic (tetragonal) phase. (e)
Energy second derivative of averaged tunneling spectra. Each curve is shifted vertically clarity. (f) Evolutions of the apparent gap amplitude (green diamond)
and the zero-energy spectral weight normalized by the weights at the gap-edge energies (black stars). Adopted from Ref. 88.
spectroscopy,88) which are summarized in Fig. 22. The tun-
neling conductance remains essentially unchanged with in-
creasing sulfur content x inside the nematic phase, but once
the nematicity vanishes at x > xc ≈ 0.17 the superconducting-
gap spectrum shows a dramatic change (see Figs. 22(d)-(f)).
Below xc, clear quasiparticle peaks are observed at energies
∼ ±2.5 meV and zero-energy conductance is very small.
Above xc, however, quasiparticle peaks are strongly dumped
with a reduced gap size below ∼ 1.5 meV, and at the same
time the zero-energy state is much more enhanced than that
of the orthorhombic samples. The remarkable difference of
the zero-bias conductance is also consistent with the thermo-
dynamic properties, and the specific heat data shows a large
residual DOS only for x > xc.89, 139) By using the QPI tech-
nique, the evolution of normal-state electronic structure with x
has been also studied by the same specimens (see Figs. 22(a)-
(c)), which revealed that the Fermi surface structure changes
smoothly across the nematic QCP. This implies that the abrupt
change of the superconducting properties is not linked to the
strength of nematicity, but the presence or absence of nematic-
ity results in two distinct pairing states separated by the ne-
matic QCP.88)
6.2 Possible ultranodal pair state with Bogoliubov Fermi
surface
An intriguing theoretical proposal that may account for
these anomalous superconducting states in FeSe1−xSx has
been recently made by Setty et al.170, 171) This is based on
the recent developed notion on a novel superconducting state,
dubbed Bogoliubov Fermi surface.172)
In unconventional superconductors, the superconducting
gap is anisotropic in the momentum space, and often exhibits
nodes at certain k points. Thus there are three possible types
of superconducting gaps; the gap is nodeless, it has point
nodes, or it has line nodes. It has been shown theoretically that
when the even-parity superconductors break the time reversal
symmetry (TRS), there is a possibility to have the fourth type
having a surface of nodes in some circumstances.172) Such a
novel state with Bogoliubov Fermi surface (see Fig. 23(a) as
an example), which may also be called as a topological ul-
tranodal pair state, can be realized when the Pfaffian of the
Bogoliubov-de Gennes Hamiltonian, which is non-negative
for TRS preserved states, becomes negative.
In FeSe, as discussed in §3, the gap structure has line
nodes or deep minima, and the pairing is likely to be spin
singlet. The theoretical calculations show that when the rela-
tive strength of intraband to interband pairing interactions is
altered as a function of sulfur substitution, the Pfaffian may
change sign to negative, providing that the TRS is broken,
which gives rise to exotic superconducting states with Bo-
goliubov Fermi surfaces as shown in Figs. 23(b)-(e).170) If
this condition is realized in the tetragonal phase of FeSe1−xSx,
then the presence of Bogoliubov Fermi surface changes dra-
matically the zero-energy DOS, which is consistent with the
experimental observations of the substantially large residual
low-energy states in tunneling spectra as well as in specific
heat (see Figs. 23(f) and (g)).
To realize such a state, the superconducting state must
break TRS, and thus the question is whether the FeSe-based
superconductors have TRS breaking states or not. The cur-
rent experimental situation on TRS breaking is reviewed in
the next section.
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Fig. 23. Exotic superconducting state with Bogoliubov Fermi surfaces. (a) Schematics of the Bogoliubov Fermi surfaces (yellow region), which may appear
near the point and line nodes (red points and lines) when time reversal symmetry is broken. Adopted from Ref. 172. (b)-(e) Schematic Fermi surfaces of
FeSe-based superconductors in the normal (red) and superconducting states (green and blue patches), for different interband and intraband gap anisotropy
parameters. (f) Corresponding temperature dependence of specific heat divided by temperature C/T . (g) Corresponding tunneling conductance spectra at low
energies. Panels (b)-(g) are adopted from Ref. 170.
7. Time Reversal Symmetry Breaking
7.1 Effect of nematic twin boundary
Time reversal is simply equivalent to complex conjugation
of the wave functions for a spinless system. Thus in spin sin-
Fig. 24. Possible complex order parameter induced near nematic twin
boundaries.103, 174) (a) Schematic view of the crystal structure of FeSe near a
twin boundary. Adopted from Ref. 103. (b) Possible position dependence of
d-wave component near a twin boundary with finite imaginary part. The real
part should change sign across the boundary, while the magnitude of the gap
remains finite owing to the induced imaginary part. (c) Schematic trajectory
of the gap function as a function of position in the complex plane.
glet superconductors, a TRS breaking state can be described
by a complex order parameter ∆ = ∆1 + i∆2, whose time
reversal ∆∗ = ∆1 − i∆2 is not identical to ∆. In a tetrago-
nal D4h system, the s-wave and d-wave even-parity pairing
states belong to different irreducible representations, and thus
these states in general have different transition temperatures.
Usually one of the transition temperatures wins over the other
one, but when the pairing interactions that drive these differ-
ent states are comparable, these two states may mix in a form
of s+id state that onsets at a temperature lower than the actual
Tc.
In the nematic phase with orthorhombic symmetry, the
s-wave and d-wave states no longer belong to different ir-
reducible representations, and they can mix in a real form
s + d.173) This can be easily understood by the fact that the
nematicity is characterized by the two-fold symmetry in the
plane, and thus the superconducting order parameter should
also be two-fold symmetric, as evidence by the observation
of the elongated ellipsoidal shape of vortices,102–104) which
can be described by the sum of fourfold s-wave and twofold
d-wave components.
In the nematic phase, another important aspect is the for-
mation of domains with different nematic directions. Across a
boundary of the two domains, namely nematic twin boundary,
the crystal structure is rotated by 45 degrees as schematically
shown in Fig. 24(a). Thus the twofold d-wave component of
the superconducting order parameter must change sign across
a twin boundary, i.e. one domain has an s + d state and the
other domain has an s − d state. Then the question is how to
reverse the sign near the twin boundary. One possibility is to
change sign with keeping the order parameter real, and the
magnitude of d-wave component shrinks when approaching
the boundary and becomes zero at the twin boundary. Another
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Fig. 25. Evolution of STM conductance spectra across nematic twin boundaries in FeSe. (a) STM topographic image in an area containing two vertical twin
boundaries separated by ∼ 33 nm. (b) Intensity plot for the position dependence of conductance spectra along the yellow dashed line in (a). (c) Tunneling
spectra at 4 positions indicated in (a). Each curve is shifted vertically for clarity. (d) An expanded view of spectra at low energies. The solid lines are the fits
to power-law energy dependence |E|α. (e) Position dependence of the exponent α obtained by the power-law fitting (blue circles), compared with the result for
single twin boundary case. Adopted from Ref. 103.
possibility is to have an imaginary component to avoid van-
ishing order parameter as shown in Fig. 24(b); as a function
of position across the boundary, the order parameter follows
an arch trajectory in the complex plane from s − d to s + d
through s + id state (see Fig. 24(c)). Such a problem has been
first considered by Sigrist et al., who developed a theory for a
d+s order parameter in the orthorhombic YBa2Cu3O7−δ high-
Tc superconductor with twin boundaries.174) They found that
the imaginary component may appear near twin boundaries in
a length scale much longer than the coherence length ξ.
7.2 Evidence from gap structure
One of the consequences of the presence of imaginary
component in the superconducting order parameter ∆(k) =
∆1(k) + i∆2(k) is that the low-energy quasiparticle excitations
given by
Ek =
√
(εk − µ)2 + |∆(k)|2 =
√
(εk − µ)2 + ∆1(k)2 + ∆2(k)2
(6)
are strongly modified. In general, the momentum dependence
of imaginary part ∆2(k) is different from that of real part,
so the low-lying excitations that are determined by nodes in
∆1(k) are expected to be gapped out.
The detailed position-dependent STM/STS studies in FeSe
clean crystals have shown that the nematic twin boundaries
can be considered as ideal interfaces with no noticeable struc-
tural distortion in an atomic scale.103) The low-energy con-
ductance spectra at positions far away from the boundaries
have a V shape, indicating the presence of low-lying quasi-
particle excitations. In contrast, the STS conductance curves
near a twin boundary show a flattening behavior at low ener-
gies, without exhibiting a zero-energy conductance peak that
may be expected when the order parameters at neighboring
domains change sign without having the imaginary part. As
shown in Fig. 25, this flattening behavior is more pronounced
at the positions in between two twin boundaries, and the the
presence of the finite excitation gap is clearly resolved. These
observations of the twin-boundary-induced gap opening are
consistent with the complex order parameter near the twin
boundaries, and the essential features of conductance spec-
tra have been reproduced by theoretical calculations assuming
the presence of imaginary component near boundaries.103)
The low-energy flattening behaviors are found over an ex-
tended length scale of & 50 nm (see Fig. 25), an order of
magnitude longer than the averaged in-plane coherence length
ξab ≈ 5 nm. This can also be explained by the above theory
of complex order parameter, where the characteristic length
scale ξ¯ can be much longer than the coherence length and
diverges when approaching the phase boundary between the
time-reversal symmetric s + d state and the TRS broken s + id
state in the bulk. This phase boundary is determined by the
closeness of transition temperatures of s and d states and by
the amount of orthorhombicity. In YBa2Cu3O7−δ, the super-
conducting order parameter is dominated by the d-wave com-
ponent and the orthorhombicity-induced s-wave component
is much smaller. Thus the onset temperature of TRS-breaking
state may be much lower than the actual transition temper-
ature, and there have been no report showing clear evidence
for such a TRS-breaking state near twin boundaries. This may
also be related to the fact that the STM/STS measurements
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Fig. 26. ARPES measurements of the superconducting gap for the hole
band in single-domain and multiple-domain samples of FeSe. (a) Momen-
tum dependence of the gap along the hole Fermi surface ellipsoid in single-
domain (green triangles) and multiple-domain (red circles) samples. Solid
line is a fit for ∆(k) in multi-domain sample. (b) Possible positions of nodes
for a spin-triplet p-wave state. (c) Possible positions of nodes for a spin-
singlet s + d state. Adopted from Ref. 99
in YBa2Cu3O7−δ single crystals are quite challenging due to
the difficulties of cleavage. In FeSe, in contrast, the supercon-
ducting order parameter has comparable s and d components
as discussed in §3, which may lead to the observation of such
a state.
In a laser-ARPES study, the angle dependence of supercon-
ducting gap in the hole band near the Γ point has been com-
pared between almost single-domain and multiple-domain
samples.99) In the former, the anisotropic gap reaches almost
zero along the long axis of the ellipsoidal underlying Fermi
surface, but in the latter the nodes are lifted and the gap min-
ima are found as shown in Fig. 26. This difference in gap
structure between samples with different domain structures
has been interpreted as another piece of experimental evi-
dence that the finite gap opens near twin boundary. This ob-
servation is quite consistent with the STS results, although
another laser-ARPES study from a different group does not
confirm such a node lifting behavior in samples with multiple
domains.100) The results in multiple-domain samples may de-
pends on the density of twin boundary, and further studies are
required to fully understand how ∆(k) evolves as a function
of position near the boundaries.
7.3 Evidence from muon spin rotation (µSR)
The studies of gap structure can provide only indirect infor-
mation on the TRS breaking in the superconducting state. A
more direct consequence of the TRS breaking is that a finite
magnetic field is induced inside the superconducting sample.
Fig. 27. Phase diagram of TRS-breaking (TRSB) state and corresponding
phase difference between d and s components. (a) Temperature versus or-
thorhombic distortion (ε) phase diagram of TRSB states calculated for a d + s
state in which s-wave transition temperature is assumed as 0.5Tc. (b) Phase
difference θ between d and s components in a d + eiθ s state as a function of
position near a twin boundary. Three curves correspond to the three phases
in (a). In the TRSB state in bulk, phase (2) in (a), the characteristic length
scale ξ˜ diverges and a finite phase difference is present deep in the bulk but
the dependence near the boundary is similar to that in phase (1)-(II). Adopted
from Ref. 174.
This is related to the fact that the s + id and s − id states
are energetically degenerate, forming chiral domains, which
is analogous to the magnetic domain formation at zero field in
ferromagnets. Near the boundaries and the impurities, small
but finite magnetic field is induced, which can be detected by
experimental probes. The µSR at zero external field is one
of the very sensitive magnetic probes that have been used as
direct probes of TRS breaking states in unconventional su-
perconductors. Very recent zero-field µSR measurements in
vapor-grown single crystals of FeSe have shown that while
the muon relaxation rate is almost independent of tempera-
ture above Tc, which is consistent with the absence of mag-
netic order in FeSe, it starts to develop just below Tc ≈ 9 K
and continues to increase down to the lowest measured tem-
perature of ∼ 2 K.175)
These results also provide strong evidence for a TRS break-
ing state in FeSe. The onset temperature of the magnetic in-
duction is very close to Tc, which may be explained by the
comparable magnitudes of s and d-wave components of the
order parameter. The magnitude of the magnetic induction at
low temperatures is estimated as small as ∼ 0.15 G. Whether
this TRS breaking state occurs only in the vicinity of nematic
twin boundaries or not cannot be concluded by this µSR result
in FeSe alone. This motivates similar experiments in tetrago-
nal FeSe1−xSx, which we discuss below.
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7.4 TRSB in the bulk
In the tetragonal phase of FeSe1−xSx (x > 0.17), the ne-
matic twin boundaries do not exist, and thus µSR measure-
ments in tetragonal FeSe1−xSx can test TRS breaking inside
the bulk. Most recent data of zero-field µSR for x & 0.20 show
similar enhancements of relaxation rate just below Tc ≈ 4 K,
as found in orthorhombic FeSe.175) This immediately implies
that tetragonal FeSe1−xSx has a superconducting state with
broken TRS in the bulk. In addition, the observations of fi-
nite induced magnetic fields with similar magnitudes in or-
thorhombic and tetragonal samples suggest that in orthorhom-
bic FeSe TRS breaking occurs not only near the nematic
twin boundaries but also deep in the single domains. Indeed,
the phase diagram in Fig. 27(a) studied by Sigrist et al. for
orthorhombic superconductors indicates that the bulk TRS
breaking state exists in a wide range of parameters at tem-
peratures below the state of broken TRS only near the twin
boundaries.174) We note that the difference between these two
TRS breaking states in the orthorhombic phase is character-
ized by the presence or absence of small phase difference be-
tween s and d components away from the boundaries, and in
both cases the position dependence of the phase difference
is similarly significant near the twin boundaries as shown in
Fig. 27(b). The presence of small phase difference deep in
the single domain implies that the tiny gap opening may be
present in low-energy quasiparticle excitations. The observa-
tion of such a tiny gap requires measurement techniques hav-
ing very high energy resolutions at very low temperatures.
The TRS breaking in FeSe1−xSx superconductors fulfills
one of the strong requirements to realize a novel ultran-
odal superconducting state with Bogoliubov Fermi surface
introduced in the previous section. The µSR experiments
under magnetic fields provide further support for this. The
transverse-field µSR measurements in type-II superconduc-
tors can provide quantitative information on the magnetic
penetration depth that characterizes the field distributions
around superconducting vortices. The magnitude of penetra-
tion depth λ(0) is directly related to the density of supercon-
ducting electrons, which participate in the supercurrent flows
that screen the magnetic field. It is found that the magnitude
of λ(0) is larger in tetragonal FeSe1−xSx than in orthorhombic
FeSe. This shows an opposite trend to that expected from the
increase of Fermi surface with S substitution found in quan-
tum oscillations.87) This immediately indicates that the den-
sity of normal electrons is larger in tetragonal side, whereas
the density of superconducting electrons is smaller. This sur-
prising result can be consistently explained by the presence
of Bogoliubov Fermi surface in the superconducting ground
state for tetragonal side of FeSe1−xSx, which reduces the den-
sity of superconducting electrons from the normal one. This
is also consistent with the large residual density of states ob-
served in the STS88) and thermodynamic measurements.139)
It has been widely established that in unconventional su-
perconductors with line nodes, the application of magnetic
field gives rise to a rapid increase of low-energy density of
state as discussed in §3.1.2. To some extent, the Bogoliubov
Fermi surface is related to the induced zero-energy states at
momentum regions close to the original line nodes, owing to
virtual “magnetic field” associated with the spontaneous TRS
breaking, which may be called as spontaneous Volovik effect.
The reason why such a state can appear only in the tetrago-
nal side of FeSe1−xSx deserves further theoretical and experi-
mental investigations. It is also intriguing to study how this is
related to BEC-like superconducting state found in tetragonal
FeSe1−xSx as discussed in §4.
8. Topological Superconducting State
8.1 Topological quantum phenomena
This section reviews a rather different aspect of the FeSe-
family compound, namely the topological nature. Topologi-
cal quantum physics is one of the most active areas in recent
condensed-matter research, which was ignited by the theoreti-
cal prediction of quantum spin-Hall insulator176–178) followed
by the experimental verification.179) Quantum spin-Hall insu-
lator, or 2D topological insulator (TI), is a 2D insulator with
a band gap across which the order of the energy bands are
inverted from that expected from the energies of the corre-
sponding atomic orbitals. Such a situation can be caused by
the spin-orbit interaction. Unlike ordinary insulators, quan-
tum spin-Hall insulators always host spin-polarized helical
edge states with a linear energy-momentum dispersion, which
can be described by a massless Dirac equation. Such edge
states are not related to chemical and structural properties of
the edge but are robust and nontrivial in the sense that they
are associated with the topological nature of the Bloch wave-
functions due to the band inversion.
The topological nature can be classified by the topological
invariant Z2 = {0, 1}.176) The Z2 invariants in ordinary and
quantum spin-Hall insulators are 0 and 1, respectively. The
concept of the quantum spin-Hall insulator can be extended
in three dimensions, where the topological nature is classified
by a set of four Z2 invariants.180, 181) There are two types of
3D TIs, namely the weak TI and the strong TI. The strong TI
is an insulator in the bulk but possesses spin-polarized Dirac
surface states all over the surfaces, irrespective of the chemi-
cal and structural properties of the surface, corresponding to
the quantum spin-Hall insulator with the Dirac edge states. In
weak TIs, such a Dirac surface state appears only on particu-
lar surfaces.
Experimental realization of the quantum spin-Hall insula-
tor was achieved in a HgTe quantum well in 2007,179) and Bi-
Sb alloy was identified as a 3D strong TI in 2008.182) This was
just around the same time when iron-based superconductivity
was discovered. Since then, iron-based superconductivity and
topological quantum physics have been investigated actively
but in parallel, and thus there have been little interaction be-
tween them. Nevertheless, in principle, if the concept of topol-
ogy is applied to superconductors, unique and useful phe-
nomena may emerge. Here the prerequisite is that the super-
conducting state should be topologically nontrivial. There is
growing evidence that Te substitution for Se in FeSe gives rise
to topological superconductivity at the surface. In the follow-
ing we describe the topological phenomena in FeSe1−xTex, in
particular paying attention to the Majorana quasiparticle in a
vortex core.
8.2 Topological superconductivity and Majorana quasipar-
ticle
We start by briefly introducing topological superconduc-
tivity. For details, text books183, 184) and a review article185)
are available. A topological superconductor can be viewed
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as a superconducting counterpart of TI, where the Cooper-
pair wavefunction possesses topologically nontrivial nature.
Here, superconducting gap corresponds to the band gap in TI.
As similar to the case of TIs, gapless boundary states with
linear quasiparticle dispersion appears in topological super-
conductors. Such quasiparticles can take exactly zero energy,
whereas all the quasiparticle states in an ordinary supercon-
ductor appear at finite energies. Irrespective of the topolog-
ical nature, quasiparticle states in the superconducting state
are coherent superpositions of electron and hole states. The
zero-energy state in the topological superconductor is unique
because electron and hole weights are exactly equal. Such a
half-electron half-hole state can be regarded as an quasiparti-
cle that is its own antiparticle, which is known as the Majo-
rana quasiparticle. Majorana quasiparticles can be used as a
fundamental building block for future fault-tolerant quantum
computing,185–189) and thus are attracting much attention.
8.3 Potential platforms for topological superconductivity
Unfortunately, topological superconductivity and therefore
Majorana quasiparticles have been elusive. The early propos-
als mostly focused on chiral p-wave superconductors,190) but
such superconductors have yet to be established experimen-
tally. To overcome this situation, there have been proposed
several ways to realize effective chiral p-wave superconduc-
tivity in artificial systems. These include 1D Rashba semi-
conductor nanowires191) and magnetic-atom chains192, 193) in
which superconductivity is induced via the proximity effect
from an ordinary s-wave superconductor attached.
In 2008, Fu and Kane proposed a novel way to realize
2D topological superconductivity using a heterostructure that
consists of ordinary s-wave superconductor and 3D strong
TI.189) If superconductivity is induced in the spin-polarized
Dirac surface state of TI via the proximity effect, it can be
effectively regarded as a chiral p-wave superconducting state
owing to the spin polarization of the Dirac surface state.189)
Magnetic field applied perpendicular to the interface gener-
ates quantized superconducting vortices, in which Majorana
quasiparticles would be localized to form Majorana bound
state (MBS).189) Since the MBS has exactly zero energy, it
may show up as a zero-bias peak (ZBP) in the LDOS spectra
measured by STM/STS, in principle.
However, there are two immediate issues to be addressed
to implement actual experiments. First, in the Fu-Kane pro-
posal, topological superconductivity emerges at the interface,
which is buried beneath either TI or s-wave superconductor
films. Therefore, surface sensitive probes such as STM/STS
cannot directly access to the MBS, even if it exists. Second,
even though the topologically trivial vortex bound states are
expected to appear only at finite energies, their lowest energy
∼ ∆2/εF is generally very small ∼ µeV (see §4). This is be-
low the energy resolutions of the conventional electron spec-
troscopy techniques.
The experimental challenges using STM/STS were made
on heterostructures where Bi2Te3 (TI) thin films were epitax-
ially grown on the NbSe2 (s-wave superconductor) substrate
by molecular-beam epitaxy.194) The superconducting-gap size
observed at the Bi2Te3 surface decayed exponentially with in-
creasing film thickness, being consistent with the proximity-
induced superconductivity. This suggests that the observed
LDOS spectra include information at the interface although it
is indirect. The above mentioned energy-resolution issue re-
mained but other characters, such as spatial dependence of the
LDOS spectrum and the spin polarization, were investigated
to argue the features that may signify the MBS.194)
Obviously, it is desirable to investigate a system where the
MBS is exposed at the surface and is energetically well sep-
arated from other trivial vortex bound states. To have topo-
logical superconductivity at the surface, one can think of a
superconductor that has TI-like character in its normal-state
bulk band structure. This is possible if the superconductor is
a certain semimetal. As in the case of insulators, semimetals
possess a band gap although it meanders in the Brillouin zone
and turns out to place the highest energy of the valence band
above the lowest energy of the conduction band. If such a me-
andering band gap is topologically nontrivial, spin-polarized
Dirac surface state should emerge and can cross εF. Further,
if the bulk of such a semimetal is an s-wave superconduc-
tor, the spin-polarized Dirac surface state may turn out to ex-
hibit topological superconductivity due to the self-proximity
effect from the bulk. This is the natural realization of the Fu-
Kane proposal at the exposed surface, providing a platform
to investigate the MBS by surface sensitive probes. There
are several candidate materials for such connate topological
superconductors,195) such as β-PdBi2196, 197) and PbTaSe2.198)
FeSe1−xTex can also be categorized as a connate topological
superconductor.
8.4 Basic properties of FeSe1−xTex
Before discussing topological nature, we briefly summarize
basic properties of FeSe1−xTex. As in the case of S substi-
tution, Te substitution keeps the compensation condition be-
cause Te is isovalent to Se. Sample preparation in the low
Te-concentration regime has been challenging because of the
possible miscibility gap in 0.1 . x . 0.3.199) Very few at-
tempts have been reported in this regime using pulsed laser
deposition200) and flux growth.201) Single crystals with higher
x can be obtained by melt-growth technique but they tend to
contain excess iron atoms at the interstitial sites, which af-
fect various properties.126, 202) Subsequent annealing process
is generally required to remove the excess irons.203) In short,
high quality single crystals are more difficult to prepare in
FeSe1−xTex than in FeSe1−xSx and the samples so far avail-
able inevitably contain certain amount of disorders.204)
As in the case of of S substitution, nematicity tends to be
suppressed upon Te substitution and diminishes above x ∼
0.4.199) Tc is rather insensitive to x between 0.3 . x . 0.7 and
reaches as high as 14.5 K, which is higher than that of FeSe.
Unlike FeSe1−xSx with highly anisotropic superconducting
gaps, rather isotropic superconducting gap ∆ ∼ 1.5 meV has
been observed in FeSe1−xTex.107) A double-stripe-type long-
range magnetic order appears at x & 0.8 where the supercon-
ductivity diminishes.199)
Besides topological nature discussed in the next subsec-
tion, FeSe1−xTex is advantageous for the MBS search because
it is in a BCS-BEC crossover regime (see §4). ARPES ex-
periments suggest that εhF ∼ εeF ∼ 10 meV.125–127) Consid-
ering ∆ ∼ 1.5 meV,107) we can estimate the lowest trivial
bound-state energy ∆2/2εF to be as large as 100 µeV. This is
still small but enough to distinguish the MBS from the trivial
states, if the highest energy resolution STM/STS technology
is employed. Therefore, except for the issue associated with
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Fig. 28. (a) and (b) Calculated band structures without the spin-orbit inter-
action for FeSe and for FeSe0.5Te0.5, respectively. The size of the red circle
denotes the weight of the chalcogen pz orbitals. (c) and (d) Calculated band
structure for FeSe0.5Te0.5 with the spin-orbit interaction. A gap opens at one
of the band crossing points along the Γ − Z direction, giving rise to the me-
andering band gap indicated by the red dashed line. Adopted from Ref. 208.
the disorders, FeSe1−xTex provides an excellent platform to
search for the MBS.
8.5 Topological phenomena in FeSe1−xTex
8.5.1 Band structure and ARPES experiments
Early experimental signature that suggested topological na-
ture of FeSe1−xTex was the ZBP found in the tunneling spectra
at the interstitial excess irons.205) The ZBP was robust in the
sense that it did not split nor shift to finite energies, even if the
STM tip was moved away from the excess iron site and even
if magnetic fields were applied.205) Such an apparent robust-
ness triggered theoretical analyses of the topological nature
of FeSe1−xTex, including a proposal of quantum anomalous
vortex generated by the magnetic excess iron atom and the
spin-orbit interaction.206, 207)
First principles band-structure calculations for FeSe and
FeSe0.5Te0.5 revealed that topological nature indeed emerges
upon Te substitution.208) As discussed in §2, band structure
of FeSe is complicated but trivial from band topology point
of view. Te substitution alters this original band structure
through the following two effects. First, Te 5p orbital is more
extended than Se 4p orbital. This brings about stronger cou-
pling between chalcogen pz orbitals and thus larger band dis-
persion along the Γ − Z direction for the associated band
(Fig. 28(b)). This gives rise to additional band crossings along
the Γ − Z, resulting in the band inversion at the Z point. Sec-
ond, because Te is heavier than Se, stronger spin-orbit inter-
action is expected. Indeed, the spin-orbit interaction opens a
gap at one of the additional band crossing points along the
Γ − Z and brings about the meandering band gap that is topo-
logically nontrivial (Figs. 28(c) and (d)). The topologically
nontrivial nature has been pointed out from different points
of view in FeSe1−xTex209, 210) and also discussed in other iron-
based superconductors.195, 211)
The above band structure results in the spin-polarized Dirac
surface states, which are a hallmark of the topological na-
ture and provide an important platform to host topological
superconductivity. Experimental observation of such surface
(b)
(a)
(c)
(d)
(e)
Fig. 29. (a) ARPES intensity map showing the Dirac dispersion at the
(001) surface of FeSe0.45Te0.55. (b) and (c) Spin-resolved energy distribution
curves and their difference, respectively, taken at one side of the Dirac cone.
Spin polarizations are illustrated in the inset of (c). (d) and (e) Same as (b)
and (c) but taken at the other side of the cone. Spin polarizations are reversed
as being consistent with the helical spin structure. Adopted from Ref. 212.
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Fig. 30. (a) An image of the vortex obtained by mapping the zero-bias tun-
neling conductance. Magnetic field of 0.5 T was applied perpendicular to the
observed (001) surface. (b) A line profile of the tunneling conductance taken
along the black dashed arrow in (a), showing a non-splitting ZBP. (c) A wa-
terfall plot of the same data shown in (b). The spectrum taken at the vortex
center is shown in black. Adopted from Ref. 213.
states was challenging because they are in the close vicinity
of εF and a bulk band, demanding high energy resolution for
ARPES along with the spin resolution. Later on, ultra-high
resolution laser-based spin ARPES was utilized and the spin-
polarized Dirac surface state was successfully observed at the
(001) surface of a FeSe0.45Te0.55 single crystal (Fig. 29).212)
8.5.2 Majorana bound state (MBS) in the vortex core
Given the observation of the spin-polarized Dirac surface
state in FeSe1−xTex, there is an enough hope that MBS would
be formed in the vortex cores. The first STM/STS experiment
in this context succeeded in detecting the ZBP in the vor-
tex cores of FeSe0.45Te0.55 (Fig. 30).213) Unlike trivial vortex
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Fig. 31. (a) Zero-energy conductance map g showing of the disordered vortex lattice in FeSe0.4Te0.6 under magnetic field 1 T applied perpendicular to the
observed (001) surface. (b) A high-energy resolution tunneling spectrum taken at the center of the vortex labeled as 1 in (a). A ZBP is observed as indicated
by the red arrow. (c) A high-energy resolution tunneling spectrum taken at the center of the vortex labeled as 2 in (a). No ZBP is observed. Adopted from
Ref. 204.
Fig. 32. (a)-(e) Series of zero-energy conductance g map showing the vortex lattice in FeSe0.4Te0.6 under different magnetic fields. (a) 1 T, (b) 2 T, (c) 3 T,
(d) 4 T, (e) 6T. (f)-(j) Fourier-transformed images from (a)-(e), respectively. Ring-like features mean that there is a distance correlation while the long-range
orientation order is lost. (k)-(o) The respective histograms of the appearance frequency of the conductance peaks at given energies. The probability to find the
ZBP decreases with increasing magnetic field. Adopted from Ref. 204.
bound states, the observed ZBP stays at zero energy over cer-
tain distance from the vortex center and its intensity evolution
agrees with that expected from the theoretical spatial profile
of the MBS.213) Similar ZBP has also been observed in other
iron-based superconductors such as (Li0.84Fe0.16)OHFeSe214)
and CaKFe4As4.215)
The early experiments were done at about 0.5 K with an
energy resolution of ∼ 250 µeV,213, 216) which is somewhat
larger than the estimated energy of the lowest trivial bound
states in the vortex core (∼ 100 µeV). Therefore, there still re-
mained an ambiguity whether the observed ZBP indeed rep-
resents the MBS or it is a bundle of trivial vortex bound states
that are thermally broadened to form an apparent peak at zero
energy. In addition, there is a puzzle that the ZBP has been ob-
served only in a fraction of vortices and the rest of vortices do
not host the ZBP.213, 216) The problem is that FeSe1−xTex sam-
ples inevitably contain various chemical and electronic disor-
ders as mentioned above. It is important to clarify what kind
of disorder governs the ZBP.
Subsequent STM/STS experiments addressed these is-
sues.204) A dilution-fridge-based STM217) was employed to
reach ultra-low temperatures below 90 mK. As a result, the
energy resolution as high as ∼ 20 µeV was achieved. This is
enough to distinguish the ZBP from the finite-energy trivial
bound states and gave a strong constraint that the origin of
the ZBP is the MBS204) (Fig. 31). The correlations between
vortices with and without the ZBP and various quenched dis-
orders were also investigated systematically.204) Interestingly,
any chemical and electronic disorders preexisting in the sam-
ple do not affect the presence or absence of the ZBP. Mean-
while, it was found that the fraction of vortices with the ZBP
decreases with increasing applied magnetic field, namely in-
creasing vortex density (Fig. 32).204) This suggests that in-
teractions among the MBSs in different vortices may be re-
27
J. Phys. Soc. Jpn. FULL PAPERS
sponsible for the diminishing ZBP at higher fields. Moreover,
since there are two kinds of vortices with and without the
ZBP, and the quenched disorders do not play any roles for
this distinction, one can infer that the disorder in the vortex-
lattice structure may affect the ZBP. Large scale theoretical
simulations have been performed to confirm this idea.218) The
employed model includes the Majorana-Majorana interaction
and disorder in the vortex lattice. The results reproduced the
basic features of the experimental observations.218) Very re-
cently, alternative theoretical model based on the spatially-
inhomogeneous Zeeman effect has been proposed.219)
8.5.3 Search for other Majorana features
Strictly speaking, the ZBP is nothing more than one of the
necessary conditions for the MBS. Further challenges to de-
tect the features that are unique to the MBS have been done.
The detailed energy spectrum in the vortex core should pro-
vide an important clue. As described in §4, quantized energies
of the low-lying vortex bound states are given by ±µc∆2/εF,
where µc are half-odd integers. This is actually the case for
the vortices in topologically trivial superconductors. In the
case of the topological vortex with the MBS, the quantized
sequence becomes ±µt∆2/εF, where µt are integers.220) There
is a 1/2 shift between the two cases and the MBS corre-
sponds to the µt = 0 state. Experiments have been performed
on two kinds vortices in FeSe1−xTex with and without the
ZBP.220) Half-odd integer and integer level sequences are re-
ported in the former and the latter vortices, respectively, sug-
gesting that FeSe1−xTex hosts both topologically trivial and
non-trivial vortices depending on the location.220) Apparently,
this is incompatible to the observation that the quenched dis-
orders have nothing to do with the ZBP.204) The LDOS spec-
trum and its spatial evolution are different from vortex to vor-
tex in FeSe1−xTex,204, 213, 216, 220) making it difficult to reach
clear conclusions. Experiments on more homogeneous sam-
ples are highly desired.
Another signature that is expected to be unique for the
MBS is the quantization of the tunneling conductance. It has
been theoretically predicted that if the Majorana quasipar-
ticles are involved in the tunneling process, induced reso-
nant Andreev reflections may quantize the tunneling conduc-
tance to be 2e2/h.221) This has been experimentally tested us-
ing the Majorana state formed at the superconducting InSb
nanowire covered with a superconductor (Al) shell.222) In the
case of the MBS in the vortices, STM/STS is a powerful tool
but the challenge is that extra-ordinary high tunneling con-
ductance must be achieved to see the expected quantization.
Such experiments have been performed in FeSe1−xTex223) and
related compound (Li0.84Fe0.16)OHFeSe.224) Plateau-like be-
haviors in the tunneling conductance have indeed been ob-
served. However, the quantization behavior is not so clear yet.
Moreover, multiple tunneling paths can exist because of the
contributions from the multiple bulk bands. This should affect
the quantization condition. Further experimental and theoret-
ical efforts are anticipated.
The vortex core at the surface of FeSe1−xTex can be re-
garded as a zero-dimensional boundary in the 2D topologi-
cal superconductor. Extended 1D boundary, namely the edge,
may also host Majorana quasiparticles that can move along
the edge. STM/STS has been utilized to detect such dispersing
Majorana quasiparticles in FeSe1−xTex.225) The platform was
a novel naturally-formed domain boundary across which the
crystal lattice exhibits a half-unit-cell shift in its structure.225)
The LDOS spectrum observed at the domain boundary is con-
stant as a function of energy, just like an LDOS spectrum of
normal metals. It has been argued that this behavior is con-
sistent with the Majorana quasiparticles moving along the 1D
channel because of the linear energy-momentum dispersion.
The actual edge of the superconducting nano-island may pro-
vide more direct opportunity to investigate the details of the
dispersing Majorana quasiparticles, and the development of
sample fabrication technique is awaited.
9. Summary
In this review, we have discussed a wide variety of exotic
superconducting states observed in bulk FeSe-based super-
conductors. What makes this system unique from other su-
perconductors lies in its peculiar electronic structure, in par-
ticular the extremely small Fermi energy, multiband nature
and orbital-dependent electron correlations. Because of these
properties, spin and orbital degrees of freedom, i.e. mag-
netism and nematicity, both of which are intimately related
to the electron pairing, can be largely tuned by non-thermal
parameters, such as pressure, chemical substitution and mag-
netic field. Therefore, it is natural to consider that many dif-
ferent pairing states emerge as a result of this large tunability.
While more experimental and theoretical works are clearly
needed to arrive at a more quantitative description of the
data, we feel confident that FeSe-based materials serve as a
novel platform of many kinds of exotic pairing states, some
of which have never been realized in any other superconduc-
tors so far. However, we believe that the following questions
regarding the superconducting states in FeSe-based materials
remain to be answered.
• The electron Fermi surface still remains for thorough
and comprehensive investigations. The precise shape of
the Fermi surface and the detailed superconducting-gap
properties are yet to be determined.
• The most fundamental question is whether the prevailing
s± pairing state with the sign reversal between electron
and hole Fermi surfaces is realized even in FeSe1−xSx
near the nematic QCP, where no sizable spin fluctuations
are observed and nematic fluctuations are strongly en-
hanced.
• Closely related to the above issue, it is an open ques-
tion why the superconducting gap function dramati-
cally changes at the nematic QCP. In addition, it is
also intriguing to clarify whether the highly unusual su-
perconducting gap function in the tetragonal phase of
FeSe1−xSx at x ≥ 0.17 is related to the Bogoliubov Fermi
surface.
• It appears that the BCS-BEC crossover properties are
largely modified by the multiband and orbital dependent
nature. However, we still lack a quantitative description
why the pseudogap is hardly observed despite of giant
superconducting fluctuations.
• The field-induced superconducting phase can be at-
tributed to the FFLO state. However, it is not a conven-
tional FFLO state because of a large spin polarization
and orbital dependent pairing.
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• To confirm the time reversal symmetry breaking, more
direct measurements, such as the observation of chiral
domains in the superconducting state, are desired.
• The correspondence between the zero-energy conduc-
tance peak in the vortex core of FeSe1−xTex and the Ma-
jorana bound state should be examined further to find
the features that represent ”Majorananess”. The obvious
goal is to manipulate the Majorana state. More homoge-
neous samples are indispensable for this purpose.
Evidence for exotic superconducting states of FeSe-based
materials have continued to motivate researchers to further
investigate and develop novel type superconducting states,
which are at the forefront of modern research. We hope that
this overview presented here is helpful.
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