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Abstract
A method for systematically including topological degrees of freedom in pertur-
bation theory is developed. This is not bound by the restrictions of semi-classical
techniques. The Yang-Mills theory in three Euclidean dimensions is considered here.
A well-defined separation of the topological and the “spin wave” degrees of freedom
is obtained, motivated by a singular gauge. This has “photons” distorting the spher-
ically symmetric magnetic fields of Dirac monopoles, and massless charged vector
bosons “W” scattering off the latter. It is explicitly shown that the Dirac string does
not contribute. The mode of the charged vector bosons with total angular momentum
J = 0 provides precisely the core to give a finite energy to the monopole. The ra-
dial equation for W is remarkably simplified and only two polarization states survive
exactly for the anomalous magnetic moment required by the Yang-Mills interaction.
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1 Introduction
It is expected that the topological degrees of freedom such as monopoles, instantons, ZN -
vortices etc. are responsible for crucial properties such as confinement, deconfinement phase
transition, η − η′ mass difference etc. An example is provided by the Georgi-Glashow
model in 2 + 1 dimensions. Classically the system may be in the Higgs phase, but the
topological degrees of freedom restore confinement [1]. A clean demonstration of this is
possible because there is a regime of parameters where semiclassical techniques and the
dilute gas approximation can be strictly justified. This uses the finite-energy, classically
stable ’t Hooft-Polyakov monopole solution of the Euclidean theory. We have considered
this example to highlight the differences with the case of the 2 + 1 dimensional Yang-Mills
theory which we address in this paper. In three Euclidean dimensions, the theory does not
have classically stable monopole solutions. Nevertheless, consider the ’t Hooft-Polyakov
ansatz [2] for the non-Abelian gauge potential :
Aai (x) = ǫiabx
b 1−K(r)
r2
(1.1)
where i = 1, 2, 3 labels the space index and a, b = 1, 2, 3 label the group indices. Here
r =
√
xaxa. As long as K(r) = 1 + O(r2) as r → 0 and K(r) → 0 as r → ∞, this
configuration has a finite (Euclidean) action. Moreover it has strong qualitative effects.
Consider a large Wilson loop
W [C] = P exp(i
∮
C
dxiAai (x)σ
a/2) (1.2)
(where P stands for the path ordering along the loop C, and σa are the Pauli matrices).
This configuration givesW [C] = exp(iΩ/2) where Ω is the solid angle subtended by the loop
at the origin. Such configurations have the potential to disorder and change the expectation
value of W [C] from the perimeter law to the area law. The reason is that for a monopole
near the plane of the loop, Ω ∼ 2π and W [C] ∼ −1, so that a gas of (anti-)monopoles can
give coherent cancellations and area law. A suggestive calculation comes from the vortices
in two (Euclidean) dimensional Abelian Higgs model [3]. In the dilute gas approximation,
with the (anti-)vortex having a chemical potential µ, we get
W [C] ∼
∞∑
n=0
(−1)nA
n
n!
(e−µ)n = exp(−e−µA) . (1.3)
(Here we have summed over vortices only, though anti-vortices are to be included in an
analogous manner.) A is the area of the loop.The entropy factor An is there because each
vortex can be located anywhere inside the loop, and (n!)−1 is the symmetry factor. As each
vortex contributes −1, we get the alternating sign factor (−1)n. Because of the coherent
cancellation, W [C] is much smaller (follows area law) than what perturbative calculation
would suggest.
Similar arguments are in operation in the three-dimensional Georgi-Glashow model. We
may expect an analogous mechanism to be responsible for confinement in the Yang-Mills
theory in three Euclidean dimensions too. Configurations such as in (1.1) have finite action,
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and should be included in the sum over configurations,
Z =
∫
DA exp
(
− 1
2e2
∫
d3xB2(x)
)
(1.4)
where Ba(x) = ∇× Aa(x) − 1
2
ǫabcAb(x)×Ac(x) is the non-Abelian magnetic field. But
the conventional semiclassical techniques are not applicable as there is no stable classical
monopole solution. Indeed, the situation is more demanding. The form factor K in Eq.
(1.1) is actually a function of r/a where a is the length scale associated with the monopole.
Then the action must be proportional to a−1 due to dimensional reasons. (This is the rea-
son for the classical instability of this configuration: the action is reduced as the monopole
expands.) As a consequence, monopoles of very large size are very light, and therefore
can proliferate. The situation is exactly the opposite of one where the dilute gas approx-
imation can be justified. We need a way to handle large, light and overlapping monopole
configurations. In Ref. [4] it was proposed to do this by summing over the “topological
centres” of monopoles with a constraint related to the size of the monopole. The semiclas-
sical technique can be modified in principle to carry out this computation. But explicit
computations are technically difficult because the dilute gas approximation is not valid,
and the energetics of the multi-monopole configurations has to be addressed first.
In this and succeeding papers, we develop a new approach for systematically including
topological degrees of freedom within the ambit of renormalized perturbation theory. Our
technique does not rely on the existence of stable classical solutions.
This paper is organized as follows: In Sec. 2, we obtain a well defined separation of
the “topological” and the “spin wave” degrees of freedom. We argue that the topological
degrees survive integration over the spin wave degrees, even though we are not expanding
about an extremum of the action. In Sec. 3, we analyse the scattering of a charged vector
boson off a Dirac monopole. We show that there is a remarkable simplification of the radial
equation and one polarization state decouples only when the anomalous magnetic moment
is two, exactly as required by the Yang-Mills interaction. In Sec. 4, we obtain the zero
modes of the Hamiltonian and explain why one polarization state decouples. In Sec. 5,
we re-express the functional integral using the new variables to bring it to a form where
perturbative calculation including the topological degree can be carried out (in the case of
one monopole). In Sec. 6, we present our conclusions.
2 Separation of “spin waves” and “topological” de-
grees of freedom in the Yang-Mills theory
In Ref. [5], we have obtained a gauge-invariant characterization of all possible topological
configurations of the Yang-Mills theory. For this, we considered the eigenvalue equation
Sab(x) ξAb (x) = λ
A(x) ξAa (x), A = 1, 2, 3 (2.1)
where Sab is the 3× 3 symmetric matrix
Sab(x) = Ba(x) ·Bb(x) , (2.2)
3
transforming covariantly (as the adjoint representation) under the SO(3) local gauge group.
The three normalized eigenvectors ξAa (x) form an orthogonal matrix (field). Points and lines
of singularities of these eigenvectors (or equivalently, loci of degeneracies of the eigenvalues
λA(x)) characterize the topological configurations. In particular, it locates the “topological
centre” of a monopole configuration such as in Eq. (1.1) in a gauge-invariant manner. This
is of great advantage to characterize a dense gas of monopoles (and other topological ob-
jects) especially when semiclassical techniques are inapplicable. We may use the orthogonal
matrix ξAa (x) to formally perform a gauge transformation on the monopole configuration
(1.1). The transformed gauge potential aA(x) is
aA = A˜A + ωA (2.3)
where
A˜A = ξAaA
a (2.4)
and
ωA =
1
2
ǫABCξBa ∇ξCa . (2.5)
We obtain
a1 = φˆ
K(r)
r
, a2 = −θˆK(r)
r
, a3 = −φˆcot θ
r
(2.6)
where (rˆ, θˆ, φˆ) are the unit vectors of the spherical coordinates (r, θ, φ). a3 is precisely
the point Dirac monopole, with two Dirac strings along ±z directions. (We have relabelled
the indices A = 1, 2, 3, as compared to Ref. [5], to have the Dirac monopole for A =
3.) Even though the configuration Eq. (1.1) is non-singular, we have now got a singular
configuration because ξAa (x) is itself singular on the z-axis (the angle φ being undefined at
θ = 0 and θ = π). So ξAa (x) is not strictly an allowed local gauge transformation. Indeed
the non-Abelian magnetic field for the gauge potential ωA is not zero; rather, B[ω] =
Dirac string contribution. Nevertheless, this singular gauge transformation highlights the
topological objects and can be handled without problems, as will be shown below.
First we show that the Dirac string singularity does not contribute to the action. In
spite of the singularity on the z-axis, we have ξAa (x)ξ
A
b (x) = δab everywhere. Therefore
Ba(x) ·Ba(x) = (ξAa (x)Ba(x)) · (ξAb (x)Bb(x)) . (2.7)
Now,
ξAa B
a = ∇× (ξAaA
a)−∇ξAa ×Aa −
1
2
ǫabcξAaA
b
×Ac
= ∇× A˜A − ǫABCωB × A˜C − 1
2
ǫABCA˜B × A˜C
= BA[ω + A˜]−BA[ω] = BA[a]−BA[ω] . (2.8)
Here BA[a] stands for the non-Abelian magnetic field for the gauge potential a. Note that
these operations are valid even if ξAa is singular. Subtracting by B[ω] precisely removes the
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singular contribution from the Abelian curl of a, which is the Dirac string magnetic field.
This was to be expected because ξAa (x)B
a in Eq. (1.4) is finite everywhere. Therefore we
may simply replace Ba ·Ba by BA[a] ·BA[a] with the understanding that the Dirac string
should be ignored in computing ∇× a3. With this convention,
B3[a] =∇× a3 − a1 × a2 . (2.9)
∇× a3 is the magnetic field of the Dirac monopole (sans the string) and is singular as
rˆ/r2 at the monopole centre. This singularity is precisely cancelled by the non-Abelian
interaction term −a1 × a2 = −rˆ(K(r))2/r2 since K(r) = 1 +O(r2) for r → 0.
To use the Dirac potential for the monopole, a slightly different singular gauge trans-
formation will be used in the present work, namely, ξ1a = cosφ θˆa − sin φ φˆa, ξ2a = sin φ θˆa +
cosφ φˆa, and ξ3a = xˆa. The potentials obtained on performing this transformation on the
configuration (1.1) may be expressed as
a1 + ia2 = (φˆ− iθˆ)K(r)
r
eiφ, a3 = φˆ
1− cos θ
r sin θ
. (2.10)
The cancellation described after Eq. (2.9), of course, still takes place. It may be noted that
the potential given in Eq. (2.10) is related to the potential given in Eq. (2.6) by a U(1)
gauge transformation.
We advocate this picture obtained in the singular gauge to obtain a well-defined separa-
tion of the topological degrees of freedom and the ‘spin waves’, and as a means of including
the topological degrees systematically in renormalized perturbation theory. This method
can handle all topological degrees such as vortices, half-monopoles, half-vortices [6] etc.
But in this paper we consider only monopole configurations such as in Eq. (1.1).
The general ansatz for a3 is a3 = A+ a with
A(x) =
∑
n
qnφˆn
1− cos θn
|x− xn| sin θn . (2.11)
A(x) is the superposition of Dirac potentials of charge qn = ±1 (in units of 1/e) located
at x = xn, n = 1, 2, 3, · · ·. Also, (rn, θn, φn) are the spherical coordinates centred at
x = xn, and (rˆn, θˆn, φˆn) are the corresponding unit vectors. The linear superposition of the
(spherically symmetric) magnetic fields of the monopoles is distorted by the magnetic fields
from the potential a representing the ‘spin wave’ degrees of freedom. We will refer to a as the
photon. We consider the linear combinationW = (a1+ia2)/
√
2 (andW⋆ = (a1−ia2)/√2),
and refer to it as the charged vector boson . The action S =
∫
d3xB2/2 then becomes
S =
∫
d3x
(
1
2
(
∑
qn
x− xn
|x− xn|3 +∇× a+ iW
⋆
×W)2 + |D[A+ a]×W|2
)
(2.12)
where we have ignored the Dirac string contribution as was shown before. Here
D[A] =∇− iA (2.13)
is the Abelian covariant derivative.
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Note that the non-Abelian interaction term from iW⋆ ×W has the physical meaning
of an anomalous magnetic moment g = 2 for the charged vector boson. This interaction
turns out to provide remarkable simplification in the scattering of the charged vector boson
off the magnetic monopole, as will be discussed in Sec. 3. Also the J = 0 mode of this
interaction provides the core to regulate the energy of the Dirac monopole in the ultraviolet.
The action is finite only when the singular energy of the point Dirac monopole is can-
celled by the cloud of charged vector bosons around it: iW⋆×W should behave like
− qn x− xn|x− xn|3 + finite terms for x→ xn. (2.14)
This can be obtained by
W(x)→ (φˆn − iθˆn)
eiφn√
2|x− xn|
+O(|x− xn|). (2.15)
Note that this is in accord with the behaviour of the potential given in Eq. (2.10) near the
origin. As will be seen in Sec. 5, the J = 0 mode of the W boson also has precisely this
behaviour.
We have therefore arrived at the picture of a cloud of massless charged vector bosons
regularizing the energy of Dirac monopoles, and photons distorting the (spherically symmet-
ric) magnetic fields of the monopoles. Even though we do not have the stable finite-energy
classical solutions, we can handle this action systematically by renormalized perturbation
theory. In this way we can include the topological degrees in the usual perturbation theory.
In Eq. (2.12), it might appear that we have expanded the action about a background
(i.e. Dirac monopole) which is not a solution of the classical equations of motion. If such
were the case, an integration over the quantum fluctuations would wash out the effects of
the background, as will be discussed now. Consider for illustration a (Euclidean) scalar
field theory
Z =
∫
Dφ e−S[φ] (2.16)
where the action is expanded about a background φ0. If φ0 is not a solution of the classical
equation of motion, terms linear in the fluctuation χ = φ − φ0 will be present: S[φ] =
S[φ0] + s[χ, φ0] where S[φ0] is the “classical action” and
s[χ, φ0] = χ · δS[φ0]
δφ0
+
1
2
χ · δ
2S[φ0]
δφ0δφ0
· χ+ (higher orders in field χ) . (2.17)
In a free theory the higher order terms are absent. In this case integration over the fluc-
tuations “cancels” the “classical ” contribution S[φ0]. In an interacting theory, we have to
first remove the linear term in s[χ, φ0] by a shift of the field χ. This shift again cancels the
“classical ” term.
We now argue that the situation is different in our case. Consider the theory [7]
Z =
∫
DHµνDAµ exp
(
−1
4
(∂µAν − ∂νAµ +Hµν)2 − s[Hµν ]
)
. (2.18)
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Hµν describes (a part of) the field carrying magnetic charge. We first integrate over Aµ
(say choosing the Landau gauge):
Z =
∫
DHµν exp(−1
4
H2µν +
1
2
∂νHµν · ∂−2 · ∂ρHµρ − s[Hµν ]) . (2.19)
Now Hµν terms are not cancelled out completely:
− 1
4
Hµρ(δρσ − 2∂ρ∂σ/∂2)Hµσ . (2.20)
The reason is clear: the part of Hµν which is of the form ∂µaν − ∂νaµ is removed by the
shift Aµ → Aµ + aµ. The degrees of freedom in Hµν that are not represented by aµ give a
non-zero contribution.
This analysis is directly relevant to us. In Eq. (2.12), the magnetic field of a Dirac
monopole is a pure gradient, while that of a ‘photon’ is a pure curl. Therefore the con-
tribution of the monopole survives the integration over the gauge potential a. Indeed, the
cross term of the monopole field and a is a total derivative and drops out of the action,
as in the case of an expansion about an extrema of the action. Therefore the topological
degrees survive integration over the spin wave fluctuations.
3 A massless charged vector boson scattering off a
Dirac monopole
In this section we obtain the eigenfunctions for a charged vector boson in the background
of a Dirac monopole. The results will be used in Sec. 5 to express the functional integral
in the new modes. The interaction of a spin-one particle with a magnetic monopole has
been analyzed before in Ref. [8]. We consider here a massless vector boson in contrast
to the massive case which they have addressed. Our analysis and results turn out to be
considerably different. We find that for precisely the anomalous magnetic moment g = 2
as required by the Yang-Mills interaction Eq.(2.12) there is a dramatic simplification of the
radial equations. Also, only in this case, one of the three polarization states of the charged
vector boson decouples in correspondence with the free theory.
The eigenvalue equation we consider is HW = k2W, where
H = (D×D− iq rˆ
r2
)× (3.1)
where k2 is the energy eigenvalue. Now D stands for the covariant derivative with the Dirac
potential of a monopole at the origin. We may expand W as follows:
W(r, θ, φ) =
∑
J,M,λ
fλqJM(r)C
λ
qJM(θ, φ) (3.2)
where fλqJM(r) is a function of r only, and the dependence on θ and φ is contained in C
λ
qJM ,
which are the monopole vector spherical harmonics for the monopole of strength q. It may
be noted that CλqJM is defined with a factor of 1/r: see Eq. (5.3). Here J(J + 1) and
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M refer to the eigenvalues of J2 and Jz where J is the total angular momentum L + S.
The orbital angular momentum L of a charged particle in the magnetic field of a Dirac
monopole is given by L = −ir×D − qrˆ. The extra term −qrˆ is the well known angular
momentum carried by the crossed electric and magnetic fields, and plays a significant role
in the interaction of the charged particle with the monopole. S is the spin operator for
the vector boson: (Sk)ij = −iǫijk, (i, j, k = 1, 2, 3), acting on the three components of the
vector W. We will adopt the approach of E. J. Weinberg [9], where the multiplets for given
J and M are labelled by λ = 0,± according as the eigenvalues of rˆ · S are 0,±1. We have
D×CλqJM =
i
r
∑
µ
bλµC
µ
qJM (3.3)
where the only non-vanishing bλµ are
b0,± = −b±,0 = ±a± (3.4)
where a± =
√
(J 2 ± q)/2 and J =
√
J(J + 1)− q2.
Note that bλµ is antisymmetric in its indices. This corrects an error in Ref. [9]. (In Eq.
(3.10) of this reference, r
∫
dΩ C0⋆
qJ ′M ′
· D˜×C±qJM is equal to r
∫
dΩ (D˜×C0
qJ ′M ′
)⋆ ·C±qJM ,
and not its negative. The reason is that not only the integration by parts gives a negative
sign, but also the interchange of C0⋆qJM and D˜ in the cross-product.)
The following discussion will make it clear that the action of H does not change the J
and M values for the terms in Eq. (3.2). Therefore, henceforth in this section, we take W
to be an eigenstate of J2 and Jz, i.e., we consider W =
∑
λ f
λ
qJMC
λ
qJM .
Using
rˆ×CλqJM = −iλCλqJM , (3.5)
we then get
D×W =
∑
λ
(
−iλdf
λ
qJM
dr
+
i
r
∑
µ
fµqJMbµλ
)
CλqJM (3.6)
and
D× (D×W) =
∑
λ
(
− λ2d
2fλqJM
dr2
+
∑
µ
(λ+ µ)
r
dfµqJM
dr
bµλ − λ
r2
∑
µ
fµqJMbµλ
− 1
r2
∑
µ,ν
f νqJMbνµbµλ
)
CλqJM (3.7)
We put this expression in the eigenvalue equation, and also make use of Eq. (3.5). This
leads to, for λ = 0,+,− respectively:
− d
dr
(a+f
+
qJM + a−f
−
qJM) + J 2
f 0qJM
r
= k2rf 0qJM (3.8)
− d
2
dr2
f+qJM + a+
d
dr
f 0qJM
r
+
a+
r2
(a+f
+
qJM − a−f−qJM) + [−q
f+qJM
r2
] = k2f+qJM (3.9)
− d
2
dr2
f−qJM + a−
d
dr
f 0qJM
r
− a−
r2
(a+f
+
qJM − a−f−qJM)− [−q
f−qJM
r2
] = k2f−qJM (3.10)
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We have bracketted the contribution from the anomalous magnetic moment to highlight an
important cancellation. Using the combinations
g±qJM = a+f
+
qJM ± a−f−qJM (3.11)
we get
− d
dr
g+qJM + J 2
f 0qJM
r
= k2rf 0qJM (3.12)
− d
2
dr2
g+qJM + J 2
d
dr
f 0qJM
r
+ q
g−qJM
r2
+ [−q g
−
qJM
r2
] = k2g+qJM (3.13)
− d
2
dr2
g−qJM + q
d
dr
f 0qJM
r
+ J 2g
−
qJM
r2
− [q g
+
qJM
r2
] = k2g−qJM (3.14)
Precisely due to the anomalous magnetic moment term, g−qJM drops out in Eq. (3.13). This
simplifies the equations dramatically, as shown below. Comparing the derivative (with
respect to r) of Eq. (3.12) with Eq. (3.13), we obtain
g+qJM =
d
dr
(rf 0qJM) (3.15)
Plugging this back into Eq. (3.12), we get a simple second-order equation for f 0qJM :
d2
dr2
(rf 0qJM)− J 2
f 0qJM
r
+ k2rf 0qJM = 0 (3.16)
Thus f 0qJM satisfies precisely the radial equation for a free particle with the eigenvalue
l(l + 1) of L2 replaced by J 2. If the anomalous magnetic moment term were not included
(or if it had any value other than g = 2), the equation satisfied by f 0qJM would be of third
order and contrived.
We may write the equation satisfied by g−qJM as
d2
dr2
g−qJM − J 2
g−qJM
r2
+ k2g−qJM = −2q
f 0qJM
r2
(3.17)
Let us now discuss the relevant solutions to these equations.
1. Choose f 0qJM = 0; therefore from Eq. (3.15), g
+
qJM = 0. We also see from Eq. (3.17)
that g−qJM/r then satisfies the equation for the radial part of the free particle wave-
function (with l(l + 1)→ J 2). The acceptable solution is
g−qJM
r
=
√
π
2kr
J√ 1
4
+J 2(kr) (3.18)
(where J denotes the Bessel function) with the behaviour g−qJM ∼ r
1
2
+
√
1
4
+J 2 near the
origin. Note that the order of the Bessel function is not half-integral, in contrast to
the case of the usual free-particle radial equation.
In this case, we considered the general solution of the homogeneous equation for g−qJM .
Next we consider the particular solution for the inhomogeneous equation.
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2. The acceptable solution for rf 0qJM is the same as for g
−
qJM in Eq. (3.18). The cor-
responding g±qJM are obtained by solving the inhomogeneous equations (3.15) and
(3.17).
We notice that there are only two linearly independent set of solutions, although there
are three ‘polarization states’ λ = 0,± for the vector boson. The reason is analogous to
the case of free massless vector bosons. This will be demonstrated in Sec. 4.
In solving the eigenvalue equation, we treated all values of J and M on equal footing.
However, the following cases are special.
1. J = q − 1: There is only one multiplet λ = +. The mixing matrix is now formally
zero. So putting a± = 0 in Eq. (3.9), we get the equation
d2
dr2
f+qJM + q
f+qJM
r2
+ k2f+qJM = 0 (3.19)
for the only non-vanishing radial wavefunction f+qJM . As q > 0 (the equations of Ref.
[9] are valid for q ≥ 0 only), this effectively has a centrifugal attraction in the place
of centrifugal repulsion. In Sec. 5, we use a different basis for this mode.
2. J = q: There are only two multiplets, corresponding to λ = 0,+. In this case a+ =
√
q
and a− = 0. We can recover the relevant equation for this case by simply putting
these values in the equations (3.8) and (3.9):
d
dr
f+qJM −
√
q
f 0qJM
r
+
k2r√
q
f 0qJM = 0
d2
dr2
f+qJM −
√
q
d
dr
f 0qJM
r
+ k2f+qJM = 0 (3.20)
We have only one acceptable solution for f 0qJM and f
+
qJM .
4 Kernel of the Hamiltonian
We now obtain the modes of the Hamiltonian with zero eigenvalue. These are relevant for
the gauge-fixing condition [1] as will be considered later.
We first show that W = DΛ for any complex function Λ(x) is a zero mode . We have
(
D×D− iq rˆ
r2
)
×DΛ = D×
(
−iq rˆ
r2
Λ
)
− iq rˆ
r2
×DΛ
= ∇×
(
−iq rˆ
r2
)
Λ+ iq
rˆ
r2
×DΛ− iq rˆ
r2
×DΛ (4.1)
which is zero because the magnetic field of a monopole is the gradient of a scalar potential.
It is easy to check that this exhausts all modes of zero energy by using an expansion
in the monopole vector spherical harmonics as in Sec. 3. We just need to consider Eqs.
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(3.12)-(3.14) with k = 0. The equations may be written as
dg+qJM
dr
−J 2 f
0
qJM
r
= 0 (4.2)
d2
dr2
(
q
J 2g
+
qJM − g−qJM)−
J 2
r2
(
q
J 2g
+
qJM − g−qJM) = 0 (4.3)
The non-zero solutions of Eq. (4.3) are rα± (for all r) with α± = 12 ±
√
1
4
+ J 2. They do
not give normalizable solution. Therefore we need to consider only the trivial solution of
Eq. (4.3), namely, g−qJM = (q/J 2)g+qJM . In this case, substituting f 0 and g−qJM as given by
these equations in favour of g+qJM into Eq. (3.2), we get
W =
∑
J,M,λ
(
f 0qJMC
0
qJM +
1
2a+
(g+qJM + g
−
qJM)C
+
qJM +
1
2a−
(g+qJM − g−qJM)C−qJM
)
=
1
J 2
∑
J,M,λ
[
dg+qJM
dr
rˆYqJM + g
+
qJM
(J 2 + q
2a+
C+qJM +
J 2 − q
2a−
C−qJM
)]
=
1
J 2
∑
J,M,λ
(
rˆ
dg+qJM
dr
+ g+qJMD
)
YqJM = DΛ (4.4)
where Λ =
∑
J,M,λ g
+
qJMYqJM/J 2. Here we used the expressions for CλqJM given in Eqs. (3.6)
of Ref. [9]. This confirms that the only zero-energy solutions are of the form DΛ.
Now the eigenfunctions for k 6= 0 are orthogonal to the eigenfunctions for k = 0.
Therefore
∫
d3x (DΛ)⋆ ·W = 0 for arbitrary Λ(x), so that (on integration by parts)
D ·W = 0. (4.5)
It is this constraint which leaves only two independent polarization states for the eigen-
functions.
It is interesting that only by including the anomalous magnetic moment interaction (as
required by the Yang-Mills interaction) we get these zero modes. We now show that there
are no zero modes without this term. In this case the zero modes are the solutions of
D× (D×W) = 0 (4.6)
We may first solve D×V = 0 (where V = D×W). Expanding V in vector harmonics,
as in Eq. (3.2), we get the following equation for the radial part:
− λdf
λ
qJM
dr
+
∑
µ
fµqJM
r
bµλ = 0. (4.7)
This gives
g−qJM = 0
dg+qJM
dr
= J 2f
0
qJM
r
dg−qJM
dr
= q
f 0qJM
r
(4.8)
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Therefore g−qJM = f
0
qJM = 0 and g
+
qJM(r) can at best be a constant. Thus the most general
solution is f±qJM(r) = c/a±, where c is arbitrary. Thus for the zero modes, V is 1/r times
a function of θ and φ. This is not normalizable, and hence there are no acceptable zero
modes.
It has been noted many times in literature [10] that the natural value for the gyro-
magnetic ratio of an elementary charged particle coupling to the electromagnetic field is
g = 2. Many reasons suggest this. It has been observed in [11] that for the charged vec-
tor boson interacting with the photon, only for g = 2 there is a local gauge invariance
W→W +DΛ. This is a generalization of the invariance in the free theory which implies
that one polarization state is unphysical. (This is part of the non- Abelian gauge invariance
for us.)
5 Functional integral in terms of the new modes
In this section we express the functional integral given by Eqs. (1.4) and (2.12) in terms
of the new modes. Henceforth q = 1 only. We will separate the J = 0 mode as it plays a
special role: W =W0 +W1, where,
W0(r, θ, φ) = w(r)C
+
100(θ, φ) (5.1)
is the J = 0 mode and
W1(r, θ, φ) =
∑
J,M,λ,α
∫ ∞
−∞
dk φαqJM(k)f
λα
qJM(kr)C
λ
qJM(θ, φ) (5.2)
involves all higher J modes. Here φαqJM(k), α = 1, 2 represents the amplitudes for the two
linearly independent solutions fλαqJM(kr), α = 1, 2 of the radial equations when J > 1. For
J = 1 there is only one solution, and α = 1 only in this case. The orthonormality conditions
are ∫
dΩ Cλ⋆qJM(θ, φ) ·CµqJ ′M ′ (θ, φ) =
1
r2
δJJ ′δMM ′δλµ (5.3)
and ∑
λ
∫ ∞
0
drfλα⋆qJM(kr)f
λβ
qJM(k
′
r) = δ(k − k′)δαβ. (5.4)
Note that the vector monopole harmonics CλqJM are defined with a r
−1 factor [9]. As a
result, the measure in Eq. (5.4) is dr and not r2dr.
The vector harmonic for J = 0 is special. It is both (covariant) divergence and curl free.
The expression for this harmonic is
C+100(θ, φ) =
φˆ− iθˆ√
8πr
eiφ (5.5)
[This can be explicitly checked. In terms of the components of a transverse vector W =
Wθθˆ +Wφφˆ, the equation D ·W = 0 reads
∂
∂θ
(sin θWθ) +
∂
∂φ
Wφ − i(1− cos θ)Wφ = 0, (5.6)
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while D×W = 0 reads
∂
∂θ
(sin θWφ)− ∂
∂φ
Wθ + i(1− cos θ)Wθ = 0,
∂
∂r
(rWφ) = 0,
∂
∂r
(rWθ) = 0. (5.7)
Note that our definition of the components Wθ and Wφ differ from those of Ref. [9].] There-
fore iW⋆0×W0 = −rˆ|w(r)|2/4πr2. This is precisely of the type to give a form factor to the
point Dirac monopole. We get
rˆ
r2
+ iW⋆×W =
rˆ
r2
(
1− |w(r)|
2
4π
)
+ i(W⋆0 ×W1 +W
⋆
1 ×W0 +W
⋆
1 ×W1) (5.8)
If in addition w(r) satisfies the boundary condition
|w(r)|2
4π
= 1 +O(r2), r → 0, (5.9)
the action is finite. Thus the J = 0 mode of the W boson can regularize the energy of
the Dirac monopole as a consequence of its anomalous magnetic moment. The boundary
condition |w(r)| = √4π is necessary to relate (through a singular gauge transformation)
our singular fields to non-singular Yang-Mills potentials as in the t’Hooft -Polyakov ansatz
Eq. (1.1), as noted in Sec. 2.
For J = 0, the (allowed) eigenfunctions of the radial equation (3.19) has the behaviour
f+qJM ∼ r(1±i
√
3)/2 near the origin for any k. As we want the boundary condition |w(r)| =√
4π, we will not use this complete set of radial functions for the J = 0 mode. Instead, we
consider the eigenfunctions of the Hamiltonian D×D× without the anomalous magnetic
moment term. For the ansatz (5.1), the eigenvalue equation is now simply
− d
2w
dr2
= k2w (5.10)
since D×C+100 is zero. Now the radial wave function w(r) is a linear combination of the
Fourier modes exp(ikr) and hence not required to vanish at r = 0.
Using the orthonormality of CλqJM , we have∫
dΩ W⋆0 · rˆ×W1 = 0 (5.11)
because rˆ× does not change the J,M values when acting on CλqJM . Therefore Eq. (5.8)
gives
1
2
∫
d3x(
rˆ
r2
+ iW⋆×W)2 =
∫
dr
2π
r2
(
1− |w(r)|
2
4π
)2
−i
∫
d3x
(
1− |w(r)|
2
4π
)
W⋆1 ·
rˆ
r2
×W1
−1
2
∫
d3x(W⋆0 ×W1 +W
⋆
1 ×W0 +W
⋆
1 ×W1)
2
(5.12)
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Also ∫
d3x |D×W|2 =
∫
d3x W⋆ ·D× (D×W)
=
∫
d3x (W⋆0 ·D× (D×W0) +W⋆1 ·D× (D×W1)) (5.13)
This is because the D× operation does not change the J,M values when acting on CλqJM
and therefore there are no terms mixing W0 and W1. We have,
∫
d3x W⋆0 ·D× (D×W0) = −
∫
drw∗(r)
d2
dr2
w(r) (5.14)
We will include the anomalous magnetic moment term −iW⋆1 · (rˆ/r2)×W1 from Eq. (5.12)
along with the W1 terms in Eq. (5.13). Using the eigenfunctions of the Hamiltonian H
given in Eq. (3.1) ∫
d3x W⋆1 ·HW1 =
∑
J,M,α
∫ ∞
−∞
dkk2|φαqJM(k)|2 (5.15)
Thus finally,
S =
∫
dr

2π
r2
(
1− |w(r)|
2
4π
)2
− w∗(r) d
2
dr2
w(r)

+ ∑
J,M,α
∫ ∞
−∞
dk k2|φαqJM(k)|2
+
1
2
∫
d3x(∇× a)2 +
∫
dr
|w(r)|2
4πr2
∑
J,M
(|F+qJM(r)|2 − |F−qJM(r)|2)
−1
2
∫
d3x(W⋆0 ×W1 +W
⋆
1 ×W0 +W
⋆
1 ×W1)
2
+i
∫
d3x(∇× a) · (W⋆0 ×W1 +W⋆1 ×W0 +W⋆1 ×W1)
+i
∫
d3x a · (W⋆× (D×W)−W× (D×W)⋆)
+
∫
d3x |a×W|2 . (5.16)
Here F±qJM(r) =
∑
α
∫
dk φαqJM(k)f
±α
qJM(kr), with F
−
qJM(r) = 0 for J = 1.
In Sec. 4 we showed that the eigenfunctions with non-zero energy satisfy the constraint
D ·W = 0. Even though we are not using the eigenfunctions of H for the J = 0 mode, this
condition is valid for this case too:
D ·W0 = dw(r)
dr
rˆ ·C+100 + w(r)D ·C+100 = 0 . (5.17)
Therefore the “natural gauge condition” [1] for W is D ·W = 0. For the ‘photon’ a, we
may simply choose the gauge condition ∇ · a = 0.
The functional measure DW∗DWis also simply transformed. Because of the orthonor-
mality of the basis in Eqs. (5.1) and (5.2),∫
DW⋆ DW =
∏
J,M,α
∫
dφαqJM(k)
∫
Dw(r) . (5.18)
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This completes the expression of the functional integral (for the case of one monopole)
using the new variables. It is in the form where perturbative calculations including the
topological degree can be carried out. The free energy of one monopole in the leading order
will be presented elsewhere.
6 Conclusion
In this paper, we have initiated a method for systematically including topological degrees
of freedom within the ambit of renormalized perturbation theory. We have argued that
conventional semi-classical techniques are inapplicable for the case of pure gauge theories.
Given the advantages and successes of renormalized perturbation theory, it is obviously
better to adapt it to include the topological degrees systematically. We have addressed
the Yang-Mills theory in three Euclidean dimensions in this paper. We have obtained a
well-defined separation of the topological and “spin wave” degrees of freedom motivated by
a singular gauge. The picture is simple enough: stray magnetic fields distorting the spher-
ically symmetric magnetic fields of Dirac monopoles, and massless charged vector bosons
scattering off the latter. We have explicitly shown that the Dirac string does not contribute.
We have considered the case of one monopole in detail. The J = 0 mode of the vector boson
interactions gives precisely the core to make the energy of the monopole (ultraviolet) finite.
The radial equations are dramatically simplified exactly with the anomalous magnetic mo-
ment g = 2 as required by the Yang-Mills symmetry. Also one polarization state of the
vector boson decouples. We can evaluate the free energy of one monopole in the functional
integral by formally setting the gauge coupling constant e to zero, and evaluate corrections
to it in perturbation theory. It is to be noted that due to the Dirac quantization condition
on the monopole charge, the effects of the monopole does not disappear even when e = 0.
This calculation and the effects of a gas of (anti-)monopoles will be presented elsewhere.
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