We define a free product of connected simple graphs that is equivalent to several existing definitions when the graphs are vertex-transitive but differs otherwise. The new definition is designed for the automorphism group of the free product to be as large as possible, and we give sufficient criteria for it to be non-discrete. Finally, we transfer Tits' classification of automorphisms of trees and simplicity criterion to free products of graphs.
Introduction
Every locally compact (l.c.) group G is an extension of its connected component, G 0 , by the totally disconnected (t.d.) quotient G/G 0 :
As connected l.c. groups have been seen to be inverse limits of Lie groups in fundamental work by Gleason [Gle52] , Montgomery-Zippin [MZ52] and Yamabe [Yam53] , totally disconnected ones are now the focus in the structure theory of l.c. groups. Every t.d.l.c. group can be viewed as a directed union of compactly generated (c.g.) open subgroups. Among c.g.t.d.l.c. groups, those acting on (regular) graphs stand out due to the Cayley-Abels graph construction [KM08] : Every c.g.t.d.l.c. group G acts vertex-transitively on a connected regular graph Γ of finite degree with compact open vertex-stabilisers. Conversely, the automorphism group of every connected locally finite graph is t.d.l.c. and has compact open vertex-stabilisers, see Section 1.
Groups acting on graphs are studied extensively [BM00] [BEW15] [Tor19] and play a significant role when studying the scale of a t.d.l.c. group [Wil94] , see e.g. [BW04] , [Möl02] and [BT19] . It remains a frequently appearing and difficult question to determine when the automorphism group of a given (infinite) graph is nondiscrete.
In this article, we define a free product Γ = * n i=1 Γ i of connected simple graphs Γ 1 , . . . , Γ n (n ∈ N). This product is associative and commutative with unit a single vertex. It realises the Cayley graph of a free product of finitely generated groups as the free product of the Cayley graphs of the factors. We compare our definition with several existing ones and see that all are equivalent when Γ 1 , . . . , Γ n are vertextransitive. The vertices and edges of Γ are defined directly, rather than by gluing copies of Γ 1 , . . . , Γ n as done in the other definitions, which facilitates computation in the graphs and also, when the graphs are not vertex-transitive, yields a free product with a larger automorphism group. We give sufficient criteria for Aut(Γ) to be non-discrete: Corollary 5.7 states that Aut(Γ) is non-discrete as soon as one of Γ 1 , . . . , Γ n (n ≥ 2) has some non-trivial vertex-stabiliser, and Proposition 5.8 states that Aut(Γ) is non-discrete whenever two of the factors Γ 1 , . . . , Γ n (n ≥ 3) are isomorphic.
Finally, we consider the subgroup Aut S (Γ) of Aut(Γ) which preserves the sheet structure of Γ induced by its factors. It acts on a structure tree, akin to a block-cut tree, and thus lends itself for the transfer of Tits' classification of automorphisms of trees and simplicity theorem [Tit70] , see Theorem 6.6 and Proposition 6.8.
Preliminaries
A graph Γ is a tuple (V, E) consisting of a vertex set V and an edge set E ⊆ V |2| , where V |2| := {{x, y} | x, y ∈ V, x = y}. The order of Γ is |V |. For x ∈ V , we let N Γ (x) denote the set {y ∈ V | {x, y} ∈ E} of neighbours of x ∈ V and E Γ (x) the set {e ∈ E | x ∈ e} of edges incident with x ∈ V . The valency, or degree, of x ∈ V is |N Γ (x)|. The graph Γ is locally finite if |N Γ (x)| is finite for every x ∈ V . It is regular of degree d if |N Γ (x)| = d for every x ∈ V .
A path of length k ∈ N in Γ is a sequence (e 1 , . . . , e k ) of edges with e i ∩e i+1 = {x i } a singleton for each i ∈ {1, . . . , k − 1}. The path may thus also be described by the sequence (x 0 , . . . , x k ) of vertices, where e i = {x i−1 , x i } for i ∈ {1, . . . , k}, and x i = x i+2 for all i ∈ {0, . . . , k − 2}. The graph Γ is connected if for all x, y ∈ V there is a path (x = x 0 , x 1 , . . . , x k = y) from x to y. It is a forest if it does not contain paths from a vertex to itself. A tree is a connected forest. We denote the regular tree of degree d ∈ N by T d . Note that T 1 consists of a single edge. Given a subset S ⊆ V , the span of S in Γ is the graph span Γ (S) := (S, E ∩ S |2| ).
Let Γ = (V, E) be a connected graph. A vertex x ∈ V is a cut vertex if the graph (V \{x}, E\E Γ (x)), which arises from Γ by removing x ∈ V and all edges incident with v, is not connected. A graph without cut-vertices is 2-connected.
Existing definitions of free products involve joining together copies of the graphs at specified, or root, vertices. Rooted graphs Γ 1 = (V 1 , E 1 , v 1 ) and Γ 2 = (V 2 , E 2 , v 2 ) are joined at v 1 and v 2 to obtain the connected sum (Γ 1 , v 1 )#(Γ 2 , v 2 ), which is the graph obtained from Γ 1 ⊔ Γ 2 = (V 1 ⊔ V 2 , E 1 ⊔ E 2 ) by identifying v 1 and v 2 .
Let Γ 1 = (V 1 , E 1 ) and Γ 2 = (V 2 , E 2 ) be graphs. A morphism ϕ : Γ 1 → Γ 2 is a map ϕ : V 1 → V 2 such that ϕ({x, y}) ∈ E 2 for every edge {x, y} ∈ E 1 . Lemma 1.1. Let Γ = (V, E) and Γ ′ = (V ′ , E ′ ) be graphs and ϕ : Γ → Γ ′ a morphism. If Γ ′ is connected and ϕ(N Γ (x)) = N Γ ′ (ϕ(x)) for every x ∈ V then ϕ is surjective.
Let Γ = (V, E) be a connected graph. We equip the set Aut(Γ) of automorphisms of Γ with the permutation topology for its action on V , see [Möl02, Section 1.2]. This turns Aut(Γ) into a Hausdorff totally disconnected group that is locally compact when Γ is locally finite. Given a subgroup H ≤ Aut(Γ) and a subgraph Γ ′ ⊆ Γ, the pointwise stabiliser of Γ ′ in H is denoted by H Γ ′ . Similarly, the setwise stabiliser of
Definition
In Sections 2.2, 2.3 and 2.4 below we recall several existing definitions of free products of graphs found in the literature. The new definition given in Section 2.1 has the advantage that it lends itself to computations and the analysis of the free product's automorphism group. A comparison between these four definitions made in Section 4 illuminates all of them and shows that they are equivalent in the case of vertex-transitive graphs.
The free product of Γ 1 , . . . , Γ n , denoted * n i=1 Γ i , is the following graph Γ = (V, E). Its vertex set consists of admissible words in the alphabet V 1 ⊔ · · · ⊔ V n and its edge set is defined in terms of the last vertices in such admissible words.
Vertices. The set of admissible words of length l is denoted by V (l) and defined by induction on l. Its definition involves an update function u :
The update function is defined on V (l+1) by
Edges. The edge set E consists of pairs of admissible words {ṽ,ṽv l+1 } as follows. The edges incident on the empty word are
The edges incident on the non-empty wordṽ = v 1 . .
Remark 2.1. While the definition above depends on the choice of u(∅), it will be seen in Corollary 3.7 that two graphs defined using different choices are isomorphic. The following observations further illuminate the definition of Γ.
(i) By Definition 2.1 (2), we have v 1 . . . v l ∈ V if and only if v k and v k+1 are vertices in distinct graphs for each k ∈ {1, . . . , l−1}, and v k+1 = u j (v 1 . . . v k ), assuming v k+1 ∈ V (Γ j ). (ii) By Definition 2.1 (4), (5) and (6) the vertexṽ ∈ V has one neighbour for each neighbour of
(iii) Every vertex of Γ belongs to a unique Γ j -sheet for every j ∈ {1, . . . , n}.
Belonging to the same Γ j -sheet is an equivalence relation on V . (iv) Every edge of Γ belongs to a unique Γ j -sheet for a unique j ∈ {1, . . . , n}.
The associated map c : E → {1, . . . , n} defines a colouring of Γ which is constant on sheets. Part (ii) states that the number of edges adjacent tõ v ∈ V with colour i is |N Γi (ṽ)|. (v) Sheets of different graphs intersect either trivially or at a single vertex. (vi) Ifṽ,w ∈ V belong to the same Γ i -sheet, then u j (ṽ) = u j (w) for all j = i. Example 2.2. Part (ii) of this example can be seen as motivating the definition of free products of graphs.
. . , n}. Then Γ = * n i=1 Γ i is a tree with regular valency n and the map of Remark 2.1(iv) defines a legal labelling of the tree in the sense of Burger-Mozes, see [BM00, Section 3.2]. More generally, if Γ i is a regular tree of valency d i , then Γ is a regular tree of valency n i=1 d i and each vertex is adjacent to d i edges coloured i.
(ii) For finitely generated groups (G 1 , S 1 ) and (G 2 , S 2 ), the free product of the Cayley graphs of G 1 and G 2 is isomorphic to the Cayley graph of G 1 * G 2 :
Indeed, apply the definition by Pisanski-Tucker in Section 2.3 to Γ(G 1 , S 1 ) and Γ(G 2 , S 2 ), rooted at the identity elements e 1 ∈ G 1 and e 2 ∈ G 2 . In both Γ(G 1 , S 1 ) * Γ(G 2 , S 2 ) and Γ(G 1 * G 2 , S 1 ⊔ S 2 ), the vertices are alternating words w in G 1 \{e 1 } ⊔ G 2 \{e 2 }, and, considering multiplication with reduction in G 1 * G 2 , edges are precisely given by {w, ws} for s ∈ S 1 ⊔ S 2 .
Proposition 2.3. Let Γ 1 , . . . , Γ n be connected graphs. Then * n i=1 Γ i is connected.
If l = 0 thenṽ = ∅ and the statement holds. Now considerṽv l+1 ∈ V . By the induction hypothesis, there is a path from ∅ to v 1 . . . v l . Now, let j ∈ {1, . . . , n} be such that v l+1 ∈ V (Γ j ). Then bothṽ andṽv l+1 belong to the Γ j -sheet S (ṽ,j) . Since Γ j is connected there is a path fromṽ toṽv l+1 within that sheet. Concatenation yields the desired path from ∅ toṽv l+1 .
Note that the free product construction is commutative with unit a single vertex. Thus, we shall henceforth assume that no factor of a free product is a single vertex. We show in Corollary 3.8 that it is also associative. However, while the graphs
are pairwise isomorphic, the sheet structure of a free product does depend on the bracketing, or whether no bracketing is specified: The graph * 3 i=1 Γ i has sheets of types Γ 1 , Γ 2 and Γ 3 whereas Γ 1 * (Γ 2 * Γ 3 ) has sheets of type Γ 1 and Γ 2 * Γ 3 , and (Γ 1 * Γ 2 ) * Γ 3 has sheets of type Γ 1 * Γ 2 and Γ 3 . This is most relevant in Section 6.
2.2.
Möller-Seifter-Woess-Zemljič. In [MSWZ18], Möller et al. define a free product of connected, vertex-transitive graphs. Let Γ 1 = (V 1 , E 1 ) and Γ 2 = (V 2 , E 2 ) be connected, vertex-transitive graphs of order m and n respectively.
The free product is a connected sum of copies of Γ 1 and Γ 2 . The copies are indexed by the vertices of the (m, n)-biregular tree T m,n : bipartition V (T m,n ) = V m ⊔ V n into vertices of degree m and n respectively and assign a copy, Γ (v) 1 , of Γ 1 for every v ∈ V m and a copy, Γ (w) 2 , of Γ 2 for every w ∈ V n . The sum is indexed by the edges of T m,n : choosing bijections ψ v : V
The connected sum construction implies that V (Γ) is in bijection with E(T m,n ) with x ∈ V (Γ) corresponding to {v, w} ∈ E(T m,n ), which is formed by identifying
2 . There is thus a 2-1 map from the disjoint union of the graphs Γ 2 ) will hence be regarded as being subsets of V (Γ). The neighbours of x are the edges
with vertex set all finite words in the alphabet V 1 \{v 1 } ∪ V 2 \{v 2 } whose letters alternate between V 1 \{v 1 } and V 2 \{v 2 }. Two vertices w and w ′ are adjacent if either w ′ = wx for a neighbour x of the respective root, or w = ux and w ′ = uy for adjacent x, y in Γ 1 or Γ 2 .
Thus multiple copies of Γ 1 and Γ 2 are connected by identifying each vertex in a copy of Γ 1 with the root in a copy of Γ 2 , and each vertex in a copy of Γ 2 with the root in a copy of Γ 1 .
2.4. Quenell. In [Que94], Quenell defines a free product of rooted graphs. Let
When n = 2, the graph B 1 in the Quenell construction corresponds to those words in the Pisanski-Tucker construction that are empty or begin with a letter in V 1 \{v 1 }, and B 2 corresponds to those words that are empty or begin with a letter in V 2 \{v 2 }. The Quenell construction connects B 1 and B 2 at their respective vertices corresponding to the empty word.
Uniqueness and Quotients
Based on Remark 2.1 we define the following class of quotients of the free product * n i=1 Γ i . It includes the free product itself as well as the cartesian product
are either identical and i = j, have empty intersection, or intersect at a single vertex and i = j; and (d) for all i, j ∈ {1, . . . , n} with i = j, x ∈ V and y ∈ V (ϕ (x,i) (Γ i )) the maps
Remark 3.2. Retain the notation of Definition 3.1.
(1) Conditions (a) and (d) imply that every vertex of M belongs to a unique Γ i -sheet for every i ∈ {1, . . . , n}. 
) such that all coordinates u j of u except the i-th one are constant on ϕ (x,i) (Γ i ).
(4) By conditions (b),(c) and (d), every x ∈ V has |N Γi (u i (x))| neighbours in its Γ i -sheet. The valency of x in M is therefore given as in Remark2.1((ii)).
(5) Conditions (a) and (d) imply (c).
Example 3.3. Let Γ 1 , . . . , Γ n be connected graphs. Examples of mashups are:
In particular, u = id in this case. (iii) Parts (i) and (ii) can be combined via the following construction which resembles that of right-angled Artin groups, see e.g. [Cha07] . Let B be a nonempty, finite graph with vertex set V (B) = {1, . . . , n} and let Γ i = (V i , E i ) be a connected graph for every i ∈ V (B). We outline the construction of
Vertices. The set of admissible words of length l is denoted by V (l) and defined by induction on l. It involves an update function u :
Sheets. To define the edges of M B and show that it is a mash-up of the Γ i (i ∈ V (B)), we define its sheets:
. . , n}, the Γ j -sheet atṽ has the following vertex set S ⊆ V , which is naturally turned into a copy of Γ j .
If ι(v k ) = j, then k = l and we set
Otherwise, if ι(v k ) > j, then k ≤ l and we set
In each of the above cases, the set S is in natural bijection with V j . The edges of the Γ j -sheet atṽ are then defined using E j via said bijection.
For example, one can see that the Cayley graph of the right-angled Artin
Now, let M be a mashup of Γ 1 , . . . , Γ n and let γ = (e 1 , . . . , e k ) be a path in M . By Remark 3.2(2), there is a unique index c(e m ) ∈ {1, . . . , n} for every edge e m in γ such that e m belongs to a
where, it may be recalled, u i k (x k ) = v k . Moreover, we have the following.
. Then all paths of minimal length fromṽ tow have the same transition points.
Proof. If γ transitions at m thenx m is a cut vertex and deletingx m disconnects Γ so thatṽ lies in one component andw in the other. Indeed, ifw lay in the same component asṽ, then γ would return to that component throughx m and could be shortened. Every path fromṽ tow must therefore pass throughx m .
The following proposition states in particular that every mashup is a quotient of its associated free product.
Proposition 3.5. Let M be a mashup of Γ 1 , . . . , Γ n . Further, let x 0 ∈ V (M ) and
Then there is a surjective graph homomorphism ψ : Γ → M with ψ(∅) = x 0 and u(ψ(ṽ)) = u(ṽ) for allṽ ∈ V (Γ).
Proof. We give two different proofs. The first one constructs ψ by induction on the natural number l in V (Γ) = l∈N0 V (l) , whereas the second one does so by induction on d Γ (ṽ, ∅) ∈ N 0 (ṽ ∈ V (Γ)).
First proof. Define ψ(∅) = x 0 and extend ψ to V (1) by setting
by Definition 2.1 (4) of the neighbours of ∅ ∈ V (Γ), and since ϕ (x0,i) is a morphism.
By Definition 3.1(d), the map y → ϕ −1 (y,j) (y) is constant on ψ(S (∅,i) ) = ϕ (x0,i) (Γ i ) for any j ∈ {1, . . . , n}\{i}. The definition of the initial value of u implies that this constant is equal to
This holds for l = 1 by the above.
In particular, v l+1 = u j (ṽ). Set y := ψ(ṽ) and ψ(ṽv l+1 ) := ϕ (y,j) (v l+1 ).
Since (9) implies that ϕ (y,j) (u j (ṽ)) = y, it follows that ψ is a morphism from S (ṽ,j) to the Γ j -sheet of M containing y. By (6) of E(Γ), this extension of ψ is a morphism
To see that (9) extends to the case k = l + 1, observe that ϕ −1 (z,j) (z) = v l+1 for z = ψ(ṽv l+1 ) by definition and, for h = j,
where the first equality holds by Definition 3.1(d) and the second row of the second equality holds by (9) with k = l. Since u h (ṽv l+1 ) = u h (ṽ) for h = j, (9) extends. Continuing recursively produces the claimed morphism ψ, which is surjective by Lemma 1.1, the connectedness of M , and conditions (a) and (b) in Definition 3.1. 
There may be another neighbour, sayṽ ′ , ofw with d(∅,ṽ ′ ) = d, in which case it must be checked that the definition of ψ(w) is consistent. We have thatṽ = v 1 . . . v l is a neighbour ofw and that {ṽ,w} is in a Γ i -sheet. Hence, either
, t} ∈ E(Γ j ) and j = i. Type (ii) and (iii) are at a distance d + 2 from the empty word. Henceṽ ′ is of type (i), i.e.ṽ ′ =ṽ and ψ(w) is uniquely defined. Whenw = v 1 . . . v l−1 w, the neighbours ofw are (i) v 1 . . . v l−1 t for {w, t} ∈ E(Γ i ) and (ii) v 1 . . . v l−1 wt for {u j (v 1 . . . v l−1 w), t} ∈ E(Γ j ) and j = i. In fact, if v 1 . . . v l−1 was a neighbour ofw then we would have d(∅,w) ≤ d. Since vertices of type (ii) are at distance d + 2 from the empty word,ṽ ′ must be of the form v 1 . . . v l−1 t. Theñ v andṽ ′ are in the same Γ i -sheet of Γ, whence ψ(ṽ) and ψ(ṽ ′ ) are in the same Γ i -sheet of M and ϕ (ψ(ṽ),i) (u i (w)) = ϕ (ψ(ṽ ′ ),i) (u i (w)) is well-defined.
Using Example 3.3(ii), the following is a consequence of Proposition 3.5.
Corollary 3.6. Let Γ 1 , . . . , Γ n be connected graphs. Then u : * n i=1 Γ i → Γ 1 × · · · × Γ n is a graph homomorphism.
We now show that the isomorphism class of a free product is independent of the initialisation of its update function.
Corollary 3.7. Let Γ 1 , . . . , Γ n be connected graphs and let Γ and Γ ′ be the free products of Γ 1 , . . . , Γ n with respect to (u 1 , . . . , u n ) and (u ′ 1 , . . . , u ′ n ) in n i=1 V (Γ i ). Then Γ and Γ ′ are isomorphic.
Proof. Let u and u ′ denote the update functions on Γ and Γ ′ respectively. Choosẽ v 0 ∈ V (Γ ′ ) such that u ′ (ṽ 0 ) = (u 1 , . . . , u n ). Since Γ ′ is a mashup of Γ 1 , . . . , Γ n , there is, by Proposition 3.5, a surjective homomorphism ψ : Γ → Γ ′ with ψ(∅) =ṽ 0 .
To see that ψ is injective, we construct a left inverse: Interchanging the roles of Γ and Γ ′ , Proposition 3.5 also yields a surjective homomorphism ψ ′ :
. . , u n ). Henceṽ 0 from the previous paragraph may be chosen to beṽ ′ 0 . Then the composition ψ ′ •ψ : Γ → Γ is surjective and satisfies ψ ′ • ψ(∅) = ∅ as well as u(ψ ′ • ψ(ṽ)) = u(ṽ) for everyṽ ∈ V (Γ).
It remains to show that ψ ′ • ψ is the identity homomorphism. We argue by induction on the distance of a vertex from the empty word, given that
Then there is a neighbour,ṽ ofw with d(∅,ṽ) = d and a unique i ∈ {1, . . . , n} such that {ṽ,w} belongs to S (ṽ,i) . Since ψ ′ • ψ(ṽ) =ṽ and u i (ψ ′ • ψ(w)) = u i (w), it follows that ψ ′ • ψ(w) equalsw.
The proof of Corollary 3.7 entails that ifṽ
then there is an automorphism α ∈ Aut( * n i=1 Γ i ) such that α(∅) =ṽ and (10)
Corollary 3.8. Let Γ 1 , Γ 2 , Γ 3 be connected graphs and Γ :
Proof. The graph Γ ′ := (Γ 1 * Γ 2 ) * Γ 3 is naturally a mashup of the graphs Γ 1 , Γ 2 , Γ 3 , where the embeddings ϕ (x,i) : Γ i → Γ ′ (x ∈ V (Γ ′ ), i ∈ {1, 2, 3}) come from the structure of Γ ′ as a free product of Γ 1 * Γ 2 and Γ 3 , and the structure of Γ 1 * Γ 2 as a free product of Γ 1 and Γ 2 . Hence, by Proposition 3.5, there is a surjective graph homomorphism ψ : Γ → Γ ′ intertwining the update functions. As a consequence, ψ is completely determined, and in particular injective, on balls of arbitrary radius around ∅ ∈ V (Γ) by induction. Hence it is injective overall. Proceed analogously in the case of Γ 1 * (Γ 2 * Γ 3 ).
Comparison of definitions of the free product
Here, we show that the definitions presented in Sections 2.1 to 2.4, which we will denote by * 1 up to * 4 in this section, are equivalent when the graphs are vertextransitive. First, we highlight the obvious differences, namely: * 2 is defined only for pairs of graphs that are vertex-transitive; and * 3 and * 4 are defined only for rooted graphs and produce rooted graphs. The equivalence of * 3 and * 4 with * 1 arises because all choices of root vertex are equivalent when a graph is vertex-transitive.
We now turn to the various constructions. In all cases, vertex-transitivity of the factors is required to account for the fact that in the genesis of all graphs, new sheets are attached to the existing part at different vertices.
Proposition 4.1. Let Γ 1 and Γ 2 be connected, vertex-transitive graphs. Then the graphs Γ 1 * 1 Γ 2 and Γ 1 * 2 Γ 2 are isomorphic.
. Recall that V (l) denotes the set of admissible words of length l in V (Γ) and define ϕ : Γ → Γ ′ inductively on l as follows. Set ϕ(∅) = x 0 . Next, p ∈ V (1) lies on either the Γ 1 -sheet or the Γ 2 -sheet at ∅, that is, either p
Now suppose that ϕ has been defined on words up to length l ∈ N ≥1 and consider p = p 1 . . . p l ∈ V (l) . Without loss of generality, assume that p l ∈ V (Γ 1 ). Then w}) . Choose such αp for eachp ∈ V (l) and extend the definition of ϕ topp l+1 ∈ V (l+1) by
Since αp is an automorphism for eachp ∈ V (l) , it follows that ϕ is a graph isomorphism.
As an immediate consequence of Corollary 3.7 and Proposition 4.1, and bearing out that * 1 is suited to computation, we see that the definition of * 2 of Section 2.2 does not depend on the choice of the bijections involved.
Corollary 4.2. Let Γ 1 and Γ 2 be connected, vertex-transitive graphs. Then the isomorphism type of Γ 1 * 2 Γ 2 is well-defined.
As to the definition of Pisanski-Tucker in Section 2.3, we have the following.
Proposition 4.3. Let (Γ 1 , r 1 ) and (Γ 2 , r 2 ) be connected, vertex-transitive, rooted graphs. Then the graphs Γ 1 * 1 Γ 2 and Γ 1 * 3 Γ 2 are isomorphic.
is the empty string, and assume that ϕ has been defined on words up to length l ∈ N 0
Since all the maps α are automorphisms, it follows that ϕ is a graph isomorphism.
A similar argument applies in the case of Quenell's definition from Section 2.4.
Proposition 4.4. Let (Γ 1 , r 1 ) and (Γ 2 , r 2 ) be connected, vertex-transitive, rooted graphs. Then the graphs Γ 1 * 1 Γ 2 and Γ 1 * 4 Γ 2 are isomorphic.
Automorphisms of Free Product Graphs
It was seen in Equation 10 that free product graphs admit many automorphisms which preserve the update function. Three additional types of automorphisms of free product graphs are described in this section.
The first proposition shows that further automorphisms arise from automorphisms of the free product's factors.
Proposition 5.1. Let Γ 1 , . . . , Γ n be connected graphs and initialise Γ :
.
Thenα ∈ Aut(Γ) and the map Aut(Γ j ) → Aut(Γ), α →α is a group monomorphism.
Proof. We first show thatα(ṽ) ∈ V (Γ). Sinceα preserves V (Γ i ) for all i ∈ {1, . . . , n}, any two consecutive letters in the wordα(ṽ) belong to distinct graphs. As to the other half of Equation (2), note that only the j-th component of u is affected byα. Let k 1 < · · · < k r ∈ {1, . . . , l} be the indices for which v ks ∈ V (Γ j ) (s ∈ {1, . . . , r}). First, consider the case when α(u j ) = u j . Sinceṽ ∈ V (Γ), we have v k1 = u j and v ks+1 = v ks for s ≥ 1. Then α(v k1 ) = u j and α(v ks+1 ) = α(v ks ) for s ≥ 1 because α(u j ) = u j and α is a bijection. Henceα(ṽ) ∈ V (Γ). The assertion u •α = α • u is immediate from the definition ofα. Now suppose α(u j ) = u j . There are several cases to consider: If l = 0 or v 1 ∈ Γ j , then the first letter ofα(ṽ) is α(u j ), which belongs to Γ j and is not equal to u j . The remaining letters from Γ j are α(v ks ) (s ≥ 1) and satisfy α(v k1 ) = α(u j ) and α(v ks+1 ) = α(v ks ) (s ≥ 1) because α is a bijection. If v 1 ∈ Γ j and α(v 1 ) = u j , then the letters from Γ j are α(v ks ) (s ≥ 2) and satisfy α(v k2 ) = u j and α(v ks+1 ) = α(v ks ) (s ≥ 2) because v k2 = v 1 and α is a bijection. Finally, if v 1 ∈ Γ j and α(v 1 ) = u j , then k 1 = 1 and we have that α(v k1 ) = u j and α(v ks+1 ) = α(v ks ) (s ≥ 1). Again, we conclude u •α = α • u.
To see thatα ∈ Aut(Γ), recall that every edge of Γ belongs to a unique sheet. Sinceα preserves Γ j -sheets and acts like α on every such sheet, edge relations within Γ j -sheets are preserved. Furthermore,α permutes the Γ i -sheets attached to a given Γ j -sheet and acts like the identity on every such Γ i -sheet. Hence edge-relations in Γ i -sheets (i = j) are preserved as well. We conclude thatα ∈ Aut(Γ).
The fact thatα preserves Γ j -sheets and acts like α on every such sheet implies that the map Aut(Γ i ) → Aut(Γ), α →α is an injective homomorphism.
Remark 5.2. Retain the notation of Proposition 5.1. In the context of cartesian products, images of distinct embeddings Aut(Γ j ) → Aut( n i=1 Γ i ), α → α commute, whereas commutators of automorphisms in distinct images under the embeddings Aut(Γ j ) → Aut( * n i=1 Γ i ), α →α yield automorphisms of the type in Equation (10). Example 5.3. Consider the free product Γ := T 1 * T 1 ∼ = T 2 . Here, Aut(T 1 ) ∼ = C 2 and the two embedded automorphism groups of Proposition 5.1 generate the infinite dihedral group C 2 * C 2 ∼ = D ∞ = Aut(T 2 ). In particular, they do not commute.
Retain the notation of Proposition 5.1. Even if we choose groups G i ≤ Aut(Γ i ) i ∈ {1, . . . , n} with finitely many vertex-orbits on the respective Γ i , the induced group G := G 1 , . . . , G n ≤ Aut(Γ) need not have finitely many vertex-orbits on Γ: For example, let Γ i (i ∈ {1, . . . , n}) be finite and choose G i to be trivial. Then the free product is infinite but G is trivial. However, we have the following result.
Corollary 5.4. Let Γ 1 , . . . , Γ n be connected, vertex-transitive graphs. Then the free product * n i=1 Γ i is vertex-transitive as well.
Proof. Set Γ := * n i=1 Γ i . Letṽ,w ∈ V (Γ) and let γ = (e 1 , . . . , e k ) be a path fromṽ tow with transition points x 1 , . . . , x l ∈ V (Γ). By choosing the base points x 0 :=ṽ, x 1 , . . . , x l , x l+1 :=w for Γ, Proposition 5.1 and vertex-transitivity of the Γ i (i ∈ {1, . . . , n}) yield automorphisms α 1 , . . . , α l+1 ∈ Aut(Γ) such that α i (x i−1 ) = x i (i ∈ {1, . . . , l + 1}). Then α l+1 • · · · • α 1 mapsṽ tow.
The maps Aut(Γ j ) → Aut(Γ) of Proposition 5.1 are topological embeddings.
Proposition 5.5. Let Γ 1 , . . . , Γ n be connected graphs and initialise Γ := * n i=1 Γ i with u(∅) = (u 1 , . . . , u n ) ∈ n i=1 V (Γ i ). For every j ∈ {1, . . . , n}, the injective homomorphism ϕ j : Aut(Γ j ) → Aut(Γ), α →α is a topological embedding.
Proof. Consider the identity neighbourhood bases U n := Aut(Γ) BΓ(∅,n) (n ∈ N) and V n := Aut(Γ j ) BΓ j (uj ,n) (n ∈ N) for Aut(Γ) and Aut(Γ j ) respectively. We have ϕ −1 j (U n ) = V n : On the one hand, ϕ −1 j (U n ) ⊆ V n because B S (∅,j) (∅, n) ⊆ B Γ (∅, n) and ϕ j (α) restricts to α on S (∅,j) . Conversely, ϕ −1 j (U n ) ⊇ V n by definition of ϕ j and because d Γj (u j (x), u j ) ≤ d Γ (x, ∅) for all x ∈ V (Γ). Also, ϕ j (V n ) = U n ∩ϕ j (Aut(Γ j )), hence ϕ j is a homeomorphism onto its image.
Automorphisms of Proposition 5.1 that fix ∅ ∈ V (Γ) are also covered by the following proposition, whose greater flexibility entails that Aut(Γ) is often non-discrete.
The notation λ(ṽ) for a vertexṽ = v 1 . . . v l in a free product * n i=1 Γ i refers to the index i ∈ {1, . . . , n} such that v l ∈ V (Γ i ). We leave λ(∅) undefined and set {λ(∅)} := ∅.
Proposition 5.6. Let Γ 1 , . . . , Γ n be connected graphs and initialise Γ :
Next, we show that β preserves all edge relations. Every edge e of Γ belongs to a unique Γ i -sheet S (ṽ,i) for a unique i. If e is not incident onṽ,
Corollary 5.7. Let Γ 1 , . . . , Γ n (n ≥ 2) be connected graphs and Γ := * n i=1 Γ i . If Aut(Γ j ) u = {id} for some j ∈ {1, . . . , n} and u ∈ V (Γ j ) then Aut(Γ) is non-discrete.
Proof. Initalise Γ with u(∅) = (u 1 , . . . , u n ) ∈ n i=1 V (Γ i ). By Corollary 3.7 we may assume u j = u. It suffices to show that Aut(Γ) ∅ is infinite. Let β 0 ∈ Aut(Γ j ) u be non-trivial. For everyṽ 0 ∈ V (Γ) with λ(ṽ 0 ) = j and u j (ṽ 0 ) = u define β (ṽ0) as in Proposition 5.6 by setting β (ṽ0) (ṽ,i) := β 0 ifṽ 0 is a prefix ofṽ and i = j id otherwise .
Then β (ṽ0) ∈ Aut(Γ) by Proposition 5.6: To begin, we have
. v m with λ(ṽ) = j, and the last letter from Γ j in the wordṽ has index k > l then β
In all other cases, we have β (ṽ0) (ṽ,i) (u i (ṽ)) = u i (β (ṽ0) (ṽ)) for all i ∈ {1, . . . , n}\λ(ṽ) because neither β (ṽ0) nor β (ṽ0) (ṽ,i) impact the i-th coordinate of u. Since there are infinitely many different choices forṽ 0 , resulting in distinct automorphisms β (ṽ0) , the assertion follows.
In a similar fashion, we see that Aut(Γ) is also non-discrete when Γ has at least three factors, two of which are isomorphic and vertex-transitive. In contrast to Corollary 5.7, this applies to graphs with a regular automorphism group. Note that the assumption n ≥ 3 cannot be weakened to n ≥ 2 as the case Γ := T 1 * T 1 shows.
Proposition 5.8. Let Γ 1 , . . . , Γ n (n ≥ 3) be connected graphs and Γ := * n i=1 Γ i . If two factors of Γ are isomorphic then Aut(Γ) is non-discrete.
Proof. We show that Aut(Γ) ∅ is infinite. Let ϕ : Γ i → Γ j be an isomorphism for some distinct i, j ∈ {1, . . . , n} and fix k ∈ {1, . . . , n}\{i, j}. For everyṽ 0 ∈ V (Γ) with λ(ṽ 0 ) = k and ϕ(u i (ṽ 0 )) = u j (ṽ 0 ), define an automorphism β (ṽ0) ∈ Aut(Γ) ∅ as follows: Letṽ = v 1 . . . v l ∈ V (Γ). Ifṽ 0 is not a prefix ofṽ, set β (ṽ0) (ṽ) =ṽ. Whenṽ 0 is a prefix ofṽ, we define β (ṽ0) (ṽ) by induction on r ≥ 0 whereṽ =ṽ 0 v m+1 . . . v m+r , that is l = l(ṽ) = l(ṽ 0 )+ r = m+ r. If r = 0, put β (ṽ0) (ṽ) =ṽ. Now consider vertices of the formṽv m+(r+1) where l(ṽ) = m + r. Set
, Then β (ṽ0) is a bijection on vertices, preserves both types of edges 5 and 6 and so does its inverse. Hence β (ṽ0) is an automorphism. Since there are infinitely many different choices forṽ 0 , resulting in distinct β (ṽ0) , the assertion follows.
As a consequence of Corollary 5.7 and Proposition 5.8, the Cayley graph
The question of how Aut(Γ(G, S)) relates to its subgroup G is frequently studied, see e.g. [Wat76] , [DSV16] and [LDLS18] . However, the focus often lies on minimising the index [Aut(Γ(G, S)) : G]. In the trivial case, the graph Γ(G, S) is called a graphical regular representation of G. For example, in the case of finite groups there is a complete classification of groups G which admit a symmetric generating set S such that Aut(Γ(G, S)) = G, see [IW76] and [God78] . From a t.d.l.c. group perspective we are interested in non-discrete automorphism groups of Cayley graphs and therefore ask the following.
Question 5.9. Does every finitely generated group G, other than C 2 , admit a finite symmetric generating set S such that Aut(Γ(G, S)) G?
In case of a positive answer to Question 5.9, we conclude that every free product of finitely generated groups, other than C 2 * C 2 , admits a locally finite Cayley graph with non-discrete automorphism group. Note that, if a generator in S is repeated then it is the case that Aut(Γ(G, S)) G. Hence we suppose that the generators are distinct in Question 5.9.
Sheet-preserving automorphisms
Let Γ 1 , . . . , Γ n be connected graphs and Γ := * n i=1 Γ i . We define two subgroups of Aut(Γ) that preserve the set of sheets S :
Recall that the colour c(S) ∈ {1, . . . , n} of a sheet S ∈ S is well-defined. We set Every graph that is not 2-connected has a cut vertex. Therefore, the following proposition contrasts the case where all factors of Γ are 2-connected. Proposition 6.3. Let Γ 1 , . . . , Γ n be connected graphs and Γ := * n i=1 Γ i . If Γ has two isomorphic factors which contain a cut vertex then Aut S (Γ) Aut(Γ). Conversely, if Aut S (Γ) Aut(Γ) then some factor of Γ contains a cut vertex.
Proof. Let ϕ : Γ i → Γ j be an isomorphism for some distinct i, j ∈ {1, . . . , n}. Pick a cut vertex u i ∈ V (Γ i ) and a decomposition Γ i = (Γ
Making arbitrary choices of u k ∈ V (Γ k ) (k ∈ {1, . . . , n}\{i, j}), we may assume without loss of generality that u(∅) = (u 1 , u 2 , u 3 , . . . , u n ). Define an automorphism ϕ ∈ Aut(Γ)\ Aut S (Γ) as follows. Let B
(1)
and v 1 ∈ Γ (1) j respectively, and note that these subgraphs are two components of Γ \ {∅}. Definẽ ϕ :
. Now defineφ(∅) = ∅ and, forṽ = v 1 . . . v l ∈ V (Γ),
Thenφ is the identity on all components of Γ \ {∅} except B
(1) i and B
(1) j and interchanges those components because it interchanges i and j in Equation (2). It also preserves edges because ϕ is an isomorphism. Hence,φ ∈ Aut(Γ) but not in Aut S (Γ) as it does not map the Γ i -and Γ j -sheets at ∅ ∈ V (Γ) to other sheets. Now, let α ∈ Aut(Γ)\ Aut S (Γ). Then there is a sheet S ≤ Γ of type i ∈ {1, . . . , n} such that α(S) is not a sheet. Hence there is a pair of edges e = (x, y) and e ′ = (y, z) in S such that α(e) and α(e ′ ) belong to sheets of different types. Recall that every vertex in Γ is a cut vertex that disconnects vertices from incident sheets of different type. Applied to α(y) ∈ V (Γ), we conclude that α(y) is a cut vertex for α(S) ≤ Γ. As α is an automorphism, y is a cut vertex for S ∼ = Γ i . 6.1. Structure Tree. To analyse Aut S (Γ) further, we associate a structure tree T to Γ which captures the fact that the graph Γ is tree-like. Define It is immediate from the definition that T is a bipartite graph with parts V (Γ) and S. Then, since any two distinct vertices in V (Γ) can belong to at most one sheet, and any two distinct sheets in S intersect in at most one vertex, T is a tree. When all factors of Γ are 2-connected the tree T is precisely the block-cut tree of Γ, see [Har69, Section 4] . Note that T is locally finite if and only if all factors of Γ are finite. Also, the actions of Aut S (Γ) on the sets V (Γ) and S induce an injective homomorphism τ : Aut S (Γ) → Aut(T ). Remark 6.4. The map τ : Aut S (Γ) → Aut(T ) is in fact a topological embedding: To check continuity, let F ⊆ V (T ) be a finite set and decompose F = F V ⊔ F S into vertices F V coming from vertices of Γ, and vertices F S coming from sheets of Γ. For every S ∈ F S , choose e S ∈ E(S). Then τ −1 (Aut(T ) F ) contains the open set Aut S (Γ) FV ∪{eS |S∈FS } . To see that τ is open onto its image, note that V (Γ) ⊆ V (T ) and therefore τ (Aut(Γ) F ) = Aut(T ) F ∩ im τ for any finite set F ⊆ V (Γ).
Using the standard metric d ′ on V (T ), define a metric d on S ⊆ V (T ) by d := 1 2 d ′ , as well as the map · : Aut S (Γ) → N 0 , α → min{d(S, α(S)) | S ∈ S}.
Let α ∈ Aut S (Γ). If α = 0 then α leaves a sheet invariant. For example, this applies to the automorphisms of Propositions 5.1 and 5.6. The automorphisms in the following proposition satisfy either α = 0 or α = 1. Proposition 6.5. Let Γ 1 , . . . , Γ n be connected graphs, Γ := * n i=1 Γ i and ϕ : Γ i → Γ j an isomorphism for distinct i, j ∈ {1, . . . , n}. Ifṽ 0 ∈ V (Γ) satisfies ϕ(u i (ṽ 0 )) = u j (ṽ 0 ) then there isφ ∈ Aut S (Γ)ṽ 0 withφ(S (ṽ0,i) ) = S (ṽ0,j) andφ(S (ṽ0,j) ) = S (ṽ0,i) .
Proof. First, assumeṽ 0 = ∅ and set ϕ :
Note thatφ(S (ṽ0,i) ) = S (ṽ0,j) andφ(S (ṽ0,j) ) = S (ṽ0,i) by definition, that it maps sheets to sheets, and that it exchanges the roles of i and j in Equation (2). It also preserves edge relations, because ϕ is an automorphism, andφ(∅) = ∅. Henceφ belongs to Aut S (Γ)ṽ 0 .
Ifṽ 0 = ∅, consider the free product Γ ′ := * n i=1 Γ i initialised with u ′ (∅) = u(ṽ 0 ). Let ψ : Γ ′ → Γ be the isomorphism with ψ(∅) =ṽ 0 provided by Corollary 3.7. Then ψ •φ • ψ −1 , whereφ is applied to Γ ′ serves.
The following classification of sheet-preserving automorphisms of Γ is analogous to [Tit70, Proposition 3.2]. A bi-infinite line of sheets in Γ is a map γ : Z → S such that d(γ(n), γ(m)) = |n − m| for all n, m ∈ Z. An automorphism α ∈ Aut S (Γ) acts as a translation of length l along γ if α(γ(n)) = γ(n + l) for all n ∈ Z. Theorem 6.6. Let Γ 1 , . . . , Γ n be connected graphs, Γ := * n i=1 Γ i and α ∈ Aut S (Γ). Then α satisfies exactly one of the following conditions. Either, it ( α = 0) leaves a sheet invariant, or ( α = 1) fixes a vertex without leaving a sheet invariant, or ( α ≥ 1) is a translation of length α along a unique bi-infinite line of sheets. Furthermore, if α ≤ 1 then α = σ • β for some automorphisms σ, β ∈ Aut S (Γ) that leave a sheet invariant and stabilise a vertex respectively.
Proof. Consider the automorphism τ (α) ∈ Aut(T ) induced by α ∈ Aut S (Γ). By [Tit70, Proposition 3.2], the automorphism τ (α) either fixes a vertex, inverts an edge or acts as a translation along a unique bi-infinite line in T . If τ (α) fixes a vertex in S ⊆ V (T ) then α is of the first type. If τ (α) fixes a vertex in V (Γ) ⊆ V (T ), but Example 6.9.
(i) Let Γ := * d i=1 T 1 ∼ = T d be as in Example 6.1(ii). Then Aut S (Γ) +S = Aut(T d ) + . (ii) Let Γ := T 1 * T 2 be as in Example 6.1(iii). Then Aut S (Γ) +S = U 1 ( τ ) + .
