Abstract-Video is an important tool in underwater surveys today, yet its useful field of view is restricted to image details within well lit regions on the seafloor. In this paper we present a novel vignetting-based weighting scheme for selecting these well lit details for use in the creation of a wide area view (mosaic) of the surveyed seafloor. Apart from this detail selection novelity, two other contributions are made. Firstly, because some of these scenes contain very little image texture, we introduce a hybrid homography estimation procedure that uses both feature-based and exhaustive searching techniques. Secondly, to facilitate cross referencing with the video, sections of the mosaic were indexed with the frame number in which the respective image details was selected from. We test our algorithm with real seabed survey video, whose scientific mission was population census of the particular species of lobster, Nephrops norvegicus. High quality mosaics were obtained that captured image details from well lit regions of the scene, which expert marine biologists agreed was a useful analysis tool.
I. INTRODUCTION
Video has become an important survey tool in numerous underwater scientific research missions, such as taking population census [1] , assessing the biological environment [1] , archaeological analysis [2] , and seabed classification [1] etc. Due to the poor visibility conditions that exist underwater, these surveys employ high intensity lights and are usually recorded in close proximity to the seafloor. As seen from captured images in figures 1-3, this procedure not only results in non-uniform illumination, but also restricts the field of view of the seafloor. To improve visibility, and hence provide a useful analysis tool for users, a large area view of the surveyed seafloor can be created by aligning and stitching sucessive overlapping video frames together to form a mosaic. In the literature, combining a sequence of aligned frames into a mosaic, has been performed mainly two ways. In the first, authors assume good alignment is achieved, and combine the corresponding regions between the respective frames with statistical techniques such as wighted mean [3] , and median [4] etc. For our situation though, because of the uneven lighting, corresponding regions are not always identical, and using these techniques would result in blurring and ghosting artificats being introduced into the mosiac. * This work was supported by the Science Foundation Ireland PI Programme: SFI-PI 08/IN.1/I2112, and was done in collaboration with the Marine Institute Galway www.marine.ie
The deterioration in image quality is prevented in the second method of combination, in which the corresponding regions were taken from only one frame. In this case, the selection was made from the particular frame where it was located closest to the image center [5] , as it was here the best image quality was perceived to exist. Unfortunately for our situation the best image details, in most instances, were located within the well lit regions of the frame, which are not necessarily centered at the image center. To select these well lit details from overlapping frames, we propose a novel idea that weights each image with a Gaussian-like vignetting function [6] , which describes the intensity profile of the light source in the scene. We estimate this function and also correct the video frames in the sequence using the vignetting correction technique developed by Sooknanan et. al. [6] . Apart from this novel idea for selecting well lit image details, there are two other contributions from our work. Firstly, due to lack of image texture in some of these scenes, a hybrid algorithm is proposed for estimating the homography between frames, which combines exhaustive searching [7] and feature matching [8] techniques in the literature. Secondly, to facilitate cross referencing with the video, sections of the mosaic were indexed with the frame number in which the respective image details were selected from. Sample results obtained using these ideas are shown in figure 1 , where the indexed sections are the horizontal white lines with the number above indicating the respective frame. Fig. 1 . Section of Mosaic when initialized with the first frame (Left), and its corresponding image details after progressively being updated with the well lit regions from the first 73 frames. The numbers in white indicate which frame the image details within the respective region bounded by the horizontal white lines were obtained from.
The rest of this paper is organized as follows. In Section II we describe our image alignment method which comprises of our registration and homography estimation techniques respectively. Then in Section III we discuss our rendering pipeline of vignetting correction, gain adjustment, well-lit image detail selection, and multi-band blending, used to produce our uniform and seamless high quality mosaics. The details of our video indexing system is given in section IV. Then lastly, we show results obtained using real seabed videos, and a conclusion with ideas for future work is given in Sections V and VI respectively.
II. IMAGE ALIGNMENT
The first stage in generating a mosaic is to align and map all frames to a common reference frame, which for our experiments was chosen as the first frame in the video sequence. This mapping was performed with the global registration model used by Gracias and Victor [4] , given by:
where H r,k is the homography mapping between the k th frame, and the reference frame, F r . As seen from equation 1, to achieve this mapping the frame-to-frame homographies, H k−1,k , must first be estimated.
A. Homography Estimation
Estimating the frame-to-frame homographies is the most crucial step in the mosaicking process, as misaligned images usually result in a deterioration in image quality in the generated mosaic. The key to aligning two images is to estimate a linear mapping between them that relates the location of features, u, in the first image to their respective location in the second image,û. In planar Euclidean geometry this mapping is referred to as a homography, H, and for our purposes this is described by a non-singular 3 × 3 Affine transformation matrix, given by:
Affine transformations take into account various types of motion such as translation, rotation, scaling, and deformation, which makes it suitable for describing the homography between consecutive frames is this application.
To estimate the homography, we have adopted the common feature-based approach in the literature [4] [8], where equation 2 is optimized with matching features,û = [x,ŷ], and u = [x, y], between the respective images. SIFT features [8] are utilized in our estimation scheme because of their robustness to illumination and affine changes. These features were extracted from the respective frames and matched using the techniques developed by Lowe [9] . Proceeding in a Bayesian fashion, we require to maximze p(h 1 , h 2 , h 3 |x, x), and p(h 4 , h 5 , h 5 |ŷ, y) with respect to the parameters
The likelihoods p x (·) and p y (·) are derived directly from eq. (2), as:
and Gaussian priors were used for each parameter in p θx (·) and p θy (·) respectively, given by
Hence, given the functions for the liklihoods and priors, the posterior expressions given in equations 3 and 4 are now differentiated w.r.t. its relevant unknown, set to zero, and solved using Singular Value Decomposition (SVD) [10] .
Initialization. In these surveys, motion between consecutive frames is small and relatively constant, thus H was first initialized with the 3×3 identity matrix (H 0 = I), but in subsequent calculations were set from the previous frame estimates i.e. In some underwater scenes however, there are not enough features to perform this robust estimation for example when the seabed only comprises of sand or mud. For these instances a hybrid approach was utilized whereby H 0 was estimated with an exhaustive searching approach that uses all of the image data. For this approach, the technique developed by Bouthemy et. al [7] was chosen as it was initially created for use in underwater videos, and is robust to these type of noisy images along with the global variations in illumination experienced. It uses the spatio-temporal pixel intensity derivatives between sucessive frames, F i+1 and F i , to optimize the respective global motion, W(·), parameters, α. This is accomplished in a hierachical approach by minimizing the general displaced frame difference, DF D, equation:
where ζ is the change in global illumination, and W(x) is the motion flow at point x. The homography is then subsequently estimated as H i,i+1 = (W + I) −1 , where I is the 3×3 identity matrix.
RANSAC Optimization. In pratical applications however, it is expected that the putative set of matching features would contain mismatches. Thus to robustly estimate the homography the technique of RANSAC (Random Sample Consensus) [11] , was now employed to select the best set of matching points, as illustrated in figure 2. The idea behind this technique is to continually subdivide the full set of matching features into inlers and outliers based on the homography estimated with a set of 4 randomly sampled points at a time, until a significantly large set (i.e. > 75%) of inliers is obtained. If this set is obtained, the homography is then re-estimated with it, and the process is terminated, otherwise it is will keep on being repeated up to a maximum of n = 500 trials. In each trial, our feature-based Bayesian approach was utilized for estimating the homography, and the inliers were set as those matching features whom Euclidean distance w.r.t. the estimated homography, i.e. d = (û − Hu) 2 + (u − Hû) 2 , were below some threshold value, T d = 0.1. For our application, if the maximum number of trials has occurred, and the largest set of inliers obtained was greater than lower limit (i.e. > 25%), the homography is re-estimated with this paricular set, otherwise it was set to the initial estimate obtained from the exhaustive search approach.
III. RENDERING
With the images now aligned to a common reference frame, we now select the best image details from each frame, and render them accordingly to produce a high quality seamless uniform mosaic. The various steps undertaken in this rendering pipeline include: i) vignetting correction, ii) gain adjustment, iii) well-lit image detail selection, and multi-band blending, which are explained as follows:
A. Vignetting Correction
The gradual degradations in image intensity experienced outside the light beam footprint of the seafloor was corrected using the vignetting correction technique developed by Sooknanan et al [6] . This technique was chosen because of its proven capability to handle similar extreme attenuation scenarios; and secondly its distortion function is not limited to a circular shape with center at the middle of the frame, as other techniques in the literature [12] . The basic idea in this approach is to use the attenuations of corresponding points over multiple frames to estimate the Gaussian-shaped vignetting function, M(x), given by:
where I(x) is the unattenuated image intensity, and c, and S, are the center location and shaping parameters of the vignetting function M(x) respectively. With these parameters estimated, the corrected image was obtained directly from eq. 8, i.e. I(x) = G(x)/M(x). Sample results obtained with this technique as shown in figure 3 .
B. Gain Correction
Apart from uneven lighting, fluctuations in camera exposure gains also alter the image quality within different frames. We overcame this issue after performing the vignetting correction by adjusting the gain of each frame to match that of the existing mosaic, given by:-
where k n , G m and G n are the gain ratio and corresponding normalized pixel intensities between the existing mosaic and the n th frame, within their overlapping region, R, respectively. Hence adjusting the global gain of each frame to match that of the existing mosiac requires estimation of the scalar parameter, k n . Proceeding in a Bayesian fashion, we require to maxmize p(k n |G m , G n ), given by:
The likelihood p l (·) is derived directly from eq. (9), and a gaussian prior, p k (·) was used, both given by:
In practice only minor fluctuations in exposure gains were observed throughout these sequences, thusk n was set to unity. While σ 2 e and σ 2 k were set to 0.25 and 0.001 respectively. Hence multiplying p l (·) p k (·), and then setting its derivative to 0, gave a close form expression for k n as: 
To perform this adjustment robustly, the set of corresponding points utilized were limited to within 25% of the estimated average gain ratio value i.e. 25% < avg(k n ) < 75%. The robustness of this algorithm is illustrated in figure 4 , where salt and pepper (density 0.1) along with gaussian (mean 0 and variance 0.05) noise was added to the original two frames (Left), and yet we were still able adjust gain of the dark frame to that of the original mosaic (Middle). We compare our technique with of Brown et. al. [8] , where their respective parameters were set as :σ 2 k =k n = 1. Their result (Right), was also a uniform mosaic, but the overall gain was less than that of the original mosaic.
C. Well-Lit Image Detail Selection
To capture the best image details from these videos in our mosaic, overlapping regions were selected from the respective frames where they were located closest to the center of the light beam. This was achieved by first assigning a weighting function, S(x) to each image, and then only retain the sections with the highest weights, from the various input frames. The normalized vignetting function, M(x), as given in equation 8, was used as this weignting function. In some instances however, the light beam was so intense that the image details within its beam footprint on the seafloor was saturated, as shown in figure 7. For these cases the weighting function was modified by offsetting the center location, so that the image details outside of this footprint region would be weighted higher than those inside, given by:
where p is the offsetting factor, which for our experiments was initially set by the user. The main idea behind this weighting approach, is to gradually update the generated mosaic with the best image details as each respective frame in the video sequence is merged into it.
D. Image Blending
After performing the vignetting and gain corrections, there were still minor image seams after merging frames with the existing mosaic, as illustrated in figure 5 . These seams can be attributed to by various factors euncountered such as reflections from non-lambertian surfaces, radial distortion due to the camera lens, and mis-registration errors etc. Previous authors dealt with this situation by blending the image data within the overlapping region among the respective input frames using statistical techniques such as weighted means [3] , median [4] etc. The main disadvantage of this form of linear blending though is the degradation of the high frequency image details.
To preserve these details and also eliminate the seams, we have adopted the multi-band blending idea by previous authors [8] [13] , and blend the low frequency details over a larger range than the high frequency ones. This preservation is quite effective in misalignment cases, as illustrated in figure 5 , where two holes from the generated mosaic in the top right figure has vanished when linearly blended (bottom left image), but are preserved when multi-band blended, as shown in the bottom middle and right figures respectively. For our application however because the mosaics grow very large, to save on computations this form of blending is performed with only two frequency bands. The main stages in this blending scheme are: i) separate each image into its frequency bands, ii) generate the respective blending weights, and iii) blend each band and then reconstruct the image. Frequency Band Separation. The corresponding regions from the mosaic and the particular frame were separated into their high and low frequency components. Blurring each image with a Gaussian filter, g σ , was used to generate the low pass versions, then subtracting these from the original regions produced the corresponding high-pass versions, given by:
where I j L , I j H , are the generated low and high pass versions of the corresponding regions, I j , in the mosaic (j = m), and the respective frame (j = f ). For our experiments, the important high frequency data, for example burrows was separated from the low frequency sandy background by using a large 50-tap Gaussian filter of variance σ 2 = 50, as illustrated in figure 5 .
Blending Weights Generation. The overlapping regions were blended evenly on either side of of the image seam using the weighting scheme as illustrated in figure 5 . The weights for the mosaic region was first initialized to 1 at image locations x where its score, S m (x), was greater than that from the new frame, S f (x). This binary map was then blurred with a n-tap Gaussian, g σ , with variance σ 2 = n, given by:-
In practice however, depending on where the center of the light beam was located, improved results were obtained by performing this blending only on one side of the image seam i.e. either inwards, or outwards. An outward example in the bottom right image in figure 5. For these inward and outward cases, prior to the blurring step, the binary map was either expanded, or erroded, by n pixels, using morpholocical erosion or dilation [14] respectively. , a value of n = 50 was used, so as to perform the blending over a larger range. Because we were only blending two images at a time, the weights for the corresponding region in the new frame, W f , was created as a mirror image to that of the mosaic by subtracting it from unity i.e. W f = 1 − W m .
Blending and Reconstruction. With the blending weights created, the high-pass and low-pass bands (b = {L, H}), of each image (j = {m, f }), were blended and then combined to represent the corresponding region in the mosaic, I
m , as follows:-
IV. VIDEO INDEXING These generated mosaics are great for giving a summary of the surveyed seabed area in the recorded video. In some cases however, portions of the seabed captured were occluded by obstacles such as moving fishes, and floating sediments in the water etc. For these troublesome areas, users would have to review the corresponding section in the video sequence to obtain a clearer view.
To speed up this cross referencing process, it would be useful to have an indexing system that maps sections of the mosaic to their respective frames in the video sequence. In the literature, previous authors solved this problem by indexing each pixel in the generated mosaic to its respective originating frame(s) [15] . To save on the substantial extra memory requirements and also the graphical user interface that would be needed to implement such a method, we have chosen a different approach.
In our approach, because the camera is mainly moving in a foward direction, we strategically only index key rows located equidistantly along the mosaic. This indexing was accomplished in two steps. Firstly, each pixel in the reference row was indexed to the particular frame in the video sequence where its respective image details were selected from. Then the smallest of these frame numbers was assigned the indexing number fo the respective reference row. This indexed vertical map will guide the user to the approximate frame in the video sequence where the respective image details from that region in the mosaic were obtained. For our experiments, the equidistant value separating the reference rows was set to 50 pixels. Results obtained using this indexing system is shown in figure 6 , where the reference rows are marked as horizontal white lines, with the respective indexing number above it.
Hence our final algorithm is surrarized as follows: 1) Initialize mosaic with first frame, I 0 and assign weights to it using initial estimates of vignetting function 2) Read in the next frame, I n .
3) Align I n with existing mosiac. a) Estimate homography, H n−1,n b) Update Global Registration Model.
4) Perform Rendering a) Estimate vignetting function, correct image I n and then assign weights to it. b) Adjust the global gain of I n to match that of the existing mosaic c) Merge I n into mosaic and retain image details with the highest weights. d) Eliminate seams using multiband blending 5) Update reference rows index 6) Repeat steps (2) to (5) until video sequence ends.
V. RESULTS
We test our algorithm on two video sequences of real seabed survey footage each being 2 minutes (3000 frames) of a PAL sequence. In these sequences the main scientific purpose is taking population census of the commercially significant species of lobster, Nephrops norvegicus. The census is performed by marine biologists counting manually from the survey video, the respective dwelling burrows of the creatures [1] . These surveys were conducted by a sled (equipped with lights and camera) being pulled along the seabed in a straight line by an above boat. Figures 6 and 7 illustrate sections of the mosaics obtained, along with some of the corresponding frames that were indexed throughout the sequence.
VI. CONCLUSION AND FUTURE WORK
We have presented three novel ideas in this paper. Firstly, we show that it is possible to use ideas from the vignetting literature to capture image details from well lit regions in underwater survey video, to hence produce high quality mosaics. Secondly, we demonstrate that it is possible to combine feature-based and exhaustive searching approaches for homography estimation between consecutive frames. Thirdly, we present a method for indexing sections of the generated mosaic to its corresponding video frames. Marine biologists were quite pleased with these initial results and stated that in the wide area view of the seafloor it was much easier to spot relationships among the Nephrops burrows. In addition to uneven lighting, other factors also affected the quality of the generated mosaics in these experiments, such as local motion, motion blur, camera flashes, shadows, and marine snow etc. In future work we would like to extend our technique to compensate for these problematic situations, and also test our algorithm on a larger data corpus. ACKNOWLEDGMENT I would like to thank the Marine Institute Galway for their ongoing collaboration with us.
