Fast finite methods for a system of linear inequalities  by Pan, V.
Com,~ & Morhs nrrh Appk Vol I I, No 4. pp X-394. 1985 m97-4Y43185 $3 ol.+ 00 
Printed in Great Britain C 1985 Perpamon Prcs Ltd 
FAST FINITE METHODS FOR A SYSTEM OF 
LINEAR INEQUALITIES 
V. PAN? 
SUNY Albany. Computer Science Department. Albany. New York 12222, U.S.A. 
(Received Aqusr 1984: in reviwd.fonn. Ocrober 1984) 
Communicated by E. Y. Rodin 
Abstract%-Several algorithms are known that solve a system of nl linear inequalities in 17 variables 
using a polynomial number of steps in m and )I for all inputs. The simplex method runs in polynomial 
time in the average case (proven) and requires only linear in m number of steps in practice. We consider 
a family of finite algorithms: some of them involve O(min) log’ II iteration steps in the average case 
under a certain additional assumption about the behavior of the computed approximations to a solution 
and only O(m(m + H)) arithmetical operations are required per step. The theoretical study is confirmed 
by some numerical experiments. Also two methods are presented that enable us to turn any converging 
algorithm for a system of linear inequalities with real inputs into an algorithm that converges in a finite 
number of steps. 
I. INTRODUCTION 
We will study some algorithms for solving a system of m linear inequalities with n unknowns, 
Ax 1 b. (1.1) 
Here A is an m x II matrix, x and b are 2 column vectors of dimensions n and m, respectively. 
That problem is equivalent to the linear programming problem (1.~. problem). 
Intensive search for efficient algorithms for (1.1) and for the 1.~. problem has been con- 
tinuing for many years but the simplex method invented by G. B. Dantzig about 35 years ago 
has been remaining the most popular method for both problems, see [6, 8, 9, 13 and 261. 
The major reason for such popularity of the simplex algorithms is their fast convergence. 
It is proven that the simplex algorithms always converge in finitely many pivot steps involving 
only O(m’) arithmetical operations per step. Although the algorithms perform poorly with some 
specially concocted instances of the 1.~. problem requiring exponential in n number of pivot 
steps[ 14, 17, 21, 311, this never occurs in practical applications of those algorithms. Some 
authors indicate that the number of pivot steps in those algorithms for all instances of (1.1) and 
of the 1 .p. problem encountered in practical applications was never greater than 3m for moderately 
large II and grew only as O(m log 11) as n grew large, (see [6], pp. 45-46 and [22], p. 434). 
So far the users consider the simplex algorithms superior over all other ones even though several 
recent ingenious methods for (1.1) and for the 1.~. problem have polynomial upper bounds on 
the number of iterations for all inpur instances[3, 12, 16, 18, 19, 301. (The latter algorithms 
decrease the values of their objective functions until those values become sufficiently small; in 
some cases this gives practically acceptable approximation to a solution. Furthermore even 
exact solutions to the problem can be computed in that way if the inputs are integers or rational 
numbers represented by a fixed number of digits.) In particular. the algorithm of N. Karmar- 
kar[ 181 requires only O(m + n) iterations in order to reduce the value of such an objective 
function two times. However. this does not beat the cited bound O(m log n) on the number of 
pivot steps of the simplex algorithms yet because each pivot step of those algorithms involves 
about (in + ~1)’ ’ times fewer arithmetical operations than one iteration of Karmarkar’s. Here 
TSupported b! NSF Grant MCS 8203232. 
iThe resuIt?I of this paper have been presented at the SIAM Conference on Numerical Optimization at Boulder. 
Colorado. U.S.A.. in June 1984. and (as a preliminary version including the basic lemmas 5. I. 6.4. X.1.4. and A. 1) 
at 8.Symposium fiber Operanons Research. Karlsruhe. West Germany. August 1983. See Merhods of Operations 
Rescwrclr 51. 107-l 18 (19841. 
355 
356 v PAY 
we cited the worst case estimates for Karmarkar’s algorithm: it is not known yet how much 
faster that algorithm runs in practice. (In August 1984 in his talk at the meeting of the AIMS 
in Eugene, Oregon, N. K. Karmarkar claimed that his numerical experiments showed that his 
algorithm run substantially faster than the simplex method.) It is interesting that so far the 
computational complexity theory failed to substantiate the cited practical estimate O(~,I log II) 
for the number of pivot steps of the simplex algorithms. (Even in the average case the known 
upper bounds are still quadratic[ 1, 2, 291.) The discrepancy is apparently due to the difficulty 
of probabilistic analysis of the convergence rate of such algorithms. Another possible explanation 
is that the theoretical analysis is applied to the input instances where the given ttz x tt matrix 
A is dense while in practice A is usually sparse and well structured when ttl and tz are large, 
The objective of this paper is to suggest a different family of algorithms for ( 1. I ). (We hope 
that our paper will lead to intensive numerical tests of those algorithms; see tables and concluding 
remarks in Section 10.) The algorithms belong to the class of Newton type methods, see [ 131: 
they can be considered generalizations and modifications of the two algorithms that appear in 
[ 1 l] and [25], respectively (compare Remark 4.1 in Section 4). We will present some evidence 
that those algorithms can compete with the simplex method (as well as with Karmarkar’s 
algorithm). We will conclude this from our theoretical probabilistic upper estimates for the 
complexity of those algorithms deduced under a certain additional assumption about the behavior 
of the computed approximations to the solution and supported by our numerical experiments 
even though our Assumption 8.2.2 (see Section 8.2) might be criticized as too strong one. More 
specifically, one quite complicated but apparently very weak correlation among the parameters 
of our algorithms is considered minor and is discarded by Assumption 8.2.2. Then the estimated 
average case upper bound on the number of iterations required for the 2 times decrease of our 
objective function is @(m/n) log3 n). Every iteration involves (as in the case of the simplex 
algorithms) only U(m(m + n)) arithmetical operations, except for the first iteration that requires 
0(&n) arithmetical operations. The initial value of the objective function is not greater than 
/]b(]. (As is usual, we only need to decrease the objective function to a small value but we also 
suggest an additional general method for making the convergence finite.) Thus we arrive at the 
probabilistic estimate for the total number of arithmetical operations that substantially (about 
n/log? n times) improves over the cited practical upper bound O(m log n) on the number of 
pivot steps of the simplex algorithms. We also outline some modifications of those algorithms 
that promise even faster convergence. To be fair, we concede that some simplex algorithms 
may exploit sparseness and structure of the input matrices A better than our algorithms do this; 
however, in the cases where A is sparse and well structured our algorithms may converge faster 
than this is predicted by our analysis in the general case. Further major improvements can be 
expected if we assign appropriate weights (costs) to the auxiliary systems of equations that 
define the descent directions at each iteration (see more comments on that in Section 4) and if 
we use the line search for the optimum stepsizes in those directions. The latter search costs 
only O((m + n)m) arithmetical operations, see Section 3, and leads to a substantial acceleration 
of the convergence of the algorithms according to our numerical experiments but does not help 
to improve our theoretical estimates where we use the stepsizes defined by some simple explicit 
formulae. 
In addition, our estimates of Lemma 5.1 of Section 5 imply that our objective function 
F( + , x) converges to its minimum value f( + ) very rapidly until FC + . X) comes close to f( + ). 
By the definition of F( + , x) given in (2.6) in Section 2, that function measures how much the 
inequalities ( 1.1) are violated. If F( + , x) is small at a point x, then all inequalities ( 1.1) are 
satisfied within a small tolerance value, that is, for a vector E 
Ax 2 b - E, 
where E 2 0 and ]]e]] is small. Then x may be a satisfactory approximation to a solution to ( 1.1) 
in many cases. Also, x could be further refined by different algorithms, say, using projective 
methods, see [26]. On the other hand. we may also apply our algorithms to the system of 
inequalities Ax 2 b + c: for some positive vector F: of a smaller norm and periodically test if 
the computed approximations satisfy (1.1). Finally, we may generalize the key idea of the 
whole approach, that is, the idea of approximating a solution to ( 1.1) by an approximate 
solution to the equation F( + , x) = 0 or to similar ones. For instance, we may choose f(F( + , 
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x)) = f(0) for a fixed monotone function f(u) and try any available method for computing an 
approximation to a solution of such an equation. 
We present the results in the following order. In Section 2 we reduce the problem to the 
minimization of a certain objective function. In Section 3 we sketch the descent methods for 
the latter problem and show how to find optimum stepsize. In Section 4 we reduce the choice 
of the descent directions to finding least-squares solutions to an auxiliary system of linear 
equations. (We consider two approaches where in one case the auxiliary systems have the same 
matrix A at all iterations and in another case the matrices of such systems are submatrices of 
A.) We also outline some heuristic methods of scaling the equations of the auxiliary system by 
certain weights. In Sections 5-8 we study one of the algorithms that we select because it is 
relatively easy to analyze. In Sections 5-7 we prove convergence of that algorithm and derive 
some overly pessimistic estimates for the convergence rate for the worst case inputs. (We hope 
that the techniques of the proof in Section 7 is of some interest itself.) In Section 8 we derive 
our probabilistic estimates of the order O((min) log’ n) on the convergence rate. In Section 9 
we extend our study (that is, we extend the algorithm and all convergence results) to the family 
of algorithms where the auxiliary system of equations is scaled with some nonnegative weights 
(costs) that may vary at each new iteration. In Section 10 we present the results of some 
numerical experiments. In the Appendix we prove how one of the algorithms of the presented 
family can be applied in order to assure finite convergence of any converging algorithm for 
( 1.1) (in particular, of any algorithm of the considered family). 
2. SOME BASIC DEFINITIONS AND NOTATION. THE REDUCTION OF 
THE PROBLEM TO THE MINIMIZATION OF AN OBJECTIVE FUNCTION 
At first we will introduce some notation that we will use throughout this paper. We will 
rewrite the system C 1.1) as 
A,x zz b,, i= 1,2 ,..., m. (2.1) 
Here A, denotes the ith row vector of the matrix A of (1. l), b, denotes the ith entry of the 
vector b of ( 1.1). i ranges from 1 to m. We will identify n-dimensional vectors x with the points 
x of the n-dimensional linear space. Next, for every point x we will partition the set { 1, 2, . . . , m} 
into the two subsets V(x) and S(x) such that the inequality AiX > b, is violated (at x) if i E V(x) 
and is satisfied (at x) if i E S(x), that is 
i E S(x) if A,x > b,, i E V(x) otherwise. (2.2) 
Consider the m-dimensional residual vector of (1 . 1), 
r(x) = b - Ax = [r;(x), i = I, 2, . , ml, (2.3) 
and note that 
I.,(X) 2 0 if i E V(x), r;(x) < 0 if i E S(x) 
We will represent r(x) as the difference of two non-negative m-dimensional vectors, 
r(x) = r( + . xl - r( - . x). r( +, x) = [I-,(+, x)]. r( -, x) = [I-;( -, x)], 
r,( + . x) = max{O. b, - A,x}. r,( - , x) = max{O, A,x - b,}, (2.4) 
i = 1. 2. . 117. 
The relations (7.2)--(2.4) immediately imply that 
r,(x) = 
i 
r,( + . X) 2 1.,( -, X) = 0 if i E V(x). 
-r,( -. X) < I’,( +. X) = 0 if i E S(x). 
(2.5) 
Equation (2.5) motivates the notation r( + . x) and r( - . x). 
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We will solve our problem if we find a point x where the objective function 
F( f, x) = l/U +. x)1/ (2.6) 
attains its minimum value, 
minF(+, y) = f(+) (7.7) 
Indeed, if F( + , x) = f( +) = 0, then r( + , x) is the null vector 0. see (2.6). Hence. see (2.3) 
and (2.4), Ax 2 b, so that x is a desired feasible point of (2.1). If F( + , x) = f( + ) > 0. then 
the system (2.1) is inconsistent, that is, there exists no feasible point of (2.1). 
DEFINITION 2.1 
A point x where F( + , x) = f( + ) will be called a minimum norm solution to (2.1). Also 
we will call such a point x a least-squares solution to (2.1) because we will use the Euclidean 
norm (also called the 2-norm) throughout this paper, so that at such a point x the value S, 
rf( + , z) is minimum over all z. (Alternatively we could use the norms I, or I, and arrive to 
some projection methods for the 1.~. problem[26].) 
We will use the customary notation U, n and - for the union, the intersection and the 
difference of sets, respectively; I./I for the cardinality of a set J; also IS/ for the area of a domain 
S. log and In will designate logarithms to the base 2 and e, respectively. 
3. SOME METHODS OF DESCENT OF THE OBJECTIVE FUNCTION 
We will look for iterative algorithms that converge to a least-squares solution x* to the 
system (2.1). We will start with an initial approximation x(O). Then for every currently available 
approximation x(q), q = 0, 1, . , we will define and compute a point y(~f) such that F( + . x) 
strictly decreases into the direction from x(q) to y(q) unless F( + , x(q)) = f( + ). see (2.7). 
In the latter case we will have that 
F( + 1 x(q)) = F( + , y(q)), (3.1) 
so that we will define a desired least-squares olution x(q) to the system (2.1) and will terminate 
the computation. 
When a direction of strict descent for F( + , x) at x = x(q) is available. we will choose 
an appropriate stepsize and will proceed in that direction. 
The iterative algorithms of this family will differ only depending on the choices (i) of x(O), 
(ii) of the descent directions and (iii) of the stepsizes. 
(i) To be more specific, we may choose x(0) equal either to the null vector 0 or to a least- 
squares solution to the system Ax = b of m linear equations. In both cases F( + . x(0)) 5 llbil 
but the latter choice normally leads to substantially smaller values of F( + , x(O)). [Of course. 
for many systems (2. I), even more effective initial approximations x(O) can be naturally defined 
by the physical problems represented by these systems (2. I).] 
(iii) For given points x and y, y # x, we may always find the optimum stepsize on the 
half-line 
z = z(h) = x + h(y - x), h 2 0, (3.2) 
where F( +, z(h)) attains its minimum value. (Practically we should limit our search by not 
allowing that h become too large, in order to avoid instability.) The computation is rather simple 
because we only need to compare the values of F’( + , z(h)) at most at 2m + 2 points, that is, 
at z(h,,) = z(0) = x; at the points z(h,) of the intersection of the half-line (3.2) with the 
hyperplanes A,z = b, for i = 1, , m (it is sufficient to consider only positive 11,); and at 
the critical points z(h,Y;) where aF’( + , z(h))iah = 0, s = 0, I, 2, , m (in this case again 
we may discard all nonpositive h: and all h: that coincide with some h, for i = I. , m; 
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this leaves us with at most m + 1 distinct h: since the function F’( + , z(h)) is a quadratic 
function in h on every interval of the half-line (3.2) between a pair of distinct successive points 
~(17,) and z(h,,,,) for 0 5 s 5 m, h,, h,,,. , = + x, such a quadratic function may have at most 
one critical point h.7 on the half-line (3.2); if h: lies outside the interval h, < h < /I~,,,, then 
such h.: can be also discarded. The computation of the optimum stepsize in the direction from 
x to y can be reduced to the following successive operations. Compute the values I.,(X), Ai(y - x), 
h, = r-,(x)/A,(y - x), r-,(x)A,(y - x), (A,(y - x))’ for all i; find the values IQ,,, for all s by 
sorting all h,; find the sets V, = V(z((h, + h,,.,,)/2)) that define the quadratic functions Fz( + , z(h)) 
on the intervals h, < lzilJ, for all non-negative h,; compute 
h? = 2 r,(X)Ai(y - X) 
/ 
C (A,@ - XI)’ (3.3) 
!El’, IEV, 
for all s where h, 2 0; compute F’( + , z(h)) for h = 0, h = h,, and h = h.: for all positive 
h, and for all hf such that h, -=c h: < h,,,,; choose the minimum among the latter values. The 
total number of arithmetical operations and comparisons involved in this search for optimum 
stepsize is O(m(m + n)). Furthermore, O(mn) such operations always suffice for all those 
computations except for computing the values of all h.: by the formula (3.3), which requires 
at most m2 + m additions and m + 1 divisions using the earlier computed values r,(x)Ai(y - x), 
MY - x1)‘. 
Every iterative descent of this kind for the system (2.1) will be called Algorithm 3.1 
provided that the choice of the descent directions from x(q) is specified by a certain algorithm 
or by certain algorithms for computing y(q) for all q, q = 0, 1, . . . 
Remark 3.1. In the sequel we will also consider some versions of Algorithms 3.1 where 
we compute near optimum stepsizes using certain simplified formulae. 
4. HOW TO FIND A DESCENT DIRECTION 
Next we will complete the description of Algorithms 3.1 [that is, of the iterative descent 
algorithms for the system (2.1) presented in the previous section]. We need to define a point 
y = y(q) for a given point x = x(q) such that 
F( + 9 y) < F( + . x) if F( + , XI + f( +), F( + . y) = F( + , x) otherwise. (4.1) 
Of course. we seek y where F( + . y) takes a smaller value on the half-line (3.2). 
We will consider the following class of algorithms for that problem. 
ALGORITHM 4.1 
Define y as a least-squares solution to the system of the m following linear equations, 
A,y = b, if i E V(x), ~l,A,y = M~,A,x otherwise. (4.2) 
Here the weights \I’, = ~*j“’ are such that 
0 5 M’, 5 1 for all i. (4.3) 
Hereafter we will always assume that the descent directions from x(q) to y(q) at all steps 4 of 
Algorithms 3.1 are defined by some Algorithms 4.1. 
In general we allow that the weights M’, = M$Y’ vary with q but we will frequently delete 
the superscript q in order to simplify the notation. We will pay special attention to the two 
following special cases of Algorithm 4.1. 
ALGORITHM 4.2 
y is a least-squares solution to the system of at most m linear equations, 
A,p = b, if i E V(x). (4.4) 
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ALGORITHM 4.3 
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y is a least-squares solution to the system of VI linear equations. 
A,y = b, if i E V(x), A,y = A,x otherwise. (4.5) 
The two latter algorithms are obtained from Algorithm 4.1 by choosing ~$7, = 0 for all i 
and w, = 1 for all i, respectively. Algorithm 4.2 defines a descent direction for F( + , x) from 
x to a point y, from which the total least-squares distance to the hyperplanes (4.4) is minimum. 
Actually such y is not exactly the point that we needed because we need to minimize F?( + , 
y) while actually we minimize CIEVCX, r:(v); some of the inequalities of (2.1) can be violated at 
x but satisfied at y and vice versa. If we could foresee where the discrepancy of that kind will 
take place, we would 
(i) impose some penalty for approaching the regions where some constraints (2.1) that are 
satisifed at x become violated and 
(ii) less strongly push y toward the hyperplanes of (4.4) such that A,y > 6, by assigning 
smaller weights to the equations of (4.4) associated with the latter hyperplanes. 
This leads us to some heuristic algorithms where the weights IV, are defined adaptively. 
For instance, pursuing objective (i), we may first try the weights IV, = 0 for all i in (4.2). If 
this leads us to the point y such that for some i we have that 
A,x 1 b,, A,y --c b,, 
then we may recompute y assigning some positive weights w, for those i (for instance, we may 
choose w, = 1 for all such i). Then we may compute the new residual vector r(y) = b - Ay. 
correct the weights w, again, recompute y again, and so on. If the process converges, then, for 
every i, at the limiting point one of the two inequalities A,x 5 b,, A,y 1: b, holds. We may 
stop the latter iterative process where A,y > 6, + E for all i such that A,x > b,, provided that 
E is positive but sufficiently small comparing with F’( + , x). Similarly [(and simultaneously) 
we may pursue objective (ii)]. For every i such that A,x < b, and A,y > b, + E, we may 
choose the weights w, between 0 and 1 and recompute y from the following system of linear 
equations that generalizes (4.2), 
w,A,y = w,b, if i E V(x). w,A,y = w,A,x otherwise. (4.6) 
We may continue such an iterative adaptation of the weights w, for ail i such that A,x < b, 
until for each of those i either A,y < b, + E or the weights w, become small enough. At 
the end of the computation (if the adaptive process converges) F’( + , y) must be close to 
c rEVrx1 wfrf(y). 
To improve the convergence of the latter adaptive processes, we should try to avoid large 
steps, so that the stepsizes h should be restricted. Imposing such upper bounds on h may be 
needed also for the sake of numerical stability of our algorithms. In the sequel we will analyze 
Algorithms 4.1 only in the cases where h 5 1. Furthermore. in order to simplify our analysis. 
we will define the stepsizes by some explicit formulae even though they will not always give 
the minimum values of F’( + , x) on the half-line (3.2). In particular we will chose h = 1 
whenever we apply Algorithm 4.3. 
For similar reasons in the cases where the auxiliary system of equations has nonunique 
least-squares solution, we will choose y among those solutions such that 
llA(x - y)(/ is minimum (4.7) 
or such that 
/(x - y(1 is minimum. (4.8) 
Such a choice will reduce our chances to intersect some hyperplanes A,x = b, if we move x 
towards y. 
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We conjecture that the outlined policy of scaling and its modifications should lead to some 
fast practical algorithms for the system (2.1). In this paper we will support the latter conjecture 
by some theoretical estimates only in the cases where Algorithms 4.1-4.3 are applied under 
the assumption (4.3) (because those cases are easier to analyze). Furthermore, for the same 
reason, we will mostly focus on Algorithms 4.2 and 4.3 although we consider the application 
of the auxiliary systems (4.6) with some adaptation of the weights MI, even more promising. 
Finally we note that our adaptive process can be parallelized at the stage of trying different 
policies of correcting the weights u’, so that we will choose the policy leading to the minimum 
value of F( + , x). 
In the sequel we will prove the following results. 
THEOREM 4.1 
Let y be defined by Algorithm 4.1. Then (4.1) holds for any choice of the weights w, 
satisfying (4.3) (and actually for any choice of nonnegative weights IV,). 
Theorem 4.1 implies that F( + , x(q)) is monotone decreasing at every iteration of Algorithm 
3.1 where the descent directions are defined by Algorithm 4.1. 
THEOREM 4.2 
Let Algorithm 3.1 be applied to a system (2.1) with the choice of the descent directions 
defined by Algorithm 4.1 (where the weights u’, may vary at different iteration steps 9). Let 
x(q) designate the approximations computed at steps q for q = 0, 1, . . . . Let 
IA,x(q)l % M for all i and q (4.9) 
for a sufficiently large constant M. Then either the algorithm computes a least-squares solution 
to (2.1) and terminates in a finite number of steps or 
lim F( + , x(q)) = f( + ). 
4-x 
(4.10) 
To satisfy the requirement (4.9), we may simply extend the system (2.1) by adjoining the 
m inequalities 
-A,x 2 -M for all i (4.11) 
or the 212 inequalities 
x, 2 Iv*, -x, 2 -M* for all j. (4.12) 
If M in (4.11) and M* in (4.12) are sufficiently large, then every least-squares solution to the 
extended system. that is, to (2.1) and (4.11) or to (2.1) and (4.12), will satisfy the inequalities 
(4.11) or (4.12). respectively and will also be a least-squares solution to the original system 
(2.1). In Section 9.3 we will show that (4.10) can be assured even without expanding the 
original system (2.1). see Theorem 9.3.9. 
Finding a least-squares olution to a system of Equations (4.2), (4.4), (4.5) or (4.6) requires 
only O(mrr’) arithmetical operations, see [7], pp. 201-203. [It is possible to solve that problem 
involving only o(nl ‘m) arithmetical operations but the constant hidden in that o is enormously 
large, see [24].] However, for the system (4.4), only O(lV(x)ld) arithmetical operations are 
needed where IV(x)1 is the cardinality of the set V(x), IV(x)/ - < m. On the other hand, for the 
system (4.5) only O((m + n)n) arithmetical operations are required if, say, the QR factors of 
the matrix A are known. If Algorithm 4.3 is applied at all steps q of Algorithm 3.1 for defining 
y = y(q), then the auxiliary systems (4.5) have the same matrix A at the steps q. Then it is 
sufficient to precompute the QR factors of A once and for all and then to store those factors. 
In Sections 5-8 we will estimate the rate of the decrease of F( + , x(q)) where Algorithm 
4.3 is applied and then we will extend our estimates to the case of Algorithm 4.1 and 4.2. In 
the Appendix we will show how finite convergence of the presented algorithms can be assured 
at relatively low cost. 
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Remark 4.1. Algorithm 3.1 with y(q) defined by Algorithm 4.3 [and with the choice of 
the stepsize h = 1, that is, with x(q + 1) = y(q)] appeared in [ 111, p. 104 (without estimating 
the convergence rate) in the form of the construction of the back and forth projections between 
the 2 domains t 2 b and t = Ax in the m-dimensional Euclidean space. Algorithm 3. I with 
y(q) defined by Algorithm 4.2 appeared in [25] where it was applied to the 1.~. problem: its 
convergence was proven. Our deterministic and probabilistic estimates for convergence rates 
of both algorithms, our results on their finite convergence, and all generalizations and modi- 
fications of those results to the case of other algorithms (such as Algorithm 4.1) are new. 
5. CONVERGENCE THEOREM AND SOME OVERLY PESSIMISTIC 
WORST CASE BOUNDS ON THE CONVERGENCE RATE 
WHERE THE DESCENT DIRECTIONS ARE DEFINED BY ALGORITHM 4.3 
Our next objective is to estimate the decrease of the value 
c?(x) = F2( + ) x) - f’( +) 
when we move from x to y obtaining y by Algorithm 4.3. 
For that study we will need some additional notation. Let hereafter u = u(x) denote a 
least-squares solution to the auxiliary system of the IV(x)1 inequalities, 
A,u 2 b,, where i E V(x), (5.1) 
Let R( + , V(x)) be the set of all such solutions and let 
(a*(x))2 = F*( +, x) - f’(+) V(x)); f’( +, V(x)) = 2 6(u). (5.2) 
iEViX)ClVlUl 
Note that (5.1) is a subsystem of (2.1) so that 
f( + , V(x)) 5 f( +), (CT”(x))’ 2 a’(x). (5.3) 
We will also designate 
d(x) = F(+, x) - f(+, V(x)). (5.4) 
d,(u, x) = A,(u - x), F? = 2 d;(u, x) + C r’(u). (5.5) 
IESCXI rEV~x)l-lSIUI 
Remark 5.1 
F’s 2 df(u, x) 
because 
0 5 -r,(u) 5 A,(u - x) if i E 
Then we have the following basic result to be proven in 
LEMMA 5.1 
V(x) n S(u). 
the next two sections 
For a point x, let a point y be defined by Algorithm 4.3 and let a point u be a least-squares 
solution to the system (5.1). Then 
F2( +, x) - F’( f, y) = $(x) - d(y) 2 (a*(x))%*/2 2 o’(x)h*i2 
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so that G’(Y) 5 (1 - /2*/2)0’(x), see (5.3). Here h* = min{l ,(a*(x)/F)/2}. h* = 1 if F = 
0, F’ is defined by (5.5), (a*(x))’ is defined by (5.2). 
COROLLARY 5.2 
Lemma 5.1 implies the relations (4.1). 
Lemma 5.1 also implies the next worst case bounds on the rate of convergence of F’( + , 
x(q)) to f’( + ) or equivalently on the rate of decrease of &x(q)) to 0. 
THEOREM 5.3 
Let x(q), q = 0. 1, . . . , T; T = 2Q - 1, be the sequence of approximations such that 
x(q + 1) = y(q), y = y(q) is computed by Algorithm 4.3 where x = x(q), that is, let Al- 
gorithm 3.1 be applied provided that the descent directions are defined by Algorithm 4.3 and 
that the stepsize is h = 1 at all steps, compare [ 111, p. 104. Then 
&(x(T)) 5 max{a’(x(0))/2”, 2(F~d(x(O))/Q)“~}, (5.6) 
where F$ is the maximum value of F’ over all x = x(q), 0 5 y 5 T, for a fixed x = x(q), 
we choose F’ taking its minimum value over all II that are least-squares olutions to the system 
(5.1)); r+(x(O)) 5 F’( +, x(O)). 
Remark 5.2. Our estimates may be only improved if we define optimum stepsizes rather 
than choose h = 1 throughout. 
Proof. If, for at least Q values of 4 from 0 to T - 1, h* = h*(q) = 1, so that 
o’(x(q)) - d(x(q + 1)) 2 o’(x(q))G (5.7) 
then $(x(T)) 5 o’(~(0))/2~ (see Corollary 5.2). Otherwise. by the virtue of Lemma 5.1, for 
at least Q values of 9 from 0 to T - 1, 
o’(x(q)) - d(x(q + 1)) 2 o”(x(q))l(2F,)?. 
Summing those inequalities in 4 = 0, 1, . . . , T - 1 and applying Corollary 5.2, we obtain 
that 
02(x(o)) z &do)) - d(x(T)) 2 2 g4(x(q))/(2F,)’ 
1 Qa4(x(T))/(2F7)‘. 
This proves Theorem 5.3 also in the case where (5.7) holds for less than l/2 of the values of 
y between 0 and T - 1. Q.E.D. 
If F$ are bounded for all T. then Theorem 5.3 implies that 
lim F(+, x(q)) = f( + 1 
v-+x 
and (5.6) defines some upper bounds on the convergence rate of Algorithm 3.1 in the worst 
case. 
Ff are bounded from above for all T if IIA(x(q) - u(q))11 are bounded for all 4 (see Remark 
5.1). Obviously. we may choose u(q) bounded for all 9 so that it remains to assure that ilAx 
be bounded for all q. This will hold if we expand the system (2.1) by adjoining the inequalities 
(4.11) or (4.12). 
In all our numerical computation by that algorithm we observe much faster decrease of 
the objective function. this is assured by the estimates of this section. The probabilistic upper 
bounds of Section 8 will explain that phenomenon. 
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6. SOME NOTATION AND AL-XILIARY RESCTLTS 
FOR THE PROOF OF LEMMA 5.1 
In this and in the next sections we will prove Lemma 5. I. In this section we will introduce 
some notation and will derive some auxiliary results for that proof, We will assume that x is a 
given point; y is defined by Algorithm 4.3; u, d(x) and F are defined as in the previous section, 
see (5.1), (5.4) and (5.5); z = z(h) lies on the interval 0 5 Iz I 1 of the half-line (3.2); 
W = W(h*) = X + h*(u - x), h* ranges from 0 to 1. (6.1) 
For every subset J of the set (1, 2, . . , m}. we will extend our previous notation by 
replacing the rows i of A and the entries i of b with zeroes unless i E J and we will denote 
the resulting m x n matrix A(J) and the resulting m-dimensional vector b(J). [This can be 
interpreted as the transition from the system (2.1) to one where the inequalities (2. I) for i $Z J 
are replaced by the trivial inequality Orx 2 0. We will usually choose the subset J being, say, 
V(x), S(x), S(u), V(x) II V(u), and so on.] We will designate 
r(x, 1) = b(J) - A(J)x = r( + , x, J) - r( - , x, J), 
F( + , x, 4 = Ilr( + t x, J)ll, 
Ox, J) = Ilrk 411, f( + , 4 = max F( + , x, 4, 
(6.2) 
compare (2.3)-(2.7), (5.2). 
We will also denote 
r(v, xl = r(v) + r( - , xl, F(v, x) = llr(v, x)11, 
f(x) = min F(v, x), Z(x) = F2( +, x) - f’(x). 
Y 
(6.3) 
Here v can be arbitrary point (vector), in particular we will apply (6.3) where v = x; v = y: 
v = w; v = u. [Note that r( + , x) = r(x, V(x)), -r( - , x) = r(x, S(x)), r(x, x) = r( + , x).] 
Here are the two first auxiliary results of this section. 
LEMMA 6.1 
F( +, z) 5 (1 - h)F( + , x, V(z)) + M’(Y, x). 
Proof. Except for one application in Section 9, we will use Lemma 5.1 only in the case 
where h = 1, z = y. However, we will prove that lemma for all h, 0 5 h 5 1. Recall (3.2) 
and note that r(z) = (1 - h)r(x) + h-(y). Recall that r(y, x) = r(y) + r( - , x), see (6.3). 
Therefore 
r(z) = (I - h)r(x) + hr(y, x) - hr( - , x) 
= (1 - h)r( + , x) + hr(y, x) - r( -, x). 
Since r( -, x) 2 0, it follows that 
0 s r,(z) 5 (1 - h)r,( + , X) + hr,(y. x) if i E V(z). 
This immediately implies Lemma 6. I. Indeed, designate a, = ( 1 - h)r,( + . x), p, = hr,(y, x). 
Then 
C ((1 - h)r,( + , x) + hr,(y, x))’ = /la + PII’. 
where cx = [a,], p = [/I,] are two vectors, i ranges within V(z); llall 5 (1 - h)F( + , x) for 
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h 5 1, lip/i I hF(y, x) for h z 0. It remains to apply the triangle inequality IJQ! + PII 5 IIalI + 
ilpll to the IV(z)/-dimensional vectors CY and p. Q.E.D. 
LEMMA 6.2 
F?(y, x) 5 F?(w, x) 5 ((1 - /z*)F( +, x) + h*f( + 3 w4))2 + (h*w. (6.4) 
Proof. Recall (6.1) and obtain that 
r(w) = b - Ax - h*A(u - x) = (1 - h*)r(x) + h*r(u) 
Hence 
r(w, x) = r(w) + r(-, x) = (I - h*)r(x) + h?(u) + r( -, x) 
= (1 - h*)r( +, x) + h*(r(u) + r( -, x)). 
The latter equation implies the following estimates for r,(w, x). 
i”j(W, x) = 
h*(r,(u) + T;( -, x)) = h*A;(x - u), if i E S(x), 
(1 - h*)r;( +, x) + h*r,(u), if i E V(x). 
The latter equation implies that 
rj(w, x) = 1 (1 - h*)ri( + ( X) + h*r,( +, II), if i E V(x) n V(u), (1 - h*)r,( +, x) - h*r,( -, u), if i E V(x) n S(u). 
Combine the above expressions for ri(w, x) for all i and obtain that 
F’(w, x) 5 ((1 - h”)F( + ) x) + h*F( +, u, V(x)))? + (h”W, 
where F is defined by (5.5). This implies Lemma 6.2 since F( + , u, V(x)) = f( + , V(x)) by 
the definition of u (see (5.1)) and since f(x) = F(y, x) 5 F(w, x) by the definition of y, and 
by (6.3). Q.E.D. 
Remark 6.1. Note that Ir,(w, x)1 5 max{(l - h*)lri( + , x)1, h*lri( -, u)l} if i E V(x) n 
S(u). This observation indicates that the bound of Lemma 6.2 and all estimates that rely on 
that lemma are not always sharp. 
Note that Lemma 6.1 for h = 1 and Lemma 6.2 combined imply the inequality 
F’( + , y) zs ((1 - h*)F( +, x) + h*f( +, V(x)))’ + (h*F)? for all 0 5 h* 5 1. 
However, we will obtain the more convenient estimate of Lemma 5.1 by combining Lemma 
6.1 for h = 1 with Lemma 6.4 below. Lemma 6.4 will be derived from Lemma 6.2 in the 
next section via the following auxiliary result. 
LEMMA 6.3 
Let 
IT* = min{l. F( +, x)~(x)/(.A’(x) + F’)}, h” = 1 if F = 0. (6.5) 
If 
fc + . V(x))d(x) 2 F”. (6.6) 
then 
f’(x) 5 F’(w. x) II f( +. V(x))F( +. x). (6.7) 
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f’(x) 5 F’CW. x) 5 F’( +, X)/C 1 + (d(x)/F)‘). (6.8) 
Remark 6.2. In the cases where h* < 1, (6.5) actually defines the value h* that minimizes 
the right side of (6.4). 
Proof. The left inequalities of (6.7) and (6.8) are obvious. Deduce from (6.5) that 11” = 1 
if (6.6) holds, 0 i h* < 1 otherwise. If (6.6) holds, then substitute h* = 1 into (6.3) and 
obtain that F’(w, x) c: f’( + , V(x)) + F’. The latter inequality. (5.4) and (6.6) combined 
immediately imply the right inequality of (6.7). 
If (6.6) does not hold, then F > 0, h* < 1. Substitute (6.5) into (6.4) and derive that 
F?(w, x) < (F( f, x)F)‘I(F’ + d’(x)) = F’( f, x)/(1 + (il(x)IF)‘). 
Q.E.D. 
Lemma 5.1 immediately follows from Lemma 6.1 for 17 = 1 and from the next lemma. 
which will be proven in the next section and will be applied also in Section 9. 
LEMMA 6.4 
Let h* = min{l,(l/2)(a*(x)/F)‘}, h* = 1 if F = 0. compare Lemma 5.1. Then 8’(x) 2 
F?(+ , X) - F?(w, x) z (a*(x))%*/2, where C?(X) is defined by (6.3). 
7. THE END OF THE PROOF OF LEMMA 6.4 
In this section we will prove Lemma 6.4 using a trick that might seem artificial. Namely, 
we will note that Lemma 6.3 can be applied to the auxiliary system that consists of all inequalities 
(2.1) and of the two following ones, 
X” 2 K, -x,, 2 K. (7.1) 
Here K is a positive parameter (we will choose K + + 3~) and ,rO is an additional variable. 
Actually we will always choose 
X” = 0 (7.2) 
because this will minimize the sum of the squares of the two residuals of the inequalities (7.1). 
min ((x0 - K)? + (x0 + K)‘) = 2Kl. (7.3) 
Thus the extension of the system (2.1) by adjoining the two inequalities (7.1) will not 
actually change the computational process. However. we can see that this will change the 
parameters of our estimates of Lemma 6.3 [for instance, F’( + , x) and f( + , V(x)) increase 
by 2K? each] and finally will transform them into the estimates of Lemma 6.4. 
Let us now proceed formally and rewrite the system (2.1) and (7.1) as 
(7.4) 
so that ir = [x,, j = 0, 1, . . , n] is (n + 1)-dimensional vector whose entry xg is always 
equal to 0, 
A = [a,,, i = 1, . , m + 2; j = 0, I, , nl 
is an (m + 2) X (n + 1) matrix, b, = [b,, i = 1, . . . m + 21 is (m + 2)-dimensional 
vector. 
The previous notation and all of the properties of the system Ax 2 b and of its subsystems 
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are immediately extended to the case of system (7.4) and its subsystems. As we have already 
done that above, we will continue to use the character - (tilde) and the subscript K in order to 
mark all values defined by the system (7.4). As above, the character - will be used in the cases 
where such values are invariant in K provided that x0 = 0. Otherwise, the subscript K will be 
used. For instance, we will write 
rx(W = bK - iti, FK( + , 2) = Ilr,( + , C)II. 
(We write ir rather than xK because f is invariant in K provided that x0 = 0.) 
The next relations are immediately verified for all vectors x, z, u and for all positive K. 
F = F [see (5.5)], 
F;(+, S) = F’(+, x) + 2K?. 
F;(C, S) = F’(w, x) + 2K?, 
f:( + , VW) = f2( + , VW) + 2K2, 
F;( + , 2) - F#, 2) = Fz( + , x) - F?(w, x), 
F;( + , fi) - f:( + , V(W) = F2( + , x) - f2( + , V(x)), 
h$ = min{l ,FK( +, f)d,(f)/(d~(S) + F’)}, 
h$ = 1 if F = 0 [see (6.5)]. 
(7.5) 
Our next objective is to extend the assumption (6.6). Corollary 7.3 will show how that 
assumption should be changed following the transition from the system (2.1) to the system 
(7.4). 
We will use the two following facts. 
LEMMA 7.1 
2 lim (fn( + , V(k))d,(f)) = F?( + , x) - f2( + , V(x)) 
K--r% 
for all x. 
LEMMA 7.2 
2fd + , W.))~,(Q 5 F’( + , xl - f2( + , VW) 
for all x and K. Furthermore, the inequality is strict if and only if F( + , x) > f( + , V(x)). 
Proof of Lemmas 7.1 and 7.2. At first note that 
Ad@ = FKt + , 2) - fd + , V(9) 
= (Fk( + , 2) - f;( + , VC%)))I(F,( + , $1 + fK( + , V(k))). 
Recall (7.5) and derive that 
AK(X) = (F’t + , xl - f? + 3 VW))ltF,t + , 52 + fd 3-y VW)). 
Multiply both sides of the latter equation by fK(+ , V(5)). At this point, on the one hand, it 
remains to note that 
lim fK( + . V(f))/(F,( + . ?i) + fK( + , V(C))) = 112, 
i-x 
see (7.5), in order to deduce Lemma 7.1. On the other hand, Lemma 7.2 also immediately 
follows. Just recall that f.& + . V(5)) 5 F,( + , %) for all K and all f. Therefore fK( + , V(W))/ 
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(FK( + , 2) + f,( + ) V(k))) 5 l/2 [and furthermore this inequality turns into equality if and only 
if fK( f) V(2)) = F,( +, %), which is equivalent to f( +. V(x)) = F( +, x). see (7.511. Q.E.D. 
Lemmas 7.1 and 7.2 imply the following result. which should be compared with the 
inequality (6.6) rewritten for the system (7.4). 
COROLLARY I. 3 
For all x, u either (F’( +, x) - f’( + , V(x)))/? 5 F’. and then 
fK( + , V(%))d,(%) 5 (F’( + , x) - f’( + , V(x)))/:! 5 F’ for all K. (7.6) 
or otherwise 
fd + , V(@)d,(X) 2 (F’( + , x) - f’( + . V(x)))/2 - b > F' (7.7) 
for all sufficiently small positive d‘ and all sufficiently large K = K(d). 
A little more preparation is needed before we extend Lemma 6.3 to Lemma 6.4. 
The next simple auxiliary fact can be easily derived, for instance, from Lemma 7.1 and 
from the Equations (7.5), see also (5.2). 
LEMMA 7.4 
8 lim (Kd,(%))’ = (F’( + , x) - f2( + , V(x)))’ = (o*(x))~. 
K-.x 
We will also use the following result. 
LEMMA 7.5 
lim (FK( + , k)A,(i))/(d~(%) + I’-=‘) = (l/Z)(o*(x)/F)‘. 
K-r 
Proof. Recall from the proof of Lemmas 7.1 and 7.2 that 
d,(g) = (F’( + , x) - f’( + , V(x))I(F,( + , $1 + f,( + , V(k))). 
Therefore 
lim d,(g) = 0, lim (2F,( + , @AK(k)) = (CT*(X))? 
K-X K-X 
Combine the latter relations, recall that F = F [see (7.5)] and derive Lemma 7.5. Q.E.D. 
We have defined ha by (7.5). Next apply Lemma 7.5 and verify that 
h* = lim h,* (7.8) 
K-x 
has the same value as h* in Lemma 6.4. 
Now we are ready to deduce Lemma 6.4 from Lemma 6.3 applied to the system (7.4). 
At first assume that (7.7) holds. (Note that in that case h * = hi = 1 and consequently iv = ii 
for all sufficiently large K.) Then apply Lemma 6.3 to the system (7.4), so that the values X, 
i?‘, fK( +, V(i)), FK( + , fi), FK(\?I, k), AK(%), i: substitute for the values x, w, f( + , V(x)), 
F( + , x), F(w, x), d(x) and F, respectively. Substitute the expressions for Fi( + , X), Fi(ti, i) 
and fi( + , V(c)), from (7.5), recall that \k = ii if 11” = 1. and obtain that 
(F”(u, XI + 2KY 5 (f? + , V(x)) + 2K%FJ( + , x) + W) 
for all sufficiently large K. Derive from the latter inequality that 2F’(u, x) or f?( + , V(x)) + 
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F’( + , X) or. equivalently [see (5.2)]. that F’( + . x) - F?u, x) 2 (cJ*(x))~/~. This proves 
Lemma 6.4 in the case where (7.7) holds. 
Let (7.7) not hold. Then (7.6) holds for the system (7.4) for all K. Consequently (6.8) 
ought to hold. In that case 2h” = (rr*(x)/F)‘, as follows from the equations (7.5), (7.8), and 
Lemma 7.5. Apply Lemma 6.3 and the Equations (7.5) and derive that 
for all K. Equivalently. 
Fi(i+, X)(1 + dgx)/F’) 5 Fi,( + . P), 
F;( +. P) - F;,(W, f) 2 F;-(\i, k)d;,(%)/F’ 
for all K. Combine this with (7.5) and obtain that 
F? + , x) - F’(w. x) 2 (F?(w. x) + 2K2)d;,(f)/F2 
for all K. Consider the latter inequality for K --, x, apply Lemma 7.4, and deduce that 
F’( +, x) - F’(w. x) 2 (o”(x))4/(2/9’ 
This proves Lemma 6.4 in the remaining case where (7.7) does not hold. Q.E.D. 
8. PROBABILISTIC ESTIMATES FOR THE CONVERGENCE RATE 
OF ALGORITHM 3.1 
We will partition this large section into five subsections. Our objective is to present some 
probabilistic estimates for the rate of the decrease of &(x(q)) which should show that the 
estimate (5.6) is overly pessimistic for most inputs. Our analysis will rely on Lemma 8.1.4, 
which will be deduced from Lemma 5. I. We will assume throughout this section that Algorithm 
4.3 is used at all iteration steps of Algorithm 3.1 in order to define the descent directions and 
that stepsize h = I is chosen at all iteration steps so that x(q + I) = y(y) for all 4, compare 
Remark 5.2. 
8.1. Some auxiliap results and the muin lemma 8. I .4 
Assume throughout this section that the vectors x = x(y) and u = u(q) are defined as in 
Section 5. that a(i) = a(i, q) designates the angle between the two vectors u - x and A,, 
i = 1.. . , m. and that 
p(i) = ,a(i. q) = /cos a(i)l, i = I, . . . m, (8.1.1) 
i = min (I/A,I///JA&‘. (8.1.2) 
15, kzz_;,,r 
Remark 8. I. I. We may assure that i = _ 1 by scaling the given system (2. I). Even if all 
inputs are integers and should remain integers, we still may scale the constraints A,x 2 b, by 
2”“’ where k(i) are positive integers and . ‘- way we may assure that i 2 l/4. Such a scaling 
leaves the set of all feasible points of the system (2. I) invariant, increases /IAll at most m0 s 
times. and increases lJb!i at most maximum,,,!/A,j//llA,// times. The latter factor does not exceed 
IlAil if all entries of A are integers. 
DEFINITION 8.1.1 
In this section I’,’ and 1:’ designate the two sums in i ranging within the two sets V(x) f~ V(u) 
and S(x) U S(u). respectively. 
Our next objective is to prove Lemma 8.1.4 below. which will be the basis of our prob- 
abilistic estimates for the convergence rate of the algorithm. Next we will prove some auxiliary 
results. 
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LEMMA 8.1.1 
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c’ A,r,(u) = 0. 
Proof. Note that, for all w near u, 
F2( + , W, V(X)) = 2’ rf(w) + 2 rZ(w, V(x)) 
, ,EL’lw,-l’rul 
- 2L rf(w. V(x)). 
Since F’( + , w, V(x)) takes its minimum in w value at w = u. and since the derivatives 
c~F’( + , w, V(x))/dw, are continuous in w, for all j, we have that 
dF2( +, u, V(x))ldu, = C’ u,,r,(u) = 0, j = 1, . , n, 
where A, = [a,,, . . . , ai,,]. This immediately implies Lemma 8.1.1. Q.E.D. 
LEMMA 8.1.2 
(a*(x))’ = F2( f, x, S(u)) + 
Proof. (o*(x))? = F’( +, x) - F2( +, u, V(x)) as follows 
a*(x), see (5.1) and (5.2). Therefore 
from the definition of u and 
(o*(x))~ = F’( + , x. S(u)) + C’ (r-f(x) - rf(u)l 
= F2( + , x, S(u)) + c’ (A,(u - x))(r,(x) + r,(u)). 
It remains to note that C,’ A,(r,(x) + r,(u)) = C,’ A,(r,(x) - r,(u)) by the virtue of Lemma 
8.1.1 and that r,(x) - r,(u) = A,(u - x). Q.E.D. 
The next result is obvious. 
LEMMA 8.1.3 
df(u, x) = (A,(u - x))? = 1111 - xi12(llA,Jp(i)) for all i, see (8.1.1). 
LEMMA 8.1.4 
Let a*(x), F, p(i), i be defined by (5.2). (5.5), (8.1.1) and (8.1.2). respectively. Let 
F( +, x) > 0 and let the set V(x) n V(u) be not empty, see Lemma 8.3.1 below. Let It’” be 
defined as in Lemma 5.1. Let h* < 1. Then (compare Definition 8.1.1) 
u S(u)/ 2_ E.ji2/(m - I), 
where ii = max,Ev,,,nvl,, ~(0. 
Proof. Lemma 8.1.4 follows from Lemmas 8.1.2 and 8.1.3. and from the assumption that 
the set V(x) fl V(u) is not empty. [IS(x) U S(u)/ 5 m - 1, since V(x) fl V(u) is non- 
empty.] Q.E.D. 
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8.2. Some statistical assumptions and an outline of the analysis 
Lemmas 5.1 and 8.1.4 together reduce the upper estimates for the convergence rate of 
Algorithm 3.1 in the considered case to the lower estimates for p’(i) (recall that we may assume 
that E. L 114, see Remark 8.1.1). Of course, at some steps q for some instances of the problem, 
some of $(i, q) can be as small as 0 but we will study $(i, q) as a random parameter and 
will find positive probabilistic lower estimates for its value for each fixed pair i, q. Due to 
Lemmas 5.1 and 8.1.4, this will imply some probabilistic upper bounds on the running time 
of the algorithm. 
We have to set a statistical measure for the cosines of the angles between the vectors A, 
and u(q) - x(q) for all i and q. The following assumption is natural and customary, compare, 
say, [4, 5, 15, 23, 27, 281. 
ASSUMPTION 8.2.1 
For all i, i = 1, 2, . , m, the normalized vectors Ai/llAill are randomly, uniformly, and 
mutually independently distributed on the (n - I)-dimensional unit sphere S, + , = {v:llvll = l}, 
so that the vector Ai/llA,ll lies in a domain S of S,, , with the probability ISI/IS,,-,I where ISI 
and IS,_ ,I denote the areas of S and S,_ ,, respectively, compare the notation introduced at the 
end of Section 2. 
For our analysis we need to study the cosines of the angles between the vectors A, and 
u - x = u(q) - x(q). The distribution of the subscripts i between the sets V(x) fl V(u) and 
S(x) U S(u) depends on q but, when x = x(q) is fixed, we have a fixed subproblem (5.1) and 
we choose u = u(q) in the region of the least-squares solutions to (5.1) (we may choose any 
point u in that region). We will proceed with our analysis under the assumption that the direction 
from x(q) to u(q) is not biased as q grows. 
ASSUMPTION 8.2.2 
For every q the distribution of Ai/IIAiI( on the unit sphere S,_ , remains random, uniform, 
and mutually independent for all i belonging to the set V(x) II V(u) even if the vector x = 
x(q) is fixed and if the vector u = u(q) is allowed to be an arbitrary point of the region 
R( + , V(x)) of all least-squares solutions to the auxiliary system (4.4). 
Let us sketch our plan of analysis in the remainder of this section. Our analysis will rely 
on estimating that under Assumptions 8.2.1 and 8.2.2 there exist positive constants c and c* 
such that for a fixed i the value ,u’(i) exceeds c*ln with the probability at least l/2 and for 
arbitrary positive 6 value ,a?(i) is less than 1 in’-” with the probability 1 - O(exp ( - nC”)) as 
n + x. If the cardinality of the set V(x) fl V(u) is of order n or is greater than n, then the 
latter bounds imply that C,! p2(i) is bounded from below by a positive constant with the probability 
that rapidly converges to 1 as n -+ 5. Similarly we derive that Ey p’(i) = O(mln’-“) with the 
probability p such that 1 - p = O(exp ( -n”)). For both bounds we use mutual independence 
of the distribution of A,/IIAJ on S,,, for different i. Combining those bounds together, we 
obtain the desired probabilistic lower bound on 2h*, see Lemma 6.1.4, and consequently, see 
Lemma 5.1, the desired probablistic upper bounds on the number of steps of the algorithm 
required in order to decrease the objective function O’(X) = F2( + , x) - f’( +) a prescribed 
number of times, that is, O(m/n’-“) steps suffice (with the probability rapidly converging to 1 
as n --f =) in order to decrease G’(X), say, 2 times. (Actually we will a little improve those 
estimates at the end of Section 8.4.) We will easily relax the restriction that the cardinality of 
the se! V(x) fl V(u) for x = x(q), u = u(q) is to be sufficiently large. Indeed, otherwise we 
are free to choose in our estimates any u = u(q) within the region R( + , V(x)), see Assumption 
8.2.2. In the next subsection we will show that the latter region always contains a linear manifold 
of the dimension at least n - max, IV(x) n V(u)/. If such a dimension is sufficiently high, 
then varying u within that manifold we may always assure that the angle between u - x and 
A, for some i E V(x) n V(u) is sufficiently small, and this will lead us to the desired lower 
bounds on J? and consequently again on 2: p’(i) and on h*. The derivation of the estimates 
along this line is a rather straightforward but quite tedious work. We will move some most 
tedious computations to subsection 8.5. In the next subsection 8.3 we will estimate the dimension 
of the region R( + . V(x)) depending on IV(x) n V(u)l. In the main subsection 8.4 we will first 
estimate b’ in the case where IV(x) fl V(u)1 is substantially smaller than n. Then we will estimate 
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2,' p’(i) in the complementary case where (V(x) fl V(u)/ is large enough. Then we will combine 
those estimates with the upper bound C:’ p’(i) that will follow from our study in subsection 
8.5. Thus we will derive the desired estimates for h* and for the number of steps of the 
algorithm. Finally, we will a little refine those estimates. 
8.3. The range of the vector u 
In this subsection we will derive some auxiliary results that will characterize the range of 
u for a given x. For a vector x define the set d(u) that consists of all vectors u of the region 
R( + , V(x)) [see (5. l)] where the cardinality of the set V(x) II V(u) is maximum. Hereafter let 
u E R(x). (8.3.1) 
The two following lemmas characterize the set V(x) II V(u) under (8.3.1). 
LEMMA 8.3.1 
The set V(x) n V(u) is not empty if the set V(x) is not empty and if (8.3.1) holds. 
Proof It is sufficient to consider the case where F( + , x) > 0. If Lemma 8.3.1 does not 
hold, then F( + , x) > F( + , u) = 0. Therefore there exists a nonnegative number ho such that 
F( +, u + h(x - u)) = 0 if 0 I h d ho andF( +, u + h(x - u)) > 0 if h > ho. Then the 
vector u + h,(x - u) lies in the region R( + , V(x)), so that the set V(x) n V(u + h,(x - u)) 
is not empty. Q.E.D. 
Hereafter designate 
d(x) = n - (V(x) n V(u)1 for all u E R(x), 
d+(x) = max{O, d(x)}. 
(8.3.2) 
Remark 8.3.1. If V(x) is not empty, then d(x) < n, as follows from Lemma 8.3.1. 
LEMMA 8.3.2 
If V(x) is not empty, then the set R(x) contains a linear manifold d of dimension d_(x). 
Proof. Lemma 8.3.2 follows from Lemma 8.3.1 if d+(x) = 0. Let d+(x) > 0, u E d(x). 
Then u E R( + , V(x)) and furthermore u lies in the region R(V(x) fl V(u)), which consists of 
all least-squares solutions w to the system of linear equations A(J)w = b(J), where 
J = V(x) iI V(u). Such a region must contain a linear manifold, d, of dimension at least d,(x) 
such that u lies in i? and Ajw 5 bi for all i from V(x) fl V(u) and w from /?. Let us start 
moving vector w from u within l? and try to satisfy at least one of the equations A,w = b, for 
i E V(x) - V(u), which are not satisifed at w = u. Suppose that w* is the first point that we 
will encounter where at least one of those equations is satisfied. Then w* E R( + , V(x)) and 
(V(x) n V(w)1 > IV(x) fl V(u)/. This contradicts (8.3.1). Therefore w will never meet any 
region Aiw 5 bi, where i E V(x) - V(u) while w varies within d. Therefore for all points w 
of d we have V(x) fl V(w) = V(x) fl V(u), F( + , w, V(x)) = F( + , u, V(x)), so that w E 
R(x). Q.E.D. 
8.4. Probablistic bounds under Assumptions 8.2.1 and 8.2.2 
In this subsection we will derive the desired probabilistic estimates for 2h* and consequently 
for the rate of convergence of the considered algorithm. The readers may substantially simplify 
the proofs and the estimates if they apply the 0 notation and the o notation instead of following 
our estimates for the specific values of parameters and constants. We will follow the general 
outline of the analysis sketched in subsection 8.2. 
We will start the analysis with introducing some notation and estimating from below the 
probability p(t) = p(t, i, q) that ,a(i, y) 2 t for a parameter t that ranges from 0 to 1. [Under 
Assumptions 8.4.1 and 6.2.2, p(t) does not depend on i and q but depends on 11.1 
We will use the following definition. 
DEFINITION 8.4.1 
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p(r) = p(t, i, y) is the probability that p(i, q) L f. S,(p) is the g-dimensional sphere that 
consists of all (g + I)-dimensional vectors of the norm p. so that (v, v) = p’; S, = S,(l). R 
is a linear manifold that lies in d(x) and has dimension d, such that d+(x) 5 d < n, see (8.3.2) 
and Remark 8.3.1. 2 = IZ - d. R, is the domain on the sphere S,, _ , such that for every vector 
v from R, there exists a vector u from 8 such that /(u - x, v)l > tllu - XII. (For instance, R,, 
consists of all vectors of S,,_ , that are not orthogonal to f?. For small positive t, the orthogonal 
and “near orthogonal” to f? vectors of S,,_ , are excluded from R,.) 
Our next objective is to estimate lR,l and IS,,_,1 because, under Assumptions 8.2.1 and 
8.2.2, 
p(t) = ~0, i, 4) 2 \R,lI\S,,- 11. (8.4.1) 
We need to estimate the quotient of the (n - I)-dimensional areas of the sphere S,_ , and 
of the domain R, or the quotient of the areas of S,,_ , and of the difference S,_ , - R,. We will 
not increase our lower bounds on IR,l if we assume in our estimates that x = 0 and that I? and 
S,,_ , are defined as follows: 
S,_, = (v:(v, v) = l}, ri = {v:v, = 0 forj 5 ci}. 
(Actually we may even use the manifold of dimension d + 1 that passes through !? and x rather 
than the manifold I? of dimension d. This would slightly improve our estimates.) Then the 
domains R, and S,,_ , - R, will be defined as follows: 
R, = v:(v, v) = 1, 2 
{ ,=d+ I 
S,,_, - R, = v:(v, v) = 1, i v,Z 
(=I 
(8.4.2) 
(Indeed. for a given vector v choose u E I? such that v, = U, forj > 2,) Designate pk = 
(I - IX:=, vf)“’ for k = 1, . . , n. Note that 
p0 = l,0%pr5 1 forallk,pd+, <rifvES,,_, -R,. (8.4.3) 
Next estimate the area of the domain S,, _ , - R,. Successively integrate in v, from - p, to p, , 
then in vz from -p: to pz, and so on, use the symmetry about 0, and derive that the area 
IS,,_, - R,I is equal to the multiple integral 
2” [” (l/p,) l’ (l/p,) . . . r-’ (I/pa-,) I;-’ (jSd_,@d+,)lipd)dv,dvz . . dvd 
I \Sd-,\rd-‘(2 1’ (i,p)dv)‘. 
0 
Here we designated that p’ = 1 - v2 and applied the obvious bound 
/S,,-,(P~+,)I = lL,l(p~-,I”-’ 52 IS,-,I+'. 
see (8.4.3). 
Next substitute I‘ = sin 4. d\, = cos C#I d4. p = cos 4 and obtain that 
I ’ Clip) dv = ~~12. 0
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Summarising we have the following very rough estimate. which is. however. sufficient for our 
purpose, 
IS,,_, - R,l I 7rAjSd_,/r’-’ if d > 0. t 2 0. 
Combine the latter bound with (8.4.1) and deduce the following result. 
LEMMA 8.4.1 
1 - p(f) 5 n”P-‘/S,_,l/lS,,_,I if d > 0, t 2 0. 
Hereafter we will designate that 
I,(t) = ( 1 _ ,$)(“-3112 &,, (8.4.4) 
The next equation will be easily derived in Section 8.5, see (8.5.2). 
IS,-,I = 2jS,,_11f,(1) for all n > 2. (8.4.5) 
We will use the folIowing lemma in order to estimate I,,( I) and consequently IS,!_ ,l/lS,,_ jI. 
LEMMA 8.4.2 
12(l) = n/2, I,(l) = 1, 1,(1)1,_,(l) = nl(2k - 4), k = 3, 4. 5, . . . , 
so that 
I r,+z(l) = (7(/2) h (2k - 1)/(2k), f?,+,(l) = fi (2k/(2k + I)) 
k=I !%=I 
for s = 1, 2, 3, . . 
Proof. Substitute 7 = sin 4, 1 - $ = CO? 4, dq = cos 4 d4 into the integral in (8.4.4) 
and obtain that 
q f,,(t) = I COS”-~ 4 d4, t = sin ‘I, q = arcsin t. 0
This immediately implies that 
I?(t) = arcsin t, 13(t) = t. (8.4.6) 
On the other hand, integrating by parts, we obtain the following recurrence equations for 
all t, 0 5 t 5 1, 
(g - 2YK(t) = Cos-.’ v sin q + (g - 3)1,_,(t) 
= t(l - t2)‘K-“‘” + (g - 3)fK_2(t)’ 
g = 4, 5, 6, . . Substitute t = 1 into the above recurrence equations and into (8.4.6) and 
immediately derive Lemma 8.4.2. Q.E.D. 
As follows from Equations (8.4.5) and from Lemma 8.4.2, 
I&+,1 5 21Si1, /&+,I = (2nik)(S,_,I, k = 2, 3, 4. . . 
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where 
Is,,-,I = 0, g)IS,,-,-zJ 2 0.5 0, s)lS,,->,I, 
c(n. g) = (27c)“‘l((I7 - 2)(n - 4) * * . (n - 2g)), g = 1, 2, . . . ) ]n/2] - 1. 
Ln p&cular JSd_ ,j/jS,,_ ,I I 2/c(n, g) for g = [a/2]. This leads us to the following estimate. 
LEMMA 8.4.3 
Is,,_,~/]s,,_,I 5 2((n - 1)1(27c))“‘~ if n > 8. 
Proof. Let ?I be even, n = 2k, g = [d/2]. Then 
c(2k, g) = nY/((k - l)(k - 2) . . . (k - g)) = @(k - g - l)!l(k 
Therefore 
j&_,I//S,,_,/ % 2/c(2k, g) = 2n-g(k - l)!l(k - g - l)! I 2n-R(k 
= 2((n - 2)/(27r))X 5 2((n - 2)/(2n))d”. 
Similarly for odd n, n = 2k + 1, because 
llc(2k + 1, g) 5 nxl(k(k - 1) . . * (k - g + 1)). 
l)! 
Q.E.D. 
Remark 8.4.1. The bound of Lemma 8.4.3 can be refined using Stirling’s formula, s! = 
(2xs)l’ZsSeH(‘i-s, 0 < O(s) < l/( 12s), see [ 10, 201. In particular, for even n, n = 2k, we arrive 
at the following bound, 
~S,_,~/~S,,_,~ 5 2/c(2k, g) 5 2(7re)- e 8 lill2k- l2,(k _ I)‘.-O.s/(k _ 1 _ g)k-0.5-” 
= 2e”‘6”-‘z’((n - 2)l(2xe))8((n - 2)l(n - 2 - 2g))‘“-‘-2nJ’2, 
where g = L&2]. Furthermore if 2 is even, then d = 2g, and we have [Sd- []/IS,_ r] 5 
2e1”6”-‘z1((n - 2)/(2ne))d”(fz - 2)/(n - 2 -(i))“1-‘--(i)i’ If, say, n = 2d, n * cc, then IS,_& 
IS,_,/ = O((n - 2)/(rre))j’?. Similarly for odd d and/or for odd n. 
Combine Lemma 8.4.1 and 8.4.3 and deduce the following result. 
LEMMA 8.4.4 
1 - p(f) 5 2(n(n - 1)/2)““‘-’ if d > 0, r 2 0. 
We will apply Lemma 8.4.4 in order to estimate C: ,$(i, q) from below, cf. Lemma 8.1.4, 
in the case where (Z(U - I)/&) 3 d”2d-z’t < 1 - q or, equivalently, where 
212/d > 2 + (2/d) + log (n(n - 1)/2)/lag ((1 - r;l)/t) (8.4.7) 
for a positive constant ‘1 and for t such that 0 < t < 1. 
In that case 1 - p(r) < 2(1 - r/)‘-’ by the virtue of Lemma 8.4.4 and we derive the 
following bound. cf. Lemma 8.3.1 and Definition 8.1.1. 
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LEMMA 8.4.5 
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If (8.4.7) holds for some positive constants t and ‘7 such that f 5 1. q < 1. then X: j?(i. 
4) 2 [‘with the probabilityp, 2 1 - 2( 1 - I/)“-‘. Here d is defined by (8.3.2). Remark 8.3. I 
and Definition 8.3.1. Furthermore. if (8.4.7) holds for fixed t and 17 such that 0 < t < I. 
0 < ye < 1 and for II --f x, then 1 - p, = O(y”) for a positive constant /I < I. [If II + x. 
then (8.4.7) is equivalent to the following relation. c? 4 cnilog II where c < 2 log ((I - r/)/ 
rI.1 
If (d log n)/n is unbounded as 17 + x. then Lemma 8.4.5 may loose its power. [In that 
case the set R( + , V(x)) may become too small in order that a desired lower bound on ,L;. see 
Lemma 8.4.1, be assured via the variation of the vector u within that set.] However. in that 
case we will derive some efficient probabilistic lower bounds on C,’ /l’(i. 4) using a different 
approach We will rely on Lemma 8.4.2 and on the following upper bound on p(r) to be proven 
in Section 8.5, see Lemmas 8.5.1 and 8.5.5. and Equation (8.5.8). [That bound on p(r) is 
independent of d(x), unlike the bound of Lemma 8.4.4. which has no value. say. for L/(X) < 2.1 
LEMMA 8.4.6 
Let t,, be such that p(t,,) = l/2. Then t,, = 0.51,,(l) > 0.25(n/(n - 1))’ 2 for all jz. 
We will use Lemma 8.4.6 and Assumption 8.2.1 about the mutual independence of /l’(i. (I) 
for different i, in order to estimate a probabilistic lower bound on C,’ p’(i. y). [That bound will 
already depend on IV(x) il V(u)1 = d(x), of course.] To simplify the analysis. assume that 
~(i, 4) takes only the two values, t,, = I,,( 1)/2 and 0, each with the probability 112. [Such an 
assumption rnay only reduce 2,’ ,$(i. q), cf. Lemma 8.4.6.1 Then the random value C,’ /l’(i, L/) 
has the binomial probability distribution, see [lo], that we will easily estimate. Specifically, 
let k = [(i/4], where d = n - d is defined in Definition 8.4.1. By the formula for the binomial 
distribution, see [lo], the inequality 2: /?(i. q) 2 kl,‘( I)/4 holds at least with the probability 
I-I 
P * = 1 - 2”’ c C(4k. h), 
ir =o 
where C(s, h) = s!l(h!(s - h)!). Recall Lemma 8.4.6 and obtain that 
c’ p?(i, q) > nkl(16(n - I)) 2 TC(~ - 3)1(64(n - 1)) (8.3.8) 
at least with the probability p*. 
it is obvious that C(4k, k) < C(4k. k) if h < k. This leads to the rough bound 
p” > I - kT’“C(4k. k). (8.3.9) 
Estimate C(4k, k) from above using Stirling’s formula. s! = (2rcs)’ ?s’e”“I-‘. where O(S) 
is a positive monotone decreasing function in s [actually O(s) = l/( 12s) + l/(288$) - 1391 
(51,840s’) - .]. 
We obtain .that 
C(4k. k) = (2/(37ck))’ ‘e”(4k)“/(kL(3k)‘“) = (2/(3nk))’ ze”4”‘/3’“. 
where 0 = 0(4k) - O(k) - 0(3k) < 0. 
Therefore 
C(4k. k) < (W(ink)) ‘4”/3”. 
Substitute the latter inequality into (8.4.9). recall that k = [(I[ - c/)/J], recall (8.4.8). 
and obtain the desired result. 
LEMMA 8.4.7 
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Under Assumptions 8.2.1 and 8.2.2, the relations (8.4.8) hold at least with the probability 
p* such that 
h-l 
P * = l - 2-a’ c C(4k, h) > 1 - (2kl(3~))“‘(16/27)“, k = [d/4]. 
I, = 0 
Remark 8.4.2. We should apply Lemma 8.4.5 if (8.4.7) holds for some positive 17 and t 
such that 17 < I, t < 1. Otherwise we should apply Lemma 8.4.7. In both cases we will obtain 
the desired lower bounds on c,’ ,a’(i. q). 
Next we will estimate C:’ p’(i, q) from above. At first we will estimate ,u’(i, q) from above 
using the following result to be proven in Section 8.5, see Lemma 8.5.4. 
LEMMA 8.4.8 
Let n > 2. Then, for every pair (i, q) and for an arbitrary positive 6, the inequality ,a(i, q) 2 
(n - 2.5)“-” 5 holds only with the probability p((n - 2.5)“-“,“) bounded from above by i(S) = 
2((n - I)/x)~~“(~ - 2.5)-o.5-f’ exp(l/ 12 - (11 - 2.5)‘“). 
The latter bound does not depend on d(x), it equally holds for d(x) = n - 1 and d(x) 5 0. 
We will estimate IX: $(i, q) without using the assumption about the mutual independence of 
~(i, 4) for different i but simply by summing the lower bounds on $(i, q) in i that ranges 
within the set S(x) U S(u). Then we will obtain that 2:’ $(i, q) exceeds (n - 2.5)‘“-’ IS(x) U 
S(u)1 with the probability not greater than <(&/S(x) U S(u)]. We will combine the latter bound 
with one of Lemmas 8.4.5 or 8.4.7 choosing between those two lemmas as this was suggested 
in Remark 8.4.2, recall that IS(x) U S(u)1 = m + d - n < m, and finally arrive at the fol- 
lowing estimate. 
LEMMA 8.4.9 
For an arbitrary positive 6, c,’ ,a’(i, q)lcy $(i, q) = O(mn”-‘) as n + x with the prob- 
ability tin such that 1 - pn converges to 0 exponentially in n’ (that is, - ln( 1 - P;~) < n’ as 
II + x for some positive constant c), provided that log (m + d - n) = o(n) as n --_, x. 
Combining Lemmas 5.1, 6.1.4 and 8.4.9 gives the desired probabilistic estimates for the 
convergence rate of Algorithm 3.1 where Algorithm 4.3 defines y = y(q) for all q. 
THEOREM 8.4.10 
Let E and S be positive constants, E 2 ]lbll. Let i be defined by (8.1.2). Let Algorithm 
3.1 compute the approximations x(q + 1) = y(q) at Step q so that h = 1 for all q and Algorithm 
4.3 compute the descent directions at all steps q. Then, under Assmptions 8.2.1 and 8.2.2, for 
some positive constant s and c’ = c’(b) c = c(6) and for H* = min(1, cE.n’-“im}, the in- 
equality 
F’( + , x(Q)) - f’( +) < (1 - H*/2)Q]]b]] (8.4.10) 
holds with the probability pQ such that 1 - pQ converges to 0 exponentially in n“‘, provided 
that log (me) = o(n) as II + r. Consequently it is sufficient to choose 
Q = O(( 1 /H*)ln(Jlb~j/&) = O((mn”-‘Ii) log (]]bll/e)) (8.4.11) 
(where H* is defined above) in order to have F’( + , x(Q)) - f’( +) 5 E’ with the probability 
17 = p(rn. II. E. i. /]b//. 6) such that 1 - p converges to 0 exponentially in n‘* [that is, -log 
(1 - p) < IT’* for a positive constant c*] provided that 
log (HI/i) + log ln(]]bi]/e) = o(rz) as n + x. (8.4.12) 
Remark 8.4.3. Our proofs can be used in order to extend our asymptotic estimates where 
we assume that II -+ x to the case of every specific II. We omit the straightforward but tedious 
derivation of such estimates. 
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Remark 8.4.4. Compare Remark 8.5.3 in Section 8.5. Lemma 8.1.8 can be extended as 
follows, /f(i, 9) 2 (11 - 2.5)-“‘f(1~) with the probability ~(((II - 1/‘7c)“~(n - 2.5)~“‘if(n)) 
exp (li 12 - f’(n)) for an arbitrary function f(n) such that lim,,,, f(n) --$ x. Consequently 
our upper bound (8.4.11) on the number of steps Q can be decreased by the factor w’/(~~(II) 
log n). The probability 1 - pe will still be O(exp ( -.f’(rz)) as II - x. [If. say. f(/l) = Inn. 
then 1 - p. = O(n-‘““).I 
Formally we will derive the following extension of Theorem 8.1.10. 
THEOREM 8.4.11 
Let all assumptions of Theorem 8.4.10 be satisfied except that H* is changed into H* = 
min{l, ci.n/(f’(n)m log n)} where c = c(f) is a positive value invariant in n and f(rr) is a 
function in n such that lim,,,, f(n) = + x and f(n) = O(n). Let pp designate the probability 
that the inequality (8.4.10) holds. Then 1 - pQ converges to 0 exponentially in f’(n) as 12 --f x 
(that is, 1 - pp = O(exp ( -c*f’(n)) as n - x. where c” is a positive constant) provided that 
log (me) = o(f’(n)) as n + 2. Consequently if Q = [(cmf’(n)/(in)) log II log (jjbjl/&)] for 
some positive constant c, then F’( + , x(Q)) - ,f’( +) 5 E: with the probability l, = 
p(m, n, i., E, lib/l, f(n)) such that I - p converges to 0 exponentially in f’(n), provided that 
log(ml%) + log ln(/]b]]/&) = o@(n)) as n --f 2. 
COROLLARY 8.4.12 
Let the input entries of the matrix A and vector b be integers. such that ;. 2 114, cf. 
Remark 8.1.1. Let Algorithm 3.1 be applied and all descent directions be defined by Algorithm 
4.3. Then in the average case under Assumptions 8.2. I and 8.2.2. the number of the iteration 
steps of the algorithm required in order to find a feasible point of (2.1) or to decide that (2.1) 
is inconsistent is polynomial in the input size L of the problem. Furthermore that number is 
linear in O(mln) log3 n log (l/Al/ * llbll)) if log (WI In(J]Al] * llbllie)) = o(log’ n) as II + YJ. 
Prooj Estimate the average number of steps using Theorem 8.4. I 1 and the techniques of 
the analysis from [12, 191. Choose f(n) = log n. Q.E.D. 
Remark 8.4.5. The estimates of Theorems 8.4.10 and 8.4.11 suggest that the preliminary 
normalization of the system (2.1) by scaling suggested in Remark 8.1.1 should increase the 
efficiency of Algorithm 3. I provided that Algorithm 3.1 is combined with Algorithm 4.3. 
Remark 8.4.6. The assumption about mutual independence of the distribution of the random 
vectors A,//JA,JJ was actually used only in the proof of Lemma 8.4.7. If m > II, then that 
assumption can be slightly weakened to the requirement of mutual independence within every 
subset of n such vectors rather than among all m of them. If m = O(nilog n), then at all steps 
of Algorithm 3. I we have d = /V(x) n V(u)/ - C= m = O(nllog n). In that case we need neither 
Lemma 8.4.7 nor the assumption about the mutual independence of the vectors A,/](A,I]. On 
the other hand, applying the assumption about the mutual independence of the vectors A,/I]A,]] 
for i E S(x) U S(u), we may replace the requirement that log (m - II + d) = o(n) in Lemma 
8.4.9 by the weaker one, log log(m - n + d) = o(n). This would also a little weaken the 
requirement (8.4.12). 
Remark 8.4.7. All estimates of this section were obtained without using the auxiliary 
inequalities (4.11) and (4.12). Similarly for the probabilistic estimates of Section 9. 
8.5. The proofs of some auxiliary results for sllbsection 8.4 
In this section we will derive some auxiliary results used in the previous section. At first 
we will estimate from below the probability p(t) that p(i, y) 2 t for 0 5 t % I. That value 
surely depends on n and on d(x), see (8.3.2) and compare Lemma 8.4.5, but for every II we 
will give some lower estimates for p(t) that hold for all d(x). Note that p(t) may only grow as 
d(x) grows (for fixed t and n, of course). Thus the reader may assume that the regions R( + , V(x)) 
and d(x), defined in Section 8.3, shrink to the single vector u. Designate w = u - x. Then 
each positive t defines the partition of the sphere S,,- , into the two domains. R, = S,:_ ,(w. t) 
and S,;_ ,(w, t), such that normalized II vector v lies in the domainS,:_ ,(w, t) if /cos ~(w, v)/ > t 
and lies in the domain S,;_ ,(w. t) otherwise. Here q(w. v) is the angle between the two vectors 
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w and v. Obviously IS,:_ ,(w, t)l and IS,;_ ,(w, t)l [the areas of S,:_ ,(w, 1) and S,;_ ,(w, r), re- 
spectively] are invariant in w. Then the relations (8.4.1) can be rewritten as follows: 
p(r) = Is,:_,cw, r)lQ,,-II = 1 - 4(f), 
4(r) = Is,;-,w, f)l#,,-,I, so,-, = s,;-,(w, 1). 
(85.1) 
Note that the values p(t), q(t) are invariant in w. 
Next we will estimate IS,;_ ,(w, t)l for n 2 3, 0 5 t 5 1. Then (8.5.1) will define p(t). 
Note that for 0 < I* < 1 the domain S,;- ,(w, V) on S,,_, is bounded by a pair of (n - 2)- 
dimensional spheres of the radius O(V) = (1 - \I~)“’ and that IS,;- ,(w, t)l equals the integral 
over the (n - 2)-dimensional areas of such spheres for v ranging from 0 to r. 
15, ,(w, r)] = 21S,,_,]Z,,(t), I,,(t) = 
i 
’ (1 - v~)“‘-~)‘~ dv. 
0 
Combine (8.5.1) and (8.5.2) and deduce that 
4(t) = f,,0)ll,(l), p(t) = 1 - r,(t)il,,(l). 
It remains to estimate I,,(t) for 0 5 t 5 1, n = 2, 3, . . (8.5.2) implies that 
I,(t) 5 I if n 2 3 and 0 d t 5 1. 
Next we will combine (8.4.6), (8.5.3) and (8.5.4) and derive the following result. 
LEMMA 8.5.1 
p(t) 2 112 if t 5 t, = I,(l)/2 provided that n > 2. 
(8.5.2) 
(8.5.3) 
(8.5.4) 
Remark 8.5.1. We could estimate the value t such that p(t) 2 p for every p. 0 5 p 5 1, 
along the same line that we will follow in the case p = l/2. 
We will use the estimates of Lemma 8.4.2 for I,,( 1) and consequently for t,, for all n 2 2. 
We will also apply the following asymptotic bound. 
LEMMA 8.5.2 
will 
f,,(l) = (n/n)“‘(l/2 + O(1 in)) as n + x. 
We will postpone the proof of Lemma 8.5.2 until the very end of this section where we 
also specify the term 0(1/n), see Lemma 8.5.5 and the Equation (8.5.8). 
Lemmas 8.4.2, 8.5.1 and 8.5.2 define the desired values r = t,, such that p(t) 1 l/2. 
Consequently. by the virtue of Lemma 8.1.4, 2/z* is bounded from below by E.ti/C:’ ,&i, q) 
with the probability at least 112. Next we will complete rather tedious and so far postponed 
proofs of Lemmas 8.4.6 and 8.5.2. 
Hereafter we will designate 
I//@, h) = (217c”‘) [ exp (- i g’-” 02’lk) df3. 
i=I 
(8.5.5) 
We will use the following lemma. 
LEMMA 8.5.3 
Let 0 5 t 5 1. n 2 3, g = (n - 3)/2. Then I,,(r) = O.S(rc/g)“‘yl(g, ~g’!?), where ty(g, h) 
is defined by (8.5.5). 
PI-oqf. Let 0 5 19 < ,~1 5 1. Then 
i 
L 
(1 - l+ = exp (g ln(1 - I,:)) = exp -g c P/k . 
I=I 
380 v. PA\; 
Substitute the latter expression into (8.5.2) writing g at the place of II - 2.5. Obtain that 
Substitute here 0 = g’ ‘1’ and immediately derive Lemma 8.5.3. Q.E.D. 
Next we will establish the desired probabilistic upper bounds on p(i. qj 
LEMMA 8.5.4 
For n 1 2, for all positive d, and for g = II - 2.5. the inequality p’(i. q) 5 g”‘-’ holds 
with the probability at least 1 - (exp ( -g26))/(gU-‘-nl,,(l)). 
Proof. It suffices to estimate p(t) = (I,,(l) - I,,(t))//,,(I), where t = yL)-0j. see (8.5.3). 
As follows from Lemma 8.5.3. 
I,,(g”+Y = 0.5(rrig)‘,‘t+Y(g, g”), 1,,(l) = 0.5(7r/g)’ ‘l+V(g, g’ 2). 
Hence, if t = gdeo5, then 
p(t) = (‘Y(g, g’ ‘1 - ‘y(g, g”)Vy(g. g’ ‘1, 
l/w(g, g”?) = 71’ ?/(2g’ ‘/I,,( 1)), 
l+V(g, g”?) - (y/(g, 8”) < (2/7r’ ?) 
I 
,?‘I exp ( -d du 
Y” 
< (2/n)“? exp (-,&I du < (2 exp ( -g2”))l(g% ?). 
Q.E.D. 
Remark 8.5.3. Lemma 8.4.8 immediately follows from Lemma 8.5.4 and from the ine- 
quality 2e’!‘“f,,(l) 2 (n/(n - I))“‘, which will follow from Lemma 8.5.5 and from the Equation 
(8.5.8) below, see also Lemma 8.4.2 in the cases n = 3 and II = 4. Note also that the proof 
of Lemma 8.5.4 can be immediately extended in order to derive the estimates of Remark 8.4.4 
if we substitute f(n) for g’). 
We will conclude this section with estimating !,,( I) in order to prove and even to refine 
Lemma 8.5.2. We would not need to count the terms 0(1/t?) = O(1l.G) (and this would save 
a substantial part of our work) if we needed only to prove Lemma 8.5.2. 
LEMMA 8.5.5 
If n = 2s + 2, s = 2, 3, . , then 
1,,(l) = (ci(n - 2)’ ‘) exp (-p,.,ls + l/(24?) - 1/(24Os“) + p6,\is6) 
where I/8 < p,., < I/J. 0 < I)~,, < l/504. 
If n = 2s + 3, s = I, 2. . , then 
/,,(I) = (c/(n - 1)“:) exp (pf,,/(s + I) + /J~,/(s + I)’ 
+ 7/(192O(s + 1)‘) + y&/(s + 1)6) 
where 0 < /I;“, < 118, 0 < J):$ < 5148, 
I)$, = 2~‘/1,,,+? - /lh..,+Ir o < ij6.r < I 1504 for r = s + 1 and r = 2s + 2. 
Here c is a constant (the same for all n), compare the Equation (8.5.8) at the end of this section. 
Proof. At first let II be even. n = 2s + 2, s > I. As follows from Lemma 8.4.2, 
In I,,(I) = ln(r/2) + 2 In(1 - (112k)) 
i=I 
7 
= ln(rri2) - 2 2 li((2k)“lz). 
i=, ,,=I 
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H,= 2 llk=lns+ ;’ + l/(2.7) - l/( 12s’) + l/(120.?) - 2p,,,/s” 
I=, 
where 7~ = 0.577. . . , 0 < pb.< < l/504 (see 1201, p. 111) and also observe that CT= , C;=2 
1/((2k)“h) is a constant [bounded by 0.5 XT=, 1/(2k(2k - 1)) which is less than (l/8) CT=? 
ll(k(k - 1)) + l/4 = 3/8] while 
,L, Z: 
x 
li((2k)“h) < 0.5 2 I /(2k(2k - I)) 
L=h+ I 
x 
< (l/8) 2 l/(k(k - 1)) = lI(8.y). 
1=,+I 
Rewrite 1,(l) as exp (In Z,,(l)), substitute the above relations and deduce that 1,(l) = exp 
(-(1/2)ln(n - 2) - cg - pl.,yls + l/(24?) - 1/(24Os”) + pb.i/.P), where co is a constant, 
118 < p1.3 < 114, 0 < p6.l < l/504, s = (n - 2)12. This implies Lemma 8.5.5 for even n. 
Similarly, if II is odd, n = 2s + 3, s ZE 1, then use Lemma 8.4.2 and deduce that 
InI,, = 2 ln(1 - 1/(2k + 1)) = -i c 1/((2k + l)hh). 
I=, I=, ,,=I 
Again designate H, = C;= , 1 IK and note that 
2 1/(2k + 1) = Hz,+? - Hi,,12 - 1 
I=I 
= - 1 + 0.5 ln2 + 112 ln(2s + 2) + ~112 
+ 1/(48(x + l)?) - 7/(192O(s + 1)‘) 
+ (26p,.,Y+, - 2P,,.,+2)~(2S + 2j6. 
Also note that C;=, Chxr2 1/(2k + 1)“h is a constant bounded by 
while 
0.5 i 1/(2k(2k + 1)) < l/8 i l/k’ = n’/48 
iI=I 1=I 
i 2 1/((2k + 1)“h) < 0.5 2 1/(2k(2k + 1)) 
k=s+, h=2 
Summarizing, we obtain 
I,,( 1) = exp ( - 112 ln(n 
that for odd n 2 3. 
- 1) - Cl + pfJ(s + 1) + pTJ(s + 1) 
+ p$$i(s + 1)’ + 7/(192O(s + 1)1) + p&/(s + I)~), 
where c, is a constant. 
0 =C pf> < l/8. 0 < /I: < 5/48. ,@ = 2-ipX,,-l - p&<+,. 0 < ph., < l/504. 
I=.74 I 
= 1/(4(s+ 1)(2s + 3)) + (l/S) c ll(k(k - 1)) 
i(.=,+z 
5 1/(8(s + 1)‘) + 1/(8(s + 1)). 
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This implies Lemma 8.5.5 for odd n. Note also that c0 = c, since 
I ,,-, (1) 5 f,,(l) 5 I,,,,(l) = I ,,_/ (l)(n - 1)//z 
for all n (see Lemma 8.4.2). Q.E.D. 
Some additional work is required in order to estimate the constant c. We will use the 
following lemma. In particular, we will use the following inequalities, compare (8.5.5). 
~(g, h) erf(h) I ~(g, h) 5 erf(h) for all h > 0, g 2 1. (8.5.6) 
Here 
V(g, A) = exp (- f: g’-kh’AI,] erf(h 
k=? 
) = (2/rr’2) 
I 
‘I exp 
0 
( -/I’) d0. (8.5.7) 
erf(h) is the well-known error function, see [lo]. Both functions erf(h) and v/(g, h) are monotone 
increasing in h and range between 0 and 1. Both of them very slowly grow as h grows very 
large. For all h, ty(g, h) rapidly converges to erf(h) as g grows. 
LEMMA 8.5.6 (see (8.5.5)) 
lim I&, rg”‘) = 1 if 0 < f 5 I. 
R-+x 
Proof. Note that lim,,,, ~(g, tg”5) = 1, where q(g, h) is defined by (8.5.7) and 0 < t 5 1. 
Combine the latter property of ~(8, fg”‘) with the well-known equation erf( +x) = 1 (see [ 101) 
and with (8.5.6). Obtain that 
1 = erf( + , “) L lim v(g, g”‘) = lim w(g, g’!‘) 1 lim erf(g”5) = erf( + , x) = 1. 
g-+x ,g- + x g-+&x 
Q.E.D. 
Now we are ready to prove that the constant c of Lemma 8.5.5 equals x’ ?/2. Indeed, as 
follows from Lemmas 8.5.3, 8.5.5 and 8.5.6, 
lim f,(t)lf,( 1) = 0.5n”?/c if 0 < f I 1. 
n-x 
On the other hand, (8.5.2) implies that for all t, such that 0 < r 5 1, 
lim I,,(t)/l,,( 1) = I. 
n--.x 
Therefor-e 
c = j7’/?/2. (8.5.8) 
The latter equation and Lemma 8.5.5 imply Lemma 8.5.2. Q.E.D. 
9. DEFINING DESCENT DIRECTIONS FROM WEIGHTED AUXILIARY 
SYSTEMS OF EQUATIONS 
In this section we will study the efficiency of computing the descent directions by Algorithm 
4.1. that is, we will allow that the weights w, = wi@ in (4.2) vary with 4. This includes 
application of Algorithms 4.2 and 4.3 as two special cases. Again we will partition this section 
into five subsections. 
9. I. Comments on the efficiency of scaling the auxiliury systems of equations 
At first let us try to increase the lower bounds on h* of Lemma 8.4.1 by scaling the 
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auxiliary system (4.5) with the weights w, such that 
3x3 
M’, = 1 if i E V(x). 0 5 w, 5 1 for i E S(x). (9.1.1) 
We note that choosing M’, < 1 for i E S(x) we may decrease the expression obtained for 
the lower bound on 2/z* in Lemma 8.1.4. However in that case we must also change the 
objective function F( + , x) in Lemma 5.1 so that the new value h* defines some estimates for 
the function 
associated with the new system of inequalities n’,A,x 2 w,b,, i = 1. . . . , m. 
It is not clear whether the decrease of that function F&,( +, x) implies the decrease of 
F&J + , x) which we need to minimize. We may try to choose the weights MJ, that do not change 
the objective function at y, such that 
M’, = 1 unless i E S(y). (9.1.2) 
We may try to satisfy both requirements (9.1.1) and (9.1.2) using some adaptive processes 
such as ones outlined in Section 4. The approach of Section 4 is actually more general since 
there we also allow to vary the weights of Equations (4.4). see (4.6), but in this section we 
will theoretically study only the cases where (4.3) holds and where Equations (4.4) have weights 
1, compare (4.2). Furthermore we will pursue a rather modest objective. We will pessimistically 
assume that i E V(y) for all i such that w, < 1 and even in that case we will prove monotone 
convergence of the algorithm with a reasonable rate provided that the stepsizes are defined by 
an appropriate formula. We will present that formula explicitely and will note that we may 
expect to achieve some convergence acceleration if we use optimum stepsizes. 
9.2. Some notation 
We will need some new notation in this section. In particular, we will write [cf. (6.2)] 
F(x) = Ilr(x)ll, Rx, 4 = lb-(x, 411, 
F( -, xl = lIr( - . x)11, F(- , x, 4 = Ilr( - , x, J)ll. 
(9.2.1) 
Also we will extend our previous notation to the case where the weights w,‘“’ are applied. We 
will do this by adding the superscript (q) throughout. For instance, we will write 
A’” = [A:“‘, i = 1, . , m], A(q) = @A,, b;Y’ = W;,Y)b,, , 
(F’Yx. J))’ = c ( MJ~~‘T,(x. J))‘, f’q)( +) = min F(qJ( + , x) 
(9.2.2) 
IEJ x 
This notation becomes a little formidable but enables us to preserve the similarity with one used 
earlier. This is important for us because we will be referring to the techniques of our previous 
analysis that we will extend to our present study. 
For the sake of simplicity of the notation. we will frequently write x, y, u, z, wi deleting 
the superscripts (q). We will also use the following notation where t designates an arbitrary n 
vector: 
(D’“l(x. t. J))’ = c (\cs,A,(x - t))‘. (F”f’)’ = F’( - , u. V(x)) + (P”(x, u, S(x)))’ 
IEJ 
(6’“‘(x))’ = F’( + . x) - (f’“‘(x))‘, 
(F”“(t. x))’ = F? +. t) - (F““( +. t))’ = c (1 - w;)?-:(t). 
IESlX)nl’lll (9.2.3) 
j,‘““/’ = 1 if F’Y’ = 0. /?““I’ = min{l. (o+(x)/Fiq’)‘/2} otherwise, 
/t’Y’ = 1 if V’y’(y. x) = 0. 
/r’+ = nnn{ 1 . (&‘cj’(x)/ P“‘(y. x)$/2} otherwise. 
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9.3. Convergence and the rate of cotzvergence 
Next we will estimate the convergence rate of Algorithm 3. l-4. I. At first observe that. 
for y, z defined as in Sections 5 and 6. we have 
Fiqi( + , x) = F( + . x). o”““(X) = O*(x), 
(F”“( + , z))? = F’( + , z, V(x)) + C (n.,r,( + . z))‘. 
iES,\, 
(9.3.1) 
Then apply Lemma 6.4 to the system of scaled inequalities (4.2). apply (9.3.1). and deduce 
the following estimate. 
LEMMA 9.3.1 
(P’(x))’ 2 h*““(o”(x))?/2. 
Next apply Lemma 6.1 to the system (4.2), recall (9.3.1). and deduce that 
F’q’( + , z) c: (1 - h)F( + , x) + hP’(y, x) for 
Here P(y, x) extends the notation F(y, x), see (6.3). Hence 
F’( + , z) 5 (( 1 - h)F( +, x) + hF’“‘(y. x))’ 
Recall that 
all 17 from 0 to 1. 
+ (V’“‘(z, x))‘. 
0 5 r,(z) = (1 - h)r,(x) + hr,(y) 5 hr,(y) if i E S(x) rl V(z), h d 1. 
and derive the following estimate. 
LEMMA 9.3.2 
F?( + , z) 5 ((1 - h)F( + , x) + hF”“(y, x))’ + (hP”(y, x))’ 
for all h such that 0 % h I 1. 
The statement of Lemma 9.3.2 can be obtained from the statement of Lemma 6.2 by the 
substitution of F( +, z), h, f’4’(~) = P’(y, x), P*‘(y, x) for F(w, x) h*. f( +, V(x)), F. 
respectively. Make the same substitution in the proofs of Lemmas 6.3 and 6.4 [in particular, 
this implies that #Y’(x) substitutes for o*(x), see (5.2) and (9.2.3)] and derive the following 
result. 
LEMMA 9.3.3 
Let x be a given point; y, z be defined as in Sections 5 and 6, h = h’q’, see (9.2.3). Then 
F2( + , x) - F’( + , z) 2 (O““(x))2h’~“/7 _. 
Lemmas 9.3.1 and 9.3.3 imply the following basic lemma. 
LEMMA 9.3.4 
Let x be a given point; y, z, u be defined as in Sections 5 and 6; a*(x) be defined by 
(5.2); h* = h*(q) and h = h(q) be defined by (9.2.3). Then F2( + , x) - F’( + . z) 2 hh*(o*(x)i 
2)‘. 
COROLLARY 9.3.5 
Under the assumptions of Lemma 9.3.4, 
F2( + , x) - F?( + , z) 2 (0*(x)/2)’ min{ 1, (1/2)(a*(x)/F’~‘)~. (I /4)(0:“(x)/~““(y. x))‘, 
(a*(x))6/(8(F’Y’)‘(~‘[“(y, x))‘)}. 
COROLLARY 9.3.6 
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Every Step q of Algorithm 3.1-4.1 decreases the objective function F’( + , x) so that (4.1) 
holds (the corollary follows from Corollary 9.3.5). 
THEOREM 9.3.7 
For every approximation x(T), computed by Algorithm 3.1-4.1 where T = 4Q, Q is an 
integer, we have 
a’(xV)) 5 max{(3/4)%‘(x(O)), 8”zF,o(x(0))/Q i/z, 
4H,a(x(O))/Q’ ‘, (F;H,a(~(0)))“‘(32/Q)“~} 
provided that 
F, 2 F’+, HT 2 v’q’C_v(q), x(q)) for all q < T. (9.3.5) 
Proof. (Compare the proof of Theorem 5.3). As follows from Corollary 9.3.5, at every 
Step 4 of Algorithm 3.1 at least one of the four following inequalities holds, 
o?(z) I 3$(x)/4, a?(x) - o?(z) 2 04(x)/(8F;), 
a’(x) - a?(z) 2 04(x)/(16H:), a?(x) - a’(z) r aX(x)l(32F;H:), 
where we denote z = x(q + l), x = x(q). 
Therefore at least one of those four inequalities holds at least at Q steps among the first 
4Q steps. If the first inequality holds at least at Q steps, then this immediately implies Theorem 
9.3.7. The three remaining cases are handled similarly. For simplicity consider only the case 
where the last of the four inequalities holds for q = 0, 1, . , Q - 1. Summing in 4 from 
0 to Q - 1 obtain that 
Q-1 
a’(x(0)) 2 o’(x(0)) - &(x(Q)) 2 c 08(x(q))/(32F1,H;) 1 Qa8(x(Q),/(32F;H$). 
C/=0 
This immediately implies Theorem 9.3.7 in the case that we are considering. Q.E.D. 
Theorem 9.3.7 implies that F( + , x(q)) converges to f( + ) if F, and HT are bounded for 
all T. Applying Algorithm 3.1 to any.of the two systems of inequalities, (2. I), (4.11) or (2. l), 
(4.12). where the unit weights are assigned to the inequalities of (4.11) or (4.12), respectively, 
we may assure [without loosing a least-squares solution to (2.1) if M or M* are sufficiently 
large] that IIAx’“‘(q)li are bounded for all q. Then we may assure that also IIA(u(q) - x(q)11 and 
IIA(y(q) - x(q)11 are bounded from above for all 9 and consequently that FT and HT are bounded 
from above for all T. It suffices to add the requirements that IIA(u - x)11 and (IA(y - x)ll be 
minimum in the cases where u and/or y are not uniquely defined. Note that this makes ]p(u - x)1] 
and llA(y - x)/l continuous functions in the bounded variables MI,. Thus we arrive at the following 
result, compare Theorems 5.3 and 9.3.7. 
COROLLARY 9.3.8 
Let Algorithm 3.1 be applied to one of the two systems of inequalities (2. l), (4.11) or 
(2.1). (4.12) where ti orM*. respectively, are sufficiently large and where the descent directions 
are defined by the points y = y(q) computed by Algorithms 4.1 such that (4.7) holds. Let 
x(q). q = 1.2. , designate the computed approximations. Let the weights be ~1jY) = 1 for 
the inequalities (4.11) or (4.12). Then lim,, F( + . x(q)) = f( +) and Theorems 9.3.7 defines 
some upper bounds on the convergence rate. 
Finally we note that we may extend Corollary 9.3.8 to the case where Algorithm 3.1 is 
applied to the original system ( 2.1) if all descent directions are computed by Algorithm 4.2 
and if we also require for every q, that. say. ]jy(q)]/ be minimum. Indeed, in this case every 
y(q) is uniquely defined by the V(x(q)). Therefore there exists only finite number of different 
y(q). As follows from (9.2.3). 11“’ I 1 for all q. so that all approximations x(q) lie in the 
convex hull of x(O) and of a finite number of points y(q). Therefore //x(q)11 and lJy(q)]/ are 
C&WA 11:.-E 
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bounded for all q. This implies that Fr and HT are also bounded for all r. so that Algorithm 
3.1 converges. We arrive at the following result. 
THEOREM 9.3.9 
Let Algorithm 4.2 (where /yll is required to be minimum) be applied at all steps of Algorithm 
3.1. Then lim,,, F(+. x(q)) = f(+). 
Note that in the case of Algorithm 4.2, 
i”q’(y, x) = F(y, V(y) n S(x)), f’W) = F(y, V(x)) 
and consequently 
F’(+, x) - F’(y, V(x)), see (9.2.3). 
Therefore the formula (9.2.3) for the stepsize h ly’ takes the following form in this case, 
Jz’@ = 1 if F(y, V(y) fl S(x)) = 0, 
htq’ = min{l, (F’( + , xl - F’(y, V(x)))/(2F’(y, V(y) n S(x)))} 
(9.3.6) 
otherwise. 
9.4. Estimates in the case where the weights w)q’ are bounded from below 
Let us denote 
w,,,(x) = min{l, min (0..5$/(1 - ~2))). 
rEStrlnV(gl 
We may improve the bounds of Corollary 9.3.5 if \v_(x) is not small. [Recall that 
w,,,(x) = 0 if Algorithm 4.2 is applied.] 
We will rely on the following lemma to whose proof we will refer also in Section 9.5. 
LEMMA 9.4.1 
Let h = h’@ be defined by (9.2.3). Then h = 1 if v’q’(x, y) = 0; otherwise h = h’q’ z 
w,,,(x). 
Lemma 9.4.1 immediately follows from the next two lemmas. 
LEMMA 9.4.2 
(v’“‘(y, x))’ 5 2, (1 - wf)(A,(y - x))‘. Here we sum in i ranging within the set S(x) n 
V(Y). 
Proof. Verify that 0 5 r,(y) 5 A,(x - y) for i E S(x) n V(y) and recall the definition of 
17’q’(y, x), see (9.2.3). Q.E.D. 
LEMMA 9.4.3 
(6-‘y’(x))’ = IIA’“‘(y - x)11’ = 2 (w,A,(y - x))‘. 
,=I 
We will use the following lemma in our proof of Lemma 9.4.3. 
LEMMA 9.4.4 
c My - xb-,(y) = 2 $(A,@ - x1)‘. 
<El/,X, IE.S,X, 
Proof. Recall that the function 
(F’q’(t, x))’ = F?(t, V(x)) + (P’(t, x. S(x)))? 
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takes its minimum in t value at t = y. Therefore 
that is, 
a(P’(y, x))%y, = 0, j = 1, . . , n, 
- C U,jri(y) + C wfUoAi(y - X) = 0, j = 1, . . . , n, 
IEVW iES(W 
where Aj = [ao, j = 1, . . . , n], or equivalently 
& ri(y)A, = 2 wfA;(y - x)A,. 
,ES(X) 
Multiply both sides from the right by y - x. Q.E.D. 
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Proof of Lemma 9.4.3 
(@9’(X))’ = 
= 
= 
Note that 
F2( + ) x) - (F’Y’(y, x))? 
F2( + 1 xl - F2(Y, V(x)) - (DYY, x, s(x)))* 
2 6-W - r?(y)) - C wf(Ai(Y - x)1*. 
iEV(x) ESIX) 
Therefore 
r?(x) - r!(y) = (ri(X) - ri(Y))* + Wj(x) - ri(Y))ri(y) 
= (Ai(y - x))* + 2A;(y - x)ri(y). 
(e”‘(X))* = c (A,@ - X))’ + 2 2 A;@ - x)r;(y) - 2 Wf(Ai(y - X))‘. 
iEV(X) iEV(xJ iESlx) 
Apply Lemma 9.4.4. Q.E.D. 
Lemmas 9.3.4 and 9.4.1 imply the following result. 
COROLLARY 9.4.5 
Under the assumptions of Lemma 9.3.4, 
F’( + , X) - F2( + ) Z) h W,i”(X)h*(O*(X)l2)’ 
= w,,,(x)(o*(x)/~)* min{l, (l/2)(a*(x)lF’4’)2}. 
Corollary 9.4.5 implies the following result, which shows that the estimates of Corollary 
9.3.5 can be improved in all cases where w,,,(x) is not small. 
THEOREM 9.4.6 
For the approximation x(T) computed at Step T of Algorithm 3.1, T = 2Q Q = 1, 2, . . , 
the fohowing inequality holds. 
rr’(x(T)) 5 max{(l - w~$‘J4)%*(x(O)), 2Fp(x(O)(2/(Qw~J)“*} 
where FT 2 F’q’, wJn < nll” - w &x(q)) for all q < T. (The proof is similar to the proof of Theorem 
9.3.6 but relies on Corollary 9.4.5 rather than on Corollary 9.3.5.) 
9.5. Extension of probabilistic estimates of Section 8 
In this section we will rely on Lemmas 9.3.1 and 9.3.3 and will extend our analysis of 
Section 8. As the first step, observe that F ‘q’ 5 F, see (5.5) and (9.2.3), so that the lower 
bounds on 2h* = (@(x)/F)’ derived in Lemma 8.1.4 are immediately extended as follows. 
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LEMMA 9.5.1 
v. Paw 
Either h* = II*“” = 1. cf. (9.2.3). or 
(9.5.1) 
Here j. is defined by (8.1.2). ji is as in Lemma 8.1.4. 
A similar lower bound on 2h = 2h’Y’ is given in the following lemma. 
LEMMA 9.5.2 
Let h = h’“’ be defined by (9.2.3). i. by (8.1.2). p*(i) = (cos /I(i BCi) be the angle 
between the two vectors y - x and A,, ,u* = max,EI,,, /c*(i), C* designate the sum in i for i 
ranging within the set S(x) n V(y). Then either !I = 11’“’ = 1. see (9.2.3). or 
2h = 2h’4’ 2 c (A,(y - x))‘/z”(A,(y - x))’ 
iEVlXl 
2 i 2 (p*(i))‘lC*(,u*(i))’ 2 i.(,u*)‘/(m - 1). 
IEViXl 
Proof. The leftmost inequality follows from (4.3) and from Lemmas 9.4.2 and 9.4.3. Note 
that (A;(y - x))’ = (IIA,II*IIy - xllp*(i))’ and apply (8.12). Q.E.D. 
It remains to repeat our analysis given in Section 8.4 and to derive some probabilistic 
lower bounds on h and h* from Lemmas 9.5. I and 9.5.2 under Assumptions 8.2. I and 8.2.7. 
The only substantial difference with Section 8.4 is that the estimates for h depend on the angles 
p(i) between the vectors A, and y - x for i E V(x). y E R( + , V(x)) rather than on the angles 
a(i) between A, and u - x. Consequently, we need to extend Assumption 8.2.2 by allowing 
also to vary the vector y = y(q) (for every 4) within the set RIY’(x) of all least-squares solutions 
to the system (4.2) where w, = wiq’. We should try to choose the vector y in R”(‘(x) such that 
lcos /I(i)/ is maximum for some fixed i from V(x) in the cases where IV(x)1 = O(r7ilog 17). 
[Note that the set fV’(x) is a linear manifold of dimension at least n - m(q) where m(q) is the 
number of nonzero weights w, ‘4) at step q; m(q) 5 m.] It is easy to check that, for a fixed i. 
lcos /I(i)1 takes its maximum value over all y E /V’(x) if the distance IIx + A, - P,(x, y)II 
from x + A, to the straight line {x + h(y - x). --x: < h < x} is minimum. Here P,(x. y) 
denotes the orthogonal projection of x + A, onto the latter straight line. [Indeed, BCi. c/) is the 
angle at x of the orthogonal triangles with the vertices x, x + A,, and P,(x. y). For all i such 
triangles have the common edge defined by x and x + A,. The angle is mimimum if the edge 
defined by x + A, and P,(x, y) has the minimum length.] 
It is obvious that the desired minimum distance is attained or at least well approximated 
if the straight line {x -t h(y - x)} passes through or, respectively, near the orthogonal projection 
of x + A, onto the linear manifold @Y’(x) of dimension n - m(q) + 1 that contains x and 
R’q’(x). [We may assume that x @ /V(X). Otherwise, x is already a least-squares solution to 
(2. l).] This suggests the following modification of Algorithm 3. I. 
ALGORITHM 9.5.1 
Proceed as in Algorithm 3. I but at the steps q where 
IV(x)/ = an/log n) 
apply the following procedure. Define the linear manifold fV’(x) of dimension 17 - m(q) by 
m(q) hyperplanes {w:B,w = c,}, i = 1. . . , m(q). If x E /V’(x). then x is a desired least- 
squares solution to (2.1). Otherwise choose 17 - m(q) + I points WO, wIY . . w,,-,,,,y, in 
R’y’(x). [Those points should not lie in any linear manifold of dimension 17 - m(q) - 1.1 
Define the set of all linear combinations of the form 
hx + how,, + h,w, f . . . + L,m,~w,,-,t,,y, 
such that h + h,, + h, + . . . + k-m,,,, = 1. [Such a set is exactly the linear manifold 
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Rlyl(x) of dimension /I - m(y) + 1 that passes through x and R”“(x) or, equivalently, through 
x. WI,. WI. . 1 w,,-,,,,,, . ] Evaluate the orthogonal projection y(i) of the vector x + A, onto 
Ei’lll(x). Evaluate the vector y as the intersection of R’“‘(x) with the straight line L(x, y(i)) passing 
through x and y(i) unless that intersection is empty. In the latter case approximate to L(x, y(i)) 
by a straight line i(x, y(i)) that simultaneously (i) passes through x, (ii) passes near y(i), and 
(iii) intersects R’“‘(x). [For instance, let i(x, y(i)) pass through x and a point y*(i) that lies 
near y(i) on the perpendicular line from j(i) onto R”“(X).] 
When we seek the intersection of a straight line with R”‘(x), it is sufficient to find the 
intersection of the latter straight line with any of the hyperplanes {w:B;w = c,} that does not 
pass through y(i). The orthogonal projection f(i) can be evaluated, for instance, by using the 
following procedure. 
Procedure for the evaluation of the orthogonal projection j(i) 
Represent the linear manifold @q’(x) as the intersection of m(q) - 1 hyperplanes 
{w:C,w = CT}. i = 1. . , m(q) - 1. Find the m(q) - 1 orthogonal projections P,, 
i= l,..., m(q) - 1, of the vector x + A, onto all of those hyperplanes. Find y(i) as the 
intersection of I?‘q’(x) with the (II - m(q) + I)-dimensional linear manifold that consist of all 
linear combinations of the form g(x + A,)+ g,P, + g2P2 + . . . + g,n,q~_,P,n,y~_ ,, where 
g + g1 + g, + . . . + g,nly,_, = 1. [Note that the difference between x + A, and any such 
a combination is orthogonal to any straight line in @q)(x), so that the intersection is, indeed, 
the desired orthogonal projection.] We will omit the details of the implementation of the presented 
Algorithm 9.5.1 leaving them as a simple exercise for the readers who might also succeed in 
improving that algorithm. 
Next, we will extend our analysis from Section 8.4 to the case of Algorithm 9.5.1. The 
resulting estimates will a little deteriorate comparing with ones in Section 8.4 because now we 
have to use Lemma 9.3.4 rather than Lemma 5.1 and consequently we have to square our 
probabilistic upper bounds on the number of steps of the algorithm required for the same reduction 
of G:(X) as in Section 8.4. We will explicitly present only the extension of Theorem 8.4.10 
(the extensions of Theorem 8.4.11 and Corollary 8.4.12 are similar). 
THEOREM 9.5.3. 
Let E. n‘, i be as in Theorem 8.4.10. Then, under Assumptions 8.2.1 and 8.2.2 [where 
the point y is also allowed to vary within the set PY’(x)], Q = O(m%“-‘li’)ln(llbll/e) steps 
of Algorithm 9.5.1 will suffice with the probability p* = p*(m. n, E, i., IJb//, 6) in order to 
obtain that F?( + . x(q)) - fz( +) < e’ such that 1 - p* converges to 0 exponentially in n, 
that is, such that - ln( 1 - p*) < n’ for a positive constant c provided that the relation (8.4.12) 
holds. 
IO. SOME NUMERICAL EXPERIMENTS 
In this section we will present the results of some numerical experiments with our algorithms 
performed by Jinn-Tyan Lin at SUNY, Albany. (The experiments are supposed to be continued 
using different inputs and applying different policies of scaling outlined in Section 4 and in the 
concluding remarks below.) In the experiments performed by J.-T. Lin, the entries of the m x n 
input matrix A have been generated as quasirandom numbers with the uniform probability 
distribution on the interval from - 5 to 5. so the total probability distribution for each row 
vector A, was supposed to be uniform in the n-dimensional cube. Similarly the entries of an 
auxiliary rz-dimensional vector x have been generated. (Actually x was a solution vector.) Then 
the input vector b = Ax - c has been computed. In the experiments numbered below 1 to 10 
(for every pair IPZ. n) the vector whose all entries are equal to 5 was chosen as c. In other 
experiments. numbered 11 to 15 [for every pair (m, 1~11. the null-vector 0 has been chosen as 
c. Both choices of c assured that f( +) = 0, so that the function F( + , x) was supposed to 
decrease to 0. In the case where c = 0 the convergence was. of course. complicated because 
all of the 1~ hyperplanes A,x = 0, were passing through the solution point x. Before the 
computations began. all inequalities A,x 2 b, were normalized by scaling that assured that 
I~A,~I = 1 for all i. Every computation began with the initial approximation x(0) = 0 and ended 
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either after 100 iterations or where the initial value F?(x(O)) has been reduced 10m6 times, 
whatever occured first. The results are displayed in the tables below where in case (i) Algorithm 
4.3 was applied and the stepsize h = 1 was chosen at all iterations; in case (ii) Algorithm 4.3 
was applied and the optimum stepsizes were chosen at all iterations; in case (iii) Algorithm 4.2 
was applied and the optimum stepsizes were chosen at all iterations. Asterisks mark the cases 
where the computations stopped after 100 iterations; otherwise we display the number of iter- 
ations performed by the moment where F2( + , x(O)) decreased 10e6 times. 
We would like to emphasize that the experiments have been performed in the cases where 
the input matrices were dense and that the further improvement of the convergence is possible 
using scaling by the adaptively chosen weights w,, see Section 4. 
Table 1. m = 7. n = 4 
input # I 2 3 4 5 6 7 8 9 IO II I2 13 I4 15 
case (i) 5 6 17 13 9 6 15 8 I1 6 10 62 18 17 5 
case (ii) 1 1 1 6 1 1 1 I I 1 5 8 2 5 I 
case (iii) I 2 1 1 1 I 1 I 1 1 5 7 5 I 6 
Table 2. m = 8, n = 4 
input # 1 2 3 4 5 6 7 8 9 10 II 12 13 I4 15 
case (i) 0 16 23 2 30 4 10 7 19 16 19 32 * 80 9 
case (ii) 0 I 9 I 12 1 I I I 1 17 5 38 36 6 
case (iii) 0 I 1 I 4 I I I I 3 1 4 2 5 2 
Table 3. m = 10, n = 7 
input # 1 2 3 4 5 6 7 8 9 10 II 12 13 14 15 
case (i) 10 5 23 7 6 7 9 9 7 8 5 * 6 6 8 
case (ii) 2 Ill.1 I1 4 I I I 1 49 I I 3 
case (iii) 2 10 1 I I 2 10 I I 2 5 8 6 I 4 
Table 4. m = 20. n = 12 
input # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
case (i) 18 25 17 12 18 10 9 9 43 19 34 * 18 21 21 
case (ii) 16 II 3 3 9 2 4 2 21 8 43 76 5 6 18 
case (iii) I1 13 8 14 7 10 2 II 5 2 II 14 2 9 5 
Table 5. m = 20, n = 15 
input # 1 2 3 4 5 6 7 8 9 IO II 12 13 14 15 
case (i) 13 8 8 7 14 8 19 16 6 14 30 9 7 8 19 
case (ii) 7 2 1 I 7 5 11 10 2 6 15 3 I 3 9 
case (iii) 3 12 2 4 4 2 2 4 3 2 5 6 2 15 4 
Table 6. m = 30, n = 10 
input # I 2 3 4 5 6 7 8 9 IO I1 12 13 14 15 
case (i) 33 22 25 16 82 37 19 19 93 23 80 59 68 73 * 
case (ii) 8 16 10 I1 20 10 6 2 22 10 22 22 29 29 30 
case (iii) 7 I 15 18 22 18 5 I 2 II 2 2 2 2 3 
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Table 7. nt = 30. 11 = 20 
input # 1 2 3 4 5 6 7 8 9 IO II 12 I3 I4 I5 
case (i) 7 24 I2 35 24 I2 14 23 I6 21 7 29 13 * 27 
case (ii) 3 7 3 I3 4 6 5 9 7 8 3 6 3 69 8 
case (iii) 6 6 I2 2 30 I 4 I7 7 5 4 8 2 6 5 
Table 8. m = 40. II = 25 
input # I 2 3 4 5 6 7 8 9 IO II 12 13 I4 I5 
case (i) I4 22 27 I1 22 31 25 20 38 26 I9 49 34 I I 28 
case (ii) 6 3 IO 3 IO I4 7 IO 9 8 10 7 I5 5 I4 
case (iii) I I 9 2 32 41 22 IO 21 7 9 I I4 2 2 24 
Table 9. rrt = 40. n = 30 
input # I 2 3 4 5 6 7 8 9 IO II I2 I3 I4 I5 
case (i) I6 I3 I3 36 8 IO IO I2 I6 II I9 I8 I3 37 9 
case (ii) 6 8 6 I3 2 4 4 3 5 3 7 6 6 I7 I 
case (iii) 2 I4 13 I6 7 I6 I5 I5 IO 4 I4 I6 6 IO 7 
Table IO. m = 50. n = 20 
input # 1 2 3 4 5 6 7 8 9 IO II I2 I3 I4 15 
case (i) 40 37 60 29 42 56 61 49 35 I8 * * * 92 * 
case (ii) 8 10 I5 8 30 I7 I8 I3 I2 3 39 78 96 47 51 
case (iii) I6 26 II 7 II 30 23 6 2 28 2 2 I I3 2 
Table I I. ~1 = 50. II = 30 
input # I 2 3 4 5 6 7 8 9 IO II I2 I3 I4 I5 
case ti) 45 74 80 27 17 28 56 39 42 48 * 75 28 32 53 
case (ii) I9 I2 28 II 5 I2 I6 I9 I5 ‘I * 26 II I5 I8 
case (iii) 47 39 27 I3 5 9 I5 5 7 2 4 I2 30 3 4 
CONCLUDING REMARK 
In addition to the policies of scaling of Section 4, there are some other promising approaches 
to scaling. for instance. in (4.2). let ~1, = 1 - (r,(x(q))/llr( + , xCq))llY if 0 < -t-,(x(q)) 5 
I/r( +. x(y))ll. I$‘, = 0 otherwise. Here d is a positive integer, say d = 1 or d = 2, and the 
norm can be chosen to be the least-squares norm or any other vector norm. Such approaches 
may be tried independently or in combination with the adaptive policies of Section 4. 
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APPENDIX. FINITE CONVERGENCE TO A LEAST SQUARES-SOLUTION 
TO A SYSTEM OF INEQUALITIES 
In this Appendix we will show how finite convergence of the presented algorithms can be assured even in the 
case where all inputs are real numbers and are not necessarily integers. 
We will prove that if a point x lies sufficiently close to the region R( + 1 of the least-squares solutions to the system 
(2. I) (that region is a polytope) and if a point y IS obtained from x by Algorithm A. I, see below. then y lies m the 
region R( +). We will rely on the following result. 
LEMMA A. I 
Let x* be a least-squares solution to the system (2. I ). Let x be a point such that for all i. 
h, 2 A.x* of b, 2 A.x. 
h, 2 A,x if h, > A,x* 
Then 
(A.1) 
F(x”, V(X)) = F(x”. V(X”)) = F( + , x”) = fc + ). 
F(v. V(x)) 2 f( +) for all points v. 
Here F(v, V(x)) is defined by (6.2). 
(A.2) 
(A.3) 
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Before proving Lemma A.I. let us comment on its application. Let the relations (A.]) and consequently thy 
Lemma A. I) (A.‘). (A.31 hold. Then y = .r” lies in the region of the least-squares solutions to the system (4.4). That 
region is a linear manifold of dtmension less than II defined by the followmp (V(x)\ linear equations. 
A’(V(x))AfV(x))y = A’(V(x))h(V(x)l. 
or equivalently 
R(V(x))~ = @tVtx))biVtx)) 
Here Q(V(x)) and R(V(x)) denote QR factors of the matrix AtVtx)). We may express y = x” from the latter equattons. 
substitute those expressions for x = x” into the original system (2. I ). and thus reduce the dimension II of the set of 
variables, The process twe will call it Algorirhrn A. 11 may be repeated until the system (4.4) has been reduced to one 
having only the single least-squares solution. which must be the desired point of R( + ). [Note that the linear substitutions 
m Algorithm A. I preserve the relations (A. I ).I 
Since every substitution strictly decreases the dimension of the set of variables, at most II steps of Algorithm A. I 
suffice in order to find a point x* of a polytop R( + ) provtded that the initial approximation x satisfies (A. I) Also we 
will show that. under the assumption tA.6) below. [tA.6) is a little stronger than (A. I )I. at most min{m. II} steps of 
a similar algorithm twe will call it A/~orr?lm A.?. see below) will suffice m order to compute x”. The relations (A. 1) 
are always satisfied starting with a certain iteration of every algorithm that converges to the region of R( + ) of the 
least-squares solution to (2.1). since Rf + ) is a polytop. Similarly for the relations (A.6) below. Therefore if periodic 
tests consisting in apphcation of Algorithms A. 1 or A.2 are incorporated into any algorithm that converges to R( + ). 
then this assures finite convergence of the ortginal algorithm. [Actually after every test we may need to perform one 
iteration of Algorithm 4.2 in order to verify if we have indeed already computed a point of R( + ) or not.] In particular. 
this w’ay we may assure finite convergence of Algorithms 3.1. see Theorem 4.2. as well as of ellipsoid algorithms 
(see [3. 12. 16. 191) of the algorithms of [IS] and of [30], provided that the system (2.1) is consistent. Note that ti) 
all latter algorithms are not finite in the cases where the inputs are real numbers and not necessarily integers; (ii) 
periodic convergence tests by Algorithms A. I and A.2 require no substantial increase of the computational time; (iii) 
Algorithms A. I and A.2 work even if the approximation point x IS not necessarily the intersection point of n hyperplanes 
of the form A,x = h, (as is needed for the application of the simplex method). 
Next we will prove Lemma A. I, 
Proof ofhnn~a A. 1. At first observe that (A. I) immediately implies (A.2). 
Next for a point v define the straight line passing through v and x*. 
w = W(h) = x” + h(v - x”). 
Then. for every set J. 
F?n. J) = c o.;(x*) - Zhr-.(x*)d,(v. x*) + h’d;(v. x*) 
15, 
= F‘(x*.J) - 2c,(Jlh - c$/)h’. (A.4) 
Here d,(v. x*) is defined by (5.5). 
r,(./) = c I.,(x")d,(v. x*1. c2(Jl = 2 dl(v. x*). c,(J) 10 
18, $6, 
If we had that F’tv. V(x)) < f? + 1 = F’(x *. V(x)). that is. tf F’tx*. J) > F’tw. J) for J = V(x). w = Y. then it 
w’ould follow from tA.4) where h = I that 
2r,tJ) > c?(J) Z 0 for J = V(x). (A.51 
On the other hand. (A I) implies that r,tx*) = 0 for all i such that I E V(x*) - V(x). that is, such that A,x < b, 5 
A.x”. and consequently 
C,(V(X”)) = C,(V(X)l 
Combine the latter equation with t.4.5) and deduce that c,(V(x*)) is positive if (A.5) holds. Therefore in that case 
f:t + 1 - F’cw. v(x*)) = FCX”. V(X”)) - F’(W. v(x*)) 
= 2c,(v(x’:~)h - c,wx*))h- 
I\ posittve for all sufflclently small posttive /I 
On the other hand. (A. II Implies that V(a) C_ V(x*) for all small positive /I. Therefore Ft + . n) = f(w. V(w)) 5 
FfW. \‘rx”)l < fc - I for all small postttve /I. The latter inequality contradicts the definition of ft J_ ). The contradiction 
tmplies that (A.?) holds. Q.E.D. 
Next we will dcfme Algorithm A.2 that we cited above Let us assume that x is so close to x” that 
2~lAtx’- - x) < !A x’ - b for all i such that A,x’: # b.. (A.6) 
394 v. PAN 
Equation (A.6) immediately implies (A. 1). We want to show how to find a least-squares solution to (2.1) by at most 
minimum {m, n} successive applications of Algorithm 4.2 provided that (A.6) holds. We will assume that Algorithm 
4.2 computes a least-squares solution y to (4.4) such that (4.7) holds. 
Indeed, (A.2) implies that 
F(x*. V(X)) = F(y. V(x)) = f(+). (A.7) 
Therefore it is sufficient if we show that 
F( + , y) 5 F(y, V(X)). 
If the latter inequality does not hold, then there must exist i such that 
r,(x) < 0 < r,(y). 
Let us prove the following auxiliary result. 
(A.8) 
(A.9) 
LEMMA A.2 
The relations (A.6) and (A.9) together imply that 
A,x* = b, (A. 10) 
that is, that the hyperplane A,v = b, passes through x*. 
Proof. Note that (A.9) immediately implies that the latter hyperplane intersects the line z(h) = x + h(y - x) 
between x and y at a point z(h) where 0 < h < I. 
Further, (A.7) and (4.7) imply that 
IlACy - x)ll 5 IlA(x” - x)ll 
We also have that 
Therefore, 
IIA(zfh) - XIII = lIhA(y - x)1/ = lh(*IIA(y - x)ll 
IIA(z(h) - x)/l < IIA(x* - x)11 if 0 < h < I 
Consequently, 
/A,x* - b,l = lA,(x* - z(h))1 5 ~A,(x* - x)( + IA,@(h) - x))/ 
5 ]h(x* - x)]] + IIACdh) - x)ll < 2$4(x* - x)/l. 
Combining the latter inequality with (A.6) we immediately deduce that A,x * = b, if A,z(h) = b,. Therefore (A.6) 
and (A.9) imply (A. IO). Q.E.D. 
Lemma A.2 suggests the following algorithm for finding a least-squares solution to (2.1) in the cases where (A.6) 
holds. 
ALGORITHM A.2 
Apply Algorithm 4.1 complemented with the requirement (4.7). Find all i such that (A.9) holds. [If (A.9) holds 
for none i, then (A.8) holds and y is a least-squares solution to (2. I); end the computation.] Form the systems of linear 
equations, A,v = b, for all such i, find linear expressions for some variables v, from that system. substitute those 
expressions into the system A,v 2 b,, i = 1, 2, , m, see (2. I), and reduce that system to a system with fewer 
inequalities and fewer variables. Repeat the application of Algorithm 4.2 [complemented with the requirement (4.7)] 
to the new system. Continue until. at some step, (A.9) does not hold for any i. 
Since each substitution A,v = b, reduces the numbers of inequalities and variables in the system. Algorithm A.2 
ends in at most minimum {m, n} steps, provided that (A.6) holds. 
It is easy to see that, for every algorithm that converges to a region R( + ) of least-squares solutions to (2. I), there 
exists an iteration Q such that (A.1) and even (A.6) hold for some points x * = x*(q) of R( +) starting with that 
iteration. We cannot foresee that moment precisely but we may make a reasonable guess by observing the decrease of 
FV + , x(y)) as y grows. We may then apply Algorithms A. I or A.2 and test their outputs by applying Algorithm 4.2. 
It seems that algorithms similar to Algorithms A. 1 and A.2 can be obtained using the I norm for r( + , xl and 
projection methods. 
