Supplementary notes

Mathematical explanation of correlation between synthesis and degradation rates
Here, we discuss whether the correlation between synthesis (k s ) and degradation (k d ) detected in the Rapamycin data ( Figure 3 , main text) may be a true biological relationship or an artifact. We performed several analyses that convinced us that the observed does not reflect a biological signal. One line of evidence is that no correlation was observed between k s and k d rates measured in normal conditions (Table S4 ). Another line of evidence is that the existing correlation in the Rapamycin data is unaltered when all predicted values of k s and k d are taken into account, including low-confidence values (Table  S5 ). When doing so for the other two datasets, no correlation is observed. In addition, predicted k s and k d values correlate in the Rapamycin data (but not the other two datasets) even if the underlying expression data was randomly shuffled (Table S5) . Therefore, as the correlation is entirely specific to the Rapamycin data and also occurs in randomized versions, the effect is likely due to an artifact.
To explain this possible artifact, one has to consider the specific details of our model and of the different data normalizations performed on the three data sets. In essence, the strong correlation in the Rapamycin data is due to the fact that this data is heavily normalized (and we do not have the unnormalized data). In the case of Rapamycin data, there is a strong correlation in log space with the regression coefficient of approximately 1:
for some constant C (determined to be C = -.43 using the R function lm, given log is base e; regression coeff = 1.06). This results in a different correlation in the linear space:
where ! is still a constant independent of the gene.
We may rearrange Eq. 1 (main text):
This allows us to see that the linear relationship can only be achieved if two conditions hold:
(1)
While (1) does not hold for all data, it holds for a portion of it, and this portion is large enough to drive the correlation for the Rapamycin data. The weak correlations found in the Diamide and Sodium chloride data sets is driven by a subset of genes that follow assumptions (1) and (2). When normalizing/transforming the Diamide and Sodium chloride data such that (2) also holds, increases the correlation between log(ks) and log(k d ) substantially (not shown).
Condition (2) does not necessarily hold true in general. Although protein and RNA abundances are correlated in log space (e.g. Abreu 2010), it does not imply that their ratio is constant in linear space unless their correlation coefficient is 1. This coefficient is normally not 1 because the amount of protein in a cell is normally orders of magnitude higher than the amount of corresponding RNA. But this coefficient would be 1 in case data is normalized across genes (by experiment), which is the case for the Rapamycin data. In this data set, each time point across all genes is normalized to be on average equal to 1 for both RNA and protein abundances, satisfying condition (2). Figure S1 . The two error models are correlated across all three stress data sets. 
Figure S2. Error distribution
We use the ODE error model to compare the model's predictive ability for observed (blue) and randomized data (red). The vertical lines indicate the 30% FDR cutoff. Panel (A) displays the ODE error model, and (B) the linear error model (Methods). Genes are binned by the Spearman correlation between predicted and actual protein time-dependent concentration profiles. The ODE error model yields a better separation between actual data and randomly row-shuffled data than the linear error model (Table S1 ).
Figure S3. Average silhouette distance for profile clustering˜
Each panel shows the silhouette distance plot used to determine the optimal number of clusters for the different data sets. Although it is optimal to use 6 clusters for the sodium chloride stress, we found that removing one cluster does not change our analysis, and so 5 was chosen as the number of clusters for each data set.
Figure S4. Differences in abundance do not account for differences in predictability
We investigated whether better prediction accuracy is achieved in highly abundant proteins whose measurements may be less noisy. No such correlation was observed. Each point represents a gene in either the Diamide (top), Sodium chloride (middle) or Rapamycin data set (bottom). Neither the median, min., nor the maximum abundance (only median abundance shown) of either the RNA (left) or the protein (right) time-series profiles is correlated with Spearman correlation between the observed and the predicted time-series protein profile. The logarithms presented are natural logs. Figure S5 . All relative expression profiles clustered by profile and by parameter landscape.
For each stress, the expression profiles are represented by a heat map. Each row corresponds to a gene, and the genes are ordered by the hierarchical clustering of their expression profiles. Black horizontal lines denote the boundaries between the 5 clusters. For mRNA and protein expression columns, the color at each time point represents the expression level of the gene's RNA and protein at the specified time point relative to the 0 time point (natural log-ratio, see color bar on the right; 0 time points are omitted). The rightmost column for each stress denotes the Parameter landscape (PL) cluster of each well-predicted gene. The color-cluster correspondence is outlined on the color bar on the right, with the numbering consistent with Figure S8 .
Figure S6. Median profiles of each profile cluster
The median profile for each profile cluster for each stress data set is plotted below. The black line on each panel corresponds to the protein abundance at every time point (relative to the first time point, in terms of natural log-ratio; P(t)), with the dots representing the median across the cluster and with the error bars spanning 68% of the values in each cluster, and the red line, dots and error bars represent the same statistics for the relative RNA abundances (R(t)). Number of genes in each cluster is shown on the top right corner of every panel. Figure S9 . Distribution of predicted synthesis and degradation rates by cluster. Figure S5 , S6) are denoted by different colors/shapes. No separation by cluster is apparent. Rates in the Sodium chloride and Rapamycin data set are presented in arbitrary units (a. u.), while Diamide Stress data set rates are expressed in absolute protein concentration (P) and absolute mRNA concentration (R) in number of molecules per cell.
Figure S7. Comparison of measures of prediction accuracy
The coordinates of each point are the k s and k d values estimated per protein (<30% FDR). Different profile clusters (as in
Figure S10. Gene-by-gene comparison between measured and fitted rates
Highest-confidence predictions for synthesis and degradation rates in diamide stress conditions were compared on a gene-by-gene basis to the corresponding experimentally measured rates obtained in steady state conditions. Panel (A) plots the synthesis rates of the genes that are predicted well (i.e. 30% FDR) according to our model and whose responses to stress are degradation-independent according to parameter landscape analysis. Panel (B) plots the degradation rates of the well-predicted genes with synthesis-independent parameter landscape profiles. In both cases, the parameter landscape restriction selects the genes with the highest confidences of predictions of either synthesis or degradation rates. The diagonal line shows where the predicted and observed rates are exactly equal. Logarithms are taken in base e. Table S2 .
Shown are: Proportion of well-predicted genes (FDR<30%) by cluster in each data set. Last column shows the proportion of well-predicted genes within the entire data set, for each data set. In parenthesis, n shows the total number of genes within each category. Highest enrichments are highlighted in bold, while the exceptionally low proportions are in italic. Shown are: Number of genes in the intersections. Clust denotes profile clusters, wclust denotes parameter landscape clusters. Numbers in the parentheses indicate the number of genes in the specified intersection that are predicted with FDR<30%. Pearson's Chi-square test detects a contingency between the two variables (clust and wclust) using the FDR<30%, with p<2e-16 for diamide and sodium chloride stresses, and p=8e-13 for rapamycin stress.
Total 218 (40) 96 (9) 56 (1) 69 (20) 91 (46) 530 (116) wclust1 5(0) 13 (0) 5 (0) 20 (6) 50 (29) 93 (35) wclust2 119(36) 9 (0) 17 (1) 0 (0) 0 (0) 145 (37) wclust3 14 (2) 32 (7) 6 (0) 30 (11) 32 (13) 114 (33) wclust4 36 (2) 31 (2) 17 (0) 3 (0) 0 (0) 87 (4) wclust5 23(0) 9(0) 6(0) 14(3) 7(4) 59 (7) colSum 197 (40) 94 (9) 51 (1) 67 (20) 89 (46) (11) 43 (34) 11 (2) 6 (1) 6 (1) 111 (49) wclust3 10(2) 0(0) 3 (0) 54 (19) 30 (9) 97 (30) wclust4 6(0) 2 (0) 7 (1) 5 (2) 4 (4) 24 (7) wclust5 3 (1) 8 (0) 6 (0) 8 (0) 11 (3) 36 (4) colSum 64 (14) 53 (34) 28 (3) 78 (24) 55 (17) 278 (92) Table S4.
Steady-state rates data does not exhibit a correlation between rates of synthesis and degradation. Shown are the correlations between the synthesis and degradation rates measured in steady state (Ref. Belle 2006 , Fraser 2004 for genes also found in each of the three stress data sets. For each data set, neither the set of all genes nor the set of well-predicted genes (FDR 30%) exhibits a correlation between the rates of synthesis and degradation when measured in the steady state. Table S5 .
Pearson correlations between rates of synthesis and degradation. Rates derived from randomly shuffled time-dependent RNA and protein data yield approximately the same correlations as actual time-series data from all genes and from the best-predicted genes (FDR 30%). Table S6 .
Diamide treatment
List of sources of the data for the 35 static sequence features that were tested for associations with predictability and trends in synthesis and degradation rates. The results of each association test can be found in the Supplementary Data.
Data type Source
Menadione, ribosome association (log2 stress/control) Halbeisen, 2009 Molecular weight, PI, CAI, protein length, codon bias (CBI), relative amino acid frequencies, FOP score, GRAVY score, and AROMATICITY score Saccharomyces Genome Database (Cherry, 1998) PEST protein degradation signal Max. score in ePESTfind (Rice, 2000) DISEMBLE length, DISEMBL coils and hot loops (absolute and relative)
Measure of disorder of protein, which is associated with stability (Linding 2003) Table S7 .
This table includes all significant associations detected between the 35 sequence features listed in Table S6 and either prediction accuracy or synthesis or degradation rates. The analysis for rates was only done using the Diamide stress data set, where the predicted rates were realistic. The p-values shown below are not corrected for multiple hypothesis testing. For the prediction accuracy association analysis, the Wilcoxon test was used to compare the distribution of codon usage bias scores in the set of well-predicted genes to the corresponding distribution among the same number of genes that had the lowest prediction quality scores (i.e. Spearman correlation between observed and predicted profiles). For the association with rates, the Wilcoxon test was performed by comparing the distribution of the codon bias scores of the top quarter of well-predicted genes (with highest predicted synthesis or degradation rates) to the corresponding distribution among the bottom quarter of well-predicted genes.
Association with prediction quality Assoc. with rates (Diamide stress) 
