1. INTRODUCTION 1.1. Let G be a complex connected semisimple group and U a maximal unipotent subgroup of G. The ring D(G/U ) of algebraic differential operators on G/U , has a rich structure which was analyzed in [BGG] and studied further more recently in [BBP] , [LS] , and [GR] . In an unpublished paper written in 1960's, I. Gelfand and M. Graev have constructed an action of the Weyl group W on D(G/U ) by algebra automorphisms. This action is somewhat mysterious due to the fact that it does not come from a W -action on the variety G/U itself. In rank 1, the action of the nontrivial element of W = Z/2Z is, essentially, the Fourier transform of polynomial differential operators on a 2-dimensional vector space. In the case of higher rank, the action of each individual simple reflection is defined by reducing to a rank 1 case, but it is not a priori clear that the resulting automorphisms of D(G/U ) satisfy the Coxeter relations. For a proof (essentially, due to Gelfand and Graev) that involves analytic arguments the reader is referred to [BBP, Proposition 6] , cf. also [Ka] , [KL] for closely related results.
One of the goals of the present paper is to provide a different approach to the Gelfand-Graev action. Specifically, we will present the algebra D(G/U ) as a quantum Hamiltonian reduction (see Theorem 1.2.2) in such a way that the W -action on the algebra becomes manifest.
To explain this, recall the general setting of quantum Hamiltonian reduction. Let A be an associative algebra and I a left ideal of A. Thus, A/I is a left A-module. The quantum Hamiltonian where for any Z-bimodule M we put M Z := {m ∈ M | zm = mz, ∀z ∈ Z}. Multiplication in the algebra (1.1.3) reads as follows:
∀a 1 , a ′ 1 ∈ A 1 , a 2 , a ′ 2 ∈ A 2 . By construction, the space A 1 ⊗ Z A 2 comes equipped with the structure of a left (A 1 ⊗ Z A 2 ) Zmodule given by the 'inner' action a 1 ⊗ a 2 : (a ′ 1 ⊗ a ′ 2 ) → (a ′ 1 · a 1 ) ⊗ (a 2 · a ′ 2 ), and the structure of a right A op 1 ⊗ A 2 -module given by the 'outer' action a 1 ⊗ a 2 : (a ′ 1 ⊗ a ′ 2 ) → (a 1 · a ′ 1 ) ⊗ (a ′ 2 · a 2 ). Let E be an (A 2 , A 1 )-bimodule. There are natural isomorphisms HH q(Z, E) := Tor (A op 1 ⊗ Z A 2 , E). Here, HH q(Z, −), resp. HH q (Z, −), stands for Hochschild homology, resp. cohomology. Using the above isomorphisms and the isomorphism in (1.1.1), we see that each of the groups HH i (Z, E), resp. HH i (Z, E), has the natural structure of a left, resp. right, (A 1 ⊗ Z A 2 ) Z -module.
1.4. Interpretation via the affine Grassmannian. Let K = C((z)), resp. O = C [[z] ]. Let G ∨ be the Langlands dual group of G and Gr = G ∨ (K)/G ∨ (O) the affine Grassmannian. Since G is of adjoint type, the group G ∨ is simply-connected, so Gr is connected. Let T ∨ be the maximal torus of G ∨ and T = T ∨ ×C × . The group T acts on Gr, where the factor C × acts by loop rotation. Let Gr T be the T-fixed point set. There is a canonical bijection Gr T ∼ = Q, where Q is the root lattice of G. We write pt λ for the T-fixed point corresponding to λ ∈ Q, and i λ : {pt λ } ֒→ Gr for the imbedding. Let C X denote a constant sheaf on a space X. The restriction map i * λ : H q T (Gr) = H q T (Gr, C Gr ) → H q T (pt λ ) is a surjective algebra homomorphism. Let J λ be its kernel, an ideal of H q T (Gr). The equivariant cohomology H q T (F) = H q T (Gr, F), of a T-equivariant constructible complex F on Gr, has the natural structure of a Z-graded H q T (Gr)-module. For such an F, we put H q T (F) J λ := {h ∈ H q T (F) | jh = 0, ∀j ∈ J λ }. Let PervǦ (O) (Gr) be the Satake category of G ∨ (O)-equivariant perverse sheaves on Gr. Any object of that category is known to be a finite direct sum of the IC-sheaves IC λ := IC(Gr λ ), where Gr λ denotes the closure of the G ∨ (O)-orbit of pt λ . Furthermore, it is known that objects of PervǦ (O) (Gr) come equipped with a canonical T-equivariant structure.
Using results of Bezrukavnikov and Finkelberg [BF] , cf. also [GR] , we will show that a combination of Theorems 1.2.2 and 1.3.2 is equivalent, via geometric Satake, to the following result: Theorem 1.4.1. For any F ∈ PervǦ (O) (Gr) and λ ∈ Q, the adjunction
Remarks 1.4.2. (i) Let µ, λ ∈ Q be such that pt λ ∈ Gr µ , let i λ,µ : {pt λ } ֒→ Gr µ be the imbedding, and put C λ,! := (i λ,µ ) ! C pt λ . Write Ext q T (−, −) for Ext-groups in the T-equivariant constructible derived category of Gr µ . For any F in that category, there is a canonical isomorphism H . From these observations we see that the isomorphism of the theorem amounts to the claim that, for all pairs λ, µ, as above, the functor H q T (−) induces an isomorphism Ext
(1.4.3)
(ii) A non-equivariant analogue of the above isomorphism, hence of Theorem 1.4.1, is false, in general. Indeed, the groups H q (C λ,! ) and H q (C ν,! ) are isomorphic H q (Gr)-modules, for any pair of points pt λ , pt ν ∈ Gr µ . On the other hand, the H q (Gr)-modules H q (i ! λ IC µ ) and H q (i ! ν IC µ ) are clearly not necessarily isomorphic, in general.
(iii) Isomorphism (1.4.3) is reminiscent of a result from [Gi1] . Specifically, according to [Gi1] there is an analogue of isomorphism (1.4.3) where the sheaf C λ,! is replaced by IC λ . However, unlike the main result of [Gi1] which holds in a much more general setting, isomorphism (1.4.3) seems to be a special feature of the Satake category. It is unlikely that an analogue of (1.4.3) holds for IC-sheaves of Schubert varieties in an arbitrary (finite dimensional, say) partial flag variety.
(iv) In the setting of Theorem 1.4.1, there is a natural map H
This map is not necessarily an isomorphism; indeed, one can show that the H q T (pt)-module H q T (F) may have a nontrivial torsion, in general.
1.5. Layout of the paper. In section 2.1 we review various (well known) constructions which allow, in particular, to define the G-varieties G/U and G/Ū in a way that does not involve a choice of unipotent subgroups U,Ū . Using these constructions and the formalism of twisted differential operators outlined in §6.3, one can define all the objects appearing in Theorems 1.2.2 and 1.3.2 in a canonical way that does not require any additional choices. The isomorphisms of the theorems will also be constructed in a canonical way.
In section 3 we introduce a certain torsor of the group scheme of regular centralizers. The same torsor has appeared in a less explicit way in the work of Donagi and Gaitsgory [DG] . In section 4 we study the Miura variety, a smooth G-stable Lagrangian correspondence in T * (G/U )×T ψ (G/Ū ). This variety comes equipped with commuting actions of the Weyl group and the group scheme of regular centralizers. The Miura variety is the main geometric ingredient of the proof of Theorem 1.3.2 given in §5.
The goal of section 6 is to construct a map κ, cf. (6.2.5), between the algebras in the LHS and RHS of (1.2.3). Theorem 6.2.7, which is a more precise version of Theorem 1.2.2, states that the constructed map is an algebra isomorphism. A key role in the construction of κ is played by a certain The proofs of our main results are completed in section 7. In §7.1, we show that Theorem 6.2.7 is equivalent to a result (Theorem 7.1.8) concerning singular vectors in the universal Verma module. This result may be of independent interest. Theorem 7.1.8 is proved in §7.3 by reduction to the commutative case, i.e. to Theorem 1.3.2, via a deformation argument. The proof of Theorem 1.4.1 is given in §7.4.
1.6. Acknowledgements. We are grateful to Gus Lonergan for usefull comments. The first author is supported in part by the NSF grant DMS-1303462. The second author is partially supported by NSERC. . The weights of the T -action on a(b) are called simple roots. Write α i for the simple root associated with a vertex i ∈ I. For λ, µ ∈ Q, we write λ ≤ µ iff µ − λ = i∈I n i α i for some nonnegative integers n i . Associated with b ∈ B, there is a canonical b-stable filtration g ≥µ,b , µ ∈ Q, on g, such that gr µ,b g := g ≥µ,b /g >µ,b is a µ-weight space for the natural action of the universal Cartan algebra t = b/ [b, b] . In particular, we have g ≥0,b = b and gr 0,b g = t. For each i ∈ I, the space gr α i ,b g, resp. gr −α i ,b g, is 1-dimensional and we put
with a unique open dense T -orbit in a(b), resp. d(b)/b. We will abuse notation and write
The family of torsors O(b), resp. O − (b), for varying b ∈ B gives a variety
The group G acts on B, resp. B and B − , in a natural way. By construction, the first projection
2.2. We say that a pair b,b ∈ B, of Borel subalgebras, is in 'opposite position' if b ∩b is a Cartan subalgebra of g. In that case, one has a triangular decomposition
It follows from definitions that the resulting isomorphism between the leftmost and rightmost copy of t, in the diagram, is given by the map t → w 0 (t), where w 0 is the longest element of W . The assignment α i → −w 0 (α i ) gives a permutation i → i ′ , of the set I. For every i ∈ I, one has a diagram gr
The compositions on the left and on the right give canonical isomorphisms
Thus, the map κ Let Ω be the preimage of Ω under the projection B − × B → B × B. We also consider a subvariety of Ω defined as follows:
The group G × G, resp. T × T , acts on B − × B on the left, resp. right. The variety , be the corresponding maximal unipotent subgroup. We identify B = G/U , resp. B − = G/Ū . With this identification, we have
The action of T × T on Ω is given by the formula (t 1 , t 2 ) : (gŪ /Ū , gU/U ) → (gt 1Ū /Ū , gt 2 U/U ).
We have a natural map 
We use the Killing form to identify g with g * . We obtain the following isomorphisms:
(3.1.1)
be a categorical quotient of g by the adjoint action of G. We will identify c with t/W , resp. g * / /G with t * /W , via the Chevalley isomorphism.
We consider the following diagram:
The map π is a projective morphism, the Grothendieck-Springer morphism. We let G act diagonally on g. The above maps are G-equivariant where G acts trivially on t. The first projection pr B : (b, x) → b makes g a G-equivariant vector bundle on B with fiber b. The morphism ν is smooth and the map π × ν factors through g × c t.
The stabilizer of an element (b, s) ∈ B is the maximal unipotent subgroup associated with the Lie algebra u(b). It follows that one has
The G × T -action on B induces a Hamiltonian G × T -action on T * B with moment map µ G × µ T : ). Using the identifications (3.1.1), we get the following G-equivariant isomorphisms:
where p g : g × B B → g is a pull-back of the T -torsor B → B via the vector bundle map g → B.
From now on, we will identify the corresponding objects in two rows of the above diagram. Thus, we view p as a map T * B → (T * B)/T so, we have
3.2. We write G x for the stabilizer of an element x ∈ g under the Ad G-action and let g x = Lie G x . We say that x is regular if dim g x = rk g. Let g r be the set of regular (not necessarily semisimple) elements of g. Let G act on itself by conjugation and on g r × G diagonally. We define
The fiber of Z over x ∈ g r equals G x , which is a connected abelian group. This makes Z → g r a smooth G-equivariant abelian subgroup scheme of the constant group scheme g r × G → g r . We introduce the following incidence variety
We let G act on X diagonally. We have the following G-equivariant maps
It is clear that µ X is a projective morphism and q is a fibration on B − with fibers q −1 (b, s) ∼ = s+u(b). Let Y be a G-variety and f : Y → g r a G-equivariant map. For any x ∈ g r , the fiber f −1 (x) is G x -stable. The family of maps
(ii) The map µ X makes X a Z-torsor on g r .
To prove the lemma, it is convenient to choose, once and for all, a principal sl 2 -triple (e, h, f). Let b e , resp. b f , be the unique Borel subalgebra of g that contains the element e, resp. f. Let u e = u(b e ), resp. u f = u(b f ). We use similar notation for the corresponding subgroups of G.
Let s = e + g f be the Kostant slice. We recall the following well-known result, see [Ko] . (ii) We have e + g f ⊆ g r ; moreover the action map G × s → g r is an isomorphism.
Proof of Lemma 3.2.3. From Proposition 3.2.5(iv), we deduce the following chain of G-equivariant isomorphisms: 2.6) where the first isomorphism is immediate from (3.2.1) and the third isomorphism follows from (3.2.4). Using (3.2.6) and the identification B − = G/U f , the maps in (3.2.2) read as follows:
/ / g. This yields parts (i) and (iii) of Lemma 3.2.3. Also, we see that for any x ∈ e + g f , the map µ X : µ
can be identified with the quotient map G → G/G x . This identification respects the G-action. Furthermore, the fiber µ Fix a nondegenerate character ψ. Let µ T * G : T * G → g * be the moment map associated with the U -action on G by right translations. The variety T ψ (G/U ) defined in (1.3.1) may be identified with µ −1 T * G (ψ)/U , a Hamiltonian reduction of T * G with respect to (U, ψ). This Hamiltonian reduction comes equipped with a symplectic structure such that the natural G-action on T ψ (G/U ) is Hamiltonian and the corresponding moment map is given by (g, x) → Ad * g(x).
The pair (b, ψ), where ψ is viewed as an element of O − (b), gives a point in B − . It is clear from (3.2.1)-(3.2.2) that one has q −1 (b, ψ) = ψ + u ⊥ , where we have used the identifications from (3.1.1). We obtain a G-equivariant isomorphism
such that the moment map T ψ (G/Ū ) → g * goes, via (3.3.1), to the map µ X . The symplectic structure on T ψ (G/U ) gives a symplectic structure on X . The latter is, in fact, canonical, i.e., independent of the choice of a pair (b, ψ). An intrinsic construction of the symplectic structure on X is as follows. Let E := B/[U, U ] and e := Lie E. Thus, we have E/A = T . The group E acts naturally on a * ; furthermore, this action factors through an action of
is an open coadjoint orbit of the group E. Moreover, the resulting map
For varying B ∈ B, the corresponding groups E, resp. A, form a smooth G-equivariant group scheme E B , resp. A B , on B. We have an extension of group-schemes 1 → A B → E B → T B → 1, where for any variety Y we use the notation T Y for a constant group scheme T × Y → Y .
We define the following variety
By construction, we get a diagram of G-equivariant torsors
The composite map t • r B : B − → B is a G-equivariant E B -torsor. The action of E B induces a Hamiltonian E B -action on T * B − with moment map µ :
, and we have µ(g, x) = Ad * g(x).
On the other hand, since O − (b) is a coadjoint orbit in e(b) * , there is a tautological imbedding B − ֒→ e * B as an open coadjoint orbit of the group scheme E B . Furthermore, it is not difficult to show that the Hamiltonian reduction of T * B − with respect to the group scheme E B and the coadjoint orbit B − , is canonically isomorphic to the variety X defined in (3.2.1). In other words, there is a canonical G-equivariant isomorphism µ −1 ( B − )/E B ∼ = X . This Hamiltonian reduction construction provides X with a canonical symplectic structure.
THE MIURA VARIETY
4.1. We will freely use the notation of §3.1.
Part (i) of the following result is due to Kostant; part (ii) is also known, cf. e.g. [Gi2] , Lemma 5.2.1, for a proof. Definition. The Miura variety is defined as Z := X × gr g r . Set theoretically, we have
From Proposition 4.1.1(i), we deduce
We let G act on X × gr g r diagonally. Let π : Z → X , resp. µ : Z → g r , be the first, resp. second, projection. These maps are G-equivariant and one has a diagram with cartesian squares:
where θ is the quotient map. It follows from Lemma 3.2.3(iii) that the map ν • µ is a G-torsor, in particular, Z is smooth.
Recall the notation of §2.2. By Lemma 4.1.1, the assignment
Proposition 4.1.5. The following map is a G × T -equivariant isomorphism
Proof. It is immediate from the construction that the map in question is G×T -equivariant. Further, we know that B − × B Ω is a G-torsor, see Lemma 2.2.4. Therefore, the map q Z is a morphism of G-torsors on t. Hence, it is an isomorphism.
Remarks 4.1.6. (i) Using the canonical isomorphism B − × B Ω ∼ = Ξ, see (2.2.5), we will often view the map q Z as a map Z → Ξ × t.
(ii) It follows from Proposition 4.1.5 that the map
Note also that there is a natural isomorphism between the variety Ω × t and the variety of triples
The isomorphism is defined by the assignment
The isomorphism of the proposition can also be seen in terms involving the group scheme E B , cf. §3.3. In more detail, let pr * E B be a pull-back of E B via the first projection pr : Ω → B, (B, B) → B. We have an extension
of G-equivariant group schemes on Ω. It is a simple, but important observation that this extension has a canonical splitting. Specifically, given (B,B) ∈ Ω, putŪ = [B,B], resp. T =B/Ū and E =B/[Ū ,Ū ]. Then, the corresponding section T → E of the projection E → T is defined as a compositionB/Ū ∼ = B ∩B ֒→B ։ E. Now, the splitting of (4.1.7) yields isomorphism pr * e * B ∼ = t * ×pr * a * B . The latter isomorphism provides a G-equivariant trivialization
, where the isomorphism a l , resp. a r , is a composition of the two left, resp. right, arrows in the diagram
We now give a more explicit (though less canonical) description of the Miura variety. To this end, we identify B × B = G/B f × G/B e . The isotropy group of the base point equals B f ∩ B e = G h , a maximal torus in G. Hence, one has a G-equivariant isomorphism G/G h ∼ → Ω. The fiber of the projection pr Ω : Z → Ω over the base point equals
Further, e ∈ O and we have
(4.1.8)
We deduce G-equivariant isomorphisms
(4.1.9)
In particular, for any (b, b, x) ∈ Z, there are uniquely determined elements h ∈ g h and g ∈ G such that one has
With these identifications, the isomorphism q Z of Proposition 4.1.5 takes the form q Z : (g, h + e) → (g, h).
Relation to dynamical Weyl groups.
We let W act on g r × c t, resp. X × c t, via the natural W -action on t, the second factor. Transporting the W -action via the isomorphism of Proposition 4.1.1(i), resp. Proposition 4.1.5, gives a W -action on g r , resp. Z. In particular, for any x ∈ g r , we get a well-defined W -action w : b → b w , on the fiber B x = π −1 (x). The maps in the top row of diagram (4.1.4) are G × W -equivariant. Let G be the automorphism group of the G-torsor Ξ ∼ = B − × B Ω. Thus, G is noncanonically isomorphic to G. The action of an element w ∈ W on Z gives an automorphism of the variety Ξ × t of the form w : (x, h) → (φ w (h)(x), w(h)), where φ w : t → G is a certain regular map. It follows from the construction that the maps {φ w , w ∈ W } satisfy a cocycle equation:
Explicit formulas for the maps φ w are reminiscent of the formulas appearing in the theory of classical r-matrices and dynamical Weyl groups, cf. [GR] for some related results.
THE KEY CONSTRUCTION
5.1. In this subsection, following [BK] and [DG] , we will relate the group scheme π * Z → g r and the constant group scheme T gr := T × g r → g r .
Let the Weyl group W act on T gr = T × g r diagonally and act on π * Z = Z × gr g r through its action on g r , the second factor. Further, we let G act T × g r through its action on g r . The W -action commutes with the G-action. This makes T gr , resp. π * Z, a G × W -equivariant group scheme on g r .
We will use the following known result.
Lemma 5.1.1. Let B be a Borel subgroup with Lie algebra b, and
is a torus (in particular, it is connected).
Given a pair (x, b) as above, let κ b,x be the following composition
where the first map is well defined thanks to the lemma. It is straightforward to upgrade the construction of the map κ b,x for each individual element (b, x) ∈ g r and obtain a morphism κ : π * Z → T gr , of group schemes on g r . Let g rs be the set of regular semisimple elements of g. Given a scheme Y over g, we put Y rs := Y × g g rs .
Lemma 5.1.3. The morphism κ :
Proof. It is immediate to check that the morphism π * Z rs → T grs induced from κ by restriction, is a G × W -equivariant isomorphism. The result follows from this since Z rs is Zariski dense in Z.
Remark 5.1.4. The W -equivariance of the map κ says that κ b w ,x (g) = w(κ b,x (g)), for any (b, x) ∈ g r and g ∈ G x , w ∈ W . ♦ It will be convenient in what follows, to view g r as a subset of g * rather than g, and identify c with g r / /G = t * /W . The G-equivariant group scheme Z on g r , descends to a smooth group scheme Z c := Z/ /G on c = g r / /G, see [Ngo, $ 2 .1], and also [Gi2, §2] . Thus, we have Z = Z c × c g r . From the isomorphism g r ∼ = g r × c t * we get
The morphism κ induces a morphism
of group schemes on t * , see [BK] , [DG] . 
We have a Z c -action
We also have a Z c -action on T ψ B − that comes from the Z-action on X via the isomorphism X = T ψ B − . The proof of the following result is left for the reader.
Lemma 5.1.5. The Z c -action on T * T = T × t * , resp. T ψ B − , is Hamiltonian with moment map θ • pr 2 , resp. ϑ • µ X . 5.2. Recall the setting of diagram (3.1.4) and put (T * B) r := µ
Thus, we obtain a diagram of G-equivariant torsors on g r :
There is a canonical morphism κ Z : Z → (T * B) r , of G-equivariant schemes over g r , such that the following diagram commutes
Proof. We first define κ Z pointwise. To this end, we use the map κb ,b from (2.2.1) and let κ Z be given by the following assignment:
To define κ Z scheme theoretically, we use the isomorphisms in (2.2.5). The required morphism is then defined by factoring the composite map (pr B
• p ′ • (p ′ − ) −1 • π) × pr gr : Z → B × g r (along the upper half of the perimeter of the commutative diagram below) through a map κ Z : Z → g r × B B as follows:
We must prove that the diagram in the statement of Proposition 5.2.2 commutes. All schemes being reduced, it is sufficient to check this pointwise. Thus, let (b, b, x) ∈ Z and put h := b ∩b. This is a Cartan subalgebra, by Lemma 4.1.1, and one has a triangular decomposition g = u⊕ h⊕ū, where u := u(b),ū := u(b). Let B, resp. U and H, be the group corresponding to b, resp. u and h. Fix g ∈ G x . We know that G x ⊆ B, so conjugation by g produces a triangular decomposition of the form g = u ⊕ g(h) ⊕ g(ū), where we write g(h) for Ad g(h), etc.
Since
Going through the construction of the map κb ,b , one finds that κb ,b (x modb) = u mod u ′ , resp. κ g(b),b (x mod g(b)) = Ad g(u) mod g(u ′ ) = Ad g(u) mod u ′ . Now, write z : y → z ⋆ Z y, resp. t : y → t ⋆ T y, for the action of G x on µ −1 X (x) and π −1 (x), resp. action of T = B/U on u/u ′ . By definition, one has κ b,x (g) = g mod U . We compute:
Corollary 5.2.4. The restriction of the map κ Z to the locus of regular semisimple elements yields an isomorphism
Proof. One has the following chain of morphisms of schemes over g rs :
The first map here is the tautological isomorphism. As we have mentioned in the proof of Lemma 5.1.3, the second map above is easily seen to be an isomorphism. Finally, the third map is an isomorphism by Proposition 5.2.2. Let T gr × π * Z Z be a pushout of the π * Z-torsor Z via the morphism κ. Thus, T gr × π * Z Z is a G×W -equivariant T gr -torsor. It follows from Proposition 5.2.2 and the universal property of pushouts, that the morphism κ Z induces a morphism 
, is an algebra isomorphism.
Proof. The equivariance of κ is immediate from definitions. Further, κ is an isomorphism since any morphism of T -torsors is an isomorphism. To prove the last statement, we use that g g r has codimension ≥ 2 in g, see e.g. [BR, Proposition 1.9 .3]. Since T * B is a T -torsor over g, it follows that (T * B) (T * B) r has codimension ≥ 2 in T * B.
Proof of Corollary 1.3.3. The Weyl group acts on T gr and on Z. We transport the diagonal W -action on T gr × π * Z Z via the isomorphism κ. The resulting W -action on (T * B) r induces a W -action on
by algebra automorphisms.
To prove that the above defined W -action on (T * B) aff agrees with the one constructed in [GR, Proposition 5.5 .1], it is sufficient to show that the two actions agree over the locus of regular semisimple elements. This is easy to check by compairing the constructions of these actions.
5.3. We consider the mapκ = π ×κ : Z → X ×T * B. By construction, we have Imκ ⊆ X ×(T * B) r .
Recall the map q : X → B − , see (3.2.2), and let pr B : T * B → B be the natural projection. Formula (5.2.3) shows that image the composite map (q × pr B ) •κ : Z → X × T * B → B − × B, equals Ξ. In terms of (4.1.9), these maps have the following explicit description:
In this diagram, the map π is induced by the inclusion e + g h ֒→ e + b f , resp. the map κ is induced by the inclusion e + g h ֒→ b e . Thus, the mapsκ and (q × pr B ) •κ take the following form:
The symplectic forms on T ψ B − and on T * B give a natural symplectic form on T ψ B − × T * B. We use the isomorphism X ∼ = T ψ B − and identify X × T * B with T ψ B − × T * B. Then, the map q × pr B makes T ψ B − × T * B a twisted cotangent bundle on B − × B.
The following result says that the Miura variety may be viewed as a Lagrangian correspondence between the varieties T ψ B − and T * B.
Proposition 5.3.2. (i) The mapκ is a G-equivariant closed imbedding such that the first projection Z → T ψ B − is a finite morphism and the second projection Z → T * B is a birational isomorphism.
(ii) The map (q × pr B ) •κ : Z → Ξ makes Z a twisted conormal bundle on Ξ ⊂ B − × B. In particular, Z is a Lagrangian submanifold.
Proof. The left cartesian square in (4.1.4) implies that Z → T ψ B − is a finite morphism. Corollary 5.2.4 implies that the map Z → T * B is a birational isomorphism. Further, the scheme X × Ξ T * B is closed in X × T * B since the orbit Ξ is closed in B − × B, by Lemma 2.2.4. Thus, proving thatκ is a closed imbedding reduces to showing that so is the map Z → X × Ξ T * B. We identify Ξ = G and use the explicit formulas for the mapsκ and q × pr B given above. The fiber of the projection X × Ξ T * B → Ξ, resp. of the map (q × pr B ) •κ, over an element g ∈ G = Ξ may be identified with (e + b f ) × b e , resp. e + g h . Then, the restriction,κ 1 , of the mapκ to the fiber becomes the diagonal imbeddingκ 1 : e + g h ֒→ (e + b f ) × b e , which is a closed imbedding. It follows thatκ is a closed imbedding.
Next, we note that (e + b f ) × b e has the natural structure of an affine-linear space, a fiber of the twisted cotangent bundle on B − × B. The image of the mapκ 1 is an affine-linear subspace of (e + b f ) × b e of that affine-linear space. Thus, the map (q × pr B ) •κ : Z → Ξ is an affine-linear fibration. We will neither use nor prove that Z is a Lagrangian submanifold.
Proof of Theorem 1.3.2. First of all, we compute
It is easy to check that the fiber product T * T × c T ψ B − on the right agrees with the one used in the statement of Theorem 1.3.2.
We have Hamiltonian Z c -actions on T * T = T × t * and T ψ B − , see Lemma 5.1.5. This gives the diagonal Z c -action on T * T ×T ψ B − ; morever, the latter action agrees, via the chain of isomorphisms in (5.3.3), with the action of the group scheme π * Z on T gr × gr Z used in the definition of pushout in (5.2.6). We deduce isomorphisms T * T × Zc X ∼ = T gr × π * Z Z ∼ = (T * B) r , where the last isomorphism is due to Theorem 5.2.7. Thus, we have a Z c -torsor η : T * T × c X → T * T × Zc X ∼ = (T * B) r . The morphism η is flat since the group scheme Z c is smooth. It follows by flat descent that the canonical morphism O (T * B)r → (η * O T * T ×cX ) Zc is an isomorphism. We compute
Here, the last equality holds since (θ • ν) * z c , viewed as a locally free sheaf on T * T × c T ψ B − , is generated by the global sections
5.4. We now explain how to adapt the constructions of previous sections to a 'simply connected' setting where the adjoint group G is replaced by G sc , a simply connected cover of G. To this end, let ω i , i ∈ I, be the fundamental weights of g, and X * the weight lattice. For each i ∈ I, we fix an irreducible finite dimensional representation V ω i of g, with highest weight ω i (such a representation is defined uniquely up to a noncanonical isomorphism). Associated with every Borel b, there is a canonical b-stable filtration V 
The action of T sc , the abstact maximal torus of G sc , makes
Similarly to §2.1, we define the following G sc -equivariant T sc -torsor on B:
For every i ∈ I and a pair b,b ∈ B, of Borel subalgebras in opposite position, the composite map V
is an isomorphism. An inverse of this map induces an isomorphism
We obtain an isomorphism κ sc
(s). We let Ω sc be the preimage of Ω under the projection B sc − × B sc → B × B, and define
∆ -torsor and the action Ξ sc × T sc 2 → Ω sc is a G sc ∆ × T sc 2 -equivariant isomorphism. Further, similarly to (2.2.5), we have isomorphisms
Since any Borel subgroup B of G sc contains Z(G sc ), the center of G sc , there is a canonical imbed-
Recall the notation of §2.1. For every i ∈ I inside the lattice X * , we have an equation
, where α ∨ j denotes the simple coroot associated with j ∈ I. We may (and will) choose, for some Borel subalgebra b and every i ∈ I, an isomorphism:
of 1-dimensional T -modules (of the same weight). These isomorphisms combine together to give an isomorphism
of T -torsors. The above isomorphism extends in a canonical way to an isomorphism B sc /Z(G sc ) ∼ → B, of G-equivariant T -torsors on B. By duality, the isomorphisms in (5.4.1) also induce an isomor-
− , resp. Z sc := X sc × gr g r . Let µ sc X be the composition X × B − B sc − → X → g. With these defininitions, there is an analogue of the diagram from the proof of Proposition 5.2.2 that provides the construction of a morphism
of G sc -equivariant schemes on g r . Next, one has the universal centralizer group scheme Z sc := {(g, x) ∈ G sc × g r | Ad g(x) = x}. Using the G sc -equivariant morphism µ sc X : X sc → g r , one gets a canonical action Z sc × gr X sc → X sc . There is a simply-connected analogue κ sc : π * Z sc → T sc gr , of the map from Lemma 5.1.3. One checks that the simply-connected counterpart of the diagram of Proposition 5.2.2 commutes. This implies an analogue of Theorem 5.2.7, i.e., an isomorphism
of G sc × T sc -equivariant schemes on g r . We let W act on X sc × c t via its action on the second factor. This gives, using the isomorphism X sc × gr g r ∼ = X sc × c t, a W -action on Z sc . Thus, one can transport the diagonal W -action on the variety in the LHS of (5.4.2) to obtain a W -action on (T * ( B sc )) r .
6. THE MIURA BIMODULE 6.1. Given a Lie algebra k and a left, resp. right, k-module E, we write E k for the space of kinvariants and use simplified notation k\E = E/kE, resp. E/k = E/Ek, for k-coinvariants. Similarly, given a second Lie algebra k ′ and a (U k ′ , U k)-bimodule E, we write k ′ \E/k = E/(Ek + k ′ E).
Below, we view U g, resp. U t, as the algebra of left invariant, resp. invariant, differential operators on G, resp. T . We fix a pair B,B, of opposite Borel subgroups, with unipotent radicals U,Ū , and use the notation of §1.1. Thus, we get Lie algebra imbeddings b ֒→ g ֒→ D(G), resp. u ψ ֒→ D(G) and t ֒→ D(T ). We obtain a chain of algebra homomorphisms
We put † D := (u\D(G)) u and let a : U t → † D be the composite of the maps above. Thus, one has the following diagrams of algebra maps
We apply the construction of Hamiltonian reduction in the setting of Example 1.1.2(ii) for the triple
and the maps on the left, resp. right, of the diagram above. We obtain the following algebras
where the isomorphism on the left results from the fact that one can perform Hamiltonian reduction in stages: first with respect to the Lie algebra u and then with respect to t = b/u. Hamiltonian reduction with respect to u does not affect D(T ), the first tensor factor, since the map
We define the Miura bimodule as follows:
The 'inner' action of the algebra 
One has a natural imbeding Zg ֒→ D(G), as the subalgebra of bi-invariant differential operators. This imbeding descends to an algebra map Zg
By the definition of the Harish-Chandra homomorphism hc : Zg ∼ → U t, the image of z in (u\U g) u equals the image of hc(z) under the composition U t
It follows (and is well-known) that inside † D, one has † z = a(hc(z)), ∀z ∈ Zg. (6.1.4)
We will use the algebra homomorphism Zg) -bimodule, with respect to either inner or outer action.
Given a (Zg, Zg)-bimodule E we write
Let M Zg,out stand for this space in the case where E := M is viewed as a (Zg, Zg)-bimodule with respect to the 'outer' action.
Lemma 6.1.5. We have 1 M ∈ M Zg,out .
Proof. For any z ∈ Zg, we compute
where the first and last equalities follow from definitions.
6.2. Given a (left) U g-module E, we consider a composition f E : Eū ψ ֒→ E ։ u\E. Note that the space Eū ψ , resp. u\E, inherits a natural action of the algebra Zg, resp. U t = u\U b = U b/u. We need the following result of Kostant:
Lemma 6.2.1. For any U g-module E which is locally nilpotent as aū ψ -module, the composition
is an isomorphism of left U t-modules.
Proof. It was shown by Kostant [Ko] that for E as above, the natural map U g/ū ψ ⊗ Zg Eū ψ → E is an isomorphism. From this isomorphism, we deduce
where we have used that the composite U t = u\U b ֒→ u\U g ։ u\U g/ū ψ is an isomorphism.
We have natural maps Proof. Observe that the action ofū ψ on E = D(G)/ū ψ by left multiplication is locally-nilpotent. Hence, we compute
Corollary 6.2.2. The composition of the above maps yields an isomorphism
The isomorphism of the corollary restricts to an isomorphism
For µ ∈ Q, let t µ ∈ C[T ] denote the character µ viewed as a regular function on T . The algebra D(T ) has a weight decomposition D(T ) = ⊕ µ∈Q t µ · U t = ⊕ µ∈Q U t · t µ , with respect to the adjoint t-action, equivalently, T -action by translations. Similarly, the adjoint t-action on † D is semisimple, so the algebra † D has a weight grading:
It is clear that each of the spaces † D µ is stable under the U t-action h :
has direct sum decompositions
Furthermore, it is easy to check that the following map:
is a Q-graded algebra isomorphism.
Recall that the left (inner) action on M of the algebra (D(T ) U t † D) U t and the right (outer) action of the algebra D(T ) op ⊗ D ψ (G/Ū ) commute. Therefore, Lemma 6.1.5 implies that for any u ∈ † D, one has φ(u)1 M ∈ M Zg,out . We define a map κ as a composition
Explicitly, the element κ(u) is uniquely determined from the equation φ(u)1 M = 1 M κ(u). Using this, for any u, v ∈ † D, we find
We deduce that κ is an algebra homomorphism. A G-invariant volume form on G, resp. B, provides an algebra isomorphism D(G)
op . These isomorphisms are, in fact, independent of the choices of invariant volume forms since such a form is unique up to a nonzero constant factor. Using that D( B) ∼ = (D(G)/u) u , we obtain a chain of algebra isomorphisms
The following result is a more precise version of Theorem 1.2.2.
Theorem 6.2.7. The composite map
is an algebra isomorphism.
Review of twisted differential operators (TDO).
In this subsection we extend the formalism of TDO developed by Beilinson-Bernstein [BB] to a slightly more general setting of torsors of group schemes. Such an extention will be used in the next subsection to give an intrinsic construction of the Miura bimodule that does not depend on the choice of a pair B,B, of opposite Borel subgroups. Let N be a smooth affine group scheme on a smooth variety X and n = Lie N the corresponding Lie algebra, a locally free O X -module. Let p : P → X be an N -torsor. The O P -module p * n = O P ⊗ p q O X p q n comes equipped with the natural structure of a Lie algebroid. The Lie bracket is given by the formula
There is an exact sequence of locally free sheaves
Let M = Aut N (P ) be the group scheme of (fiberwise) automorphisms of P . The Lie algebra m = Lie M is a locally free O X -module (p * O P ⊗ O X n) N , of sections of an associated bundle P × N n for the adjoint representation of N on n. Let k := (p * T P ) N . The commutator of vector fields gives a Lie bracket on k which is not O X -linear in general. Applying (p * (−)) N to (6.3.1) we get an exact sequence of sheaves of Lie algebras
The map a makes k a Lie algebroid on X. Let U k be the enveloping algebra of this Lie algebroid. There is a canonical isomorphism (p * D P ) N ∼ = U k. The order filtration F qD P on differential operators, corresponds via the isomorphism to the PBW filtration, F qU k, on U k. In particular, one has
Let Ω 1 P/X be the sheaf of relative 1-forms on P and
has the natural structure of a left D P -module. For any left, resp. right, D P -module F and i ≥ 0, the sheaf H i (m ψ , p * F), resp. H i (m ψ , p * F), inherits a left, resp. right, action of D ψ X .
Lemma 6.3.4. Assume that the group scheme N is unipotent. Then, the image of the class c(D
Assume that the total space of P is affine and N = N × X → X is a constant group scheme, where N is a unipotent group. Then, for any O P -module E, one has
Proof. If N is unipotent then the section ψ extends to a morphism exp ψ : N → O X . Therefore the torsor of connections on the Picard algebroid (6.3.3) in the bottom row of diagram (6.3.3) is an O X -torsor. This torsor is Zariski locally trivial hence it gives a class c ∇ ∈ H 1 (X, O X ). It is easy to show that one has c(D
). This implies the first statement. The proof of the second statement is left for the reader.
6.4. Fix a connected linear algebraic group G and a G-torsor P → pt. Let ♭ G = Aut G (P ) be the group of automorphisms of P . Further, let X be a smooth G-variety and p : P → X a smooth, surjective G-equivariant morphism. It follows that G acts transitively on X. Let N x ⊆ G denote the stabilizer of x ∈ X in G. The family N x , x ∈ X, forms a smooth group scheme N , a subgroup scheme of the constant group scheme G × X → X. The map p : P → X is a G-equivariant Ntorsor. The group scheme M = Aut N (P ) of automorphisms of this N -torsor, can be identified in a natural way with a constant subgroup scheme of the group scheme ♭ G × X → X, that is, we have M = ♭ N × X → X, where ♭ N is a subgroup of the group ♭ G. Moreover, P is a ♭ G-torsor and the map P → X descends to a G-equivariant isomorphism P/ ♭ N ∼ → X. A choice of base point pt ∈ P gives an isomorphism G ∼ = ♭ G and a G-equivariant, resp. ♭ Gequivariant, isomorphism P ∼ = G, resp. P ∼ = ♭ G. Furthermore, writing x = p(pt), we get a group isomorphism ♭ N = N x , and a G-equivariant isomorphism X ∼ = G/N x . It is clear that given a character ψ x : N x → C × , there is a unique G-invariant section ψ ∈ Γ(X, n * ) such that ψ| Lie Nx is the differential of ψ x .
We are going to consider three special cases of the above in the setting of §2.2.
In the first and second cases, we let G = G and P = Ξ, which is a G-torsor by Lemma 2.2.4(ii). Further, in the first case, we let X = B and let p : Ξ → B be the map defined before Lemma 2.2.4. Similarly, in the second case we let X = B − and let the map P → X be the map p − . LetŪ B , resp. U B − , be the group scheme of stabilizers for the G-action on B, resp. B − . Let B B be the group 
Lemma 2.2.4(i) gives a canonical isomorphism T × Ξ ∼ = Ω. Hence, Ω is a G-torsor. In the third special case of our general setting we let P = Ω, X = B, and let the map P → X be a map p : Ω = T × Ξ → B defined by p(t, x) =p(x)t −1 . Here, we writep : Ω → B, resp.p − : Ω → B − , for the natural projection. The map p, resp.p andp − , is a torsor of the group scheme B B , resp. T × U B and T ×Ū B − .
We apply the constructions of §6.3 in the above setting. To this end, letū B = LieŪ B , resp. u B = Lie U B , b B = Lie B B , and b B = Lie B B . There are canonical isomorphisms 
has the natural structure of a left (p
In formula (6.4.1), t-coinvariants are taken with respect to the diagonal t-action induced by the map h → h ⊗ 1 − 1 ⊗ a(h).
We abuse notation and write ψ ∈ Γ( B − ,ū * B −
) for the G-invariant section associated with a non-
be the corresponding TDO on B − .
We define a G × T -equivariant sheaf M on Ω as follows:
where in the last isomorphism we have used (6.4.1). The sheaf M comes equipped with a natural left action of (p
. The left and right actions
We now fix a base point (B,x, B, κb ,b (x)) ∈ Ξ. This gives an identification Ξ = G, resp. Ω = G × T, B = G/U , and B − = G/Ū . We obtain identifications p q u B = u⊗O G , resp. p
=ū ψ ⊗O G , and the map p reads: p(t, g) = gt −1 U . From these identifications one deduces an algebra isomorphism
. We conclude that the space Γ( Ω, M) has the structure of a T × G-
Thus, the object Γ( Ω, M) in the LHS provides a canonical construction of the Miura bimodule that has been defined earlier by formula (6.1.3) using the identifications B = G/U and B − = G/Ū . Furthermore, we obtain a localized version M, of the Miura bimodule.
PROOFS OF MAIN RESULTS
7.1. Reformulation in terms of isotypic components. Throughout this section, V stands for an irreducible finite dimensional G-representation. We make V ⊗ U g an U g-bimodule by letting the left, resp. right, action of g ∈ g be defined by g(v⊗u) = v⊗(gu), resp. (v⊗u)g = −(vg)⊗u+v⊗(ug).
, be the corresponding adjoint g-action. This action is locally finite.
Fix µ ∈ Q. Let τ µ be an automorphism of the algebra U t = C[t * ] induced by the translation t * → t * , λ → λ + µ. Let J µ be an ideal of the algebra U t ⊗ Zg generated by the set {τ µ (hc(z)) ⊗ 1 − 1 ⊗ z, z ∈ Zg}. Given a (right) U t ⊗ Zg-module E, we put E Jµ := {e ∈ E | ej = 0, ∀j ∈ J µ }. We will also use similar notation in the case of left U t ⊗ Zg-modules and (U t, Zg)-bimodules.
We fix a pair b,b of opposite Borel subalgebras and identify t with b ∩b. A right U g-module M = u\U g = U g/u(U g) is called the universal Verma module. It is clear from definitions that one has isomorphisms
where (−) u stands for u-invariants of the right, equivalently, adjoint action. The left action of the algebra U b ⊆ U g on V ⊗ U g descends to a U t-action on V ⊗ M. The first, resp. second, isomorphism above is an isomorphism of (U t, (U g/ū ψ )ū ψ )-bimodules, resp. (U t, (u\U g) u )-bimodules. Since (u\U g) u ∼ = U t, one may view (V ⊗ M) u as a right U t-module. The resulting adjoint t-action on V ⊗ M is semisimple and one has an ad t-weight space decomposition
The right action of the subalgebra
Recall that we view U g as the algebra of left invariant differential operators. Also view C[G], resp. D(G), as a G × G-module where the first, resp. second, copy of G acts by left, resp. right, translations. Thus, we have
, where the sum ranges over the set of isomorphism classes of irreducible G-representations. Hence, using (7.1.1) we obtain a decomposition
into isotypic components with respect to to the G-action by left translations. From (6.1.3) and the first isomorphism in (7.1.4), we get
Further, writing C[T ] = µ∈Q Ct −µ , we get
Thus, we obtain a decomposition
Similarly, from the second isomorphism in (7.1.4), we deduce †
The map κ, in (6.2.5), commutes with the G-action by left translations and it also respects the µ-decomposition. Therefore, we conclude that κ induces, for each (V, µ), a map κ V,µ : (V ⊗ M) u,µ → (V ⊗ M)/ū ψ Jµ , between the corresponding (V, µ)-components of the decompositions (7.1.6) and (7.1.5), respectively. It is easy to check that the map κ V,µ equals the composition of the following natural inclusion and projection:
It is clear from the above discussion that Theorem 6.2.7 follows from the theorem below, to be proved in §7.3. Theorem 7.1.8. For any irreducible G-module V and µ ∈ Q(T ), the map
is an isomorphism.
7.2. In this subsection we will discuss a Poisson counterpart of Theorem 7.1.8.
Restricting the differential of the function ϑ * f to the Slodowy slice e + g h gives a section α(df ) ∈ Γ(e + g h , ϑ * z c ), cf. §5.1. We may (and will) view α(df ) as a polynomial map e + g h → g. This map has the property that α(df )(x) ∈ g x for any x ∈ e + g h .
Let V be a G-representation and V ⊗ C[t * ] the space of polynomial maps e + g h → V . Associated with an element f ∈ C[c], we define a map {f, −} V : m(x) ), ∀x ∈ e + g h . The map {f, −} V has the following interpretation. The action of the constant group scheme G × (e + g h ) → e + g h on V × (e + g h ) gives, by restriction, an action of the sub group scheme Z| e+g h on V ⊗ C[e + g h ]. The differential of this action is given by {f, −} V .
For µ ∈ g * h , we define
We will abuse notation and identify a function f ∈ C[T ], resp. f ∈ C[t * ], with its pull-back via the projection of T * T = T × t * to the first, resp. second, factor. Thus, for any f ∈ C[c], one has a map {θ
We identify g h with t = t * . The map e + h → h gives an algebra isomorphism
The space V ⊗ C[e + g h ] has an obvious structure of a free C[e + g h ]-module. Hence, we may (and
The map a → {f, a} tot descends to
. We define
It is clear that for any µ ∈ Q, we have
where τ µ is the automorphism of C[t * ] defined in §7.1. Using this formula, we find
The group G acts on Z, the Miura variety. We let T act on T × Z by translations along the first factor. By (4.1.9) and (5.3.3), we have G × T -equivariant isomorphisms
We let G act on V ⊗C[T ]⊗C[Z] diagonally through its action on V and C[Z], resp. act T through its action on T by translations along the factor T . From the decomposition C[G] = V * ⊗ V , for every V , we obtain
It is immediate from definitions that isomorphism (7.2.2) induces an isomorphism, cf. (5.3.4):
Thus, (7.2.1) yields a decomposition
{µ} .
(7.2.3)
Next, let B = B e , resp. U = U e , and identify B = G/U e . The group G, resp. T , acts on G/U by left, resp. right, translations. The induced action of G × T on C[T * B] is locally finite. Using G × T -equivariant isomorphisms T * B ∼ = G × U u ⊥ ∼ = G × U b and the Peter-Weyl decomposition we obtain, for every V , an isomorphism Using the isomorphisms in (7.2.2) and (7.2.4), the latter map may be viewed as a map
It is easy to see that the map κ Z,V equals the natural restriction map that sends a V -valued polynomial function f , on b, to f | e+g h , the restriction of f to e + g h ⊆ b. It is clear from this description that the map κ Z,V respects the µ-decompositions in (7.2.1) and (7.2.4), i.e., the map κ Z,V breaks up into a direct sum of maps
We conclude that Theorem 7.1.8 yields the following result that may be viewed as a Poisson counterpart of Theorem 6.2.7, cf. isomorphisms (7.3.5) below. Proposition 7.2.5. For every irreducible G-representation V and µ ∈ Q, the map κ Z,V,µ is an isomorphism.
7.3. Proof of Theorem 7.1.8. Let U k denote the asymptotic enveloping algebra of a Lie algebra k. By definition, U k is a C[ ]-algebra generated by k, with relations xy − yx = [x, y] for x, y ∈ k.
Given a C[ ]-module E, we write E| =0 for E/ E. Various constructions of previous subsections have asymptotic analogues. In particular, one has the universal asymptotic Verma module M := u\U g that comes equipped with a natural structure of an (U t, U g)-bimodule. The assignment → 1 ⊗ , x → −x ⊗ + 1 ⊗ x has a unique extension to an algebra homomorphism U g → U g op ⊗ U g. Via this homomorphism, for any gmodule V , the vector space V ⊗ M acquires the structure of a right U g-module. We define a left U t-action on V ⊗ M by t(v ⊗ m) = v ⊗ tm. This makes V ⊗ M an (U t, U g)-bimodule.
For any x ∈ g the map g → g, y → [x, y], extends uniquely to a C[ ]-linear derivation ad x of the algebra U g. Similarly, there is a well defined 'adjoint' action of the Lie algebra t on (V ⊗ M ) u , which is related to the bimodule structure by the equations
The ad t-action is semisimple, so one has a weight decomposition (V ⊗ M ) u = µ∈Q (V ⊗ M ) u,µ . Let g = ⊕ m∈Z g(m), resp. V = ⊕ m∈Z V (m), be the weight decomposition with respect to the adjoint, resp. natural, action of the element h ∈ g. Define a Z-grading on U g by assigning the elements of g(m) ⊆ g, m ∈ Z, degree 2 − m and assigning degree 2. This makes u a Z-graded subspace of U g. We equip M with the induced grading and V ⊗ M with the natural grading on a tensor product. We also make U t = C[t * ][ ], resp. C[t * × t * × A 1 ] = Sym(t ⊕ t)[ ], a graded algebra by placing t, resp. t ⊕ t, in degree 2. to the subspace Im(i geom ≥µ ) is an isomorphism. Therefore, the equality above implies that the inclusion in (7.4.6) must be an equality as well. Thus, using (7.4.5) we conclude that one has an equality
Jµ . This proves Theorem 1.4.1 since the Satake functor S is an equivalence.
