We will now outline a more direct proof of Theorem 1 which resembles the proof of the Lefschetz fixed point theorem and possibly sheds more light on how K(f) comes to have the geometrical significance given by Theorem 1.
Outline of second proof. If Q = X n ΣΓ=o cΛ~S c o =£ 0, is a formal Laurent series then we define SfQ to be the smallest i > 0 such that c i+ί Φ 0 if such i exists and if not we define QfQ = CXD. It is easy to prove that if Q, i2 are two formal Laurent series then
Next we note that if ikί is a square matrix and P(M) = det (XI -M) = λ w + cλ™-1 + c 2 λ %~2 + + c n then c TO is made up of sums and differences of "symmetrical" m x m sub-determinants of ikί. By a "symmetrical" m x m subdeterminant ikί' of ikί we mean a subdeterminant of ikί such that the set of indices corresponding to the rows of M used in ikί' is identical to the set of indices corresponding to the columns of ikί used in ikί'. Now we choose a triangulation T of X sufficiently fine so that the following argument will hold good. We let /* denote a chain map /*: C(X, T) -• C(X, T) induced by a simplicial approximation to /. Let B = (σ u •• ,cτ g ) be the canonical basis for Ci(X, T) made of the ΐ- From the above we see that £&P(fi) Ξ> n for all i. Thus by the elementary properties of & we have ^[IL P(f*i)/ILi P(fii+i)] έ w. But according to the quantity in brackets is equal to K(f). Thus £&K(f) ^ n and α x , α 2 , , a n = 0 as we wished to show.
Next we will find conditions which insure that a n Φ 0 for some n. LEMMA 
If M-{M i:j } is an nxn matrix with real coefficients such that for each i, ^3-M {j -1 then λ -1 is a factor of the characteristic polynomial of M.
Proof. We must show that 1 is an eigenvalue of M. But this follows from the observation that MX = X where X = (1,1, , 1) . COROLLARY We collect a few useful properties of 6^ in the following lemma. Then
If f: X-> X is a continuous map of a compact polyhedron X into itself then (λ -1) | P(/ o *). THEOREM 4. Let f be a continuous map of a compact polyhedron X into itself, f: X-»X // H n (X)
Proof, (i) is obvious. To prove (ii) consider a matrix for g relative to some basis. Then r = rank g = the largest nonzero minor of M. If P(g) -X nj r Ciλ"" 1 + + c n where n = dim L then c» is a linear combination of certain i x i minors of M. Thus c r+ι = c r+2 = = c n = 0 and consequently S^P(g) <^ r = rank g. Now assume that g is an isomorphism. Then c n = (-1) 
(The theorem is also true with "odd" and "even" interchanged throughout.)
Proof. Set Q(λ) = IL P(/«) = ^ + ^λ 9 " 1 + + e q .
and -R(
We make the following estimates on S^(Q) and = Σ ieA άimH i (X).
) £ Σ iodd mnkff .

Set N = S"(Q) and M = Sf(R).
It follows from the hypothesis that N> M. Now Q, R and K(f) must satisfy
Consequently not all of the numbers a Ni a N _ u , a N _ M can vanish. Therefore by Theorem 1 there exists an n ^ N = and an x e X such that f n {x) -x. (A dual proof with K~ι replacing K works for "odd" and "even" interchanged.) COROLLARY 8 . Under the same hypothesis as the above theorem there exists an xe X and an n <L Σ ίeyen dim Hi(X) such that f n (x) = x. (The dual result with "odd" and "even" interchanged also holds.)
Proof. Simply notê 
Proof. Since / is a homeomorphism, each f? is an isomorphism. Thus A contains all even or all odd i. Since χ Φ 0 we have either
or <& with "odd" and "even" interchanged. In either case Corollary 8 implies that there exists anxel and an
Comment. The hypothesis "/ is a homeomorphism" in the above corollary could be weakened to "/* is an isomorphism". Corollary 9 has already been proven by F. B. Fuller [3] . It is easily seen that β Q = 1, β 2 = w and ft = 0 for ΐ ^= 0 or 2, and that / is continuous. Due to the small rotation r, any fixed point for f,f 2 y-, of f n must be of the form (x, 0). There are exactly n + 1 such points in X and / permutes these points cyclicly. Thus /, / 2 , , / % are fixed point free.
EXAMPLE B. Let n be and odd integer and X consist of n copies of a 2m(m > 0) dimensional sphere S. Let s^\ S -• S be the antipodal map and g: X-+X be simply a cyclic permutation of the copies of S. Now set /= g ° jzf where jy: X-* X is the natural map induced on X by j^\ Then / is a homeomorphism of X onto X and ft(X) = n, β 2m (X) = w and ft(JSΓ) = 0 for i ^ 0 or 2m. The above examples show that the bounds on n in Theorem 4 and Corollary 9 cannot, in general, be reduced. In special cases the number of iterates needed can be drastically reduced. One sort of case is where X contains a distinguished point x such as when x is the only cut point of X. Then for any homeomorphism /, we must have 
where φ is Euler's number-theoretic function, [9] . Proof. From the universal coefficient theorem, Spanier [8] , we have the following commutative diagram:
where Z = the integers, Rα = the rationale, and * the torsion product. Since Rα is torsion free, H^X, Z)*Rα = 0. Thus <& reduces to
It is now apparent that an appropriate choice of generators for Hι(X, Z) gives rise to a basis for Hi(X y Rα) relative to which αR /;* has a matrix with only integer entries. Thus P( Ra f*) = P(f*) has integer coefficients. Proof. Since all characteristic polynomials are monic, so is Q = ΠiP(f£ +1 ). Thus we may write Q = λ*(l -Q x ) where Q x (λ) = cΛ" 1 + c 2 λ~2 + + fyλ"^. Now UL may be expanded into its formal Laurent series by the formula λ x (l + α^"
It is now clear that the a { are just sums of products of the coefficients of Πi(f£) and Q x and are consequently integers. A completely analogous argument shows that the bι are also integers.
We now prove a slight extension of a result in Kelley-Spanier [2] .
Proof. From Kelley-Spanier [4] we have
this means that -wα n = l n + α^^.i + α 2 i w _ 2 + + α^A -& where Z 4 = Λ{f ι ). Using -fe we first see that a n = 0 for 1 <^ w ^ iV -1 and then using this fact and ^ again we get -na n = ^ί(/ n ) for JV ^ n ^ 2ΛΓ -1.
It is already known, [2] , that if / is periodic of prime period p in the sense that f p = identity and / is fixed point free then p | χ. Lemmas 14 and 15 immediately imply the following generalization of this result. 
Proof, (a) Assume hypothesis (a). Since /'(&) = x implies Γ j {x) = x it follows that 2i ^ χ + 1. We have A(f n ) = 0ΐoxl^n^j-l and for j" + 1 ^ ^ ^ χ. Thus by Lemma 15 a n = 0 for 1 <; ^ g ^* -1 and for j + 1 tί n ^ χ. This leaves α y to be determined. Since λ -1 is a factor of K(f)(X) we have iΓ(/)(l) = 1 + ^ = 0. Thus (b) Assume hypothesis (b). // is trivially an isomorphism for odd i. Thus there is an even i such that ft is not an isomorphism. Then det /<* = 0 and consequently α χ = ± /7 Λ det/ 2 t -0. Since A(f n ) = 0 for I <^n t^X -2 we have α w = 0 f or 1 ^ w ^ χ -2. This leaves only α χ _i to be determined. Because λ -1 is a factor of K(f)(λ) we may
Reasoning as before we see that a n = 0 for l^w^χ -l,n^i. This leaves α ; and α χ to be determined. α χ = ± /Zίdet/s*. Using Lemma 13 we see that since/ has an inverse f~ι the integer det/ 2 * has an integer inverse det/ϊ 1 *. Thus det/ 2 * = ± 1 for all i and therefore a χ = ± 1. Because iί(/)(l) = 1 + a 3 + a χ = 1 + α y ± 1 = 0 we must have ίΓ(/) = λ χ -1 or iΓ(/) = λ κ -2X*~j -f 1.
Combining Lemmas 12 and 17 we obtain the following theorem. Comment. Note that the condition "/ is a homeomorphism" appearing in part (c) of Lemma 17 may be weakened to "/ is a homotopy equivalence" or weakened even further to "there exists a continuous g: X->X such that f*~ι = g*" for both Lemma 17 and Theorem 18.
Proof. Let fc = i for part ( Theorem 18, part (a), with j = χ = n + 1 applies to Example A. Thus /*™ +1 = identity. A careful inspection of Example A will reveal that in fact f n+1 is homotopic to the identity. Consider the polynomial λ x -2λ + 1 which is one of the possibilities in part (c) of Theorem 18 with j -χ -1. In light of the discussion following Definition 11, the prime factorization of λ x -2λ + 1 is of interest. λ x -2λ+ 1 = (λ -l)P(λ) where P(λ) = λ*-^ λ*~2 + +λ -1. By applying Eisenstein's criteria to P(λ + 1) it is found that P(X) is irreducible over the rationale for χ of the form χ = 2 m . The author does not know of any value of χ for which P(λ) is not irreducible.
The following two theorems sharpen the conclusions of Theorem 4 and Corollary 9 in certain special cases. Proof. Suppose the conclusion were false. Then
homeomorphism, P(f) = λ ± 1 for each i with dim H^X) = 1. 
Proof. Suppose χ > 0. The case χ < 0 is handled similarly. Set P -ΠiPifS) and Q = /7,P(/ 2 ? +1 ). Assume that /, / 2 , , /* are fixed point free. Then from QK = P it follows that
Because / is a homeomorphism and χ > 0 we have c Q = P(0) = ±1 and P(/;*) = λ ± 1 for each i with dim iϊ^X) = 1. Consider ft mod 2. Then (λ -l) m is a factor of P(λ) and X X Q(X) and therefore also of E(χ) -c m _ 1 X m~1 + + c 0 (mod 2). Noting that degree R ^ m -1 we see that there is a contradiction unless R = 0 mod 2. But this is also impossible because c 0 = 1 mod 2. We must therefore admit that not all of the maps /, / 2 , , f q are fixed point free.
Suppose now that in addition to the hypothesis of Theorem 21 we have dim Hi(X) = 0 or 1 for all odd i, m f = the number of odd i for which dim H { (x) = 1, and /, / 2 , , f q~ι are fixed point free. Then in place of fe we have 
Proof. Since / is continuous for each i 1 f(X i )aX j for some j. Thus / induces a map g: {1,
, q} -> {1, , q) by setting g(i) = j. Because ^ is a function from a finite set into itself it must have a cycle of length k rg q. Renumbering if necessary we may assume f(Xi) c X i+1 for 1 ^ i ^ k -1 and /(-3Γ fc ) c X lβ We may also assume that Σiβ^X^ ^ ΣiβxiXj) for 1 ^ i ^ k. GENERALIZATIONS. Note that in most of the results the hypothesis and/or the conclusion can be stated in terms of the Lefschetz numbers Λ{f n ). Consequently they can be used in conduction with the results of Atiyah and Bott [1] and O'Neill [6] concerning the degrees of fixed points, and essential fixed points and fixed point sets.
All the results have been stated for compact polyhedra. But since the analysis basically concerns the Lefschetz numbers Λ{f n ) it is easily seen that all the results of this section and the next hold whenever the rational homology groups H n (X) are finitely generated and trivial for n sufficiently large, and the Lefschetz fixed point theorem holds. In particular the results hold for compact metric ANR's [5] .
If the homology is taken with coefficients in a field J?~~ with nonzero Kelley and Spanier [4] ). Thus Theorem 1 no longer follows from the Lefschetz fixed point theorem. But the alternate proof is still good for polyhedra. Consequently most of the results of this section hold for polyhedra and homology with coefficients in an arbitrary field. 2* Applications to the problem of coincidence* Let h,g:X-^X be two continuous maps from the compact polyhedron X into itself. A point x is a coincident point for / and g if f(x) = g (x) . In order to apply the preceding fixed point theorems we will assume that g is a homeomorphism. Then h(x) =• g{x) is equivalent to f(x) = x where f=g-1 o k. If g~ι and h commute then f n (x) = x would give g n (x) = h n (x). We can still obtain such a result even when g~ι and h may not commute. THEOREM 
Let X be a compact polyhedron, h:X-+X a continuous map and g: X-> X a homeomorphism. Assume that h* and g* commute, h*g* = g*h*. If in addition either conditions (a) or (b) hold then there exists an x e X and an n, 1 ^ n ^ q, such that h n (x) = g n (x). (a) Hi(X) -0 for odd i and q = χ = Σ, dim H 2i (X). (b) h is a homeomorphism (or just h* is an isomorphism), the Euler index χ^0, and q
Proof. Consider case (a). As in the proof of Theorem 4 we can conclude that the α/s associated with K(g~ιh) cannot all vanish for 1 ^ i ύ Q = χ. This implies ) that Λdg^h)*) Φ 0 for some n, 1 ^ n ^ q. But
Thus by the Lef schetz fixed point theorem there exists an a el such that g~nk n (x) = x or equivalently h n (x) = g n (x) for some π, 1 :g w ^ #. This proves the theorem for case (a). Case (b) is handled in a completely analogous way refering to Corollary 9 in place of Theorem 4.
We will consider here one more interesting case. Proof. Nothing that ^^^^^^orl depending on whether n is even or odd the conclusion follows much the same as in the proof of Theorem 25.
All the results of § 1 may be similarly applied to give coincidence theorems like Theorems 23 and 24. Note that the condition gf -aj implies that g* commutes with any homomorphism φ:
H(X) -> H(X).
For an example of this last theorem consider the two dimensional surface X in Figure 1 . Define g by g(x,y,z) = (a?, -y,-z) for all (a?, y, z) e X. Intuitively it seems clear that β 0 = 1, β t = 4, β 2 = 1, β { = 0 for i > 2, and that the circles α, 6, c and d form a basis for H X {X). Still reasoning intuitively we conclude that ^o*^ I, 9Ϊ --I and g% -I.
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Providing that all of this is indeed so we can conclude from Theorem 24 that if h is any homeomorphism h: X->X then either h(x) = g(x), h\x) = g(x), h\x) = x, or h\x) = a; has a solution xe X.
3* Set-valued maps* We follow the exposition of the theory of set-valued maps in [7] . Let X and Y be topological spaces. All spaces we deal with will be assumed to be compact polyhedra with a metric denoted by d. If ε>0 is a real number, we shall also denote by ε:X -> X the set-valued function such that e(x) = {x r \ d(x, x f ) ^ ε} for each xe X. Let A and B be chain groups with supports in X and Y respectively, and let ε > 0 be a number. A chain map φ\ A -> B is accurate with respect to a set-valued function F: X-> Y provided \φ(a)\ c F(\a\) for each αei. Further, φ is ε-accurate with respect to F provided φ is accurate with respect to the composite function εFε.
Let H denote Cech homology theory with rational coefficients.
DEFINITION. A homomorphism h:H(X)->H(Y)
is an induced homomorphism of a set-valued function F: X-> Y provided that given ε > 0 there is a chain map φ: C(X) -> C(Y) such that φ is ε-accurate with respect to F and φ* = h.
If h F and h G are induced homomorphisms of upper semicontinuous functions F: X-+Y and G: Y->Z, then h G h F is an induced homomorphism of GF. If F: X-> F is a continuous point-valued map then the Cech homology homomorphism F* is an induced homomorphism of F. O'Neill [7] proves the following lemma.
LEMMA. Let X be a compact polyhedron, F: X-> Y a set-valued function. Then h: H(X) -> H(Y) is an induced homomorphism of F if and only if given ε > 0 there is an arbitrarily fine triangulation T of X and an ε-accurate chain map φ:C(X, T)->C(Y) such that φ* = h.
Now assume that X is a compact polyhedron, n is a fixed positive integer, and F:X-^X is a continuous set-valued function such that if x e X then F(x) is either homologically trivial or consists of n homologically trivial components. It is then shown in [7] that there exists a homomorphism h: H(X) -> H(X) "induced by F" in the sense that for each ε > 0 there exists an arbitrarily fine triangulation T of X and a chain map φ: C(X, T) -• C(X) such that φ is ε-accurate with respect to F and φ* = /&. Furthermore, from the proof it can be seen that φ can be chosen so that if v is a vertex of T then <p ( It is easily seen that the Cech homology homomorphism of a continuous point-valued map is nice and that the composition of nice induced homomorphisms is also nice.
We quote one more result from [7] .
LEMMA. Let Xbe a compact polyhedron, F: X-+X an upper semicontinuous set-valued function. If h is an induced homology homomorphism of F and the Lefschetz number A(h) = Σ( -l)
q trace h q is not zero, then F has a fixed point.
We are now in a position to carry over most of § 1 to certain, set-valued functions. Let 7 be a positive integer, F: X-> X a continuous set-valued function of a compact polyhedron X such that if x e X then F(x) is either homologically trivial or consists of 7 homologically trivial components. From above we know that F has a nice induced homomorphism Outline of proof. Define F iά {χ) = (.F(αO) Π X; for all x e X { . For each (i,j) there are only two cases: (a) F i3 (x) = 0 for all xeX iy (b) there exists an n'", 1 ^ w f ^ w, such that i<V X^->X y is a continuous set-valued function such that for each xe X i9 F iά (x) is homologically trivial or consists of n' homologically trivial components. Define g(i) = {j I case b) applies to F i5 ). Then g will have a "cycle" which we will assume is 1, 2, , p, 1 ^ p ^ r, in the sense that i + 1 e ^(ί) for 1 ^ i ^ ί^ -1 and 1 £ 9(v)* We will also assume that this is the shortest cycle of g. Then reasoning as in Theorem 22 with F iti+1 replacing /1 X { etc., we find that β^X,) factors λ* (χ i } -1 and p -r. βi(X s ) = &(£*) all ί,i and k. 1, 2, , p = r being the shortest cycle for # implieŝ (i) = {i + 1} for 1 ^ i ^ r -1 and g(r) = {1}. Thus F(X,) c X i+ί for 1 ^ i ^ r where X r+1 = X 1# Because i^m is fixed point free for 1 ίg m ^ %(X) -1 the alalogous theorem for set-valued functions to Theorem 18 applies and we obtain {/S^X)} factors λ x(X) -1 and = identity.
4* The behavior of / near fixed points* We shall consider here how much information is given by the behavior of / near fixed points of / and certain of its iterates. It is apparent from the work of O'Neill [6] Proof. Since P = KQ we have
where we set e z = 0 for I < 0 and c n = 0 for %-> α .
Set e % = (e Λ , e n _ lf , β^^^+i). Then solving ^ for β Λ we see that there is a linear mapping L such that for n > α, e n = Le n-1 . Consider the set {β It should be noted that although P and Q may not be determined from K, a P and Q can be found (once K is known) such that P/Q -K. To see this note that if e n = (e n , e n _ u , e Λ _^), J = (d 0 , d^ , d^), ώ is perpendicular to e*+\ e a+ \ , e α+ί3 , Q(λ) = d o λ^ + + d β and P = QίΓ, then P is_a polynomial and P/Q -JBΓ. If we now set P' -P/(P, Q) and Q' = Q/(P, Q), ((P, Q) = the greatest common divisor of P and Q) then P' and Q f are factors of original P and Q respectively. We can now make the following conclusions. If /1 V is given where V is an open set containing all the fixed points of f\ f 2 
are given with n = Σ { βi then α lf α a , , α n are determined and these latter numbers determine K(f).
Knowning K(f) means that we know a { for all i and from these we can find A(f { ) for all i. We have thus proven.
THEOREM 28. f\V determines A{f ι ) for all i.
As above we may calculate for K(f) a P r and Q' such that K(f) = P'/Q', (P', Q') = 1, and P' and Q' are factors of Π.Pif^) and Π%P(f£+i) respectively. Under certain ideal circumstances we may even be able to determine P{f*) for all i. For example, if it should be the case that deg P' = deg /7,P(/ 2 f), deg Q' = deg /7<P(/ a ? +1 ), the nonzero /3 2ί are distinct from each other, the nonzero β ii+ι are also distinct from each other, and the β zi and β 2i+1 correspond to the degrees of the (irreducible) factors of P f and Q f respectively, then P' -ΠtPif^), Q' = ΠiP(f£ +1 ) and the P(fi)'s can be identified from the factorizations of P' and Q' into irreducible factors. Other circumstances also lead to whole or partial determinations of the P(f*).
One need not always know all the a { , 1 ^ i ^ Σ 3 βj, in order to calculate K(f). In the special case where a { = 0 for 1 ^ i <Ξ max (^iff 2i , ^iAi+i) it is not difficult to show that K(f) = λ χ . This implies the following theorem. Thus a n (f) = a n (f 2 ) for all n^l. Since To see how one may actually calculate χ(X) from {Λ(f n )}~= 1 where f:X-+X is a homeomorphism we make the following observations. Note that if K(f) = P/Q where P and ζ) are two polynomials with P(0) Φ 0 and Q(0) ^ 0 then χ(X) = degree P -degree Q = Next from the formula K{f) = (λ β we see that for any integer g ^ degree /7;P(/ 2 * + i) there exists monic polynomials P and Q such that P (0) There observations lead to the following procedure for calculating χ(X) from {A(f")}. First calculate the a n -a n (f) from ^ of Lemma 15. Then define q a n = (α w _ g , α n _ ff+1 , Now set p q + 1 -the smallest nonnegative integer N such that c q -a n = 0 for N ^ ^ ^ 3g. Then χ(X) = p g -g for g ^ max (degree n t P(f£ +l ) 9 I χ(X) I) .
Thus, if some a priori upper bound can be put on Σ< dim H^X) then the above procedure becomes a finite procedure for calculating χ(X) from a finite number of the Λ(f n ).
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