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V magistrskem delu je predstavljen proces oblikovanja in izdelave 3D-modela ternjegove 
postavitve v virtualni prostor. Prikazani so postopki in načini računalniškega oblikovanja v 
programih za 3D-modeliranje ter postavitve okolja za virtualno resničnost kulturne dediščine. 
Teoretični delse osredotoča na predstavitev različnih interaktivnih tehnologij, ki so danes na 
voljo na trgu, načinov njihovega delovanja, kako nas obdajajo in se uporabljajo na različnih 
področjih našega vsakdanjika. 
Predstavljena sta tudi dva večja projekta kulturne dediščine,RomeReborn in Inception, ki želita 
prek virtualne resničnosti doseči boljšo izkušnjo učenja in raziskovanja. Njun namen je 
predvsem omogočiti dostop do zgodovinskih znamenitosti, ne glede na lokacijo uporabnika. 
V praktičnem delu so prikazani postopki izdelave 3D-modelov, da so ti pravilno pripravljeni za 
nadaljnjo nadgradnjo v pogonu za igre. Prvi del se osredotoča na iskanje najprimernejšega 
delokroga modeliranja, ki poenostavi proces dela pri izdelavi virtualnega okolja in omogoča 
izogibanje neželenim težavam v poznejših fazah. V programu za izdelavo virtualne resničnosti 
so prikazani postopki izdelave materialov, interaktivnih elementov in postavitev luči.  
V zaključnem delu so predstavljene digitalne slike 3D-modela rimskega domusa in opredelitev 
njihovekakovosti modeliranja, realističnosti materialov in osvetlitve ter analiza VR-sprehoda in 
učinkovinteraktivnih elementov. Del naloge je tudi dodani program .exe, ki je virtualni sprehod 
skozi prostorez uporabo miške in tipkovnice.  
 













This master’s thesis portrays the process of designing and creating a 3D model and placing it into 
a virtual space. We demonstrate the procedures and methods of computer design with 3D 
modelling programs as well as setting up a virtual-reality environment for cultural heritage. The 
theoretical part focuses on the demonstration of various interactive technologies that are 
available on the market today, their functioning, how they surround us and how they are used in 
different areas of our everyday lives. 
Rome Reborn and Inception, two major cultural heritage projects, are also presented. They strive 
to achieve a better learning and exploration experience through virtual reality. Their main aim is 
to provide access to historical sightsregardless of the user's location. 
The practical part demonstrates processes of making 3D models so that they are correctly 
prepared for furtherupgrades within a game engine. The first section focuses on looking for the 
most suitable modelling workflow that simplifiesthe work process and avoids unwanted 
difficulties at later stages when creating a virtual environment. Processes for creating materials, 
interactive elements and light setups are shown within a virtual-reality creation program. 
The final part contains digital images of our Roman Domus3D model, as well as a 
characterisation of the modelling quality, realism of materialsand lighting along with an analysis 
of a VR walk and the effects ofinteractive elements. An additional .exe program, a virtual walk 
through the rooms using a mouse and keyboard, also constitutes a part of this thesis. 
 











ŠIRŠI POVZETEK VSEBINE 
V magistrskem delu z naslovom ''Poustvaritev 3D-modela rimskegadomusa v virtualni 
resničnosti'' smo raziskovali primerne delokroge izdelave 3D-modelov, ki so primerni za 
preprosto nadgradnjo v pogonu za igre v virtualno resničnost ter za proces izdelave virtualnega 
okolja. 
V današnji dobi digitalizacije je vedno bolj smiselna uporaba digitalnih vsebin. To bi moralo 
veljati tudi za kulturno dediščino,vendar ne samo za njeno ohranjanje. V okviru globalizacije je 
treba izvajati pametne ukrepe za uporabo vsebin, da bi zagotovili trajnost nacionalne identitete. 
V zadnjih desetletjih so se za digitalno konzervacijo razvijale in uporabljale nove tehnologije v 
obliki trirazsežnih računalniških modelov. Prednosti digitalnih modelov so nesporne. Z izdelavo 
prototipov in obratnega inženiringa se razvijajo pomembni eksponati, ki ne omogočajo le ogleda, 
temveč tudi držanje v rokah in interakcijo, kar pripomore k boljšemu razumevanju zgodovinskih 
dogodkov in njihovega pomena[1]. 
Trirazsežnostne vizualizacije omogočajo virtualne oglede po različnih krajih in različnih časih. 
Vendartehnologija za uspešno potopitev še ni popolnoma razvita. To velja za merila kakovosti in 
razpoložljivosti vsebine ter funkcionalnosti interakcije. 
Ključnega pomena je tudi razumevanje, katere elemente je treba vizualizirati in kako se to 
povezuje z zagotavljanjem nacionalne identitete. Pogoji za konkurenco in promocijo turizma so 
nedvomno gonilna sila tehnološkega razvoja, vendar je z vidika trajnosti identitete pomembno, 
da gredo z roko v roki[1].  
Teoretični del naloge je namenjen pregledu različnih tehnologij na trgu, ki omogočajo potopitve 
v realna in virtualna kombinirana okolja.Opredelili smo njihove glavne lastnosti in načine 
delovanja virtualne resničnosti, obogatene resničnosti, mešane resničnosti in razširjene 
resničnosti. 
Virtualna resničnost potaplja ljudi v povsem virtualno okolje, medtem ko obogatena resničnost 
ustvarja prekrivanje virtualne vsebine, vendar ne more vplivati na okolje. Mešana resničnost je 
mešanica virtualne in obogatene resničnosti in ustvarja navidezne predmete, ki lahko 
medsebojno dejansko vplivajo na okolje[2]. 
Razširjena resničnost (XR) je na novo dodan izraz v slovarju tehničnih besed. Zaenkrat se ga 
zaveda le nekaj ljudi. Razširjena resničnost se nanaša na vsa realna in virtualna kombinirana 




nosilnimi sredstvi. Razširjena resničnost vključuje vse opisane oblike, kot so obogatena 
resničnost, virtualna resničnost in mešana resničnost. Z drugimi besedami, XR je mogoče 
opredeliti kot množico, ki vse tri resničnosti združi pod enim izrazom [2]. 
Eksperimentalni del naloge zajema celoten proces izdelave 3D-modela domusa in njegove 
nadgradnje v virtualno resničnost v pogonu za igre Unreal Engine. 
Skozi procese modeliranja 3D-modela smo iskali primerne delokroge izdelave, ki nam olajšajo 
in poenostavijo delo v poznejših korakih.S tem se izognemo napakam, ki lahko povzročijo 
nepravilno delovanje in s tem neprijetno potopitev v virtualni svet za končnega uporabnika.  
Sledila je nadgradnja 3D-modela domusa v programu Unreal Engine. Začeli smo z izbiro 
nastavitev, ki so potrebne za pravilno delovanje na osebnem računalniku in na VR-očalih s 
krmilnikom. Nadaljevali smo s postavitvijo posameznih 3D-elementov domusa na podlagi 
referenčnih slik, ki smo jih našli na spletu. 
Nato smo izdelali materiale. Določene teksture so se ohranile od prvotnega 3D-modela, ki smo 
ga izdelali za diplomsko delo. Te smo lahko ponovno uporabili pri izdelavi materialov za stenske 
poslikave in tal iz mozaika.  
Za nekatere materiale smo vzeli kar predloge programa Unreal Engine in jim spremenili 
določene nastavitve, da bi dosegli boljše fizikalne lastnosti materiala, ali pa samo prilagodili 
ponovitev teksture na UV-mapi. 
V naslednjem koraku smo postavili luči, da smo dobili primerno vzdušje v prostorih. Pri tem 
smo upoštevali, da v prostor prihaja svetloba samo iz ene smeri, saj bivalni prostori starih 
Rimljanov največkrat niso imeli oken ali pa so bila ta zelo majhna. 
Pomembno je tudi, da v nastavitvahvsem lučem določimo funkcijo Movable, saj želimo, da 
končni uporabnikmed premikanjem pri sprehodu skozi prostore vidi svoje senco. S tem mu 
zagotovimo bolj realistično potopitev. 
Zadnja faza je bila izdelava interaktivnih elementov, kot so odpiranje vrat, vklop luči ter 
preklapljanje pogleda na stenske poslikave med trenutnim stanjemin stanjem v času starih 
Rimljanov. 
Za izdelavo teh funkcij je dobro poznati nekaj osnov programiranja, vendar Unreal Engine 
ponuja tudi načrteBlueprint, ki temeljijo na sistemu vizualnega programiranja. Vse interaktivne 




Končni izdelek magistrskega dela je VR-sprehod skozi prostore 3D-modela rimskega domusa, ki 
ga izvedemo prek osebnega računalnika z miško in tipkovnico ali z uporabo VR-očal. 
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Različni muzeji po vsem svetu ponujajo svojim obiskovalcem zelo širok izbor umetniških del, 
kipov, vaz, starodavnih predmetov in drugih eksponatov. Takšna ponudba je za obiskovalce 
največkrat preobsežna in večina razstavljenih predmetov jih ne zanima posebej. Zaradi tega 
lahko izgubijo zanimanje za razstavo in posledično izkusijo umetnine ali druge predmete, ki so 
bolj povezani z njihovimi osebnimi preferencami [3].  
Večpredstavnostnipristop k razširjanju, komunikaciji in izkoriščanju kulturne dediščine je v 
svetu uveljavljen trend. Več raziskav kaže, da uporaba novih in kombiniranih medijev izboljšuje 
doživljanje kulture. Prednostse odraža v številu ljudi, ki imajo dostop do znanja, in kakovosti 
širjenja samega znanja [4].  
V povezavi s tem kulturna dediščina uporablja tehnologije obogatene, virtualne in mešane 
resničnosti v različne namene, vključno z izobraževanjem, nadgradnjo razstav, raziskovanjem, 
dokumentiranjem, obnovo in virtualnimi muzeji. Te tehnologije omogočajo predstavitev, ki se 
osredotoča na uporabnika, in digitalno dostopnost kulturne dediščine, še posebej, če je fizični 
dostop omejen. Opravljenih je bilo več raziskav na področju novonastajajočih tehnologij, vendar  
te niso domensko specifične ali nimajo celostne perspektive, saj ne pokrivajo vseh vidikov 
tehnologije [4].  
Namen našega magistrskega dela je raziskati in izdelati virtualno okolje, s katerim želimo 
nadgradili 3D-model rimskegadomusa, ki je nastal v sklopu diplomskega dela. 
V teoretičnem delu bomo podrobneje raziskali štiri tehnologije, ki omogočajo različne načine 
potopitve v virtualno okolje ali mešanico virtualnega in fizičnega okolja, in primere, ki te 
tehnologije uporabljajo na področju kulturne dediščine. 
V eksperimentalnem delu imamo namen ponovno izdelati 3D-model rimskegadomusa in ga v 
pogonu za igre Unreal Engine nadgraditi z možnostjo virtualnega sprehoda skozi njegove 
prostore ter vključiti interaktivne elemente, kot sta premikanje objektov in menjava pogleda na 
stenske poslikave pred rekonstrukcijo in po njej. 
Pri izdelavi 3D-modela domusa želimo najti primerne delokroge modeliranja za interaktivni 
sprehod v VR, saj bo ta lahko imel bistveno manjše število poligonov in še vedno vseboval več 





Z nadgraditvijo 3D-modela z interaktivnimi elementi v pogonu za igre bo nastalaprivlačnejša in 
zanimivejša predstavitev 3D-modela za končnega uporabnika. 
Izdelava materialov in osvetlitve v pogonu za igre omogoča večjo prilagodljivost, boljšo 
predstavnost ter tudi uporabo interaktivnih elementov. 
Poleg tega predvidevamo, da VR-interaktivna izkušnja omogoča večjo stopnjo potopitve za 
uporabnika. 
Na koncu bomo delo primerjali s 3D-modelom, ki je nastal kot rezultat diplomskega dela, in 
ugotovili razlike v realističnosti slik končnih upodobitev ter nadgradnje in spremembe na 3D-




2 TEORETIČNI DEL 
2.1 Obstoječe interaktivne tehnologije na trgu 
Trenutki, kot ko je Watson prvič slišal zvonjenje telefona, ko so se na cestah pojavila prva vozila 
brez konj, ko se je zaslišala glasba iz skrinjice ali ko se jeprikazalamajhna oseba, ki pleše za 
stekleno ploščo, so bili najverjetneje čarobni. Iz zgodovine tehnologije je razvidno, kako so bile 
inovacije, kot so knjige, posneta glasba, centralno ogrevanje, električna svetloba in telefon 
zasnovane, preoblikovane in postopoma sprejete, danes pa jih jemljemo za samoumevne. Ko je 
tehnologija pametna in dovolj blizu ljudem, izgine. Mehanizmi in vmesniki za uporabo v dobro 
mehanično zasnovanem kolesu ali klavirju so lahko tako podobno zasnovani, da ne ločimo več 
oblike in funkcije. Lahko jih uporabljamo,ne da razmišljamo o njih ali o njihovi tehnologiji. 
Tehnologija postane nevidna, ko jo prenehamo zaznavati, kar bi moral biti tudi njen cilj[5].  
Prihodnost računalniškega načrtovanja je v oblikovanju pametnih in interaktivnih tehnologij za 
''pametno'' življenjsko okolje. Bliža se obdobje, ko bomo popolnoma obdani z različnimi 
pametnimi tehnologijami. Naše vsakodnevno okolje bo vedno bolj odzivno in interaktivno, 
senzorji in ''pogoni'' bodo postali del gradbenega materiala.Podprli in nadgradili bodo naš 
vsakdanjik za srečno in zdravo življenje v oblikah, ki mislijo, prostorih, ki čutijo, in mestih, ki se 
igrajo [5].  
Interaktivne tehnologije se danes uporabljajo na različnih področjih – kot produktivno 
sodelovanje, ustvarjeno za vodstvene skupine, dodatna prodaja, ustvarjena v maloprodaji, ali kot 
igre za otroke [5]. 
Interaktivnost je zelo učinkovita, če jo uporabljamo za dinamiko srečanj, zabavo, posredovanje 
informacij, oblikovanje sodelovanja, ustvarjanje prodajnih pogovorov in drugo. Prav tako ima 
številne oblike, od interaktivnega kioska na dotik do srečanja več udeležencev, vizualnih 
pogovorov in sodelovanj [6]. 
V računalništvu je zelo priljubljena 3D-interakcija med človekom in strojem, pri katerise lahko 
uporabniki premikajo in vplivajo na dogajanje v 3D-prostoru. Medtemko človek dojema okolico 
prek svojih čutil, računalnik obdeluje podatke o fizičnem položaju elementov v 3D-prostoru [7]. 
3D-prostor za interakcijo je lahko resnično fizično ali virtualno okolje, simulirano prek 
računalnika, ali kombinacija obojega. Kadar se realno okolje uporablja za vnos podatkov, 




Ko pa se uporablja kot izhod podatkov, se simuliran 3D-virtualniprizorprojicira na realno okolje 
prek ene ali več izhodnih naprav [7]. 
2.2 Obogatena resničnost (AR) 
Obogatena resničnost je vrsta virtualne ali navidezne resničnosti. Žeime tehnologije nam pove, 
da ta ponuja možnosti obogatitve slike resničnega sveta z dodajanjem elementov digitalnih ali 
računalniško ustvarjenihinformacij. V primerjavi z virtualno resničnostjo uporabnik ne vidi samo 
navideznega okolja, ampak na slike realnega okolja lahko dodaja zvoke, videe in grafike. 
Obogatena resničnost tako pomeni pogled na resnični svet z dodanimi računalniško 
ustvarjenimipodobami, ki nadgrajujejo ali dopolnjujejo resničnost [8]. 
Termin obogatena resničnost se je oblikoval že leta 1990 in tehnologija se je prvič komercialno 
uporabljala na televiziji in v vojski. Drugi val pa se je zgodil s porastom interneta in uporabe 
pametnih telefonov ter je danes najpogosteje povezan z interaktivnimi koncepti. 3D-objekti 
seneposredno projicirajo na fizične stvari ali pa se v realnem času združujejo z njimi prek 
različnih, namenskih aplikacij, ki vplivajo na naše navade, socialno življenje in zabavno 
industrijo [9]. 
Na sliki 1 je prikazan primer obogatene resničnosti. 
 




2.2.1 Delovanje AR 
Obogatena resničnost je lahko prikazana na različnih napravah, kot so ekrani, očala, ročne 
naprave, mobilni telefoni, naglavni zasloni ipd. Lahko vključuje tehnologije, kot je S. L. A. M 
[9](hkratna lokalizacija in preslikava), sledenje globini (ki določa razdaljo od objektov) in 
vsebuje naslednje komponente: 
Kamere in senzorje, ki zbirajo podatke uporabnikovih interakcij in jih pošiljajo v procesiranje. 
Kamere zajemajo podatke okolja;znjimi naprava poišče fizične objekte in ustvari3D-modele. Za 
to se lahko uporabljajo posebne aliobičajne kamere, ki so vgrajene v pametnih telefonih za 
snemanje fotografij in videoposnetkov [9]. 
Procesiranje podatkov v napravah za obogateno resničnost poteka enako kot na računalnikih, za 
kar danes največkrat uporabljamo pametne telefone. Ti so prav tako sestavljeni iz centralne 
procesne enote (CPU), grafične procesne enote (GPU), spominskega pomnilnika, pomnilnika z 
naključnim dostopom (RAM), Bluetooth/WiFi, GPS-a, da lahko merijo hitrost, naklon, smer, 
usmerjenost v prostoru in druge pomembne podatke[9]. 
Z vedno naprednejšo tehnologijo tudi AR-sistemi ponujajoboljšouporabniško izkušnjo, 
preprostejšo uporabo ternatančnejšo in boljšo obogatitev resničnosti z računalniško 
ustvarjenimielementi. Programska oprema mora omogočati boljšo in resničnejšo obogatitev 
našega realnega okolja z digitalnimi elementi ter analiziranje slike, pridobljene prek kamere, v 
realnem času. Analiza slike pri AR lahko poda koordinate, določi točke zanimanja ali poišče 
markerje na sliki, ki posredujejopoložaje internih točk za razširitev resničnega sveta [9]. 
Poznamo več tipov obogatene resničnosti, ki jih ločimo glede na cilje in primere uporabe. Za 
znakovno razširjeno resničnost lahko rečemo, da gre za preprosto prepoznavanje slik, saj za 
delovanje zahteva poseben vizualni objekt in kamero za skeniranje. Znak oziroma vizualni 
objekt je lahko karkoli, od natisnjene QR-kode do posebnih znakov. AR-naprava lahko v 
nekaterih primerih izračuna tudi položaj in usmerjenost znaka. Ti znaki sprožijo digitalne 
animacije, ki si jih uporabnik lahko ogleda;tako se lahko npr.slike v reviji spremenijo v 3D-
model [9, 10]. 
AR brez markerjev ne potrebuje predhodnega znanja o uporabnikovem okolju. Ta lokalno 
pozicionirana obogatena resničnost deluje na podlagi podatkov o lokaciji uporabnika, ki jih dobi 
prek GPS-a, kompasa, žiroskopa in merilnika pospeška. Na podlagi teh podatkov se nato določi, 




AR običajno ponujazemljevide, navodila za pot in informacije o bližnjih podjetjih. Aplikacije 
vključujejo dogodke in informacije, poslovne pojavne (ang. pop-ups)oglase ter podporo za 
navigacijo[9, 11]. 
AR-projekcije se zgodijo s projiciranjem sintetične svetlobe na fizično površino, ki v nekaterih 
primerih omogoča interakcijo z njo [8]. To so hologrami, ki jih poznamo iz 
znanstvenofantastičnih filmov, na primer Vojna zvezd [9]. 
Superpozicijska ARv celoti ali delno zamenja prvotnipogled z obogatenim. V tem primeru ima 
prepoznavanje objektov ključno vlogo, brez katere je celoten koncept nemogoč. Najbolj poznan 
primer superpozicijske obogatene resničnosti je Ikeina aplikacija, s katerolahko uporabnik na 
sliko svojega prostora umesti virtualne predmete pohištva iz kataloga tega trgovca[9]. 
2.3 Virtualna resničnost (VR) 
Virtualno realnost ali VR je definirana iz besed virtualno in realnost. Virtualno opredeljujemo 
kot nekaj, kar je blizu realnosti inkar doživljamo kot človeška bitja. Izraz virtualna realnost torej 
pomeni skoraj realnost. To lahko pomeni karkoli, vendar se običajno nanaša na posebno vrsto 
posnemanjarealnosti.V tehničnem smislu virtualna resničnost pomeni trirazsežno, računalniško 
ustvarjeno okolje, ki ga lahko uporabnik razišče in v njem komunicira. Uporabnik lahko postane 
tudi del virtualnega sveta ali se potopi v to okolje,v katerem lahko upravlja predmete in izvaja 
vrsto dejanj [12]. 
To so seveda naši osnovni in najočitnejši čutni organi, kot so oči, nos in ušesa. Vendar imamo 
ljudje veliko več čutov, kot je tudi čut za ravnotežje. Ti preostali čuti in način obdelave teh 
informacij v možganih našemu telesu zagotavljajo bogat pretok informacij skozi um [12]. 
Vendar razpoložljiva tehnologija na trgu še vedno ne ustreza popolnoma človeškemu zaznavanju 
(kako ljudje zajemamo informacije iz okolice in gradimo razumevanje iz njih). Naše dojemanje 
realnosti temelji tudi na naših odločitvah in večinoma določa naš občutek prisotnosti v okolju, 
kot je prikazano na sliki 2. Jasno je, da oblikovanje interaktivnih sistemov presega strojno in 





Slika 2:Uporabnik z VR-očali [14]. 
2.3.1 Delovanje VR 
Pri oblikovanju VR-sistemov je težko zagotoviti, da bi ti omogočali prenos v nove svetove s 
sprejemljivim občutkom pristnosti. Ker so tudi VR izkušnje z vidika tehnološkega napredovanja 
vedno bolj zapletene, je težko opredeliti prispevek vsakega elementa izkušnje k dojemanju 
uporabnika strojne opreme za VR (naglavnega sistema) [13]. 
Vsa ta tehnologija mora upoštevati človekovo fiziologijo. Na primer, človeško vidno polje ni 
oblikovano kot okvir videoposnetka, ampak je naš vidni kot bolj ali manj 180 stopinj, čeprav se 
svojega obrobnega vida ne zavedamo.Pri potopitvi v VR je to treba upoštevati, sicer to zaznamo 
kot napako. Ta občutek je podoben slabosti, ki jo nekateri občutijo na čolnu ali kadar berejo v 
avtomobilu[12]. 
Za potopitev v VR potrebujemo računalniško tehnologijo, kot so slušalke, vsesmerne tekalne 
steze, posebne rokavice, naglavni ekrani, telefoni ipd. Vse te naprave potrebujemo za 
spodbujanje naših čutov, da bi ustvarili vtisrealnosti [12]. 
Najpomembnejši elementi so določen ekran (v obliki očal), ki ga namestimo na glavo, 





Naglavni zaslon oziroma VR-očala so sestavljena iz dveh zaslonov (eden na oko) ali iz enega 
zaslona, ki prejema signal iz dveh virov. Očala vsebujejo tudi leče med očmi in zaslonom, ki 
fokusirajo in preoblikujejo sliko za vsako oko. Z združitvijo dveh 2D-slik ustvarijo 
stereoskopsko 3D-sliko. To se zgodi zaradi leč, saj te posnemajo, kako vsak posameznik vidi 
svet malo drugače. VR-očala morajo poleg tegapredvajati slike z najmanjšohitrostjo vsaj 
šestdeset slik na sekundo, da uporabniku ne postane slabo [14]. 
Naslednja pomembna lastnost VR-očal je sledenje gibanju glave uporabnika. Da pravilno 
delujejo, ko premikamo glavo, uporabljajo sistem šestih stopenj svobode (6DoF), ki sledi 
položaju glave na oseh X, Y in Z. Sistem uporablja nekaj različnih komponent, vključno z 
žiroskopom, merilnikom pospeška in magnetometrom. Nekateri ponudniki očal uporabljajo tudi 
9 LED-diod okoli očalza 360-stopinjsko sledenje glave z uporabo zunanje kamere, ki nadzoruje 
te signale. Da je sledenje položaju glave uporabnika res učinkovito, je potrebna nizka zakasnitev. 
Zakasnitev je čas od trenutka, ko uporabnik premakne glavo ali vhodno napravo, do trenutka, ko 
se ta sprememba prikaže na ekranu. Da je uporabniku udobno, ta zakasnitev ne sme biti večja od 
tridesetih milisekund[14]. 
3D-zvok je še eden od dodatkov, ki ga razvijalci VR-izkušenj uporabljajo za povečanje občutka 
potopitve. Ta daje uporabniku občutek, da zvok izviraza njim, zraven njega, pred njim ali nekje v 
daljavi[14]. 
Za omogočanje interaktivnosti oziroma zato, da uporabniklahko nadzira dogajanje v VR-
simulaciji, se uporabljajo brezžični vnosni krmilniki. Ti vsebujejo določene gumbe in veliko 
senzorjev za zaznavanje gibov, kot sta kazanje in mahanje. Določeni vnosni krmilniki delujejo 
tudi na podlagi glasovnih ukazov, uporabljajo pa se tudi pametne rokavice in tekalne steze, ki 
omogočajo simulacijo hoje uporabnika v VR-okolju [14]. 
Spet prihaja vznemirljiv čas za virtualno resničnost.Če se je še pred kratkim dozdevalo, da bo to 
področje tonilo v pozabo, zdaj vidimo različna podjetja, kako se tukaj ustaljujejo. Vlagajo 
predvsem v razvoj strojne opreme.Na trgu se že pojavljajo samostojna brezžična VR-očala, ki so 
cenovno dostopna. Medtem pa nove tehnologije, kot je sledenje očesom, združene z boljšo 
kakovostjo slike in vedno širšim pogledom, pomenijo vedno kakovostnejše virtualne izkušnje, v 




2.4 Mešana resničnost (MR) 
Izraz mešana resničnost (MR) se lahko uporablja kot samostojen koncept ali za razvrščanje 
spektra tehnologij realnosti. Kot samostojen koncept združuje najboljše iz virtualne in obogatene 
resničnosti. Kadar se uporablja za razvrščanje večjega obsega tehnologij realnosti, se nanaša na 
pokrivanje vseh možnih variacij in kompozicij realnih in virtualnih objektov [16]. 
V tem delu jo bomo predstavili kot samostojen koncept, ki združuje virtualno in obogateno 
resničnost za ustvarjanje novih okolij in vizualizacij. To pomeni, da fizični in digitalni objekti 
sobivajo in medsebojno reagirajo v realnem času. MR ne poteka samo v fizičnem ali digitalnem 
svetu, ampak je hibrid, ki zajema obe okolji prek tehnologije za potopitev [17]. 
Mešana resničnost je naslednja stopnja razvojav interakciji med človekom, računalnikom in 
okoljem ter dopušča možnosti, ki so bile do zdaj omejene na našo domišljijo. Omogočata jo 
predvsem napredek in razvoj tehnologije na področju računalniškega videa, grafične procesorske 
moči, tehnologije prikaza in vhodnih sistemov [18].  
Izraz mešana resničnost se je prvič pojavil leta 1994 v knjigi Paula Milgrama in Fumia Kishina, 
Taksonomija vizualnih prikazov mešane resničnosti. Njuna raziskava je predstavila koncept 
kontinuitete virtualnosti in se osredotočila na to, kako se kategorizacija taksonomije uporablja za 
prikaz. Vključuje tudi vnos okolja, prostorski zvok in lokacijo, kot prikazuje slika 3[18]. 
 




2.4.1 Delovanje MR 
V zadnjem desetletju je bilo področje odnosa med človeškim in računalniškim vnosom zelo 
dobro raziskano. Široko raziskana je tudi disciplina interakcije med človekom in računalnikom 
ali Human Computer Interaction(v nadaljevanju HCI). Človeški vnos poteka prek različnih 
vhodnih naprav, kot so tipkovnica, miška, dotik, glas in sledenje gibanja skeleta s pomočjo 
Kinecta[18].  
Napredek v tehnologiji senzorjev in programski opremi za obdelavo odpira čisto novo področje 
vnosa informacij iz okolja. Interakcija med računalniki in okolji zahteva učinkovito razumevanje 
okolja ali zaznavanja. Imena programskih vmesnikov API v operacijskem sistemu Windows, ki 
razkrivajo informacije o lokaciji, imenujemo API-ji zaznavanja.Ti vsebujejo razrede za 
zaznavanje uporabnikove okolice in omogočajo aplikacijam, da poiščejo in določijo,v kakšnem 
razmerju je naprava s površinami in hologrami okoli uporabnika. Zajem informacij iz okolja 
obsegapodatke, kot so položaj osebe v okolju, informacije o površini in njenih mejah, 
informacije o svetlobi prostora, zvok, prepoznavanje objektov in lokacija [18]. 
Kombinacija računalniške obdelave, uporabnikovega vložka prek vhodnih naprav in informacij o 
okolju omogoča izvedbo izkušnje v mešani realnosti. Gibanje v fizičnem svetu se lahko prenese 
v digitalno okolje. Meje fizičnega sveta lahko vplivajo na uporabniško izkušnjo, kot je igranje 
iger v digitalnem okolju. Brez informacij o okolju se izkušnje ne morejo združiti v fizično in 
digitalno resničnost [18]. 
Ker mešana resničnost združuje fizično in digitalno okolje, ti dve resničnosti predstavljata 
polarna konca spektra, znanega kot virtualni kontinuum. Zaradi poenostavitve to označujemo kot 
spekter mešane resničnosti. Kot prikazuje spodnja slika 4, je na levi strani fizična realnost, v 







Slika 4: Spekter mešane resničnosti[18] 
 
Večina pametnih mobilnih telefonov, ki so danes na trgu,še nima dovolj razvitih tehnologij za 
razumevanje sposobnosti okolja. Tako izkušnje potopitev, ki so na voljo za pametne mobilne 
telefone, ne morejo mešati fizične in digitalne resničnosti. Izkušnje, kiprekrivajo grafike na 
videoposnetkih iz realnega sveta, soobogatena resničnost. Izkušnje, ki prekrijejo naš pogled za 
predstavitev digitalne izkušnje, so navidezna resničnost. Kombinacijo skrajnosti teh dveh 
izkušenj pa imenujemo mešana resničnost[18]: 
1. Začnemo lahko s fizičnim okoljem in postavitvijo digitalnega predmeta v obliki 
holograma, da dobimo vtis, kot da je ta predmetzares tam. 
2. Kombinacija fizičnega sveta in digitalne predstavitve osebe oziroma avatarja, ki nam 
pokaže, kje jebilata oseba in kje je pustila sledi. To predstavlja asinhrono sodelovanje v 
različnih časovnih obdobjih. 
3. Kombinacija digitalnega okolja in fizičnih meja fizičnega okolja, kot so stene in 
predmetiv prostoru. Ti se pojavijo digitalno in ponudijo izkušnjo ovir, ki pomaga 
uporabniku, da se izogne fizičnim oviram. 
Obogatene in virtualne resničnosti, ki so danes na voljo,večinoma ponujajo le manjši del 
omenjenega spektra.Sopa podmnožice večjega spektra mešane resničnosti. Na primer, 
operacijski sistem Windows 10 je bil razvit z mislijo na celoten spekter in omogoča mešanje 
digitalnih predstavitev ljudi, krajev in stvari z realnim okoljem[18]. 
Na voljo sta dve glavni vrsti naprav, ki omogočata izkušnje z mešano resničnostjo v 
operacijskem sistemuWindows[18]: 





2. Potopne naprave, ki ustvarijo občutek prisotnosti oziroma popolnoma prekrijejo fizični 
svet z digitalnim. 
Taka naprava je lahko samostojna oziroma priključena ali povezana na ločen računalnik. Ta pa 
se odziva ne glede na to, ali je naprava holografska ali potopljiva. Seveda funkcije, ki 
izboljšujejo mobilnost, vodijo k boljšim izkušnjam ne glede na to, ali naprave lahko povežemo 
ali ne[18]. 
Pri razvoju aplikacij za mešano realnost je najprejtreba razmisliti, kakšno izkušnjo želimo 
ustvariti. Izkušnje se največkrat usmerjajo na določeno točko ali del spektra. Nato morajo 
razvijalci upoštevati zmogljivosti naprav, na katerih se bodo te izkušnje izvajale[18]. 
Veliko podjetij, ne glede na panogo, danes poskušaizkoristiti moč mešane resničnosti. Po 
raziskavi podjetja Toshiba je 82 % podjetij odgovorilo, da bodo MR-očala uporabljala v 
naslednjih treh letih. Glede na vse prednosti, ki jih ponuja MR, je preprosto ugotoviti, zakaj. Ko 
je probleminteraktiven in lahko vidimo, kaj poskušamo doseči, ga je veliko lažje reševati. Na 
primer, v avtomobilski industriji lahko varnostni inšpektorji uporabljajo MR za pomoč pri 
vodenju skozi različne procese z vizualizacijami in interaktivnimi navodili. Ni treba posebej 
poudarjati, da je to veliko učinkovitejše kot uporaba papirnatega kontrolnega seznama [19]. 
Zabavna industrija je morda najvznemirljivejši primer uporabe. Z edinstveno zmožnostjo 
združevanja fizičnega in digitalnega okolja bi bila MR lahko tudi prihodnost zabave. 
Tehnologija danes še ni dovolj razvita, da bi zagotovila popolnoma potopljive izkušnje, in cene 
MR-očal ostajajo visoke. Toda nedaleč v prihodnosti bodo uporabniki lahko uživali tako, da se 
bodo popolnoma potopili v videoigre, filme, športne dogodke in karkoli drugega [19]. 
MR ne bo omejena samo na podjetja in bo veliko prispevala tudi k našemu vsakdanjemu 
življenju. Omogočila bo združitev fizičnega in digitalnega sveta, s čimer bomo lahko uživali v 
najboljšem, kar ponujavsak od njiju. Seveda bo potrebnega še nekaj časa, da to postane 
prevladujoči trend, in tudi čas za razvoj tehnologije. Najpomembnejši dejavniki, ki so spodbudili 
napredek AR in VR, so bile poslovne potrebe in potencialno ustvarjanje prihodkov. Podjetja na 
tem področju iščejo nove možnosti in priložnost, da se povežejo s strankami in jim zagotovijo 
osebno izkušnjo, zato tudi vlagajoveliko sredstev v take rešitve. Enaka so pričakovanja tudi za 
MR.Ko bodo podjetja opazila moč, ki jim jo daje, in ugotovila, kako izkoristiti vse njene 




2.5 Razširjena resničnost (XR) 
Teleportacija sicer šene obstaja, toda poglobljene izkušnje s tehnologijami, kot so virtualna, 
obogatena in mešana resničnost, nas vodijo v oddaljene kraje in problematiko razdalje 
postavljajo v preteklost. Razširjena resničnost (ang. extended reality, XR)je prva tehnologija, ki 
uporabnika popelje v drug čas in prostor [20]. 
XR lahko opredelimo kot obliko okolja mešane resničnosti, ki izhaja iz vseprisotnih senzorskih 
omrežij in skupin spletnih virtualnih svetov. Kot prikazuje naslednja slika 5, zajema širok 
spekter strojne in programske opreme, vključno s senzoričnimi vmesniki, aplikacijami in 
infrastrukturami, ki omogočajo ustvarjanje vsebin za VR, AR in MR[21]. 
 
Slika 5: Razširjena resničnost [22]. 
Ker je XR odvisna od osnovnih tehnologij, inovacije na posameznem področju ustvarjajo tudi 
nove priložnosti za XR-izkušnje [22]. 
XR se vedno bolj uporablja na različnih vertikalah in v poslovanju, saj predvsem odpravlja ovire 
razdalje. Vse več dela se opravi z oddaljenih lokacij in razširjena resničnost pomaga reševati 
vprašanja, ki jih povzroča oddaljenost. Vendarse ta resničnost nirazvilasamo zaradi oddaljenosti 
od informacij ali strokovnjakov.Rešitve, kot so 3D-okolja, znatno izboljšajo pridobivanje 
dragocenih spoznanj. Razvijajo nove realnosti, ki uporabnikom omogočajo, da pridobijo novo 




XR za prihodnost pomeni temeljni premik v načinu, kako ljudje komunicirajo z mediji. Namesto 
da bomo rekli, da za udeležbo poslovnega srečanja uporabljamo AR, bo to samo še en dan v 
pisarni. Ljudje bomo stalno vstiku z resničnim in virtualnim svetom, ne da bi omenili različne 
kategorije razširjene resničnosti in njihove tehnologije. Namen uporabe krovnega izraza za te 
tehnologije je prepoznati njihovo presečišče in številne načine, s katerimi bomo sodelovali,da 
odpravimo motnje pri naših vsakodnevnih nalogah[23]. 
Razširjena realnost spreminja številne panoge. Pričakuje se, da se bo do leta 2022 povečala za 
osemkrat in dosegla ocenjeno tržno vrednost več kot 209 milijard ameriških dolarjev [23]. 
Pogled na trenutne primere kaže na potencial za XR med naslednjimi panogami[23]: 
1. Na področju zabavnega sveta prinaša potrošnikom priložnost, da praktično doživijo 
glasbo in športne dogodke v živo iz udobja svojih VR-očal. Večina tržnega deleža se 
močno opira na zabavo, vendar ni edina, ki se pripravlja na virtualno rešitev. 
2. Že z virtualno realnostjo so blagovne znamke odprle nove načine trženja za sodelovanje s 
potrošniki in ponudile potopljive izkušnje za interakcijo z novimi izdelki. 
3. Tudi možnosti usposabljanja in izobraževanja se lahko obogatijo, saj lahko v primerih, ki 
so sicernevarniza človekovo življenje, pridobimo potrebno znanje. Na primer, piloti in 
kemiki lahko varno trenirajo v bolj konvencionalnih učilnicah, študentje medicine pa 
lahko prakso pridobijo na virtualnih pacientih. 
4. Nepremičninski svetovalci bodo lahko racionalizirali proces najema tako, da bo 
potencialni najemnik imel možnost ogleda nepremičnin, medtem ko lahko arhitekti in 
notranji oblikovalci XR izkoristijo za oživitev svojih modelov in načrtov. 
5. Pri delu na daljavo se bodo odpravile težave zaradi razdalje, saj bo XR omogočila 
zaposlenim na daljavo, da preprosto dostopajo do podatkov kjerkoli na svetu. 
Tudi XR čakajo izzivi. Širjenje podatkov predstavlja novo raven ranljivosti za kibernetske 
napade, medtem ko so visoki stroški izvajanja ovira za vstop številnim podjetjem. Ampak tudi ti 
izzivi ne morejo upočasniti napredka XR in ostaja samo vprašanje, kako bodo podjetja opredelila 




2.6 Področja uporabe VR za 3D-tehnologije in predstavitve 
2.6.1 Videoigre 
Virtualna resničnost se največ uporablja na področju videoiger.To je v zadnjih nekaj letih tudi že 
osvojilo pomembno tržno velikost in še vedno kaže hitro rast. Ideja virtualne resničnosti je bila 
na začetku fascinantna in nekolikonepredstavljiva. Čeprav se je VR uresničila, se večina strinja, 
da lahkopri igranju iger postane naslednja ’’velika stvar’’ [24]. 
Na trgu je veliko ponudnikov VR-očal, ki s svojimi inovacijami, kot so ročni krmilniki in 
sledilna tehnologija, začenjajo novo dobo virtualne realnosti. Do konca leta 2015 so globalni 
prihodki virtualne realnosti v industriji video iger dosegli 4,3 milijarde dolarjev. Naslednje leto 
je nastalo 230 novih razvojnih podjetij, ki izdelujejo programsko in strojno opremo za virtualno 
resničnost. Na podlagi teh podatkov in velikega povpraševanja so strokovnjaki napovedali 25–27 
odstotno letno stopnjo rasti trga VR-iger, kot je prikazano na spodnji sliki 6[24]. 
 
Slika 6:Graf rasti prodaje VR-iger [24] 
Ta napoved temelji na trenutnih trendih na trgu VR[24]: 
1. Vodilni v proizvodnji strojne opreme, kot so Oculus, Htc, Sony in Google, težijo k 
razvoju mobilnih in cenovno dostopnih VR-očal. 
2. Nove inovativne tehnologije VR-očal, ki zagotavljajo svobodo gibanja in poustvarjajo 




3. Nintendo, Microsoft in Sony naj bi v naslednjih nekaj letih znižali cene izdelkov za VR-
igre. 
Kar se tiče deležastrojne opreme, se bo količina konzol VRzaradi povečanja mobilnosti 
najverjetneje zmanjšala (v letu 2017 5-odstotni padec). Kljub temu se je prodaja VR-očal v letu 
2017 povečala za 32 odstotkov. Naslednji velik preskok naj bi bila samostojna VR-očala in 
ustrezna igralna vsebina [24]. 
Prvotno so bila očala VR HMD narejena za zabavo, s poudarkom na igrah. Do leta 2018 se je 
VR razširila na različna področja, kot so trženje, maloprodaja, vojska, izobraževanje in 
zdravstvo. Tako široka pokritost zagotovo prinaša prednosti tako za potrošnike kot za 
podjetja[24]. 
Za potrošnike širi robove sveta in daje nove možnosti v trirazsežnem igralnem okolju. VR-igre 
prav tako uveljavljajo potopljive izkušnje in novo raven interakcij. Zdaj lahko igralci nadzorujejo 
in spremljajo igralno okolje po lastni volji. Še večji učinek izkušnje pa bo dosežen pri vključitvi 
vseh človeških čutov. V igrah so se precej izboljšali žanri, kot so streljačine, pustolovščine ali 
simulacije[24].  
Večina računalniških iger se lahko preprosto preoblikuje v VR z novo, boljšo interakcijo. Zaradi 
različnih VR-očal na trgu se redno pojavljajo tudi nove igre in vsebine. Računalniške inmobilne 
igre še dodatno premikajo meje VR [24]. 
2.6.2 Šolstvo in izobraževanje 
Čeprav večino VR-trga zajema industrija video iger, se ta razširja tudi na druga področja. Če 
začnemo razmišljati o VR, kot o koristnem orodju in morda celo produktivnem izboljšanju 
človeške interakcije, ki združuje ljudi po celem svetu, da se vključijo in sodelujejo ne glede na 
socialne, gospodarske ali geografske razlike. Tako abstraktno kot tudi uporabno sodobno 
izobraževanje je pripravljeno izkoristiti to tehnologijo [25]. 
Pred nekaj leti je uporaba VR prešla iz vojske in letalstvatudi v strokovni razvoj na drugih 
področjih, saj so strokovnjaki različnih strok ugotovili, da poglobljene izkušnje omogočajo boljši 
pristop in hitrejše učenje [25]. 
Statistike o uporabi VR v šolah in univerzah še niso najbolj točne, vendar se na trgu opaža stalna 




predstavitvenih konferenc potrjuje velik uspeh 3D-potapljanja in VR-tehnologije v učilnicah v 
izobraževalno naprednih šolah in laboratorijih v ZDA in Evropi [25]. 
Morda je najbolj utopična uporaba te tehnologije vidna v povezovanju kultur in spodbujanju 
razumevanja med mladimi študenti [25]. 
Velik del takega izobraževanja je osredotočen na naravoslovneznanosti, kot so biologija, 
anatomija, geologija in astronomija, kjer učni načrtin priložnosti za učenjevključujejo obilo 
interakcije z dimenzijskimi predmeti, živalmi in okoljem[25]. 
Na drugih področjih izobraževanja je veliko razredov uporabljalo VR-orodja za skupinsko 
konstruiranje arhitekturnih modelov, rekreacijo zgodovinskih ali naravnih znamenitosti in drugih 
prostorskih upodobitev. Učiteljiuporabljajo VR-tehnologijo tudi za vključevanje učencev v teme, 
povezane z literaturo, zgodovino in ekonomijo, tako da ponujajo globok potopljiv občutek za 
kraj in čas, bodisi zgodovinski ali razvojni[25]. 
2.6.3 Oglaševanje 
VR-trgnepresenetljivo in na veselje tržnikov sledi razvoju namiznih računalnikov in mobilnih 
telefonov, kar nas vodi v popolnoma novo raven sodelovanja s poglobljenimi in 360-stopinjskimi 
VR videooglasnimi izkušnjami. Vedno več uporabnikov VR nakazuje, da bo v nekaj letih ta 
postal naslednji velik komunikacijski kanal z občinstvom[26]. 
Proizvajalci VR-očal že razvijajo orodja za monetizacijo za razvijalce aplikacij. Podjetje HTC je 
v letu 2017 predstavilo storitev VR Ad za svojo platformo VIVE. Storitev omogoča razvijalcem, 
da v svoje igre vgradijooglase različnih oblikna osnovi privolitve v sodelovanje(opt-in). HTC je 
uvedel tudi tehnologijo za sledenje očesom, da bi preverjal, ali uporabniki dejansko gledajo 
oglas. To je funkcionalnost, ki bo prepričalaoglaševalce in utrdila njihovozaupanje, saj je 
problem vidljivosti oglasov eden od glavnih izzivov tehnologije oglasov. Infectious Media in 
citirani statistični podatki, ki jih je objavil Comscore, poročajo, da 54 odstotkov prikazanih 
oglasov ostane uporabnikom nevidnih, kar dejansko prazniproračune za oglaševanje. 
Tehnologija sledenja oči lahko bistveno izboljša učinkovitost oglaševanja[26]. 
Kot že omenjeno, so tehnološki velikani s ponudbo izboljšave funkcionalnosti prikazali nove 
načineuporabe VR, ki so presegli zabavo in odprli trg drugi generaciji naprav VR. Na 
primer,Volkswagen Group in studio VR Innoactive sta sodelovala pri ustvarjanju simulacije VR, 




simulacij za usposabljanje, ki jo je ustvaril Innoactive in je optimizirana za HTC Vive Pro, je bila 
prikazana na sejmuMWC 2018[26]. 
Izboljšave uporabnosti in znižanja cen strojne opreme bodo neizogibno povečale sprejetje 
pripotrošnikih. Kaže, davideo in zabavazanimata 55 odstotkov otrok generacije baby boomer. 
Med bolj tehnološko usmerjenimi so milenijci in generacija Z, tu se številke gibljejo med 67 in 
76 odstotki, kar je optimističen podatek za prodajalce, ki se borijo za njihovo pozornost. Dejstvo 
je, da VR prihaja ob pravem času, da oživi digitalno trženje in uporabnike reši oglaševalske 
utrujenosti, ki jo povzročajo obstoječe prakse tehnologije oglaševanja[26]. 
Nova paradigma trga zahteva, da blagovne znamke ustvarjajo visokokakovostne vsebine, s 
katerimi se je preprosto poenotiti, in zagotavljajo resnično vrednost, ne le brezumne slogane. 
Potrošna moč milenijcev, ki so največja generacija, in generacije Z narašča, vendar ti iščejo 
nekaj več kot le dobro ponudbo.Kupovati želijo stvari, katerih vrednost lahko merijo z lastnimi 
vrednotami. Pogosto jih imenujemo digitalni domorodci (ang. digital natives). Rodili so se in bili 
vzgojeni v času digitalne revolucije.Za njih je tehnologija bistvena in vključena v večino 
njihovih vsakodnevnih dejavnosti, pa naj gre za delo, nakupovanje ali prosti čas. V članku o 
trendih oglaševanja za leto 2018 je bilo poudarjeno, da milenijci cenijo komunikacijo prek 
zabave, ki se dogaja na družabnih omrežjih, v sporočilih in aplikacijah za pretakanje videa skozi 
izmenjavo življenjskih trenutkov in izkušenj. Trženjske tendence milenijcev in generacije Z ne 
moremo več zanemariti, ker njihova kupna moč še vedno narašča[26]. 
Oglaševalci, ki resno razmišljajo o digitalnih domorodcihz njihovo kupno močjo v višini 200 
milijard dolarjev, bodo zagotovo prevzeli virtualno resničnost, saj ima ta najboljši potencial za 
vključevanje občinstva v navdušujoče, skoraj realistične izkušnje. Izpopolnjena 360-
stopinjskaVR-izkušnja, ki jo je mogoče brezplačno raziskovati, lahko zagotovi interakcijo v 
simuliranem okolju, pri čemer je stopnja vključenosti uporabnika povsem na novi ravni. Širitev 
VR je priložnost za vzpostavitev povezave z množičnimi segmenti občinstva prek 
pripovedovanja zgodb in ustvarjalnih vsebin. To je šibek trg, ki lahko s takšno priložnostjo 
zacveti. Izkušnje oglaševanja v VR so se izkazale za izjemno učinkovite, kar pomeni, da so 
prikazne in mobilne oblike že v zaostanku[26]. 
Ekosistem VR-oglaševanja se še ni razvil do konca, vendar bo v bližnji prihodnosti ohranil 
stabilno rast. Po obliki presega tradicionalni učinek oglaševanja in ponuja rešitev za nekatera 




Prostor virtualne resničnosti trenutno še ni nasičen z oglaševalsko vsebino iz naslednjih 
razlogov: 
1. Blagovne znamke je še niso sprejele kot del svoje tržne strategije. Glede na poročilo Da 
Lifecycle Marketing je VR v letu 2017 uporabilo le 8 odstotkov anketiranih prodajalcev. 
2. Visoki stroški produkcije VR. Po poročanju Forresterja, ki navaja direktorja Ogilvy 
Innovation, Dayoana Daumonta, lahko samo izdelava vsebine visokokakovostne VR-
izkušnje stane 500.000 dolarjev. 360-stopinjski oglasi pa stanejo med 10.000 in 100.000 
dolarji. 
Vedno več blagovnih znamk bo začelo uporabljati virtualno resničnost, saj število lastnikov VR-
naprav narašča, kar bo povečalo njihovo izpostavljenost oglaševalski izkušnji, optimizirani za 
različne naprave. Medtem ko VR-vsebina postaja vse privlačnejša, lahko istočasno postane tudi 
nadležna zaradi večjega števila prekinitev izkušnje s 3D- ali 2D-oglasnimi elementi. Vrsta oglasa 
je pomembna tudi za udobje uporabnikov, saj če ta ne omogoča dejanske uporabe VR-aplikacij, 
ker je prevelika, se težko zapre ali traja preveč časa, ne bo imela pozitivnega učinka za 
oglaševalca. Ker je VR-izkušnja zaprtega tipa, uporabniki pa ne morejo večkrat ponoviti izkušnje 
ali se gibati v fizičnem prostoru, lahko večje prekinitve bistveno poslabšajokakovost časa, ki so 
ga namenili za uporabo VR-očal. Uporabniška izkušnja je odvisna od prikazovanja oglasov, 
oglaševalci pa morajo biti ustvarjalni pri izdelavi vsebine[26]. 
2.7 Interaktivne VR 3D-predstavitve na področju kulturne dediščine 
V tem primeru se znanje razume kot blago, ki ga ponujajo muzeji, vendar se ob obisku dogaja 
več kot samo pridobivanje znanja. Muzeji ne le kontekstualizirajo artefakte, ampak zagotavljajo 
tudi prostor, kjer se osebne in družbene izkušnje pojavljajo glede na artefakte, in komponente 
pogosto dopolnjujejo tudi z arhitekturo samega muzeja. Še pomembneje je, da lahko muzeji kot 
kulturne ustanove in nosilci odgovornosti za širjenje znanja z različnimi mediji zagotovijo 
izkušnjo preteklosti. To je še posebej pomembno, če je digitalna tehnologija, čeprav na videz 
nezdružljiva, vedno bolj vključena. Tehnologija virtualne izkušnje postaja tudi vedno bolj 
dozorela za lažjo izkušnjo in posledično učenje o kulturni dediščini [27]. 
Vedno bolj se odmikamo od tradicionalnih izkušenj, kjer obiskovalec muzeja ali galerije samo 
gleda razstavo in ni popolnoma vključen v izkušnjo. Interaktivni zasloni tvorijo velik del 




saj pogosto gledajo na to kot na dolgočasno izkušnjo. Z uporabo interaktivnih tehnologij, kot je 
virtualna resničnost, se je to dojemanje spremenilo in ti prostori so se odprli novemu občinstvu. 
Splošni raziskovalni cilj je podpirati in spodbujati dostop do virov digitalne kulturne dediščine in 
njihove ponovne uporabe. Tehnologije in turistična dejavnosti so ključne komponente za 
spodbujanje tega procesa. Trend se kaže v povečanju števila turistov, ki iščejo dogodivščine, 
kulturo, zgodovino, arheologijo in interakcijo z lokalnimi prebivalci[28]. 
2.7.1 Rome Reborn 
Projekt Rome Reborn smo omenjali že v diplomskem delu; vzeli smo ga kot izhodišče za 
primerjavo končnih upodobitev slik [29].Takrat je bil še v razvojni fazi in je v teh nekaj letih 
doživel tudi veliko sprememb in nadgraditev. Nastajati je začel na mednarodno pobudo, ki se je 
začela leta 1996 s ciljem ustvariti 3D-digitalne modele za prikaz urbanističnega razvoja Rima. Po 
nasvetih svetovalnegaodbora projekta sose začeli izdelovati modeli stavb mesta iz leta 320, pod 
cesarjem Konstantinom. To je bil prehodni trenutek za starodavno mesto z vidika njegove 
arhitekture, saj je doživelo rast krščanskih bazilik in cerkev blizu starejših struktur, kot sta 
Panteon in hiša rimskega senata, ter s tem pritegnilo velike spremembe v krajinskem urbanizmu. 
Model prikazuje lepo panoramo, ki ne upošteva upodobitve dejanskih razmer v prometu, 
umazanije in zmede rimljanskih množic na ulicah, vendar omogoča raziskovanje več kot 7000 
stavb in spomenikov, kot jih poznajo literatura, zemljevidi in katalogi[30]. 
Kar se je začelo kot humanistični projekt na Kalifornijski univerzi v Los Angelesu, kjer so 
zgodovinarji za arhitekturo in 3D-oblikovalci sodelovali na začetku razvoja, je skozi razvojni 
proces preseglookvire in različne verzije, ki so bile izdane in izdelane ob pomoči različnih 
strokovnjakov in institucij, ki na koncu niso bili citirani ali navedeni med zaslugami. Čeprav sose 
nekaj časa pojavljale kritike na to, da je bil projekt prvotno financiran z javnimi sredstvi in je na 
koncu postal osnova za velike komercialne izdelke, ki jih je avtorsko zaščitila ad-hoc ustvarjena 
neprofitna družba,nova aplikacija Rome Reborn ® VR danes uporablja različico 3.0 prvotno 
ustvarjenega digitalnega 3D-modela in je javno dostopna uporabnikom VR-očal in osebnih 
računalnikov (Windows in Mac) za namene izobraževanja in zabave. Uporabniki se lahko 
potopijo v starodavno mesto, hodijo po ulicah in vstopijo v najbolj znane stavbe, medtem ko 




Še vedno se pojavlja vprašanje, ali bi morala biti takšna vsebina kulturne dediščine bolj dostopna 
javnosti. V vsakem primeru je projekt še vedno eden izmed najboljših primerov na področju 
kulturne dediščine in 3D-interakcije s preteklostjo[30]. 
2.7.2 Inception 
ProjektInception uresničuje inovacije v 3D-modeliranju kulturne dediščine in v svoj pristop 
vključuje časovno dinamično 3D-rekonstrukcijo artefaktov, zgrajenih iz družbenih okolij. Njihov 
namen je obogatiti evropsko kulturno identiteto z razumevanjem, kako se je ta nenehno razvijala 
skozi čas[31]. 
Njihovi projekti vključujejo časovno dinamiko 3D-rekonstrukcije in so namenjeni 
znanstvenikom, inženirjem, vodjem in prebivalcem[31]. 
Najsodobnejše 3D-rekonstrukcije rešujejo z bistvenim izboljšanjem funkcionalnosti, 
zmogljivosti in so stroškovno učinkoviti pri izrabi opreme in izvedbe postopkov za 3D-lasersko 
raziskovanje, pridobivanje in obdelavo podatkov. Natančnost in učinkovitost 3D-zajemanja 
zagotavljajo z integracijo geo-prostorskih informacij, globalnih in notranjih pozicijskih sistemov 
(GIS, GPS, IPS) tako s strojnimi vmesniki kot tudi s programsko opremo[31]. 
Rezultati metod in naprav, ki jih uporabljajo,bodo razvidni v 3D-modelih, ki bodo zlahka 
dostopni vsem skupinam uporabnikov in uporabni za različno strojno in programsko opremo. To 
prinaša odprte platforme za semantični splet, ki gradi informacijski model za kulturno dediščino , 
in uporabniku prijazno razširjeno ali virtualno resničnost, ki se uporablja na mobilnih napravah. 
Raziskave in predstavitveInception v sodelovanju z drugimi vključujejo vse discipline (socialne 
in tehnične znanosti) tehnologije in sektorje, ki so bistveni za ustvarjanje in uporabo 3D-modelov 
kulturne dediščine[31]. 
Njihove projekte podpirajo tudi interesne skupine, med drugim mednarodna organizacija 





3 EKSPERIMENTALNI DEL 
3.1 Navdih, poskusi in idejni načrt 
V času dodiplomskega študija na matični fakulteti sem se prvič srečalas 3D-oblikovanjem in 
takrat se je tudi razvila moja želja, da bi pridobila čim več znanja s tega področja. Tako sem se 
tudi odločila, da študij zaključim z izdelavo 3D-modela rimskegadomusa. Z nadaljevanjem 
študija na magisteriju sem se odločila tudi za študijsko izmenjavo v Stuttgartu na fakulteti 
Hochschule der Medien, kjer sem si izbrala smer razvoj videoiger. V tem času sem spoznala 
pogon za igre Unreal Engine in ugotovila, da program ponuja širok nabor možnosti izdelave iger 
in predstavitev za različne tehnologije. 
V času študijske izmenjave sem tako sodelovala pri izdelavi prototipnega levela/nivoja videoigre 
Scacht.Naše delo je zajemalo izdelavo objektov okolja, v katerem se giblje igralec, in materialov 
teh objektov. Prvotno sem vse elemente okolja, katerih idejne skice so pripravili konceptualni 
umetniki, izdelala v programu za 3D-oblikovanje Maya in pripravila vse potrebne mape za 
poznejšo izdelavo tekstur in materialov. V drugem koraku sem 3D-modele prenesla v program 
Unreal Engine. V programu so programerji predhodno že pripravili okolje, v katerem sem iz 
zmodeliranih elementov sestavila okolje. Nato sem začela s pripravo tekstur in materialov, da je 
okolje dobilo želeni učinek. Po koncu mojega dela so projekt prevzeli animatorji in programerji, 
da je ta postal tudi interaktiven in zanimiv za igro. 
Izdelava videoiger je zelo kompleksna in zahteva veliko časa ter ljudi. Pri projektu, ki je trajal 
celoten semester, nas je sodelovalo 18 študentov.  
Po zaključku študijske izmenjave je sledila tudi odločitev glede teme za magistrsko delo. Ker me 
zanimajo nove tehnologije, ki so povezanes 3D-oblikovanjem, sem začela raziskovati, katere so 
še druge možnosti, ki jih ponuja program Unreal Engine, da bi lahko nadgradila diplomsko delo.  
Po raziskovanju na spletu in preizkušanju različnih tehnologij me je najbolj pritegnila virtualna 
resničnost, saj sem tukaj našla možnost, da s podobnimi postopki, kot sem modelirala objekte za 
videoigro Scacht, izboljšam svoj 3D-model domusa in ga uporabim na bolj interaktiven način. 
Pri preizkusu VR-očal in aplikacije Google Earth me je najbolj pritegnilo to, da za sprehod po 




Pri raziskovanju sem pozneje našla tudi veliko VR-aplikacij s področja kulturne dediščine, pri 
katerih mi je bilo všeč predvsem to, da so ponujale možnost ogleda, kako so stavbe, kipi 
preteklih kultur izgledali, preden so se poškodovali. 
Naš cilj je bil izdelati aplikacijo za virtualni sprehod po rimljanskem domusu, kijo lahko 
uporabljamo na osebnem računalniku in VR-očalih s krmilniki.  
Aplikacija bo omogočala tudi interaktivnost za uporabnika. Ta bo lahko preklapljal med 
različnimi poslikavami sten domusa in premikal določene predmete. 
3.2 Izdelava 3D-modela rimskegadomusa 
3.2.1 Pregled stanja starega 3D-modela rimskega domusa 
Po pregledu stanja 3D-modela domusa[29], ki smo ga izdelali za diplomsko nalogo, smo 
ugotovili, da bo najbolje, če ga izdelamo na novo.Stari model ima namrečpreveč poligonov, 
neurejene mreže objektov in premalo podrobnosti. 
Zaradi menjave strojne opreme in arhiviranja smo spreminjali lokacijo datotek ali jih tudi 
preimenovali, zaradi česar so se izgubile povezave med datotekami in posledično te tudi ne 
delujejo več pravilno ali so neuporabne.  
Da ne pride to takih težav, moramo biti zelo pozorni, ko projekte arhiviramo oziroma 
shranjujemo njihov dvojnik. Za izogibanje tem težavam program Maya ponuja možnost 
določitev projekta (ang.Set Project).To možnost najdemo pod spustnim seznamom datoteka 
(ang. File), in ko je izbrana, se v izbrani mapiustvaridatoteka workspace.mel. Pri nadaljevanju 
dela je pomembno, da so vse slike in drugi 3D-modeli, ki so pomembni za projekt, v mapi, kjer 
se nahaja datoteka workspace.mel, in da vse datotekeMaya, ki jih ustvarimo, pred začetkom dela 
povežemo s to datoteko. V poznejših fazah dela nam bo to omogočilo varno kopiranje in 
prenašanje projekta na drug računalnik, ne da bi pri tem izgubili povezave oziroma že dokončano 
delo[32, 33]. 
3.2.2 Izdelava novega 3D-modela rimskega domusa 
Za referenco smo si vzeli končne upodobitve, ki so nastale pri diplomskem delu, in tudi poiskali 
nove na spletu, saj smo novemu 3D-modelu želeli dodati več podrobnostiin tudi nekaj novih 




Začeli smo z izdelavo sten in razporeditvijo prostorov rimskegadomusa z različnimi funkcijami 
oblikovanja, ki jih ponuja program Maya. Pri izdelavi je bilo treba paziti, da so vozlišča ostala 
lepo poravnana in da je bila debelina sten povsod enakomerna. Ko smo dobili postavitev in 
obliko prostorov, ki so prikazani na spodnjih dveh slikah, smo prek funkcije rezanja (ang.Cut) 
določili tudi, kje bodo prehodi med prostori. Na sliki 7 je prikazana mreža novega 3D-modela 
domusa ter na sliki 8 njegova oblika. 
 
Slika 7: Prikaz mreže novega 3D-modela domusa 
 




V naslednjem koraku smo počistili vse odvečne poligone in se izognili ploskvam, ki so trikotne 
oblike ali imajo več kot štiri kote.Teh oblik se predvsem izogibamo, kadar pripravljamo modele, 
ki bodo animirani, saj se take oblike s premikanjem nepravilno deformirajo[34].  
Pozneje, ko se bodo modeli uvažali v pogon za igre, bodo njihove ploskvesamodejno 
spremenjene v trikotnike, saj grafična strojna oprema lahko preračunava samo trikotnike. Dobro 
je tudi, da štirikotne ploskve pred izvozom v datoteko fbx pretvorimo v trikotnike, saj lahko 
modele še počistimo v programu za 3D-oblikovanje in tako omogočimo boljšo odzivnost 
modelov [35]. 
Med seboj smo združili vsa stičišča vozlišč, da se izognemo luknjam v modelu in da v poznejših 
korakih, ko postavljamo luči, ne pride do napak, ki bi bile moteče za uporabnike. 
Nato je sledila ločitev poligonov na posamezne dele. Te smo ločili glede na posamezne prostore 
in namateriale, jih po njih poimenovali in združili v smiselne skupine. To smo naredili, ker je še 
vedno pomembno, da lahko 3D-model domusa uporabljamo kot celoto ali po posameznih delih.  
Pripoznejši uporabi 3D-modela v pogonu za igre sta pravilna organizacija in poimenovanje 
pomembna za lažjo organizacijo projekta, možnosti upravljanjain dodajanje materialov 
teručinkov na objekte. 
Nadaljevali smo s pripravo UV-map. To je tudi pomemben proces, ki mora biti pravilno 
organiziran in urejen za poznejše delo v pogonu za igre. Če UV-mape niso pravilno pripravljene, 
kot je prikazano na spodnjem delu slike9, nam lahko to pozneje vzameveliko časa in posledično 






Slika 9: Primerjava slabo (spodaj) in dobro(zgoraj)organizirane UV-mape [36]. 
Prvotno je treba določiti ločljivost. Splošno pravilo v filmski industriji je, da mora biti končna 
ločljivost teksture oz. UV-mape, na kateri bo tekstura, dvojne velikosti ločljivosti zaslona. Na 
primer, če je ločljivost zaslona 2K, morajo biti UV-teksture 4K. Tako preprečimo zamegljenost 
in neostrost tekstur. Ker večina pametnih telefonov še ne presega HD-ločljivosti, bo največja 
velikost naših UV-map in tekstur 2K in velikost UV-map 4K[36]. 
Druga večja težava, ki se pojavlja pri slabih UV-mapah, je raztezanje teksture na ostrih robovih. 
To lahko preprosto rešimo z dodajanjem podpornih robov, kot prikazuje slika10. Te je najbolje 






Slika 10: Primer dodajanja podpornih robov. 
Posebej pozorni moramo biti pri delanju map za predmetevaljaste oblike, kot so cevi ali vrvi. Ko 
raztegnemo plašč valjastega predmeta, lahko dobimo čuden rezultat, ki vpliva na teksture in 
zasede nepotreben prostor. Najlažje je, da izberemo samodejno preslikavo predmeta, ki plašč 
razdrobi na posamezne ploskve. Nato izberemo vse stranice razen zunanjih robov in vse skupaj 
sešijemo. Nato izberemo samo notranje UV-točke plašča in ga odvijemo samo v eni smeri (samo 
U ali samo V), da dobimo lepo poravnane stranice plašča, kot je prikazano na sliki11[36]. 
 
 




Na srečo nam ni treba skrbeti zaradi UV-šivov (napaka, ki prekinja ponavljajoči se vzorec), 
vendar to ne pomeni, da smo lahko do rezov neodgovorni. V nekaterih primerih, kot je potreba 
po večji ločljivosti, ko je trebaplašč predmetabolj razrezati, pa moramo biti pozorni in se 
izogibati vidnim šivom. Med rezanjem moramo biti pozorni tudi na to, da ne izbiramo robov, ki 
se končajo v 5 stičnem vozlišču, kar lahko povzroči popačenje teksture[36]. 
Zadnji korak je dobro organizirati UV-mape. Z ločevanjem delov predmetapo materialih se 
lahko prihrani veliko časa pri nadaljnjem delu. Paziti moramo tudi, da se UV-lupine 
predmetovne prekrivajo in da je med njimi dovolj prostora[36]. 
Za vsak predmetsmo izdelali dverazlični UV-mapi. Prva je poimenovana0-1 in pri njej je 
pomembno, da je plašč predmetaznotraj kvadratav UV-urejevalniku.Druga se imenuje 100;pri 
njej smo velikost plašča predmetaraztegnili na njegovo 100-odstotno velikost, saj bodo tako 
ponavljajoči se materiali imeli enako velikost teksture ne glede na velikost posameznega 3D-
modela. Pri teh mapah tudi ni pomembno, kje so posamezni deli plašča [37]. 
Pred zaključkom dela v programu Maya je pomembno še, da predmetomzamrznemo položaj, 
rotacijo in velikost, zato da sepozneje ne deformirajo.  
Kazalec je najbolje premakniti na najnižjo sredinsko točko predmetain nato celoten 
predmetpostaviti v točko 0,0,0. To nam bo olajšalo poznejše delo pri sestavljanju domusa v 
pogonu za igre. 
Ena izmed možnosti za preverjanje napak na 3D-modelih v Mayi je čiščenje topologije (ang. 
Clean up). Najdemo ga pod menijem mreža (ang.Mesh).Kot prikazuje naslednja slika12, je v 
oknu, ki se odpre,veliko stvari, ki jih lahko preverimo na predmetu. Med prvimi je pomembno, 
da izberemodejanjeSelect, in ne Clean up, saj lahko z neposrednim čiščenjem poškodujemo 






Slika 12: Možnosti čiščenja predmetov 
 
Slika 13: Primer najdene napake večkotnika na geometriji predmeta 
Dobro je tudi, da preverimo, ali ima predmetploskve z več kot 5 stranicami, kot je prikazano na 
zgornji sliki13. Taki poligoni lahko pozneje povzročijo napake na modelih, kot so manjkajoče 
ploskve ali deformirane oblike. 
Naslednja stvar, ki jo preverimo, so podvojene ploskve, saj tega ne opazimo s prostim očesom, 
ker so vrednosti njihovih oglišč popolnoma enake. To se pri izrisu slik, animaciji ali igri opazi 




Z možnostjo čiščenja mreže preverimo tudi nerazdeljivo geometrijo, to so vse ploskve, ki jih ni 
mogoče raztegniti v plašč predmetaza UV-mapo. Te nastanejo, kadar si več kot tri ploskve delijo 
isto stranico, sta dve ploskvi različno usmerjeni ali ko si dve ploskvi delita točko insi ne delita 
nobene stranice [39].  
Take napake se zgodijo zaradi uporabe različnih dejanjmodeliranja, kot so izrinjanje 
(ang.Extrude), ko ploskvam spreminjamo usmerjenost, združujemo več vozlišč, stranic ali 
ploskev v eno točko in pri brisanju ene ali več ploskev[38]. 
Zadnja stvar pred izvozom predmetov, pripravljenih za uvoz v pogon za igre Unreal Engine, je 
optimizacija celotnega prizoraMaya, kot prikazujeta sliki 14 in 15. Za to nam program ponujadve 
možnosti. Prva je brisanje zgodovine na posameznih 3D-modelih. V zgodovini modela se hranijo 
vse informacije o tem, kaj smo na njem kadarkoli skozi proces oblikovanja spremenili. Druga 
možnost je optimizacija prizora, s katero pobrišemo vse prazne, neuporabne in neveljavne 
informacije iz prizora. S tema dvema možnostma zmanjšamo velikost in zapletenost datoteke. 
 





Slika 15: V urejevalniku skript lahko preverimo, katere elemente smo z možnostjoOptimize scene 
počistili. 
Seveda skozi celoten proces pazimo, da vse predmetepravilno poimenujemo in združimo v 
smiselne skupine, kar nam bo zmanjšalo stres in omogočilo preprosto iskaje v programu Unreal 
Engine.  
Za uporabo teh modelov v pogonu za igre bomo uporabiliobliko zapisa datoteke fbx. Te 
izvozimo z vtičnikomGame Exporter, ki ponuja racionaliziran delovni potek izvoza datoteke fbx 
za pošiljanje 3D-modelov in animacij v pogone za igre. Ta nam omogoča izbiro možnosti, da 
izvozimo vsa sredstva, ki jih potrebujemo za igro, ali v našem primeru VR, ne da bi nam bilo 
treba razumeti ali spremeniti preveč nastavitev[40]. 
Tak delokrog smo uporabljali za izdelavo vseh 3D-modelov, ki jih bomo uporabili v VR. Po 
lastnih izkušnjah, ki smo jih pridobili v času študija in prek dela pri podjetju Tronog d. o. o., je to 
eden izmed delokrogov, ki nam poenostavi in olajša delo v naslednjih korakih. Izredno 




lahko pojavijo, in predvideti, kaj nam bo poenostavilo in pohitrilo delo.Podoben delokrog 
uporablja tudi veliko studiev, ki se ukvarjajo z izdelavo iger ali aplikacij VR, AR, MR in XR. 
3.3 Nadgradnja 3D-modela domusa v interaktiven VR-sprehod 
3.3.1 Nastavitve okolja v pogonu za igre 
Za nadgradnjo našega 3D-modela domusa smo izbrali pogon za igre Unreal Engine ali v 
nadaljevanju UE4, saj ta ponuja že postavljeno predlogo za gradnjo VR-okolja, ki je celotno 
sestavljena iz načrtovBlueprint1. Ta nam tudi poenostavi začetek uporabe VR v UE4. 
Moramo vedeti, da je predloga VR namenjena samo za namizni računalnik in konzolo. Podpira 
Oculus Rift, HTC Vive in Playstation VR za takojšnjo uporabo.  
Ko odpremo program UE4, izberemo zavihekNew Project, kjer izberemo Virtual Reality, kot je 
prikazano na spodnji sliki 16. V nastavitvah nato izberemo namizni računalnik/konzolo, 
najvišjokakovostin brez začetne vsebine ter določimo mesto, kjer želimo shraniti projekt [41]. 
 
Slika 16: Možnosti izbire projektov programa UE za različne namene in tehnologije 
                                               
 
1 Sistem Blueprint Visual Scripting v programuUnreal Engine je celotni skriptni sistem za izdelavo različnih igrivih 
elementov za videoigre, ki je osnovan na konceptu vozliškega vmesnika za ustvarjanje le-teh v 
urejevalnikuUnreal.Kot pri mnogo drugih skriptnih jezikih se tudi ta uporablja za definiranje predmetno usmerjenih 




Kot prikazuje naslednja slika 17, v meniju Edit poiščemo vtičnike in v novem pojavnem oknu 
omogočimo vtičnik StreamVR, ki nam bo dodal mapo VirtualRealityBP[41]. 
 
Slika 17: Možnosti nastavitev vtičnikov za VR 
V glavnem pojavnem oknu oziroma glavnem urejevalniku okolja, kot je prikazano na naslednji 
sliki 18, sopredstavljene VR predloge, ki jih lahko uporabljamo.  
 
Slika 18: Prikazane VR-predloge v glavnem oknu za urejanje okolja 





TeleportacijaMotion Controller pa zahteva uporabo krmilnika za gibanje, ki ga usmerimo in 
pritisnemo na gumb (običajno gumb za palec), da začnemo premikanje po prostoru, z gumbi na 
zunanjem robu pa običajno nadziramovrtenje. 
Ta vrsta gibanja uporablja navigacijsko mrežo, ki je filter za veljavne ciljemed 
teleportiranjem[42]. 
V temprizorutudi ne postavljamo svojega okolja, ampak si moramo za to naložiti mapo, ki jo 
najdemo v mapi VirtualRealityBP.Izberemo že predhodno pripravljen zemljevid glede na 
konzolo, prek katere bo lahko uporabnik izvedel potopitev. 
Ko program naloži mapo, ki jo vidimo na spodnji sliki 19, lahko začnemo postavitev okolja. 
 
Slika 19: Pogled na že pripravljen zemljevid za VR-okolje programa UE 
Ta nova mapa vsebuje že nekaj načrtovBlueprint, ki jih lahko uporabimo. Med njimi najdemo 
dejanja, kot sta premikanje predmetovin teleportacija za uporabnika, da se ta lahko premika po 
okolju. 
Pred postavitvijo domusa smo počistili iz nivoja vse predstavitvene predmetein nato začeli uvoz 
posameznih elementov v program in nato postavitev le-teh v prizor. 
3.3.2 Uvoz in postavitev posameznih 3D-elementov domusa 
Pred prenosom 3D-modelov v UE je priporočljivo, da iz programa za 3D-oblikovanje ne 




procesne moči. Da smo se izognili tej težavi, smo elemente 3D-modeladomusa razdelili glede na 
prostore in jih po delih uvozili v pogon za igre. 
Začeli smo s postavljanjem elementov po prostoru glede na referenčne slike, da smo dobili 
končno obliko rimskegadomusa. Nato smo v urejevalniku predmetovdoločili kolizijo 
(ang.Collision), prostorsko omejitev za vsak posamezen predmet, ker ne želimo, da se lahko 
končni uporabnik sprehodi skozi določene predmete ali stene. Izbrali smo nastavitev Use 
complex as simple, saj ta natančno določiomejitev po obliki predmeta. Če uporabimo Use simple 
as complex, ta ustvari preprostoobliko omejitve okoli predmeta, kar je lahko tudi moteče za 
uporabnika, ker se ta ne more dovolj približati stvarem ali se sprehoditi mimo določenih 
predmetovpri sprehodu skozi prostor. 
 
Slika 20: Primer nastavite Collision za posamezni predmet 
To preverimo tudi tako, da v meniju Show izberemo Navigation. V glavnem pogledu se pojavijo 
zeleno obarvane površine, kot je prikazano na sliki 21, ki označujejo površine, po katerih se 
lahko uporabnik giblje po prostoru. To lahko preizkusimotudi z uporabo igralca, saj kjer se ta ne 
more premikati, nekaj ovira njegov prehod. Največkrat je težava ravno pri nastavitvah za 
kolizijo(ang. Collision) predmetov, če so te nastavljene na Use simple as complex, saj 





Slika 21: Na sliki je zeleno obarvana pot, po kateri se lahko giblje uporabnik 
3.3.3 Izdelava materialov in tekstur 
Če imamo predhodno znanje za izdelavo materialov v programih za 3D-oblikovanje, nam 
izdelava le-teh v UE ne bo delala težav, saj so poimenovanja učinkovin tekstur zelo podobna. 
Lahko tudi že pripravimo materiale, v našem primeru v Mayi, in jih uvozimo v UE skupaj s 3D-
modeli. Ko prenašamo model v pogon za igre, je pomembno, da v pojavnem oknu za uvoz 
izberemo možnost, da želimo uvoziti tudi materiale predmeta. 
Če malo raziščemo, kaj nam okolje UE v osnovi že ponujaza VR, lahko v mapi Starter content 
najdemo nekaj pripravljenih osnovnih materialov, ki jih lahko pripnemo na predmete. Nekatere 
smo vzeli kot osnovo in jim spremenili določene funkcije za željen končni učinek, druge je bilo 
treba pripraviti od začetka. 
Na primer, za vodo v bazenu v atriju smo izbrali že pripravljen material za vodo morja in samo 
spremenili UV-nastavitve za ponavljanje vzorca, ki jih lahko vidimo na sliki 22, tako da smo 





Slika 22: Primer nastavitev UV-koordinat za ponavljanje vzorca 
Za zunanje stene domusa smo vzeli material betona, pri katerem smo enako spremenili UV-
nastavitve koordinat teksture za ponavljanja vzorca pri vseh elementih (osnovna slika, 
podrobnostiin UV-mapi), saj je ta v osnovi postavljena v kvadrat 0-1, kjer so raztegnjeni plašči 
naših 3D-elementov. Povečali smo število ponovitev teksture in tako dobili željeno velikost 





Slika 23: Material betona pred in po spremembi nastavitev ponavljanja vzorca teksture 
Spodnji rob zunanjih sten domusa je na večini referenc pobarvan rdeče, vendar je material 
(beton) enak belemu delu. V takih primerih je dobro, da uporabimo Instance Material, ki je 
prikazan na sliki 25, s katerim lahko spreminjamo videz materiala, neda bi pri tem računalnik 
porabil velikomoči za preračunavanje. To vrsto materiala uporabimo, ko želimo spremeniti le 





Slika 24: Primer osnovnega materiala betona v pogledu za urejanje 
V osnovni material smo tako pred povezavo v osnovo dodali parameter Vector3 (pomeni, da 
lahko spreminjamo 3 parametre hkrati, R, G in B) in ga združili s celotno kompozicijo. Za barvo 
smo izbrali belo in tako ohranili material tak, kot je. Vector3 vozlišč(ang. Node) smo tudi 
spremenili v parameter in tako bomo lahko na vseh instance Material betona, ki jih bomo 
naredili, spreminjali samo barvo. 
 
Slika 25: Primer Instance material betona v pogledu za urejanje 
Za material tal v tabliniju in še nekaj drugih predmetovsmo našli ohranjene teksture iz 
diplomskega dela, ki smo jih tudi uporabili za izdelavo materialov. Nekatere slike, ki smo jih 
uporabili za teksture, smo uspešno našli z iskanjem na spletu, ker smo želeli doseči čim 
podobnejšividezdomus, ki smo ga izdelali v diplomskem delu. Za elemente, katerih teksture se 
niso ohranile ali jih nismo našli na spletu, pa smo s programom Photoshop poskusili izdelati čim 
podobnejše teksture. 
3.3.4 Postavitev luči 
Postavitev in nastavitev luči vprogramu UE je čisto drugačen postopek kot v programih za 3D-
modeliranje, čeprav je na primer izdelava materialov zelo podobna. Upoštevati moramo tudi, da 
mora biti končna podoba prepričljiva in hkrati čim preprostejša za preračunavanje, ki se izvede 




Tudi postavitev luči za doseganje realističnih učinkov je zahteven postopek, za katerega je bilo 
treba narediti še nekaj dodatnih raziskav. 
Da smo dosegli želeni učinek svetlobe, smo uporabili različne vire svetlobe, ki so na voljo v UE. 
Kot umetno svetlobo lahko uporabimo usmerjeno svetlobo ali žaromet in svetlobno točko 
naravno sončno svetlobo ter svetlobo, ki izhaja z neba. 
Pri izdelavi iger v VR-okoljih je pomembno, ali je svetloba statična ali dinamična, kar nam 
program tudi ponuja v nastavitvah. Kadar uporabljamo statične luči, moramo na koncu izvesti 
proces pečenja (ang. Bake), saj se te v nasprotju z dinamičnimi pri končnem izdelku ne 
premikajo. To nam tudi prihrani procesno moč med igranjem igre ali potopitvijo v virtualni svet. 
Proces Bakenaredi teksturo oziroma mapo svetlobe za vse predmetev nivoju. 
Ker želimo doseči realistično in prepričljivo potopitev za končnega uporabnika, smo vse luči 
nastavili na Movable, kot je prikazano na spodnji sliki 26, kljub temu, da taka osvetlitev zahteva 
več procesne moči. 
 
Slika 26: Primer nastavitev luči 
Pri postavljanju luči je zelo pomembno, da se zavedamo, kakšen občutek ali vzdušje želimo 
dodati prostoru. Ker je bil domus velikokrat zgrajen brez oken ali pa so bila ta zelo majhna, 
vemo, da so bili prostori temnejši in da svetloba prihaja samo iz ene smeri.  
Ker pa je za končnega uporabnika pomembno, da si lahko ogleda tudi podrobnostidomusa, smo 




Za zmanjšanje kontrasta senc smo v prizordodali tudielementSky, ki ima učinekneba in razprši 
svetlobo. Z večanjem nastavitve jakosti smo tako ublažili kontraste senc in tudi dodatno osvetlili 
notranje prostore. 
Predmeti, za katere želimo, da so bolj izpostavljeni, se v praksi tudi dodatno osvetlijo, da ti 
uporabnika med potopitvijo usmerijo. V našem primeru smo dodatno osvetlili glinene posode v 
kulini, ker želimo uporabniku izpostaviti tudi, da je element interaktiven in mu lahko spreminja 
barvo. 
Na koncu smo dodali v prizoršeelementPostProcessVolume,s katerim tudi lahko spreminjamo 
vzdušje. V njegovih nastavitvah lahko spreminjamo nasičenost, kontrast, uredimo barvo in še 
mnogo drugih elementov. Z njim lahko dodatno uredimo ali spremenimo končni videz celotne 
podobe končnega izdelka. 
3.3.5 Izdelava načrtov Blueprint 
Blueprint je sistem za vizualno kodiranje v programu UE, katerega koncept izdelave temelji na 
vozliščnem sistemu, in z njim lahko ustvarimo elemente za igranje videoiger znotraj 
urejevalnikaUnreal. Kot pri večini jezikov za kodiranje se tudi ta uporablja za definiranje 
predmetno usmerjenih razredov ali predmetovv pogonu za igre [43].  
Ta sistem je izredno prilagodljiv in močan, saj oblikovalcem omogoča uporabo celotne palete 
konceptov in orodij, ki so drugače na voljo le programerjem. Poleg tega oznaka, specifična za 
Blueprint, ki ja na voljo tudi v C++ izvedbi UE-a, programerjem omogoča, da ustvarijo osnovne 
sisteme, ki jih lahko oblikovalci razširijo [43]. 
Prvi Blueprint, ki smo ga izdelali, je odpiranje vrat. Najprejizberemo predmet, na katerem želimo 
imeti dogodek, in z desnim klikom izberemo Asset Actions in nato naredimoBlueprint z uporabo 
tega predmeta. Nato se odpre okno za urejanje značilnosti načrtaBlueprint. Nato dodamo novo 
komponento Box Collision, s katero določimo prostor okoli predmeta, v katerem se bo dogodek 
lahko izvedel. Ker želimo izdelati animacijo odpiranja vrat, predmetudoločimo točko za vrtenje. 
Ko imamo ta dva določilnika urejena v stranskem meniju, s klikom na Box Collision dodamo 
funkcijo Add Event; Add on Component Begin Overlap in Add on Component End Overlap. Nato 
v zavihku Event Grap z vozlišči določimo, da se pri prihodu igralca v Box Collision animacija 
izvede s pritiskom na tipko o. Določimo tudi, da se vrtenjeizvede na Z-osi za 90 stopinj. Nato vse 





Slika 27: Blueprint animacije za odpiranje vrat 
Pri glavnih vhodnih vratih smo samo izpustili določitev odpiranja s pritiskom na tipko o, saj se ta 
samodejnoodprejo, ko igralec vstopi v območje Box Collision. 
Za izdelavo dogodka vklopaluči je postopek podoben odpiranju vrat, v tem primeru smo namesto 
definicije vrtenjadoločili jakost svetlobe predmeta. 
Sledila je izdelava dogodka za konfiguracijo materialov, s katerim želimo prikazati stenske 
poslikave pred in po restavriranju, kot ga prikazuje spodnja slika.  
Postopek se začne enako z določitvijo predmeta, na katerem želimo, da se izvede konfiguracija. 
Po istem postopku mu določimo Box Collision in v grafu tudi dodamo začetne in končne 
komponente. Ker pa želimo, da lahko neomejeno spreminjamo materiale na predmetu, pod 
vozliščem MultiGate označimo Loop in nato z njim povežemo vse kombinacije materialov. Na 
materialu nato določimo, na katerem predmetuse izvede dogodek. Vse skupaj na koncu 
povežemo z vozliščem, ki določa, da se dogodek izvaja s pritiskom tipke x. Za samo 
konfiguracijo je trebaimeti pripravljene različne materiale, med katerimi želimo preklapljati. 
Prav tako smo tudi v prizoruzamenjali navadne predmetesten z izdelanimi načrtiBlueprint.Na 





Slika 28: Blueprint za konfiguracijo materialov 
Za pobiranje in premikanje elementov pa je potrebnega nekaj več znanja programiranja in 
posledično te ideje nismo izpeljali. 
4 REZULTATI IN RAZPRAVA 
Za izdelavo končnih upodobitev smo v prizorupostavili kamere na podobna mesta, kot lahko 
razberemo iz končnih upodobitev, ki so bile narejene v diplomskem delu. Podobne kote smo 
uporabili za lažjo primerjavo razlik oblike 3D-modela, postavitve posameznih elementov 





Slika 29:Končna upodobitev – atrij, pogled na bazen z deževnico 
 
Slika 30: Končna upodobitev starega 3D-modela – atrij, pogled na bazen z deževnico 
Če primerjamo sliko končne upodobitve starega 3D-modela domusa na sliki 30 s končnima 
upodobitvama na sliki 29 in 31, lahko opazimo razlike v razmerju velikosti prostora, ki je na 
novih upodobitvah pravilnejša. Na stebrih lahko vidimo več podrobnostiin sam prostor vsebuje 
več elementov. Boljša je tudi realističnost materialov, saj smo lahko uporabili boljšo 
kakovosttekstur. Razlika je tudi v osvetlitvi prostora, ta je pri novih upodobitvah bolj kontrastna 





Slika 31: Končna upodobitev – pogled s strehe v atrij 
 
 





Slika 33: Končna upodobitev – tablinij 
 
Slika 34: Končna upodobitev – pogled prek mize v tabliniju na peristil 
Tudi pri novih končnih upodobitvah tablinija na slikah 32, 33 in 34 v primerjavi s staro na sliki 





Slika 35: Končna upodobitev starega 3D-modela – tablinij 
 





Slika 37: Končna upodobitev – peristil 
 
Slika 38: Končna upodobitev starega 3D-modela – peristil 
Kot lahko vidimo na slikah od 36 do 38, se tudi tukaj ponovijo razlike med novimi in starimi 
upodobitvami. Večjo razliko lahko opazimo v osvetlitvi, saj je uporaba svetlobnega vira sonca 
pri upodobitvah zunanjih prostorov dala boljše rezultate v realističnosti svetlobe, kerje ta 




Razlike se enako ponovijo tudi pri upodobitvah prostora triklinij, kot lahko vidimo na slikah 39 
in 40. 
 
Slika 39: Končna upodobitev – triklinij oziroma banketna dvorana 
 





Slika 41: Končna upodobitev – pogled na domus z vrha 
 
Slika 42: Končna upodobitev starega 3D-modela – pogled na domus z vrha 
Če primerjamo sliki 41 in 42, opazimo, da je razlika v podrobnostihstrehe ogromna. Te smo pri 
novem modelu izpustili, saj bi s tem preveč povečali število poligonov in obremenili procesor. 
Pri tem smo tudi upoštevali, da streha ni objekt, ki je v ospredju pri potopitvi, saj je namen 





Slika 43: Končna upodobitev – kulina oziroma kuhinja 
Na sliki 43 je končna upodobitev prostora kulina, ki smo ga pri prvotnem 3D-modelu domusa 
izpustili. 
5 ZAKLJUČKI 
Eksperimentalni del diplomskega dela je bil osredotočen na izdelavo samega 3D-modela 
domusa, pri katerem je bil cilj doseči čim boljši realizem. V magistrskem delu smo se prav tako 
posvetili izdelavi 3D-modela, vendar z namenom, da najdemo primeren delokrog, s katerim 
lahko izdelamo modele, ki bodo optimizirani za nadaljnjo nadgradnjo v pogonu za igre. 
Pred začetkom modeliranja smo poiskali stare datoteke in reference ter ugotovili, katere stvari 
lahko ponovno uporabimo in katere je treba izdelati na novo. Zaradi izgube podatkov pri menjavi 
računalniške strojne opreme je bilo treba ponovno izdelati celoten 3D-model domusa, ohranilo 
pa se je nekaj tekstur, ki smo jih lahko ponovno uporabili. Glavni cilj magistrskega dela je 
osredotočen na nadgradnjo 3D-modela v pogonu za igre Unreal Enginev virtualno resničnost, ki 
omogoča uporabniku sprehod skozi objekt in interakcijo z določenimi elementi. 
Prvi in glavni razlog za razliko končnih upodobitev je, da 3D-model domusa ni popolnoma enak 
po obliki, razporeditvi in razmerju velikosti prostorov. Tokrat smo bolj upoštevali razmerja v 
velikosti in dodali več elementov v prostore kot pri prvotnem modelu. 
Zaradi uporabe primernejše računalniške opreme se nam ni bilo treba obremenjevati s številom 
poligonov in posledično smo lahko posameznimpredmetomdomodelirali več podrobnostiin 




Razlika v končnih upodobitvah je tudi zaradi velikega napredka v razvoju računalniške strojne in 
programske opreme, saj nam ta danes dovoljuje bistveno boljše rezultate v zelo kratkem času. 
Bistveno je tudi, da je danes profesionalna računalniška oprema lažje dostopna in cenejša. 
Občutnoboljša kakovostv realizmu novih končnih upodobitev je tudi odrazveliko na novo 
pridobljenega znanja in poznavanja primernih delokrogov, ki jih uporabljajorazlična podjetja pri 
izdelavi podobnih projektov. Poznavanje pravih procesov dela nam prihrani velikočasa pri 
ugotavljanju, zakaj so nastale nekatere napake, in nato pri njihovem reševanju. 
Čeprav nismo našli veliko tekstur, ki smo jih uporabili na prvotnem 3D-modelu domusa, nam je 
uspelo zelo približati podobo novega s ponovno izdelavo. Realističnost materialov je 
občutnoboljša v posameznih podrobnostih, ker smo za teksture lahko uporabili bistveno boljše 
zapise slik in poleg tega še vedno imeli dovolj procesne moči za končne procese pečenja. 
Največji preskok je prav v nadgradnji 3D-modela v virtualno resničnost, saj ta končnemu 
uporabniku omogoča, da dejansko vstopi v prostor in si vzame poljubno časa za ogled stvari, ki 
ga zanimajo. Pri ogledu videa imamo omejen čas in vidimo lahko samo stvari, ki so 
predstavljene, pri potopu v virtualno resničnost domusa pa se uporabnik lahko sprehodi skozi 
prostor in si ogleda, kakšne so bile stenske poslikave ob odkritju ruševin in kako so te izgledale v 
času starih Rimljanov.  
Za večji občutek, da je uporabnik v prostoru, so bili dodani tudi elementi odpiranja vrat in 
prižiga svetlobe na oljenkah, ko uporabnik vstopi v prostor. 
Pri VR-projektih in razvoju videoiger običajno sodeluje več ljudi. To je skupina oblikovalcev in 
programerjev, katerih delovne nalogelahko ločimo na veliko različnih področij, oziroma imamo 
tudi posameznike, ki so strokovnjakile za določen del, na primer samo za izdelavo materialov, 
modeliranje predmetovin animiranje. Za doseganje kakovostnihciljev se je tukaj 
trebastalnopriučevati novih tehnologij in postopkov izdelave. 
Virtualna resničnost in nove tehnologije odpirajo nova področja in načine širjenja informacij, ki 
se nam danes zdijo še abstraktni, vendar spet ne tako oddaljeni. Pomembno je, da razumemo 
potencialno moč novih tehnologij, kot so VR, AR, MR in XR.Čeprav je nemogoče resnično 
vedeti, kaj prinaša prihodnost, ni dvoma, da prihajajo dramatične spremembe uporabe ter 
učinkovanja uporabe teh tehnologij[44]. 
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