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With the advent of big data applications and the increasing amount of data being produced in these 
applications, the importance of efficient methods for big data analysis has become highly evident. However, 
the success of any such method will be hindered should the data lacks the required quality. Big data quality 
assessment is therefore a major requirement for any organization or business that use big data analytics for 
its decision making. On the other hand, using contextual information is advantageous in many analysis tasks 
in various domains, e.g. user behavior analysis in the social networks. However, the big data quality 
assessment has benefited less from this potential. There is a vast variety of data sources in the big data 
domain that can be utilized to improve the quality evaluation of big data. Including contextual information 
provided by these sources into the big data quality assessment process is an emerging trend towards more 
advanced techniques aimed at enhancing the performance and accuracy of quality assessment. This paper 
presents a context classification framework for big data quality, categorizing the context features into four 
primary dimensions: 1) context category, 2) data source type that contextual features come from, 3) 
discovery and extraction method of context, and 4) the quality factors affected by the contextual data. The 
proposed model introduces new context features and dimensions that need to be taken into consideration in 
quality assessment of big data. The initial evaluation demonstrates that the model is more understandable, 
more comprehensive, richer, and more useful compared to existing models.  
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1 INTRODUCTION 
The increasing developments in the information and communication technology (ICT) domain 
during the last decade has given rise to the big data applications, mainly manifested in the 
enormous volume of data being produced or consumed in business applications [1]. The data 
volume generated by big data applications is projected to grow from 2.7 Zettabytes in 2012 to 35 
Zettabytes by the year 2020 [2], [3]. The large volume of data being quickly generated in these 
applications can set the stage for new issues, one of which is the lack of efficient and effective 
quality control techniques, leading to poor data quality [4]. This can affect the results obtained 
from analysis of the big data, leading organizations to make the wrong business decisions [5].  
In the absence of effective data quality management techniques, organizations need to spend 
more time budget to reconcile data, causing delay in the development of new applications, loss of 
credibility, and compliance problems, all resulting in excessive cost [6]. IBM has stated that 33% 
of corporate executives do not trust their processing results [7]. Also, Redman [8] also mentions 
that an annual cost of three trillion dollars is imposed on USA due to poor data quality. 
Consequently, big data quality management, which entails quality assessment, needs to be 
considered to reduce organizational costs and improve the quality the decisions made based on 
big data.  
Recently, numerous research publications have focused on the big data quality. Based on the 
results of our recently conducted systematic review on big data quality [9], we have found that 
most of the studies aim at monitoring and detection of poor data quality, while fewer investigate 
quality assessment or improvement. On the other hand, only few of these studies consider 
contextual information in the process of data quality assessment. In the context-based techniques, 
quality of data is determined not only through analysis of local application-specific information, 
 but also using information from a global context, which in turn enhances the performance of big 
data quality management, and solves issues like concept drift [10].  
Another study emphasizes the use of ontologies as rich sources of information for data 
cleaning and uses contextual information to improve the accuracy of data quality management 
[11]. Considering the existing works in this area, the important question is whether any other 
context features can improve the big data quality management process. Given the importance of 
managing big data quality with the help of contextual information, and the fact that no context 
model has been presented in this area, we are going to identify and classify contextual data that 
can be used for quality management of big data. To highlight the need for context awareness in 
data quality assessment, here, we will present a scenario in healthcare domain in which poor data 
quality can introduce strong threats resulting in catastrophic consequences, e.g. patient’s death. 
In a health monitoring system, various vital signs of a patient might need to be continuously 
read by the sensors and monitored via a body sensor network. The monitoring results are then 
sent to a remote system in a hospital or clinic. Data quality problems can arise in several steps 
during generation, communication, and consumption of this streaming sensory data. Considering 
the lifetime of the patient’s vital signs data, it is possible that the reason for low data quality is 
the sensor’s lack of required precision or its hardware limitations. Any such constraint in the 
components of the system, e.g. the sensors, can lead to poor quality of the output data. As a result, 
being context-aware implies that the system should take these constraints into consideration in 
the data quality assessment process. The required information on this matter may not be provided 
internally by the system, e.g. through detailed specification of the sensors in the system, making 
it necessary to obtain this information from specialized and reliable external data sources such as 
Vernier 1 . This emphasizes the need for considering both internal and external sources for 
contextual data. Getting further from the source of data generation, it is possible that external or 
environmental factors can bring about quality issues in the data. For instance, weather conditions 
may affect the precision of the sensors and result in low quality of data. Therefore, to assess the 
quality of the data produced by the sensor, due care needs to be given to information about the 
environmental context. Additionally, it is possible that some of the data quality problems are due 
to organizational constraints such as insufficient budget for resource allocation or under skilled 
staff responsible for data processing. Having precise information about the organizational 
constraints or immaturities can improve the big data quality management process. This 
information can be obtained from the corresponding organization or from other available 
reference organizations that publish status and competency reports about the organizations.  
Considering the points mentioned, it is evident that a great deal of information needs to be 
considered under the umbrella of contextual features to provide the required information for a 
big data quality management process and improve its performance. Our systematic review of the 
literature [9] demonstrates that different aspects of the contextual information has been 
overlooked in the field. This has motivated the current study with the purpose of providing a 
comprehensive context model for big data quality. 
The rest of the paper is organized as follows: Section 2 provides different definitions of context 
mentioned in the literature, and in addition, briefly discusses context-aware big data studies. The 
proposed context model is introduced in Section 3, and it is used in Section 4 to compare existing 
big data quality studies. Section 5 is dedicated to the evaluation of the proposed framework, and 
finally, Section 6 concludes the paper. 
 
 
                                                                
1 https://www.vernier.com/products/sensors/bps-bta/ 
 2 LIERATURE REVIEW 
In this section, we first review different definitions of context that is presented in the literature. 
Then, we will discuss the context-aware methods proposed in big data research. 
2.1 Context Definition 
Despite its common usage, “context” is used in different disciplines to mean different things. In 
Wikipedia, it is defined as “a frame that surrounds the event and provides resources for its 
appropriate interpretation”. On the other hand, in Merriam-Webster’s Collegiate Dictionary2, it is 
defined as “the interrelated conditions in which something exists or occurs”.  
Some researchers have provided their own definition of context, the first of which is in 1994 
by Schilit [12] who defines context as the location, identities of an object, and its changes. Later 
in [13] he improves his own definition by stating that “three important aspects of context are: where 
you are, who you are with, and what resources are nearby”. Although in this definition the 
information of the surrounding sources is taken into account, the definition of context is still 
mainly based on location. 
In 1999, Schmidt [14] reported that context is “knowledge about the user’s and IT device’s state, 
including surroundings, situation, and to a less extent, location”. In this study, context is very 
specific and only includes user and device information, while other important information can 
also be considered as context.  
In the same year, Abowd [15] presents a task relevant definition and holds the view that 
context is “any information that can be used to characterize the situation of an entity. An entity is a 
person, place, or object that is considered relevant to the interaction between a user and an application, 
including the user and applications themselves”. This definition is also presented for the computing 
application domain and cannot be considered the best definition for big data quality. 
Chen [16] argues that the above definitions are not suitable for mobile computing and he 
defines his own definition as “context is the set of environmental states and settings that either 
determines an application’s behavior or in which an application event occurs and is interesting to the 
user”. Also in 2000, Abowd [17] mentioned that although it is not possible to provide a complete 
definition of context, it is possible to obtain a good minimal set of necessary context features by 
responding to “five W’s”: who, what, where, when, and why. According to Krish [18] “context is 
a highly structured amalgam of information, physical and conceptual resources that go beyond the 
simple facts of who or what is where and when to include the state of digital resources, people concepts 
and mental state, task state, social relations, and the local work culture, to name a few ingredients”. 
This definition also applies to the field of mobile computing, moreover, it only focuses on 
temporal and spatial features and does not consider other dimensions of context. In 2012, Verbert 
[19] proposes context in recommender systems domain as “an aggregate of various categories 
that describe the setting in which a recommender is deployed, such as the location, current 
activity, and available time of the learner”. This definition, same as previous, is also described for 
a specific domain and does not cover other context dimensions. As a result, we claim that there 
is room for providing a better definition encompassing more aspects and features. 
2.2 Context Awareness in Big Data Research 
In this section, we will investigate context awareness in big data research and compare these 
studies in different domains as shown in Table 1.  
                                                                
2 https://www.merriam-webster.com/dictionary/context 
 Application 
Domain 
Ref Goal Model 
Proposed 
External 
Dataset 
Context 
Features 
Yea
r 
The Internet of 
Things 
[20] Fusion of multidomain 
context 
- - Location, Time, 
User Info, Weather, 
System Info 
2017 
[21] Reduction of unnecessary 
information 
- - Location, Time, 
Weather, System 
Info 
2009 
[22] representation of 
Contextual info.  in smart 
city domain 
Yes - Location, Time, 
User Info, Weather, 
System Info, 
Domain Info 
2018 
Mobile based 
Applications 
[23
] 
Performance maximization - - Location, Time, 
User Info, System 
Info 
2018 
[24
] 
Improved User targeting - - Location, Time 2017 
[25] Improved  understanding 
and management of users’ 
behavior 
- - Location, User Info, 
Domain Info. 
2014 
[26] Increased added value of 
semantic context-aware 
services 
- - Location, System 
Info. 
2013 
[27] Improved task assignment 
to the users 
- - Location, Time, 
User Info. 
2013 
Recommender 
Systems 
[28] Improved service 
recommendation to users 
- - Location, User Info, 
Domain Info. 
2014 
[29] Smarter service 
recommendation to users in 
smart city 
Yes - Location, Time, 
User Info, Weather, 
System Info, 
Domain Info. 
2017 
[30
] 
Improved Geolocation 
recommendation 
- Weather 
Underground 
API 
Location, Time, 
User Info. 
2016 
[31
] 
Better service 
Recommendation to users 
Yes - Location, Time, 
User Info, Domain 
Info. 
2016 
[32
] 
User recommendations 
based on social interactions 
- Yes * Location, User Info, 
Weather, Domain 
Info. 
2014 
[33
] 
Presenting a middleware to 
collect context information 
Yes Yes* Location, User Info. 2014 
[34
] 
facilitation of social 
networking 
- - Location, User Info 2013 
[35
] 
Providing a reusable 
location-based group 
management service 
- - Location, Time, 
User Info 
2011 
E-health [36
] 
Clinical knowledege sharing - Yes* Location, Time, 
User Info,  Domain 
Info 
2017 
[37
] 
facilitation of cooperation 
between several health care 
partners and patients 
Yes - User Info, Domain 
Specific Info, 
System Info. 
2016 
[38
] 
Clinical knowledege sharing Yes - Location, Time, 
User Info,  Domain 
Info. 
2015 
Transportation [39
] 
Route Optimization - - Time, Domain 
Specific Info. 
2013 
 
* Generally stated and no specific datasets are mentioned 
As shown in Table 1, there are five different domains in which context-awareness is considered 
in big data applications. These include internet of things, mobile computing, recommender 
systems, e-health, and transportation. Out of these 21 studies, only 6 papers have presented a 
specific context model for their domain and the rest have only used contextual features in their 
work. By examining the studies listed in Table 1, we found that only four papers have used 
external data sources for their purpose some of which have used spatiotemporal context features  
[30], [33] while [32] has only used social networks information as external data sources.  
Some features such as location, time, and user information are used as context features in all 
domains. On the other hand, some features, such as agent context in e-health and vehicle speed 
in transportation, are employed only in one domain, which are domain specific information.  
In the internet of things and mobile computing domains, in addition to mutual features, system 
context features such as device type and communication cost are more frequently used. Given the 
limitations such as limited energy and processing resources in these domain, using information 
about the system and its context can help the quality management process. On the other hand, in 
domains of recommender systems and transportations, in addition to common features, climatic 
variables such as weather, humidity, and pollution are more frequently used to offer higher 
quality recommendations. Organization context such as agent and group context have also been 
used in the e-health domain, where this information can improve interpretation of the data value. 
Based on the review of the context-aware works presented in Table 1, it can be concluded that 
not only are the models presented in the big data domain limited to using the information that is 
appropriate for describing the amount of data (such as environmental and system information), 
but also the studies which have used context features to enhance their performance. However, 
we believe that all the information related to the discovery and extraction method of contextual 
data as well as the data structure and any information that can facilitate big data quality 
management should be considered in addition to previous features. Therefore, there is a need for 
a context classification framework that considers all dimensions of context for big data quality. 
3 PROPOSED FRAMEWORK 
As described in Section 2.1, different definitions of context are used by researchers in different 
domains. It can be seen that the context definitions are either general or provided for a specific 
domain. None of the definitions outlined can satisfy our needs for getting comprehensive 
information that need to be considered in the big data quality management process. Therefore, 
before introducing out proposed context framework, we need a new definition of context that 
supports the new dimensions of information needed for big data quality. So, we provide the 
following definition for context: 
Context is any information that can be obtained either directly from the data processing 
environment such as historical data, or indirectly from other sources (such as ontology, web 
services, and social network) that provides a proper interpretation of the data value and facilitates 
the process of big data quality management 
. 
The idea behind this definition is that to collect contextual information regarding big data quality, 
four important research questions need to be answered.  
RQ 1. What kind of context is available? 
RQ2. From what sources is the context taken and what data structure does it have? 
RQ 3. How is context data collected and processed? 
RQ 4. Which quality factors are affected by the context data? 
 By answering these four questions, the context needed for the process of the big data quality 
management is achieved.  
During the last decade there have been some efforts to use contextual information for quality 
assessment of big data. These studies differ from each other in terms of the contextual variables, 
context data types, and external data sources they have used. In this section, we will present our 
proposed framework which classifies the state of the art in four main dimensions, including 
context category, context source, discovery and extraction method, and the quality factors 
affected by that context data.  
In order to develop our classification framework for big data quality, first the big data studies 
are reviewed and those using context information are selected. These studies are examined more 
precisely and the context models are extracted along with each of the constituent 
variables/features to be considered for presenting the final model. Additionally, context-aware 
studies in the reference paper [9] are also selected. The context features used in these studies have 
also been extracted to integrate with previous results and to provide the final context model for 
big data quality. 
In the following, we describe the presented context classification framework for big data 
quality, which is depicted in Figure 1. 
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 The purpose of the proposed model is to classify the relevant contexts for big data quality 
management process and as mentioned before, the proposed context classification framework can 
answer the four questions mentioned. 
3.1 Context Category 
Given the context category, the first question, RQ 1, can be answered. We distinguish four types 
of context categories: (a) inherent context, (b) system context, (c) spatiotemporal context, and (d) 
organizational context. These types of context are defined below. 
 Inherent Context includes any information about data value and the inherent 
characteristics of the data, such as data schema and constraints. Considering a number 
of sensors monitoring vital signs of a patient such as blood pressure, to assess the quality 
of the received data, information including the valid thresholds for minimum and 
maximum blood pressure can be retrieved from the data schema, or other sources.  
 System Context describes all information about data source and relevant infrastructure. 
This includes features and limitations of hardware or software such as power 
consumption, device type and memory capacity. Knowing these features and limitations 
of the system can help to assess data quality. For example, checking the value produced 
by a sensor is much easier with knowing the battery level of sensor, since if we consider 
the reliability level of a sensor in the assessment process, we can estimate its maximum 
accuracy to make it easier to evaluate the quality of the data produced.  
 Spatiotemporal Context addresses any temporal or spatial information that is related 
to the data value. There are attributes such as time and location that determine when 
and where data is generated. These can be used to get other useful information, including 
the weather conditions, nearby resources, temperature, humidity. These information can 
be extracted from external sources like ontologies, websites, social networks and 
services. Considering a set of sensors responsible for reading temperature of a forest. It 
is possible that some of these sensors produce values indicating a high temperature. 
Having access to additional data source, for instance a web service that provides weather 
condition in nearby locations, it can be better determined whether the data value is 
correct or some other factor (i.e. lightning) has caused a disruption to the sensor 
producing those values.  
 Organizational Context defines features, limitations, specifications, and any 
information that are provided directly from relevant organizations, or indirectly by other 
sources such as websites, ontologies, and social networks, which are responsible for big 
data quality management. Sometimes some organizational constraints lead to lower 
quality of data being produced. Suppose that a limited-budget organization plans to 
process its big data in the cloud environment and evaluate its quality. The low budget 
has led to the leasing of non-ideal computational platform, and also storage constraints 
have led to reduction in the data volume, and finally this has led to a decline in the data 
quality. Moreover, information about employee roles and skills can help to interpret the 
quality of data, since the low data quality may be due to the inappropriate behavior of a 
user who lacks the required proficiency with the tasks and has led to the production of 
poor data or it might be due to another organizational reason. 
3.2 Source of Context 
Among the information that has been overlooked in the related works is the source of context, 
which includes source type, contextual data types, and the level of openness. These features, 
which are described next, can be used to answer the second question (RQ 2).  
  Source Type: The source type can be examined from two perspectives. In the first  one, 
it is determined whether the source type is internal or external. Any information that 
can be obtained directly from the data source (such as data values and schemas) is 
considered under the umbrella of internal context, and any information obtained from 
other sources (such as ontology, websites, or social networks) that provides a proper 
interpretation of the context category (data value, data source and organization 
concerned) is called external context. From the second point of view, the source type can 
be domain specific or general. For example, in [39], variables such as speed and cost of 
energy are used which are domain specific (i.e. location-based services) but in many 
studies, context variables such as location or time are used which are general and can be 
used in different domains. 
 Contextual Data Types: As mentioned in [40], the data in the big data domain can 
structured, semi-structured, and unstructured. In structured data types, such as relational 
tables, data can be stored and retrieved in databases, and processed in fixed predefined 
formats. Unstructured data, such as text and multi-media, refers to the data that have no 
specific structure and this makes it much harder to process such data than structured 
data. Semi-structured data such as streaming data, contains both of the above definitions 
and although they do not have a specific and fixed schema, they contain vital tags that 
separate information.  
 Level of Openness: In order to use external context, one of the important factors to 
consider is the level of openness. There are several definitions of openness, among all, 
the most cited is [41], which defined open access as “access on equal terms for the 
international research community at the lowest possible cost, preferably at no more than the 
marginal cost of dissemination. Open access should aim at being easy, timely, user-friendly 
and preferably Internet-based”. Also in [42], level of openness is classified based on Tim 
Berners-Lee scheme. Tim Berners-Lee , introduced the concept of a “5-star deployment 
scheme” for the first time, and proposed a score in the scale of 1 to 5 for each published 
data[43]. If the data is published on the web, it will get one star. Further, it also receives 
two stars if the published data is in a machine-readable format (for instance not in a 
scanned image format). Moreover, if it is available in a non-proprietary format (i.e. csv), 
it gets three stars. To get the fourth star, in addition to the previous requirements, data 
needs to be published using the open standard formats provided by w3c, like RDF. 
Finally, if data meets all the above requirements and it is linked with any other open 
data, it will receive five stars. By knowing the level of openness, it can be ascertained 
whether the context was obtained from an external open data source or from a private 
organization. 
3.3 Discovery Method 
The contextual information needed for the big data quality management is not limited to context 
category or source of context and it includes information on the discovery and extraction method 
of contextual data, including goal, discovery process, degree of automation, and task. Using these 
features, it is possible to provide an answer for the third question (RQ 3). Next, these features are 
introduced.  
 Goal: Different methods have been introduced in the big data quality literature for 
different purposes, including profiling, assessing, monitoring, and improving the quality 
of data. Some methods [44] identify the data constraints by examining the data and 
obtaining the necessary information by data profiling, while others [45], seek to assess 
 the quality of data using a set of predefined metrics, such as accuracy and completeness. 
Additionally, in some works [46], data is monitored, for example using outlier detection 
methods, to identify and report the faulty data. Furthermore, some researchers [47] make 
a step forward and try to improve data quality after determining the low quality data.  
 Discovery Process: Another information that is important about the discovery and 
extraction method is the type of discovery process that has been employed. It can be 
online, offline, or hybrid. In an online process [48], data are continuously generated (e.g. 
data stream) and big data quality management is also conducted continuously without 
interruption. On the other hand, in offline methods [49], [50], data are stored in a 
repository and quality management is done statically on the stored data in a batch 
manner. In addition, in the hybrid [51], [52] methods, both types of online and offline 
techniques can be used. Actually, while the evaluation process is continuous, it also uses 
stored data to improve performance. 
 Degree of Automation: The degree of automation is also one of the information 
obtained from the discovery method, which can be either automated or semi-automated. 
Automated (unsupervised) methods [53] usually use existing or extended tools to 
perform big data quality analysis without any intermediary human intervention. In semi-
automated (supervised) methods [10], part of the work is performed or decided by the 
user or an expert. 
 Technique: There are several techniques that can be helpful for improving big data 
quality management, each of which has its own characteristics and limitations. Learning 
based [47], model based [54], rule based [55] and distance based [56] methods are among 
the techniques employed in the literature for the purpose of executing different tasks in 
big data quality management. For example, an important characteristic of the distance-
based methods is that they entail high computational cost, which makes them 
inappropriate for processing high volumes of data and hence, can lead to poor 
management of data quality. 
3.4 Quality Factors Affected 
The last question that needs to be answered is what quality factors are affected by a specific 
context feature (RQ 4). ISO [57] has pointed out fifteen data quality dimensions, however, some 
of these have not been applied in the big data studies. In [58], it is stated that some quality 
dimensions are widely used in the big data quality studies, including availability, usability, 
reliability, relevance, and presentation quality. All these quality dimensions and their elements 
are defined in [58] which are explained below: 
 Availability: Means the level of convenience of users to get relevant contextual 
information about data. Accessibility, authorization, and timeliness are three elements 
of availability factor. Accessibility is defined as the degree in which the users are able to 
obtain the required information easily. This element has a direct relationship with the 
level of openness. The more data available, the greater is the level of openness of data. 
Authorization means providing the users with the required privileges to use data and 
information, and timeliness is the time delay from data collection to operation. 
Timeliness is important for the processing of big data, since generally, time is very 
critical and data values can be changed quickly at any moment. 
 Usability: If data and related information meet the users’ needs, it is usable. User needs 
may be obtained from documentations or metadata of a system under study. Credibility, 
documentation, and metadata are elements of the usability dimension. Credibility is 
defined as the degree that the user believes the data is correct and in accordance with 
reality in a particular context of use. Documentations contain information such as 
 definitions, limitations and rules that can be used in the big data quality management 
process. The meaning of data varies with the variation of data sources, and there might 
be different interpretations of data with the same name, in which case there is no other 
way than to use metadata to understand the obtained information. 
 Reliability: Reliability deals with the question of whether data can be trusted. Accuracy, 
completeness, and consistency are some quality factors that determine reliability. The 
closeness of the given data value to the actual data is called accuracy. In some cases, it is 
easy to determine the accuracy of data, but in other cases, additional information is 
needed to describe the domain context. Completeness indicates whether there is a gap 
between what is expected to be collected and what is actually collected. For example, if 
a data repository does not include definition of a color attribute, the color of an object of 
interest cannot be stored in the repository and hence, any quality management task that 
requires analysis of this attribute fails. Consistency refers to the logical relationship of 
the data values associated with each other. For example, the value of a person's birth 
date attribute should not conflict with the value of his/her age attribute. 
 Relevance: Refers to the degree of relation between obtained information and users’ 
demands in a specific quality analysis task. Fitness is an element of relevance factor, 
which is defined as the degree of data generated that matches the users’ needs. 
 Presentation Quality: This determines how the data is described and how easily the 
users understand the information. Readability is an element of presentation quality that 
is described as the ability of data information to be correctly understood and explained 
by the users. 
Each of the above data quality factors are among the dimensions that can be affected by the 
incoming data information, which are necessary for big data quality management. By evaluating 
these quality factors in big data, the quality of the given data will be determined. 
4 COMPARING STATE OF THE ART IN THE PROPOSED FRAMEWORK 
In Section 3, we introduced a framework for classifying context for quality assessment of big data 
and described each dimension along with the sub-dimensions and potential values. Here, we are 
going to compare the state of the art using our proposed model as shown in Table 2. The rows of 
this table show the dimensions and sub-dimensions of our framework. As the table shows, some 
major rows indicating dimensions of the framework are divided into minor rows indicating sub-
dimensions (such as inherent, system, source type and goal).  
The columns in Table 2 indicate the works conducted in the area of big data quality which 
have used context features. These works have been carefully studied and inspected in our 
systematic review [9] to achieve a comprehensive context model.  
As indicated in Table 2, none of the studies has covered the inherent and system context 
features. On the other hand, only one paper used organizational features. Although 
spatiotemporal features have been used in all papers, there is no diversity of context feature 
selections and most studies are limited to using time and location for their purpose, while only 
two studies have used additional features like weather conditions to improve their performance. 
Furthermore, six studies have used the internal data source, while only in [54], weather context 
is taken into consideration by retrieving weather information from the meteorological public 
website. Another interesting observation from the analysis of the studies is that most studies 
(57%) use inaccessible datasets (got zero star) in order to evaluate their work, which reduces the 
level of openness of data and makes it difficult to reproduce their experiments and results. With 
the expansion of data sources and the development of some domains such as IoT, most of the 
 analysis is done on the streaming data type. This is evidenced from Table 2 that the data type of 
all papers is data stream, which emphasizes the importance of this type of data in the big data era. 
Most studies (57%) processed data for the purpose of improving data quality, while one paper 
focuses on quality evaluation and two other papers address monitoring quality of data. Out of 
these methods, in four papers the processing method is performed online and in a continuous 
mode. In addition, discovery process in two papers is hybrid and in one paper this is performed 
through offline process on stored data. Also, four papers presented automatic methods which do 
not require any user intervention, while in three studies, the user has a specific role in the big 
data quality management process. By inspecting the studies in Table 2, it  can be observed that a 
variety of techniques have been used to increase the performance of the quality management 
method, including sampling, learning based, model based and distance based.  
By examining the quality dimensions used in the studies, it is shown that only in one paper, 
which aims at evaluating quality of data, data quality dimensions have been examined and in 
other studies this has been neglected. 
Dimensions [10] [54] [59] [60] [61] [62] [63] 
Context 
Category 
Inherent - - - - - - - 
System - - - - - - - 
Spatiotemporal Time Location Location, 
Time, 
Weather 
Location, 
Time, 
Weather 
Location, 
Neighbors 
Location, 
Time 
Location, 
Coverage area 
Organizational Budget - - - - - - 
Source of 
Context 
Source Type Internal Int & Ext 
(Wind speed) 
Internal Internal Internal Internal Internal 
Data Type Stream Stream Stream Stream Stream Stream Stream 
Level of 
Openness 
0 3 stars 0 0 2 stars 3 stars 0 
Discovery  
Method 
Goal Assessment Improvement Monitoring Monitoring Improvement Improvemen
t 
Improvement 
Discovery 
Process 
Offline Online Hybrid Hybrid Online Online Online 
Degree of 
Automation 
Semi-
Automate 
Semi-
Automate 
Automated Automated Automated Automated Semi-
Automate 
Technique Sampling Model based Learning 
based 
Learning 
based 
Distance 
based 
Learning 
based 
Distance 
based 
Quality Dimensions  Availability, 
Reliability 
N/A N/A N/A N/A N/A N/A 
5 EVALUATION 
In this section, the evaluation of the proposed context model is explained. There exist different 
strategies in the literature for the purpose of evaluating a conceptual model. In section 5.1, we 
first describe these evaluation strategies, and then in section 5.2, the evaluation of the proposed 
model is explained.  
5.1 Evaluation Strategies 
Conceptual models have been evaluated in different studies in various ways. In [64] evaluating 
strategies of conceptual models are reviewed, which broadly speaking, can be divided into two 
categories: empirical and non-empirical.  
In empirical techniques, the evaluation is performed through conducting a survey, laboratory 
experiment, or case study. Surveys are a good way to evaluate information modeling methods, 
 which gather all information of methods, including opinions, beliefs, impressions on models, 
advantages, disadvantages, and any related context that can be used to compare methods. In 
laboratory experiment method, the models are evaluated based on determining the independent 
variables such as accuracy and cost (in terms of modeling time). Paper [65] has used laboratory 
experiment to study the effect of modeling construct.  Moreover in case study method, which is 
commonly used in data sciences [29], [36], researchers investigate an individual or group with its 
real-life context. For this reason, the richness of this method is higher than the previous two 
methods.  
On the other hand, in non-empirical techniques, feature comparison, meta modeling, metrics-
based, paradigmatic analysis, contingency identification, ontological evaluation, and approaches 
based on cognitive psychology have been employed. The main idea behind the feature comparison 
technique is to use different methods to model a same domain, and see how the different models 
tackle the same problem.  
The researchers of [66] have evaluated different programming methods with this technique. 
Using meta models is another way of comparing methods, and the idea of this technique is to 
identify similar parts in different models and try to evaluate models by structurally investigating 
analogies between them. For instance, [67] compare various software design methods with this 
technique.  
Some researchers have analyzed the assumptions behind system development and introduced 
another method of evaluation, called paradigmatic analysis. Here, the researchers express their 
views on a problem and compare it with those of the other approaches. This method has been 
used in [68] for analyzing information systems techniques.  
In contingency identification method, researchers [69] that compare different information 
system techniques, evaluate the methods based on the degree of risk they have. In these methods, 
after identifying the problems of the methods, a less risky model is selected.  
Also in ontological evaluation technique, different model constructs are mapped to ontological 
constructs in order to evaluate the quality of the models by identifying construct overload, 
construct redundancy, construct excess, and construct deficit. Ontological evaluation method is 
used in [70] for systems analysis and design methods, and in [71] for information systems.  
Approaches based on cognitive psychology are another evaluation technique. Since modeling 
methods collect knowledge of a domain, it is necessary to examine the cognitive aspect of 
modeling. So, in some studies [72], [73], which are in information modeling era, the impact of 
cognitive psychology on statements that may be derived from the use of modeling methods, is 
examined.  
Finally in this technique, the models are compared based on a set of predefined metrics (e.g. 
[74] in object oriented methods and [75] in systems development methods). The metrics can 
provide a valuable aid in evaluating the model, as well as in different domains and applications, 
different metrics are used, and the purpose of selecting these metrics is to evaluate the complexity 
and appropriateness of the model. 
5.2 Evaluation of Proposed Model 
Among the methods mentioned in the previous section, the metrics approach and feature 
comparison are chosen to evaluate the proposed context classification framework and compare it 
with other models.  
5.2.1 Evaluation based on Feature Comparison. As mentioned in Section 5.1, one of the evaluation 
strategies is feature comparison, which is used to evaluate proposed model with other context 
 aware models. Table 3, compares all presented context models in the big data domain, with the 
proposed context framework.  
Ref Year Type of the 
Model 
Evaluation 
Method 
Context Dimensions Domain 
Context 
Category 
Source 
of 
Context 
Discovery 
Method 
Quality 
Dimension
s Affected 
[33] 201
4 
Multi-
dimensional 
Case Study  - - - Recommende
r Systems 
[38] 201
5 
Hierarchica
l 
Discussion  - - - E-health 
[31] 201
6 
Multi-
dimensional 
Discussion  - - - Recommende
r Systems 
[37] 201
6 
Layered -  - - - E-health 
[29] 201
7 
Multi-
dimensional 
Case Study  - - - Recommende
r Systems 
[22] 201
8 
Tabular -  - - - The Internet 
of Things 
Proposed 
Framewor
k 
2019 Hierarchica
l 
Theoreticall
y 
    Big Data 
Quality 
 
Among the papers that have presented a model, studies [29], [31], [33] proposed a 
multidimensional model, [37] uses a layered model, [38] uses a hierarchical, and [22] uses a 
tabular model. Also in the proposed framework, due to the readability of hierarchical models, this 
type of model is used. On the other hand, out of these six studies, only four papers have evaluated 
their proposed model. In [29], [33], [36] case study method have been used and in [31], [38] 
authors evaluate their model based on discussion of its characteristics, without any experimental 
evaluation. Of all the evaluation methods outlined in Section 5.1, the proposed context framework 
is evaluated by metrics approach and feature comparison methods, which are theoretical 
approaches. In terms of the number of context dimensions covered, all models cover only the 
context category dimension, while the proposed method considers all contextual information, 
including context category, source of context, discovery and extraction method, and quality 
dimensions affected by. As can be seen from Table 3, only the domain of the proposed framework 
is big data quality and other models are presented in other big data domains, such as the Internet 
of things, e-health, and recommender systems.  
Therefore, by comparing the proposed framework with other models presented in the big data 
domain, it can be concluded that the proposed method, although more readable because of the 
hierarchical model type, it covers more contextual dimensions than the other models.  
 
5.2.2 Evaluation based on Metrics Approach. In this part, our context classification framework is 
evaluated based on metrics approach. Therefore, understandability, comprehensiveness, 
usefulness, and richness are used as selected metrics to compare the proposed model with other 
methods. 
 Understandability 
To evaluate the model, one of the metrics is understandability. It refers to the degree in which the 
user understands the content of the model correctly and simply. Different studies have examined 
the impact of understandability on different classification models [76], [77]. As shown in Table 3, 
 only one model [38],  has a hierarchical structure while the others  are either layered or 
multidimensional. To increase understandability, our proposed model has been presented in 
hierarchical structure. 
 Comprehensiveness 
Another metric for evaluating the proposed context model is comprehensiveness, in which the 
models are compared based on their content to determine which model has a higher coverage 
over the set of concepts in its domain. Thus, different models are compared based on their 
structural similarities. By studying the previous models, we tried to cover all aspects of contextual 
information. As presented in Table 3, all models have only considered context category, and other 
aspects of context data such as data source, discovery method, and quality dimensions have not 
been taken into account. Therefore, from the content point of view, the proposed model is more 
comprehensive than the other models. 
 Usefulness 
Another criterion that can be used to evaluate the proposed model is usefulness. According to 
Abowd’s definition, a good minimal set of necessary context information is achieved by 
responding to “five W’s”: what, who, where, when, and why [17]. Here, we define each of these 
five W’s and explain how our proposed model can address all.  
 What is defined as “the interaction in current systems either assumes what the user is doing 
or leaves the question open” for his domain (i.e. ubiquitous computing) [17]. In the domain 
of big data quality, "what" refers to the information about the generated data value. So 
the questions that arise from “what” are: 1) What data value is generated? and 2) What 
data/source types does it have? The proposed model is able to answer to these question 
by considering the inherent dimension of context categorization and data type of 
source of context. Many of the related models have answered the first question with 
regard to the data value, but for the second question they have not considered any 
context dimension.  
 Who is defined as “current systems focus their interaction on the identity of one 
particular user, rarely incorporating identity information about other people in the 
environment.” [17]. In the context of big data quality, “who” defines as the data source 
itself as well as any information about the data source. Questions such as 1) What are 
the features and limitations of the data source? 2) Is the context coming from an 
open/external source? 3) What is the level of openness? Previous models can only 
answer the first question by obtaining system context, while the proposed model is able 
to answer all three questions with considering both system dimension of context 
categorization and source type of source of context.  
 Where and When: The meaning of “where” and “when” suggests that it is needed to 
consider the time and location associated with the data, which has a similar definition to 
[17]. All previous models have considered time and location features as context, For 
example, weather conditions are one of the essential contexts which is considered in 
models [22], [29]. On the other hand, in these two papers weather variables are available 
with internal (sensor-based) sources, while in the proposed model, it is possible to obtain 
information from external sources such as ontology, websites and social networks with 
considering spatiotemporal dimension in context category and internal/external 
source type in source of context. 
 Why: “Why the person is doing something?” in the big data quality domain, the last 
question that needs to be answered is why should we manage big data quality? 
According to Abowd, "why" is the most challenging question that needs to be answered. 
Previous models have not answered this question and the proposed model is able to 
answer the question by considering the organizational dimension. Based on [9], 
 organizations have concluded that big data processing has a significant impact on their 
business. On the other hand, poor data quality has led them to make the wrong decisions. 
As a result, organizations have sought to assess the quality of data to improve their 
business. So, this question can be answered based on organizational needs, and proposed 
model can answer the question “why” by considering the organizational information 
in context category.  
 Richness 
The last metric for evaluating the proposed context model is its richness, which is determined by 
comparing the context features used in this model and other existing models. The more context 
features used in the model, the richer the model is expected to be. As already discussed, different 
model features are shown in Tables 1 and 2. Compared to other models, the proposed model has 
unique contextual features including organizations’ context (e.g. budget), discovery and 
extraction method context (e.g. goal and discovery process) and any information which can be 
obtained from external resources such as ontologies, websites, and social networks that have not 
been used in previous models. As noted earlier, organizational constraints, one of which is the 
role of individuals in the organization, may be the reason for the poor quality. Suppose in an 
organization, a person is processing and analyzing data and, for a variety of reasons, such as 
fatigue, inexperience, or unfamiliarity with his or her task, can produce low quality data. Knowing 
the various factors that lead to the production of poor data can be exploited, and this type of 
context is not considered in other models. So, by comparing the features of the proposed model 
with other models, it can be concluded that the proposed model is richer and is able to support 
more analysis tasks that require different types of contextual data. Based on the metrics approach, 
it can be claimed that the proposed context model is more understandable, more comprehensive, 
more useful and richer than other related models. 
6 CONCLUSION 
Several context-aware studies have been presented in the field of big data quality, most of which 
use spatiotemporal information to enhance the performance of their work, while more 
information can be used for this purpose in big data applications. This paper presents a context 
classification framework for big data quality that classify the context features into four primary 
dimensions, including context category, source of context, discovery and extraction methods, and 
quality factors affected by. Through this classification, it is possible to identify many context 
features that influence the big data quality management process. The proposed model is evaluated 
using the metrics-based approach and also through feature comparison, which are among the 
conceptual model evaluation methods. The results demonstrate that the proposed model is more 
understandable, richer, more comprehensive and more useful than other proposed models in the 
big data domain.  
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