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Chapter 1
Introduction
1.1 Background and Problem
Sound visualization has gained wider interested in the recent years due to its ability to en-
hance the understanding of the behaviors of sound. It can encourage to solve many problems
in acoustics, especially in sound control and design in acoustics space. Over decades, vari-
ous sound visualization methods have been developed. As it is convenient to use a computer
for predicting the behaviors of sound field, simulation is the most widespread technique for
this propose. For example, Yokota et al. used the finite difference time domain (FDTD)
method for investigating propagation of transient sound in concert hall [94]. Deines et al.
compared the visualization of the sound field simulation obtained by two different tech-
niques: the phonon tracing method and finite element method (FEM)-based approach to
investigate the visualization in overlapped frequency range [23]. Bilbao et al. applied a
three-dimensional finite volume time domain (FVTD) simulation to fit the room boundary
conditions [6]. The geometrical simulation methods such as the ray-tracing and image-
source method are well-known for investigating the sound propagation in high frequencies
and for calculating the room impulse response [30, 48]. Although they are effective, the
errors between the numerical model and the real world conditions cannot be eliminated per-
fectly. Therefore, visualizing sound by the real experiment is the another alternative for
investigating sound field behaviors.
In the experimental method, microphones are normally used to acquire the sound pres-
sure over observational region for visualizing sound field [33, 92]. Generally, a single mi-
crophone is used to measure sound pressure at a single point. However, in order to visualize
sound field, the numerous points of sound pressure are required. Therefore, a large number
of microphones is needed to acquire the sound information. Otherwise, a single microphone
can be used for visualizing the sound but it need to be carried by a machine to measure the
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sound pressure at each point in the region. These instruments can harm the behaviors of
the sound that are being observed; for example, when sound wave hits the instruments, it
could be deflected by them. A microphone diaphragm is also significant factor that can
contaminate this observation because while the airflow is hitting to the diaphragm under
measurement, the information obtained from a microphone contains both mechanical noise
caused by airflow and acoustics pressure.
The optical method is the powerful tool for visualizing sound since it uses light waves
to examine the acoustical quantities without such contamination. In this observation, the
sound information can be characterized by investigating the interaction between light and
sound. Since the light does not influence acoustical behaviors and the optical instruments are
arranged outside the observational region, the sound information will be undisturbed under
investigation. Laser Doppler Vibrometer (LDV) is widely used for this goal [96, 27, 54].
By this method, sound field can be visualized by measuring its information (integral of
sound pressure) over the laser path. However, the sound pressure cannot reconstruct directly
by using this method. The disadvantage of LDV can be overcome by using Tomography
Loudspeaker 
sound
Rigid refractor
(a)
Loudspeaker 
Light
Source
Knife-edge
Lens 2
Camera
Lens 1 
(b)
Fig. 1.1 Schematic presentation of sound field visualization by optical methods. (a) Sound
field visualization by scanning LDV, (b) sound field visualization by two-lens Schlieren
system. [18]
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because it applied the Randon transform to express as direct measurement [61, 71, 62].
Optophone [77, 78] (one of optical microphone), uses the light to detect the diffraction effect
between laser beam and sound wave. Therefore, it can avoid the contamination caused
by diaphragm. These methods are based on scan-base imaging. They need to scan over
the observational region for obtaining the number of measurements. Figure 1.1 (a) shows
schematics presentation of scanning LDV method which is the one of optical scan-based
imaging. By scanning, the repeated measurements of the same sound is needed. Therefore,
only the reproducible sound field (the sound produced by an electrical transducer) can be
visualized by these methods.
Schlieren imaging is one of optical technique using the optical system coupled with the
photography to visualize the density variation in transparent media. Originally, Schlieren
system was developed for visualizing the fluid flow [69, 40, 12]. In acoustical phenom-
ena, shock waves from electronic sparking was first visualized by August Toepler [43]. At
present, Schlieren methods are widely applied in the high-pressure ultrasound application
[66, 15, 57]. By this technique, a camera is used to capture the density variation of air
caused by the sound. Figure 1.1 (b) shows a schematic presentation of visualizing sound
field by the Schlieren system. The outstanding of this system is that it can use a single
shot to capture the sound field without scanning. Therefore, not only reproducible sound
field but also non-reproducible sound field can be visualized by this method. Nowadays,
a high-speed camera is applied to capture motion of sound propagation. This makes us to
understand the acoustical behavior more clearly.
The important factor that can effect the performance of visualization is configuration.
The standard setup of Schlieren systems are classified into two types: lens type system
and mirror type system. The lens type system normally features two convex lenses, a light
source and a knife-edge as shown in Fig. 1.1 (b). The advantage of this configuration is
that it is simplicity. Since all of the equipments are positioned in the same axis, it is easy to
align. Principally, the parallel light rays in the observational area causes much qualitative
observation. However, since the largest lens is about 20 cm diameter, the lens type system
cannot be designed for the large observational area.
Mirror type Schlieren system is another alternative. A parabolic and spherical mirror are
normally used for this system. Since the biggest diameter of mirrors is much larger than 20
cm, mirror type system can provide a larger observational area. However, the folded setup
makes it more complicate to align than lens system. One of qualitative large mirror system
is Penn State’s 1-Meter coincident Schlieren system as shown in Fig. 3.12. It features large
1-meter spherical mirrors, light source, knife-edge and three lenses.
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Fig. 1.2 Schematics presentation of Penn State’s 1-Meter Coincident Schlieren System.
Although the high sensitivity system is used, it is a very difficult task to visualize the
audible sound field. This is because the density variation of air caused by audible sound field
is very tiny. There are only few researchers who focus on the visualization of audible sound
field. In 2010, Hargather et al. used Penn State’s 1-Meter coincident Schlieren system as
shown in Fig. 3.12 for visualizing the pure tone sound fields at very large pressure in a high
frequency [31]. However, the sound fields which have a low frequency at a low pressure
could not be visualized by this method. Even a computer can be used to amplify that small
quantities, since video noises are originally much larger than the sound signal, the audible
sound field is still difficult to visualize.
Fig. 1.3 Example of raw Schlieren images of 10 kHz, 15 kHz pure tone , and chirp sound
field detected
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1.2 Research objective
This dissertation includes two objectives: (1) enhancing visibility of audible sound field, (2)
comparative visualization for single mirror and two-lens system.
1.2.1 Enhancing visibility of audible sound field
The advantage over the LDV scanning makes Sclieren system better for visualizing the
sound field. However, this method was not applicable for the audible sound. Figure 1.3
shows the example of audible sound field images observed by Schlieren system. In this
dissertation, the main problems that restricts the visibility of the audible sound field recorded
by the Schlieren system (raw Schlieren videos) are overcome by using the spatio-temporal
filtering techniques. They include two approaches: (1) spatio-temporal filters and (2) spatio-
temporal filter bank. In order to evaluate the performance of the proposed methods, Green’s
function was applied to simulated the sound field videos for calculating signal-to-noise ratio
(SNR). For simplicity, the two-lens Schlieren system was used to observe the audible sound
field.
1.2.2 Comparative visualization for single mirror and two-lens system
In first objective, the signal processing methods have proposed to enhance visibility of raw
Schlieren videos. Nevertheless, only signal processing technique is not sufficient to acquire
qualitative visualization if the quality of recorded Schlieren video is low. Therefore, con-
figuration is also important for obtaining high performance visualization. Selecting proper
configuration is very useful because it can well support the goal of applications. For exam-
ple, visualizing sound in acoustics space requires a large Schlieren recording system. As
we mention in previous section, even two-lens Schlieren system can provide a high perfor-
mance recording but its observational area is limited in a small region. Mirror system is
another alternative since it can provide a larger observational area.
In order to provide the configuration which is suitable for sound field visualization in
the larger area for future work. Visualization of sound field by using a single mirror and
a two-lens Schlieren system is investigated. To support understanding of visualization,
Green’s function was applied to simulated the sound field videos by using same condition
of Schlieren video recorded by the single mirror and the two-lens Schlieren system. The
feature of sound field of each simulation is investigated. In this case, the spatio-temporal
filter bank is applied on both sound field videos to investigate their performance.
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1.3 Overview of the approach
This dissertation introduces two spatio-temporal filtering techniques: (1) spatio-temporal
filters and (2) spatio-temporal filter bank to address the two objectives described in the
previous section. The overview of each approach is described as follows:
1.3.1 Spatio-temporal filters
Spatio-temporal filters were applied to address the first objective: enhancing visibility of the
raw Schlieren videos.
Idea of the proposed method
The four spatio-temporal filtering techniques consisting of the Gaussian filter, the Wiener
filter, the FIR bandpass filter and the 3D Gabor filter were applied for removing the video
noise and extracting the sound field information [17].
Procedure
Firstly, since the large zero frequency components in Schlieren video make the sound field
difficult to visualize, the DC components of Schlieren video were eliminated. Then, the
single spatial filter including of Gaussian and Wiener filter was used for removing noise in
spatial direction. Otherwise, 3D Gabor filter was applied for removing noise and extracting
the sound field information in both time and spatial domain.
Evaluation
In order to evaluate the performance of the spatio-temporal filtering methods, the Green’s
function was used to simulate sound field videos for calculating SNR. In this case, the 10
kHz simulated sound field was used for testing their effectiveness. Then, the different levels
of the Gaussian noise were add to the Schlieren video to make it resemble the real Schlieren
video after removing DC component. Next, the filtering techniques were applied on the
sound video with noise. Finally, SNR was calculated.
Experiment
The two-lens Schlieren system which features 10 cm convex lens, LSH 100 (mercury 100
W) light source, and a knife-edge was used for recording sound field video. The 10 kHz and
15 kHz pure tone sound fields at the sound pressure level (SPL) around 100 dB, measured
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at 10 cm from a loudspeaker, were provided for testing the proposed method. A NAC
MEMRECAM HX-3 high-speed camera with 96,000 frames per second was used to record
256×256 pixel Schlieren video. A YAMAHA MSP-7 STUDIO loudspeaker was provided
for producing the sound.
Result
The visibility of audible sound field was greatly enhanced by the proposed methods. Spatio-
temporal filtering by bandpass and Gaussian filter is the most effective technique. However,
these methods are applicable only by assuming that the sound field consists of a single
frequency component.
1.3.2 Spatio-temporal filter bank
In order to overcome the limitation of the previous method, spatio-temporal filter bank was
proposed. In this case, spectrum of the spatio-temporal filter bank was designed to resem-
ble the spatio-temporal spectrum of the audible sound. It aims to remove the unwanted
noise outside the spectrum and extract the sound information presented inside. This method
was applied to address the first and the second objective: enhancing visibility of the raw
Schlieren videos and investigating visualization between sound field observed by the single
mirror and the two-lens Schlieren system.
Idea of the proposed method
As the Schlieren videos were recorded in two-dimensional space, the characteristic of the
spatio-temporal spectrum (two-dimensional space and tine dimension) of the sound field
was examined by taking the Fourier transform of two-dimensional wave equation. By this
model, it can prove that the two-dimensional spectrum of sound field is concentrate on the
ring and the radius of ring will be larger if the temporal frequency is higher. Therefore, it is
evident that the spatio-temporal spectrum of sound is a cone. For more description, it will
be described in Chapter 5.
The idea of this technique is to design the spatio-temporal spectrum of the filter to resem-
ble the spatio-temporal spectrum of the audible sound which is a cone. The proposed filter
including the analysis-synthesis filter bank pair and the isotropic spatial bandpass filter was
applied for this propose. Firstly, the analysis filter bank divided the temporal frequency of
sound into multiple bands equally. Then, the isotropic spatial filters was designed by setting
their radius corresponding with the upper cut-off frequency of each band of the analysis fil-
ter bank. By this, the characteristic of spatio-temporal spectrum of the proposed filter is the
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arrays of cylinders. the radius of their bases corresponds to the upper cut-off frequency of
each band. Clearly, the spatio-temporal spectrum of the proposed filter will be more similar
to the cone if we split the temporal frequency components into more bands.
This method is an extension of the previous filters that applied a single narrow bandpass
filter coupled with a single spatial filter for extracting sound field information. The charac-
teristic of the spatio-temporal spectrum of the previous filter is not cover all the spectrum of
the sound field and that make it can only be applied to a pure tone sound field.
Procedure of the proposed method
The procedure of the proposed method is divided into four principal processes: (1) removing
DC component, (2) analysis filter banks, (3) sub-band processing, (4) synthesis filter bank.
• Firstly, since the large zero frequency components in Schlieren video make the
sound field difficult to visualize as shown in Fig. 1.3, the DC components of Schlieren video
were eliminated.
• Secondly, the temporal frequencies of Schlieren video signals after removing DC
component were divided into multiple bands by analysis filter bank. Then, the bands contain-
ing the sound field frequency which is higher than 20 kHz (inaudible sound) were removed.
• Thirdly, the unwanted spatial frequencies of each band were removed by using
the spatial bandpass filters.
• Finally, the synthesis filter bank was used to interpolate and compose the filtered
signals.
Evaluation
In this technique, the evaluation was used to address 2 objectives: (1) to evaluate the perfor-
mance of the proposed method and (2) to compare the results of visualization observed by
a single mirror and a two-lens system
The Green’s function was used to simulate a sound field video. In this case, for the two-
lens system, 5 kHz, 10 kHz, and 15 kHz pure tone sound field, the sound field consisting of
the frequencies 5 kHz, 10 kHz and 15 kHz and the chirp sound field of two-lens Schlieren
system are simulated. For the single mirror system, 10 kHz, 15 kHz pure tone sound field,
the sound field consisting of the frequencies 10kHz and 15 kHz and the chirp sound field
are simulated. The procedure of the evaluation can be expressed as:
• Firstly, the Schlieren videos were generated by using same condition of Schlieren
video recorded by the single mirror and the two-lens Schlieren system.
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• The characteristic of the sound field videos of the single mirror and the two-lens
Schlieren system were compared.
• Gaussian noise was added to simulated sound field video to make it resemble the
real Schlieren video after removing DC component.
• Then, the proposed method was applied on the simulated sound field video with
noise.
• Since the proposed method was applied to remove noise outside the sound spec-
trum, SNR was calculated to confirm its performance.
• The results after filtering of both single mirror and two-lens simulation were
investigated.
Experiment
In this dissertation, the three experiments: the two-lens Schlieren system for pure tone sound
field, the two-lens Schlieren system for the chirp sound field, and the single mirror Schlieren
system for pure tone sound field were provided. Each experimental setup is described as
follows:
(1) A two-lens Schlieren system
Pure tone sound recording: the two-lens Schlieren system which features 10 cm con-
vex lens, LSH 100 (mercury 100 W) light source, and a knife-edge was used for recording
sound field video. The 10 kHz and 15 kHz pure tone sound fields at the sound pressure level
(SPL) around 100 dB, measured at 10 cm from a loudspeaker, were provided for testing the
proposed method. A NAC MEMRECAM HX-3 high-speed camera with 96,000 frames per
second was used to record 256×256 pixel Schlieren video. A YAMAHA MSP-7 STUDIO
loudspeaker was provided for producing the sound.
Chirp sound recording: the two-lens Schlieren system which features 15 cm convex
lens, 75 W Xenon lamp (light source), and a knife-edge was used for recording sound field
video. The chirp sound field from 4 kHz to 12 kHz at the sound pressure level (SPL) around
112 dB, measured at 16 cm from a loudspeaker were provided for testing the proposed
method. A NAC MEMRECAM HX-3 high-speed camera with 48,000 frames per second
was used to record 384×384 pixel Schlieren video. A GENELIC 8020B loudspeaker was
provided for emitting the sound.
(2) A single mirror Schlieren system
Pure tone sound recording: the single mirror Schlieren system which features 10 cm
parabolic mirror, LSH 100 (mercury 100 W) light source, a focused lens, and half mirror
was used for recording sound field video. 10 kHz and 15 kHz pure tone sound field and the
sound field consists of 10 kHz and 15 kHz at the sound pressure level (SPL) of 94 dB were
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used for testing the proposed method. A NACMEMRECAMHX-3 high-speed camera with
96,000 frames per second was used to record 256×256 pixel Schlieren video. A YAMAHA
MSP-7 STUDIO loudspeaker was provided for producing the sound.
Result
The results show that the visibility of the sound fields is enhanced by using the proposed
method. The performance of the proposed method is validated for both the simulated and
real data. The visualization of the two-lens Schlieren system is better than a small mirror
system.
1.4 Thesis organization
This dissertation is organized into eight Chapters. In the first Chapter, the background and
problem, research objective, the overview of approach and the thesis organization are pro-
vided as the introduction of the study.
In Chapter 2, various sound field visualization techniques are reviewed. Firstly, the basic
concepts and applications of the simulation methods focusing on the room acoustics are dis-
cussed. The concept of well-known wave based methods such as FEM, Boundary Element
Method (BEM) and the well-known geometrical method such as ray-tracing method and
image-source method are described. Secondly, the real experimental visualization methods
are reviewed. This section focused on visualizing sound field by microphones and opti-
cal systems. In optical methods, the visualization methods are classified into two groups;
visualization sound field by scanning method and by camera.
In Chapter 3, it deals with the visualization based on the Schlieren imaging. The first sec-
tion describes the historical background of the Schlieren imaging. Then, the basic concept
of Schlieren method including the concept of the light propagating in inhomogeneous me-
dia, geometrical theory, the relationship between sound and Schlieren system are expressed.
The third section covers Lens ans Mirror system based on Toepler’s method. Large field
Schlieren system: Penn State’s 1-Meter Coincident Schlieren are reviewed in final Section.
In Chapter 4, it covers the basic introduction of filter and filter bank. First, the concept of
the digital filter consisting of basic and design of FIR filter, and spatial filter are expressed.
Then, the principal concept of the multirate operation consisting of decimation and interopo-
lation, the perfect reconstruction of the two-channel filter bank and tree structure of filter
bank are described.
In Chapter 5, the physical model of the spatio-temporal spectrum of sound field is in-
vestigated. Firstly, the acoustic wave equation is described. Secondly, the characteristic of
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the spatio-temporal spectrum of sound field is derived by taking the Fourier transform to it.
Finally, the spatio-temporal spectrum of sound concentrated in the specific region which is
a cone is proved.
In Chapter 6, the ideas of spatio-temporal filtering techniques for visualizing sound and
the evaluation of their performance are discussed. Firstly, the idea of the filter design and
the procedure of the spatio-temporal filters and the filter bank are presented. The effective-
ness of each method is evaluated by using the Green’s function to simulate the sound field
video for calculating the SNR. In this case, the two and three-dimensional sound field videos
for the two-lens and the single mirror Schlieren system are simulated for investigating the
performance of proposed method. The condition of the simulation are described. Then, the
performance between the both methods is investigated. The weak and outstanding points
of each spatio-temporal filtering technique are discussed. The comparison of the visualiza-
tion between the two-lens and the single mirror Schlieren system are also discussed in this
Chapter.
In Chapter 7, experimental setup, experimental condition and the results of the visualiza-
tion of Schlieren sound field video after being filtered by the spatio-temporal filter bank are
described. The experimental setup and results based on the two-lens and the single mirror
systems are described in the first and second Section, respectively. The comparison of their
results is discussed in the final Section.
In Chapter 8, the problem of previous work, the concepts and goal of the proposed
method, achievements of our study, the future work and its application are summarized.

Chapter 2
Sound field visualization
Visualization in term of scientific is the technique of representing some physical phenomena
into visual information to allow the understanding of their behaviors or properties. In acous-
tics, visualization yield benefit in a various field of acoustics. For example, visualization of
sound pressure and intensity distribution can support the understanding of the mechanism
absorption of material. In addition, investigating the radiation of sound energy around the
secondary sound source can help us to control the noise at the specific point of loudspeaker.
Since Sir Isaac Newton proposed the concept of the sound correlated with colors at the early
18th century [60], there are several sound visualization methods have been introduced. In
this Chapter, various methods of the sound field visualization are reviewed. They are di-
vided into two groups; simulation and experiment method. In Section 2.1, The overview
of the concepts and applications of simulation methods including the wave based modeling
technique and the geometrical method are described. In Section 2.2, real-experimental meth-
ods and their applications focusing on visualizing sound field by microphones and optical
systems which are classified into two groups; visualization sound field by scanning method
and by camera are expressed.
2.1 Simulation method
As it is convenient to use computer for investigating behaviors of sound, visualizing sound
field by simulation method is one of useful alternative. Nowadays, several simulation meth-
ods have been proposed. Mostly, they have been divided into two groups; wave-based mod-
eling technique and geometrical acoustics method. In this Section, difference simulation
methods for sound field visualization and their application are reviewed.
14 Sound field visualization
2.1.1 Wave-based modeling techniques
The wave-based modeling technique belongs to deterministic prediction. It is generally
used to solve the steady-state dynamics problem. Particularly, it can be used to predict
vibrational and the behaviors of acoustics. By this method, the dynamics field variables
can be approximated by the numerical approximation of the wave equation. To make the
solution of the wave equation can be approximated easily, this method basically subdivides
the domain of problem or space into a large number of small sub-domains or elements. The
field variables inside the elements are approximated by the simple polynomials. In order
to avoid the interpolation and the pollution errors [10, 79], the size of these elements need
to be much smaller than the size of wavelength for every particular frequency. However,
as wavelength and frequency of wave are inversely proportional to each other, this method
suitable for investigating the behaviors of sound field at low frequencies and in small space
due to heavy computational requirement. Since wave based modeling technique can be
applied to both bounded and unbounded domain, it can solve the acoustical problem as well
of both interior and exterior acoustics. In addition, it can help us to predict the absorption
of material that is useful for noise control applications [22]. The well known wave-based
modeling techniques which are widely used for sound visualization include FEM, BEM,
and FDTD.
Finite element method (FEM)
FEM was first proposed around the middle of 20th century to solve the structural analysis
problem in aeronuatical and civil engineering [36]. After 1970, it has been developed for
solving variety problems in engineering such as fluid mechanics, heat transfer, diffusion
vibration, etc. In acoustics, FEM can be used to overcome the acoustical problem by sub-
dividing the domain problem into a large number of small sub-domains. The Schematics
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Fig. 2.1 Schematic representation of the concept of Finite Element method
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presentation of concept of discretized domain by FEM is shown in Fig 2.1. The advantage
of subdivision the domain into small and simple elements is that it can accurately represent
the complex geometry and can capture the local effect. Moreover, it is easier to present the
total solution. After subdividing process, the field variables inside elements are assigned by
values at boundaries as nodes. Each sub-element is represented by a set of element equa-
tions which are often partial differential equations (PDE). Then, the values of these elements
are derived by solving the matrix equation. In order to acquire the final calculation, the ele-
ments equation is recombined into the global system. In this method, the elements interact
with each other only if they are the adjacent. Since FEM is effective for solving the bounded
problem, it is the generally applied for investigating the behavior of sound field in interior
acoustics [37, 23].
Boundary element method (BEM)
BEM [3] is the method for approximating the numerical solution of the boundary integral
equations. Basically, the integral of BEM can be obtained by applying the Green’s function
[41]. It can be used to solve the problem in several engineering fields including acoustics, es-
pecially in linear homogenous media. The concept of this method is to approximate solution
of value problems and parametrize it by the set of parameters at the boundaries. This bound-
ary integral equation can be derived by the concept of FEM that subdivides the boundary of
space into the number of elements. The schematic presentation of the discretized domain by
BEM is shown in Fig 2.2. Dual-reciprocity method [63] is one of important techniques that
can support the BEM to discretise the domain only at the boundary by remaining the impor-
tant information of the volume inside the boundaries. Since the BEM can be used to over-
come the acoustical problems by dividing only the elements of boundary, this method takes
advantage on FEM due to reduction of the computational resource requirement. However, if
the problem of boundary element is complicate, efficiency of BEM will be worse than FEM.
Since the BEM have an option to impose the outgoing field at infinity, this method can be
applied for solving the acoustics problem of both interior and exterior acoustics [91].
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Finite different time domain (FDTD)
FDTD is the another alternative for solving the wave propagation problem in acoustics space
[8, 94]. It is based on finite difference approximation in wave equation [39]. In room acous-
tics, impulse response is the most significant quantity. By this method, this quantities is
predicted in time domain. This makes the FDTD take advantage on FEM and BEM which
need to use many calculations in frequency domain to acquire the impulse response. This
method is typically used for solving the electromagnetic problems. In acoustics, the algo-
rithm of sound propagation can be obtained by discretizing pressure and components of
velocity in both time and space derivatives. Basically, staggered grid system is applied for
this. Figure 2.3 shows the staggered grid system with sound pressure and particle velocity
components. In this case, the sound pressure and the particle velocity in the field can be
directly calculated in spatial and time discretization step [8]. Finally, the acoustical phe-
nomena can be visualized by applying animation.
2.1.2 Geometrical acoustics methods
In term of simulation method, geometrical acoustics methods are the most widely applied
for investigating behaviors of sound field. The concept of these methods correspond to geo-
metrical optics, or ray optics. The main task of these methods is to investigate the trajectory
of sound rays propagating in the media. In the simplest case, the sound is considered as it
propagates through homogenous media. Thus, their trajectories are straight lines. To make
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these trajectories become more complex, the parameters of the medium need to be set as
the function of the spatial coordinates. By this, reflection, refraction of sound can be deter-
mined. These methods are very effective for visualizing the sound at a high frequency range
in a complex and large space. The well-known geometrical acoustics methods which widely
applied for investigating behaviors of sound include ray-tracing method and image-source
method. The different geometrical acoustics methods are described in this Subsection.
Ray-tracing method
Ray-tracing method is the technique that normally applied for investigating sound direction
in closed space. By this method, the ray from the sound source is predicted. Then, the re-
flection and path of them are considered. It is also useful for computing impulse response of
acoustic space. In this method, the impulse response can be calculated by investigating the
path of sound rays traveling from the sound source to receivers [44, 2, 30]. The schematic
presentation of concept of ray-tracing method is represented in Fig. 2.4. The behaviors of
the ray relates to determining of various factors such as the speed of sound, air absorption,
and surface absorption. In this method, the sound power emitted by the sound source is
expressed by the large number of rays. These sound rays are considered as the carries of
the energy. Their energy will decrease when the sound rays travel through the space and are
reflected by the surface boundary according to the absorption of air and surface. Snell’s law
is used to calculate the new direction of the sound rays when they collision with the surface
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boundaries. The data of the energy calculation is stored. Finally, impulse response at every
receivers is calculated. This method yields benefit for acoustics room design [45, 93].
Image-source method
Image-source method is widely used for calculating impulse response of the space [48, 68].
The principal concept of this method is to calculate specular reflection paths by investigating
the virtual sources created by mirroring the real sound source at each reflecting surface.
Schematic representation of the image-source method is shown in Fig. 2.5. In this case, 5
polygon space is used for investigate the path of sound rays. The reflecting surfaces include
a,b,c,d, and e, respectively. Firstly, the virtual sources created by mirroring the real sound
source at each reflecting surface. Then, the reflected rays from real sound source (ra,rc,rac)
are replaced with the directed ray from virtual sound source (Sa, Sc, Sac). Finally, to find out
the real exist sound ray, the visibility test must be achieved. For example, every sound rays
are checked that they don’t be blocked by any surface or obstacle. Figure 2.5 shows that the
virtual source Sa and Sac are visible for receiver. Virtual source Sc is blocked by obstacle
which cannot contribute the impulse response. The outstanding of the image-source method
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is that it guarantees all reflection path will be discovered. Therefore, the ideal impulse
response can be computed by this. However, the method will become very complicate and
it will use a lot of time to compute, if the space is a curve or is not a box shape.
Other methods
Excluding ray-tracing and image-source method, several geometrical acoustics methods
have been proposed. For example, beam tracing method has been proposed for solving
non-inherent of wavelength or frequency which is occurred in ray-tracing and image-source
method. By this method, the problem is solved by tracing beams of polygonal [28], trian-
gular [49] or rectangular [47] through the space. In ray-tracing and image-source method,
the position of receiver is dependent. Therefore, their impulse response need to be recal-
culated when the position of receiver is changed. Radiosity method [58, 42] is the method
that can be applied for independent receiver. Phonon tracing has been proposed for visual-
izing sound propagation in closed space by using the basis of phonon mapping [24]. It use
the color-code for coloring spectral energy of sound due to different condition of reflection
[5, 23].
In this Section, the various simulation methods for sound visualization has been re-
viewed. However, even these simulation methods are effective, the problem of errors be-
tween the real world conditions, model error, cannot be eliminated completely. There-
fore, visualizing sound field by real experiments is an important alternative for investigating
sound field behaviors.
2.2 Experimental methods
Visualizing sound field by experimental methods can avoid model error problem occurring
in the simulation method. They are important alternative for investigating sound field behav-
iors. Nowadays, several experimental methods for observing behaviors of sound have been
proposed. In this Section, it will focus on visualizing sound field by microphones and op-
tical systems. In optical methods, the visualization methods are classified into two groups;
visualization sound field by scanning method and by camera. Their primary concepts and
applications are reviewed.
2.2.1 Microphones
Microphone transducers have been employed for acoustical measurement and visualization
for many decades. The main task of them is to produce the electrical signal from air pres-
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sure variation caused by sound wave. Therefore, in air, the sound pressure can be normally
measured by a microphone. In term of acoustical visualization, microphones are the most
widespread tool for this propose. In order to visualize sound field, sound pressure at numer-
ous points over the observational region need to be observed. Originally, these information
are measured point by point by a single microphone. Therefore, they need to be repeatedly
measured at each point over the field to achieve the visualization. Scanning with a single mi-
crophone is the one of alternatives. However, time is needed to scan each point for acquiring
the spatial information of the sound. To overcome this problem, the first microphone array
was invented for far-field measurement in 1970s [7]. In 1980s, the method for near-field
measurement was introduced [90]. By using this, the sound pressure can be measured at
different points in the same time.
Over last two decades, many sound visualization methods by microphones have been
proposed. For example, in 1988, The real-time visualization by two-dimensional micro-
phone array was introduced by Hirakana et al. [33]. In this method, the interpolated sound
images were drawn from sparse simple points. In our laboratory, Yamasaki et al. used the
four points microphone to grasp spatial information of sound field from impulse response
measured by four points microphone. The virtual image source and directivity patterns are
visualized by correlation technique. Miguel et al. designed the two-dimensional micro-
phone array to implement the near field acoustics holography (NAH) for visualization and
localization sound source.
Although the microphone is a powerful tool for visualizing sound field, in order to vi-
sualize the sound field, scanning microphone or numerous microphone are needed. These
instruments need to be placed inside the observation region. Therefore, they can contam-
inate the acoustical behaviors that are being investigated in the region; for instance, the
sound wave will reflect when it hits these instruments. Moreover, the presence of a micro-
phone diaphragm can also affect this observation. When airflow hits to the diaphragm while
the sound is being measured, the information obtained from a microphone includes both
acoustics pressure and mechanical noise caused by the flow.
2.2.2 Optical methods
Optics is the study of the behaviors of light wave interacting with other phenomena. It
has been first applied in acoustics around early of 20th century when the French scientist
whose name Brillouin predicted the diffraction of light by a sound wave [11]. In term
of visualization, it can be used for investigating the change in refractive index of medium
caused by the sound. The most outstanding feature of this method is non-intrusive. Because
the light does not affect behaviors of sound while traveling through the acoustics field , this
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method allows the sound information to be undisturbed under investigation. In this Section,
the basic concept of different optical methods for sound visualization are reviewed. The
visualization methods are classified into two groups; visualization sound field by scanning
method and by a camera.
Visualization of sound field by scanning method
Laser Dopler vibrometer (LDV)
LDV is the one of optical instrument which is widely used for visualizing sound field. Orig-
inally, It was used for measuring the velocity of the vibrating object by computing the phase
difference between the reference and measuring beam [64, 16]. Although LDV is pioneered
for measuring the velocity of the mechanical vibration of the object, this tool is applicable
for visualizing physical phenomena such as acoustics wave. If the sound propagates through
the space between LDV and vibrating object as shown in Fig. 2.6, the LDV can detect both
vibrating velocity of object and sound information as the light changes the velocity while it
is traveling through the acoustics field. Therefore, the both measured velocity of vibrating
object and the velocity caused by the sound field are obtained in this measurement. However,
in case of measuring the vibrating object, the velocity caused by the sound can be neglected
since it is much smaller than the velocity of the mechanical vibration. In contrast, the visual-
ization of sound field can be achieved by avoiding mechanical vibration of reflecting object.
Since the LDV is not capable for measuring the vibration of the thick and hard object, replac-
ing the rigid wall as the reflecting object is the easiest alternative to achieve this propose. In
order to visualize sound field, the measuring of the integrated pressure along the laser path
is required to reconstruct the sound field. Nowadays, LDV achieves for visualizing sound
of both in air and under water. However, by this method, the number of measurements over
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the observation area is required for visualization. The single laser ray is not sufficient for
getting the sound information over the observational area, thus scanning process is required.
Scanning LDV (SLDV) is the effective tool since it can be used to scan over the observation
area to obtained the number of measurements. At present, many method of LDV scanning
for visualizaing sound field are proposed [96, 27, 97, 54].
Tomography
The LDV dose not provide a direct measurement of sound pressure at the single point, but
it measure the line integral of the sound pressure along the laser path. Therefore, the sound
pressure cannot reconstruct directly. Basically, a model or derived equation is used for
reconstructing such integrated pressure. The effectiveness of the reconstruction is based on
the theories of the model that may not match all condition of the measurement or sound field
detail. This disadvantage can be overcome by using tomography.
Tomography is the technique which is used for imaging the object or medium by de-
tecting it with any kind of radiation wave that can propagate through it. This method is
generally based on the mathematical approach which is called tomographic reconstruction.
It is normally applied in X-ray system to visualize particular area of patients body. This
method can also be used to visualizing the region of the transparent media.
In acoustics, the sound field can be visualized from its projection which is obtained by
the tomographic measurement method. The projection of the sound field is generated from
the set of line integral, which represents as the laser beam traveling through the sound field in
straight line, at different angle θ . Radon transform [65] is generally used for representing the
projection obtained by the tomographic measurement. By this, the acoustical measurements
provided by LDV can be described in the principal term of Randon transform. Since the
light velocity caused by the sound field is described as the function of of Random transform,
the output of LDV can be expressed as the direct measurement of it [4]. Then, the original
sound field can be reconstructed from projection data by using the inverse Radon transform
coupled with the filtering process which is mostly based on filter back projection [9]. The
Schematics presentation of the principal concept of the tomographic scheme is show in
Fig. 2.7.
The single line scan is not sufficient for containing the sound information for reconstruct-
ing the sound field over the observational region. Therefore, the reconstruction requires to
scan the sound field over the region of interested from a different angle θ . Generally, the
tomographic scanning scheme is classified in to two types: parallel line and fan-shape scan-
ning scheme as shown in Fig. 2.7 (b) and (c) respectively. The simplest way for scanning
the area of interested is to used parallel scanning. It starts scanning with the set of parallel
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line with of desired angle of projection θ . Then, the process is repeated for several angle of
projection (0◦ ≤ θ ≤ 180◦). It no need to continue scanning till 360◦ due to the symmetry
of scanning pattern. In a fan-shape scanning, it can be used to scan over the region without
changing the position of LDV. However, this scheme need to be repeated scanning from 0◦
to 360◦.
Many Sound visualization based on the tomography have been proposed. This method
is well-known for visualizing ultrasound [34, 9]. There are a very few researchers have
proposed it to visualize the sound in audible frequency range [61, 71, 62]. In our laboratory,
Oikawa et al. use the concept of computerized tomography (CT) based on the laser beam
projection to reconstruct the sound field [61, 62]. In [61], the fan-shape scanning of LDV
has been applied for conducting the measurements. Another applies the parallel line scan-
ning is for reconstructing the three-dimensional sound field by using the two-dimensional
projection plan obtained by Radon transform [62]. Both of them has presented the impulse
response base on CT reconstruction.
Optical microphone
As we mention in Section 2.2.1, microphone can be used to visualize the sound field by
observing the numerous points of sound pressure over the observational region. The sound
waves can be detected from the vibration of microphone diaphragm which is hit by them.
Then, the electronic signals are converted in proportion to the degree of vibration. Although
sensitivity of conventional microphone is high, this device can contaminate the behaviors
of sound over the diaphragm area by itself. On the other hands, the light allows the accu-
racy measurement without such contamination. Therefore, the optical microphone without
diaphragm is better alternative for this propose.
The optical microphones without diaphragm for sound visualization have been proposed.
One of well-know technique is Optical Wave microphone (OWM) or optophone [77, 78].
This method is based on Fraunhofer diffraction theory [25]. This theory can be applied
to detect the diffraction effect between laser beam and sound wave and to measure the
sound in very wide frequency range [77]. The principal idea of this method is based on
Fourier transform and optical phase modulation. By this, the reflected light caused by sound
waves is passed through an optical Fourier-transform system and focused on the detection
plan. The penetrating laser light, functioning as local oscillating power, is used to detect
the reflected light at the plane. Then, the reflected light pattern is calculated. The reflected
light pattern at the detection plane will appear in the different position when the direction
of sound is changed. Therefore, the sound receiving directivity can be control by this. In
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addition, this kind of optical microphone can be applied with CT for visualizing the sound
field [72, 59].
Visualization of sound field by a camera
Visualizing sound field by scanning methods uses the laser or light scan over the region of
interest to acquire a large number of measurements. Repeated scanning process make their
application limited for reproducible sound field which is produced by electronic transducer
such as a loudspeaker. On the other hand, as the camera can use the single short to capture
the density of transparent media, this device can be used to visualize both reproducible and
non-reproducible sound field. In this subsection, various methods of sound visualization by
a camera are reviewed.
TV Holography
TV holography or electronic speckle pattern interferometry (ESPI) is the technique of using
the laser light coupled with video detection to visualize the displacement of object surface.
This displacement can be applied to extract various kind of information such as mechanical
properties, resonant frequency, and amplitude and phase distribution, etc. This method were
developed from speckle interferometry, that can be used to realize the behaviors of object
based on generating the interference between reference beam and speckle pattern [14, 32].
The diagram of the basic principal of TV Holography and Schematic presentation of its
light path are shown in Fig. 2.8 and Fig. 2.9, respectively. Firstly, the laser beam is split
into two paths. object beam illuminates the object surface, which is imaged onto a video
camera. After that, this beam scatters off the object, and then reach the image plan at a
different position. Reference beam travels directly to video camera. Then, both of them
are combined at the image plan. These two beams are coherent and interfere resulting in
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interferogram image whose contrast corresponds to the vibration of object. In this case,
the bright area of interferogram illustrates the area where the measured quantity is changed.
In contrast, the dark area identifies the unchanged measurement. Next, the video camera
converts the density distribution of image into electronic signals. Frame grabber is used to
store the frames as TV images and to do the simple calculation such as addition, subtraction,
multiplication ,and division. By subtracting two images at given time, interferogram is
synthesized. Finally, it is accommodated to TV system.
TV Holography was first proposed in 1970s. In 1980s, it has been developed with the
digital technology [20], therefore this method is also called Digital speckle pattern interfer-
ometry (DSPI). Generally, TV Holography is applied for the static and dynamic structure
measurement. In acoustics, it can be used for visualizing the sound wave propagation. For
example, Lo/kberg has been applied the TV Holography coupled with dynamic phase mod-
ulation to visualize the behaviors of sound field [50, 51]. Runnemalm has used the TV
Holography to visualize the standing wave in box [70]. Although this method is based on
using the video camera to visualize the behaviors of an object, a single-shot visualization
can not been achieved by this. That is because this method is based on phase-shifting inter-
ferometry which requires the multiple measurements to achieve the visualization.
Shadowgraph
Shadowgraph are the techniques of using optical method coupled with photography to visu-
alize the density of transparent media. Its basic principal is based on the change of direction
of light rays traveling trough the media. The directions of the light rays are changed due
to the change of density in transparent media caused by an object. It originally developed
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Fig. 2.11 the examples of Shadowgraph images of the shock waves (a) Shadowgram of
shock waves from a supersonic bullet fired from a rifle [73], (b) shadowgraph of a supersonic
bullet flying backwards[73]
for flow visualization [55, 73]. In principal, this method just requires the light source and
recording plan which is used to project the shadow of density variation. The principal setup
of the Shadowgraph without optical instrument is shown in Fig. 2.10. By this, light rays
emitted from light source travels through the object causes the deflection. The deflected
light rays reach the recording plan leads to brightness on the screen. At the same time the
position where the un-deflected light rays arrive the plane is darker. Therefore, the feature of
the variation of density is shadowed. In this technique, the visibility of the object depends
on the second derivative of the refractive index of the transparent media. Therefore, it is
incident the Shadowgraph is not suitable for the measurement of the flow properties. This
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Fig. 2.12 The examples of Schlieren images of the shock waves. (a) Shock waves produced
supersonic air flow over a cone model [73], (b) a candle flame and a bullet [73].
method is basically used for visualizing shock waves. Figure 2.11 shows the examples of
Shadowgraph image of the shock waves.
Schlieren method
The concept of Schlierern method is similar to Shadowgraph. However, the main difference
of these two methods is that the Schlieren applies the knife-edge to achieve a higher sensitiv-
ity of visualization. By using the knife-edge, the contrast of Schlieren image is in proportion
to the variation of the density of the media caused by the disturbance field. Therefore, the
presented image is not a shadow but it is more realistic as we can see reeding of the image
when the density of transparent media is higher than around as shown in Fig. 2.12. Basically,
it feature the optical apparatus, light source, knife edge, and camera. As the camera can use
the single short to capture the density of transparent media, this method can be applied to
visualize both reproducible and non-reproducible sound field. In our studies, the Schlieren
system coupled with the spatio-temporal filter bank is applied to enhance visibility of the
audible sound field. More description about Schlieren method will be explain in the next
Chapter.
Chapter 3
Schlieren imaging
As mentioned in the previous Chapter, visualization of sound field by using Schlieren tech-
nique is the better alternative comparing with scanning method. Since it uses single shot to
capture density variation of air caused by the sound, producible and non-producible sound
field can be visualized by using it. In this Chapter, to make readers understand the concept
of sound visualization by Schlieren system more clearly, the overview of the Schlieren imag-
ing is described. It includes four Sections. In Section 3.1, the historical background of the
Schlieren imaging is described. In Section 3.2, the principal concepts of Schlieren system
including the concept of the light propagating in inhomogeneous media, geometrical theory,
and the relationship between sound and Schlieren system are expressed. In Section 3.3, Len
and Mirror Schlieren techniques are described. In Section 3.4, large field Schlieren system
such as Penn State’s 1-Meter Coincident Schlieren are reviewed.
3.1 Historical background
The well-known English natural philosopher Robert Hook (1635–1703) is the first scientist
who did the optics research [67]. He published the significant book Micrographia [35], de-
scribing the light refraction caused by the density variation in the transparent media. This
was the beginning of establishing the new discipline of scientific study: optics of inhomoge-
neous media. In 1665, Hook invented the first Schlieren system consisting of one concave
lens and two candles [35]. The schematics presentation of the first Schlieren system is
shown in Fig. 3.1. In this case, the eye was used to investigate the thermal air disturbance
caused by the candle plume. By this system, The first candle was used as the light source.
The light from the source traveled to the lens. Then, it was focused on the iris, which was
regarded as a filter. The second candle, placed near the lens, deflected some lights. Then,
the deflected lights fall outside the pupil. This caused the change in light intensity seen by
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Fig. 3.1 Schematic presentation of first Schlieren system consisting of two candles, one lens
and human eye.
the eye. His discovery was not named as the “Schlieren” at that time. Hook called it “the
wave of concave speculum”.
In middle of 19th century, famous French scientist Leon Foucault (1819–1868) made the
great achievement in inhomogeneous optics by introducing the first cut-off (knife-edge) for
Schlieren imaging. His Schlieren system included one light source, one parabolic mirror
and a knife-edge. In his experiment, the knife-edge was simply made from a telescope
mirror. It was positioned at a focal point of the parabolic mirror. The light from light source
was split into two paths. They were reflected due to parabolic mirror and reached the human
eye.
Around 1864s, the high sensitivity Schlieren system was invented by German scientist
August Toepler (1836-1912) [43]. He investigated the Foucault’s Schlieren set up and de-
veloped it. It includes knife-edge, light source and telescope. Figure 3.2 shows the Topler’s
Schlieren apparatus. This invention was an important achievement since it can much en-
hance the contrast of an image comparing with the Hook’s set up at that time. He named it
Fig. 3.2 Topler’s Schlieren apparatus ncluding knife-edge, light source and telescope [73].
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Fig. 3.3 Ernst Mach and his supersonic bullet observation. (a) Ernost Mach [73], (b) Shock
wave on a supersonic bullet [73], (c) the first Schlieren photography of jet flow by Mach and
Salcher [73].
in German streak ’Schliere’. Toepler used his apparatus to investigate behaviors of various
phenomena, especially flows and shock wave. Numerous of his studies were published in
worldwide. By using this observation, Toepler discovered that the change in air even at
low temperature can visualize due to the change in refractive index. In acoustics, Toepler
is the first scientist who could visualize shock wave in electric sparking. At that time, he
understood that the electric spark could be generated the sharp acoustics disturbance. Even
we know later that it may a shock wave, not a sound, but his studies have motivated many
scientist to develop the research in flows and shock waves visualization even in acoustics.
This makes Toepler has been regarded as the father of schlieren systems.
German scientist Ernst March (1838-1916) re-experimented the electronic sparking which
had been done by Toepler. He modified Toepler’s Schlieren system by replacing telescope
to photographic plate resulting in obtaining of spark-illuminate Shlieren photo. By this, he
discovered that the sparking was not a sound wave but it is supersonic. Mach and his col-
leagueWentzel discovered the parameter governed from the behavior of shock waves (Mach
number) in 1885s. This parameter has played a significant role in a high-speed flight, gas
dynamics calculation, etc.,nowadays. He was also interested in visualizing the motion of
bullet flight in air and measuring its supersonic speed. Figure 3.3 (b) shows shock wave on
a supersonic bullet observed by Mach’s Schlieren system. Particularly, the first Schlieren
supersonic jet flow was observed and photographed by the Schlieren system provided by
Mach and his colleague Peter Salcher (1848-1928) [52]. The jet flow investigation by Mach
and Salcher led to study of jet and rocket propulsion and military weapon after that.
In 20th Century, Schlieren imaging became the well-known technique in worldwide.
At that time, Germany was the leader in this field. In this Century, numerous researches
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of aerodynamic Schlieren was conducted. Especially, between the second world war, it
played a significant role in developing of ballistics. German scientist Hubert Schardin (1902-
1965) was a worldwide leader for this. He and his Professor Carl Cranze (1858-1945) first
invented a high-speed photography: Cranz-Schardin camera [19]. It could image the object
at more than a million frames per second. This camera became a significant tool for German
ballistics. Schardin is memorized as the expert in high-speed and ballistics Schlieren.
After defeating of Germany in second world war, the center of the Schlieren research
was shifted from Germany to U.S and U.K. Since that time, many researches of Schlieren
has been conducted. For example, Holder [95] developed the design of aircraft wing by
applying the Schlieren technique to investigate the complex flows around it. R.J Jack North
(1921-1998) first introduced various type of Schlieren filter including grade filter, multicolor
filter for enhancing effectiveness of knife-edge cutoff. North’s grade filter was applied to de-
sign the aircraft wing allowing the supersonic aircraft flying faster than ever [87]. Schlieren
also has been developed for visualizing a large field [89]. Back ground Orientation Schlieren
(BOS) and rainbow Schlieren have been proposed to enhance sensitivity of Schlieren image.
Nowadays, Shlieren imaging is not only used for investigating the flow in aeronautical
engineering, it also be applied in various field including acoustics. It have been widely used
to investigate the ultrasound behaviors [66, 15, 57]. However, the behavior investigation in
audible acoustics is applicable [31, 17].
3.2 Principle theory of Schlieren method
In this section, the basic principle of Schlieren system is discussed. It includes three sub-
sections. In Section 3.2.1, the deflected light when it propagates through the homogenous
media is described by using the geometrical theory. In Section 3.2.2, The illumination of
a Schlieren image influenced by a knife-edge is expressed. In Section 3.2.3, relationship
between sound and a Schlieren image is derived.
3.2.1 Geometrical theory of deflected light
The fundamental concept of Schlieren imaging is based on the light rays traveling through
the transparent media. Without any disturbance, the light rays will travel in straight lines.
On the other hand, if they travel through some disturbance, their direction will be changed
according to the snell’s law:
n1 sinε1 = n2 sinε2, (3.1)
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Fig. 3.5 Schematic presentation of light rays deflected by the gradient of refractive index.
where n1 and n2 are the refractive index of the respective medium and ε1 and ε2 are the
angle measured from normal line as shown in Fig 3.4.
For air, the linear relationship between the refractive index n and air density ρ can be
represented as
n−1= Gρ , (3.2)
where G = 0.23 cm3 is the Gladestone-Dale constant.
The deflection of the light rays caused by the variation of the refractive index can be
proved by the principal of geometric optic as shown in Fig. 3.5. For simplicity, we assume
the light ray travels in z–direction and there are no gradients in direction x and z. In addition,
the vertical refractive-index gradient is assumed as a negative value (∂n/∂y< 0). At initial
state, the light rays propagate in straight line. Their wave front normal to the optical center
line z till passing through the region z1. When the light rays cross the region z1 to z2, they
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deflect through differential angle ∆ε . The variation of reflective index causes the change in
light speed:
n=
c0
c
, (3.3)
where c is speed of light in air and c0 = 3.8×108 is the speed of light in vacuum. According
to Fig. 3.5, the differential distance ∆z is expressed as
∆z= c∆t. (3.4)
By substituting Eq. (3.4) into Eq. (3.3), the differential distance ∆z is
∆z= c0
n∆t
. (3.5)
Thus,
∆z1 =
c0
n1∆t
, ∆z2 =
c0
n2∆t
. (3.6)
By using concept of trigonometry, the differential angle ∆ε can be represented as
≈ tan(∆ε) = ∆ε = c0/n2− c0/n1
∆y
∆t. (3.7)
Substituting Eq. (3.7) into Eq. (3.5), the differential angle ∆ε is
∆ε = n
n1n2
n2−n1
∆y
∆z. (3.8)
Since ∆y→ 0, ∆z→ 0 and n/n1n2 can be simplify as 1/n, we acquire
dε
dz
=
1
n
dn
dy
. (3.9)
As the deflection angle ε is very small, it is approximately equivalent to the slope of de-
flected ray dy/dz. Thus,
∂ 2y
∂ z2 =
1
n
∂n
∂y . (3.10)
Equation 3.10 can be also represented in term of ∂n/∂x as
∂ 2x
∂ z2 =
1
n
∂n
∂x . (3.11)
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Fig. 3.6 Schematic presentation of two-lens Schlieren system with the point light source.
According to curvature of deflected ray, Schlieren image can be represented by integrating
the curvature of light ray in particular direction. Thus, the angular ray deflection in the
direction x and y are
εx =
∫ 1
n
∂n
∂xdz, εy =
∫ 1
n
∂n
∂ydz. (3.12)
Therefore, the deflection angles measured in the observational area of length L in the x–y
plane can be expressed as
εx =
L
n
∂n
∂x , εy =
L
n
∂n
∂y . (3.13)
By substituting Eq. (3.2) into Eq. (3.13), the relationship between the deflection angles and
the density gradients of air ∂ρ/∂x, ∂ρ/∂y in x–y plan are
εx =
GL
n
∂ρ
∂x , εy =
GL
n
∂ρ
∂y . (3.14)
3.2.2 Illumination of Schlieren image
A knife-edge has played a very important role in adjusting the illumination of a Schlieren
image. In this Section, the illumination of the Schlieren system investigated from the point
and extend light source, and the important of the knife-edge for the Schlieren system are
described. The two-lens Schlieren system, which is the simplest system, is used to explain
about this concept.
Point light source
To make us understand the concept of illumination of the Schlieren image easily, the sim-
plest the two lens system with the point light source is firstly explained. Figure 3.6 shows the
schematic presentation of two-lens Schlieren system with the point light source. It features
two lenses, knife-edge placed on the focus of second lens and point light source. Without
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knife-edge, the opaque object at the test area can visualize as the shadow. This technique
is called “Shadowgraph”. However, it is not applicable to visualize the transparent object.
In contrast, for Schlieren system with the knife-edge, since the higher sensitivity of the sys-
tem is achieved, the transparent object can be visualized. By this system, the knife edge
positioned at the focus of the second lens block some right rays deflected by the object in
test area while some of them travel upward to the knife-edge and reach the screen. On the
screen, the phase different of light rays converted to amplitude different makes the invisible
object can be visualized. According to the orientation of a knife-edge, the knife-edge is
only effect on the component of the light ray that normal to it. For example, the vertical
knife-edge only detected the horizontal component ∂n/∂x of the object. Since the vertical
component travels along the knife-edge but not cross to it, this component will not change
illumination on screen.
Extended light source
Although the point light source system is good for illumination but it is not applicable in real
condition. In this case, the more realistic system: extended light source Schlieren method is
considered. The extended light source is illustrated as down-ward arrow as shown Fig. 3.7.
The focus lens is added between the knife-edge and screen. By this system, the array light
ray emitted by the extended light source is collimated by the first lens. They go forward
through the test area, then are focused by the second lens leading to the invert image at
the knife-edge. Since the light source is not a point source, the collimate light rays will
not be parallel. Then, some portion of image source is blocked by knife-edge. Finally, the
invert image of the test area is focused on the screen by additional third lens. This system is
depth-of focus comparing with the first one which is lack this ability.
Since the extended light source has finite size, the test area is illuminated by the numer-
ous collimated light rays corresponding to the height of light source. The source image on
the knife-edge plane is the superposition of its numerous weak elements from entire points
of test area. If there is no object in such area, the knife-edge will block each light element
equally resulting in uniformly darken screen. On the other hand, if light rays are deflected
by the object, the elements of deflected source image will be displaced from the undisturbed
one by a small angle εy at the knife-edge as shown in Fig. 3.8. By this, the displacement of
the source image is represented as
∆a= εy f2, (3.15)
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Fig. 3.7 Schematic presentation of two-lens Schlieren system with the point light source.
where f2 is the focal length of second lens. Different position where light rays fall at the
knife-edge creates the variation of illumination on the screen. The contrast C (∆I/I) at
each pixel of the Schlieren image determined by variation of illuminance ∆E normalized by
background illuminance I. In case of Fig 3.8, it can be expressed as.
C =
∆a
ak
, (3.16)
where ak is the diameter of the light beam subtracted by the position of the knife-edge. By
substituting Eq. (3.15) into Eq. (3.16) we obtained
∆I
I
=
εy f2
a
. (3.17)
Combination Eq. (3.17) and Eq. (3.14) in Section 3.2.1, the relationship between the density
gradient of air ∂ρ/∂y and the contrast of an image is represented as
∆I
I
=
f2
ak
GL
n
∂ρ
∂y , (3.18)
where G is the Gladestone-Dale constant, n is the reflective index of air and L is length of
test area. Therefore, the contrast of the Schlieren image can be acquired by the derivative of
the density of air perpendicular to the knife-edge.
3.2.3 Relationship between sound and Schlieren image
In this subsection, the relationship between the properties of sound and the contrast of a
Schlieren image is derived. Strating from the Newtonian equation of motion which repre-
sents the relationship between variation of the particle velocities ∂vy/∂ t, and the gradients
of the sound pressure ∂ p/∂y:
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∂vy
∂ t =−
1
ρ0
∂ p
∂y . (3.19)
If the sound pressure p is much smaller than the static pressure, the sound pressure is ex-
pressed as:
p= K
ρ−ρ0
ρ0
, (3.20)
where ρ0 is the standard density of air and K is the bulk modulus. Combining Eq. (3.19)
and (3.20), the relation between variation of the particle velocities and the density gradient
can be represented as
∂vy
∂ t =−
K
ρ20
∂ρ
∂y . (3.21)
By substitute Eq. (3.20), Eq. (3.21) into Eq. (3.18), the relationship between sound and the
contrast of a Schlieren image is represented as
C =
f2
ak
ρ0GL
n0K
∂ρ
∂y =−
f2
ak
ρ20GL
n0K
∂vy
∂ t . (3.22)
This indicates that the contrast of a sound field Schlieren image is proportional to the spatial
derivative of the sound pressure. Therefore, visualization of the sound pressure field can be
achieved by integrating an obtained image along the direction perpendicular to a knife-edge.
3.3 Lens and mirror system
Nowadays, many designs of Schlieren system by Toepler’s have played a significant role
in investigating the behaviors of shock wave, flows, even in acoustics. Each technique has
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system.
its own advantage. Different techniques are suitable for different applications. In this sec-
tion, the variety of Schlieren design based one Toepler’s method including lens and mirror
Schlieren system are described.
3.3.1 Lens system
Lens System is the simplest Schlieren technique. To achieve a high sensitivity system, the
surface figure at least λ/2 over the diameter of lens need to be set. By using the high-quality
lenses, the weak object can be observed. It is classified in to two types: Single lens and Dual
field lens system. According to Toepler’s technique, single lens system was first proposed.
Figure 3.9 (a) shows the single lens Schlieren system with extended light source. In this case,
the extended light source is applied. However, a slit need to be placed at the light source
position. A knife-edge is positioned at the focus of the lens. Light rays from the test area are
focused at the knife-edge position, and reach to a camera screen. However, since single lens
creates non-parallel beams which is a disadvantage feature, the improved Schlieren system,
field dual lens as shown in Fig 3.9 (b), was proposed. It produces parallel rays which in
necessary for visualization two-dimension object. This system feature ∆a= εy f2 lending to
a high qualitative schlieren work.
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3.3.2 Mirror system
Mirror system can be provided a high quality system. A parabolic mirror is usually used
for this. At present, many designs of mirror system have been proposed. However, in this
Section, the example of well-known mirror Schlieren system including the Z Type two-
Mirror Schlieren System, the single-mirror coincident system, are described.
The Z type two-mirror Schlieren system
Z type system is the most widespread arrangement of off-axis Schlieren system. The main
role apparatuses of this system are two oppositely-tilted parabolic mirrors which are used to
generate the parallel beams in test area. The schematics presentation of the z type Schlieren
arrangement is shown in Fig. 3.10. By this system, light rays from the off-axis light source
are collimated by the first mirror. Then, the parallel rays generated from the first mirror
travel to the second one. Next, the second mirror reflects the collimated light rays to its
focal point at the knife-edge and reach on the camera screen. The direction of light rays
traveling from the light source to the camera suggests the letter z, so that, it is called z
type system. This system combines the advantage of parallel beam of lens system and the
advantage of larger field-of-view of mirror system for giving high performance. In order
to achieve the high quality system, the distance between two mirrors need to be at least
equal to two times of mirror focal length. However, two off-axis aberrations: Coma and
Astigmatism [73] can be occurred in this system. The effective way for avoiding this is
aberrations to restrict the offset angles θ of the system to minimum values.
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The single-mirror coincident system
One of well-known single mirror based-systems is the single-mirror coincident system. This
system was designed without advantage of parallel beam. It was first proposed by Taylor
and Waldram [80]. Figure 3.11 shows the single-mirror coincident system with extended
light source. It features extended light source, one mirror and one coincident lens. This
system is also called “autocollimating” since it is similar an autocollimator. By this system,
the light source is arranged on-axis with the radius of spherical mirror. The light rays from
the light source go through the test area and reflects the mirror. Then, they return along the
coincident path resulting in the source image at itself. Next, the beam splitter positioned at
the focal point of mirror splits the returning rays in perpendicular direction, and then reach
the camera. The advantage of this system is to use the coincident on-axis alignment to avoid
aberrations: Coma and Astigmatism. However, the non-parallel beam can be hampered
some applications. Note that the alignment of this system will be perfect if the mirror is
spherical. Parabolic mirror can not perfectly nullify aberration.
3.4 Large field Schlieren system
Around the middle of 20th century, Schardin and his pioneered the Large Field Schlieren
system. This system has been developed by many researchers and becomes a very important
techniques to investigate the behavior of flow in very large area, such as Schlieren for aircraft
in flight in aeronautical engineering . Especially, in acoustics, these methods might be very
useful for visualizing acoustical behaviors in the large interior acoustics or exterior acoustics.
In this section, the overview of large single mirror system: Penn State’s 1-Meter Coincident
Schlieren System is described.
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3.4.1 Penn State’s 1-Meter Coincident Schlieren System
The large parabolic mirror featuring 1-m f/4 was first invented in 1960s by Unert Optical
Co. for using as collimator in military. Around 1980s, it was bought by the Pen State
Gas Dynamics Lab for applying it on Schlieren System. We call this Schlieren system
“Penn State’s 1-Meter Coincident Schlieren System”. The Schematics representation of
this system is shown in Fig. 3.12. Since it uses a large mirror with the coincident on-axis
arrangement, it can avoid the aberrations: Coma and Astigmatism as we mentioned before
in Section 3.3.2. However, the problem of using parabolic mirror can eliminated by putting
the correcter lens after a light source to make the spherical aberration of lens similar to
the parabolic mirror but in opposite site (see in Fig. 3.12). This technique can correct the
parabola to sphere. In this case , Sattle [31] used the plano-convex lens with 6.5 cm diameter
and 50 cm focal length to place it after the slit. These apparatuses were placed at on axis
of the parabolic mirror. The light from the light source was focused on the condenser lens,
then passed through the slit and corrector lens, respectively. The beam splitter separated
the light beam into two paths. The light source illuminance was wasted around 3/4 when it
pass through the splitter. Therefore, the plenty light source need to provide for this system.
Emphasize that this system is very important to large single mirror system which the the
all length of system above 10 cm. The forward and returned light need to be the same
to eliminated double-imaging. This system is very useful for visualizing the weak shock
wave [31]. Moreover, it has been applied in many fields such as environmental and medical
studies [76].
Chapter 4
Filter and Filter bank
In this Chapter, the concept of filter and filter bank is described. Understanding basic of
filter and filter design is very important for designing filter bank. In Section 4.1, concept of
the digital filter consisting of basic and design of Finite impulse response filter (FIR) and
spatial filter are expressed. In Section 4.2, the introduction of the filter bank including basic
of multirate system, perfect reconstruction of two-channels filter bank and the tree structure
of filter bank are described.
4.1 Digital filter
Filter is a process or device used to extract or remove the certain aspect frequencies of
signal. It is classified into two types: analog and digital. For analog, the filter is designed
by analog electric circuit such as op-amps, and capacitor. On the other hand, the digital
filter can be designed or adjusted in computer. Therefore, it can be re-designed easily and
more convenient than analogue filter. In time domain representation, the filter design is
classified into two type: FIR and IIR filter [74]. The information of filter can be expressed
as the impulse response for time dimensional filtering or kernel in spatial filtering. In this
dissertation, to enhance the understanding of filter bank, basic and design of FIR filter and
spatial filter is described in Section 4.2.1 and 4.2.2, respectively.
4.1.1 Finite impulse response filter (FIR)
This Section describes the concept of FIR filter design. Firstly, to help us more understand
the design of FIR filter, the filter design specification is expressed . In this case, the a
low-pass filter is used to described this concept. Figure 4.1 shows the magnitude response
of a low-pass filter on the region 0 ≤ ω ≤ π , where δ1 and δ1 indicate the pass-band and
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Fig. 4.1 The Schematic presentation of magnitude response specification for a low-pass
filter.
stop-band ripple,respectively. In addition, ωs and ωp are pass-band and stop-band edge. By
this, the pass-band and stop-band region can be specified by 0 ≤ ω ≤ ωp and ωs ≤ ω ≤ π ,
respectively. Note that the pass-band and stop-band response need to be within pass-band
and stop-band tolerance region.
The magnitude response can be expressed in term of decibel (dB) by normalizing it to 0
dB. In this case, the normalized quantity A(e jω) is represented as
A(e jω) =−20log10 |H(e jω)|. (4.1)
Equation (4.1) represents the attenuation characteristics of the filter. Figure 4.2 shows the
schematic representation of the magnitude response in term of attenuation function. The
maximum pass-band attenuation Amax from Fig. 4.2 is
Amax =−20log10 |(1−2δ1) = 2Ap, (4.2)
where, Ap≈ 8.686δ1 is peak pass band ripple in dB for δ1 << 1. The minimum stop-band
attenuation As is expressed as
As =−20log10 δ2. (4.3)
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Fig. 4.2 The Schematic presentation of magnitude response specification for a low-pass
filter.
There are three techniques to achieve the FIR filter design: Impulse response truncation,
window method, and optimal method. There concepts are described as follows:
Impulse response truncation
Starting with the magnitude response of ideal low-pass filter is represented:
|H(e jω)|=
K |ω|< ωc0 |ω|> ωc, (4.4)
The impulse response which is inverse Fourier transform of H(e jω) of the ideal low-pass
filter can be represented as
hd(n) =
ωc
π
sinωcn
ωcn
, −∞≤ n≤ ∞ (4.5)
The truncated impulse response given by
h(n) =
hd(n) |n|<M−10 otherwise, (4.6)
whereM is the length of filter. Truncation is the simplest way to obtain the FIR filter design.
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Window design method
By using the truncation technique, increasing the coefficient of FIR filter causes the property
of the filter closer to the ideal one. However, the number of the coefficient increases with
the computational time consumption. The window design method can be used to improve
the performance of truncation technique by multiplying the window function to the impulse
response hi(n) to control the attenuation and transition bandwidth of the response of the
filter. In this case, the impulse response is obtained by
h(n) = hd(n) ·w(n), (4.7)
where w(n) is window function. w(n) will be zero if |n|>M−1. In the frequency domain,
the response of the filter is given by
H(e jω) = Hd(e jω)∗W (e jω). (4.8)
The quality of the filter response can be controlled by two parameters. First, the transi-
tion bandwidth of the filter (∆ω = ωs−ωp From Fig.4.1) can be control by the main lobe
width ofW (e jω). Second, the peak of pass-band and stop-band of the magnitude response
|H(e jω)| are controlled by the peak of side lobe level ofW (e jω). That means the transition
bandwidth of the filter is decreased with the size of the main lobe width ofW (e jω). In con-
trast, the stop-band attenuation of filter will be improved if the side lobe ripple of window
is smaller.
There are several types of the window function: Rectangular, Bartlett, Hanning, Ham-
ming, Blackman, and Kaiser. Their window function are represented as follows:
(1) Rectangular:
w(n) =
1 0≤ n≤M−10 otherwise. (4.9)
(2) Bartlett:
w(n) =

2n
M−1 0≤ n≤M−1
2− 2nn−1 N−12 ≤ n≤M−1
0 elsewhere.
(4.10)
(3) Hanning:
w(n) =

1−cos 2πnM−1
2 0≤ n≤M−1
0 eleswhere.
(4.11)
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(4) Hamming:
w(n) =
0.54−0.5cos 2πnM−1 0≤ n≤M−10 eleswhere. (4.12)
(5) Blackman:
w(n) =
0.42−0.5cos 2πnM−1 +0.8cos 4πnM−1 0≤ n≤M−10 eleswhere. (4.13)
(6) Kaiser:
w(n) =

I0θa
√
(M−12 )
2−(n−M−12 )
2
I0θa M−12
0 eleswhere,
(4.14)
where
I0 =
∫ 2π
0
excosθ
2π dθ . (4.15)
The properties of these widows functions for low-pass filter is shown in table 4.1.
Table 4.1 Properties of widows functions for low-pass filter design.
Window Type Transition width Minimum Stop-band attenuation
Rectangular 4π/M -21 dB
Bartlett 8π/M -25dB
Hanning 8π/M -44dB
Hamming 8π/M -53dB
Blackman 12π/M -74dB
The roughly step of FIR window method design is:
(1) The window function which is suitable for filter design is chosen.
(2) The response of ideal filter Hd(e jω) is specified.
(3) The ideal coefficient hd(n) is calculated.
(4) Then, Calculating the filter coefficient by multiplying the window function with
coefficient of ideal filter hd(n).
(5) Frequency response of the designed filter is evaluated.
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Optimal method
Optimal filters are the specific filter designed to achieve the optimal condition. They are
the most suitable filter in some specific sense. There are several optimal filters such as
Equiripple, Least square filters.
(1) Equiripple filter [85]: the example of the magnitude response |H(e jω)| of Equirip-
ple filter can be expressed in Fig 4.1. In this case, there are four parameters that are impor-
tant for Equiripple filter design: the filter order N, peak pass-band ripple δ1, peak stop-band
ripple δ1 and the normalized transition bandwidth ∆ f =
ωs−ωp
2π . If three of these quantities
are fixed, the another forth will be minimum for Equiripple filter. That means the minimum
ripple size can be obtained by fixing the filter order N and normalized transition bandwidth
∆ f . This filter is optimal for minimax sense.
(2) Least-square filter [85]: in this sense, the optimal Least-square filter is designed by
integrating the difference between the actual and ideal response over the estimated frequency
bands and minimizing it. The simplest design of this filter is based on rectangular window.
We can call this filter as “eigenfilter”.
4.1.2 Spatial filter
In this Section, the concept of digital spatial filters in image and video analysis are de-
scribed. In two-dimensional space, two-dimensional digital filter is applied. Same as the
time directional digital filter, the spatial filter is used for removing the noise and extract the
information in spatial direction. The two-dimensional impulse response of the filter can be
called “kernel” or “mask”. The filters are classified into various types such as linear, non-
linear and adaptive filter. In this dissertation, the briefly concept of linear-spatial invariant
filter which is use for our proposed method are described.
Linear filter
The spatial linear filter can be called neighborhood operator since it calculates the output
value from the value of its neighbor of the given pixel. In addition, the output is a linear
combination of the input. The neighborhood operator can be used to remove the noise and
extract the information in spatial direction.
In this case, the output value g(x,y) can be obtained by the weighted sum of input value
f (x,y) :
g(x,y) =∑
i, j
f (x− i,y− j)h(i, j), (4.16)
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where x and y are pixels in the rows and columns, h(i, j) is the impulse response function
where i and j is integer. Equation 4.16 can be expressed as
g= f ∗h, (4.17)
where ∗ notates the “convolution”. In this case, the output image g(x,y) can be obtained
by the sum of convolving the impulse response function and the input signal f (x,y). The
impulse response function h is obtained by convolving the kernel function h(i, j) with the
impulse signal δ (i, j): h = h ∗ δ . According to the linear-shift properties, Equation (4.16)
can be rewritten as
g(x,y) =∑
i, j
f (i, j)h(x− i,y− j). (4.18)
Equation 4.17 can be represented in frequency domain as
G(u,v) = F(u,v)H(u,v), (4.19)
where, the output G(u,v), the input F(u,v) and the frequency response H(u,v) are acquired
by taking two-dimensional Fourier transform in g(x,y), f (x,y)and h(x,y), respectively. The
schematic presentation of the relation of linear spatial-invariant filter between space and
frequency domain is shown in Fig 4.3. In addition, the filter can be also perform in the
wavenumber domain by
k = 2πξ , (4.20)
where k is wave number and ξ is spatial frequency.
f(x,y)
FFT FFT
F(u,v)
h(x,y)
H(u,v)
IFFT
G(u,v)
g(x,y)
Fig. 4.3 The schematic presentation of the relation of linear spatial-invariant filter between
space and frequency domain.
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4.2 Filter bank
Filter bank is the arrays of high-pass, low-pass and band-pass filters used to decompose and
compose spectral components of the considered signal. It plays a significant role in various
signal processing applications such as image compression, speed coding, signal transmis-
sion, etc. The outstanding of the filter bank is that it can separate and combine the spectral
components of the signal while retaining all or almost all information of the original signal.
This can be achieved by the perfect reconstruction technique [83, 84]. Generally, filter bank
consists of three processes: analysis filter bank, sub-band processing and synthesis filter
bank. In analysis filter bank, the spectral component of considered signal is decomposed
into multiple sub bands. Then, the signal of each band will be operated on; compressed,
encoded, filtered, etc, suitably for either proposed of application. Finally, the signal will be
composed by using the synthesis filter bank. Almost all of them are referred to the multirate
systems [83, 84]. The designed of the filter bank is divided into two concepts: two-channel
filter bank and M-channel filter bank. However, the M-channel filter bank can be created
by modifying two-channel filter bank. In this Chapter, we will consider the concepts of
designing the filter bank including the fundamental of multirate systems, two-channel and
M-channel filter bank and the concept of perfect reconstruction.
4.2.1 Fundamental of multirate operation
Almost of all filter banks are referred to multirates systems. This system includes deci-
mators and the interpolators which perform down-sampling and up-sampling, respectively.
The sampling rate in this system is not constant. Their fundamental concepts are very im-
portant to design the multirate digital filter bank. In this Section, the fundamental multirate
operations consisting of the basic of sampling operation, decimation and interpolation are
described.
Basic of sampling operation
(1) Down-sampling: it is the method of decreasing the sampling rate of the system. Fig-
ure 4.4 illustrates the down-sampling operation where x(n) is the input signal, y(n) is the
output signal and M is integer called down-sampling factor. This diagram can be called
M-fold decimator. In this case, the output signal y(n) is acquired by selecting the sequence
of the input x(n) which are multiplied by the down-sampling factorM:
y(n) = x(Mn). (4.21)
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x(n) y(n)
M
Fig. 4.4 Down-sampling operation where x(n) is the input signal, y(n) is the output of the
signal and M is down-sampling factor.
The example of the down-sampling process is expressed in Fig. 4.5 where M = 2. It can be
seen that the decimator causes the compression of the signal in time domain.
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Fig. 4.5 Down-sampling process in time domain signal. (a) example of the down-sampling
process, (b) Input signal, (c) signal after sampling.
In frequency domain, down-sampling process causes the stretching of signal spectrum.
From Eq. (4.21), the relation between input and output for down-sampling can be written in
z-transform as
Y (z) =
∞
∑
n=−∞
x[Mn]z−n. (4.22)
To make it can expressed in the form of X(z), we assume the intermediate sequence xin[n]
xin[n] =
x[n] n= 0,±M,±2M, ...0 otherwise. (4.23)
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Therefor, the relationship between output and intermediate sequence in z-domain is
Y (z) =
∞
∑
n=−∞
xin[Mn]z−n. (4.24)
Assuming k =Mn, we acquire
Y (z) =
∞
∑
n=−∞
xin[k]z−k/M = Xin(z1/M). (4.25)
The relationship between x[n] and xin[n] can be expressed as xin[n] = c[n]x[n] where
c[n] =
1 n= 0,±M,±2M, ...0 otherwise. (4.26)
Equation (4.26) can be represented in another expression as
c[n] =
1
M
M−1
∑
k=0
W−kn, (4.27)
whereW = e− j2π/M. Thus, the xin[n] can be expressed in z-domain as
Xin(z) =
∞
∑
n=−∞
c[n]x[n]z−n =
1
M
M−1
∑
k=0
X(zWk). (4.28)
Substituting into Eq. (4.25), the relationship between output and input of M-fold decimator
given by
Y (z) =
1
M
M−1
∑
k=0
X(z1/MWk). (4.29)
Assuming z= e jω , Equation (4.29) can be rewritten as
Y (e jω) =
1
M
M−1
∑
k=0
X(e j(ω−2πk)/M). (4.30)
If M = 2 , the relationship between output and input of 2-fold decimator given by
Y (e jω) =
1
2
{
X(e jω/2) +X(−e jω/2)
}
. (4.31)
Figure 4.6 shows the schematic presentation of signal spectrum before and after down-
samping. In this case, the first part of Eq. (4.31), 12
{
X(e jω/2)
}
, presents the extension
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(a)
0
(b)
0
(c)
Fig. 4.6 Down-sampling process in frequency domain where M = 2. (a) spectrum of input
signal before down-sampling, (b) the effect of the expansion in frequency domain due to
down-sampling (aliasing), (c) the distorted output signal due to down-sampling.
version of the input signal X(e jω/2) spectrum after down-sampling and the second part
1
2
{
X(−e jω/2)
}
which illustrates in dot line in Fig. 4.6 (b) presents the shift version of the
first term. It can be seen in Fig. 4.6 (b) that the shift version has an overlap resulting in
distortion of the output signal in Fig. 4.6 (c). This overlap causes the aliasing due to down-
sampling process. To avoid aliasing problem, X(e jω/2) need to be zero for |ω|≥ π/2. The
schematic presentation of the signal spectrum without aliasing is shown in Fig. 4.7
In addition, assuming that FH is the sampling rate before down-sampling, the sampling
rate after down-sampling procedure FL can be represented as
FL =
FH
M
. (4.32)
The example of the down-sampling process is expressed in Fig. 4.7, where M = 2. It can
be seen that the decimator causes the stretching of the signal in time domain.
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Fig. 4.7 Down-sampling process in frequency domain where M = 2. (a) spectrum of input
signal before down-sampling, (b) the effect of the expansion in frequency domain due to
down-sampling (without aliasing).
x(n) y(n)
L
Fig. 4.8 Up-sampling operation where x(n) is the input signal, y(n) is the output of the signal
andM is up-sampling factor.
(2) Up-sampling: It is the method of increasing the sampling rate of the system. Fig-
ure 4.8 illustrates the up-sampling operation where x(n) is the input signal, y(n) is the output
of the signal and L is up-sampling factor. It can be called M-fold interpolator. In this case,
the output signal y(n) is acquired by inserting the L− 1 zeros between the adjacent of the
input sequence x(n):
y(n) =
x(n/L) n= 0,±2,±4, ...,0 otherwise. (4.33)
The example of the up-sampling process is expressed in Fig. 4.9 where L= 2. It can be
seen that the decimator causes the stretching of the signal in time domain.
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Fig. 4.9 Up-sampling process in time domain signal. (a) example of the up-sampling pro-
cess, (b) Input signal, (c) signal after up-sampling.
In frequency domain, up-sampling process causes the compression of signal spectrum.
From Eq. (4.33), the relationship between input and output for up-sampling can be written
in z-transform as
Y (z) =
∞
∑
n=−∞
y(n)z−n =
∞
∑
n=−∞
x(n/L)z−n. (4.34)
Thus, assuming that m= n/L we obtained
Y (z) =
∞
∑
m=−∞
x(m)z−mL = X(zL). (4.35)
Assuming z= e jω , Equation (4.35) can be rewritten as
Y (e jω) = X(e jω2). (4.36)
If L= 2 , the relationship between output and input of 2-fold interpolator given by
Y (e jω) = X(e jω2). (4.37)
Figure 4.10 shows the schematic presentation of signal spectrum before and after up-
sampling. In this case, it can be seen that the time domain expansion due to up-sampling
causes compression in frequency domain. In addition, the up-sampling process causes an
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imaging effect in frequency domain. As can be seen in Fig. 4.10 (b), the output spectrum
has (L−1) repeated additional spectrum images of the input spectrum X(e jω).
In addition, The relationship between the sampling frequency before and after up-sampling
is
FL = FHL, (4.38)
where FL is the sampling rate before up-sampling and FH is the sampling rate after up-
sampling.
0
)
0-
(b)
Y )
(a)
imageimage
Fig. 4.10 Up-sampling process in frequency domain. (a) Input spectrum signal, (b) spectrum
of signal after up-sampling (image effect).
x(n) y(n)
M M
Fig. 4.11 Down-sampling followed by up-sampling operation where x(n) is the input signal,
y(n) is the output of the signal and M is down-sampling factor.
(3) Decimation and Interpolation: In case of decimator and interpolator are cascaded
as shown in Fig. 4.11. Figure 4.12 shows the schematic presentation of signal spectrum be-
fore and after down-sampling and up-sampling process. It can be seen that the image effect
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Fig. 4.12 Up-sampling process in frequency domain. (a) Input spectrum signal, (b) spectrum
of signal after up-sampling (image effect).
and aliasing effect are occurred simultaneously. The interpolator causes image effect and
compressed spectrum while the decimator causes aliasing and expanded spectrum. How-
ever, if the spectrum of input signal is bandlimited to |ω| ≥ π/2, the aliasing of the image
version will be absented.
The aliasing effect cause the distortion of the output signal. Therefore, the prefect re-
construction which can be designed without such effect is very significant. In this thesis,
we focus on the perfect reconstruction for two-channel FIR filter bank which is discussed in
followed Section.
4.2.2 Two-channel filter bank
For simplicity, the two-channel filter bank will be represented in z- domain. Figure. 4.13
shows the block diagram of the two-channel filter bank. I this case, the relationship between
input and output signal in Eq. (4.29) and Eq. (4.35) are applied. The expressions for z-
transform of intermediate signals in Fig.4.13 are represented as
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Fig. 4.13 diagram of the two-channel filter bank
Vk(z) = Hk(z)X(z),
Uk(z) =
1
2
{
Vk(z1/2)+Vk(−z1/2)
}
,
Vˆk(z) =Uk(z2),
(4.39)
By combining those three equations, we acquire
Vˆk(z) =
1
2
{Hk(z)X(z)+Hk(−z)X(−z)} . (4.40)
In two-channel filter bank, a high-pass and low-pass filter pair is applied. Assuming that k
= 0 and 1, the reconstruction output of filter bank is given by
Y (z) = G0(z)Vˆ0(z)+G1(z)Vˆ1(z). (4.41)
Substituting Eq. (6.18) to Eq. (6.15), the expression for the output of the filter bank is
represented as
Y (z) =
1
2
{H0(z)G0(z)+H1(z)G1(z))}X(z)
=
1
2
{H0(−z)G0(z)+H1(−z)G1(z))}X(−z).
(4.42)
4.2 Filter bank 59
The first term in above equation is called distortion transfer function. It describes the trans-
mission of the input signal through the system, while the second term describes the aliasing
component of the output signal.
4.2.3 Perfect reconstruction for two-channel filter bank
The perfect reconstruction will be achieved if the output signal is a delay version of the input
signal. Therefore, The distortion transfer function must satisfy
1
2
{H0(z)G0(z)+H1(z)G1(z))}= z−l, (4.43)
and the aliasing component term must be zero:
1
2
{H0(−z)G0(z)+H1(−z)G1(z))}= 0, (4.44)
where H0(z) and H1(z) are the analysis low-pass and high-pass filter and G0(z) and G1(z)
are synthesis low-pass and high-pass filter, respectively. The output signal without aliasing
will be obtained if the first condition is satisfied. However, the amplitude distortion still be
presented. To eliminate the amplitude distortion and aliasing problem, both conditions must
be achieved.
The perfect reconstruction properties can be expressed in the matrix form. According to
Eq. (6.19), it can be represented in matrix form as
Y (z) =
1
2
[
G0(z) G1(z)
][ H0(z) H0(−z)
H1(z) H1(−z)
][
X(z)
X(−z)
]
. (4.45)
It can be rewritten as
Y (−z) = 1
2
[
G0(−z) G1(−z)
][ H0(z) H0(−z)
H1(z) H1(−z)
][
X(z)
X(−z)
]
. (4.46)
By combining Eq. (4.45) and Eq. (4.46), we obtained modulation matrics:[
Y (z)
Y (−z)
]
=G(m)(z)
[
H(m)(z)
]T [ X(z)
X(−z)
]
, (4.47)
where
G(m)(z) =
[
G0(z) G1(z)
G0(−z) G1(−z)
]
, H(m)(z) =
[
H0(z) H1(z)
H0(−z) H1(−z)
]
. (4.48)
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To acquire the perfect reconstruction properties, we must set Y (z) = z−lX(z) and Y (−z) =
−z−lX(−z). By substituting these into Eq. (4.47), the perfect reconstruction satisfies
G(m)(z) = 2
[
z−l 0)
0 (−z)−l
](
|H(m)(z)|T
)−1
, (4.49)
where l is positive integer. Thus,
G0(z) =
2z−l
det
[
H(m)(z)
] ·H1(−z),
G1(z) =
2z−l
det
[
H(m)(z)
] ·H0(−z), (4.50)
where
det
[
H(m)(z)
]
= H0(z)H1(−z)−H0(−z)H1(z). (4.51)
The analysis filters H0(z) and H1(z), synthesis filters G0(z) and G1(z) will be FIR filter
if
H0(z)H1(−z)−H0(−z)H1(z) = cz−k, (4.52)
k is a positive integer and where c is a real number. From Eq. (4.44), the synthesis filters
are given by
G0(z) =
2
c
z−(l−k)H1(−z),
G1(z) =
2
c
z−(l−k)H0(−z).
(4.53)
There are many methods which is used for satisfying these conditions. The famous one
is orthogonal filter bank.
Orthogonal FIR filter bank
According to orthogonal FIR filter banks, a prototype low-pass solely FIR filter H0(z), of
odd order N, satisfy the power-symmetric condition
H0(z)H0(z−1)+H0(−z)H0(−z−1) = 1. (4.54)
The relationship between the analysis low-pass H0(z) and high-pass H1(z) filter pair is rep-
resented as
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H1(z) = z−NH0(−z−l), (4.55)
for c=−1 and k = N, Eq. (4.52) can be rewritten as
z−NH0(z)H0(z−1)+H0(−z)H0(−z−1) = z−N . (4.56)
Substituting Eq. (4.55) and Eq. (4.56) into Eq. (4.53), we get the relationship between the
analysis filters and synthesis filter as
G0(z) = 2z−NH0(z−1),
G1(z) = 2z−NH1(z−1),
(4.57)
where G0(z) and G1(z) is synthesis low-pass and high-pass filter, respectively. To achieve
this design, the prototype low-pass filter H0(z) must be obtained. The briefly step of design-
ing the prototype fill ter is described as follows:
(1) A coefficient of zero phase FIR half-band low-pass filter is designed:
P(z) =
N
∑
n=−N
p[n]z−n, (4.58)
where N is the odd positive integer.
(2) Identify T (z) = P(z)+δ which T (e jω)≥ 0. Therefore, the impulse response of T (z)
is expressed as
t[n] =
p[n]+δ n= 0p[n] n )= 0, (4.59)
where δ is the peak stopband ripple of P(e jω).
(3) Defining the spectral factor H0(z) of T (z).
4.2.4 Tree structured filter bank
Mostly, filter bank with number of channel more than two is applied to application. It is
called M-channel filter bank. Generating the cascades of two-channel filter bank is the easy
way to design M-channel filter bank. It is classified into two structures: regular and octave
structure. Figure 4.14 and 4.15 shows the diagram of a regular tree structure and an octave
tree structure, respectively. The perfect reconstruction properties will be obtained if the
two-channel one is provided.
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Chapter 5
Spatio-temporal sound field spectrum
In this Chapter, the physical model of the spatio-temporal spectrum of sound field is inves-
tigated. Firstly, the derivation of wave equation is described. Then, the characteristic of
the spatio-temporal spectrum of sound field is derived by taking the Fourier transform to it.
Finally, the spatio-temporal spectrum of sound concentrated in the specific region which is
a cone is proved.
5.1 Acoustic wave equation
5.1.1 The propagation of sound wave
Sound is the wave motion which is generated by the vibration of sound source. It can
propagates through the medium as the audible wave of displacement or pressure. In air, the
propagation of sound causes the movement of the air molecules forth and-back in the same
direction as longitudinal wave. The propagation of sound wave in air is shown in Fig.5.1.
Fig. 5.1 The propagation of sound wave in air [21].
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The continuous vibration of sound source causes the sound waves propagating away from
it at speed of sound. For air, if the sound propagates through homogenous media the speed
of sound can be given as c = (331.4+0.6θ) m/s, where θ is temperature in celsius. If the
distance from the sound source is fixed, the pressure and the displacement of the medium
will vary in time. In contrast, if the time is constant, the pressure and the displacement of
the medium will vary in space. The behaviors of the propagation of sound waves can be
involved with three factors: (1) Medium viscosity, (2) The relationship between pressure
and density of the medium and (3) The movement of the medium.
The sound waves propagation phenomena can be described by using wave equation. It
will be derived in the next Section.
5.1.2 Derivation of acoustics wave equation
In this dissertation, the acoustic wave equation is derived following Tohyama and Koike
(1998) [82]. For simplicity, the propagation of plan wave in one-dimensional acoustics
pipe is supposed for this derivation. Figure 5.2 shows the displacement ξ (m) of air during
propagation of sound. The element is changed from the red solid line of the thickness dx to
the the red dot line as shown in Fig. 5.2. In this case, the volume of this element is given by
υ = Sdx (5.1)
where S is the area (m2). Therefore,
dυ = Sdx∂ξ∂x . (5.2)
Dividing Eq. (5.2) by Eq. (5.1), the relationship between the volume of this element υ and
the displacement ξ is
dυ
υ =
∂ξ
∂x . (5.3)
The acoustics wave pressure p can be represent by the displacement ξ as
p=−Kdυυ =−K
∂ξ
∂x . (5.4)
Then, taking the second partial derivative respect to time t to Eq. (5.4), we get
∂ 2p
∂ t2
=−K ∂
2
∂ t2
(
∂ξ
∂x
)
. (5.5)
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Fig. 5.2 Displacement ξ (m) of air during propagation of sound.
According to the Newton’s laws, if the force caused by the difference of pressure arises, the
volume will accelerate. Therefore, Newtonian relation of motion between sound pressure p
and the displacement ξ is
− ∂ p∂x =−ρ
∂ 2ξ
∂ t , (5.6)
where ρ is the volume density of air. By taking the partial derivative respect to x to Eq. (5.6),
we obtained
− ∂
2p
∂x2
= ρ ∂
2
∂ t2
(
∂ξ
∂x
)
. (5.7)
Substituting Eq. (5.7) to Eq. (5.5), the relationship between spatial and temporal change of
sound pressure propagation is
∂ 2p
∂ t2
=
−K
ρ
∂ 2p
∂x2
. (5.8)
The speed of sound c can be represent as
c≡
√
K
ρ . (5.9)
Substituting Eq. (5.9) to Eq. (5.8), the acoustic wave equation for the sound pressure is
∂ 2p
∂ t2
= c2
∂ 2p
∂x2
, (5.10)
or, it can be rewritten as
∇2p− 1
c2
∂ 2p
∂ t2
= 0, (5.11)
where, ∇2p= ∂
2p
∂ t2
and ∇2 is Laplacian.
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Fig. 5.3 The schematic presentation of two-lens Schlieren system.
5.2 Spatio-temporal sound field spectrum
Assuming that light travels in the z-direction (see in Fig. 5.3), the audible sound field which
is captured by a high-speed camera is displayed in the two dimensional x− y plan. Even
actual information of sound field is the three-dimension integrated along the light path in
z-axis, For simplicity, the audible sound field is assume to approximately obey the two-
dimensional wave equation. The two-dimensional wave equation can be expressed as
∇2p(x,y, t)− 1
c2
∂ 2p(x,y, t)
∂ t2
= 0, (5.12)
where c is the speed of sound. The Laplacian ∇2 can be expressed in the Cartesian coordi-
nate system by the linear differential operator as:
∇2p(x,y, t) = ∂
2p(x,y, t)
∂x2
+
∂ 2p(x,y, t)
∂y2
. (5.13)
Therefore, we get
∂ 2p(x,y, t)
∂x2
+
∂ 2p(x,y, t)
∂y2
− 1
c2
∂ 2p(x,y, t)
∂ t2
= 0. (5.14)
To transform the wave equation in time domain to the frequency domain, the three-dimensional
Fourier transform is taken to Eq. (5.14) as∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
f (x,y, t)e−ikxxe−ikyyeiωt dxdydt = 0, (5.15)
where
f (x,y, t) =
∂ 2p(x,y, t)
∂x2
+
∂ 2p(x,y, t)
∂y2
− 1
c2
∂ 2p(x,y, t)
∂ t2
, (5.16)
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where ω is the angular frequency and kx and ky are the wavenumber in x and y space, respec-
tively.
Firstly, the Fourier transform of the wave equation on the time variable t is represented
as
∫ +∞
−∞
{
∂ 2p(x,y, t)
∂x2
+
∂ 2p(x,y, t)
∂y2
− 1
c2
∂ 2p(x,y, t)
∂ t2
}
e−iωt dt = 0. (5.17)
Hence,
∂ 2
∂x2
∫ +∞
−∞
p(x,y, t)e−iωt dt+
∂ 2
∂y2
∫ +∞
−∞
p(x,y, t)e−iωt dt
−
(
iω
c
)2 ∫ +∞
−∞
p(x,y, t)e−iωt dt = 0.
(5.18)
Equation (5.18) can be rewritten as
∂ 2
∂x2
pˆ(x,y,ω)+ ∂
2
∂y2
pˆ(x,y,ω)−
(
iω
c
)2
pˆ(x,y,ω) = 0, (5.19)
where
pˆ(x,y,ω) =
∫ +∞
−∞
p(x,y, t)e−iωt dt. (5.20)
Secondly, by applying the same procedure to the remaining parts of Eq. (5.15), we acquire
k2x pˆ(kx,ky,ω)+ k2y pˆ(kx,ky,ω)−
(ω
c
)2
pˆ(kx,ky,ω) = 0, (5.21)
where pˆ(kx,ky,ω) is the three-dimensional Fourier transform of p(x,y, t). Then, Eq. (5.21)
can be rearranged as [
(k2x + k
2
y)−
(ω
c
)2]
pˆ(kx,ky,ω) = 0. (5.22)
Finally, relationship between the angular frequency ω and the wavenumbers kx and ky can
be obtained as:
(k2x + k
2
y) =
(ω
c
)2
. (5.23)
Equation (5.23) expresses that the two-dimensional spatial spectrum of the sound field
composing of the propagating waves will be a circle with radius k =
√
kx2+ ky2 = ω/c if
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Fig. 5.4 Schematic presentation of sound field spectra obtained from Eq. (5.23). (a) Spatial
spectrum of 10 kHz sound field, (b) spatial spectrum of 15 kHz sound field, (c) spatial
spectrum of 20 kHz sound field, and (d) spatio-temporal spectrum.
the angular frequency ω is constant . On the other hand, the radius will vary according to the
angular frequencyω if the angular frequency ω is not constant. The schematic presentations
of the two-dimensional sound field spectra of 10 kHz, 15 kHz, and 20 kHz acquired by
Eq. (5.23) is illustrated in Fig.5.4 (a), (b), and (c), respectively, where ω = 2π f and f is the
frequency of sound. This indicates that the sound field spectrum is concentrated on a ring
and if the temporal frequency of sound is higher, radius of the ring will be larger. Thus, it
can be summarized that the spatio-temporal spectrum of the audible sound field is a cone,
as shown in Fig. 5.4 (d). Since the spatio-temporal spectrum of the audible sound field
is concentrated on the specific region, using a spatio-temporal filter to remove the noise
present outside and extract the sound information inside the region can effectively enhance
the visibility of the Schlieren method.
Chapter 6
Spatio-temporal filterring for Schlieren
system
In Chapter 6, the ideas of spatio-temporal filtering for visualizing sound field including
spatio-temporal filters and filter bank, and the evaluation of their performance are discussed.
Firstly, the problem of the visualization of the audible sound field by the Schlieren system
is addressed. Then, the idea of the filter design and the procedure of both methods are
presented. In order to evaluate the performance of proposed method, the Green’s function
is used to simulate the sound field video for calculating the SNR. The pure tone sound field,
the sound field consisting of various frequency, and the chirp sound field are used to test
their performance. The idea and concept of proposed methods and the evaluation of their
performance are described in the next Section.
6.1 The spatio-temporal filters
6.1.1 The idea and method
Since the density variation of air caused by the audible sound filed is tiny and that makes the
audible sound field difficult to visualize. The example of the raw Schlieren audible sound
field images are illustrated in Fig. 6.1. In order to enhance the visibility of a raw Schlieren
video, the spatio-temporal filtering consisting of four processing methods: the Gaussian
filter, the Wiener filter, the FIR bandpass filter and the 3D Gabor filter were applied for
extracting the sound field information and removing the video noise. The procedure of
this method is shown in Fig. 6.2. By this, the spatial filter consisting of Wiener filter or
Gaussian filter were applied to remove the noise in spatial direction of the Schlieren video.
The bandpass filter which is least-square constrain FIR filter was used to extract sound
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Fig. 6.1 Example of raw Schlieren images of 10 kHz, 15 kHz pure tone, and chirp sound
field detected recorded by two-lens Schlieren system.
filed information in time direction of the Schlieren video. In addition, the 3D Gabor filter
was used to filter both spatial and time direction of Schlieren video, simultaneously. The
procedure and concept of these methods are described step by step in this Section.
Removing DC component
Firstly, since the large zero frequency components in the Schlieren video make the sound
field difficult to visualize, the DC components of the Schlieren video are eliminated by
evaluating an average A(x,y) of each pixel in the time direction of Schlileren video:
A(x,y) = ∑
N
k=1 Iˆk(x,y)
N
, (6.1)
where x and y are pixels in row and column of a Schlieren image Iˆ(x,y), N is amount of
frame of Schlieren video and k is the frame index of Schlieren video. Then, subtracting
average from each pixel in same position (x,y):
Iˆn(x,y) = Iˆn(x,y)−A(x,y), (6.2)
Fig. 6.2 Procedure of visualization of a real Schlieren video
6.1 The spatio-temporal filters 71
where n is the reference frame index of Schlieren video.
Time directional filtering
The constrained least-square FIR bandpass filter [75] was designed for extracting the infor-
mation of audible sound field in time direction. In this case, a narrow bandpass FIR filter
is designed by setting the center of frequency of filter equal to the frequency of the sound
field.
Spatial directional filtering
The two spatial filters: the Gaussian and Wiener filter are applied to eliminate the noise in
the spatial direction of Schlieren video [13, 53]. The concept of the two spatial filters is
described as follow:
1. Gaussian filter
The two-dimensional Gaussian filter was designed to remove the unwanted video
noise in spatial direction. It uses Gaussian function as the kernel (impulse response)
of the system [46]. The kernel of the Gaussian filter is given by
g(x,y) = cexp
{
−x
2+ y2
2σ2
}
, (6.3)
where x and y are pixels in the rows and columns of the Schlieren image, σ is the
spread parameter, determining the width of Gaussian function, and c is normalizing
constant. The output image Iˆ(x,y) is acquired by convolving the kernel of the filter
with the input image I(x,y):
Iˆ(x,y) =
w/2
∑
i=−w/2
h/2
∑
j=−h/2
I(x+ i,y+ j)g(x,y), (6.4)
where w and h are the width and the height of the kernel, respectively.
2. Wiener filter
Wiener filter is an adaptive filter. It is able to remove noise corrupted a signal based
on statistical approach [38, 1]. By this filter, the local mean µ and the variance σ2
around the adjacent of an image is utilized as
µ = 1
MN ∑n1,n2∈η
I(n1,n2), (6.5)
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σ2 = 1
MN ∑n1,n2∈η
I2(n1,n2)−µ2, (6.6)
where η is the N-by-M local adjacent of each pixel in the Schlieren image. Thus, the
result of the pixelwise Wiener filter is computed as
Iˆ(x,y) = µ+ σ
2− v2
σ2 (I(n1,n2)−µ), (6.7)
where v2 is the mean of all the local estimated variances.
Spatio-temporal filtering
The 3D-Gabor filter [88] is a spatio-temporal linear filter. In this propose, it was used for
extracting the sound information and removing unwanted noise in both time and spatial of
the Schlieren videos simultaneously. In one dimensional Gabor filter, its impulse response
can be acquired by multiplying a Gaussian window function and a cosine wave:
h(t) =
1√
2πσ
exp
{−t2
2σ2
}
cos(ω0t). (6.8)
In frequency domain, the amplitude spectrum of the Gabor filter |H(ω)| can be acquired by
the sum of a pair of Gaussian centered at ω0 and −ω0
|H(ω)|= 1
2
√
2π
exp
{−σ2
2
(ω−ω0)2
}
1
2
√
2π
exp
{−σ2
2
(ω+ω0)2
}
.
From Eq. (6.9), narrowing the Gaussian window in two-dimensional space and time en-
larges the bandpass window in the spatio-temporal domain and vice versa. the kernel of 3D
Gabor filter is defined as
h(x,y, t) =
1√
2π3σxσyσt
× exp
{
−x2
2σ2x
+
−y2
2σ2y
+
−t2
2σ2t
}
× cos(ωx0x+ωy0y+ωt0t), (6.9)
(σx,σy,σt) are the spread parameters of the spatio-temporal Gaussian window and (ωx0,ωy0,ωt0)
are the center frequencies. The parameters of of four processing methods are shown in Ta-
ble 6.1.
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Table 6.1 Parameters of the proposed methods
Proposed method Parameter
Spatial directional Gaussian filter σ = 10
filtering Wiener filter N =M = 13
Time directional Bandpass filter order = 200
filtering
Spatio-temporal ωy = 0, ωx, ωt =
filtering 3D Gabor filter frequency of sound
σx = σy = σt = 8
6.1.2 Evaluation
In order to evaluate the effectiveness of the spatio-temporal filters, the Green’s function is
used to simulate the sound field video for calculating SNR. For simplicity, in this case, the
sound field video observed by the parallel beams system for two-lens Schlieren system is
simulated. The procedure of calculating SNR is shown in Fig. 6.3. In this case, the 10
kHz sinusoidal sound field is generated for testing their performance. The concepts of each
procedure of evaluation are described in this Section.
Sound field simulation
Firstly, the simulated sound field video is generated by using the Green’s function. In
this case, two-dimensional and three dimensional Green’s function are used to generate the
sound field videos observed by parallel beams for two-lens Schliere system. Their details
are described as follows:
1. Two-dimensional Green’s function
The simulated sound field videos have been generated by using the two-dimensional
Green’s function as
φ(r|r0) = i4H
(1)
0 k(‖r− r0‖), (6.10)
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Fig. 6.4 The simulation condition for generating the two-dimensional sound field video
observed by parallel beams where xi is the position of each point in the simulated field as
shown in Eq. (6.11). The image size is 256× 256. The frame rate is 96,000 fps. This is a
similar condition as the condition of real experiment in the next section.
where k is the wave number and, H(1)0 is the first kind of Hankel function. The time
direction of sound field video is generated by multiplying the time factor e− jωt . ‖r−
r0‖ is the distance of each observation point r and point source r0:
||r− r0||=
√
(xi− x0)2+(yi− y0)2 (6.11)
where (x0,y0) is the co-ordinates at the point source. The schematics presentation of
the simulation condition of two-dimensional sound field is shown in Fig. 6.4.
2. Three-dimensional Green’s function
In order to make the simulation more realistic, the three-dimensional Green’s function
is used to identify the waves propagating away from a sound source for the free-field:
φ(r|r0) = e
ik‖r−r0‖
4π‖r− r0‖ , (6.12)
where the point source is positioned at r0 evaluated at the observation point r in three-
dimensions. ‖r− r0‖ is the distance of each observation point r and point source r0:
||r− r0||=
√
(xi− x0)2+(yi− y0)2+(zi− z0)2 (6.13)
where (x0,y0,z0) is the co-ordinates at the point source. The schematics presentation
of the simulation condition of three-dimensional sound field is shown in Fig. 6.5.
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Fig. 6.5 The schematic presentation of the simulation condition for generating the three-
dimensional sound field video where xi is the position of each point in the simulated field
as shown in Eq. (6.11). The image size was 256× 256. This condition is similar to the
condition of real experiment in the next Section.
In Schlieren system, the sound field can be visualized by investigating the deflection
of the light beam passing through the sound field along z direction. The Schlieren
video for the three-dimensional sound field can be simulated as
φ(r|r0) =
∫ zmax
zmin
eik||r−r0||
4π||r− r0|| dz, (6.14)
where zmin and zmax the boundary of the test area along z direction. the time direction
of sound field video is also generated by multiplying the time factor e− jωt .
Adding noise to simulated sound field
After removing the DC component, the feature of sound field can be visualized more clearly
but video noise still occur. In order to simulate the sound field video resembling the real
Schlieren videos after removing the DC component, the several levels of Gaussian noise
were added to the original video. -20 dB, -10 dB, 0 dB, 10 dB, and 20 dB SNR were
selected to adjust the levels of the noise. The example of 10 kHz simulated sound field
obtained by two-dimensional Green’s function with different levels of the noise are shown
in Fig. 6.6.
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(a) (b) (c)
(d) (e) (f)
Fig. 6.6 10 kHz simulated sound field obtained by two-dimensional Green’s function with
different levels of noise. (a) SNR = -20 dB, (b) SNR = -10 dB, (c) SNR = 0 dB, (d) SNR =
10 dB, (e), SNR = 20 dB (f) without noise.
Signal processing procedure
In order to test the performance, the spatio-temporal filteing methods were applied to the
simulated Schlieren videos. The evaluation results will be discuss in Section 6.1.3.
Signal-to-noise-Ratio
In order to evaluate the performance of each spatio-temporal filteing, SNR of the sound field
video is computed as
SNR= 10log10
∑ |Sdata|2
∑ |Sdata−Fdata|2 (6.15)
where Sdata is the Simulated Schlieren videos without noise and Fdata is the Simulated
Schlieren videos with noise after being filtered by the proposed methods.
6.1.3 Results
Simulated sound field by using 2D Green’s fucntion
The graph of SNR and the two-dimensional simulated sound field image of 10 kHz after fil-
tering are shown in Fig. 6.7 and 6.8, respectively. As can be seen, the SNRs of each filtering
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Fig. 6.7 SNR of 10 kHz two-dimensional simulated sound field videos
method are higher than the improvement line. Therefore, it is clear that spatio-temporal fil-
tering method can be enhance visibility of the audible sound field. The performance of each
filtering methods can be confirmed by observing the SNRs graph and the simulated sound
field image before and after filtering together. It is evident that the spatio-temporal filtering
by the bandpass ans the Wiener filter is not effective for noise removal since it is used to
filter out the noise while retaining the specific features of the image which include noises at
high frequencies. The 3D Gabor filter is effective for removing noise but not efficient for
sound reconstruction since the feature of the simulated sound field is changed after filtering.
Spatio-temporal filtering using the bandpass and the Gaussian and filter is the most effective
for both removing noise and extracting the sound information.
Simulated sound field by using 3D Green’s fucntion
In order to make the simulation more realistic, the three-dimensional Green’s function is
used to generate sound field video. As we proved before, spatio-temporal filtering using the
bandpass and the Gaussian filter is the most effective method. In this case, the Gaussian and
bandpass filter is applied on the simulated sound field for testing its performance. Figure 6.9
and 6.10 show the comparison of SNR between two and three-dimensional simulation and
the image of 10 kHz simulated sound fields after filtering. As can be seen, the SNRs of the
10 kHz simulated sound field obtained by the three-dimensional green function are higher
than the improvement line. This is evident that the spatio-temporal filtering also can enhance
the simulated sound field obtained by the three-dimensional Green’s function. However, the
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(a) (b) (c)
(d) (e) (f)
Fig. 6.8 10 kHz simulated kHz sinusoidal sound field. (a) data without noise, (b) the
data with noise, SNR = -10 dB, (c) time directional filtering by bandpass filter, (d) spatio-
temporal filtering by bandpass and Wiener filter, (e) spatio-temporal filtering by bandpass
and Gaussian filter, (f) spatio-temporal filtering by 3D Gabor filter.
trend of the SNRs is lower than simulated sound field obtained by the two-dimensional green
function. This is because the spatio-tenporal filters is designed for extracting the information
of sound field in the two-dimensional space and time dimension which resembles with the
Schlieren video data captured by a high-speed camera.
Real Schlieren video observed by two-lens Schlieren system
The real 10 kHz and 15 kHz sinusoidal sound fields obtained by spatio-temporal filters are
shown in Fig. 6.11 and 6.12, respectively. It can be seen that the raw Schlieren videos
observed by the Schlieren system cannot be visualized. Removing Dc components makes
the feature of the audible sound field can be visualized more clearly but noise still occurs
as shown in Fig. 6.11 and 6.12 (b). The spatio-temporal filters can be used to enhance
visibility of the audible sound field. As can be seen, visualization of sound field by using
only time dimensional filtering: bandpass filter is effective just only for extracting the sound
field information. The feature of the sound field can be visualized but it retains the noise in
the two-dimensional space as shown in Fig. 6.11 and 6.12 (c). Spatial filters are used for
removing noise in the spatial domain. Otherwise, the 3D filter can be used for removing
noise and extracting the sound field information of both time and spatial direction. As the
Wiener filter is an adaptive filter, it tries to retain the feature of image which includes high
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(a) (b) (c)
Fig. 6.10 10 kHz simulated sinusoidal sound field by three-dimensional Green’s function.
(a) data without noise, (b) the data with noise, SNR = -10 dB, (c) spatio-temporal filtering
by bandpass and Gaussian filter.
frequencies. The noise in two-dimensional space cannot be eliminated completely as shown
in Fig. 6.11 and 6.12 (d). The 3D Gabor filter is effective for removing the noise but is not
effective for sound field reconstruction as shown in Fig. 6.11 and 6.12 (f). Spatio-temporal
filtering using the bandpass and the Gaussian filter is the most effective for both removing
noise and extracting the sound information as shown in Fig. 6.11 and 6.12 (e). This results
resemble the evaluation result.
However, by using the narrow band-pass filter to extract sound field information, these
spatio-temporal filtering methods is applicable only when the sound field information which
is frequency is known.
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(a) (b) (c)
(d) (e) (f)
Fig. 6.11 10 kHz sinusoidal sound field. (a) Measured data, (b) data without DC component,
(c) time directional filtering by bandpass filter, (d) spatio-temporal filtering by bandpass
and Wiener filter, (e) spatio-temporal filtering by bandpass and Gaussian filter, (f) spatio-
temporal filtering by 3D Gabor filter.
(a) (b) (c)
(d) (e) (f)
Fig. 6.12 15 kHz sinusoidal sound field. (a) Measured data, (b) data without DC component,
(c) time directional filtering by bandpass filter, (d) spatio-temporal filtering by bandpass
and Wiener filter, (e) spatio-temporal filtering by bandpass and Gaussian filter, (f) spatio-
temporal filtering by 3D Gabor filter.
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Fig. 6.13 Tree structure of designed filter bank.
6.2 Spatio-temporal filter bank
6.2.1 The idea and method
As mentioned in previous Section, the spatio-temporal filters are applicable only by as-
suming that the sound field consists of a single frequency component. To overcome this
problem the spatio-temporal filter bank is introduced. It composes of the analysis-synthesis
filter bank pair and spatial bandpass filter. The details of the proposed method is described
in this Section
Filter design
The spatio-temporal filter bank is separated into three methods: analysis filter bank, syn-
thesis filter bank and spatial bandpass filter as represented in the tree structure in Fig. 6.13.
In analysis filter bank, the frequency component of a considered signal is decomposed into
multiple frequency bands. Then, the unwanted spatial frequencies of each band are removed
by the spatial bandpass filter. Finally, the signal will be composed by using the synthesis
filter bank. The concepts of each process are described as follows:
1. Analysis-synthesis filter bank
In order to retain the feature of the audible sound field after filtering, the prefect
reconstruction property [86, 56, 26] of the analysis-synthesis filter pair is required. It
can be achieved by the following two conditions.
(1) The distortion transfer function in the z-domain must satisfy:
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Table 6.2 Parameters of the designed FIR filter bank
order of filter 1023
maximum stopband ripple of analysis filters −66 dB
maximum stopband ripple of synthesis filters −60 dB
1
2
{H0(z)G0(z)+H1(z)G1(z)}= z−b, (6.16)
where G0(z) and G1(z) are the synthesis low-pass and high-pass filter pair, H0(z) and
H1(z) are the analysis low-pass and high-pass filter pair, and b is a positive integer.
(2) The function for aliasing component term must be zero:
1
2
{H0(−z)G0(z)+H1(−z)G1(z)}= 0. (6.17)
The aliasing problem and the amplitude distortion can be overcome under the condi-
tions of Eq. (6.16) and Eq. (6.17). In this case, the FIR filter of odd order N is chosen
for designing a prototype low-pass filter H0(z) [26]. The relationship between the
frequency response of the analysis and synthesis filter is expressed as
H1(z) = z−NH0(−z−1), G0(z) = 2z−NH0(z−1), G1(z) = 2z−NH1(z−1). (6.18)
It can be called the orthogonal FIR filter bank [26]. Table 6.2 describes the parameters
of the designed filter bank. The impulse responses of the analysis and synthesis filter
bank are shown in Fig 6.14-6.15, respectively.
By this technique, the Schlieren video signal in one-dimensional time direction corre-
sponding with each pixel (i, j) is used as the input signal Ii j(t) of the filter bank (see
Fig. 6.13). Frequency components of the input signal Ii j(t) are decomposed into multi-
ple frequency bands by the analysis filter bank. Examples of the magnitude response
of the designed analysis filter bank when its filter channels are 2, 4, 8, 16, 32, and
64 are shown in Fig. 6.16. Note that the bands represented by gray dotted lines cor-
respond with eliminated band because the frequency components contained in these
bands are higher than 20 kHz (inaudible sound). Figure 6.16 indicates that temporal
frequencies of the video signals of each pixel (i, j) are split by the analysis filter bank
equally before going through the next process (spatial filtering). The number of the
bands increases with the number of filter channel and they will be narrower if the
number of filter channel increases. After the unwanted frequencies of split signals are
removed by the spatial filter, they are composed by the synthesis filter bank.
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Fig. 6.14 The impulse response of analysis filter bank. (a) analysis low-pass filter, (b) anal-
ysis high-pass filter
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Fig. 6.15 The impulse response of synthesis filter bank. (a) synthesis low-pass filter, (b)
synthesis high-pass filter
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Fig. 6.16 The magnitude response of the designed analysis filter bank. (a) 2-channel filter
bank, (b) 4-channel filter bank, (c) 8-channel filter bank whose color of each band corre-
sponds to the schematic presentation of spectrum of the proposed filter in Fig. 6.18, (d)
16-channel filter bank, (e) 32-channel filter bank, (f) 64-channel filter bank. The gray dotted
lines correspond to eliminated bands.
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Fig. 6.17 Spectra of spatial band pass filter, where black indicates 1 and white indicates 0.
(a) For 10 kHz sound field, (b) for 15 kHz sound field, and (c) for 20 kHz sound field. These
figures correspond to Fig. 5.4 (a), (b), (c) in Chapter 5.
2. Spatial bandpass filter
As it is proved in the Chapter 5, the two-dimensional spatial spectrum of each specific
temporal frequency of the audible sound field is a ring. The radius of the ring increases
with the temporal frequency of the sound. According to that, array of spatial bandpass
filter is created to remove the spatial frequencies presented outside that ring. Each
designed spatial filter corresponds with each band of the analysis filter bank.
Assuming n be the band index of the filter bank. The wavenumber response of the
spatial filter is represented as
Hc,n(kx,ky) = exp
{
−(k
2
x + k2y)
2D2h,n
}
×
[
1− exp
{
−(k
2
x + k2y)
2D2l,n
}]
, (6.19)
where Dl,n is the lower cut-off wavenumber and Dh,n is the upper cut-off wavenumber.
The upper cut-off wavenumber given by
Dh,n =
2π fh,n
Ksc
√(
M2x +M2y
)
, (6.20)
where fh,n is the upper cut-off frequency of the filter bank of the band number n, Ks is
the sampling wavenumber, c is the speed of sound, and Mx and My are the number of
the pixel in kx and ky space, respectively.
The lower cut-off wavenumber is defined according to the minimum audible sound
frequency (20 Hz):
Dl,n =
40π
Ksc
√(
M2x +M2y
)
. (6.21)
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Fig. 6.18 Schematic presentation of the spectrum of the proposed filter. (a) Spatio-temporal
spectrum and (b) two-dimensional spatial spectrum.
The two-dimensional spectrum of the designed spatial filters for 10 kHz, 15 kHz, and
20 kHz, are shown in Fig. 6.17 (a), (b), and (c), respectively. The radius of each spatial
filter increases with the upper cut-off frequency of each band of analysis filter bank.
However, their responses is set to be thicker than the ideal spectrum (see Fig. 5.4)
since they can allow infringement of the two-dimensional assumption that might be
too strong for some Schlieren video signals.
The concept of proposed method
The spatio-temporal spectrum of the proposed filter bank is designed to resemble spatio-
temporal spectrum of the sound field which is a cone (see Figs. 5.4). Firstly, the analysis
filter bank divides the temporal frequency of sound into multiple bands equally as shown
in Fig. 6.16. Then, the isotropic spatial filters is designed by setting their radius corre-
sponding with the upper cut-off frequency of each band of the analysis filter bank. Thus,
the spatio-temporal spectrum of the proposed filter is the arrays of cylinders which radius
of their base corresponds to the upper cut-off frequency of each band. Clearly, the spatio-
temporal spectrum of the proposed filter will be more similar to the cone if we split the
temporal frequency components into more bands. Figure 6.18 illustrates the designed filter
bank spectrum whose coloring corresponds to each band of analysis filter bank as shown in
Fig. 6.16.
This method is an extension of the previous work which applied a single narrow band-
pass filter coupled with a single spatial filter for removing noise and extracting sound field
information by assuming that the sound field consists of a single frequency component [17].
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Fig. 6.19 Schematic presentation of the spectrum of the previous filter. (a) spectrum of the
filter designed for extracing 10 kHz sound field and (b) spectrum of the filter designed for
extracing 15 kHz sound field.
Considering the spatio-temporal spectrum in Fig. 6.19 (a) and (b), it is evident that the previ-
ous filter is the single narrow cylinder on a specific single frequency. Therefore, its spectrum
does not cover all the spatial-temporal spectrum of sound, and thus it can only be applied to
a pure tone.
Procedure of the proposed method
Figure. 6.20 illustrates the procedure of the proposed method. It is explained together with
the tree structure of the filter bank in Fig. 6.13 as follows:
1. Firstly, since the large zero frequency components in the Schlieren video make the
sound field difficult to visualize, the DC components of the Schlieren video are elimi-
nated by evaluating an average of each pixel in the time direction of Schlileren video.
2. Secondly, the spatio-temporal filter bank is applied on the Schlieren video signal.
From Fig. 6.13, the Schlieren video signal in one-dimensional time direction is used
as the input signal of the filter bank. In the analysis process, the low-pass filter H0(z)
and high-passH1(z) analysis filter pair divided the Schlieren video signal into 2 bands.
3. Then, the signal contained in each band of analysis filter bank is decimated by two.
This process is repeated n times until we get the number of channels 2n that we desire
to use for processing the Schlieren video signal.
4. Next, after ending the analysis process, the frequencies of the signal which are higher
than 20 kHz (inaudible sound) are eliminated.
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Fig. 6.20 Flow chart of procedure of the proposed method where fh,1 is upper cut-off fre-
quency of the first band of filter bank.
5. If the upper cut-off frequency of the first band is less than or equal to 20 Hz, the
frequency components contained in such band will be eliminated.
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Fig. 6.21 Procedure of calculation of SNR.
6. Then, the spatial bandpass filters is applied for eliminating the unwanted spatial fre-
quency presented outside the cone.
7. Finally, the synthesis highpass G1(z) and lowpass G0(z) filter pair is used to interpo-
late and recombine signals filtered by the spatial filter.
6.2.2 Evaluation
In this evaluation, it is classified into two objectives. First, for investigating effectiveness of
spatio-temporal filter bank method of enhancing the visibility of the audible sound field. In
this case, the performance of proposed method is evaluated by applying on simulated sound
field video for parallel beam observation.
Another is to compare the performance of visualization of sound field observed by the
single mirror and the two-lens Schlieren system. In this case, the simulated sound field for
parallel and cone beam observation is used for this propose. The spatio-temporal filter bank
method is applied to the both simulated sound field video.
In this case, the simulated spherical pure tone sound field of frequency 5 kHz, 10 kHz,
15 kHz, the spherical sound field consisting of frequencies 5 kHz, 10 kHz, and 15 kHz and
the chirp sound field of frequencies from 4 kHz to 4.3 kHz were used for those two objective.
The condition of each simulation resembles the condition of real experiment for two-lens
Schlieren system which is expressed in Chapter 7. The concept of each simulation method
and the procedure of evaluation are described as follows:
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Fig. 6.22 The simulation condition for the chirp sound field videos observed by parallel
beams, where xi is the position of each point in the simulated field. The image size is
384× 384. The frame rate is 48,000 fps. This condition is similar to the condition of real
experiment in Section 7.1.1, chirp sound field recording, in next Chapter
Sound field simulation for parallel beam observation
Graph of SNR in Fig. 6.9 in Section 6.2.3 indicates that the spatio-tempering methods
is more effective for two-dimensional sound field simulation. This is because the spatio-
temporal filters is designed for extracting the information of sound field in the two-dimensional
space and time dimension. Therefore, in this evaluation, the two-dimensional Green’s func-
tion is used to simulate a sound field video for evaluating the performance of the spatio-
temporal filter bank. The simulated spherical pure tone sound field of frequency 5 kHz, 10
kHz, 15 kHz, the spherical sound field consisting of frequencies 5 kHz, 10 kHz, and 15
kHz and the chirp sound field of frequencies from 4 kHz to 5 kHz were used to test the
performance of proposed method. the concept of each simulation is described as follows:
1. Pure tone sound field
For pure tone sound field, the same condition of the previous work in Eq. (6.10) and
Fig 6.4 is used for generating the sound field video.
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Table 6.3 Simulation condition for the chirp sound field
Sound source frequency 4 kHz-5.2 kHz
Image size 384×384 pixel
Frame rate 48,000 fps
Spatial wavelength 0.4 mm/pixel
f (1)0 , f
(2)
0 , f
(3)
0 , f
(4)
0 , f
(5)
0 4kHz, 8kHz, 12kHz, 16kHz, 20kHz
f1 20000 kHz
T 2 seconds
2. Sound field with various frequency
The sound field consisting of frequencies 5 kHz, 10 kHz, and 15 kHz can be simulated
by
φ(r|r0) =
3
∑
j=1
i
4
H(1)0 k j(‖r− r0‖), (6.22)
where k1, k2 and k3 are the wavenumbers of frequencies 5 kHz, 10 kHz, and 15 kHz,
respectively, H(1)0 is the first kind of Hankel function. The time direction of sound
field video is generated by multiplying the time factor e− jωt . ‖r− r0‖ is the distance
of each observation point r and point source r0:
||r− r0||=
√
(xi− x0)2+(yi− y0)2 (6.23)
where (x0,y0) is the co-ordinates at the point source. The simulation condition is
shown in Fig. 6.4 which is same as simulating the pure tone sound in previous work.
3. The chirp sound field
The chirp sound field is simulate by time domain Green’s function:
φ(r, t) = S (t− (‖r− r0‖/c))
4π‖r− r0‖ , (6.24)
where c is the speed of sound, ‖r−r0‖ is the distance of each observation point r and
point source r0, and S(t) is a sinusoidal linear chirp function which is defined as
S(t) = sin
[
φ0+2π
{
f0t+
(q
2
)
t2
}]
(6.25)
where φ0 is the initial phase, f0 is the initial frequency, q= ( f1− f0)/T , f1 is the final
frequency and T is duration. In this case, the harmonic frequencies of the chirp sound
field is added to this simulation, Therefore, we get
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Fig. 6.23 Simulated chirp sound field of frequencies 4 kHz-4.3 kHz. (a) Spectrum, (b) sound
field image.
φ(r, t) =
5
∑
i=1
Si (t− (‖r− r0‖/c))
4π‖r− r0‖ , (6.26)
where i is an index of the initial frequency f0. Therefore the sinusoidal linear chirp
function in Eq. (6.25) can be rewritten as
Si(t) = sin
[
φ0+2π
{
f (i)0 t+
(
( f1− f (i)0 )/T
2
)
t2
}]
(6.27)
The simulation conditions are shown in Table 6.3 and Fig. 6.22. Figure 6.23 shows
the spectrum and an image of simulated chirp sound field of frequencies from 4 kHz
to 4.3 kHz.
Sound field simulation for cone beam observation
As mentioned in Chapter 1, although visualizing sound field by using two-lens Schlieren
system taking many advantages, the lens type system cannot be designed for the large obser-
vational area. A single mirror Schlieren system is a good alternative since it can be applied
for the larger system. However, since it applies cone beams to investigate the change of den-
sity of air caused by the object, this disadvantage can harm some applications. Therefore, in
order to investigate the behavior of the sound effected by the cone light beams, and evaluate
the performance of proposed method for cone beam system, sound field for cone beam ob-
servation is simulated for calculating SNR. Figure 6.24 shows the Schematic presentation of
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Fig. 6.24 The schematic presentation of the simulation condition for generating the sound
field video for cone beam. (a) Top-view of single mirror system, (b) parabolic mirror repre-
sentation, (c) the simulation condition, where (xi,yi,zi) is the position of each point in the
simulated field. The image size was 256×256. This condition is similar to the condition of
real experiment in Section 7.2.1 in next Chapter
the single mirror Schlieren system which is used as the reference for sound field simulation.
This condition is similar to the condition of real experiment in Section 7.2.1 in next Chapter.
In this case, the simulated spherical pure tone sound field of frequency 10 kHz and 15
kHz, the spherical sound field consisting of frequencies 10 kHz, and 15 kHz and the chirp
sound field were used to test the performance of proposed method. The evaluation procedure
is same as Fig. 6.21.The procedure of the simulation is described as follows:
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Firstly, the depth of mirror C as shown in Fig. 6.24 (a) is calculated as
C =
D2
16 f
, (6.28)
where, D is the diameter of the mirror and f is focus of mirror.
Secondly, the coordinate at the mirror plan in z-coordinate is calculated by solving the
surface equation of parabola rotating around z-axis. The parabolic equation according to
Fig. 6.24 (b) is
4Czi = y2i , (6.29)
where i is index of coordinate. From Fig. 6.24 (b), the point P(x,y,z) indicates the point at
the parabolic surface. It is on the M-plan which is normal to the z-axis at the point Q(0,0,z)
same as point P′(x′,y′,z′). Therefore, relationship between point P(x,y,z) and P′(x′,y′,z′)
is:
P(xi,yi,zi) = P′(0,y′i,zi). (6.30)
Since
∥∥QP∥∥= ∥∥QP′∥∥, we get
x2i + y
2
i = y
′
i
2
. (6.31)
By substituting Eq. (6.31) to Eq. (6.29), the the surface equation of parabola rotating around
z-axis is represented as
x2i + y
2
i = 4czi. (6.32)
Then, the Green’s function is applied to simulate the sound field video. In this case,
three kinds of sound field: pure tone, sound field consisting of various frequencies, and chirp
sound field were used to investigate the performance of the proposed method. According to
the pure tone sound field and the sound consisting of various frequencies, the sound from
the light source is assumed to reflect the table and interference with the direct sound at
the test area as shown in Fig. 6.24 (c) This condition corresponds to the real condition in
Section 7.2.1 in the next Chapter. For the chirp sound field, to compare the effectiveness of
the visualization of sound field between the parallel and cone beam system, the condition of
simulation is similar to a condition of the simulation of parallel beam chirp sound field as
shown in Fig. 6.22. The concepts of each simulation are described as follows:
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(a) (b) (c)
Fig. 6.25 10 kHz simulated sound field for cone beam observation. (a) direct sound field (b)
reflected sound field (c) 10 kHz simulated sound field at the observational area.
(a) (b) (c)
Fig. 6.26 15 kHz simulated sound field for cone beam observation. (a) direct sound field (b)
reflected sound field (c) 15 kHz simulated sound field at the observational area.
1. Pure tone sound field
The pure tone sound field can be simulated by
φ(r j|r0(θ)) =
2
∑
j=1
∫ 1
0
eik‖r j−r0(θ)‖
4π‖r j− r0(θ)‖dθ , (6.33)
where ‖r j−r0(θ)‖ is the distance of each observation point r j and point source r0(θ).
In this case, r1 and r2 indicate the position of real sound source and the image sound
source, respectively. Moreover, function r0(θ) can be represented as
r0(θ) = θa1+(1−θ)a2, (6.34)
where a1 and a2 is coordinate (x,y,z) at the light source and the mirror plan, respec-
tively. The time direction of sound field video is generated by multiplying the time
factor e− jωt . Figure 6.25 and 6.26 show the simulated sound field for cone beam ob-
servation of 10 kHz and 15 kHz, respectively. It can be seen that, these figures are
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(a) (b) (c)
Fig. 6.27 simulated sound field of 10 kHz and 15 kHz for cone beam observation. (a) direct
sound field (b) reflected sound field (c) sound field of 10 kHz and 15 kHz at the observational
area.
similar to the real Schlieren sound field after filtering in Fig 7.18 and 7.19 in Chapter
7.
2. Sound field with various frequency
The sound field consisting of 10 kHz and 15 kHz can be simulated by
φ(r j|r0(θ)) =
2
∑
l=1
2
∑
j=1
∫ 1
0
eikl‖r j−r0(θ)‖
4π‖r j− r0(θ)‖dθ , (6.35)
where k1 and k2 are the wavenumbers of frequencies 10 kHz and 15 kHz, respectively,
and ‖r j− r0(θ)‖ is the distance of each observation point r j and point source r0(θ).
In this case, r1 and r2 indicate the position of real sound source and the image sound
source, respectively. Moreover, function r0(θ) can be represented as
r0(θ) = θa1+(1−θ)a2, (6.36)
where a1 and a2 is coordinate (x,y,z) at the light source and the mirror plan, respec-
tively. The time direction of sound field video is also generated by multiplying the
time factor e− jωt . Figure 6.27 shows the simulated sound field consisting of 10 kHz
and 15 kHz for cone beam observation. It can be seen that, This figure is similar to
the real Schlieren sound field after filtering in Fig 7.20 in Chapter 7.
3. Chirp sound field
The chirp sound field can be simulated by using the time domain Green’s function in
Eq. (6.26). In this case, the sound field can be visualized by investigating the deflec-
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Fig. 6.28 Simulated chirp sound field of frequencies 4 kHz-4.3 kHz. (a) Spectrum, (b) sound
field image
Table 6.4 level of the Gaussian noise for simulated data
Sound source SNR
Pure tone sound field Lens -10 dB
Mirror -20 dB
Sound consisting of various frequencies Lens -10 dB
Mirror -20 dB
Chirp sound field Lens -10 dB
Mirror -10 dB
tion of the light beam from light source passing through the sound field to parabolic
mirror along z direction. Therefore, the chirp sound field can be simulated by
φ(r, t) =
∫ 1
0
5
∑
i=1
Si (t− (‖r− r0(θ)‖/c))
4π‖r− r0(θ)‖ dθ , (6.37)
where r = ‖r j− r0(θ)‖ is the distance of each observation point r and point source
r0(θ), i is an index of the initial frequency f0. The function r0(θ) can be represented
as Eq. (6.36). The condition of chirp sound field is same as the previous chirp sound
field simulation as shown in Fig. 6.22 and Table 6.3. The spectrogram and an image
of the simulated chirp sound field are shown in Fig. 6.28.
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(a) (b) (c)
Fig. 6.29 Simulated sound field for parallel beam observation after adding noise of-10 dB
SNR . (a) 10 kHz sound field (b) 15 kHz sound field (c) sound field consisting of 5 kHz, 10
kHz and 15 kHz.
(a) (b) (c)
Fig. 6.30 Simulated sound field for cone beam observation after adding noise of-20 dB SNR
. (a) 10 kHz sound field (b) 15 kHz sound field (c) sound field consisting of 10 kHz and 15
kHz.
Adding noise to simulated sound field
In order to simulated video resemble the real Schlieren video after removing the DC com-
ponent, Gaussian noise was added. To make it resembles the experiment condition, the
different levels noise were add to different kind of data. Table 6.4 shows the levels of noise
that were added in each data. Figure 6.29 and 6.30 show examples of simulated sound field
after adding noise.
Signal processing procedure
In order to test the performance, the spatio-temporal filter bank was applied to the simulated
Schlieren videos with noise.
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Signal-to-noise-Ratio
Finally, the original sound field video and the video after filtering by proposed method was
used to calculate the SNR:
10log10
∑ |Sdata|2
∑ |Sdata−Fdata|2 , (6.38)
where Sdata is the simulated sound field video without noise and Fdata is the simulated sound
field video with noise after being filtered by the proposed method.
6.2.3 Results
Sound field video for parallel beam observation
Figure 6.31, 6.32, 6.33, and 6.34 show the graphs of improvement of SNR and the simulated
sound field images before and after filtering of 5 kHz, 10 kHz ,15 kHz sinusoidal sound
field and the sound field consisting of frequencies 5 kHz, 10 kHz, respectively. According
to these graphs, the plots of improvement of SNRs for fourth cases are positive. This means
the spatio-temporal filter bank can enhance visibility of the audible sound fields. The results
are confirmed by the images of the sound fields before and after filtering. As can be seen in
Fig. 6.31, 6.32, 6.33 and 6.34, the visibility of the simulated sound fields after filtering as
shown in Fig. 6.31, 6.32, 6.33, and 6.34 (c)–(h) is enhanced comparing with the simulated
sound field with added noise in Fig. 6.31, 6.32, 6.33, and 6.34 (b).
Considering the SNR corresponding with the number of filter channels, the graphs of
the improvement of SNR in Fig. 6.31, 6.32, and 6.33 (a) indicate that the 64-channel filter
bank is the most effective for visualizing the sound field. Moreover, the effectiveness of
the proposed method tends to increase with the number of filter channels . The sound field
images before and after filtering can be used to confirm this consideration. In Fig. 6.31, 6.32,
and 6.33 (b)-(h), they confirm that the visibility of the audible increases with the number
of filter channels. As we mentioned the concept of the filter bank design in Section 6.3.1,
the spectrum of the filter bank will be more similar to sound field spectrum if we divide the
temporal frequency into more bands. This makes more noise will be eliminated resulting
higher visualization performance. Therefore, the evaluation of the 5 kHz ,10 kHz 15 kHz
sinusoidal sound field, and the sound field consisting of frequencies 5 kHz, 10 kHz, and 15
kHz after filtering support the hypothesis of our filter bank design.
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Fig. 6.31 Improvement of SNR and the images of simulated 5 kHz sinusoidal sound field for
parallel beam observation. (a) Improvement of SNR of simulated sound field after filtering
with original sound field image, (b) simulated sound field with noise (SNR = -10 dB), (c)
sound field after being filtered by 2-channel filter bank, (d) sound field after being filtered by
4-channel filter bank, (e) sound field after being filtered by 8-channel filter bank, (f) sound
field after being filtered by 16-channel filter bank, (g) sound field after being filtered by
32-channel filter bank, and (h) sound field after being filtered by 64-channel filter bank.
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Fig. 6.32 Improvement of SNR and the images of simulated 10 kHz sinusoidal sound field
for parallel beam observation. (a) Improvement of SNR of simulated sound field after filter-
ing with original sound field image, (b) simulated sound field with noise (SNR = -10 dB), (c)
sound field after being filtered by 2-channel filter bank, (d) sound field after being filtered by
4-channel filter bank, (e) sound field after being filtered by 8-channel filter bank, (f) sound
field after being filtered by 16-channel filter bank, (g) sound field after being filtered by
32-channel filter bank, and (h) sound field after being filtered by 64-channel filter bank.
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Fig. 6.33 Improvement of SNR and the images of simulated 15 kHz sinusoidal sound field
for parallel beam observation. (a) Improvement of SNR of simulated sound field after filter-
ing with original sound field image, (b) simulated sound field with noise (SNR = -10 dB), (c)
sound field after being filtered by 2-channel filter bank, (d) sound field after being filtered by
4-channel filter bank, (e) sound field after being filtered by 8-channel filter bank, (f) sound
field after being filtered by 16-channel filter bank, (g) sound field after being filtered by
32-channel filter bank, and (h) sound field after being filtered by 64-channel filter bank.
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Fig. 6.34 Improvement of SNR and the images of simulated sound field consisting of fre-
quencies 5 kHz, 10 kHz, and 15 kHz for parallel beam observation. (a) Improvement of
SNR of simulated sound field after filtering with original sound field image, (b) simulated
sound field with noise (SNR = -10 dB), (c) sound field after being filtered by 2-channel filter
bank, (d) sound field after being filtered by 4-channel filter bank, (e) sound field after being
filtered by 8-channel filter bank, (f) sound field after being filtered by 16-channel filter bank,
(g) sound field after being filtered by 32-channel filter bank, and (h) sound field after being
filtered by 64-channel filter bank.
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Sound field video for cone beam observation
Figure 6.35, 6.36, and 6.37 show the graphs of improvement of SNR and the simulated
sound field images before and after filtering of 10 kHz and 15 kHz sinusoidal sound field
and the sound field consisting of frequencies 15 kHz, 10 kHz, respectively. According to
these graphs, the plots of improvement of SNRs for all cases are positive. This means the
spatio-temporal filter bank can enhance visibility of the audible sound fields. The results
can be confirmed by the images of the sound fields before and after filtering. As can be
seen in Fig. 6.35, 6.36, and 6.37, the visibility of the simulated sound fields after filtering as
shown in Fig. 6.35–6.37 (c)–(h) is enhanced comparing with the simulated sound field with
added noise as shown in Fig. 6.35–6.37 (b).
Considering the SNR corresponding with the number of filter channels, the graphs of
the improvement of SNR in Fig. 6.35–6.37 (a) indicate that the 64-channel filter bank is the
most effective for visualizing the sound field. Moreover, the effectiveness of the proposed
method tends to increase with the number of filter channels. In this case, the level of noise
-20 dB was added to make the it resemble the experiment data in Chapter 7. Therefore,
comparing with the parallel beam sound field with -10 dB SNR noise after filtering, this
results has more noise remaining. However, the graph of the improvement of SNRs in
Fig. 6.38 and Fig. 6.39 indicate that the spatio-temporal filter bank is effective for both
cases. The visualization of 10 kHz sound field observed by cone beams tends to be lower
than sound field observed by parallel beams.
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(a)
Fig. 6.35 Improvement of SNR and the images of simulated 10 kHz sinusoidal sound field
for cone beam observation. (a) Improvement of SNR of simulated sound field after filtering
with original sound field image, (b) simulated sound field with noise (SNR = -20 dB), (c)
sound field after being filtered by 2-channel filter bank, (d) sound field after being filtered by
4-channel filter bank, (e) sound field after being filtered by 8-channel filter bank, (f) sound
field after being filtered by 16-channel filter bank, (g) sound field after being filtered by
32-channel filter bank, and (h) sound field after being filtered by 64-channel filter bank.
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Fig. 6.36 Improvement of SNR and the images of simulated 15 kHz sinusoidal sound field
for cone beam observation. (a) Improvement of SNR of simulated sound field after filtering
with original sound field image, (b) simulated sound field with noise (SNR = -20 dB), (c)
sound field after being filtered by 2-channel filter bank, (d) sound field after being filtered by
4-channel filter bank, (e) sound field after being filtered by 8-channel filter bank, (f) sound
field after being filtered by 16-channel filter bank, (g) sound field after being filtered by
32-channel filter bank, and (h) sound field after being filtered by 64-channel filter bank.
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Fig. 6.37 Improvement of SNR and the images of simulated sound field consisting of fre-
quencies 10 kHz, and 15 kHz for cone beam observation. (a) Improvement of SNR of
simulated sound field after filtering with original sound field image, (b) simulated sound
field with noise (SNR = -20 dB), (c) sound field after being filtered by 2-channel filter bank,
(d) sound field after being filtered by 4-channel filter bank, (e) sound field after being fil-
tered by 8-channel filter bank, (f) sound field after being filtered by 16-channel filter bank,
(g) sound field after being filtered by 32-channel filter bank, and (h) sound field after being
filtered by 64-channel filter bank.
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Fig. 6.38 Improvement of SNR of 10 kHz sound field after filtering for parallel and cone
beam observation
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Fig. 6.39 Improvement of SNR of 15 kHz sound field after filtering for parallel and cone
beam observation
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Table 6.5 the comparison of improvement of SNR for parallel and cone beam observation
Chirp sound field SNR
Parallel beam 24.8
cone beam 28.9
Comparison of chirp sound field between parallel and cone beam observation
The results of the visualization of the chirp sound field for parallel and cone beam observa-
tion before and after filtering are shown in Figure 6.40 and 6.41, respectively. In this case,
the 64-channel spatio-temporal filter bank is selected to analyze the both chirp sound field.
The spectrum and an image of original chirp sound fields are shown in Fig. 6.40 and 6.41 (a).
Figure 6.40 and 6.41 (b) show the spectrum and the image of chirp sound field with noise.
The chirp sound fields after filtering are show in Fig. 6.40 and 6.41 (c). It can be seen that
the visibility of the sound field videos is enhance for both cases. Table 6.5 show the compar-
ison of improvement of SNR for both observation. Therefore, it proves that spatio-temporal
filter bank method is effective for both parallel and cone observation.
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Fig. 6.40 The chirp sound field for parallel beam observation before and after filtering. (a)
spectrum and image of simulated chirp sound field, (b) spectrum and image of simulated
chirp sound field with noise, (c) spectrum and image of simulated chirp sound field after
filtering
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Fig. 6.41 The chirp sound field for cone beam observation before and after filtering. (a)
spectrum and image of simulated chirp sound field, (b) spectrum and image of simulated
chirp sound field with noise, (c) spectrum and image of simulated chirp sound field after
filtering
Chapter 7
Schlieren recording system and
visualization
In this dissertation, a two-lens and a single mirror Schlieren systems were provide for record-
ing the schlieren video. For lens system, 10 kHz and 15 kHz pure tone sound field and the
chirp sound field from 4 to 12 kHz were used for testing the performance of the spatio-
temporal filter bank method. For Mirror system, 10 kHz and 15 kHz pure tone sound field
and the sound field consisting of 10 kHz and 15 kHz observed by both systems were used
for the same proposed. In this Chapter, experimental setup, experimental condition and the
results of the visualization of Schlieren video after being filtered by the spatio-temporal filter
bank are described. The experimental setup and results based on the two-lens and the sin-
gle mirror systems and comparative visualization for two-lens and single mirror Schlieren
system are described in this Chapter.
7.1 Two-lens Schlieren system
7.1.1 Experimental setup and apparatus
In this experiment, 10 kHz and 15 kHz pure tone sound field at SPL around 100 dB and
the chirp sound field from 4 kHz to 12 kHz were used for testing the proposed method.
The schematic presentation of the experimental setup is shown in Fig. 7.1. In this research,
the two experiments were provided for observing the pure tone and the chirp sound field
separately. The details of this two experiments are described in this section.
(1) Pure tone sound field recording: the two-lens Schlieren system which features
10 cm convex lens, LSH 100 (mercury 100 W) light source, and a knife-edge is used for
recording sound field video. The 10 kHz and 15 kHz pure tone SPL around 100 dB, mea-
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Loudspeaker
Knife-edge
Camera 
Light source
Sound Level meter
Fig. 7.1 Schematic presentation of experimental setup of two-lens Schlieren system
sured at 10 cm from a loudspeaker, were provided for testing the proposed method. A NAC
MEMRECAM HX-3 high-speed camera with 96,000 frames per second was used to record
256×256 pixel Schlieren video. A YAMAHA MSP-7 STUDIO loudspeaker was provided
for producing the sound. It can assume that the wavefronts of sound produced by this loud-
speaker are spherical since the shape of its tweeter is dome. The picture of experimental
setup and the experimental condition are shown in Fig. 7.2, 7.3 and Table 7.1, respectively.
Camera
Lens2
Lens1
Fig. 7.2 Experimental setup for the pure tone sound field (1)
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CameraLens2
Lens1
Light Source
Fig. 7.3 Experimental setup for the pure tone sound field (2)
Table 7.1 Experimental condition for the pure tone sound field
Sound source frequency 10 kHz,15 kHz
Camera NAC MEMRECAM HX-3
Loudspeaker YAMAHA MSP-7 STUDIO
Image size 256×256 pixel
Frame rate 96,000 fps
Diameter of lenses 10 cm
Sound pressure Level (SPL) ∼ 100 dB
Spatial wavelength 0.2 mm/pixel
Light source LSH 100 (mercury 100 W)
L, f1, f2 100 cm, 100 cm , 102 cm
(see in Fig. 7.1)
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(2) Chirp sound field recording: the two-lens Schlieren system which features 15
cm convex lens, 75 W Xenon lamp (light source), and a knife-edge is used for recording
sound field video. The chirp sound field from 4 kHz to 12 kHz at the sound pressure level
(SPL) around 112 dB, measured at 16 cm from a loudspeaker, were provided for testing
the proposed method. A NAC MEMRECAM HX-3 high-speed camera with 48,000 frames
per second was used to record 384×384 pixel Schlieren video. A GENELIC 8020B loud-
speaker was provided for emitting the sound. In this case, the shape of the tweeter of the
loudspeaker is dome, therefore it can assume that the wavefronts of this chirp sound field
is also spherical. The picture of experimental setup and the experimental condition for the
chirp sound field investigating are shown Fig. 7.2, 7.3, and Table 7.2, respectively.
Camera
Lens2
Lens1
Loudspeaker Lens1
Light Source
Loudspeaker
Microphone
Fig. 7.4 Experimental setup for the chirp sound field
Table 7.2 Experimental condition for the chirp sound field
Sound source frequency 4-12 kHz chirp sound field
Camera NAC MEMRECAM HX-3
Loudspeaker GENELIC 8020B
Image size 384×384 pixel
Frame rate 48,000 fps
Diameter of lenses 15 cm
Sound pressure Level (SPL) 112 dB
Spatial wavelength 0.4 mm/pixel
Light source 75 W Xenon lamp
L, f1, f2 150 cm, 150 cm, 150 cm
(see in Fig. 7.1)
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(a) (b) (c) (d)
(e) (f) (g) (h)
Loudspeaker
Fig. 7.5 Schlieren images of 10 kHz sound field. (a) Data detected by the high-speed camera,
(b) data without DC component, (c) sound field after being filtered by 2-channel spatio-
temporal filter bank, (d) sound field after being filtered by 4-channel spatio-temporal filter
bank, (e) sound field after being filtered by 8-channel spatio-temporal filter bank, (f) sound
field after being filtered by 16-channel spatio-temporal filter bank, (g) sound field after being
filtered by 32-channel spatio-temporal filter bank, and (h) sound field after being filtered by
64-channel spatio-temporal filter bank.
7.1.2 Experimental results
Pure tone sound field
Figure 7.5 and 7.6 show the Schlieren image of 10 kHz and 15 kHz pure tone sound field
after being filtered by spatio-temporal filter bank. In this experiment, the loudspeaker which
is used for producing the audible sound field, was placed at the left side of the system which
is the right side of the image. From Fig. 7.5 and 7.6 (a), as can be seen, the raw Schlieren
sound field with a low pressure cannot visualize. This is consistent with the result in [31].
Removing the DC component makes the sound field can be visualized more clearly as shown
in Fig. 7.5 (b), but noise still occur. In order to remove video noise and extract the sound
field information, spatio-temporal is applied on the Schlieren video. As shown in Fig. 7.5
(c)–(h), spatio-temporal filter bank is effective for extracting the sound information in the
time dimension and removing the noise in two-dimensional space. Moreover, if the number
of the filter channels of the spatio-temporal filter bank increases, the audible sound field can
be visualized more clearly. This results can support the evaluation in Section 6.3.3.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Loudspeaker
Fig. 7.6 Schlieren images of 15 kHz sound field. (a) Data detected by the high-speed camera,
(b) data without DC component, (c) sound field after being filtered by 2-channel spatio-
temporal filter bank, (d) sound field after being filtered by 4-channel spatio-temporal filter
bank, (e) sound field after being filtered by 8-channel spatio-temporal filter bank, (f) sound
field after being filtered by 16-channel spatio-temporal filter bank, (g) sound field after being
filtered by 32-channel spatio-temporal filter bank, and (h) sound field after being filtered by
64-channel spatio-temporal filter bank.
Non-stationary sound field
In this experiment, the linear chirp sound field frequency ranging from 4 kHz to 12 kHz
was used to for testing the effectiveness of proposed method. A sinusoidal linear chirp is
represented as
S(t) = sin
[
φ0+2π
{
f0t+
(q
2
)
t2
}]
(7.1)
where f0 is the initial frequency, f1 is the final frequency, T is time duration, φ0 is the initial
phase, and q= ( f1− f0)/T .
In this case, the 64-channel spatio-temporal filter bank is used for filtering the Schlieren
video whose sampling rate is 48,000 fps. The spectrogram of the chirp sound of frequencies
from 4 kHz to 12 kHz is shown in Fig. 7.7. Figure 7.8 shows spectrogram of chirp sound
from 4 kHz up to 4.3 kHz. The gray dotted lines represent the boundary of each band of the
filter bank. It can be seen that the chirp sound crosses the boundary of the bands. In this case,
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Fig. 7.7 Spectrogram of chirp sound from 4 kHz up to 4.3 kHz. The gray dotted lines
represent the boundary of each band of the filter bank.
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Fig. 7.8 Spectrogram of chirp sound from 4 kHz up to 4.3 kHz. The gray dotted lines
represent the boundary of each band of the filter bank.
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the width of each band is 375 Hz. The image and the spectrum of the chirp sound field before
and after filtering is shown in Fig. 7.9, 7.10, 7.11, 7.12 and 7.13. For more description, the
representation of the spectrum of the chirp sound field is separated into four duration of
time as shown in Fig. 7.9, 7.10, 7.11 and 7.12. Figure 7.13 shows the spectrogram of chirp
sound field for whole duration of time. In this experiment, the loudspeaker which is used for
producing the chirp sound was placed in the right side of the system which is left side of the
image as can be seen in Fig. 7.9, 7.10, 7.11 and 7.12 (g). The area of the screen is presented
as the the brighter area in Fig. 7.9, 7.10, 7.11 and 7.12 (a). From Fig. 7.9, 7.10, 7.11 and
7.12 (c), it indicates that the visibility of the chirp sound field after filtering is enhanced.
Figure 7.9, 7.10, 7.11, 7.12 and 7.13 (c) and (d) show the spectrogram of the chirp sound
field before and after filtering, respectively. They can be seen that the spatio-temporal filter
bank is effective for removing noise and extracting the sound field information. In addition,
the proposed method can detect the harmonic frequencies generated by distortion due to
large pressure. In order to confirm this result, the spectrogram of the sound field captured
by a microphone during the experiment as shown in Fig. 7.9, 7.10, 7.11, 7.12 and 7.13 (b) is
considered. As can be seen, the microphone can also detect the harmonic frequencies of the
sound. The proposed method can also observe the harmonic frequencies of the chirp sound
field. Moreover, This method is not limited within a band of the filter.
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Fig. 7.9 Spectrum and Schlieren images of the chirp sound field for duration of time from 0
to 0.25 seconds. (a) Spectrum of original chirp sound field, (b) spectrum of chirp sound field
recorded by microphone, (c) spectrum of chirp sound field before filtering, (d) spectrum of
chirp sound field after filtering, chirp sound field after being filtered by 64-channel spatio-
temporal filter bank, (e) a raw Schlieren image, (f) a Schlieren image after removing DC
component (it corresponds with the spectrum of chirp sound before filtering in Fig. (c)), (g),
Schlieren after filtering (it corresponds with the spectrum of chirp sound before filtering in
Fig. (d)).
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Fig. 7.10 Spectrum and Schlieren images of the chirp sound field for duration of time from
0.251 to 0.5 seconds. (a) Spectrum of original chirp sound field, (b) spectrum of chirp
sound field recorded by microphone, (c) spectrum of chirp sound field before filtering, (d)
spectrum of chirp sound field after filtering, chirp sound field after being filtered by 64-
channel spatio-temporal filter bank, (e) a raw Schlieren image, (f) a Schlieren image after
removing DC component (it corresponds with the spectrum of chirp sound before filtering
in Fig. (c)), (g), Schlieren after filtering (it corresponds with the spectrum of chirp sound
before filtering in Fig. (d)).
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Fig. 7.11 Spectrum and Schlieren images of the chirp sound field for duration of time from
0.51 to 0.75 seconds. (a) Spectrum of original chirp sound field, (b) spectrum of chirp
sound field recorded by microphone, (c) spectrum of chirp sound field before filtering, (d)
spectrum of chirp sound field after filtering, chirp sound field after being filtered by 64-
channel spatio-temporal filter bank, (e) a raw Schlieren image, (f) a Schlieren image after
removing DC component (it corresponds with the spectrum of chirp sound before filtering
in Fig. (c)), (g), Schlieren after filtering (it corresponds with the spectrum of chirp sound
before filtering in Fig. (d)).
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Fig. 7.12 Spectrum and Schlieren images of the chirp sound field for duration of time from
0.751 to 0.95 seconds. (a) Spectrum of original chirp sound field, (b) spectrum of chirp
sound field recorded by microphone, (c) spectrum of chirp sound field before filtering, (d)
spectrum of chirp sound field after filtering, chirp sound field after being filtered by 64-
channel spatio-temporal filter bank, (e) a raw Schlieren image, (f) a Schlieren image after
removing DC component (it corresponds with the spectrum of chirp sound before filtering
in Fig. (c)), (g), Schlieren after filtering (it corresponds with the spectrum of chirp sound
before filtering in Fig. (d)).
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Fig. 7.13 pectrum and Schlieren images of the chirp sound field for whole duration of time.
(a) Spectrum of original chirp sound field, (b) spectrum of chirp sound field recorded by
microphone, (c) spectrum of chirp sound field before filtering, (d) spectrum of chirp sound
field after filtering by 64-channel spatio-temporal filter bank.
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7.2 Single mirror Schlieren system
7.2.1 Experimental setup and apparatus
10 cm
2m
27.5 cm
Parabolic Mirror
Loudspeaker
camera
Light source
half mirror
Focus lens
Fig. 7.14 Schematic presentation of experimental setup of Single-mirror Schlieren system
In this experiment, 10 kHz and 15 kHz pure tone sound field and the sound field consists
of 10 kHz and 15 kHz at SPL of 94 dB, measured at 27.5 cm from loudspeaker, were used
for testing the proposed method. The schematic presentation of the experimental setup is
shown in Fig. 7.14. The single mirror Schlieren system which features 10 cm parabolic
mirror, LSH 100 (mercury 100 W) light source, a focused lens, and half mirror is used for
recording sound field video. A NAC MEMRECAM HX-3 high-speed camera with 96,000
frames per second was used to record 256×256 pixel Schlieren video. A YAMAHAMSP-7
STUDIO loudspeaker was provided for producing the sound. The picture of experimental
setup and the experimental condition are shown Fig. 7.15, 7.16 and Table 7.3, respectively.
The light from the light source go through the test area and reflected by the mirror. Then
return along the coincident path resulting in the source image at itself. Thus, the beam
splitter or knife-edge reflecting positioned at the focal point of mirror splits the returning
rays in perpendicular direction. Note that non-parallel beam of this system can be hampered
some application. The alignment of this system will be perfect if the mirror is spherical.
Parabolic mirror can not perfectly nullify aberration.
7.2.2 Experimental results
Figure 7.18, 7.19, and 7.20 show the Schlieren image of 10 kHz and 15 kHz pure tone
sound field and the sound field consists of 10 kHz and 15 kHz after being filtered by spatio-
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Table 7.3 Experimental condition for single mirror Schlieren system
Sound source frequency 10 kHz,15 kHz
sound consists of 10 kHz and 15 kHz
Camera NAC MEMRECAM HX-3
Loudspeaker YAMAHA MSP-7 STUDIO
Image size 256×256 pixel
Frame rate 96,000 fps
Diameter of Mirror 10 cm
Sound pressure Level (SPL) 94 dB
Spatial wavelength 0.36 mm/pixel
Light source LSH 100 (mercury 100 W)
Light source
Camera
half mirror
Lens
Loudspeaker
Sound level meter
Mirror
Fig. 7.15 Experimental setup for single mirror Schlieren system (1)
temporal filter bank. In this experiment, the loudspeaker which is used for producing the
audible sound field, was placed at the left side of the system which is right side of the image.
Since the loudspeaker is placed far away from the system, it cannot be seen in the Fig. 7.18,
7.19, and 7.20 (a)–(c). As can be seen in Fig. 7.18, 7.19, and 7.20 (a), the raw Schlieren
sound field with 94 dB sound pressure cannot visualize. This result consistent with the result
in [31]. After removing DC component, noise still occurs. Therefore, the spatio-temporal
filter bank is applied for removing the noise and extracting the sound information. As can
be seen in Fig. 7.18, 7.19, and 7.20 (c), it indicates the visibility of the sound field is
enhanced by using the proposed method. Figure 7.18, 7.19, and 7.20 (d) show the temporal
spectrum of 10 kHz and 15 kHz pure tone sound field and the sound field consists of 10 kHz
and 15 kHz, respectively. This indicates the spatio-temporal filter bank can also extract the
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Camera
Light source
Lens
half mirror
Fig. 7.16 Experimental setup for single mirror Schlieren system (2)
information of sound field obtained by a single mirror system. In this case, it can be found
that the investigated sound field is not a direct sound produced from a loudspeaker but it is
the interference sound combined with the reflected sound from the table. This is because
the distance from sound source to the Schlieren system is further than the other experiment
set up as shown in Fig 7.14 and 7.16. Therefore, this phenomena can happen. It can be
confirmed by the sound field simulation by using Green’s function. Figure 7.17 the image
of 15 kHz of simulated mirror sound field. Considering Fig. 7.17 (c) together with Fig. 7.19
(c), they indicate that the feature of simulated sound field resembles the real data.
(a) (b) (c)
Fig. 7.17 Simulated 15 kHz sound field and simulation condition (a) Directed sound field,
(b) reflected sound field from table and (c) interference sound field.
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Fig. 7.18 Schlieren images of 10 kHz sound field recorded by the single mirror Schlieren
system. (a)10 kHz sound field detected before processing, (b) 10 kHz sound field after
removing the DC component, and (c) 10 kHz sound field after being filtered by 64-channel
spatio-temporal filter bank.
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Fig. 7.19 Schlieren images of 15 kHz sound field recorded by the single mirror Schlieren
system. (a) 15 kHz sound field detected before processing, (b) 15 kHz sound field after
removing the DC component, and (c) 15 kHz sound field after being filtered by 64-channel
spatio-temporal filter bank.
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Fig. 7.20 Schlieren images of sound field consists of 10 kHz and 15 kHz recorded by the
single mirror Schlieren system. (a) sound field detected before processing, (b) sound field
after removing the DC component, and (c) sound field after being filtered by 64-channel
spatio-temporal filter bank.
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Table 7.4 level of the Gaussian noise for simulated data
distance from loudspeaker Lens 5 cm
Mirror 27.5 cm
SPL Lens 100 dB
Mirror 94 dB
loudspeaker
Lens:15kHz
Loudspeaker
loudspeaker
Mirror: 10 kHz
loudspeaker
Mirror: 15 kHz
Lens:10 kHz
27.5 cm
27.5 cm
5 cm
5 cm
SPL~100 dB
SPL = 94 dB
Fig. 7.21 The setup condition between lens and mirror Schlieren system
7.3 Comparative visualization for two-lens and single mir-
ror Schlieren system
There are two different condition of setting up the experiment between mirror and lens
system. First one is distance between the loudspeaker and the optical system. Second
one is the sound pressure level. Table 7.4 shows the experiment condition of Schlieren
set up between lens and mirror system. Figure 7.21 shows the setup condition between
lens and mirror Schlieren system. Figure 7.22 shows the Schlieren image of 10 kHz and
15 kHz recorded by the single mirror and the two-lens Schlieren system after removing Dc
components and after filtering by spatio-temporal filter bank. It can be seen the feature of the
sound field observed by the mirror system after removing DC component is more difficult to
see than the lens system since the sound signal is weaker. Moreover, noise still occurs in the
sound field video recorded by the mirror system after using the spatio-temporal filter bank
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Lens
Mirror
Fig. 7.22 The setup condition between lens and mirror Schlieren system
extract sound field information. This is because the the sound pressure level recorded by
mirror system is lower and that makes it more difficult to visualize the audible sound field.
However, as it is considered in Fig. 7.18, Fig. 7.19 and Fig. 7.20, the information of sound
field can be extracted and the visibility of the sound can be enhance by this spatio-temporal
filter bank method. Although the cone beam observation is an disadvantage feature, it is
effective for visualizing audible sound field.

Chapter 8
Conclusions
This dissertation includes two objective: (1) enhancing visibility of audible sound field, (2)
comparative visualization for single mirror and two-lens system.
8.1 Enhancing visibility of audible sound field
Schlieren system is an effective technique for investigating the acoustical behaviors. As
it uses the single shot for capturing the behavior of the sound without scanning, the re-
producible sound which is produced by a loudspeaker and non-reproducible sound can be
observed by this system. However, this method is not applicable for visualizing the audible
sound field with a low pressure.
The spatio-temporal filtering techniques: (1) spatio-temporal filters, and (2) spatio-temporal
filter bank are proposed to overcome the problems that restrict the visibility of the audible
sound field recorded by the Schlieren system. In the first technique, the four spatio-temporal
filtering techniques consisting of the Gaussian filter, the Wiener filter, the FIR bandpass fil-
ter and the 3D Gabor filter were applied for removing the video noise and extracting the
sound field information. In this technique, a single narrow bandpass filter coupled with a
single spatial filter is designed for removing noise and extracting sound field information
by assuming that the sound field consists of a single frequency component. However, these
methods are applicable only by assuming that the sound field consists of a single frequency
component.
Second method is spatio-temporal filter bank. By taking the Fourier transform of the two-
dimensional wave equation, it can prove that the audible sound field spectrum concentrate
in specific region whose shape is cone. The idea of the proposed method is to designed
the spatio-temporal spectrum of the filter resemble the sound field spectrum. This method
aims to remove the noise outside the cone shape and extract the sound information presented
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inside. By this idea, the sound field information can be extracted without knowing the sound
field information.
In order to evaluate the performance of the proposed method, the Green’s function is
applied to simulate the audible sound field video for calculating SNR. In this case, the pure
tone sound field, the sound field consisting of various frequencies and the chirp sound field
for parallel beam observation are simulated for testing effectiveness of the proposed method.
The results show that the proposed method is effective for extracting sound information and
for noise removal. Principally, the effectiveness of the proposed method enhances with the
number of channels of the filter bank.
In real experiment, the two-lens Schlieren system were used for observing the audible
sound field. 10 kHz and 15 kHz pure tone sound field and the chirp sound field of fre-
quencies from 4 kHz to 12 kHz are provided for testing the performance of the proposed
method. The results indicate that the visibility of these sound field can be enhance by using
the proposed method. Moreover, this method can also detect the harmonic frequencies of
the sound. This phenomena can occur when the loudspeaker produce the sound with large
pressure.
8.2 Comparative visualization for single mirror and two-
lens system.
Only signal processing technique is not sufficient to acquire qualitative visualization if the
quality of recorded Schlieren video is low. Therefore, configuration is also important for
obtaining high performance visualization. Even the two-lens Schlieren system can provide
a high performance recording but its observational area is limited in small region. the mir-
ror Schlieren system is another alternative since it can provide a larger observational area.
Therefore, the visualization of the audible sound field by the mirror system is investigated
in this task. In this case, spatio-temporal filter bank is applied on recorded schlieren videos.
In order to evaluate the performance of the proposed method, the Green’s function is
applied to simulate the audible sound field video for cone beam for calculating SNR. In this
case, the pure tone sound field, the sound field consisting of various frequencies and the
chirp sound field are simulated for investigate effectiveness of sound visualization by the
single mirror Schlieren system. The results show that the proposed method is also effective
for extracting sound information and for noise removal for cone beam observation.
In real experiment, the single mirror Schlieren system were used for observing the au-
dible sound field. 10 kHz and 15 kHz pure tone sound field and the sound field consisting
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of 10 kHz and 15 kHz are provided for testing the performance of the proposed method.
The results indicates that the spatio-temporal filter bank can also extract the information of
sound field obtained by the single mirror Schlieren system. Moreover, it can be found that
the investigated sound field is not a direct sound produced from a loudspeaker but it is the
directed sound combined with the reflected sound from the table. Because SPL recorded by
the single mirror Schlieren system is lower than SPL recorded by the the two-lens Schlieren
system, this makes the sound recorded by single mirror system more difficult to visualize.
Although the cone beam observation is an disadvantage feature, it is effective for visualizing
audible sound field.
8.3 Application
In acoustics, visualization yield benefit in a various field of applications. For example, visu-
alization of sound pressure and intensity distribution can support the understanding of the
mechanism absorption of material. In addition, investigating the radiation of sound energy
around the secondary sound source can help us to control the noise at the specific point of
loudspeaker. Non-conductive testing is the one application which uses the acoustical imag-
ing technique to investigate the quantity of material. For the music instrument, it can be
used to improve the material quality by investigating vibration and sound field in the instru-
ment [29]. In addition, it is very useful to apply for investigating sound source localization
[81].
8.4 Future work
In this thesis, the stationary and the chirp sounds are used for testing the performance of
spatio-temporal filter bank. These kind of sound fields may not be complex enough to
confirm the performance of the proposed method. In order to emphasize the its effectiveness,
more complex sound fields with lower frequencies such as music will be used in future work.
Moreover, as we proved that the spatio-temporal spectrum of the audible sound field is a
cone, the proposed method aims to extract the sound information inside the cone and remove
the frequencies presented outside. Therefore, this method should effective not only for the
Schlieren observation but also for other feature extraction and noise removal applications.
In future work, spatio-temporal filter bank will be applied to the others.
By this Schlieren system, the sound field information can be observed just for only the
small area. The design of the optical system to observe the sound field in the larger area is
necessary.

References
[1] Abe, C. and Shimamura, T. (2012). Iterative edge-preserving adaptive wiener filter for
image denoising. IJCEE, 4(4):503–506.
[2] Alpkocak, A. and Sis, M. K. (2010). Computing impulse response of room acoustics
using the ray-tracing method in time domain. Archives Acoust., 35(4):505–519.
[3] Ang, W. T. (2007). A Beginner’s Course in Boundary Element Methods. Universal-
Publishers.
[4] Antoni, T. A., Oliver, L., Figueroa, B. S., and Finn, J. (2013). Reconstruction methods
for sound visualization based on acousto-optic tomography. In Proc. Internoise.
[5] Bertram, M., Deines, E., Mohring, J., Jegorovs, J., and Hagen, H. (2005). Phonon
tracing for auralization and visualization of sound. In IEEE Vis., pages 151–158.
[6] Bilbao, S., Hamilton, B., Botts, J., and Savioja, L. (2016). Finite volume time domain
room acoustics simulation under general impedance boundary conditions. IEEE/ACM
Trans. Audio, Speech, Lang. Process., 24(1):161–173.
[7] Billingsley, J. and Kinns, R. (1976). The acoustic telescope. J. Sound Vib., 48(4):485–
510.
[8] Botteldooren, D. (1995). Finite difference time domain simulation of low frequency
room acoustic problems. J. Acoust. Soc. Am., 98(6):3302–3308.
[9] Bou Matar, O., Pizarro, L., Certon, D., Remenieras, J. P., and Patat, F. (2000). Charac-
terization of airborne transducers by optical tomography. J. Ultrason., 38(1–8):787–793.
[10] Bouillard, P. and Ihlenburg, F. (1999). Error estimation and adaptivity for the finite
element method in acoustics: 2D and 3D applications. Comp. Method. Appl. Mech. Eng.,
176(1):147–163.
[11] Brillouin, L. (1922). Diffusion of light and x-rays by a transparent homogeneous body.
Ann. Phys., 17:88–122.
[12] Brownlee, C. and Pegoraro, V. and Shankar, S. and McCormick, P. and Hansen, C. D.
(2011). Physically-based interactive flow visualization based on schlieren and interfer-
ometry experimental technique. IEEE Trans. Vis. Comput. Graphics, 17(11):1574–1586.
[13] Buades, A., Coll, B., and Morel, J. (2005). A review of image denoising algorithms,
with a new one. Multiscale. Model. Simul., 4:490–530.
140 References
[14] Butters, J. N. (1971). Speckle pattern interferometry using video techniques. SPIE J.,
10(1):5–9.
[15] Caliano, G., Savoia, A. D., and Iula, A. (2012). An automatic compact Schlieren
imaging system for ultrasound transducer testing. IEEE Trans. Ultrason., Ferroelectr.,
Freq. Control, 59(9):2102–2110.
[16] Castellini, P. (2002). Vibration measurements by tracking laser doppler vibrometer on
automotive components. Shock Vib., 9(1–2):67–89.
[17] Chitanont, N., Yaginuma, K., Yatabe, K., and Oikawa, Y. (2015). Visualization
of sound field by means of Schlieren method with spatio-temporal filtering. In Proc.
ICASSP, pages 509–513.
[18] Chitanont, N., Yatabe, K., Ishikawa, K., and Oikawa, Y. (2017). Spatio-temporal filter
bank for visualizing audible sound field by schlieren method. Appl. Acoust., 115:109 –
120.
[19] Cranz, C. and Schardin, H. (1929). Kinematographie auf ruhendem film und mit ex-
trem hoher bildfrequenz. Zeitschriftfiir Physik, 56:147–183.
[20] Creath, K. and, S. G. Å. (1985). Vibration-observation techniques for digital speckle-
pattern interferometry. J. Opt. Soc. Am. A, 2(10):1629–1636.
[21] David, O. E. (2005). Room acoustics modeling using the raytracing method: imple-
mentation and evaluation.
[22] Deckers, E., Claeys, C., Atak, O., Groby, J., Dazel, O., and Desmet, W. (2016). A
wave based method to predict the absorption, reflection and transmission coefficient of
two-dimensional rigid frame porous structures with periodic inclusions. J. Comput. Phys.,
312:115 – 138.
[23] Deines, E., Bertram, M., Mohring, J., Jegorovs, J., Michel, F., Hagen, H., and Nielson,
G. (2006). Comparative visualization for wave-based and geometric acoustics. IEEE
Trans. Vis. Comput. Graphics., 12(5):1173–1180.
[24] Deines, E., Michel, F., Bertram, M., Hagen, H., and Nielson, G. M. (2005). Visualizing
the phonon map. In Proc. VGTC, pages 151–158.
[25] Evans, D. E., Hellermann, M. V., and Holzhauer, E. (1982). Fourier optics approach
to far forward scattering and related refractive index phenomena in laboratory plasmas.
Plasma Phys., 24(7):819–834.
[26] Fliege, N. J. (1994). Multirate Digital Signal Processing, 2nd Ed. John Wiley and
Sons Ltd.
[27] Frank, S. and Schell, J. (2005). Sound field simulation and visualization based on laser
doppler vibrometer measurement. In Proc. Forum. Acust., pages 91–95.
[28] Funkhouser, T., Tsingos, N., Carlbom, I., Elko, G., Sondhi, M., West, J. E., Pingali,
G., Min, P., and Ngan, A. (2004). A beam tracing method for interactive architectural
acoustics. J. Acout. Soc. Am., 115(2):739–756.
References 141
[29] Gren, P., Tatar, K., Granström, J., Molin, N., and Jansson, E. (2006). Laser vibrometry
measurements of vibration and sound fields of a bowed violin. Meas. Sci. TechnolF.,
17(4):635.
[30] Gu, C., Zhu, M., Lu, H., and Beckers, B. (2014). Room impulse response simulation
based on equal-area ray tracing. In Proc. ICALIP, pages 832–836.
[31] Hargather, M. J., Settles, G. S., and Madalis, M. J. (2010). Schlieren imaging of loud
sounds and shock waves in air near the limit of visibility. Shock. Waves, 20(1):9–17.
[32] Høgmoen, K. and Løkberg, O. (1977). Detection and measurement of small vibrations
using electronic speckle pattern interferometry. Appl Opt., 16(7):1869–1875.
[33] Hiranaka, Y., Nishii, O., Genma, T., and Yamasaki, H. (1988). Real-time visualization
of acoustic wave fronts by using a two-dimensional microphone array. J. Acoust. Soc.
Am., 84(4):1373–1377.
[34] Holm, A. and Persson, H. W. (1993). Optical diffraction tomography applied to air-
borne ultrasound. J. Ultrason., 31(4):259–265.
[35] Hook, R. (2002). Micrographia. J. Martyn and J. Allestry.
[36] Hrennikoff, A. (1941). Solution of problems of elasticity by the framework method.
Appl. Mech., (8.4):169–175.
[37] Ihlenburg, F. (1998). Finite Element Analysis of Acoustic Scattering. Springer.
[38] Jin, F., Fieguth, P., Winger, L., and Jernigan, E. (2003). Adaptive wiener filtering of
noisy images and image sequences. In Proc. ICIP, volume 3, pages III–349–352.
[39] John, C. S. (2004). Finite Difference Schemes and Partial Differential Equations, Sec-
ond Edition. Siam.
[40] Jonassen, D. R., Settle, G. S., and Tronosky, M. D. (2006). Schlieren “PIV” for turbu-
lent flows. Opt. Laser. Eng., 44(3–4):190–207.
[41] Kopuz, S. and Lalor, N. (1995). Analysis of interior acoustic fields using the finite
element method and the boundary element method. Appl. Acoust., 45(3):193 – 210.
[42] Koutsouris, G. I., Brunskog, J., Jeong, C., and Jacobsen, F. (2013). Combination of
acoustical radiosity and the image source method. J. Acoust. Soc. Am., 133(6):3963–
3974.
[43] Krehl, P. and Engemann, S. (1995). August Toepler — The first who visualized shock
waves. Shock. Waves, 5(1):1–18.
[44] Krokstad, A., Strom, S., and Sørsdal, S. (1968). Calculating the acoustical room re-
sponse by the use of a ray tracing technique. J. Sound Vib., 8(1):118–125.
[45] Kulowski, A. (1985). Algorithmic representation of the ray tracing technique. Appl.
Acoust., 18(6):449–469.
142 References
[46] Kumar, B. S. (2013). Image denoising based on gaussian/bilateral filter and its method
noise thresholding. Signal Image Video Pr., 7(6):1159–1172.
[47] Lauterbach, C., Chandak, A., and Manocha, D. (2007). Interactive sound rendering in
complex and dynamic scenes using frustum tracing. IEEE Trans. Vis. Comput. Graphics,
13(6):1672–1679.
[48] Lehmann, E. A., Johansson, A. M., and Nordholm, S. (2007). Reverberation-
time prediction method for room impulse responses simulated with the image-source
modelimage-source model. pages 159–162.
[49] Lewers, T. (1993). A combined beam tracing and radiatn exchange computer model
of room acoustics. Appl. Acoust., 38(2):161–178.
[50] Løkberg, O. (1994). Recording of sound emission and propagation in air using tv
holography. J. Acoust. Soc. Am., 96(4):2244–2250.
[51] Loøkberg, O. (1994). Sound in flight: measurement of sound fields by use of tv holog-
raphy. Appl. Opt., 33(13):2574–2584.
[52] Mach, E. and Salcher, P. (1889). Optische untersuchung der luftstrahlen. itzungsb.
Akad. Wiss. Wien, 98:1303–1309.
[53] Mahmoud, A., Rabaie, S., Taha, T., Zahran, O., El-Samie, F., and Al-Nauimy, W.
(2012). Comparative study between different denoising filters for speckle noise reduction
in ultrasonic bmode images. In Proc. ICENCO, volume 1, pages 293–298.
[54] Malkin, R., Todd, T., and Robert, D. (2014). A simple method for quantitative imaging
of 2D acoustic fields using refracto-vibrometry. J. Sound. Vib., 333(19):4473–4482.
[55] Merzkirch, W. (1974). Flow visualization. Academic Press.
[56] Mitra, S. K. (2001). Digital Signal Processing: A Computer-Based Approach, 2nd Ed.
McGraw-Hill.
[57] Möller, D., Degen, N., and Dual, J. (2013). Schlieren visualization of ultrasonic stand-
ing waves in mm-sized chambers for ultrasonic particle manipulation. J. Nanobiotech-
nology, 11(21):1–5.
[58] Muehleisen, R. T. and Beamer, C. W. (2005). Application of acoustic radiosity meth-
ods to noise propagation within buildings. J. Acoust. Soc. Am., 118(3):1865–1865.
[59] Nakamiya, T., Iwasaki, Y., Tsuda, R., Sonoda, Y., Mitsugi, F., and Ikegami, T. (2014).
Visualization of sound field using optical wave microphone coupled with computerized
tomography. In Proc. GCCE, pages 110–111.
[60] Newton, I. (1704). Opticks: or, A Treatise of the Reflections, Refractions, Inflections
and Colours of Light. W. Innys.
[61] Oikawa, Y., Goto, M., Ikeda, Y., Takizawa, T., and Yamasaki, Y. (2005). Sound field
measurement based on reconstruction from laser projections. In Proc. ICASSP, volume 4,
pages IV661–IV664.
References 143
[62] Oikawa, Y., Hasegawa, T., Ouchi, Y., Yamasaki, Y., and Ikeda, Y. (2010). Visualization
of sound field and sound source vibration using laser measurement method. In Proc. 20th
Int. Congr. Acoust., volume 2, pages 992–996.
[63] P. W. Partridge, C. A. Brebbia, L. C. W. (1991). Dual Reciprocity Boundary Element
Method. Springer.
[64] Paolo, C., Cupido, E., Baldoni, F., and Ingenito, G. (2000). Vibration measurements
on rolling tires by tracking laser doppler vibrometer. volume 4072, pages 169–175.
[65] Radon, J. (1986). On the determination of functions from their integral values along
certain manifolds. IEEE Trans. Med. Imaging, 5(4):170–176.
[66] Reichel, E. K., Schneider, S. C., and Zagar, B. G. (2005). Characterization of ul-
trasonic transducers using the Schlieren-technique. In Proc. I2MTC, volume 3, pages
1956–1960.
[67] Rienitz, J. (1975). Schlieren experiment 300 years ago. Nat., 254(5498):293–295.
[68] Rindel, J. H. (2000). The use of computer modeling in room acoustics. J. Vib., 3:41–
72.
[69] Rudinger, G. and Somers, L. M. (1957). A simple schlieren system for two simultane-
ous views of a gas flow. J. SMPTE, 66(10):622.
[70] Runnemalm, A. (1999). Standing waves in a rectangular sound box recorded by tv
holography. J. Sound Vib., 224(4):689–707.
[71] Sakoda, T. and Sanoda, Y. (2008). Visualization of sound field with uniform phase dis-
tribution using laser beam microphone coupled with computerized tomography method.
Acoust. Sci. Technol., 29(4):295–299.
[72] Sakoda, T. and Sonoda, Y. (2008). Visualization of sound field with uniform phase dis-
tribution using laser beam microphone coupled with computerized tomography method.
Adv. Acoust. Vib., 29(4):295–299.
[73] Sattle, G. S. (2001). Schlieren and Shadowgraph Technique. Springer.
[74] Schlichtharle, D. (2010). Digital Filters Basics and Design. springer.
[75] Selesnick, I., Lang, M., and Burrus, C. (1998). A modified algorithm for constrained
least square design of multiband FIR filters without specified transition bands. IEEE
Trans. Signal Process., 46(2):497–501.
[76] Settles, G. S., Hackett, E. B., Miller, J. D., and Weinstein, L. M. (1995). Flow Visual-
ization VII. Begell House.
[77] Sonoda, Y. and Nakazono, N. (2012). Development of optophone with no diaphragm
and application to sound measurement in jet flow. Adv. Acoust. Vib., 2012:1–17.
[78] Sonoda, Y., Takashi, S., and Nakamiya, T. (2013). Development of optical wave mi-
crophone measuring sound waves with no diaphragm. In Proc. PIERS, pages 359–363.
144 References
[79] Steffen, M. (2002). Six boundary per wavelength: is that enough? J. Comp. Acous.,
10(1):25–51.
[80] Taylor, H. G. and Waldram, J. M. (1933). Improvements in the schlieren method. J.
Sci. Inst., 10(12)::378–389.
[81] Torras-Rosell, A. and Barrera-Figueroa, S.and Jacobsen, F. (2012). An acousto-optic
beamformer. J. Acoust. Soc. Am.F, 132(1):144–149.
[82] Toyama, M. and Koike, T. (1998). Fundamental of acoustics signal processing. Aca-
demic Press.
[83] Vaidyanathan, P. (1987). Quadrature mirror filter banks, M-band extensions and
perfect-reconstruction techniques. IEEE Signal Process. Mag., 4(3):4–20.
[84] Vaidyanathan, P. (1990). Multirate digital filters filter banks polyphase networks and
applications a tutorial. Proc. IEEE, 78(1):56–93.
[85] Vaidyanathan, P. (1993). Multirate system and filter banks. Pearson Education.
[86] Vetterli, M. (1986). Filter banks allowing perfect reconstruction. Signal Process.,
10(3):219–244.
[87] Von Kármán, T., Ballantyne, A. M., and Dexte, R. R. (1960). Advances in Aeronautical
Sciences:Vol.3. Pergamon Press.
[88] Wang, Y. and Chua, C. (2005). Face recognition from 2D and 3D images using 3D
gabor filtersterative edge-preserving adaptive wiener filter for image denoising. Image.
Vision. Comput., 23(11):1018–1028.
[89] Weinstein, L. M. (1993). Large-field high-brightness focusing schlieren system. AIAA.
J., 31(7):1250–1255.
[90] Williams, E. G., Maynard, J. D., and Skudrzyk, E. (1980). Sound source reconstruc-
tions using a microphone array. J. Acoust. Soc. Am., 68(1):340–344.
[91] Wu, T. W. (2000). Boundary Element Acoustics: Fundamentals and Computer Codes.
WIT Press.
[92] Yamasaki, Y. and Itow, T. (1989). Measurement of spatial information in sound field
by closely located four point microphone method. J. Acoust. Soc. Jpn.(E), 10:101–110.
[93] Yang, C. F., Wu, B. C., and Ko, C. J. (1998). A ray-tracing method for modeling indoor
wave propagation and penetration. IEEE Trans. Antennas propag., 46(6):907–919.
[94] Yokota, T., Sakamoto, S., and Tachibana, H. (2002). Visualization of sound propaga-
tion and scattering in rooms. Acoust. Sci. Technol., 23(1):40–46.
[95] Young, A. D., Pankhurst, R. C., and Schultz, D. L. (1952). Douglas william holder
(1923–1977). Biographical Mem. of Fellows R. Soc., 24:223–244.
[96] Zipser, L. and Franke, H. (2003). Laser-scanning vibrometry for ultrasonic transducer
development. Sens. Actuators, A, 110(1–3):264–268.
References 145
[97] Zipser, L. and Franke, H. (2007). 5E-4 refracto-vibrometry for visualizing ultrasound
in gases, fluids and condensed matter. In Ultrason. Symp., 2007. IEEE, pages 395–398.

List of publication
Journal paper
1. ©Nachanant Chitanont, Kohei Yatabe, Kenji Ishikawa and Yasuhiro Oikawa, “Spatio-
temporal filter bank for visualizing audible sound field by Schlieren method,” Applied
Acoustics, Vol.115, pp.109-120, January 2017.
2. Kenji Ishikawa, Kohei Yatabe,Nachanant Chitanont, Yusuke Ikeda, Yasuhiro Oikawa,
Takashi Onuma, Hayato Niwa and Minoru Yoshii, “High-speed imaging of sound us-
ing parallel phase-shifting interferometry,” Optics Express, Vol.24, No.12, pp.12922-
12932, June 2016.
Interneational conferences
1. © Nachanant Chitanont, Kohei Yatabe and Yasuhiro Oikawa, “Audible sound field
visualization by using Schlieren technique,” Proc. WESPAC, pp. 5-9, Dec 2015.
2. © Nachanant Chitanont, Keita Yaginuma, Kohei Yatabe and Yasuhiro Oikawa, “Vi-
sualization of sound field by means of Schlieren method with spatio-temporal filter-
ing,” Proc. ICASSP, pp. 509-513, April 2015.
Domestic conferences
1. Kenji Ishikawa, Kohei Yatabe, Nachanant Chitanont, Yasuhiro Oikawa, Takashi On-
uma and Hayato Niwa, “Quantitative 2D optical sound field measurement with sub-
millimeter spatial resolution using polarized high-speed interferometer,” Proc. Acous-
tical Society of Japan, pp.593-594, 2016.3 (in Japanese).
148 List of publication
2. Nachanant Chitanont, Kohei Yatabe, and Yasuhiro Oikawa ,“Evaluation of spatio-
temporal filter for sound field visualization by Schlieren method,” Proc. Acoustical
Society of Japan, pp.679-680, 2015.9.
3. Nachanant Chitanont, Keita Yaginuma, Kohei Yatabe and Yasuhiro Oikawa,“Sound
field visualization by using Schlieren method,” Proc. Acoustical Society of Japan,
pp.1249-1252, 2015.3.
4. Keita Yaginuma, Nachanant Chitanont, Kohei Yatabe and Yasuhiro Oikawa, “Visu-
alization of sound field by Schlieren method using spatio-temporal filtering,” Proc.
Acoustic Imaging Study Group, vol.AI2014-3-04, 2014.10 (in Japaneses).
Award
1. 12th Student Excellence Award (Electroacoustics) in Acoustical Society of Japan,
Nachanant Chitanont, Kohei Yatabe, and Yasuhiro Oikawa ,“Evaluation of spatio-
temporal filter for sound field visualization by Schlieren method,” Proc. Acoustical
Society of Japan, pp.679-680, 2015.9.
