The relationship between H-theorems and free energies is studied on the basis of generalized entropies. Two kinds of nonlinear Fokker-Planck equations with different nonlinear diffusion terms that exhibit the power-law-type equilibrium distributions of Tsallis thermostatistics are investigated from the viewpoint of nonequilibrium free energies and stability analysis of their solutions. Using the generalized entropies Liapunov functions are constructed to show H-theorems, which ensure uniqueness of and convergence to the equilibrium distributions of the nonlinear Fokker-Planck equations.
I. INTRODUCTION
Recently Tsallis proposed use of a nonextensive entropy that is obtained by generalizing the Boltzmann entropy and developed generalized thermostatistics.
1-3 Tsallis' thermostatistics, which is characterized by power-law-type equilibrium probability distributions 1-3 unlike Boltzmann statistics with exponential type distributions and also is closely related with fractal-inspired statistics based on Renyi entropy, 4 has aroused great interest in various research areas because of its potential applicability in a variety of physical systems. Among them are systems exhibiting Levytype anomalous diffusion 5 and self-gravitating systems. 6 Tsallis' equilibrium probability distributions are obtained by maximizing, with respect to probabilities ͕p i ͖, the generalized entropies S q with a real parameter q representing nonextensivity:
1-3,7
S q ϭ k͑1Ϫ⌺ i p i q ͒ qϪ1 ͑1͒ ͑k stands for a constant corresponding to the Boltzmann constant k B in the limit q→1͒ under the constraints of normalization of a probability distribution ͚ iϭ1 p i ϭ1 and conservation of internal energy.
1-3
According to averaging procedures for the energy constraint, Tsallis' thermostatistics has been so far classified into three versions or choices. 3 In the so-called first choice, 1 the energy constraint takes the standard form
with ⑀ i representing the energy of ith state of a system and ͗⑀͘
(1) a given constant. Solving the variational problem for the well known MaxEnt principle ␦(S q Ϫ 1 ͚ iϭ1 p i Ϫ 2 ͚ iϭ1 p i ⑀ i )ϭ0 ͑ 1 and 2 represent Lagrange multipliers͒ yields the equilibrium distribution of the form
where Z q (1) stands for the normalization constant ͑i.e., partition function͒ and ␤ (1) the Lagrange multiplier related constant.
In the second choice, 1,2 the energy constraint is given by
and the corresponding MaxEnt principle yields the equilibrium distribution
where ␤ (2) represents a constant that is proportional to the Lagrange multiplier associated to the energy constraint ͑4͒ and Z q (2) normalization constant. In the third choice, 3 one adopts
as an energy constraint to have the equilibrium distribution
where ␤ represents a constant that is proportional to the Lagrange multiplier associated to the energy constraint ͑6͒ and Z q normalization constant. Most of the papers published so far have concerned formal arguments on equilibrium properties of the novel statistics. The nature and physical implications of the nonextensive generalized entropies of Tsallis ͑hereafter referred to as Tsallis entropy͒ are still far less understood. The study of dynamical aspects of the Tsallis entropies is considered to be useful to get deeper insights into its physical meaning.
The Tsallis entropies themselves are known to play a Liapunov function of a certain type of nonlinear diffusion equations 8 that exhibit super or subdiffusion phenomena. [9] [10] [11] [12] Recently a nonlinear Fokker-Planck equation ͑NFPE͒ that is obtained by adding a linear streaming term based on the introduction of a quadratic potential to the above mentioned nonlinear diffusion equations has been proposed by Plastino and Plastino 13 to investigate dynamical behaviors of the temporal solutions. They showed that the equilibrium probability distributions of Tsallis can be given as a fixed-point-type solution of the nonlinear Fokker-Planck equation and that a special version of H-theorem holds with the entropy chosen as an H-functional: the Tsallis entropy itself becomes a Liapunov functional of the NFPE. A microscopic derivation of the NFPE was studied by Borland 14 and also by Kaniadakis and Lapenta, 15 who investigated the relationships between the linear Fokker-Planck equation, the NFPE with a quadratic potential, and the nonlinear porous media equation exhibiting the same equilibrium probability distribution of Tsallis' thermostatistics to show their equivalence. An H-theorem is well known to be quite useful to ensure convergence to equilibrium probability distribution͑s͒ of any temporal solution of a master equation. [16] [17] [18] [19] [20] [21] [22] [23] The H-function ͑func-tional͒ associated with an H-theorem usually takes the form of difference of nonequilibrium free energies between two states of a system 23 as in the case of the Kullback Leibler divergence 24 or relative entropy for standard linear Markovian master equations.
Previously I proposed, within the framework of Markovian stochastic processes, generalized relative entropies, 23 which are a natural extension of the relative entropy of Boltzmann statistics, together with generalized nonequilibrium free energies based on the Tsallis entropies. The generalized relative entropies H q (͕p i ͖,͕g i ͖) defined as a function of two arbitrary probabilities ͕p i ͖ and ͕g i ͖ (p i Ͼ0,g i Ͼ0), which were also proposed independently by Tsallis, 25 are given by
Ϫ1 ͬ .
͑11͒
I showed that an H-theorem holds for an arbitrary linear master equation, when the generalized relative entropies are chosen as its H-function ͑see also Ref. 26͒:
where the two probabilities ͕p i (t)͖ and ͕g i (t)͖ are assumed to obey a given linear master equation of a Markovian dynamics. The generalized nonequilibrium free energies that were studied in Ref. 23 in connection with the above mentioned generalized relative entropies, however, have a drawback that they do not physically make sense, since the construction of them is based on the second choice of Tsallis statistics, where the average of unity differs from unity.
2,3 I also note here that in the generalized relative entropy ͑11͒ as an H-function of the H-theorem of Ref. 23 , the equilibrium probability distribution ͑when dealing with the case of ͕g i ͖ϭ͕g i eq ͖͒ exhibited by a given linear master equation need not be the Tsallis distribution. Although such an H-theorem with an H-function that makes sense for an arbitrarily given linear master equation will be useful in some engineering problems where the generalized relative entropies, if chosen as a target function of a certain computational task, may improve efficiencies of computations involved, it will not be helpful for understanding underlying concepts or physical meaning of the Tsallis entropies as well as Tsallis statistics.
I would like to be concerned with finding free energies appropriately defined based on the Tsallis entropies that play the role of a Liapunov function exclusively for such a master equation as exhibiting equilibrium probability distributions of Tsallis' thermostatistics ͑3͒, ͑5͒, or ͑7͒. I consider the NFPE of Plastino and Plastino 13 to be a nice candidate for dealing with dynamical behaviors of its solution in terms of an H-theorem. An example of free energy as a Liapunov functional of a nonlinear master equation was studied previously by the author 27 for a different type of NFPE, which exhibits mean field-type phase transitions. 27, 28 The aims of this article are twofold. First, I want to show that NFPE studied in Ref. 13 , which exhibits the Tsallis distribution of the first choice as a fixed point solution, has a Liapunov functional taking the form of free energy involving the Tsallis entropies and an H-theorem holds. Second, I want to extend the above-mentioned H-theorem so as to adapt to the case with the third choice of Tsallis statistics, 3 where the escort probability 3,29 manifests itself and the generalized entropies expressed in terms of the escort probability take a modified form.
In the following section I define a free energy based on the Tsallis entropy for the system described by the NFPE of Ref. 13 to show that the free energy functional is bounded from below and it decreases monotonically with time ͑H-theorem͒, provided that 0ϽqϽ1 with the natural boundary condition imposed. In Sec. III, I propose another kind of NFPE that has a fixed-pointtype solution associated with the Tsallis equilibrium distribution of the third choice and construct a free energy using a modified Tsallis entropy that is expressed in terms of the escort probability. With this free energy functional being chosen as a Liapunov functional I show an H-theorem to hold, provided that 0Ͻ1/qϽ1 with the natural boundary condition imposed. A brief summary and discussion is given in Sec. IV. A preliminary result of the present work was reported in the workshop proceedings of the 5th International Workshop on Similarity and Diversity.
II. H-THEOREM FOR A NONLINEAR FOKKER-PLANCK EQUATION AND THE GENERALIZED ENTROPY
The nonlinear Fokker-Planck equation ͑NFPE͒ we deal with in this section reads
where q is a real number, D a positive constant, and A(x) an arbitrary function. This equation was studied previously for the temporal behavior of its time dependent solution p(t,x) ͑Refs. 13, 30, and 31͒ and for a microscopic derivation of the NFPE itself. 14, 15 Introducing the probability current j,
one can transform the NFPE into the equation describing the conservation law of probability:
Indeed, with the natural boundary condition of the present system,
Since ‫ץ‬p/‫ץ‬tϭ0 implies jϭ0, the equilibrium distribution P eq (x) satisfies
Integrating this equation yields
where the integration constant is set to be (Dq␤) Ϫ1 . When (x)→ϱ as ͉x͉→ϱ, Eq. ͑19͒ implies 0ϽqϽ1, because P eq qϪ1 Ͼ0. Then it follows that P eq →0(͉x͉→ϱ). Assuming that 0ϽqϽ1 and (x)Ϸ͉x͉ m with mϾ0(͉x͉→ϱ), one also has ‫ץ‬ P e/‫ץ‬xϷ͉x͉ mq/(qϪ1)Ϫ1
→0(͉x͉→ϱ).
In what follows we deal with the relevant case with 0Ͻq Ͻ1, where the natural boundary condition ͑16͒ makes sense.
We now see that the equilibrium distribution takes the form that appears in Tsallis statistics as a result of optimizing the generalized entropy under the constraints called the first choice:
where ␤ is determined by normalization of P eq (x). We note that ␤ uniquely exists with ␤Ͼ0 when the potential is bounded from below:
one has
Dq ͑23͒
with the above equilibrium distribution being rewritten as
͑24͒
We proceed to define a Liapunov functional taking the form of a free energy based on Tsallis entropy as
where integrability for each quantity is assumed. When Pϭ P eq and (x)Ϸ͉x͉ m ͑for large ͉x͉͒, the condition of integrability becomes 1/(mϩ1)ϽqϽ1.
A. Boundedness from below
The Liapunov functional F satisfies the following inequality:
Proof: First we note that (x) can be expressed in terms of P eq (x) as
which follows from Eq. ͑21͒. Then F is rewritten as 
͑30͒
Then one has
with yϵ p/ P eq , it follows that for 0ϽqϽ1 one has F(p(•))уF( P eq (•)).
B. H-theorem
An H-theorem with the Liapunov functional ͑i.e., H-functional͒ defined earlier holds for 0 ϽqϽ1:
Proof: Differentiating F with respect to t one obtains dF dt
where integration by parts was used. We assume the existence of each integral on the rhs of Eq. ͑34͒: Then it follows that
͑38͒
We see that equality is implied by p qϪ1 Ϫ P eq qϪ1 ϭc(const). It can easily be shown that dF/dtϭ0 is attained, if and only if pϭ P eq (cϭ0): noting that, with c representing some constant,
and ␤Ͼ0, qϽ1, and (x)Ͼ ᭚ d(const), we see that p(x;c ) is a monotonically decreasing function of c . With the normalization condition ͐ p(x;c )dxϭ1, it follows pϭ P eq . When 0ϽqϽ1, inequality ͑33͒ together with ͑27͒ implies that the equilibrium distribution ͑21͒ is the unique equilibrium solution of the NFPE ͑13͒ and that the free energy ͑25͒ continues to decrease until it approaches F( P eq (•)).
III. ANOTHER H-THEOREM BASED ON THE MODIFIED GENERALIZED ENTROPIES
In this section I propose another kind of NFPE to study an H-theorem based on the modified generalized entropies that arise within the framework of Tsallis statistics of the third choice.
A. Escort probability and modified generalized entropy in Tsallis statistics of third choice
Since it follows from the equilibrium probability distribution in Tsallis statistics of the third choice ͑7͒ that
͑40͒ one has
C͑q ͒ϭZ q 1Ϫq . ͑41͒
We note that the ␤ used in this section should be independent of the ␤ used in Sec. II. Then the equilibrium distribution ͑7͒ can be rewritten as
where the parameters C(q) and ͗⑀͘ q are determined by ͑8͒ and ͑10͒.
In general, the escort probability 3,29 is defined as
Then the equilibrium distribution ͑42͒ can be rewritten as
and noting
we define
to have
Then the escort probability ͑43͒ can be rewritten as
with ͗⑀͘ϭ⌺ iϭ1 p i ⑀ i . The introduction of Q ͑45͒ together with considering the escort probability ͑49͒ make the theoretical treatment presented below quite smart.
Note that Tsallis entropy S q can be rewritten in terms of ͕p i ͖ as
where we have defined the transformed entropy S Q that takes a modified form of generalized entropy as a function of ͕p i ͖.
B. Nonlinear Fokker-Planck equation with nonlocal diffusion coefficient
We propose a nonlinear Fokker-Planck equation that will turn out to be closely related to Tsallis statistics of the third choice:
where ␤ is a positive constant and the coefficient of the diffusion term is a time varying nonlocal quantity instead of a constant D of the NFPE of Sec. II. Introducing the probability current j,
one can transform the NFPE ͑51͒ into the equation describing the conservation law of probability: Integrating this equation yields
where the integration constant is set to be (QϪ1)
The is a constant which will be identified later. Since it follows from Eq. ͑56͒ that
͑60͒
We now see that the equilibrium distribution takes the form of the escort probability that appears in Tsallis statistics of the third choice Eq. ͑49͒:
where ͗(x)͘ and C 0 (Q) are determined by Eq. ͑57͒ and normalization of P eq (x). The existence of the equilibrium probability distribution P eq (x) with the self-consistently determined ͗͘ and C 0 can be confirmed in the course of our analysis. Defining the partition function Z Q as
one can rewrite the above equilibrium distribution as
͑63͒
Note that as far as equilibrium distributions are concerned, (1/␤)C 0 (Q) Qϩ1 corresponds to D of the NFPE ͑13͒. We then find that the above expression of the equilibrium distribution ͑63͒ takes a form similar to the Tsallis equilibrium distribution of the first choice ͑24͒ exhibited by the NFPE of Sec. II except for the appearance of ͗͘.
C. Free energy and H-theorem
We define a Liapunov functional taking the form of a free energy based on the modified Tsalliis entropy ͑50͒ as
͑65͒
Assuming the existence of the equilibrium distribution P eq (x) for the sake of simplicity, we show that the Liapunov functional F satisfies the following inequality:
Proof: First we note that can be expressed in terms of P eq as
which follows from Eq.
͑56͒. Then F(p(•)) is rewritten as
Using a Hölder inequality one has
with bϭ1/Q, bЈϭ1/(1ϪQ) (1/bϩ1/bЈϭ1). Accordingly it follows that
Substituting this into Eq. ͑70͒ one obtains inequality ͑66͒ implying that F(p(•)) is bounded from below:
It is worth noting that the result that F( p(•)) is bounded from below can be obtained without assuming the existence of the equilibrium probability distribution P eq (x), which requires the self-consistent determining of ͗͘ and C 0 in Eq. ͑61͒. In the above proof we have essentially used Eq. ͑67͒ to represent (x) in terms of a function that suffices to satisfy ‫ץ‬p/‫ץ‬tϭ0 in Eq. ͑51͒ alone. Then also note that time independent terms in F(p(•)) has no contribution to the boundedness of the F(p(•) ).
Assuming again the existence of the equilibrium distribution P eq (x) for the sake of simplicity, we can show that an H-theorem with the H-functional given by the Liapunov functional ͑64͒ holds for 0ϽQϽ1:
H-Theorem:
͑75͒
where integration by parts was used. Noting
dF/dt is further rewritten as
Then it follows that
We see that equality is implied by
We can prove that dF/dtϭ0 is attained, if and only if pϭ P eq (cϭ0) as follows. Multiplying both hands of Eq. ͑79͒ by p and performing integration, one obtains
Using inequality ͑72͒ one has
Hence it follows from ͑80͒ and ͑81͒ that
On the other hand, one also obtains, by multiplying both hands of Eq. ͑79͒ by P eq and by performing integration,
Noting inequality similar to ͑72͒,
It follows from ͑83͒ that
Accordingly one has from ͑82͒ and ͑85͒
Now we can see that assuming c 0 leads to contradiction. Let cϾ0. One immediately obtains from the above inequality
as well as
which are in contradiction. Assuming cϽ0 also leads to contradiction. Accordingly one has
cϭ0, ͑89͒
which implies
Since both p and P eq satisfy the normalization condition, it follows pϭ P eq . This concludes the proof of the H-theorem.
When 0ϽQϽ1, inequality ͑74͒ together with ͑66͒ implies that the equilibrium distribution ͑61͒ is the unique equilibrium solution of the NFPE ͑51͒, which is approached for long times from any initial condition, and that the free energy ͑64͒ continues to decrease until it approaches F( P eq (•)).
We here note that inequality ͑78͒ together with the equality condition given by Eq. ͑79͒ would hold without the assumption for the existence of the equilibrium distribution P eq (x) that satisfies the normalization condition: With regard to P eq appearing in Eqs. ͑78͒ and ͑79͒ it suffices to use Eq. ͑56͒ or Eq. ͑76͒, which is obtained from the equilibrium condition ‫ץ‬p/‫ץ‬tϭ0 of Eq. ͑51͒ alone. Given a function P eq (x) satisfying Eq. ͑56͒, the equality condition ͑79͒ of the H-theorem ͑74͒ implies
where Ј is some constant. Then, noting Eq. ͑56͒ the p given by ͑91͒ is seen to satisfy the equilibrium condition ‫ץ‬p/‫ץ‬tϭ0 of Eq. ͑51͒. Since ͐ p(t,x)dxϭ1 holds for any tϾ0 for some initial condition ͐ p(0,x)dxϭ1, there must exist Ј such that the p given by Eq. ͑91͒ satisfy ͐ pdxϭ1. This implies the existence of the legitimate equilibrium distribution P eq (x) given by Eq. ͑61͒ for the NFPE ͑51͒. Finally, it is noted that whereas the correspondence between D and (1/␤)C 0 (Q) Qϩ1 in the diffusion terms of the two NFPEs ͑13͒ and ͑51͒ under the equilibrium conditions turns out to hold with respect to the equilibrium distributions ͑24͒ and ͑63͒, it should not be the case dynamically. Comparing between the expressions of the nonequilibrium free energies ͑25͒ and ͑64͒, we see that 1/␤ in the NFPE ͑51͒ simply corresponds to D in the NFPE ͑13͒ putting aside the difference of the definitions of the entropies S and S .
IV. SUMMARY AND DISCUSSION
We have studied two different types of nonlinear master equations ͑13͒ and ͑51͒ taking the form of nonlinear Fokker-Planck equations exhibiting equilibrium distributions of Tsallis statistics respectively with the first and third choices. We have proven H-theorems by constructing Liapunov functions that take the form of free energy based on Tsallis entropies. The H-theorems in this case ensure uniqueness of as well as convergence to the equilibrium distribution. It is important to note that although the equilibrium distributions of Tsallis statistics of the third choice take a form with a self-reference style that must be determined in a self-consistent manner from Eqs. ͑7͒-͑10͒, no multiple distributions are possible with a single equilibrium distribution being uniquely determined for a given set of parameters q and ␤.
When defining the free energy, we incorporated the ordinarily used average of the internal energy exhibiting extensivity instead of q-averaged internal energy exhibiting nonextensivity, which was used in Tsallis statistics of the second choice 2,3 and was also incorporated to construct a free energy associated with the H-function ͑11͒ of the H-theorem ͑12͒ for a linear master equation. 23 It is worth noting that when the q-averaged internal energy is used, we can no longer prove H-theorems for our NFPEs.
In proving the H-theorems of the present systems I have assumed that the support of the equilibrium distribution extends to infinity for the sake of simplicity. It is straightforward to prove that our H-theorems also hold true in the case where the equilibrium distribution has a compact support and a boundary condition analogous to the natural boundary condition ͑16͒ is imposed. For instance, in the case of the NFPE ͑13͒ of Sec. II the restriction 0ϽqϽ1 can be lifted and the H-theorem ͑33͒ together with inequality ͑27͒ can be extended to the case with qϾ1 where the equilibrium distribution ͑21͒ must be subjected to a high-energy cutoff ͓the Tsallis cutoff, i.e., P eq (x)ϭ0 for x satisfying 1Ϫ␤(qϪ1)(x)Ͻ0͔.
The present study reveals that understanding physical meaning of Tsallis entropies may be reduced to that of the nonlinear Fokker-Planck equations investigated. Our results have clarified the relationship between Tsallis' thermostatistics of the first and third choices from the view point of dynamical processes. The two choices of Tsallis' thermostatistics yield similar equilibrium distributions similar to each other, when the escort probabilities are considered instead of the original probabilities. The dynamics underlying the equilibrium distributions, however, are governed by different nonlinear evolution equations associated with different entropies. In this regard, it might well be understood that Tsallis statistics of the third choice follows from the modified form of the generalized entropy ͑50͒ rather than from using such an unfamiliar averaging procedure for the energy constraint as ͑6͒ for optimizing the original form of Tsallis entropy ͑1͒. Parameters D and 1/␤, characterizing, respectively, the equilibrium distributions of the first ͑24͒ and third ͑63͒ choices, are given a meaning within the dynamics level, that is, the constant coefficients of the nonlinear diffusion terms of the NFPEs. Furthermore, those parameters play the role of ''temperature'' in each expression of the free energies.
For more detailed knowledge about the physical meaning of Tsallis entropies, research of microscopic mechanisms underlying the appearance of the nonlinear diffusion terms of the NFPEs will be required, without introducing phenomenology.
