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Abstract
Ecosystem predictability is the basis for ecosystem management to reach a
good environmental status and to mitigate negative effects from anthropogenic
impact. To shed light on the influence of climate on the variability and pre-
dictability of marine ecosystem, various climate indices are related to ecosys-
tem descriptors in this thesis. The various aspects influencing ecosystem pre-
dictability are studied and discussed. It is shown that predictability of marine
ecosystems is altered by large-scale transitions in the atmosphere. A regime
shift in 2001/2002 is identified in the atmosphere as well as in the marine
ecosystem, which resulted in an increase in non-linearity. The resulting de-
crease of predictability could be compensated by choosing a multivariate cli-
mate descriptor that combines large-scale climate indices with regional-scale
descriptors.
Zusammenfassung
Die Vorhersagbarkeit von Ökosystemen ist die Grundlage für erfolgreiches
Ökosystemmanagement, um einen guten Zustand des Ökosystems trotz ne-
gativer anthropogener Einflüsse zu erreichen. Um die Bedeutung des Klimas
auf die Variabilität und Vorhersagbarkeit auf marine Ökosysteme zu unter-
suchen, werden in dieser Arbeit Klimaindizes mit verschiedenen Deskriptoren
mariner Ökosysteme in Beziehung gesetzt. Die verschiedenen Faktoren, welche
die Vorhersagbarkeit von Ökosystemen beeinflussen, werden untersucht und
diskutiert. Es kann gezeigt werden, dass großskalige Veränderungen in der At-
mosphäre die Vorhersagbarkeit von Ökosystemen stark beeinflussen können.
Es kann eine Zustandsänderung des Systems in 2001/2002 sowohl in der At-
mosphäre als auch im marinen Ökosystem gezeigt werden, die eine stärkere
Nichtlinearität zur Folge hatte. Es wird gezeigt, das die resultierende Herab-
setzung der Vorhersagbarkeit durch geeignete Kombination von großskaligen
und regionalen Klimadeskriptoren kompensiert werden kann.
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Chapter 1
Introduction
Ecosystems are complex adaptive systems exhibiting homeostatic and self-
organizing features and inherent non-linear dynamics that imply a certain de-
gree of unpredictability (Levin 1999). Assessing the degree of predictability
is of vital importance for future ecosystem management aiming at conserving
the ecosystems ability to provide goods and services to society. These man-
agement actions are relying on predictions and projections of future ecosystem
state to estimate their potential for success. Moreover, not only predictions,
but also the estimation of the degree of uncertainty in these predictions are
just as important for management actions.
Today, it is well known that human action has far-reaching impact on ma-
rine ecosystems. Heavy exploitation, eutrophication and toxic substances are
often threatening the ecosystems function and resilience, especially in densely
inhabited areas. Nutrient inflow can cause eutrophication (Wulff et al. 2001)
and hazardous substances are a major threat for the biodiversity (HELCOM
2009). Intense fishing is removing the reproductive fish and thus alters fish
stocks capability to reproduce in necessary amounts (Stenseth et al. 2004).
All these influences have extensive impact on ecosystems by altering the food
web and internal processes.
On top of these, in many areas there are quite serious threats for ecosystem
functioning and climate change is increasingly stressing ecosystem resilience,
possibly pushing it over the brink, causing it to shift to a new state. These
shifts are not only undesirable because the new state is usually not favorable,
but also because they are increasing non-linearity and decreasing predictabil-
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ity of ecosystems. Depending on the type of shift, they can even render an
ecosystem unpredictable (Fig. 1.1).
The next sections in this chapter give a short introduction on predictability
and regime shifts, the possible pathways climatic influence on ecosystems and
their predictability in the North and Baltic Sea.
1.1 Regime Shifts and Predictability
Whether a dynamical system can be predicted depends basically only on two
things: one is amount of noise from sampling error and unpredictable be-
haviour of a forcing variable, the so-called predictor, the other is the degree of
complexity of the system inherent dynamics. I.e. the degree of non-linearity
of the dynamics determines how fast the skill of a prediction decreases. In a
system, where a physical forcing variable exhibits chaotic dynamics, the non-
linearity of the system determines whether it remains predictable despite of
the disturbances. Usually, predictive skill declines with prediction time - un-
less the system is dominated by noise, where the error remains constant. This
decay of prediction skill can be used to estimate the complexity of a system.
If the decay is slow, the system can be considered as only weakly non-linear,
as opposed to strongly non-linear, where the decay is fast. That constant re-
maining part of the error can be attributed to noise. A number of methods
have been developed for this purpose (e.g. Sugihara and May 1990; Tsonis and
Elsner 1992; Wales 1991). However, the methods proposed by the mentioned
authors require a fair amount of data points (Wales (1991) called time series
with ∼1000 points sparse) in order to resolve the dynamical structure of the
system. Unfortunately, only few time series for the marine environment have
this quality.
Recently, the term regime shift has come to some popularity. It is a repre-
sentation of a non-linear response of an ecosystem to a disturbance, where the
system moves from one stable state, in terms of chaos theory basin of attrac-
tion, to another. Depending on the degree of non-linearity in the system and
the systems status, this shift might occur in a chaotic way, thus decreasing pre-
dictability of an ecosystem. Following the concept of Collie et al. (2004), the
possible equilibriums of an ecosystem can be pictured as points on a topological
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catastrophy manifold, where type of shift depends on the systems complexity
i.e. non-linearity and external forcing (Fig. 1.1). The extent of predictability
depends on the degree of non-linearity between the forcing variable, or predic-
tor, and the response. Especially when the system responds in a discontinuous
manner to a disturbance will predictability decrease. However, not all regime
shifts have to be discontinuous and triggered by single events. Gradual change
might gradually deprive an ecosystem of its resilience until it eventually shifts
to a new state.
!"#$%&'())*$&$+&"),&-../0&
!"##$%&
'()*#+,+-#-)&
./0-1$&
12(343+$5&6+"+$&&
Figure 1.1: Topological catastrophy manifold in analogy to Collie et al. (2004).
Each point on the surface represents equilibrium values of a variable reprenta-
tive for an ecosystem e.g. abundance reacting to external forcing or internal
dynamics. In case of a discontinuous regime shift, the pathway of the shift is
undefined and several possible stable states exist for the same external forcing.
However, the exact definition and theory of regime shifts is still subject to
discussion. The next few paragraphs will explain the scope in which the term
is used in this study and clarify some of its concepts.
Regime Shift Definition
It is widely accepted that the term regime shift refers to rapid changes in the
structure of a dynamic system. Defining a regime of a quasi-stable dynamic
system as a characteristic behaviour of a natural phenomenon (sea level pres-
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sure, recruitment, etc.) over time, the regime shift can be defined as a fast
transition from one dynamic regime to another (Hare and Mantua 2000). Collie
et al. (2004) gave an overarching definition of a regime shift for marine ecosys-
tems as low-frequency, high-amplitude changes in oceanic conditions that may
propagate through several trophic levels and be especially pronounced in bi-
ological variables. This definition follows Bakun (2005) who defined a regime
shift as "a persistent radical shift in typical levels of abundance or produc-
tivity of multiple important components of the marine biological community
structure, occurring at multiple trophic levels an on a geographical scale that
is at least regional in extent".
Some differences in definition can be found regarding climate and biological
regime shifts. Climate regime shifts refer to changes in trend of a physical at-
mospheric property, such as temperature, with regimes lasting decades (Swan-
son and Tsonis 2009), while in biological systems, the term regime shift usually
implies changes over several trophic levels. The duration of the new biological
regime is only defined relatively, i.e. the time span in which an ecosystem
shifts from one regime to another has to be much shorter than the duration of
a regime (Reid et al. 2001).
Owing to the differences in definition, the term "biological regime shift"
(BRS) will be used according to Reid et al. (2001) and the term "climate
regime shift" (CRS) according to Swanson and Tsonis (2009) in the following.
Regime Shift Theory
Forced by external drivers such as climate, nutrient inputs or toxic substances,
ecosystems can shift in in different ways to a new regime that can be classified
into three major types: smooth, abrupt and discontinuous shift (Fig. 1.1)
(Collie et al. 2004; Scheffer et al. 2001). These types correspond to different
degrees of non-linearity in the system, ranging from quasi-linear or weakly
non-linear to highly non-linear.
An ecosystem can respond to a gradual trend of a driver by taking on a
new state in a smooth and likewise gradual way, which is indicating quasi-
linear relationships between driver and response variables, or it can exhibit
a certain degree of resilience until it shifts abruptly to a new state, which is
indicative of a non-linear relationship between driver and response variable.
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The abrupt change can occur in a predictable way, with only one possible sta-
ble state depending on the driving forces, which would apply to a relatively
weak non-linear system, but also in an unpredictable, catastrophic way, which
corresponds to a highly non-linear complex system. The state of a complex
system is inherently unpredictable during such a shift, since several possible
stable states exist over a certain range of the forcing variable. This discontin-
uous shift exhibits also hysteresis, i.e. in order to return to a previous state it
is not enough to restore the environmental conditions to the level before the
shift. Instead, it is necessary to reduce the forcing further until the system
eventually switches back to its previous state. This is a crucial difference to
an abrupt shift, which is non-linear, but nevertheless predictable, since at all
times only one possible ecosystem state exists. The hysteresis has far-reaching
significance for ecosystem management: if we looked at the forcing in terms
of nutrients, this means that if a discontinuous shift occurred due to eutroph-
ication, nutrient levels would have to be reduced to a lower level than before
the shift to restore the original state (Scheffer et al. 2001). In such case, it is
even uncertain whether the original state can ever be reached again. Changes
in the internal structure, can be so fundamental, that a system never returns
to its previous state (Duarte et al. 2009).
Examples of Regime Shifts
Various BRSs were identified during the last century all over the world (e.g.
Beaugrand 2004; Drinkwater 2006; Mantua et al. 1997; Peterson and Schwing
2003a; Reid et al. 1998). These were often associated with high losses in fish-
eries industries, like e.g. after the collapse of the peruvian sardine stock sardine
at the beginning of 1970s due to a climate regime shift (Alheit and Bakun 2010)
or the collapse of the Haddock stock at Georges Bank, a discontinuous shift
(Collie et al. 2004), most likely triggered by a high fishing mortality (Fogarty
and Murawski 1998).
For the Baltic Sea region, a focus area of this study, past shifts of the marine
ecosystem had severe impact on fisheries and tourism industries. Especially the
well-documented shift at the end of the 1980s, which occurred on all trophic
levels (Casini et al. 2009) and was associated with a shift from cod to clu-
peids and a decrease in herring growth (Casini et al. 2010), had pronounced
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consequences for the Baltic Sea fishery and its management (MacKenzie and
Schiedek 2007). The transitions in the ecosystem were a consequence of an-
thropogenic stress, but climate has also been shown to be an important factor
(Dippner 1997a; Möllmann et al. 2003; Skogen et al. 2011; Stenseth et al. 2002;
Stenseth and Mysterud 2002).
Finding Regime Shifts
The possibility of discontinuous regime shifts has long been known from theory
and modelling (Scheffer et al. 2001), however finding these shifts in "natural
world" time series can be challenging. Scheffer and Carpenter (2003) listed a
set of criteria that identify biological regime shifts: A necessary condition is
a significant step in the time series. Multimodality of the frequency distribu-
tion is an affirmative indicator. Further, the two anticipated regimes may be
characterized by different relationships to the control factor. Several possibil-
ities exist to check for these characteristics (Collie et al. 2004; Mantua 2004;
Rudnick and Davis 2003). These methods were applied to identify BRSs in
the time series of macrofauna communities (see Chap. 3.1).
Empirical approaches to identify regime shifts are necessary since the func-
tional relationships in an ecosystem are unknown to a greater extent. There-
fore, we need to approach the problem by analysing ecological time series
and the skill of predictions using state-of-the-art statistical methods to iden-
tify forcing variables, their relationship with the ecosystem and possible break
points, where the character of these relationships change or other driving fac-
tors become dominant.
1.2 Climate change and impact on ecosystems
Climate change is stressing the homeostatic capabilities of an ecosystem by
altering the physical environment. Recent changes in large-scale atmospheric
circulation, e.g. the eastward shift of the centres of action of inter-annual
variability of the North Atlantic Oscillation (NAO) (Jung et al. 2003), influence
the Baltic and North Sea climatology: the summer sea surface temperature
(SST) has increased by 1.4.◦C in the period 1985-2002 in the Baltic Sea, which
is about triple the global warming trend (Lehmann et al. 2002, 2011). The SST
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has also for the other seasons as well as annual mean, a positive trend. This
is expressed in milder winters and associated significant decrease in ice cover
in the Baltic Sea during winter (Omstedt et al. 2004). Changes in storminess
(Donat et al. 2011; Jaagus et al. 2008) and temperature could also be found,
as well as an increase in westerly winds (Dippner 1997b; Heyen and Dippner
1998; BACC Author Team 2008).
Milder winters can inhibit spring convection, if the surface water tempera-
ture does not cool down to the temperature of maximum density. This will on
one hand reduce the nutrient supply from deeper layers, but it will also cause
earlier and stronger stratification of the water column. This enhances light
availability for the plankton in the surface layer and the limited nutrient sup-
ply from deeper layers will favour those phytoplankton species that are capable
of vertical movement in the water column. Nitrogen fixing, floating cyanobac-
teria also have an advantage, since they do not depend on nitrate supply while
receiving the highest light dosages. Immotile non-floating phytoplankton like
diatoms get the short end of the stick, when the stability of the water column
reduces vertical turbulence. While diatoms are usually the first to profit from
increasing light and temperature increase and plenty nutrients in spring, they
now sink due to reduced vertical turbulence and get shaded by the other phy-
toplankton, that are quickly depleting nutrients in the euphotic zone. This
change in species composition might result in reorganization of the food web.
Since changing trophic interactions in turn strongly modulate the response of
the ecosystem to climate variability (Winder and Sommer 2012), non-linearity
of the system can be expected to increase, and reduce predictability.
The occurrence of now unusually high temperatures will continue to rise,
as well as the number of storms (IPCC 2012; EEA 2012). These extreme
events further alter ecosystems by eventually pushing them over the brink
of their resilience and causing them to shift to a new status. Ecosystems
are usually resilient towards extreme events and will return to their previous
status relatively fast. It can be shown however, that the return to an earlier
status is slowing down in ecosystems deprived of their resilience (Carpenter
et al. 2011), which is in accordance with the catastrophy theory for dynamical
systems (Scheffer and Carpenter 2003; Collie et al. 2004). Thus, extreme
events can be a source for abrupt and discontinuous regime shifts, leading to
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unpredictability of the ecosystem.
The large-scale atmospheric circulation pattern is also determining the oc-
currence and strength of major Baltic Sea inflows of saltier and oxygen-rich
Atlantic Water from the North Sea through the Kattegat and the outflow
of Baltic Sea surface water. Alterations thus affect the salinity and oxygen
content especially of the deeper layers of the Baltic Sea. Meier et al. (2012)
projected a southward movement of the horohalinicum, i.e. the zone with a
salinity of 5-8 and with a minimum in biodiversity (Remane and Schlieper
1971; Vuorinen et al. 2012). A decrease of salinity would further limit the cod
reproductive volume so that fishing quotes might have to be reduced in order
to sustain the cod stock in the Baltic Sea (Lindegren et al. 2010; Möllmann
et al. 2011).
Changes in the trend of atmospheric variables are especially of interest, since
they are often followed by non-linear responses of ecosystems that might reduce
ecosystem predictability. Multiple changes in the trend in the global mean
temperature could be identified in the past 100 years, termed climate regime
shifts (CRS) according to Swanson and Tsonis (2009): 1910–1920, 1938–1945,
1976–1981, and 2001/2002. Especially the CRS around 1976 (Graham 1994;
Hurrell 1995; Trenberth and Hurrell 1994) and the CRS around 2000 were well
documented (Bond et al. 2003; Peterson and Schwing 2003b). Several of these
CRS triggered shifts in biological communities, e.g. the shift around 1920
in the North Atlantic, where exceptional warming caused massive migration
of several species and strong increase of recruits of commercially important
species in many areas (Drinkwater 2006), or 1976 in the North Pacific, where
shifts were strong alterations in abundance and distribution were linked to a
shift of the Pacific Decadal Oscillation from a negative to a positive phase
(Hare and Mantua 2000).
Climate change and the associated temperature increase affects also directly
the physiology of organisms and biogeochemical processes. Due to the tem-
perature preferences of the individual species (Wasmund 1994), a change in
temperature may lead to shifts in species composition. A changing seasonal-
ity is leading to decoupling of phenological processes by inducing mismatch
between trophic levels and functional groups (Edwards and Richardson 2004;
Sommer et al. 2012).
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Higher temperatures also affect the metabolic rates of organisms. Metabolic
theory of ecosystems predicts a decrease in biomass if the temperature in-
creases while limiting basal sources are being left unchanged (Brown et al.
2004). Higher metabolic rates also increase the demand in nutrients or other
limiting sources per unit biomass. According to this theory, the size of organ-
isms will decrease, leading to lower total biomass while abundance might not
change. However, higher temperatures also speed up the recycling processes
and the microbial loop which might then lead to higher net primary production
(Taucher and Oschlies 2011). These processes are little understood yet and
Taucher and Oschlies (2011) argue, that not even the trend of phytoplankton
abundance might be predictable.
1.3 Objectives and Outline of this Thesis
Purpose of the presented study is to investigate the influence of climate on the
predictability and variability of marine ecosystems in the North and Baltic Sea.
Climate certainly has strong influence on ecosystem variability, and climate
change puts the ecosystem into a non-steady state. It is therefore hypothesized
that the large-scale atmospheric transitions from climate change will increase
the degree of non-linearity in the ecosystem, leading to reduced predictability
or vice versa. It is further hypothesized, that a reduced predictability can be
partly compensated by choosing a better representation of the climatic forcing.
The degree of ecosystem predictability is estimated relating various large-
scale hemispheric climate indices as well as multivariate regional-scale climate
indices to various ecosystem descriptors. Biological and climate regime shifts
are identified and studied using well studied time series of macro-zoobenthos
of the southern North Sea as a descriptor for the ecosystem (Dippner et al.
2010) (Chap. 3.1.1). The predictability despite the presence of regime shifts
is estimated for these time series. The well known regime shift in 1989/1990 is
identified as a smooth shift, while another biological regime shift in 2001/2002
is identified as a discontinuous shift, triggered by a shift in climate. This find-
ing is the motivation for tackling the resulting increase in non-linearity using
state-of-the-art neural network methods, "Optimally Pruned Extreme Learn-
ing Machines" (OPELM) and "Optimally Pruned k-Nearest Neighbours" (OP-
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KNN). Depending on the type of regime shift, the skill of prediction should
increase using these non-linear and non-parametric methods. However, ex-
periments showed, that a significant increase in prediction skill could only
be achieved using a multivariate descriptor of climatic forcing. This study is
documented in Chap. 3.1.
As a consequence of the increased non-linearity caused by climate, pre-
dictability of Baltic Sea ecosystem time series also decreases. Dippner et al.
(2000) demonstrated that a major amount of the inter-annual variability in
zooplankton time series can be explained using anomalies of the sea surface
temperature of the COADS data set for the period 1960-1992. This relation-
ship fails for the updated time series of the same zooplankton species. Also
here, the development of a new index as a better predictor for the Baltic Sea
ecosystem is chosen to enhance predictions. The performance of the new in-
dex, called the Baltic Sea Environmental (BSE) Index, is tested using various
physical response variables and the updated zooplankton time series. This is
presented in Chap. 3.2.
Encouraged by the performance of the BSE, phytoplankton predictability
is examined for the Arkona Sea and in the German part of the coastal zone of
the southern Baltic Sea, using the BSE as predictor. These results are shown
in Chap. 3.3.
Chapter 2
Material and Methods
2.1 Data Basis
In the subsequently described experiments, time series of benthos, zooplankton
and phytoplankton are used as descriptors for ecosystems. They are included
as response variables in the downscaling experiments. Predictors are physical
parameters and climate indices as well as nutrients. To test the performance
of a new index, also physical time series were included as response variables,
i.e. Landsort gauge, ice extent in the Baltic Sea and sea surface temperature
in the Gotland Sea (GS). The used time series are described below.
2.1.1 North Sea Benthos
The well studied time series of North Sea benthic macrofauna was used to
study the feasibility of neural networks to overcome the reduced predictability
associated with a regime shift around 2001/2002 as published in Junker et al.
(2012). Macrofaunal samples were collected in the 2nd quarter of the years
1978 to 2005 in the sublitoral zone off the island of Norderney, one of the
East Frisian barrier islands, at five different stations located in water depths
of between 12 m and 20 m (Fig. 2.1). A 0.2 m2 van Veen grab was used for
sampling. A single grab was taken at each of the five stations. The samples
were sieved over 0.63 mm mesh size and fixed in 4% buffered formaldehyde.
After sorting, the organisms were preserved in 70% alcohol. Biomass was
determined as Ash-free dry weight (AFDW) per m2. Samples were dried for
24 h at 85 ◦C and burned for 6 h at 485 ◦C. Species number, abundance, and
11
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Figure 2.1: Study area off the island of Norderney with stations sampled in
spring from 1978 to 2005 (Junker et al. 2012)
biomass from the five stations were pooled and treated as replicates for the
area, since the multivariate comparison had shown no significant difference
between the macrofauna assemblages (Kröncke et al. 1998).
2.1.2 Baltic Sea Zooplankton
Zooplankton time series from the central Baltic Sea (ICES subdivision (SD)28-
2, Fig 2.2) were used to study the feasibility of a new index to enhance pre-
diction in presence of a regime shift as published in Dippner et al. (2012).
The samples were collected seasonally (May, August, October) with Juday
net, the opening diameter of 0.36 m and the diameter of the middle section
0.5 m, mesh size 0.16 mm. The hauls were carried out vertically from the
depth of 100 m or from the bottom at the stations shallower than 100 m
and from different depth layers: mainly 0-25, 25-50 and 50-100 m. Taking
into account some sampling deeper than 100 m, it could be considered that
mesozooplankton is distributed till the depth of 100 m and only some smaller
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Figure 2.2: Depth distribution of the Baltic Sea and its basins. Bothnian Bay
(BoB), Bothnian Sea (BoS), Archipelago Sea (AR), Gulf of Finland (GF), Gulf
of Riga (GR), Gotland Sea (GS), Bornholm Sea (BS), Arkona Sea (AS), Danish
Sounds (DS), Kattegat (KT). The red asterisk marks the position of Landsort
gauge. The red lines mark the area of ICES subdivision 28-2. (Dippner et al.
2012)
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part of adult Pseudocalanus elongatus can be met deeper. The sampling is
conducted throughout the daytime. Zooplankton samples are preserved in
formaldehyde and later treated in the laboratory under binocular microscope.
All zooplankton specimens are determined as to species or in some cases to
genus, and, for Copepoda species, seven stages nauplii, five copepodite stages
and adults are distinguished. The biomass per cubic metre is calculated
assuming that the filtered volume was 1 m3 per 10 m of the water layer and
the filtering coefficient was regarded as 1 (UNESCO 1968). Biomasses are
estimated from values of individual wet weights(Hernroth 1985). Averages are
calculated for the shallow and deep (100 m) stations separately.
The adult stages of all zooplankton species with sufficient abundance are
considered for the experiment. These are Acartia spp., Bosmina longispina,
Evadne nordmanni, Pseudocalanus spp., Syncheata spp. and Temora longi-
cornis. These data have been used in a previous article (Dippner et al.
2000) to show the climate-driven variability in a downscaling experiment using
Comprehensive Ocean-Atmosphere Data Set (COADS) sea surface tempera-
ture (SST) as climate predictor. The time series cover the period 1960-1997
and were chosen to test the perfomance of the Baltic Sea Environmental in-
dex (BSE) in comparison to the results of the previous study by Dippner et al.
(2000). The average biomass and abundance of the adult and copepodite
stages of the three major species (Acartia spp., T. longicornis and Pseudo-
calanus spp.) of the depth interval 0-100 m for the deeper stations, and 0 m -
bottom of the shallower stations were selected from the 1960-2008 monitoring
data.
2.1.3 Baltic Sea Phytoplankton
Phytoplankton data of the monitoring program of the Landesamt für Umwelt,
Naturschutz und Geologie of Mecklenburg-Western Pomerania (LUNG) (Lan-
desamt für Umwelt, Naturschutz und Geologie Mecklenburg-Vorpommern 2006)
is chosen to represent the coastal ecosystem of the southern Baltic Sea. All
sampling sites are along the coast of Mecklenburg-Western Pomerania (Fig.
2.3).
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Figure 2.3: Study area with stations: Arkona Sea and coast of Mecklenburg-
Western Pomerania. Stations marked with stars are from the IOW data set,
stations marked with triangles are from the LUNG data set
The time series for the presently sampled LUNG-stations start in 1986.
Older data is available, but longer gaps in the data set and inhomogeneities
make it necessary to restrict the study to data after 1986. LUNG monitors
66 coastal stations, however sufficiently long and homogenous time series of
phytoplankton abundance and biovolume are available for only 10 stations
(Fig. 2.3). The chosen stations are grouped into 4 data sets according to
availability and water body types:
Group A All available stations
(GB19, KHM, O11, O22, O5, O9, OB4, S66, UW4, WB3)
Group B Only mesohaline stations
(GB19, O11, O22, O5, O9, OB4, UW4, WB3)
Group C Only stations of the outer coastal zone
(O11, O22, O5, O9)
Group D Only stations from the inner coastal zone
(GB19, KHM, OB4, S66, UW4, WB3)
Data from LUNGmonitoring is referred to as "LUNG data" in the following.
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Additionally to the LUNG data, phytoplankton abundance and biomass
from the Arkona Sea is chosen to represent the pelagic ecosystem. The data
has been extracted from the oceanographic database (IOWDB) of the Leibniz
Institute for Baltic Sea Research Warnemünde (IOW), which holds all data
collected by the IOW as part of the Helsinki Commission (HELCOM) mon-
itoring program. Only the most regularly sampled non-coastal stations are
considered: TF0109, TF0113, TF0030, TF0069. The earliest measurements
are from 1979, the latest from 2010. This data set is referred to as "IOW
data" in the following.
The available data of both sources covers physical parameters, nutrients and
phytoplankton on the species level as abundance, biovolume (for the LUNG
data) resp. biomass (for the IOW data). The measurements were performed
according to the HELCOM (2008) COMBINE manual. The phytoplankton
data was sampled with a Niskin bottle sampler, fixed in formaldehyde and
counted according to Utermöhl (1958). Only surface samples (0.5 m depth)
are considered. Phytoplankton biovolume was calculated by approximating
the cell shape to simple geometrical solids according to Rott (1981). As far as
possible, taxonomic resolution was performed on the species level. In order to
ensure a consistent database, all samplings with uncertain quantitative values
or uncertain taxonomic determinations were eliminated (Sagert et al. 2008).
The autotrophic phytoplankton species are grouped into functional and tax-
onomic groups. Mixotrophic and heterotrophic species are not considered and
excluded from the data set. Seasonal average abundance [ind/ml] and biovol-
ume [ml/m3] resp. biomass [mg/m3] is calculated for each of the following het-
erotrophic phytoplankton classes: Bacillariophyceae, Chlorophyceae, Chrys-
ophyceae, Craspedophyceae, Cryptophyceae, Dinophyceae, Euglenophyceae,
Prasinophyceae, Prymnesiophyceae (Haptophyceae) and Cyanobacteria. Be-
sides these groups are the sums of total phytoplankton and flagellates consid-
ered as well as the ratio of diatoms:flagellates to see whether a shift in this
ratio is associated with climate.
The seasonal data is normalized by log-transformation and standardized
by removing the seasonal signal and calculating the standard scores (z-scores:
z = X−X¯
σ
with X a random variable, X¯ the expected value and the standard
deviation σ.) Pre-runs of downscaling experiments showed no significant dif-
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ference whether means or medians are used to calculate the seasonal data. In
the follow up experiments are means chosen.
Data exploration showed that some phytoplankton groups are most of the
time of the considered time span absent. As the method used in the down-
scaling experiments is not suitable for this type of time series we concentrate
on the major groups and consider only those groups that are most of the
time (>50%) present. Applying this rule only phytoplankton data from spring
(MAM), summer (JJA) and fall (SON) remains. Some of the less common
groups also drop out for some seasons.
2.1.4 Nutrients
In addition to the phytoplankton data of the LUNG and HELCOM moni-
toring program, the following nutrients and derived properties are chosen as
predictors.
• Local Phosphate concentrations (PO4[mmolP/m3])
• Local total Phosphorous concentrations (totP [mmolP/m3])
• Local Nitrate concentrations (NO3[mmolN/m3])
• Local Nitrite concentrations (NO2[mmolN/m3])
• Local Ammonium concentrations (NH4[mmolN/m3])
• Local total Nitrogen concentrations (totN [mmolN/m3])
• Local Silicate concentrations (SiO4[mmolSi/m3])
• Local molar ratio of N:P derived from NO3 and PO4
• Local molar ratio of N:P derived from total N and total P
2.1.5 Climate Predictors and Physical Variables
Predictors
The following data sets are used in the subsequently described experiments as
predictors. The large scale climate indices are used in all experiments, wheras
the regional scale Baltic Sea Index (BSI) and Chen index (Chen 2000) are only
used in experiments involving time series from the Baltic Sea. All indices are
considered as monthly mean values.
The considered climate indices are:
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• The Arctic Oscillation (AO) index from 1899 to 2007 (Thompson and
Wallace 1998) which describes the leading Empirical Orthogonal Func-
tion (EOF) of monthly geopotential height anomalies at the 1000 hPa
level on the Northern Hemisphere poleward from 20◦N.
• The North Atlantic Oscillation (NAO) index from 1864 to 2009 (Hurrell
1995) defined as the difference between the normalized monthly sea level
pressure (SLP) anomalies at Lisbon and Stykkisholmur.
• The Atlantic Multidecadal Oscillation (AMO) index from 1856 to 2009
(Enfield et al. 2001), defined as the monthly SST anomalies in the North
Atlantic area weighted from 0◦ to 70◦N.
• The extended (1948-2009) BSI (Lehmann et al. 2002) which is created
by combining data from the SwedishMeteorological and Hydrological In-
stitute (SMHI) and data from the National Centre of Environmental
Predictions (NCEP) (Kalnay et al. 1996). There are no inhomogeneities
between these two data sets.
• Monthly mean values of the updated (1780-2010) Chen index . The Chen
index consists of three time series: the components of the geostrophic
wind and the relative vorticity of the geostrophic wind over the area
50◦-70◦N and 0◦-30◦E.
Time series of physical properties from the Baltic Sea area:
• Monthly mean SST fields derived from the COADS on a 2×2◦ grid for
the period 1900-1992 (Woodruff et al. 1987). In addition, an updated
version of the COADS for the period 1960-2010 is also used.
(http://icoads.noaa.gov/data.icoads.html)
• Monthly mean salinity on oceanographic standard depth has been com-
piled on 1×1◦ grid for the whole Baltic Sea (Feistel et al. 2008). The
data from 1900 to 2005 between 120 and 200 m in the area of the central
Gotland Sea 16◦-22◦E and 55◦-59◦N (Fig. 3.10) is averaged to create a
salinity time series.
• Monthly mean runoff data for the whole Baltic Sea area for the period
1921-1993 has been compiled by Bergström and Carlsson (1994). The
data set for river runoff consists of the data from Mikulski (1982) for the
period 1921-1949, and the data compiled by the SMHI for the period
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1950-1993 and extended later up to 2002. There are no inhomogeneities
between these two data sets.
• Monthly mean SST from 1902 to 2005 in the Gotland Sea area averaged
between 16◦-22◦E and 55◦-59◦N (Feistel et al. 2008).
• Local (station data) temperature anomalies.
• Local (station data) salinity anomalies.
For the experiments with benthos the following time series from the North
Sea are considered:
• SLP anomalies poleward of 30◦N on the Northern Hemisphere from
NCEP/NCAR reanalysis (Kalnay et al. 1996).
• Area averaged monthly meridional wind anomalies (1948-2010) in the
southern North Sea (53◦-56◦N, 2◦-9◦E) from NCEP/NCAR reanalysis.
• Monthly precipitation rate anomalies (1948-2010) averaged over the area
50◦-57◦N, 4◦W-9◦E from NCEP/NCAR reanalysis.
• Area averaged monthly SST anomalies (1948-2009) in the southern North
Sea (53◦-56◦N, 2◦W-9◦E) from NCEP/NCAR reanalysis (Kalnay et al.
1996).
• Salinity from International Council for the Exploration of the Sea (ICES),
Marsden square 96668.
• Temperature from ICES, Marsden square 96668.
• Weekly SST data for the German Bight from 1968 to 2007 south of
55.5◦N and east of 6.5◦E from ship-of-opportunity programs, commer-
cial vessels, light vessels, fixed stations and buoys, coastal stations, re-
search vessels and monitoring programs provided by the Federal Mar-
itime and Hydrographic Agency German Federal Maritime and Hydro-
graphic Agency (BSH) Hamburg (Becker et al. 1986).
Physical Response Variables
The following data sets are used in the subsequently described experiments as
response variables:
• Monthly mean values from Landsort gauge (Fig. 2.2) for the period
1897-2002 from SMHI;
20 CHAPTER 2. MATERIAL AND METHODS
• Annual average sea ice extent for the period 1720-2006 (Feistel et al.
2008).
2.2 Methods
Dippner and Kröncke (2003) have shown, that the partial linearity in the
ecosystem response allows the analysis and prediction of biodiversity, struc-
ture, function and dynamics of ecosystems using linear methods. Thus, it can
be expected that methods like the analysis of empirical orthogonal functions
(EOF) (Preisendorfer and Mobley 1988), statistical downscaling (von Storch
et al. 1993) and the analysis of principal oscillation patterns (Hasselmann 1988;
von Storch et al. 1988; Von Storch and Zwiers 2001) are feasible to address
the previously stated hypotheses and to study the variability of the ecosystems
and to predict its future state. However, downscaling experiments showed that
the considered time series are unsuitable for the analysis of prinicipal oscilla-
tion patterns. Due to high variability and gappyness yielded the analysis of
principal oscillation patterns of major phytoplankton groups in the Baltic Sea
in first runs no meaningful results.
A common tool to study the dominant modes in a time series and their
variability in time is also the wavelet analysis (Torrence and Compo 1998).
The method and the motivation for using it is discussed in Section 2.2.2. The
methods described in the following will be used on climatological and ecological
time series with the seasonal cycle removed, i.e. anomalies.
2.2.1 Analysis of Empirical Orthogonal Functions (EOF)
EOF analysis is a multivariate eigen-technique used to reduce the dimension-
ality of a dataset and thereby reducing the amount of noise. The EOF analysis
seeks structures that explain the maximum amount of variance in a dataset.
The idea behind it is to find patterns and coefficients (i.e. principal compo-
nents) , that describe the variability of a data set in such a way, that the first
pattern describes most variability, the second pattern second most, etc.. Since
most of the variability is usually represented by the first few EOFs the amount
of data can be vastly reduced using only these few EOFs. The other EOFs
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usually only contain the noise or small scale variability (sometimes also called
station characteristics) and can thus be cut off.
The EOF analysis is done in such a way that the anomalies G⃗′(r, t) of a data
set G⃗(r, t) with t = 1..T observations and r = 1...R stations are expanded to
a series of K EOFs:
G⃗′(r, t) =
K∑
i=1
Γ⃗EOFi (r)γ
EOF
i (t) +
R∑
i=K+1
Γ⃗EOFi (r)γ
EOF
i (t) (2.1)
where Γ⃗EOFi (r) are the EOF patterns and γEOFi (t) the time coefficients.
To calculate the EOF it is common to do an eigenvalue-analysis on the
covariance matrix C = GGT where GT is the transposed matrix G. Any
symmetric matrix, like the covariance matrix, can be decomposed using an
eigenanalysis
CE = ΛE (2.2)
where E is the matrix with the eigenvectors ei and Λ is the is the matrix
with the eigenvalues λi along its diagonal and zeros elsewhere. The EOFs
Γ⃗EOFi (r) are now the eigenvectors ei and λi describe the amount of explained
variance of each eigenvector. It is important to note that the eigenvectors are
orthogonal to each other and therefore independent.
The evolution of the system in time can now be decribed by the EOF (or
time) coefficients, which can be estimated in the following way: Considering
that the original matrix G can be reproduced by the dot product of the EOFs
and some matrix Z with the time coefficients:
G = EZ (2.3)
we get the time coefficients from
Z = ETG (2.4)
Since most of the variance is explained by the leading K EOFs, it is possible
to use EOF analysis to filter a dataset by differentiating between a signal space
described by the fist K EOFs and a noise space spanned by the trailing R−K
EOFs. These trailing patterns describe a minor part of the variability and are
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usually station details. So, it is usually enough to consider
G⃗′(r, t) =
K∑
i=1
Γ⃗EOFi (r)γ
EOF
i (t) (2.5)
2.2.2 Wavelet Analysis
For the analysis of localized variations of power within a time series spectrum,
wavelet analysis is a well established method. It has been applied to time series
from all kinds of research fields, among them climatological and ecological time
series (e.g. Cazelles et al. 2008; Mi et al. 2005). By decomposing a time series
into time-frequency space, it is possible to determine both the dominant modes
of variability and how those modes vary in time (Torrence and Compo 1998). In
contrast, the Fourier transform only yields the information about which major
modes occur in the series, but not when. A similar method, the windowed
Fourier transform (WFT), also provides a decomposition into time-frequency
space, but since the frequency resolution is the same for all frequencies, it is
less efficient than the wavelet approach. The WFT tends to overrepresent the
higher frequencies and underrepresent the lower frequencies (Lau and Weng
1995). In a wavelet transform (WT), the signal is decomposed using a specific
function Ψ(t) (called wavelet) that is scaled according to the frequency in focus
(Daubechies 1992; Lau and Weng 1995) (Fig. 2.4).
Ψb,a(t) =
1√
a
Ψ
(t− b
a
)
(2.6)
b is the position (translation) and a > 0 is the scale (dilation) of the wavelet
Ψb,a(t). The factor 1/
√
a is a normalization factor that keeps the energy of the
daughter wavelet Ψb,a(t) the same as the mother wavelet Ψ(t).
A time series x(t) is then decomposed in a WT by calculating the wavelet
coefficients W (b, a) as follows:
W (b, a) =
1√
a
∫ +∞
−∞
Ψ∗
(t− b
a
)
x(t)dt (2.7)
where ∗ denotes the complex conjugate form.
For a descrete time series xn, n = 1, ..., N with uniform time steps δt this
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Figure 2.4: WT (left) and WFT (right). For higher frequencies is the wavelet
narrower, which gives good time resolution, but the scale is larger and the
frequency resolution reduced compared to the lower frequencies. In WFT
are the windows always the same size, which yields unsatisfactory time and
frequency resolution (Cazelles et al. 2008).
can be rewritten as
WXn (a) =
δt
a
N∑
n′=1
xn′Ψ0
[
(n′ − n)δt
a
]
(2.8)
Due to the localized decomposition of the signal, wavelet transforms do not
require stationary time series (Cazelles et al. 2008; Lau and Weng 1995) like
other spectral or correlation methods do. This is a major advantage in studying
ecological time series, because they often show substantial changes in variance,
periodicity and species interactions as well as trends (Stige et al. 2006; Cazelles
and Hales 2006). By performing a local time-scale decomposition of the time
series wavelet analysis can be used to localize and quantify abrupt changes like
regime shifts (Cazelles et al. 2008).
In order to receive qualitatively and quantitatively meaningful results, and
to interpret them correctly, it is necessary to consider a number of different
aspects, e.g. the type of wavelet transform (WT), wavelet function or base
and scale. The choice of these depends on the aim of the study and the type
of the signal.
There exist two types of WT: the discrete (DWT) and the Continuous
Wavelet Transform (CWT). The Discrete Wavelet Transform (DWT) is ba-
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sically a compact representation of the data and useful for denoising of data
and data compression. It is often used to characterize spatial patterns and in
image processing. However, it may not resolve the physically most important
information in a time series, because it does not increase the scales of the
wavelet continuously like the CWT but in steps of the power of 2. The CWT
on the other hand, is better for feature extraction purposes (Grinsted et al.
2004) because the continuous wavelets provide better timescale localization
information. However, the results of a CWT have to be interpreted with this
redundancy in mind, because it may cause spurious features. Nevertheless this
drawback of CWT, it is in this study considered to give better results because
the ecological and climatological time series under investigation are of wavelike
structure and the emphasis of this study lies in finding the prominent features
in them. Two proven wavelets in climatological and ecological studies are the
Morlet and the Mexican Hat (Mi et al. 2005). In this study we will focus on the
former, because it provides a good balance in time and frequency localization.
Another advantage of the Morlet is that the relationship between frequency
and scale can be derived analytically.
The Morlet is defined as
Ψ(η) = pi−1/4
(
eiω0η − e−ω
2
0
2
)
e−
η2
2 (2.9)
with ω0 the nondimensional frequency and η a nondimensional time factor.
For a Morlet usually ω0 > 5, so the correction term e−
ω20
2 can be neglected and
it is enough to say
Ψ(t) = pi−1/4eiω0ηe−
η2
2 (2.10)
The Morlet wavlet is a plane wave modified by a Gaussian envelope (Lau
and Weng 1995). Compared with other non-orthogonal wavelet functions, (e.g.
Mexican Hat), the Morlet has the advantage of providing a good frequency
resolution and localization of scale. However, this is at the cost of lower time
resolution. The Mexican Hat provides a better detection and localization of
single events. Since the Morlet is a complex wavelet, it will also return informa-
tion about both amplitude and phase and is thus better adapted for capturing
oscillatory behavior. A more comprehensive discussion about the properties of
the different wavelet functions can be found in (Torrence and Compo 1998).
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Wavelets are mostly used on univariate time series. However, the wavelet
approach is also feasible for the analysis of bi-variate time series. With the help
of wavelet cross-spectra and wavelet coherency can relationships between time
series be identified (Grinsted et al. 2004; Jevrejeva et al. 2003). The wavelet
cross-spectra can be produced by performing a cross wavelet transform (XWT)
of two time series xn and yn (Torrence and Compo 1998). It is defined as
WXY = WXW Y ∗, whereW Y ∗ denotes the complex conjugate form ofW Y . The
cross wavelet power is |WXY |. Peaks in the cross wavelet transform indicate
high power in both wavelet transforms. However, it lacks information about the
phase relationship. This information can be derived from wavelet coherence.
It is similar to the Fourier squared coherence, where the frequency bands are
identified whithin which the two time series covary (Torrence and Webster
1999).
Torrence and Webster (1999) defined wavelet coherence as
R2n(s) =
|S(s−1WXYn (s))|2
S(s−1|WXn (s)|2)S(s−1|W Yn (s)|2)
(2.11)
S is a smoothing operator that applies to the cross-spectrum (in the numerator)
and the wavelet power spectra (in the denominator) of the two time series.
The resemblance of the definition of wavelet coherence with the traditional
correlation coefficient is striking. In fact, the wavelet coherence can be thought
as a localized correlation coefficient in frequency space (Grinsted et al. 2004).
In this dissertation will only wavelet coherences be shown. All wavelet
coherences are calculated using the toolbox of A. Grinsted.
2.2.3 Statistical Downscaling
In statistical downscaling, a regional scale response variable is estimated from
one, or a set of, large scale predictors by finding statistical relationships be-
tween the two and using these relationships for prediction. This statistical
modelling of spatial data can be used to downscale to a finer grid and for
prediction under the assumption that the large scale predictor is sufficiently
accurate. It has been termed in climatology where it is mostly used to down-
scale climatological data from global scale data, e.g. the output of a global
climate model, to regional scale.
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There exist several methods for statistical downscaling. A comparison of
methods can be found in Wilby and Wigley (1997), Zorita and von Storch
(1999) and Huth (1999). Statistical downscaling can be based on linear meth-
ods like EOF and canonical correlation, or non-linear methods like clustering,
self organizing maps or neural-networks (Zorita 2009). Being aware that some
ecosystem interactions are non-linear the latter methods are seemingly more
appropriate. Furthermore, Neural Networks have the advantage of being non-
parametric and thus do not require normally distributed data. However, non-
linear methods also have major drawbacks: overfitting and misinterpretation
is even more a problem than in linear downscaling and the demand on com-
puting power and number of data points is higher. Since the available time
series are fairly short and the Baltic Sea and North Sea ecosystem has proven
to react linearly (or that it can be linearised by careful data transformation)
in larger parts (Kröncke et al. 1998; Dippner et al. 2000), a linear method is
thought to be sufficient for the initial experiments.
In this study, the term statistical downscaling refers to the method of von
Storch et al. (1993), which has been proven to be also suitable for estimat-
ing biological data from climatological data. Applying this method Kröncke
et al. (1998) and Dippner and Kröncke (2003) found strong relationships be-
tween macrozoobenthos and climate variability. Dippner and Ottersen (2001)
found high correlation between cod recruitment and large scale climate forcing
through sea surface temperature. Dippner et al. (2001) showed that the winter
anomalies in abundance of Acartia spp. and Eurytemora affinis are driven by
climate variability, but not the larger zooplankton species.
In principle, the downscaling method used here consists of applying EOF
analysis to extract major patterns and subsequently applying a Canonical Cor-
relation Analysis (CCA). As EOF is used to study the variability, the CCA
is used to study the correlation pattern of data. The basic concept of the
downscaling method is shown in Figure 2.5.
As mentioned, the noise will be eliminated by selecting only the major EOF
of the datasets of the predictors and predictands. For the predictor G⃗(r, t), the
EOF-subspace of the anomalies is G⃗′(r, t) (see section 2.2.1) (Dippner et al.
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2001):
G⃗′S(r, t) =
K∑
i=1
Γ⃗EOFi (r)γ
EOF
i (t) (2.12)
and for the anomalies of the response variable L⃗′(s, t) with s = 1, ..., S; t = 1, ..., T2,
S are the stations, the EOF-subspace is accordingly:
L⃗′S(s, t) =
N∑
i=1
Λ⃗EOFi (s)λ
EOF
i (t) (2.13)
where Λ⃗EOFi (s) is the ith EOF pattern fixed in space and λEOFi (t) are the
corresponding time coefficients. Note that N ≤ S and usually N ≪ S. After
that, a CCA will be performed on the resulting leading eigenmodes of the pre-
dictors and predictands. This is done by first combining the time coefficients
γEOFi (t) and λEOFi (t) into new CCA time coefficient γCCAj (t) and λCCAj (t):
γCCAj (t) =
I∑
i=1
gijγ
EOF
i (t) (2.14)
and
λCCAj (t) =
I∑
i=1
lijλ
EOF
i (t) (2.15)
where the weights gij and lij are selected such that
< γCCAi (t), λ
CCA
j (t) >= ρj ∗ δij (2.16)
ρj is at maximum for j = 1. For j > 1, ρj is maximum under the constraint
that the CCA time coefficients of the global and the local parameters are
orthogonal:
< λCCAi (t), λ
CCA
j (t) >=< γ
CCA
i (t), γ
CCA
j (t) >= δij (2.17)
The CCA patterns are then:
G⃗′SS(r, t) =
I∑
i=1
Γ⃗CCAi (r)γ
CCA
i (t) (2.18)
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and
L⃗′SS(s, t) =
I∑
i=1
Λ⃗CCAi (s)λ
CCA
i (t) (2.19)
Note the similarity to the construction of the EOF subspace (eq. 2.12 and
eq. 2.13). Here however: [G′SS(r, t) ⊆ G′S(r, t) ⊆ G′(r, t)] and [L′SS(s, t) ⊆
L′S(s, t) ⊆ L′(s, t)].
Figure 2.5: Outline of the statistical downscaling method after Kröncke et al.
(1998)
The results of the CCA are then validated and the skill calculated. If a
high skill has been found, it will have to be decided whether the results are
ecologically plausible (Kröncke et al. 1998). CCA has the tendency to over fit
peaks (Heyen et al. 1996). Filtering of time series can mitigate this problem.
For the new Baltic Sea Environmental (BSE) index (Chap. 3.2) a moving
average filter with 1-2-1-filter weights is applied (Dippner et al. 2012).
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Validation and Skill
The validation of the found correlations has to be done with independent data.
von Storch et al. (1993) split the data set into fit and validation periods. How-
ever, this is inconvenient if the time series is short. Thus a cross-validation
technique (Michaelsen 1987) is used here. In cross-validation, if n time steps
of data are available, n models are fitted by using n − 1 different time steps
each. For each model, the nth step of the predictand is regressed from the pre-
dictor. Finally, the n estimations are compared with the observations of the
response variable. The significance level of selected results is calculated with
the Monte Carlo technique, with 10000 generated series of random numbers
with the same statistical properties (mean, standard deviation and autocorre-
lation) as the EOF coefficients of the predictands. As skill factors, correlation
coefficient r between the regional observations and the cross-validated estima-
tions and Brier-based score β are used. The Brier-based score skill is defined
as: β = 1− σ2E
σ2O
where σ2E and σ2O are the variances of the error (i.e. observation
minus model) and observations. β = 1 means that model and observation are
identical, β = 0 that the error of the model has the same size as the variance
of the observations (Livezey 1995). The Brier-based score is used throughout
this work to estimate the skill of the fitted models, also the neural nets.
2.2.4 Neural Networks
Linear methods as the above downscaling method are only suitable if linear
relationships between predictors and predictands exist. It is often possible to
linearise the system by carefully transforming the available data, but some-
times it is impossible due to higher degrees of non-linearity in the system.
Therefore, it is advisable to use non-linear methods for prediction in such
cases. Neural networks are proven methods for prediction of environmental
properties (e.g. brown trout reproduction (Lek et al. 1996) or river runoff
(Minns and Hall 1996)). Numerous learning algorithms exist, of which super-
vised learning algorithms are considered the most appropriate for prediction of
environmental time series and thus used most for prediction of ecological prop-
erties (Lek and Guégan 1999). Of the many possible learning algorithms two
methods, the Optimally Pruned Extreme Learning Machine (OPELM) and
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the Optimally Pruned K-Nearest Neighbours (OPKNN) were chosen. The fol-
lowing descriptions of the OPELM and OPKNN are cited from (Junker et al.
2012).
OPELM Method
The OPELM method belongs to the single layer neural network methods
(Miche et al. 2008) and is based on the Extreme Learning Machine (ELM)
algorithm from which it borrows the original single layer feed-forward network
construction (Huang et al. 2006). The OPELM (Fig. 2.6) algorithm is intro-
duced as a more robust method to tackle the problem of irrelevant neurons
and to be more adaptive to both linear and non-linear problems. The OPELM
algorithm consists of three steps:
1. Construction of the single hidden layer
2. Ranking the neurons in the hidden layer
3. Selecting the appropriate number of top ranked neurons
Ranking in step 2 is performed with least angle regression (LARS) algorithm
(Efron et al. 2004), an algorithm used to rank variables in regression problems
in a linear setting. LARS provides exact ranking when the problem is linear,
which is the case in ELM between hidden layer and output variable. Once the
ranking is obtained, the selection is done with Leave-one-out (LOO) estimation
based on the outputs of hidden neuron. To demonstrate how the neurons are
selected, Fig. 2.7 shows for the sake of clarity the LOO error versus the number
of neurons for a run in which the AO index is projected on macrofauna biomass
in the southern North Sea (see chapter 3.1). The upper limit of the number
of neurons is given by the number of data pairs itself. The optimal number of
neurons is estimated by searching the local minimum of the LOO error, which
appears at 12 neurons in this case (Fig. 2.7). Finally, this number of neurons
is used for the simulation.
The three steps above are the core of the original OPELM algorithm. How-
ever, when using data sets with few samples, the LOO estimate can have high
variance and can lead to complex models and over-fitting. Instead of LOO,
other model selection criteria can be employed, such as information theoretic
criteria. In the experiments, we resort to the corrected Akaike information cri-
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terion (Hurvich and Tsai 1989; Sugiura 1978). The advantage of ELM based
models over other types of neural networks is their very quick training time,
and at the same time they have comparable generalization capabilities.
Figure 2.6: General structure of the OPELM model: X are the climate input
data, Y the benthic output data, w the input weights and β the output weights.
Figure 2.7: LOO error versus the numbers of neurons. The local minimum
gives the optimal number of neurons.
ELM construction phase The main concept behind the ELM lies in the
random initialization of the hidden layer input weights and biases. According
to Huang et al. (2006), the input weights and biases do not need to be adjusted
and it is possible to calculate implicitly the hidden layer output matrix and
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hence the output weights. The network is obtained with very few steps and
very low computational cost. Consider a set ofM distinct samples (xi, yi) with
xi ∈ ℜ and yi ∈ ℜ, where d is the number of input features. For each sample
xj, j ∈ {1, ..,M}, the model produces the prediction yˆj based on the sum
N∑
i
βif(wixj + bi) = yˆj (2.20)
With f being the activation function, wi the input weights, bi the biases and
βi the output weights. Input weights wi and biases bi are randomly generated.
In our case, xi is the climate time series and yi the benthos time series, respec-
tively. The aim is to match the prediction to the actual outputs yj which can
be written in matrix form Hβ = y, with
H =

f(w1x1 + b1) · · · f(wNx1 + bN)
... . . .
...
f(w1xM + b1) · · · f(wNxM + bN)
 (2.21)
β = (β1, ..., βN)
T and y = (y1, ..., yN)T . The output weights β are com-
puted with the Moore-Penrose generalized inverse of the matrix H and the
target values, i.e. β = H+Y. The original paper focuses on sigmoid and sine
activation functions, but the kernels of neurons are not limited to these two
only. In the OPELM, beside sigmoid activation function, the linear and Gaus-
sian kernels are utilized as well. The linear kernel enables OPELM to adapt
to the problems that are highly linear by adequate ranking and selection.
LARS ranking phase As mentioned, LARS provides exact ranking when
the problem is linear. This is the case in the basic ELM, where the connection
is linear between hidden layer and the output. The output is given from the
data yi, while the "variables" are the outputs of the kernels hk = (f(wkx1 +
bk), · · · , f(wkxm + bk))T (the columns of H). With this ranking, we can also
assess the importance of different kernels in the model.
Selection phase
The main importance behind any model selection criteria is to estimate how
good a model can predict future data. The error during training phase is a poor
indicator of the generalization properties of the model. A penalty term has to
be added to account for model complexity and number of samples available
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in the data. As mentioned above, we use the corrected Akaike information
criterion. The Akaike information criterion (AIC) (Akaike 1974) is based on
the information theoretic concept of Kullback–Leibler information (Kullback
and Leibler 1951) and is expressed with the formula:
AIC =Mln(σˆ2) + 2K (2.22)
where σˆ2 is the mean square error on the training data and K the number
of parameters of the model. In OPELM case, this is the number of adjustable
output weights of the hidden layer. In the situation when K is large relative
to the number of samples, or when number of samples is quite low, the second-
order correction term is added to the AIC formula giving the corrected AICc
criterion (Sugiura 1978).
AICc =Mln(σˆ
2) + 2K +
2K(K + 1)
M −K − 1 (2.23)
The second order term accounts for the finite sample size, and whenM →∞
both AIC and AICc are equal. The goal is to use the model, which minimizes
the AICc value. For OPELM, the number of neurons giving lowest AICc value
is chosen as the appropriate complexity of the network.
OPKNN Method
The Optimally Pruned K-Nearest Neighbours (OPKNN) shares a similar ap-
proach to the OPELM (Yu et al. 2008). Instead of using random initialization
of input weights w and various kernels, OPKNN uses simple k-nearest neigh-
bour (KNN) model as its kernel. The key idea behind KNN is that similar
training samples should have similar outputs. The similarity is based on some
form of distance metric, and the usual approach is to use the Euclidean metric
in the input space. In OPKNN, matrix H is defined as:
H =

yP (1,1) · · · yP (1,N)
... . . .
...
yP (M,1) · · · yP (M,N)
 (2.24)
Where P (i, j) is the index of the jth nearest neighbour of sample xi and
yP (i,j) is the output of that jth nearest neighbour. An important feature of
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OPKNN is that the model is deterministic, as it does not have any stochastic
elements. A comparison of these two models in time series domain is given in
(Sovilj et al. 2010).
Chapter 3
Experiments
3.1 Shifts in Benthos
The contents of the following section are already published in, and taken from
Dippner et al. (2010) and Junker et al. (2012).
3.1.1 Observed shifts in benthos and climate
Atmospheric winter circulation over the North Atlantic area has been proven
to be an optimal predictor to forecast the structure of the macrofauna com-
munities in the following spring in the southern North Sea (Kröncke et al.
1998). The mediator between climate and benthic macrofauna is SST which is
highly correlated to the NAO index (Becker and Pauly 1996). Based on those
relationships, (Dippner and Kröncke 2003) developed forecast equations for
the prediction of macrofauna community structure in spring from the climate
during the winter before. Despite presence of a regime shift in 1989/1990, the
time series of macrozoobenthos is well predictable during the studied period.
This indicates a linear relationship with the predictor, the NAO. Because of the
good results of the older study downscaling experiments were performed with
updated time series. Surprisingly, the predictions failed. A possible reason is
the presence of an abrupt or discontinuous biological regime shift. Swanson
and Tsonis (2009); Wang et al. (2009) found a climate regime shift (CRS) in
2001/2002. The possiblity that the reduced predictability originates from this
CRS is studied here.
As mentioned in Chap. 1.1, several possibilities exist to identify regime
35
36 CHAPTER 3. EXPERIMENTS
shifts. Collie et al. (2004) compiled a set of questions to identify the existence
of biological regime shifts from the criteria noted by Scheffer and Carpenter
(2003) that are applied here.
The time series for benthos biomass reveals significant steps in the 1989/1990
and 2001/2002 (Fig. 3.1a). The timing of the first step is in aggreement with
the well documented biological regime shift in 1989/1990 (e.g. Alheit et al.
(2005)). The timing of the second step corresponds with the climate regime
shift in 2001/2002. Steps in a time series do not prove a regime shift, but they
are a necessary condition. The distribution of the biomass time series shows
also biomodality (Fig. 3.1b), which corroborates the presence of a shift in the
time series. A further affirmation are the strong peak in 1990 and two minor
peaks in 1995 and 2002 in the 2nd time derivative (Fig. 3.1c) of the biomass
time series. However, the 2nd derivative of the macrofauna abundance time
series only shows a pronounced peak in 2002 (Fig. 3.1d). These results should
not be seen as a proof for a regime shift, but they can be seen as an indi-
cator for rapid change. Figs. 3.1c and 3.1d further suggest that the step in
2001/2002 is obviously of a different type than that in 1989/1990.
Statistical downscaling was performed for the NAO index as driver variable
and for six response variables: the median and mean of macrofauna species
number, log abundance and log biomass for the periods 1978-1999, 1978-2005,
and 2000-2005. The correlation coefficient r between the regional observations
and the cross-validated estimations and Brier-based score skill β were used as
skill factors and computed for all combinations (Livezey 1995). For 1978–1999
(Table 3.1), highly significant correlations and Brier-based score skills indicated
a relatively high potential predictability of benthic macrofauna community
structure (Dippner and Kröncke 2003). For the whole period 1978–2005 only
few, and for 2000–2005 no significant correlations and no meaningful skill exist.
The same holds for the AMO, AO, and for the NECP reanalysis SST of the
southern North Sea as driver variables (Table 3.1).
The fact that 2001/2002 BRS was different to the 1989/1990 BRS can be
demonstrated by relating the SST to climate time series. The wavelet analy-
sis (Fig. 3.2) shows a significant in phase coherence between NAO index and
NCEP SST anomalies for the wavelet period of 14–15 years between the mid
1970s and the end of the 1990s. After ∼2000 this coherence disappeared. In
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Figure 3.1: (a) Time series of benthic macrofauna biomass in the southern
North Sea; (b) frequency distribution of biomass; (c) 2nd time derivative of
biomass time series; (d) 2nd time derivative of abundance time series times
10−4 (Dippner et al. 2010)
contrast, wavelet coherence between AO index and NCEP SST anomalies indi-
cates a strong in phase coherence for periods of 6-16 years (Fig. 3.2 bottom). A
composite analysis of SLP DJFM anomalies (December-March average) north
of 30◦N shows for the period 1978-1999 a strong zonal orientation, but, a
meridional orientation of SLP anomalies over North Atlantic and Eurasia for
the period 2000-2009 (Fig. 3.3).
3.1.2 Benthos Predictability Using Neural Networks
In such situations where the non-linearity of a system strongly increases so that
linear methods are not anymore feasible for prediction, two possibilities exist
to enhance the skill of a forecast: either the development of a new predictor
that has a more linear relationship with the response variable, or the use of
non-linear statistical methods. Here are two relatively new methods applied
38 CHAPTER 3. EXPERIMENTS
Predictor Benthic Predictand 1978-1999 1978-2005 2000-2005
NAO Med. log abund. 0.73 (0.46) 0.49 (0.17) 0.19 (-)
NAO Med. species number 0.80 (0.61) 0.48 (0.17) 0.38 (-)
NAO Med. log biomass 0.67 (0.42) 0.46 (0.17) 0.72 (-)
NAO Mean log abund. 0.59 (0.22) 0.40 (0.07) 0.12 (-)
NAO Mean species number 0.80 (0.58) 0.50 (0.17) 0.13 (-)
NAO Mean log biomass 0.68 (0.42) 0.47 (0.18) 0.62 (-)
AMO Med. log abund. 0.65 (0.37) 0.13 (-) 0.09 (-)
AMO Med. species number 0.39 (0.07) 0.03 (-) 0.49 (-)
AMO Med. log biomass 0.49 (0.18) 0.16 (-) 0.35 (-)
AMO Mean log abund. 0.65 (0.38) 0.19 (-) 0.02 (-)
AMO Mean species number 0.42 (0.09) 0.01 (-) 0.29 (-)
AMO Mean log biomass 0.45 (0.13) 0.09 (-) 0.62 (0.22)
AO Med. log abund. 0.47 (0.16) 0.36 (0.08) 0.29 (-)
AO Med. species number 0.73 (0.52) 0.52 (0.24) 0.54 (0.01)
AO Med. log biomass 0.53 (0.25) 0.39 (0.12) 0.40 (-)
AO Mean log abund. 0.38 (0.10) 0.31 (0.06) 0.32 (-)
AO Mean species number 0.67 (0.41) 0.51 (0.22) 0.50 (-)
AO Mean log biomass 0.58 (0.29) 0.45 (0.15) 0.36 (-)
NCEP-SST Med. log abund. 0.28 (-) 0.26 (-) 0.57 (-)
NCEP-SST Med. species number 0.56 (0.22) 0.48 (0.17) 0.45 (-)
NCEP-SST Med. log biomass 0.52 (0.25) 0.48 (0.15) 0.55 (0.38)
NCEP-SST Mean log abundance 0.13 (-) 0.15 (-) 0.59 (-)
NCEP-SST Mean species number 0.54 (0.19) 0.48 (0.16) 0.50 (-)
NCEP-SST Mean log biomass 0.44 (0.10) 0.45 (0.13) 0.09 (-)
Table 3.1: Correlation coefficients and the Brier based score skill in parenthesis
between climate predictors and benthic macrofauna predictands for different
periods. Bold numbers mark significant correlations with respect to the 99%
confidence level.
to study the possibility to enhance the prediction of the benthic macrofauna
time series from the southern North Sea: OPELM and OPKNN as described
in section 2.2.4.
OPELM and OPKNN are applied in a hindcast mode to the median of the
biomass, abundance and species number for the whole period 1978-2005 using
all climate indices and different SST time series of the North Sea as single
predictors as well as in combination in a multivariate predictor. To test the
performance of the hindcast, we apply OPELM and OPKNN to the same data
set, but skipped the benthic data for the period 2000-2005, in order to predict
this period with the models fitted for the previous years. As an example,
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Figure 3.4 shows the prediction of median of the biomass obtained from the
AO winter index as predictor.
Trends and amplitudes of inter-annual variability are well reproduced for
the fitting period (1978-1999). However, the prediction of the neural networks
for 2000-2005 is as poor as the linear statistical downscaling method (Dippner
et al. 2010).
In a next step, we combine AO, SST of the southern North Sea, precipitation
and meridional wind in a multivariate predictor. This predictor is used to train
new models with OPKNN with possible lags of up to 11 years. We skipped the
OPELM because the OPKNN method proved to be slightly superior regarding
the skills over OPELM. The OPELM inferiority is due to inherent randomness
of the method, coupled with small number of samples, which leads to high
variability in predictions. The OPELM method seems more susceptible to
limited data and the randomness of the model. This combination makes any
kind of result for OPELM very variable, and therefore inferior to OPKNN.
Moreover, since OPKNN is deterministic, the model output is much easier
to interpret. We compare the results with the results of a prediction using
only one predictor, the AO (Figs. 3.5, 3.6). Again, trends and amplitudes
are well reproduced for both runs but the amplitudes are significantly better
reproduced using the multivariate predictor. Here, the LOO error is 10.79
[number/m2] for species number time series, while for biomass it is 1.7 ∗ 106
[mgAFDW/m2]. Both errors are for OPKNN model.
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Figure 3.2: Wavelet coherence and phase between NAO index and NCEP SST
(top) and AO index and NCEP SST (bottom) in the southern North Sea.
Contours are wavelet squared coherencies. The vectors indicate the phase
difference between NAO and SST (a horizontal arrow pointing from left to
right signifies in phase and an arrow pointing vertically upward means the
second series lags the first by 90◦, i.e. the phase angle is 270◦). The thick
black line is the 5% significance level using the red noise model and the thin
black line indicates the cone of influence.
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Figure 3.3: SLP Composite (December-March average) for the period 1978-
1999 (top) and the period 2000-2009 (bottom).
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Figure 3.4: Median of biomass (mg AFDW /m2) of benthic macrofauna (full
line) and their prediction from AO index using OPELM model (dashed line)
and OPKNN model (dotted line).
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Figure 3.5: Median of biomass (mg AFDW /m2) of benthic macrofauna (full
line) and their prediction from a multivariate predictor using OPKNN model
and the AO as a single predictor (dashed line) and a multivariate predictor
consisting of AO, SST of the southern North Sea, precipitation and meridional
wind (dotted line). Fitting period is the complete time series; shown are the
results of the LOO validation.
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Figure 3.6: Median of species number of benthic macrofauna (full line) and
their prediction from a multivariate predictor using OPKNN model and the
AO as a single predictor (dashed line) and a multivariate predictor consisting
of AO, SST of the southern North Sea, precipitation and meridional wind
(dotted line). Fitting period is the complete time series; shown are the results
of the LOO validation.
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3.2 The Baltic Sea Environmental (BSE) Index
The construction and the results are based on Dippner et al. (2012) and com-
pleted with results from the poster Junker and Dippner (2011) and analysis of
wavelet coherence.
3.2.1 Construction of the BSE
Analogous to the results from macrozoobenthos in the North Sea, the CRS
around 2001/2002 is expected to decrease predictability also of the Baltic Sea
ecosystem. Downscaling experiments following the work of Dippner et al.
(2000), but with updated time series, confirmed the decreased predictability
after 2000. Therefore, having shown that multiviarate predictors are yielding
better predictions, the development of a new index for the Baltic Sea area
seems feasible to increase prediction skill.
Being a semi-enclosed intra-continental brackish water basin, the Baltic Sea
has some unique characteristics that need to be taken into account for the se-
lection of potential ecosystem drivers. It has a closed basin circulation (Voss
et al. 2005), that causes a long water residence time. It is also character-
ized by strong horizontal as well as vertical salinity gradients and pronounced
heterogeneity in ecosystem variables. Due to its horizontal salinity gradient,
the Baltic Sea has marine species in the transition area to the North Sea and
freshwater species at the end of the Gulf of Finland and the Bothnian Bay
(Fig. 2.2). Further, the inter-annual and inter-decadal variability of the Baltic
Sea is characterized by the climate variability on the northern hemisphere and
major Baltic inflows of water with relatively high salinity propagating from
the North Atlantic through the North Sea into the deeper parts of the Baltic
Sea (Matthäus and Franck 1992).
A statistical analysis of the seasonal and inter-annual variations in the re-
gional temperature anomalies of Sweden during 1861–1994 shows a strong
relation to the NAO for the period 1985–1994 (Chen and Hellström 1999).
However, correlation analysis over different periods shows that the strength of
association varies with time and region (Chen and Hellström 1999). To im-
prove statistical downscaling models, (Chen 2000) derived circulation indices
for Scandinavia from monthly sea level pressure data based on the classifica-
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tion system of Lamb (1950). These indices allow a reproduction of 70 % of the
total variance in the January air temperature for Sweden during 1887–1994.
The large-scale atmospheric circulation patterns in the Arctic and North
Atlantic described by the Arctic oscillation (AO) and NAO significantly control
ice extent and ice thickness in the Baltic Sea (Omstedt and Chen 2001). AO
and NAO are highly correlated if the atmospheric dynamics is driven by the
North Atlantic (Deser 2000); however, the AO appears to describe more of the
dynamics of the Baltic Sea ice conditions than the NAO (Jevrejeva et al. 2003).
This is affirmed by wavelet coherence (Fig. 3.7), that shows strong anti-phase
coherence of the AO over a wide spread of periods, whereas the also anti-phase
coherence of the NAO with the ice extent is much weaker and ceases at the
end of the 1980s, which coincides with the BRS in 1989/1990. The coherence
of the NAO and ice extent in the >16 year period band is from 1980 outside
the cone of influence and thus uncertain.
Figure 3.7: Wavelet coherences and phase between AO (left) and ice extent
and NAO (right) and ice extent of the Baltic Sea. For further explanation see
Fig. 3.2
Similar results can be found for Landsort gauge anomalies (Fig. 3.8) and
the SST anomalies of the Gotland Sea (SST-GS) (Fig. 3.9). Also here the AO
shows stronger, here in-phase, wavelet coherence than the NAO.
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Figure 3.8: Wavelet coherences and phase between AO (left) and Landsort
gauge anomalies and NAO (right) and Landsort gauge anomalies of the Baltic
Sea. For further explanation see Fig. 3.2
Figure 3.9: Wavelet coherences and phase between AO (left) and SST-GS and
NAO (right) and SST-GS. For further explanation see Fig. 3.2
3.2. THE BALTIC SEA ENVIRONMENTAL (BSE) INDEX 47
Salinity and oxygen concentration in the Baltic Sea also depend strongly on
large-scale atmospheric circulation (Zorita and Laine 2000). A strong merid-
ional sea level pressure gradient over the North Atlantic causes positive rain
fall anomalies, increasing river runoff and decreasing salinity. Due to the weak-
ened stratification, deep water oxygen concentrations increase (Gerlach 1994;
Zorita and Laine 2000). An increase in precipitation will also result in higher
input of nutrients or dissolved organic matter by rivers and enhanced eutroph-
ication in near coastal areas with higher phytoplankton and benthic biomass
(Dippner and Ikauniece 2001).
A long-term analysis of 100 years of hydrographic data with focus on the
freshwater budget (Winsor et al. 2001, 2003) indicates, that freshwater supply
to the Baltic Sea has large variations on time scales up to several decades. A
similar result has been obtained by Omstedt et al. (2004). They argued that
it is rather problematic to clearly define ‘trends’ or ‘regime shifts’ on shorter
time scales because the Baltic Sea has decadal climate modes on the order of
30–60 years. Analysis of a cumulative Baltic winter index shows that during
the last 350 years six climate regime shifts have occurred (Hagen and Feistel
2005).
From these findings, it was decided to select four time series for the con-
struction of the BSE (Fig. 3.10):
• The AO index to represent the large-scale atmospheric circulation pat-
tern.
• The salinity between 120 and 200 m in the Gotland Sea, to take account
for the major Baltic Sea inflows
• The integrated river runoff of all rivers draining into the Baltic Sea to
cover the influence from precipitation
• The relative vorticity of geostrophic wind over the Baltic Sea area from
the Chen index to have a better representation of large scale blocking
patterns.
All these time series have different length and the salinity time series is in-
frequent before World War II. To construct a consistent index, we select the
period 1948–2002. Since over fitting of peaks is a common problem in the
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selected downscaling method (Chap. 2.2.3), all time series are filtered with
a 1-2-1-weighed moving average filter. An EOF analysis of the normalized
anomalies of these four time series is computed and the 1st Principal Com-
ponent score of the 1st EOF mode serves as the new multivariate BSE index
(Fig. 3.11).
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Figure 3.10: The four time series used to construct the BSE: monthly values
of a) AO, b) anomaly of the salinity in the Gotland deep c) anomaly of the
integrated river runoff, d) anomaly of the vorticity. The red line is the monthly
time series filtered with a cut off of 25 months.
The analysis of the EOFs showed that the 1st EOF has an amount of ex-
plained variance of 38.5 %, the 2nd EOF of 28.8 %, the 3rd EOF of 17.3 % and
the 4th EOF 15.4 %. The EOF patterns show that the first mode is dominated
by the river runoff, the second mode by the AO, the third mode by the vorticity
and the fourth mode by the deep water salinity. Due to the fact that the 1st
EOF is controlled by the river runoff which ends in 2002, the performance tests
using statistical downscaling can only be performed for periods until 2002.
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Figure 3.11: The time coefficients of the 1st EOF of the BSE. The red line is
the time series filtered with a cut off of 25 months
3.2.2 Performance Tests
To test the performance of the new BSE index, statistical downscaling was
used. In the first test, Atlantic multi-decadal oscillation, AO, NAO, Baltic Sea
index, Chen and BSE index serve as climate predictor and SST in the Got-
land Sea, Landsort gauge and sea ice extent serve as environmental response
variable. To test the performance of the BSE index with biological data, in ad-
dition to the climate indices, COADS SST is used as climate predictor since it
was the most powerful predictor in the older study by Dippner et al. (2000) and
the various mesozooplankton time series from Latvian monitoring as regional
predictands.
Results for Physical Response Variables
No significant correlation has been found between the Atlantic multi-decadal
oscillation and the physical data. The regional Baltic Sea index has a better
performance than the global indices AO and NAO. The same holds for the
Chen and the BSE index. A comparison of Baltic Sea index, Chen index with
three EOFs and BSE index with four EOFs shows similar results for the SST
in the Gotland Sea and the ice extent for winter time. Concerning Landsort
gauge, all indices show a clear correlation for winter data. The Baltic Sea index
(BSI) has a highly significant correlation (r = 0.66), but, the Chen index (r
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= 0.84) and the BSE index (r = 0.87) are significantly better. The Chen and
the BSE index, both indicate high correlations and skills throughout the year
in the case of Landsort gauge (Fig. 3.12). The only exceptions are April for
the Chen index and April, May and June for the BSE index. During these
period no correlations can be identified (Fig. 3). Altogether, the performance
test with the above-mentioned physical data indicates that the BSE index has
a better correlation and a better skill than global indices and the Baltic Sea
index and is equivalent to the Chen index with respect to the model skill (Table
3.2).
!
Figure 3.12: Correlation coefficient and Brier-based score skill as function of
the month of the year for the downscaling projections of BSE and Chen index
on Landsort gauge
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SST-GS LG IE
(2/-1) (1/0) (1/0)
AMO ns ns ns
AO 0.64 (0.39) 0.62 (0.37) 0.61 (0.34)
NAO 0.62 (0.35) 0.65 (0.41) 0.54 (ns)
BSI 0.71 (0.49) 0.66 (0.42) 0.67 (0.43)
Chen (1) ns 0.59 (0.31) 0.37 (ns)
Chen (2) 0.61 (ns) 0.84 (0.63) 0.46 (ns)
Chen (3) 0.75 (0.45) 0.84 (0.64) 0.72 (0.42)
BSE (1) 0.69 (0.45) 0.73 (0.51) 0.67 (0.44)
BSE (2) 0.72 (0.48) 0.87 (0.67) 0.68 (0.44)
BSE (3) 0.73 (0.48) 0.87 (0.67) 0.70 (0.44)
BSE (4) 0.73 (0.48) 0.87 (0.68) 0.70 (0.45)
Table 3.2: Correlation coefficients and the Brier-based score skill in parentheses
between the climate predictors: AMO, AO, NAO, BSI, Chen index, BSE index
and Baltic Sea predictands: the SST in the GS, the mean sea level at LG and
the IE. Bold numbers mark significant correlations with respect to the 99.9%
confidence level for the correlation coefficient and for the 99% confidence level
for the skill. The number in parentheses in the predictor column denotes the
number of considered EOFs. The numbers in parentheses in the predictand
row display the considered month of the years and the time lag in month. ns:
no significance.
Results for Zooplankton
The performance of the BSE index is also tested using Latvian zooplankton
time series. In a previous article, Dippner et al. (2000) demonstrated that
a major amount of inter-annual variability in zooplankton time series can be
explained by climate variability using COADS SST as climate predictor. This
downscaling experiment is repeated using COADS SST and BSE index as
predictor for the period 1960–1992 (Table 3.3). The results indicate that the
prediction is equivalent in case of Acartia spp. whereas for E. nordmanni, the
BSE index has a higher correlation. For the period 1960–1992, a downscaling
experiment using COADS SST as predictor shows a better correlation and
skill for Synchaeta spp. and T. longicornis. No meaningful correlation has
been found for B. longispina and Pseudocalanus spp. In the final step, all
considered climate indices like Atlantic multi-decadal oscillation, AO, BSI,
BSE, Chen, NAO and an updated COADS SST were used as predictor for
the Latvian mesozooplankton time series for the period 1960–2002. The BSE
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index was used twice, with one and with four considered EOFs, respectively
(Table 3). This experiment showed that the BSE index using only the 1st EOF
as predictor performs better than all other indices
BSE (1960–1992) COADS-SST (1960–1992)
Acar (S1/M2) 0.70 (0.37) 0.70 (0.37)
Bos (S2/M7) ns ns
Evad (S1/M2) 0.80 (0.55) 0.78 (0.60)
Syn (S1/M3) 0.75 (0.32) 0.76 (0.50)
Temo (S1/M2) 0.64 (0.27) 0.71(0.42)
Table 3.3: Correlation coefficients and the Brier-based score skill in parenthe-
ses between climate predictors and zooplankton biomass as used in the pre-
viously performed downscaling experiment (Dippner et al. 2000) The fitting
period is 1960–1992. Acartia spp. (Acar), Bosmina longispina (Bos), Evadne
nordmanni (Evad), Syncheata spp. (Syn) and Temora longicornis (Temo) as
predictands. The season is denoted with an "S" and the season number, with
S1 as spring (May values) and S2 as summer (August values). The month of
the predictor is denoted with an "M" and the number. Bold numbers mark
significant correlations with respect to the 99.9% confidence level for the cor-
relation coefficient and for the 99% confidence level for the skill. ns: no signif-
icance
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3.3 Baltic Sea Phytoplankton Predictability
Encouraged by the results of the downscaling of the physical and zooplank-
ton time series, phytoplankton time series from German monitoring programs
are chosen to study the potential predictability. One data set comes from
the LUNG (Landesamt für Umwelt, Naturschutz und Geologie Mecklenburg-
Vorpommern 2006), the other from the IOW, in charge of the federal monitor-
ing program for the Baltic Sea (Chap. 2.1.3)
Due to the differences of coastal and open sea ecosystem, it is expected that
the two systems have different dynamics and possibly a different predictabil-
ity. The coastal zone of Mecklenburg-Western Pommerania and the adjacent
Arkona Sea 2.1.3 are taken as examples of these two systems and studied sep-
arately. The time series of the phytoplankton groups are first run through
EOF analysis and and then statistical downscaling. The used data sets and
the statistical methods are thoroughly described in Chapter 2.
3.3.1 Results EOF Analysis
EOF analysis showed that more than half of the variance is already explained
by the 1st EOF for the Arkona data in spring (MAM) and fall (SON) phy-
toplankton (Tab. B.2). The 1st EOF explained even more variance in nu-
trients, salinity, temperature and chlorophyll-a (Tab. B.1). The only excep-
tions are Dinophyceae abundance, Crysophyceae biomass and the composite
parameters total flagellates, and phytoplankton spring abundances and the
ratio of Bacillariophyceae:Flagellates. Dinophyceae and the ratio of Bacillar-
iophyeae:Flagellates have relatively high amount of variance explained also by
the higher EOFs, which indicates a high noise level due to spatial heterogene-
ity. For the others, the first two EOF together usually accounted for more
than 75% of the variance.
For LUNG phytoplankton data, the picture is a bit different. Taking all
stations into account (group A), the first EOF accounts for less than 30% of
the explained variance of phytoplankton abundance. Exceptions are Bacil-
lariophyceae and the Diatom:Flagellate ratio where the first EOF accounts
for almost 40% in the three considered seasons. The first EOF explains only
slightly more variance if stations S66 and KHM are removed (group B). For
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group A and B, the first 3 EOF are needed to account for more than half of
the variance. If only the outer coastal stations are considered, the first EOF
explains at least 30% of the variance and up to 67% for fall Dinophyceae.
The second EOF explains also around 30% of the variance for all phytoplank-
ton groups. Thus, the first two EOF explain more than 60% of the variance.
(Tables B.3 - B.6)
Overall, variance of biomass data is slightly (around 5%) better explained by
the first EOF than for abundance. This is valid for all phytoplankton groups.
Examination of the time coefficients of the 1st EOF (Appendix B) and the
loads affirms the high spatio-temporal variability in phytoplankton. Table 3.4
gives a quick overview of the linear trends in the time coefficients of the 1st
EOF, plots of the time coefficients and loads can be found in Appendix B. The
trends are very inhomogenious, especially for the composite parameters. It is
difficult to find a common pattern across the different station groups. Only
Cryptophyceae abundance shows an increasing trend for all station groups,
while biomass resp. biovolume are exhibiting a slightly decreasing trend.
Spring Chlorophyceae biomass is decreasing significantly in the Arcona
Sea, while Cryptophyceae and Dinophyceae increase in abundance but not
in biomass. The total of Flagellate biomass also decreases as well as the to-
tal phytoplankton biomass. In summer, the Bacillariophyceae abundances
and the biomasses of Cyanophyceae, Dinophyceae, Euglenophyceae, Prasino-
phyceae, total flagellates and total phytoplankton decrease significantly. The
decrease in cyanobacteria biomass is mainly caused by the very low amounts
in 2005 and 2011. The abundances remain relatively stable. Just like in spring
Cryptophyceae abundances increase also in fall significantly. The increasing
trend in Cryptophyceae abundance is to some extent caused by a few instances
with very low cell numbers in the first quarter of the time series, however, the
increasing trend remains even after omitting these instances. Cyanobacteria
biomass time series shows a significant decreasing trend in fall, while a trend
in abundance cannot be identified.
The LUNG data set displayed a very variable picture. Most prominent is
the increase in Cryptophyceae abundance in all station groups in spring, just
as noticed already in the Arkona Sea. For the group D, with only stations
of the inner coastal area, even biovolume increased in spring. Cryptophyceae
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biovolume trend was not significant for the other stations in spring, but in
summer, where a significant decrease could be registered. The increase in
Cryptophyceae abundance in fall as in the Arkona Sea could also be found for
the LUNG stations, but it was only significant for the station groups A, B and
D. Due to the strong increase in Cryptophyceae, total Flagellate abundance
also increases in spring and in fall. The most striking feature in the summer
time coefficients of the 1st EOF is the increase in Cyanobaceria abundance
after 1992. This is not as pronounced in the Arkona data, where an increase
in cyanobacteria abundance can be seen in the SON averages after 1992. The
increasing trends for data after 1992 are significant for all station groups. Since
the LUNG dataset is characterized by a large amount of missing values and
zero abundance and biovolume, only a few phytoplankton classes and groups
were suitable for EOF and also for the subsequently described downscaling
procedure.
Another interesting feature is the occurrence of a turning point in the curve
resulting from local polynomial regression fitting, the LOESS smoother, for
most phytoplankton classes and composites in the Arkona Sea as well as the
LUNG data set at the end of the 90s and an increase in variance. An increase
in variance can be interpreted as a sign of a coming regime shift (Carpenter
et al. 2011) and a change in trend direction is indicative of a regime shift
(Scheffer and Carpenter 2003).
3.3.2 Downscaling
To estimate the influence of climate on the registered phytoplankton variabil-
ity, statistical modeling is often used to correlate the response time series with
climate indices. It has predictive capabilities and is thus feasible to study
the predictability. Since the results of statistical downscaling from the previ-
ous studies are encouraging, and because of it’s robustness and ease, it was
decided to use linear statistical downscaling (2.2.3) also for phytoplankton
development.
Pre-runs of statistical downscaling of phytoplankton abundances and biomass
show that the performance of the BSE as predictor is usually superior over the
large scale indices and even local nutrient concentrations as predictors, which
do not perform at all. Other indices are only for very few phytoplankton classes
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and only for selected seasons equally good or marginally better descriptors. An
exception are Cryptophyceae where the overall best Brier-score β of a model
fit was found for spring abundance with β = .21 with the AMO as predictor
in contrast to β = 0.2 with the BSE. However, the AMO does not perform
for any season of any other phytoplankton class. The BSE is clearly the most
versatile index and therefore the BSE is used as climatological predictor for all
phytoplankton classes and composites.
Since many phytoplankton classes and groups of the LUNG data set have
large gaps or zeros, the number of groups to downscale is strongly reduced.
According to the results of EOF analysis, also the remaining groups are highly
variable. This already indicates the lower predictability of the coastal ecosys-
tem. In accordance, no meaningful correlations with a significance level of at
least 90% were found for any of the remaining groups of the LUNG data set.
Due to the weak results of the downscaling experiments, further experiments
with this data set were discontinued.
Tables 3.5 and 3.6 list the best correlation coefficients, best Brier-based
scores and predictive months of the best model fits for 1979-2005 and 1979-
2000 respectively for each season and phytoplankton group of the Arkona Sea.
The data density is too low for the winter season, so it is excluded. The best
correlation coefficients and Brier-scores are taken from the model results for
the station data, i.e. while one station might have a good correlation of fit with
observed data, the others might have bad correlations. Only those data sets
with more than 70% data points (presence) were attempted to fit. Only the
best results for all meaningful lags (here month of the predictor) are shown.
Recalling that the runoff time series ends in 2002 and the potential regime
shift in 2000 (Dippner et al. 2010) these two different fitting periods are neces-
sary to see whether the fit for the period (1979-2005) is enhanced by restricting
the fitting period. Extending the fitting period for downscaling with the BSE
as predictor would not make any sense since the second time series, salinity,
ends after 2005. Downscaling with large scale climate indices also for the pe-
riod 1986-2010 did not yield any better results than for the shorter fitting
periods, as expected. A single large scale predictor clearly does not suffice to
explain a significant amount of variance in phytoplankton in the Baltic Sea.
As EOF analysis has shown, the first two EOF of phytoplankton time series
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account for more than 70% of variance. Therefore, two EOF are considered
enough for the phytoplankton as response in downscaling. The predictor, the
1-2-1-filtered BSE, is used with all 4 possible EOF, following the results of the
performance tests with zooplankton and the physical responses (Chap. 3.2.2).
Pre-runs have shown that the unfiltered BSE might give slightly better results
for some few specific phytoplankton groups, seasons and lags. Given that the
results are only marginally better and for only so very few predictands the
unfiltered BSE is not further included in this study.
Most data of the Arkona Sea can be fitted for the period 1979-2005 so that
the variance of the error is somewhat smaller than the variance of the obser-
vation for at least one station (the maximum Brier-score in Tables 3.5 and
3.6). For some phytoplankton classes and seasons no correlations can be found
for any station: spring Euglenophyceae, spring biomass of Cryptophyceae,
summer Craspedophyceae, and fall Chlorophyceae, Chrysophyceae, total flag-
ellates and the fall biomass of Cryptophyceae, Cyanophyceae, Dinophyceae
and Euglenophyceae, and the fall abundance of Bacillariophyceae. Here the
intermediate results were lower than necessary to continue calculation of the
algorithm.
For the period 1979-2000 the picture regarding the found correlations is sim-
ilar, the differences are mainly that correlations could be found additionally
for Euglenophyceae spring abundance and biomass and fall biomass, fall Dino-
phyceae and the ratio of Cyanophyceae abundance in fall. No correlations
could be additionally found for some summer abundances: Chlorophyceae,
Cryptophyceae and the ratio of Diatoms:Flagellates.
Correlations, are fairly low and the variance of the error is often close to
the variance of the observations even the best values. One has to keep in mind
that the correlations and Brier-scores in tables 3.5 and 3.6 are the best values
of all stations. Calculating mean correlations and Brier-scores give a different
picture. Here, the Brier-scores are often even negative and good scores might
be based on only few data points(Fig 3.13).
Thus, comparison of the time coefficients of the 1st EOF of modeled and
original data is probably giving a better impression of the model skill. The
plots of the time coefficients and the Brier-scores of the model results are
shown in the Appendix B. Despite that the maximum Brier-score is usually
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positive, the model skill based on the Brier-score of the time coefficients of
the 1st EOF is negative, indicating meaningless results. The trends and the
turning points however, are well met for some response variables: e.g. the
trend and the turning point for Cryptophyceae data and for spring abundance
of Bacillariophyceae the turning point around the 1990s.
Figure 3.13: Prasinophyceae spring abundance. Observations (black) and
model fit (red) for the station data. Dashed curves are the respective LOESS
filtered series.
The differences in model skill become clear in the plot of station data for
spring Prasinophyceae abundance (Fig. 3.13). Plots of summer Cyanobacteria
abundance for both modeling periods are shown in (Fig. 3.14). Although the
runoff time series discontinues in 2002 remain the model results comparable.
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The advantage of using a longer time series might thus outweigh the problem
with the short runoff time series. Spring biomasses are mostly correlated with
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Figure 3.14: Cyanobacteria summer abundance. Observations (black) and
model fit (red) for the station data. Dashed curves are the respective LOESS
filtered series.
the January BSE in both modeled time spans. The BSE is 1-2-1-filtered, so it
is actually the weighed winter BSE that is yielding the best correlations. For
both modeled time spans usually the same lag of the BSE resulted in the best
estimates.
The results indicate, that phytoplankton has some potential predictability,
and that climate certainly has influence on phytoplankton, even though rela-
tionships can not be identified for all classes for all seasons and correlations
are weak for most stations.
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1979-2005 MAM JJA SON
Cor. β M Cor. β M Cor. β M
Bacillario. ab 0.4 0.16 1 0.1 -0.02 7
bm 0.34 0.11 3 0.2 0 6 0.48 0.23 10
Chloro. ab 0.09 -0.12 4 0.54 0.29 6
bm 0.32 0.02 4 0.31 0.09 6
Chryso. ab 0.4 -0.06 1 0.7 0.47 5
bm 0.56 0.3 1 0.17 -0.06 5
Craspedo. ab 0.59 0.28 4 0.28 -0.06 10
bm 0.51 0.24 1 0.52 0.24 10
Crypto. ab 0.2 -0.06 3 0.41 0.14 5 0.42 0.15 10
bm 0.48 0.19 5
Cyano. ab 0.42 0.12 2 0.69 0.47 7 0.5 0.25 8
bm 0.49 0.24 2 0.54 0.27 7
Dinoph. ab 0.4 0.16 2 0.56 0.31 11
bm 0.63 0.36 4 0.25 0.03 3
Eugleno. ab 0.16 0 6 0.47 0.15 8
bm 0.49 0.24 7
Prasino. ab 0.57 0.32 1 0.59 0.34 3
bm 0.58 0.33 3 0.34 0.09 6
Total ab 0.27 0.05 1 0.46 0.2 5
Flagel. bm 0 -0.13 1 0.37 0.13 3
Total ab 0.28 0.03 1 0.08 -0.08 2 0.51 0.26 8
Phytopl. bm 0.11 -0.07 2 0.25 -0.01 2 0.17 -0.05 10
Ratio Bacil: ab 0.09 -0.05 1 0.14 -0.02 7 0.28 0.02 8
Flagel. bm 0.37 0.02 3 0.2 -0.03 11
Ratio Cyano.: ab 0.43 0.11 3
Phytopl. bm
Table 3.5: Maximum correlation coefficients and the maximum Brier-based
score skill β between BSE and phytoplankton for the period 1979–2005. M
denotes the month of the predictor. Only results with positive correlation or
Brier-score are shown.
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1979-2000 MAM JJA SON
Cor. β M Cor. β M Cor. β M
Bacillario. ab 0.24 0.01 1 0.38 0.1 7
bm 0.58 0.3 3 0.07 -0.11 6 0.52 0.27 10
Chloro. ab 0.6 0.29 4 0.49 0.15 6
bm 0.31 0.07 4 0.36 0.11 6
Chryso. ab 0.54 0.27 1 0.73 0.43 5
bm 0.52 0.25 1 0.67 0.45 5
Craspedo. ab 0.28 -0.05 10
bm 0.63 0.28 10
Crypto. ab 0.49 0.2 3 0.32 0.07 5 0.45 0.13 10
bm 0.45 0.2 5
Cyano. ab 0.4 0.04 2 0.67 0.44 7 0.66 0.42 8
bm 0.47 0.22 2 0.71 0.51 7
Dinoph. ab 0.3 0.06 2 0.23 0.04 4 0.44 0.19 11
bm 0.5 0.25 4 0.38 0.14 3
Eugleno. ab 0.34 0.06 8
bm 0.73 0.51 7
Prasino. ab 0.82 0.66 1 0.8 0.63 3 0.54 0.29 11
bm 0.5 0.24 3 0.39 0.09 6 0.4 0.06 11
Total ab 0.39 0.11 1 0.18 -0.02 5
Flagel. bm 0.61 0.37 1 0.29 0.07 3
Total ab 0.68 0.46 1 0.1 -0.09 2 0.55 0.3 8
Phytopl. bm 0.27 -0.05 2 0.48 0.23 10
Ratio Bacil: ab 0.18 0.01 1 0.39 0.15 7 0.47 0.21 8
Flagel. bm 0.6 0.13 3 0.27 0.05 11
Ratio Cyano.: ab 0.47 0.15 3
Phytopl. bm 0.08 0.01 11
Table 3.6: Maximum correlation coefficients and the maximum Brier-based
score skill β between BSE and phytoplankton for the period 1979–2000. M
denotes the month of the predictor. Only results with positive correlation or
Brier-score are shown
Chapter 4
Discussion
4.1 Occurrence of regime shifts
Parts of this Discussion have been published previously in Dippner et al. (2010)
and (Junker et al. 2012).
Analysis and downscaling experiments with the North Sea macrozooben-
thos data set indicate two biological regime shifts: 1989/1990 and 2001/2002.
In the period 1978-1999, in which the 1989/1990 BRS occurred, statistical
downscaling methods indicate a relatively high potential predictability of ben-
thic macrofauna community structure (Dippner and Kröncke 2003). However,
after ∼2000 the correlations between NAO index and North Sea SST, macro-
fauna species number, abundance and biomass failed using linear statistical
downscaling.
In order to increase predictive skill in presence of non-linear relations with
the physical forcing, e.g. as in abrupt regime shifts, one can either search for
a more suitable description of the predictor, that allows for a more linear rela-
tionship with the response variable, or use non-linear methods for prediction,
that are able to reproduce the non-linear relationships, or a combination of
both. Therefore, a relatively new kind of neural network algorithms were used,
OPELM and OPKNN. They provide an alternative framework for predicting
observations, if prior knowledge of the phenomenon is lacking or completely
unknown. With fast learning times, both models provide a suitable framework
for testing different combinations of predictors, and ranking provides insight
which predictors work best together. This can be achieved in reasonable time
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with many predictors.
Yet, even with these far more sophisticated methods than linear statisti-
cal downscaling, it was not possible to predict benthos biomass after 2000,
if the learning set was restricted to the period before 2000. This confirms
the conclusions from the experiment using linear downscaling, that an abrupt
or discontinuous BRS occurred around 2000 or 2001/2002 where the system
shifted to another basin of attraction. Allowing the algorithm to learn also
from data past 2000, the prediction was greatly enhanced especially when a
multivariate predictor is considered. This is in agreement with observations
that the ecosystem has shifted to a new state where other factors determining
how climate acts on the ecosystem have become dominant, e.g. switch from
temperature to food availability limited growth.
The question still remains, where the differences in predictability and tran-
sition during the two BRSs originated.
As already mentioned, one source of unpredictability of the ecosystem is
the occurrence of a highly non-linear relationship between the forcing, climate,
and the response, macrozoobenthos in this case. This is typical for an abrupt
or discontinuous shift according to the classification scheme for regime shift of
Collie et al. (2004). On the other hand, when a time series remains predictable
using linear downscaling despite significant shifts in the time series indicates
this a continuously quasi-linear relationship with the predictor which is typical
for a smooth shift.
In order to find the reason for the different types of shifts, a closer look at
the changes in the atmosphere might be of help:
From 1976 to 2001, no change in trends occurred in global mean air temper-
ature (Swanson and Tsonis 2009) or in SST in the North Atlantic and North
Pacific. The AMO does not show any change in trend between 1976 and 2001
either (Dima and Lohmann 2007). Wavelet coherence analysis (Fig. 3.2) is
supporting this, since significant coherence between the NAO index and the
North Sea SST exists for this period in the ∼16 year band. Both time series
are in phase and the climate variability of the North Atlantic forces the SST
in the southern North Sea. More striking is the strong phase coherence of AO
and North Sea SST from the 1980s. This indicates a possible superiority of the
AO as a predictor for the North Sea SST, which is also supported by (Deser
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2000) who mentioned that the two station NAO index is not the optimal rep-
resentation of the spatial pattern associated with it. Hurrell and Deser (2010)
found by applying non-linear cluster analysis to winter daily SLP fields of the
North Atlantic, an increase in the occurrence of the Atlantic Ridge and At-
lantic Blocking patterns since 2001. This is supported by the composite winter
SLP pattern for 2000-2009 (Fig. 3.3), which shows a strong meridional orien-
tation of the SLP anomalies, typical for Atlantic blocking and ridge patterns.
This increasing dominance of previously minor patterns is indicative for an in-
crease in non-linearity in the climate system. This shift of the climate system
towards higher non-linearity might be the reason for the unpredictability of
the benthos time series, indicative for an abrupt regime shift.
In contrast, the regime shift in 1989/1990 is not accompanied with a CRS.
No change in trends in physical properties occured during this period, which is
characterized by continuous warming. According to Hoerling et al. (2001), the
continuous warming in 1976-2001 is caused by an increased heat transport from
the tropics to the extra tropics, supporting a strong positive NAO, which is
expressed in the well known warm winters and westerly winds in the study area.
The continuously positive warming trend and strong NAO indicates a positive
feedback mechanism according to the terminology of Suarez and Schopf (1988),
and the macrozoobenthos responds in a quasi-linear way, typical for a smooth
type BRS according to Collie et al. (2004).
To wrap up, the unpredictability of the time series during the shift around
2001/2002 indicate a non-linear shift, while the shift in 1989/1990 is a smooth
shift. This shift is obviously triggered by large scale transitions in the atmo-
sphere, i.e. a CRS, expressed in changes in the pressure field over the North-
ern Hemisphere and trend of temperature (Swanson and Tsonis 2009). These
changes in pressure field resulted in a lower storm frequency in winter (Loewe
2009). The resulting calmer hydrodynamic conditions seem to favour tube
building polychaetes (e.g. Owenia fusiformis) and burrowing amphipods (e.g.
Urothoe poseidonis) and are resulting in exceptionally high abundance of juve-
niles of various species. While these species increased after 2000 were interface-
feeding polychaetes, mobile amphipods and bivalves decreasing (Kröncke et al.
2013).
Another source of unpredictability is the insufficient description of the pre-
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dictor. The improvement of the prediction by using a multivariate predictor
shows the importance of local forcing on ecosystems (Dippner et al. 2012). The
benthos remains unpredictable after the shift, even for the LOO-prediction,
when considering only the AO, which proved to be a sufficient predictor for the
period before 2000. However, if also local properties like precipitation and SST
of the southern North Sea are considered, the trend and the dynamic even after
2000 are well reproduced (Fig.3.5). The prediction of the species number is
showing this enhancement exceptionally clearly because the increase in species
numbers seems to be related to the increasing SST (Fig. 3.6). Abundance
was affected by a dramatic increase of juveniles in 2002, which was probably
caused by exceptional high SST anomalies in the southern North Sea in the
1st quarter of 2002 resulting in early primary production and sufficient food
availability for the larvae. But less precipitation since the shift seemed to have
led to generally lower primary production (van Beusekom et al. 2009) and less
food availability throughout the years, which caused the high mortality of the
2002 juveniles. Primary production or carbon flux might be missing factors in
the data analyses and the reason for the weak correlation for abundance data.
Despite non-linear relationsships between response and driver and an in-
sufficient predictor, also data issues must be discussed here as a source of
unpredictability. The low number of data points might have the biggest influ-
ence on the low predictability of the abundance data. Abundance is dependent
on climate through several processes e.g. production of juveniles under good
conditions and on the other hand death due to unfavourable conditions, which
are acting on different time scales. The time series thus must have a sufficient
length for the neural network to learn these relations. Our time series is not
only short (28 years) but also characterised by several regime shifts that lead
to different ecosystem states.
4.2 Enhancing Prediction: the Baltic Sea Index
Footing on the results of the study on macrozoobenthos off the island of Norder-
ney in the North Sea the use of a multivariate predictor for the study on Baltic
Sea ecosystem time series is certainly of advantage.
Therefore, the Baltic Sea environmental (BSE) index is developed. It aims
4.2. ENHANCING PREDICTION: THE BALTIC SEA INDEX 67
at better predictions of inter-annual and inter-decadal variability in environ-
mental variables of the Baltic Sea. The index consists of four time series: the
AO, the salinity between 120 and 200 m in the Gotland Sea, the integrated
river runoff of all rivers draining into the Baltic Sea, and the relative vorticity
of geostrophic wind over the Baltic Sea area. Each time series represents a
specific forcing to the Baltic Sea in time and space and all relevant physical
processes which are responsible for the forcing of inter-annual and inter-decadal
variability of the Baltic Sea are incorporated. The AO index represents the
northern hemisphere climate variability of both, the North Atlantic and the
North Pacific. Therefore, the AO index is performing better than the NAO
which considers only the climate variability of the North Atlantic. This is
supported by the results of wavelet coherence of the AO and NAO with the
physical parameters Landsort gauge, Gotland Sea SST and ice extent.
Major Baltic inflows strongly influence the salinity in the deeper layers of the
Gotland Sea. The counterpart of major Baltic inflows is the hydrological cycle
which is influencing the surface salinity. The effect of large-scale atmospheric
blocking situations is considered by using the vorticity from the Chen index
(Chen 2000). In the case of blocking, westerly winds disappear and meridional
winds dominate. In such a case, the AO index and the NAO index do not
contribute to the northern hemisphere climate variability. Therefore, the best
way to consider the contribution of climate variability in case of blocking is the
use of the relative vorticity of the geostrophic wind (Chen 2000). Each of the
four considered time series contributes to the inter-annual and inter-decadal
variability of the physical and biological system of the Baltic Sea.
Two unexpected results have been found: first, no meaningful combination
has been found if Atlantic multi-decadal oscillation is considered as climate
predictor for the physical response variables. This is rather surprising because
various authors (e.g. Knight et al. 2006) have shown a strong correlation of
Atlantic multi-decadal oscillation with the air temperature in central England
and the precipitation over the Baltic Sea catchment area. This finding needs
further investigations.
Second, correlation coefficients and skills indicate that a regional index like
the Baltic Sea index or a multivariate regional index such as the BSE have
a much better performance than a large-scale hemispheric index. This result
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is a clear contradiction to the prediction paradox of Hallett et al. (2004).
The prediction paradox says that large-scale climate indices seem to be better
predictors of ecological processes than local climate. This might be perhaps
the case in terrestrial ecosystems considered by Hallett et al. (2004). But, our
results indicated that this is surely not the case in marine areas such as the
North Sea (Dippner et al. 2010) and the Baltic Sea (Möllmann et al. 2009).
Our results indicate that the multivariate BSE index combined of large- and
regional-scale indices has an excellent performance and a high versatility much
better than each single large-scale index only. Especially, the regime shift at
the end of the 1980s and the extreme cold winters 1978/79 and 1995/96 are
well reproduced.
Limitation
The development of the BSE index has some weak points. The most important
is the shortness of the integrated river runoff time series. Unfortunately, this
short time series also dominates the first EOF, and tests without it showed a
clear performance decrease. Therefore, results of any downscaling experiments
going beyond that year have to be interpreted with caution. The advantage of
using a longer time series has to be weighed carefully against the disadvantage
of lower interpretability of the results, and the results should always be com-
pared with results of the shorter time series. This limitation to periods until
2002 also implies that it is not possible to study the regime shift in 2001/2002,
which was the initial reason for the development of the BSE. However, the
update of the integrated river runoff time series is currently under debate and
there is hope that there will be an updated version in the near future.
4.3 Predictability of Phytoplankton
The overall result of the downscaling experiments with phytoplankton is, that
although phytoplankton does have some potential predictability, it is very
weak. While for most response variables with sufficient data a time series could
be fitted for some station to observations that the variance of the error is lower
than the variance of the observations, the fit is still insignificant and the overall
results for all stations are poor, as the model skill judged by comparison of the
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EOF time coefficients showed. Thus, considering all results with a significance
level lower than 95% as insignificant, it can be summarized that predictions of
phytoplankton, and even the fitting of phytoplankton time series, fail for the
Arkona Sea as well as for the LUNG data.
While a successful model fit and prediction would have allowed for estima-
tion of the extent to which phytoplankton might be predictable, the failure
does not verify unpredictability of the system as such. Reasons for the low
model skill are manifold but can be attributed to either the systems inherent
dynamics or data issues.
The system itself may be governed by highly non-linear processes and in-
teractions with the drivers that diminish predictive skill. An example are
highly non-linear discontinuous regime shifts, where the ecosystem is in an
unpredictable and sometimes chaotic state. But even for the weaker non-
linear dynamics prediction skill decreases if the chosen statistical method is
linear. It might be too much simplification to see the ecosystem as merely
tracking the environment. It has been shown that the ecosystems processes
amplify the stochastic physical forcing in a non-linear way (Hsieh et al. 2005).
If the involved processes are so highly non-linear that they do not allow for
linearisation of the relationship with a predictor by using e.g. a multivariate
index like the BSE index, the statistical model must be non-linear too. It is
not possible to resolve non-linear relationships with a simple linear statistical
models. Further, spatial variability of a response variable might be so high,
that small-scale local factors dominate, which is also reducing predictive skill.
Time series length, sampling rate and error of course also influence predictive
skill. An insufficient sampling rate might lead to aliasing, leading to false dy-
namical structures, or the long gaps between sampling might lead to simple
missing of dynamical structures. Sampling strategy is also affecting skill if
the strategy and statistical methods and requisites do not match. Further are
sampling errors increasing noise but might also introduce some constant error
or even erroneous shifts, sometimes seen in data as the "lab-effect" when e.g.
the personnel in the counting laboratory changes.
The next paragraphs will see to which of the mentioned possible reasons
apply in the studied case here.
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4.3.1 System Dynamics
In theory the part of unpredictability that can be attributed can be found
by looking at the speed at which prediction skill decreases with length of
prediction time. The constant part of modelling error then belongs to noise.
However, the overall skill of fit is already very poor and not significant so,
does that mean that the data is just noise, or that phytoplankton dynamics
are chaotic?
There are also other indicators for predictability of a dynamical system
and the degree of non-linearity, e.g. by looking at its trajectories in phase
space, the Poincaré map and autocorrelation function. For an unpredictable
chaotic system, there are no clear structures present in phase space or Poincaré
map and the autocorrelation function decays rapidly. However, also here do
the short and sparse time series not allow to see any structures at all. The
autocorrelation function decreases in fact so quickly, that it drops below the
95% significance mark already before lag 1. Figure 4.1 shows this for summer
Cyanobacteria abundance.
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Figure 4.1: Autocorrelation function for summer Cyanobacteria abundance.
Blue dashed line marks the 95% significance
The number of EOFs needed to characterise a system can also be seen as
an indicator for the complexity of a system. The idea behind that is that
with increasing complexity of a system also the number of needed EOFs to
represent the systems dynamics increases. This can be seen in the amount of
explained variance of the EOF patterns. In this study, the common picture
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for most phytoplankton groups is that the 1st EOF accounts for more than
half of the variance, the 2nd EOF adds another ∼20%, the 3rd a little less
than 20% and the last has often ∼10%. Although it might seem quite a clear
signal if only two EOFs are needed to explain more than ∼70% variance, it
has to be seen in relation to the number of stations. In other words, half of the
possible EOF are needed to explain ∼70% of the variance. The relatively low
difference in the 2nd and 3rd EOF regarding explained variance and the still
10% in the last EOF are typical for systems with a notable amount of noise.
If a system consists of only white noise, the amount of explained variance is
the same in all EOF. Additionally, it is necessary to keep in mind that some
stations discontinue, which distorts the pattern and overweights the signal of
the station that is continued. So, the signal is not so clear after all and noise
is certainly a factor decreasing model skill significantly.
Choice of Predictor
A reason for low predictive skill might be the use of the wrong predic-
tor. It could be shown that the correlation with NAO stopped around 2000
(Chap. 3.2). In the experiments with zooplankton and physical parameters,
the NAO index and the other considered predictors were clearly outperformed
by the BSE index. In the experiment with phytoplankton, the first step in the
downscaling procedure, where the best predictor/predictand combinations are
searched for, has also shown that it gives the best overall performance. Yet,
usage of the BSE incex increases prediction skill, but it nevertheless does not
allow for significant predictions of phytoplankton.
Because of the results of linear downscaling, a data mining experiment was
performed in search of a better predictor using multivariate regression trees
(Michelangeli et al. 1995; De’ath and Fabricius 2000) with a wide selection of
seasonally averaged predictors ranging from locally measured abiotic factors
such as nutrients, temperature and salinitiy to the well known climate indices.
It was used "out-of-the-box", i.e. with mainly standard values as suggested by
the R-software package "mvpart" (De’ath 2007). The results of this usually
robust non-linear and non-parametric method were just as poor as the results
from linear downscaling - no set of predictors were found that would allow
for predictions of any phytoplankton group with a better Brier-based score
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than 0.1. In fact, almost all scores were negative, the only positive score was
found with the AO as predictor. The study was then discontinued due to the
discouraging results. Therefore no results are shown here. However, the failure
of this model experiment can be interpreted and it also points towards high
levels of noise in the data.
4.3.2 Data Issues
Despite the uncertainties of the results of the previous section regarding the
source of low model skill and degree of non-linearity, data issues account obvi-
ously for a substantial amount of error. The data issues can be seperated into
various possible sources of error which are discussed in the next paragraphs.
Spatial variability
Each station in the LUNG data set has distinct geographical properties that
separates it clearly from the other stations, especially those of the near coastal
zone. Therefore the reason for failure of prediction is here the high spatial
heterogeneity of the area. Here, local factors dominate the ecosystem. Addi-
tionally the data set shows high temporal variability in the data set accom-
panied by a large number of absences. Also this can be attributed to local
factors, such as the plume of the Oder river, which is not stationary. The high
number of absences (zeros) further causes statistical problems since they cause
a pronounced bimodal distribution. Statistical downscaling requires gaussian
distribution, therefore the LUNG data set is excluded from the downscaling
experiments.
Spatial variability as reason for low predictive skill is less obvious for the
Arkona Sea data, since the geographical differences in station characteristics
like depth, distance to land and river mouths and salinity are much lower. The
stations are also all in the same basin, so that differences in basin characteris-
tics do not play a role. The higher resemblance of stations than in the LUNG
data set is indeed reflected in EOF analysis, however not as clearly as might
be expected. The 1st EOF of the Arkona Sea data explains more variance than
the corresponding number of EOFs (2 EOF for groups A and B, 1 EOF for C,
1-2 EOF for D) in the LUNG data set but the variance is still quite high in the
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other EOF, which indicates high spatial variability is also in the Arkona data
set. Possible reason to that is the non-uniform distribution of phytoplankton.
If the station happens to lie in a plankton cloud, the abundance is overesti-
mated. Satellite images of the cyanobacteria bloom in the Baltic Sea visualize
this problem exceptionally clear.
Another source for spatial heterogeneity in the data might be the different
sampling times at the different stations. Phytoplankton blooms on a time scale
of days, if the sampling at the stations lie some days apart, might this introduce
false spatial variability even if the phytoplankton blooms at the stations were
perfectly synchronous.
Sampling issues
The above mentioned spatial heterogeneity in the data due to sampling is
showing the importance of sampling strategy and timing on the interpretability
of the data set.
Available ship time and financial restrictions make it necessary to reduce the
number of field measurements to a minimum. Sampling is giving a snap-shot of
phytoplankton abundance and biomass at a given time. The sampling strategy,
i.e. the decision on sampling time, frequency and location, is determining the
usability of these snap-shots for the study of the dynamics of the ecosystem.
While the timely close sampling of several stations in the Baltic Sea during
one campaign may determine the state of the Baltic Sea at time of sampling
to a sufficient accuracy for the communication to the public, several of these
snapshots do not necessarily allow to draw conclusions on the dynamics of
the ecosystem. For that, the sampling frequency and time series length must
match to resolve the systems dominating dynamic structures. It is impossible
to resolve the systems inherent dynamics if a time series is too short or sampled
too sparsely for the time scale of the dominating processes. That means for
phytoplankton, if the sampling occurs with a monthly frequency always on the
same date, this will allow for conclusions about the phytoplankton dynamics
over the years for a specific time of year. But it will also inevitably lead to
missing of phytoplankton peak abundances, that are governed by processes on
a time scale of days, and thereby underestimate phytoplankton abundance.
The sampling frequency of the federal monitoring program conducted by the
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IOW shows clearly the sparseness of the data. Figure 4.2 shows the total num-
ber of samples per month for the period 1994-2012 for the considered stations.
It clearly shows a pattern where in some months no or only occasional sampling
occurs, while others are overrepresented. Also the timing of the sampling has
trends as figure 4.3 shows for station TF0113. However, statistical downscaling
assumes stochastic data. This means for time series, that no patterns should
be visible in the temporal distribution of the measurements. Resulting from
the effort to describe the spring bloom as good as possible and to come the
spring peak in abundance as close as possible, sampling is densest in spring,
namely May. Much less data for the Arkona Sea is available in April since the
standard sampling scheme does not include sampling then. This is probably
also causing underestimation of phytoplankton abundance, since spring bloom
occurs earlier in the Arkona Sea than in the rest of the Baltic Sea. February
and March are also sampled more often than the summer and fall months.
(The abundances are so low in February, that they are not included in the
presented analysis and do not appear in the results.) To sample the summer
cyanobacteria bloom, measurements are made in July and August, and the
October and November are sampled again. Data for June, September, Decem-
ber and January are hardy available. The merely occasional sampling in April
and the denser sampling in May, introduce errors in the seasonal means and
make it necessary to analyse seasonal averages alone. Besides the problems
that arise from variable sampling frequency and density, also a trend in the
sampling times introduce errors in the data set.
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Figure 4.2: Sum of the number of phytoplankton samples at the 4 considered
stations of the Arkona Sea per month. The basis is a complete extract of the
database of the IOW for the 4 Stations and all phytoplankton. Time span:
1994-2012
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Figure 4.3: Sampling days of each month for station TF0113 (red dots) and a
linear regression line (blue line). Only the linear fit for February is significant
(95%). The basis is a complete extract of the database of the IOW for the
Stations in the Arkona Sea and all phytoplankton. Months with no sampling
are excluded. Time span: 1994-2012
Chapter 5
Conclusion
This study has shown that predictability of ecosystems depends on several
aspects, ranging from internal non-linearity of the system in question, to data
issues such as length of the series, sampling frequency and quality.
The analysis of the macrozoobenthos time series demonstrated that large
scale transitions in the atmosphere like the regime shift in 2001/2002 can trig-
ger a biological regime shift which renders a previously predictable time series
unpredictable due to high non-linear response of the system. This indicates the
necessity to further study the mechanisms causing BRSs and the relationship
of marine biota with the physical environment. A better predictor, covering
more relevant aspects of the physical environment might enhance predictability
even in presence of CRSs. Likewise might other, non-parametric, non-linear
methods be more appropriate for prediction of biological variables, especially
in presence of regime shifts.
The necessity of using a multivariate descriptor inspite of using non-linear
methods, like in the prediction experiment with benthic macrofauna in the
southern North Sea, clearly demonstrate the importance of local forcing on
ecosystems. This is supported by the downscaling experiment of physical
characteristics and zooplankton time series in the Baltic Sea, where the use
of the BSE index alone could significantly enhance prediction skill. This re-
sult contradicts the prediction paradox of Hallett et al. (2004). According to
this paradox, the large-scale climate indices are better predictors of ecological
processes than local climate. Hallett et al. (2004) claimed this paradox for
terrestrial ecosystems. For the marine environment, this study clearly shows
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a better performance of an index consisting of large-scale and regional-scale
indices. That the BSE index is performing best for physical as well as bio-
logical data doesn’t only make it a versatile tool in the study and prediction
of environmental properties in the Baltic Sea, but is also shows that is covers
a wide range of forcing factors for the dynamics of the Baltic Sea ecosystem.
This is supported by the good predictability despite the presence of a regime
shift at the end of the 1980s and the extremely cold winters 1978/1979 and
1995/1996.
Besides showing the importance of local factors in the prediction of ecosys-
tems, the study with OPELM and OPKNN also demonstrated the feasibility
of neural networks for studying and predicting ecosystem. In order to miti-
gate the changes of an ecosystem, it is necessary to identify the dominating
factors and to find out whether these are mainly climate or of anthropogenic
origin. Linear methods fail to grasp the changes occurring under abrupt regime
shifts even after transformation of input data, since these shifts increase the
non-linearity of the system. Non-linear multivariate statistical downscaling
methods have an advantage over linear methods in this case. However, the
validation and interpretation of these results has to occur with great care,
as over fitting is common and results sometimes misleading. Linear methods
have a great advantage here. They have proven to be robust, requiring less
data and computing power and to be sufficient and efficient for the purpose
of identifying statistical relationships between systems. Thus, it is advisable
not to use one method for all statistical modelling requirements and scientific
problems, but use non-linear methods in combination with linear methods in
order to avoid misinterpretation and to improve efficiency.
Although the prediction skill of macrozoobenthos from the southern North
Sea, and zooplankton and physical response variables of the Baltic Sea were
greatly enhanced by usage of a multivariate index, the model skill of phyto-
plankton data of the coastal area as well as the Arkona Sea in the southern
Baltic Sea was not increased to a level that would allow for prediction. The
EOF analysis and the examination of the sampling sites, strategy and fre-
quency point towards data issues and not the degree of non-linearity as the
most probable source for low model skill. The sampling frequency does not
allow to adequately characterize the phytoplankton development over time. A
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denser and more continuous sampling is necessary to get a better representa-
tion of abundance peaks.
In order to be successfully manage and conserve marine ecosystems it is nec-
essary to characterize and predict their current respective future status and
dynamics. If it is not possible to estimate the result of management action,
these actions are at risk to fail. Due to the many uncertainties associated
with the prediction of the ecosystem, it is today often necessary to resort to
the cautionary principle. Studies of predictability like this help to character-
ize relationships of the ecosystem with the physical environment to enhance
prediction, which will help to optimally manage the marine environment.
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Appendix A
Abbreviations
AFDW Ash-free dry weight
AIC Akaike information criterion
AO Arctic Oscillation
AMO Atlantic Multidecadal Oscillation
BS Baltic Sea
BSE Baltic Sea Environmental index
BSH German Federal Maritime and Hydrographic Agency
BSI Baltic Sea Index
BRS Biological Regime Shift
CCA Canonical Correlation Analysis
COADS Comprehensive Ocean-Atmosphere Data Set
CWT Continuous Wavelet Transform
DJF December-January-February mean
DWT Discrete Wavelet Transform
ELM Extreme Learning Machine
EOF Empirical Orthogonal Function
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ESRL Earth System Research Laboratory
GS Gotland Sea
HELCOM Helsinki Commission
ICES International Council for the Exploration of the Sea
IE Baltic Sea ice extent
IOW Leibniz Institute for Baltic Sea Research Warnemünde
JJA June-July-August mean
LARS least angle regression
LG Landsort gauge
loess local regression
LOO Leave-one-out
LUNG Landesamt für Umwelt, Naturschutz und Geologie of
Mecklenburg-Western Pomerania
MAM ;March-April-May mean
NAO North Atlantic Oscillation
NOAA National Oceanic and Atmospheric Administration
NCAR National Center for Atmospheric Research
NCEP National Centre of Environmental Predictions
OPELM Optimally Pruned Extreme Learning Machine
OPKNN Optimally Pruned K-Nearest Neighbours
SD ICES subdivision
SMHI SwedishMeteorological and Hydrological Institute
SLP sea level pressure
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SON September-October-November mean
SST sea surface temperature
WFT windowed Fourier transform
WT wavelet transform
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Appendix B
Supporting Information
B.1 Arkona Sea EOF Analysis
DJF MAM JJA SON
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Chl-a 52 26 12 10 60 20 11 8 67 14 11 8
NO2 77 13 6 4 68 18 9 4 74 15 8 4 69 16 13 3
NO3 83 11 4 2 58 24 14 4 74 14 9 3 73 15 7 6
PO4 80 10 7 2 76 10 8 6 69 19 8 4 68 22 6 4
S 68 22 6 4 79 11 7 3 66 19 9 6 69 16 9 7
T 94 4 1 81 9 8 2 84 8 4 4 83 10 5 2
Table B.1: Explained variance of the EOFs of standardized abiotic data of
the Arkona Sea in %. Only results for data with more than 50% presence is
displayed.
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MAM JJA SON
Class/Group Prop. 1 2 3 4 1 2 3 4 1 2 3 4
Bacillariophyceae ab 62 20 14 5 40 25 19 17 56 21 15 8
bm 51 25 17 7 44 25 18 13 62 20 11 7
Chlorophyceae ab 57 20 13 10 47 22 19 13 - - - -
bm 58 22 11 9 40 27 21 11 - - - -
Chrysophyceae ab 55 23 15 8 43 27 18 13 - - - -
bm 48 21 20 11 53 23 18 6 - - - -
Craspedophyceae ab 64 16 12 7 - - - - 50 23 19 8
bm 61 21 12 6 - - - - 54 23 18 4
Cryptophyceae ab 57 22 14 7 48 30 18 4 52 33 8 7
bm 57 21 15 7 52 24 18 5 60 23 9 8
Cyanophyceae ab 65 22 9 4 63 21 11 5 52 24 18 7
bm 60 19 13 9 55 20 18 7 44 28 19 9
Dinophyceae ab 45 22 18 15 54 24 14 9 61 22 13 4
bm 58 18 15 9 53 24 16 7 61 20 15 4
Euglenophyceae ab 52 24 16 8 43 32 13 12 49 23 19 10
bm 68 16 12 4 54 28 12 6 63 19 11 6
Prasinophyceae ab 63 21 11 5 39 32 17 11 64 18 11 7
bm 69 15 8 8 45 31 16 8 62 17 12 8
Total ab 47 28 15 10 58 21 15 5 54 26 16 4
Flagellates bm 59 20 15 7 56 22 18 3 68 20 8 4
Total ab 43 32 16 9 59 20 16 5 53 26 17 4
Phytoplankton bm 50 27 15 8 56 23 19 2 66 20 11 4
Ratio ab 38 29 21 13 37 26 22 16 41 27 21 11
Bacil.:Flagellates bm 40 31 18 11 34 31 20 15 39 32 19 10
Table B.2: Explained variance of the EOFs of standardized phytoplankton data
of the Arkona Sea in %. Only results for data with more than 50% presence is
displayed. The ratio Bacillariophyceae:Flagellates is based on abundance and
biomass data. ab: abundance, bm: biomass
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FigureB.1:Bacilariophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.2:Chlorophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA)
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FigureB.3:Chrysophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA)
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FigureB.4:Craspedophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),fal(SON)
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FigureB.5:Cryptophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.6: Cyanophyceae(Cyanobacteria),timecoeicientsandpatterns
(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:
biomass;Fromtop:Spring(MAM),summer(JJA),fal(SON)
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FigureB.7: Dinophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.8:Euglenophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.9:Prasinophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.10:Flagelates,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.11: TotalPhytoplankton,timecoeicientsandpatterns(Barplot)
ofthe1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother
(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;From
top:Spring(MAM),summer(JJA),fal(SON)
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FigureB.12: RatioBacilariophyceae:Flagelates,timecoeicientsandpat-
terns(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:
biomass;Fromtop:Spring(MAM),summer(JJA),fal(SON)
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B.2 LUNG data EOF Analysis
B.2.1 All Stations
MAM JJA SON
Class/Group Prop. 1 2 3 1 2 3 1 2 3
Bacillariophyceae ab 32 17 14 29 25 17 34 24 11
bv 23 19 15 23 22 17 31 22 15
Cryptophyceae ab 30 18 13 27 17 15 26 23 13
bv 30 21 18 28 17 14 31 19 16
Cyanophyceae ab - - - 30 26 15 - - -
bv - - - 30 24 19 - - -
Dinophyceae ab - - - 29 18 14 34 20 18
bv 26 22 17 24 22 17 30 20 15
Total Flagellates ab 23 21 18 22 20 16 26 24 14
bv 27 16 13 26 19 15 27 16 14
Total ab 21 19 17 26 18 16 33 17 12
phytoplankton bv 25 20 15 29 19 13 27 21 14
Ratio ab 32 23 16 26 21 18 - - -
Bacil.:Flagellates bv 26 22 15 26 21 17 - - -
Table B.3: Explained variance of the first 3 EOFs of standardized phytoplank-
ton data of the LUNG data set. All stations are considerd (group A). Only
results for data with more than 50% presence are displayed. ab:abundance,
bv:biovolume
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FigureB.13:Bacilariophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.14:Cryptophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.15: Cyanophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;Onlysummer
(JJA)
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FigureB.16:Dinophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.17:Flagelates,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.18: TotalPhytoplankton,timecoeicientsandpatterns(Barplot)
ofthe1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother
(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;From
top:Spring(MAM),summer(JJA),fal(SON)
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FigureB.19: RatioBacilariophyceae:Flagelates,timecoeicientsandpat-
terns(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:
biomass;Fromtop:Spring(MAM),summer(JJA)
B.2. LUNG DATA EOF ANALYSIS 121
B.2.2 All Stations except S66 and KHM
MAM JJA SON
Class/Group Prop. 1 2 3 1 2 3 1 2 3
Bacillariophyceae ab 28 22 18 29 24 20 - - -
bv 29 19 16 27 22 16 - - -
Cryptophyceae ab 35 18 16 25 19 17 29 21 14
bv 31 22 17 34 18 16 36 23 12
Cyanophyceae ab - - - 32 29 12 - - -
bv - - - 40 20 15 - - -
Dinophyceae ab - - - 32 20 16 39 21 16
bv 28 26 17 26 23 19 35 19 17
Total ab 27 23 15 27 21 15 28 24 14
Flagellates bv 33 17 16 32 19 17 33 18 16
Total ab 24 21 19 27 21 16 38 19 13
phytoplankton bv 24 24 15 32 20 15 27 25 16
Ratio ab 31 29 16 - - - - - -
Bacil.:Flagellates bv 32 29 17 - - - - - -
Table B.4: Explained variance of the first 3 EOFs of standardized phytoplank-
ton data of the LUNG data set. All stations are considerd except for S66
and KHM(group B). Only results for data with more than 50% presence are
displayed. ab:abundance, bv:biovolume
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FigureB.20:Bacilariophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA)
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FigureB.21:Cryptophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.22: Cyanophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;Onlysummer
(JJA)
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FigureB.23:Dinophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.24:Flagelates,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
B.2. LUNGDATAEOFANALYSIS
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
1990 1995 2000 2005
−2 
−1 
0 
1
SummAU_MAM_abNoS66KHM_laz
Year
Ti
me 
Co
eff. Stations
0.0
0.3
0.6
127
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
1990 1995 2000 2005
−2 
−1 
0 
1 
2
SummAU_JJA_abNoS66KHM_laz
Year
Ti
me 
Co
eff. Stations
0.0
0.3
0.6
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
1990 1995 2000 2005
−1 
0 
1 
2
SummAU_SON_abNoS66KHM_laz
Year
Ti
me 
Co
eff.
●
●
● ●
●
● ●
●
● ●
●
●
●
●
●
●
●
●
●
●
1990 1995 2000 2005
−1.
5 
−1.
0 
−0.
5 
0.0
 
0.5
 
1.0
 
1.5
SummAU_MAM_bvNoS66KHM_laz
Year
Ti
me 
Co
eff. Stations
0.0
0.3
0.6
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
1990 1995 2000 2005
−2 
−1 
0 
1
SummAU_JJA_bvNoS66KHM_laz
Year
Ti
me 
Co
eff. Stations
0.0
● ●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
1990 1995 2000 2005
−2 
−1 
0 
1 
2
SummAU_SON_bvNoS66KHM_laz
Year
Ti
me 
Co
eff. Stations
0.0
0.3
FigureB.25: TotalPhytoplankton,timecoeicientsandpatterns(Barplot)
ofthe1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother
(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;From
top:Spring(MAM),summer(JJA),fal(SON)
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FigureB.26: RatioBacilariophyceae:Flagelates,timecoeicientsandpat-
terns(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:
biomass;Fromtop:Spring(MAM),summer(JJA)
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B.2.3 Only Outer Coastal Zone Stations
MAM JJA SON
Class/Group Prop. 1 2 3 1 2 3 1 2 3
Bacillariophyceae ab 50 22 17 - - - - - -
bv 48 27 18 - - - - - -
Cryptophyceae ab 37 35 17 36 28 26 39 23 23
bv 61 19 14 57 23 14 51 20 15
Cyanophyceae ab - - - 42 30 17 - - -
bv - - - 59 25 13 - - -
Dinophyceae ab - - - 53 24 16 68 19 7
bv - - - 37 35 19 56 17 14
Total ab 40 31 18 39 29 23 38 24 21
Flagellates bv 43 26 18 34 33 21 53 26 15
Total ab 40 29 17 38 29 21 54 23 18
Phytoplankton bv 33 27 21 47 29 16 54 20 17
Ratio ab 50 27 15 - - - - - -
Bacil.:Flagellates bv - - - - - - - - -
Table B.5: Explained variance of the first 3 EOFs of standardized phytoplank-
ton data of the LUNG data set. Only outer coastal stations are considered
(group C). Only results for data with more than 50% presence are displayed.
ab:abundance, bv:biovolume
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FigureB.27:Bacilariophyceae,timecoeicientsofthe1stEOF(blacksolid
line),lineartrend(red,dashed),loesssmoother(blue,dash-dotted).Leftcol-
umn:abundance,rightcolumn:biomass;Fromtop:Spring(MAM),summer
(JJA),fal(SON)
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FigureB.28:Cryptophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.29: Cyanophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;Onlysummer
(JJA)
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FigureB.30:Dinophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:summer
(JJA),fal(SON)
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FigureB.31:Flagelates,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.32: TotalPhytoplankton,timecoeicientsandpatterns(Barplot)
ofthe1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother
(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;From
top:Spring(MAM),summer(JJA),fal(SON)
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FigureB.33: RatioBacilariophyceae:Flagelates,timecoeicientsandpat-
terns(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,Spring(MAM)
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B.2.4 Only Inner Coastal Zone Stations
MAM JJA SON
Class/Group Prop. 1 2 3 1 2 3 1 2 3
Bacillariophyceae ab 38 22 17 33 27 21 40 25 13
bv 29 20 19 30 27 21 37 26 14
Cryptophyceae ab 39 25 16 35 23 17 35 29 15
bv 32 25 16 26 24 20 35 24 19
Cyanophyceae ab - - - 37 28 20 44 27 12
bv - - - 38 25 24 50 28 15
Dinophyceae ab - - - - - - - - -
bv 30 25 19 - - - - - -
total ab 31 21 17 29 26 17 35 25 17
Flagellates bv 32 23 17 33 24 20 25 23 19
total ab 29 26 21 39 21 19 38 20 16
phytoplankton bv 36 26 14 32 27 17 40 20 17
Ratio ab 34 25 22 35 22 20 33 24 15
Bacil.:Flagellates bv 29 25 15 32 28 17 39 23 16
Table B.6: Explained variance of the first 3 EOFs of standardized phytoplank-
ton data of the LUNG data set. Only inner coastal stations are considerd
(group D). Only results for data with more than 50% presence are displayed.
ab :abundance, bv:biovolume
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FigureB.34:Bacilariophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.35:Cryptophyceae,timecoeicientsandpatterns(Barplot)ofthe
1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,
dash-dotted). Leftcolumn:abundance,rightcolumn:biomass;Fromtop:
Spring(MAM),summer(JJA),fal(SON)
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FigureB.36:Cyanophyceae,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Summer
(JJA),fal(SON)
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FigureB.37:Dinophyceae,timecoeicientsofthe1stEOF(blacksolidline),
lineartrend(red,dashed),loesssmoother(blue,dash-dotted). Biomass;
Spring(MAM)
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FigureB.38:Flagelates,timecoeicientsandpatterns(Barplot)ofthe1st
EOF(blacksolidline),lineartrend(red,dashed),loesssmoother(blue,dash-
dotted).Leftcolumn:abundance,rightcolumn:biomass;Fromtop:Spring
(MAM),summer(JJA),fal(SON)
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FigureB.39: TotalPhytoplankton,timecoeicientsandpatterns(Barplot)
ofthe1stEOF(blacksolidline),lineartrend(red,dashed),loesssmoother
(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:biomass;From
top:Spring(MAM),summer(JJA),fal(SON)
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FigureB.40: RatioBacilariophyceae:Flagelates,timecoeicientsandpat-
terns(Barplot)ofthe1stEOF(blacksolidline),lineartrend(red,dashed),
loesssmoother(blue,dash-dotted).Leftcolumn:abundance,rightcolumn:
biomass;Fromtop:Spring(MAM),summer(JJA)
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B.3 Arkona Sea Phytoplankton Downscaling
1979-2005
All results are for downscaling experiments with the 121-filtered BSE as pre-
dictor using all 4 EOF of the BSE and 2 EOF of the response variable. Down-
scaling period is 1979-2005.
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Figure B.41: Bacillariophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.42: Chlorophyceae, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.43: Chrysophyceae,time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.44: Craspedophyceae,time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.45: Cryptophyceae,time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.46: Cyanophyceae (Cyanobacteria), time coefficients of the 1st EOF
(solid line), linear trend (dotted), loess smoother(dash-dotted). Black: Obser-
vations, Red: Fitted. Left column: abundance, right column: biomass; From
top: Spring (MAM), summer (JJA), fall (SON)
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Figure B.47: Dinophyceae, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.48: Euglenophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.49: Prasinophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.50: Flagellates, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.51: Total Phytoplankton,time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.52: Ratio Bacillariophyceae:Flagellates, time coefficients of the 1st
EOF (solid line), linear trend (dotted), loess smoother(dash-dotted). Black:
Observations, Red: Fitted. Left column: abundance, right column: biomass;
From top: Spring (MAM), summer (JJA), fall (SON)
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B.4 Arkona Sea Phytoplankton Downscaling
1979-2000
All results are for downscaling experiments with the 121-filtered BSE as pre-
dictor using all 4 EOF of the BSE and 2 EOF of the response variable. Down-
scaling period is 1979-2000.
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Figure B.53: Bacillariophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.54: Chlorophyceae, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.55: Chrysophyceae,time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.56: Craspedophyceae,time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.57: Cryptophyceae,time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.58: Cyanophyceae (Cyanobacteria), time coefficients of the 1st EOF
(solid line), linear trend (dotted), loess smoother(dash-dotted). Black: Obser-
vations, Red: Fitted. Left column: abundance, right column: biomass; From
top: Spring (MAM), summer (JJA), fall (SON)
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Figure B.59: Dinophyceae, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.60: Euglenophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.61: Prasinophyceae, time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.62: Flagellates, time coefficients of the 1st EOF (solid line), lin-
ear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.63: Total Phytoplankton,time coefficients of the 1st EOF (solid line),
linear trend (dotted), loess smoother(dash-dotted). Black: Observations, Red:
Fitted. Left column: abundance, right column: biomass; From top: Spring
(MAM), summer (JJA), fall (SON)
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Figure B.64: Ratio Bacillariophyceae:Flagellates, time coefficients of the 1st
EOF (solid line), linear trend (dotted), loess smoother(dash-dotted). Black:
Observations, Red: Fitted. Left column: abundance, right column: biomass;
From top: Spring (MAM), summer (JJA), fall (SON)
