The concept forensic genealogy was discussed already in 2005 but has recently emerged in relation to the use of public genealogy databases to find relatives of the donor of a crime stain. In this study we explored the results and evaluation of searches conducted in such databases. In particular, we focused on the statistical classification that entails from the search and study the variation observed for different relationship classes. The forensic guidelines advocate the use of the likelihood ratio (LR) as a mean to measure the weight of evidence, which requires exact formulation of competing hypotheses. We contrast the LR approach with alternative approaches relying on identical by state (IBS) measures to estimate the total length of shared genomic segments as well as identical by descent (IBD) coefficients for a pair of individuals.
Introduction
Recently a number of cold criminal cases [1] [2] [3] [4] and missing person cases have been solved 1 , or given new leads, by what is known as forensic genealogy approaches. The approaches involve using high density SNP data, say more than 600,000 markers, in combination with large public databases to trace the relatives of the unknown donor [5, 6] . Particularly, so called direct-to-consumer (DTC) companies market tests that will analyze more than 600,000 autosomal SNP markers on high-density microarrays 2 . Users may subsequently upload their raw genotype data to third-party companies, primarily GEDmatch, 3 essentially making their data publicly available for further processing [5] . Progress in DNA sequencing technologies [7, 8] have further significantly facilitated the processing of biological samples with low amount or degraded DNA, in turn yielding output that can be used for searches in DTC associated databases.
Although the genealogy approach to solving crimes or finding missing persons has prevailed in several cases, critical concerns have been raised to the use (or misuse) of big DNA data and public databases for criminal investigations [4, 9] . These opinions include issues related to ethical and jurisprudence aspects as well as more theoretical thoughts about the statistical framework and methods used for relationship inference based on DNA data [10] [11] [12] . Although ethical and legal issues are of paramount importance, the present study focused on the latter topic. Methods (both in terms of laboratory and interpretation) used within forensic applications have high demands on quality and validity, due to its use and potential consequences. This entails that methods should have solid scientific foundations, be thoroughly validated and assured to be of high quality before the methods are applied in routine forensic casework [13] .
Within forensics genetics, database searches for relatives of an unknown donor have been thoroughly studied [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and are used as a tool for carefully selected routine cases in several countries and jurisdictions. This application is, however, restricted to DNA databases containing only convicted individuals (or traces with unknown origin) and the fact that the number of genetic markers, in this context, are limited (say around 20) [14, 24] . This limitation entails that, generally, only first degree relatives (e.g. parent, child, full sibling) can be detected. Fig. 1A illustrates the concept with a common set of 23 forensically relevant STR markers. To be able to explore relationships beyond first degree relatives denser marker sets are needed.
Pedigrees spanning generations can be built based on genealogical records. However, the amount of shared chromosomal segments through common ancestry is quickly diluted as the number of generations increase. For instance two individuals with a pair of common ancestors three generations back (2 nd cousins) will share an average of 3.12% of their total DNA identical by descent (IBD) which amounts to a total genetic length of roughly 212 cM 4 . Previous studies have shown the potential to detect 2 nd to 9 th cousins [25] by using dense sets of SNP markers while Frazer et al. suggests that the background relatedness may be as close as 3 rd cousins [26] . Due to a large proportion of randomness in which genetic material is transmitted from a parent to a child, the relative variation from the expected degree of DNA sharing increases as the degree of relatedness increases which could, potentially, lead to misclassifications [27] [28] [29] .
This study aims to investigate possibilities and limitations with current established statistical methods for relationship classification based on dense SNP data. The results should highlight important features of the assumptions inherent in current models and could also point out the direction for further research areas. Three different approaches to infer IBD measures between pairs of individuals were selected (see Fig. 1C ), all with a theoretical framework, mathematical definition as well as being employed in a number of applications. First, we explore the Likelihood approach, well known in forensic and medical genetics, to measure the weight of the evidence [30] [31] [32] [33] [34] . Briefly, the likelihoods are calculated as the conditional probability of observing genetic marker data for a set of individuals given a precise hypothesis about their relatedness. Important parameters for the likelihood calculations are population estimates of allele frequencies, genetic maps as well as information about the association of alleles (gametic equilibrium).
Secondly, we turn the attention to two different methods based on the identity by state (IBS) proportions for the persons of interest and condition on those states to infer identical by descent parameters. We define the KING method, previously described by Mannichaikul et al. [27] , by simply counting the number of shared alleles identical by state for each marker and average over a large number of markers yielding a measure of the degree of relationship. Several implementations exist and detailed information can be found elsewhere [27, 35] and in the section of this paper. We further define the Segment approach. Briefly, this method measures segments along the chromosomes where a pair of individuals shares at least one allele along the complete segment [36] [37] [38] [39] . The length of each segment is commonly measured in cen-tiMorgan (cM) and the total length of all shared segments provides a measure of the relationship. Versions of this approach are used by several of the DTC companies to infer degrees of relatedness between individuals.
To evaluate the performance of the methods, we focused on classification rates. We define classification as assigning a degree of relatedness to a pair of individuals (see Fig. 1B ). Essentially this equates to determining the number of generations separating individual A from individual B. In forensic genealogy, classifications are used to roughly indicate where the suspect or missing person is located in the pedigree Fig. 1 . A -Kernel density plot based on 10,000 simulations for relationships with decreasing degree of kinship (Full siblings, Half siblings and First cousins) and a standard set of 23 autosomal STR markers with allele frequencies from a Norwegian population sample. The data is represented as log10 LR which entails that values below zero favors the alternative hypothesis (unrelated) and represent false negatives, whereas values greater than zero favors the relationship and thus represent the true positives. B -Illustration of the relationships considered in this study. From top to bottom: S1-1 (Full siblings), S2-2 (First cousins), S3-3 (Second cousins) and S4-4 (Third cousins). The integers indicate the number of generations to a common ancestor on each side of the pedigree. C -Three approaches to measure the genetic similarities of two individuals illustrated using a pair of chromosomes from two individuals. Based on a subset of data from two individuals we compare their genotypes and compute measures of similarity. Briefly, we investigate SNP markers and compute a likelihood ratio (LR) where two competing hypotheses are compared. We further compute the length of shared segments (Segment). Finally we count the number of SNPs where the individuals share alleles (IBS) which is further used to deduce other metrics. See text for a detailed description of how these measures are computed. 4 Assuming a sex-averaged genetic map of the genome. of the relative with whom a match is obtained. Consequently, misclassifications could potentially lead to false accusations, false leads in criminal investigations and overly time-consuming labor. We studied false classification rates (e.g. test say cousin when sibling is the true degree of relatedness) as well as true classification rates (e.g. test say cousin when cousin is the true degree of relatedness), both of which are essential in familial searches [17, 19, 40, 41] . Furthermore, if a cost can be measured for each misclassification we can further tune the search parameters to minimize the total overall cost using a mathematical framework as described by Tillmar et al [42] . Apart from the behavior of each model we studied how these rates were influenced by the number of DNA markers included and the degree of relatedness.
Material and methods

Reference data
We used genotype data from the 1000 Genomes project (Phase 3, build 20130502) [43, 44] . Annotated marker data was obtained via ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/release/20130502. For the purpose of this study only the individuals with UK ancestry were extracted (GBR) encompassing in total 90 unrelated individuals. We further constrained the number of genetic markers to the SNPs covered in the current microarray chip from the direct-to-consumer (DTC) company Ancestry.com to better mirror the procedure used in genealogy searches. In total, roughly 580,000 autosomal SNP markers were extracted (exact list may be obtained from the corresponding author upon request). For the resulting markers we obtained allele frequencies from the previously mentioned GBR individuals. Genetic positions were obtained from Rutger's repository [45] , available at http://compgen. rutgers.edu/rutgers_maps.shtml, or alternatively interpolated for markers without a defined position.
Statistical methods
All methods covered in this study provide different means to estimate the genetic relationship between a pair of individuals and have been thoroughly investigated in previous studies. See Fig. 1C for a simple illustration of the approaches. In essence, the Likelihood approach computes the probability of observing the data (i.e. IBS states) given each possible inheritance pattern (i.e. IBD states) while, in contrast, the other two methods (KING and Segment approach) infers measures of IBD using the IBS states. A more detailed description of each approach follows below.
Likelihood approach
The likelihood approach is well known to forensic scientists, but also in medical genetics and has traditionally been the preferred approach when solving disputes of relatedness [30, 46] or when doing linkage analysis [47] [48] [49] . Briefly, the method computes the conditional probability of observing some genetic marker data for a set of individuals and some precise hypothesis about the relationship between the individuals. Likelihoods for mutually exclusive hypotheses can be compared using a likelihood ratio (LR). Gjertson et al. [30] describes some guidelines for its use and interpretation in forensic genetics. Some key parameters in this approach are population allele frequencies, genetic positions of the markers as well as population substructures. This entails that the approach is sensitive to estimation of certain population parameters but also has the potential to find relatives with a few rare shared variants.
We used the Lander-Green algorithm [33] implemented in the software Merlin [47] to compute likelihoods. Briefly, the algorithm works by considering markers as steps in a hidden Markov chain and generally has a complexity linear to the number of markers. Using a Bayesian approach, likelihoods can be translated to posterior probabilities indicating how probable each relationship hypothesis is. Assuming each hypothesis is equally likely a priori, we get
Where Pr(H i ) is the posterior probability of hypothesis i and L x is the likelihood of hypothesis x.
In relations to the likelihood approach, previous studies have demonstrated that dense sets of genetic markers tend to favor the genetically closest relationship [29, 50, 51] and inflate LOD scores in linkage analysis [34, 52] . The problem has been attributed to association of alleles (linkage disequilibrium) causing an increased degree of allele sharing at several adjacent genetic markers, i.e. redundant information, while most traditional models do not accurately model this concept. Measures are needed to alleviate the problem; we refer to the process as marker pruning. The most naive approach is to select markers based on their inter-distance, i.e. we specify a minimum genetic distance, measured in centiMorgans (cM), for two markers to be included in our subset. Several previous studies have demonstrated that association of alleles generally extends shorter distances but varies considerably across the genome and between populations [53] [54] [55] [56] [57] . Based on data from the previously referenced studies we used 0.15 cM (roughly 150 kb) as a threshold for the distance between any two markers in our pruned subset. The pruning process continues along each chromosome and results in thinned sets of markers. In addition a threshold on the minimum population allele frequency (MAF) is implemented to filter markers with little expected information, i.e. low MAF. We used 0.2 to exclude non-informative markers with 0.5 representing markers with maximum information. A more refined approach uses measures of correlation, for instance r 2 , between pairs of markers and their alleles. We used 0.2 as a threshold on the correlation, representing a fairly strict value and thus exclude rather than include markers if allelic association is present. In this study, we combined the approaches mentioned above to create pruned marker sets for likelihood computations. The present study does not encompass a thorough evaluation of these thresholds, we refer to Kling et al. [29, 51] for more exploratory studies. We further used an efficient implementation in the Merlin software [34, 47] allowing us to perform efficient likelihood computations on clusters of tightly linked markers.
Segment approach
The second approach exploits the fact that stretches of DNA are inherited unchanged through generations, without the interference of recombinations. Variants of the segment approach are commonly used by so called direct-to-consumer (DTC) companies to estimate the relationship between pairs of individuals [58] . The algorithm is essentially a version of homozygous haplotyping, described by Miyazawa et al. [59] , in which pairs of chromosomes are compared (see Fig. 1 ) and the number of consecutive markers where a pair of individuals has identical homozygote genotypes is counted. In the present study, we extended this approach by also considering heterozygous genotypes similar to algorithms employed by DTC companies (also referred to as half-identical genotypes). Briefly, our algorithm compares the genotypes of two individuals by iterating through the list of markers and starts a new shared segment if at least one allele is identical for the two genotypes in consideration. A segment is terminated only if opposite homozygote genotypes are detected. A segment is further accepted, i.e. defined as IBD, if it exceeds the thresholds described below. We used the total length of accumulated shared segments, in cM, as a measure of the relationship. Several studies have previously explored the variation of shared DNA between pairs of relatives [38, 60] .
As a consequence of the randomness in which DNA is transmitted through generations, the probability that distant relatives share any segments in the genome identical by descent (IBD) will decrease inversely proportional with the number of generation separating the two individuals. We studied the sensitivity with regards to two thresholds employed to estimate the length of the shared segment between pairs of individuals. Specifically we studied the minimum cM (varying from 3 to 8) for a segment to be inferred as IBD and the minimum number of SNPs in each such segment (varying from 200 to 700 SNPs).
There are more intricate algorithms to compute shared segments, for instance the white paper from DTC company Ancestry.com [58] describes a method whereby chromosomes are first phased, i.e. assigning haplotypes, and subsequently matched. Indeed, the phasing is only used to find the start (or end) of shared segments but is reportedly better to detect more distant relationships. Furthermore, Al-Khudhair et al. [61] describe the use of so called very rare genetic variants (vrGV), to explore distant relationships. There is certainly more to it than merely identifying shared segments; however the current study will not explore these extensions, mainly due to the fact that the DTC company GEDmatch currently employs a similar segment approach as described above. 5 
KING approach
The final approach embodies the ideas described by Manichaikul et al. [27] and utilizes observed identical by state (IBS) numbers to infer two different IBD measures by averaging over a large number of markers. Consider a pair of individuals, indexed with i and j. For non-inbred relationship their genetic relatedness can be described using three IBD coefficients (κ 0 , κ 1 , κ 2 ) [62] , indicating the probability to share zero, one or two alleles identical through common ancestry. From Manichaikul et al. [27] we adopt the equation,
where N AA,aa is the number of markers where the individuals are opposite homozygotes and p n the estimated allele frequency for each marker n, to estimate the probability that two individuals share zero alleles IBD, henceforth referred to as Pr(IBD = 0). We further use the equation,
where N Aa,Aa is the number of markers where both individuals are heterozygous, N (x) Aa the number of markers where individual x is heterozygous, to estimate what we refer to as the kinship coefficient. Both these measures rely on dense sets of marker data in order to provide accurate estimates.
Generating data 2.3.1. Simulations
Extensive simulations were employed to generate data; the approach is illustrated in Fig. 2 . Briefly, the process starts by randomly drawing sets of haplotypes, two for each founder of the pedigree. Phased haplotypes were available through the 1000 Genome project [43, 44] . As noted previously, the referenced study employed a combination of sequencing technologies and dense SNP microarrays to perform genotyping. Phasing (i.e. obtaining information about specific haplotypes) was previously performed using the software SHAPEIT [63] , see Choi et al. [64] for a recent discussion on the error rates of such phasing algorithms. We specifically used individuals (N = 90) with UK ancestry (GBR) yielding, in total, a pool of 180 phased haplotypes.
The process continues by performing gene dropping [65] whereby the haplotypes (in Fig. 2 illustrated for a single marker pair) is subject to crossovers and transmitted to the children (descendants). The probability for crossovers is modeled using genetic maps [45] and Kosambi's equation [66] to convert genetic positions into recombination rates. Mutations were not considered, a reasonable simplification when using SNP markers. Throughout the simulations, information about phase, i.e. paternal and maternal allele information, is kept whereas in the final step such details are removed. Note, information about identical by descent status for each marker is stored during the simulations but discarded at the end.
Finally, for each of the simulated pairs of individuals, the statistical metrics previously described were computed. Note, these computations use identical by state status for each marker.
Unrelated individuals
To compare DNA data from unrelated individuals we used an all-toall comparison approach, where each pair of individuals in our data set were compared and the statistic metrics described above where computed for each comparison. In line with the results described in previous studies [61, 67] , pairs of distant relatives were detected (2 nd to 3 rd degree relatedness) in the reference data from 1000 Genomes. As the subsequent analyses assume an unrelated set of individuals, we removed these outliers, defined as 3 rd degree relationship or closer, from the entailing simulations.
Classification of relationship classes
Throughout this study we considered some simple non-inbred relationship classes. Specifically we defined S1-1, S2-2, S3-3, S4-4 as full siblings, first cousins, second cousins and third cousins, respectively. Fig. 1B illustrates the relationship classes and Skare et al. [28] contains further details. In terms of average genome sharing, S2-2 is identical to S1-3, for instance, and our methods will therefore not be able to distinguish such identical relationships.
Furthermore, in order to assign a relationship class for a pair of individuals, we used average and expected metrics from previous studies [27, 68] , summarized in Table 1 . We fitted a simple logarithmic regression model (see Supplementary Fig. 1 ) by assigning integers according to increasing degree of relatedness, i.e. 1 corresponds to S1-1 and 5 corresponds to Unrelated. In the entailing classification, the output was rounded to the closest integer coding for the different relationship classes (see Table 1 ).
Secondly, for the likelihood approach we performed classifications based on the relationship where the likelihood was maximized. No constrains were implemented with regards to the relative difference in likelihoods in the classifications, which entails that a pair of individuals could have a very slight difference in the likelihoods for two relationship classes but still be classified in one of them.
Expected number of relatives
For practical reasons (e.g. the size of a candidate list) it might be important to know the expected number of relatives that an individual has for a given degree of relationship. There are several factors that will influence this number. The most important, in terms of computing the average number of expected relatives, is the number of children born per generation and family, a figure that has varied over time and varies among different populations. We adopted the model presented by Henn et al. [25] , but instead of using a mathematical expression with a fixed value for the number of children per family, we extended the model by allowing the number of children to vary from family to family and from generation to generation, given a discrete probability distribution (Poisson distribution [69] , with a mean corresponding to the mean number of births per family) and further assumed a constant generation time of 25 years We implemented the model in a simulation approach where the variation in the number of relatives given the above mentioned probability function could be studied. We further estimated the expected number of 1 st cousins down to the number of 3 rd cousins from 10,000 simulations assuming 1 to 5 children per family and generation.
Furthermore, we used historical records of birth rates from UK 6 and Swedish 7 records in order to estimate the number of relatives for individuals born in 1955 or in 2005. Due to changes in birth rates through history, such estimates are expected to vary depending on the year of birth.
Results
The results are divided as follows; first we describe some explorative analyses where the fundamental properties of the Likelihood, Segment and KING approaches are illustrated separately. We use simulations to generate data, further outlined in Material and Methods. Secondly we turn the attention to classification and compare and evaluate the potential of the different approaches to classify pairs of individuals with unknown degree of relationship into the correct classes. Finally, we present results on the expected number of relatives for a given individual within each relationship class. Haplotypes are further transmitted through the pedigree using a method known as gene dropping whereby the haplotypes are subject to recombinations based on genetics maps. In the final step only the individuals we are interested in are retained. Phase information is known during the simulation process (highlighted using colors and pipes), whereas in the final step this information is removed. *** Value for unrelated is here defined as somewhere in the range of 5-7 th cousins. 6 Fertility rate by Max Roser, available at https://ourworldindata.org/fertilityrate. 7 Statistiska centralbyrån. Population development in Sweden in a 250-year perspective, 1999.
Distribution of the relationship metrics
Likelihoods and posterior probabilities
The Likelihood approach computes the conditional probability of observing some genetic marker data for a set of individuals given some hypothesis about relatedness between the individuals. In essence this equates to computing the probability of the IBS states given each possible IBD state between a set of individuals. The approach incorporates population parameters such as specific allele frequencies, recombination rates etc. The main challenge for the Likelihood approach, as implemented in this study, is to find the most suitable parameter settings for the pruning procedure, further detailed in Material and methods. Briefly we construct a reduced set of SNP markers where the aim is to prune redundant information. Specifically, we removed all SNP markers with minor allele frequency, computed based on a UK population, lower than 0.2. Secondly, we selected only markers with a minimum distance of at least 0.15 cM, roughly equal to in average 150 kb physical distance. The remaining set of markers was further subjected to a third filter where a sliding window of 1 cM was used to prune markers with a correlation (measured through r 2 ) higher than 0.2. The remaining marker set amounted to 21,517 SNPs. Fig. 3 illustrates results from simulations based on those markers where the posterior probability for the true relationship has been computed in each simulation and the figure depicts the averages ( Supplementary Fig. 2 illustrates the log10 LR distribution when unrelated is the true hypothesis). The important point is that for the more distant relationship classes considered, i.e. S3-3 and S4-4, the likelihood and hence the posterior probability will not always be maximized for the true relationship.
Total shared segment length
In order to accurately measure shared chromosomal segments for a pair of individuals, thresholds are needed to define segments as identical by descent. We explored two such parameters, the total length in cM for each uninterrupted stretch of SNP markers and secondly the total number of markers contained in each stretch. The results are summarized in Fig. 4 and Table 2 for the different degrees of relationships we consider. Fig. 4 illustrates that for the two classes with highest degree of relatedness (S1-1 and S2-2) the pointwise 95% confidence intervals were clearly separated with no overlaps suggesting that measurements of the total length of shared chromosomal length is adequate for these degrees of relatedness. For more distant relationships the confidence intervals did, however, overlap (See Supplementary Fig. 3 for distributions and averages), which does not directly imply statistical significance. However, this suggests that false classifications are expected for these relationship classes.
The mean values for the total length of shared segments from our simulations corresponded well with the empirical observations in the Shared cM Project (version 3.0) [68] , corroborating our simulation model. For pairs of unrelated individuals, as previously pointed out, longer stretches of shared segments were identified, potentially suggesting unknown distant relatedness in the reference data [61, 67] .
Average identical by descent measures
Finally we explored what we call the KING approach. The approach rely on dense sets of SNP markers to provide estimates of the true IBD states between a pair of individuals [27] . The distributions for the estimated kinship coefficient (also referred to as half-relatedness) and Pr (IBD = 0) are shown in Fig. 5 . Similar to the segment approach, the distributions for the relationship classes S1-1 and S2-2 were clearly separated for both metrics, whereas for the distant relationship classes (S3-3, S4-4 and Unrelated) a higher degree of overlap was observed (see Supplementary Fig. 4 ).
The obtained mean values for the kinship coefficient and for the Pr (IBD = 0) from our simulations corresponded well with the theoretical expectations (Table 3 ).
Classification
Classifications are used in a variety of fields. This study will cover how different approaches can be used to classify a pair of individuals into a certain degree of relationship. Genealogists use classifications to know where and how far to trace relatives in a pedigree. It entails that we need studies on how well these classification approaches perform; both in term of accuracy but also on the risk of making false predictions with regards to the degree of relationship.
In the following section, classifications were first performed using each individual method (Likelihood, Segment and KING approaches). Secondly, we explored the potential of combining the different methods into a joint classification approach. We define a true classification as correctly assigning the expected degree of relationship to a pair of individuals (including the degree unrelated) and conversely a false classification as assigning another degree of relationship than the true relationship. Whereas when using the individual approaches, a false classification is straightforward, combining different approaches may induce undetermined (unclassified) results. Therefore, another classification group is necessary; we refer to this as Undefined. An undefined classification is neither false nor true, but the methods cannot unanimously determine the class. Fig. 3 . Left: Average posterior probabilities and 95% confidence intervals when data has been simulated according to the hypotheses given below each bar. Right: Kernel density plots illustrating the distribution of the log10 LR for the relationships discussed in this study where the LR is weighted against the unrelated hypothesis. Note that axes are on different scales in A-D. The data is based on results from 1000 simulations described in the main text. For each simulation, the likelihood for each hypothesis has been calculated, conditioning on the genotype data. The likelihoods are converted into posterior probabilities using Bayes' theorem with equal priors.
Performance of individual classification approaches
Classification rates, for the different individual methods, are shown in Tables 4-7 , where the true relationship class is indicated in each column. Among the tested methods the Likelihood approach produced the highest true classification rates for all relationships classes (apart from Unrelated), followed by the Segment approach and lastly the KING classifiers (Tables 4-7 and Fig. 6 ). Classification of the closest relationships (S1-1 and S2-2) had a high precision for all individual methods, with 100% correct classifications aside from the kinship classifier with a 99.8% true classification rate for the S2-2 relationship. For the more distant relationship classes (S3-3 and S4-4) the success rate declined considerably for all methods, where only the Segment and Likelihood approach had a true classification rate above 90% for the S3-3 class. For the unrelated individuals, the segment approach was by far most accurate, with 97.1% true classifications. Supplementary Fig. 5 provides an alternative representation of the true classification rates divided into methods instead of relationships.
The power of combining different approaches
To improve on the individual classifiers, combinations of those were tested to evaluate the improved classification rates. As indicated previously, an additional class (Undefined) was introduced to cover the classifications that will be undetermined. Table 8 illustrates the classification rates when combining all four classifiers (Likelihood, Segment, KING (Pr(IBD = 0) and kinship coefficient ). This requires all classifiers to assign the same degree of relatedness to a given pair of individuals. If the classifiers are ambiguous in terms of the assigned degree of relatedness, the class is undefined. As expected the true classification rates will decrease, i.e. performance of the individual approaches in terms of true classifications can never be exceeded. Table 8 illustrates that in particular for the S4-4 relationship class, combining all four classifiers results in only roughly 15% true classifications, whereas 77% is assigned as undefined classifications. This further suggests a high lack of agreement between the methods with regards to this relationship class. Furthermore, the false classification will decrease, rendering a number of undefined classifications. In particular, this applies to the S3-3 and S4-4 relationship classes. Fig. 4 . Polygon plot showing the average length of shared cM between pairs of simulated individuals (n = 1000) and the relationship classes covered in this study (S1-1 (top), S2-2, S3-3, S4-4 and Unrelated (bottom)). Each point on the x-axis represents a different threshold used to determine shared segments, [x,y] , where x represents the minimum cM and y represents the minimum number SNP markers needed to define a segment as IBD. In addition to the mean, a pointwise 95% confidence interval is plotted.
Table 2
Fractions within each relationship class that will have any shared segments identical by state for each given threshold in cM based on 1000 simulations for each relationship class. Note, this does not necessarily equate to the probability that any segments are shared identical by descent. 
Fig. 5.
Scatter plot (upper) with 95% confidence ellipses of the kinship coefficient and Pr(IBD = 0) for 1000 simulated pairs of individuals representing the different relationship classes (S1-1, S2-2, S3-3, S4-4 and unrelated). Violin plots (middle) illustrating the distribution of the Pr(IBD = 0) estimates (range from 0 for monozygotic twins to 1 for unrelated). Violin plots (lower) illustrating the distribution of the kinship coefficient (range from 0.5 for monozygotic twins to 0 for unrelated). Fig. 7 displays true classification rates based on four different combinations of classifiers, where we have also added classification using the Segment approach as a comparison. The combinations include; Average -where simply the average of all classifiers are used, in other words the degrees of relationship assigned for each classifier were averaged (for instance if S1-1, S3-3 and S2-2 by three different classifiers, the average is S2-2), At least two -where a classification is made if at least two classifiers are favoring the same class (and the other two classifiers either assigns different classes or the same class as the first two does), At least three -where a classification is made if at least three classifiers are favoring the same class and All four -where all four classifiers need to favor the same class ( Supplementary Fig. 6 contains an alternative representation of the true classification rates where the results are split into methods instead of relationship classes). Fig. 7 further displays the false classification rate when combination of approaches is used. It illustrates what can be expected, the false classification rates decrease for all relationship classes the more methods we combine, with the lowest rate when using all four classifiers and the highest when the average classifier is used.
Expected number of relatives
For various reasons, estimates of the number of expected relatives for different relationship classes are important. Such numbers will obviously depend on the number of children born per family, a number which in turn will vary both between families and also between different generations. We performed simulations in which we applied a model for the variation of the number of children born per family (outlined in Material and methods).
The estimated number of relatives, for different degrees of cousins, is illustrated in Fig. 8 and Supplementary Table 1 . As expected, the number of relatives increases exponentially with the number of children per family and generation. The variation (measured as the coefficient of variation, CV) in the number relatives, caused by allowing the number of children per family to vary, was in the same range for the different assumption of children per family but decreased as the degree of relationship decreased. As an example, assuming a mean of three children per family and generation, on average any given individual will have 93 2 nd cousins (S3-3) with a 95% interval of such figure lying between 33 and 152 ( Supplementary Table 1 ).
Furthermore, the number of relatives is generally lower for an individual born in 2005 compared with an individual born in 1955. Our simulations show that, for example, the number of 3 rd cousins (S4-4) for an individual born in 2005 is around 200 while for an individual born in 1955 the number of 3 rd cousins are on average 4 times higher.
Discussion
In a number of applications we need to establish the biological relationship between two (or more) individuals. The focus in the forensic field has historically been on paternity cases but recently also involved other topics like for instance kinship testing in immigration case for family reunifications [70, 71] and familial searching aiming to find potential donors of crime scene samples [14, 15, 17, 19, [21] [22] [23] . The current practice is primarily based on a limited set of carefully chosen short tandem repeat (STR) markers with the power to resolve most Table 3 Comparison of theoretical values for Kinship coefficient and Pr(IBD = 0) and values obtained from simulations.
Relationship class
Kinship coefficient (theoretical) Kinship coefficient (mean from simulations) Pr(IBD = 0) (theoretical) Pr(IBD = 0) (mean from simulations) S1-1 0. Table 5 Classification rates for the Segment approach. Each column represents the relationship that has been simulated and the rates in each row represent the classifications. Segments were called based on the criteria, mincM > 7 and minSNP > 700. Table 6 Classification rates for the KING approach (Kinship coefficient). Each column represents the relationship that has been simulated and the rates in each row represent the classifications. Table 7 Classification rates for the KING approach (Pr(IBD = 0)). Each column represents the relationship that has been simulated and the rates in each row represent the classifications. standard cases [72] [73] [74] . However, progress and recent developments in DNA typing technologies have provided access to whole genome data, even from small amounts of DNA, such as crime stain samples or ancient human remains [7, 8, 75, 76] . The availability and awareness to large genotype sets have further spurred the demand for bioinformatics, with a particular focus on the classification of biological relationship between individuals. In essence, classification is the ability to assign a given relationship to its true class. The objective of this study was to evaluate the currently established likelihood approach in forensics [30] where hypotheses are clearly stated with identical by state (IBS) methods presented by other researchers and practitioners [27, 39, 58] .
In particular we compared the classification power for each method separately, and the power of combining different classifiers to improve Fig. 6 . True classification rates for different relationship classes. Each bar represents the results from 1000 classifications for each relationship class and each classification method. When a single method is used, the false classification rate is simply given as 1 minus the true classification rate.
Table 8
Classification rates using the combination of all four classifiers (Likelihood, Segment, KING (Pr(IBD = 0) and kinship coefficient)). 
classification.
Recently, attention has been drawn to this topic through the successful application of dense genetic marker panels and public genealogy databases to trace the unknown donor in a number of highly profiled crime cases [2, 6, 77] . However, concerns have been raised relating to the premature use of this approach [9] [10] [11] 78, 79] . In forensics, there is generally a high demand before scientific methods are implemented in routine case work. Important characteristics include scientific foundation, high accuracy and thoroughly covered validation studies [80] . Having said that, classifications, as described in this study will only be provided as investigate leads to the relevant authorities and never taken to court. This entails lower demands in terms of false classifications, i.e. false leads, but still requires a fundamental understanding of the methods used to perform such classifications.
In this study we restricted the classification to some overarching relationship classes (Full siblings, 1 st cousins, 2 nd cousins, 3 rd cousins and Unrelated). Although practical applications will most certainly involve other classes, for instance 1 st cousins once removed; for an exploratory study like ours, it is far more important to analyze the fundamental properties of the different approaches. We argue that the conclusions drawn from this study are applicable also for more distant relationships as well as intermediary relationship classes in terms of performance of the different approaches.
When each individual classifier was used, the Likelihood approach performed best in terms of classifying relatives, whereas the Segment approach performed best when classifying unrelated individuals (see Fig. 6 ). Somewhat counterintuitive is the greater performance of the Likelihood approach using far less of the available DNA markers. The answer is probably at least two-fold; first all markers contain some degree of redundant information, i.e. knowing the state of one marker reveals some information about adjacent marker(s). Secondly, markers with low minor allele frequency are expected to, on average, contribute with little information about relatedness. Our careful pruning procedure filters markers implicitly on these two criteria thus leaving a reduced subset with maximum information. Furthermore, the Likelihood approach incorporates information about rare shared variants. There are theoretical scenarios that may be conceived where the Likelihood approach is the only method able of identifying relatives. For instance, if a single, extremely rare, variant is shared at one marker, the conditional probability that two unrelated individuals share this variant is exceedingly small. In turn, the likelihood approach will provide strong evidence towards some degree of relatedness whereas the other approaches, relying on average sharing across the entire genome; will point in the direction of unrelated.
Population genetic properties such as substructure, differences in allele frequency distributions and consanguinity will have an impact both in relation to the thresholds used to compute the metrics described in this study, but also to determine appropriate cutoffs for the classifiers. As we have pointed out previously, the Likelihood approach is more sensitive to population specific factors [51] , which in turn may lead to a higher degree of false classifications unless these factors are accounted for. For the particular SNP markers described in this study there is, however, an abundance of reference data through projects like the 1000 Genomes project [43, 44] . For populations with an increased level of consanguinity, for instance isolated communities, the classification ranges have to be adjusted accordingly as we expect a higher degree of so called background IBD patterns.
A topic not discussed so far is genotyping errors and their potential impact on the analyses (see for instance Pompanon et al. [81] for a review and Bilton et al. [82] for a more recent application). As with other forensic DNA typing methods, there is a high demand on the quality of the genotyping (i.e. results from the analyses performed at the lab). Genotyping methods are constantly improving and the error rate is generally low, given that sample quality is not compromised [83, 84] . The latter may well be the case if the application is massive genotyping of biological traces. The Segment approach would in theory be most vulnerable to genotyping errors since an occurrence could potentially terminate a segment prematurely. In contrast, the other approaches are less susceptible to genotyping errors since they rely on average whole genome sharing and not stretches of uninterrupted shared DNA. To mitigate this, most direct-to-consumer companies, relying on the Segment approach, implements a less stringent search where errors are allowed to a certain degree [58] .
This study has explored the possibilities and limitations of three fundamentally different approaches to infer the degree of relationship for a pair of individuals. We have demonstrated that the methods perform well, at least for the relationships below 5 th degree (S4-4). Even so, there are a number of improvements worthy of further investigation. Firstly, we showed that combining the outcomes from multiple approaches reduced the false classification rates, however, at the cost of considerably decreasing the true classification rate. Secondly, instead of reporting an exact degree of relationship, ranges of relationships could be reported (for instance, instead of classes S2-2, S3-3 etc, have classes spanning multiple relationships like S2-2 to S4-4). This will increase the true classification rate but with the trade-off of a less precise relationship classification, see Supplementary Fig. 7 . Thirdly, as mentioned in the Methods section, the Segment approach has already been subject to several suggested extensions [58, 61] . Fig. 8 . Expected number of relatives for different degree of relatedness (S1-1 through S4-4) and birth rates as well as different year of birth. Data is based on 10,000 simulations for each birth rate and data obtained from the UK population registry for an individual born 1955 and 2005 respectively, further detailed in the text. The y-axis is on log scale. Furthermore, we can explore the distribution of individual shared segments instead of the total length of shared genomic segments, see Supplementary Fig. 8 , potentially containing an extra depth of information. Fourthly, the Likelihood approach could be further tuned with respect to incorporating more markers and potentially implement threshold on the likelihood when classifying a pair of individuals as relatives. To select the most informative markers and to exclude markers with redundant information, we performed a marker pruning based on minor allele frequency, marker distance and degree of linkage disequilibrium between adjacent markers. We used thresholds from previous studies where the sensitivity with regards to inferring relationships has been thoroughly studied [28, 29, 51] .
Finally, in terms of deciding on the best classifier, costs may be associated with the different outcomes. For example, it might be worse to misclassify a pair of unrelated individuals as S2-2 compared to the opposite (S2-2 as unrelated). As an example it would be possible to establish a threshold representing a theoretical or simulated maximum value for unrelated pairs in order to avoid such misclassifications. This could be added to the classification model and, in combination with the expected number of relatives, be used to further tune the search parameters and minimize the total overall cost using a mathematical framework as described by Tillmar et al. [42] .
Concluding remarks
In light of recent event relating to finding the unknown donor of a biological stain or a missing person, public genealogical databases has emerged as a tool in the investigations. This study revealed that current methods, mostly relying on versions of the so called Segment approach whereby shared chromosomal segments are counted, have some desirable properties. However, the results also revealed that the traditional approach in forensic genetics, namely the likelihood ratio, to measure the weight of evidence, performs well and for some instances even better than the segment approach. We show that the combined use of multiple approaches decreased the false classification rate.
It is crucial that forensic practitioners are aware of the progress and possess a fundamental understanding of the behavior and limitations of the statistical approaches if they are to assist in future endeavors related to forensic genealogy.
