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Abstract- This paper describes speech recognizer modeling techniques which are suited to high performance and 
robust isolated word recognition in speaker-independent manner. In this study, a speech recognition system is 
presented, specifically for an isolated spoken Malay word recognizer which uses spontaneous and formal speeches 
collected from Parliament of Malaysia. Currently, the vocabulary is limited to ten words that can be pronounced 
exactly as it is written and controlled the distribution of the vocalic segments.  The speech segmentation task is 
achieved by adopting energy based parameter and zero crossing rate measure with modification to better locates the 
beginning and ending points of speech from the spoken words. The training and recognition processes are realized 
by using Multi-layer Perceptron (MLP) Neural Networks with two-layer feedforward network configurations that 
are trained with stochastic error back-propagation to adjust its weights and biases after presentation of every training 
data. The Mel-frequency Cepstral Coefficients (MFCCs) has been chosen as speech extraction approach from each 
segmented utterance as characteristic features for the word recognizer. The MLP performance to determine the 
optimal cepstral orders and hidden neurons numbers are analyzed. Recognition results showed that the performance 
of the two-layer network increased as the numbers of hidden neurons increased. Experimental result also showed 
that the cepstral orders of 12 to 14 were appropriate for the speech feature extraction for the data in this study.  
 
Keywords- Multi-layer Perceptron, Feedforward, Mel-frequency Cepstral Coefficients, Hidden Neuron, Target 
vector. 
 
1. INTRODUCTION  
 Speech is the most natural way of communication for humans. The aim of speech recognition is 
to create machines that are capable of receiving speech from humans (or some spoken commands) and 
taking action upon this spoken information [1]. Although it was once thought to be a straightforward 
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problem, many decades of research has revealed the fact that speech recognition is difficult task to 
achieve. Several dimensions of difficulty due to the non-stationary nature of speech, the vocabulary size, 
speaker dependency issues, etc. [1]. However, there have been quite remarkable advances and many 
successful applications in speech recognition field, especially with the advances in computing technology 
beginning in the 1980s. 
 
Various methods have been developed to classify and recognize the speech sounds. Multi-layer 
Perceptron [2-4], Hidden Markov Models [5-7], Recurrent Neural Network [8-9] and Dynamic Time 
Warping [10-12] are some common methods applied to recognize the speech signal. Neural network has 
been selected in this study and has many advantages compared to other methods of speech recognizers. It 
is a non linear computation method that can approximate non linear dynamic system. Secondly, it is 
robustness to noise. Finally, it has ability to learn [13-15]. Thus, the ability of the neural network in 
recognizing isolated spoken Malay utterances in a speaker-dependent manner is investigated in this paper. 
A lot of research has been carried out in adult speech recognition of Malay language [10, 16-17]. This 
study uses the Malay language, which is a branch of the Austronesian (Malayo-Polynesian) language 
family, spoken as a native language by more than 33,000,000 persons. The Malay language has been 
distributed over the Malay Peninsula, Sumatra, Borneo, and numerous smaller islands of the area and 
widely used in Malaysia and Indonesia as a second language [18].  
Experiments are conducted to determine the optimal performance of the neural network in the 
parameters of cepstral order and hidden neuron number of neural network to recognize isolated spoken 
Malay utterances. The discussion topics of this study are decomposed into several sections, where Section 
2, will explain the Malay speech materials. The details of the methods and implementation of the methods 
will be described in Section 3. Section 4 describes the results and discussions on the experimental of the 
feature extraction approaches. Lastly, in Section 5, the paper is ended with conclusions. 
 
2. SPEECH COLLECTION 
 
All experiments are conducted on the whole hansard document of Malaysian House of Parliament 
that consists of spontaneous and formally speeches. Hansard document is the daily record of the words 
spoken in the hearings of parliamentary committees. Hansard is not a verbatim (word for word) record of 
parliamentary business but is a useful record that enables interested people to check what members and 
senators have said and what witnesses have told parliamentary committees. The document comprises of 
live video and audio recorded speeches that consists of disturbance or interruption of speakers, and noisy 
environment from various speakers (Malay, Chinese and Indian). The selection of the data is due to its 
natural way and spontaneous speaking styles during each of Parliamentary session.  
The speech signals that are recorded during the Parliamentary session are in the form of 44100 Hz 
with 16 bit per second.  For the experiments, all the audio files were digitized at a sampling rate of 16 
kHz, where the frame size is 256 kbps. Sampling rate of 16000 Hz is a high fidelity microphone, which 
has the capability of 16 kHz sampling rate of microphone speech [19-20]. This sampling frequency is 
adequate for complete accuracy and Nyquist rate. In this study, the most frequently words used during 
eight hours of one day Parliament session are determined. After some analysis, the quantitative 
information shows that only 50 words are most commonly used by the speakers with more than 25 
repetitions. The selection of 50 words are the root words that formed by joining one or two syllables 
structures (CV/VC – consonant or vowel structure) that can be pronounced exactly as it is written and can 
control the distribution of the Malay language vocalic segments. However, the vocabulary used in this 
study consisted of ten words as given in Table 1,  due to different selection according to their groups of 
syllable structure with maximum 25 repetitions and spoken by 20 speakers. Thus, the speech data set 
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consists of 2500 vocabulary of isolated Malay spoken words. All the signals data will be converted into a 
form that is suitable for further computer processing and analysis.  
 
Table 1. Selected Malay Words As The Speech Target Sounds 
No. Word Structure 
1 ADA V + CV 
2 BOLEH CV + CVC 
3 DENGAN CV + CCVC 
4 IALAH VV + CVC 
5 KALAU CV+CVC 
No. Word Structure 
6 ORANG V+CVCC 
7 SAH CVC 
8 SAYA CV + CV 
9 UNTUK VC + CVC  
10 YANG CVCC 
 
3. METHODS AND IMPLEMENTATION 
 The general idea towards this study is to generate a speech recognizer for isolated spoken Malay 
utterances to improve the recognition performance in an offline mode.  The overall process of this model 
is briefly described as block diagram as shown in Figure 1 below. 
 
 
 
 
 
Figure 1. Block Diagram Of Isolated Spoken Malay Recognizer 
3.1 Speech Processing 
 The pre-processing block designed in speech recognition aims towards reducing the complexity 
of the problem before the next stage start to work with the data. As mentioned above, the digitized 
speeches will be segmented manually into isolated spoken words according to their root words by using 
Cool Edit Pro (version 2.0) software. Furthermore, in order to extract the spectral characteristics of the 
vocabulary words, their short-time Fourier Transform (STFT) magnitudes or spectrograms are 
investigated since they best express the time-varying nature of the speech signals and combine both the 
time-domain and frequency-domain information into single, consistent and integrated framework [21]. 
The amplitude spectrum of speech signal is dominant at low frequencies ranges up to 4 kHz.  Figure 2 
illustrates the spectrograms obtained for one trial of each word /SAYA/ and /YANG/ contained in the 
vocabulary spoken by the same adult male speaker. 
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Figure 2. Speech Waveform (Top Plot) And Associated Spectrogram (Bottom Plot) Of The Word “SAYA” And 
“YANG” 
 
A few important general observations, which is very important for the front-end processing of the data, 
can be made here: 
a) There is a constant very low-frequency disturbance or “hum” present in all recorded 
speech spectrograms.  This disturbance occupies the frequencies band between 0 and 
100 Hz. 
b) The voiced portions of the speech waveforms, where most of the signal energy is 
concentrated, have frequency information mainly ranging from 100 up to 2000 – 
2500 Hz. 
 Usually, a one-coefficient simple digital filter, known as a pre-emphasis filter is used. A common 
form of the pre-emphasis filter is given in [21] as follows: 
 
(1)where  is the speech signal and A is typically chosen between 0.9 and 1.0, reflecting the degree of 
pre-emphasis. 
However, recall that Figure 2 showed that the Parliamentary spoken Malay utterances dampened 
high frequency components as most of the words energy content was contained in the frequency range 
between 100 Hz to 2500 Hz, thus, an alternative filtering technique, high-pass filtering, was preferred to 
mask the low frequency ambient noise. A 6
th
 order infinite impulse response (IIR) elliptic high-pass filter 
was applied. The filter specifications were as follows: 
a) The stopband: 0 - 60 Hz. 
b) The passband: 100 – 4000 Hz (half of the sampling frequency). 
c) The passband ripple: 0.5 dB. 
 
3.1.1 Speech Endpoint Detection 
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 The problem of locating the endpoints of an utterance in a speech signal is a major problem for 
speech recognizer.  Efficiency of accurate endpoint detection has significant and direct effect on the 
performance of the entire recognition system [22]. In practice, the process of accurate endpoint detection 
is not stable and many recognition faults or misclassifications that can be traced back to poor endpoint 
detection [23]. A popular method for endpoint detection of speech signal was first published by Rabiner 
and Sambur [22].  The short-time energy (STE) and zero-crossing rate (ZCR) algorithms of speech 
signals have been extensively used to detect the endpoints of an utterance since then and promising of 
increased accuracy rate [24]. We adopted STE and ZCR algorithms and modified to better locate the 
beginning and the termination of speech from the Parliamentary data.  This is a two-step search algorithm 
where the STE for a coarse search is first used.  The, ZCR fine-tunes the coarse boundaries expanding 
forward and backward. The ZCR measure applied in the second search helps to detect low-energy 
phonemes at the beginning or end of the word, especially when dealing with weak fricative (/f/, /th/, /h/), 
plosive bursts (/p/, /t/, /k/) or final nasals (/m/, /n/, /ng/). The absolute short-time energy is being chosen 
as a parameter in short-time energy endpoint detection algorithm due to its simple implementation and 
efficiency [23]. Therefore, the short-time absolute energy and zero crossing rate can be computed as: 
 
 
                                                           (2) 
 
 
 
(3) 
                                                   
where, 
 
 
 
The mean and standard deviation of the short-time energy and zero crossing measures are first 
computed during the first 50 ms of recording, assuming there is only background noise in that interval.  
An upper and lower threshold (Tu and Tl) for the short-time energy and another threshold for the zero 
crossing (Tzc) measures are based on these statistics and experimental findings as follows:  
 
Tl = 16 x MINSTE                                                                      (4) 
Tu = 32 x MINSTE                                                                      (5) 
MINSTE = min(IE, mean (STE) + std (STE))                                                      (6) 
IE = 0.25                                                                             (7) 
Tzc = min(IF, mean (ZCR) + std (ZCR))                                                         (8) 
IF = 0.25 x N                                                                          (9)  
 
where, N is the frame length, STE and ZCR stand for short-time energy and zero crossing rate, 
respectively. Figure 3 shows STE and ZCR measures for a typical utterance of the word /DENGAN/ 
from one male speaker. 
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Figure 3. Upper (Tu) And Lower (Tl) Threshold Of Absolute Magnitude Energy Contour (Top Plot) And The 
Threshold Of Zero-Crossing Rate (Tzc) Contour (Middle Plot). Vertical Red And Green Lines Indicate The 
Beginning And End Points Of The /DENGAN/ (Bottom Plot) 
 
3.1.2 Framing and Windowing  
 The speech signal is dynamic or time-variant in the nature.  According to [5], the speech signal is 
assumed to be stationary when it is examined over a short period of time. In order to analyze the speech 
signal, it has to be divided into overlapping frames of N samples, with adjacent frames being separated by 
M samples. 
 
     (10) 
 
                                 (11) 
 
where M is the number of frames, fs is the sampling frequency, tframe is the frame length measured in time, 
and K is the frame step. 
 
                                                     (12) 
 
We use the fs = 16 kHz sampling frequency in our system as show in Table 2 below. 
 
 
Table 2. Values Of Frame Length And Frame Step Interval Depending On The Sampling Frequency 
Sampling frequency (fs) fs = 16 kHz fs = 11 kHz fs = 8 kHz 
Frame length (N) 400 256 200 
Frame step (K) 160 110 80 
 
Tu Tl 
Tzc 
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 Then, each frame is windowed to minimize the signal discontinuities at the beginning and ending 
of each frame or to taper the signal to zero at the beginning and ending of each frame. There are a number 
of different window functions to choose between to minimize the signal discontinuities.  One of the most 
commonly used for windowing a speech signal is the Hamming window: 
 
                                               (13)  
                                          
The value of the analysis frame length N must be long enough so that tapering 
effects of the window do not seriously affect the result. 
 
3.1.3 Feature Extraction 
 In broad sense, feature extraction aims for data reduction by converting the input signal into a 
compact set of parameters while preserving spectral or temporal characteristics of the speech signal 
information.  In this study, Mel-Frequency Cepstral Coefficients (MFCC) has been chosen as speech 
features approach. The MFCC were first used for a speech recognition system with a dynamic-time 
warping algorithm (DTW) in a study by [25].  Their study revealed the fact that MFCCs outperform any 
other parametric representation such as Linear Predictive Coding (LPC) coefficients and Real Cepstrum 
(RC) coefficients.  Since then, MFCC have become the most popular features due to the sensitivity of the 
low order cepstral coefficients to overall spectral slop and the sensitivity properties of the high-order 
cepstral coefficient [10]. The block diagram of feature extraction procedures using MFCC is shown in 
Figure 4. 
 
 
Figure 4. The MFCC Computation As A Block Diagram [26] 
 
First, the spectral magnitude (or energy) of a speech signal or a frame of the speech signal s(n) is 
calculated as:  
,)(kSSi        for i=0,1,…,N/2                                                              (14) 
where S(k) is the N-point discrete Fourier transform (DFT) of the speech signal or a frame of the speech 
sign 



1
0
/2 ,)()(
N
n
NknjenskS     for k=0,1,…,N-1                                                     (15) 
The spectral energy, |S(k)|
2
 can also be used in Equation (15) instead of the spectral magnitude. 
Next, the energy in each critical band is obtained by applying the conceptual triangular windows to the 
spectral magnitude in Equation (15): 
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    for j=1,…,J                                                     (16) 
where J is the total number of triangular filters, hj (i), used. Finally, MFCCs are 
calculated as: 

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)5.0(cos)(log)(
1
10                                                        (17) 
 where n is the number of MFCCs to be obtained, generally 8 to 14 of cepstral order [21]. The first 
coefficient cs(0) represents the average power in the speech signal.  However, cs(0) is not often used in 
recognition applications since the average power varies considerably depending on the recording channel. 
The coefficients cs(n) give increasingly finer spectral details for each n > 1[21]. Experimental results will 
determine the optimal cepstral order coefficients, excluding the first coefficient that were sufficient to 
represent the spoken data and selected as feature vectors for classification stage of the recognizer. The 
cepstral orders were set to vary from 8 to 26 with a step of 2. 
 
3.2 Multi-layer Perceptron (MLP) Neural Network  
 A two-layer Multi-layer Perceptron (MLP) with one hidden layer and one output layer is applied 
to recognize the 10 isolated spoken Malay utterances in a speaker-independent manner. The reason we did 
not evaluate architectures with more than one hidden layer due to two reasons:  
a) Any function that can be computed by an MLP with multiple hidden layers can be 
computed by an MLP with just a single hidden layer, if it has enough hidden units [27]; 
and 
b) Experience has shown that training time increases substantially for networks with 
multiple hidden layers [14]. 
The number of input layer will be calculated through the experiments by multiplying the cepstral 
order with the total frame number. 
Total Frame Number = Signal Length/Shift – (Frame Length/Shift-1)                         (18) 
Input Neuron Number = Cepstral order * Total Frame Number                               (19) 
The number of hidden neurons (HNN) has a strong impact on the performance of an MLP. The 
more hidden neurons a network has, the more complex decision surfaces it can form, and hence the better 
classification accuracy it can attain. However, the HNN cannot be too many, otherwise, it cannot obtain 
convergence. If the number is too small, recognition error will be large. Therefore, several experiments 
were conducted in order to search for the optimal HNN in the hidden layer that varies from 20 to 300 with 
a step of 20.   
The MLP is trained with stochastic error back propagation (BP) in a way to achieve the minimum 
training error at 0.01 or the maximum iteration of 1000 epochs. The training error is defined as mean 
square error as in Equation (20). 
2
1
)(
1
k
Q
k
kmse at
Q
E 

                                                              (20)  
where Q is the number of training tokens, k is the number of output neurons, kt  is target value 
and ka is the actual output.  The error information terms, k is calculated at the output layer. 
)1()( kkkkk aaat                                                                (21) 
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The k then is used to calculate the weight correction term, kw and bias correction term, kb .  
The kw will be used to update the connection weight, kw and the kb  will be used to update the bias, 
kb . 
hw kk                                                                       (22) 
kkb                                                                         (23) 
where   is learning rate of the neural network and h  is the hidden layer.  The k  is served as 
delta input to the hidden layer.  Each hidden neuron sums its delta input to give 


Q
k
kkj
winput
1
_                                                                (24) 
 
The error information at the hidden layer, j is calculated according to   
)1)(( jjjinputj hh                                                                 (25) 
The j then is used to calculate weight correction term, jw and bias correction term, jbh .  The 
jw and the jbh will be used to update jw and jbh respectively later. 
xw jj                                                                        (26) 
 
jjbh                                                                         (27)    
 
Weights and biases are updated according to the following Equations (28-31). 
 
)()()1( twhtwtw kkkk                                                          (28) 
 
)()()1( tbtbtb kkkk                                                            (29) 
 
)()()1( twxtwtw jhjj                                                          (30) 
 
)()()1( tbhtbhtbh jjjj                                                        (31) 
 
where   represents the momentum term.  In the experiments learning rate and momentum are 
initialized at 0.1 and 0.9 respectively.   
The hyperbolic tangent sigmoid function (tansig) was selected as the activation function for the 
hidden neurons, as it provides the necessary nonlinearities in the network to solve the classification 
problem. The log sigmoid function (logsig) was used for the neurons at the output layer in order to restrict 
the network outputs to the interval [ 0 , 1]. These can be calculated as: 
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Network outputs are continuous between zero and one, as the logsig function is used in the output 
layer. In order to achieve 1-of-n coding, network outputs were converted to zeros and ones by passing 
them through a simple maximum detector which assigns one to the maximum output value and zero to the 
rest. In this study, 1-of- n coding was selected for the target representation, where n = 10 is the total 
number of classes. In the 1-of-10 representation, the output of one of the neurons at the output layer 
which corresponds to one of the ten classes is set to one, with the output of the rest set to zero. For 
instance, the word “ADA” is labeled as Class 1, and its associated target vector is defined as [ 0 0 0 0 0 0 
0 0 0 1 ]
T
 .  The class number and target vector assignment for each word in the vocabulary are shown in 
Table 3 below. 
 
Table 3. Class Numbers And Target Vectors Associated With The Vocabulary Words 
Vocabulary 
Words 
Class 
Number 
Target Vector 
ADA 1 [ 0 0 0 0 0 0 0 0 0 1]T 
BOLEH 2 [ 0 0 0 0 0 0 0 0 1 0]T 
DENGAN 3 [ 0 0 0 0 0 0 0 1 0 0]T 
IALAH 4 [ 0 0 0 0 0 0 1 0 0 0]T 
KALAU 5 [ 0 0 0 0 0 1 0 0 0 0]T 
Vocabulary 
Words 
Class 
Number 
Target Vector 
ORANG 6 [ 0 0 0 0 1 0 0 0 0 0]T 
SAH 7 [ 0 0 0 1 0 0 0 0 0 0]T 
SAYA 8 [ 0 0 1 0 0 0 0 0 0 0]T 
UNTUK 9 [ 0 1 0 0 0 0 0 0 0 0]T 
YANG 10 [ 1 0 0 0 0 0 0 0 0 0]T 
 
The conjugate gradient (CG) algorithm was selected as the backpropagation (BP) learning 
function. CG has been chosen to speed-up the convergence of the BP algorithm due to CG approach was 
computationally much faster and led to better classification results [28].  The architectures of two-layer 
neural networks implemented for the word recognition is shown in Figure 5 illustrate the standard MLP 
configuration. 
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Figure 5.  Two-Layer Feedforward Neural Network Architecture Configuration 
The network configuration considered in the study was applied to the maximum number of 1000 
epochs for network training to obtain statistically meaningful results. The training set was formed by 
randomly picking 15 repetitions of a word from ten speakers. As a result, the total size of the training set 
was 1500(10*10*15), since there are 10 speakers and ten words in the vocabulary.  The remaining ten 
repetitions of a word for another 10 speakers were assigned to the testing set for iteration.  As a result, the 
testing set comprises of 1000 vocabulary words.  
 
4. RESULTS AND DISCUSSIONS 
The word recognition results obtained with two-layer neural network structure considered is presented in 
this section. Performance measures of the MLP at different HNN and the optimal cepstral order were 
examined as shown in Table 4.  In order to determine the optimal cepstral order, the average recognition 
rate was calculated over every cepstral order. Results show that the maximum average recognition rate 
was achieved at cepstral order of 60.80% while the minimum average recognition rate was achieved at 
cepstral order of 58.44%.  Experimental result showed that the cepstral orders of 12 to 14 were 
appropriate for the speech feature extraction at the sampling rate of 16 kHz for the data investigated.  
Table 4 also shows the maximum recognition rate achieved at different HNN.  Generally, the accuracy 
was low at low HNN.  The recognition rate increases with the increment of HNN.  This is true, when 
MLP achieved its highest accuracy at HNN of 200 and suggesting that the MLP needed to be trained at 
higher HNN such as 300 to 400. 
Table 4. Performance Measurement For MLP At Different HNN And Cepstral Order Coefficients 
Cepstral 
Order 
(CO) 
Hidden Neuron Number (HNN) 
20 40 60 80 100 120 140 160 180 200 Average 
CO (%) 
8 56.95 57.73 57.40 58.45 57.79 58.34 58.45 59.84 59.62 59.79 58.44 
10 58.84 58.90 59.45 59.40 59.84 60.34 60.40 60.73 61.12 60.62 59.96 
12 60.29 60.23 59.68 59.84 60.68 61.07 61.23 60.40 61.23 60.73 60.54 
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14 59.90 60.40 59.96 61.35 60.40 60.07 61.85 61.40 61.18 61.51 60.80 
16 59.90 60.23 60.34 60.73 60.68 60.62 60.79 59.57 60.62 61.51 60.50 
18 59.45 60.51 60.12 60.46 59.51 60.23 60.34 60.18 59.84 60.46 60.11 
20 59.23 59.68 59.23 58.58 58.73 57.62 58.40 59.68 59.79 59.84 59.08 
22 58.73 59.60 59.23 59.23 59.62 59.57 59.84 60.34 60.01 59.79 59.60 
24 58.84 59.90 59.45 59.40 59.84 60.34 60.40 60.73 61.12 60.62 60.06 
26 58.03 59.73 59.40 59.45 58.79 58.34 58.45 59.84 59.62 59.79 59.14 
Average 
HNN (%) 59.02 59.69 59.43 59.69 59.59 59.65 60.02 60.42 60.47 60.27 
 
 
Finally, the recognition accuracy and confusion matrix of the optimal performance of the MLP is 
shown in Table 5.  The Malay words /YANG/, /SAH/ and /SAYA/ were recognized with the highest 
accuracy of more than 80%, while Malay words /ORANG/ and /DENGAN/ were recognized with the 
lowest accuracy of 64% and 65% respectively. Recognition performances become very poor, due to the 
network is tested on types of data that were not trained on before.  However, there might be multiple 
reasons for this performance degradation due to possible cause may be the gap between the voiced and 
unvoiced portion at the beginning and ending points of the some words that resulting in incorrect 
endpoint detection. 
 
 
 
 
Table 5. Recognition Accuracy And Confusion Matrix Of MLP Performance 
RECOGNITION ACCURACY (%) 
 WORD 
 
ADA BOLEH DENGAN IALAH KALAU ORANG SAH SAYA UNTUK YANG Other 
ADA 78 2 4 1 3 1 2 4 3 1 1 
BOLEH 5 70 2 3 1 2 2 2 4 9 0 
DENGAN 3 8 65 2 4 3 3 5 3 3 1 
IALAH 2 7 3 68 4 3 2 3 4 4 0 
KALAU 3 4 4 3 71 2 6 2 2 2 1 
ORANG 5 4 4 3 2 64 5 4 3 5 1 
SAH 1 2 3 2 3 4 82 0 3 0 0 
SAYA 1 0 3 4 3 4 3 80 0 1 1 
UNTUK 1 1 1 5 5 3 2 3 75 3 1 
YANG 1 3 2 2 2 1 0 0 3 86 0 
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5. CONCLUSION 
In conclusion, the study shows that a two-layer feed forward neural network configuration can be used for 
isolated spoken Malay word recognition problem. The recognition performance of the multi-layer 
networks gradually increases as the number of hidden neurons in the hidden layers increases. However, 
the performance of the multi-layer networks degraded significantly under the testing data types which not 
be trained into the network before and should consider in expanding the vocabulary used for future 
experiments. Finally, we believe that there are still a wide variety of issues that can be addressed in order 
to build a robust and reliable speech recognizer in future. 
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