. Cells not in the immediate neighborhood have indirect effect because of the propagation effects of the dynamics of the network. Each cell has a state n, input U , and output y. The state of each cell is bounded for all time t > U and, after the transient has settled down, a cellular neural network always approaches one of its stable equilibrium points. This last fact is relevant because it implies that the circuit will not oscillate. The dynamics of a CNN has both output feedback (A) and input control (B) mechanisms. The first order nonlinear differential equation defining the dynamics of a cellular neural network cell can be written as follows AND CNN is a hybrid of Cellular Automata and Neural Networks (hence the name Cellular Neural Networks), and it shares the best features of both worlds. Like Neural Networks, its continuous time feature allows real-time signal processing, and like Cellular Automata, its local interconnection feature makes VLSI realization feasible. Its grid-like structure is suitable for the solution of a high order system of first order non-linear differential equations on-line and in real-time .
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CNN is an analog nonlinear dynamic processor array, see 
4)
The mode of operation may be transient, equilibrium, periodic, chaotic, or combined with logic (without A/D conversion). The basic circuit unit of CNN is called a cell [3] . It contains linear and nonlinear circuit elements. Any cell, C(ij), is
where xu is the state of cell C(i,j), q ( U ) is the initial condition of the cell, C is a linear capacitor, R is a linear resistor, I is an independent current source, A(iJ;k, 1) ykl and B{i,j;k,l) Ukl CNNs have as input a set of analog values and its programmability is done via cloning templates. Thus, programmability is one of the most attractive properties of CNNs, but how to choose the optimal network and how to program it to perform a given task are still topics under investigation. This is the reason why there is a need for a behavioral CNN simulator capable of helping investigators design and manipulate cloning templates ("programming"). Existent tools are not meant to deal with a significant number of pixels typical in common image processing applications [6] . The simulator presented here not only satisfies this need, but it also can be used for testing CNN hardware implementations. (1) is space invariant, which means that A(i,j;k,l) = A(i-k,j-1) and B(i,j;k,l) = B(i-k,j-1) for all i,j,kl. Therefore, the solution of the system of difference equations can be seen as a convolution process between the image and the CNN processors. The basic approach is to imagine a square subimage area centered at (x,y), with the subimage being the same size of the templates involved in the simulation. The center of this subimage is then moved from pixel to pixel starting, say, at the top left comer and applying the A and B templates at each location (x,y) to solve the differential equation, see Fig. 2 . This procedure is repeated for each time step, for all the pixels. An instance of this image scanning-processing is referred to as an "iteration". The processing stops when it is found that the states of all CNN The raster approach implies that each pixel is mapped onto a CNN processor. That is, we have an image processing function in the spatial domain that can be expressed as:
BEHAVIORAL SIMULATION Recall that equation
wheref(.) is the input image, g(.) the processed image, and T is an operator onf(.) defined over the neighborhood of (x,y). From hardware implementation's point of view, this is a very exhaustive approach. For practical applications, in the order of 250,000 pixels, the hardware would require an enormous amount of processors which would make its implementation unfeasible. An altemative is to multiplex the image processing operator. A rime-mdtiplexed CNN simulator is presented in a companion paper [ 1 I.
Fig. 2 Raster simulation approach

NUMERICAL INTEGRATION METHODS
The CNN is described by a system of nonlinear differential equations. Therefore, it is necessary to discretize the differential equation for perfonning behavioral simulation.
For computational purposes, a normalized time differential equation describing CNN is used [4]:
This whole simulating approach is referred to as rusfer simulation. A simplified algorithm is presented below for this approach. The part where the integration is involved (i.e. calculation of the next state) is explained in the Numerical Integration Methods section. 
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Predictor-Comector algorithm and the Fourth-Order (quartic) Runge-Kutta algorithm. These methods differ in the way they evaluate the integral presented in (4).
Euler's method is the simplest of all algorithms for solving ODEs. It is an explicit formula which uses the Taylor-series expansion to calculate the approximation
The Improved Euler Predictorzorrector method uses both explicit (predictor) and implicit (corrector) formulae. The integral is calculated by multiplying the stepsize t with the averaged sum of both the derivative of x(nt) and the derivative of the predicted xp((n+l)t) at the next time step:
The Fourth-Order Runge-Kutta method is the most costly among the three methods in terms of computation time, as it requires four derivative evaluations per time step. However, its high cost is compensated by its accuracy in transient behavior analysis. Since speed is one of the main concerns in the simulation, finding the maximum step size that still yields convergence for a template can be helpful in speeding up the system. The speed-up can be achieved by selecting an appropriate At for that particular template. Even though the maximum step size may slightly vary from one image to another, the values in Fig.4 still serve as good references. These results were obtained by trial and error over more than 100 simulations on a diamond figure.
The importance of selecting an appropriate At can be easily visualized in Fig. 5 . If the step size chosen is too small, it might take many iterations, hence longer time, to achieve convergence. On the other hand, if the step size taken is too (256 pixels) using an Edge detection template on a diamond figure. In Fig. 6 , simulation time computations using an Averaging template for images of sizes to about 250,000 pixels are shown.
Step Size (At) Number of Pixels (lo3) Fig. 6 . Simulation time for images of sizes ranging from 64x64 (4096 pixels) to 415x603 (250245 pixels) using Averaging template
