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SUMMARY
The high degree of complexity and uncertainty associated with aerospace
engineering applications has driven designers and engineers towards the use of prob-
abilistic and statistical analysis tools in order to understand and design for that
uncertainty. As a result, probabilistic methods have permeated the aerospace field to
the extent that single point deterministic designs are no longer credible, particularly
in systems analysis, performance assessment, technology impact quantification, etc.
However, as statistics theory is not the primary focus of most aerospace practitioners,
incorrect assumptions and flawed methods are often unknowingly used in design.
A common assumption of probabilistic assessments in the field of aerospace is the
independence of random variables. These random variables represent design vari-
ables, noise variables, technology impacts, etc., which can be difficult to correlate but
do have underlying relationships. The justification for the assumed independence is
usually not discussed in the literature even though this can have a substantial effect
on probabilistic assessment and uncertainty quantification results. In other cases the
dependence between random variables is acknowledged but intentionally ignored on
the basis of difficulty in characterizing underlying random variable relationships, a
strong bias towards methodological simplicity and low computational expense, and
the expectation of modest strength in random variable dependence. Probabilistic
assessments also yield large amounts of data which is not effectively used due to the
sheer volume of data and poor traceability to the drivers of uncertainty. The litera-
ture shows optimization techniques are resorted to in order to select from competing
alternatives in multiobjective spaces, however, these techniques generally do not han-
dle uncertainty well. The motivating question is, how can improvements be made to
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the probabilistic assessment process for aircraft technology assessments that capture
technology impact tradeoffs and dependencies, and ultimately enable decision makers
to make an axiomatic and rational selection under uncertainty?
This question leads to the research objective of this work which is to develop a
methodology “to quantify and characterize aviation’s environmental impact, uncer-
tainties, and the trade-offs and interdependencies among various impacts” [44], in
order to assess and select future aircraft technologies. Copula theory is suggested
to address the problem of assumed independence on the input side of probabilistic
assessments in aerospace applications. Copulas are functions that can be used to de-
fine probabilistic relationships between random variables. They are well documented
in the literature and have been used in many fields such as the statistics, finance,
and insurance industries. They can be used to quantify complex relationships, even if
that is only qualitatively or notionally understood. In this way a designer’s knowledge
regarding uncertainty can be better represented and propagated to system level met-
rics through the probabilistic assessment. Utility theory is proposed as a solution to
the challenge of effectively using output data from probabilistic assessments. Utility
theory is a powerful tool used in economics, marketing, psychiatry, etc., to express
preferences among competing alternatives. Utility theory can provide combined val-
uation to each alternative in a multiobjective design space while incorporating the
uncertainty associated with each alternative. This can enable designers to rationally
and axiomatically make selections consistent with their preferences, between complex
solutions with varying degrees of uncertainty.
This work provides an introduction to copula and utility theories for the aerospace
audience. It also demonstrates how these theories can be applied in canonical prob-
lems to bridge gaps currently found in the literature with regards to probabilistic
assessments of aircraft technologies. The key contributions of this research are (1)
an Archimedean copula selection tree enabling practitioners to rapidly translate their
xxv
qualitative understanding of dependence into copula families that can represent it
quantitatively (2) estimation of the quantified effect of using copulas to capture prob-
abilistic dependence in three representative aerospace applications (3) an expected
utility formulation for axiomatically ranking and selecting aircraft technology pack-
ages under uncertainty and (4) a strategic elicitation procedure for multiattribute
utility functions that does not need assumptions of independence conditions on pref-
erences between the attributes. The proposed FAAST methodology is shown as an
encompassing framework for the aircraft technology assessment and selection prob-
lem that fills capability gaps from the literature and supports the decision maker in




The aviation industry has experienced rapid growth in recent decades with most
stakeholders agreeing that these trends will continue well into the future. Aviation
has a significant impact on the environment in many different ways including emis-
sions and noise pollution. As the industry continues to expand in response to rising
demand, so will its environmental footprint. There are many different efforts under-
way to help address the challenges presented by this growth. The most potential for
enabling solutions is seen in technological development. However future technologies
are inherently uncertain and thus present their own challenges.
Whether applied to existing aircraft or completely novel concepts, future tech-
nologies carry an inherent risk due to the uncertainty associated with them. The
uncertainty is driven by a myriad of factors including the advanced nature of the
technologies themselves, but additionally the challenges of incorporation into the air-
craft and integration with other required technologies. While there are many obvious
difficulties with representing and propagating uncertain information about technolo-
gies, designers also encounter challenges in representing the information they do know
about technologies. Sometimes this is due to the qualitative nature of their under-
standing or is based upon engineering judgment which does not easily translate into
conventional methods of quantifying and propagating uncertainty.
In light of these numerous challenges various entities have undertaken long term
efforts intended to facilitate the growth of the aviation industry. Critical to informing
technology development and investment decisions undertaken by these entities is a
better understanding of the risks associated with different technologies. While the
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majority of the focus thus far has been on quantifying the uncertainty regarding
the unknowns of future technologies, a wealth of information is being left behind in
regards to the things we do know from the experience of designers and engineers which
can help improve uncertainty quantification. The focus of this research is to leverage
existing knowledge and engineering judgment to better represent the uncertainty
associated with future technologies and use that capability to demonstrate a number
of case studies which can better inform technology development decisions.
1.1 Rising Demand for Aviation
Various entities from aircraft manufacturers to regulatory bodies have forecasted
strong growth in demand for aviation in the future. While the estimates vary be-
tween different groups one thing is clear, the demand for air travel is significantly
growing across the globe. These forecasts are based in part on trends from previous
decades and on recent developments of commercial aviation becoming more accessible
in many parts of the world. In this sense the demand for air travel is expected to
increase both domestically and abroad.
In their Long Range Forecasts report, the FAA has predicted approximately 60%
increase in commercial aircraft operations at all US airports by the year 2030 [59].
While the FAA acknowledges the dampening of demand for air travel caused by the
recent economic downturn it predicts a favorable long-term outlook. It believes that
economic activity drives demand for aviation and therefore predicts aviation activity
to recover on pace with the economy. They discuss the various strategic changes
made by operators to shed less traveled routes and charge for services that have
historically been included in ticket prices. These strategies have resulted in record
high load factors which have helped operators cope with rising fuel costs and the
latest recession. With improving economic conditions the FAA predicts a steady
annual increase in passengers for US commercial carriers from approximately 650
2
million in the current year to nearly 1.1 billion in 2033 [60].
Airframers are also anticipating this demand and are planning to bring many more
vehicles to the market. These new vehicles will not just replace existing or aging
vehicles but will actually increase the size of the fleet by nearly 58%. In its Current
Market Outlook [24] Boeing claims the worldwide fleet will double from nearly 21,000
aircraft to over 42,000 by 2033. Expectations that jet fuel prices would remain high
but stable have not proven accurate recently. Brent crude oil prices have traded in the
range of $110, plus or minus $5 per barrel since 2012. However, at the start of this year
oil prices tumbled down to below $50 per barrel; levels not seen since the early 2000s
when crude oil was trading near $40 per barrel. Analysts have attributed this change
to high inventories of oil in the United States and rapidly escalating production of oil
in the US [72]. The US Energy Information Agency forecasts high uncertainty in the
price of oil due to a myriad of global factors including sustained high levels of OPEC
production, the emergence of major middle east suppliers reentering the market, the
strength of oil consumption growth, and the responsiveness of non-OPEC production
to low oil prices [56]. The volatility in the price of oil underscores the need from an
economic perspective for newer vehicles to be even more fuel efficient.
Airbus predicts that as the global economy recovers so will the demand for air
travel. They state that overall the aviation industry has been very resilient to many
historical crises and has actually grown 61% since 2000. In their Global Market
Forecast [3] Airbus claims that increasing urbanization worldwide, and in particular
the growth of the middle class from 32% of global population today to 62% by 2032,
will increase the propensity to fly. They also predict a doubling of fleet size by 2032
indicating that emerging markets across the globe will play a big part in demand for
air travel. Other organizations are also predicting increasing passenger traffic in the
short term. The International Air Transport Association (IATA) reports an expected
rise of 31% in passenger demand by 2017 in their Airline Industry Forecast [87]. The
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IATA system wide outlook estimates passenger growth of 930 million by 2017.
While the exact numbers differ among these forecasts they all predict similar
trends for the future growth of aviation, both in the short and long term. The avia-
tion industry and the demand for air travel is expected to see significant growth in the
coming decades and this present a great number of opportunities and challenges for
all stakeholders. Each stakeholder is concerned with addressing the challenges most
relevant to them, e.g. aircraft manufacturers are planning to meet the rising demand
for aircraft, airliners are addressing the needs of passengers, regulatory agencies are
anticipating how to safely accommodate increased system traffic, etc. However all
stakeholders are in some way concerned with the environmental impact of a burgeon-
ing aviation industry. The environment is naturally a concern for all stakeholders
because we all share it and are all responsible for it. In this sense it is a common and
imperative goal to reduce the environmental footprint of the aviation industry.
1.2 Environmental Impact of Aviation
The aviation industry has a complex and far-reaching relationship with our environ-
ment which requires in-depth study and analysis. Environmental effects exist both
locally near airports and flight paths and on a global scale affecting the climate and
all forms of life on the planet.
As a by product of combustion, aircraft engines emit a variety of dangerous gases
and solids into the atmosphere including Carbon Monoxide (CO), Carbon Dioxide
(CO2), Ozone, Particulate Matter (PM), Sulfur Dioxide (SO2), Volatile Organic Com-
pounds (VOCs), and Nitrogen Oxides (NOx) [249]. Each of these pollutants is asso-
ciated with their own negative health effects and some are considered lethal in high
concentrations. NOx emissions in particular have been directly linked to smog for-
mation and adverse human health conditions. US airports are among the top four
emitters of these pollutants in the country. Researchers have pointed to NOx and
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CO2 as the most important gases to be reduced. While varying scenarios have been
predicted for the amount of these gases in the atmosphere by the year 2050 [160] and
the resulting adverse effects, it is clear that they are the most responsible for atmo-
spheric deterioration and climate change. While reducing emissions of these gases
from aircraft directly is vital, it is also important to note that these emissions are
produced by the combustion of fuel and air inside the engine. Hence if fuel burn in
general is reduced, so will the production of these emissions.
Another important environmental impact of aviation is noise pollution. Noise
is described as unwanted sound energy emitted from the aircraft. There are many
sources of noise on the aircraft and they all contribute to the total noise experienced
by observers on the ground. It is particularly harmful for those living around airports
where the presence of aircraft noise is most disturbing. Aircraft noise is more than just
a nuisance and has been characterized as damaging to human health and significantly
reducing quality of life. In a World Health Organization report [164] aviation noise was
linked to hearing impairment, pain, sleep disturbance, stress, cardiovascular effects,
and mental disorders. Noise is measured in Decibel scale (dB) and it is typically
thought that a limit of 55 dB is required for undisturbed sleep. At a noise level of
70 dB normal speech communication is not possible, yet it is not uncommon to find
airport operations occurring well above this value [249].
As the amount of airport operations rise to keep pace with increasing demand,
especially in developing parts of the world, the environmental impact of aviation
will grow increasingly larger. For the sustainability of the environment, both locally
and globally, it is imperative that these environmental challenges be addressed and
aviation’s future footprint be reduced.
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1.3 Mitigating Environmental Footprint of Aviation
The aviation community has been working very hard to address the growing envi-
ronmental challenges faced by the industry. The focus is on reducing the current
footprint of aviation on the environment and on developing solutions to sustain the
expected growth. There are several different initiatives established for this purpose
which are led by various regulatory bodies and industry partners. An important gov-
ernment led effort in the United States is the the Next Generation Air Transportation
System (NextGen) [102], which is upgrading the technology infrastructure of the US
air transportation network. Included in its mission is the development of systems
and procedures which will reduce the negative impact of the aviation sector on the
environment.
Similarly in Europe, the Single European Sky and Air Traffic Management Re-
search (SESAR) [212] project is focused on delivering a new level of performance to
the European air traffic system. This includes stated objectives of 27% increase in
airspace capacity, 6% reduction in cost per flight, and 2.8% reduction in environmen-
tal impact per flight.
In order to accomplish their goals both NextGen and SESAR have supporting pro-
grams which are investing in a wide range of technologies to improve the performance
of aircraft and their operating networks. The goal of these technology development
programs is to select and mature potentially valuable technologies to a level where
industry can make use of them more easily. The FAA’s Continuous Lower Energy,
Emissions, and Noise (CLEEN) program is made up of several commercial industry
partners with an overarching objective to “accelerate development and commercial
deployment of environmentally promising aircraft technologies and sustainable alter-
native fuels” [93]. CLEEN’s technology development program focuses on delivering
mature technologies in the 2015-2018 time frame which the industry can use to reduce
environmental impact in the near term. This is known as the N+1 aircraft time frame
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[207], which represents the next generation of tube-and-wing aircraft.
The National Aeronautics and Space Administration (NASA) leads another tech-
nology development program in support of NextGen called the Environmentally Re-
sponsible Aviation (ERA) project. This program focuses on maturing “promising
technology and advanced aircraft configurations that meet mid-term goals - in the
next five to ten years.” [36]. ERA focuses on the N+2 aircraft time frame which
represents advanced aircraft after the N+1 time frame [207]. In the long term period
which is considered 15-20 years from now and beyond (N+3), NASA has multiple
research efforts supporting development for NextGen. These include six different
research teams led by industry partners focusing on various aviation sectors includ-
ing the Subsonic Fixed Wing (SFW) program [186], Advanced Concepts Studies for
Supersonic Commercial Transport, Small Commercial Efficient and Quiet Air Trans-
portation, etc. [159].
These programs just represent a portion of the current research for designing the
next generation of aircraft which will be among many other things, far more envi-
ronmentally sustainable. While there are multiple technology development efforts
proceeding concurrently, each focused on obtaining various benefits, three main ar-
eas have been identified for significant reductions in the literature; aircraft fuel burn,
noise, and emissions. These areas have been targeted with several aggressive perfor-
mance goals stated over time for each goal. They are summarized by NASA in Fig.
1 below [71].
These goals are highly visible in the aircraft design community and are stated as
improvements over a reference subsonic aircraft baseline. The N+1 and N+3 goals are
reductions compared to a Boeing 737-800 aircraft with CFM56-7B engines and the
N+2 goals are reductions compared to a Boeing 777-200 with GE-90 engines. Within
each time frame these goals represent a significant advancement of the state of the
art. Meeting them will be challenging and will require revolutionary breakthroughs.
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Figure 1: NASA subsonic transport system level goals
In order to meet these goals significant improvements will be needed not only from
the aircraft itself but from the industry as a whole. The Intergovernmental Panel on
Climate Change (IPCC) issued a report addressing the role of aviation and its effect
on the atmosphere [169]. In it they outline a number of options to reduce the nega-
tive impacts of aviation including aircraft and engine technology options, alternative
fuel options, operational, regulatory, economic, and other options. These various al-
ternatives have also been acknowledged by other entities like NASA, the FAA, and
the IATA. Among these various areas of improvement, technology infusion within the
aircraft has received special attention in the literature and has been identified as a
prime area of research focus. The IATA Technology Roadmap report[88] indicates
that future technologies will be a large contributor to the reduction of emissions over
the next 35 years, as depicted in Fig. 2.
Clearly infusion of future technologies will play a significant role in meeting the
goals outlined by NASA in Fig. 1, and as such will be an overarching focus of this
work. Examining vehicle level technology impacts and how they impact performance
will be used as an intermediate, yet crucial step towards the broader impact at the
fleet level, on climate change, and the environment. The development of advanced
technologies for aviation has also been given a national mandate from the White
House in the National Aeronautics Research and Development Plan (2010) [44]. In
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Figure 2: IATA sources of emissions reduction timeline
this report, two goals relating to technology development for aviation have been
clearly stated:
1. Advance development of technologies and operations to enable significant in-
creases in the energy efficiency of the aviation system.
2. Advance development of technologies and operational procedures to decrease
the significant environmental impacts of the aviation system.
In order to meet these specific goals designers and engineers have been tasked by
the federal government with short and long term directives. In the near term they have
been asked to develop improved tools, and metrics, “to quantify and characterize avi-
ation’s environmental impact, uncertainties, and the trade-offs and interdependencies
among various impacts” [44]. This statement is very significant and a key motivator
of this work. From it we can understand that adequate characterization and incor-
poration of uncertainty into the analysis is critical for technology development. How
much uncertainty currently exists, how much of it is actually reducible, and what
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will it take to reduce it? These are difficult questions to answer but they are very
important. Properly understanding how much uncertainty is currently in the system
is requisite to being able to reduce it. It is even recognized at the national policy level
that understanding the uncertainties, tradeoffs, and interdependencies that currently
exist is a fundamental step towards reducing uncertainty in the long term. This will
form the first research objective:
Research Objective
Develop a methodology “to quantify and characterize aviation’s envi-
ronmental impact, uncertainties, and the trade-offs and interdepen-
dencies among various impacts” [44], in order to assess and select
future aircraft technologies.
Many sources of uncertainty exist in this problem, so it is important to discuss the
kind of uncertainty we are referring to in this work. Characterizing a technology’s
impact(s) means establishing a correct mapping between attributes of the system
and their resulting effects on the vehicle performance and on the environment. If
this mapping is well understood, then it can be quantified to understand how the
technology will impact the vehicle. In this context, uncertainties exist when it is
difficult to quantify what that impact is going to be for a number of different reasons
but mainly because development of future technologies is inherently uncertain as they
do not yet exist.
It is also important to understand what is meant by tradeoffs and interdependen-
cies in this context. Given a multivariate function Z = f(x, y), the interdependency is
the underlying coupling relationship between x and y in the function f . These inter-
dependencies can exist in a number of ways among technologies. They can be present
as underlying relationships between a technology’s benefits and degradations, across
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multiple technologies, or between technologies and design inputs. A tradeoff exists
when there is an underlying relationship that drives x and y in opposite directions
that prevents them from reaching optimum levels simultaneously. This necessitates a
compromise to balance 2 or more different objectives. Tradeoffs in this problem are
not just between competing environmental metrics but also exist with other factors
like cost. For example, the number of technologies to apply on a vehicle or pursue and
develop (x), versus the cost of doing so (y). The more technologies that are added,
the better the system will perform environmentally speaking (Z), but the cost of the
system will also increase, so a tradeoff exists for the number of technologies x, and
the cost y. It is understood even at the national policy level [44] that recognizing,
incorporating, and optimizing for these tradeoffs and interdependencies is critical to
achieving the future goals of the aviation community.
1.4 Challenges Posed By This Problem
Government entities and the public sector must lead efforts to push for environmental
improvements. Even with public support, it is still extremely challenging to model,
predict, and test technologies that will mature 10 to 30 years in the future. Gen-
erally speaking, “commercial aerospace systems require 7 to 15 years from concept
formulation until the product launch date.” [113] The extended timeline makes it
very important to make proper technology selection decisions at the outset, or risk
significant implications to cost and schedule. Assuming the proper technologies can
be matured in the right amount of time, integrating them on the aircraft and within
the fleet is extremely complex. On the aircraft level compatibilities with existing
and other future technologies must be ensured. Technology impacts that improve
performance in one area must be weighed against their potential adverse effects in
other areas. On the fleet level benefits must be integrated and proven consistently
across many different aircraft. Even if these technologies are successfully developed
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and integrated and the long-term goals are met in the future, the cost today of pro-
grams like NextGen and SESAR cannot be overstated. NextGen has an estimated
cost between 14-22 billion dollars [102] and SESAR will carry an approximate price
tag of 30 billion Euros [37]. This is only a brief summary of the many challenges
associated with future technology development in the aerospace industry, yet they
are still seen as as having significant potential to reach the goals envisioned for the
future of the industry.
No single technology exists that will meet all of the different goals which have
been stated. As each technology is developed and assessed, its performance relative
to the given goals will have to be evaluated. There are multiple objectives in this
problem like improvements in fuel burn, reduction of engine emissions, decreasing
noise pollution, lowering costs, and others. A technology that brings improvement
towards one objective may simultaneously reduce performance in another. Trade-
offs and compromises are necessary to find an optimal solution. Compounding this
problem is the fact that these tradeoffs must incorporate the uncertainty associated
with the future technology impacts. There are many stakeholders in the industry,
each interested in their own specified goals such as emissions reduction or decreasing
noise, etc. Each party places differing levels of importance on each goal which must
also be captured before making future technology decisions.
Finally, the literature contains extensive amounts of research on potential tech-
nologies for future aircraft. There are hundreds of promising ideas to pursue and
many future platforms for novel applications. Each technology and future architec-
ture has a set of design variables, noise factors, and evaluation metrics necessary to
assess that future system. Additionally all of these aspects have varying levels of
uncertainty associated with them. The combinatorial space is excessively large when
one tries to capture all of the aspects involved in this problem, particularly when
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including the variations in uncertainty in the technologies themselves and their in-
tegration into larger systems. This makes the selection of an optimal set of future
technologies under uncertainty a very difficult task.
The national mandate [44] mentioned earlier in this section uses specific verbage
that directly corresponds with each of the major aspects of this problem. It states that
analysts are tasked “to quantify and characterize aviation’s environmental impact,
uncertainties, and the trade-offs and interdependencies among various impacts.” The
uncertainty in this problem is directly related to the technology impacts which are
not yet fully known. The tradeoffs will take the form of multiple objectives which
characterize this problem including reduction of fuel burn, noise pollution, and engine
emissions. Related to the uncertainty aspect is the issue of interdependencies between
technology impacts, which is also not yet fully known. As a result they are sometimes
disregarded altogether, and even in deterministic formulations the interdependencies
between technologies are often times ignored. However it is recognized even at the
international policy level that interdependencies are important and yet the state of
the art fails to capture those trends, at least in the context of uncertain nature of
the interdependencies. In light of this national mandate the motivating question
for this works is, how can improvements be made to the probabilistic assessment
process for aircraft technology assessments that capture technology impact tradeoffs
and dependencies, and ultimately enable decision makers to make an axiomatic and
rational selection under uncertainty?
1.5 Problem Characterization
The problem described here has several key aspects that can be used to characterize
it and approach it axiomatically. First, uncertainty will play a key role and cannot be
ignored, so the approach must capture this in some way. It has multiple competing
objectives so the approach must be able to account for multiple goals simultaneously.
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Each objective also has different target thresholds that can have varying levels of
importance for decision makers so the approach must be able to include targets and
the preferences of the decision maker. Finally a key aspect of the problem that can’t be
ignored is the large combinatorial space that exists, so the approach must be efficient
and able to handle many different alternatives rapidly. With several different aspects
to this problem, it is important to address each of these issues while keeping the
scope manageable. This work will examine the quantification of technology impacts
at the vehicle level in consideration of uncertainties, tradeoffs, and interdependencies,
in order to make a technology selection in light of the relevant aspects of this problem.
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CHAPTER II
SURVEY OF PROBABILISTIC ASSESSMENT METHODS
2.1 Introduction
This review will focus on identifying methods and techniques that can address the
relevant aspects of the aircraft technology selection problem such as how to capture
dependencies between random variables and how to include uncertainty information
into the technology selection framework. These can both be addressed by investigat-
ing existing probabilistic techniques. Probabilistic methods take on many different
meanings in a variety of disciplines from combinatorial mathematics to actuarial sci-
ences. For our purposes in engineering analysis we refer to probabilistic methods as
non-deterministic assessment techniques that allow for the inclusion of uncertainty in
engineering analysis and design. There is significant literature on probabilistic assess-
ment of future subsystem technologies and concepts for which the impact on system
performance is uncertain. Applications such as future aircraft technologies for higher
efficiency and lower environmental impact have received significant attention, partic-
ularly as they inform policy and direction for research and development. This review
identifies and examines the most relevant aspects of this body of work, focusing on
probabilistic technology impact assessment for aerospace applications, while giving
due consideration to broader applications in engineering.
Probabilistic methods allow the systems analyst or designer to go beyond point
solutions and deterministic answers, enabling uncertainty management and the cre-
ation of robust designs. Aerospace systems have multiple sources of uncertainty and
a main concern is their relative impact on the system response. Probabilistic methods
facilitate the observation and assessment of uncertainty so that dominant sources can
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eventually be reduced. Zio and Pedroni [257] provide a noteworthy review of the root
causes of uncertainty and why probabilistic methods are necessary from a theoretical
perspective. They discuss the sources of uncertainty, how it is represented, and how
it is propagated with probability theories including imprecise probability, probability
bound analysis, evidence theory, and possibility theory. Ryan and Townsend [194]
discuss the practical benefits of probabilistic methods in aerospace applications and
how they have contributed to the success of key programs such as the space shuttle
main engine design. Uncertainty in design requirements and environmental condition
necessitates a level of safety in design, formerly mitigated via deterministic safety
factors, but more recently with probabilistic methods as a preferred approach.
Probabilistic methods can be broadly categorized as analytical or numerical. A
general numerical approach for non-deterministic assessment was reported as early as
1968 [237], summarized in five basic steps:
1. Determine design equations relating properties at lower levels to measures of
system level performance
2. Obtain subjective probabilities for subsystem properties
3. Use Monte Carlo to sample from these probabilities
4. Generate statistical measures for resulting systems performance distribution
5. Compare statistical measures across time periods for an indication of progress
This approach has remained largely unchanged since its publication almost 50 years
ago, with much of the literature on numerical probabilistic assessment adhering to
it. However, there exists a wealth of methodological variations to the above steps,
as well as more expansive formulations that build upon it, which over the years
have been proposed to resolve distinct challenges and provide greater insight from
probabilistic analysis efforts. The aerospace and aeronautics domain has been for
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many years one of the most popular and fruitful in terms of relevant applications and
methodological improvements. The characterization of uncertain subsystem technol-
ogy improvements and their impact on system level performance in the aerospace and
aeronautics domain are particularly noteworthy. The remainder of this survey article
is dedicated to the review of that body of work. In the interest of completeness we
briefly review analytical approaches first.
2.2 Analytical Approaches
Analytical approaches are closed-form solutions to uncertainty characterization and
propagation. It is generally accepted that analytical methods have more modest sys-
tem evaluation requirements relative to numerical approaches. The computational
power available in past decades, and approximately up to the mid 1990’s, made an-
alytical approaches preferable for a vast majority of applications. At the same time,
while the fundamental building blocks of analytical solutions offer good generality,
important simplifying assumptions are requisite for the development of more useful
closed form expressions. Accordingly the value and validity of analytical solutions
is predicated on the extent to which said assumptions hold for a problem of inter-
est. Even when some conditions do not fully adhere to methodological assumptions,
the analytical approach to assessment may remain preferable over potentially costly
numerical solutions.
One of the simplest measures of uncertainty is a sensitivity, or rate of change
[150]. In multivariate functions, sensitivities are usually calculated as partial deriva-
tives. Its important to remember that the scale of units will affect the magnitude
of sensitivities, so using consistent units is imperative when making comparisons. In
uncertainty analysis the practitioner should not only consider the sensitivities, but
also the uncertainty of the inputs to those sensitivities. A commonly known first or-
der approximation, the Gaussian approximation [150], includes both sensitivity and
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uncertainty by using partial derivatives and standard deviations of the inputs. This
method propagates the uncertainty of the inputs by calculating the variance of the
output via the input variances and partial derivatives. Sensitivities can also be found
by more complex techniques such as the Fourier Amplitude Sensitivity Test (FAST).
The FAST method probabilistically determine sensitivities to individual parameter
uncertainties of a function. It models multi-dimensional systems as waves and fre-
quencies, then applies a Fourier transform to determine the sensitivities of parameters
[46]. Within the aerospace community it has been used in structural analysis [2] and
the impact prediction of decaying objects in space [184].
Expansion based methods represent a broad category of expanding analytical tech-
niques for uncertainty characterization. They can be functions of random variables
(stochastic expansions) or ordinary dependent variables like the well-known Taylor
series expansion which was originally stated by B. Taylor in 1715 [234] and later for-
malized by J. L. Lagrange in 1772. It uses partial derivatives from a known point to
approximate the function value at another point in terms of deviations of the inputs
from the known point. It is widely used to model error of approximations provided the
error is not large and is measured locally. The expansion can be extended to higher
order terms to capture nonlinear behaviors but first order approximations are often
used for their simplicity. The first order approximation includes a covariance term
between the input variables but this is often ignored based on the assumption of in-
dependence between the input variables. In this case the Taylor Series approximation
reduces to the first order Gaussian approximation.
Stochastic expansions have been classified under the category of spectral methods
[125]. Spectral methods are those that create a functional relationship between the
solution and the germ, which is realized through the set of input independent ran-
dom variables. Different methods exist to create this functional relationship. When
this relationship takes the form of a summation of terms, where the arguments of
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that expansion are random variables, then they are known as stochastic expansions.
Spectral methods like stochastic expansions are advantageous because they converge
on the uncertainty moments of the system response faster than traditional Monte
Carlo (MC) methods. MC methods are limited in their rate of convergence by the
number of realizations and in some systems, MC sampling can be prohibitively ex-
pensive motivating the need for faster techniques like spectral methods. Stochastic
expansions for uncertainty quantification include many different techniques such as
Karhunen-Loeve Expansions, Polynomial Chaos Expansions, Generalized Polynomial
Chaos, Galerkin methods, Wavelet Expansion method, etc [125]. While reviewing
each is beyond the scope of this work one of the most popular techniques, polynomial
chaos theory, is further discussed to provide a sense of how these methods are used.
Polynomial Chaos Expansions (PCE) are a popular stochastic expansion based
method because they are functions of random variables. They are a non-sampling
based mathematical technique to approximate the uncertainty of a dynamic system.
Introduced by Weiner in 1938 [250], the response of the system is approximated using
a summation of polynomial functions and a set of unique coefficients for those polyno-
mials. The polynomial functions are known as a chaos basis and are pre-constructed
based on the type of random variables used in the system. Since the chaos basis
is already known, the challenge lies in solving for the coefficients in the expansion.
This can be done intrusively or non-intrusively to obtain the expansion coefficients.
Galerkin methods [125] are an intrusive technique which attempts to form a system
of governing equations to solve for the PCE coefficients. In contrast, non-intrusive
methods use individual realizations of the germ to determine the stochastic model
response to random inputs [125]. While both methods have benefits and drawbacks,
non-intrusive methods are popular because they leverage information from an exist-
ing model familiar to practitioners to determine the expansion coefficients. A key
advantage of PCE is that once the coefficients are obtained, they directly provide the
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moments of the approximated system response such as mean and variance. In this
regard, PCE are more efficient than Monte Carlo based methods. However, for large
numbers of random variables PCE become expensive and practically intractable due
to the number of terms needed in the expansion [125, Fig 2.7].
Classical PCE require that the germ be a sequence of centered, normalized, mu-
tually orthogonal, Gaussian random variables [125]. Strong dependencies between
the random variables or a lack of orthogonality will reduce the accuracy of the ex-
pansion. If these conditions are met, Wiener [250] has developed a set of polynomial
functions called Hermite polynomials which serve as the set of basis functions in the
homogeneous chaos expansion. This work was further extended by Xiu in 2010 [252]
to include continuous and discontinuous random variables in the germ. As such, this
method is popularly known as generalized polynomial chaos (gPC) framework. Xiu
developed the polynomials needed in the chaos basis for a variety of random vari-
ables including gamma, beta, uniform, etc [125, Table 2.4]. The gPC framework
has been shown to be computationally superior to Monte Carlo methods in a vari-
ety of disciplines including stochastic fluid dynamics, stochastic finite elements, solid
mechanics, nonlinear estimation, etc. Polynomial Chaos has seen wide use in the
aerospace domain for a number of applications including uncertainty quantification
of airfoil oscillations [171], analyzing turbulence field for micro air vehicles [183], and
for the verification of stochastic solutions [86].
Variance estimating methods are another class of analytical techniques to estimate
uncertainty. Among them is weighted sums method which is applied under specific
conditions when the approximated function is known to be linear. As the name
suggests, a weighted sum of the inputs is used to estimate uncertainty of the response
[150]. The expressions for expected value and variance of the response are exact
regardless of the distribution over the input vector X. If the distribution over the
input is a multivariate normal in the weighted sum model, the resulting distribution
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will also be exactly normal. Even if this is not the case, by the central limit theorem,
the response will approximate a normal distribution as more and more independent
input distributions are included. Another technique in this class is the products of
powers of uncertain variables. This technique applies a log transform to a product of
the input variables [150]. The transformation turns the function into a weighted sum
of the uncertain inputs, similar to the technique described previously. The weights
in this case are the powers of the variables. These multiplicative models are widely
used in risk assessments of human health, pollution, and the environment [150]. The
product of powers model can also be useful for error propagation when applying
the Gaussian approximation. In this manner the effort of transforming to and from
the log space can be avoided and allows users to make use of arithmetic mean and
variances which are better known than geometric means and variances. However the
technique only works when the uncertainties are small relative to the means of the
variables and leads to a simple formulation for the relative error. This technique is
used for error propagation in the physical sciences and engineering fields [30].
Reliability methods are a form of analytical uncertainty analysis popularized in
the 1990s by the structural reliability community [57, 111, 128]. These applications
used FORM (First-Order Reliability Method) and SORM (Second-Order Reliability
Method) techniques that leveraged the most Probable Point (MPP) analysis. The
(MPP) method calculates the probability of failure given a constraint in an uncertain
multi-dimensional space. This method explores a joint probabilistic space by evalu-
ating limit state functions in an effort to identify the failure region for a particular
system. It identifies the failure boundary in the joint probabilistic space while mini-
mizing the number of limit state function evaluations as explained by Du [53]. This
approach lost popularity due to the higher dimensionality of recent applications and
the proportionally increasing cost of function evaluations with the number of random
variables [53]. In the aerospace community the technique did not see extensive use
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for technology evaluation and implementation but it did establish how to analyze
functions and constraints in a joint probabilistic space defined by multiple random
variables. Typical examples of the method exist in the context of aerospace struc-
tures and systems analysis [210, 70, 131]. A computer software implementation of
this method that was commonly used prior to more efficient surrogate models ([141])
is the FPI technique. Fast Probability Integration is a computerized analytical ap-
proach [220] based on MPP analysis that solves the equations representing the limit
state function in a joint probabilistic space. FPI has been used to assess individual
technologies and their impact on system reliability [26] as well as to examine the effect
of uncertain technological impacts from a holistic air traffic system perspective [142].
The process outlined in the latter work describing how to handle uncertainty as a
result of technology insertion with probability distributions is particularly relevant
and still used in many applications.
In general analytical methods have a couple of key advantages and disadvantages
compared to numerical methods [150]. First is the relative ease with which numerical
calculations can be executed once the algebraic analysis has been performed. An-
other advantage is the clarity with which uncertainty contributions can be traced.
Generally these methods will separate the variance of each output into the sum of the
contributions from each input. There are also several disadvantages including how
fast the difficulty of the algebraic analysis increases with the complexity of the model,
especially if higher order terms are needed. The tails of the resulting distribution are
not well defined because the output is typically given in distribution moments like
mean and variance. Analytical methods are generally local approaches and can have
large error if the true uncertainties are large, if there are nonlinearities in the model,
or if critical dependencies are ignored. These analytical methods can be used to prob-
abilistically handle uncertainty but numerical methods have been far more extensively
applied to assess uncertainty for technology modeling in the aerospace community.
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2.3 Numerical Approaches
2.3.1 Introduction to Numerical Approaches
Numerical approaches have gained significant popularity in probabilistic assessments
over the last two decades, facilitated in part by advanced computing capabilities which
make simulations and sampling very efficient and feasible for large-scale applications.
In addition modern software packages have simplified the use and implementation
of numerical methods, and have made the ensuing analysis much easier through a
variety of graphical and visual interfaces. Even with these notable improvements,
the basic process used in these numerical probabilistic assessments has not departed
significantly from the method outlined by Timson [237], which we also structure our
review of the literature pertaining to each of its steps.
2.3.2 System Equations and Response Surfaces as Surrogate Models
The first step in the numerical approach process calls for determining design equa-
tions characterizing measures of system level performance as a function of lower-level
(e.g. subsystem) properties. This view is particularly relevant for technology impact
assessment because technologies are typically applied at the subsystem level, yielding
benefits or penalties at that level, but also affecting system-level performance. Models
vary vastly in their level of fidelity and sophistication; for most real applications model
runtime is not conducive to substantial sampling required by numerical probabilistic
approaches. Surrogate models approximate the relationship between model inputs
and outputs with reduced runtime cost by virtue of their simpler mathematical form,
and thus arise as an enabler to numerical approaches. Common types of surrogate
models include but are not limited to, polynomial response surfaces, kriging [192],
support vector machines [149], and artificial neural networks [144, 191]. Response
surfaces and artificial neural networks are commonly used for aircraft technology im-
pact studies and are discussed further to illustrate how surrogate models are used in
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aerospace applications.
Response surfaces can be particularly useful in performing sensitivity analyses,
design space exploration, and system optimization. They are generated as an n-variate
polynomial regression using a design of experiments as a training data set. Second
order response surfaces can sufficiently capture many multinomial systemic behaviors
and are a typical starting point in many applications. With greater non-linearity it
is possible to include higher order effects or functional transforms. Fundamentals of
response surface methodology can be found in various texts [153, 112, 25]. Response
surfaces have been used in the probabilistic assessment of large structures [209], space
landing systems [213], and many other technology based applications [147, 235, 129].
They have also been used to assess aircraft technology impacts [217] and forecast
uncertainty in aircraft technologies [113, 178]. However, response surfaces do not
handle non-linear or discrete responses well, which can limit their usefulness in some
applications.
Artificial neural networks are a regression technique fundamentally similar to re-
sponse surfaces but they differ in the form used to capture the relationship between
the inputs and the response. They have biological inspiration and are functionally
based on the structure of actual neural systems. Their general form incorporates the
exponential function and can therefor well capture highly non-linear behaviors and
can even be applied to discrete classification problems. Their structure is adaptable
using a series of nodes and layers to capture the relationship between the inputs and
the response. The set of data to be regressed is used to train the neural network and
training algorithm is used to determine the set of coefficients that minimize the train-
ing error. Artificial neural networks have recently been used in aircraft technology
impact applications for noise modeling [17], propulsion system simulations [126], and
comparison of advanced vehicle concepts [91].
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2.3.3 Subjective Probability
Modern probabilistic analysis has two main schools of thought concerning probability,
the objectivist (frequentist) view and the subjectivist (Bayesian) view. The origins
of probability theory help to provide an understanding of which school is the appro-
priate choice for assessing technology impact uncertainties. This choice will underpin
how probability distributions are selected and implemented to represent the uncer-
tain inputs to surrogate models, which is the next step in the numerical probabilistic
assessment process. Jacob Bernoulli is credited with formalizing mathematical prob-
ability in his seminal book, “The Art of Conjecturing”, published in 1713 [19]. In it
he provides the definition, “probability is the degree of certainty, which is to the cer-
tainty as a part is to a whole” which indicates what probability is but not necessarily
how to obtain it. Multiple sources [74, 173, 5] indicate that the frequentist school of
thought derives probabilities from the frequency of occurrence over repeated trials.
The probability is simply based on the number of observations of an outcome over
the total number of trials. In this sense probability is purely empirical and objective.
In contrast the subjectivist view is an individual’s opinion about how likely an event
is to occur. This opinion can be formed in many ways based on experience and can
even encompass frequentist observations, but in the end is still a degree of belief.
Therefore it is subjective and based upon the knowledge of the analyst who assigns
it [74]. This subjective form of probability is particularly useful in situations where
it is impractical to hold many repeated trials such as structural reliability analysis or
future technology impact assessments.
While subjective probabilities are important tools for practitioners, care must be
exercised in the selection of distributions to represent random variables. When dis-
tributions are modeled accurately the results of the probabilistic assessment can be
credible and meaningful. For instance, it is important to rely on statistical hypothesis
testing based on the available data to select the proper distribution type to represent
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a random variable, so the choice of distribution can be justified. In some applications
[209, 54, 51], the normal distribution is used as a default choice in probabilistic as-
sessments without proper justification because it is easy to understand and familiar
to practitioners. This can easily be resolved by using any of a multitude of hypoth-
esis tests available for determining normality of an empirical data set such as the
Anderson-Darling test, D’Agostino’s K-squared test, the Jarque-Bera test, etc. How-
ever, if poor assumptions are made regarding distribution types, parameters, or about
relationships between random variables, the results of the probabilistic assessment can
be misleading or false. For example, Conrow [40] offers a detailed critique of published
literature in which he states that normal distributions should not have been assumed
for random variables and provides his own analysis employing the Anderson-Darling
and Kolmogorov-Smirnov [120, 216] statistical tests to define distribution type.
Sample size is another important concept when forming subjective opinions about
distributions. Jacob Bernoulli [19] stated in a letter to Leibniz that “even the stupi-
dest man knows by some instinct of nature per se and by no previous instruction”
that the greater the number of confirming observations, the surer the conjecture [67].
In the absence of these confirming observations, one should not make assumptions
about the type of distribution, even through hypothesis testing which requires sta-
tistically significant sample sizes [208]. If the proper sample sizes do not exist, one
should either generate them following empirical trends using techniques such as cop-
ulas [16] or sample from the empirical distribution directly. Significant dependencies
among random variables should also be accounted for when determining subjective
probabilities. In some applications [177, 143, 255], dependencies are ignored without
proper justification for a variety of reasons including a strong bias towards method-
ological simplicity is preferred, there is high difficulty in characterizing the underlying
dependence structure, or there is an expectation of low strength in random variable
dependence. Testing for the presence of dependence between random variables is
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enabled by the well-known Pearson correlation coefficient [168] or if outliers exist
in the data sets, by rank correlations like Kendall’s tau parameter [106] or Spear-
man’s correlation parameter [221]. In modern complex systems with many functional
relationships, assuming independence may be a simplifying assumption but not nec-
essarily an appropriate one. If dependence does exist between random variables there
are techniques to incorporate that dependence into probabilistic assessments, par-
ticularly in the context of future aircraft technology impacts. Zaidi, Jimenez, and
Mavris [254] suggest a copula based method for better representing the relationships
between random variables in probabilistic assessments using subjective input from
subject matter experts.
2.3.4 Probability Distribution Encoding
It can be argued that obtaining subjective probabilities and encoding distributions
is the most important part of any probabilistic assessment. The validity of the sub-
jectively encoded distributions governs the integrity of the probabilistic assessment
results. For this reason, significant attention has been given to examining many dif-
ferent works and processes that demonstrate this critical step. This is to underscore
the importance of correctly obtaining these subjective inputs and thereby lending
credibility to the outcome of the probabilistic assessment.
Ideally probability distributions would be based on analysis of real world data
that form well-defined empirical distributions. This process and the value of sam-
pling from valid empirical distributions is described by Conrow [38]. However in
many applications real world data is not available, or difficult to obtain, such as with
future technology impacts. Here the literature turns to subject matter experts who
provide various forms of information to subjectively inform probability distributions
for random variables. Subjective probabilities can also be obtained by other means
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such as various forms of interviews and surveys where descriptive phrases are con-
verted into numerical values by respondents. Conrow [39] cautions the use of these
types of surveys. He evaluates an earlier subjective probability scales example from
1977 in which qualitative phrases were assigned quantitative probability values from
23 respondents. For example the phrase “probably not” was assigned a probability
value of the event occurring ranging from approximately 0% to 45% from the dif-
ferent respondents and the phrase “highly likely” was assigned values for the event
occurring from approximately 50% to 95%. The assessment from the original authors
has been used in the past in broad applications including defense and industry in
order to convert phrases into useful statistics; however Conrow cites several issues
with this type of work and specifically with this example including misworded prob-
ability statements and incorrect probability bounds. Conrow states that because of
these deficiencies, descriptive statistics gathered from this example are not reliable.
In light of these results he states from his own text [38] that “estimative probability
tables and scales should be viewed as more of a “last resort” than first choice and
should not be used in risk analysis unless they are the only available means to evaluate
probability”.
There is a great deal of established literature on how to properly interview experts
and encode probability distributions. Spetzler and von Holstein [222] wrote a semi-
nal paper on probability encoding summarizing the practice of the Decision Analysis
Group at Stanford Research Institute. They state that Probability encoding is “the
process of extracting and quantifying individual judgment about uncertain quanti-
ties” and is a major part of decision analysis. They discuss three main phases of this
process, the Deterministic phase, the Probabilistic phase, and the Informal phase.
The Deterministic phase establishes variable definitions and the formal model, the
Probabilistic phase assigns probability distributions to relevant uncertainties, and
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the informal phase is a judgment process where the value of the information is as-
sessed and compared to the cost of obtaining it in order to reduce uncertainty of
important variables. The authors provide classifications of variable types such as
decision variables which can be controlled by the decision maker and state variables
which are outside of their control. They discuss how uncertainty of a variable can be
encoded directly or the underlying phenomena can be modeled and the uncertainty of
associated variables can be assessed. They provide principles for encoding uncertain
quantities and how to best elicit information from subjects in order to enable subject
cooperation and obtain meaningful data such as employing a sensitivity analysis to
determine important uncertainties and using exact definitions and meaningful scales.
They review the importance of Modes of Judgment which is the intuitive process by
which people assess uncertainty using cues which are not completely reliable or valid,
but still produce reasonable answers while yielding systematic biases. There are three
main points to understand from this section of the paper; that people are not aware
of the cues they use, it is difficult to control cues used by subjects, and people can
be made aware of their biases and trained to control them. The authors continue to
discuss sources of bias such as motivational and cognitive biases and other encoding
phenomena such as subject adjustment and anchoring. The authors also provide a
discussion on encoding methodology and define the basic types including fixed value
P-method, fixed probability V-method, or the neither fixed PV method, and how to
encode each type such as using a probability wheel. They also provide a description
of the interview process with the subject and explain the basic steps which should be
taken including motivating, structuring, conditioning, encoding, and verifying. The
authors have intentionally given general guidelines for probability encoding and state
that each problem will have its own application of these principles. They believe
their work is unique because of several distinguishing principles; they believe the pre-
encoding steps are critical and more time consuming than the encoding step, they
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recommend only ordinal judgments for probability assignments, find the probability
wheel as an effective encoding technique for most subjects, and recommend more than
one technique be used in order to check for consistency.
Since the early work performed by Spetzler and von Holstein others have also
tried to evaluate the most effective encoding techniques. Abbas et al [1] compared
two methods for encoding probability distributions of continuous variables; the first
gets values of a variable through comparison with a fixed probability wheel and the
second through comparisons with fixed values of the variable. Their decision analysis
study was conducted using human participants as judges who were asked binary ques-
tions based on different decision analysis methods described above. The results of the
experiment suggested a slight superiority of fixed value over fixed probability which
the authors attribute to the fact that people in general having more experience in
their daily lives with making judgments similar to fixed value types of decisions. They
mention the difficulty with fixed probability comparisons is that it requires judges to
estimate the level at which an event would reach a certain probability which is not
as familiar as estimating the likelihood that an event will exceed some predetermined
threshold. They conclude that the results were nearly indistinguishable for the two
encoding methods but there were systematic differences including the fixed variable
method had higher variances which is good because the authors believe subjective
probabilities are often too narrow reflecting overconfidence of the judges. In another
comparison of encoding techniques, Brooks and O’Leary [27] surveyed professionals
whose focus was the evaluation of uncertainty. Their study compared four encoding
methods; Bisection, Fractile, Cumulative, and Probability Wheel and surveyed par-
ticipants who were brokers speculating in the stock market. The authors desired this
procedure because they did not want to assume or rely on understanding of statistics
from the judges while trying to accurately representing their opinions. In the Bisec-
tion method the subject specifies lowest and highest possible values and the analyst
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suggests values for comparison beginning with the limits. The Fractile is similar to
the bisection but the subject provides the values directly and begins with the median
value. In the Cumulative method the subject is asked to provide a probability of
falling above or below specified values. The Probability Wheel involves participating
in a lottery where the participant wins if the value exceeds a specified threshold, or
with a wheel with pointer falling in a wedge. The size of the wedge is varied until the
participant is indifferent to the two choices. The authors report that no statistical
significance was found in the difference across accuracy rankings but there was among
preference ranks. The Probability Wheel was found to be the least desirable, which
tends to agree with the results found by Abbas et al [1] in the comparison of fixed
probability versus fixed value encoding techniques. This is in contrast to the seminal
work done by Spetzler and von Holstein where they found the probability wheel an
effective encoding technique for most subjects. Abbas et al, also noted that subjects
often asked the analyst to repeat statements multiple times, revealing the importance
of the analyst as a resource in eliciting the data.
Some authors have indicated that due to its simplicity the triangular distribution
is appropriate for capturing expert knowledge to represent random variables. For
example, Williams [251] offers a discussion on how to estimate the proper distribu-
tion parameters and which distributions to select when modeling project networks
under uncertainty. He acknowledges there are many forms of uncertainty to con-
sider including temporal, financial, technical, and their interactions but focuses on
temporal uncertainty and specifically those related to activity-duration which is par-
ticularly relevant to technology modeling. He stresses that distribution parameters
must be easily understood because difficult estimation can compromise the quality of
estimates. He also acknowledges the usefulness of the gamma and beta distribution
while noting that they are not as transparent to the project planner. He states that
“the parameters and distributions used must be meaningful to the project planner;
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thus the problems of selecting a distribution and estimating its parameters are psy-
chological and practical rather than mathematical”. This is a key point to understand
and account for regarding the encoding of probability distributions in probabilistic
assessments. Johnson [97] made a similar case for the triangular distribution. He
investigated a method for using a triangular distributions as a substitute for beta
distributions in risk analysis. He states that while the beta distribution is suitable for
uncertainty studies because it can take a wide array of shapes over a finite interval,
its functional form is complex and its parameters are harder to estimate. He proposes
the triangular distribution as a suitable proxy for beta because triangular is much
simpler in functional form and easier to understand. He states the differences between
the two are rarely significant and proposes a method to estimate triangular distri-
bution parameters from two extreme percentiles and a median. The author admits
limitations of the triangular distribution in that it cannot reasonably approximate a
U-shaped, J-shaped, or uniform distribution, which can be accomplished using a beta
distribution.
Still other authors have argued for and demonstrated the use of non-triangular
distributions such as the beta or Weibull in uncertainty assessments using technology
impacts. Kirby and Mavris [115] examined technology uncertainty in preliminary
aircraft design stages due to incomplete knowledge regarding the impact of future
technologies. They showed how technology impact uncertainty can be captured using
Weibull distributions and justified the choice because it “is a family of distributions
that can assume the properties of other distributions such as an exponential, normal,
or Rayleigh.” They subjectively encoded Weibull distributions for technologies at
given TRL (Technology Readiness Level [135]) levels and adjusted the Weibull dis-
tribution shape parameters to follow a range of applicable values in the probabilistic
assessment. Jimenez et. al. [95] presented a comparison of four different probabilistic
assessments performed on the NASA Environmentally Responsible Aviation (ERA)
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problem for future aircraft technology section. Each assessment was performed using
a different approach to subjectively encode technology impact distributions based on
the information available from subject matter experts. The four main types of in-
put distributions evaluated were the uniform distribution, the Weibull distribution,
the mode-centered Weibull distribution, and the triangular distribution. Each prob-
abilistic assessment approach reflected varying levels of information availability and
encoding effort which ultimately drives the uncertainty in the response metrics in the
output of the probabilistic assessments. The authors stated that while general trends
can be extracted about the ERA concepts and technologies from all four encoding
techniques, they favor the mode-centered Weibull input distribution as having the
best balance of data requirements and acceptability of underlying assumptions. In
another application of technology impacts Hendricks et. al. [79] discuss a systems
engineering approach for strategic planning of the air transportation system in which
technology infusion is also considered. The uncertainty they considered stemmed
from the risk of the technology in terms the improvement it attempts to make in
system performance and from the estimated completion date of a technology based
on its maturity. The authors suggested using the beta distribution to model these
uncertainties while concurrently employing a weighting scheme based on the TRL of
each technology. By varying the beta parameter they were able to model the impact
and uncertainty associated with a technology based on information available about
the technology program.
2.3.5 Probability Distribution Sampling
The numerical approach for probabilistic assessment relies on sampling the subjective
probabilities to quantify system level uncertainties. Timson’s method explicitly calls
for Monte Carlo sampling but other techniques also exist. Monte Carlo sampling is
“the generation of random objects or processes by means of a computer” where “the
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idea is to repeat the experiment many times (or use a sufficiently long simulation
run) to obtain many quantities of interest using the Law of Large Numbers and other
methods of statistical inference [121].” There are different ways to create random
numbers but this is a practical consideration that isn’t a major concern as they
are embedded in most current software packages. Typically these random number
generators are actually “pseudo-random” because they rely on large pre-existing data
tables and a seed which tells the machine where to start in the table. Theoretically
if one could identify and replicate the seed, the same sequence of numbers could be
repeated. However, the chances of this are very low because the tables are large
enough to avoid this with any randomly chosen seed, so they are really pseudo-
random, but treated as truly random in practice. Park and Miller [165] provide
further reading on the characteristics of good random number generators, how the
are created, and practical considerations when implementing them.
An important technique used in many machines to create a variety of probabil-
ity distributions is the inversion method. The inversion method is a well known
approach in random number generation and vastly documented in the literature
[223, 83, 34, 224]. The mathematical formulation and practical considerations are
discussed at length by Devroye [52]. The inversion method relates a standard uni-
form random variable to a cumulative distribution function using the inverse CDF
of the function. A pdf distribution can be readily generated by evaluating a ran-
domly sampled standard uniform distribution through the inverse CDF distribution.
Closed form analytical solutions for the inverse function do not always exist, so nu-
merical approximations using linear interpolation with small intervals are sometimes
necessary.
The random samples are used to evaluate objective functions to generate statistics
which provide useful information about the responses of interest. There are differ-
ent variations of Monte Carlo simulations including Markov chain Monte Carlo [148],
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Direct simulation Monte Carlo [21, 228], and others whose evolution has been dis-
cussed by Richey [181]. They are found in a plethora of applications in the literature
[170, 47, 89, 151] and also specifically for technology modeling purposes [185, 85, 4].
Other techniques to sample from probability distributions include Gibb’s sampling
[62], Rubin Importance-Sampling [189], Sobol’s sequences, and even more methods
which are surveyed in detail by [61]. Sobol’s sequences for uncertainty modeling are
particularly useful in sampling and random number generation due to the distribution
of the resulting sequences. The basic theory attempts to create an efficient and quick
summation of a function to approximate the integral of the function [218]. It can
be used to form quasi-random uniform partitions in a given interval. Quasi-random
partitioning results in less randomly scattered points than traditional Monte Carlo
methods such that there is more uniform dispersement of the samples. This is because
quasi-random sampling generates a set of points that are “maximally self-avoiding”
[197]. Sambridge and Mosegaard [197] also provide a helpful graphical depiction of the
difference between pseudorandom and quasi-random sequences. The technique has
been applied in sampling for design optimization [146] and improving the development
of continuous response surfaces [167].
2.3.6 Statistical Measures to Evaluate System Performance
Sampling the subjective probability distributions and evaluating the design equations
with these probabilities creates output distributions for system level responses. These
distributions reflect the performance of the system responses but also help character-
ize the uncertainty. The sampling process propagates the uncertainties from the lower
level design parameters to the upper level system performance metrics. Statistical
measures of the output distributions provide analysts with a method for character-
izing uncertainty and managing it. This process represents the last two steps of
Timson’s numerical probabilistic analysis method and encompasses the ultimate goal
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of probabilistic methods.
There are many different ways to statistically evaluate the output distributions.
One can examine the pdf of a response to see how frequently a particular value of
the response occurs. The CDF of the response can be analyzed to determine the
probability that the response is less than or equal to a certain value. The pdf can
easily reveal the overall minimum, maximum, and range of values. The pdf can also
provide statistical moments that characterize uncertainty like the mean and variance.
Higher order moments like skewness and kurtosis can also be obtained for further
comparisons. The pdf resulting from a numerical sampling-based simulation also
provides well-defined tails relative to some analytical approaches [150]. This can
be important when examining remote probabilities or values in the extremes of a
distribution where the only feasible solutions exist in many technology applications.
Whether statistical comparisons are made over time as Timson’s method suggest or
between different alternatives, they can help an analyst manage uncertainty in order
to reduce it. Comparing means and variances from pdf distributions is relatively
straight forward but comparisons between CDFs can be less obvious since they all
range from zero to one. While this may sound discouraging, given the right tools,
CDFs can actually be better for individual comparisons as they are typically far less
noisy than empirical pdf distributions.
Statsical hypothesis tests can provide a useful way to measure how different two
CDFs are and quantify that change. Two well documented statistical comparison
tests for CDFs in probability and statistics literature are the Kolmogorov−Smirnov
test [120, 216] and the Cramer−von Mises test [45, 243, 7]. The null hypotheses
for both methods is that the two samples being tested are drawn from the same
distribution. The test statistics of both methods can be used to quantify the difference
between the two CDFs. The Kolmogorov−Smirnov test statistic is particularly simple
to understand and represents the value of the maximum difference between the two
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empirical CDFs. It can assume values between 0 and 1 where 0 indicates no difference
between the two distributions, and 1 indicates the maximum difference between two
distributions. The Cramer−von Mises test statistic is a sum of the squared difference
of the two empirical CDF distributions and provides a better representation of the
difference between the two curves along the full range of their values rather than just
the maximum difference at one point. This statistic assumes values between 0 and
infinity where 0 indicates no difference.
Timson’s method intended for probabilistic assessments to track uncertainty over
time to provide analysts and decision makers with a better understanding of the
problem as more knowledge became available. However, with slight modifications
this method can be extended to a variety of different applications. Other relevant
statistical measures can be used to make trades between uncertain alternatives, de-
termine how far a design is from reaching a goal, or improving the robustness of a
design so it can better withstand random noise. Some of these relevant and chal-
lenging applications for probabilistic assessment methods are discussed in the next
section.
2.4 Applications of Probabilistic Numerical Approaches
2.4.1 Design for Robustness
Originally formulated by Taguchi in 1987 [233], the robust design methodology seeks
to find settings of design variables which minimizes the response variation to noise
variables that cannot be controlled [172]. When this philosophy is applied to prob-
abilistic assessments, it seeks to answer a specific question of how to reduce the
variability in the output subject to uncertain input distributions. This has particular
relevance to technology modeling because as technologies mature more information
about their impacts becomes available. In some cases this decreasing uncertainty can
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inform analysts that distributions of technology impacts may not follow early esti-
mates. Robust design principles can be applied in probabilistic assessments to create
designs that are more insensitive to these kinds of uncertainties or other environmen-
tal factors.
Design of robustness with respect to technology modeling can also be conducted
with a focus on specific responses such as direct operating cost or return on invest-
ment. Technologies can be infused in designs to make a particular concepts more
insensitive to noise variables in a probabilistic assessment, such as fuel price. De-
Laurentis [50] applied a form of stochastic optimization in order to account for un-
certainties in conceptual aircraft design and to identify a robust design in the face
of those uncertainties. His methodology is formulated to handle uncertainties with
mathematical models, operational environments, response measurement, and input
requirements. It divides parameters into design variables and uncertain variables.
The user must assign pdf distributions to the uncertain variables based on histori-
cal data or expert opinion. Through a combined design of experiments a cdf of the
response values is created by sampling the pdf distributions in each case repeatedly.
The cdf is then discretized into n points, where n is the desired number of probability
levels for each objective. The discretized points of the cdf are used to generate the
response surfaces which provide a functional relationship between the design vari-
ables and the cdf. He suggests not using fewer than 5 points when discretizing a
cdf in order to regress it and form an accurate representation of the cdf. This type
of approach implies a relatively fast execution time is needed, at least in the pre-
liminary run of the design of experiments which may be computationally expensive
depending on the number of variables required. The methodology is applied to the
design of a supersonic transport and an optimization procedure is executed where the
probability of a specific economic response ($/RPM) is maximized as a function of
design variables and uncertain noise variables that are given as less than a particular
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threshold value. This shows how the robust design approach can utilize probabilistic
assessment techniques to create an aircraft concept less sensitive to environmental
factors.
2.4.2 Stochastic Optimization
Stochastic optimization encompasses a general class of optimization techniques char-
acterized by the use of randomness to maximize/minimize an objective function. The
objective itself can be a function of random variables, the optimization search tech-
nique can include randomness, or a combination of both can exist. Developed around
the 1980’s and 1990’s, many techniques exist for the class of problems where the search
of the preferred solution is governed by stochastic processes. Genetic algorithms [82],
simulated annealing [117], and random search [256] are some of the most well-known
and documented in optimization textbooks [241, 180, 162]. These optimization tech-
niques are well suited for discrete objective topologies or highly nonlinear multi-modal
objective functions. In many cases these search algorithms are themselves stochastic,
but their objective functions are typically deterministic. In contrast, the other class of
stochastic optimization techniques have objective functions that use random variables
or constraints, such as stochastic approximations [182] and stochastic gradient descent
[119]. The latter class of techniques are more relevant to numerical probabilistic as-
sessment approaches as they rely upon random variables which can follow subjective
probabilities. The design equations that relate the inputs and outputs in probabilistic
assessments are also functions of random variables, so stochastic optimization can be
used to optimize system performance as the objective function. Each iteration could
be used to improve upon the settings of input distributions until a global optimum is
found while demonstrating an improvement in statistical performance measures with
each iteration.
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Stochastic optimization techniques can also be used in reliability based design for-
mulations where optimum designs are created for multiple uncertainties such as cost
and operating conditions. Sues et al [225] presented a unique stochastic optimization
methodology for aeropropulsion components and demonstrated it on the design of
an axial compressor. They incorporate 3 types of variables in their methodology;
deterministic design variables, random design variables and simple random variables
whose mean values do not change during optimization. The optimization technique
is nonlinear programming applied to objectives and constraints that are functions of
random variables. The main objective is performance based, that being to minimize
cost of the compressor blades which is a function of the weight and efficiency of the
design. The methodology differentiates between single occurrence random variables
(occur once during the component lifecycle) and operational random variables (vary
periodically throughout the lifecycle) and uses a two level Monte Carlo simulation
to handle each type. The optimization scheme models single occurrence random
variables in the upper level ensuring the reliability constraints are met, and models
operational random variables in the lower level which maximize the expected value
of the objective function during normal operating conditions. The method incor-
porates a statistical expectation for the efficiency of the design which is a function
of two twist parameters in the blade design and a blade thickness variable that are
assigned lognormal distributions to account for uncertainties in manufacturing. The
authors compared the results of their baseline case, the deterministic optimization,
the stochastic optimization, and deterministic optimization with safety factors and
concluded that the stochastic optimization yielded the best results because the stress
and deflection constraints were reliability based ensuring a moderate overall cost but
good performance under extreme rotor speed conditions. Their work demonstrates
how probabilistic assessment and stochastic optimization techniques can be combined
to find an optimum performance-based design.
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2.4.3 Technology Impact Modeling
Predicting the performance of future aircraft is a challenging endeavor for a variety
of reasons including many forms of uncertainty and the fact that the development
cycle is very long, ranging from 7-15 years for commercial aerospace systems [113].
Future technologies that will be incorporated into the aircraft design may still be
under development or may not even exist at the concept formulation stage. Models
of technology behavior are needed to make proper technology selection decisions at
the outset, or risk significant implications to cost and schedule. Technologies of
interest can be modeled by way of performance benefits and degradations at the
subsystem level where the effects are approximately known. Intermediate impact
factors in the performance model can capture these effects and propagate them to
aircraft mission-level measures of performance. By treating impact factors as random
variables, the performance model can effectively be made probabilistic with respect
to the technology impacts.
The literature contains textual references for how to conduct early forms of tech-
nology modeling exercises including Porter et. al. [176] and Twiss [240]. When
evaluating multiple technologies simultaneously it can become difficult to accurately
represent and predict performance. There are many considerations to make when fore-
casting the effect of a technology on a future aircraft including its associated benefits
and degradations, its holistic vehicle-level impacts, interactions and incompatibilities
with other technologies under consideration, maturation timelines, maintainability,
cost, etc. Large technology portfolio assessments require a methodology to effectively
model and predict performance. Kirby [116] proposes the Technology Identification,
Evaluation, and Selection methodology which is one of the most detailed and rele-
vant technology modeling processes in the literature for aerospace applications. This
methodology formalizes a normative and explorative approach to design space explo-
ration of the vehicle and technology space. It incorporates two key techniques for
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evaluating a portfolio of technologies and making selections between them includ-
ing the Technology Impact Matrix (TIM) and the Technology Compatibility Matrix
(TCM). The TIM contains the predicted impact values of each technology if they were
matured to full-scale application (TRL = 9). The TCM allows a designer to quickly
remove technology combinations which are “not physically realizable” from considera-
tion. In this methodology Weibull distributions are used to probabilistically represent
the uncertainty associated with a technological impact given its current TRL level.
The TIM and TCM can be used to create many different future technology concepts
with varying levels of technological uncertainty, that can be probabilistically evalu-
ated to determine the best suite of technologies for a particular set of requirements.
Other authors have proposed and demonstrated technology modeling methodolo-
gies as well. Weisbin et. al. [248] propose a methodology for technology selection for
new initiatives which can support selection and decision making of R&D tasks. Their
methodology is demonstrated on Mars exploration rover projects. Technology op-
tions are addressed in the methodology by capturing uncertainties in the capabilities
using probability distributions on performance attributes. The authors developed a
technology costing procedure which includes uncertainty and an interview based peer
review of the technology cost estimate. Their selection process is based on evaluations
of risk, cost, and performance. Projects are selected in this trade space assuming a
given total budget. Their selection process also identifies the main drivers of the
result and is flexible enough to adapt many other applications. Suh et. al. [226]
propose a methodology for estimating the impact of technology infusion in complex
systems including changes to the original system, cost of technology infusion, poten-
tial market impact, and an estimation of net present value of the infused technology.
Their approach focuses on the creation of Design structure Matrix (DSM) [58] which
is a matrix representation of the original product that includes the product compo-
nents and the connections between them. Their 10 step methodology is applied to
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a complex printing system modeled by an 84 element DSM. A delta DSM is created
describing the changes between the original and technology infused product. Value
and cost of the existing product is calculated by attribute based theories and then
the value of the technology infused product is found. Uncertainty in demand and
cost is incorporated using probability distributions on annual demand and machine
population cost savings to determine the change in net present value of the technol-
ogy infused system by Monte Carlo simulation. Their work also includes a notable
literature survey and gap analysis for technology infusion problems.
Many applications exist for technology impact modeling of future complex sys-
tems which employ techniques described earlier in numerical probability assessment
methods. For example, Landry and Archer [123] present a high-level state model
of the national airspace system (NAS) which can account for uncertainty within the
NAS due to incorporation of various technologies and concepts. The authors perform
a rigorous mapping of technologies to sources of uncertainty. They utilize multi-
ple probability distributions including Erlang, Gamma, and Bernoulli distributions
to model the source of uncertainty with each technology. They indicate the nomi-
nal distribution type and parameters for probabilistically modeling the technological
uncertainty, noting the sources of uncertainty and the expected effects. They use
various settings of the input distributions to reflect different assumptions and run
simulations to evaluate the effects of changing these inputs. They hope to identify
emergent effects and provide guidance for prioritizing the development and integra-
tion of specific technologies into the NAS. Additionally Mavris and Bandte [138]
create a holsitic technique for technology impact modeling, to consider all disciplines
and lifecycle phases as advocated by advanced product design philosophies. They
account for benefits and risks of technologies by replacing point design solutions for
ones featuring variability. This is executed using a Robust Design approach that
employs RSM (Response Surface Methodology) surrogates as an enabling technique.
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RSM is used to conduct analysis of variance in a screening test to pick the most
significant contributors to performance and economic metrics, and to conduct Monte
Carlo simulations on probabilistic variables. All economic noise variables identified
were given triangular distributions based on historical data which was used to deter-
mine ranges and mode, with the exception of an engine technology complexity factor
that was uniformly varied. Economic target value is compared against statistics of
the resulting distribution. They found that the baseline is not good enough to meet
targets so technology infusion is used to achieve the required weight reduction. These
technology improvements are selected by the designer and have significant impact on
the feasibility of the design.
Timson’s probabilistic assessment method is meant to compare levels of uncer-
tainty over time. From a technology modeling standpoint, this is useful because
technologies mature and assessments should be repeated with the latest information
to manage uncertainty. However, a relevant extension of this method leveraging the
probabilistic technology impact modeling, is how to make selections between com-
peting technology portfolio options (i.e. specific technology packages) that are un-
certain. It is also important to ask what are the proper statistical measures to use
when trading off technology packages. This is essentially a decision making problem
under uncertainty and the literature has many different techniques to assist decision
makers in these situations. Popular techniques include Analytical Hierarchy Process
[195], Euclidean Distance to Ideal [163], and the Taguchi Loss Function [232]. These
techniques operate on deterministic attributes of the alternatives and do not handle
uncertainty well in their frameworks. Additionally they have all received some level
of criticism for being inherently flawed or failing to meet certain principles of proper
decision making under uncertainty (Ref. [78, 43]. Other approaches for finding op-
timum designs in the set of technology packages make use of stochastic optimization
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techniques. Jimenez et. al. [94] used a genetic algorithm operating on the determin-
istic values of the technology package’s performance to seek out a Pareto frontier of
technology solutions in the objective space. However the optimization procedure did
not consider or incorporate the uncertainties associated with these future technology
packages. The literature also indicates that decision making under uncertainty should
adhere to logical, objective, and axiomatic principles that yield a sound and repeat-
able ranking of the alternatives. It further states that utility theory adheres to these
principles and that expected utility is a valid measure for rank ordering alternatives
under uncertainty. Therefore expected utility could be applied as a valid measure that
incorporates uncertainty in an extension of Timson’s framework to make selections
between competing technology packages. Questions such as these help to envision
future applications of Timson’s probabilistic assessment method, underscoring its
continuing relevance to uncertainty problems today and in the future.
2.5 Conclusion
This survey performs a broad review of the probabilistic assessment literature and
how it handles technology impact uncertainties. It presents key methods and tech-
niques of dealing with uncertainties under two distinct categories, analytical and
numerical methods. Timson’s numerical method for probabilistic assessment [237] is
emphasized as a basic methodology for handling uncertainty, which is knowingly or
unknowingly used by many practitioners. Numerous relevant aerospace applications
are presented from the literature including technology impact modeling, highlighting
Timson’s method as a basic, yet extensible framework for dealing with uncertainty
problems in the aerospace field and beyond.
2.6 Observations From the Literature
The literature review has shown that the assumed independence of random variables is
common among probabilistic assessments in the aerospace field. This is found across a
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variety of aerospace disciplines and even in recent applications of probabilistic assess-
ments such as those in Refs. [139, 137, 255, 28, 29, 177]. These random variables can
represent design variables, noise variables, technology impacts, etc., which are often
difficult to correlate but do have underlying relationships. The justification for the
assumed independence is usually not discussed as is the case with Refs. [177, 143, 255]
even though this can have a substantial effect on probabilistic assessment and uncer-
tainty quantification results. While it is possible that independence between random
variables is the appropriate choice, this should be verified for each case. Generally
speaking, many random variables modeled by system analysts do have statistically
significant relationships between them and should be tested for correlation to deter-
mine the proper input relationships. In other cases, the dependence between random
variables is acknowledged but not included on the basis of difficulty in characteriz-
ing underlying random variable relationships, a strong bias toward methodological
simplicity and low computational expense, and the expectation of modest strength
in random variable dependence [28, 29]. Depending on the application, these depen-
dencies can have a significant impact on propagating uncertainty to response metrics
and results. This is particularly true for future aircraft technologies which will have
to be integrated into a single complex vehicle.
Another recurring observation in aerospace applications of probabilistic theory is
the arbitrary or unjustified use of distribution types. Proper statistical tests are not
used to accept or reject distributions. When this is ignored, random variables can be
represented improperly, and historical trends or physical phenomena can be described
poorly by assumed distribution types. Additionally, low sample sizes have been used
when choosing distribution types to model a data set. The difficulty with this is that,
even if statistical tests are used to accept or reject a particular distribution type, their
results will have limited statistical power and accuracy for low sample sizes. Conrow
[41] offers a detailed critique of this poor practice within the aerospace domain as is
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the case with Refs. [54, 127]. Conrow discusses multiple issues that can be reformed
to improve probabilistic assessments including understanding the difference between
a statistical test accepting a given probability distribution and not rejecting it, and
employing statistical tests at varying significance levels before deciding on a particu-
lar distribution type for a given data set. It is also important to note that there is a
great variety of distributions that have been suggested by probability and statistics
theory and have been used in many applications to model uncertain factors including
the Triangular [124, 251], Uniform [11, 140], Beta [97, 104, 12], Weibull [11, 175],
and others. The seminal work by Spetzler and Stael von Holstein [222] discusses
techniques for encoding probability distributions from experts and even proposes a
structured interview method which has become widely accepted. However the nor-
mal distribution is often used as a default choice in many fields including aerospace
engineering as seen in Refs. [54, 209, 187, 51] due to its familiarity and ease of im-
plementation. Multiple statistical tests exist to check for the appropriateness of the
normal distribution including D’Agostino’s K-squared test, the Jarque−Bera test, the
Anderson−Darling test, etc. Although the normal distribution is certainly useful and
versatile, it is not always the best choice, and these methods should be consulted
before assuming a normal model. While each case will be different, poor assump-
tions of distribution types can lead to inaccuracies in uncertainty quantification and
probabilistic assessment results.
In early years of modern computing, processors were not as efficient as today.
As a result surrogate models were harder to develop and each additional variable
in the analysis resulted in significant run time expense. This ensured that analysts
only used the most important variables or made simplifying assumptions to reduce
the dimensionality of their problems. This also yielded a smaller amount of output
data from the probabilistic assessments, relative to today. Today, limitations on
computing power have decreased and probabilistic assessments can easily include
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hundreds of variables with unique distributions. Correspondingly the amount of data
resulting on the output side of the probabilistic assessment is enormous. The problem
now is no longer that we are unable to include all the relevant parameters into an
analysis, but rather that it is difficult to manage and make sense of the shear volume
of output data. There are so many options to choose from on the output side that it
is difficult to choose. It was thought that by inputting every relevant variable into the
probabilistic assessment, the answer would become clearer on the output side thereby
simplifying the selection process. Psychologists have explained why the opposite
is in fact true regarding choice. In his book called the “The Paradox of Choice”
[206], Schwartz argues that the more options available to a decision maker, the more
paralyzed they become in the decision making process and the less satisfied they will
be with whatever option is eventually chosen. It is therefor important to enable the
decison maker to effectively utilize the output data and logically and axiomatically
capture their preferences.
In aircraft technology assessments there are thousands of resulting technology
combinations available and the challenge now is how to manage that data in order
to make a selection. Even Pareto frontiers have become so populated that alternate
coordinate systems are needed to make clearer decisions, as seen in the work by
Daskilewicz [48]. Additionally the solutions from optimization schemes that produce
the Pareto frontiers are deterministic points, they do not account for the uncertainty
associated with each solution. Without including the uncertainty associated with each
solution, it is difficult to address how to make a selection between even a few different
alternatives, let alone thousands. For example in Fig. 3 there are two notional
technology solutions or packages from which a decision maker can choose. Each point
represents an identical baseline vehicle with a different set of future technologies
applied to it, which result in differing performance along the objectives. In this
case the objectives along the axes are noise margin above a certain limit and fuel
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(a) Two deterministic technology solutions (b) Two probabilistic technology solutions
Figure 3: Technology package selection with and without uncertainty
burn reduction over the baseline, so higher values of both are more desirable. The
technology impacts associated with each of the technology packages represent how the
inclusion of this technology package will change the baseline vehicle’s performance.
The uncertainty in the technology impacts is captured by a probabilistic assessment.
Examining Fig. 3a the selection may seem obvious in terms of which technology
package is preferable. However these points only represent the deterministic value of
the solutions, formed by evaluating the technology impacts at their nominal values.
Fig. 3b shows the same two notional points but with uncertainty bands surrounding
them reflecting the uncertainty associated with that solution’s technology package.
Including the uncertainty of the technology package makes the decision non-trivial
and may even change a decision maker’s outcome based on their attitude towards
uncertainty. In fact with the uncertainty included it can be difficult to make a se-
lection between just a few points, let alone the hundreds that may be present on a
multiobjective Pareto frontier. Current applications will perform probabilistic assess-
ments to track uncertainty but still make decisions based on deterministic results.
This indicates the need for a decision making method that incorporates uncertainty
into the ranking process in a logical and objective manner in accordance with the
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decision maker’s preferences.
2.7 Summary of Challenges To Be Addressed
There are many different technologies being developed for future aircraft and lots
of other areas of research to help reduce the environmental footprint of aviation.
Fayette Collier, the manager of the NASA Environmentally Responsible Aviation
project, said that the “real challenge is to integrate ideas and pieces together to make
an even larger improvement.” The goal of this work will be to enable practitioners
with the tools to bridge gaps that exist within probabilistic assessment methods today
so that future technology assessment and selection can be conducted in light of the
uncertainty that exists. The methodology will aim to provide simple techniques for
capturing dependencies between input random variables. The method for specifying
dependence structure will need to allow for flexibility of input distributions so analysts
can use whichever type is appropriate for their application. On the output side it will
have to incorporate the uncertainty associated with the technology impacts into the
ranking and selection process. This process will also have to be consistent with the
decision maker’s preferences so they are satisfied with the selection method and not
paralyzed or mislead by it.
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CHAPTER III
TECHNICAL APPROACH TO THE AIRCRAFT
TECHNOLOGY ASSESSMENT AND SELECTION
PROBLEM
3.1 Approach Formulation
The aircraft technology assessment and selection problem must be addressed from
both the input and output of the probabilistic assessment process, because aerospace
applications employ flawed methods on both sides. The only way to realize full benefit
from these analyses is to bridge gaps on both sides and more accurately represent the
uncertainty that exists. The approach presented here will therefore be two pronged
with analysis of techniques, proposed solutions, hypotheses, and experiments on both
the input and output sides of the probabilistic assessment. These two sides will be
the core focus of the work in this thesis and will be discussed in detail in the next
two chapters. The impetus for this work arises from the need to probabilistically
incorporate dependencies between random variables input to probabilistic assessments
while including the uncertainty information they output into a ranking and selection
process for aircraft technologies, and the opportunities enabled by copulas theory and
utility theory for doing so. An overarching framework will also be developed to tie
together all the relevant pieces into a generic methodology to enable practitioners in
all fields where probabilistic assessments are employed.
The framework is created by starting with a generic decision support process, the
Georgia Tech Generic Integrated Product and Process Design (IPPD) Methodology
for Trade Studies [200]. The key decision support steps of this process are summa-
rized in Fig. 4. While developed for IPPD processes, this generic framework can
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be extended to any application where decisions must be made, such as the aircraft
technology assessment and selection problem.
Figure 4: Generic decision support process from Georgia Tech Integrated Product
and Process Design
The technical approach will address all of the challenges identified in the obser-
vations section of the literature review chapter. These observations can be used to
visualize the main problem of this thesis in terms of these generic decision support
steps. This is visualized in the right column of Fig. 5.
The evaluation of alternatives and decision making steps are very important to the
proposed methodology for the aircraft technology assessment and selection problem.
In particular utility theory and Timson’s method [237] which were identified in the
literature review will be used to create the specific methodology for this problem in a
nested fashion. The scientific method will be used to formulate hypotheses and exper-
iments to overcome these challenges. The results of the experiments will help identify
the proper techniques for the identified problems. The proposed methodology will
include incorporate these techniques to create a generic framework for probabilistic
assessments. The main problems identified in the literature review process will help
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Figure 5: Aircraft technology assessment and selection problem cast through generic
decision support process
form the key requirements of the proposed methodology.
3.2 Methodological Requirements
The methodology must provide practitioners with tools to bridge the gaps that have
been observed in the field. There is a need to capture dependencies between random
variables that are input to probabilistic assessments. These dependencies can have
far reaching effects on uncertainty, particularly in complex systems like aircraft. It is
likely that these dependent relationships are not known exactly due to the uncertain
nature of future technology impacts. However experts in the field can provide notional
or qualitative understandings of these dependence relationships. The methodology
must be able to capture this subjective and qualitative knowledge to specify the
dependent relationships between random variables.
It was also observed that sometimes normal distributions are used to represent
input random variables when they are not appropriate. As a result when dependencies
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are specified between random variables, the methodology must allow for flexibility
to specify any appropriate distribution type for the input random variables. This
specification should not remove or alter the dependence structure desired between
the random variables.
The aircraft technology assessment and selection problems has multiple goals and
varying targets for each goal. The methodology must be able to handle multiple
objectives and the different targets in each objective. It should provide a way to
combine the different objectives and their target values into a single metric that can
be used to evaluate compare different solutions, rank them, and make a rational
selection.
Uncertainty associated with the future technologies is a key aspect of this prob-
lem and must be accounted for in the methodology. The level of uncertainty can
completely change the choice of a decision maker compared to a strictly determinis-
tic selection. The methodology must be able to incorporate the level of uncertainty
associated with the technology packages. This uncertainty presents a level of risk to
the decision maker and the methodology must capture their preferences to both risk
and the objectives.
3.3 Methodology Outline
The literature review brought to light a fundamental approach for non-deterministic
probabilistic assessments. This approach outlined by Timson in 1968 [237], represents
the core steps needed in the process and provides a great starting point for the
proposed methodology. The basic steps in Timson’s method are listed below and it
is visualized in Fig. 6.
1. Determine design equations relating properties at lower levels to measures of
system level performance
2. Obtain subjective probabilities for subsystem properties
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3. Use Monte Carlo to sample from these probabilities
4. Generate statistical measures for resulting systems performance distribution
5. Compare statistical measures across time periods for an indication of progress
Figure 6: Timson’s method (1968) for non-deterministic probabilistic assessments
The aircraft technology assessment and selection problem can be viewed from the
perspective of Timson’s method. This relies on the foundation provided by Timson
but recasts each step as appropriate for this problem. The result is seen in Fig. 7.
Figure 7: Aircraft technology assessment and selection problem cast through Timson’s
method
The gaps identified in the literature review phase which have helped to form the
methodological requirements can also be placed within this process to create the
framework of the proposed methodology. After the design equations in step 1 have
been determined, subjective probabilities are obtained in step 2 to help represent
random variables in the probabilistic assessment. Step 2a is the first identified gap
regarding the dependencies between random variables which will be obtained from
subject matter experts (SMEs) when eliciting subjective probabilities. In this step
important dependencies between random variables will be captured with simple tools
that can probabilistically represent the dependence between the variables. Step 2b
55
will be to allow for specification of the random variable distribution type independent
of the dependence structure. The selection of the distribution type to represent the
random variable should be in accordance with empirical evidence, statistical testing,
or SME knowledge. This flexibility is important so that poor assumptions regarding
inappropriate distribution types can be avoided. These improvements will be input
to step 3 of the process where the probability distributions are sampled.
Step 4 entails generating statistical measures from the probabilistic assessment
to gauge system performance. Step 4a is to incorporate uncertainty into the system
performance measures so that it can be used in the selection process. Step 4b will
be to capture the decision maker’s preferences and target values into the system per-
formance measures. Step 4c will combine the various performance measure for each
of the different objectives into a single multiobjective criterion. Step 5 is to compare
statistics over time with the presumption that uncertainty decreases over time and
comparison of statistics should yield newer and more accurate information. In the
proposed methodology step 5a focuses on using the single multiobjective criterion de-
veloped in the previous step to axiomatically and objectively rank order the potential
technology package solutions. This logical ranking will allow for a sound comparison
of alternatives across the probabilistic design space and enable technology package
selection. The outline of the proposed methodology will be as follows:
1. Determine design equations relating properties at lower levels to measures of
system level performance
2. Obtain subjective probabilities for subsystem properties
(a) Capture significant dependencies between random variables by subjectively
encoding them as specified by subject matter experts (SMEs)
(b) For random variables that have dependencies, specify the random variable
distribution types independent of the joint dependence structure
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3. Use Monte Carlo to sample from improved subjective probabilities
4. Generate statistical measures for resulting systems performance distribution
(a) Incorporate uncertainty into the system performance measures
(b) Capture the decision maker’s preferences and target values into the system
performance measures
(c) Combine various performance measure for each of the different objectives
into a single multiobjective criterion
5. Compare statistical measures across the probabilistic design space to make a
selection
(a) Use single multiobjective criterion to objectively rank order the alterna-
tives in the solution space
(b) Make selection based on highest rank value
This outline and the gaps identified in the aircraft technology assessment and
selection problem can be visualized in Fig. 8.
Figure 8: Identified gaps (yellow) in the aircraft technology assessment and selection
problem
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The different aspects of this problem require that new and existing techniques be
identified to find potential solutions. These methods will be incorporated into the
generic methodology outlined above on the input and output side of the probabilistic
assessment. The next two chapter will detail how this will be accomplished. Com-
bining the different elements of these methods will create a unique formulation that
provides a single answer which is intuitive to the decision maker, under a unified
framework that does not yet exist.
3.4 Methodology Flowchart
The outlined steps and identified gaps are summarized into a generic methodology for
the technology assessment and selection problem. The capability gaps addressed by
the method are shown in yellow which extend Timson’s method. The green arrows
represent new breaks from Timson’s method used to fill these capability gaps in the
aircraft technology assessment and selection problem. This methodology is called the
FAAST Method - Future Aircraft Assessment and Selection of Technologies Method.
The FAAST Method is visually depicted in Fig. 9
This proposed approach was formulated using Timson’s [237] method for proba-
bilistic assessments. In fact, the top row of blocks represent the basic steps from his
method with small variations. It has been extended to fill the gaps identified from the
literature survey to form a unique methodology for the aircraft technology selection
problem, but generally applicable to probabilistic assessments in other fields. FAAST
is an extension of Timson’s method for the aircraft technology assessment and selec-
tion problem. Timson’s method was shown to fit within the generic decision support
process in Fig. 5. In this sense FAAST is nested within Timson’s method, which
is nested within the generic decision support process. The next two chapters will
develop and experiment with additional tools nested inside FAAST to demonstrate
its capabilities.
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DEPENDENCE MODELING WITH COPULAS
4.1 Introduction
The literature review has identified that dependencies between random variables are
not usually included in probabilistic assessments. The focus of this chapter will be
copulas theory which can be used to address this gap from the literature. Probabilis-
tic assessments require input distributions for random variables which are sampled
during the analysis. The assessment, whether it is conducted by the popular Monte
Carlo procedure or using other techniques, will run regardless of what input distribu-
tions are provided. The important issue is that the quality of the output data and the
conclusions drawn from it will depend directly on the quality of the inputs. Quality
in this sense refers to how accurately the random variables represent physical princi-
ples and reality, including the relationships that exist between the random variates.
The need to capture these dependencies and the effects of not doing so have been
well established in the literature and are outlined in the previous chapters. Several
common measures of sample correlation are investigated to determine their usefulness
in addressing this part of the problem.
4.2 Measures of Sample Correlations
4.2.1 Pearson’s rho
The most commonly used correlation is the Pearson product-moment correlation co-
efficient. It was created in 1896 by Professor Karl Pearson [168]. The coefficient is a
measure of the linear correlation between two variables X and Y , and can range from
+1 (highly positively correlated) to 1 (highly negatively correlated) and 0 represent-
ing low correlation. It is commonly denoted by the Greek letter ρ and its formula for
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a sample of x and y is provided in Eqn. 17.
ρ =
∑n





Pearson’s rho is widely used for linear dependencies as an effective measure of
correlation. As it can take on negative values, it also provides a measure of correlation
in inverse relationships. However, it does not capture nonlinear dependence structures
well. So just because a sample has low Pearson correlation does not necessarily mean
that some form of nonlinear dependence does not exist. Additionally, Pearson’s rho is
sensitive to outliers in the sample set. The presence of outliers can drastically change
the coefficient value.
4.2.2 Spearman’s rho
In 1904 Charles Spearman addressed some of the shortcomings of the Pearson product-
moment correlation by publishing his Spearman’s rank correlation coefficient [221].
It is called a rank correlation because it is not calculated directly on the values in
each set but rather on their ranks within the set. Spearman gives two main advan-
tages of his method. He claims that ranked correlation is less sensitive to outliers or
what he calls “accidental error”. He also states that by using rank the underlying
distribution does not have to be the same to compare sets, “a series presenting the
normal frequency curve can be compared on even terms with another series whose
curve is entirely different.” Spearman’s ρ is calculated very similarly to Pearson’s ρ
as seen in Eqn. 19, except that here X and Y are not the actual values of the sample
in the set. They are the rank order number of the values in each set.
ρ =
∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2
√∑n
i=1(Yi − Ȳ )2
(2)
Spearman’s ρ also takes on values from -1 to 1, with a 0 value representing no
linear rank correlation. When ties exist in rank due to repeating values, the rank given
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to the ties is the mean of what the ranks would otherwise be. When determining the
ranks in a set, the set can be ordered ascending or descending. Spearman’s ρ can
capture some nonlinear forms of dependence better than Pearson’s, especially if they
are completely monotonic, but in general it measures linear correlation better.
4.2.3 Kendall’s tau
In 1938 Maurice Kendall developed a rank correlation coefficient known as Kendall’s
τ [106], that is based on the number of concordant and discordant pairs in a ranked
set. A pair of observations (xi, yi) and (xj, yj) are concordant if the ranks for both
elements agree. This is true when both (xi > xj) and (yi > yj) or if both (xi < xj)
and (yi < yj). A discordant pair is when (xi > xj) and (yi < yj) or if (xi < xj) and
(yi > yj). Kendall’s τ is determined by ranking the samples, determining the number







Kendall’s τ also ranges from -1 to 1, with a 0 value representing no linear rank
correlation. Kendall claims an advantage of his coefficient is that it more rapidly
approaches normality relative to Spearman’s ρ, even for small sample sizes [106].
Kendall’s τ is also primarily used to measure linear correlation and can give a low
value for nonlinear dependence structures.
4.2.4 Concordance
Lawrence Lin published the concordance correlation coefficient, denoted ρc, in 1989
[130]. It is based on a ratio of the covariance between the variates and their individual
variances. In mathematical terms it is stated as the difference from unity of the ratio
of the expected orthogonal squared distance from the line x = y to the expected
orthogonal squared distance from the diagonal x = y assuming independence. For a






y + (x̄− ȳ)2
(4)
where sxy is the covariance, sx is the variance and x̄ is the mean. In contrast to
Pearson’s ρ, by including the covariance term, the concordance correlation coefficient
will be sensitive to whether biased or unbiased versions for variance estimation are
used.
4.2.5 Brownian covariance
The Browninan covariance is a distance correlation method to determine correlation.
It was published by Gabor Szekely in 2007 in order to overcome the inability of
other correlation measures to detect non-linear dependence structures. The complex
procedure for calculating the covariance is based on the pairwise distances of all pairs
in the sample, forming a distance matrix for each set based on the distance variance,
distance standard deviation, and distance covariance. The Brownian covariance is
then found by calculating the average of the product of the two matrices. The process
is detailed further in the literature [231, 230], but the main advantage is its ability
to not give a zero value when statistical correlation exists. In fact, a zero value of
Brownian covariance implies statistical independence.
4.2.6 Observations from Literature Review
Some correlation measures handle certain dependence structures better than others,
but the most popular ones are best for measuring linear correlations. This review
brings to light the important distinction between measuring existing correlations and
defining correlations. Methods for the latter purpose are not as well known in the
literature, yet they are very relevant to modern applications, in particular for this
problem. All of the techniques reviewed above can measure the degree of correlation
between samples of two random variables but they are unable to dictate that correla-
tion in the generation of new correlated samples. In other words, they cannot specify
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the joint distribution between two random variables, they can only measure it. This
literature review did reveal methods capable of doing so, the most powerful of which
is known as copulas.
4.3 Copulas
4.3.1 Introduction and Usage
Copulas are well known in finance and statistics fields, and are a key enabler for
capturing dependencies between random variables. They can specify probabilistic
joint distributions between random variables. Copula theory is proposed on the in-
put side of probabilistic assessments to mitigate the problems of ignoring dependence
and assuming normal distributions without verification. The objective is to capture
significant dependencies between random variables and propagate them through the
probabilistic assessment in order to better represent the uncertainty in system level
responses. Assuming independence between random variables overestimates the un-
certainty of system level metrics and by using copulas to capture dependencies, the
variance of these system level responses can be improved.
Copulas are most useful when existing data is not available to define the depen-
dence structure between two random variables, but subject matter experts are able to
provide qualitative information about dependencies between random variables. This
is particularly relevant to the aircraft technology assessment problem when future
technologies make it difficult to quantify technology impacts. In this problem the
system analyst is inferring what the dependence structure should look like based on
qualitative information from subject matter experts to forecast technology impacts in
the future and their dependencies. Ignoring these dependencies can lead to misrepre-
sentation of the uncertainty on system level metrics which will affect the technology
selection problem on the output side of the probabilistic assessment. It should be
noted that copulas define a specified degree of uncertainty between random variables,
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which must be reflected in the the true relationship between these variables. It is
important to understand the use of copulas is predicated on some understanding of
underlying relationships subject to uncertainty. In this sense copulas enable the sys-
tem analyst to capture educated qualitative judgments on the relationships between
random variables while preserving the uncertain nature of the relationship. The prac-
titioner should be aware that the use of copulas requires engineering judgment and
that they should not be applied arbitrarily to relate all random variables, in partic-
ular those which are better described by independent or deterministic relationships.
However the literature shows that many joint distributions do not meet this criteria,
making it prudent to recognize and better characterize relationships between random
variates.
4.3.2 Origins and Basic Concepts
The literal meaning of the word copula is a link, tie, or a bond. The connection
between variables provided by the copula and the manner in which it is created will
be the focus of this section. While copulas may have been used and known by other
names, the earliest formal reference to copula first appeared in Sklar’s 1959 paper
[211]. Nelsen, author of one of the most authoritative references on the subject [154],
describes how ‘The name “copula” was chosen to emphasize the manner in which a
copula “couples” a joint distribution function to its univariate margins.’ While it is
not a formal definition, it helps us to understand that the role of a copula is to join
a multivariate distribution function with its one dimensional marginal distribution
functions. A marginal probability distribution gives the probability of values that a
single random variable may take without reference to the values of any other variables.
Alternatively it is the probability distribution of a random variable when considered
by itself with no influence from other variables. A multivariate distribution shows
how two or more marginal distributions are jointly distributed.
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Fundamentally, a copula is a multivariate probability distribution function of
which the one-dimensional marginal distributions are each uniformly distributed. The
copula function represents a joint distribution which specifies a particular dependence
structure between the marginal distributions that it links together. This dependence
structure described by the joint probability distribution can be controlled by param-
eters in the copula function to model varying degrees of dependence between the
marginal distributions. A key advantage of copulas is their ability to separately de-
fine the joint distribution dependence structure from the univariate marginals. This
means that the choice of the marginal distributions is not constrained by the se-
lection of the copula. Statistically speaking, the selected copula links the marginal
distributions with a unique joint probability distribution, defined independently of
the individual univariate distributions. This is very convenient in many engineering
applications because system analysts are able to worry about the dependence or the
marginal distributions, one at a time, and specify each as desired. Not having to
specify the joint distribution and marginal distributions concurrently enables better
representation of the marginal distributions and the underlying relationships between
random variables. In fact, the marginal distributions do not even have to prescribe
to the same distribution type once the copula is paired with an appropriate transfor-
mation procedure.
Copulas are defined on the n-dimensional unit hyper cube for which each of the
n random variables is standard uniform distributed U(0, 1) (e.g. defined on the unit
square for 2 variables). Nelsen further explains that if two random variables X and
Y have marginal distribution functions F (x) = P [X < x] and G(y) = P [Y < y],
respectively, and a joint distribution function H(x, y) = P [X < x, Y < y], then each
pair of real numbers (x, y) will be a point F (x), G(y) in the unit square. Each pair
(x, y) will also have a corresponding value in the joint distribution H(x, y). This
correspondence, which translates how each pair (x, y) will be appear in the joint
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distribution, is a function known as a copula.
Copulas have known functional forms that can be tuned to achieve any degree
of dependence between random variable n-tuplets. An interesting and important
property of copulas is that while the joint distribution structure it defines can take
on a variety of topological features the marginal distributions remain unaffected.
Copulas include different parameters which control the degree of dependence between
the random variables. The variable θ is commonly used in single parameter families
to control the degree of dependence and the shape of the joint distribution between
the random variables. One-parameter copulas are the most popular due to their
simplicity, although other families of copulas with multiple parameters exist.
4.3.2.1 Sklar’s Theorem
Sklar’s seminal work outlines the theoretical foundation of copulas predicated on his
theorem that expresses the copula as a function of univariate cumulative functions
and equates it to a bivariate analogue. The theorem is stated as follows:
Let H be a joint distribution function with margins F and G. Then there exists
a copula C such that for all x, y in their domain
H(x, y) = C (F (x), G(y)) (5)
Conversely, if C is a copula and F and G are distribution functions, then the
function H defined by Eqn. (5) is a joint distribution function with margins F and
G. This equation expresses a joint distribution H in terms of a copula C and two
univariate distribution functions F and G but in general Sklar’s theorem is extensible
to n-dimensions. The copula can be expressed in terms of any number of univariate
random variables that follow a known distribution. By rearranging Eq. (5) the copula
C can be expressed in terms of the joint distribution H and the inverse functions of
the univariate marginal distributions as in Eq. (6)






This basic idea is used to generate many different families of copulas. To uniquely
define the copula C, F and G must be continuous. Otherwise C is only uniquely
defined on the range of F and G, which is an important detail in the solving for
the inverse of F and G to generate the copula C. Similarly the copula and the joint
distribution can be used along with the inverse of one univariate distribution to define
the remaining univariate distribution. The relationship between the two univariate
distributions will correspond to the structure of the specified copula.
As Sklar’s Theorem shows in Eqn. (5) the joint distribution function H that
represents the copula is defined between two marginal univariate distributions F and
G. F and G are the cumulative distribution functions of the random variables x and
y. No matter what the value of the continuous random variables x and y, F and
G being their CDFs can only take on values between 0 and 1. Therefore, the joint
distribution between them H (the copula) can only exist between 0 and 1. This is
what limits the domain of the copula. While extensible to multiple dimensions, it
will always exist on the unit hypercube because it is constructed by operating on the
CDFs of marginal distributions as given by Sklar’s Theorem. Additionally, copulas
by definition only exist between standard uniform random variables [154, Sec 2.2].
One of the most interesting properties of copula functions that is also reflected in
Sklar’s Theorem is that they do not alter the marginal distributions because they
only affect the joint distribution between the standard uniform random variables. In
this way the univariate marginal distributions are never altered and always remain
standard uniform. This property greatly facilitates the use of copulas in the many
applications because the inversion method can be used to transform the standard
uniform marginal distributions to any desired type of distribution.
Copulas have been researched and explored at great lengths in the fields of math-
ematics and statistics. Numerous papers in these fields that delve into the properties
of copulas and how they relate to other mathematical concepts exist. Genest and
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MacKay [63] have authored a paper discussing how copulas can be derived from basic
calculus and how they relate to Kendall’s tau. Kumar [122] describes the appeal of
copulas and in particular discusses the Ali-Mikhail-Haq Copula and how it can be
used in data analysis. Specific work has also been done in researching copulas them-
selves and how to develop new families of functions. Hering and Stadtmuller [80]
expounded on Archimedean copulas and how they can be simulated in high dimen-
sions even when higher-order derivatives are needed to evaluate the copula functions.
Durrleman et al. [55] studied transformations involving copulas and showed how some
result in better fits to certain types of dependence structures. Copulas are therefore a
well known and established part of the mathematics and statistics literature. Further
detailed reading on the fundamentals of copulas can be found in chapter 2 of Nelsen’s
most recent text [155] and in chapter 8 of Ruppert’s text [193] on statistics and data
analysis. Additionally, in a thesis written for the field of business and commerce,
Chen [33, chapter 2] offers a good review of copulas and their basic formulations.
4.3.2.2 Archimedean Copulas
The Archimedean class of copulas is particularly relevant and useful because of the
great variety of important copula families it contains, each with their own unique
properties and dependence structures. This work will focus on the Archimedean class
of copulas due to the large variety of dependence structures it represents and the
wide use of its copula families in the literature and common practice. One of the
most important and attractive features of Archimedean copulas is the simplicity of
their mathematical formulation, and thus the ease with which they can be created.
They are generated using a unique generatorfunction, φθ(t) that defines a family of
copulas, as follows in Eq. (62)
C(u, v) = φ
(−1)
θ (φθ(u) + φθ(v)) (7)
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Table 1: Copula families and corresponding theta values
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(1− u)θ + (1− v)θ − (1− u)θ(1− v)θ
]1/θ − ln [1− (1− t)θ] [1,∞)
where C is the copula, u and v are standard uniform random variables, and θ is the
correlation parameter of the generator function φ(θ). The generator function defines
a family of copulas for which θ can assume values from a prescribed domain. The
generator function must satisfy certain conditions. The generator function and its
inverse must be convex. They must be monotonically decreasing on the ordinate and
their domain on the abscissa must be from 0 to 1. If their domain on the ordinate
is finite they are classified as non-strict generators, otherwise they are called strict
generators as described by Nelsen [154], section 4.1. Table 1 summarizes some of the
most commonly used Archimedean families of copulas, noting their name, generator
function, and domain for θ.
A convenient way to visualize copulas is through scatter plots depicting simula-
tions of each random variable and their joint distribution. These scatterplots make
it easy to see the unique properties of each copula family and the effect of varying
their correlation parameter. Iso-probability contours and three-dimensional figures
can also be used to visualize copulas, although they can disguise the differences be-
tween copulas in some cases [8]. Procedures for the simulation of random variable
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copulas are detailed in subsequent sections. Algorithms typically involve the cumula-
tive distribution function, its inverse, its derivative, and the inverse of the derivative.
Numerical approaches are often needed as the analytical solution for said functions is
not trivial or does not exist. Simulations for selected copula families are illustrated
in Fig. 10 (Clayton), Fig. 11 (Gumbel), Fig. 12 (Frank), and Fig. 13 (Joe), with
n=10,000 data points and varying values of the correlation parameter θ as per the
allowable domain in each copula family. Some copula families have been named after
their original proponent as shown in Table 1, otherwise the copulas are unnamed by
Nelsen and are referred to by their enumeration in his text [154, chap. 4]. These
figures also illustrate the marginal distributions of random variables u and v to show
that they remain standard uniform regardless of the choice of copula family, their
corresponding generator function φθ, and the correlation parameter θ. The most in-
teresting cases include when θ significantly varies from negative to positive as seen
with the Clayton (Fig. 10) and Frank (Fig. 12) families.
(a) θ = -0.75 (b) θ = 2.0 (c) θ = 10.0
Figure 10: Simulations of Clayton copula with 10,000 points at various values of θ
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(a) θ = 2.0 (b) θ = 5.0 (c) θ = 15.0
Figure 11: Simulations of Gumbel copula with 10,000 points at various values of θ
(a) θ = -10.0 (b) θ = 5.0 (c) θ = 20.0
Figure 12: Simulations of Frank copula with 10,000 points at various values of θ
4.3.3 Modeling and Simulation of Copulas
Modeling copulas through simulations is an important part of any problem which
seeks to leverage the power of this theory to define dependencies between random
variables. It is also essential to visualizing different copula families and identifying
their unique properties in order to select the proper family and θ value for the problem
at hand. There are multiple ways to visualize copulas, each with their own benefits
and drawbacks which should be explored in detail. These procedures are beyond the
scope of the current research plan, but are expounded upon in detail in Appendix
7.1.
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(a) θ = 1.5 (b) θ = 3.0 (c) θ = 5.0
Figure 13: Simulations of Joe copula with 10,000 points at various values of θ
4.3.4 Copula Marginal Distributions
The marginal distributions of copulas are always uniform but this is usually not the
case for input random variables in probabilistic assessments of complex systems. The
desired marginal distribution to represent an input random variable to a probabilistic
assessment can be obtained in many ways such as, elicitation from subject matter
experts, matching historical trends, fitting to existing data sets, etc. Once a tar-
get marginal distribution is chosen to represent the input random variable in the
probabilistic assessment, the copula can be mapped to it using the inversion method.
4.3.5 Inversion Method
A copula is defined in the In space for n standard uniform random variables. In
practice the vast majority of non-deterministic systems analysis problems subscribe
to other univariate distributions. It is therefore necessary to transform the standard
uniform distribution to any other distribution such that the underlying dependence
between standard uniform samples related by a copula is preserved. Such a transfor-
mation mechanism can be found in the inversion method, a well known approach in
random number generation and vastly documented in the literature as seen in Refs.
[223, 83, 34, 224]. The mathematical formulation and practical considerations are
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discussed at length by Devroye [52]. The inversion method relates a standard uni-
form random variable u to the cumulative distribution function F (x) of the random
variable x as follows in Eq. (8)
F−1(u) = inf {x : F (x) = u, 0 < u < 1} (8)
The function F is continuous on R and has an inverse F−1. The proof for Eq. 8
is given as,
Pr(F−1(u) ≤ x) (9)
= Pr(u ≤ F (x)) = F (x) (10)
A sample of random variable x with probability distribution function f(x) and cu-
mulative distribution function F (x) can be readily generated with a standard uniform
sample evaluated in the inverse distribution F−1. Closed form analytical solutions for
the inverse function do not always exist, so numerical approximations are necessary in
some cases. The inversion method can be applied in reverse to create a standard uni-
form sample from any other randomly distributed sample for which the distribution
function is known. A random variable sample can therefore be transformed to any
other distribution using the standard uniform distribution as an intermediate state.
The flexibility to select any required marginal distribution pursuant of whatever
subjective encoding method is desired, is central to developing the use of copulas for
practical applications. The inversion method is applied to univariate samples sepa-
rately and does not compromise the multivariate dependence structure predicated by
a copula defined for said variables. Although the shape of the univariate distributions
changes slightly with the implementation of the inversion method, as does the shape
of the sample in the multivariate space, the sample correlation remains effectively
invariant.
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The inversion method is demonstrated using the generic exponential distribution
which is distributed as follows:
pdf: f(x) = λe−λx, x ≥ 0 (11)
CDF: f(x) = F (x) = 1− e−λx, x ≥ 0 (12)
A uniformly distributed random variable U between 0 and 1 is generated in Fig
14.
Figure 14: Uniform random variable U(0, 1)
Assuming λ = 2, the random variable U is sampled n = 1, 000 times to plot the
exponential distribution pdf and CDF through Eq. 11 and Eq. 12 respectively, as
shown in Figs. 15a and 15b.
Using the inverse exponential cumulative distribution which exists in closed form
(Eq. 13) the inverse function can be plotted by sampling the same uniform ran-
dom variable U shown in Fig. 14. The resulting graph is expected to simply be a






(a) Exponential distribution pdf (b) Exponential distribution CDF
Figure 15: Exponential distribution generated by sampling U(0, 1) assuming λ = 2
Figure 16: Exponential distribution inverse CDF generated by sampling U(0, 1)
The inverse CDF is shown in Fig. 16 and appears as expected. However plotting
the histogram of the inverse as shown in Fig. 17 reveals a trend which directly
corresponds to the exponential distribution probability density function in Fig. 15a.
It is possible to generate the pdf of the exponential distribution by supplying the
inverse CDF of the exponential distribution with the uniform random variable U . This
is because the inversion method relies on the exponential function’s own inverse CDF
to transform the uniform random variable into data corresponding to the exponential
function. This method is particularly useful because it can be used with any function
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for which the inverse cdf is known. In this manner the inversion method, via the
inverse CDF of a distribution, F−1, provides a link between any uniform random
variable and the original distribution’s pdf.
Figure 17: Histogram of the exponential distribution inverse CDF
Recall that by the inversion method any CDF and its inverse can be expressed
using the uniform distribution in the following manner,
F (x) = u (14)
F−1(u) = x (15)
The process can be taken a step further to retrieve back, via the inversion method,
the original sample of values in the random variable U . Simply evaluate the CDF of
the exponential function to the x values obtained in the histogram above following
the similar but reversed formulation of the Inversion Method:
F−1(x) = u (16)
The only difference is that now the inverse CDF is actually the CDF of the expo-
nential function. By doing this the exact same sample of U can be retrieved which
this example was begun with as shown in Fig. 18.
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Figure 18: Starting uniform distribution of U retrieved back by applying original
CDF to the x values of the inverse CDF
This example demonstrates how the exponential distribution can be obtained by
using its inverse CDF via any uniform random variable distributed between 0 and 1.
This process can be extended to relate uniform variables with probability distributions
for any function whose inverse CDF is known. This example also illustrates how the
process can be reversed by applying the CDF of the original function to return the
exact uniform random variable used in the original inversion process.
4.3.6 Applications of Copulas
Copulas theory has been applied in several fields including demographic statistics,
finance, and insurance risk analysis, among others. Some of these applications are
reviewed to illustrate how copulas theory has been used outside the aerospace com-
munity.
Benzia et al. [16] tried to model test metrics of electronic devices used in the sen-
sors and signals processing field. They recognized that dependencies existed between
output parameters of the devices they wished to test, so they employed Archimedean
copulas to model that dependence and used it to evaluate their devices on a large
scale. In light of insufficient data to properly model their faulty imaging devices, a
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parametric Clayton copula was fit to existing data in order to simulate larger samples
augmenting the original one, which helped to attain greater accuracy in the predictive
models they developed. In this way copulas were used to augment a particular trend
of data and add statistical significance to models that captured that trend.
Rui and Pu [190] presented a convertible bond pricing and valuation approach
based on copulas theory. They use four different types of copulas (Gumbel, Frank,
Clayton, and normal) to measure the dependence between the factors that influence
bond price. They argued in favor of copulas due to their greater sensitivity in cap-
turing nonlinear dependencies relative to other techniques. They cited two main
advantages when copulas are used in multivariate modeling, namely, that there is
no restriction on the random variable marginal distribution and the ability to sepa-
rate the dependence structure from the marginal distribution. They concluded that
Archimedean copulas predict bond price better than the normal copula at various
stock prices.
Huang et al. [84] showed how the inclusion of copulas in reliability models can
improve the prediction of equipment lifetime. They formulate a reliability equation
using the Gumbel-Hougaard copula. Weibull distributions were fit to two different
failure modes of the equipment based on failure times from historical data. First, they
calculated the Weibull marginal distribution parameters and used that to estimate
reliability, taking the marginals as independent. Then they related the two failure
modes using the Gumbel-Hougaard copula and estimated the reliability again. They
concluded that the inclusion of the copula significantly improves the estimation of
equipment lifetime and showed the shift in the reliability curve.
Noh et al. [157] combined a reliability based design optimization (RBDO) prob-
lem with copulas in the structural multidisciplinary optimization field. They related
the design inputs using a Gaussian copula but transformed their marginal distribu-
tions to the copula space using two different techniques, the Rosenblatt and Nataf
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transformations, and compared the RBDO results from each. They preferred the
Nataf transformation because it requires less information to produce similar results.
They also compared both of these methods to the independent inputs assumption
and concluded that the dependent inputs significantly affected the RBDO results for
structural design.
4.3.7 Selecting Copulas
Copulas are most useful in capturing dependencies when specific data is unavailable
but there is a notional understanding of how the dependence structure should look.
This is particularly relevant in the case of future aircraft technologies where tech-
nology impacts must be forecasted but dependencies between the impacts must be
included because they are significant. Figures 10 - 13 show several copulas families at
a few different values of correlation parameter θ. These are meant to give the reader
an understanding of the types of relationships copulas can capture, but Nelsen pro-
vides a more detailed [155] listing of 22 different Archimedean copula families in his
text. Each of these copula families has a continuous range of correlation parameter θ
which significantly affects the dependence structure. Simulating all 22 copula families
at various values of correlation parameter θ can produce a plethora of different types
of dependencies. With so many different choices, it can be difficult for a new user of
copulas to know where to begin. They will need some guidance to aid in finding the
right copula family and θ value for their needs.
In Fig. 19, a CopulA Selection Tree called CAST, has been created to guide system
analysts in identifying a copula family and θ value for their application by answering
basic questions about the underlying relationship they wish to capture. The answers
to these questions represent a low level understanding of the dependence structure
upon which the use of copulas is predicated.
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Figure 19: Archimedean CopulA Selection Tree (CAST)
CAST was created by first simulating and cataloging all the Archimedean cop-
ulas listed by Nelsen. During the cataloging process several distinct and pertinent
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dependence structures arose across different copula families. Then copulas and theta
values with similar types of dependence were organized into sets. By examining the
sets it was found that this doesn’t have to be a flat organization, but rather can
be arranged into a structure based on general relationships between the sets. These
relations form a hierarchical breakdown from broad to specific descriptions of the
dependence structure properties captured in each set. This realization led to the
development of a formal tree structure which starts with generic categorizations at
the top and concludes with various sets of copulas in leaves that represent distinct
categories of dependence structures. The copulas in the tree leaves represent initial
categorizations that were subjectively assigned based on a visual assessment of the
dependence structure shown by various copulas. Therefore, CAST is a subjectively
created, encoding tool designed to convert the practitioner’s qualitative knowledge of
the desired underlying relationship into copula selections useful in their applications.
Before proceeding it is relevant to note a couple of points. There were three
copula families in the Archimedean class that were not included in the simulation
and cataloging process due to difficulties in properly modeling them. This difficulty
was encountered with the N18, N19, and N20 copula families specifically because
of the exponential functions present in their generator functions. Due to machine
limitations in Matlab, the exponential function can’t be evaluated to a distinct value
at extremely low negative numbers. This limitation causes failures in the copula
simulation algorithm and creates nonuniform marginal distributions which violates
a key principle of copulas. This limitation was not encountered while simulating
any other families in the Archimedean class. However, this limitation was overcome
for these three copula families by examining their dependence structure in the work
published by Armstrong [8], and using the same subjective cataloging process to
place them in the appropriately leaves of the selection tree. Additionally, the copula
selection tree (CAST) proposed here was formally published [254] to the aerospace
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community as tool to aid practitioners in selecting copulas.
CAST begins with an overarching question about the dependence structure and
whether it is linear or non-linear. The question is intended to be answered qualita-
tively based on the analyst’s understanding. The structure of the tree is such that
the answer to the first question is followed immediately by another series of questions
that lead to distinct leaves of the tree. The final answer concludes in a subset of copu-
las and correlation parameter θ values that capture the analyst’s desired dependence
structure. Along the linear branch questions arise about positive or negative correla-
tion in terms of whether the relationship between the variables tends to be directly
proportional or inversely proportional. The next question is about the spread of the
points and asks if they are evenly distributed along the linear trend or tightly concen-
trated on one/both ends such that propensity of one variable having an extreme value
is closely linked to the other variable having a similarly extreme value, i.e., tail depen-
dent. If tail dependence exists, is that dependence very sharp in the tail (narrow tail,
low uncertainty) or is it moderate in the tail (wide tail, more uncertainty)? Then,
the last question asks if this dependence is found in the left, right, or both tails and
the tree concludes with the prescribed set of copulas and θ values. In the non-linear
branch, copulas can form Pareto front type dependence structures which either have
curved frontiers or linear frontiers. The next question asks whether the corner inside
the frontier is highly sampled or sparsely sampled. Then, each leaf concludes with
the recommended subset of copulas and θ values. The evenly scattered category near
the top right is a subset of copula families that are not linear or nonlinear but rather
provide a more space filling dependence structure. These copulas can be tuned to
have a defined but low dependence, which corresponds with a high degree of uncer-
tainty and could be useful when limited knowledge is known about the dependence
structure or if independence must be enforced between random variables.
For convenience, CAST follows the same numerical listing as Nelsen [155, chap.
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4] to identify copula families. Each final leaf of the selection tree includes a subset of
copula families and approximate θ values. It is also accompanied by a notional graph
to give the reader a visual understanding of the types of relationships described by
that leaf. Fig. 19 is obviously not a comprehensive listing of all types of copulas since
it focuses on the Archimedean class, but it does include all 22 of Nelsen’s documented
copulas. Some leaves of the tree may not appear as developed as others; for example,
the linear-negative branch does not have as many options as the linear-positive branch.
However, since all marginal distributions are uniformly distributed between 0 and 1,
positively dependent copulas can be reoriented and employed for negative dependence
structures. This can be done through intermediate mappings of the random variables
by setting utransformed = 1 − uoriginal and vtransformed = 1 − voriginal as needed. In
fact any of the copulas can be manipulated in this manner to match a particular
dependence structure. CAST is not necessarily a conclusive tool but rather is intended
to guide the novice practitioner to the desired set of families and correlation parameter
θ values that are suitable to their needs. The system analyst is then encouraged to
simulate, test, and adjust (through the correlation parameter θ and any appropriate
transformations) those recommended copulas in the final leaf of the tree to settle upon
the copula family and θ value which best meets their needs. In this sense, CAST can
serve as a very useful tool to new users of copulas who are not familiar with the wide
breadth of relationships readily available to copula users.
Copula research is continuing in the field of statistics [80, 55], and new families
are being discovered through various transformations and higher order applications.
As more copulas are discovered and infused, other leaves of the selection tree can
become further developed and refined by ongoing research. Fig 19 represents a first
iteration that will continue to evolve.
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4.3.8 Research Question 1
Examining the selection tree leads to several observations. The first obvious point
is that the tree was created using a subjective view of the available copula families,
and is therefore not necessarily absolute. In order to add scientific rigor and further
refine CAST, an effort will be made to demonstrate that this tree has an objective
statistical repeatable underlying structure. This leads to the first research question.
Research Question 1
Can the proposed copula selection tree be shown to be consistent
with objective statistics? Given an input vector of copula samples
X, and a set of objective statistics S, can the groupings in tree T be
reproduced?
Expectation 1
CAST is based on user intuition and visual inspection but also corre-
sponds to a hierarchical relational structure that is reproducible and
objective when using descriptive statistics
Research Question 1 (RQ1) and the corresponding expectation lead us to believe
that some kind of underlying objective structure can be found in this copula selec-
tion tree. The expectation is not called a hypothesis because the assertion does not
have enough specificity to be testable under the scientific method. As such further
observations will be made and Research Question 1 will be broken down into smaller
sub-questions.
The next observation is that the tree uses simple subjective questions for classi-
fication. Each question acts as a decision gate dividing the available set of copulas
in the full Archimedean class into smaller and smaller subsets that correspond to the
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properties evoked by the qualitative questions at each decision gate. This continues
until the copulas are placed into leaves at the end of the selection tree. There are
10 decision gates throughout the tree (numbered 1-10) and a total of 14 leaves (let-
tered A-N) representing the various types of dependence structures available in the
Archimedean class. These are shown in Fig. 20.
By answering these qualitative questions about a dependence structure, eventually
a leaf of the tree will be reached. In this way the tree provides a subjectively assigned
label for every copula that corresponds to the letter of the leaf that it belongs to.
For example the N4,θ > 9 copula belongs to leaf H and therefor has the label H. The
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Figure 20: Archimedean CopulA Selection Tree (CAST) with labeled decision gates
and leaves
N1,θ > 5 copula is in leaf I and has the label I.
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4.3.8.1 Research Question 1.1
Recognizing the various decision gates and labeled leaves in the tree, and knowing that
RQ1 intends to replicate the copula groupings in each leaf using objective statistics
leads to the first sub-research question.
Research Question 1.1
Are there objective repeatable statistics that can capture the subjec-
tive behaviors qualitatively assessed at each decision gate? Do such
statistics exist and can they be used to make objective decisions about
a dependence structure at each decision gate?
Expectation 1.1
Descriptive statistics can capture these behaviors and be used to make
the decisions posed at each decision gate but not all of them exist.
In addition to existing ones, some custom statistics will be needed to
evaluate dependence structures at all the decision gates in the tree.
4.3.8.2 Research Question 1.2
The next observation is that the copulas in the tree only represent a subset of all the
possible copulas in the Archimedean class. In fact the copulas and θ values depicted
in the tree are those that represent fairly distinct dependence structures which are
reflected in the categorization of the leaves. However θ is a continuous variable in its
domain and there are many copula families, so there are many other copulas in the
Archimedean class that may not fit into these defined categories. This leaves many of




What is the implication of fringe copulas which do not appear explic-
itly in CAST? Are these copulas simply to be ignored? If they were
to be included, where do they belong?
Expectation 1.2
Fringe copulas exist but don’t belong in CAST because their depen-
dence structure is not distinct enough to be archetypal of a particular
leaf.
4.3.8.3 Research Question 1.3
Another observation is that some leaves are subjectively speaking, close in the appear-
ance of their dependence structures. Some of these similar leaves are only separated
by one decision, like leaf M and leaf N. However there are others like leaf C and leaf
F that have separated very early on in the tree structure but still appear somewhat
similar. This causes concerns about the tree groupings and more importantly about
whether or not these distinctions can be made objectively.
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Research Question 1.3
Is there a better way to make these groupings to avoid similar looking
leaves? What descriptive statistics exist that can be used to objec-
tively differentiate between these similar looking leaves?
Expectation 1.3
The groupings have been made subjectively and can be refined. For
similar tree leaves, a single descriptive statistic may not be suffi-
cient to objectively differentiate between leaves, but a combination
of statistics should be able to make the distinctions.
4.3.8.4 Research Question 1.4
The next observation is that the assignment of a particular copula family and θ value
as being archetypal of a distinct behavior was done subjectively. Consequently, the
exact range of θ values assigned to a leaf for a given copula family is open to subjective
interpretation. This leads to some further sub-research questions.
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Research Question 1.4
How can the label assignments of a particular copula and θ value be
objectively verified? Does the range of θ need to expand, shrink, or
shift entirely? At what point do the subjective estimates of θ become
unreliable?
Expectation 1.4
The label assignments and θ values of each copula family will have to
be evaluated individually and checked with objective statistics. The
assignments and the ranges of θ will either meet or not meet the cut
off value of the statistics which will verify their placement in CAST.
4.3.8.5 Research Question 1.5
The previous question raises some important concerns about the accuracy of the
subjective label assignments. In addition to this, since copulas are probabilistic the
repeatability of CAST should also be established. Although the proposed tree has
been published to the aerospace community, if it is expected to be carried forward,
the accuracy of the groupings and the repeatability of the tree should be verified in
an objective manner. This leads to the final sub-research question.
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Research Question 1.5
How can the groupings in the tree leaves be verified and validated
in an objective and repeatable manner? How can it be demonstrated
that this subjective model can be arrived upon by repeatable objective
statistics?
Expectation 1.5
The groupings can be verified with repeatable objective statistics but
this will require multiple instantiations of the copulas in the subjective
tree.
Answering these research questions successfully will establish the underlying ob-
jective nature of the copula selection tree. The value of this effort will be to show
that the proposed subjective decision tree is consistent with objective metrics that
can measure different aspects of these dependence structures in order to repeatedly
and accurately label each copula.
4.4 CopulA Selection Tree (CAST)
4.4.1 CAST Research Plan
A research plan was created to answer RQ1 and its associated sub-research questions.
This plan is a general outline of steps and will need many additional details to answer
all the research questions.
1. Create an objective model of the subjective copula selection tree
2. Train the objective model using an initial training set of copulas to accurately
predict the groupings in the subjective tree leaves
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3. Verify the model and validate its objective statistical values using a new instan-
tiation of the training set and additional copulas
(a) Include fringe copulas in the validation set that were not in the training
set to determine their purpose
This effort will begin by constructing an objective model using descriptive statis-
tics that can systematically answer all the qualitative questions at the decision gates
in the tree. If each question is answered correctly, then the objective statistics will
follow the same path through the tree as the subjective analyst and ultimately assign
the copula being assessed the same label as the subjective process. If any of the ob-
jective statistics fail to exit a decision gate accurately, then the copula being assessed
will take a different path through the decision tree and eventually end in a different
leaf than the subjective process. This will result in the copula being mislabeled and
not matching the subjective procedure’s assignment. The model will be adequately
prepared when an initial training set of copulas can be passed through and its pre-
dictive labeling completely matches those provided by the subjective analyst. The
model should have zero error in its predictive labeling or get as close to it as possible.
If this can be achieved for the initial training set of copulas, then the objective
model will have been verified, meaning that it can accurately label the copulas that
its objective statistics were trained on. This is a key step in answering RQ1 and is
analogous to Model Fit Error (MFE) in surrogate modeling. Any mislabeled copulas
indicate that the model’s objective statistics are failing to match the subjective ana-
lyst for those copulas and resulting in a non-zero MFE of the model. To improve the
MFE the model’s objective statistics must be refined so they can accurately label all
the copulas in the training set. After verifying the objective model on the training
set copulas, it must be validated using other copulas that are not from the training
set. This can be thought of as Model Representation Error (MRE) from surrogate
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modeling. If the model has good predictive capability for copulas out the training
set, i.e. low MRE, then it will be validated as well.
CAST was created by simulating and cataloging all the different copula families
in the Archimedean class at many values of θ. Several distinct and useful dependence
structures became obvious across different copula families during the cataloging pro-
cess. These dependence structures were subjectively assigned into groupings that
would be useful to a system analyst for dependence modeling such as a left tail de-
pendent group of copulas or a right tail dependent group of copulas. Each type of
grouping is assigned to a leaf in the selection tree. The leaf groupings are represen-
tative of the archetypal dependence structures that exist in the Archimedean class
of copulas and are created subjectively. The general relationships between the leaves
were used to create the structure of the tree through a hierarchical breakdown from
broad to specific descriptions of the dependence structure properties. Each level in the
hierarchy is traversed through a decision gate that asks the user a qualitative question
about the dependence structure they want to represent. Eventually the answers to
these questions lead to a single leaf that is archetypal of their desired dependence
structure and a subset of copula families that can simulate it. This research plan is
intended to demonstrate that the hierarchical breakdown and assessment of copulas
through the decision gates, and their assignment into each leaf, can be replicated with
objective statistics. If successful, this will objectively prove that the copula families
that were subjectively assigned to a leaf during the cataloging process, do in fact
belong in that leaf. The archetypal dependence structures represented by each leaf
were created and will remain subjective. This research plan will demonstrate that
the assessment of copulas through the decision gates and their membership into each
archetypal leaf can be done objectively using descriptive statistics.
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4.4.2 Experimental Design
An important consideration in the experimental design is to ensure that the most
amount of information is obtained from a minimum number of copula simulations.
This is important because while the simulations themselves are computationally effi-
cient to run, the subjective labeling process is manual and laborious. For each copula
and its associated θ value, the dependence structure must be individually analyzed.
It must be subjectively assessed through each decision gate by answering the series of
qualitative questions until ultimately reaching a particular leaf. Then the copula is
assigned to that leaf and its label is recorded for comparison to the objective model’s
predicted label. This process must be repeated for each and every copula in the train-
ing and validation sets, so that the performance of the model can be tested. For this
reason it is efficient to answer RQ1 and its sub-research questions with as few copula
simulations as possible.
4.4.3 Identify Candidate Metrics
There are many descriptive statistics in the literature that can be used to model the
copula selection tree. The descriptive statistics will be used to measure the copulas so
they can also be thought of as metrics. Since CAST has ten different decision gates
which subjectively assess a unique feature of the dependence structure, the metrics
should be identified corresponding to the qualitative decision gate they will be used to
objectively mimic. Many different metrics were identified that can measure features
of the dependence structure relevant to each decision gate. Some of these statistics
were found in the literature and others were created as custom statistics in order
to measure a key property of the dependence structure in each copula. Once the
candidate metrics were identified for each decision gate, they were down selected to
a usable amount of statistics based on a simple qualitative assessment.
The assessment involved four categories and each metric was given a High, Medium,
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or Low ranking for each category. High is considered better than Low in all categories
of this assessment. The first category is Currently Available in software packages. A
High ranking would mean that it’s already present and minimal effort will be needed
to measure copulas with this metric while a Low ranking would indicate the opposite.
The second category is Ease of Implementation, or how difficult it will be to code
this statistic in a software package like Matlab. The third category is computational
efficiency which measure relatively how long it will take to measure each copula with
the metric. Finally the last category is the ability of a statistic to measure a distinct
property relevant to that decision gate. These four criteria were used to judge all of
the candidate metrics for each decision gate in order to down select the most useful
ones to include in the objective model.
4.4.3.1 Decision Gate 1
Decision Gate (DG) 1 is depicted in Fig. 20 and asks whether the dependence struc-
ture is linear or nonlinear. There are several different potential statistics in the liter-
ature to measure linearity including some well-known correlation coefficients. Some
additional custom statistics have also been proposed to aid in making the proper
decision for each copula objectively. All of these statistics are listed in Table 2 with
their ranking in each category and their associated symbol.
1. Pearson’s ρ is a well known correlation coefficient from the literature [168]. It
ranges from -1 to 1 and can measure linear or inverse correlation. For an x and
y pair, it is calculated by
ρ =
∑n





and a value close to 1 or -1 reflects either a positively or negatively correlated set.
Values close to zero reflect low correlation and can indicate nonlinear behavior.
Pearson’s ρ will be used to objectively assess copulas at Decision Gate 1.
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Table 2: Decision Gate 1 Candidate Metrics


















1. Pearson’s rho ρp Medium High High Medium
2. Kendall’s tau τk Medium High Low Medium
3. Spearman’s rho ρs Medium High Low Medium
4. Covariance cov Medium High Low Low
5. Avg Distance d̄ High Low High High
6. Avg Inverse Distance d̄−1 High Low High High
7. Origin Corner Density σo High Low High High
8. Pareto Frontier Point Density φ Medium Low Medium High
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2. Kendall’s τ is a commonly used rank correlation coefficient in the literature
[106]. It also ranges from -1 to 1 and can measure both linear or inverse corre-








and values close to -1 or 1 indicate high correlation. When its value is close
to zero this metric typically indicates low correlation and nonlinear behavior.
Kendall’s τ will be used to objectively assess copulas at Decision Gate 1.
3. Spearman’s ρ is an established rank correlation coefficient in the literature [221].
Ranging from -1 to 1, it can measure both negative and positive correlations.
It is calculated by
ρ =
∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2
√∑n
i=1(Yi − Ȳ )2
(19)
and values near zero indicate low correlation and the potential for nonlinear
behavior. Spearman’s ρ will be used to objectively assess copulas at Decision
Gate 1.
4. Covariance (cov) is a measure of how much an x and y pair will change together.
If an increase in x corresponds to an increase in y and vice verse for decreases,
the the variables change together and the covariance is positive. However, if a
decrease in x corresponds to an increase in y, or vice versa, and the variables
change in opposite directions, then the covariance will be negative. The mag-
nitude of the covariance is not as easily interpreted but its normalized version
is Pearson’s ρ whose magnitude is easily relatable to the strength of the corre-
lation. Due to this property of covariance, it will not be as useful in assessing
copulas at Decision Gate 1 and will not be used.
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5. Avg Distance (d̄) is a custom metric created specifically to measure the spread
of points off of the imaginary line y = x. This spread is calculated by first
computing the absolute value of the vertical distance of every point above or
below the line y = x. Then the Pythagorean theorem is applied to find the
perpendicular distance of each point off of the line y = x. The perpendicular
distance is then summed and divided by the total number of points to find an
average perpendicular distance, or spread of points off of the line y = x. If the
Avg Distance is low, it indicates high positive correlation and linearity but if it
is high then it indicates low correlation and possible nonlinear behavior. Avg
Distance (d̄) will be used to objectively assess copulas at Decision Gate 1.
6. Avg Inverse Distance (d̄−1) is a custom metric created specifically to measure the
spread of points off of the imaginary line y = −x+ 1. This spread is calculated
by first computing the absolute value of the vertical distance of every point
above or below the line y = −x+ 1. Then the Pythagorean theorem is applied
to find the perpendicular distance of each point off of the line y = −x + 1.
The perpendicular distance is then summed and divided by the total number of
points to find an average perpendicular distance, or spread off of the line y =
−x+1. If the Avg Inverse Distance is low, it indicates high negative correlation
and linearity but if it is high then it indicates low correlation and possible
nonlinear behavior. Avg Inverse Distance (d̄−1) will be used to objectively
assess copulas at Decision Gate 1.
7. Origin Corner Density (σo) is a custom metric that measures the density of
points in the square area formed by the origin, the line x = 0.4, and the line
y = 0.4. The metric counts the points in this imaginary square and normalizes
them by the total number of points. The metric can theoretically take on values
from 0 to 1, and can be used to identify nonlinear behavior if there are no points
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at all near the origin. Origin Corner Density (σo) will be used to objectively
assess copulas at Decision Gate 1.
8. Pareto Frontier Point Density (φ) is a custom metric measuring the number of
points on the Pareto frontier. It is calculated by isolating the Pareto frontier
points and summing them all. The sum is then normalized by the total number
of points. The metric can theoretically take on values from 0 to 1, and can
be used to identify nonlinear behavior if there are a high proportion of points
on the frontier instead of being more evenly spread out. Pareto Frontier Point
Density (φ) will be used to objectively assess copulas at Decision Gate 1.
4.4.3.2 Decision Gate 2
Decision Gate 2 is depicted in Fig. 20 and examines all copulas that are determined
to be linear by decision gate 1. Decision gate 2 tries to determine whether the linear
copulas are positively of negatively correlated. Several of the established correlation
coefficients from the literature can be used to make this determination based on their
signs. All of these statistics are listed in Table 3 with their ranking in each category
and their associated symbol.
1. Pearson’s ρ was described in decision gate 1 and can be used to determine
positive or negative correlation based on its sign. It will take on positive sign
for positive correlations and a negative sign for negative correlations. Pearson’s
ρ will be used to objectively assess copulas at Decision Gate 2.
2. Kendall’s τ was described in decision gate 1 and can also be used to determine
positive or negative correlation based on its sign. Positive correlation will have
positive sign and negative correlations will have negative sign. Kendall’s τ will
be used to objectively assess copulas at Decision Gate 2.
3. Spearman’s ρ was described in decision gate 1 and can be used to determine
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Table 3: Decision Gate 2 Candidate Metrics












1. Pearson’s rho ρp Medium High High Medium
2. Kendall’s tau τk Medium High Low Medium
3. Spearman’s rho ρs Medium High Low Medium
4. Covariance cov Medium High Low Medium
positive or negative correlation based on its sign. It will take on positive sign for
positive correlations and a negative sign for negative correlations. Spearman’s
ρ will be used to objectively assess copulas at Decision Gate 2.
4. Covariance (cov) was described in decision gate 1 and can also be used to
determine positive or negative correlation based on its sign. Positive correlation
will have positive sign and negative correlations will have negative sign. It will
be used to objectively assess copulas at Decision Gate 2.
4.4.3.3 Decision Gate 3
Decision Gate 3 is depicted in Fig. 20 and examines all copulas that are determined
to be nonlinear by decision gate 1. Decision Gate 2 tries to determine whether the
nonlinear copulas have a curved or linear Pareto frontier, or are simply just evenly
scattered throughput the space. Determining these features will require tailored met-
rics that examine the Pareto frontier points of these nonlinear copulas. All of these
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Table 4: Decision Gate 3 Candidate Metrics


















1. Avg Pareto Inverse Distance d̄−1φ Medium Low Medium High
2. Pareto Frontier Point Density φ Medium Low Medium High
3. Avg Inverse Distance d̄−1 High Low High High
custom statistics are listed in Table 4 with their ranking in each category and their
associated symbol.
1. Avg Pareto Inverse Distance (d̄−1φ ) is a custom metric that measures the dis-
tance of only the Pareto frontier points off of the imaginary line y = −x + 1.
First the Pareto frontier points are isolated and operated on, ignoring the other
points in the joint distribution. Then the spread is calculated by first comput-
ing the absolute value of the vertical distance of every point above or below
the line y = −x + 1. Then the Pythagorean theorem is applied to find the
perpendicular distance of the Pareto frontier points off of the line y = −x + 1.
The perpendicular distance is then summed and divided by the total number of
Pareto frontier points to find an average perpendicular distance, or spread off
of the line y = −x + 1. If the Avg Pareto Inverse Distance is low, it indicates
a linear Pareto frontier but if its very high, it indicates potential for random
scatter of points. An intermediate value indicates a curved Pareto frontier.
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Avg Pareto Inverse Distance (d̄−1φ ) will be used to objectively assess copulas at
Decision Gate 3.
2. Pareto Frontier Point Density (φ) was described in decision gate 1 and can
be used to determine the number of points on the Pareto frontier and thereby
indicate how filled it is. This can be used to aid in determining if the frontier
is curved or linear based on how tightly packed the points on the frontier are.
Pareto Frontier Point Density (φ) will be used to objectively assess copulas at
Decision Gate 3.
3. Avg Inverse Distance (d̄−1) was described in Decision Gate 1 and can be used
to assess nonlinear copulas to determine how curved or linear all the points in
the space are. This can his can be used to aid in determining if the frontier is
curved or linear. Avg Inverse Distance (d̄−1) will be used to objectively assess
copulas at Decision Gate 3.
4.4.3.4 Decision Gate 4
Decision Gate 4 is depicted in Fig. 20 and asks whether the linear frontier copu-
las identified by Decision Gate 3 have sparse or dense Pareto corner density. The
Pareto corner is the corner of the distribution behind the Pareto frontier which can
be sparsely or densely sampled by different copulas. Decision Gate 4 attempts to use
density based statistics to objectively make this delineation for each copula. All of
these statistics are presented in Table 5 with their ranking in each category and their
associated symbol.
1. Lower Density (σLow) is a custom metric that measures the total number of
points in the lower third of the joint distribution between the lines x = 0 and
the line x = 0.3333. It counts the total number of points with coordinates such
that x < 0.3333 and sums them. If there are a high number of points in the
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Table 5: Decision Gate 4 Candidate Metrics


















1. Lower Density σLow High Low High Medium
2. Middle Density σMid High Low High Medium
3. Upper Density σUpp High Low High Medium
4. Pareto Corner Density σφ Medium Low Medium High
5. Pareto Frontier Point Density φ Medium Low Medium High
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lower and middle parts of the space, then there will be less points remaining
to populate the upper region where the Pareto corner is, giving an indication
of the Pareto corner density. Due to the superiority of other custom metrics
to directly measure the density in the Pareto corner, Lower Density (σLow) will
not be directly used to assess copulas at Decision Gate 4.
2. Middle Density (σMid) is a custom metric that measures the total number of
points in the middle third of the joint distribution between the lines x = .3333
and the line x = 0.6666. It counts the total number of points with coordinates
such that x > 0.3333 and x < 0.6666. Then it sums them and records the
value. If there are a high number of points in the lower and middle parts of
the space, then there will be less points remaining to populate the upper region
where the Pareto corner is, giving an indication of the Pareto corner density.
Due to the superiority of other custom metrics to directly measure the density
in the Pareto corner, Middle Density (σMid) will not be directly used to assess
copulas at Decision Gate 4.
3. Upper Density (σUpp) is a custom metric that measures the total number of
points in the upper third of the joint distribution between the lines x = .6666
and the line x = 1. It counts the total number of points with coordinates such
that x > 0.6666 and sums them. If there are a low number of points in the upper
part of the space, then there will few points populating the Pareto corner which
exists in the upper region, giving an indication of the Pareto corner density.
Upper Density (σUpp) will be used to objectively assess copulas at Decision
Gate 4.
4. Pareto Corner Density (σφ) is a custom metric that measures the density of
points in the square area behind the Pareto frontier. This is called the Pareto
corner and is formed by the lines x = 0.6666, x = 1, and the lines y = 0.6666,
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y = 1. It counts the total number of points with coordinates such that x >
0.6666 and y > 0.6666. Then it sums them and normalizes by the total number
of points. This metric provides a direct evaluation of the number of points in
the Pareto corner and can theoretically take on values from 0 to 1. Values closer
to zero indicate sparse corner sampling while values significantly higher than
zero indicate a densely populated Pareto corner. Pareto Corner Density (σφ)
will be used to objectively assess copulas at Decision Gate 4.
5. Pareto Frontier Point Density (φ) was described in Decision Gate 1 and can be
used to determine the number of points on the Pareto frontier. This gives an
indication of how many points remain behind the Pareto frontier that can po-
tentially populate the Pareto corner. This can be used to decide how dense the
Pareto corner is. Pareto Frontier Point Density (φ) will be used to objectively
assess copulas at Decision Gate 4.
4.4.3.5 Decision Gate 5
Decision Gate 5 is depicted in Fig. 20 and asks whether the curved frontier cop-
ulas identified by Decision Gate 3 have sparse or dense Pareto corner density. The
Pareto corner is the corner of the distribution behind the Pareto frontier which can be
sparsely or densely sampled by different copulas. Similar to Decision Gate 4, Decision
Gate 5 attempts to use density based statistics to objectively make this delineation
for each copula. All of these statistics are presented in Table 6 with their ranking in
each category and their associated symbol.
1. Lower Density (σLow) was described in Decision Gate 4 and can be used to
determine the number of points in the lower third of the joint distribution. If
there are a high number of points in the lower and middle parts of the space,
then there will be less points remaining to populate the upper region where
the Pareto corner is, giving an indication of the Pareto corner density. Due to
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Table 6: Decision Gate 5 Candidate Metrics


















1. Lower Density σLow High Low High Medium
2. Middle Density σMid High Low High Medium
3. Upper Density σUpp High Low High Medium
4. Pareto Corner Density σφ Medium Low Medium High
5. Pareto Frontier Point Density φ Medium Low Medium High
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the superiority of other custom metrics to directly measure the density in the
Pareto corner, Lower Density (σLow) will not be directly used to assess copulas
at Decision Gate 5.
2. Middle Density (σMid) was described in Decision Gate 4 and can be used to
determine the number of points in the middle third of the joint distribution. If
there are a high number of points in the lower and middle parts of the space,
then there will be less points remaining to populate the upper region where
the Pareto corner is, giving an indication of the Pareto corner density. Due to
the superiority of other custom metrics to directly measure the density in the
Pareto corner, Middle Density (σMid) will not be directly used to assess copulas
at Decision Gate 5.
3. Upper Density (σUpp) was described in Decision Gate 4 and can be used to
determine the number of points in the lower third of the joint distribution. If
there are a low number of points in the upper part of the space, then there will
few points populating the Pareto corner which exists in the upper region, giving
an indication of the Pareto corner density. Upper Density (σUpp) will be used
to objectively assess copulas at Decision Gate 5.
4. Pareto Corner Density (σφ) was described in Decision Gate 4 and provides a
direct evaluation of the number of points in the Pareto corner and can theoret-
ically take on values from 0 to 1. Values closer to zero indicate sparse corner
sampling while values significantly higher than zero indicate a densely popu-
lated Pareto corner. Pareto Corner Density (σφ) will be used to objectively
assess copulas at Decision Gate 5.
5. Pareto Frontier Point Density (φ) was described in Decision Gate 1 and can be
used to determine the number of points on the Pareto frontier. This gives an
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indication of how many points remain behind the Pareto frontier that can po-
tentially populate the Pareto corner. This can be used to decide how dense the
Pareto corner is. Pareto Frontier Point Density (φ) will be used to objectively
assess copulas at Decision Gate 5.
4.4.3.6 Decision Gate 6
Decision Gate 6 is depicted in Fig. 20 and asks whether the negative linear copulas
identified by Decision Gate 2 are tail dependent or evenly distributed. Tail dependent
copulas tend to have clustering with higher concentrations in small areas at one or
both ends of the joint distribution. Evenly distributed copulas do not exhibit this
clustering behavior but maintain roughly uniform sampling thorough the dependence
structure. Decision Gate 6 attempts to make this distinction using metrics that detect
the spread of the points in the joint distribution. All of these statistics are presented
in Table 7 with their ranking in each category and their associated symbol.
1. Avg Inverse Distance (d̄−1) was described in Decision Gate 1 and can be used
to assess inversely linear copulas to determine the average spread of points in
the entire space. This can be used to determine if clustering is present when
the metric has a low value. Avg Inverse Distance will be used to objectively
assess copulas at Decision Gate 6.
2. Avg Inverse Lower Distance (d̄−1Low) is a custom metric that measures the spread
of the points in the lower third of the joint distribution off of the imaginary line
y = −x+1. This is calculated in the same manner as Avg Inverse Distance (d̄−1),
except it focuses only on the points in the lower third of the joint distribution
between the lines x = 0 and the line x = 0.3333. The metric isolates all points
with coordinates such that x < 0.3333 and then computes the absolute value
of the vertical distance of these points above or below the line y = −x + 1.
Then the Pythagorean theorem is applied to find the perpendicular distance
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Table 7: Decision Gate 6 Candidate Metrics


















1. Avg Inverse Distance d̄−1 High Low High High
2. Avg Inverse Lower Distance d̄−1Low High Low High High
3. Avg Inverse Middle Distance d̄−1Mid High Low High High
4. Avg Inverse Upper Distance d̄−1Upp High Low High High
5. Quantile Exceedance Probability Θ Low Low Low High
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of these points off of the line y = −x + 1. The perpendicular distance is then
summed and divided by the total number of points in the lower third of the
joint distribution to find an average perpendicular distance, or spread off of the
line y = −x+ 1 in the lower region of the space. If Avg Inverse Lower Distance
(d̄−1Low), Avg Inverse Middle Distance (d̄
−1
Mid), and Avg Inverse Upper Distance
(d̄−1Upp) all have similar values, this can indicate that the points in the entire
space are evenly distributed. However, if there is a disparity in their values,
this can indicate some sort of tail dependence. Avg Inverse Lower Distance
(d̄−1Low) will be used to objectively assess copulas at Decision Gate 6.
3. Avg Inverse Middle Distance (d̄−1Mid) is a custom metric that measures the spread
of the points in the middle third of the joint distribution off of the imaginary
line y = −x + 1. This is calculated in the same manner as Avg Inverse Dis-
tance (d̄−1), except it focuses only on the points in the middle third of the joint
distribution between the lines x = 0.3333 and the line x = 0.6666. The metric
isolates all points with coordinates such that x > 0.3333 and x < 0.6666, and
then computes the absolute value of the vertical distance of these points above
or below the line y = −x+ 1. Then the Pythagorean theorem is applied to find
the perpendicular distance of these points off of the line y = −x+ 1. The per-
pendicular distance is then summed and divided by the total number of points
in the middle third of the joint distribution to find an average perpendicular
distance, or spread off of the line y = −x+ 1 in the middle region of the space.
If Avg Inverse Lower Distance (d̄−1Low), Avg Inverse Middle Distance (d̄
−1
Mid), and
Avg Inverse Upper Distance (d̄−1Upp) all have similar values, this can indicate
that the points in the entire space are evenly distributed. However, if there
is a disparity in their values, this can indicate some sort of tail dependence.
Avg Inverse Middle Distance (d̄−1Mid) will be used to objectively assess copulas
at Decision Gate 6.
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4. Avg Inverse Upper Distance (d̄−1Upp) is a custom metric that measures the spread
of the points in the upper third of the joint distribution off of the imaginary line
y = −x+1. This is calculated in the same manner as Avg Inverse Distance (d̄−1),
except it focuses only on the points in the upper third of the joint distribution
between the lines x = 0.6666 and the line x = 1. The metric isolates all points
with coordinates such that x > 0.6666, and then computes the absolute value
of the vertical distance of these points above or below the line y = −x + 1.
Then the Pythagorean theorem is applied to find the perpendicular distance
of these points off of the line y = −x + 1. The perpendicular distance is then
summed and divided by the total number of points in the upper third of the
joint distribution to find an average perpendicular distance, or spread off of the
line y = −x+ 1 in the upper region of the space. If Avg Inverse Lower Distance
(d̄−1Low), Avg Inverse Middle Distance (d̄
−1
Mid), and Avg Inverse Upper Distance
(d̄−1Upp) all have similar values, this can indicate that the points in the entire
space are evenly distributed. However, if there is a disparity in their values,
this can indicate some sort of tail dependence. Avg Inverse Upper Distance
(d̄−1Upp) will be used to objectively assess copulas at Decision Gate 6.
5. Quantile Exceedance Probability (Θ) is an existing metric in the literature that
measures the strength of dependence between two random variables using a lim-
iting conditional probability in the extreme values of those variables. For exam-
ple, when measuring upper tail dependence, the quantile exceedance probability
examines the probability that a random variable exceeds a particular quantile
value given that the other random variable also exceeds the same quantile value.
Since this is the upper tail dependence, the limit is then taken as the quantile
value approaches unity. Lower tail dependence is essentially the same but sym-
metrically opposite and evaluated in the limit of the quantile value approaching
112
zero. Further details regarding the calculation of quantile exceedance probabili-
ties can be found in the text by McNeil et. al. [145]. Calculating the conditional
probability can become difficult if the copula does not have a closed form, which
is the case for several of the copula families simulated in this work. The quantile
exceedance probability (Θ) can immediately reveal the degree of tail dependence
in a copula but due to its difficulty in implementation for some Archimedean
copulas, it will not be used to objectively assess copulas at Decision Gate 6.
4.4.3.7 Decision Gate 7
Decision Gate 7 is depicted in Fig. 20 and asks whether the linear copulas identified by
Decision Gate 2 are tail dependent or evenly distributed. Tail dependent copulas tend
to have clustering with higher concentrations in small areas at one or both ends of the
joint distribution. Evenly distributed copulas do not exhibit this clustering behavior
but maintain roughly uniform sampling thorough the dependence structure. Similar
to Decision Gate 6, Decision Gate 7 attempts to make this distinction using metrics
that detect the spread of the points in the joint distribution. All of these statistics are
presented in Table 8 with their ranking in each category and their associated symbol.
1. Avg Distance (d̄) was described in Decision Gate 1 and can be used to assess
linear copulas to determine the average spread of points in the entire space.
This can be used to determine if clustering is present when the metric has a low
value. Avg Distance (d̄) will be used to objectively assess copulas at Decision
Gate 7.
2. Avg Lower Distance (d̄Low) is a custom metric that measures the spread of the
points in the lower third of the joint distribution off of the imaginary line y = x.
This is calculated in the same manner as Avg Distance (d̄), except it focuses
only on the points in the lower third of the joint distribution between the lines
x = 0 and the line x = 0.3333. The metric isolates all points with coordinates
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Table 8: Decision Gate 7 Candidate Metrics


















1. Avg Distance d̄ High Low High High
2. Avg Lower Distance d̄Low High Low High High
3. Avg Middle Distance d̄Mid High Low High High
4. Avg Upper Distance d̄Upp High Low High High
5. Quantile Exceedance Probability Θ Low Low Low High
6. Evenness Distribution ε High Low High Medium
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such that x < 0.3333 and then computes the absolute value of the vertical
distance of these points above or below the line y = x. Then the Pythagorean
theorem is applied to find the perpendicular distance of these points off of the
line y = x. The perpendicular distance is then summed and divided by the
total number of points in the lower third of the joint distribution to find an
average perpendicular distance, or spread of the off of the line y = x in the
lower region of the space. If Avg Lower Distance (d̄Low), Avg Middle Distance
(d̄Mid), and Avg Upper Distance (d̄Upp) all have similar values, this can indicate
that the points in the entire space are evenly distributed. However, if there is
a disparity in their values, this can indicate some sort of tail dependence. Avg
Lower Distance (d̄Low) will be used to objectively assess copulas at Decision
Gate 7.
3. Avg Middle Distance (d̄Mid) is a custom metric that measures the spread of
the points in the middle third of the joint distribution off of the imaginary line
y = x. This is calculated in the same manner as Avg Distance (d̄), except it
focuses only on the points in the middle third of the joint distribution between
the lines x = 0.3333 and the line x = 0.6666. The metric isolates all points
with coordinates such that x > 0.3333 and x < 0.6666, and then computes the
absolute value of the vertical distance of these points above or below the line
y = x. Then the Pythagorean theorem is applied to find the perpendicular
distance of these points off of the line y = x. The perpendicular distance is
then summed and divided by the total number of points in the middle third
of the joint distribution to find an average perpendicular distance, or spread
of the off of the line y = x in the middle region of the space. If Avg Lower
Distance (d̄Low), Avg Middle Distance (d̄Mid), and Avg Upper Distance (d̄Upp)
all have similar values, this can indicate that the points in the entire space are
evenly distributed. However, if there is a disparity in their values, this can
115
indicate some sort of tail dependence. Avg Middle Distance (d̄Mid) will be used
to objectively assess copulas at Decision Gate 7.
4. Avg Upper Distance (d̄Upp) is a custom metric that measures the spread of the
points in the upper third of the joint distribution off of the imaginary line y = x.
This is calculated in the same manner as Avg Distance (d̄), except it focuses
only on the points in the upper third of the joint distribution between the lines
x = 0.6666 and the line x = 1. The metric isolates all points with coordinates
such that x > 0.6666, and then computes the absolute value of the vertical
distance of these points above or below the line y = x. Then the Pythagorean
theorem is applied to find the perpendicular distance of these points off of the
line y = x. The perpendicular distance is then summed and divided by the total
number of points in the upper third of the joint distribution to find an average
perpendicular distance, or spread off of the line y = x in the upper region of
the space. If Avg Lower Distance (d̄Low), Avg Middle Distance (d̄Mid), and Avg
Upper Distance (d̄Upp) all have similar values, this can indicate that the points
in the entire space are evenly distributed. However, if there is a disparity in
their values, this can indicate some sort of tail dependence. Avg Upper Distance
(d̄Upp) will be used to objectively assess copulas at Decision Gate 7.
5. Quantile Exceedance Probability (Θ) was described in Decision Gate 6 and
can be used to directly assess the degree of dependence in the tails of the joint
distribution. However, due to the difficulty in calculating this metric for copulas
that don’t have closed form, as is the case for some of the copulas simulated in
this work, this metric will not be used to objectively assess copulas at Decision
Gate 7.
6. Evenness Distribution (ε) is a custom metric based on several custom metrics
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also described in Decision Gate 7. It attempts to quantify the difference be-
tween the overall Avg Distance (d̄) and the average distances specific to each
third of the space, and then summing those three differences. Essentially it
tires to quantify how different the spread in any one third of the space is from
the spread in the overall space, and then sum those differences. If the sum
is close to zero, then the differences are low and the points are likely evenly
distributed. However, if the sum is non-zero then this could indicate some type
of tail dependence. Evenness Distribution (ε) will be used to objectively assess
copulas at Decision Gate 7.
4.4.3.8 Decision Gate 8
Decision Gate 8 is depicted in Fig. 20 and asks whether the tail dependent copulas
identified by Decision Gate 7 have narrow or wide tails. Narrow tail copulas appear
to converge to a point in the corner of the tail while wide tail copulas maintain greater
spread at the tail end of the space. Decision Gate 8 attempt to use a combination of
spread and density statistics to delineate between narrow and wide tail copulas. All
of these statistics are presented in Table 9 with their ranking in each category and
their associated symbol.
1. Lower Density (σLow) was described in Decision Gate 4 and can be used to
determine the number of points in the lower third of the joint distribution. If
the tails are narrow there will be many points clumped in them relative to
the middle third, potentially leading to a higher point density in the upper and
lower regions of the space. In this way narrowness of the tails could be assessed,
but other metrics can discern the spread of points in the tails more directly so
Lower Density (σLow) will not be directly used to assess copulas at Decision
Gate 8.
2. Middle Density (σMid) was described in Decision Gate 4 and can be used to
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Table 9: Decision Gate 8 Candidate Metrics















1. Lower Density σLow High Low High Medium
2. Middle Density σMid High Low High Medium
3. Upper Density σUpp High Low High Medium
4. Avg Lower Distance d̄Low High Low High High
5. Avg Middle Distance d̄Mid High Low High High
6. Avg Upper Distance d̄Upp High Low High High
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determine the number of points in the middle third of the joint distribution.
If the tails are narrow there will be many points clumped in them relative to
the middle third, potentially leading to a higher point density in the upper and
lower regions of the space. In this way narrowness of the tails could be assessed,
but other metrics can discern the spread of points in the tails more directly so
Middle Density (σMid) will not be directly used to assess copulas at Decision
Gate 8.
3. Upper Density (σUpp) was described in Decision Gate 4 and can be used to
determine the number of points in the lower third of the joint distribution. If
the tails are narrow there will be many points clumped in them relative to
the middle third, potentially leading to a higher point density in the upper and
lower regions of the space. In this way narrowness of the tails could be assessed,
but other metrics can discern the spread of points in the tails more directly so
Upper Density (σUpp) will not be used to objectively assess copulas at Decision
Gate 8.
4. Avg Lower Distance (d̄Low) was described in Decision Gate 7 and can be used to
determine the spread of points in the lower third of the space. If the spread is
relatively low compared to the middle or upper thirds, this indicates the lower
tail is narrow. In this way it can be determined if the right tail is narrow or
not. Avg Lower Distance (d̄Low) will be used to objectively assess copulas at
Decision Gate 8.
5. Avg Middle Distance (d̄Mid) was described in Decision Gate 7 and can be used
to determine the spread of points in the middle third of the space. If the spread
is relatively high compared to the upper or lower thirds, this indicates that one
or both of the tails are narrow. Avg Middle Distance (d̄Mid) will be used to
objectively assess copulas at Decision Gate 7.
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6. Avg Upper Distance (d̄Upp) was described in Decision Gate 7 and can be used to
determine the spread of points in the upper third of the space. If the spread is
relatively low compared to the middle or lower thirds, this indicates the upper
tail is narrow. In this way it can be determined if the left tail is narrow or
not. Avg Upper Distance (d̄Upp) will be used to objectively assess copulas at
Decision Gate 7.
4.4.3.9 Decision Gate 9
Decision Gate 9 is depicted in Fig. 20 and asks whether the narrow tail dependent
copulas identified by Decision Gate 8 are left tail dependent, right tail dependent,
or both tail dependent. Left (lower) tail dependent copulas have smaller spread in
the left tail relative to the middle region and right (upper) tail. Right (upper) tail
dependent copulas have smaller spread in the right tail relative to the middle region
and left (lower) tail. Both tail dependent copulas have smaller spread in the both the
upper (right) and lower (left) tails relative to the middle region of the space. Decision
Gate 9 will attempt to use a combination of spread and tail dependence statistics to
identify all three types of tail dependence simultaneously. All of these statistics are
presented in Table 10 with their ranking in each category and their associated symbol.
1. Avg Distance (d̄) was described in Decision Gate 1 and can be used to assess
the spread of the points in the overall space. A comparison of this value with
the spread in the tails can be used to determine the type of tail dependence in
these copulas. Avg Distance (d̄) will be used to objectively assess copulas at
Decision Gate 9.
2. Avg Lower Distance (d̄Low) was described in Decision Gate 7 and can be used to
determine the spread of points in the lower third of the space. If the spread is
relatively low compared to the middle or upper thirds, this indicates at least left
tail dependence, and possibly both tail dependence depending on the behavior
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Table 10: Decision Gate 9 Candidate Metrics


















1. Avg Distance d̄ High Low High High
2. Avg Lower Distance d̄Low High Low High High
3. Avg Middle Distance d̄Mid High Low High High
4. Avg Upper Distance d̄Upp High Low High High
5. Quantile Exceedance Probability Θ Low Low Low High
6. Upper to Lower Ratio υ High Low High High
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in the middle and upper regions. In this way the type of dependence can be
discerned. Avg Lower Distance (d̄Low) will be used to objectively assess copulas
at Decision Gate 9.
3. Avg Middle Distance (d̄Mid) was described in Decision Gate 7 and can be used
to determine the spread of points in the middle third of the space. If the spread
is relatively high compared to the upper or lower thirds, this indicates left or
right tail dependence depending on which region has lower spread. It could
also indicate both tail dependence if both the upper and lower regions have less
spread than the middle region. Avg Middle Distance (d̄Mid) will be used to
objectively assess copulas at Decision Gate 9.
4. Avg Upper Distance (d̄Upp) was described in Decision Gate 7 and can be used to
determine the spread of points in the upper third of the space. If the spread is
relatively low compared to the middle or lower thirds, this indicates at least right
tail dependence, and possibly both tail dependence depending on the behavior
in the middle and lower regions. In this way the type of dependence can be
identified. Avg Upper Distance (d̄Upp) will be used to objectively assess copulas
at Decision Gate 9.
5. Quantile Exceedance Probability (Θ) was described in Decision Gate 6 and can
be used to directly assess the degree of dependence in the tails of the joint
distribution, thereby revealing the type of tail dependence as well. However,
due to the difficulty in calculating this metric for copulas that don’t have closed
form, as is the case for some of the copulas simulated in this work, this metric
will not be used to objectively assess copulas at Decision Gate 9.
6. Upper to Lower Ratio (υ) is a custom metric based on several custom metrics
also used in Decision Gate 9. It attempts to quantify a comparison of the spread
in the upper (right) tail to that of the lower (left) tail. It is measured by dividing
122
the Avg Upper Distance (d̄Upp) by the Avg Lower Distance (d̄Low). If this ratio
is high it indicates that copula has left tail dependence. If the ratio is low it
indicates that copula has right tail dependence. If the ratio has a relatively
middle value it indicates both tail dependence. In this way all three types of
dependence can be simultaneously determined by this metric. Upper to Lower
Ratio (υ) will be used to objectively assess copulas at Decision Gate 9.
4.4.3.10 Decision Gate 10
Decision Gate 10 is depicted in Fig. 20 and asks whether the wide tail dependent
copulas identified by Decision Gate 8 are left tail dependent, right tail dependent,
or both tail dependent. Left (lower) tail dependent copulas have smaller spread in
the left tail relative to the middle region and right (upper) tail. Right (upper) tail
dependent copulas have smaller spread in the right tail relative to the middle region
and left (lower) tail. Both tail dependent copulas have smaller spread in the both the
upper (right) and lower (left) tails relative to the middle region of the space. Similar
to Decision Gate 9, Decision Gate 10 will attempt to use a combination of spread and
tail dependence statistics to identify all three types of tail dependence simultaneously.
All of these statistics are presented in Table 11 with their ranking in each category
and their associated symbol.
1. Avg Distance (d̄) was described in Decision Gate 1 and can be used to assess
the spread of the points in the overall space. A comparison of this value with
the spread in the tails can be used to determine the type of tail dependence in
these copulas. Avg Distance (d̄) will be used to objectively assess copulas at
Decision Gate 10.
2. Avg Lower Distance (d̄Low) was described in Decision Gate 7 and can be used to
determine the spread of points in the lower third of the space. If the spread is
relatively low compared to the middle or upper thirds, this indicates at least left
123
Table 11: Decision Gate 10 Candidate Metrics


















1. Avg Distance d̄ High Low High High
2. Avg Lower Distance d̄Low High Low High High
3. Avg Middle Distance d̄Mid High Low High High
4. Avg Upper Distance d̄Upp High Low High High
5. Quantile Exceedance Probability Θ Low Low Low High
6. Upper to Lower Ratio υ High Low High High
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tail dependence, and possibly both tail dependence depending on the behavior
in the middle and upper regions. In this way the type of dependence can be
discerned. Avg Lower Distance (d̄Low) will be used to objectively assess copulas
at Decision Gate 10.
3. Avg Middle Distance (d̄Mid) was described in Decision Gate 7 and can be used
to determine the spread of points in the middle third of the space. If the spread
is relatively high compared to the upper or lower thirds, this indicates left or
right tail dependence depending on which region has lower spread. It could
also indicate both tail dependence if both the upper and lower regions have less
spread than the middle region. Avg Middle Distance (d̄Mid) will be used to
objectively assess copulas at Decision Gate 10.
4. Avg Upper Distance (d̄Upp) was described in Decision Gate 7 and can be used to
determine the spread of points in the upper third of the space. If the spread is
relatively low compared to the middle or lower thirds, this indicates at least right
tail dependence, and possibly both tail dependence depending on the behavior
in the middle and lower regions. In this way the type of dependence can be
identified. Avg Upper Distance (d̄Upp) will be used to objectively assess copulas
at Decision Gate 10.
5. Quantile Exceedance Probability (Θ) was described in Decision Gate 6 and can
be used to directly assess the degree of dependence in the tails of the joint
distribution, thereby revealing the type of tail dependence as well. However,
due to the difficulty in calculating this metric for copulas that don’t have closed
form, as is the case for some of the copulas simulated in this work, this metric
will not be used to objectively assess copulas at Decision Gate 10.
6. Upper to Lower Ratio (υ) is a custom metric based on several custom metrics
also used in Decision Gate 10. It attempts to quantify a comparison of the
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spread in the upper (right) tail to that of the lower (left) tail. It is measured
by dividing the Avg Upper Distance (d̄Upp) by the Avg Lower Distance (d̄Low).
If this ratio is high it indicates that copula has left tail dependence. If the
ratio is low it indicates that copula has right tail dependence. If the ratio has a
relatively middle value it indicates both tail dependence. In this way all three
types of dependence can be simultaneously determined by this metric. Upper
to Lower Ratio (υ) will be used to objectively assess copulas at Decision Gate
10.
4.4.3.11 Decision Gate Metrics
Several different objective metrics have been identified for each Decision Gate. Using
the High, Medium, and Low qualitative assessment, each of these descriptive statistics
was down selected to form the most useful set to assess copulas at each Decision
Gate based on the features most relevant to the Decision Gate. This down selection
helps to answer Research Question 1.1. Objective repeatable statistics do exist that
can capture the subjective behaviors qualitatively assessed at each decision gate.
However, it remains to be tested how well these metrics will perform in assessing
copulas through the entire copula selection tree.
4.4.4 Copulas Training Set
The overarching research question attempts to determine if the copula selection tree
is consistent with objective statistics. These objective metrics have been selected but
they’re accuracy has not been verified. CAST is a subjective tool to identify cop-
ulas that produce relevant dependence structures for practitioners. Using objective
statistics to replicate this subjective tool is essentially creating a model or surrogate
of CAST. Models aim to reproduce the same result as the phenomena they are imi-
tating, yet they all have some degree of error. The objective statistics and decision
gates are trying to reproduce, in an objective manner, the same copula groupings that
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are included in the subjective copula selection tree. Any copulas that the objective
statistics do not assign to the same groupings can be thought of as model error. In
order to reduce the model error, a training set of copulas will be created to improve
the predictive capacity of the chosen metrics at each decision gate.
The copulas in the leaves of Fig. 20 were assigned to their current groupings by
a subjective cataloging process. The training set of copulas is created directly from
this initial version of CAST. Each copula and theta value in all the leaves represents
a member of the training set. Some copulas had ranges or open intervals for their
θ values, so each one was individually added to the training set to ensure all the
copulas and their subjectively made leaf assignments were included. For example, if
the copula selection tree showed a leaf with copula N14, θ = 12, then the training set
includes one observation of N14θ12. If the selection tree showed a leaf with an open
interval like N14, θ > 12, the training set has only one observation of this copula
which corresponds to the start of the open interval, N14θ12. If the selection tree
showed a leaf with a specific range like N14, θ = 10 − 12, the training set has only
two observations corresponding to the upper and lower limits of the θ range, N14θ10
and N14θ12. Each copula and theta value in Fig. 20 was recorded and added to the
training set in this manner. The training set of copulas had 86 different copulas at
the end of this process. The training set also recorded the subjectively assigned label
(leaf) for each of these copulas, which is also shown in Fig. 20.
4.4.5 Measuring the Training Set
All the copulas in the training set are simulated and then measured using the objec-
tive statistics chosen for each decision gate. The statistical values of these metrics
is recorded and saved as each copula is simulated in Matlab. The values of these
statistics are used to determine how each copula passes through the decision gates
and then ultimately which label it is assigned.
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4.4.6 Baseline Objective Tree
A baseline objective tree is created using the training set of copulas and the vector of
objective metrics chosen for each decision gate. The objective metrics are laid over
the decision gates in the subjective selection tree in Fig. 20, replacing the qualitative
questions of each decision gate with objective statistics. Instead of a qualitative
answer determining how a copula proceeds through a decision gate, the objective
metric value will now make this delineation. The threshold values of the objective
metrics will need to be identified through the training process. If a copula has a
metric value above or below the threshold that will determine the group it is directed
to after the current decision gate. The baseline objective tree now consists of the
training set copulas taken from the original copula selection tree in Fig. 20, and the
objective metrics which can be used to decide membership at each decision gate by
dividing the copulas into two different branches at each gate until the final leaves
are reached. However, the objective metrics cannot predict membership until the
threshold values of each metric are identified for all the decision gates.
4.4.7 Metric Threshold Values
Determining the threshold values of these objective metrics that can accurately pre-
dict membership of the copulas at each decision gate is a difficult task. All of the
copulas entering a decision gate must be isolated and then they must be separated
into the subgroups they will be directed to after the decision gate. Then each group
must be analyzed to determine what metric values belong to each subgroup to identify
a proper threshold for distinguishing the subgroups. This process must be repeated
for all ten decision gates. Due to the difficulty in performing this task manually,
machine learning techniques are used to find the threshold values.
There are many different types of machine learning algorithms. Hierarchical clus-
tering methods are a popular class of machine learning algorithms. They are broadly
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categorized into agglomerative and divisive clustering techniques. K-means clustering,
a divisive partitional algorithm popularized by its simplicity, seemed like a natural
fit for this problem because its objective was to divide the original data set into K
groups based on the properties of the members in the data set. CAST had 14 dif-
ferent groups (leaves) and appropriate objective statistics to classify the copulas into
those groupings. However, clustering based techniques did not produce good results
because they consider all of the objective statistics simultaneously when creating the
groupings. This is not appropriate for replicating the selection tree groupings because
all of the metrics are not relevant at every single decision gate. For example, Pareto
Frontier Point Density (φ) is not a relevant statistic for Decision Gate 8 which is try-
ing to determine whether the linear copulas have narrow or wide tails. Considering
all the objective statistics simultaneously in this manner, as clustering techniques do,
inputs irrelevant noise to the algorithm leading to poor results.
4.4.8 Discriminant Analysis
Discriminant analysis is a machine learning technique that can be applied in stages
and only uses the variables given to it at each stage. It does not need all the available
information at once like clustering to form groupings. In addition, it can be applied
independently to each decision gate one at a time, which can help avoid unnecessary
noise metrics in the discrimination process. Discriminant analysis uses patterns and
features to separate two or more classes of outcomes. It predicts membership in
a group based on observed values of continuous variables. Discriminant analysis is
already available in jmp software and only requires the factors to use for classification
at the decision gate of interest and the actual subjective labels that the decision
gate will apply to the copulas. The classification factors are continuous variables
known as covariates. The algorithm calculates the multivariate mean, or centroid,
of the actual groups using the covariates. Then using the Mahalanobis distance
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(refer to Ref. [134] for further details) of each observation from the centroid of
each group, it predicts the probabilty that the observation belongs to each group.
Each observation’s membership is assigned to the group with the highest probability.
Then this is compared with the subjective assignment made by the decision maker
for each observation to determine the total number of misclassified observations from
the discriminant analysis process.
In this case the observations are the simulated copulas in the training set. The
covariates are the objective metrics that are used to measure distinct features of the
copulas. Based on the metrics chosen, the discriminant analysis will try to predict the
group in which each copula belongs. Each decision node of the subjective tree has 2
or more outcomes, directing the copulas to a different node until they are filtered into
a leaf. The discriminant analysis will try to predict the membership of the copulas at
each decision node, based on the measured values of the metrics for each copula. In
JMP software, the discriminant analysis process also provides a scatterplot matrix of
the chosen covariates plotting all the observations and the normal probability contours
of the predicted groupings. This plot provides a simple way to identify the threshold
value of each covariate that maximizes the distance between each group.
The discriminant analysis process is applied to each decision gate individually. It
takes in all the copulas entering that decision gate and predicts each copula’s subgroup
membership as it leaves the decision gate using the objective metrics relevant to
that decision gate. The discriminant analysis process not only gives the predicted
subgroups for each copula based on the covariates, but it also provides threshold
values of the classification factors at which to cutoff membership between groupings.
As part of the training process of the objective model, the prediction accuracy at
each decision gate is improved by testing different individual objective metrics and
combinations of metrics to use as classification factors. The metric or combination of
metrics yielding the least misclassified predictions and highest probability of correct
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prediction will be chosen for each decision gate. This process is repeated for all ten
decision gate to arrive at the best set of covariates for each decision gate, and their
corresponding threshold values.
4.4.8.1 Decision Gate 1
Decision Gate 1 is the input to the copula selection tree and receives all the copulas in
the training set. Decision Gate 1 determines if the input samples of copulas are linear
or nonlinear. The objective metrics available to the discriminant analysis algorithm
are Pearson’s ρ, Kendall’s τ , Spearman’s ρ, Avg Distance (d̄), Avg Inverse Distance
(d̄−1), Origin Corner Density (σo), and Pareto Frontier Point Density (φ). Multiple
experiments are run using these metrics to test how well they can discriminate each
copula observation and match its subjective assignment. Initially individual metrics
are tested on their own. However, this gives high mislabeling results. For example,
Fig. 21 shows the discriminant analysis results of Pearson’s ρ as the only covariate.
This experiment gives 12 mislabeled copulas so the next metric, Kendall’s τ is used
in the second experiment as a covariate to see if it can act as a better discriminant.
The experiment results are shown in Fig. 22.
This experiment gives 9 mislabeled copulas which is an improvement over Pear-
son’s ρ by itself. The next experiment uses Spearman’s ρ as the only discriminant
and its results are shown in Fig. 23.
This experiment gives 12 mislabeled copulas which is worse than Kendall’s τ .
Kendall’s τ is the best covariate up so far. Since none of the existing metrics was
able to predict the copulas with complete accuracy, the discriminant analysis process
will now test custom metrics. The next experiment is with Avg Distance (d̄) and its
results are shown in Fig. 24.
This experiment gives 6 mislabeled copulas which is better than Kendall’s τ . The
first custom metric performs better than all the existing metrics tested so far. The
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Figure 21: Discriminant analysis with Pearson’s ρ
next experiment is with Avg Inverse Distance (d̄−1) and its results are shown in Fig.
25.
This experiment gives 17 mislabeled copulas which is the worst performing in-
dividual covariate yet. It should not be used on its own as a discriminant for this
decision gate. The next experiment is with Origin Corner Density (σo) and its results
are shown in Fig. 26.
This experiment gives 9 mislabeled copulas. The final single covariate experiment
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Figure 22: Discriminant analysis at Decision Gate 1 with Kendall’s τ
is with Pareto Frontier Point Density (φ) and its results are shown in Fig. 27.
This experiment gives 26 mislabeled copulas reflecting a very poor individual dis-
criminant for this decision gate. Since none of the objective metrics were satisfactory
discriminators on their own, further experiments will be conducted using combina-
tions of objective metrics to find the group resulting in the fewest possible mislabeled
copulas. The first combination of metrics is all of the existing metrics as covariates
combining Pearson’s ρ, Kendall’s τ , and Spearman’s ρ. The results are shown in Fig.
28.
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Figure 23: Discriminant analysis at Decision Gate 1 with Spearman’s ρ
This first combination of existing metrics gives 9 mislabeled copulas. This is better
than some of the individual covariates by themselves, but still not satisfactory. The
next combination of metrics is all of the custom metrics combined; Avg Distance (d̄),
Avg Inverse Distance (d̄−1), Origin Corner Density (σo), and Pareto Frontier Point
Density (φ). The results are shown in Fig. 29.
This combination of metrics utilizing all the custom metrics resulted in 0 misla-
beled copulas. This experiment yielded the best results for the input set of copulas
and indicates that the training set can be predicted through Decision Gate 1 with
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Figure 24: Discriminant analysis at Decision Gate 1 with Avg Distance (d̄)
100% accuracy using these objective metrics. These metrics and their threshold val-
ues are recorded and saved to construct the objective model of CAST. Training the
objective model to pass through this decision gate with perfect accuracy on the input
set copulas is an important first step in demonstrating that the subjective assigned
membership of each copula is consistent with objective metrics. The output sub-
groups from Decision Gate 1 are labeled as linear or nonlinear and are passed to
Decision Gate 2 and Decision Gate 3. There the set of copulas input to those deci-
sion gates will be analyzed to identify the combination of objective metrics that can
best predict the membership of copulas passing through that decision gate.
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Figure 25: Discriminant analysis at Decision Gate 1 with Avg Inverse Distance (d̄−1)
This discriminant analysis process is repeated at Decision Gate 2 and 3, and all the
other decision gates in CAST to identify the ideal set of covariates that can replicate
the answer to the qualitative question asked at each decision gate. The discriminant
analysis reports for all of the tested combinations of covariates at Decision Gate 1 are
presented in this section. The discriminant analysis reports for the remaining nine
decision gates are provided in Appendix 7.2.
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Figure 26: Discriminant analysis at Decision Gate 1 with Origin Corner Density (σo)
4.4.8.2 Decision Gate Covariates
The covariate or combination of covariates yielding the least misclassified predictions
and highest probability of correct prediction for each decision gate will depend on the
copulas input to the decision gate. If the copula observation’s subjective assignment
is updated during the training process, this will affect the prediction accuracy for a
given set of covariates at a decision gate. It will also affect the threshold values of the
corresponding objective metrics identified during the discriminant analysis process.
The best set of covariates for each decision gate and their associated threshold values
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Figure 27: Discriminant analysis at Decision Gate 1 with Pareto Frontier Point Den-
sity (φ)
will evolve as the sample of copulas in the training set changes during the training of
the objective tree. The final set of covariates at each decision gate and their threshold
values will be fixed at the end of the training process.
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Figure 28: Discriminant analysis at Decision Gate 1 with Pearson’s ρ, Kendall’s τ ,
and Spearman’s ρ
4.4.9 Training the Objective Selection Tree
A baseline objective tree has been created using the training set of copulas and
the objective metrics identified earlier. Discriminant analysis is chosen as the most
appropriate machine learning technique for objectively predicting membership at each
decision gate using different classification factors that will be tested as part of the
training process. The goal of the training process is to be able to create an objective
selection tree that can predict the groupings of all copulas in the training set with
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Figure 29: Discriminant analysis at Decision Gate 1 with Avg Distance (d̄), Avg
Inverse Distance (d̄−1), Origin Corner Density (σo), and Pareto Frontier Point Density
(φ)
100% accuracy relative to their subjective assignments. Currently the objective model
has error in its predictive capability on the training set, or model fit error. This can be
improved upon by finding better combinations of covariates at each decision gate in
the discriminant analysis process or changing the copulas in the training set. Finding
better combinations of covariates is akin to increasing the complexity of the surrogate
model to improve its predictive capabilty. Changing the copulas in the training set
is similar to removing outliers or failed cases from the observations the surrogate is
trained on.
The training process will reveal the accuracy of the subjective assignments pro-
posed in Fig. 20. Some of the subjective assignments have wider ranges of θ then they
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should in order to belong to a particular leaf. Recall that the leaves of the subjec-
tively created selection tree are intended to be archetypal of a particular dependence
structure. For this reason the training process based on objective metrics may reveal
that the θ ranges for some copulas may need to be narrowed or shifted. It could also
show that some copulas families do not belong to a certain leaf at all and that the
subjective assignment should be refined in order to improve the prediction accuracy
of the objective model. Then the improved set of copulas in the training set are sent
back to the discriminant analysis process to see if a new combination of objective
covariates can better predict the refined subjective assignments.
Essentially the training of the objective model is an iterative process depicted
in Fig. 30, with two degrees of freedom. The first degree of freedom is to change
the copulas in the training set by adjusting their θ values or by changing the copula
families in the leaves by refining their subjective assignments. This degree of freedom
is altered while locking the second degree of freedom in the training process which is
the combination of covariates at each decision gate. Then a Matlab script is used to
measure the number of mislabeled copulas in the training set based on the adjusted
copulas in the training set and the locked covariates at each decision gate. Then the
first degree of freedom is locked by freezing the copulas in the training set. This set of
copulas is passed to the discriminant analysis process and the second degree of freedom
is unlocked. The discriminant analysis process uses the updated set of input copulas
in the training set and attempts to improve its prediction accuracy by altering the
combinations of covariates used to forecast membership through each decision gate.
It finds the combination of covariates that yields the least number of misclassified
copulas and highest probability of correct membership for each decision gate. All the
mislabeled copulas are counted and identified at the end of the discriminant analysis
process. Now the second degree of freedom is locked by freezing the combination
of covariates at each decision gate. Then the process begins a new iteration by
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unlocking the first degree of freedom. This iterative training process converges when
the objective model can predict the entire training set of copulas with 100% accuracy
and there is zero model fit error.
Figure 30: Iterative Objective Tree Training Process
4.4.10 Training Challenges
While executing the preliminary loops of the iterative training process in Fig. 30, it
became clear that the initial subjective tree proposed in Fig. 20 could be improved
upon. The improvements came as a result of overcoming challenges encountered
during the early phases of the training process but their solutions yielded insights
into the selection tree structure and helped to answer specific research questions
posed earlier.
In some instances the subjective assignment of where a copula belongs was made
incorrectly because of how the distribution of points was interpreted by the decision
maker. In these instances the copulas in the tree leaf were not actually representative
of the archetypal feature displayed by that leaf. For example, the N7θ0.001 copula
has a distribution appearing like that of leaf F in Fig. 20. However this type of
distribution is not archetypal of an evenly distributed, negatively dependent, linear
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copula. An even distribution would have an uniform spread of points along the
inverse diagonal, whereas this distribution is more of a perfectly straight inverse
line with a couple of points in the upper triangle section above the diagonal. In
reality the N7θ0.001 copula is more representative of leaf C, a nonlinear dependence
structure with a linear Pareto frontier and sparse corner sampling. That is why
even though the subjective assignment for this copulas was leaf F, the objective
metrics kept predicting its membership in leaf C through the discriminant analysis.
Examining this issue revealed that the ideal, evenly distributed, negative dependent,
linear copula should have a different distribution from that which is shown in leaf F.
This realization resulted in a replacement of the visualization used to represent the
archetypal dependence structure depicted by leaf F in the final copula selection tree.
It also became clear that the N7θ0.001 copula does not ideally represent the archetypal
dependence structure desired in leaf F or leaf C, and so even though it is placed in
leaf C by the discriminant analysis process, it was still removed from the training
set. This increased the prediction accuracy of the discriminant analysis process.
Overcoming this challenge helped to improve the understanding of the archetypal
dependence structure in leaf F and aided in improving the credibility of the copula
selection tree as a whole. This also answers Research Question 1.3 which asks whether
the tree groupings can be improved to avoid similar looking leaves and if objective
statistics exist that can differentiate these leaves. The groupings can be improved by
adjusting copulas that were subjectively assigned to leaves whose properties they are
not archetypal of reflecting. Even though leaves may appear similar, the discriminant
analysis process can still identify when a copula is in the wrong leaf because it is
based on objective statistics. The objective statistics for each leaf have been identified
in the decision gate immediately preceding the leaf. In this case leaf C and leaf F
actually split from each other at Decision Gate 1, so the relevant objective statistics for
differentiating them are Avg Distance, Avg Inverse Distance, Origin Corner Density,
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and Pareto Frontier Point Density.
Another challenge was that the full range of θ values for some copulas in the
proposed subjective tree (Fig. 20) was too wide to be consistently labeled correctly
by the discriminant analysis process. Examples of this include copulas from leaf K
such as N4θ2−8 and N12θ3−25. Some of these θ ranges include fringe copulas that do
not accurately represent the distinct dependence structure that a particular leaf was
meant to capture. The θ range was refined to only those copulas which were archetypal
of the distinct dependence structure desired for that leaf, and which the objective
metrics could accurately and consistently predict through the discriminant analysis
process. In some cases this was done by shifting the θ range, in others it was done
by narrowing it. In the case of leaf K, the copula families were refined to N4θ6− 10
and N12θ5− 7. This answers Research Question 1.4 which asks how the subjectively
labeled θ values can be objectively verified and at what point the subjective estimates
of θ become unreliable. The θ ranges of each family can be verified through the
objective metrics used in the discriminant analysis process. If it can objectively
and accurately predict a copula’s leaf, then that θ value belongs in the given leaf.
The subjective estimates of θ become unreliable when the discriminant analysis can
not consistently predict membership for that θ value accurately. These θ values are
not included as being archetypal of a particular leaf’s dependence structure and are
removed from the training set. Overcoming this challenge increased the robustness
and predictive capability of the objective copula selection tree while improving its
overall credibility.
Following the iterative process depicted in Fig. 30 repeatedly, finally yielded a
training set of copulas and a combination of covariates that predicted them with 100%
accuracy. The results of this lengthy training process are shown in Fig. 31.
The objective selection tree uses descriptive statistics to accurately classify every
copula in the training set. At the completion of the training process, there were 78
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Figure 31: Archimedean CopulA Selection Tree (CAST) based on objective metrics
copulas in the leaves of the selection tree. Each one has been verified to be archetypal
of the dependence structure of the leaf to which it belongs. This confirms that the
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objective metrics can predict the groupings of all copulas in the training set. Next
this objective model is validated against copulas beyond those in the training set.
4.4.11 Validating the Objective Selection Tree
In response surface methodology a surrogate model is validated by calculating its
model representation error. This metric is used to check how well the model performs
on data points that it was not trained on. In a similar way, the objective copula
selection tree will be validated against copulas that are outside the range of θ values
it was trained on. It will also contain new instantiations of the same copulas it was
trained on because copulas are probabilistic in nature.
The analogy for model fit error and model representation error is useful to under-
stand how this objective tree model is created, trained, and validated. However, the
analogy has a shortcoming because in the traditional response surface methodology
the data points used to train the surrogate model are deterministic. If a surrogate
model is recreated using the same settings and training points, it will be identical
to the original surrogate. However, copulas are probabilistic so when two different
instantiations of a copula are created, using the same copula family and θ value, its
joint distributions will not be identical. The overall dependence structure will be
similar but the points will not be in the exact same place due to the stochasticity in
the sampling process. Consequently it is necessary to ensure that different instan-
tiations of the same copula give relatively constant values of the metrics to ensure
repeatability. If there are a low number of points in a copula sample, the metrics
measuring the joint distribution will not be stable and repeatability will be poor.
However, if the number of points is high and more typical of probabilistic studies
(on the order of hundreds to thousands), then the metrics will be relatively constant.
Any variation of the objective metrics due to the probabilistic nature of copulas is
either captured within the metrics decision tolerance or is insignificant enough that
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a new instantiation of the same copula won’t be mislabeled in the training set. The
biggest factor to ensure repeatability is to maintain a high number of points in the
copula distribution that gives stable values of the objective metrics. After running
many simulations on various Archimedean copula families and tracking the desired
objective metrics, this was determined to be about 1,500 points for each simulation.
All of the 78 copulas from the final iteration of the training set are designated as
test type 1. A new instantiation of each of these copulas will be created using the
same copula family and θ value. These 78 repeated copulas are designated as test
type 2. The validation set also include copulas that have θ values inside the range of
those in the training set, but not explicitly included in the training set. For example,
if the training set hypothetically included the copula N14, θ10 − 12 (Test type 1),
then the validation set will include a copula inside that θ range, e.g., N14, θ11. These
copulas are designated as test type 3. Finally, the validation set also includes copulas
that have θ values outside the range of those in the training set. For example, if the
training set hypothetically included the copula N14, θ10− 12 (Test type 1), then the
validation set will include a copula outside that θ range, e.g., N14, θ15. These copulas
are designated as test type 4. Test type 4 copulas are extrapolations for the model and
are not expected to be predicted well by the objective metrics. Most of these copulas
were removed during the initial training process of the objective model as they are
not archetypal of a particular dependence structure found in any of the selection tree
leaves. However, these fringe copulas do exist mathematically and investigating them
through the selection tree will help reveal their purpose.
4.4.12 Validation Set Hypotheses
A formal hypothesis should be 100% tractable and verifiable, it should be directly
supported by experiments, and it should have a low likelihood of being achieved by
chance or other factors beyond the experiment [66]. With these factors in mind, four
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hypotheses are formulated for each test type of copulas in the validation set.
1. Hypothesis 1.1: Copulas of test type 1 will be predicted with 100% accuracy by
the objective copula selection tree
2. Hypothesis 1.2: Copulas of test type 2 will be predicted with 100% accuracy by
the objective copula selection tree
3. Hypothesis 1.3: Copulas of test type 3 will be predicted with 100% accuracy by
the objective copula selection tree
4. Hypothesis 1.4: Copulas of test type 4 will be predicted with greater than 75%
accuracy by the objective copula selection tree
Hypothesis 1.1 is expected because it was a stated requirement from the training
process of the objective model that each copula in the training set be predicted with
100% accuracy. Hypothesis 1.2 is a reasonable expectation if the objective model
is repeatable on the probabilistic copulas. This hypothesis will be verified if there
are enough points in the copula samples for the objective metrics to be relatively
stationary between different instantiations. Hypothesis 1.3 should also be expected
since these θ values are inside the range of test type 1 which are required to be 100%
accurate. Hypothesis 1.4 is made on copulas that the model is not expected to predict
well and so has been given a degree of error tolerance. The 25% and 75% limits are
standard quartiles used in measuring error distributions. The 75% quartile is used
here because the objective model is trained to be very accurate on copulas within its
θ ranges and it is expected to handle some degree of extrapolation decently well.
4.4.13 Objective Copula Selection Tree Results
All of these hypotheses were tested with a single experiment which ran all of the
validation set copulas through a script to compare their subjective leaves with the
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1 78 78 0 100% 100%
2 78 78 0 100% 100%
3 37 37 0 100% 100%
4 68 58 10 >75% 85%
objective selection tree’s label assignment. The results of the experiment are shown
in Table 12.
The training set, test type 1 copulas, did have 100% accuracy as expected. The
overall validation set (test types 2, 3, and 4) had 95% accuracy and only 10 mislabeled
copulas in all. These ten copulas were all test type 4 and outside the range of θ values
that the objective tree was trained for. The objective selection tree shows excellent
predictive capability for test types 1, 2, and 3. For test type 4 copulas, which the
model had to extrapolate on to predict, the objective tree had good performance and
verified the hypothesis.
This proves the objective model can predict well outside the ranges that it was
trained on but this is not required of it. The errors represent fringe copulas which
are not archetypal of distinct dependence structures that are useful to practitioners.
Even though many were predicted correctly by the objective model (58 out of 68),
this only indicates that the values of their objective metrics were within the tolerances
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allowed by the discriminant analysis process at each decision gate. This answers Re-
search Question 1.2 which asks what are the implications of fringe copulas and where
do they belong in the objective selection tree. While they may exist mathemati-
cally, their correct prediction by the objective model does not imply that they are
archetypal of the distinct dependence structures that a practitioner would like to use
when incorporating a relationship between two random variables in a probabilistic
assessment.
Predicting test type 2 copulas with 100% accuracy helps to answer the final re-
search question of this section (Research Question 1.5) which asks how the tree group-
ings can be validated in a repeatable manner and how the subjective copula selection
tree can be arrived upon by repeatable objective statistics. In total there are 261
different copulas in the training and validation sets, and in large part they were all
predicted very well by the objective model. The overall accuracy of this exercise
provides an objective and repeatable validation of the groupings in the tree leaves
through a statistical representation that is consistent with the final form of the sub-
jective tree shown in Fig. 32. The objective model that corresponds to Fig. 32 is
given in Fig. 31 along with the objective descriptive statistics at each decision gate
and their threshold values. The key difference between these two figures is simply
what the decisions are based on at each decision gate. In Fig. 32 they are based on
subjective answers to qualitative questions, and in Fig. 31 they are based on objective
measurable statistics.
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Figure 32: Archimedean CopulA Selection Tree (CAST) with objectively verified and
validated copula groupings
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4.4.14 Research Question 2
Reviewing copula applications in other fields provides an understanding of how they
are used and what kind of effect they can have. The next question is how can they be
applied and what kind of effect will they have in aerospace applications, particularity
for aircraft technology assessment problems. This leads to Research Question 2.
Research Question 2
What is the quantified effect of using copulas in aircraft technology
assessment? What types of applications are they suited for and how
does that affect their impact?
Expectation 2
Copulas will have a significant effect on the variance of the output dis-
tribution relative to independent simulations. The amount of change
will vary depending on the application and variables chosen for de-
pendence with the copula.
Research Question 2 is also answered with an expectation because it must be
further reduced to developed a testable hypothesis. The effect of using copulas will
be different between applications and depends on a multitude of factors including
which random variables are related with the copula, what their marginal distributions
are, how much of an effect those variables have on the response, etc. In the interest
of demonstrating copulas for technology assessment it is important to illustrate the
specific ways that these relationships can exist between random variables and how
copulas can be used to capture them. Drawing from personal experience and the
literature, three different real world applications will be tested to examine couplings
that exist between technology impact factors. The experiment for all three will be
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similar in that they will be executed using the same canonical airplane performance
problem employing the Breguet range equation. The technologies will be applied to
a baseline aircraft to create an improvement in range. Each of the three technology
applications will demonstrate a different way to capture an existing coupling between
technology impact factors. The experiment will be used to quantify the difference
in the output when coupling is treated as independent and when it is captured by a
copula.
4.4.14.1 Research Question 2.1
The first research subquestion is directed at examining a coupling that exists when a
single technology is used. The coupling between its benefit and penalty to the aircraft
system is considered.
Research Question 2.1
What is the quantified effect of using a copula to relate a benefit and
a penalty within a single technology?
Hypothesis 2.1
The quantified effect of using copulas in a single technology will be a
10% reduction of output pdf standard deviation with a mean shift of
less than 5% relative to independent case
4.4.14.2 Research Question 2.2
The second research subquestion examines the coupling across two different technolo-
gies that happen to impact the same technology impact factor.
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Research Question 2.2
What is the quantified effect of using a copula to relate the same
technology impact factor across two different technologies?
Hypothesis 2.2
The quantified effect of using copulas across two different technologies
will be a 10% reduction of output pdf standard deviation with a mean
shift of less than 5% relative to independent case
4.4.14.3 Research Question 2.3
The third research subquestion considers the potential coupling between a design
parameter and a technology impact factor.
Research Question 2.3
What is the quantified effect of using a copula to relate a technology
impact factor with a design parameter?
Hypothesis 2.3
The quantified effect of using copulas between a technology impact
factor and a design parameter will be a 15% reduction of output
pdf standard deviation with a mean shift of less than 5% relative to
independent case
All three of these research subquestions will be answered using the same experi-
ment, by using three different applications of a canonical airplane performance prob-
lem. The assumptions and formulation of the canonical problem are described at
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length in the following section. The specific technologies used in each application,
their marginal distribution parameters, and the copulas used to capture the proposed
couplings are also discussed in detail. The proposed simulations and experiments
were actually performed in advance to increase confidence in the method. As such,
preliminary results for each application are also included in the next section. These
results and their implications will be discussed in greater detail during future work.
4.5 Formulation and Implementation of the Canonical Prob-
lem
A representative canonical problem is formulated and implemented to illustrate the
use of copulas in aircraft performance analysis and design subject to uncertain tech-
nology benefits. In doing so a quantitative characterization of how probabilistic re-
sults change with the use of copulas is illustrated, thus providing a measure of the
potential value added by copulas to the aerospace domain. These applications are
meant to demonstrate where dependencies may exist in the aerospace domain and
how copulas can be used to capture them. While this canonical problem will obvi-
ously not cover all the potential applications in the vast field of aerospace engineering,
it will be sufficient to give the systems analyst an understanding of how copulas can
probabilistically capture a dependence structure and better represent the uncertainty
in any problem.
Technologies of interest are modeled by way of performance benefits and degrada-
tions at the subsystem level where the effects are approximately known. Intermediate
impact factors in the performance model capture these effects and propagate them to
aircraft mission-level measures of performance. By treating impact factors as random
variables, the performance model is effectively made probabilistic with respect to the
technology impacts.
The canonical problem centers about the estimation of mission range for a 300
passenger twin aisle commercial airliner for which various technology improvement
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options exist. This vehicle is modeled to be representative of aircraft in the current
fleet with respect to configuration, technology level, and mission performance. It
assumes a wing area of 4,200 ft2 and a wing span of 196 ft, yielding an effective
aspect ratio of 9.13 after correcting for wing glove area on the order of 313 ft2. It is
further assumed that the entire cruise is realized at 39,000 ft, Mach 0.84. Weight and
other assumptions are detailed throughout this section.
The mission range is estimated using the Breguet equation in a numerical inte-
gration approach so as to allow for variations in lift to drag ratio and specific fuel
consumption throughout cruise. The interval of instantaneous weight values between
the start of cruise W0 and end of the cruise W1 is broken down uniformly into n
intervals. For each interval j, W ji and W
j
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A sufficiently large number n of correspondingly smaller intervals ensures adequate
approximation of the numerical approach to the analytical solution, while balancing
against acceptable computational runtime. A routine involving weights, aerodynam-
ics, and propulsion analysis leading up to the Breguet equation is recursively executed,
once for each weight value segment, to estimate the corresponding range for the jth












For simplicity fuel consumption for taxi out, takeoff, climb, descent, reserves, and taxi
in are assumed constant and are estimated as shown in Table 13. This assumption
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implies that the considerable majority of the aircraft’s fuel consumption occurs during
the cruise phase, and assumed technology improvements are only reflected in cruise
range estimates. The total mission fuel weight is also fixed based on the estimated
fuel capacity allowance, allowing range to vary as a function of V , TSFC, and L/D.
The payload weight is estimated for 300 passengers at 180 lb per passenger plus 30
lb baggage.
Accordingly, weight values for the start of cruise W0 and end of the cruise W1 are
calculated by
W0 = WRamp −WTaxiOut −WTakeoff −WClimb; (25)
W1 = WOper +WPayload +WDescent +WReserves +WTaxiIn; (26)
Level flight conditions at a constant Mach number are used for the entire cruise
phase so that lift must be equal to weight and thrust must be equal to drag at all
times. Thus, for each cruise segment the required lift coefficient can be estimated
from its fundamental definition as follows:
CL = Wi/(qS); (27)
Drag is estimated in typical fashion as
D = CDqS (28)
where the drag coefficient is handled as the sum of lift dependent and lift induced
contributions
CD = CD,0 + CD,i (29)






Table 13: Weight assumptions for component and mission segment fuel consumption














where Swet is the wetted area of the aircraft. The ratio of Swet to S is approximated
from empirical data and supporting relationships as presented by Anderson, [6] Ch.
2.9. Cfe is the equivalent skin friction coefficient that is a function of Reynolds
number based on the mean chord length. Approximation of Cfe follows empirical
relationships by Anderson, [6] Ch. 2.9 following earlier data published in the work
by Jobe[96]. Induced drag is estimated by
CD,i = k C
2
L (31)
The constant k is in turn approximated based on Prandtl’s lifting line theory for a











which is in turn a function of the aspect ratio and taper ratio as illustrated by An-
derson, [6] p. 110.
The equality condition for thrust and drag provides a known value of thrust with
which fuel consumption may be estimated. To this avail, an engine deck constructed
in prior efforts [203, 205] for a turbofan engine representative of those found in the
current fleet of 300-passenger commercial airliners. The engine is an axial flow twin-
shaft turbofan that achieves an overall pressure ratio of 40 with a bypass ratio of
9, and yields a maximum static thrust of 94,000 lbs at sea level. Thrust and thrust
specific fuel consumption (TSFC) contours at maximum power code are shown in Fig.
33 as representative figures of engine performance.
The engine deck provides thrust and TSFC values for prescribed combinations of
159
(a) Thrust (b) TSFC
Figure 33: Thrust and TSFC for Mach number and altitude
altitude, Mach number, and power code. The engine deck is arranged as a three-
dimensional array on which 3-dimensional interpolation operations are readily im-
plemented. One array has thrust values for corresponding values of altitude, Mach
number, and power code along each of the three dimensions of the array. A second
array is constructed with TSFC values in the same manner. The thrust array is used
to determine the power code PCj that yields the required thrust (T=D) for a known
cruise altitude and Mach number. The aircraft has two engines for this calculation.
The TSFC array is used to determine fuel consumption for the known cruise altitude,
Mach number, and power code PCj.
Given the formulation and accompanying assumptions discussed in this section, a
nominal range of 7,170 nmi is estimated which is commensurate with existing large
twin aisle aircraft in the 300-passenger capacity class. Variations of this nominal value
result from the introduction of improvements or degradations in prescribed technol-
ogy impact areas. For the canonical problem in this work, technology improvement
areas typical of recent systems analysis and technology assessment efforts in aeronau-
tics for commercial transport aircraft are adopted. The canonical problem considers
weight reduction benefits for major airframe components and structural weight groups
achieved through new materials and manufacturing processes. Weight degradations
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are also considered as potential weight penalties incurred by other variations. This ef-
fect with a technology impact factor tWE on empty weight is modeled so that WEmpty
in Table 13 is adjusted as
WEmpty = WEmpty,nominal (tWEmpty); where WEmpty,nominal = 257, 839 (34)
Potential benefits and degradations are considered in overall aerodynamic charac-
teristics and this effect is modeled with factors on lift independent and lift induced
components of drag. Equation 29 is thus recast as
CD = CD,0 (tCD,0) + CD,i (tCD,i) (35)
Lastly, engine performance improvements and degradations are manifested as
changes in TSFC. The engine deck array for TSFC is uniformly scaled with an impact
factor tTSFC so that TSFC values are scaled accordingly for given values of altitude,
Mach number, and power code.
TSFC = TSFCnominal (tTSFC) (36)
TSFC is scaled using the technology impact factor tTSFC through Eq. 36 to
incorporate changes specified by relevant technology impact factor distributions. The
engine deck array for thrust is not changed, thus assuming that technology impacts
allow for the same thrust to be attained throughout the flight envelope prescribed by
the engine deck, albeit at a greater or lesser fuel expense.
Technology impact factors in this problem setup are defined for the domain [0,∞)
and normalized at 1 to represent nominal conditions, namely no technology impacts.
Values in the interval [0,1) imply reductions of the corresponding performance param-
eter with the extreme case at 0, and values in the interval (1, ∞) imply increments.
For this canonical problem, technologies pursuant of current aeronautical research
and development efforts are considered as documented in published literature. The
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identification of technology impact factors and the definition of corresponding dis-
tributions follow from our judgment and interpretation of relevant published work.
All technology impacts are triangular distributed, a methodological choice popular
in subjective encoding applications such as this one because they are readily defined
by only three parameters that are intuitive and easily understood: minimum, most
likely (mode), and maximum value.
Three different technology impact applications are demonstrated for copulas. The
first application considers a single advanced wing technology, Hybrid Laminar Flow
Control (Technology 1, T1). This technology features benefits and penalties including
skin friction drag reduction, engine horsepower extraction, and additional system
weight. Although these impacts are certainly related to one another, their relationship
is not fully known or quantified. Copulas are used to describe these relationships
and examine the resulting effect on estimate distributions for mission range relative
to those assuming independent impact factors. The second application considers
two different technologies with effects on the same impact factor: HLFC and Wing
Riblets (Technology 2, T2), both featuring the same primary impact on skin friction
drag reduction. A dependence structure in the contributions of the two technologies
toward this impact factor is established to account for the nonlinear addition of the
two contributions. A third application considers the Advanced Aerodynamic Wing
(Technology 3, T3) and the allowances it provides with respect to wing weight and
the corresponding selection of aspect ratio as a fundamental wing design parameter.
Copulas are used to capture the aforementioned dependence structure, noting that in
this third application the design decision over aspect ratio is effectively modeled as a
random variable coupled with uncertain wing properties.
In the interest of keeping with the simplicity of the canonical problem and isolating
the effect of copulas in the probabilistic evaluation, the aircraft are not reoptimized
nor redesigned with the simulated implementation of technologies. Accordingly the
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first and second applications are commensurate with retrofitting an existing aircraft or
developing a variant with the technologies in question. Similarly, the third application
may be interpreted as the assessment of a new aircraft variant with a redesigned and
more technologically advanced wing but with no other changes in the airframe.
At this point, it is worth reminding ourselves when the use of copulas is prudent
and when it is not. When a connection between two variables is very well known
and can be predicted with very little uncertainty, a deterministic relationship is best.
This includes relationships for which the physical processes are well understood and
predictive models have been verified and validated over many years. In these types
of relationships, introducing a copula will artificially and unnecessarily increase un-
certainty, a step that should be reasonably avoided. On the opposite extreme of the
spectrum is the situation in which absolutely no information is known about the re-
lationship between two variables. The presence of one does not have any effect on
the other, or the effect is completely unknown. Introducing a copula in this situ-
ation would reduce the uncertainty, but the reduction would be arbitrary and not
based on any known or estimated relation. As a result, the reduction in the variation
of the response would not be justified, and a copula should not be used. However,
most engineering problems are not of this nature. Many engineering applications fall
under the category in which engineering judgment can state that some relationship
between two variables does exist and perhaps can be qualitatively assessed, but the
degree of uncertainty in the relation is either unknown or difficult to quantify. This
is where copulas can fill an important gap and help systems analysts to incorporate
and understand the effect of uncertainty in design problems.
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4.5.1 Copulas in a Single Aerodynamic Wing Technology
4.5.1.1 Application 1 Formulation
The first application considers the impacts of a single technology and how their rela-
tionship can be quantified to more accurately predict aircraft performance. Technol-
ogy 1 (T1) is wing Hybrid Laminar Flow Control (HLFC) in which passive mecha-
nisms such as shaping and surface finishing (commonly referred to as Natural Laminar
Flow) are combined with Active Flow Control in the form of suction or blowing to tai-
lor boundary behavior. The principal aim of this technology is to preserve laminarity
of the boundary layer and delay the onset of turbulence transition. The local effect is
a reduction in skin friction drag. HLFC suction can be provided in a number of ways,
one of which is a vacuum pump driven by the engine accessory gearbox. This vac-
uum is extended from the engine driven pump to the wing and distributed along the
leading edge. The pump, vacuum piping, and supporting structure impose a weight
penalty on the aircraft. Testing conducted by NASA has shown that this technology
can offer skin friction drag reduction of approximately 10% or more depending upon
the percentage of the wing observing laminar flow [101, 100, 69, 201]. These studies
have also shown that benefits increase with greater aircraft size and range [101]. To
achieve this amount of skin friction drag reduction, a certain amount of engine horse-
power extraction is required for the vacuum system pump. Pump sizing is highly
dependent on the altitude at which the HLFC system will be used. At lower alti-
tudes, the ambient pressure is higher, requiring the pump to work harder to exhaust
the ingested flow back into the air stream, thus increasing its sizing requirement [201].
Depending on the amount of laminar flow desired over the wing, the size of the wing,
and the lowest desired operating altitude, the HLFC pump horsepower extraction can
be on the order of 200 horsepower [201, 69]. The horsepower extraction will result
in a higher TSFC required for the same amount of thrust produced since the engine
turbine will have to provide more work to drive the additional load of the vacuum
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pump. From engine thermodynamic cycle equations as shown by Hill and Peterson
[81] one can estimate an additional 0.5% increase in TSFC for the noted horsepower
extraction requirement. This technology will impose a weight penalty on the aircraft
empty weight, the prediction of which involves uncertainty due to the complexity of
integration within the aircraft system as a lack of sufficient empirical data. Imple-
mentation work and testing on a modest set of technology demonstrators has shown
that with structural redesign and advanced materials HLFC suction piping can be
developed to be approximately the same weight as current structures and not impose
a significant penalty on the airframe [201]. While this may represent one extreme of
the possible weight penalty caused by HLFC, it implies the most significant portion
of the weight penalty will be due to the vacuum pump itself, which is dependent on
the amount of horsepower extraction required. A more conservative estimate would
still include a weight penalty for more than just the vacuum pump, also accounting
for likely changes in structure and piping weight. While the additional weight of the
HLFC system can be accounted for anywhere in the aircraft empty weight at the
discretion of the designer, due to its similarity with pneumatic systems, technologists
have accounted for the vacuum pump weight, piping, and supporting structure with
a nearly 80% increase in the air conditioning subsystem weight. This figure is still
dependent upon a variety of factors including the size of the wing and the percentage
of the wing for which laminar flow is desired. This increase in the air conditioning
subsystem weight translates to an increase in the aircraft empty weight following ba-
sic sizing trends provided by Roskam [188]. While the trends in this text are based
on historical data, they do show how aircraft have historically evolved over time and
can serve as a useful starting point for estimating how aircraft may be sized in the
future. Following these references, one can estimate an increase in empty weight on
the order of 1% from the addition of the HLFC technology.
The main benefit of applying the HLFC technology is a reduction in CD,0, applied
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in this problem through the technology impact factor tCD,0 using Eq. 35. The key
penalties of this technology are the increase in the empty weight and TSFC, which are
modeled through the technology impact factors tWEmpty and tTSFC via Eqs. 34 and
36. These penalties are both dependent upon the amount of horsepower extraction
required. Using the technology references mentioned previously, linear relationships
are generated that can be applied over random variable distributions to relate horse-
power extraction to TSFC, and horsepower extraction to empty weight, for our no-
tional aircraft at constant cruise conditions. As horsepower extraction changes linear
relationships will yield corresponding values for tTSFC and tWEmpty technology impact
factors. The estimated effect on CD,0, HPextraction ,WEmpty, and TSFC due to HLFC
have been obtained from the technology and sizing references mentioned previously.
Triangular distributions were defined by the authors in collaboration with systems
analysts familiar with this technology by providing minimum, maximum, and most
likely values. The parameters of each triangular distribution used to model this tech-
nology are provided in Table 14. The technology impact factors consistently use the
same univariate distributions as specified by parameters in Table 14 for all simulations
in application 1. Joint distributions will change according to the specified dependence
structure in each simulation, while the univariate distributions (shown as marginal
distributions) remain fixed.
4.5.1.2 Application 1 Simulations
In this application, three uncertainty dependence structures are simulated to examine
the relationship between technology impact factors and their impact on predicted air-
craft performance. First, the status quo is considered in which the technology impact
factors are independent, and this is used as the baseline for comparison with copula
defined relationships in subsequent simulations. In this initial simulation, tCD,0 and
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Table 14: Triangular distribution parameters for Hybrid Laminar Flow Control tech-
nology
Technology Variable Technology Impact Factor Minimum Value Mode Value Max Value
CD,0 tCD,0 0.88 0.92 0.97
Horsepower Extraction (hp) N/A 79 217 375
WEmpty tWEmpty 1.007 1.012 1.017
TSFC tTSFC 1.002 1.006 1.01
HPextraction are not dependent, and tWEmpty and tTSFC are known through determin-
istic linear relationships with HPextraction. The joint distribution of the technology
impact factors is shown in Figs. 35a and 36a. These figures include probability den-
sity contours to highlight features of the pairwise joint distribution topology in the
random variable space.
The second simulation of application 1 represents the first non-independent case
in which a copula is employed to dictate the dependence structure between technology
impact factors, following algorithms specified by Nelsen [154, chap. 4]. An underlying
relationship exists between skin friction drag and HPextraction such that as HPextraction
increases we expect to see greater reductions in skin friction drag. While there is
still much uncertainty, in this relationship it is reasonable to expect an inversely
proportional relationship between HPextraction and tCD,0 . In other words, greater
reductions in CD,0 occur with greater weight penalties. There is also no conclusive
reason to narrow the distribution at the tails so they will be left wide to include more
uncertainty. Whenever there is not enough knowledge to incorporate a specific trend,
it is best to choose a copula that has greater spread and more uncertainty.
This basic understanding can be used to navigate the copula selection tree in Fig.
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32. This process is depicted in Fig. 34 where the green lines indicate the path taken
to arrive at a leaf with a representative copula family for the desired dependence
structure.
Figure 34: Copula Selection Tree with Path Highlighted for Choosing Copula Family
in Application 1
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Decision Gate 1 asks whether the dependence structure is linear or nonlinear and
the answer is linear since it is known that the relationship is inversely proportional.
This directs the user to Decision Gate 2 which asks whether the relationship is nega-
tive or positive. The answer is negative since the relationship is inversely proportional.
This sends the user to Decision Gate 6 which asks if the relationship is tail dependent
or evenly distributed. Since there is no reason to suspect tail dependence for this
application, the evenly distributed answer is used. This directs the user to Leaf F
of the selection tree where they can select from copula families N5 or N16 at the
given values of θ. Since θ is a continuous variable, these θ values can be adjusted to
match the user’s desired degree of dependence. The copula selection tree in Fig. 34
helps the user determine that this uncertain relationship is well captured using a N5
(Frank family in Table 1) copula with θ = -15 between HPextraction and the technol-
ogy impact factors tCD,0 . This relationship will also be mirrored by the deterministic
linear mappings to the technology impact factors tTSFC and tWEmpty , which will also
preserve this dependence.
After identifying the proper copula family and θ value, the next step is to use the
inversion method to convert the copula’s standard uniform marginal distributions into
the distributions that represent the random variables of this application. The random
variables for application 1 have been specified with triangular distributions as reported
in Table 14. The inversion method converts the copula’s standard uniform marginal
distributions into these specific triangular distributions for use in this application.
The N5 copula creates a dependence structure between the triangular distributions
that more accurately describes the tradeoff between the improvement in skin friction
drag (decreasing tCD,0) and the corresponding increases in empty weight (increasing
tWEmpty) and TSFC (increasing tTSFC) due to the additional HPextraction. The joint
distribution specified by the N5 copula is plotted in Figs. 35b and 36b. Both of
these figures demonstrate that while the joint distributions have changed between
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the independent and non-independent cases, the univariate marginal distributions of
each technology impact factor have not been altered by the copula.
(a) Independent, 10,000 points (b) Frank copula, θ = -15, 10,000 points
Figure 35: Joint distributions of tCD,0 and tWEmpty
(a) Independent, 10,000 points (b) Frank copula, θ = -15, 10,000 points
Figure 36: Joint distributions of tCD,0 and tTSFC
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As discussed earlier, the application of copulas requires engineering judgment and
is predicated on some understanding of the underlying relationships. The third simu-
lation delves into the importance and implications of this condition. The relationship
between HPextraction and tWEmpty developed for this work is an extension of empirical
data trends for existing air conditioning subsystems sizing. Although presented as
a deterministic relationship, its interpretation should be that of a rough estimate or
“rule of thumb” for low-order estimates in conceptual design sizing. In reality, there
is some uncertainty in this relationship that is captured by replacing the determin-
istic relationship with a copula for HPextraction and tWEmpty random variables. The
assumed deterministic linear relationship between HPextraction and tWEmpty used in the
previous two simulations for this technology application is shown in Fig. 37a. The
positive dependence used to replace it is shown in Fig. 37b and is modeled as a Frank
copula with θ = 5. Once again, it is obvious that, while the bivariate distribution has
changed between the deterministic and non-deterministic cases (Figs. 37a and 37b),
the univariate marginal distributions of both variables remains unchanged.
In general, one can formulate this application with the three impact factors tCD,0 ,
tWEmpty , and tTSFC by establishing the dependence structure in nine possible ways.
Each dependence structure is a combination of the three bivariate relationships, each
defined as independent, probabilistically related with a copula, or deterministically
related.
4.5.1.3 Application 1 Results
The first simulation assumed independent relationships to serve as a baseline for
comparison for the second and third simulations in which the dependence structure
for random variables is introduced with copulas. As expected, the use of copulas to
relate the technology impact factors yields a change in the resulting distribution for
the aircraft range. Figure 38 shows the empirical probability density functions (pdf)
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(a) Deterministic, for simulations 1 and 2 (b) Frank Copula for simulation 3, θ = 5
Figure 37: Joint distributions for HPextraction and tWEmpty , 10,000 points
of the first two simulations, comparing the results of the independent case to that of
the copula dependent case.
Figure 38: Empirical pdf of range subject to independent and Frank copula related
technology impact factors
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The probability density function (pdf) distributions in Fig. 38 for the first and
second simulations of this application immediately reveal a difference in variance,
with the distribution resulting from independent random variables having greater
uncertainty than its copula-related counterpart. Table 15 shows the empirical pdf
distribution parameters for application 1 and as expected, the mean does not shift
because the input univariate distributions are exactly the same in both simulations.
The copula 1 empirical pdf has a smaller variance than the independent case because
the copula is avoiding certain regions of the bivariate space. By changing the depen-
dence of the input distributions, certain combinations have been removed and can no
longer be sampled from the joint distribution. If these removed combinations would
have resulted in extreme values of the transfer function distribution, then the variance
would decrease; if they would have resulted in more middle values, then the variance
would increase. In this case, the combinations omitted by the copula would have
resulted in extreme values of the aircraft range distribution, and so the uncertainty
would decrease as reported in Table 15. Additionally, the copula omitted combina-
tions at the extremes of the joint distribution are now being sampled closer to the
middle of the bivariate space. This will result in more centered values of the transfer
function, which yield a higher peak about the mean. Together, these two effects will
compound to decrease the standard deviation of the copula dependent pdf.
This is also reflected in the difference between the tails of the empirical pdfs. The
area between the two empirical pdfs in the right tail corresponds to the empty region
in the lower left corner of Figs. 35b and 36b representing high-benefit and low-penalty
combinations that are reasonably assumed to be extremely unlikely. Conversely the
area between the two empirical pdfs in the left tail corresponds to the empty region
in the upper right corner of Figs. 35b and 36b representing low-benefit and high-
penalty combinations that are also assumed to be extremely unlikely. This may
remove some high impact technology combinations but it is justified based on our
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engineering judgment. The use of copulas should always be based upon knowledge
of underlying relationships. The copula has removed parts of the bivariate space to
better represent the engineering knowledge of the relationship between variables. If
one subscribes to these assumptions and accepts the copula as a reasonable relational
mechanism for the benefit and penalty impact factors, then it follows that the use of
the copula better represents the uncertainty of this technology that would otherwise
be overestimated as illustrated by these results.
The total aircraft range for all three simulations is given in the first data column
of Table 15. This table also gives the average improvement in range over the nominal
aircraft range (7,170 nmi.) provided by the inclusion of the technology. The HLFC
technology does make a noteworthy improvement to the range (∼317 nmi.) across
all three simulations in this application as shown by the second column of data in
Table 15. However, our focus in this work is not necessarily on the benefit provided
by the technologies but rather on the reduction of uncertainty in the estimation of
aircraft performance by using copulas. It is important to note that any comparisons
of uncertainty to the aircraft range should be made relative to the additional range
provided by the technology and not to the total aircraft range since the technology
alone is the source of uncertainty in this canonical problem. The uncertainty in this
application was a direct result of the addition of the HLFC technology, modeled by the
probabilistic technology impact factors. A common way to measure that uncertainty
is through the standard deviation of the range distribution, which is given by the
third column of data in Table 15. The independent simulation gives us a baseline
value of the uncertainty in the estimation of range. The two copula simulations
were performed to see how the uncertainty could be better represented using existing
knowledge to capture the relationship between the probabilistic technology impact
factors. To better understand the effect of using a copula on the uncertainty, one can
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This simple relation provides a quantified measure of how much the uncertainty
can be reduced by using copulas in this application. This has been recorded for
both copula simulations in the fourth data column of Table 15. The addition of
the HLFC technology has improved the average range (an additional ∼317 nmi.)
for the independent and copula simulations, but the value of the copula is in the
accuracy with which this improvement can be estimated. In the copula 1 and copula
2 simulations, the the added range from the HLFC technology can be predicted with
17% and 15% less uncertainty, respectively, over the independent simulation, by way
of the standard deviation. While the copula does not reduce the physical uncertainty
associated with the technology, it demonstrates how the independent simulation was
overestimating the uncertainty in this application. The use of the copula selection
tree in Fig. 32 to better represent the joint distribution paired with the inversion
method to seamlessly transform univariate marginal distributions, together, is what
allows for the improved representation of uncertainty in this application.
The significance of the change in uncertainty is also readily apparent in the com-
parison of the empirical cumulative distribution functions (CDFs) of each case, shown
in Fig. 39. CDFs are known to be less noisy than pdfs so they typically lend them-
selves better to individual comparisons. Reinforcing this notion is the fact that many
statistics exist in the literature for the comparison of two samples, and these are
applied to cumulative distributions functions. These statistical techniques include
the Kolmogorov−Smirnov test [120, 216] and the Cramer−von Mises test [45, 243, 7]
which are well documented in probability and statistics literature. The null hypothe-
ses for both methods is that the two samples being tested are drawn from the same
distribution. The test statistics of both methods can be used to characterize the differ-
ence between the CDFs of each simulation. The Kolmogorov−Smirnov test statistic
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is particularly simple to understand and represents the value of the maximum differ-
ence between the two sample empirical CDFs. It can assume values between 0 and
1 where 0 indicates no difference between the two distributions, and 1 indicates the
maximum difference between two distributions. The Cramer−von Mises test statistic
is a sum of the squared difference of the two empirical CDF distributions and provides
a better representation of the difference between the two curves along the full range
of their values rather than just the maximum difference at one point. This statistic
assumes values between 0 and infinity where 0 indicates no difference. The first col-
umn in Table 16 gives the values of the Kolmogorov−Smirnov and Cramer−von Mises
test statistics for the comparison of simulations 1 and 2. Both statistics indicate a
significant difference between the two empirical CDFs.
Figure 39: Empirical cumulative distribution for range subject to independent and
Frank copula dependent technology impact factors
The third simulation in application 1 maintained the settings used in the second
simulation except for introducing a second Frank copula (copula 2) to replace the
deterministic relationship assumed between HPextraction and the technology impact
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Table 15: Application 1 empirical pdf distribution parameters
























7487.4 317.4 92.8 N/A
Copula 1 pdf (Simulation 2) 7486.5 316.5 76.8 17.2%
Copula 2 pdf (Simulation 3) 7487.0 317.0 78.5 15.4%
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Table 16: Application 1 empirical CDF comparisons
Test Statistic Independent vs Copula 1 Independent vs Copula 2 Copula 1 vs Copula 2
Kolmogorov−Smirnov 0.070 0.058 0.012
Cramer−von Mises 7.8 5.8 0.18
factor tWEmpty . Since the deterministic relationship includes no uncertainty, the prob-
abilistic bivariate dependence introduced by this second copula should increase the
variance compared to simulation 2 (copula 1). However, a reduction in uncertainty
is still expected relative to simulation 1, which assumes complete independence. Fig-
ure 40 shows the pdf distribution for this third simulation and also includes the pdf
distributions from the first two simulations for comparison. Table 15 shows that, as
expected, the standard deviation of the empirical pdf for the third simulation is higher
than the second simulation and lower than that of the first simulation. In general
a higher valued peak of a pdf curve indicates a greater likelihood of the mode, and
typically less variance for most typical distributions with moderate kurtosis. Indeed,
the results of the first simulation with independent impacts features the lowest peak
and greatest spread, the second simulation (copula 1) should have the highest peak
and smallest spread due to its dependent random variables and deterministic relation
between HPextraction and tWEmpty , and the third simulation that employs only copula
dependent assumptions should have a peak in between these two. Figure 40 sup-
ports this hypothesis for the three empirical pdf distributions. This helps to answer
Research question 2 for this application.
Figure 41 gives the CDF distribution of the third simulation and also includes
the empirical CDF distributions from the first two simulations for comparison. The
level of uncertainty has increased in simulation 3 relative to simulation 2, but it is
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Figure 40: Empirical pdf of range subject to independent and Frank copula dependent
technology impact factors
still less than that of simulation 1. The copula 2 curve should lie in between the
independent and copula 1 curve, which is shown in Fig. 41. The copula 2 curve in
this figure matches very closely to copula 1, which shows that using the copula to
better represent the deterministic assumption between HPextraction and WEmpty did
not have a significant effect. This can be explained by the relatively small range of
values for WEmpty and the weak effect of WEmpty on the system level response, which
is not as significant as other variables such as CD,0. This points to the importance of
using copulas to relate variables that are significant drivers of the response.
The second column of Table 16 gives the Kolmogorov−Smirnov and Cramer−von
Mises test statistics for simulations 1 and 3. As expected, there is a significant
difference in both the test statistics, but their values are lower than the comparison
of simulations 1 and 2. The third column of Table 16 provides the CDF test statistics
for the comparison of the copula 1 and copula 2 curves in Fig. 41. While these
values may be small relative to the other comparisons, it is important to note that
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Figure 41: Empirical cumulative distribution for range subject to independent and
Frank copula dependent technology impact factors
the difference between these curves is still measurable and quantifiable using these
CDF test statistics. A subjective or qualitative assessment would surely be very
difficult, supporting the use of quantitative measures for benchmarking assessments
as the one discussed here. Collectively, these results illustrate how knowledge about
the underlying relationships between technology impact factors in application 1 can
be suitably captured and propagated to system level results.
4.5.2 Copulas Across Two Aerodynamic Wing Technologies
4.5.2.1 Application 2 Formulation
Application 2 examines the effect of dependence between the same impacts across
two different technologies. This application assumes that both advanced technologies
are compatible and can be applied to the aircraft wing concurrently. The uncertainty
lies in the amount of benefit that can be gained by simultaneously applying both
technologies. The technology impact factor used across both technologies is tCD,0 .
The first technology (T1) is the same technology used in application 1, and will
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be modeled using the settings of the first simulation in application 1. The second
technology, Wing Riblets (T2), is directed at increasing the range of the aircraft
by reducing the skin friction drag of the wing. Riblets are a passive technology
applied to the surface of the wing in the shape of very small v-shaped grooves that
create spanwise viscous forces that act on the turbulent boundary layer to reduce
drag. These grooves have heights and spacing on the order of the turbulent wall
streak and burst dimensions and allow the local streamline near the surface of the
wing to remain laminar [247]. Testing has shown a 2-3% decrease in total airplane
drag, which is modeled through the lift-independent drag factor [242, 229]. Several
aggressive estimates have predicted even greater drag reduction using riblets on the
order of 5-8% [247, 246]. It has been shown that the weight penalty due to the
addition of the riblets is marginal when the grooves are etched into the existing paint
or polymer material on the surface of the wing. This will require regular maintenance
and replacement, or the effectiveness of the drag reduction will be reduced. It has also
been indicated that the effectiveness of the riblets varies greatly with the incidence
angle of the streamline to the applied grooves. The drag reduction is highest at zero
incidence angle, but as the angle of attack increases, the passive riblets technology
loses effectiveness [229]. Since the canonical problem only examines the cruise segment
of flight and assumes steady level flight conditions, reduction in the effectiveness of
the riblets technology due to varying incidence angle is not modeled.
The key benefit of the riblets technology (T2) is a decrease in CD,0 applied in
this a problem with a conservative estimate on the order of 2% skin friction drag
reduction. Triangular distribution parameters for the technology impact factor tCD,0
are summarized in Table 17 and were defined by the authors in collaboration with
systems analysts familiar with this technology. The tCD,0 technology impact factor
for T1 will consistently use the same marginal distribution parameters specified in
Table 14 for all simulations; however, the joint distributions will change according to
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Table 17: Triangular distribution parameters for Wing Riblets technology (T2)
Technology Variable Technology Impact Factor Minimum Value Mode Value Max Value
CD,0 tCD,0 0.965 0.980 0.994
the specified dependence structure in each simulation.
4.5.2.2 Application 2 Simulations
Application 2 uses two different simulations to examine the effect of correlating the
same technology impact factor across two different technologies. Similar to applica-
tion 1, an independent simulation and a copula dependent simulation are conducted.
In both simulations, the tCD,0 technology impact factors for T1 and T2 will be be
sampled from their respective distributions given in Tables 14 and 17. The samples
will then be combined, and the total tCD,0 representing the aggregate effect of both
technologies on skin friction drag will be used in the canonical problem via Eq. 35.
In both simulations, all non-drag related impact factors of T1 (provided in Table 14)
will assume the same settings as the first simulation of application 1 (independent
relationships). This will ensure there is no prior dependence structure present in the
modeling of T1 and the results will strictly be a reflection of the dependence struc-
ture applied by copulas in application 2. The independent bivariate distribution for
simulation 1 is simple to visualize and is given in Fig. 42a.
It is unlikely that the presence of one technology in this application will have no
effect on the other. Conservative accounting from technologists familiar with both
technologies indicates that the maximum individual benefit of both technologies will
likely not be obtained due to diminishing returns, but rather that the interaction will
eventually reduce the benefits of each. In essence, this represents a topology of the
bivariate random shape akin to a bivariate Pareto tradeoff frontier. This low-level
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qualitative understanding can be used to answer the questions of the copula selection
tree in Fig. 19 to determine that this feature is well modeled by the Clayton family
of copulas. Therefore, the second simulation relates the tCD,0 technology impact fac-
tors for T1 and T2 using a Clayton copula with θ = -0.6. This copula will create a
dependence structure in the bivariate distribution of the two tCD,0 technology impact
factors, which more adequately captures the expected interaction between the tech-
nologies when they are concurrently implemented. This copula dependent bivariate
distribution is shown in Fig. 42b.
(a) Independent, 10,000 points (b) Clayton Copula, θ = -0.6, 10,000 points
Figure 42: Joint distributions of Hybrid Laminar Flow Control (T1) tCD,0 and Wing
Riblets (T2) tCD,0
The bivariate distributions have changed between the independent and non-independent
cases (Figs. 42a and 42b), but the univariate distributions of both variables remains
unaltered by the copula. The aircraft range for the second simulation is recalculated
using the copula dependence and compared with the first simulation.
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4.5.2.3 Application 2 Results
The empirical pdf curves of both simulations are shown in Fig. 43, which illustrates
the reduction in uncertainty by employing the Clayton copula. Figure 43 shows a
higher peak with a greater concentration of samples centered about the mode for the
copula dependent pdf and more variation in the independent simulation pdf. Table
18 also shows a reduced standard deviation for the copula dependent pdf in the third
data column, reflecting a decrease in the uncertainty for this simulation. This is
because the range distribution no longer has some of the extreme combinations that
are reflected in the wider tails of the independent simulation pdf since the copula has
omitted them. Fig. 42b shows the empty region in the lower left corner of bivariate
distribution which is no longer sampled due to the copula dependence structure. This
region of maximum benefit from both technologies which will likely not be obtainable,
and is also reflected in the shrinking tails of the copula dependent empirical pdf shown
in Fig. 43. This is particularly seen in the right tail of the empirical pdf distribution
that shrinks to remove the more uncertain and overly optimistic values of range in
the independent distribution.
The total aircraft range for both simulations is given in the first data column
of Table 18. This application uses two advanced technologies, resulting in an even
greater improvement in the range (∼420 nmi.) over the baseline value for both
simulations, as indicated in the second column of data in Table 18. The independent
simulation provides a baseline value of the uncertainty associated with the estimation
of range due to the addition of these two technologies. The copula simulation is
conducted to determine how much that uncertainty can be reduced by incorporating
existing engineering knowledge about the relationship between the technology impact
factors. Using Eq. (37), the uncertainty as measured by the standard deviation of the
range distributions, is reduced by almost 18% in the copula simulation. This helps
to answer Research question 2 for this application.
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Figure 43: Empirical pdf of range subject to independent and Clayton copula depen-
dent technology 1 tCD,0 and technology 2 tCD,0
Figure 44 gives the empirical CDF distributions of these two simulations. There
is a significant shift in the copula CDF from the independent CDF, particularly at
the higher values of range. This difference at higher values also reflects the overly
optimistic values of range that were removed by the copula dependence structure
(shown in Fig. 42b) to reduce the uncertainty. The variation between the two CDFs
is quantified by the the Kolmogorov−Smirnov and Cramer−von Mises test statistics
in Table 19.
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Table 18: Application 2 empirical pdf distribution parameters
























7,589.7 419.7 98.7 N/A
Copula pdf (Simulation 2) 7,590.3 420.3 81.1 17.8%
Figure 44: Empirical cumulative distribution for range subject to independent and
Clayton copula dependent technology 1 tCD,0 and technology 2 tCD,0
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Table 19: Application 2 empirical CDF comparisons
Test Statistic Independent CDF vs Copula CDF
Kolmogorov−Smirnov 0.083
Cramer−von Mises 9.7
Both statistics show that CDFs from the two simulations are substantially different
from each other. This change in the distribution of the aircraft range is found to be
strongly driven by the significant effect that CD,0 imparts on the estimation of mission
range, and therefore is also driven by the underlying dependence structure associated
with CD,0 contributions.
4.5.3 Copulas With a Wing Design Variable
4.5.3.1 Application 3 Formulation
Application 3 relates a technology impact factor to a wing design parameter, aspect
ratio. The advanced technology in this application is called Advanced Aerodynamic
Wing and represents the recent advances in wing design that are characterized by
an increased aspect ratio driven by the availability of stronger and cheaper materials
[10, 90]. Increasing the aspect ratio has been a continuing trend over several decades
and is expected to continue as greater technological advances are made [90]. Increasing
the aspect ratio reduces induced drag, which reduces fuel burn and extends the aircraft
range. As aspect ratio increases, the wing span also increases. The wing bending
moment and associated loads generally increase rapidly with increasing wing span,
which necessitates additional structure at the wing root [32, 107]. This structure adds
a weight penalty that must be overcome by the benefits in drag reduction to justify
choosing the increased aspect ratio. The uncertainty lies in the amount of additional
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Table 20: Triangular distribution parameters for Advanced Aerodynamic Wing
Technology Variable Technology Impact Factor Minimum Value Mode Value Max Value
Aspect Ratio N/A 10.5 11 13
WEmpty tWEmpty 1.043 1.054 1.117
structure required to support the bending loads associated with the increased wing
span for a given structural technology. Technologists and references of next-generation
vehicles have indicated an estimated 5% increase in the empty weight due to an
increase in the aspect ratio on the order of 11 [107, 90, 22, 23].
The key benefit of increasing the aspect ratio design variable is seen in this prob-
lem via Eqs. 31 and 32. The main penalty of this technology is the increased empty
weight, which will be modeled using the technology impact factor tWEmpty . Using the
literature and subject matter expert (SME) input, the authors defined the triangular
distributions for the aspect ratio and tWEmpty , which are summarized in Table 20. As
the aspect ratio changes, the aircraft will not be re-optimized for this design variable
change. The wing area remains constant as the span increases. The wing sees the
benefit of the reduced induced drag and the penalty of the increased empty weight,
but the aircraft as a whole is not re-sized. This results in a fixed aircraft for the
probabilistic assessment so that a valid comparison of range can be made between
each combination of the sampled aspect ratio and weight penalty, subject only to the
variation in the Advanced Aerodynamic Wing technology. The aspect ratio and the
tWEmpty technology impact factor consistently employ the same univariate distribu-
tions specified in Table 20 for all simulations; however, the joint distribution changes
according to the specified dependence structure of each simulation.
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4.5.3.2 Application 3 Simulations
An independent and a copula dependent simulation are performed to examine the
effects of design variable dependencies. Both simulations sample the aspect ratio and
the tWEmpty technology impact factor from the prescribed distributions in Table 20.
The sampled aspect ratio replaces the baseline aspect ratio in our canonical problem,
and the sampled tWEmpty is applied through Eq. 34. The independent simulation is
given in Fig. 45a.
The literature indicates that a weight penalty will be incurred as the aspect ratio
increases. The uncertainty lies in specifying how much that weight penalty will be,
and this uncertainty increases at higher aspect ratios. This requires a positively
correlated relationship between the aspect ratio and the tWEmpty technology impact
factor, and a wider spread in the joint distribution at high aspect ratios to represent
the greater uncertainty there, i.e., a left tail dependency. Again, by applying this basic
qualitative knowledge to the copula selection tree in Fig. 19, it is quickly determined
that this relationship is well described using Nelsen’s 13th copula (N13) with a θ =
7. This copula creates a dependence structure in the bivariate distribution that is
more representative of the current understanding of the uncertainty associated with
this technology. This copula dependent bivariate distribution is shown in Fig. 45b.
As the bivariate distributions change between the independent and non-independent
cases (Figs. 45a and 45b), the univariate marginals of both variables remains unal-
tered by the copula. The aircraft range for the second simulation is recalculated using
the uncertainty dependence provided by the copula and compared with the results
from the first simulation of this application.
4.5.3.3 Application 3 Results
The results of the first independent simulation and the copula simulation are shown
in Fig. 46. The empirical pdf distributions show how much the uncertainty has been
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(a) Independent joint distribution, 10,000
points
(b) N13 copula distribution, θ = 7, 10,000
points
Figure 45: Joint distributions of aspect ratio and tWEmpty
reduced by using the N13 copula dependence in the second simulation. The copula pdf
distribution in Fig. 46 shows a higher peak that is more centered about its mode and
has less variation than the independent distribution. The shrinking tails of the copula
dependent pdf, relative to the independent pdf, correspond to those combinations of
high benefit (high aspect ratio) and low weight penalty (low tWEmpty) and low benefit
and high penalty shown in the empty regions of Fig. 45b. These combinations are
unlikely to be used in design and contribute uncertainty to the estimation of range
in the independent simulation, which is easily removed with the N13 copula.
Table 21 shows a reduced standard deviation for the copula dependent pdf, re-
flecting a decrease in the uncertainty for this simulation by removing certain regions
of the bivariate distribution with the copula. However, Table 21 shows the highest
variance in its simulations compared to all previous applications (Tables 15 and 18),
which suggests that dependencies using design parameters can have greater uncer-
tainty associated with them than those that simply relate technology impacts.
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The total aircraft range for both simulations is given in the first data column
of Table 21. This application uses a technology that is applied through a design
variable yielding an average improvement in range of ∼192 nmi. over the baseline
value for both simulations, as indicated in the second column of data in Table 18.
The independent simulation gives a reference value of the uncertainty associated with
the estimation of the range brought by the application of this technology. The copula
simulation assesses how much that uncertainty can be reduced by capturing existing
engineering knowledge about the relationship between the technology impact factor
and the design variable. Using Eq. (37), the uncertainty as measured by the standard
deviation of the range distributions, is reduced by 31% in the copula simulation. This
helps to answer Research question 2 for this application.
Figure 46: Empirical pdf of range subject to independent and N13 copula dependent
aspect ratio and tWEmpty
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Table 21: Application 3 empirical pdf distribution parameters
























7,361.9 191.9 140.1 N/A
Copula pdf (Simulation 2) 7,362.6 192.6 96.1 31.4%
Figure 47 gives the empirical CDF distributions of these two simulations. There
is a substantial change in the copula CDF from the independent CDF, at both higher
and lower values of range. The difference between the two CDFs is quantified by the
the Kolmogorov−Smirnov and Cramer−von Mises test statistics in Table 22.
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Figure 47: Empirical cumulative distribution for range subject to independent and
N13 copula dependent aspect ratio and tWEmpty
The statistics show that CDFs from the two simulations are different and in fact
are even more different from each other than either of the first copula simulation
statistics from applications 1 and 2 (Tables 16 and 19). This indicates that correlating
design variables with impact factors can have an even greater effect on the system
response than just dependencies within a technology or across technologies. Of course
the change in the response is also highly dependent upon which random variables are
Table 22: Application 3 empirical CDF comparisons




related and how much they contribute to the variation of the response. The change
in the response is both a function of the copula dependence and how significant a
random variable is to the response.
4.5.3.4 Consequences of Copulas
The results of all three applications have illustrated how copulas can propagate fore-
casted information about dependencies between random variables in order to improve
the variance in system level responses. These applications all focused on real tech-
nologies that are currently being pursued in the aviation industry and about whom
there is a great deal of uncertainty in their impacts and their dependencies. These
applications have shown that copulas can probabilistically represent this uncertainty
in a manner that incorporates qualitative information from subject matter experts via
the copula selection tree (Fig. 32). They also demonstrate that significant improve-
ments in the variance of the system level responses can be obtained by propagating
dependencies with copulas through the probabilistic assessment. In contrast, ignor-
ing these important dependencies can lead to misrepresentation of the uncertainty on
system level metrics which will affect the technology selection problem on the output
side of the probabilistic assessment. This will affect the decision maker’s selection de-
cision for future technologies and potentially lead to improper technology investment
decisions. These decisions have implications that can take decades to reveal them-
selves and cost billions of dollars. They can shape the future of major companies
and that of the industry as whole. Any blunders in investment decisions at this level
due to poor representation of uncertainty associated with future technologies can be
irrecoverable. It is critical that tools like copula theory and CAST are provided to the
decision maker so that they can make proper technology investment decisions based
on accurate representations of the technology uncertainty.
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CHAPTER V
UTILITY THEORY BASED DECISION ANALYSIS AND
SELECTION
5.1 Probabilistic Assessment Results
Modern probabilistic assessments generally create an abundance of output data. The
hope is that this data will help a decision maker glean useful information leading to an
optimal decision. Much of this data is created to represent and reflect the uncertainty
in the response metrics due to the uncertainty in the input variables. In the aircraft
technology selection problem motivating this work, the probabilistic assessment uses
probability distributions over technology impact factors and design variables in order
to quantify the uncertainty on aircraft system level responses. The system level re-
sponses are related to the uncertain input variables by physics based design equations.
Each technology portfolio (or technology package) represents a baseline aircraft with
a unique set of future technologies applied to it. This unique technology package has
probability distributions showing its performance and uncertainty for each response
of interest. This information should be considered as a whole for each technology
package when making a selection between competing alternatives.
A recent approach to handling this type of problem was made by way of mul-
tiobjective stochastic optimization in order to identify superior designs in the large
combinatorial space of technology solutions [94]. The optimization procedure is a
genetic algorithm operating on the deterministic values of the technology package’s
performance to seek out a Pareto frontier of technology solutions in the objective
space. While this procedure does not actually make a selection, it does help to sig-
nificantly reduce the number of available options to only Pareto optimal solutions.
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However, the procedure operates on deterministic performance estimates and does
not use probabilistic assessment data to incorporate the uncertainty in achieving the
estimated performance values. Selecting an optimal technology package will obviously
require consideration of the performance over multiple responses, but it will also need
to incorporate the uncertainty associated with these future technologies and how the
decision maker values those aspects of the technology package. Even with only a
few different alternatives, considering these factors simultaneously makes it difficult
to make any selection, much less an optimal one. With hundreds or thousands of
Pareto-optimal technology packages to choose from the problem becomes intractable,
so there is a need to approach this challenge with a rapid technique that is logical and
axiomatic. Essentially this is a complex decision making problem under uncertainty;
so both decision making and uncertainty are investigated in the context of design.
5.1.1 Decision Making
While the interpretation of engineering design as a decision making process is rel-
atively new, decision making and decision theory have been studied for almost 250
years [77]. Decision theory was originally created to study why people were unsat-
isfied with the decision they made [236]. Unaided decision makers made irrational,
suboptimal choices inconsistent with their own beliefs, especially when they were
subject to complex tradeoffs and uncertainty [103, 245]. Therefore, decision theory
was created upon a set of “axioms of rational behavior” [244] to support the decision
maker in making optimal choices. Many different methods exist for engineering deci-
sion making but not all are axiomatically valid. Popular methods such as Analytical
Hierarchy Process, Weighted Sum of Product Attributes, Euclidean Distance to Ideal,
and Taguchi Loss Function have all received some level of criticism for being funda-
mentally flawed or failing to meet axiomatic principles of proper decision making
(Ref. [78, 43]. The literature also indicates that decision making under uncertainty
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should adhere to logical, objective, and axiomatic principles which yield consistent
and repeatable rankings of alternatives. These are formed using mathematical mod-
els that capture a decision maker’s preferences. This preference function based on
rational axioms is known as “utility” [236]. The formulation of utility for decision
making under uncertainty is often credited to von Neumann and Morgenstern (1944)
[244]. To remain consistent with the literature, it will also be referred to as von
Neumann-Morgenstern (vN-M) utility theory, or simply utility theory, in this work
but the author would like to note that this notion of utility as a decision making
tool under uncertainty was originally proposed by Frank Ramsey in his essay entitled
“Truth and Probability” (1926) [179]. As engineering design has become more and
more thought of as a decision making process (Refs. [239, 196, 156, 76]), utility has
become further established as the key parameter upon which to base these decisions.
5.1.2 Uncertainty
The topic of uncertainty is well documented in the literature and is broadly catego-
rized under aleatory (irreducible) uncertainty and epistemic (reducible) uncertainty.
Many sources of uncertainty exist under these categories including inherent uncer-
tainty, statistical uncertainty, model uncertainty, measurement uncertainty, human
error, and others depending on the application. There has been interesting discussion
on whether uncertainty truly exists initiated by Laplace in 1814 where he predicted
that if the precise initial conditions of every particle in the universe were known at
one time, then everything in the future could be predicted from that knowledge. This
concept is known as Laplace’s demon and conflicts with another famous uncertainty
principle postulated by Werner Heisenberg in 1927. The Heisenberg uncertainty prin-
ciple claims that physically speaking the location and velocity of an electron cannot
both be known simultaneously, pointing to a continuous form of aleatory uncertainty.
The philosophical significance of uncertainty labels and forms has been debated in
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the literature (Ref. [118]). There is an interesting notion that perhaps the names
given to uncertainty are not as important as what the practical implication of that
uncertainty is. More specifically, naming an uncertainty type is significant only if
it “renders possible engineering decisions to allocate resources to reduce the uncer-
tainty before making design decisions” [75]. This attitude is adopted here with an aim
to ensure that uncertainty quantification from probabilistic assessments are actually
utilized in a structured manner to make engineering decisions.
5.2 Utility Theory
5.2.1 History and Axioms
The earliest references to utility theory date back to the 17th century and the found-
ing of probability theory. In 1654 Pascal and de Fermat [166] were the first to es-
tablish the notion of utility by computing expectations of monetary value gambled
over dice throws. Following this cost theory became the prevailing way to measure
value and make choices. However, in 1713 Nicolas Bernoulli proposed the St. Peters-
burg paradox [20] showcasing a notional casino game with infinite expected value to
demonstrate flaws in the expected cost approach. The paradox shows that even if a
notional game has infinite expected value, a rational person will not play the game
forever. In 1738 Daniel Bernoulli solved the paradox by introducing the concept of
marginal utility [18]. This explains that as wealth increases, the value of each addi-
tional unit of wealth decreases and eventually a rational person will stop playing the
game even if it has infinite expected value. This led to the log utility, or diminishing
marginal utility of wealth and is a function of the gambler’s total wealth and the
cost to enter the game. He also proposed the idea that the same amount of money
can have different worth to different people, implying that the relationship between
monetary value and utility is subjective [73]. This practical and useful conclusion is
the foundation upon which modern forms of utility are based.
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In 1944 von Neumann and Morgenstern formalized utility as a decision theory
based on several axioms in their seminal text, Theory of Games and Economic Be-
havior [244]. In order to incorporate uncertainty and risk, they built their formulation
of utility on a notional lottery and several logical axioms. The vN-M lottery (Fig. 48)
and the six axioms are well summarized in Ref. [77]. The vN-M lottery has multiple
outcomes and the more preferable outcomes have higher utility. The vN-M utility
axioms describe a rational decision maker always seeking to maximize their utility
and how they interpret chance outcomes in a lottery.
Figure 48: von Neumann-Morgenstern Lottery
1. All outcomes of a vN-M lottery can be ordered in terms of the decision maker’s
preferences, and that ordering is transitive allowing for rational decision making
2. Any compound lottery, (one whose outcome is another lottery) can be reduced
to a simple lottery that has among its outcomes all the outcomes of the com-
pound lottery with the associated probabilities of their occurrence
3. If the outcomes of a lottery, A1, A2, ..., An, are ordered from most desired to least
desired, then there exists a number p, 0 < p < 1, such that one is indifferent
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between an outcome Ai, 1 < i < n, and the lottery A1 at probability p and
An at probability p − 1. This assures the continuity of preferences between
outcomes A1 and An
4. For any lottery adhering to continuity (Axiom 3), with p specified, there exists
a certainty outcome that can be substituted for Ai, and the preferences of the
decision maker will remain unchanged. The result is that any lottery can be
reduced to an equivalent lottery that contains only the outcomes A1 and An
5. The decision maker’s preferences and indifferences among lotteries is transitive,
ensuring that rational preferences exist among lotteries
6. Given two lotteries, each with only two identical outcomes, differing only in
the probabilities of the outcomes, the lottery in which the probability of the
more desired outcome is higher is the preferred lottery. This ensures rational
preference of the decision maker
This framework establishes utility as a measure that can be used to evaluate
uncertain outcomes. It also suggests that utility is tailored to each decision maker
individually and is highly subjective while monetary value is not. With this context,
a somewhat philosophical, yet understandable definition of utility offered in the text
by W. Smart (1891) is “the importance which a good possesses as generally capable
of ministering to the well being of a subject.” [215]. The encompassing measure of
utility over value is further illustrated as he states, ““value is the calculation-form
of utility”, an expression which will be appreciated if we realize how impossible it
is to estimate the utility of a harvest, yet how easy to calculate its amount and its
price.” He summarizes the distinction simply by stating, “while value reflects utility,
the mirror is too small to hold all the picture.” This narrative helps to underscore the




Decision makers can be a group of stakeholders or a single rational individual. This
distinction is important to note because the methods for determining their utilities
are different. Arrow’s Impossibility Theorem [9] states that axiomatized rational de-
cision making is not possible for groups unless all the members of the group agree to
act like an individual, for example by following the wishes and preferences of a dicta-
tor. Bedford [15] further postulates that in groups without strong consensus, even the
use of multicriteria decision analysis (MCDA) in itself won’t generate that consensus.
When there are groups of decision makers, basic utility theory fundamentals do not
apply because individuals in groups tend to have different preferences violating some
axioms of utility theory, such as being able to make consistent decisions. In such
cases a separate branch of utility theory is currently evolving which tries to survey
individuals in a group and determine their preferences to form an aggregate utility
function. This approach uses techniques like Structured Expert Judgment, Stake-
holder Preference Elicitation, and probabilistic inversion which are discussed further
by Cooke [43] and Bedford [15]. These techniques are notably useful when there is a
scarcity of empirical data and to allow for a diversity of viewpoints.
Random Utility Theory is another technique for groups of decision makers often
applied in transportation optimization schemes (Cascetta 2009 [31]) and social choice
models (Soufiani 2012 [219]). Cascetta describes Random Utility Theory as, “the
richest and by far the most widely used theoretical paradigm for modeling transport-
related choices and more generally, choices among discrete alternatives.” Its basic
assumptions include that the choice set may differ according to the decision-maker,
that each decision-maker assigns to each alternative in their choice set a perceived
utility or “attractiveness” and selects the alternative that maximizes this utility, the
utility assigned to each choice alternative depends on a number of measurable char-
acteristics that are relative to the alternative and the decision maker, and lastly that
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because the utility assigned by decision maker to each alternative is not known with
certainty, the utility must be represented in general by a random variable. Further
detailed discussion on this technique is available in the literature (Refs. [136, 31]).
In this thesis it is assumed that the decision maker is a single rational individual
adhering to the axioms of vN-M utility theory. The decision makers may also be a
group of individuals, but they will have the same consistent preferences such that
they can be treated theoretically as a single decision maker.
5.2.3 Lotteries
Lotteries are often used to explain key ideas in utility theory. A lottery, or gamble,
is simply a probability distribution over a known, finite set of outcomes. A simple
probability distribution, p on a set of outcomes, A is specified by:
1. a finite subset of A, called the support of p
2. for each A ∈ support(p), a number p(x) > 0, with
∑
A∈support(p) p(x) = 1.
A simple example of discrete distribution of probability on a set of states is a
coin toss. Suppose on a single toss of a fair coin, if it comes up heads you get
$100, if it comes up tails you get $0. In this case the probability of heads, p, is 0.5
and the probability of tails, 1 − p is 0.5 and the outcomes are A = {$0, $100}. In
simple lotteries the outcomes are certain but other variations of lotteries exist such
as compound lotteries where the outcomes themselves are simple lotteries.
5.2.4 Using Utility Theory
In general, utility theory is most useful in problems where a decision maker is trying
to select between multiple alternatives, that each have a performance quantified by
metrics or attributes. The value of each attribute is not exactly known, but the
decision maker is able to assign probabilities to the various outcomes that might
occur. How should the decision maker proceed?
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The answer is provided by Keeney and Raiffa in their formative text on utility
theory [105]. “If an appropriate utility is assigned to each possible consequence and
the expected utility of each alternative is calculated, then the best course of action
is the alternative with the highest expected utility.” Utility theory has changed over
time and there are different ways to calculate utility, but the general statement implies
that utility theory is a powerful method for making decisions with uncertainty using
rational preferences. It allows a decision maker to capture the risk associated with
a particular alternative based on their preferences in order to select between a set
of options. Hazelrigg [77] stated that utility theory is essential in these problems
because “we are not trying to make a compromise between objectives but rather we
are seeking to maximize value”. In the future aircraft technology selection problem,
utility theory can help make an optimal selection that incorporates preferences and
uncertainty to maximize value for a rational decision maker.
Keeney and Raiffa pose the following decision making problem to help the decision
maker understand the need for utility theory and explain why in some cases even
mean, variance, or expected value methods are not sufficient to consistently make a
decision. The selection problem is to choose one action from the following alternatives:
Outcome A1 - earn $100,000 for sure
Outcome A2 - earn $200,000 or $0, each with a probability of 0.5
Outcome A3 - earn $1,000,000 with probability 0.1 or $0 with probability 0.9
Outcome A4 - earn $200,000 with probability 0.9 or lose $800,000 with probability
0.1
They point out that for all of these acts the expected value is the same, $100,000,
so that is not helpful for making a decision. Outcome A1 is obviously appealing
compared to A2 because it involves no uncertainty, but since uncertainty usually exists
in most real problems, a method is needed to rank order alternatives that includes
uncertainty. Variance may seem like a good criterion but outcomes A3 and A4 both
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have the same expected value and variance, so even the combination of these would
still yield indifference between the alternatives. This simple example points to the
need for a better alternative criterion which the authors indicate as the maximization
of the expected utility.
5.2.5 Expected Utility in Lotteries
In 1954 Savage authored an important text laying the foundations of modern decision
theory called The Foundations of Statistics [198]. In this work he represents the
preferences of a rational individual with expected utility. He further proves that there
is one and only one set of subjective probabilities over the attributes of the problem
and a unique utility function over the states of the subject such that if outcome
A1 is preferred by the subject over act outcome A2, then the expected utility of A1
is greater than the expected utility of A2. The literature has repeatedly indicated
that expected utility is the appropriate tool for decision making under uncertainty
[105, 77, 214], but how can one calculate expected utility? Before proceeding it is
useful to recall two ideas central to expected utility.
The “Bernoulli utility function” refers to a decision-maker’s utility over wealth
because it was Bernoulli who originally proposed the idea that people’s internal,
subjective value for an amount of money was not necessarily equal to the physical
value of that money. This part of utility incorporates the decision maker’s preferences
and risk attitudes. The term von Neumann-Morgenstern utility function refers to a
decision-maker’s utility over lotteries or gambles. This part of utility expresses how
utility incorporates probabilities of outcomes over which the decision maker has no
control. Both of these concepts are well illustrated in a simple example.
It is often the case in real world situations, that one may not act to maximize
the expected value of their monetary savings. If the decision maker possesses $100
in total savings, they may be hesitant to risk the entire sum for a small chance at
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winning $1000. Presume a lottery with a 15% chance of winning $1000 and a 85%
chance of winning $0. The expected value of the lottery is:
E(L) = 15%($1000) + 85%($0) = $150 (38)
The expected value of the lottery is still greater than the $100 the decision maker
currently has, but many would still not enter this lottery. This conflicts with basic
cost theory where decision makers should act to maximize expected value. However,
if the decision maker is vN-M rational, this behavior is already captured in their
utility function, U , in terms of their risk attitude. This is because for most people
the expected utility of this lottery is less the utility of the $100 in total savings they
currently have for certain. This can be expressed mathematically as:
E(U(L)) = 15%u($1000) + 85%u($0) < u($150) (39)
This concept of evaluating a lottery based on its expected utility is an important
one that will be applied in this thesis. The inequality in Eqn. 39 is likely true for
most risk averse decision makers due to the high likelihood of getting $0, but it is not
true for all decision makers. Each vN-M rational decision maker has their own utility
function, which is used to evaluate their preferences over competing alternatives.
5.2.6 von Neumann-Morgenstern Utility Functions
A utility function with the following expected utility form is called a von Neumann-
Morgenstern (vN-M) expected utility function. Let A denote a finite set of outcomes,
and let n be number of outcomes. The utility U is an expected utility if there is
an assignment of numbers (u1, ..., un) to the n outcomes such that for every simple





The expected utility of every simple lottery over these outcomes is given by the utility
of each outcome multiplied by the probability the lottery assigns to it, summed over
all possible outcomes. The resulting utility function (which takes a simple lottery L as
an argument and returns its expected utility) is the vN-M expected utility function.
This formulation of the vN-M expected utility is so powerful it has been stated that,
“subject to the six axioms of vN-M utility (i.e., rational decision making), not only
does the expected utility theorem provide a valid utility measure (that is, a valid
measure for rank ordering design alternatives), it is the only valid measure. All other
measures are wrong (or equivalent)” [77].
5.3 Single Attribute Utility Theory
5.3.1 Assessing Single Attribute Utility functions
Utility is a relative concept to each decision maker, not an absolute one. It builds
on expected cost theory by allowing for nonlinear relationship between monetary
value and utility. The challenge lies in assigning utility values and encoding this
relationship. The best technique for doing this depends on the decision maker and
the context of the problem. In general there are five basic steps in this process [105]:
1. Preparing for the assessment
2. Identifying the relevant qualitative characteristics
3. Specifying quantitative restrictions
4. Choosing a utility function
5. Checking for consistency
There are many different procedures and variations of techniques for eliciting
utility functions [152, 49, 13, 199] from decision makers due to the numerous ways of
carrying out each of these five steps. In fact, Keeney and Raiffa [105] state that, “the
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assessment of utility functions is as much of an art as it is a science, and, therefore,
no single set of rules can be laid down that invariably result in a utility function.”
From this it can be understood that the utility assessment procedure is adaptable to
the given problem and the available resources. This is an important revelation that
will be applied in this thesis to create a utility function assessment method for the
future aircraft technology selection problem.
The first step in the procedure ensures that the analyst and decision maker are
on the same page, that they both understand the attribute outcomes, orientation of
scales, etc. It should be pointed out to the decisions maker that the process is meant
to capture their subjective feelings and hence there no right or wrong answers. In fact,
one purpose behind this process is to make a decision maker reflect on their preferences
and gain a better understanding of their own problem by assessing how they value
attributes of the problem. Note that from this section onward the notation used thus
far for notional outcomes, Ai on an attribute A, will change to xi on attribute X for
single attribute, and xi, yi, zi on attributes X, Y, Z for multiple attributes. This is
done for ease of understanding as the discussion transitions from single to multiple
attribute utility theory in the succeeding sections.
5.3.1.1 Risk Attitudes of Decision Makers
The second step in assessing utility functions identifies properties of the decision
maker like their risk attitudes and whether the utility function is monotonic or not. In
utility theory, risk attitudes are reflected in the shape of utility functions. A decision
maker’s feelings towards taking chances (e.g., entering a lottery) will determine how
their utility function looks.
If a decision maker is asked to choose between receiving a particular outcome for
sure or entering a lottery and assume its inherent risk, and they always choose the
certain outcome over the lottery, they would be risk averse. This is because they
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prefer the certain outcome over assuming the risk involved in the lottery. Another
way to understand this concept is to examine the lottery in terms of utility. Since a
risk averse decision maker always prefers a certain outcome over a lottery with the
same expected value, it means that their utility for the certain outcome, is always
greater than the expected utility of the lottery. The lack of willingness to take the risk
of the lottery implies that this decision maker’s utility function is concave. Keeney
and Raiffa [105] provide a proof of this statement, but it suffices here to understand
that concave utility functions (e.g., u(x) = ln(2x)) indicate that the decision maker
is risk averse. This is illustrated by the green curve in Fig. 49 [174].
Figure 49: Risk Attitudes in Utility Functions
The opposite of a risk averse decision maker is a risk prone (risk loving) decision
maker. This is a decision maker who always prefers the risk of a lottery to the expected
value of that lottery. Their utility of the certain value is always less than the expected
utility of the lottery. The willingness of this decision maker to always enter the lottery
implies that their utility function is convex. A proof for this statement is also provided
by Keeney and Raiffa [105], but here it is sufficient to understand that convex utility
functions (e.g., u(x) = 2x2)) belong to risk prone decision makers. This is illustrated
by the red curve in Fig. 49.
Risk neutral decision makers are indifferent towards choosing between a certain
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value for sure and entering a lottery with the same expected value. For them, the
utility of the certain value is equal to the expected utility of the lottery. These decision
makers have linear utility functions, e.g., u(x) = 2x. This is illustrated by the blue
line in Fig. 49.
Monotonic utility functions are either continuously increasing or decreasing. The
sign of their slope does not change. The formulation of risk in utility functions and
the concept of monotonicity are both further expounded upon in Appendix 7.3.
The third step in assessing utility functions is to fix some quantitative points on
the utility function. Based on the possible outcomes in a problem, the decision maker
can create a utility scale by choosing a minimum and maximum point relative to two
of the outcomes in their set. These generally correspond to the lowest and highest
outcome in a set, but this does not have to be the case, especially if more importance
is placed on some intermediate outcome in the set. For example, if there is a target
value in the set, then the decision maker can choose to assign that the maximum
utility, and then have utility decrease for outcomes after the target value has been
met. This notion will be useful in the aircraft technology selection problem where
specific goals exist in each attribute.
After setting the minimum and maximum utility points the remaining outcomes
can be assessed relative to these two defined utilities. If x1, x2, ..., xn are possible
outcomes, x∗ is the most desirable outcome, and x0 is the least desirable outcome,
then the a common utility scale to use is u(x∗) = 1 and u(x0) = 0. The remaining
outcomes can be assigned a utility value by asking the standard lottery question
between x∗ and x0 for a given outcome xi. At which probability p is a decision maker
indifferent between entering a lottery with probability p of getting x∗ and probability
1 − p of getting x0, or getting the outcome xi for certain? The answer, i.e., the
probability p, is the utility of xi [73]. The utility of each outcome can be assessed in
this way using Eqn. 70.
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u(xi) = pu(x
∗) + (1− p)u(x0) (41)
This direct assessment technique can be difficult to complete in cases where there
are many outcomes. In those cases it is recommended to assess the utilities of a few
different points directly, and then fit a generic utility function curve to these assessed
points. The shape and functional form of the curve is based in large part on the
decision maker’s attitude towards risk.
5.3.1.2 Certainty Equivalent
The certainty equivalent is a basic concept in utility theory and has different uses
including the assessment of utility functions. Formally stated, the certainty equivalent
of a lottery is an amount x, such that the decision maker is indifferent between
choosing the lottery outcome and the amount x for certain. It is formulated in a
similar manner as the standard lottery question used to directly assess utilities for
every outcome xi, except that instead of trying to identify a probability p over lottery
outcomes, the certainty equivalent seeks to identify the outcome value x that has the
same utility as a lottery with known outcomes and probabilities. For example, given
the 50-50 lottery between x∗ and x0 in Eqn. 42,
u(x0.5) = 0.5 ∗ u(x∗) + 0.5 ∗ u(x0) (42)
the outcome x at which the decision maker is indifferent between taking x for
certain (100% probabilty) and entering the lottery, is the certainty equivalent for this
lottery. When the certainty equivalent is determined by comparing to a lottery that
has 0 and 1 as utility outcomes, the certainty equivalent has a utility equal to 0.5.
It is useful to note that the certainty equivalent will take on a single unique value
for monotonic utility functions. The mathematical formulation and other details
about the certainty equivalent are expounded upon in Appendix 7.3.
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In practice assessing utilities for every outcome can be arduous for decision makers.
Instead, a general strategy is to set a minimum and a maximum utility point at utility
equals 0 and 1 respectively, then identify a few different certainty equivalent points
along the utility function, and finally fit a known utility functional form through these
points. The first certainty equivalent (x0.5) is identified by the lottery in Eqn. 42.
The next two certainty equivalents that are generally calculated are x0.25 and x0.75.
They are found using the newly obtained midpoint utility outcome x0.25 as expressed
in Eqns 43-44.
u(x0.25) = 0.5 ∗ u(x0.5) + 0.5 ∗ u(x0) (43)
u(x0.75) = 0.5 ∗ u(x∗) + 0.5 ∗ u(x0.5) (44)
The three certainty equivalent points and the minimum and maximum utility
points yield five different points along the utility function. The fourth step in assessing
utility functions is to fit a generic curve through these points. While any appropriate
functional form can be applied, the exponential function is commonly used due to
its monotonic and curved nature that can easily represent various risk attitudes. For
example, in general a risk averse decision maker’s utility points can be fit using a
function of the form in Eqn. 45
u(x) = −b ∗ exp−cx (45)
A risk prone decision maker’s utility points can be fit using a function of the form
in Eqn. 46
u(x) = b ∗ exp−cx (46)
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A risk prone decision maker’s utility points can be fit using a function of the form
in Eqn. 47
u(x) = b ∗ x+ c (47)
Consistency checks are an important final step in assessing utility functions to
detect errors in the decision makers utility function. An error implies that the assessed
utility function does not represent the true preferences of the decision maker. Any
utility values that seem strange or do not adhere to the assumed functional form well
can be checked. A second check is to ask the decision maker their preference between
any lottery and any outcome, or between two lotteries. In both cases, whatever the
decision maker prefers must have higher expected utility to be consistent. Another
check described by Keeney and Raiffa [105], involves asking a set of circular preference
questions that can actually help a decision maker straighten out their own preferences,
which is particularly helpful in complex decision problems. In these situations the
need for real consistency checks is even more important.
5.3.2 Research Question 3
This review has covered many different topics within utility theory. An important
observation from this review is that expected utility is the appropriate measure to
make comparisons between lotteries. The expected utility of a lottery on an attribute





where p(xi) is the probability of outcome xi occurring and u(xi) is the utility of
that outcome for a given decision maker. Research Question 3 asks how this important
concept can be applied to the future aircraft technology selection problem.
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Research Question 3
How can the concept of expected utility be applied to evaluate and
make comparisons between technology packages?
Postulate 3
Applying utility theory to this context, each solution in the n-
dimensional objective space can be treated as a lottery whose ex-
pected utility can be used to make a preference ranking
This research question will not be tested with a contingent statement and an
experiment because it asks how something can be done, instead of questioning the
particular state of a variable. Since that is not a formally testable hypothesis, the
answer for Research Question 3 is formulated as a postulate that will be demonstrated
and explained.
5.3.3 Formulation of the Aircraft Technology Selection Problem with Sin-
gle Attribute Utility Theory
Interpreting the aircraft technology selection problem in the context of utility theory
using Eqn. 48 immediately brings to light the fact that this is a two part problem.
The first part is the evaluation of the probabilities reflecting the uncertainty over
the outcomes. Each technology package has a probability distribution over a given
attribute indicating its performance in that attribute and the uncertainty associated
with that attribute. Recall that a lottery is simply a probability distribution over a
known, finite set of outcomes. Recognizing that a technology package’s performance
in a given attribute is provided by a probability distribution over a finite set of
outcomes, it can be stated that each technology package is in fact a lottery over the
given attribute. Then by computing the expected utilities of the lotteries, it is possible
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to compare and tradeoff different technology packages (Fig. 50) using vN-M utility
theory.
Figure 50: Notional Technology Packages as Lotteries
The second part of the problem is the assessment of a decision maker’s utility over
these outcomes. A decision maker must subjectively specify how they view each of
the outcomes in the lottery. These two aspects of the problem represent distinct roles
between separate stakeholders that should not be mixed. The role of the technologist
is to evaluate the uncertainty associated with the technology package and specify
through a probabilistic assessment, the probability distribution over the attribute of
interest. The role of the decision maker is to rationally specify their utility preferences
over the uncertain outcomes from the probabilistic assessment. These two roles should
be executed independently and then brought together via Eqn. 48 to calculate the
expected utility of a technology package (lottery). Then repeat this process for every
technology package under consideration. The expected utility provides a single metric
to axiomatically rank order all the technology packages in a manner that is traceable,
repeatable, and rationally consistent with the decision maker’s preferences.
5.3.4 Environmental Design Space (EDS)
In order to demonstrate the answer to Research Question 3, aircraft vehicle assess-
ments must be performed on different technology packages to obtain the uncertainty
associated with them. That uncertainty will be converted into probabilities that can
be used to form lotteries representing the technology packages. This information can
be obtained from the Environmental Design Space (EDS) [114] which is powerful
physics-based tool used to assess the performance of current and future aircraft. It
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can also model the improvements in performance by technology infusion into these
aircraft with respect to the goals outlined in Fig. 1. The capabilities of EDS make
it invaluable in generating realistic technology portfolios and very relevant to the
aircraft technology selection problem.
EDS is a tool developed by Georgia Tech’s Aerospace Systems Design Laboratory
(ASDL) for the U.S. Federal Aviation Administration’s Office of Environment and
Energy (FAA/AEE) as part of a comprehensive suite of software tools that allows
for a thorough assessment of the environmental effects of aviation [114]. EDS pro-
vides the capability to generate an integrated analysis of aircraft performance, source
noise, and exhaust emissions at the aircraft level for potential future aircraft designs
under different policy and technological scenarios. The integrated analysis enables
the assessment of the interdependencies and associated trade-offs between aircraft
performance, noise, and emissions in a transparent and traceable manner. EDS is
a physics-based, integrated, multidisciplinary modeling and simulation environment
which seamlessly combines core modules originally developed by NASA, coupled with
design rules and logic along with user defined engine and airframe design parameters
to create aircraft designs [109].
The EDS environment contains four phases with respect to a single vehicle that
are shown in Fig 51 (Ref. [108]). Phase 1 begins with the initialization steps, which
establishes the different modes and options for running EDS and determines the
settings of all the design variables. These design variables can include hundreds of
different engine, aerodynamic, weight, and geometry settings. Phase 2 is the vehicle
design phase which performs the necessary engine cycle analysis and sizes the engine
and airframe. Details on the modules within EDS and how they operate can be
found in Refs. [42, 68, 132, 133, 161, 238, 202]. The aircraft is fixed at the end
of this phase. Phase 3 is the vehicle performance evaluation phase. In this phase
all desired performance evaluations are conducted including gaseous emissions, noise
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certification, takeoff and landing performance evaluations, and fuel burn for off-design
points on a payload-range chart [158] [258, 259]. Phase 4 is the output data phase
where all desired data is compiled into user-specified summary files.
EDS models technology infusion using a series of additive or multiplicative factors
at various levels of the analysis. These factors collectively encompass the technol-
ogy design space defined by first formally collecting technology data in terms of its
quantitative impacts and interactions with other potential technologies. The technol-
ogy data is then formally recorded in a Technology Interaction Matrix (TIM) and a
Technology Compatibility Matrix (TCM) respectively. These matrices provide both
traceability and transparency to the technology modeling and auditing process. Tech-
nology information may be gathered from publicly available literature, including peer
reviewed publications, and subject matter experts, either at NASA or in industry.
It is important to note that technology impacts are modeled at the component level
and allowed to propagate through the EDS modeling and simulation environment in
order to determine their aircraft-level benefits, rather than modeling a technology as
a simple improvement in a given performance metric[110].
5.3.5 Implementation of Single Attribute Utility Theory in the Aircraft
Technology Selection Problem
The implementation of this method will capitalize on existing work performed for
NASA’s Environmentally Responsible Aviation (ERA) project which is described in
detail by Refs. [203, 204, 205]. That work leveraged the EDS environment to cre-
ate an ERA Dashboard using surrogate models that rapidly replicate the analyses
performed within EDS. The ERA Dashboard (Fig. 52 [203]) allows for quick and
efficient generation of technology packages to examine the performance and tradeoffs
between various future technologies at the vehicle and fleet level. The ERA Dash-
board also uses its surrogate models to perform a Monte Carlo simulation on SME
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Figure 51: Flowchart of Information and Modules in EDS
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(subject matter experts) encoded uncertainty distributions for the input random vari-
ables, to rapidly conduct a probabilistic assessment on any technology package. The
result of the assessment are probability distributions quantifying the performance and
uncertainty of the technology package on the attributes of interest. Three notional
technology packages will be considered for evaluation and ranking using a single at-
tribute vN-M utility function. The attribute under consideration for each technology
package is percent fuel burn (FB) reduction over a reference baseline vehicle. The
baseline vehicle represents a reference 300 passenger, 1995 technology level aircraft,
similar to that used in Research Question 2. Various combinations of advanced future
technologies, each representing a technology package, are applied to this baseline air-
craft resulting in unique distributions of %FB reduction over the baseline aircraft. In
general, higher values of %FB reduction are more desirable as this indicates greater
improvement in fuel efficiency over the baseline aircraft.
Figure 52: NASA Environmentally Responsible Aviation (ERA) Technology Dash-
board
Three technology packages are chosen from the Pareto frontier of technology solu-
tions (red colored points in the top right of Fig. 52) shown by the ERA Dashboard.
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The Pareto frontier of solutions was identified using the multiobjective stochastic op-
timization genetic algorithm described in Ref. [94] that operated on the deterministic
values of each technology package’s attributes. The Pareto frontier represents 1,500
different non-dominated technology solutions and the decision maker is left to find a
way to choose between them. While the ERA Dashboard can conduct probabilistic
assessments for any selected technology solution on an ad hoc basis, it can’t use that
information to create a preference based, axiomatic ranking of the technology solu-
tions. All of the 1,500 deterministically identified technology solutions on the Pareto
frontier appear equal to it. Using expected utility to incorporate the uncertainty
information and the decision maker’s preferences, it will be shown that this is not
true and that utility theory can provide an axiomatic ranking between Pareto frontier
technology solutions. For the sake of clarity and traceability this expected utility for-
mulation will be implemented using three distinct technology packages on the Pareto
frontier. The three selected technology packages correspond to unique portfolios of
technology combinations that achieve low %FB reduction (Technology Package 1),
high %FB reduction (Technology Package 2), and medium %FB reduction (Technol-
ogy Package 3) over the baseline aircraft. Their probability distributions are reported
from the ERA Dashboard as depicted in Fig. 53.
Each value under the histograms in Fig. 53 represents a possible outcome in the
attribute of interest, %FB reduction over the baseline aircraft. The histogram bars
give a sense of how likely each outcome will be, but they do not directly provide the
probabilities over the outcomes which are needed in the expected utility formulation.
In order to obtain that, the data is transferred to Matlab where a numerical histogram
is created and normalized by the total number of points. Each bar represents an
interval of continuous outcomes in the lottery, e.g., 49 to 49.5 %FB reduction. The
area under each bar of the normalized histogram is calculated and stored. This area
represents the probability of an outcome occurring between 49 to 49.5 %FB reduction.
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Figure 53: %FB reduction over baseline aircraft for Technology Packages 1, 2, and 3
The sum of all the areas under each bar is one. In order to map a probability value
to a single lottery outcome, the midpoint of the interval is identified and used as the
discrete lottery outcome, which would be 49.25% FB reduction in this example. This
converts the continuous intervals to discrete occurrences which can be interpreted as
outcomes of a lottery. The probability over that interval (49 to 49.5 %FB reduction)
is assigned to this discrete midpoint value (49.25% FB reduction). The number of
intervals is increased numerically such that the error in this approximation is small.
The smaller the interval, the more accurate the probability distribution. There is a
tradeoff between decreasing interval size and increasing run time but this was resolved
by running a sensitivity study and choosing an interval size that gave satisfactory run
time while ensuring that the error in the approximation was 1% or less. Obtaining
these probabilities over the finite set of outcomes is the first part of the expected
utility formulation and is conducted by the technologist.
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The second part of the expected utility formulation is to elicit the decision maker’s
preferences over these discrete lottery outcomes. The procedure for doing this is
described in Sec. 5.3.1 where Eqns. 42-44 can be used to fit an exponential or
linear utility function (Eqns. 45-47) based on the decision maker’s preferences and
risk attitudes. This utility function does not have to be monotonic, particularly
if their is a target value that is exceeded by the range of outcomes. Exceeding a
target value in a particular attribute could mean excess resources have been applied
in an unprofitable area of the attribute. It would have been cheaper to simply meet
the goal than to exceed it. In this scenario the outcome matching the target value is
assigned utility equal to one and utility decreases after the target value is exceeded. In
Ref. [105, Sec 4.8.4] Keeney and Raiffa describe how to handle nonmonotonic utility
functions. Essentially they suggest a piecewise interval approach to constructing the
utility function as two separate, monotonic, utility functions that joined at the target
value to produce an overall nonmonotonic utility function.
For the sake of clarity and traceability in this implementation of the expected
utility formulation, the utility function for a simple risk neutral decision maker is
used. Their utility function is anchored at zero for 0% FB reduction (lower end of
attribute range) and at one for 55% FB reduction (upper end of attribute range).
The utility function is assessed so that it is encompassing of all possible outcome
values in the range of the attribute. This ensures that the utility function will only
have to be elicited from a particular decision maker once. The same utility function
can be used to calculate the expected utility of all technology package lotteries under
consideration (assuming the decision maker’s preferences do not change). The three
probability distributions for technology packages 1, 2, and 3 and the notional decision
maker’s risk neutral utility function over them are given in Fig. 54.
Using the probability distributions over the outcomes and the decision maker’s
assessed utility function, the expected utility of each lottery can be found by Eqn.
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Figure 54: Technology package 1, 2, and 3 probability distributions (right axis) and






The exact value of the expected utility is equal to the integral over the continuous
probability distributions times their utility, but in this numerical simulation a sum-
mation will be calculated over many small intervals to approximate this integral. The
intervals are the same ones used to approximate the probability distribution earlier
and are chosen such that the error in calculating the expected utility of the technology
package lottery is less than 1%.
5.3.6 Single Attribute Utility Theory Results
The product of the utility function and the probability distribution, or the utility
scaled probabilities, provides a traceable way of quickly visualizing how a decision
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maker values each outcome. The summation of all of these products gives the expected
utility of the lottery as stated in Eqn. 49. This is visualized for the single attribute
technology packages in Fig. 55.
Figure 55: Utility scaled probabilities of technology packages 1, 2, and 3 (right axis)
and risk neutral utility function (left axis)
Fig. 55 provides traceability to the selection process and shows why the outcomes
of one lottery may be preferred over the outcomes of another, based on the utility
function of the decision maker. The lottery representing technology package 1 will
not perform well because the decision maker has low utility for lower values of %FB
reduction. The lottery representing technology package 3 is most preferred because
it has outcomes whose utilities are highly valued by the decision maker. In this way
it is clear which technology package lottery is most preferred by the decision maker
even before the summation in Eqn. 49 is performed to quantify the expected utility
of each technology package lottery.
The results for the expected utility assessment for all three technology packages
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Tech Package 1 Low %FB
reduction
0.30 3
Tech Package 2 High %FB
reduction
0.88 1
Tech Package 3 Med %FB
reduction
0.73 2
are summarized in Table 23.
Table 23 shows that the three technology packages under consideration can be
rank ordered by their expected utilities. This ranking is consistent with the prob-
ability distributions in Fig. 54. Technology package 1 has probabilities distributed
over the lowest range of outcomes and should have a low expected utility. Technology
package 2 has probabilities distributed over the highest range of outcomes and should
have a high expected utility. Technology package 3 has probabilities distributed in
the middle of the range but closer to technology package 2, so it should have an ex-
pected utility between technology package 1 and technology package 2, but closer to
technology package 2. The utility function is linear and so it gives more importance
to higher values of FB %reduction. This is also consistent with the results in Table
23. This answers Research Question 3 by demonstrating how technology packages
can be rank ordered in a logical, repeatable, axiomatic fashion via expected utility,
that is not only consistent with the decision maker’s preferences, but is also traceable
back to the utility of the probability distributions of each technology package lottery.
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This capability can be used to evaluate and rank all of the technology solutions on the
Pareto frontier that were previously considered to be equal, by using expected utility
to incorporate the uncertainty information and the decision maker’s preferences into
a structured and axiomatic metric. The results in this section for single attribute
utility were intended to be simple to demonstrate the expected utility framework.
The ranking and selection process quickly becomes nontrivial as the number of lot-
teries increase, when the probability distributions have different variances, when the
decision maker’s utility function is more complex, and as the number of attributes
increases. In those cases, it is critical to rely on the axiomatic foundations of utility
theory to produce a consistent and logical ranking of the technology package lotteries.
5.3.7 Aggregating the Single Attribute Functions
This process has been demonstrated for a single attribute expected utility function
using %FB reduction. Other attributes like aircraft noise margin (above a reference
limit) or emissions quantified by %NOx reduction over a baseline are also worth con-
sideration at the conceptual design level [35, 203]. These attributes can be assessed
for expected utility in a similar manner. However, the aircraft technology selection
problem has multiple simultaneously competing attributes. A utility formulation is
needed that can assess expected utility over multiple attributes simultaneously. There
are multiple methods in the literature for multicriteria decision making but many are
not based on axiomatic fundamentals like utility theory. Stakeholder Preference Elic-
itation (Ref. [43]) and Random Utility theory (Refs. [31, 136, 219]) are suited to
incorporate utility theory over multiple attributes but are designed for multiple de-
cision makers, which is beyond the scope of this work. Multiattribute Utility Theory
(Ref. [15, 105]) is intended for a single rational decision maker and can be used
to find expected utility over multiple attributes simultaneously. Extending the con-
cept of expected utility from a single attribute to multiple attributes is expressed
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mathematically by Eqn. 50.
E(U(X, Y, Z)) =
n∑
i=j=k=1
p(xi, yj, zk)u(xi, yj, zk) (50)
Expected utility functions for two and three attributes consistent with the form
of Eqn. 50 will be investigated and demonstrated in the succeeding sections. It is
recognized that while theoretically possible, the extension of these methods beyond
three attributes will be difficult. In cases where this is needed, it is recommended to
conduct sensitivity tests to identify the number of critical attributes in the decision
making process, explore the technique of conditional preferential independence (Ref.
[14]), or apply random variable based utility theory (Refs. [31, 43, 136, 219]). Another
possibility is to consider dimension reduction techniques like principal component
analysis and factor analysis to identify the most important attributes in the problem
(Ref [99, 92]. Once identified, the two or three attribute procedures investigated here
may be applied.
5.4 Multiattribute Utility Theory
5.4.1 Multiattribute Utility Theory Introduction
Multiattribute Utility Theory (MAUT) is an aggregation technique for single attribute
utility functions of a decision maker. When more than one attribute of a problem
is relevant to the decision maker, multiattribute utility (MAU) theory can facilitate
proper decision making. It is a somewhat old theory from the 1950’s and requires
rigid assumptions of independence between the attributes, which can make it difficult
to use in some applications. The most important concept which dictates the form of
the multiattribute utility function is that of utility independence.
5.4.2 Forms of Attribute Independence in Utility Analysis
Various types of independence conditions exist between attributes in multiattribute
utility analysis and they dictate the specific form of the MAU function that will
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be used. The first type is utility independence, a key concept explained by Keeney
and Raiffa [105] that examines the relationship between the attributes in terms of
their utility. Utility independence is similar to probabilistic independence in mul-
tivariate probability theory. Attribute is utility independent of attribute Y when
conditional preferences for lotteries on X given a specific outcome y do not depend
on the particular level of y. Thurston (Ref. [236]) provides another description for
utility independence, saying that X is utility independent of Y if the degree of risk
aversion in outcomes on attribute X remains constant regardless of the value of Y .
The attributes are mutually utility independent, when each attribute is utility inde-
pendent of the other. In this case use the multilinear form (Ref. [105, Sec 5.4]) of the
multiattribute utility function. Preferential independence exists when the rank order
of outcomes on one attribute X does not depend on the outcome value of the second
attribute Y . Thurston (Ref. [236]) explains preferential independence with a simple
example between two attributes, cost X and weight Y . “If (50 pounds, $100) is pre-
ferred to (40 pounds, $100) and (50 pounds, $80) is preferred to (40 pounds, $80)
then weight is preferentially independent of cost.” When attributes X and Y are both
utility and preferentially independent, the multiplicative form of the multiattribute
utility function is used. The remaining aggregation form is the additive form which
requires additive independence between the attributes. Keeney and Raiffa explain
that “attributes X and Y are additive independent if the paired preference compari-
son of any two lotteries defined by two joint probability distributions, depends only
on their marginal probability distributions.” (Ref. [105, Sec 5.3]) In this case the
additive multiattribute utility function is appropriate.
5.4.2.1 Multiplicative Utility Function
The multiplicative multiattribute utility function is explained in Ref. [105, Sec 5.4.3]









where K is a normalizing constant such that utility of the vector of attributes X
scales from 0-1. ki represents the single attritbute utitlity function scaled from 0-1.
This multiplicative form is used when the attributes are preferential independent and
utility independent.
5.4.2.2 Additive Utility Function
The additive utility function is the most restrictive multiattribute utility function. It
requires preferential, utility, and additive independence conditions to be met in order
to be used. It uses two positive scaling constants to sum the contributions of the two
attributes to find the total utility. Its form is given in Ref. [105, Sec 5.3] by Eqn. 52
U(X, Y ) = kXu(x) + kY u(y) (52)
The attributes X and Y are additive independent if the paired preference com-
parison of any two lotteries, or the joint probability distribution of X and Y , depend
only on the marginal probability distributions.
5.4.2.3 Multilinear Utility Function
When Y and Z are mutually utility independent of one another, their multiattribtue
utility function is of the multilinear form. This functional form is more complex than
the additive form because it takes into account the interactions between the decision
makers preferences over X and Y . Its form is given Ref. [105] by Eqn. 53
U(X, Y ) = kXu(x) + kY u(y) + kXY uX(x)uY (y) (53)
The multilinear form adds the interaction term constant kXY to capture the un-
derlying behavior between X and Y . This form is applicable when attribute Y is
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utility independent of attribute X, and attribute X is utility independent of attribute
Y . The constants in these multiattribute equations are found by solving systems of
equations which are based on known conditions in the utility function space. Some of
these conditions depend on how the utility function is created such as specifying the
lowest and highest value of utility. Other equations are formed using the certainty
equivalent. The expected utility of a lottery can be difficult to interpret physically
for a decision maker, so it is often easier to understand this situation by thinking of
the equivalent certain consequence. When this is quantified by the decision maker, it
can provide another useful equation to solve for the constants in their multiattribute
utility function. This procedure is outlined in a good teaching example by Keeney
and Raiffa in Ref. [105, Sec 5.10].
5.4.2.4 Implications of Attribute Independence
It is important to discuss the difference between attribute independence in utility
analysis and in engineering design, as these are distinct concepts with different im-
plications. Attribute independence in engineering design refers to the relationship
between design decisions and objectives in the design configuration as postulated by
Suh [227]. Meeting the conditions of attribute independence in engineering design
allows a designer to make independent improvements in one objective without any
losses in the other objectives. However, meeting attribute independence conditions
in utility analysis does not enable the designer in the same way at all. Attribute
independence conditions in utility analysis like utility independence and preferential
independence exist only in the relationships between preferences over each objective.
Meeting these independence conditions simply enables a decision maker to aggregate
their single attribute utility functions using the standard forms in Eqns. 51 - 53.
Thurston (Ref. [236]) indicates that if independence conditions in utility analysis are
not met, it does not imply that utility analysis theory is invalid. Instead it simply
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means that the standard forms in Eqns. 51 - 53 cannot be assumed and therefore
the assessment of the multiattribute utility function is far more difficult. In fact
Thurston [236] states that “The difficulty is the combinatorial explosion of required
preference statements, and the complexity of the resulting functional form.” The
additional preference questions must be asked because the preference decisions and
degree of risk aversion between the attributes changes with respect to one another.
In these cases assuming a standard multiattribute utility form would be invalid and
a misrepresentation of the decision makers utility.
Cooke (Ref. [43]) claims that it is difficult to bring rational methods to bear on
real world problems because of the poor assumptions used in decision analysis and the
wide spread use of flawed decision making tools. He contends that the assumption of
independence conditions on preferences between attributes by using standard forms
of MAUT (Eqns. 51 - 53) without verification is a common problem. He proposes
the following example to illustrate: “The following preference pattern is eminently
reasonable, yet inconsistent with the MAUT axioms:
a. If unemployment is low and pollution is high, Prefer: Close a dirty factory, to
Keep dirty factory open
b. If unemployment is high and pollution is low, Prefer: Keep the dirty factory
open to Close the dirty factory.”
He argues that MAUT assumes the preference relationship between criteria is
constant across the range of attributes. However, if a decision maker were asked,
“If a policy A raised pollution by X but decreased unemployment by Y relative to
policy B, would you choose A or B? The above example shows that the rate at which a
subject trades off may depend on values of pollution and unemployment for policy B.”
He concludes from this that there are many scenarios where independence conditions
for utility analysis will not hold and MAUT should not be used without verification,
particularly when complex systems and tradeoffs are involved.
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This review of MAUT brings to light that it is not suitable to assume the standard
MAUT forms (Eqns. 51 - 53) for the future aircraft technology selection problem
which certainly involves complex tradeoffs between design attributes. Then the real
challenge lies in assessing the multiattribute utility function for a decision maker
without assuming the independence conditions between the attributes. A simple
solution to this challenge will be demonstrated for the two attribute utility functions
and then a more complex and robust method will be introduced for the three attribute
utility function.
5.4.3 Research Question 4
This leads to the final research question which asks how the decision maker’s utility
function can be identified in a valid and axiomatic manner so that Eqn. 50 can be
used to find the expected utility of technology solutions in a multiobjective space
under uncertainty.
Research Question 4
How can the multiattribute utility function for a decision maker be
assessed in the aircraft technology selection problem without assum-
ing the restrictive conditions of attribute preference independence in
MAUT?
Postulate 4
A multiattribute utility function can be fit using a surrogate model to
known utility points in the attribute objective space without making
any independence assumptions between the attributes.
This research question will not be tested with a contingent statement. As this
question is not prone to a formally testable hypothesis, the answer for Research
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Question 4 is formulated as a postulate that will be demonstrated. The multiat-
tribute probability distributions will have to be obtained and combined with the mul-
tiattribute utility function in order to calculate the multiattribute expected utility in
Eqn. 50.
5.5 Two Attribute Utility
5.5.1 Two Attribute Utility Formulation
The aircraft technology selection problem with two attribute utility theory is similar
in formulation to the single attribute process, except that an additional attribute
is present. This has implications to both the probability distribution part of the
problem and utility function part. On the probability distribution part, the joint
probability distribution over both attributes must be considered and used to calculate
joint probabilities of two attributes taking on distinct values at the same time. The
more challenging task is the formulation of the multiattribute utility function without
using the MAUT standard forms (Eqns. 51 - 53) that are invalid for this problem.
5.5.2 Two Attribute Utility Implementation
The same three notional technology packages from the single attribute utility imple-
mentation are used in the two attribute case. The first attribute is obviously the %FB
reduction over the baseline. The second attribute of interest in the aircraft technology
selection problem is noise margin, measured in decibels, over the Stage IV regulatory
limit [35, 203]. Higher noise margin (NM) values are more desirable for this attribute
as they indicate a quieter aircraft. The %FB reduction uncertainty distributions are
the same as the single attribute case shown in Fig. 53. The three selected technology
packages correspond to unique portfolios of technology combinations that achieve low
%FB reduction and high NM (Technology Package 1), high %FB reduction and low
NM (Technology Package 2), and medium %FB reduction and medium NM (Tech-
nology Package 3) over the baseline aircraft. The NM uncertainty distributions for
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the same three technology packages as the single attribute case are shown in Fig. 56.
Figure 56: Noise Margin Below Stage 4 (dB) for Technology Packages 1, 2, and 3
The histogram data in Fig. 56 must be combined with the data in the histograms
shown in Fig. 53 to compute joint probabilities of pairwise outcomes across both
attributes. Combining the two sets of histogram data in Matlab creates a joint
probability grid as shown in Figs. 57, 58, 59 for technology packages 1, 2, and 3
respectively. Normalizing the vertical bars on the grid by the total number of points
means that every bar on the grid represents a joint probability value over the interval
formed by each square. A similar process to the single attribute case is followed to
convert the continuous intervals into discrete outcomes whose probability corresponds
to the height of the bar above a given square. The midpoint of each square is identi-
fied using outcome values on each attribute, essentially assigning two coordinates to
each square interval. That coordinate pair is a unique outcome whose probability of
occurring is taken from the bar above it. The sum of all the vertical probability bars
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in each technology package lottery is one.
Figure 57: Joint probability grid of NM and %FB Red attributes for Technology
Package 1
It is useful to visualize these individual lotteries and their associated probabilities
in the same graph to see how they relate to one another and where they exist in the
two attribute objective space. This is shown in Fig. 60.
The vertical bars in Fig. 60 give an indication of where the highest probability
outcomes will occur in each two attribute lottery. The highest bars in each lottery
(all colored dark red) have the same probability value (0.008 in this case) even though
technology package 1 may appear higher due to the projection created by the plotting
software. This fulfills the role of the technologist by providing the two attribute
expected utility formulation with a set of outcomes and probability values for each of
those outcomes.
The second part of the problem is to obtain the decision maker’s two attribute
utility function in order to evaluate utilities for all the outcomes in the two attribute
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Figure 58: Joint probability grid of NM and %FB Red attributes for Technology
Package 2
lottery. In the single attribute case standard functional forms (Eqns. 45-47) were
available reflecting various risk attitudes of the decision maker. A risk neutral form
(Eqn. 47) was applied for clarity and tractability. Since the standard MAUT func-
tional forms cannot be used here, a simple approach is to leverage known information
about the utility values over the two attribute objective space. This information is
that the utility is equal to zero at the two attribute coordinate corresponding to (0
%FB red, 0 NM) and that utility equals one at the two attribute coordinate corre-
sponding to (60 %FB red, 50 NM) the upper end of both attributes. The maximum
values are extended compared to the single attribute case in order to accommodate
all possible technology packages on the Pareto frontier. Using these two fixed points
and assuming the decision maker has a risk neutral attitude, a linear interpolation
between these points can be used to assess any utility for any outcome in between
these two end points. This method makes no assumptions about the independence
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Figure 59: Joint probability grid of NM and %FB Red attributes for Technology
Package 3
conditions between the attributes and provides a rapid way to assess utility of the
outcomes in the three technology package lotteries for a risk neutral decision maker.
The linear interpolated two attribute utility surface for the risk neutral decision maker
is shown in Fig. 61.
The linear interpolation method of obtaining the utility function assumes the
decision maker is risk neutral as seen in Fig. 61. Another strategy that avoids this
assumption is created. The basic idea is to leverage on known utility points inside
the space that are strategically chosen and some additional points on the boundaries
of the space to form the basis for fitting a model to the underlying utility function. A
response surface equation (Ref. [153]) is chosen to represent the multiattribute utility
function due to their flexibility and ease of implementation.
Similar to the single attribute utility function elicitation, the process begins by
setting the minimum and maximum utility points in the space which are known to
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Figure 60: Joint probability grid of NM and %FB Red attributes for all three tech-
nology package lotteries
the decision maker. Utility is zero at the origin of the space where the (%FB, NM)
coordinates are equal to (0,0). The utility is 1 at the diagonally opposite corner of
the cube where the (%FB, NM) coordinates are equal to (60,50). These two utility
0 and 1 points are joined by an imaginary diagonal line through the multiattribute
space in Fig. 62.
Recall that the certainty equivalent at utility equals 0.5 was assessed on a 50-50
lottery between the minimum and maximum utility points. This is given in Eqn. 42
for a single attribute and is extended in Eqn. 54 for two attributes.
u(x0.5, y0.5) = 0.5 ∗ u(x∗, y∗) + 0.5 ∗ u(x0, y0) (54)
By Eqn. 54 the certainty equivalent point in this space can be identified for a given
decision maker. This point is denoted as CE0.5 and is found to be at the coordinate
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Figure 61: Two attribute linear interpolated utility function surface of a risk neutral
decision maker
point (%FB, NM) → (22.5, 17.5) for a real decision maker familiar with the aircraft
technology selection problem and the two attribute objective space. The CE0.5 is
added to the two attribute objective space as a known utility point in Fig. 63 (blue
dot).
There are two corner points and one center point for which utility values have
been assigned. The CE0.5 center point is now leveraged to encode another point near
the boundary of the two attribute objective space, that also has utility equals 0.5. In
order to have equal utility the decision maker must be indifferent between the new
point and the CE0.5 center point. A general strategy has been created in this work
to identify such a point. Perform a projection to a boundary of the space by zeroing
one attribute, and then moving in the direction of most rapid improvement for the
other attribute, while asking the decision maker indifference questions about points
along this path to identify a point of equal utility. This strategy maintains positioning
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Figure 62: Two attribute objective space with utility 0 and 1 points identified and
joined by diagonal line
along the boundary of the objective space and rapidly elicits a point that is useful for
fitting a response surface model. This is demonstrated by starting out with the blue
CE0.5 center point whose coordinates are (%FB, NM)→ (22.5, 17.5) and performing
a projection to the NM axis by zeroing out the %FB attribute. This is shown in Fig.
64 (blue arrow).
At this new green point (%FB, NM)→ (0, 17.5), query the decision maker if they
are indifferent between choosing the green point or the blue CE0.5 center point. The
answer should obviously favor the blue CE0.5 center point, so improve the green point
by moving in the direction of greatest improvement along this axis (keep %FB=0).
The strategy from single attribute utility encoding of certainty equivalents is borrowed
upon by setting the current point as the new minimum and the corner point of the
objective space in the direction of greatest improvement as the new maximum, and
bisecting the distance in between to arrive at the next point where the decision
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Figure 63: Two attribute objective space with blue dot for CE0.5
maker is queried. This kind of optimal path movement is also found in numerical
optimization techniques (Ref. [241]) like golden section rule and the bisection method.
These concepts are shown in Fig. 65 where the blue dashed line is the direction
of greatest improvement along this axis of the objective space and the green point
represent the bisected point between the corner and the original 2D projection point.
The coordinates of the green point are now (%FB, NM) → (0, 34), and here the
decision maker is once again asked if they are indifferent between this point and the
blue CE0.5 center point. If they are indifferent, then this green point represents the
utility equals 0.5 point on this boundary of the two attribute space. If they prefer
the green point to the blue CE0.5 center point, then reverse direction and perform
another bisection that reduces their utility for the green point until an indifference
point is located on this boundary. If they still prefer the blue CE0.5 center point
over the green point, then there are two options. The analyst can continue in the
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Figure 64: Projection to NM axis by zeroing %FB reduction attribute
direction of greatest improvement and perform another bisection that increases the
decision maker’s utility for the green point. However, if there is no point along this
path for which the decision maker will feel indifferent, the second option is jump
directly to the corner point and query the decision maker there as shown in Fig. 66
(blue arrow).
The coordinates of the green point are now (%FB, NM) → (0, 50), and here the
decision maker is once again asked if they are indifferent between this point and the
blue CE0.5 center point. If they are indifferent then this green point represents the
utility equals 0.5 point at this corner of the two attribute space. If they prefer the
green point to the blue CE0.5 center point, then reverse direction and perform another
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Figure 65: Direction of most rapid improvement along the NM axis and the bisected
query point (green)
bisection that reduces their utility for the green point until an indifference point is
located on this axis. If they still prefer the blue CE0.5 center point over the green
point, then the only remaining direction of improvement is along the %FB attribute.
Perform a bisection along the edge of the cube where NM is fixed at its maximum
value, and %FB is increasing until a point of indifference is located for the decision
maker. This new direction of improvement along the upper edge of the two-attribute
space is shown in Fig. 66 by the blue dashed line. The green point represents a new
bisected point between the corner and the maximum %FB level of the blue CE0.5
center point.
The coordinates of the green point are now (%FB, NM) → (11, 50), and here the
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Figure 66: Advance to corner point along direction of most rapid improvement along
NM axis
decision maker is once again asked if they are indifferent between this point and the
blue CE0.5 center point. If they are indifferent then this green point represents the
utility equals 0.5 point along this edge of the two attribute space. If they prefer the
green point to the blue CE0.5 center point, then reverse direction and perform a bisec-
tion that reduces their utility for the green point until an indifference point is located
on this edge. If they still prefer the blue CE0.5 center point over the green point, then
perform another bisection that increases their utility for the green point until an in-
difference point is located on this edge. Once the indifference point is located, record
this coordinate as the %FBu=0.5 indifference point because it was located by first
setting the %FB attribute to zero. A similar procedure is then repeated to identify
243
Figure 67: Advance to bisected point along the edge of two objective space in the
direction of %FB improvement
the NMu=0.5 indifference point. The procedure for obtaining this indifference point
begins at the blue CE0.5 center point, the only difference is that NM will be set to
zero to find the NMu=0.5 indifference point. This procedure is executed with the real
decision maker interviewed to obtain the blue CE0.5 center point earlier. The results
of the interview process are recorded in Table 24.
The blue CE0.5 center point and the two indifference points (%FBu=0.5 and
NMu=0.5) are shown in Fig. 68.
These points can be used to approximate a u(%FB,NM) = 0.5 iso-utility contour
by linearly joining the points. This is shown in Fig. 69.
The u(%FB,NM) = 0.5 iso-utility contour is created by eliciting a center point
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Minimum utility point (origin) 0 0 0
Maximum utility point 1 1 1
CE0.5 center point 22.5 17.5 0.5
%FBu=0.5 indifference point 20 50 0.5
NMu=0.5 indifference point 30 0 0.5
and two edge points from the decision maker. As Table 24 shows, there are now
five known utility points in the three attribute objective space. Currently two corner
points, two edge points, and a center point are known in the three attribute objective
space. Without additional utility points, the response surface fit would be poor.
When assessing single attribute utility functions, the general procedure is to set
a minimum and a maximum utility point at utility equals 0 and 1 respectively, iden-
tify three different certainty equivalent (using Eqns 42-44.) points along the utility
function, and finally fit a known utility functional form to those points. Eqns. 43-44
help to identify two extra utility values along the single attribute outcomes. This
concept is extended to multiple attributes to identify additional utility data points
in the two attribute objective space. Eqns. 55-56 can be used to identify two more
certainty equivalent points along the red diagonal line that represents the backbone
of the underlying multiattribute utility function.
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Figure 68: The blue CE0.5 center point and two green indifference points for %FBu=0.5
and NMu=0.5
u(x0.25, y0.25) = 0.5 ∗ u(x0.5, y0.5) + 0.5 ∗ u(x0, y0) (55)
u(x0.75, y0.75) = 0.5 ∗ u(x∗, y∗) + 0.5 ∗ u(x0.5, y0.5) (56)
Querying the decision maker and using the CE0.5 certainty equivalent as an in-
termediate minimum/maximum as shown in Eqns. 55-56 identifies the CE0.25 and
CE0.75 certainty equivalent points. These points are depicted in Fig. 70 and reported
in Table 25.
The blue points in Fig. 70 are the CE0.5, CE0.25, and CE0.75 certainty equivalent
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Figure 69: u(%FB,NM) = 0.5 iso-utility contour of underlying multiattribute utility
function
points. The two indifference points %FBu=0.5 and NMu=0.5 were elicited using the
procedure described earlier to identify points of indifference relative to the CE0.5
certainty equivalent point. The same procedure can be repeated for the CE0.25,
and CE0.75 certainty equivalent points to identify the the two indifference points
%FBu=0.25 and NMu=0.25 associated with the CE0.25 certainty equivalent and the
two indifference points %FBu=0.75 and NMu=0.75 associated with the CE0.75 certainty
equivalent. The decision maker’s responses for these interview questions are given in
Table 25.
The decision maker’s CE0.25 certainty equivalent and two indifference points (%FBu=0.25
and NMu=0.25) can be used to approximate a u(%FB,NM) = 0.25 iso-utility contour.
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Minimum utility point (origin) 0 0 0
Maximum utility point 1 1 1
CE0.5 center point 22.5 17.5 0.5
%FBu=0.5 indifference point 20 50 0.5
NMu=0.5 indifference point 30 0 0.5
CE0.25 center point 6 5 0.25
%FBu=0.25 indifference point 2 17.5 0.25
NMu=0.25 indifference point 22.5 2 0.25
CE0.75 center point 35 30 0.75
%FBu=0.75 indifference point 30 50 0.75
NMu=0.75 indifference point 60 17.5 0.75
248
Figure 70: The CE0.5, CE0.25, and CE0.75 certainty equivalent points
The same can be done with the CE0.75 certainty equivalent its associated two indif-
ference points (%FBu=0.75 and NMu=0.75) to approximate the u(%FB,NM) = 0.75
iso-utility contour. The contours are shown in Fig. 71.
The utility points reported in Table 25 represent 11 distinct data points in the
two attribute objective space. These points are used to fit a response surface that
approximates the decision maker’s multiattribute utility function. A second order
response surface equation was used to fit the data. This multiattribute utility function
is shown in Fig. 72.
After obtaining the multiattribute utility function, consistency checks were per-
formed with the decision maker to verify the elicited points and the fitted utility
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Figure 71: The u(%FB,NM) = 0.5, u(%FB,NM) = 0.25, u(%FB,NM) = 0.75
iso-utility contours of underlying multiattribute utility function
function. The multiattribute utility function was found to match the decision maker’s
preferences and is used to calculate the expected utility of the three technology pack-
ages under consideration.
5.5.3 Multiattribute ENcoding of Utility (MENU) Method in Two At-
tributes
This process to elicit a decision maker’s utility function is termed MENU, or the
Multiattribute ENcoding of Utility method. It makes no assumptions about the in-
dependence conditions between the attributes and provides a structured and strategic
method to elicit utility data from the decision maker. The MENU method does not
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Figure 72: Multiattribute utility function surface elicited from a decision maker over
the two objective space
limit the risk profile of the decision maker. Their risk attitudes arise organically
through the elicitation of the certainty equivalents and indifference points. This pro-
cedure maintains the axiomatic principles of utility theory and does not rely on the
presumed forms of MAUT which are not always applicable. This answers the last Re-
search Question 4 which asked how the multiattribute utility function for a decision
maker could be assessed without assuming the attribute independence conditions of
MAUT. The MENU method demonstrates this by eliciting utility values directly from
the decision maker in the two attribute objective space and using a response surface
equation to represent the underlying multiattribute utility function. While effective
for two attributes, this technique is shown to be extensible to three attributes later
in this work.
Using the probability distributions over the outcomes of each technology package
and the two different decision maker utility functions (linear interpolated in Fig. 61
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and MENU assessed in Fig. 72), two different expected utilities for each lottery




p(FBi, NMi)u(FBi, NMi) (57)
The exact value of the expected utility is equal to the double integral over the
continuous probability distributions times their utilities, but in this numerical simula-
tion a summation will be calculated over many small interval squares to approximate
this integral. The intervals are the same ones used to approximate the probability
distributions and are chosen such that the error in calculating the expected utility of
the technology package lottery is less than 1%.
5.5.4 Two Attribute Utility Results
The product of the utility function and the probability distribution, or the utility
scaled probabilities, provides a traceable way of quickly visualizing how a decision
maker values each outcome. The summation of all of these products gives the expected
utility of the lottery as stated in Eqn. 57. This will obviously change based on which
utility function is used. The utility scaled probabilities for the linearly interpolated
utility function (shown in Fig. 61) are visualized in Fig. 73.
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Figure 73: Utility scaled probabilities of technology packages 1, 2, and 3 for the
linearly interpolated utility function over the two attribute objective space
The utility scaled probabilities for the utility function assessed using the MENU
method (shown in Fig. 72) are visualized in Fig. 74.
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Figure 74: Utility scaled probabilities of technology packages 1, 2, and 3 for the
MENU assessed utility function over the two attribute objective space
The MENU method captures the risk profile and attribute preferences of the
decision maker. Incorporating these aspects into the utility function provides the
expected utility framework with a better representation of the decision maker’s values
which will affect the ranking and selection process.
Fig. 73 and Fig. 74 provide traceability to the selection process and show why
the outcomes of one lottery may be preferred over the outcomes of another, based on
the utility function of the decision maker. In this way it is clear which technology
package lottery is most preferred by the decision maker even before the summation
in Eqn. 57 is performed to quantify the expected utility of each technology package
lottery.
The results for the expected utility assessment for all three technology packages
are summarized in Table 26.
Table 26 shows that the three technology packages under consideration can be rank
254























0.53 3 0.52 3






0.70 2 0.85 1





0.72 1 0.83 2
255
ordered by their expected utilities. This ranking changes depending on the utility
function used. For the linear interpolated utility function, the ranking is consistent
with the probability distributions in Figs. 57, 58, 59 for technology packages 1, 2, and
3 respectively. The utility function equally gives more importance to higher values
of %FB reduction and Noise Margin. However, the MENU assessed utility function
captures the decision maker’s preferences over the attributes and their risk profile
and so its ranking change relative to the linear interpolated method. This decision
maker has a preference for %FB reduction and so the MENU assessed utility function
ranks Tech Package 2 (High %FB reduction and low Noise Margin) higher than Tech
Package 3. This indicates the value of including decision maker preferences in the
aircraft technology selection problem and highlights the two-attribute MENU method
as a new technique for doing so. This also demonstrates how technology packages can
be rank ordered in a logical, repeatable, axiomatic fashion that is not only consistent
with the decision maker’s preferences, but is also traceable back to the utility scaled
probability distributions of each technology package lottery. This capability can be
used to evaluate and axiomatically rank order all two attribute technology solutions
on the Pareto frontier that were previously considered to be equal.
5.6 Three Attribute Utility
5.6.1 Three Attribute Utility Formulation
The aircraft technology selection problem with three attribute utility theory is similar
in formulation to the two attribute process, except that an additional attribute is
present. This has affects on both the probability distribution part of the problem and
utility function portion. On the probability distribution part, the joint probability
distribution over all three attributes must be considered and used to calculate joint
probabilities of three attributes simultaneously taking on distinct values. The more
challenging task is obviously the formulation of the multiattribute utility function
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without using the MAUT standard forms (Eqns. 51 - 53) that are not useful for this
problem.
5.6.2 Three Attribute Utility Implementation
The same three notional technology packages from the two attribute utility imple-
mentation are used in the three attribute case. The first and second attributes are
%FB reduction over the baseline and noise margin, measured in decibels, over the
Stage IV regulatory limit [35, 203]. The third attribute of interest in the aircraft
technology selection problem is emissions reduction, measured as % Nitrogen Ox-
ides (%NOx) reduction over the baseline aircraft. Higher (%NOx) reduction values
are more desirable for this attribute as they indicate a less pollutant aircraft. The
%FB reduction and noise margin uncertainty distributions are the same as the two
attribute case shown in Figs. 53 and 56. The three selected technology packages
correspond to unique portfolios of technology combinations that achieve low %FB re-
duction, high NM, and medium %NOx reduction (Technology Package 1); high %FB
reduction, low NM, and high %NOx reduction (Technology Package 2); and medium
%FB reduction, medium NM, and low %NOx reduction (Technology Package 3) over
the baseline aircraft. The %NOx reduction uncertainty distributions for the same
three technology packages as the two attribute case are shown in Fig. 75.
The histogram data in Fig. 75 must be combined with the data in the histograms
shown in Figs. 53 and 56 to compute joint probabilities of outcomes across three
attributes. Combining the three sets of histogram data in Matlab creates a joint
probability cube. This large cube over the entire three attribute objective space is
divided into smaller interval cubes. The density of points in each cube represents
the likelihood that a three attribute lottery outcome corresponding to that interval
cube will occur. Normalizing the smaller interval cubes by the total number of points
means that every smaller interval cube contains a number of points that have been
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Figure 75: %NOx reduction over the baseline aircraft for Technology Packages 1, 2,
and 3
normalized to yield the joint probability value over the interval formed by a given
cube. A similar process to the two attribute case is followed to convert the continuous
intervals into discrete outcomes whose probability corresponds to the density of points
in each interval cube. The edge of each cube is identified using the outcome values
on each attribute, essentially assigning three coordinates to each interval cube. That
coordinate triple is a unique outcome whose probability of occurring is taken from
the density of points in the interval cube. The sum of all the interval cubes is one.
This fulfills the role of the technologist by supplying the three attribute expected
utility formulation with a set of triple outcomes and probability values for each of
those outcomes.
Due to the three dimensional nature of this application, the fourth dimension of
probability density is harder to visualize. However normal contour ellipsoids can be
used to gain an understanding of the spread of points in each technology package
and view where each technology package exists in the objective space relative to one
258
another. This is shown with two views of the same three technology packages in Figs.
76 and 77.
Figure 76: Normal contour ellipsoids for the joint distributions of %FB Red, NM,
and %NOx Red attributes for all three technology packages, view 1
The second part of the problem is to obtain the decision maker’s three attribute
utility function in order to evaluate utilities for all the outcomes in the three at-
tribute lottery. In the single attribute case standard functional forms (Eqns. 45-47)
were available reflecting various risk attitudes of the decision maker. In the two at-
tribute case a linear interpolation method was an option and the two-attribute MENU
method was another. Due to the complexity added by the third attribute, MENU is
the most suitable method but it must be extended to three attributes. Examining
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Figure 77: Normal contour ellipsoids for the joint distributions of %FB Red, NM,
and %NOx Red attributes for all three technology packages, view 2
Figs. 76 and 77 shows that objective space is a cube, which contains an underlying
function that can be quantified at points within the cube. The strategy is to leverage
on some points inside the space that are strategically chosen (certainty equivalents)
and some additional points on the boundaries of the space (indifference points), which
form the basis for fitting a model to the underlying function. A response surface equa-
tion (Ref. [153]) is chosen to represent the multiattribute utility function due to their
flexibility and ease of implementation. This can well approximate the utility function
which is nominally already an approximation in the single attribute elicitation case.
This process strategically extends this notion to three attributes, following the earlier
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advice of Keeney and Raiffa [105] to adapt the utility assessment procedure to the
context of the given problem.
The difficulty is in how to assess values of utility inside the three attribute cube.
The simplest place to begin are the points where utility is equal to zero and one.
Utility is zero at the origin of the cube where the (%FB, NM, %NOx) coordinates are
equal to (0,0,0). The utility is 1 at the diagonally opposite corner of the cube where
the (%FB, NM, %NOx) coordinates are equal to (60,50,95). These two utility 0 and
1 points are joined by an imaginary diagonal line through the three attribute space
in Fig. 78.
Figure 78: Three attribute objective space with utility 0 and 1 points circled and
linked by diagonal line
This diagonal line represents the backbone upon which the underlying utility
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function is assessed. Recall that the certainty equivalent at utility equals 0.5 was
assessed on a 50-50 lottery between the minimum and maximum utility points. This
is given in Eqn. 42 for a single attribute and is extended in Eqn. 58 for three
attributes.
u(x0.5, y0.5, z0.5) = 0.5 ∗ u(x∗, y∗, z∗) + 0.5 ∗ u(x0, y0, z0) (58)
By Eqn. 58 the certainty equivalent point in this cube can be identified for a
given decision maker. This point is denoted as CE0.5 and is found to be at the
triple coordinate point (%FB, NM, %NOx) → (22.5, 17.5, 37.5) for a real decision
maker familiar with the aircraft technology selection problem and the three attribute
objective space. The CE0.5 is added to the three attribute objective space as a known
utility point in Fig. 79 (blue dot).
There are two corner points and one center point for which utility values have
been assigned. The CE0.5 center point is now leveraged to encode another point near
the boundary of the three attribute objective space, preferably a corner or edge point,
that also has utility equals 0.5. In order to have equal utility for this decision maker,
the decision maker must be indifferent between the new point and the CE0.5 center
point. A general strategy has been created in this work to identify such a point.
Perform a 2D projection to a face by zeroing out one attribute, and then moving in
the direction of most rapid improvement for the remaining attributes, along the face of
the three attribute space, while asking the decision maker indifference questions about
points along this path to identify a point of equal utility. This strategy maintains
positioning along the boundaries of the objective space and will rapidly elicit a point
that is efficient for fitting a response surface model. This is demonstrated by starting
out with the blue CE0.5 center point whose coordinates are (%FB, NM, %NOx) →
(22.5, 17.5, 37.5) and performing a 2D projection to the NM-%NOx plane by zeroing
out the %FB attribute. This is shown in Fig. 80 (blue arrow).
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Figure 79: Three attribute objective space with blue dot for CE0.5
At this new green point (%FB, NM, %NOx)→ (0, 17.5, 37.5), query the decision
maker if they are indifferent between choosing the green point or the blue CE0.5
center point. The answer should obviously favor the blue CE0.5 center point, so
improve the green point by moving in the direction of greatest improvement on this
face (keep %FB=0). The strategy from single attribute utility encoding of certainty
equivalents is borrowed upon by setting the current point as the new minimum and
the corner point of the objective space in the direction of greatest improvement as
the new maximum, and bisecting the distance in between to arrive at the next point
where the decision maker is queried. This kind of optimal path movement is also
found in numerical optimization techniques (Ref. [241]) like golden section rule and
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Figure 80: 2D projection to NM-%NOx face by zeroing %FB attribute
the bisection method. These concepts are shown in Fig. 81 where the blue dashed
line is the direction of greatest improvement along this face of the objective space
and the green point represent the bisected point between the corner and the original
2D projection point.
The coordinates of the green point are now (%FB, NM, %NOx) → (0, 34, 66),
and here the decision maker is once again asked if they are indifferent between this
point and the blue CE0.5 center point. If they are indifferent, then this green point
represents the utility equals 0.5 point on this face of the three attribute space. If
they prefer the green point to the blue CE0.5 center point, then reverse direction
and perform another bisection that reduces their utility for the green point until an
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Figure 81: Direction of most rapid improvement on NM-%NOx face and bisected
query point (green)
indifference point is located on this face. If they still prefer the blue CE0.5 center
point over the green point, then there are two options. The analyst can continue in
the direction of greatest improvement and perform another bisection that increases
the decision maker’s utility for the green point. However, if there is no point along
this path for which the decision maker will feel indifferent, the second option is jump
directly to the corner point and query the decision maker there as shown in Fig. 82
(blue arrow).
The coordinates of the green point are now (%FB, NM, %NOx) → (0, 50, 95),
and here the decision maker is once again asked if they are indifferent between this
point and the blue CE0.5 center point. If they are indifferent then this green point
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Figure 82: Advance to corner point along direction of most rapid improvement on
NM-%NOx face
represents the utility equals 0.5 point at this corner of the three attribute space. If
they prefer the green point to the blue CE0.5 center point, then reverse direction
and perform another bisection that reduces their utility for the green point until an
indifference point is located on this face. If they still prefer the blue CE0.5 center
point over the green point, then the only remaining direction of improvement is along
the %FB attribute. Perform a bisection along the edge of the cube where NM and
%NOx are fixed at their maximum values, and %FB is increasing until a point of
indifference is located for the decision maker. This new direction of improvement
along the edge of the three-attribute space is shown in Fig. 82 by the blue dashed
line. The green point represents a new bisected point between the corner and the
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maximum %FB level of the blue CE0.5 center point.
Figure 83: Advance to bisected point on edge of objective space along direction of
%FB improvement
The coordinates of the green point are now (%FB, NM, %NOx) → (11, 50, 95),
and here the decision maker is once again asked if they are indifferent between this
point and the blue CE0.5 center point. If they are indifferent then this green point
represents the utility equals 0.5 point on this edge of the three attribute space. If
they prefer the green point to the blue CE0.5 center point, then reverse direction and
perform a bisection that reduces their utility for the green point until an indifference
point is located on this edge. If they still prefer the blue CE0.5 center point over the
green point, then perform another bisection that increases their utility for the green
point until an indifference point is located on this edge. Once the indifference point
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Minimum utility point (origin) 0 0 0 0
Maximum utility point 1 1 1 1
CE0.5 center point 22.5 17.5 37.5 0.5
%FBu=0.5 indifference point 20 50 95 0.5
NMu=0.5 indifference point 30 0 45 0.5
%NOxu=0.5 indifference point 60 50 25 0.5
is located, record this coordinate triple as the %FBu=0.5 indifference point because it
was located by first setting the %FB attribute to zero. A similar procedure is then
repeated to identify the NMu=0.5 and %NOxu=0.5 indifference points. The procedure
for obtaining both of these indifference points will begin at the blue CE0.5 center point,
the only difference is that NM will be set to zero to find the NMu=0.5 indifference
point and %NOx will be set to zero to find the %NOxu=0.5 indifference point. This
procedure is executed with the real decision maker interviewed to obtain the blue
CE0.5 center point earlier. The results of the interview process are recorded in Table
27.
The blue CE0.5 center point and the three indifference points (%FBu=0.5, NMu=0.5,
and %NOxu=0.5) can be used to approximate a u(%FB,NM,%NOx) = 0.5 iso-utility
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surface by joining the points with simplices. This is shown in Fig. 84.
Figure 84: u(%FB,NM,%NOx) = 0.5 iso-utility surface of underlying multiat-
tribute utility function
The u(%FB,NM,%NOx) = 0.5 iso-utility surface is created by eliciting a center
point and three edge/face points from the decision maker. As Table 27 shows, there
are now six known utility points in the three attribute objective space. Currently
two corner points, three edge/face points, and a center point are known in the three
attribute objective space. Without additional utility points, the response surface fit
would be poor.
When assessing single attribute utility functions, the general procedure is to set
a minimum and a maximum utility point at utility equals 0 and 1 respectively, iden-
tify three different certainty equivalent (using Eqns 42-44.) points along the utility
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function, and finally fit a known utility functional form to those points. Eqns. 43-44
help to identify two extra utility values along the single attribute outcomes. This
concept is extended to multiple attributes to identify additional utility data points
in the three attribute objective space. Eqns. 59-60 can be used to identify two more
certainty equivalent points along the red diagonal line that represents the backbone
of the underlying multiattribute utility function.
u(x0.25, y0.25, z0.25) = 0.5 ∗ u(x0.5, y0.5, z0.5) + 0.5 ∗ u(x0, y0, z0) (59)
u(x0.75, y0.75, z0.75) = 0.5 ∗ u(x∗, y∗, z∗) + 0.5 ∗ u(x0.5, y0.5, z0.5) (60)
Querying the decision maker and using the CE0.5 certainty equivalent as an in-
termediate minimum/maximum as shown in Eqns. 59-60 identifies the CE0.25 and
CE0.75 certainty equivalent points. These points are depicted in Fig. 85 and reported
in Table 28.
The blue points in Fig. 85 are the CE0.5, CE0.25, and CE0.75 certainty equivalent
points. The three indifference points %FBu=0.5, NMu=0.5, and %NOxu=0.5 were
elicited using the procedure described earlier to identify points of indifference relative
to the CE0.5 certainty equivalent point. The same procedure can be repeated for the
CE0.25, and CE0.75 certainty equivalent points to identify the the three indifference
points %FBu=0.25, NMu=0.25, and %NOxu=0.25 associated with the CE0.25 certainty
equivalent and the three indifference points %FBu=0.75, NMu=0.75, and %NOxu=0.75
associated with the CE0.75 certainty equivalent. The decision maker’s responses for
these interview questions are given in Table 28.
The decision maker’s CE0.25 certainty equivalent and three indifference points
(%FBu=0.25, NMu=0.25, and %NOxu=0.25) can be used to approximate a u(%FB,NM,%NOx) =
0.25 iso-utility surface by joining the points with simplices. The same can be done
with the CE0.75 certainty equivalent its associated three indifference points (%FBu=0.75,
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Minimum utility point (origin) 0 0 0 0
Maximum utility point 1 1 1 1
CE0.5 center point 22.5 17.5 37.5 0.5
%FBu=0.5 indifference point 20 50 95 0.5
NMu=0.5 indifference point 30 0 45 0.5
%NOxu=0.5 indifference point 60 50 25 0.5
CE0.25 center point 6 5 10 0.25
%FBu=0.25 indifference point 2 17.5 37.5 0.25
NMu=0.25 indifference point 22.5 2 37.5 0.25
%NOxu=0.25 indifference point 20 15 0 0.25
CE0.75 center point 35 30 55 0.75
%FBu=0.75 indifference point 30 50 95 0.75
NMu=0.75 indifference point 60 17.5 60 0.75
%NOxu=0.75 indifference point 60 50 40 0.75271
Figure 85: The CE0.5, CE0.25, and CE0.75 certainty equivalent points
NMu=0.75, and %NOxu=0.75) to approximate the u(%FB,NM,%NOx) = 0.75 iso-
utility surface. The two surfaces are shown in Fig. 86.
The utility points in Fig. 86 and reported in Table 28 represent 14 distinct data
points in the 3 attribute objective space. These points are used to fit a response
surface that approximates the decision maker’s multiattribute utility function. A
first order response surface equation was used to fit the data. After obtaining the
multiattribute utility function, consistency checks were performed with the decision
maker to verify the elicited points and the fitted utility function. The multiattribute
utility function was found to match the decision maker’s preferences and is used to
calculate the expected utility of the three technology packages under consideration.
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Figure 86: The u(%FB,NM,%NOx) = 0.5, u(%FB,NM,%NOx) = 0.25,
u(%FB,NM,%NOx) = 0.75 iso-utility surfaces of underlying multiattribute util-
ity function
5.6.3 Multiattribute ENcoding of Utility (MENU) Method in Three At-
tributes
The process detailed in the previous section to elicit a decision maker’s three attribute
utility function is summarized and captured in flowchart depicted in Fig. 87.
This method makes no assumptions about the independence conditions between
the attributes and provides a structured and strategic method to elicit utility data
from the decision maker. The MENU method does not limit the risk profile of the
decision maker. Their risk attitudes arise organically through the elicitation of the
certainty equivalents and indifference points. This procedure maintains the axiomatic
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Figure 87: Multiattribute ENcoding of Utility (MENU) Method
principles of utility theory and does not rely on the presumed forms of MAUT which
are not always applicable. This answers the last Research Question 4 which asked
how the multiattribute utility function for a decision maker could be assessed with-
out assuming the attribute independence conditions of MAUT. The MENU method
demonstrates this by eliciting utility values directly from the decision maker in the
three attribute objective space and using a response surface equation to represent the
underlying multiattribute utility function.
The elicitation process does require a time commitment from the decision maker,
but once it is obtained, the same multiattribute utility function can be used to eval-
uate every technology package in the design space for that decision maker. To those
who claim that the investment of effort and time to elicit the multiattribute utility
function in this manner is too great, Thurston (Ref. [236]) argues that you get what
you pay for. “For most applications in which the subject has collaborated with the
decision analyst in defining the design problem and conflicting attribute set, this au-
thor’s experience has been that the utility assessment procedure takes approximately
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1 hour, +/-30 minutes, depending on the number of attributes. The payoff is the abil-
ity to accurately quantify, for that particular design, the desirability of alternative
tradeoffs and the effect of uncertainty.” In the aircraft technology selection problem
it is clear that capturing uncertainty to make tradeoffs is a basic requirement and the
multiattribute expected utility formulation provides a rational and axiomatic way of
doing so.
The multiattribute utility function obtained from the MENU method enables
the assessment of expected utility for the outcomes in the three technology package
lotteries. Using the probability distributions over the outcomes of each technology
package and the decision maker’s assessed multiattribute utility function, the expected




p(FBi, NMi, NOxi)u(FBi, NMi, NOxi) (61)
The exact value of the expected utility is equal to the triple integral over the
continuous probability distributions times their utilities, but in this numerical simu-
lation a summation will be calculated over many small interval cubes to approximate
this integral. The intervals are the same ones used to approximate the probability
distributions and are chosen such that the error in calculating the expected utility of
the technology package lottery is less than 1%.
5.6.4 Three Attribute Utility Results
The results for the expected utility assessment for all three technology packages are
summarized in Table 29.
Table 29 shows that the three technology packages under consideration can be
rank ordered by their expected utilities. This ranking is consistent with the probabil-
ity distributions in Figs. 76 and 77 for technology packages 1, 2, and 3 respectively.
The multiattribute utility function gives more importance to higher values of %FB
275























reduction, Noise Margin, and %NOx reduction. Figs. 76 and 77 show that technol-
ogy package 2 is closest to the ideal corner of the objective space where probability
outcomes receive the highest utility and that is why its distribution has the greatest
expected utility. This procedure demonstrates how technology packages can be rank
ordered in a logical, repeatable, axiomatic fashion that is not only consistent with
the decision maker’s preferences, but is also traceable back to the probability distri-
butions over the outcomes of each technology package lottery. This capability can be
used to evaluate and axiomatically rank order all three attribute technology solutions
on the Pareto frontier that were previously considered to be equal.
Three different approaches to calculating utility functions for decision makers have
been demonstrated. These include using standard single attribute forms (Eqns. 45-
47), using linear interpolation between fixed points, and fitting a response surface to
a set of iso-utility points (MENU method).
5.7 Comparison Study
5.7.1 Comparison Study Formulation
A comparison study is performed to demonstrate the usefulness of the multiattribute
expected utility formulation of the aircraft technology selection problem relative to
current practices. The ERA Dashboard (Fig. 52 [203]) performs tradeoffs on nearly
7,000 different technology solutions in the three attribute objective space. This task
is aided by a multiobjective stochastic optimization technique that identifies superior
designs in the large combinatorial space of technology solutions [94]. The optimization
technique is a genetic algorithm operating on the deterministic values of the attributes
and ignoring the uncertainty information for technology package. Even after the ge-
netic algorithm optimization there are still 1,500 Pareto frontier technology packages
for a decision maker to select from and all are non-dominated solutions. Current
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methods of multicriteria analysis use techniques that are not based on axiomatic fun-
damentals which have been critiqued in the literature [77, 78]. One common technique
is to rank order alternatives by their euclidean distance to an imaginary ideal solution
[253]. By this method, the closer a technology package’s deterministic attributes are
to the imaginary ideal solution, the shorter its Euclidean distance from that ideal and
the higher it is ranked. A subset of points from the entire set of technology solutions
is identified and their Euclidean distance from the ideal is recorded. The subset of
points is ranked by this metric forming the baseline rankings for comparison in this
study. The expected utilities of these technology packages is then calculated. The
ranking by expected utility is then compared to the baseline rankings. Any contrast
between the two methods is identified and analyzed. Since the comparison study fo-
cuses on the change in the rankings between the Euclidean distance technique and the
expected utility technique formulated in this thesis, its important to ensure that the
baseline rankings are meaningful and not within the margin of error. This will ensure
that any change in the rankings using the expected utility formulation is significant.
5.7.2 Comparison Study Implementation
All of the Pareto optimal technology packages are ranked by the Euclidean distance
technique, a practice currently found in the literature [203]. The lowest Euclidean
distance value to the ideal is 0.3285 and represents the ideal technology solution
identified by this method. The highest Euclidean distance value from the ideal point
is 0.7304 and represents the lowest ranked Pareto optimal technology solution. The
range of Euclidean distance values for Pareto optimal technology solutions is not large
but five technology solutions are chosen within this range to give the most significance
to each technology solutions rank order value. Alternatively, the top five technology
solutions in the space could simply have been chosen but their Euclidean distance val-
ues would be bunched together near 0.3285 (distance value of top ranked technology
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package). If two technology packages have similar Euclidean distance values, then
their rank order could be within the margin of error, making it less meaningful. To
avoid this the baseline rankings are selected to be as far apart from one another in
Euclidean distance as possible ensuring that higher ranked technology solutions really
are significantly better than lower ranked ones for this engineering selection method.
The five Pareto optimal technology packages are chosen at an approximate interval
of 0.1 Euclidean distance between each package. Five non-Pareto optimal technology
packages are also selected for comparison in this study. They are also selected by
spacing them out as much as possible to give their ranking significance. The non-
Pareto optimal technology packages are contained within the interval between the
Pareto optimal technology packages at an approximate increment of 0.05 Euclidean
distance from the Pareto optimal technology solutions. This selection process gives
the rank order value of the baselines the most significance and ensures that the rank-
ings are meaningful. These technology packages and their rankings are provided in
Table 30. The last column in Table 30 is the ranking of the technology packages by
Euclidean distance. The smaller the distance, the closer that technology package is
to the ideal, and the higher its ranking.
Table 30 gives the baseline rankings for 10 technology packages in the multiob-
jective space, five from the Pareto optimal set and five that are non-Pareto optimal.
It also includes the ranking of the worst technology package which is obviously non-
Pareto optimal and the lowest ranked technology package in the space by this method.
The Euclidean distance rankings only consider the deterministic performance of the
technology package given in columns 3-5 of Table 30. This ranking method does not
incorporate the uncertainty associated with each technology package or the decision
maker’s preferences over the attributes, target values in those attributes, or their risk
profile. This sort of ranking reflects irrational decision making because it ignores
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Pareto frontier package 1 45.18 89.69 35.87 0.329 1
Pareto frontier package 2 38.61 84.09 38.67 0.429 3
Pareto frontier package 3 50.38 91.23 31.63 0.478 5
Pareto frontier package 4 33.31 90.54 36.68 0.528 7
Pareto frontier package 5 28.62 84.48 40.16 0.629 9
Non-Pareto frontier package 6 50.05 87.25 34.15 0.378 2
Non-Pareto frontier package 7 45.22 86.25 33.60 0.447 4
Non-Pareto frontier package 8 45.33 87.48 32.13 0.498 6
Non-Pareto frontier package 9 47.83 91.29 29.75 0.578 8
Non-Pareto frontier package 10 27.92 84.29 37.02 0.679 10
Worst frontier package 11 14.54 58.13 25.91 1.562 11
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fundamental aspects of the problem. These shortcomings are addressed by the mul-
tiattribute expected utility formulation developed in this thesis. It is important to
note that when including uncertainties and decision maker preferences, even for this
small subset of technology packages, the selection process becomes nontrivial. Con-
sidering these factors concurrently with the performance of each technology package
in the multiobjective space complicates the selection process. The decision maker is
aided in the selection process by calculating the expected utility of each technology
package, which simultaneously incorporates all of the relevant aspects of the problem
into a single criterion, and then re-ranking the technology packages by this criterion.
This is the final step of the FAAST methodology. The expected utilities are found
using the same technique as the three attribute case to generate the joint probabil-
ity outcomes for each technology package. The same multiattribute expected utility
function obtained through the three attribute MENU method is used to determine
the utility over the joint probability outcomes. The joint probability outcomes and
their utilities are combined into the expected utility metric through Eqn. 61.
5.7.3 Comparison Study Results
The expected utility values and rank ordering of the technology packages are provided
in Table 31. The last column in Table 31 is the ranking of the technology packages
by its expected utility. The higher the expected utility value, the more preferred that
technology package is to the decision maker, and the higher its ranking.
Table 31 shows that the expected utility ranking is nearly completely different
(except for the worst case tech package) than the Euclidean distance ranking. The
top ranked technology package by Euclidean distance is ranked eighth by expected
utility. Nine of the ten technology packages considered in this study changed rank
relative to the baseline rankings. The technology packages in this study were chosen in
order to emphasize and give the most significance to their rank order by ensuring that
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Pareto frontier package 1 45.18 89.69 35.87 0.329 1 0.72 8
Pareto frontier package 2 38.61 84.09 38.67 0.429 3 0.72 7
Pareto frontier package 3 50.38 91.23 31.63 0.478 5 0.92 1
Pareto frontier package 4 33.31 90.54 36.68 0.528 7 0.73 6
Pareto frontier package 5 28.62 84.48 40.16 0.629 9 0.65 10
Non-Pareto frontier package 6 50.05 87.25 34.15 0.378 2 0.89 2
Non-Pareto frontier package 7 45.22 86.25 33.60 0.447 4 0.82 5
Non-Pareto frontier package 8 45.33 87.48 32.13 0.498 6 0.84 4
Non-Pareto frontier package 9 47.83 91.29 29.75 0.578 8 0.88 3
Non-Pareto frontier package 10 27.92 84.29 37.02 0.679 10 0.66 9
Worst frontier package 11 14.54 58.13 25.91 1.562 11 0.26 11
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they were as far apart from one another as possible. The fact that the expected utility
rankings altered the baseline rankings in spite of this, is an important development
for the aircraft technology selection problem. This change in rankings is driven by
utility of the decision maker over the three objectives and how uncertainty factors
into that through the joint probabilities over the three attributes. Incorporating these
relevant factors of the aircraft technology selection problem through expected utility
over multiple attributes supports the decision maker to arrive at a rational, traceable,
and optimal decision for their preferences.
It is interesting to note that four of the top five ranked solutions using expected
utility are actually non-Pareto frontier technology packages. These are likely packages
that are just behind the Pareto frontier, with one or two less technologies in their
portfolios, but are still performing well enough to receive high probability outcomes
in the three attribute objective space and more desirable utility over those outcomes.
That combination leads to these technology packages having the highest expected
utilities of all the packages considered in this study. Current multicriteria decision
analysis tools that ignore uncertainty and its implications to decision analysis dis-
regard these technology packages, that are not only more preferable to the decision
maker but may also be less expensive to obtain in terms of technology cost.
The change in expected utility between technology packages in Table 31 is very
small or even zero in some cases. This is to be expected since the entire range of utility
is from zero to one and there can be many different solutions taking on expected
utility values over that finite range. Additionally, the difference in expected utility
between the best ranked solution and worst ranked solution (as identified by Euclidean
distance) in this subset of technology packages is 0.5, so the actual range of values is
half of the possible range for utility. While more significant figures could be used for
delineation, the approximation of the triple integral in the three attribute expected
utility formulation only ensures accuracy to 0.01 utility. Any resolution of significant
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figures beyond 0.01 utility are within the error of the formulation. In some cases
technology packages with the same expected utilities indicate they are very similar
in uncertainty and location over the three attribute objective space. This occurs
when technology packages have essentially the same core set of technologies but have
one or two technologies that vary between them, producing similar deterministic and
probabilistic performance in the three attribute objective space. This can be seen in
Fig. 88 which depicts three technology packages that have the same expected utilities.
These technology packages are right on top of one another in the three attribute
objective space and are likely very similar in terms of their technology portfolios. A
decision maker will not have much preference difference between them but the ex-
pected utility formulation can be used to bring visibility to these similar packages in
order to identify the technologies they all have in common. This core set of tech-
nologies would be very relevant to a decision maker analyzing the aircraft technology
selection problem.
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6.1 Archimedean Copula Selection
The first research question was based on the need to create a method for selecting
copulas. A selection tree was created to aid the systems analyst but it was done so
subjectively. Research Question 1 was posed to verify and validate the tree objectively.
Can the proposed copula selection tree be shown to be consistent with objective
statistics? Given an input vector of copula samples X, and a set of objective statistics
S, can the groupings in tree T be reproduced?
The experiments conducted to answer these research questions were intended to
show that the resulting copula selection tree is consistent with objective metrics. The
hope is that by proving its validity, the community at large will carry it forward as
an integral tool for converting qualitative knowledge into quantitative dependence
structures in dependence modeling of random variables.
6.2 Impact of Copulas in Aerospace Design
The second research focused on quantifying the effect of using copulas in probabilistic
assessments for dependence modeling of complex systems like future technologies in
aircraft. It was also intended to demonstrate several different applications of copulas
to showcase their usefulness to the aerospace community.
What is the quantified effect of using copulas in aircraft technology assessment?
What types of applications are they suited for and how does that affect their impact?
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Three different experimental applications utilizing copulas were demonstrated and
they proved to successfully reduce the standard deviation of the system response
metric. Various applications were shown to display the many ways copulas can be
used to better represent existing qualitative knowledge about dependencies input to
probabilistic assessments by the aerospace community.
6.3 Aircraft Technology Evaluation with Utility Theory
The third research question was posed to determine how the rational and axiomatic
principles of decision analysis can be applied to the aircraft technology selection prob-
lem. Decision analysis theory suggests that utility is the most appropriate measure
for making engineering design decisions under uncertainty. This research question
was posed to demonstrate how that conceptual idea could be applied to make simple
single attribute decisions in the aircraft technology selection problem.
How can the concept of expected utility be applied to evaluate and make comparisons
between technology packages?
Answering the third research question by recognizing that the uncertainty distri-
bution on a technology package directly allowed for its representation as a lottery
that could be evaluated as a set of outcomes in the von Neumann-Morgenstern utility
formulation, was a fundamental building block. Demonstrating this notion on sin-
gle attribute technology packages brought focus to the aircraft technology selection
problem through the lens of utility theory. Proving this capability made it possible
to pose the final research question.
6.4 Multiattribute Utility Formulation for Aircraft Tech-
nology Selection
The fourth research question was a natural continuation from Research Question 3
which focused on the single attribute utility formulation of the aircraft technology
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selection problem. However, at its core the technology selection problem is a multi-
objective decision making task under uncertainty. This necessitated the extension of
the single attribute formulation to multiple attributes.
How can the multiattribute utility function for a decision maker be assessed in the
aircraft technology selection problem without assuming the restrictive conditions of
attribute preference independence in MAUT?
The difficulty for the aircraft technology selection problem is that it can not sub-
scribe to the independence conditions for preferences between the attributes that are
necessary to apply the standard form equations of MAUT. This meant that a new
procedure was required to create the multiattribute utility function for the decision
maker addressing the aircraft technology selection problem. The answer to this re-
search question culminated in the creation of the Multiattribute ENcoding of Utility
(MENU) method for eliciting multiattribute utility functions without restricting the
form of the utility function or the risk profile of the decision maker. The MENU
method fills a key capability gap for the expected utility formulation of the aircraft
technology selection problem.
6.5 Key Contributions
The key contributions of this thesis arise from answering the various research ques-
tions that bridged capability gaps in probabilistic assessments. The first contribution
is an objectively verified and validated copulas selection tree enabling practitioners
to rapidly translate their qualitative knowledge of dependencies into copula families
that can probabilistically model that dependence. The second key contribution is the
demonstration of three copula applications highlighting representative dependence
conditions for random variables that can be captured by copulas in aerospace proba-
bilistic assessments. The third contribution is a rational, axiomatic formulation based
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on expected utility for ranking and ultimately choosing a future aircraft technology
package best suited for a given decision maker in agreement with their preferences and
risk attitudes. The fourth contribution is a strategic elicitation procedure for a mul-
tiattribute utility function that is highly applicable by avoiding assumptions about
risk attitudes of the decision maker and independence conditions on preferences be-
tween the attributes. Both of these concepts are permitted to arise organically and
captured through the multiattribute elicitation process. The final contribution is the
encapsulating Future Aircraft Assessment and Selection of Technologies (FAAST)
methodology for performing probabilistic assessments in an axiomatic fashion that
lends itself to rational decision making and selection.
6.6 Concluding Remarks
The research presented in this document is intended to identify gaps in the applica-
tion of probabilistic methods for assessing and selecting future aircraft technologies,
bridging those gaps with a focused research plan, and implementing the resulting
Future Aircraft Assessment and Selection of Technologies (FAAST) methodology to
demonstrate how it answers the research questions of this thesis. The FAAST method-
ology provides a structured process for conducting modern probabilistic assessments
of complex systems with functional dependencies on random input variables and large
amounts of resulting data that is efficiently leveraged to arrive at a rational and ax-
iomatic selection. The use of copula theory demonstrated that including functional
dependencies via CAST (CopulA Selection Tree) in probabilistic assessments can have
a significant impact on the variance of the system level response metrics. Ignoring
these relationships can misrepresent the uncertainty associated with future technolo-
gies and lead to poor selection decisions due to misinformation. The implementation
of utility theory combined a technology portfolio’s performance and uncertainties with
decision maker preferences over those probabilities and aggregated that information
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over multiple attributes into a single criterion for axiomatically selecting technology
packages. Making these decisions without the demonstrated expected utility frame-
work means disregarding critical aspects of the aircraft technology selection problem
leading to irrational decision making. Additionally, the comparison study revealed
that rankings for Pareto-optimal technology packages using utility theory can be
very disparate from conventional ranking methods that are based solely on deter-
ministic performance. Future aircraft technology selections based on deterministic
rankings are an inaccurate representation of a decision maker’s preferences and can
lead to errors in technology selection decisions. The expected utility rankings provide
the decision maker with a much more complete picture of their preferences over the
technology packages, a capability previously unavailable for the aircraft technology
selection problem. The experiments and capability demonstrations utilizing these
two theories successively answer each research question to build a complete method-
ology that supports a decision maker in the assessment and selection of future aircraft
technologies.
Aircraft technology assessment and selection is a critical decision making prob-
lem for leaders of the aviation industry. Technology development programs are long
duration and costly undertakings with significant consequences to manufacturers, op-
erators, and the nation at large. The fruits of investments are not harvested for many
years after the investment decision has been made. Errors in early stage investment
direction could lead to sub-optimal technologies and system architectures, with no
opportunity to recover from such a huge blunder. The implications of this problem are
too great to be decided on by the unaided human decision maker. The only remedy
is to ensure decision makers are well supported with the right tools and information
to achieve the most optimal selection possible. The goal of the FAAST methodology
and the contributions of this research like CAST and MENU are intended to give the
decision maker the framework and tools for the assessment and rational selection of
290
future aircraft technologies. This will benefit all stakeholders and help to ensure an
environmentally sustainable and bright future for the aviation industry.
6.7 Future Work
Opportunities for future work exist in both the dependence modeling and the deci-
sion analysis parts of this thesis. It would be interesting to evaluate the effects of
modeling dependence on a large scale project that measures uncertainty with prob-
abilistic assessments. Capturing dependence between input random variables could
reduce the number of independent random variables by half, significantly affecting
the uncertainty on the system response metrics. This application of copulas on a
more holistic level would help to fully understand the implications of using copula
theory in design.
It would also be a worthwhile endeavor to apply the MENU formulation to mul-
tiple decision makers and assess how utility functions need to adapt in order to make
extreme selections. A full scale implementation of the multiattribute expected utility
formulation on all 7,000 technology solutions in the ERA objective space and across
all ERA advanced architectures would be a very interesting use case of this method.
Many insights regarding the valuation of technology packages would be gleaned and
important investment decision could be supported through a rational, traceable, ax-
iomatic framework. Expected utility can be used to make direct comparisons between
different architectures and is not restricted to comparisons within a particular vehicle
architecture. Another interesting application would be to rework the multiobjective
genetic algorithm which identifies Pareto optimal technology solutions by operating
on deterministic performance parameters [94]. It could be redesigned to operate on
a single objective which would be the multiattribute expected utility function which
could be used to evaluate the entire objective space while incorporating decision maker




7.1 Appendix A: Copula Simulation
7.1.1 Introduction
This is a summary of algorithms used to generate correlated data representing depen-
dent random variables which are described in the text by Nelsen. [154]. It provides a
brief background of copulas, discusses how Archimedean Copulas are generated, and
presents detailed explanations, procedures, and advice to guide the practitioner in
the simulation of copulas functions. We will present this information from a general
perspective and without any particular software package in mind. This summary as-
sumes the reader is capable of generating random distributions and performing vector
operations on those distributions within their chosen software package.
7.1.2 Background
Copulas are functions that join multiple, single variable marginal distributions by
defining the joint distribution between the one dimensional functions. In this way they
can be used to describe the dependencies between random variables. Copulas operate
on the unit square space so each one dimensional function must be defined between
0 and 1. Copulas also assume that the marginal distributions of the single variable
functions are uniform between 0 and 1. An interesting and important property of
copulas functions is that while the joint distribution structure it defines can take
on any shape, the marginal distribution of the individual single variable marginal
distributions will remain uniformly distributed. This will be demonstrated through
the simulations below.
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There are many different families of copulas functions defined in the literature,[154]
and each family has unique properties making them suitable for different applications.
An important subset of copulas functions is the Archimedean class which are found
to be used in the majority of practical applications. Their frequency of use is due
to several reasons[154] including the ease with which they are constructed, the great
variety of families that exist within this class, and the desirable properties possessed
by these families.
One of the most important and attractive aspects of Archimedean copulas is how
they are constructed. They are formed using generatorfunctions, φ in a simple sum-
mation. They all prescribe to the following basic property,
C(u, v) = φ(−1)(φ(u) + φ(v)) (62)
where C is the copulas function itself, u and v are random variables whose joint
distribution is defined by the copulas, and φ is the generator functions of the copulas.
There are many different types of generator functions which produce different families
of copulas within the Archimedean class. As equation (62) shows, the selection of the
function to generate the copulas has an important and defining role in the copula’s
structure and the resulting joint distribution. Table 32 provides a listing of the
generator functions provided by Nelsen[154] and also includes the bounds of θ for
each generator function.
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Table 32: Copulas Generator Functions and Theta Values
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7.1.3 Modeling and Simulation of Copulas
The first algorithm Nelsen [154] discusses for simulating correlated data related by a
copula function is known as the Conditional Distribution Method, described in chap-
ter 2 of his text. This method is straightforward in theory but presents a number
of of challenges in implementation, which prompt us to consider two other practical
algorithms he presents in Chapter 4 which specifically apply to Archimedean copulas.
The latter two algorithms are outlined in Exercises 4.13 and 4.14 of his text and will
be the focus of this summary.
7.1.3.1 Closed-Form Copula Simulations
When analytical methods can be used to denote the copula in closed form using Eq.
62, copula simulations are easily and vividly conducted in the continuous space. In
these cases, the simplest way to visualize the copulas is to plot the functions defined
in Table 1 on an evenly spaced grid between two standard uniform variables. This
table contains the copula cumulative distribution functions (CDFs) for each family.
According to Sklar’s Theorem, Eqn. (5), copulas are defined between the CDFs of
two random variables. The CDFs can be plotted in 3D where the copula is shown
as a surface in the third dimension above the unit square formed by two random
variables. This is plotted in Figs. 89-91 for three different Archimedean copula
families (Clayton, Gumbel, and Frank) which are commonly found in the literature,
at different values of correlation parameter θ.
These 3D CDF surfaces show how all the copula joint distributions converge to 1
but it can be difficult to identify the unique properties of each family from these CDF
plots. The copula joint CDF can also be plotted in 2D with the two random variables
and the bivariate space shown on a single plane between them. The copula properties
can be better visualized by adding contours and ensuring the grid is continuous. The
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(a) θ = 0.2 (b) θ = 0.6 (c) θ = 2.0
Figure 89: Clayton copula joint distribution 3D CDF surfaces at various values of θ
(a) θ = 1.05 (b) θ = 2.0 (c) θ = 15.0
Figure 90: Gumbel copula joint distribution 3D CDF surfaces at various values of θ
(a) θ = -10.0 (b) θ = 5.0 (c) θ = 20.0
Figure 91: Frank copula joint distribution 3D CDF surfaces at various values of θ
2D CDF contours more clearly show the different ways each family’s CDF converges
to 1. These contours are shown in Figs. 92-94 at the same values of θ to correspond
with the 3D plots in Figs. 89-91.
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(a) θ = 0.2 (b) θ = 0.6 (c) θ = 2.0
Figure 92: Clayton copula joint distribution 2D CDF contours at various values of θ
(a) θ = 1.05 (b) θ = 2.0 (c) θ = 15.0
Figure 93: Gumbel copula joint distribution 2D CDF contours at various values of θ
(a) θ = -10.0 (b) θ = 5.0 (c) θ = 20.0
Figure 94: Frank copula joint distribution 2D CDF contours at various values of θ
While the CDF contours better indicate the differences between copulas than their
corresponding 3D surfaces, in general this technique is not as revealing as plotting the
marginal probability density functions (pdfs). The copula pdfs are often more telling
of the correlation structure in the joint distribution because they show the behavior of
the copula at each point in the bivariate space rather than an integrated sum. They
are related to the copula CDFs through a mixed partial derivative expressed as:
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By analytically deriving the form of each family’s pdf, the joint pdf can be plotted.
This can be done in 3D similar to the copula CDFs, where the copula surface is shown
in the third dimension above the unit square formed by two standard uniform random
variables. This is demonstrated in Figs. 95-97 for the same Archimedean families and
θ values to correspond with the CDF plots above.
(a) θ = 0.2 (b) θ = 0.6 (c) θ = 2.0
Figure 95: Clayton copula joint distribution 3D pdf surfaces at various values of θ
(a) θ = 1.05 (b) θ = 2.0 (c) θ = 15.0
Figure 96: Gumbel copula joint distribution 3D pdf surfaces at various values of θ
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(a) θ = -10.0 (b) θ = 5.0 (c) θ = 20.0
Figure 97: Frank copula joint distribution 3D pdf surfaces at various values of θ
The 3D copula pdf surfaces are very indicative of the dependence structure de-
fined by each copula and its correlation parameter θ. The 2D copula pdf contours
corresponding to these 3D surfaces are shown in Figs. 98-100. These contours are
important as they reflect the distinguishing features of copulas in a single 2D plane,
which is the format most commonly found in the literature. These are used not only
to identify copula families but also to select copulas most suitable for a given appli-
cation. The 3D spikes seen in Figs. 95-97 represent higher concentrations of data
points in the joint distribution. In these cases since they all occur at extreme values
of the joint distributions, they indicate some form of tail dependence created by the
copula. This tail dependence can also be see in the 2D contours of Figs. 98-100.
These contours show where the majority of points will be distributed for the given
copula simulation. These pdf charts are far more descriptive of the copula dependence
structure than their corresponding CDF charts.
(a) θ = 0.2 (b) θ = 0.6 (c) θ = 2.0
Figure 98: Clayton copula joint distribution 2D pdf contours at various values of θ
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(a) θ = 1.05 (b) θ = 2.0 (c) θ = 15.0
Figure 99: Gumbel copula joint distribution 2D pdf contours at various values of θ
(a) θ = -10.0 (b) θ = 5.0 (c) θ = 20.0
Figure 100: Frank copula joint distribution 2D pdf contours at various values of θ
The figures shown above visualize simulations of three copula families from the
Archimedean class, including their pdf and CDF distributions with 3D surfaces and
2D contour plots. These simulations are provided to give the reader an idea of the
flexibility and capabilities enabled by copulas. However this is not an exhaustive list
of copula families in this class or of other copula classes which exist in the literature.
For further reference, Armstrong [8] and Nelsen [155] have cataloged more complete
listings of many different copulas.
7.1.3.2 Numerical Simulations
The analytical methods which define copula pdfs and CDFs are helpful to visualize
copula structure, but they are limited to when the copula and its associated functions
(inverses, derivatives, etc) exist in closed form. When closed forms do not exist nu-
merical simulations are necessary to visualize copulas. Visualizing copulas is useful
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for selection purposes, but once a particular copula structure is decided upon; random
variables pursuant to that joint distribution structure are needed for practical appli-
cations. The literature provides random number generation techniques employing a
defined copula structure in the bivariate space. Typically these methods involve the
copula cumulative distribution function, its inverse, its derivative, and the inverse of
the derivative. Numerical approaches are necessary because the analytical solution
for said functions is not trivial or does not exist. The degree of difficulty varies be-
tween each method and heavily depends upon the copula selected to correlate the
random variables. Three common methods from the literature will be explored in
subsequent sections. The first is the Conditional Distribution Method which can be
applied analytically for only very simple copula functions. The next two methods are
algorithms described by Nelsen [154] in two exercises from his text, exercises 4.13 and
4.14.
7.1.3.3 Conditional Distribution Method (Algorithm 1)
The Conditional Distribution Method is used to generate data for copula correlated
random variables and is formally described by Johnson [98]. It leverages the cop-
ula partial derivative and its inverse to create a pair of numbers which have a joint
distribution defined by the copula. The method is reviewed briefly by Nelsen [154,
section 2.9] and is also applied in detail by Chen [33]. While the process itself is
simple in theory, the analytical solution can be complex depending on the form of the
copula. This is evident from Nelsen’s [154] demonstration of the method which uses
a simplification to the Ali-Mikhail-Haq copula which is already relatively straight-
forward. Chen [33] applies the method without simplification in complete analytical
form which is considerably more detailed. In general terms the procedure is as follows
for n-number of random variables, X1, X2, X3, ..., Xn:
1. Generate a sample X1 = x1, from the marginal distribution of X1
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2. Generate a sample X2 = x2, from the conditional distribution of X2 given that
X1 = x1
3. Generate a sample X3 = x3, from the conditional distribution of X3 given
thatX1 = x1 and X2 = x2
4. Continue generating samples in this manner for all Xn
In the case of two standard uniform (U(0, 1)) random variables U and V , with a
copula joint distribution C(u, v); first sample u from the marginal distribution U and
then sample v from the conditional distribution V , given U = u. From a practical
perspective the conditional distribution can be found by taking a partial derivative
with respect to the conditional variable. This is formulated by Nelsen [154] as:




For an analytical demonstration of the method take the simple copula form,
C(u, v) =
uv
1− (1− u)(1− v)
(65)







u+ v − uv
)2
(66)
and then calculate its inverse to find v.








The paired desired following the prescribed copula distribution is (u, v). Now it
is clear that the difficulty in analytical methods lies in taking the selected copula’s
derivative and then even more so in taking the inverse of that derivative. When
the complexity of the copula form makes analytical methods prohibitive, numerical
methods are needed. When employing numerical methods the algorithm for this
method is as follows:
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1. Generate standard uniformly distributed random variables u and t between 0
and 1




3. Calculate the quasi-inverse of the conditional distribution and set that equal to
v, v = c
(−1)
u (t)
4. The pair (u, v) is the desired sample
Numerical methods allow us to easily generate the required distributions and act
upon them to calculate the required function derivatives and inverses. The reason for
the presence of the uniform variable t is not always obvious, however after considering
that both u and v are random variables it becomes clear that setting a value for u
with the conditional distribution cu(v), does not immediately provide a fixed choice
for the value of v. Sampling a particular value of u from U yields a slice of the joint
distribution upon which v must lie. The uniform variable t specifies where along that
distribution v is located. The Conditional Distribution Method makes no limitations
on the types of copulas it can simulate. Two other numerical algorithms which are
specifically for Archimedean copulas are discussed in the next sections.
7.1.3.4 Simulation Algorithm 2
This algorithm is intended for Archimedean copulas created by generator functions,
φθ(t), via Eq 62. It is based upon work presented by Genest and Rivest [65] and is
summarized in Exercise 4.13 of Nelsen’s [154] text as follows:
1. Generate two independent uniform distributions s and t, between 0 and 1;
2. Set w = K
(−1)






3. Set u = φ[−1](sφ(w));
4. Set v = φ[−1]((1− s)φ(w));
5. The desired pair is (u, v)
The algorithm itself is simple enough to comprehend but in practical implemen-
tation several challenges arise which are both general to the method and specific to
the software package chosen. These will be commented on to aid the practitioner in
conducting simulations. The first step is to generate two uniform distributions be-
tween 0 and 1 representing the independent random variables s and t. Then calculate
KC for the random variable t as given by equation (68). In order to calculate this,
evaluate the value of the chosen generator function, φ, for each point in t, i.e. φ(t).
Then compute the derivative of the generator function, φ′(t). This can be done using
a native derivative function or by employing the basic definition of a derivative,





If it is not already an internal function, it is useful to to store the preferred method
of calculating the derivative as a function which can intake any data vector as an
argument. Then compute KC(t) which actually represents the x-intercept of the
tangent line to the curve produced by the generator function φ(t), as depicted by
Nelsen [154, section 4.3].
A practical note is that most software packages find vector manipulation much
more efficient than computing serially in loops, so it is recommended that the prac-
titioner maintain distribution data and subsequent calculations in vector form for
computational efficiency, particularly for high density simulations.
Next the inverse of KC(t) is calculated for every point in t. Graphically speaking
the inverse is simple to understand; it is the reflection of the function in the line y
= x. However numerically, it may be hard to implement this when a closed form
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solution is difficult to obtain or does not exist. The inverse can be computed by a
native inverse function or it can also be found using a simple interpolation function
which uses KC(t) as its input along with a linearly space vector to calculate the y
coordinates that correspond to the given x points. If the inverse function must be
created, then it is advisable to store it in a manner where it can be executed by
passing any data vector as an argument. This will be useful in the following steps.
Once K
(−1)
C (t) is found and set to the intermediate variable w, the random variable
u can be computed. To begin finding u first evaluate the generator function φ, for
each point in w, i.e. φ(w). Then multiply each element in the independent uniform
distribution s by φ(w), yielding a vector given by (sφ(w)). Next calculate φ of this
data vector. Then take the inverse of the resulting vector, φ(sφ(w)). This vector is
φ[−1](sφ(w)) and should be set equal to u.
The random variable v is similarly computed, with a slight difference in that φ(w)
is multiplied by 1− s, such that ((1− s)φ(w)). Then take the inverse of the resulting
vector, ((1− s)φ(w)). This vector is φ[−1]((1− s)φ(w)) and should be set equal to the
dependent random variable v. The desired pair of the simulation is (u, v) and follows
the joint distribution of the copula formed by the generator φθ.
The points contained in the correlated data vectors u and v should be plotted in
a scatter plot along with their marginal distributions (similar to Figs. 10-13). Since
u and v are dependent random variables their joint scatter plots will exhibit interest-
ing and correlated behavior based on the specific copula chosen and its dependence
structure. However the marginal distributions of u and v should still be uniform be-
tween 0 and 1. This is a basic test that the algorithm was executed correctly, so it is
important to examine the marginals of u and v for uniformity.
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7.1.3.5 Simulation Algorithm 3
This algorithm is also only for Archimedean copulas constructed from generator func-
tions, φθ(t), using Eq 62. It is based upon work from Genest and MacKay [64] and
is summarized in Exercise 4.14 of Nelsen’s [154] text as follows:
1. Generate two independent uniform distributions u and t, between 0 and 1;
2. Set w = φ
′[−1](φ(u)/t);
3. Set v = φ[−1](φ(w)− φ(u));
4. The desired pair is (u, v)
The first step is to generate two uniform distributions between 0 and 1 repre-
senting the independent random variables u and t. While maintaining all variables
in vector form for computational efficiency, use the chosen copula generator function
φ, to evaluate φ(u). Then divide the resulting vector by the independent uniform
distribution t. Since (φ(u)/t) is a ratio whose denominator is a random variable that
can take on small values, the practitioner is advised to be cautious of this quotient
generating infinity or non-numeric data points which can lead to errors in latter steps
of the algorithm, particularly when the inverse is calculated.
Once (φ(u)/t) has been screened for unwanted data entries, its derivative is cal-
culated using a native function or the derivative function constructed earlier follow-
ing Eq. (69). Next the inverse of the derivative is found which yields the vec-
tor φ
′[−1](phi(u)/t). This is set equal to an intermediate variable w, which will
be used to determine v. In order to do this evaluate φ(w) and φ(u) separately.
Then take their difference, (φ(w) − φ(u)), and calculate φ of that difference, i.e.
φ((φ(w) − φ(u))). Finally using the inverse function determine the inverse of this
vector which is φ[−1](φ(w) − φ(u)) and set it to the dependent random variable v.
The desired pair of the simulation is (u, v).
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The points contained in the correlated data vectors u and v should then be plotted
in a scatter plot displaying their joint distributions (similar to Figs. 10-13) along with
their marginal distributions. An important check that the algorithm was executed
correctly is to examine the marginal distributions for uniformity.
There are many different types of simulations that can be run with different gen-
erator functions from Table 32, using varying values of θ and number of points in
each simulation. Depending on the choice of the practitioner the resulting copulas
simulation can take many different forms.
It has been demonstrated how copulas functions can be simulated utilizing two
algorithms discussed in literature [154, 65, 64] and have provided the reader with
practical tools and guidance to conduct their own simulations.
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7.2 Appendix B: Discriminant Analysis Reports
7.2.1 Introduction
Discriminant analysis is a machine learning algorithm used to predict membership
in subgroups based on a given set of covariates. These covariate factors are used to
analyze the incoming copulas and assess which subgroup they belong to as they pass
through a CAST (CopulA Selection Tree) decision gate. The discriminant analysis
reports for all of the tested combinations of covariates at Decision Gate 1 are pre-
sented in this in main body of this work. This section of the appendix contains the
discriminant analysis reports for the remaining nine decision gates.
7.2.2 Decision Gate 2
Decision Gate 2 receives all copulas predicted as linear by Decision Gate 1 and tries
to determine if they are positively or negatively correlated. The objective metrics
available to the discriminant analysis algorithm at Decision Gate 2 are Pearson’s ρ,
Kendall’s τ , Spearman’s ρ, and Covariance (cov). Several experiments are conducted
to determine which covariate is the best discriminator to objectively determine the
subgroups leaving this decision gate. First each objective metric is tested individually,
beginning with Pearson’s ρ whose results are shown in Fig. 101.
This experiment gives 0 mislabeled copulas so Pearson’s ρ is a good discriminating
metric for this decision gate. For completeness the remaining objective metrics at this
decision gate are also tested. The results of Kendall’s τ are shown in Fig. 102.
This experiment gives 0 mislabeled copulas indicating that Kendall’s τ is also a
good discriminant for Decision Gate 2. Spearman’s ρ is tested next and its results
are shown in Fig. 103.
This experiment gives 0 mislabeled copulas indicating that Spearman’s ρ is also a
good discriminant for Decision Gate 2. Covariance (cov) is the final covariate to be
tested and its results are shown in Fig. 104.
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Figure 101: Discriminant analysis at Decision Gate 2 with Pearson’s ρ
This experiment gives 0 mislabeled copulas indicating that Covariance (cov) is also
a good discriminant for Decision Gate 2. All of the tested covariates are excellent
discriminators at this decision gate but only one is needed in the objective tree.
Kendall’s τ had the narrowest range on its canonical plot indicating greater sensitivity
in its metric values to predicting the proper subgroup for copulas leaving Decision
Gate 2. The threshold value is recorded and used to label copulas leaving Decision
Gate 2 as positive or negative and passed on to Decision Gate 6 and Decision Gate
7.
7.2.3 Decision Gate 3
Decision Gate 3 receives all copulas predicted as nonlinear by Decision Gate 1 and tries
to determine whether they have a linear Pareto frontier, a curved Pareto frontier, or an
evenly scattered joint distribution. The objective metrics available to the discriminant
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Figure 102: Discriminant analysis at Decision Gate 2 with Kendall’s τ
analysis algorithm at Decision Gate 3 are Avg Pareto Inverse Distance (d̄−1φ ), Pareto
Frontier Point Density (φ), Avg Inverse Distance (d̄−1). Each of these is tested with
single covariate discriminant analysis experiments to determine which is the best
discriminator for this decision gate. Avg Pareto Inverse Distance (d̄−1φ ) is tested first
and the results are shown in Fig. 105.
This experiment gives 1 mislabeled copula indicating that Avg Pareto Inverse
Distance (d̄−1φ ) is a good discriminator at this decision gate. Next Pareto Frontier
Point Density (φ) is tested and its discriminant analysis results are shown in Fig.
106.
This experiment gives 3 mislabeled copulas suggesting that Pareto Frontier Point
Density (φ) is not as good a discriminant as Avg Pareto Inverse Distance (d̄−1φ ) for
Decision Gate 3. Avg Inverse Distance (d̄−1) is the last single covariate to be tested
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Figure 103: Discriminant analysis at Decision Gate 2 with Spearman’s ρ
for this decision gate and its results are given in Fig. 107.
This experiment gives 10 mislabeled copulas indicating that Avg Inverse Distance
(d̄−1) is not a good discriminant on its own for Decision Gate 3. Next combinations
of covariates are tested to see if they can perform better than the single covariates.
The first combination tested is Avg Pareto Inverse Distance (d̄−1φ ) and Pareto Frontier
Point Density (φ). The results of this combined discriminant analysis run are shown
in Fig. 108.
This experiment gives 5 mislabeled copulas indicating that this combination is not
the best discriminator for Decision Gate 3. The next combination is Pareto Frontier
Point Density (φ) and Avg Inverse Distance (d̄−1). The results of this experiment are
given in Fig 109.
This experiment gives 5 mislabeled copulas indicating that Pareto Frontier Point
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Figure 104: Discriminant analysis at Decision Gate 2 with Covariance (cov)
Density (φ) and Avg Inverse Distance (d̄−1) are not a better combination than the
previous one. The last combination to be tested is Avg Inverse Distance (d̄−1) and
Avg Pareto Inverse Distance (d̄−1φ ). The results of this experiment are shown in Fig
110.
This experiment gives 4 mislabeled copulas suggesting that the Avg Inverse Dis-
tance (d̄−1) and Avg Pareto Inverse Distance (d̄−1φ ) combinations is better than the
other tested combinations, but not better than the single covariate Avg Pareto Inverse
Distance (d̄−1φ ). This will be saved and its threshold values recorded to be used as the
main discriminant in Decision Gate 3. Copulas leaving Decision Gate 3 are passed
to Decision Gate 4 and Decision Gate 5, or labeled as Leaf E if they are predicted as
being evenly scattered.
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Figure 105: Discriminant analysis at Decision Gate 3 with Avg Pareto Inverse Dis-
tance (d̄−1φ )
7.2.4 Decision Gate 4
Decision Gate 4 receives all copulas predicted as having a linear frontier by Decision
Gate 3 and tries to determine whether they have sparse or dense corner sampling be-
hind the Pareto frontier. The objective metrics available to the discriminant analysis
algorithm at Decision Gate 4 are Upper Density (σUpp), Pareto Corner Density (σφ),
and Pareto Frontier Point Density (φ). Each of these is tested with single covariate
discriminant analysis experiments to determine which is the best discriminator for
this decision gate. Upper Density (σUpp) is tested first and the results are shown in
Fig. 111.
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Figure 106: Discriminant analysis at Decision Gate 3 with Pareto Frontier Point
Density (φ)
This experiment gives 7 mislabeled copulas indicating that Upper Density (σUpp)
is not a good discriminant for this decision gate. The next covariate is Pareto Corner
Density (σφ) and discriminant analysis results are shown in Fig. 112.
This experiment gives 0 mislabeled copulas indicating that Pareto Corner Density
(σφ) is an excellent discriminator for Decision Gate 4. For completeness, Pareto
Frontier Point Density (φ) is also tested as a single covariate and its results are
shown in Fig. 113.
This experiment gives 1 mislabeled copula suggesting that Pareto Frontier Point
Density (φ) is a good discriminator for Decision Gate 4, but not as good as Pareto
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Figure 107: Discriminant analysis at Decision Gate 3 with Avg Inverse Distance (d̄−1)
Corner Density (σφ). The threshold value of Pareto Corner Density (σφ) is recorded
and used to label copulas leaving Decision Gate 4 as having sparse or dense Pareto
corner sampling. Sparse copulas are labeled as leaf C and dense copulas are labeled
as leaf D.
7.2.5 Decision Gate 5
Decision Gate 5 receives all copulas predicted as having a curved frontier by Decision
Gate 3 and tries to determine whether they have sparse or dense corner sampling be-
hind the Pareto frontier. The objective metrics available to the discriminant analysis
algorithm at Decision Gate 5 are Upper Density (σUpp), Pareto Corner Density (σφ),
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Figure 108: Discriminant analysis at Decision Gate 3 with Avg Pareto Inverse Dis-
tance (d̄−1φ ) and Pareto Frontier Point Density (φ)
and Pareto Frontier Point Density (φ). Each of these is tested with single covariate
discriminant analysis experiments to determine which is the best discriminator for
this decision gate. Upper Density (σUpp) is tested first and the results are shown in
Fig. 114.
This experiment gives 7 mislabeled copulas indicating that Upper Density (σUpp)
is not a good discriminant for this decision gate. The next covariate is Pareto Corner
Density (σφ) and discriminant analysis results are shown in Fig. 115.
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Figure 109: Discriminant analysis at Decision Gate 3 with Pareto Frontier Point
Density (φ) and Avg Inverse Distance (d̄−1)
This experiment gives 0 mislabeled copulas indicating that Pareto Corner Density
(σφ) is an excellent discriminator for Decision Gate 5. For completeness, Pareto
Frontier Point Density (φ) is also tested as a single covariate and its results are
shown in Fig. 116.
This experiment gives 7 mislabeled copulas suggesting that Pareto Frontier Point
Density (φ) is not a good discriminator for Decision Gate 5. Pareto Corner Density
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Figure 110: Discriminant analysis at Decision Gate 3 with Avg Inverse Distance (d̄−1)
and Avg Pareto Inverse Distance (d̄−1φ )
(σφ) is the best performing covariate in the experiments for this deicison gate. Its
threshold value is recorded and used to label copulas leaving Decision Gate 5 as
having sparse or dense Pareto corner sampling. Sparse copulas are labeled as leaf B
and dense copulas are labeled as leaf A.
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Figure 111: Discriminant analysis at Decision Gate 4 with Upper Density (σUpp)
7.2.6 Decision Gate 6
Decision Gate 6 receives all copulas predicted as negatively correlated by Decision
Gate 2 and tries to determine if their dependence structure is tail dependent or evenly
distributed. The objective metrics available to the discriminant analysis algorithm
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Figure 112: Discriminant analysis at Decision Gate 4 with Pareto Corner Density
(σφ)
at Decision Gate 6 are Avg Inverse Lower Distance (d̄−1Low), Avg Inverse Middle Dis-
tance (d̄−1Mid), and Avg Inverse Upper Distance (d̄
−1
Upp). Single covariate discriminant
analysis experiments are conducted to determine which is the best discriminator for
this decision gate, beginning with Avg Inverse Lower Distance (d̄−1Low). The results
are given in Fig. 117.
This experiment gives 0 mislabeled copulas indicating that Avg Inverse Lower
Distance (d̄−1Low) is a good discriminator for this decision gate. Avg Inverse Middle
Distance (d̄−1Mid) is tested next and its results are given in Fig. 118.
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Figure 113: Discriminant analysis at Decision Gate 4 with Pareto Frontier Point
Density (φ)
This experiment gives 0 mislabeled copulas indicating that Avg Inverse Middle
Distance (d̄−1Mid) is a good discriminator for this decision gate. Avg Inverse Upper
Distance (d̄−1Upp) is tested next and its results are given in Fig. 119.
This experiment gives 0 mislabeled copulas indicating that Avg Inverse Upper
Distance (d̄−1Upp) is also a good discriminator for Decision Gate 6. Since all of these
covariates performed well on the relatively small input sample of copulas from Decision
Gate 2, the best performing one will be selected. Avg Inverse Middle Distance (d̄−1Mid)
had the greatest R-squared value and highest probability of prediction amongst all
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Figure 114: Discriminant analysis at Decision Gate 5 with Upper Density (σUpp)
the covariates. Its threshold value is recorded and used to label copulas leaving
Decision Gate 6 as having tail dependent or evenly distributed joint distributions. Tail
dependent copulas are labeled as leaf G and evenly distributed copulas are labeled as
leaf F.
7.2.7 Decision Gate 7
Decision Gate 7 receives all copulas predicted as positively correlated by Decision
Gate 2 and tries to determine if their dependence structure is tail dependent or evenly
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Figure 115: Discriminant analysis at Decision Gate 5 with Pareto Corner Density
(σφ)
distributed. The objective metrics available to the discriminant analysis algorithm
at Decision Gate 7 are Avg Distance (d̄), Avg Lower Distance (d̄Low), Avg Middle
Distance (d̄Mid), Avg Upper Distance (d̄Upp), and Evenness Distribution (ε). Single
covariate discriminant analysis experiments are conducted to determine which is the
best discriminator for this decision gate, beginning with Avg Distance (d̄). These
results are given in Fig. 120.
This experiment gives 10 mislabeled copulas indicating that Avg Distance (d̄) is
not a good discriminator for this decision gate. Avg Lower Distance ( ¯dLow) is tested
next and these results are given in Fig. 121.
This experiment gives 12 mislabeled copulas indicating that Avg Lower Distance
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Figure 116: Discriminant analysis at Decision Gate 5 with Pareto Frontier Point
Density (φ)
(d̄Low) is not a good discriminator for Decision Gate 7. Avg Middle Distance (d̄Mid)
is tested next and its results are given in Fig. 122.
This experiment gives 6 mislabeled copulas indicating that Avg Middle Distance
(d̄Mid) is not a good discriminator for this decision gate. Avg Upper Distance (d̄Upp)
is tested next and its results are given in Fig. 123.
This experiment gives 11 mislabeled copulas indicating that Avg Upper Distance
324
Figure 117: Discriminant analysis at Decision Gate 6 with Avg Inverse Lower Distance
(d̄−1Low)
(d̄Upp) is a poor discriminator for this decision gate. Evenness Distribution (ε) is
tested next and its results are given in Fig. 124.
This experiment gives 0 mislabeled copulas indicating that Evenness Distribution
(ε) is a good discriminator for Decision Gate 7 and far superior to all the other
covariates tested for this decision gate. The threshold value of Evenness Distribution
(ε) is recorded and used to label copulas leaving Decision Gate 7 as having tail
dependent or evenly distributed joint distributions. Tail dependent copulas are passed
to Decision Gate 8 and evenly distributed copulas are labeled as leaf H.
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Figure 118: Discriminant analysis at Decision Gate 6 with Avg Inverse Middle Dis-
tance (d̄−1Mid)
7.2.8 Decision Gate 8
Decision Gate 8 receives all copulas predicted as tail dependent by Decision Gate 7
and tries to determine if their dependence structure exhibits narrow or wide tails.
The objective metrics available to the discriminant analysis algorithm at Decision
Gate 8 are Avg Lower Distance (d̄Low), Avg Middle Distance (d̄Mid), and Avg Upper
Distance (d̄Upp. Single covariate discriminant analysis experiments are conducted first
to determine which is the best discriminator for this decision gate, beginning with
Avg Lower Distance (d̄Low). The results are given in Fig. 125.
This experiment gives 5 mislabeled copulas indicating that Avg Lower Distance
(d̄Low) is not a good discriminator for this decision gate by itself. Avg Middle Distance
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Figure 119: Discriminant analysis at Decision Gate 6 with Avg Inverse Upper Dis-
tance (d̄−1Upp)
(d̄Mid) is tested next and its results are given in Fig. 126.
This experiment gives 5 mislabeled copulas suggesting that Avg Middle Distance
(d̄Mid) is not a good discriminator for this decision gate by itself. Avg Upper Distance
(d̄Upp) is tested next and its results are given in Fig. 127.
This experiment gives 1 mislabeled copula indicating that Avg Upper Distance
(d̄Upp) is a good single covariate discriminator for this decision gate. Combinations
of these covariates are tested next to see if they can perform better than Avg Upper
Distance (d̄Upp) by itself. The first combination tested is Avg Lower Distance (d̄Low)
and Avg Middle Distance (d̄Mid). The results are given in Fig. 128.
This experiment gives 5 mislabeled copulas indicating that Avg Lower Distance
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Figure 120: Discriminant analysis at Decision Gate 7 with Avg Distance (d̄)
(d̄Low) and Avg Middle Distance (d̄Mid) are not a good combination of covariates
to predict membership at Decision Gate 8. The next combination is Avg Middle
Distance (d̄Mid) and Avg Upper Distance (d̄Upp). The results are given in Fig. 129.
This experiment gives 2 mislabeled copula indicating that Avg Middle Distance
(d̄Mid) and Avg Upper Distance (d̄Upp) are not a good combination of covariates to
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Figure 121: Discriminant analysis at Decision Gate 7 with Avg Lower Distance (d̄Low)
predict membership at Decision Gate 8. The next combination is Avg Lower Distance
(d̄Low) and Avg Upper Distance (d̄Upp). The results are given in Fig. 130.
This experiment gives 1 mislabeled copula indicating that Avg Lower Distance
(d̄Low) and Avg Upper Distance (d̄Upp) are a good combination of covariates to predict
membership at Decision Gate 8. Comparing with Avg Upper Distance (d̄Upp) as
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Figure 122: Discriminant analysis at Decision Gate 7 with Avg Middle Distance
(d̄Mid)
a single covariate, the combination of Avg Lower Distance (d̄Low) and Avg Upper
Distance (d̄Upp) has a higher R-squared value and a better probability of prediction
so it will be chosen as the best discriminator for Decision Gate 8. The threshold values
of Avg Lower Distance (d̄Low) and Avg Upper Distance (d̄Upp) are recorded and used
to label copulas leaving Decision Gate 8 as having narrow or wide tail dependence.
Wide tail dependent copulas are passed to Decision Gate 9 and narrow tail dependent
copulas are passed to Decision Gate 10.
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Figure 123: Discriminant analysis at Decision Gate 7 with Avg Upper Distance (d̄Upp)
7.2.9 Decision Gate 9
Decision Gate 9 receives all copulas predicted as having narrow tail dependence by
Decision Gate 8 and tries to determine if their dependence structure exhibits left,
right, or both tail dependence. The objective metrics available to the discriminant
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Figure 124: Discriminant analysis at Decision Gate 7 with Evenness Distribution (ε)
analysis algorithm at Decision Gate 9 are Avg Distance (d̄), Avg Lower Distance
(d̄Low), Avg Middle Distance (d̄Mid), Avg Upper Distance (d̄Upp), and Upper to Lower
Ratio (υ). Single covariate discriminant analysis experiments are conducted first to
determine which is the best discriminator for this decision gate, beginning with Avg
Distance (d̄). The results are given in Fig. 131.
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Figure 125: Discriminant analysis at Decision Gate 8 with Avg Lower Distance (d̄Low)
This experiment gives 5 mislabeled copulas indicating that Avg Distance (d̄) is
not a good discriminator for this decision gate by itself. Avg Lower Distance (d̄Low)
is tested next and its results are given in Fig. 132.
This experiment gives 4 mislabeled copulas suggesting that Avg Lower Distance
(d̄Low) is not a good discriminator for this decision gate by itself. Avg Middle Distance
(d̄Mid) is tested next and its results are given in Fig. 133.
This experiment gives 7 mislabeled copulas suggesting that Avg Middle Distance
(d̄Mid) is not a good discriminator for this decision gate by itself. Avg Upper Distance
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Figure 126: Discriminant analysis at Decision Gate 8 with Avg Middle Distance
(d̄Mid)
(d̄Upp) is tested next and its results are given in Fig. 134.
This experiment gives 5 mislabeled copulas indicating that Avg Upper Distance
(d̄Upp) is not a good single covariate discriminator for this decision gate by itself.
Upper to Lower Ratio (υ) is tested next and its results are given in Fig. 135.
This experiment gives 0 mislabeled copulas indicating that Upper to Lower Ratio
(υ) is a good single covariate discriminator for this decision gate. It is far superior to
all the other covariates tested and is selected as the best discriminator for Decision
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Figure 127: Discriminant analysis at Decision Gate 8 with Avg Upper Distance (d̄Upp)
Gate 9. The threshold values of Upper to Lower Ratio (υ) are recorded to delineate the
three subgroups leaving Decision Gate 9 as having left, right, or both tail dependence.
Left tail dependent copulas are labeled as Leaf I, right tail dependent copulas are
labeled as Leaf J, and both tail dependent copulas are labeled as Leaf K.
7.2.10 Decision Gate 10
Decision Gate 10 receives all copulas predicted as having wide tail dependence by
Decision Gate 8 and tries to determine if their dependence structure exhibits left,
right, or both tail dependence. The objective metrics available to the discriminant
analysis algorithm at Decision Gate 10 are Avg Distance (d̄), Avg Lower Distance
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Figure 128: Discriminant analysis at Decision Gate 8 with Avg Lower Distance (d̄Low)
and Avg Middle Distance (d̄Mid)
(d̄Low), Avg Middle Distance (d̄Mid), Avg Upper Distance (d̄Upp), and Upper to Lower
Ratio (υ). Single covariate discriminant analysis experiments are conducted first to
determine which is the best discriminator for this decision gate, beginning with Avg
Distance (d̄). The results are given in Fig. 136.
This experiment gives 5 mislabeled copulas indicating that Avg Distance (d̄) is
not a good discriminator for this decision gate by itself. Avg Lower Distance (d̄Low)
is tested next and its results are given in Fig. 137.
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Figure 129: Discriminant analysis at Decision Gate 8 with Avg Middle Distance
(d̄Mid) and Avg Upper Distance (d̄Upp)
This experiment gives 1 mislabeled copula suggesting that Avg Lower Distance
(d̄Low) is a good discriminator for this decision gate. Avg Middle Distance (d̄Mid) is
tested next and its results are given in Fig. 138.
This experiment gives 6 mislabeled copulas suggesting that Avg Middle Distance
(d̄Mid) is not a good discriminator for this decision gate by itself. Avg Upper Distance
(d̄Upp) is tested next and its results are given in Fig. 139.
This experiment gives 6 mislabeled copulas indicating that Avg Upper Distance
(d̄Upp) is not a good single covariate discriminator for this decision gate by itself.
Upper to Lower Ratio (υ) is tested next and its results are given in Fig. 140.
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Figure 130: Discriminant analysis at Decision Gate 8 with Avg Lower Distance (d̄Low)
and Avg Upper Distance (d̄Upp)
This experiment gives 0 mislabeled copulas indicating that Upper to Lower Ratio
(υ) is a good single covariate discriminator for this decision gate. It is far superior to
all the other covariates tested and is selected as the best discriminator for Decision
Gate 10. The threshold values of Upper to Lower Ratio (υ) are recorded to delin-
eate the three subgroups leaving Decision Gate 10 as having left, right, or both tail
dependence. Left tail dependent copulas are labeled as Leaf L, right tail dependent
copulas are labeled as Leaf M, and both tail dependent copulas are labeled as Leaf
N.
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Figure 131: Discriminant analysis at Decision Gate 9 with Avg Distance (d̄)
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Figure 132: Discriminant analysis at Decision Gate 9 with Avg Lower Distance (d̄Low)
7.3 Appendix C: Utility Theory
7.3.1 Utility Function Properties
Utility is a relative concept to each decision maker, not an absolute one. Based on the
possible consequences in their problem, a decision maker can create their utility scale
and unit of measure by choosing a minimum and maximum point relative to two of the
consequences in their set. Then they can assess the remaining consequences relative
to these two defined utilities. Keeney and Raiffa [105] explain that if x1, x2, ..., xn
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Figure 133: Discriminant analysis at Decision Gate 9 with Avg Middle Distance
(d̄Mid)
are possible consequences, x∗ is the most desribale consequence, and x0 is the least
desirable consequence, then the a common utility scale to use is u(x∗) = 1 and
u(x0) = 0. Then the decision maker should assess all the other possible consequences,
x, in their set relative to these points by determining the probability π such that the
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Figure 134: Discriminant analysis at Decision Gate 9 with Avg Upper Distance (d̄Upp)
decision maker is indifferent between x and the lottery,
u(x) = πu(x∗) + (1− π)u(x0) = π (70)
which gives π chance at x∗ and a 1 − π chance at x0. In addition the utility of
x must equal the expected utility of the lottery, so Eq. 70 can be set equal to the
assessed probability π of each of the consequences. This direct assessment technique
can be difficult to complete in cases where there are many possible consequences. In
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Figure 135: Discriminant analysis at Decision Gate 9 with Upper to Lower Ratio (υ)
those cases it is recommended to assess the utilities of a few different points directly,
and then fit a generic utility function curve to these assessed points. The shape and
functional form of the curve is based in large part on the decision maker’s attitude
towards risk.
7.3.1.1 Monotonicity
Monotonicity is often a reasonable characteristic of many attributes and hence a
useful property of utility functions. For example when judging monetary assets, most
decision makers prefer a larger amount to a smaller amount and this is reflected by
monotonically increasing utility functions. If X is a set of monetary assets and u is
their utility function, we expect to see the consistency given by,
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Figure 136: Discriminant analysis at Decision Gate 10 with Avg Distance (d̄)
[x1 > x2]⇔ [u(x1) > u(x2)] (71)
Utility functions can also be monotonically decreasing by transforming the at-
tribute scale. This can be done by taking a difference relative to some baseline value
and using the resulting scale to assess decreasing utility. Utility functions do not have
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Figure 137: Discriminant analysis at Decision Gate 10 with Avg Lower Distance
(d̄Low)
to be monotonic, but as a result they can not prescribe to some basic properties of
general utility functions. These include not having a unique certainty equivalent, no
risk premium, and the first derivative will be zero for at least one value of x. Keeney
and Raiffa [105] recommended a method of dealing with nonmonotonic utility func-
tions by decomposing the range of the given attribute into intervals such that each
interval is monotonic, and treat each interval individually. Further information on
nonmonotonic utility functions can be found in chapter 4 of their text.
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Figure 138: Discriminant analysis at Decision Gate 10 with Avg Middle Distance
(d̄Mid)
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Figure 139: Discriminant analysis at Decision Gate 10 with Avg Upper Distance
(d̄Upp)
7.3.1.2 Certainty Equivalent
A fundamental concept of utility theory is that of the certainty equivalent, which is
explained in detail by Keeney and Raiffa (1976) in their informative text, Decisions
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Figure 140: Discriminant analysis at Decision Gate 10 with Upper to Lower Ratio
(υ)
with Multiple Objectives. A certainty equivalent of a lottery is an amount x, such
that the decision maker is indifferent between the lottery outcome and the amount x
for certain. Certainty equivalent is a unique value for monotonic utility functions. 2
lotteries are strategically equivalent if they have the same certainty equivalent. For
linear utility functions, the certainty equivalent is equal to the expected consequence
of the lottery. An important property of the exponential utility function is that if all
the consequences of a lottery are increased by a fixed amount, the certainty equivalent
is also increased by that same amount. This idea is useful for evaluating certainty
equivalents of similar lotteries, as explained in Theorem 4.2 of their text.
The certainty equivalent is a fundamental concept in utility theory and has many
uses including the assessment of utility functions. Fortunately it is also a simple
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notion to understand, as explained by Keeney and Raiffa [105]. Given a lottery that
has multiple consequences x1, x2, ..., xn, with probabilities p1, p2, ..., pn, respectively,
the uncertain consequence (i.e., a random variable) of the lottery is denoted x̃, and
the expected consequence of the lottery is x̄. The expected value of the lottery is
written as









Using these concepts, the certainty equivalent of this lottery is an amount x̂ which
makes the decision maker indifferent between choosing the lottery and the amount x̂
for certain. Mathematically the utility of x̂ is written
u(x̂) = E[u(x̃)] (74)
and the certainty equivalent x̂ is given by
x̂ = u−1(Eu(x̃)) (75)
There are a couple of important points to note regarding the certainty equivalent.
First is that certainty equivalent will take on a single unique value for monotonic
utility functions. Secondly the certainty equivalent can be written in integral form
when the consequences of a lottery are expressed by a probability density function
f , rather than by individual consequences. In that case the expected consequence of
the lottery, x̄ is written as




and the utility of the certainty equivalent is given by
u(x̂) = E[u(x̃)] =
∫
u(x)f(x)dx. (77)
Two lotteries are strategically equivalent if they have the same certainty equiv-
alent. For linear utility functions, the certainty equivalent is equal to the expected
consequence of the lottery. An important property of the exponential utility func-
tion is that if all the consequences of a lottery are increased by a fixed amount, the
certainty equivalent is also increased by that same amount. This idea is useful for
evaluating certainty equivalents of similar lotteries, as explained in Theorem 4.2 of
their text [105].
7.3.1.3 Utility and Risk
In utility theory, risk attitudes are reflected in the shape of utility functions. A deci-
sion maker’s feelings towards taking chances (e.g., entering a lottery) will determine
how their utility function looks. To understand this it is necessary to discuss lotteries
and expectations. Consider a lottery with only two consequences, x1 and x2 with
equal probability. The expected consequence of the lottery, x̄, is given by (x1 +x2)/2.
If a decision maker was asked to choose between receiving the expected consequence
x̄ for sure or enter the lottery and assume its inherent risk, and they chose x̄ instead
of the lottery, they would be risk averse. This is because they prefer the certain
consequence x̄ over assuming the risk involved in the lottery. Keeney and Raiffa [105]
define a decision maker as risk averse if they always prefer the expected consequence
of any nondegenrate lottery (a lottery where no single consequence has a probability
1 of occurring) to that lottery itself.
Another way to understand this concept is to examine the lottery in terms of
utility. It was mentioned earlier that expected utility of a lottery can also be written
as E[u(x̃)]. Since a risk averse decision maker always prefers the expected consequence
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of a lottery E(x̃ over the lottery itself, it means that their utility of the expected
consequence, is always greater than the utility of the lottery:
u[E(x̃)] > E[u(x̃)] (78)
The lack of willingness to take the risk of the lottery implies that this decision
maker’s utility function is concave. Keeney and Raiffa [105] provide a proof of this
statement, but it suffices here to understand that concave utility functions (e.g.,
u(x) = ln(2x)) indicate that the decision maker is risk averse.
The opposite of a risk averse decision maker is a risk prone decision maker. This
is a decision maker who always prefer a non-degenerate lottery to the expected con-
sequence of that lottery. Their utility of the expected consequence, u[E(x̃)], is always
less than the utility of the lottery:
u[E(x̃)] < E[u(x̃)] (79)
The willingness of this decision maker to always enter the lottery implies that
their utility function is convex. A proof for this statement is also provided by Keeney
and Raiffa [105], but here it is sufficient to understand that convex utility functions
(e.g., u(x) = 2x2)) belong to risk prone decision makers.
A risk neutral decision maker is the remaining type of decision maker. These
decision makers are indifferent towards choosing between the expected consequence
for sure and entering the lottery. For them, the utility of the expected consequence,
u[E(x̃)], is equal to the utility of the lottery:
u[E(x̃)] = E[u(x̃)] (80)
These decision makers have linear utility functions, e.g., u(x) = 2x.
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7.3.1.4 Risk Premium
Another concept related to risk in lotteries is that of the risk premium. For increasing
utility functions, the risk premium, RP , of a lottery, x̃ is defined as the expected value
of the lottery, x̄, minus its certainty equivalent, x̂. With the definitions mentioned
previously, this can be found by
RP (x̃) = x̄− x̂ = E(x̃)− u−1(Eu(x̃) (81)
For increasing utility functions, A decision maker is risk averse if their risk pre-
mium is positive for all nondegenerate lotteries. The risk premium can also be thought
of as the amount of the particular attribute in question, that the decision maker is
willing to forgo from the average (expected consequence, x̄) to avoid the risks associ-
ated with the lottery.
7.3.1.5 Measure of Risk Aversion
It is important to distinguish utility functions and be able to tell when one decision
maker is more or less prone to risk. One might think that the degree of concavity
is a good measure of risk aversion, however this is not true. This can be seen by
examining some simple but different exponential utility functions which can have
the using different second derivatives, yet their risk premium is the same. This is
because utility functions that are positive linear transformations of one another are
strategically equivalent, and their second derivatives do not reveal further information
about their risk aversion. However the sign of the second derivative will tell us if the
utility function is concave (negative for all x) or convex (positive for all x). As
mentioned earlier this can tell us if the decision maker is risk averse (concave utility
function) or risk prone (convex utility function). Using this idea Keeney and Raiffa
[105] provide a risk aversion function which is a proper measure of how risk averse a
decision maker is for increasing utility functions. They give the local risk aversion,
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They state the risk aversion function maintains only the relevant information
about the utility function in terms of its risk properties. Additionally they state that
a decision maker is constantly risk averse if r is a positive constant for all x, risk
neutral if r is zero, and risk constantly risk prone if r is a negative constant for all x.
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7.4 Appendix D: Ranking and selection method for uncer-
tain populations
7.4.1 Two Stage Ranking and Selection
The Two Stage Ranking and selection procedure was originally developed by Dudewicz
and Dalal (1975) and was expounded upon by Rinott (1978). This a technique for
comparing the means of normally distributed populations. The inherent randomness
in the random variables and probability distributions produces results, which if we
select from amongst, we can never be absolutely sure we chosen the best one. This
procedure enables us to specify the probability with which we can select the right
system (Correct Selection) that is close enough to the actual best system but within
a specified indifference value. In the first stage make a fixed number of replications
of all systems. Then we use the resulting variance estimates to determine how many
more replications from each system are necessary in a second stage to make a decision
with the specified constraints (probability of correct selection and indifference value
from best system). Must be assumed that the random variables representing the
systems are normally distributed. If number of micro replications (individual system
replications) is large enough, about 20, then central limit theorem yields approximate
normality (Goldsman et. al. 1991, sec 3.2). This procedure does not need to know the
system variances and the variances dont have to be the same. The smaller (tighter)
the indifference zone, the greater the amount of sampling required from each alterna-
tive (Goldsman et. al. 1991). The larger the variance of a system in the first stage,
the more replications are necessary in the second stage to ensure a proper selection.
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