In many longitudinal studies, it is of interest to characterize the relationship between a time-to-event (e.g. survival) and several time-dependent and time-independent covariates. Time-dependent covariates are generally observed intermittently and with error. For a single time-dependent covariate, a popular approach is to assume a joint longitudinal data-survival model, where the time-dependent covariate follows a linear mixed effects model and the hazard of failure depends on random effects and timeindependent covariates via a proportional hazards relationship. Regression calibration and likelihood or Bayesian methods have been advocated for implementation; however, generalization to more than one time-dependent covariate may become prohibitive. For a single time-dependent covariate, Tsiatis and Davidian (2001) have proposed an approach that is easily implemented and does not require an assumption on the distribution of the random effects. This technique may be generalized to multiple, possibly correlated, time-dependent covariates, as we demonstrate. We illustrate the approach via simulation and by application to data from an HIV clinical trial.
INTRODUCTION
In longitudinal studies, information is collected on a time-to-event (e.g. 'survival') and time-dependent and time-independent covariates. A routine objective is to model the association between these covariates and survival, usually in the framework of the proportional hazards model (Cox, 1972) . True values of the time-dependent covariates at each unique failure time are required for implementation; however, these are collected intermittently and are subject to error.
Such modeling is often carried out to identify time-independent and -dependent covariates associated with prognosis. An additional goal may be to assess the value of time-dependent covariates as potential surrogate markers (Prentice, 1989) , often accomplished by examining the interrelationship between timedependent covariates and treatment effect. These objectives are common in the analysis of HIV clinical trials. An example is AIDS Clinical Trials Group (ACTG) 175, a randomized clinical trial to compare zidovudine alone, zidovudine plus didanosine, zidovudine plus zalcitabine, or didanosine alone, in HIVinfected subjects (Hammer et al., 1996) . Between December 1991 and October 1992, 2467 subjects were recruited and followed until November 1994. CD4 and CD8 counts, both reflections of immune status, were measured for each participant about every 12 weeks after randomization, and the time-to-event endpoint was time to progression to AIDS or death. The focus of the study was to carry out treatment comparisons; subsequently, an objective was to elucidate the relationship between prognosis and CD4 and CD8 and to investigate these measures as potential surrogate markers.
Because of the complication of intermittent, error-prone time-dependent covariates, early approaches imputed their values at each failure time by what are now regarded as naive methods. These include 'last value carried forward', which substitutes the last covariate value prior to the failure time, and 'naive regression', where least-squares estimates based on each subject's entire longitudinal profile are substituted. Such methods may perform adequately in some situations (e.g. Raboud et al., 1993) , but can lead to biased and misleading inference on the Cox model parameters (Prentice, 1982; Tsiatis and Davidian, 2001 ) and biased estimates of treatment effects and thus erroneous conclusions on surrogacy (Dafni and Tsiatis, 1998) .
A popular approach for a single time-dependent covariate assumes that the longitudinal covariate data follow a linear mixed-effects model and that the hazard depends both on the random effects and other time-independent covariates through a proportional hazards relationship. One strategy for implementation of these 'joint models' is a two-stage, 'regression calibration' technique (Carroll et al., 1995) , where the mixed model is fitted to data at each risk set under normality assumptions and ensuing best linear unbiased predictors are used to impute covariate values at each failure time (e.g. Pawitan and Self, 1993; Tsiatis et al., 1995; Bycott and Taylor, 1998; Dafni and Tsiatis, 1998) . This method reduces bias relative to naive approaches but may still give erroneous results (Tsiatis and Davidian, 2001 ). An alternative approach yielding sound inferences is to base estimation on the joint likelihood of the survival and longitudinal data under parametric (normal) assumptions on the random effects (e.g. DeGruttola and Tu, 1994; Wulfsohn and Tsiatis, 1997; Faucett and Thomas, 1996; Henderson et al., 2000; Xu and Zeger, 2001a) . Generalization to multiple time-dependent covariates is complicated by the need to model the joint relationship among all covariates and the computational burden of potentially high-dimensional integration for likelihood and Bayesian approaches. Moreover, these methods rely on normality or other parametric assumptions for the random effects. Hu et al. (1998) proposed likelihood methods under weakening of this assumption for a single error-prone time-independent covariate, but adaptation to multiple time-dependent covariates would suffer the same drawbacks as above. Tsiatis and Davidian (2001) proposed for such joint models a semiparametric conditional score estimator for the parameters in the hazard relationship in the case of a single time-dependent covariate and time-independent covariates. The random effects are treated as nuisance parameters for which a sufficient statistic may be derived, and a set of estimating equations based on conditioning on the sufficient statistic may be deduced that remove the dependence on the random effects. The estimators are consistent and asymptotically normal and yield unbiased and reliable inferences on the parameters of the Cox model in finite samples. No assumption need be made on the distribution of the random effects, and the estimator is fast and simple to compute.
These features make generalization to multiple covariates an attractive alternative. This is not trivial, however, as different covariates may be recorded on different schedules by happenstance or design and may be subject to errors that are correlated. In Section 2, we define a joint longitudinal-survival model with multiple time-dependent and time-independent covariates. The generalization of the conditional score approach is derived in Section 3, and in Section 4 we remark on large-sample properties. Section 5 presents an analysis of the ACTG 175 data, showing the utility of this method in the evaluation of several potential surrogate markers. Section 6 demonstrates the performance of the method via simulation. (u) , k = 1, . . . , K , denote K time-dependent covariates at time u, and let the r -dimensional vector Z i denote r time-independent covariates for subject i. We assume each covariate process X ik (u) satisfies
where f k (u) is a (q k × 1) vector of functions of u, α ik is a (q k × 1) random effect, and f k and α ik may be different for each k. This allows flexibility in representing the time trajectory of each covariate via polynomial or spline models, e.g.
The covariate processes X ik (u) are not observed directly; rather, longitudinal measurements W ik (t ik j ) on the kth covariate are taken at times t ik j , j = 1, 2, . . . , m ik , for each i, where
and e ik j are normally distributed mean-zero 'errors' with variance σ kk that may reflect both biological variation and measurement error. Thus, (2) with (1) is a linear mixed-effects model, and X ik (u) may be regarded as the 'inherent' trajectory for subject i and covariate k. We assume that the available measurements are sufficiently separated in time that serial correlation associated with within-subject biological variation is negligible; however, for the hazard formulation given below, this could be relaxed. We allow measurements on different covariates at the same time to be correlated. More formally, noting that j indexes measurement times separately for each k, we may write for k, k = 1, . . . , K , j = 1, . . . , m ik , and j = 1, . . . , m ik , cov(e ik j , e ik j ) = σ kk I (t ik j = t ik j ). Here σ kk is the covariance between errors from covariates k and k measured at the same time point, reflecting correlation of components of within-subject biological variation, the measurement error, or both; this formulation subsumes the case σ kk = 0 for all k = k . Ordinarily, measurement errors across k might be thought of as uncorrelated; however, we allow the possibility that some covariate measurements may be derived from a common blood sample or measuring technique, e.g. CD4 and CD8.
Let 
is normal with covariance matrix depending only on m i and the parameters σ kk . The α ik may be correlated across k; however, this will be of no consequence in the sequel. Likewise, no distributional assumption is placed on the α i , nor is one needed.
A proportional hazards regression model is assumed for the relationship between the hazard of failure and the covariates; that is, the hazard for subject i is
Here, λ 0 (u) is an unspecified baseline hazard function; G(u, α i ) is a (s × 1) vector whose elements are functions of u and α i ; γ and η are (s × 1) and (r × 1), respectively; t i (u) = (t ik j u; k = 1, . . . , K ) denotes the observation times up to and including u; and e i (u) = (e ik j : t ik j u; k = 1, . . . , K ). Equation (3) makes explicit the assumption that censoring, timing of measurements, and covariate errors are noninformative. Interest focuses on estimation of γ and η.
The vector G(u, α i ) allows flexibility in modeling the hazard relationship. For example, for
Here, dependence of the hazard on α i is linear. Alternatively, the dependence could be nonlinear; for X i1 (u) and X i2 (u) in (4) and
The representation in (3) also accommodates models involving interactions between covariates and time, which are useful for assessing the relevance of the proportional hazards assumption as suggested by Fleming and Harrington (1991, p. 173 ) and demonstrated in Section 5. To illustrate, for the representations of covariates in (4), the hazard relationship linear in the α i given by
may be expressed as The hazard formulation in (3) assumes that the survival distribution depends on the time-dependent covariates only through random effects that characterize the individual 'inherent trajectories'. An alternative modeling strategy would be to decompose the 'error' in (2) into components associated with serially correlated biological variation and measurement error and to assume the hazard depends both on random effects and biological variation (e.g. Henderson et al., 2000) . Specification of the hazard would be guided by subject-matter considerations.
CONDITIONAL SCORE ESTIMATOR
Assume initially that G(u, α i ) = G(u)α i . The derivation of the proposed estimator follows the same reasoning as in Tsiatis and Davidian (2001) , motivated by the conditional score method of Stefanski and Carroll (1987) , but is complicated by multiple covariates measured at possibly different times. Letα ik (u) be the ordinary least-squares estimator of α ik based on all the longitudinal data measured before time u for the kth covariate for subject i, that is, based on t ik (u) = (t ik j u). In order to obtainα ik (u) for each k, i must have at least q k measurements on the kth covariate; thus, letting m ik (u) denote the number of time points in t ik (u) , to ensure estimation of α ik at u is possible for all k = 1, . . . , K , we require m ik (u) q k for each k. Let the counting process increment be dN
denote the 'at risk' process; and define ω = {σ kk : k k }, the distinct parameters characterizing the variances and covariances of the errors. and dN i (u) and G(u)α i (u) are conditionally independent, from whence it may be shown that the conditional likelihood of
where
is a complete sufficient statistic for α i , which suggests that conditioning on S i (u, γ, ω) would remove the dependence on α i . Hence, the conditional hazard
} may be shown to be equal to
From these developments, we may apply the same reasoning as in Tsiatis and Davidian (2001) to deduce the conditional score estimating equations for γ and η, given by
where u, γ, η, ω) . When none of the K covariates is error-prone, (7) reduces to the usual score equations for the maximum partial likelihood estimator of Cox (1975) .
The above developments rely on G(u, α i ) = G(u)α i , so that the predictor in the hazard depends linearly on α i and G(u)α i (u) is exactly normally distributed. For G(u, α i ) that may be nonlinear in α i , we propose invoking a linear approximation. By the delta method, G{u,α i (u)} is asymptotically normally distributed with mean G(u, (7) to obtain estimating equations for general G(u, α i ). We evaluate the performance of this approximation in Section 6.
LARGE-SAMPLE PROPERTIES
Generally ω is unknown; however, under our assumptions, it may be estimated based on least-squares fits to all the data on each covariate for each subject when possible (i.e. m ik > q k ). It is shown in the Appendix that an unbiased estimator for ω isω, with element σ kk estimated bŷ
where R ik , A * ikk , P ik , and m ikk are defined in the Appendix.
and ψ i (ω) is a vector with the elements
By arguments similar to those in Tsiatis and Davidian (2001) , the estimatorτ = (γ T ,η T ,ω T ) T solving these equations is consistent and asymptotically normal. An estimator for the variance ofτ is the sandwich matrix
APPLICATION TO AIDS CLINICAL TRIALS GROUP 175
To demonstrate the utility of the methods for investigating associations among multiple timedependent covariates and clinical endpoint and for elucidating the joint role of multiple covariates as potential surrogate markers, we apply the methods to the ACTG 175 data. As discussed by Xu and Zeger (2001b) , there is scientific rationale for considering several time-dependent covariates simultaneously. The association between covariates and endpoint may reflect underlying mechanisms whose elucidation may enhance understanding of the disease and allow better prediction. Moreover, it may be fruitful to consider several covariates in evaluating surrogacy. Because of time and cost issues, interest has focused on identifying surrogate markers that could be substituted for the clinical endpoint in evaluation of treatment efficacy. According to Prentice (1989) , (i) a surrogate marker should be prognostic for clinical outcome and (ii) the risk of progression given the marker should be independent of treatment. As Xu and Zeger (2001b) point out, associations with several covariates may reflect multiple biological pathways of treatment action. Even in the case where there is a single, predominant pathway, it may be characterized more effectively with more than one covariate.
These considerations suggest it would be advantageous to be able to entertain different models for the relationship between several time-dependent covariates and prognosis. An appealing feature of the conditional score approach is computational ease and speed, even for a large data set such as that for ACTG 175. The fit of each model in the analyses below took only a few minutes, demonstrating the feasibility of screening numerous, complex models in practice.
For the ACTG 175 data, we focus on features of the time trajectories of CD4 and CD8 (count per cubic millimeter) in combination and their association with the clinical endpoint (progression to AIDS or death) and their potential combined surrogacy. There were 308 events, with on average, 8.2 CD4 and 8.1 CD8 measurements per subject. CD4 was available with CD8 in all but two cases. The original analysis (Hammer et al., 1996) found zidovudine alone to be inferior to the other three therapies; thus, for simplicity, we consider two treatment groups, zidovudine alone and the combination of the other three therapies, and let Z i = I (treatment = zidovudine). Figure 1 presents CD4 and CD8 profiles for 10 randomly selected subjects and shows an apparent initial increase in both measures, with a peak at week 12, followed by a decline. Because only nine events occurred before week 12, for simplicity, we consider the data including and after week 12.
To achieve approximate within-subject normality and constant variance of CD4 and CD8 measurements, it is customary to transform these measures. We investigated several transformations, including square-, cube-, fourth-root, and logarithmic. Here, we report on results using base-10 logarithmic transformation for CD4 and CD8; use of base-10 logarithm is standard in the medical literature. The results for other transformations are qualitatively similar to those reported below. Fig. 1. Trajectories of log CD4 and log CD8 for 10 randomly selected subjects. The same type line is used for each subject in each panel.
Here, K = 2. From Figure 1 , both log CD4, with inherent trajectory X i1 (u) and log CD8, with inherent trajectory X i2 (u), seem to follow approximate straight-line relationships X ik (u) = α ik0 + α ik1 u, k = 1, 2, after week 12. To assess if such simple linear mixed-effects models suffice to represent inherent log CD4 and log CD8, we investigated formally whether a quadratic relationship as in (4) provides a better characterization using a conditional F-test, which is in the spirit of leaving the distribution of the α ik , k = 1, 2, unspecified. That is, for each k, letting W ik denote the vector of log-transformed measurements for subject i, we regarded the α ik , i = 1, . . . , n, as fixed parameters in an overall model for W ik , i = 1, . . . , n, and fitted the linear ('reduced') and quadratic ('full') versions of the model by ordinary least squares using the data for subjects with m ik > 3 observations. We then constructed the usual F-statistic based on the error sums of squares for the 'full' and 'reduced' models. As discussed in the Appendix, under our assumption on the conditional distribution of e i given (T i , C i , α i , t i , m i ), the estimators for the variance σ kk for each k will be unbiased. Thus, because the usual F-statistic is a function of this estimator for each k, the resulting test should have the usual properties. In particular, letting N k and n k denote the total number of observations and total number of subjects with m ik > 3, the test statistic under the null hypothesis ('reduced' model) and normal errors has an F distribution with (n k , N k − 3n k ) degrees of freedom. Because N k and n k are large, the appropriate critical value is virtually 1. For log CD4 (k = 1) and log CD8 (k = 2), the statistics are 2.576 and 1.854, respectively, suggesting that the quadratic model (4) provides a better characterization for each, leading us to adopt this model for both log CD4 and log CD8. Figure 2 shows Q-Q plots of studentized residuals for each quadratic model fit. Under our assumptions on the conditional distribution of e i , these residuals should have the usual linear model properties for each k, so should reflect deviation from normality in the conventional manner. The plots suggest that the error distribution may be short-tailed relative to the normal but symmetric. Although the derivation of Section 3 requires the errors e ik j to be normally distributed, evidence in Section 6 shows that the conditional score method is not affected by short-tailed error distributions. The sample correlation coefficient for studentized residuals of log CD4 and log CD8 is 0.58, indicating that it would be inappropriate to assume that the covariance σ 12 = 0.
To assess the association of log CD4 and log CD8 with prognosis and their role as surrogate markers, we carried out several analyses.
1. We fitted the model with treatment only, λ i (u) = λ 0 (u) exp{ηZ i }, by usual partial likelihood methods (model 1). 2. We investigated various combinations of features of the inherent trajectories of log CD4 and log CD8 to determine which combination(s) are most strongly associated with the endpoint. In particular, we considered a series of models of the general form
, where G(u)α T i was chosen to represent different linear combinations of current value and intercept of log CD4 and log CD8, and fitted them using the conditional score method. Because the conditional score approach is not likelihood-based, we used the Wald statistic for the null hypothesis γ = 0 for each model, which has approximately a χ 2 dim(γ ) distribution, to reflect strength of association. The estimates and Wald statistics for several models are shown in Table 1 (models 2.1-2.8). The table excludes models that resulted in unstable estimation, gauged by a very large ratio of largest to smallest eigenvalues of the estimated covariance matrix forγ . With the exception of model 2.8, this occurred only for models with dim(γ ) > 2. Among models with dim(γ ) > 2, none showed appreciable improvement in the Wald statistic over those in the table. In all models except 2.8, the sign of the coefficients for current value and intercept of log CD4 and log CD8 is consistent with scientific understanding; as both measures reflect status of the body's immune response, the higher the better, decrease of the hazard with increased CD4/CD8 is biologically plausible. Among all the models, model 2.5 with log CD8 to this model (model 2.6) results in virtually no improvement, while adding current value as in model 2.5 yields a considerably larger statistic. Models 2.3 and 2.4 indicate that features of log CD8 may be associated with prognosis on their own. All of the models considered embody the assumption of proportional hazards. We assessed the adequacy of this assumption using the following approach, which we illustrate using model 2.5. Following a suggestion of Fleming and Harrington (1991, p. 173) , we re-fitted the model separately for the data in two time intervals, corresponding roughly to the events occurring before and after the median event time. According to these authors, under proportional hazards, we would expect the estimates for γ to be comparable in each interval. The results in the first part of Table 2 indicate that the proportional hazards assumption may be reasonable, but there is some suggestion of possible deviation from it. To investigate further, we followed Fleming and Harrington (1991, p. 173 ) and considered two additional models, model 2.5 * , which includes log CD4, log CD8, and the interaction of time and log CD4, and model 2.5 * * , including the terms in model 2.5 plus an additional interaction of time and log CD8. Evidence that the coefficient of an interaction term is non-zero may reflect a deviation from the proportional hazards assumption; thus, unlike the diagnostic above, this approach allows formal significance testing. As noted in Section 2, fitting these models may be implemented straightforwardly in our framework, and the interaction parameters may be estimated and tested using the conditional score method with no additional difficulty, as in (5). The second part of Table 2 shows the results. The fit of model 2.5 * * is entirely similar to that of model 2.5, with no evidence of an interaction of log CD8 with time ( p-value = 0.908), indicating no deviation from proportional hazards. The fit of model 2.5 * suggests a decreasing hazard relationship to log CD4 over time ( p-value for the interaction term = 0.016). Although the interaction effect of log CD4 and time is significant at level 0.05, the practical implication is modest. From the fit of model 2.5 * , predicted log hazard ratios for log CD4 at the 10th, 50th, and 90th percentiles of the observed distribution of failure times are −2.620, −1.972, and −1.514, respectively, compared with the constant estimate of −1.838 from model 2.5. Thus, whether the interaction term is included or not, the relationship with log CD4 is qualitatively similar. Results for other models in Table 2 resemble those here. Different data analysts may make different subjective judgments over whether ease of interpretation of a proportional hazards outweighs the importance of the possible, practically modest departure from this assumption in gauging the association of the covariates with prognosis. In the sequel, we focus for illustration on proportional hazards models but also indicate results for models including interaction terms. 3. We fitted several of the models showing evidence of strong associations in step 2 augmented by an additive effect of treatment in the hazard. For example, for model 2.5, we considered
(These models are denoted as model 3.X below.) Models for step 2 were used to deduce the most productive combination for describing the association between covariates and prognosis. The results for models 2.5 suggest that, although current value of log CD4 is strongly prognostic on its own, consideration of current value of log CD8 offers additional explanatory value.
Models from step 2 also were used to verify Prentice's condition (i), which would be indicated by γ = (γ 1 , γ 2 ) T = 0. Model 1 and those in step 3 were used to investigate condition (ii); η = 0 in model 1 but η = 0 in models in step 3 would suggest that the treatment effect is mediated through the relevant combination of features of log CD4 and log CD8. The estimate of the parameters of the error covariance matrix, ω T = (σ 11 , σ 12 , σ 22 ), is (0.009 28, 0.005 58, 0.010 09). For comparison, models from step 2 and 3 were also fitted using the naive regression method. To illustrate, results for models 1, 2.5, and 3.5, and involving current values of log CD4 and log CD8 in combination, are shown in Table 3 ; p-values are for the corresponding Wald statistic for the null hypothesis that each entry is equal to zero. Treatment alone (model 1) yields a p-value of 0.003, indicating a strong effect, as deduced by Hammer et al. (1996) . For model 2.5, the results from the conditional score and naive regression methods differ considerably; the naive regression analysis suggests no association with current log CD8, while the conditional score shows strong association with both covariates. The model 3.5 conditional score results show that the treatment effect is not significant after adjustment for log CD4 and log CD8, which supports Prentice's condition (ii) that the treatment effect is mediated through a combination of log CD4 and log CD8. These results are in marked contrast to the conclusion that would be reached from the naive regression fit, which shows a significant treatment effect even after adjustment. Table 3 also includes results for models 2.5 * and 3.5 * , which yield the same qualitative conclusions.
The conditional score results suggest that some combination of current values of log CD4 and log CD8 is a surrogate for the treatment considered in ACTG 175. We carried out similar analyses (not shown) for models 2.1 (current log CD4 alone) and 2.3 (current log CD8 alone) and the augmented versions of these models including a treatment effect (models 3.1 and 3.3, respectively). In model 3.1, the estimate of the treatment effect is insignificant, indicating that current value of log CD4 on its own represents a potential surrogate marker. As with model 3.5, the naive regression analysis of this model yields a highly significant treatment effect. In contrast, the conditional score estimate of treatment effect in model 3.3 is highly significant ( p-value = 0.006), indicating that current log CD8 on its own may not be a plausible surrogate. Given these results, we investigated whether there is added benefit to considering both measures as a surrogate relative to current log CD4 only. Following a procedure similar to that of Xu and Zeger (2001b, p. 83) , we inspected point estimates and 95% Wald confidence intervals for the treatment effect in models 3.1 and 3.5, −0.074 (−0.514, 0.366) and −0.194 (−0.570, 0.189), respectively. The intervals overlap considerably, and the estimated treatment effect is greater in magnitude for model 3.5, suggesting that adding current log CD8 offers little benefit. Analyses using models incorporating interaction terms yield similar qualitative conclusions.
Summarizing, the results of competing model fits imply that while the combination of current log CD4 and log CD8 is highly associated with prognosis, the strength of the combination of current log CD4 and log CD8 as a surrogate is derived primarily through log CD4. Use of the naive approach to carry out these analyses would potentially result in erroneous inferences on both association and surrogacy. Although in this example there was no benefit to considering more than one covariate as a surrogate, the availability of accessible methods for fitting multiple-covariate models allowed this possibility to be considered. Had log CD4 and log CD8 considered separately not shown evidence of surrogacy, consideration of their joint association would permit evaluation of their potential surrogacy in combination.
SIMULATION STUDIES
We conducted several simulation experiments, based roughly on the situation of the ACTG 175 data. For each of n subjects, the treatment indicator Z i was generated according to Bernoulli distribution with probability 0.5. For simplicity, we took log CD4 and log CD8 to follow a linear mixed-effects model, i.e. X i1 (u) = α i10 + α i11 u for log CD4 and X i2 (u) = α i20 + α i21 u for log CD8, with t i jk = 0, 12, 24, 36, . . . , 168 weeks. The true hazard relationship was λ i (u) = λ 0 (u) exp{γ 1 X i1 (u) + γ 2 X i2 (u) + ηZ i }, with γ 1 = −2.0, γ 2 = −1.0, and η = 0. The baseline hazard λ 0 (u) = 2 for u > 12 and 0 otherwise. To mimic the censoring of the ACTG 175 data, censoring was generated from an exponential distribution with mean 250, leading to 86.3% and 87.1% censoring, respectively, for the normal and bimodal random effects distributions described below. To represent missed visits that are often seen in practice, after week 12, (CD4,CD8) pairs were missing with probability 0.1 at each time point for all subjects.
We considered several scenarios representing different magnitudes of error and distributions for the random effects as follows. True values for the variances of the errors e i1 j and e i2 j and covariance matrices of α i1 and α i2 were specified from separate linear mixed-effects model fits to the ACTG 175 data for log CD4 and log CD8. We added correlation between errors at the same time using the value observed for the correlation among least-squares residuals, and chose arbitrary but non-negligible values for cross-correlations among elements of α i1 and α i2 . The errors e i j = (e i1 j , e i2 j ) T were initially taken to be independent and identically normally distributed with covariance matrix D such that vech ( 
We carried out simulations for the scenario assuming D and (9) for n = 250 and 500; results for larger sample sizes are similar to those for n = 500. For each n, we also considered the cases of a fourfold increase in measurement error, i.e. taking the covariance matrix of e i j to be four times D, replacing the normal specification for α i by a bimodal mixture of normals described below, and both of these together. For the bimodal specification, α i1 and α i2 were taken to be independently distributed, each following a bimodal mixture of normals as described in Davidian and Gallant (1993) with mixing proportion p = 0.5 and sep = 4 for α i1 and p = 0.3 and sep = 3 for α i2 with same means and covariance matrices as in the normal case above. For each scenario, 1000 Monte Carlo data sets were simulated. For each data set, we fitted the model above in four ways: (i) using the 'ideal' approach in which the true values of X i1 (u) and X i2 (u) at each failure time were used (fitting using the usual partial likelihood method); (ii) using the conditional score estimator, (iii) using naive regression; (iv) using LVCF. For (i), (iii), and (iv), we estimated standard errors as for the usual time-dependent Cox model and used the approach in Section 4 for the conditional score. For all methods, 95% Wald confidence intervals for γ 1 , γ 2 , and η were constructed.
The results are given in Tables 4 and 5 . In all cases and for both sample sizes, the conditional score estimator shows negligible bias close to that of the unachievable 'ideal' estimator. For n = 500, coverage probabilities are close to or achieve the nominal level. For n = 250 and fourfold error, the coverage is a little below the nominal level. This is not surprising; with such large censoring rates, n = 250 corresponds to a case with roughly 33 events. That the conditional score estimator yields reasonable results under these difficult conditions is encouraging. For all sample sizes, the conditional score estimator provides unbiased Table 4 . Simulation results for sample size n = 250. '1-fold ' and '4-fold' refer to error according to D and 4D, as estimation regardless of the distribution of α i . In contrast, the naive regression and LVCF approaches can yield biased estimates and coverage probabilities well below the nominal level. For onefold error, the results for conditional score and naive regression are similar to the ideal, but LVCF performance is degraded. For fourfold error, differences among the methods are more dramatic.
To assess the performance of conditional score method when the error distribution is short-tailed compared with the normal, as in the ACTG 175 analysis, we conducted simulations taking the error Table 5 . Simulation results for sample size n = 500. '1-fold ' and '4-fold' refer to error according to D and 4D, as distribution as the normal truncated at three standard deviations. The results for n = 500 and fourfold error are shown in Table 6 . The conditional score performs well, while the naive methods are subject to bias. For G(u, α i ) nonlinear in α i , we also carried out simulations to investigate the performance of the linear approximation in Section 3, using the same scenarios as above except that the true hazard was taken to be λ i (u) = λ 0 (u) exp{γ 1 X i1 (u) + γ 2 α 2 i20 + ηZ i }, with γ 1 = −2.0, γ 2 = −0.2 and η = 0. Results for the 'ideal', conditional score and naive regression methods with n = 500 and fourfold error are in Table 7 , and show that the linear approximation yields good performance. The estimates of the parameter ω containing the error variances σ 11 and σ 22 and the covariance σ 12 for all simulations are given in Table 8 and demonstrate that the proposed estimator for this parameter given in Section 4 is unbiased. Overall, the simulation evidence suggests that the conditional score estimator yields reliable inferences under a broad range of conditions.
DISCUSSION
We have proposed an estimator for a joint model for survival and longitudinal data for which the hazard relationship may depend on multiple time-dependent covariates measured at potentially different time points whose observation is subject to error. The method offers a feasible approach to a problem that entails considerable computational complexity otherwise. The estimator is easy to compute and does not require an assumption on the distribution of underlying random effects nor the need to model or identify this distribution. Application of the method and simulation evidence show that it is accessible for routine use and leads to reliable inference.
We implemented the conditional score method in the C++ language using Newton-Raphson to solve the conditional score estimating equations; code is available upon request. 
