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Abst rac t - -Th is  paper is concerned with the numerical solution of delay differential equations 
(DDEs). We focus on the error behaviour of general linear methods for stiff DDEs. A restricted 
type of interpolation procedure is considered for general linear methods. D-convergence properties 
of general linear methods with this interpolation procedure are investigated. Some xtant results are 
unified. (~) 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
When considering the applicability of numerical methods for the solution of the delay differential 
equation (DDE) y'(t) = f ( t ,  y(t), y(t - T)), it is necessary to analyze the error behaviour of the 
methods. In fact, many papers have investigated the local and global error behaviour of DDE 
solvers and a significant number of important results have already been found for both Runge- 
Kutta methods and linear multistep methods (cf. [1-8]). They are based on the assumption 
that the function f ( t ,  y, z) satisfies Lipschitz conditions in both the last two variables. They are 
suitable for nonstiff DDEs because the Lipschitz constants are assumed to be of modest size. 
However, some initial value problems do not possess this characteristic. As a simple example, 
we consider Hutchinson's equation (cf. [9]). By discretising the space variable and by using the 
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standard central difference operator to approximate he Laplacian, we obtain a system of ordinary 
DDEs. In this case, the Lipschitz constant L of the function f(t ,  y, z) with respect o y will be 
O(k-2),  where k is a measure of the average meshwidth in space. As a consequence, L will be 
very large for fine space grids, and the error estimates based on L are not realistic. On the 
other hand, the one-sided Lipschitz constant a is only of modest size (see (2.2) below). Hence, 
estimates based on a are often considerably more realistic than that based on L. Recently, Zhang 
and Zhou [10] introduced the concept of D-convergence, which is a generalization of the well- 
known concept of B-convergence for stiff ODEs ~see [11-16]), and found some first- and second- 
order D-convergent methods. We further investigated the D-convergence of one-leg methods and 
Runge-Kutta methods (see [17-19]). Especially, for any algebraically stable and diagonally stable 
Runge-Kutta method, it is proved that its D-convergence order is the stage order or one higher 
than the stage order. Therefore, D-convergence r sults of some high-order collocation methods 
can be obtained. In this paper, we further consider general inear methods for stiff DDEs. We 
will establish sufficient conditions for D-convergence for general linear methods with a restricted 
type of interpolation procedure. Some extant results are unified. 
2. GENERAL L INEAR METHODS FOR DDES 
Let X be a real or complex Hilbert space with the inner product (-,-) and the corresponding 
norm II • II. Consider the following nonlinear equation: 
y'(t) = f(t ,  y(t), y(t - r)), t >_ o, 
(2.1) 
y(t) -- ¢1(t), t _~ o, 
where T is a positive delay term, ¢1 is a continuous function, and f : [0, +co) x X x X -+ X is a 
given mapping which satisfies the following conditions: 
Re (U 1 - -  U2, f (t, Ul, V) - -  f (t, U2, V)) _____ O~ I1~,  - ~112 , 
IIf (t,u, vl) - f (t,u,v~)ll <_ ~l lv l  - v~l l ,  
t>0,  u l ,u2 ,v•X,  (2.2) 
t>0,  u, v l ,v2•X,  (2.3) 
where a and f~ are real constants. In order to make the error analysis feasible, we always assume 
that problem (2.1) has a unique solution y(t) which is sufficiently differentiable and satisfies 
~ <Mi. 
For approximating the solution of problem (2.1), we consider general linear methods based on 
the formula 
8 r 
C12 (n--l) 
j=l j=l 
9, (n) = h ~,  c;~ is  tn + ~h,  ~(~), n) + ~ ,~ ~J , 
j= l  5=1 
~ ~-~" (~1 = ojyj , 
j= l  
i ---- 1 , . . . , s ,  (2.4a) 
i ---- 1 , . . . , r ,  (2.4b) 
n = 1 ,2 , . . . .  (2.4c) 
Here h > 0 is the fixed stepsize, the coefficients C~ g and bj are real constants, Yi Ca), - (n) Yi , and 
~n are approximations to y(tn + #ih), Hi(tn + uih), and y(tn + ~lh), respectively, where each 
Hi(tn + uih) denotes a piece of information about the true solution y(t), tn = nh, tt~, ui, and 
are some real constants, the argument ~(n) is an approximation to y(tn + #jh - T) which is 
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obtained by a specific interpolation procedure at the point t = tn + #jh - r using values y(k) 
and yj- (k-i) with k _< n. 
General inear methods contain not only Runge-Kutta methods, one-leg methods, and linear 
multistep methods, but also a wide range of hybrid methods. A detailed iscussion on them can 
be found in the books of Butcher [20], Hairer, Norsett and Wanner [5], Halter and Wanner [14], 
and Li [16]. For some stability results on DDEs, we refer to [21,22]. 
In this paper, we will consider a kind of interpolation procedure using yj(n), which was first 
proposed by in't Hout [23] for Runge-Kutta methods applied to DDEs. Let r = (m - 5)h with 
integer m and 5 E [0, 1), and v, # _> 0 be integers. Define 
f ~ Li(5)Yj (n-re+i), tn+#3h- -T>0,  v+l<m,  
= / ~=-" (2.5) 
¢l(tn + #jh -  r), tn + #jh -  r < O, 
where 
fI L,(x) = ~-k  ' x e [0,1), (2.6) 
k=-~ 
and we have used values Yj(k)(k < 1) which can be given by ¢1(t). For example, we can choose 
¢ l ( tk+#jh) ,  tk + #jh < O, k < l, 
y k) = o (2.7) 
Li(k +/~)¢l( t i ) ,  tk + #~h > 0, k < 1, 
/=-0,+v) 
where o(xk) 
L , ( . )=  I I  " 
k=-(~+v) 
k#i 
we assume m >_ v + 1 so as to guarantee that, in the interpolation procedure for ~j(n), no And 
unknown values y(k) with k > n are used. 
It should be pointed out that the adopted interpolation procedures for linear multistep methods 
in [24] and for one-leg methods in [17] can be also viewed as special cases of (2.5). However, (2.5) 
only a class of interpolation procedure for 17"~ n). In the literature, there also exist some other is 
types of interpolation procedures, such as numerical schemes which use Hermite interpolation 
between gridpoints (see [25-27]). Some D-convergence r sults of Runge-Kutta methods and one- 
leg methods with these interpolation procedures have been also obtained (cf. [18,19]). It is the 
aim of our future research to investigate further the adaptation of general inear methods to 
DDEs by means of other interpolation procedures. It should be emphasized that some numerical 
methods not completely covered by the extant convergence theories may behave well in practice. 
Thus, the results should be viewed with some caution. Nonetheless, we believe that it is valuable 
to provide some firm theoretical basis for the convergence analysis of numerical methods for stiff 
DDEs. 
The following notational conventions follow mainly from Li [15]. For any given k x l real matrix 
A = [aij], we define the corresponding linear operator A :X  t --* X k, 
AU=V=(v l ,v2 , . . . , vk )  EX  k, U=(U l ,U2 , . . . ,u t )  EX  t, u3EX,  
l with vi = ~-~j=l aijuj, i = 1 ,2 , . . . ,  k. The inner product and norm on X k, k > 1, are defined by 
(g, v)  = ~ (us, v~), IIUII = Ilu~ll 2 , (2.8) 
i=1 i=1 
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where U = (Ul,U2,...,uk) 6 X k, V = (vl, v2,. . . ,vk) 6 X k, ui,vi 6 X , i  = 1,2, . . . ,k .  And the 
norm IIAII of the linear operator A is defined by the spectral norm of the matrix A. It is easily 
seen that IIAUII <_ IIAII . IIUII. 
Thus, process (2.4) can be written in the more compact form 
y(n) = hCll F (tn,y(n),~p(n)) + C12y(n-1), (2.9a) 
y(n) = hC21F ( tn ,y(n) ,Y  (n)) + C22Y (n-i), (2.95) 
~n = bY (n), (2.9c) 
with the following notational conventions: 
and CH, I, J = 1,2, and b are linear operators corresponding to the matrices CIJ --~ [C IJ] and 
b = [bl, b2,.. . ,  br], respectively. 
DEFINITION 2.1. Method (2.4) with an interpolation procedure is said to be D-convergent of 
order p if the globM error satisfies a bound of the form 
H (tn)  - y (n) <_ Ol (tn) ( Y(°) - H(to) + n~<_a~ Y(k )  - Y (tk)  + hP) , 
n>l ,  hE(0 ,  h0], 
(2.10) 
\ 
(y (O)_H( to )  + n~<_a~ y(k) _ y (tk) + hP) , Ily(t  + ~h) < Q2 (tn) 
n>l ,  hE  (0, h0], 
where the functions Y(t) and H(t) are defined by 
Y(t) = (y(t + # lh) ,y ( t  + #2h) , . . . , y ( t  +#sh))  E X s, 
H(t) = (gt  (t + ulh),112 (t + u2h) , . . . ,g r  (t + v~h)) E X ~, 
the functions ~l(t), Q2(t) and the maximum stepsize ho depend only on the method, some of the 
bounds M~, the parameters a, f~, and ~-. 
PROPOSITION 2.2. D-convergence implies B-convergence. 
REMARK 2.3. In the original definition of D-convergence in [10], it is assumed that a + ~ _< 0. 
Here we drop this restriction so that it can be applied to wider problems. When ~ is moderate- 
sized, D-convergence is significant to practical applications, especially, when ~ = 0, D-conver- 
gence is just B-convergence for stiff ODEs. However, when f~ is very large, error behaviour of 
numerical methods is worthy of further investigation. 
The following definitions arising in standard IVPs without deiay can be found in the books by 
Butcher [20], Hairer and Wanner [14], and Li [16]. 
DEFINITION 2.4. Method (2.4) is said to be algebraically stable ff there exist area/  symmetric, 
positive definite r x r matrix G and a nonnegative diagonM s x s matrix D such that the matrix 
[ G - C~GC22 C~D -- C~2GC21 ] 
M = [mc,2 - C~GC22 DC1, +C~D-  C~GC21J (2.11) 
is nonnegative definite. 
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DEFINITION 2.5. Method (2.4) is said to be diagonally stable ff there exists an s x s diagonal 
matrix Q > 0 such that the matrix QCn + C~Q is positive definite. 
REMARK 2.6. The concepts of algebraic stability and diagonal stability of general linear methods 
are generalizations of the corresponding concepts of Runge-Kutta methods. Although it is difficult 
to examine these conditions, many results have been found. Especially, there exist algebraically 
stable and diagonally stable multistep formulas of arbitrarily high order (cf. [28-31]). 
DEFINITION 2.7. Method (2.4) is said to have generaJized stage order p ff p is the largest integer 
which possesses the following properties. 
For any given problem (2.1) and stepsize h • (0, h0], there exists an abstract function H h, 
Hh(t) = (Hh(t),gh(t), . . .  ,Hhr(t)) • X ~, (2.12) 
such that 
IIHh(t) - H(t)l I < cohV, IIAh(t)ll _< cob p+I, (2.13a) 
[[sh(t)l[ < c0h p+s, Iloh(t)[[ <_ c0h p, (2.13b) 
where the maximum stepsize h0(> 0) and the constant Co depend only on the method and the 
bounds M~, Ah(t), 5h(t), and ah(t) are determ/ned by the equations 
Y(t) -- hCllr '(t) + C12Hh(t - h) + Ah(t), (2.14a) 
sh(t) = hC21Y'(t) + 622Hh(t - h) + 5h(t), (2.14b) 
y(t + 7lh) = bgh(t) + ah(t), (2.14c) 
where the function Y'(t) is defined by 
Y'(t) = (y' (t + #lh), y' (t + ~2h), . . . ,  y' (t + #sh)) • X 8. (2.15) 
For the special case of Hh(t) = H(t), generalized stage order is simply called stage order. 
REMARK 2.8. The concept of generalized stage order originated with Li [16]. The aim of intro- 
ducing it is to obtain sharper esults because the generalized stage order of some methods is one 
higher than the stage order (see, for example, Example 5.1 below). A detailed discussion on it 
can be found in [16]. 
3. MAIN  RESULTS AND THEIR  PROOFS 
In this section, we focus on the error analysis ofgeneral linear methods for stiff DDEs. For the 
sake of simplicity, we always assume that all constants hi, ~'i, di, and c~ used later are dependent 
only on the method, some of the bounds Mi, the parameters a, ~3, and ~-. 
First, we give a preliminary result which will later be used several times. For any Y, 12, Z, 
2 E X 8, y, z E X r, we define/~ and 5 by 
= r - z - hC l l  [F  ( t ,Y ,  ~/') - F (t,z,2)], 
= y -- Z -- he21 [F  ( t ,Y ,  Y) - F ( t ,Z ,Z) ] .  
THEOREM 3.1. Suppose method (2.4) is diagonaily stable. 
and c2 such that 
(3.1a) 
(3.1b) 
Then there exJst constants hi, O, 
, ,Y- z,, <_ Cl ( + h II '- 211), h e (0, hi], (3.2a) 
h e (0, hi]. (3.2b) 
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PROOF. We first note that since the method is diagonally stable, there exists a positive definite 
diagonal matrix Q such that the matrix E = QCli + CTQ is positive definite. Therefore, the 
matrix Cll is obviously nonsingular and there exists an 1 > 0 dependent only on the method such 
that the matrix 
Ez = c~IT EC~I 1 - 2lQ (3.3) 
is also positive definite. Define 
W = Y - Z, ITV = l 7 - 2, K1 = h IF (t, Y, Y) - F (t, Z, 17)], (3.4a) 
/{2 = h [F (t, Z, Y) - F (t, Z, 2 ) ] .  (3.4b) 
Therefore, 
Z~ ----- W - C l l  [K1 -t- Ks], (3.5a) 
= y - z - C21 [gl ~- Ks]. (3.5b) 
Using (2.2), (2.3), (3.3), and (3.5), we have for ha _< l, 
0 <_ <W, 2lQW) + 2 Re <gi, -QW> = - <W, EIW> + 2 Re <W, Q (C51W - g l )  > 
_< -;(,llWll s + 211QC511[ IIWll h + 2h#llQllllWll [IW[I, 
where Al is the minimum eigenvalue of Ez. Therefore, 
][Y - Zll < cl ( Z, + h IV-  211), h ~ (0,h~], (3.6) 
where 
2 
Cl ---- ~ max ([[QC~i[[, fill Q[[), (3.7a) 
hi = min 1, , a > 0. (3.7b) 
where 
Z(,) (~(,) ~(n) ..Z~ n) )ex  s, = ~t'~l , J'~2 ' " " 2(") 2.(°)) 
(~(n -1)  ~(n -1)  -1 ) )  X r. z(n- -1)  : ~1  '~2 , . . . ,Z ( r  n E 
From (3.5) and (3.6), it follows that: 
z,,--  )ll 
where c2 -- max(l, (1 + cl)[tC21C11i][), which completes the proof of Theorem 3.1. 
Second, we analyze the stability of one step of method (2.9). We introduce a parallel step 
to (2.9), 
z(°) = hc11F (t,z(°),2'")) + C,sz(O-1), (38a) 
z (") = hC2iF ( t ,Z ( " ) ,Z  (n)) + C22z ("-l), (3.8b) 
THEOREM 3.2. 
parallel calculating steps (2.9) and (3.8), we have 
y(n)-z(n) ~_  y(n-D-z (n-D :+c3h[  Y(n)-Z(n)  2+ y(n) -Z(n)  2], 
where c3 = IIDI] max(2a + ]3, j3), II " IIc denotes a norm on X r defined by 
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Suppose method (2.4) is algebraically stable for the matrices G and D. Then for 
, U=(u l ,u : , . . . ,u r )~=X r, u~eX.  IIUIIG = (v, av> = 
\i,j=l 
PROOF. Define 
w(n) -~ y(n) _ z(n), w(n) = y(n) _ zOO, 
~V-(n) -- ~(n) _ 2(n)  w(n-1) -- y(n-1) _ z(n-1), 
w(n) = C21K (n) + C22 w(n-1). 
Then 
W (n) : e l l  g(n) + C12w (n-l), 
With algebraic stability, the matrix 
[ G - C~GC22 C~D - C~GC21 ] 
M = , DC12 - C~GC22 Del l  + C~D - C~GC21 
. J  
is nonnegative definite. As in [16,32], we have 
(3.9) 
Using (2.2) and (2.3), we further obtain 
< (w ` n-l), Gw'~- l ) )+ 2Re(W `n,, DK~ n)) + 2Re (W'n); DK(2 n,) 
which gives (3.9). The proof is completed. 
In the following, we assume that method (2.4) has generalized stage order p, i.e., there exists 
a function Hn(t) such that (2.13) holds. For any n > 0, we define ~(n) and 9(~) by 
2 (~) = hCllF ( tn,Y (n), Y (tn - r)) + C12H h (t~-l), (3.10a) 
9 (n) -- hC21F (tn, ~(n), y (tn - T)) T C22H h (tn-1) • (3.10b) 
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THEOREM 3.3. Suppose method (2.4) is diagonally stable and its generalized stage order is p. 
Then there exist constants c4 and h2 such that 
n ] h 2 E ]'z{k)--Y(tk--T)( 2<-c4 ~ ( y{k-I)-H (tk-l) +nh 2(p+l, 4-nh 2(/t+u+l) 
k=l L k=l 
0 2] 
+ E Y(k) - -Y( tk)  ' 
k=-tt-m+l 
PROOF. It follows from (2.5) that 
h e (0, h21. 
(3.n) 
i 
+ ~=ELi(6)y(tk-m+~ + #jh) - y(tk_m +#jh  + 5h) . 
From the remainder estimation of Lagrange interpolation formula, we have 
L~(5)y (tk-m+i + #jh) - y (tk-m + #jh + 5h) < M.+.+ln • 
i 
Using Cauchy inequality, we further obtain 
- I + ] IT(k) Y ( tk - r )  2<s( t~+v+2)  o~ - 
where L0 = max_,<i<, supxe[0,1 ) IL~(z)l. Hence, there exists a constant dl such that 
E fz(k) _ y (tk - r) 2 <- dl ~ y(k) _ y (tk) + nh 2(•+u+l) . (3.12) 
k=l k=-~-m+l 
On the other hand, a combination of (2.9a) and (2.14a) leads to 
y(k, _ y (tk) -~ hC11 IF (tk, y(k),Y (k)) -- F(tk, Y (tk),Y (tk --T))] 
' + C12 (y (k -1 )  _ H h (tk - h ) )  - A h ( tk ) .  
It follows from Theorem 3.1 that: 
Y(k) --Y(tk) <- c1( 612 (y(k-1)--gh(~k--h)) -- Ah(tk) -[-h Y(k)--Y(tk--T ) ), 
which on substitution i to (3.12) gives 
[e2 2 n h 2 k=l ~ Y(k)-Y(tk--T) 2< dl [ i h ~ ]"(k)--Y(tk--T) 2q-Cl2HCI21,2~-~ y(k-1)--H (tk- l) I  
k=l 
o ] 
+ E I Y(k) - Y (tk) I + e~ IlC~2ll ~ II ~h (t, )ll + nh 2("+~'+') . 
k=-tt-m+l 
Therefore, there exist c4 and h2 such that (3.11) holds. The proof of Theorem 3.3 is completed. 
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Now we state and prove the main result of this paper. 
THEOREM 3.4. Suppose method (2.4) is Mgebraically stable and diagonally stable and its gen- 
eralized stage order is p. Then the method with interpolation procedure (2.5) is D-convergent of 
order at least min (p, # + v + 1). 
PROOF. In view of (2.9) and (3.10), it follows from Theorem 3.2 that 
y(n)_~)(n) ;<  y(n-1)_Hh (tn-l) ;+c3h [ y (n )_  ]~(n)2+ ~r(n)_y (tn--T) 2]. (3.13) 
Using Theorem 3.1, we have 
y (n)_~(n)  <_c111[C12[] " y(n-,)_Hh(t~_l) +h Y(n)--Y(t~--T) ], h•(0 ,  h,], 
which on substitution into (3.13) gives 
y(~) _ 9(.) 2 ~ < 1 + y("-~) - H h (t~_,) 
A2 / t7  G (3.14) 
+c~ (1 + 2h~c~) h ?~)  - Y(tn - ~) ~, h • (o, h~], 
where A2 denotes the minimum eigenvalue of the matrix G. On the other hand, 
y(~) - H h (t,~) 2c <- Y(~) _ ~)(n) ; + ~(n) _ Hh (tn) a2 
+ 2 y('~) - ~(~) G" ~3(~) -- Hh (tn) G (3.15) 
<(l+h) y(n)_~(n);+(l+h ) ~(n)_Hh(tn);. 
In view of (2.14) and (3.10), the application of Theorem 3.1 leads to 
~1 ('~) - H h (t~) <_ c2 (ll (t~)ll + [I ~h (t~)H), h • (0,ho],  
which gives 
h 2 ~(n)_H V<_AlC~(llAh(tn)ll+ll6h(tn)lD 2, hE(0 ,  h0], (3.16) (tn) 
where A1 denotes the maximum eigeuvalue of the matrix G. A combination of (2.13) and (3.14)- 
(3.16) leads to 
- H h (tn) ; <_ (l + vlh) y(n-1)_H h (t~_l) ; y(n) 
+ v2h t'(~) - Y (tn - T) 2 + V3 h2p+l, h e (0, h3], 
where h3 -- min (ho, hi) _< 1, V1 -- 1+4c3~11C12112/A2, V  -- 2c3(1+2c2), "Y3 = 8)hc2c 2. Therefore, 
_ <_ y(O) _ H h h "71 y( i -1 )  _ H h 
I'(~) - Y (ti - T) 2] +72 + "~3tnh 2p, h E (0, h3] Q 
J 
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Considering Theorem 3.3, we further obtain 
n--1 2 
y(n) - -Hh(tn)2G~ - y(O)--Hh(to) :+hE[~1~- '~2c4  ] y( i ) - -gh( t i )G  
i=O 
0 
-t- ~/2C4tn [h 2(p+l) -~- h 2(#+1~+1)] -f- "~3tn h2p if- E y(k )  _ y (tk) 2 
k=-tt-m+l 
h E (0, ho], 
where ho = min (h2, ha) _< 1. Using discrete Bellman inequality, we have 
i -  
2 ] 2 0 2 
y(" ) -H  h(t'`) G <- L y(O)_H h(to) G + E y (k )_y ( tk )  
k=-tt-rn+l ,] 
+ (Ta + 3'2c4) t'`h 2p + 72c4tnh 2(~+~+i) • exp [(~'l + ~'2c4) tn], h E (0, ho]. 
Considering 
and 
IIHh(t) - H(,)I I < ~ohP, Ikh(t)ll < ~hP, 
I1~'` - y (t'` + ~h) l l  = by(") - bH h (t'`) + ah (tn) 
--< Ilbll • Y('`) - Hh (t~) + II ( t ' ` ) l l ,  
we can easily conclude that method (2.4) with interpolation procedure (2.5) is D-convergent of 
order at least min (p, # + v + 1). The proof is completed. 
In the following, we further investigate conditions which guarantee that the D-convergence 
order of method (2.4) is one higher than its stage order. Without loss of generality, we assume 
that method (2.4) is preconsistent, i.e., there exists a preconsistency vector a = (a l , . . . ,  at) T E R r 
such that 
C12a -~ e, C22a -~ a, 
where e = (1, . . . ,  1) T E R s. We define functions A(t), 5(t), and a(t) by 
Y(t) = hCliY'(t) + Ci2H(t - h) + A(t), 
H(t) = hC2iY'(t) + C22H(t - h) + 5(t), 
y(t + ~lh) = ~H(t) + a(t). 
(3.17a) 
(3.17b) 
(3.i7c) 
From the stage order p, it follows that: 
I Ih(t)l l _< coh p+i, 115(t)ll _< co hp+l, II,dt)ll ~ co hp. 
If we further assume that there exist constants 0 and 5 such that 
As(t ) -- Ohp+iy(p+i)(t) <_ ~h p+2, i = 1,. . . ,  s, 
I1~(t)11 < chp+2, Ila(t)ll -< chp+i, 
(3.18) 
where y(p+l)(t) denotes the p + 1 th derivative of the true solution y(t). Then we can choose 
Hh(t) ---- Hi(t) + ajOhp+ly(p+i)(t), 
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such that method (2.4) has generalized stage order p + 1. Considering Theorem 3.4, we have the 
following result. 
THEOREM 3.5. Suppose method (2.4) is Mgebraically stable and diagonM1y stable, its stage 
order is p and condition (3.18) holds. Then the method with interpolation procedure (2.5) is 
D-convergent of order at /east  min (p + 1, # + v + 1). 
REMARK 3.6. Specializing Theorems 3.4 and 3.5 to the case of/3 -- 0, we obtain immediately 
the well-known related B-convergence r sults on stiff ODEs presented in [11,12,14-16]. 
REMARK 3.7. Specializing Theorems 3.4 and 3.5 to the case of s = 1, we obtain immediately 
the D-convergence r sults for one-leg methods presented in [17]. 
REMARK 3.8. Specializing Theorems 3.4 and 3.5 to the case of r = 1, we obtain the related 
D-convergence r sults for Runge-Kutta methods with Lagrange interpolation procedure presented 
in [10] and [18]. In [18], however, we also obtained some D-convergence r sults for Runge-Kutta 
methods with other interpolation procedures. 
REMARK 3.9. Consider the following equation with several delays: 
y'(t) = f ( t ,  y(t), y(t - rl), y(t - T2), • • •, y(t - Tr)), 
y(t) = el(t),  
t>O, 
(3.19) 
t<o .  
Because T1,T2,... ,Tr are positive constants, there are no additional difficulties with respect 
to (3.19). We can similarly define the concepts of convergence in this case. All results given 
in this paper can be modified easily to this more general situation. But we do not list them here 
for the sake of brevity. 
4. EXAMPLES 
We conclude this paper with some simple examples of numerical methods which satisfy the 
conditions of Theorems 3.4 or 3.5. 
EXAMPLE 4.1. Consider the method 
1 ) 1 (n-l) 1, (n-l) 
g(n) = h f  tn - ~h, g(n), ~zl(n) + "2ff1 -~- 2u2 , 
(1  ) 
y?)  = hS t,, - 5h, Y,(°), (.-1) 
y(n) . (n-I) 
= Yl 
~,.(n) = ~yl(n-m+l) .+ (1 - 5) Y1 ("-m), 
Yn = y~n), 
(4.1) 
with 
1 
r=2,  s= l ,  ~=Vl=0,  v2=- l ,  ~1=-7 ,  /~=0,  u=l ,  
C21 = , C22= 1 ' 
It is easily verified that the method is algebraically stable with 
G = , D = [2], 
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and diagonally stable with Q = [1] (cf. [15]). Obviously, its stage order is only 1. But we can 
choose 
Hh( t )  = (y ( t ) -  5 ,,. -~y (t),y(t- h) - 5y"(t)) : 
such that  the method has generalized stage order 2. It follows from Theorem 3.4 or 3.5 that  the 
method is D-convergent of order 2. 
EXAMPLE 4.2. Consider method (2.4) with r = s = 2, ]2 = 0, u = 1, 
C22 = 1-a  ' "/1 ~2 ' 
C12 
4a (]22 - 1) 
2(1 + a)]22 - (3 + a) 
4a (]21 - 1) 
2 (1÷a)#1 - (3 ÷a)  
(1 - a) (2]22 - 3) 
2(1 ÷ a)#2 - (3 ÷ a) 
(1 - a)  (2121 - 3)  
2(1÷ a)#l - (3 ÷ a) 
]21 -- ~]21 ~]21 0 O 
Cl l - -  1 2 1 2 -C12  1 , 
]22 
b = [0,1], 
where 
~Y1 - -  ]22 ]21 
72-  ( l+a)u l  
and ]21 and a are parameters. Especially, when a = 1 and ]21 -- 2, it is reduced to the two-stage 
Radau 2A method with stepsize 2h. Li proved in [16] that the method is algebraically stable and 
diagonally stable if a E (0, 1] and ]21 >_ 2 and that  it has stage order 2. In view of Theorem 3.4, 
we prove that  the method is D-convergent of order 2 if a E (0, 1] and ]21 _> 2. 
REMARK 4.3. The main purpose of this paper is to provide sufficient conditions which guarantee 
D-convergence of general linear methods when applied to stiff DDEs. These conditions have 
been used to examine B-convergence of ODE solvers. Many nontrivial methods, which are 
algebraically stable and diagonally stable, have been studied and constructed for the numerical 
solution of ODEs (see, for example, [28-31]). From the results of this paper, these methods, in 
combination with appropriate interpolation schemes, are also D-convergent for DDEs. 
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