Introduction
In 1924, Khintchine proved (published in 1926, see [1, Hilfssatz III] ) that, given an increasing sequence of positive integers {q n } ∞ n=1 , satisfying q n+t q n 2 (n = 1, 2, . . .)
for some t ∈ N, there exists a real number α such that for all n ∈ N, q n α > γ, where γ > 0 depends only on t. Here x denotes the distance from a real number x to the nearest integer, x = min n∈Z |x − n|.
Khintchine does not compute γ but from his proof it is clear that one can take γ = c t ln(t + 1) 2 with some absolute constant c > 0. The further history of the problem can be found, for instance, in [3] , [4] . Here we just mention the work [2] , where a special variant of the Lovász local lemma (see Lemma 1 below) is used to prove that one can take for some k > 2. Then there exists a vector α = (α 1 , . . . , α n ) ∈ R n , such that for all r ∈ N, u r · α = u r1 α 1 + . . . + u rn α n 1 2 1 − 1 k − 1 .
In the present paper we use arguments from [2] , as well as from [3] , to obtain generalizations of the above-mentioned result of Peres-Schlag and some results of the work [3] , [4] in the case of linear forms. Section 2 contains some auxiliary results. In Section 3 we introduce some notation and prove some technical assertions, expounding the ideas of methods of Peres-Schlag and Moshchevitin. Finally, in Section 4 we apply these results to certain examples. Suppose that for every n ∈ {1, . . . , N } there exists m = m(n) ∈ {0, 1, . . . , n − 1} such that
Auxiliary assertions
Proof. We use induction on n. Base of induction. One has
Inductive step. Assume that (2) is verified for 1 n < n 0 . Using it inductively for n = n 0 − 1, n 0 − 2, . . . , m + 1 (where m = m(n 0 )), one gets
In view of (1), one has
Thus, (2) holds for n = n 0 . 
Without loss of generality we may assume that |a 1 | = max
where χ E is the characteristic function of E, µ ′ is the (d − 1)-dimensional Lebesgue measure on variables θ 2 , . . . , θ d . Using the considered case one gets
and the statement follows immediately .
Rr .
Proof. The statement follows from Lemma 2 if one uses the linear change of coordinates
θ = v + r ϑ, ϑ ∈ [0; 1] d .
General results
Given d ∈ N and sequences a
We keep this notation for the rest of the paper. Suppose we also have a non-increasing sequence of positive numbers δ 1 δ 2 . . . > 0. Consider the sets
such that the following conditions hold:
Proof. First assume that
be the Hölder's conjugate of p (i. e., 1/p + 1/q = 1). Put l 0 = 0 and for n ∈ N define
Notice that the sequence l n is non-decreasing. Further, for n ∈ N 0 and c = (
where the notation c
is used. Notice that for every n ∈ N 0 the cubes I n ( c) ( c ∈ C n ) are pairwise disjoint, and for any integers n m 0 every cube of the form I m ( c) can be represented as a union of cubes of the form
where C n is the set of those vectors c ∈ C n , for which
Then there is c ∈ C n such that θ ∈ I n ( c), and there is ξ ∈ I n ( c) ∩ E n . Therefore,
Let n ∈ N, m = m(n). We check that (1) holds (with P = µ). The set B m can be represented in the form
it follows from Corollary 1 of Lemma 2 that
in view of Condition 1 of the proposition. In any case
Thus, the inequality (1) holds. Hence, for any n ∈ N one has µ(B n )
where E n are given by (3). Then for every n ∈ N the relation F n ⊃ B n holds, hence 
One deduces from what was proved that
The second assertion of the proposition follows immediately.
Proposition 2. Let λ ∈ R, η ν ∈ (0; 1) (ν ∈ N 0 ). Let {n ν } ν∈N be an increasing sequence of positive integers. Denote
Suppose that the following is true:
4. There are infinitely many ν ∈ N such that
where
Then the set G 1 is of cardinality continuum. In addition, the set G 2 is everywhere dense (moreover, for any non-empty open set Ω ⊂ R d the intersection G 2 ∩ Ω is of cardinality continuum).
Let's prove that if R 1 R 0 then the set G 1 ∩ [0; 1] d is of cardinality continuum. We preserve all the notation from the proof of Proposition 1. In addition, set n 0 = 0. For ν ∈ N 0 we define a ν-cube as a cube of the form I nν ( c), c ∈ C nν . We shall call a ν-cube I good if
and the arguments, similar to those used in the proof of Proposition 1, give us that for any ν-cube I,
Therefore,
i. e., [0; 1] d is a good 0-cube. Suppose that ν ∈ N and I is a good (ν − 1)-cube. For n ν < n n nν+1 ,
Write B nν ∩ I in the form
where J n are ν-cubes. Then
Let g denote the number of good J n . Then
in particular, g > 0. Hence, for every ν ∈ N 0 any good ν-cube contains a good (ν + 1)-cube. Further, if ν > 1, then
It follows now from Condition 4 of the proposition that there are infinitely many ν ∈ N such that every good ν-cube contains at least two good (ν + 1)-cubes. Thus, if we denote by G ν the union of closures of all good ν-cubes, then the
G ν is of cardinality continuum. Notice that
(A denotes the closure of a set A, F n are given by (4)), therefore
hence in the case R 1 R 0 the first statement of the proposition is proved. The rest of the proof is analogous to the end of the proof of Proposition 1. For that one should notice, that for
Examples
Theorem 1. Suppose that there is N ∈ N such that for any n ∈ N R n+N /R n 2. Denote
.
Then the set
is non-empty. Moreover, the set
is everywhere dense.
Proof. Denote u = log 2 (N d) + 30;
Apply Proposition 1. Take x n = x, δ n = δ, m(n) = max{0; n − N h}. Then Condition 1 of Proposition 1 holds. Since
it is enough to verify that
i. e.,
It is sufficient to prove that h t − 2.9. One has h < log 2 2 2λ+2 d δ = t − 4 log 2 u + 3 log 2 t + log 2 (8e ln 2 2) < < t − 4 log 2 u + 3 log 2 (u − 30 + 4 log 2 u) + 3.4 < t − 2.9.
Now the theorem follows from Proposition 1.
Theorem 2. Suppose that there is such N ∈ N that for any n ∈ N R n+N /R n 2. Denote
is of cardinality continuum.
One has h < log 2 2 2λ+2 d δ = t − 4 log 2 u + 3 log 2 t + log 2 (32 ln 2 2) < < t − 4 log 2 u + 3 log 2 (u − 36 + 4 log 2 u) + 3.95 < t − 2.94;
Apply Proposition 2. Take n ν = N hν, δ n = δ, η ν = η. Then
It is clear that Conditions 1-3 of Proposition 2 hold. Since for ν ∈ N Q ν 2 h , then
Thus it is not difficult to see that Condition 4 is also valid. Proposition 2 now implies the theorem.
is of cardinality continuum. In addition, the set
Proof. Apply Proposition 2. Take λ = 0, η ν = 1/2. Take n 1 ∈ N large enough and define n ν+1 = ⌊h(n ν )⌋, ν ∈ N. Denote
Note that (5) implies
Put
By (6) there is a constant γ > 0 such that for all sufficiently large n,
Hence, if n 1 is sufficiently large then, in view of (7), one deduces that for ν ∈ N
As long as
all conditions of Proposition 2 hold.
where β ∈ (0; 1). Then the set
Proof. Let
Take f (x) = x β ln(x + 1) and h(x) = x + cx β ln(x + 1), c = 2/γ. Then Then the set
Proof. The proof is similar. Take f (x) = x ln(x + 1) and h(x) = x C , C = 3/γ + 1, where 
is of cardinality continuum. Moreover, the set
Proof. Let for n ∈ N | ln R n − γn β | An β1 .
Take f (x) = x 1−β+β1 α(x) and h(x) = x + (C + 1)f (x), C = 2 βγ (3A + 2). Then for all sufficiently large n,
