We prove that for a free product G with free factor system G, any automorphism φ preserving G, atoroidal (in a sense relative to G) and none of whose power send two different conjugates of subgroups in G on conjugates of themselves by the same element, gives rise to a semidirect product G ⋊ φ Z that is relatively hyperbolic with respect to suspensions of groups in G. We recover a theorem of Gautero-Lustig and Ghosh that, if G is a free group, φ an automorphism of G, and G is its family of polynomially growing subgroups, then the semidirect product by φ is relatively hyperbolic with respect to the suspensions of these subgroups. We apply the first result to the conjugacy problem for certain automorphisms (atoroidal and toral) of free products of abelian groups.
Introduction
Context Given a group G and an automorphism φ, the geometry of φ is encoded in the group G ⋊ φ Z. One of the most appealing features of geometry in groups is negative curvature, here in the sense of Gromov.
One of the most iconic examples in this context comes from diffeomeorphisms of surfaces. Let Σ be a closed orientable surface of genus larger than 2, and f : Σ → Σ a pseudo-Anosov diffeomorphism, fixing a base point x. Instead of introducing the language of laminations, let us settle for Thurston's characterisation of pseudo-Anosov diffeomorphisms, as those that fail to preserve any finite collection of homotopy classes of simple closed curves. Thurston [31] famously proved that the mapping torus M of Σ by f is a closed three-manifold admitting a hyperbolic metric. Its fundamental group is therefore a uniform lattice in SL 2 (C) and incidentally, it is Gromov-hyperbolic. Let φ be the automorphism of the fundamental group π 1 (Σ, x) induced by f . The fundamental group of M can be expressed as π 1 (M, x) ≃ π 1 (Σ, x) ⋊ φ Z. Rephrasing this with eyes only for this semi-direct product, we can say that π 1 (Σ, x) ⋊ φ Z is a hyperbolic group if and only if φ is an atoroidal automorphism, in the sense that neither it, nor any of its proper powers, preserve a non-trivial conjugacy class.
In the case of a free group F , Brinkmann proved an analoguous result: F ⋊ φ Z is hyperbolic if and only if φ is atoroidal. In [10] the first named author illustrated an application of this geometric study to the conjugacy problem for these automorphisms.
In this paper, we investigate the case of automorphisms of a free product of groups, G = H 1 * . . . H p * F k . The conjugacy classes of the groups H i form a free factor system, and the group F k is free of rank k. This context is a rich source of examples. It can be traced as early as the work of Fouxe-Rabinovich [14] (and earlier Golowin and Szadowsky [20] for the case of few factors), and it received a modern, illuminating reference in the work of Guirardel and Levitt [22] . We formulate a relevant property of atoroidality for automorphisms preserving a free factor system. We investigate the geometry of the semidirect products produced by atoroidal automorphisms. One cannot expect hyperbolicity in general, due to the nature of the factors of the free product. Thus we are interested in relative hyperbolicity. Interestingly, one cannot expect proper relative hyperbolicity in general neither.
Let us illustrate this. Consider a free product G = Z 2 * Z 3 , and φ and automorphism. It has to preserve the conjugacy class of the factor Z 3 , so we may just assume, by conjugating it (by moving the base point) that it preserves the group Z 3 seen as a subgroup of G. Being an automorphism, it has to send the factor Z 2 on a conjugate of it by an element of Z 3 . So after conjugating again, we may assume that φ preserves both Z 2 and Z 3 . On each of them, it induces an automorphism described by a matrix in GL 2 (Z) and GL 3 (Z). It is rather easy to choose these matrices so that φ is genuinely atoroidal. However, G ⋊ φ Z cannot be interestingly relatively hyperbolic: if it were, the factor Z 3 would have to be parabolic, hence its normalizer Z from the product would be in the same parabolic subgroup, but it also normalises the factor Z 2 , so this factor would be in the same parabolic subgroup too, and we see that G would be a single parabolic subgroup.
Results
We propose conditions for the relative hyperbolicity of G ⋊ φ Z to hold, when G = H 1 * · · · * H p * F k . Francaviglia and Martino have defined the notion of full irreducibility for automorphisms of free products [15] . A first condition is the full irreducibility with the atoroidality, when the Scott complexity (k, p) is sufficiently large. We propose the obstruction of twinned pair of subgroups (which is crucial for the case of reducible automorphisms). See Definition 2.1, that we anticipate here: we say that φ has a twinned pair of subgroups in the free factor system of G if there are two conjugates of free factors A, B, and an element g, such that, for some n, ad g • φ n simultaneously preserves A and B (here ad g is the conjugation by g).
Theorem 1 (See Theorem 2.2)
Let G be a finitely generated group with a free factor system G, of Scott complexity (k, p), different from (1, 1) and (0, 2). Let φ ∈ Aut(G, G) be fully irreducible and atoroidal. Assume that it has no twinned subgroups in G for φ.
Then the semi-direct product G⋊ φ Z is relatively hyperbolic, with respect to the mapping torus of G.
The assumption on the Scott complexity is ensured if the free product decomposition of G is different from a single free product H 1 * H 2 , or an HNN extension H 1 * {1} = H 1 * F 1 . We think, but did not check, that the assumption on absence of twinned subgroups is automatic for fully irreducible atoroidal automorphisms in the Scott complexity of the statement. In principle though, the group generated by two preserved subgroups conjugated to free factors, can fail to be a free factor.
In the reducible case, we prove the following, in which the assumption on absence of twinned subgroups is crucial.
Theorem 2 (See Theorem 2.20)
Let G be a finitely generated group, and G be a free factor system. Let φ ∈ Aut(G, G) be atoroidal for G. Assume that there is no pair of twinned subgroups in G for G and φ.
Then G ⋊ φ Z is relatively hyperbolic with respect to the mapping torus of G.
This last statement contains Brinkmann's result on free groups. It has a number of potentially interesting cases to which it can be applied, as for instance, the following corollary in which we say that an automorphism φ ∈ Aut(G, G) is toral, if for each H such that [H] ∈ G, there exists g ∈ G such that ad g • φ| H is the identity on H.
Corollary 3 (See Coro. 3.2)
Assume that G is finitely generated, and that G is a free factor system of G consisting of torsion free abelian groups. If φ is atoroidal, and toral, then the group G ⋊ φ Z is toral relatively hyperbolic.
Theorem 2 can also be applied in the realm of free groups, to automorphisms of free groups that are non-necessarily atoroidal, by hiding the lack of atoroidality in some subgroups, that, by Marshall Hall theorem, are virtual free factors. We thus actually recover a theorem of Gautero and Lustig, and Ghosh.
Theorem 4 (Gautero-Lustig, and Ghosh) (See Theorem 3.9)
If φ is an automorphism of a free group F with at least one exponentially growing element, the semidirect product F ⋊ φ Z is relatively hyperbolic with respect to the mapping torus of the collection of polynomially growing subgroups.
This theorem is important, it allows a number of natural approach to several problems, otherwise rather complicated ([6] [26] [11] among other). Unfortunately, the proof of Gautero and Lustig has to be qualified as incomplete for the time being (it relies on some unwritten, or unavailable material about a certain type of train tracks). Very recently Ghosh proposed a proof [19] , relying on some other, advanced, type of train tracks for free group automorphisms. We notice that the train track technology involved in our proof is significantly more accessible, as it is fundamentally based on Bestvina's elegant approach in [4] , chosen by Francaviglia and Martino [15] for their adaptation for free products.
As an application of this work, we propose a solution to the conjugacy problem for toral atoroidal automorphisms of free products of non-cyclic free abelian groups, for the Scott complexity (0, p).
Theorem 5 (See Theorem 3.10)
Let G be a finitely generated free product of non-cyclic free abelian groups, G = A 1 * · · · * A p . Denote by A the free factor system {[A i ], i = 1, . . . p}. There is an algorithm that, given φ 1 , φ 2 , two automorphisms of (G, A) that are atoroidal, and toral, determines whether they are conjugate in Out(G, A).
On proofs
This strategy for Theorem 1 is to realise the automorphism of the group as an equivariant continuous map from a tree to itself, with special properties. These special properties are those of a train track map, i.e. for which the cancellations of the paths that are image of two consecutive edges is rather well controlled. Being a train track map from a tree to itself allows to iterate the map without losing much in terms of cancellation in reduction of paths. Train track maps are an invention of Bestvina and Handel, for free groups, that replaces, in a much non-linear setting, the property of being in Jordan form for a matrix. A beautiful construction of such maps, by Bestvina [4] , was adapted by Francaviglia and Martino [15] to the case of fully irreducible automorphisms of free products of groups. Using the existence of such a map, one can follow arguments of Brinkmann, and Bestvina Feighn and Handel to prove that, for φ an automorphism that is fully irreducible, and that has a certain atoroidality property, iterating φ or φ −1 on hyperbolic elements make their length grow exponentially, and iterating φ or φ −1 on different conjugates of the free factors make their distance, in a certain sense, grow exponentially. This is sufficient to apply a combination theorem, as in [28] , or [18] , that ensure relative hyperbolicity.
For Theorem 2, we use an induction on Scott complexity, proving first a relative hyperbolicity for a larger free factor system, for which a power of φ is fully irreducible, and telescoping with a relative hyoperbolic structures for the large free factors of this system. In case of sufficiently large complexity, one can use the previous theorem. In case of low complexity, one proves by hand the relative hyperbolicity, using the combination theorem of [8] . We then prove that a certain condition, the central condition, satisfied by toral automorphisms, ensures that there is no twinned subgroups by φ, our only obstruction.
For Theorem 4, we notice that the system of polynomially growing subgroups of a free group, under an automorphism φ, satisfies the no-twinned subgroups condition. However, in general it is not a free factor system. We use Marshall Hall Jr.'s theorem on separability in free groups: there is a finite index subgroup in which they become a free factor system. We then use Druţu's theorem on the invariance of relative hyperbolicity by quasi-isometry (hence by passing to a group from a finite index subgroup) in order to show the relative hyperbolicity of the entire group.
Theorem 5 largely follows the approach of [10] . Given the work in [12] , it might be possible to extend this result to the case where A 1 , . . . , A p are nilpotent and φ i induce the identity on them, or to the case where the A i are abelian and φ i induce unipotent automorphism on them (after suitable conjugation). There are some difficulties though, as the current lack of computability of the automorphism group of the semi-direct products. free product G = H 1 * · · · * H r * F k . The Scott complexity of this decomposition, and by extension of the free factor system G of G, is the pair (k, r).
The set T G is the space of all metric G-trees whose vertex stabilizers are the conjugates of the groups H i , up to equivariant isometry. This space contains the (simplicial) Bass-Serre tree for the proposed decomposition. In a tree T in T G , we say that a vertex v is a free vertex if its stabilizer is trivial. If its stabilizer is a group whose conjugacy class is in G, we say that it is a non-free vertex. See [22] for further references on this space of trees.
The subset Hyp(G) of G consists of all elements that are not conjugate into any of the subgroups H i . Those elements are said to be hyperbolic relative to G. They define loxodromic isometries of the trees in T G . We will say that elements conjugated to a subgroup H i are elliptic relative to G. They define elliptic isometries of the trees in T G .
On the level of automorphisms, Aut(G, G) denotes the group of all automorphisms of G that preserve the conjugacy classes of each H i .
Given any such automorphism φ, and given any tree T in T G , by [15, Lem. 4.2] one can construct a continuous map f φ : T → T that is G-equivariant with respect to φ in the following sense: for all x ∈ T for all g ∈ G, f (gx) = φ(g)f (x). Such a map is called a topological realisation of φ, and we say that it represents φ.
Let us now compare two differerent free factor systems. If G ≃ H ′ 1 * · · · * H ′ r ′ * F k ′ for some other subgroups H ′ j and F k ′ , and if for each i ∈ {1, . . . , r ′ } there exists j ∈ {1, . . . , r} and g ∈ G satisfying H ′ i ≤ gH j g −1 , then one says that the free factor system
It is strictly lower if moreover H is not lower than H ′ . For instance, any Grushko's decomposition of G provides a lowest free factor system for this order.
If
, . . . , [H r ]}, then one may endow each H i with a free factor system inherited by its action on a tree of T H ′ . Denote by (k i , r i ) the Scott complexity of this free factor system for H i . The integer r i counts the number of conjugates of the H ′ j in its decomposition, and the integer k i counts the rank of the free group in its decomposition. Writting the identity G = H 1 * . . . H r * F k allows to show that r i=1 r i = r ′ and (k + r i=1 k i ) = k ′ . This shows that, for the lexicographical order, for all i, one has (k i , r i ) < (k ′ , r ′ ) for all i, and that (k, r) < (k ′ , r ′ ). This is recorded in the next statement. Lemma 1.1 If the free factor system H ′ is strictly lower than H, then its Scott complexity is strictly larger than the complexity of H. If [H] ∈ H, then the Scott complexity of its free factor system induces by H ′ is strictly lower than the complexity of H ′ .
Irreducibility, and atoroidality
We recall two equivalent definitions of irreducibility of automorphisms of a free product, proposed by Francaviglia and Martino [15] . They generalise the case of automorphisms of a free group. We call f irreducible, if for every proper subgraph W of the tree T that is G-invariant and f -invariant, the quotient graph G\W is a collection of isolated subtrees with at most one non-free vertex. We say f is fully irreducible if for any integer i > 0, f i is irreducible.
We say φ ∈ Aut(G, G) is G-fully irreducible if for any T ∈ T G , and for any f : T → T representing φ, the map f is fully irreducible. This is equivalent to the following (see [15, Def. 8 
Definition 1.3 (Irreducible automorphisms relative to a free factor system) Given a group G with a free factor system G, an automorphism φ ∈ Aut(G, G) is irreducible (relative to G) if G is a maximal proper free factor system that is invariant under φ.
Let us make the following observation. Lemma 1.4 Let G be a group with a free factor system G, and let φ ∈ Aut(G, G).
There exist a proper free factor system G ′ of G, preserved by some power of φ, such that this power of φ is fully irreducible with respect to G ′ . Proof: Denote G by G 1 , and m 1 = 1. Recursively, for all n, we construct G n+1 from G n , and m n+1 , a multiple of m n , as follows.
If φ is fully irreducible relative to G n , then G n+1 = G n . If φ mn is not fully irreducible relative to G n , some of its power φ m n+1 preserves a strictly larger proper free factor system G n+1 , which hence has a strictly lower Scott complexity, by Lemma 1.1. Since any lexicographically decreasing sequence in N × N is eventually constant, there is n such that G n = G n+1 . This proves the lemma.
Generalising a similar notion in free groups, we have the following. We will need the following related notion. Definition 1.6 (Nielsen and pre-Nielsen paths)
Consider a group G with a free factor system G, a tree T ∈ T G , an automorphism φ ∈ Aut (G, G) , and a map f : T → T representing φ.
A reduced path ρ in T is called a Nielsen path if there exist an exponent n ≥ 1 such that, for some g ∈ G, the path [f n (ρ)] obtained by f n (ρ) after path reduction, is equal to gρ. A reduced path ρ is called pre-Nielsen if there exist an exponent M > 0 such that f M (ρ) is Nielsen.
Observe that even if φ is atoroidal , there can be Nielsen paths: they do not map on closed loops in G\T .
Train Tracks Maps
In [1] Bestvina and Handel have defined a particular class of maps from a tree to itself, that is a cornerstone of the study of maps realising automorphisms.
In an oriented graph, let us denote by i(e) the inital vertex of an oriented edge e. Definition 1.7 (Train track structure, legal turn, and legal paths) [1] Given a graph X, an ordered pair (e 1 , e 2 ) of oriented edges such that i(e 1 ) = i(e 2 ) is called a turn (at the vertex i(e 1 )). A trivial turn is a turn of the form (e, e).
A train track structure (or a gate structure) on a G-tree T is a G-invariant equivalence relation on the set of oriented edges at each vertex of T , with at least two equivalence classes at each vertex.
Each equivalence class of oriented edges is referred to as a gate.
In a gate structure, a turn is said to be legal if the two oriented edges are in different equivalent classes. A reduced path is said to be legal if all its turns are legal.
To describe a gate structure, it is enough to specify which turns are legal (or illegal). An important example of gate structure is the one given as follows (and this is the one we will use). Consider T and T ′ two G-trees, and a map f : T → T ′ which is equivariant, and piecewise linear (linear, non constant, on edges). Define the gate structure on T induced by f as follows. Declare that a turn (e 1 , e 2 ) is illegal if f (e 1 ) and f (e 2 ) share their first edge in T ′ . It is easy to check that this defines an equivalence relation on the oriented edges issued from a same vertex, and that it is invariant for G, by equivariance of f .
In this construction, it is obvious that any legal turn is sent by f on a pair of paths whose first edges define a non-trivial turn (by abuse of language we say that any legal turn is send by f on a non-trivial turn). However, if T ′ = T , in principle, a legal turn could be sent on an illegal turn, and in that case f 2 would send a legal turn to a trivial turn. This is not a pleasant situation, and motivates the following. Definition 1.8 (Train track maps) Given T ∈ T G , φ ∈ Aut (G, G) , and given f : T → T a piecewise linear G-equivariant map (linear, non constant, on edges) realising φ, we say that f is a train track map if, for the gate structure it defines,
• f maps edges to legal paths;
• if f (v) is a vertex, then f maps legal turns at v to legal turns at f (v).
One of the main results of Francaviglia and Martino in [15] , is the following. (G) , such that f is a train track map.
Note also the following useful fact: by [15, Lem. 8.20 ], if f : T → T is a train track map representing φ, then f k is a train track map representing φ k .
Hyperbolicity of an automorphism
Let G be a finitely generated group with a generating set S and Cayley graph Γ S (G). Let Λ be a set and let H = {H i } i∈Λ be a family of subgroups H i of G;
The H-word metric | · | H is the word-metric for G equipped with generating set S H = S ∪ (∪ i∈Λ H i ).
The following definition, from [18] , might appear technical. It extends a similar definition of hyperbolicity of automorphisms. We will only use it for free products endowed with a free factor system, so the reader is free to restrict the definition to this case.
Definition 1.10 (Relatively hyperbolic automorphisms)
Let G be a group with a generating set S. Let Λ be a set and let
Recall that for a path ρ in a metric tree T , l T (ρ) is its length. Assume now that G is a free product. For a hyperbolic element g 0 in G, a fundamental segment in T ∈ T G is a segment in its translation axis that starts and ends at free vertices x, y (i.e. with trivial stabilizers), such that g 0 x = y. Up to subdividing edges of T , such a fundamental segment for γ always exists. Definition 1.11 Let G be a finitely generated group, and G be a free factor system. Let T, T ′ be metric trees in T G . Let α : T → T ′ and α ′ : T ′ → T be G-equivariant Lipschitz maps between these trees.
Let φ ∈ Aut (G, G) , and consider f :
If there exist a natural number M > 0 and a real number λ > 1 for a pair of trees T, T ′ and maps α, α ′ , f, f ′ , such that whenever σ is either a path between two different non-free vertices of T , or a fundamental segment in T for a hyperbolic element of G, and and σ ′ the pull-tight of its image by α one has:
then the pair (f, f ′ ) is refered to as a hyperbolic pair for G, G, φ. Remark 1.12 Notice that, given G and H = {[H i ], i = 1, . . . , p} a free factor system, if H = {H 1 , ..., H p }, and if T is in T G , then the H-word metric is quasi-isometric to the distance induced by an orbit in T . Therefore, if (f, f ′ ) is a hyperbolic pair, then φ it is relatively hyperbolic.
The relevance of hyperbolic automorphisms, for us, is through the following combination theorem, which is proven by Gautero and Weidmann. For a definition of relatively hyperbolic group, we refer to [5] .
Theorem 1.13 [18, Coro 7.3] Let G be a finitely generated group that is hyperbolic relative to a finite family of conjugacy classes of infinite subgroups
where t α denotes the generator of the semidirect product associated to the automorphism α.
For brevity one calls the collection of conjugacy classes of subgroups
As an alternative of the previous theorem, one may also use the following form of [28, Thm 4.6] , for the case of an HNN extension. We will explain how to use it instead, when we will need it. Let Γ be the fundamental group of a finite graph of relatively hyperbolic groups satisfying (1) the qi-embedded condition, (2) the strictly type-preserving condition, (3) the qi-preserving electrocution condition, (4) the induced tree of coned-off spaces satisfies the hallways flare condition, (5) the cone-bounded hallways strictly flare condition. Then Γ is hyperbolic relative to the family C of maximal parabolic subgroups.
More mapping tori
Consider the case where G is a group, φ is an automorphism, and G = {[H 1 ], . . . , [H p ]} is a collection of conjugacy classes of subgroups of G, globally preserved by φ.
Let us assume that G is a malnormal collection, in the sense that a collection of groups is malnormal if, whenever H and K are in the collection and two conjugates gHg −1 , f Kf −1 of H, K intersect non-trivially, then H = K and g −1 f ∈ K.
In our conventions, φ ∈ Aut(G, G) only if φ preserves the conjugacy class of each H i . In that case, let us choose g i such that φ(H i ) = g i H i g −1 i . Note that by malnormality, g i is unique up to a multiplication on the right by an element of H i .
Consider the semidirect product G ⋊ φ Z, and call t the generator of the factor Z that acts on G as φ.
We call the mapping torus of the collection G by φ, the collection of conjugacy classes of subgroups H i , tg i in G ⋊ φ Z, for i = 1, . . . , p. Note that tg i normalises H i , and that these subgroups are uniquely defined (a change in the choice of g i does not change the subgroup).
If we relax the condition that φ ∈ Aut(G, G) to the condition that φ preserves G globally, then there is m (dividing p!) such that φ m ∈ Aut (G, G) .
In that case, for each i, there is m i for which φ m i preserves the conjugacy class of H i . One may define the mapping torus of H i by φ m i as before (choosing an element γ i so that t m i γ i normalises H i ), and we declare that the mapping torus of the collection G by φ is the collection of conjugacy classes of mapping tori of H i by φ m i . Lemma 1.15 Let G be a free group. If H is a non-trivial, malnormal finitely generated subgroup in G and if K is the image of H by an automorphism of G, that is at bounded distance from H in the word distance, then K = H.
Proof: Since H is malnormal it is not a proper finite index subgroup of another subgroup of G. Since K is an automorphic image, the same is true for K. However, being finitely generated, they both are of finite index in the stabilizer of their common limit set in the boundary of the free group G. Therefore they are equal. Proposition 1.16 With the notations above, assume that G is free, and that the groups in G are infinite.
relatively hyperbolic with respect to a collection of subgroups such that each is at bounded distance from a peripheral subgroup in G ⋊ φ m Z. Consider Q a peripheral subgroup of G⋊ φ Z, and (possibly after conjugation) let H i , tg i be the peripheral subgroup of G⋊ φ m Z that remains at bounded distance. First, Q ∩ G must be at bounded distance from H i , therefore equal, by the previous lemma. Second, if z ∈ Z is not in G, it conjugates H i into some subgroup of G, therefore it must normalise H i . It follows it must be of the form (t m i γ i ) s h for some h ∈ H i . This ensures Q is contained in the mapping torus of H i by φ m i . Conversely, since t m i γ i normalises H i which is an infinite parabolic subgroup, it must be in the associated peripheral subgroup. This proves that Q is the mapping torus of H i by φ m i , and it proves our proposition.
2 Relative Hyperbolicity of semi-direct products Definition 2.1 Let G be a group, G be a free factor system, and φ ∈ Aut(G, G). We say that two different subgroups H, K, such that [H] and [K] are in G, form a twinned pair of subgroups for φ, if there exists g ∈ G and an integer m ≥ 1 such that φ m (H) = gHg −1 and φ m (K) = gKg −1 .
Let us underline that [H] and [K] are possibly (but not necessarily) equal. We first prove the following result is an analogue of Brinkman's first result in [7] , and of a result of Bestvina-Feighn-Handel for free groups in [2, Thm. 5.1]. The proof will take the next subsections, until the end of Section 2.2, where it will be formally given.
Theorem 2.2 Let G be a finitely generated group with a free factor system G, of Scott complexity (k, p), different from (1, 1) and (0, 2). Let φ ∈ Aut(G, G) be fully irreducible and atoroidal. Assume that it has no twinned subgroups in G.
We begin the work toward the proof of Theorem 2.2. As discussed in the introduction, it will follow closely Brinkmann's and Bestvina Feighn and Handel's proofs [7, 2] , with the additionnal difficulty of dealing with the lack of local finiteness of the trees involved.
Growth in train tracks

Growth rate of edges
The metric point of view on train tracks is facilitated by the following. Lemma 2.3 (see also [15, Lem. 8.16 ])
If f : T → T is a (piecewise linear) train track map representing a fully irreducible automorphism φ, and if T has at least two orbits of edges, then there is a rescaling of each orbit of edge of T such that, for this metric, every edge is stretched by the same factor by f . More precisely, there is a constant λ > 1 such that l T (f (e)) = λl T (e) for all edge e in T .
Such a constant λ is called the growth rate of the train track map f . Proof: [15, Lem. 8.16 ] establishes the existence of a rescaling to obtain the statement with λ ≥ 1. We show that under the extra assumption of the lemma, that T has at least two orbits of edges, one has λ > 1.
Assume that this factor λ is 1. Then, partition the edges {e 1 , . . . , e s } in subsets E 1 , . . . , E s ′ of edges of equal length, from the shortest to the longest. The set of the G-orbits of the edges in E s ′ (the longest) is permuted by f , otherwise one of them is not in the image of f . Hence, by iterating the argument, for all i the set of G-orbits of the edges in E i is permuted by f . There is therefore m such that f m sends any edge to one of its image by an element of G.
If, in T , there is an arc between two vertices fixed respectively by H i and H j , and whose all other vertices are free vertices (i.e. have trivial stabiliser), then the free factor H i * H j is sent on of conjugate of itself by φ m . Since φ is assumed to be fully irreducible, this means that either G = H 1 * H 2 (and T has only one orbit of edge), or G has at most one free factor, H 1 . We thus place ourselves in the later case: its Scott complexity is (1, k) .
Consider then in T , a shortest arc between two different points v 1 , v 2 of the same orbit, and consisting only of free vertices, except possibly v 1 and v 2 . Let us say that v 2 = gv 1 . The image in G\T of this arc has to be a simple loop (otherwise a strict subloop is suitable). We may assume, after a possible translation, that the stabiliser of v 2 is either trivial or H 1 . Thus, φ m (g) = gx with x in this stabilizer. It follows that φ m preserves Stab(v 2 ), g , which is either g or H 1 * g . In either case, full irreducibility of φ forces G to be H 1 * g . Hence, G has a Scott complexity (1, 1) , and T has one orbit of edges.
We have proved that if T has at least two orbit of edges, then λ > 1.
Angles
G is a group with a free factor system
The following introduces our tool for coping with the non-local finiteness of the trees in T G , an issue that already showed in the previous lemma.
For each pair of edges e, e ′ adjacent to v H i , the angle
For each i, for each v ∈ Gv H i , and for each pair of edges e 1 , e 2 adjacent to v, define the angle
We say that a path is Θ-straight if angles between its consecutive edges are at most Θ.
Remark 2.5 Angles are well-defined. Indeed, the choice of g and g ′ is unique, because stabilizer of each edge (and thus of each edge in E v H i ) is trivial. In general, the choice of g ′′ in the definition is not unique, but only differs from an element in H i , and by the definition of angles at the vertex whose stabilizer is H i , element in H i preserves the angle. We also notice that the angles safisfy a local finiteness: for a given edge e 1 with starting vertex v and a given number C > 0, there are only finitely many possible e 2 satisfying Ang v (e 1 , e 2 ) < C. This is easy to see as there are only finitely many edges (up to G-orbit) adjacent to v and that there are only finitely many elements in H i whose word length is bounded by C.
Finally, we notice that angles are G-invariant. G) be an automorphism of G, f : T → T be a map representing φ. Then for any Θ 1 > 0, there exist Θ 2 > 0, such that for any pair of edges e 1 , e 2 starting from vertex v with Ang v (e 1 , e 2 ) > Θ 2 , we have that Ang f (v) (f (e 1 , f (e 2 ))) > Θ 1 .
Proof: Assume the contrary, let v n , e n , e ′ n such that Ang vn (e n , e ′ n ) > n but for which Ang f (vn) (f (e n , f (e ′ n ))) ≤ Θ 1 . After translation, and extraction, we may assume that v n is constant (we'll denote it by v), and stabilised by H i for some i, and that e n is also constant (denoted by e). Let h and j such that f (v) is stabilised by h −1 H j h (actually i = j but this is not important). Since f represents φ, the automorphism ad h • φ induces, by restriction to H i an isomorphism to H j , hence a quasi-isometry for their word metrics. However, that Ang v (e, e ′ n ) > n indicates that there is h n , a sequence of elements of H i going to infinity, such that h −1 n e ′ n remains among finitely many edges. After extraction it is constant, e ′ . The image of e ′ n by f correspond to the images of f (e ′ ) by φ(h n ) hence is going to infinity in angle from f (e). This is a contradiction.
From the above lemma, we have: Lemma 2.7 Given a group G with a free factor system G = {[H 1 ], . . . , [H p ]}, an automorphism φ ∈ Aut (G, G) . Assume that the Scott complexity is different from (1, 1), (0, 2), and that φ is fully irreducible and atoroidal. Let T ∈ T G , and f : T → T be a train track representative for φ on T .
Then for any given h ∈ G hyperbolic on T , any fundamental segment τ of h in T , and for any C > 0, there is an integer N > 0 such that l T (f N (τ )) > C.
Moreover, if τ is a path in T between two non-free vertices, and if φ has no twinned subgroups, then the same conclusion holds.
Proof:
Suppose otherwise, that there is a fundamental segment τ of a hyperbolic element h, or a path between two non-free vertices, for which the consecutive images by f remain of bounded reduced length.
Assume first that angles in the paths f n (τ ) remain bounded, as n goes to infinity.
In this case, all paths f n (τ ) are Θ-straight for sufficiently large Θ, and bounded in length. Therefore there are finitely possible f n (τ ) up to the action of G. Let n 2 > n 1 > 0 and g ∈ G such that f n 2 (τ ) = gf n 1 (τ ). If τ is the fundamental segment of γ, then gγg −1 = φ n 2 −n 1 (γ), and this contradicts the fact that φ is atoroidal. If τ is a path between two non-free vertices, it contradicts the absence of twinned subgroups.
Assume now that the angles in the paths f n (τ ) are unbounded. We first treat the case of the following lemma, that we will re-use later.
Lemma 2.8 Assume that τ is a path in T , and that the sequence of paths f n (τ ) (after reduction) remains bounded in length. Denote by v 1 (n), . . . , v ℓn (n) be the consecutive nonfree vertices on f n (τ ), different from its end points. Assume that we may extract a subsequence f n k (τ ) so that the angle at two vertices v i(n k ) (n k ), v j(n k ) (n k ), for i(n k ) < j(n k ), is tending to infinity, then φ has twinned subgroups.
Proof: Note that ℓ n is bounded by assumption. First we may choose the subsequence so that |i(n k ) − j(n k )| is constant minimal.
For arbitrary Θ and m > 0, there is k 0 such that if k > k 0 , then the angles at v i(n k ) (n k ), v j(n k ) (n k ) are so large that by Lemma 2.6, the map f applied m ′ < m consecutive times to the path f n k (τ ) contains after reduction, the vertices f m ′ (v i(n k ) (n k )), f m ′ (v j(n k ) (n k )), in that order, and the angle there is still larger than Θ. However, by minimality of the extracted subsequence, we may assume that the angles at the vertices between these two are bounded by Θ. Thus, the paths between f m ′ (v i(n k ) (n k )) and f m ′ (v j(n k ) (n k )) are Θstraight, of bounded length (as subpaths of f n (τ )) and live in a finite set. If m is larger than the cardinality of this finite set, we see that we two of them are G-translates of one another, and this produces twinned subgroups.
Let us come back to the proof of Lemma 2.7. The lemma allows to exclude the case described in its assumption. We thus now assume that there is a bound Θ 0 so that all angles except perhaps one, in f n (τ ), are smaller than Θ 0 . On the other hand, we assumed that angles were not bounded, so we may extract a subsequence and find f n k (τ ) so that the angle at two vertices v i(n k ) (n k ) goes to infinity. We may assume that i(n k ) is constant, and minimal. In that way, if the initial point of τ is a non-free vertex, we obtain the same contradiction as in the previous paragraph. So we now assume that the initial point of τ is a free vertex, which means that τ is the fundamental segment of some hyperbolic element γ. Consider then γ 2 . A fundamental segment for this element consists of the concatenation of τ and γτ , which is a reduced concatenation, since τ is in the axis of γ. Now, images by f also fail to grow, and have a pair of angles going to infinity. The previous case applies, and leads to the desired contradiction.
For a path α in a tree, [α] denotes its tightening, it is the reduced path with same end points. Lemma 2.9 (Bounded cancellation lemma) Let φ ∈ Aut(G, G) be an automorphism of G, G be an action on T , f : T → T be piecewise linear representing φ. Then exist a constant C f , depending only on f , such that for any path ρ ⊂ T obtained by concatenating two legal paths α, β without cancellation, we have
Then ι represents Id ∈ Aut (G) . Assume that two vertices A, B ∈ V T have the same image under f , then ι(A) = ι(B). Then we have a homotopy H : [0, 1] × T → T such that H| 0 ≡ g, H| 1 ≡ Id. As H can be chosen to be piecewise linear (because H is a homotopy, we can re-scaling it on each edge such that it is piecewise linear), we may assume that H The concatenation in T of two (pre-)Nielsen paths ρ 1 , ρ 2 whose only common point is a free vertex is still (pre-)Nielsen.
Let ρ 1 , ρ 2 be Nielsen paths with only one common point, end point of ρ 1 , and starting point of ρ 2 , which we write as v. By assumption, there exist some N, g 1 , g 2 such that [f N (ρ 1 )] = g 1 ρ 1 , [f N (ρ 2 )] = g 2 ρ 2 . It follows that f N (v) = g 1 v = g 2 v. Since the stabilizer of v is trivial, g 1 = g 2 . This implies that ρ 1 − ρ 2 is still a Nielsen path.
If the paths are only pre-Nielsen, then there are n i such that f n i (τ i ) are Nielsen paths, and all their images by f too. Thus f n 1 ×n 2 (ρ 1 − ρ 2 ) is a Nielsen path, and ρ 1 − ρ 2 there is pre-Nielsen.
Following [2] , the next lemma will be proved by a similar idea, but an angle analysis is used to overcome the obstacle of the non-local finiteness of the involved tree. Lemma 2.13 Let G be a group with a free factor system G, φ ∈ Aut(G, G) be fully irreducible and atoroidal, without twinned subgroups, f : T → T be a train track map representing φ. Assume that the Scott complexity different from (1, 1), (0, 2).
Then for every C > 0, there exist an exponent M > 0, such that for any path ρ in T , one of the three following holds:
• (A) the length of the longest legal segment of [f M (ρ)] is greater than C;
• (B) [f M (ρ)] has strictly less illegal turns than L;
• (C) ρ is a concatenation of γ 1 − α 1 − · · · − α s − γ 2 , where γ 1 , γ 2 has at most 1 illegal turn with length at most 2C, and that each α i is a pre-Nielsen path with at most 1 illegal turn, and the end points of the α i are all free vertices, except at most one.
Proof: Assume (B) fails for all integer M > 0, then no illegal turn becomes legal after iteration. In addition, let us assume that (A) fails as well. As f is a train track map, non of the legal turns become illegal, the total number of illegal turns (and henceforth the number of legal segments) remains the same after iteration. While each legal segment has a uniformly bounded length after iteration, then there is an exponent N such that
We classify ρ in the following cases. Assume first that angles at every vertex in f n (ρ) remain bounded. If statements (A) and (B) fail, the length of ρ is bounded after iteration, hence, if angles are bounded too, there are only finitely many possible G-orbits of paths, for f n (ρ). Hence, there exist N 0 > 0, n > 0, g ∈ G such that [f n (f N 0 (ρ))] = g[f N 0 (ρ)] (in other word, ρ is pre-Nielsen). Denote by v i,1 , v i,2 the starting and ending vertices of the maximal legal segment ρ i .
Apply f n to each maximal legal segment ρ i in f N 0 (ρ). Since these segments are legal, the length of f n (ρ i ) grows by a factor λ n . These paths cancel at the possible illegal turns with other connected maximal legal segment(s), and reduces to gρ i for the element g above. The legal segment between gv i,1 and f (v i,1 ) (if they are different) and the legal segment between gv i,2 and f (v i,2 ) (if they are different) are canceled. Hence there is a subsegment (which is legal) ζ i of ρ i such that f (ζ i ) ⊂ gρ i . For this reason, there is a vertex v i in each ζ i (thus it is in ρ i ) such that [f n (f N 0 (v 0 ))] = g[f N 0 (v 0 )]. Call these v i "pre-periodic points", we have that ρ is a concatenation of γ 1 − α 1 − · · · − α s − γ 2 , where γ 1 , γ 2 has at most 1 illegal turn with length at most 2C, and that each α i is a pre-Nielsen path with at most 1 illegal turn. In addition, as ρ pre-Nielsen, γ 1 , γ 2 are also pre-Nielsen.
Assume now that the sequence f n (ρ) have unbounded angles. We may apply Lemma 2.8, in order to reduce to the case that there exists Θ 0 for which at most one vertex of f n (ρ) has angle larger than Θ 0 . Let us extract a subsequence, so that there is v 1 in ρ for which the image by f n k has angle larger than Θ 0 .
Denote the starting and ending vertex of ρ by v a , v b respectively, subdivide the path ρ into two segments ρ 1 , ρ 2 such that
]. Since f n k (ρ) has a large angle at f n k (v 1 ), either f n k (ρ 1 ) is reduced with f n k (ρ 2 ) at that point, or one of them passes through f n k (v 1 ) and makes a large angle there. On ρ 1 mark the point v 0 = v 1 which is sent to f n k (v 1 ). Since the angle is large both v 0 and v 1 are non-free vertices, with different stabilizers. Therefore f , realising an automorphism, cannot send them on the same vertex.
Hence the concatenation of f n k (v 1 ) and f n k (ρ 1 ) is reduced. It follows that both segments remain short, and have no large angle. Thus ρ 1 and ρ 2 are pre-Nielsen.
By induction on the length, we can further subdivide ρ 1 and ρ 2 such that ρ is a concatenation of γ 1 − α 1 − · · · − α s − γ 2 , where γ 1 , γ 2 has at most 1 illegal turn with length at most 2C, and that each α i is a pre-Nielsen path with at most 1 illegal turn.
To see that at most one of the end points of α i can be non-free, assume that two of them are, we thus have τ = α i − · · · − α j , for i ≤ j, which is a concatenation of pre-Nielsen paths with only free vertices as intermediate subdivision points. Their concatenation is still pre-Nielsen, by Lemma 2.12. However the end points of τ are non-free vertices, therefore by Lemma 2.7 the iterates of f on τ are eventually arbitrarily long. This contradicts that they are periodic. Thus, at most one of the end points of α i can be non-free.
In conclusion, statement (C) of the lemma holds.
Lemma 2.14 Let G be a group with a free factor system G and φ ∈ Aut (G, G) . Assume that Scott complexity is different from (1, 1), (0, 2), and that φ is fully irreducible, atoroidal, and without twinned subgroups. If f : T → T is a train track representative for φ on T . Then there exist a constant M 0 such that it is impossible to concatenate more than M 0 Nielsen paths whose end points are free vertices.
Recall that by Lemma 2.12, the concatenation of such Nielsen paths is still a Nielsen path.
In order to prove the lemma, it suffices to prove that after concatenating n 0 (where n 0 ≥ M 0 ) Nielsen paths, any resulting path contains a subconcatenation that will grow eventually after iteration of f . This lead to a contradiction, since this subconcatenation is still a concatenation of Nielsen paths, hence the length remains the same after iteration).
Let us write τ = ρ 1 − ρ 2 − · · · − ρ n 0 our concatenation, and v i the initial point of ρ i . The graph G\T is finite, let M 0 be its number of vertices. If n 0 ≥ M 0 , there are i < j such thatv i =v j . Also, since this path does not backtrack at a free vertex (in G\T ), either it contains a loop, or a segment between two non-free vertices. Therefore, there is an hyperbolic element g ∈ G that sends the initial point of τ to its last point. By iteration of φ the displacement of φ r (g) is, by Lemma 2.7, eventually arbitrarily large, and therefore the images f r (τ ) have arbitrarily large length. This is a contradiction with the assumption that it is a Nielsen path.
As an application of Lemma 2.13, we have Then for any C > 0 there exist exponent N > 0 and L 0 > 0, such that if ρ is a path of length ≥ L 0 , and ρ ′ is the path by pulling tight α(ρ), then either [f N (ρ)] or [f ′N (ρ ′ )] contains a legal segment of length greater than C.
Proof: By the above lemma, there exist a constant M 0 such that it is impossible to concatenate more than M 0 pre-Nielsen paths with end points being free vertices.
Fix C > 0 such that it is larger than the critical constant for both f and f ′ . Suppose [f N (ρ)] does not contain a legal segment of length greater than C for all N > 0. Then (A) of Lemma 2.13 fails. In addition, fix L 0 > (M 0 + 2)C, where M 0 is the bound of Lemma 2.14. The case (C) of Lemma 2.13 also fails: otherwise, since the index s is bounded, one of the α i , i ≤ s has to be long, but it has only one illegal turn, so there is a long legal segment, which means that (A) of Lemma 2.13 holds, which we have excluded.
Then (B) of Lemma 2.13 must hold. Assume without loss that C is larger than the critical constant of both f and f ′ . Let M be the greater one of the integers according to Lemma 2.13 when we apply it to f, C and f ′ , C.
We then represent ρ as a concatenation of segments β ⊂ ρ such that f M (∂β) ⊂ [f M (ρ)] with uniformly bounded length (this bound is independent on ρ). Thus the upper bound to the number of illegal turns in each segment exist, we denote it by P . Fix Q such that Since we require that any legal segment in each [f N (ρ)] is bounded by C, and it is obviously not less than the length of shortest edge, there is some constant K = K(f, C) > 0, such that
Apply the same discussion to [αf sM (ρ)] as we did to ρ, and consider f ′ instead of f . If we assume that [f ′N (ρ ′ )] does not contain a legal segment of length greater than C either for N = sM , then we have
Notice that f ′sM αf sM is conjugate to α, hence there is some constant µ > 1 such that for long L,
Multiply (1), (2) and the inverse of (3) we have
Since s is large enough, this inequality fails (the right part can be small enough), thus we come to a contradiction, and proved the lemma. There is ǫ > 0 and integer N 1 > 0 such that for every nontrivial x ∈ G hyperbolic on T , if σ is a fundamental segment of x in T , or a path between two non free vertices, and if σ ′ is an isometric immersion by pulling tight α(ρ), then for every N > N 1 , either LEG T (f N (σ)) ≥ ǫ or LEG T ′ (f ′N (σ ′ )) ≥ ǫ.
By Lemma 2.7, there is an integer N ′ , such that l T (f N ′ (σ)) > L 0 and 
Relative hyperbolicity in the fully irreducible case
Proposition 2.18 Let G be a finitely generated group with a free factor system G of Scott complexity (k, p) different from (1, 1), (0, 2).
Consider φ ∈ Aut(G, G) fully irreducible and atoroidal, with no twinned subgroups. Let f : T → T be a train track map realizing φ, and f ′ : T ′ → T ′ a train track map realising φ −1 .
Then, (f, f ′ ) is a hyperbolic pair, in the sense of Definition 1.11.
Proof:
First, both trees being in T G , there exists α : T → T ′ and α ′ : T ′ → T two G-equivariant Lipschitz maps. For any hyperbolic element x ∈ G, let σ be a fundamental segment of x in T , or a path between non free vertices, let σ ′ be an isometric immersion of [α(ρ)]
Choose C be the larger one of the critical constant of f and f ′ . By Lemma 2.17, there is ǫ > 0 and integer N 1 > 0 (regardless of the choice of x and σ) such that for every N > N 1 ,
Denote here by S C (σ) the set of all maximal legal segments in σ with length longer than C.
We assume that LEG T (f N (σ)) ≥ ǫ (the other case is similar), and let λ be the growth rate of f . Then by definition of critical length and Lemma 2.10, there is ν > 0 such that
For sufficiently large i, this establishes that (f, f ′ ) is a hyperbolic pair.
By Remark 1.12 and the previous proposition, we thus have the following.
Proposition 2.19 Let G be a finitely generated group with a free factor system G of Scott complexity (k, p) different from (1, 1), (0, 2). If φ ∈ Aut(G, G) is fully irreducible and atoroidal, without twinned subgroups, then φ is hyperbolic relative to G, in the sense of Definition 1.10.
We may finally prove Theorem 2.2: it is a direct consequence of Proposition 2.19 and Gautero and Weidmann's theorem 1.13.
Alternatively, one may use Theorem 1.14 (see also [16, Thm. 2.20] ) instead of 1.13. We briefly indicate how, without entering in the detail of the definitions from [28] .
In our case, the finite graph of group is a loop of group, whose vertex and edge groups are G, and attaching maps are given by the identity and φ. All properties from 1 to 3 are obviously satisfied. The induced tree of spaces, is just a bi-infinite line of spaces, and at each integer, the space is the tree T associated to the train track, with attachments with next tree, and the previous tree being given, respectively, by f and f −1 , a continuous map from T to itself realising φ −1 . The hallways flare condition [28, Def. 3.3 -3.5] is the expansion (under the power of f , or of f −1 ) of sufficiently long paths in T , which is ensured by the expansion of the paths corresponding to fundamental segments of hyperbolic elements, from Proposition 2.18, and the cone-bounded hallways strictly flare condition is the expansion (under the power of f , or of f −1 ) of the paths between two non-free vertices, from Proposition 2.18. The collection C corresponds, in [28] , to our mapping torus of the free factor system.
Let us finally make the comment that, using the theorem of Gautero-Weidmann does not require the control of the expansion of the paths between non-free vertices, and therefore can be done without the assumption of absence of twinned subgroups. We do not know whether this makes a difference.
Relative hyperbolicity in the reducible case
Let G be a group with a free factor system G, and consider an automorphism φ ∈ Aut(G, G), that is atoroidal, but possibly reducible with respect to G.
Theorem 2.20 Let G be a finitely generated group, and G be a free factor system. Let φ ∈ Aut(G, G) be atoroidal for G. Assume that there is no pair of twinned subgroups in G for G and φ.
Proof: Let G f i be the free factor system of G provided by Lemma 1.4: it is preserved by some power φ m of φ, and φ m is fully irreducible with respect to G f i .
We claim that for some m ′ G⋊ φ m ′ Z is relatively hyperbolic with respect to the mapping torus of G. We prove this by discussing according to the Scott complexity of G for G f i .
If the Scott complexity of G for G f i is (0, 2), then G f i = {[A], [B]} and G = A * B. After composing by a conjugation, we may assume that automorphism φ m preserves A, and then it sends B on a conjugate of B by an element of A. By composing by another conjugation we may assume that it preserves both A and B. Thus,
where C is the infinite cyclic group generated by the element associated to φ m . As we have proved, both factors are relatively hyperbolic, with respect to mapping tori of the free factor systems induced by G. Since φ (hence φ m ) has no twinned subgroups in G, the group C is non-parabolic in at least one of the factors. The combination theorem [8, Thm. 0.1, case 3] can thus be applied, and the group G is hyperbolic relative to the mapping torus of the union of the free factor systems of A and B induced by G, hence to the mapping torus of G for φ m . We have the claim for this case.
If the Scott complexity of G for G f i is (1, 1) , then G f i = {[A]} and G = A * Z for a subgroup Z, infinite cyclic, generated by z. We may assume, after composing by a conjugation, that φ preserves A. Also, since φ is an automorphism, there exists g ∈ A such that φ 2 (z) is zg (the square ensures that the exponent of z is +1 instead of −1). One can thus express G ⋊ φ 2 t as isomorphic to A ⋊ φ 2 | A t * t , tg −1 . As we have proved, A ⋊ φ| A t is relatively hyperbolic with respect to mapping torus of the free factor system induced by G.
We claim that either t or tg −1 is not parabolic in A⋊ φ| A t . If both are parabolic, there are two free factors of A in G, say H, K, such that H is normalized by t and K by tg −1 . Since z −1 tz = tg −1 , we have that tg −1 normalises both K and z −1 Hz. By the absence of twinned groups for φ 2 , it follows that K = z −1 Hz. But considering normal forms for the free product G = A * Z, we have that z −1 Hz is not a subgroup of A. This proves that either t or tg −1 is not parabolic in A ⋊ φ| A t . We may therefore apply the combination theorem [8, Thm. 0.1, case 4] to obtain that the HNN extension A ⋊ φ 2 | A t * t , tg −1 is relatively hyperbolic with respect to the conjugates of the parabolic subgroups of A ⋊ φ 2 | A t . In other words G ⋊ φ 2 Z is hyperbolic relative to the mapping torus of G for φ 2 .
If the Scott complexity of G for G f i is different from (1, 1) and (0, 2), then G ⋊ φ m Z is relatively hyperbolic with respect to the mapping torus of G f i by Theorem 2.2.
We argue then by induction on the Scott complexity of (G, G). The lowest complexities (0, 2) and (1, 1) have just been treated. Consider H such that [H] ∈ G f i , and let g H such that ad g H • φ m preserves H. Let H be the free factor system of H induced by G. One can easily check that the automorphism ad g H • φ m of H is atoroidal and has no twinned subgroups for H. Also, the Scott complexity of H for the free factor system H is strictly lower than that of G for G, by Lemma 1.1. By induction hypothesis, for each element H of G f i , its mapping torus by (ad g H • φ m H )| H is hyperbolic relative to the mapping torus of the free factor system induced by G.
We can conclude about the claim for G, by the telescoping argument of Osin [29, Thm 2.40]: the group G ⋊ φ m ′ Z is relatively hyperbolic with respect to the mapping torus of G, for m ′ the product of m and of the exponents m H associated to the groups H in G f i .
We thus have proved the claim for all cases. Finally, by Proposition 1.16 we get that the group G ⋊ φ Z is relatively hyperbolic with respect to the mapping torus of G.
In the next statement, we say that an automorphism φ ∈ Aut(G, G) is toral, if for each H such that [H] ∈ G, there exists g ∈ G such that ad g • φ| H is the identity on H.
The three corollaries are consequences of Proposition 3.1 and Theorem 2.20.
Corollary 3.2 Assume that G is finitely generated, and that G consists of torsion free abelian groups. If φ is atoroidal, and toral, then the group G ⋊ φ Z is toral relatively hyperbolic.
Corollary 3.3 Assume that G is torsion free, and that G consists of nilpotent groups and that φ ∈ Aut (G, G) is such that for each [H] ∈ G, there exists g ∈ G such that ad g • φ| H is the identity on H. Then if φ is atoroidal, the group G ⋊ φ Z is relatively hyperbolic with nilpotent parabolic subgroups.
Corollary 3.4 Assume that G is torsion free, and that G consists of abelian groups and that φ ∈ Aut(G, G) is such that for each [H] ∈ G, there exists g ∈ G such that ad g • φ| H is unipotent on H (seen as Z-module). Then if φ is atoroidal, the group G ⋊ φ Z is relatively hyperbolic with nilpotent parabolic subgroups.
3.2
The case of free groups, and a theorem of Gautero-Lustig
Polynomially growing subgroups
Consider F a free group, and φ and automorphism of F . We briefly discuss some material covered in the preliminary section of [27] , to which the reader is warmly refered.
A subgroup F 0 of F is said polynomially growing for φ if for every g ∈ F 0 , the length |[φ n (g)]| of a cyclically reduced element of [[φ n (g)]] is bounded above by a polynomial in n. If F itself is polynomially growing, one says that φ is a polynomially growing automophism.
Recall that the group Aut(F ) contains as a normal subgroup the group of all inner automorphisms Inn(F ), which are conjugations by elements of F , and the quotient Aut(F )/Inn(F ) is the outer automorphism group of F .
For an outer automorphism Φ ∈ Out(F ), we say that a subgroup F 0 of F is polynomially growing for Φ if there is φ and automorphism in the class of Φ, for which φ(F 0 ) = F 0 and φ| F 0 is polynomially growing.
In [27, Prop 1.4] Levitt proves that for any outer automorphism Φ of a free group F , there is a finite family of finitely generated subgroups of F , that are polynomially growing for Φ, such that all polynomially growing subgroups for Φ are conjugated into one of them. These are maximal polynomially growing subgroups for Φ. Levitt also proves in the same reference, that the family of their conjugates is malnormal in sense recalled in 1.5.
The following is a convenient clarification.
Lemma 3.5 If F 0 is free, and φ 0 is a polynomially growing automorphism of F 0 , then for all g ∈ F 0 , the word length of φ n 0 (g) is bounded above by a polynomial in n.
Proof: Let us recall one aspect of Theorem [3, 3.11] : if an automorphism ψ of a free group F 0 is polynomially growing, there exists a realisation of F 0 as the fundamental group of a graph X, and there exists a topological representative τ : X → X of ψ, and a filtration of X, {v} = X 0 ⊂ · · · ⊂ X r = X such that any edge e in X i \ X i−1 is sent on a path ec where c is a path in X i−1 . From this realisation, one obtains that for each g, the length of the reduced loop in X realising ψ n (g) grows at most polynomially in n. The word metric being quasi-isometric with the graph metric, one gets the Lemma.
A favorable case
Proposition 3.6 Assume that G is a finitely generated free group, φ an automorphism, and that G consists of the collection of conjugacy classes of (necessarily finitely generated) subgroups of polynomial growth under Φ, the outer automorphism of φ.
Assume furthermore that G is a free factor system. Then G ⋊ φ Z is relatively hyperbolic with respect to the mapping torus of G.
Proof: It is enough to check that φ has no twinned subgroups in the collection G.
If φ fixes two subgroups A, B that are maximal polynomially growing for Φ, then φ A and φ| B need to be polynomially growing. By Lemma 3.5 they are polynomiallly growing on the word length level.
For any element γ of A ∪ B , the sequence of iterates of γ by φ would therefore be polynomially growing, and the group A ∪ B would be polynomially growing for Φ. This contradicts maximality of A and B.
Hall reduction for the general case
Proposition 3.7 If F is a free group, and if H is a finite malnormal collection of finitely generated subgroups, then there is a finite index subgroup F 0 of F , containing a conjugate H ′ of each element H of H , and for which {[H ′ ], H ∈ H } is a free factor system of F 0 .
Proof: Let us write H = {H 1 , . . . , H m }. Let T be the labelled Cayley tree of F , where each edge is labelled by its associated generator. First, up to chosing a conjugate H ′ i of each of the H i , one may assume that the group H = i H ′ i is the free product of the H ′ i . There are several ways to see that. Recall that the core of a graph is the minimal subgraph that has the same fundamental group. One can take X i the labelled core of the labelled graph H i \T , the group H i (up to conjugacy) can be identified as the fundamental group of X i . Since each H i is finitely generated, each X i is finite. Since each H i is of infinite index in F , each H i \T is infinite. Therefore for each i there is a vertex v i ∈ X i at which not all labels appear on exiting edges. Append an extra edge labelled by a missing generator around v i , and at the end of it, a long path labelled by a word w i , in such a way that all w i , i = 1, . . . m are different. Now we have m graphs, each of them with a distinguished vertex at the end of its appended path. Identify all those vertices, thus producing a connected labelled graph X. It is not a quotient of T in general, since the vertex at which the X i have been glued may have several adjacent edges with the same label. One can perform Stallings foldings, to fold together edges exiting the same vertex, carrying the same label. By choice of the paths w i , the sequence of foldings never reach any of the core graphs X i , and the process terminates in a folded graph Y in which each X i embed in disjoint subgraphs, and that is a quotient of the tree T . The fundamental group (up to conjugacy) of Y indicates, by the labelling, a subgroup of F which is a free product of conjugates of the groups H i .
The group H is finitely generated. By Marshall Hall's theorem [25] (see also [30] ) there exists a finite index subgroup F 0 of F in which H is a free factor. Proposition 3.8 Let F be a free group, and φ an automorphism, and F the collection of conjugacy classes of polynomially growing subgroups for Φ the outer automorphism of φ. There exists a finite index subgroup G of F containing a conjugate H ′ of each polynomially growing subgroup H of Φ, and such that the induced collection F G = {[H ′ ], H ∈ F} is a free factor system for G, and corresponds to the polynomially growing subgroups of the automorphism of G induced by φ m , for some m.
Proof:
We apply the previous proposition. We thus have a characteristic finite index subgroup G of F such that the induced collection F G is a free factor system for G, and is preserved by φ. Since there are finitely many subgroups of F of index [G : F ], there is a power m of φ that preserves G. By Lemma 3.5, all the subgroups in F G are polynomially growing for φ m , as subgroups of polynomially growing subgroups of F for φ. Any element outside all of these subgroups is exponentially growing for φ when seen in F , thus it is also exponentially growing for φ m when seen in G. Theorem 3.9 (Gautero-Lustig, and Ghosh theorem) [17] [19] If φ is an automorphism of a free group F with at least one exponentially growing element, the semidirect product F ⋊ φ Z is relatively hyperbolic with respect to the mapping torus of the collection of polynomially growing subgroups.
Proof: Applying Proposition 3.8 (reduction to the case where polynomially growing subgroups are free factors) and Proposition 3.6 (the relative hyperbolicity theorem in the favorable case of free factors), whe have that there exists a finite index subgroup G of F , and a power φ m of φ, preserving G for which the semidirect product G ⋊ φ m Z is relatively hyperbolic relative to the mapping torus of the collection of polynomially growing subgroups in G.
Now, F ⋊ φ m Z contains G ⋊ φ m Z as a finite index subgroup. By Druţu's theorem on quasi-isometry invariance of relative byperbolicity, [13, Thm. 5.1], the group F ⋊ φ m Z is relatively hyperbolic relative to subgroups that remain at bounded distance (in a word metric) from the peripheral subgroups of G ⋊ φ m Z. Consider P ⋊ Z a peripheral subgroup of G ⋊ φ m Z, with P one of the polynomially growing subgroups of F , and write z for a generator of Z. Let Q be a parabolic subgroup of F ⋊ φ m Z that remains at bounded distance from P ⋊ Z, and we can assume that it contains P ⋊ Z. By Lemma 1.15, Q ∩ F = P . If there is q ∈ Q that is not in F , then it conjugates P in some group in F . Since it remains at bounded distance from P , by the lemma again, it must be P also, and therefore q ∈ Z. In conclusion, Q = P ⋊ Z. Therefore, F ⋊ φ m Z is relatively hyperbolic relative to the mapping torus by φ m of the polynomially growing subgroups.
Finally, by Proposition 1.16, F ⋊ φ Z is relatively hyperbolic relative to the mapping torus by φ of the polynomially growing subgroups.
Application to the conjugacy problem
In this section, we consider the conjugacy problem for certain outer automorphisms of a group G that is a free products of non-cyclic abelian groups. We present an algorithm that will decide whether two given toral atoroidal automorphisms of free products of abelian groups are conjugate in Out (G) . Hence we will prove the following.
Theorem 3.10 Let G be a finitely generated free product of non-cyclic free abelian groups, G = A 1 * · · · * A p . Denote by A the free factor system {[A i ], i = 1, . . . p}
There is an algorithm that, given φ 1 , φ 2 , two automorphisms of (G, A) that are atoroidal, and toral, determines whether they are conjugate in Out(G, A).
Note that we assume that the Scott complexity of (G, A) in the statement is (0, p).
3.3.1
Reduction to an orbit problem for the group Out(G ⋊ φ 2 t 2 )
We will write w for the image of an object w ∈ G ⋊ Z in the abelianisation of G ⋊ Z. We consider G 1 , G 2 , two copies of G, (canonically isomorphic to G). Lemma 3.11 φ 1 , φ 2 ∈ Aut(G) are conjugated in Out (G) if and only if the following holds:
• there exists an isomorphism α :
• and there exists an automorphism ψ of G ⋊ φ 2 t 2 such that, in the abelianisation, if G 2 ,t 2 , ψ(α(t 1 )) and ψ(α(G 1 )) are the images of G 2 , t 2 , ψ(α(t 1 )) and ψ(α(G 1 )) in the abelianisation of G 2 ⋊ φ 2 t 2 , then G 2 ⊂ (ψ(α(G 1 ))) and (ψ(α(t 1 ))) ∈t 2Ḡ2 .
Proof: By [10, Lem. 3.1], φ 1 , φ 2 ∈ Aut(G) are conjugated in Out(G) if and only if there is an isomorphism ι between G 1 ⋊ φ 1 t 1 and G 2 ⋊ φ 2 t 2 such that at the level of the abelianisations, ι(G 1 ) contains (hence is equal to)Ḡ 2 , and ι(t 1 ) is int 2Ḡ2 . The Lemma follows.
Lemma 3.12 The first point of the characterisation in the previous lemma is decidable: there is an algorithm that given G, G, φ 1 , φ 2 indicates whether there exists such an α.
Proof:
If G is a free factor system of G consisting of torsion free abelian groups, and φ 1 , φ 2 ∈ Aut(G, G) are atoroidal for G and toral in the sense of Corollary 3.2, then G 1 ⋊ φ 1 t 1 and G 2 ⋊ φ 2 t 2 are relatively hyperbolic with torsion free abelian parabolic subgroups, in other words they are toral relatively hyperbolic. By [9, Thm. D] we have an algorithm determining whether they are abstractly isomorphic, and if they are, we may find an isomorphism α :
The problem is now, assuming that such an isomorphism α is given, to decide the second point of the characterisation, which we call our orbit problem in Aut(G 2 ⋊ φ 2 t 2 ).
Observe that the properties involved in the orbit problem only depend on the class of ψ in Out(G 2 ⋊ φ 2 t 2 ).
We will need this decomposition lemma.
Lemma 3.13 If G = A 1 * · · · * A p where A i are abelian, and if φ 2 is an automorphism of (G, G), the imageḠ of G in the abelianisation of G ⋊ φ 2 t 2 splits as a direct product B 1 × B 2 × · · · × B p , where each B i is the image of A i .
The abelianisation of G is G ab = B 1 × · · · × B p , where B i is canonically isomorphic to A i . Letφ 2 the induced automorphism of G ab . Since φ 2 preserves the conjugacy class of A i , the automorphismφ 2 preserves each B i in G ab . Write C i for the abelianisation of B i ⋊φ 2 | B i Z, and c i ∈ C i the element associated to the factor Z. The abelianisation of G ⋊ φ 2 t 2 is isomorphic to the abelianisation of G ab ⋊φ 2 Z, therefore isomorphic to the quotient of (C 1 × · · · × C p ) by the relations c i = c j , i < j < p. Since each c i generates a direct factor of C i , we have the result.
Structure of the group Out(G 2 ⋊ t 2 )
A theorem of Guirardel and Levitt provides a structural feature of Out(G 2 ⋊ φ 2 t 2 ), because of the relative hyperbolicity of G 2 ⋊ φ 2 t 2 (from Corollary 3.2). They first prove (although a modern definitive reference is their essay [23] ) that there exists a canonical JSJ decomposition for G 2 ⋊ φ 2 t 2 as a finite graph of group in which vertex groups can be surface groups (with boundary), parabolic subgroups, hence free abelian, in which the collection of adjacent edge groups generate a direct factor, and other, so-called rigid groups (see also [9, §10] ). Lemma 3.14 The JSJ graph-of-group decomposition of G 2 ⋊ φ 2 t 2 contains no vertex group that is a surface groups (with boundary), and has an underlying graph that is a finite tree.
Proof:
We refer to [10, Prop. 2.11] for the first claim. For the second claim, take the Bass-Serre tree T of the decomposition. Consider it as a G 2 -tree, G being a normal subgroup of G 2 ⋊ φ 2 t 2 . The quotient G 2 \T gives a graph of group decomposition of G 2 that is a free decomposition, i.e. edge groups in G are trivial (see [10, Lem. 2.8] ). By assumption on G and unicity of the Grushko decomposition, the graph G\T is a tree. The underlying graph of the decomposition of G ⋊ φ 2 t 2 is the quotient of G\T by the action of the cyclic group induced by φ 2 . But since φ 2 preserves the conjugacy class of all free factors of G, it induces the identity on the graph G\T . Thus, underlying graph of the decomposition of G ⋊ φ 2 t 2 is a tree.
A graph-of-group presentation for G ⋊ φ 2 t 2 is then given by presentations for each vertex and unoriented-edge groups, and relations given by attaching maps of each oriented edge.
Guirardel and Levitt prove in [24, Thm 1.4 ] that there exists a finite index subgroup Out 1 (G 2 ⋊ φ 2 t 2 ) that preserve the conjugacy class of each maximal parabolic group, and that fits ain a short exact sequence
in which T is a free abelian group, and in which the groups M CG 0 j are Mapping Class Groups for surface vertices of the JSJ decomposition of G 2 ⋊ φ 2 t 2 (indexed by the set J S ), and in which the groups GL n j ,m j (Z) are the groups of automorphisms of Z n j +m j fixing the first n j generators.
As we recalled in the Lemma 3.14, J S is empty in our case. The factors GL n j ,m j (Z) correspond to the automorphism groups of parabolic vertex groups P j (indexed by the set J P ), of rank n j + m j , fixing the direct factor E j < P j generated by adjacent edge groups, of rank n j .
The group T is generated by Dehn twists over edges of the JSJ graph of group. We will only be interested by its image in the automorphism group of the abelianisation of G 2 ⋊ φ 2 t 2 , and this image is trivial, since in our setting all Dehn twists are piecewise conjugations (all edges of the graph of group are separating).
Using [9, Thm 4 .4] on the relatively hyperbolic structures of the vertex groups of the JSJ decomposition, we can algorithmically compute a collection of coset representatives of Out 1 (G 2 ⋊ φ 2 t 2 ) in Out(G 2 ⋊ φ 2 t 2 ). Let {θ 1 , . . . , θ c } be such a collection. Let α i = θ i •α. The following is straightforward, from Lemma 3.11. Lemma 3.15 There exists ψ solving the orbit problem of Lemma 3.11 in Aut(G 2 ⋊ φ 2 t 2 ) if and only if there exists i ≤ c, and ψ i ∈ Aut(G 2 ⋊ φ 2 t 2 ) whose class in Out(G 2 ⋊ φ 2 t 2 ) is in Out 1 (G 2 ⋊ φ 2 t 2 ), such that the inclusions of Lemma 3.11 1 are satisfied for α i andf ψ i :
