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1 Introduction
In mathematical physics elliptic type problems play an important role, in analyzing various
equilibria as for example in potential theory, in stationary elasticity and many other types
of stationary boundary value problems. Classical monographs, focusing mainly on linear
problems, are for instance [1, 11, 13, 15]. We also refer to [27, Chapter VIII] for a survey
of the literature. Also non-linear elliptic type problems have been studied intensively. The
authors of [3, 4] study non-linear perturbations of a selfadjoint operator and obtain exis-
tence of a solution. Later-on, uniqueness results could be proved, see [2, 26]. Operators
in divergence form with non-linear coefficients are studied in [5, 6, 7, 8, 29], where some
monotonicity condition is imposed on the coefficients to obtain existence. This monotonic-
ity condition might also be very weak, cf. [16]. The case of divergence form operators
with multi-valued coefficients is treated among other things in [9], where also existence
results could be obtained. In this note, we restrict ourselves to the Hilbert space setting
and study conditions under which abstract divergence form operators with possibly multi-
valued coefficients lead to well-posed operator inclusions. The restriction to the Hilbert
space case enables us to show continuity estimates also for inhomogeneous boundary value
problems of elliptic type, cf. the Corollaries 3.1.3 and 3.1.5, where – to the best of the
authors’ knowledge – the first one is new. The main topic is the discussion of the structure
of the following type of problem: Let H1, H2 and G1, G2 be Hilbert spaces and let f ∈ G1
be given. Moreover, let a ⊆ H2 ⊕ H2 be a relation such that a−1 : H2 → H2 becomes a
Lipschitz-continuous mapping (the main focus will be laid on c-maximal monotone rela-
tions, which will be defined below), A : D(A) ⊆ H1 → H2 densely defined closed linear.
We study the problem of finding u ∈ G2 ⊆ D(A) such that the inclusion
A∗aA ∋ (u, f), (∗)
holds true, i.e. there exists w ∈ H2 such that
(Au,w) ∈ a and A∗w = f.
We want to find the “largest” space G1 to allow for existence results and the “largest” space
G2 to yield uniqueness. Endowing G1 and G2 with suitable topologies, we seek a solution
theory for these type of inclusions. We will give a framework in order to cover inhomoge-
neous boundary value problems with Dirichlet or Neumann boundary data. Compatibility
conditions such as in [10, Theorem 4.22] arise naturally in our approach, cf. also Remark
3.3.
Our approach consists in rewriting (∗) as an inclusion in “tailor-made” distributions spaces
by introducing suitable extrapolation spaces, which are also known as Sobolev chains or
Sobolev towers, see e.g. [12, 22] and the references therein. The core idea is to generalize
extrapolation spaces to the non-selfadjoint operator case. This was also done and exten-
sively used in [23] for studying time-dependent problems. Using this extrapolation spaces
the abstract problem (∗) turns out to be unitary equivalent to the problem of inverting the
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relation a in a suitable space. Since elliptic type problems are not well-posed in general,
one has to develop a suitable framework in order to determine possible right-hand sides.
We discuss some preliminary facts in Section 2 used in Section 3.1, which are particularly
needed for the Theorems 3.1.1, 3.1.2, 3.1.4 and the Corollaries 3.1.3, 3.1.5. These theorems
and corollaries are the main results of this paper. We discuss extrapolation spaces in Sec-
tion 2.1. Section 2.2 contains some results in the theory of maximal monotone relations.
Most importantly, the following problem is discussed: When is a composition of a orthogo-
nal projection with a maximal monotone relation again maximal monotone? This question
was also addressed in [5, 14, 20, 25]. Particularly in [25], this question was, at least for our
purposes, satisfactorily answered. For easy reference, we also state some well-known results
in the theory of maximal monotone relations in Section 2.2. In Section 3.1 we apply the
results of the previous ones to give an abstract solution theory for both homogeneous and
inhomogeneous boundary value problems of elliptic type. In Section 3.2 we will give some
examples, how the abstract theory could be employed to study boundary value problems
in potential theory, stationary elasticity and magneto- and electro-statics.
The underlying scalar field of any vector space discussed here is the field of complex num-
bers and the scalar product of any Hilbert space in this paper is anti-linear in the first
component.
2 Functional analytic preliminaries
2.1 Operator-theoretic framework
We recall some definitions from operator theory. As general references we refer to [17, 23].
Definition (modulus of A, cf. [17, VI 2.7]). Let H1, H2 be Hilbert spaces. Let A : D(A) ⊆
H1 → H2 be a densely defined closed linear operator. The operator A∗A is non-negative
and selfadjoint in H1. We define |A| :=
√
A∗A the modulus of A. It holds D(|A|) = D(A).
The following notion of extrapolation spaces and extrapolation operators can be found in
[22, 23]. See in particular [22], where a historical background is provided.
Definition (extrapolation spaces, Sobolev chain). Let H be a Hilbert space. Let C :
D(C) ⊆ H → H be a densely defined closed linear operator and such that 0 is contained
in the resolvent set of C. Define H1(C) to be the Hilbert space D(C) endowed with the
norm |C·|H. Define H0(C) := H and let H−1(C) be the completion of H0(C) with respect
to the norm |C−1·|H. The triple (H1(C), H0(C), H−1(C)) is called (short) Sobolev chain.
Remarks 2.1.1. (a) It can be shown that C : H1(C) → H0(C) is unitary. Moreover, the
operator C : H1(C) ⊆ H0(C) → H−1(C) has a unique unitary extension, cf. [23,
Theorem 2.1.6].
6
2.1 Operator-theoretic framework
(b) Sometimes it is useful to identify H−1(C) with H1(C
∗)′, the dual space of H1(C
∗) (cf.
[23, Theorem 2.2.8]). This can be done by the following unitary mapping
V : H1(C
∗)′ → H−1(C)
ψ 7→ CRH(H ∋ u 7→ ψ((C∗)−1u)),
where RH : H
′ → H denotes the Riesz-mapping of H . Its inverse is given by
V ∗ : H−1(C)→ H1(C∗)′
u 7→ (H1(C∗) ∋ v 7→ 〈C−1u, C∗v〉H).
By this unitary mapping we can identify Cx ∈ H−1(C) for x ∈ H with the functional
〈Cx, y〉H−1(C)×H1(C∗) = 〈x, C∗y〉H.
We apply the above to the following particular situation. It should be noted that at least
for selfadjoint operators a similar strategy has been presented in [3]. Let H1, H2 be Hilbert
spaces and let A : D(A) ⊆ H1 → H2 be a densely defined closed linear operator such that
the range of A, R(A), is closed in H2. Recall that R(A) = N(A
∗)⊥ and R(A∗) = N(A)⊥.
The main idea of formulating elliptic type problems is to use the Sobolev chain of the
modulus of
B : D(A) ∩N(A)⊥ ⊆ N(A)⊥ → R(A) : φ 7→ Aφ
and the modulus of the respective adjoint.
Lemma 2.1.2. The following holds
B∗ : D(A∗) ∩N(A∗)⊥ ⊆ N(A∗)⊥ → N(A)⊥ : φ 7→ A∗φ.
Proof. Let (u, v) ∈ R(A)⊕N(A)⊥. Then we have1
(u, v) ∈ B∗ ⇐⇒ ∀φ ∈ D(B) : 〈Bφ, u〉 = 〈φ, v〉
⇐⇒ ∀φ ∈ D(A) ∩N(A)⊥ : 〈Aφ, u〉 = 〈φ, v〉
⇐⇒ ∀φ ∈ D(A) : 〈Aφ, u〉 = 〈φ, v〉
⇐⇒ (u, v) ∈ A∗.
We note that since R(A) is closed, the operator B−1 is continuous by the closed graph
theorem. We may show a similar property for B∗.
Corollary 2.1.3. It holds (B∗)−1 = (B−1)∗ and R(A∗) = R(A∗).
Proof. The first equality is clear. Moreover, we deduce that (B∗)−1 is continuous and
closed. Hence, R(A∗) = N(A)⊥ = D((B∗)−1) = R(B∗) = R(A∗).
1Occasionally, we will identify an operator B with its graph, i.e., B = {(x,Bx);x ∈ D(B)}.
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Theorem 2.1.4. The operators |B| and |B∗| are continuously invertible. Moreover, the
operator
B : H1(|B|)→ H0(|B∗|)
is unitary and the operator
B∗ : H1(|B∗|) ⊆ H0(|B∗|)→ H−1(|B|)
can be extended to a unitary operator from H0(|B∗|) to H−1(|B|).
Proof. As B and B∗ are continuously invertible, so is B∗B. Thus, the spectral theorem for
self-adjoint operators implies the continuous invertibility of |B|. Interchanging the roles of
B and B∗, we get the continuous invertibility of |B∗|. Now, let φ ∈ H1(|B|). Then we have
|Bφ|H0(|B∗|) = ||B|φ|H0(|B∗|) = |φ|H1(|B|).
Since H0(|B∗|) = R(A) the operator B is clearly onto and hence unitary. Now, for B∗ it
suffices to show that the norm is preserved for φ ∈ H1(|B∗|). Let φ ∈ H1(|B∗|). Using [23,
Lemma 2.1.16] for the transmutation relation |B|−1B∗φ = B∗|B∗|−1φ, we conclude that
|B∗φ|H−1(|B|) = ||B|−1B∗φ|H0(|B|) = |B∗|B∗|−1φ|H0(|B|) = |φ|H0(|B|).
Remark 2.1. (a) We can construct the Sobolev chains of the operators |A|+ i and |A∗|+ i,
respectively. The operator A can then be established as a bounded linear operator
A : Hk(|A|+ i) → Hk−1(|A∗| + i) for k ∈ {0, 1} (cf. [23, Lemma 2.1.16]). In virtue of
Remark 2.1.1(b), the element Ax for x ∈ H0(|A|+ i) can be interpreted as a bounded
linear functional on H1(|A∗|+ i). If U denotes the partial isometry such that A = U |A|
(cf. [17, VI 2.7, formula (2.23)]), we compute for y ∈ H1(|A∗|+ i)
〈Ax, y〉H−1(|A∗|+i),H1(|A∗|−i)
= 〈(|A∗|+ i)−1Ax, (|A∗| − i)y〉H2
= 〈A(|A|+ i)−1x, (|A∗| − i)y〉H2
= 〈U |A|(|A|+ i)−1x, (|A∗| − i)y〉H2
= 〈Ux, (|A∗| − i)y〉H2 + i〈U(|A| + i)−1x, (|A∗| − i)y〉H2
= 〈x, U∗(|A∗| − i)y〉H1 + i〈(|A|+ i)−1x, (|A| − i)U∗y〉H1
= 〈x, U∗(|A∗| − i)y + iU∗y〉H1
= 〈x,A∗y〉H1.
(b) We clearly have H1(|B|) = D(B) ⊆ D(A) = H1(|A|+ i) and H0(|B|) = R(A∗) ⊆ H2 =
H0(|A|+ i). Since H−1(|B|) is defined as the completion of R(A∗) with respect to the
norm ||B|−1 · | and since this norm is equivalent to the norm |(|A|+ i)−1 · |, we also get
H−1(|B|) ⊆ H−1(|A| + i). Clearly the analogue results hold for the Sobolev chains of
|B∗| and |A∗|+ i.
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2.2 Maximal monotone relations
We begin to introduce some notions for the treatment of relations.
Definition. For a binary relation a ⊆ H ⊕H and an arbitrary subset M ⊆ H we denote
by
a[M ] := {y ∈ H ; ∃x ∈M : (x, y) ∈ a}
the post-set of M under a and by
[M ]a := {x ∈ H ; ∃y ∈M : (x, y) ∈ a}
the pre-set of M under a.
The relation a is called monotone if for all pairs (u, v), (x, y) ∈ a the following holds
Re〈u− x, v − y〉 ≥ 0,
and maximal monotone, if for ever monotone relation b with a ⊆ b it follows that a = b.
Finally we define for a constant c ∈ C the relation a− c ⊆ H ⊕H by
a− c := {(u, v) ∈ H ⊕H ; (u, v + cu) ∈ a}
and a is called c-maximal monotone if a− c is maximal monotone.
A reason for the treatment of maximal monotone relations as natural generalization of
positive semi-definite linear operators is the following theorem.
Theorem 2.2.1 ([19, Theorem 1.3]). Let a ⊆ H ⊕ H be monotone, λ, c > 0. Then the
resolvent Jλ(a) := (1 + λa)
−1 : (1 + λa)[H ] ⊆ H → H of a is Lipschitz continuous with
|Jλ(a)|Lip ≤ 1. If in addition a is maximal monotone, then D(Jλ(a)) = H. In particular,
if a− c is maximal monotone then a−1 : H → H is Lipschitz continuous with |a−1|Lip ≤ 1c .
In Section 3, in particular in the Theorems 3.1.2 and 3.1.4, we want to deduce from the
maximal monotonicity of a relation a ⊆ H⊕H in the Hilbert space H the respective prop-
erty for the relation PaP ∗ ⊆ U ⊕ U , where P : H → U denotes the orthogonal projection
onto a closed subspace U ⊆ H . The question whether a product of the type BaB∗, for
some continuous B, is again maximal monotone is addressed in various publications, cf.
e.g. [5, 14, 20, 25] and the references therein. In particular, in [25] conditions are given for
the case of real Hilbert spaces. The author of [25] uses the theory of convex analysis in his
proof. The methods carry over to the complex case. We gather some results concerning
maximal monotone relations without proof.
Theorem 2.2.2 ([25, Theorem 4]). Let H be a Hilbert space, U ⊆ H a closed subspace
and let a ⊆ H ⊕ H be a maximal monotone relation. Moreover, assume that [H ]a = H.
Denote by P : H → U the orthogonal projection onto U . Then the relation PaP ∗ ⊆ U ⊕U
is maximal monotone.
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Corollary 2.2.3. Let H be a Hilbert space, U ⊆ H a closed subspace. Denote by P : H →
U the orthogonal projection onto U . If c > 0 and a ⊆ H ⊕H is c-maximal monotone with
[H ]a = H, then PaP ∗ is c-maximal monotone.
Lemma 2.2.4. Let H be a Hilbert space, a ⊆ H ⊕H such that a−1 : H → H is Lipschitz-
continuous. For u0, v0 ∈ H we a−(u0, v0) := {(x−u0, y−v0); (x, y) ∈ a}. Then a−(u0, v0) :
H → H is Lipschitz-continuous with the same Lipschitz-constant as a−1.
The proof is straight-forward and we omit it.
Remark 2.2. If a ⊆ H⊕H is maximal monotone, then a−(u0, v0) is also maximal monotone
(cf. [28, Lemma 3.37]).
3 Solution theory for elliptic boundary value problems
3.1 Abstract theorems
The first theorem comprises the essential observation of the whole article. It may be
regarded as an abstract version of homogeneous boundary value problems for both the
Dirichlet and the Neumann case.
Theorem 3.1.1 (solution theory for homogeneous elliptic boundary value problems). Let
H1, H2 be Hilbert spaces and let A : D(A) ⊆ H1 → H2 be a densely defined closed linear
operator and such that R(A) ⊆ H2 is closed. Define B : D(A)∩N(A)⊥ → R(A) : x 7→ Ax
and let a ⊆ R(A)⊕R(A) such that a−1 : R(A)→ R(A) is Lipschitz-continuous. Then for
all f ∈ H−1(|B|) there exists a unique u ∈ H1(|B|) such that the following inclusion holds
A∗aA ∋ (u, f).
Here A∗ stands for the continuous extension of D(A∗) ⊆ H0(|A∗| + i) → H−1(|A| + i) :
φ 7→ A∗φ. Moreover, the solution u depends Lipschitz-continuously on the right-hand side
with Lipschitz constant |a−1|Lip. 2
In other words, the relation (B∗aB)−1 ⊆ H−1(|B|)⊕H1(|B|) defines a Lipschitz-continuous
mapping with |(B∗aB)−1|Lip = |a−1|Lip.
Proof. It is easy to see that (u, f) ∈ A∗aA if and only if (u, f) ∈ B∗aB. Hence, the
assertion follows from (B∗aB)−1 = B−1a−1(B∗)−1, Theorem 2.1.4 and the fact that a−1 is
Lipschitz-continuous on R(A).
2For a Lipschitz continuous mapping f : X → Y between two metric spaces (X, d) and (Y, e), we denote
by
|f |Lip := inf{c ≥ 0; ∀x1, x2 ∈ X : e(f(x1), f(x2)) ≤ cd(x1, x2)}
the best Lipschitz constant.
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Remark 3.1. (a) Theorem 3.1.1 especially applies in the case, where a ⊆ R(A)⊕ R(A) is
a c-maximal monotone relation for some constant c > 0 by Theorem 2.2.1. The best
Lipschitz-constant of a−1 can then be estimated by 1
c
.
(b) In view of Theorem 2.2.2, there are many maximal monotone relations a such that
their respective projections to R(A)⊕ R(A) is maximal monotone. In order to apply
Theorem 3.1.1 one encounters the difficulty to show that R(A) ⊆ H2 is closed. By the
closed graph theorem, the closedness of R(A) is equivalent to the following Poincare-
type estimate
∃c > 0 ∀x ∈ D(A) ∩N(A)⊥ : |x|H1 ≤ c|Ax|H2 . (3.1)
A sufficient condition on the operator A to have closed range is that the domain D(A)
is compactly embedded into the underlying Hilbert space H1. Indeed, in this case, it
is possible to derive an estimate of the form (3.1) and therefore our solution theory is
applicable.
(c) The latter theorem also gives a possibility to solve the inverse problem, i.e., to de-
termine the “coefficients” a ⊆ R(A) ⊕ R(A) from the solution mapping “f 7→ u”. If
a is thought to be a c-maximal monotone relation in H2 such that [H2]a = H2 then
it is only possible to reconstruct the part PaP ∗, where P : H2 → R(A) denotes the
orthogonal projection onto R(A).
Now, we introduce an abstract setting for dealing with inhomogeneous boundary value
problems. For this purpose we need a second operator C which is in the Dirichlet-type case
an extension and in the Neumann-type case a restriction of our operator A. For simplicity
we just treat the case where a ⊆ H2 ⊕H2 is c-maximal monotone and [H2]a = H2.
Theorem 3.1.2 (solution theory for inhomogeneous Dirichlet-type problems). Let H1, H2
be two Hilbert spaces and A : D(A) ⊆ H1 → H2, C : D(C) ⊆ H1 → H2 be two densely
defined closed linear operators with A ⊆ C and R(A) ⊆ H2 closed. Furthermore, let
a ⊆ H2 ⊕ H2 be c-maximal monotone for some c > 0 with [H2]a = H2. Then for each
u0 ∈ D(C), f ∈ H−1(|B|) there is a unique u ∈ H1(|C|+ i) with
A∗aC ∋ (u, f) (3.2)
u− u0 ∈ H1(|B|),
where B : D(A) ∩N(A)⊥ ⊆ N(A)⊥ → R(A) is again the restriction of A.
Proof. Denote by P : H2 → R(A) the orthogonal projector onto R(A). We set a˜ :=
a− (Cu0, 0), and obtain again a c-maximal monotone relation with [H2]a˜ = H2. We show
that u is a solution of (3.2) if and only if u− u0 ∈ H1(|B|) is the solution of
B∗P a˜P ∗B ∋ (u− u0, f). (3.3)
Indeed, if u−u0 satisfies this inclusion, then we find v ∈ H2 such that (P ∗B(u−u0), v) ∈ a˜
and B∗Pv = f . By definition of a˜ this implies (P ∗B(u − u0) + Cu0, v) ∈ a and since
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P ∗ = 1|R(A) we get (Cu, v) ∈ a. This means u ∈ H1(|C| + i) solves the problem (3.2). If,
on the other hand, u ∈ H1(|C|+i) satisfies (3.2), then we find v ∈ H2 such that (Cu, v) ∈ a
and B∗Pv = f . Since u − u0 ∈ H1(|B|) this implies (B(u − u0), v) ∈ a˜ and hence u − u0
solves the problem (3.3). Since (3.3) has a unique solution in H1(|B|) by Theorem 3.1.1
and Corollary 2.2.3, we get the assertion.
We may now show a continuity estimate. The proof for this estimate is adopted from [28,
Section 2.5].
Corollary 3.1.3 (continuity estimate, Dirichlet case). Let a, A, C,B be as in Theorem
3.1.2. Then there exists L > 0 such that for all f, g ∈ H−1(|B|), u0, v0 ∈ D(C) with3
C(u0 − v0) ∈ [H2]a∗ and the respective solutions u, v ∈ H1(|C|+ i) of
A∗aC ∋ (u, f), u− u0 ∈ H1(|B|) and A∗aC ∋ (v, g), v − v0 ∈ H1(|B|)
the following estimate holds
|u− v|H1(|C|+i) ≤ L
(
|f − g|H−1(|B|) + |u0 − v0|H1(|C|+i)
+ inf{|w0|H2 ; (C(u0 − v0), w0) ∈ a∗}
)
.
Proof. From the proof of Theorem 3.1.2, we know that u satisfies
B∗P (a− (Cu0, 0))P ∗B ∋ (u− u0, f).
Hence, there exists x, y ∈ H2 such that
(P ∗B(u− u0) + Cu0, x) = (Cu, x) ∈ a and Px = (B∗)−1f
and the respective property for y, where (u0, f, u) is replaced by (v0, g, v). Let L1 > 0 such
that for all h ∈ H1(|B|) we have |h|H1(|C|+i) ≤ L1|h|H1(|B|). Then we compute with the help
of P ∗B(u− u0) = Cu− Cu0:
|u− v|H1(|C|+i) ≤ |u− u0 − (v − v0)|H1(|C|+i) + |u0 − v0|H1(|C|+i)
≤ L1|u− u0 − (v − v0)|H1(|B|) + |u0 − v0|H1(|C|+i)
= L1|B(u− u0)− B(v − v0)|H0(|B∗|) + |u0 − v0|H1(|C|+i)
= L1|P ∗B(u− u0)− P ∗B(v − v0)|H2 + |u0 − v0|H1(|C|+i)
= L1|Cu− Cv|H2 + L1|Cu0 − Cv0|H2 + |u0 − v0|H1(|C|+i).
3Here, for a relation w ⊆ G1 ⊕G2 for Hilbert spaces G1, G2 the adjoint relation w∗ is defined as
w∗ := {(u,−v) ∈ G2 ⊕G1; (v, u) ∈ w}⊥,
where the orthogonal complement is with respect to the scalar product of G2 ⊕G1.
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Thus, it suffices to estimate |Cu − Cv|H2. To this end, let w0 ∈ H2 be such that (C(v0 −
u0), w0) ∈ a∗. Using the monotonicity of a− c and the definition of a∗, we conclude that
Re〈(B∗)−1f − (B∗)−1g, B(u− u0)− B(v − v0)〉
= Re〈Px− Py,B(u− u0)−B(v − v0)〉
= Re〈x− y, P ∗B(u− u0)− P ∗B(v − v0)〉
= Re〈x− y, Cu− Cv〉+ Re〈x− y, Cv0 − Cu0〉
≥ c|Cu− Cv|2H2 + Re〈Cu− Cv, w0〉
≥ c|Cu− Cv|2H2 − |Cu− Cv|H2|w0|H2.
Applying the Cauchy-Schwarz-inequality to the left-hand side, we get for ε > 0
c|Cu− Cv|2H2
≤ |f − g|H−1(|B|)|B(u− u0)−B(v − v0)|H0(|B∗|) + |w0|H2 |Cu− Cv|H2
≤ |f − g|H−1(|B|)|Cu0 − Cv0|H2
+ |f − g|H−1(|B|)|Cu− Cv|H2 + |w0|H2|Cu− Cv|H2
≤ |f − g|H−1(|B|)|Cu0 − Cv0|H2 +
1
2ε
(|f − g|H−1(|B|) + |w0|H2)2 +
ε
2
|Cu− Cv|2H2.
For ε > 0 small enough, this yields an estimate for |Cu − Cv|H2 in terms of |w0|H2,
|Cu0 − Cv0| and |f − g|H−1(|B|).
Remark 3.2. The norm in the above corollary can be interpreted as the “graph-norm”
of a∗. We also shall briefly discuss two extreme cases of the above corollary. Since a∗
is a linear relation, 0 ∈ [H ]a∗. Thus, we have a continuous dependence result for vary-
ing right-hand sides and fixed boundary data. If a is a bounded linear mapping, then
[H2]a
∗ = H2. Therefore the condition C(u0 − v0) ∈ [H2]a∗ is trivially satisfied and the
term inf{|w0|H2 ; (C(u0− v0), w0) ∈ a∗} can be estimated by ‖a‖ |C(u0− v0)|H2, where ‖a‖
is the operator norm of a : H2 → H2.
Theorem 3.1.4 (solution theory for inhomogeneous Neumann-type problems). Let H1, H2
be two Hilbert spaces and A : D(A) ⊆ H1 → H2, C : D(C) ⊆ H1 → H2 be two densely
defined closed linear operators with C ⊆ A and R(A) closed in H2. Furthermore, let
a ⊆ H2 ⊕ H2 be c-maximal monotone for some c > 0 with [H2]a = H2. Then for each
f ∈ H−1(|C| + i), u0 ∈ H2 with f − C∗u0 ∈ H−1(|B|)4 there exists a unique u ∈ H1(|B|)
such that
C∗aA ∋ (u, f), (3.4)
4This means that we find an element ξ ∈ H−1(|B|) such that
(f − C∗u0)(w) = ξ(w) (w ∈ H1(|B|) ∩H1(|C|+ i))
in the sense of Remark 2.1.1(b)
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in the sense that we find v ∈ a[{Au}] such that (cp. Remark 2.1.1(b))
f(w) = 〈v, Cw〉H2 = (C∗v)(w) (w ∈ H1(|B|) ∩H1(|C|+ i))
and
A∗(v − u0)(w) = 0
(
w ∈ (H1(|B|) ∩H1(|C|+ i))⊥H1(|B|)
)
. (3.5)
Proof. Consider the following problem of finding u ∈ H1(|B|) such that
B∗P a˜P ∗B ∋ (u, ξ), (3.6)
holds, where a˜ := a− (0, u0) and ξ ∈ H−1(|B|) satisfies ξ|H1(|C|+i) = (f −C∗u0)|H1(|B|) with
ξ = 0 on (H1(|B|) ∩ H1(|C| + i))⊥H1(|B|). Note that such a choice for ξ is possible, since
H1(|B|)∩H1(|C|+i) ⊆ H1(|B|) is closed. Indeed, B and C are both closed linear operators
restricting A. Hence, H1(|B|) and H1(|C|+ i) are closed subspaces of H1(|A| + i). Thus,
the norms of the spaces H1(|B|) and H1(|A| + i) are equivalent on H1(|B|) and therefore
H1(|B|) ∩H1(|C|+ i) ⊆ H1(|B|) is closed.
We show that the problem (3.6) is equivalent to (3.4). Then the assertion follows from
Theorem 3.1.1 and Corollary 2.2.3. So let u ∈ H1(|B|) be a solution of (3.6). That
means that we find y ∈ H2 such that (Bu, y) ∈ a˜ and B∗Py = ξ. This, however, implies
(Bu, y + u0) ∈ a and for w ∈ H1(|B|) ∩H1(|C|+ i) we compute
〈y + u0, Cw〉H2 = 〈y, Cw〉H2 + (C∗u0)(w)
= 〈Py,Bw〉H2 + (C∗u0)(w)
= (B∗Py)(w) + (C∗u0)(w)
= (f − C∗u0)(w) + (C∗u0)(w)
= f(w) = 〈f, w〉H1.
Moreover, for w ∈ (H1(|B|) ∩H1(|C|+ i))⊥H1(|B|), we have y + u0 ∈ a[{Bu}] and B∗P (y +
u0 − u0)(w) = B∗Pv(w) = ξ(w) = 0. Thus, u is a solution of (3.4) in the stated sense. If,
on the other hand, u ∈ H1(|B|) solves problem (3.4), then we find v ∈ H2 with (Bu, v) ∈ a
and (C∗v)|H1(|B|) = f |H1(|B|). It suffices to show that f−C∗u0 and B∗P (v−u0) coincide on
H1(|B|) ∩H1(|C|+ i). For this purpose let w ∈ H1(|C|+ i) ∩H1(|B|). Then we compute
(B∗P (v − u0))(w) = 〈P (v − u0), Bw〉H2
= 〈v, Bw〉H2 − 〈u0, Bw〉H2
= 〈v, Cw〉H2 − 〈u0, Cw〉
= (C∗v)(w)− (C∗u0)(w)
= (f − C∗u0)(w).
Hence, by the definition of a˜ we derive that u solves (3.6) with ξ = B∗P (v − u0) ∈
H−1(|B|).
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Remark 3.3. (a) The solvability condition may seem a bit awkward, but it is largely un-
avoidable if one wants to maintain uniqueness of the solution by showing the equiva-
lence of the inclusions (3.4) and (3.6). The very reason for this formulation is the fact
that the spaces of linear functionals H−1(|B|) and H−1(|C| + i) cannot be compared.
However, one may also interpret condition (3.5) as the realization of the boundary
condition in a distributional sense.
(b) It should be noted that the very weak formulation, how the inclusion (3.4) holds, may
lead to unexpected solutions. Let for instance f ∈ H1, u0 = 0 and let the relation a be
given by a = idH2 . Then f is in H−1(|B|) in the sense of Theorem 3.1.4. This is due
to the Riesz representation theorem, since
H1(|B|) ∋ v 7→ 〈f, v〉H1
defines a linear continuous functional on H1(|B|). Thus, we find η ∈ H1(|B|) such that
〈|B|η, |B|v〉H1 = 〈f, v〉H1
for every v ∈ H1(|B|). Hence, ξ := B∗Bη satisfies ξ = f |H1(|B|). So, according to
Theorem 3.1.4 we find a unique u ∈ H1(|B|) such that C∗Bu|H1(|B|) = f |H1(|B|)∩H1(|C|+i)
and A∗Bu(w) = 0 for all w ∈ (H1(|B|)∩H1(|C|+ i))⊥H1(|B|) . If f ∈ N(A) then we get
∀v ∈ H1(|C|+ i) ∩H1(|B|) : 〈Bu,Cv〉H2 = 0.
Since we already know that the solution u is unique, we conclude u = 0. Thus u = 0
solves the problem (3.4) for any right-hand side f ∈ N(A). Since in applications this
is not desirable one usually assumes f ∈ N(A)⊥.
We also have a continuous dependency result.
Corollary 3.1.5 (continuity estimate, Neumann case). Let a, A, C,B be as in Theorem
3.1.4. Then there is L > 0 such that for all f, g ∈ H−1(|B|), u0, v0 ∈ H2 with f−C∗u0, g−
C∗v0 ∈ H−1(|B|) and the respective solutions u, v ∈ H1(|B|) of
C∗aA ∋ (u, f) and C∗aA ∋ (v, g)
the following estimate holds
|u− v|H1(|B|) ≤
1
c
sup
{
|((f − C∗u0)− (g − C∗v0))(w)|;
w ∈ H1(|B|) ∩H1(|C|+ i), |w|H1(|B|) = 1
}
+
1
c
|Pu0 − Pv0|H0(|B∗|).
Proof. Let ξ, η ∈ H−1(|B|) be such that ξ|H1(|C|+i) = (f − C∗u0)|H1(|B|) and η|H1(|C|+i) =
(g − C∗v0)|H1(|B|) and ξ = η = 0 on (H1(|B|) ∩H1(|C| + i))⊥H1(|B|). Observe that (3.6) is
the same as to say
P (a− (0, u0))P ∗ ∋ (Bu, (B∗)−1ξ).
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Hence, we get
PaP ∗ ∋ (Bu, (B∗)−1ξ + Pu0).
Invoking Theorems 2.2.2, 2.2.1 and 2.1.4, we conclude that
|u− v|H1(|B|) = |Bu− Bv)|H0(|B∗|)
≤ 1
c
|(B∗)−1ξ + Pu0 − (B∗)−1η + Pv0)|H0(|B∗|)
≤ 1
c
|ξ − η|H−1(|B|) +
1
c
|Pu0 − Pv0|H0(|B∗|).
3.2 Examples
In order to apply the results of Section 3.1 to concrete cases, we have to maintain the
assumptions made on the abstract operator A, i.e., mainly, it is important to obtain the
closedness of the range of A. We study examples, when this can be ensured. For the
following let n ∈ N and let Ω ⊆ Rn be an open subset.
3.2.1 Potential Theory
Definition. We define
d˜ivc :C
∞
c (Ω)
n ⊆
n⊕
k=1
L2(Ω)→ L2(Ω)
φ = (φ1, . . . , φn)
T 7→
n∑
k=1
∂kφk,
where ∂k denotes the derivative with respect to the k’th variable (k ∈ {1, . . . , n}). Fur-
thermore, define
g˜radc :C
∞
c (Ω) ⊆ L2(Ω)→
n⊕
k=1
L2(Ω)
φ 7→ (∂1φ, . . . , ∂nφ)T .
Moreover, let div := −
(
g˜radc
)∗
, grad := −
(
d˜ivc
)∗
, divc := − grad∗ and gradc := − div∗.
We like to state some examples, how the theory developed in Section 3.1 can be used
to obtain a solution theory for inhomogeneous Dirichlet and Neumann type problems for
the Laplacian. It should be noted that the theory does not require any regularity for the
boundary of Ω. Instead, we assume that the boundary data is given as a function on the
whole domain Ω.
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For the Dirichlet case, assume additionally that Ω is bounded in one dimension. Let a ⊆
L2(Ω)
n ⊕ L2(Ω)n be a c-maximal monotone relation for some c > 0 such that [L2(Ω)n]a =
L2(Ω)
n. For every f ∈ H−1(|gradc|) and u0 ∈ D(grad) there is a unique solution u ∈
H1(|grad|+ i) such that the inclusions
div a grad ∋ (u, f)
u− u0 ∈ D(gradc)
are satisfied. Moreover, the solution u depends Lipschitz-continuously on f and u0 in the
sense of Corollary 3.1.3. Indeed, by our general reasoning in Theorem 3.1.1, it suffices to
show the closedness of R(gradc). The latter follows from the Poincare-inequality (cf. [32,
Satz 7.6, p.120]), cf. also Remark 3.1
‖u‖L2(Ω) ≤ C ‖gradc u‖ (u ∈ H1(|gradc|))
for some suitable constant C > 0.
For the Neumann case, assume additionally that Ω is bounded, connected and satisfies the
segment property. According to Rellich’s theorem (cf. [1, Theorem 3.8, p.24]) we obtain
‖u‖L2(Ω) ≤ C ‖gradu‖
for all u ∈ D(grad)∩N(grad)⊥. Since Ω is connected, the null space of grad is given by the
constant functions, i.e. N(grad) = Lin{1}. According to Remark 3.1 our solution theory
applies and thus for every f ∈ H−1(| gradc |+ i) and u0 ∈ L2(Ω)n, satisfying
f − div u0 ∈ H−1(|grad |{1}⊥ |) (3.7)
in the sense of Theorem 3.1.4, we get the unique existence of u ∈ H1(|grad |{1}⊥ |) such that
the inclusion
div a grad ∋ (u, f)
holds.
Remark 3.4. In [10, Theorem 4.22, p.78] we find for f ∈ L2(Ω), u0 ∈ D(div) a compatibility
condition of the form
〈f − div u0, 1〉 = 0.
In our framework, this is just the assumption to avoid contra-intuitive solutions u (cp.
Remark 3.3).
3.2.2 Stationary Elasticity
We only consider in more detail the homogeneous Neumann-type problem, and refer to the
abstract solution theory for inhomogeneous Dirichlet-type problems.
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Definition. Let Hsym(Ω) be the vector space of L2(Ω)-valued symmetric n × n matrices,
i.e.
Hsym(Ω) := {Φ ∈ L2(Ω)3×3; for a.e. x ∈ Ω : Φ(x)T = Φ(x)}.
Endowing Hsym(Ω) with the inner product
Hsym(Ω)×Hsym(Ω) ∋ (Φ,Ψ) 7→
∫
Ω
trace(Φ(x)∗Ψ(x)) dx
the space Hsym(Ω) becomes a Hilbert space.
Definition. With
D˜ivc :Hsym(Ω) ∩ C∞c (Ω)n×n ⊆ Hsym(Ω)→ L2(Ω)n
(Tjk)(j,k)∈{1,...,n}2 7→
(
n∑
k=1
∂kTjk
)
j∈{1,...,n}
and
G˜radc :C
∞
c (Ω)
n ⊆ L2(Ω)n → Hsym(Ω)
(Φk)k∈{1,...,n} 7→ 1
2
(
(∂kΦj)(j,k)∈{1,...,n}2 + (∂jΦk)(j,k)∈{1,...,n}2
)
,
we define Div := −
(
G˜radc
)∗
,Grad := −
(
D˜ivc
)∗
,Divc := −Grad∗ and Gradc := −Div∗.
In the view of Remark 3.1 we want to establish Grad in domains Ω such that Grad has
a compact resolvent. In [30] these domains were treated as domains having the elastic
compactness property. Classically Ω is assumed to be bounded and satisfies the cone-
property in order to apply Korn’s inequality and the Poincare inequality. However in [30]
it was shown that these condition could be relaxed. So for instance, the domain Ω is
allowed to have cusps of certain types (cf. [30, Theorem 2]), where Korn’s inequality is not
applicable. So let us assume that Ω has the elastic compactness property. Furthermore let
a ⊆ Hsym(Ω)⊕Hsym(Ω) be c-maximal monotone for some constant c > 0 and assume that
[Hsym(Ω)]a = Hsym(Ω). Then for every f ∈ H−1(|Grad |N(Grad)⊥ |) there exists a unique
u ∈ H1(|Grad |N(Grad)⊥|) such that the inclusion
Divc aGrad ∋ (u, f)
holds.
3.2.3 Electro- and Magneto-statics
Our last example considers elliptic problems where the operator A is given by curl. These
types of equations can be found in the field of electro- and magneto-statics (cf. [18]). We
18
3.2 Examples
restrict ourselves to the case of n = 3.
Definition. We define
c˜urlc :C
∞
c (Ω)
3 ⊆
3⊕
k=1
L2(Ω)→
3⊕
k=1
L2(Ω)
φ =
φ1φ2
φ3
 7→
∂2φ3 − ∂3φ2∂3φ1 − ∂1φ3
∂1φ2 − ∂2φ1
 .
Define curl :=
(
c˜urlc
)∗
and curlc := curl
∗.
We want to establish the operator curl in a suitable setting, such thatD(curl) →֒→֒ L2(Ω)3.
This problem was studied for instance in [21, 31, 24]. In [31] it was shown that for bounded
domains Ω satisfying the segment property and R3\Ω having the p-cusp-property for p < 2
(cf. [31, Definition 3]) the embeddings
H1(| curl |+ i) ∩H1(| divc |+ i) →֒ L2(Ω)3, H1(| curlc |+ i) ∩H1(| div |+ i) →֒ L2(Ω)3
are compact. Following [18], we can decompose H1(| curlc | + i) and H1(| curl | + i) in the
following way
H1(| curl |+ i) = grad[H1(| grad |+ i)]⊕ (H1(| curl |+ i) ∩N(divc))
H1(| curlc |+ i) = gradc[H1(| gradc |+ i)]⊕ (H1(| curlc |+ i) ∩N(div)).
Combining these two results, we obtain that
curlc,σ :D(curlc) ∩N(div) ⊆ N(div)→ L2(Ω)3
curlσ :D(curl) ∩N(divc) ⊆ N(divc)→ L2(Ω)3
are densely defined closed operators with compactly embedded domains. Thus, by Remark
3.1, the problems
(curlc,σ |N(curlc,σ)⊥)∗a curlc,σ |N(curlc,σ)⊥ ∋ (u, f)
and
(curlσ |N(curlσ)⊥)∗a curlσ |N(curlσ)⊥ ∋ (u, f)
are well-posed in the sense of Theorem 3.1.1. Here again, we assume that a ⊆ L2(Ω)3 ⊕
L2(Ω)
3 is a c-maximal monotone relation for some c > 0 with [L2(Ω)
3]a = L2(Ω)
3.
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