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1. Introduction
We study the Dirichlet problem for second order parabolic equations in the divergence and non-
divergence forms:
Lu := ut −
∑
i, j
Di(aij D ju) = ut − (D,aDu) = f in Q ; u = 0 on ∂p Q , (D)
Lu := ut −
∑
i, j
ai j Di ju = ut − (aD, Du) = f in Q ; u = 0 on ∂p Q . (ND)
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Dij = DiD j , Di = ∂/∂xi , and the matrix of coeﬃcients a = [aij] = [aij(X)] = [aij(x, t)] satisﬁes the
uniform ellipticity condition, namely, for all ξ = (ξ1, . . . , ξn) ∈Rn , X ∈ Q ,
ν|ξ |2 
n∑
i, j=1
aij(X)ξiξ j = (aξ, ξ), max|ξ |1 |aξ | ν
−1 (E)
with a constant ν ∈ (0,1]. When the given boundary is smooth enough and the function f is
bounded, the continuity of solutions to the problem (ND) is usually investigated by the standard
method of barrier functions.
In the elliptic case with domains satisfying an exterior cone condition, such barrier functions were
constructed by K. Miller [15], and his construction was then widely used by many authors.
J.H. Michael [13,14] used Miller’s technique in his general Schauder type existence theory, which
is based on interior estimates only. One of the key steps in this theory is the following estimate for
solutions to second order elliptic equation corresponding to (ND):
sup
Q
d−γ |u| NF , provided 0< γ < γ0 and F := sup
Q
d2−γ | f | < ∞, (ME)
where d = d(x) is a distance between x and ∂Q , γ0 ∈ (0,1] is a constant depending only on n, ν , and
the characteristics of exterior cones, and the constant N depends on n, ν,γ . Here the function f is
allowed to be unbounded near ∂Q . See also [6, Lemma 6.21].
At about the same time, D. Gilbarg and L. Hörmander [5] also used Miller’s barriers in their theory
of intermediate Schauder estimates. Once again, Schauder estimates in Lipschitz domains are treated
there on the grounds of estimates similar to (ME) (see Lemma 7.1 in [5]). However, this simple ap-
proach heavily relies on the explicit form of barrier functions, and therefore it is not readily extended
to the divergence operators Lu := −(D,aDu), even when Q is a unit ball. In addition, generalizing of
this method to second order parabolic equations faces certain technical diﬃculties, both in divergence
and non-divergence cases.
In this paper, we present an alternative approach which is equally applicable to both elliptic and
parabolic cases regardless of divergent or non-divergent form. One of our main results, Theorem 3.4,
can be considered as a parabolic version of the estimates (ME). The parallel elliptic version has been
established recently in [2]. Both here and in [2], instead of the exterior cone condition, we impose a
more general condition (A), which was widely used in the books [10] and [9]. In the parabolic case,
it is deﬁned as follows:
Deﬁnition 1.1. An open set Q ⊂ Rn+1 satisﬁes the condition (A) if there exists a constant θ0 ∈ (0,1)
such that for any Y ∈ ∂p Q and r > 0, we have |Cr(Y ) \ Q | > θ0|Cr | where Cr(Y ) := Br(y)× (s − r2, s),
Y = (y, s), and ∂p Q is the parabolic boundary of Q (see Deﬁnition 2.1 below).
Note that this deﬁnition can be applied to non-cylindrical domains. Our main technical tool is a
so-called growth lemma (Lemma 2.8), which is discussed in Section 2 in a general parabolic setting.
Such growth lemmas originate from the methods of E.M. Landis [11], and they were used in [8] and
[18] for the proof of the interior Harnack inequality and Hölder regularity.
In the main part of the paper, we treat simultaneously both (D) and (ND) cases. For this purpose,
we use the same notation W for “admissible” functional spaces which are speciﬁed separately for
each of these two cases.
In Section 3, we formulate and prove the following parabolic version of the inequality (ME):
sup
Q
d−γ |u| NF , provided that F := sup
Q
d2−γ | f | < ∞,
where d = d(X) := sup{r | Cr(X) ⊂ Q } and N = N(n, ν, θ0, γ ) > 0. See Section 2 and Theorem 3.4 for
deﬁnitions and more details.
Finally, in Section 4, we present Hölder estimates of the solution (Theorem 4.2).
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For the formulation of our results, we need some standard deﬁnitions and notations.
Basic notations:
“A := B” or “B =: A” is the deﬁnition of A by means of the expression B .
R
n is the n-dimensional Euclidean space, n  1, with points x = (x1, . . . , xn)T where xi are real
numbers. Here the symbol T stands for the transpose of vectors, which indicates that vectors in Rn
are treated as column vectors. For x = (x1, . . . , xn)rT and y = (y1, . . . , yn)T in Rn , the scalar prod-
uct (x, y) := ∑ xi yi , the length of x is |x| := (x, x)1/2. For y ∈ Rn , r > 0, the ball Br(y) := {x ∈ Rn:
|x− y| < r}.
The parabolic distance between points X = (x, t) and Y = (y, s) in Rn × R =: Rn+1 is |X − Y | :=
max{|x− y|, |t − s| 12 }. For Y = (y, s) ∈Rn+1 and r > 0, the standard parabolic cylinder
Cr(Y ) := Br(y)×
(
s − r2, s)= {X = (x, t) ∈Rn+1: |X − Y | < r, t < s}.
Du := (D1u, . . . , Dnu)t ∈Rn where Di := ∂/∂xi , ut := ∂u/∂t .
∂Γ is the boundary of a Borel set Γ in Rm , Γ := Γ ∪ ∂Γ is the closure of Γ , |Γ | := |Γ |m is the
m-dimensional Lebesgue measure of Γ .
c+ := max(c,0), c− := max(−c,0) where c is a real number.
N = N(· · ·) denotes a constant depending only on the prescribed quantities, such as n, ν , etc.,
which are speciﬁed in the parentheses. Constants N in different expressions may be different.
Deﬁnition 2.1. Let Q be an open set in Rn+1. The parabolic boundary ∂p Q of Q is the set of all points
X0 = (x0, t0) ∈ ∂Q , such that there exists a continuous function x = x(t) on an interval [t0, t0 + δ)
with values in Rn , such that x(t0) = x0 and (x(t), t) ∈ Q for all t ∈ (t0, t0 + δ). Here x = x(t) and δ > 0
depend on X0.
Remark 2.2. There is another deﬁnition of the parabolic boundary. In [12], the parabolic boundary PQ
of Q is deﬁned as the set of all points X0 ∈ ∂Q such that for any r > 0, the cylinder Cr(X0) contains
points not in Q . For cylinders Q = Ω × (0, T ), we have ∂p Q = ∂Q \ (Ω¯ ×{T }), PQ = ∂Q \ (Ω ×{T }).
On the other hand, if we choose ω ⊂ Rn and t0 ∈ R such that D := ω × {t0} ⊂ Q , then for the set
Q ′ := Q \ D the difference between these deﬁnitions is more evident. In this case, we have D ⊂ ∂p Q ′ ,
while D ∩PQ ′ = ∅.
The following lemma shows that non-parabolic part of the boundary of Q is in a certain sense
locally ﬂat:
Lemma 2.3. Let Q be an open set in Rn+1 , and Y0 = (y0, s0) ∈ ∂Q \ ∂p Q . Moreover, suppose there is an
open convex set V ⊂Rn+1 which contains Y0 and does not intersect ∂p Q . Then for any such set V , its subsets
V+ := V ∩ {t > s0} and V− := V ∩ {t < s0} satisfy the properties (a) V+ ∩ Q¯ = ∅ and (b) V− ⊂ Q , and
therefore V ∩ {t = t0} ⊂ ∂Q \ ∂p Q .
Proof. (a) Suppose V+ ∩ Q¯ is non-empty, which implies V+ ∩ Q is non-empty. Thus we can choose
Y = (y, s) ∈ V+ ∩ Q such that the line segment [Y0, Y ] ⊂ V , because V is convex. Since Y0 /∈ Q and
Y ∈ Q , there exists a point X0 = (x0, t0) ∈ [Y0, Y ] such that
[X0, Y ] ⊂ Q¯ and X0 ∈ ∂Q . (1)
We can obviously parameterize [X0, Y ] as the graph of linear function
x(t) := x0 + t − t0 (y − x0) on [t0, s].
s − t0
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V ∩ ∂p Q = ∅. This contradiction proves the property (a).
(b) Suppose V− is not contained in Q . Then we can ﬁx a point Z0 = (z0, τ0) ∈ V−, Z0 /∈ Q . In any
neighborhood of Y0 there are points in Q . Choose a point Y close to Y0, such that Y = (y, s) ∈ V ∩ Q
and s > τ0. Then [Z0, Y ] ⊂ V , and since Z0 /∈ Q and Y ∈ Q , there exists a point X0 = (x0, t0) ∈ [Z0, Y ]
satisfying (1). As in the proof of (a), this brings us to the desired contradiction. 
The natural functional spaces for the cases (ND) and (D) are different. In order to consider these
two cases simultaneously, we use the same notation:
W := W (Q ) := W 2,1n+1,loc(Q )∩ C(Q¯ ) in the case (ND),
W := W (Q ) := W 1,12,loc(Q )∩ C(Q¯ ) in the case (D).
In both cases, functions u ∈ W are continuous on Q¯ . In addition, in the case (ND), functions u have
strong derivatives Diu, Diju,ut in the Lebesgue space L
n+1
loc (Q ), where f ∈ Lploc(Q ) if and only if f ∈
Lp(Q ′) for any open set Q ′ ⊂ Q such that dist(∂p Q ′, ∂p Q ) > 0, p > 0. In this case, the relations Lu =
f or Lu  f are understood almost everywhere sense in Q . In the divergence case (D), functions
u ∈ W have weak (generalized) derivatives Diu, Dtu ∈ L2loc(Q ). This means Lu = f ( f , f ) for f ∈
L1loc(Q ) if and only if
∫
Q ∩{t<T }
(
φut + (Dφ,aDu)− φ f
)
dX = 0 ( 0,  0) (2)
for any positive function φ ∈ C∞0 (Q ) and T ∈R, where
φ ∈ C∞0 (Q ) if and only if φ ∈ C∞(Q ) and vanishes near ∂p Q .
The following lemma and its corollary are useful in approximation of u+ := max(u,0) by smooth
functions.
Lemma 2.4. Let G ∈ C∞(R), u ∈ W (Q ), then v := G(u) ∈ W (Q ). In addition, assume G ′  0 on R. Then, for
a function f deﬁned in Q , such that f ∈ Ln+1loc (Q ) in the case (ND), or f ∈ L1loc(Q ) in the case (D), satisfying
Lu  f (Lu  f ) in Q with an operator L in the form of (ND) or (D), we have Lv  F (Lv  F ) in Q where
F := G ′(u) f − G ′′(u) · (Du,aDu).
Proof. We prove this lemma in the case Lu  f in Q , which is the most important for our applica-
tions. In the remaining case Lu  f , the proof is almost identical.
We start with a rather simple case (ND). From u ∈ W (Q ) := W 2,1n+1,loc(Q )∩ C(Q¯ ), we have
Di v = G ′(u)Diu, vt = G ′(u)ut, Dij v = G ′(u)Diju + G ′′(u)DiuD ju.
Here G ′(u),G ′′(u) ∈ C(Q¯ ); ut , Diju ∈ Ln+1loc (Q ), and by known embedding results in W 2,1n+1 (see
[9, Lemma 3.3 in Chapter 2]),
Diu ∈ Lp (Q ) with p = (n + 1)(n+ 2) > 2(n + 1).loc
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Now, the desired inequality Lv  F follows immediately from the following:
Lv = LG(u) = G ′(u)Lu − G ′′(u)(Du,aDu) F . (3)
In the divergence case (D), the fact that v ∈ W (Q ) := W 1,12,loc(Q ) ∩ C(Q¯ ) is immediate. Also, the
equality (3) holds, but one can understand it in the usual sense only under additional smoothness
assumptions on both aij and u. In general, aij are only measurable, and u ∈ W (Q ). Since G ′(u),
G ′′(u) ∈ C(Q¯ ), f ∈ L1loc , Du ∈ L2loc , and a = [aij] is bounded, the function F ∈ L1loc(Q ). According to the
inequality in (2), the inequality Lv = LG(u) F holds if and only if
∫ (
ψG ′(u)ut + G ′(u)(Dψ,aDu)−ψ F
)
dX  0 (4)
for any positive function ψ ∈ C∞0 (Q ). Using the equality D(ψG ′(u)) = G ′(u)Dψ +ψG ′′(u)Du, we can
rewrite (4) in the following form:
∫ (
ψG ′(u)ut +
(
D
(
ψG ′(u)
)
,aDu
)−ψG ′(u) f )dX  0. (5)
Fix a function ψ and approximate the given function u = u(X) by convolutions
u(ε)(X) :=
∫
u(X − εY )η(Y )dY
with small ε > 0 where the function η satisﬁes the following standard convolution properties:
η ∈ C∞(Rn+1), η 0,
∫
η(Y )dY = 1, and
η(y, s) ≡ 0 for |y| 1 or s /∈ (0,1).
Further, ﬁx an open set Q ′ such that suppψ ⊂ Q ′ , dist(∂p Q ′, ∂p Q ) > 0. Then Du ∈ L2(Q ′), F ∈
L1(Q ′), and for small ε > 0, we have u(ε) ∈ C∞(Q¯ ′). Moreover, by the properties of convolution,
u(ε) → u in C(Q¯ ′), Du(ε) = (Du)(ε) → Du in L2(Q ′) (6)
as ε → 0. For (5), it is enough to show the following:
∫ (
ψG ′
(
u(ε)
)
ut +
(
D
(
ψG ′
(
u(ε)
))
,aDu
)−ψG ′(u(ε)) f )dX  0. (7)
But this follows directly from (2) taking φ = ψG ′(u(ε)). 
Corollary 2.5. Let G ∈ C∞(R) such that G ′,G ′′  0 on R. Then, from u ∈ W (Q ) and Lu  0 in Q , it follows
v := G(u) ∈ W (Q ) and Lv  0 in Q .
The following theorem allows us to reduce our considerations to functions deﬁned on a standard
cylinder Cr(X0) rather than on a general open set Q ⊂Rn+1 :
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form (ND) or (D). Suppose u  0 on Cr ∩ ∂p Q where Cr := Cr(X0), X0 ∈ Q . Then, for any ε > 0, there exists
a function uε ∈ W (Cr) such that
uε  0, Luε  0 in Q ; uε ≡ 0 on Cr \ Q ;
and
(u − ε)+(X0) uε(X0) u+(X0).
Proof. For ﬁxed ε > 0, choose a function Gε ∈ C∞(R) such that
Gε,G
′
ε,G
′′
ε  0 on R, Gε ≡ 0 on
(
−∞, ε
2
]
, G ′ε ≡ 1 on [ε,+∞), (G)
and deﬁne vε := Gε(u) in Q . From Corollary 2.5 and the properties of Gε above, it follows
vε ∈ W (Q ), vε  0, Lvε  0, (u − ε)+  vε 
(
u − ε
2
)
+
in Q .
Let Uε := {u < ε/2}, then vε = 0 in Uε , ∂p Q ⊂ Uε . By Lemma 2.3, there are only ﬁnitely many
non-parabolic ﬂat portions Sk × {tk}, k = 1,2, . . . , l, of boundary of Q . For each k, let Nkε :=
Sk × (tk − ε, tk)∩ Q , Nε :=⋃k Nkε , then Nkε ∩ Uε = ∅.
Choose ηε = η 0 deﬁned on Q such that η = 1 in Q \ Nε , η = η(t) is non-increasing function in
each Nkε \ Uε , η = 0 in Nkε/2 \ Uε . Also, we can assume η ∈ C∞(Q \ (Uε ∩ Nε)).
Let uε := vεη in Q , uε := 0 in Cr \ Q . Since vε = 0 in Uε and near ∂Q , we have uε ∈ W (Cr). We
will show that Luε  0, and other properties are immediate.
For the non-divergence case, note that
Luε = ηLvε + ηt vε in Nε \ Uε
since Lvε  0, ηt  0, vε  0.
For the divergence case, for positive φ ∈ C∞(Q ) vanishing near ∂p Q , using
∫
Q ηtφvε +
aij DiηD jφvdX  0,
∫
Q
(uε)tφ + aij DiuεD jφ dX 
∫
Q
(vε)tηφ + aij Di vεD jφηdX
=
∫
Q
(vε)tηφ + aij Di vεD j(φη)− aij Di vεD jηφ dX
=
∫
Q
(vε)tηφ + aij Di vεD j(φη)dX  0.
Here, one can consider ηφ as a test function since vε = 0 in Nε ∩ Uε . 
Our method is based on a few facts which are true for both (D) and (ND) cases. One of them is
the comparison principle for functions in the space of C2,1loc (Q )∩ C(Q ):
If Lu  Lv in Q and u  v on ∂p Q , then u  v in Q . (CP)
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spaces, which depend on the structure ((ND) or (D)) of operators L. Namely, for non-divergence oper-
ators Lu := ut − (aD, Du), the comparison principle holds for u, v ∈ W (Q ) := W 2,1n+1,loc(Q ) ∩ C(Q )
(see [12, Section 7.1]). In the divergence case Lu := ut − (D,aDu), it holds for u, v ∈ W (Q ) :=
W 1,12,loc(Q )∩ C(Q ).
The following energy estimate is well known, we state this lemma without a proof:
Lemma 2.7 (Energy estimate). Let L be a divergence form operator, and u ∈ W (C) satisfy Lu = f for some
f ∈ L2(C), u = 0 on ∂pC . Then
sup
t∈[0,1]
‖u‖L2(c(t)) + ‖∇u‖L2(C)  N‖ f ‖L2(C). (8)
Here, C := B × (0,1), B := B1 , c(t) := B × {t}, C(t) := B × (0, t), t ∈ [0,1], N := N(ν).
The next one is the so-called growth lemma, in the spirit of the book by E.M. Landis [11]:
Lemma 2.8 (Growth Lemma). For a bounded domain Q ⊂Rn+1 , let X0 = (x0, t0) ∈ Q , and
|Cr \ Q | > θ |Cr |, 0< θ < 1, Cr := Cr(X0), r > 0. (9)
Then, with L in the (D) or (ND) form, for any function u ∈ W (Qr), Q r := Q ∩ Cr(X0) satisfying
Lu  0 in Q r and u  0 on Γr := Cr(X0)∩ ∂p Q , (10)
we have
u(X0) β sup
Qr
u+ with a constant β = β(n, ν, θ) ∈ (0,1), (11)
where u+ := max(u,0).
Proof. In fact, this lemma can be proved following the method in [4] when u, aij are smooth. Thus,
we will show how to extend to our case. We can assume X0 = (x0, t0) = (0,0) and r = 2. The general
case is reduced to this one by a translation and a transformation (2x,4t) → (rx, r2t). Also, it is easy to
reduce the formulation of this theorem to an equivalent one, which deals with functions in the space
of W (C2) by Theorem 2.6. Thus, we can assume u satisﬁes the following properties:
u ∈ W (C2), u  0, Lu  0 in C2, u ≡ 0 in C2 \ Q .
We consider cases (ND) and (D) separately.
Non-divergence case (ND): Let u ∈ W (C2) := W 2,1n+1,loc(C2)∩C(C2). Fix suﬃciently small δ depending
on n, θ , such that |C2−δ(X0) \ Q | > θ2 |C2−δ |. For any 0< ε < δ, and standard convolution functions
φε ∈ C∞(Cε(0, ε2)), φε vanishes near ∂Cε(0, ε2), φε  0,
∫
φε(X)dX = 1,
the convolutions a(ε)i j := aij ∗ φε and u(ε) := u ∗ φε belong to C∞(C2−δ) and satisfy
a(ε)i j → aij a.e. in C2−δ, u(ε) → u in W 2,1n+1(C2−δ)∩ C(C2−δ) (12)
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For such ε, since a(ε)i j , u
(ε) are smooth, the Dirichlet problem
Lεvε := vεt −
(
a(ε)D, Dvε
)= (Lu)(ε) in C2−δ, vε = u(ε) on ∂pC2−δ (13)
has a unique solution vε ∈ C∞(C2−δ). But
Lε
(
vε − u(ε))= (Lu)(ε) − Lu + Lu − Lεu + Lεu − Lεu(ε) → 0 in Ln+1(C2−δ)
as ε → 0+ . By the parabolic version of Aleksandrov’s maximum principle (for the proof, one may refer
to [7,20]), there exists small ε depending on ε0 such that
∣∣vε − u(ε)∣∣< ε0 in C2−δ.
Applying Growth Theorem in [4] to this smooth case,
u(X0)− 4ε0  vε(X0)− 2ε0  β sup
C2−δ
(
vε − 2ε0
)
+  β sup
C2
u+. (14)
Since ε0 was arbitrary, we obtain the desired result.
Divergence case (D): Let u ∈ W (C2) := W 1,12,loc(C2) ∩ C(C2). Proceeding as in the previous proof,
instead of (12), we now have
a(ε)i j → aij a.e. in C2−δ, u(ε) → u in W 1,12 (C2−δ)∩ C(C2−δ) as ε → 0+.
The Dirichlet problem with the divergent operator
Lεvε := vεt −
(
D,a(ε)Dvε
)= (Lu)(ε) in C2−δ, vε = u(ε) on ∂pC2−δ
has a unique solution vε ∈ C∞(C2−δ). Note
Lε
(
vε − u(ε))= (Lu)ε − Lu + Lu − Lu(ε) + (L − Lε)u(ε) → 0+ in L2(C2−δ) as ε → 0+.
By Lemma 2.7, we have
∥∥u − vε∥∥L2(C2−δ) → 0+ as ε → 0+.
Fix a small constant h > 0, and note that
vε − u > h on Sε,h,2−δ :=
{
vε > h, u  0
}∩ C2−δ,
and
|Sε,h,2−δ| h−2
∫
Sε,h,2−δ
(
vε − u)2  h−2
∫
C2−δ
(
vε − u)2 → 0+ as ε → 0+.
From {vε  h} ∩ C2−δ ⊇ ({u  0} ∩ C2−δ) \ Sε,h,2−δ , it follows
∣∣{vε  h}∩ C2−δ∣∣ ∣∣{u  0} ∩ C2−δ∣∣− |Sε,h,2−δ| > θ |C2−δ|,4
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vε(X0)− h β sup
C2−δ
(
vε − h)= β sup
∂pC2−δ
(
vε − h)= β sup
∂pC2−δ
(
u(ε) − h) β sup
C2−δ
u(ε).
Further, since u and vε are continuous, we have a non-empty open set O := O ε,h , where
O ε,h :=
{
vε − 2h < β sup
C2
u and u(X0) < u + h
}∩ C2.
We obtain
u(X0)
1
|O |
∫
O
u + h = 1|O | limε→0+
∫
O
(
vε + h)= 3h + 1|O | limε→0+
∫
O
(
vε − 2h) 3h + β sup
C2
u.
Since h was an arbitrary positive constant, we obtained the desired estimate. 
In a simple case L = −, the estimate (11) holds with β = 1 − θ . Indeed, rewriting (9) in an
equivalent form |Ωr | (1− θ)|Br | and using the mean value theorem for subharmonic functions, we
obtain
uε(x0)
1
|Br |
∫
Br(x0)
uε(x)dx
|Ωr |
|Br | supBr
uε  (1− θ) sup
Br
uε.
In the divergence case (D), the proof of (11) in [4] uses Moser’s technique in [16,17], while in the
non-divergence case (ND), this estimate is similar to Corollary 2.1 in [18]. In both (D) and (ND) cases,
the estimate (11) is far from obvious.
3. Proof of main result (Theorem 3.4)
Lemma 3.1. Let Y0 ∈ ∂p Q , ρ0 > 0, and a constant θ0 ∈ (0,1) be such that the estimate |Cρ(Y0)\ Q | > θ0|Cρ |
holds for 0< ρ  ρ0. Then for any function u ∈ W (Qρ0 ), satisfying
Lu  0 in Qρ0 , and u  0 on Γρ0 := Cρ0(Y0)∩ ∂p Q ,
we have
ω(ρ) := sup
Qρ
u+ 
(
Mρ
ρ0
)γ0
ω(ρ0), 0< ρ  ρ0, (15)
where Qρ := Q ∩ Cρ(Y0), M = M(n, θ0), γ0 = γ0(n, ν, θ0) = − logM β > 0, and β is the constant in (11)
corresponding to θ = θ02 .
Proof. Choose a suﬃciently large M such that
1<
|CM |
|CM−1| =
|CMρ |
|C(M−1)ρ | 
1− θ02
1− θ0 .
Fix ρ ∈ (0, ρ0M ] and for an arbitrary X ∈ Qρ , we have
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 θ0|CMρ | − |CMρ | + |C(M−1)ρ | θ02 |C(M−1)ρ |.
Now we can apply Lemma 2.8 with r = (M − 1)ρ and θ = θ02 . This gives us
u(X) β sup
Q ∩C(M−1)ρ (X)
u+  βω(Mρ), β = β(n, ν, θ0).
Since X is an arbitrary point in Qρ , we obtain
ω(ρ) βω(Mρ) = M−γ0ω(Mρ), 0< ρ  ρ0
M
. (16)
Further, for any ρ ∈ (0,ρ0], there exists an integer j  0, such that
M− j−1ρ0 < ρ  M− jρ0  ρ0.
Using monotonicity of ω(ρ) and iterating the inequality (16), we obtain the desired estimate (15):
ω(ρ)ω
(
M− jρ0
)
 M−γ0ω
(
M1− jρ0
)
 M−2γ0ω
(
M2− jρ0
)
 · · ·
 M− jγ0ω(ρ0) <
(
Mρ
ρ0
)γ0
ω(ρ0),
which ﬁnishes the proof of our lemma. 
We will also need another key fact, which is true for both (D) and (ND) cases.
Lemma 3.2. For any Y ∈Rn+1 and r > 0, there exists a function w ∈ C2,1(Cr(Y )) such that
0 w  r2 and Lw  1 in C := Cr(Y ). (17)
Proof. By translation, we can assume Y = (0, r2). Take w = t , which satisﬁes all the required proper-
ties. 
Corollary 3.3. Let u ∈ W (Q ) be a solution to the Dirichlet problem (DP) (see below) with a bounded right-
hand side f . Then
sup
Q
|u| R2 sup
Q
| f | where Q ⊂ CR(Y ) for some Y ∈Rn+1. (18)
Proof. Let w be a function in the previous theorem, corresponding to the cylinder C := CR(Y ). Then
v± := F w ± u where F := sup
Q
| f |,
satisﬁes
Lv± = F · Lw ± Lu  F ± f  0 in Q , v± = F w  0 on ∂p Q .
830 S. Cho / J. Differential Equations 248 (2010) 820–836By the comparison principle, we have v± = F w ± u  0 in Q , thus,
±u  F w  F R2. 
We are now ready to present our main result:
Theorem 3.4. Let Q be a bounded domain satisfying the condition (A) with a constant θ0 ∈ (0, 12 ], and 0 <
γ < γ0 where γ0 = γ0(n, ν, θ0) ∈ (0,1] is the constant in Lemma 3.1. Then for any solution u ∈ W (Q ) to the
Dirichlet problem
Lu = f in Q , u = 0 on ∂p Q , (DP)
where L is either a divergence (D) or non-divergence (ND) form, we have
sup
Q
d−γ |u| NF , provided that F := sup
Q
d2−γ | f | < ∞, (19)
where d = d(X) := sup{r | Cr(X) ⊂ Q } and N = N(n, ν, θ0, γ ) > 0.
Proof. We will prove an equivalent estimate
U := sup
Q
d−γ u  NF , provided that F := sup
Q
d2−γ f+ < ∞. (20)
Since u = 0 on ∂p Q , we always have U  0. Replacing u by −u, we obtain the desired estimate (19)
from (20). For the proof, we will write
U = sup
r>0
r−γ ω(r) where ω(r) := sup{u(X): X ∈ Q , d(X) < r}, r > 0.
Fix r > 0 and Y ∈ Q such that d(Y ) r. Using Lemma 3.2, take a function w ∈ C2,1(C2r(Y )), such that
0 w  4r2 and Lw  1 in C2r(Y ). (21)
Consider the function
v := u −ω(εr)− (εr)γ−2F w on Q ′ := C2r(Y ) ∩
{
X ∈ Q : d(X) > εr},
where ε > 0 will be ﬁxed later. Since f  dγ−2F  (εr)γ−2F for d > εr, we have
Lv = Lu − (εr)γ−2F · Lw  f − (εr)γ−2F  0 in Q ′,
and v  0 on ∂p Q ′ ∩ C2r(Y ). Since d(Y ) r, there exists a point Y0 ∈ ∂p Q , we have Cr(Y0) ⊂ C2r(Y ),
and from the condition (A) it follows
∣∣C2r(Y ) \ Q 2r∣∣ ∣∣Cr(Y0) \ Q ∣∣> θ0|Cr | = θ |C2r | with θ := 2−n−2θ0. (22)
Moreover, by (22),
∣∣C2r(Y ) \ Q ′∣∣ ∣∣C2r(Y ) \ Q ∣∣> θ |C2r | with θ := 2−n−2θ0.
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v(Y ) β sup
Q ′
v  β sup
Q ′
u. (23)
Take large M > 4 depending only on n, θ such that θ |C(M−3)r | > |B(M−2)r | · 4r2. For this M , note that
for any X ∈ Q ′ ,
∣∣CMr(X) \ Q ∣∣ ∣∣C(M−2)r(Y ) \ Q ∣∣− ∣∣B(M−2)r(Y )∣∣ · 4r2

∣∣C(M−3)r(Y0) \ Q ∣∣− |B(M−2)r | · 4r2

∣∣C(M−3)r(Y0) \ Q ∣∣− θ |C(M−3)r | > 0
for some Y0 ∈ ∂p Q . Here, we use the fact that Q satisfy condition (A). Hence, for any X ∈ Q ′ ,
d(X) Mr. From the deﬁnition of v , using (23), (21),
u(Y ) = v(Y ) +ω(εr) + (εr)γ−2F w  βω(Mr)+ω(εr) + 4εγ−2Frγ .
Since Y was arbitrary,
ω(r)
[(
εγ + Mγ β)U + 4εγ−2F ]rγ .
As in Lemma 3.1, take γ0 := − logM β > 0, i.e., β = M−γ0 . Fix a small ε > 0, such that λ :=
εγ + Mγ β = εγ + Mγ−γ0 < 1. Now we have
U  λU + 4εγ−2F .
In case U < ∞, then we obtain the desired estimate (20) with N := 4εγ−21−λ . For the general case,
consider uδ := Gδ(u) for δ > 0 where Gδ ∈ C∞(R) satisﬁes the condition (G). Since u = 0 on ∂p Q and
u ∈ C(Q ), uδ vanishes near ∂p Q . By the previous argument, we have
sup
Q
d−γ uδ  N sup
Q
d2−γ (Luδ)+.
But Luδ = G ′δ(u)Lu − G ′′δ (u)(aDu, Du) f+ by Lemma 2.4. Therefore, after taking δ → 0, we have
U = sup
Q
d−γ u  N sup
Q
d2−γ f+. 
4. Hölder regularity estimate
The estimate (19) for solutions u to the Dirichlet problem (DP), together with the “interior” esti-
mates in Hölder spaces C0,γ , result in the “global” Hölder regularity of solutions: u ∈ C0,γ (Q¯ ), i.e.,
u has ﬁnite norm
|u|0,γ ;Q := sup
Q
|u| + [u]0,γ ;Q , where [u]0,γ ;Q := sup
X =Y∈Q
|u(X) − u(Y )|
|X − Y |γ , (24)
|X − Y | := |x − y| + |t − s| 12 , X = (x, t), Y = (y, s). This property of solutions is established in the
following theorem. Its proof combines the methods of De Giorgi [3], Landis [11], Serrin [19].
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for X, Y in Q ,
∣∣d(X) − d(Y )∣∣ M · |X − Y |, where M := 1+ 2θ−1/20 .
Proof. Fix any X = (x, t) and Y = (y, s) in Q . There exists Y0 = (y0, s0) in Rn+1 depending on Y such
that Y0 ∈ ∂pCd(Y )(Y ) ∩ ∂p Q . In case t > s0,
d(X) |X − Y0| |X − Y | + |Y − Y0| = |X − Y | + d(Y ).
In case t  s0, consider the cylinder C = Cr(Y0), r := θ−1/20 |X − Y |. By condition (A), there exists
Z = (z, τ ) ∈ C such that τ < t , Z /∈ Q . If not,
θ0|Cr | <
∣∣Cr(Y0) \ Q ∣∣ (so − t)2|Br |.
Equivalently,
(s − t)2  |X − Y |2 = r2θ0 < (s0 − t)2,
which leads to the contradiction to the fact that t  s0  s. For this Z ,
d(X) |X − Z | |X − Y | + |Y − Y0| + |Y0 − Z |
 |X − Y | + d(Y )+ 2r = M|X − Y | + d(Y ).
In both cases, we have d(X)− d(Y ) M · |X − Y |. By symmetry of X and Y , we obtained the desired
result. 
Theorem 4.2. Let Q be a bounded open set inRn satisfying the condition (A)with a constant θ0 > 0.We claim
that there exists a constant γ¯ = γ¯ (n, ν, θ0) ∈ (0,1], such that for any constant γ ∈ (0, γ¯ ), any uniformly
elliptic operator L (in the form (D) or (ND)) and f ∈ L∞loc(Q ), the solution u ∈ W (Q ) to the Dirichlet problem
(DP) satisﬁes the estimate
|u|0,γ ;Q  NF , where F := sup
Q
d2−γ | f |, (25)
d = d(X) := supr{Cr(X) ∈ Q }, and the constant N > 0 depends only on n, ν, θ0, γ , and R := diam Q .
Proof. Throughout the proof, N , including N ′, N¯,N1, . . . , depends only on n, ν, θ0, γ , and R. By The-
orem 3.4, the solutions to (DP) satisfy the estimate (19) with a constant N = N(n, ν, θ0, γ ) > 0,
provided 0< γ < γ1 = γ1(n, ν, θ0) 1. This estimate implies
sup
Q
|u| Rγ sup
Q
d−γ |u| N1 · F . (26)
Now it remains to prove the estimate
[u]0,γ ;Q  NF
with N = N(n, ν, θ0, γ , R) > 0. For this purpose, it suﬃces to show that
ω(ρ, X0) := sup
Q ∩Cρ(X0)
u − inf
Q ∩Cρ(X0)
u  NFργ (27)
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of (27), we ﬁx X0 ∈ Q¯ , and consider the cases (i) and (ii) separately:
(i) ρ  ρ0 := 12d(X0). If ρ  12d(X0), then, by Lemma 4.1,
d(X) d(X0)+ M|X − X0| (2+ 2M)ρ for all X ∈ Q ∩ Cρ(X0),
which gives us
ω(ρ, X0) 2 sup
Q ∩Cρ(X0)
|u| 2 sup
Q ∩Cρ(X0)
(
(2+ 2M)ρ
d
)γ
|u|
 2 · ((2+ 2M)ρ)γ sup
Q
d−γ |u|,
and (27) follows from (19).
(ii) 0< ρ < ρ0. For brevity, we write Cρ := Cρ(X0) and ω(ρ) := ω(ρ, X0). Note that d ρ0 on Cρ0 ,
which yields
|Lu| = | f | Fdγ−2  Fργ−20 in Cρ0 . (28)
For 0< ρ < ρ0, the parabolic cylinder Cρ is contained in Q , so that
ω(ρ) = M(ρ) −m(ρ), where M(ρ) := sup
Cρ
u, m(ρ) := inf
Cρ
u.
Fix ρ ∈ (0, 14ρ0] and set λ := 12 [M(ρ) +m(ρ)], C0ρ := Cρ(X00), X00 = X0 − (0,3ρ2). Suppose that the
measure
∣∣C0ρ ∩ {u  λ}∣∣ 12 |Cρ |. (29)
By Lemma 3.2 applied to the cylinder CR := C4ρ ⊆ Cρ0 , there exists a function w ∈ W (C4ρ) such that
0 w  (4ρ)2, Lw  1 in C4ρ.
Consider the function
v(X) := u(X)− λ− Fργ−20 w(X) in V := C4ρ ∩ {v > 0}.
Note that
1
2
ω(ρ) = M(ρ) − λ = sup
Cρ
(u − λ) = sup
Cρ
(
v + Fργ−20 w
)
.
Since 0<ρ  14ρ0 and 0< γ  1, we have
Fργ−20 w  Fρ
γ−2
0 (4ρ)
2  F (4ρ)γ ,
and
ω(ρ) 2 sup
Cρ
v + 2F (4ρ)γ . (30)
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(28), (29), and the properties of the function w , we have
Lv = f − Fργ−20 Lw  f − Fργ−20  0 in V ,
∣∣C0ρ \ V ∣∣= ∣∣C0ρ ∩ {v  0}∣∣ ∣∣C0ρ ∩ {u  λ}∣∣ 12
∣∣C0ρ ∣∣.
Obviously, v > 0 in V and v = 0 on ∂V ∩ C4ρ. For any X ∈ Cρ ,
∣∣C2ρ(X) \ V ∣∣> ∣∣C0ρ \ V ∣∣ 12 |Cρ | = 2−n−3
∣∣C2ρ(X)∣∣.
Applying Lemma 2.8 to the function v in V , we get
v(X) β sup
C2ρ(X)
v+,
where β = β(n, ν) ∈ (0,1) is the constant in that lemma corresponding to θ = 2−n−3. Since X is an
arbitrary point in Cρ ,
sup
Cρ
v = sup
V∩Cρ
v  β · sup
V
v  β · sup
C4ρ
[
u(x)− λ]= β · [M(4ρ) − λ].
The previous estimate together with (30) yield
ω(ρ) 2β · [M(4ρ)− λ]+ 2F (4ρ)γ .
Here,
M(4ρ)− λ = M(4ρ)−m(ρ) − 1
2
[
M(ρ) −m(ρ)]ω(4ρ) − 1
2
ω(ρ).
From these relations it follows
ω(ρ) 2β ·
[
ω(4ρ) − 1
2
ω(ρ)
]
+ 2F (4ρ)γ .
By virtue of (30), the last inequality also holds when v  0 in Cρ . After simpliﬁcation, it is reduced
to the following one:
ω(ρ) β ′ ·ω(4ρ) + N ′Fργ , (31)
where the constants β ′ := 2β1+β ∈ (0,1) and N ′ := 2·4
γ
1+β depend only on n, ν and γ . This estimate was
proved under the assumption (29). If this assumption fails, i.e., |Cρ ∩ {u  λ}| < 12 |Cρ |, then
∣∣Cρ ∩ {−u −λ}∣∣= |Cρ | − ∣∣Cρ ∩ {u < λ}∣∣> 1
2
|Cρ |.
Therefore, we can apply the previous argument to −u and −λ in place of u and λ correspondingly.
Since ω(ρ) and ω(4ρ) remain the same after such a substitution, the estimate (31) holds true in any
case.
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0< γ < γ1 and 4γ β ′ < 1. The restriction 0< γ < γ1 was needed in the case (i), which was based on
Theorem 3.4. The inequality τ := 4γ β ′ < 1 is essentially used in the following argument. Set
ω¯(ρ) := max{ω(ρ), N¯ Fργ }, where N¯ = N¯(n, ν,γ ) := (1− τ )−1N ′ > 0.
From (31), it follows
ω(ρ) 4−γ · [τω(4ρ) + (1− τ ) N¯ F (4ρ)γ ]
 4−γ ·max{ω(4ρ), N¯ F (4ρ)γ }= 4−γ ω¯(4ρ).
In addition,
N¯ Fργ = 4−γ · N¯ F (4ρ)γ  4−γ ω¯(4ρ).
Therefore, we have
ω¯(ρ) = max{ω(ρ), N¯ Fργ } 4−γ ω¯(4ρ).
This estimate is true for all ρ ∈ (0, 14ρ0], after iteration, we get
ω(ρ) ω¯(ρ)
(
4ρ
ρ0
)γ
ω¯(ρ0) for all ρ ∈ (0,ρ0]. (32)
Note that ρ = ρ0 := 12d(X0) belongs to the case (i) in which we already have the estimate (27), i.e.,
ω(ρ0) NFργ0 . Then ω¯(ρ0) (N + N¯)Fργ0 =: N2Fργ0 and by (32), ω(ρ) N3Fργ with N3 := 4γ N2.
Thus the estimate (27) holds true for all ρ > 0 and x0 ∈ Q¯ . Theorem is proved. 
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