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Resumen
Este documento trata sobre la estancia en pra´cticas en la empresa Openfinance y el trabajo final
de grado de la asignatura MT1030-Pra´cticas Externas y Proyecto Fin de Grado del grado de Matema´tica
Computacional de la Universidad Jaume I.
El proyecto de estancia en pra´cticas consiste en la simulacio´n no parame´trica v´ıa kernel de una
serie de valores para estimar la duracio´n de las mismas.
En el presente documento se explica la teoria de la simulacio´n no parame´trica y se centra en
la estimacio´n v´ıa nu´cleo. Adema´s, se explica el proyecto realizado durante la estancia en pra´cticas y los
resultados obtenidos.
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Cap´ıtulo 1
Introduccio´n
En este documento se presenta las tareas realizadas durante mi estancia en pra´cticas en la
empresa Openfinance y describe el Trabajo Fin de Grado que desarrolla la estimacio´n de funciones de
densidad no parame´trica v´ıa Kernel.
En esta primera seccio´n del TFG, que servira´ como introduccio´n para el resto del trabajo,
presentare´ la empresa, explicare´ cua´les son las actividades que desarrollan y cua´l es el mercado en el que
trabajan ellos.
Posteriormente, explicare´ brevemente cua´l era mi funcio´n dentro de la empresa y que´ esperaban
de mi estancia en pra´cticas. Ma´s adelante, en la seccio´n 5 explicare´ con ma´s detalle el proyecto realizado
en la estancia, expondre´ el trabajo realizado en cada quincena y los resultados obtenidos.
1.1. Objetivos, fines y actividades de la empresa
Openfinace es una empresa que se dedica al desarrollo, puesta en marcha y mantenimiento de
soluciones tecnolo´gicas para el asesoramiento financiero y gestio´n de carteras.
Su experiencia se basa en el desarrollo de soluciones integradas en entidades financieras que, apoyan
a los clientes en todo el proceso de decisio´n desde la disposicio´n de informacio´n financiera hasta las
herramientas de trading en el mercado.
La compan˜´ıa fue fundada en 2002 como consultora especializada en soluciones de inversio´n que
au´na el emprendimiento con la experiencia tecnolo´gica y financiera. Desde el 2011 pertenece al grupo
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Bolsas y Mercados Espan˜oles (BME) a trave´s de su sociedad Infobolsa, lo que proporciona a Openfinance
una solidez y confianza que lo posiciona como un referente en el sector financiero internacional. Su
actividad principal se desarrolla en Espan˜a, Colombia, Costa Rica, Me´xico y Chile.
Openfinance es una compan˜´ıa experta en gestio´n del patrimonio y lleva 15 an˜os creando e
implantando soluciones de alto valor an˜adido en entidades financieras nacionales e internacionales. Sus
clientes van desde la banca minorista, banca privada, asesores financieros independientes hasta sociedades
y Agencias de Valores y compan˜´ıas aseguradoras.
Openfinance se encarga de proporcionar la tecnolog´ıa que facilita el proceso de captacio´n, ase-
soramiento y fidelizacio´n de clientes adapta´ndose as´ı a sus necesidades de negocio y al cumplimiento
normativo. Ofrece soluciones globales y flexibles que se adaptan a la necesidad y el crecimiento de cada
cliente en las diferentes etapas de su plan de negocio.
1.2. Idea y objetivo de mi trabajo en la empresa
La idea del proyecto a desarrollar durante la estancia en pra´cticas era desarrollar una aplicacio´n
en .NET que fuera capaz de simular el tiempo que se iba a necesitar para desarrollar una serie de tareas
y dar una estimacio´n al usuario de la duracio´n de todas las mismas.
El objetivo final de el proyecto era que el usuario obtuviera un informe detallado de los datos
que e´l mismo hab´ıa introducido, de el proceso de simulacio´n de estos y del resultado final obtenido.
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Cap´ıtulo 2
Estimaciones no parame´tricas
2.1. Introduccio´n
La regresio´n no parame´trica, a diferencia de la regresio´n parame´trica (que supone que la
funcio´n de regresio´n a estimar pertenece a alguna familia parame´trica de funciones), acepta que la funcio´n
que se desea estimar no toma ninguna forma predefinida. La u´nica condicio´n que debe cumplir la funcio´n
(m) es que sea suave1 en te´rminos de continuidad y diferenciabilidad.
Supongamos que la funcio´n de regresio´n desconocida es suave. Entonces, podemos esperar que
las observaciones tomadas en puntos pro´ximos a uno dado x puedan darnos informacio´n del vector de
dicha funcio´n en x. (Eubank,1988)
Los me´todos de regresio´n no parame´trica permiten mayor flexibilidad y se adaptan mucho
mejor a situaciones reales que los me´todos parame´tricos. Por contraposicio´n, al realizar pocas hipo´tesis
sobre la estructura subyacente de los datos, las estimaciones resultantes pueden dar lugar a soluciones
incoherentes, complejas y sobre todo, con un mayor coste computacional.
En el proceso de regresio´n no parame´trica es muy importante la eleccio´n de los tres para´metros
que influyen en el desarrollo: ancho de banda, grado de los ajustes polinomiales locales y el nu´cleo (o
kernel). Ma´s adelante explicaremos que´ es cada uno de estos para´metros, co´mo influye a la hora de el
proceso y la forma de elegir el ma´s o´ptimo en alguno de los casos.
La idea de la regresio´n no parame´trica es definir unas bandas centradas en cada punto y de
un ancho h (ancho de banda), y calcular la estimacio´n en el punto utilizando tan so´lo las observaciones
que caen dentro de estas bandas. Para obtener la curva de regresio´n estimada, la banda definida por el
para´metro h recorrera´ todo el diagrama de dispersio´n de izquierda a derecha.
1Una funcio´n C es suave en un intervalo I si las primeras derivadas son continuas y no se anulan simulta´neamente
excepto posiblemente en los puntos terminales del intervalo I.
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2.2. Me´todos de regresio´n no parame´trica
2.2.1. Estimadores tipo nu´cleo
Estos estimadores realizan una media ponderada de las observaciones yi. Es decir, el estimador
de m en el punto x se define 2 como:
mˆh(x) =
n∑
i=1
ωhi(x)yi (2.1)
donde {ωhi}ni=1 es una sucesio´n de pesos que pueden depender del vector
{xi}ni=1 · h.
La eleccio´n del vector de pesos determina el comportamiento del estimador y se calcula:
ωhi =
Kh(x− xi)∑n
i=1Kh(x− xi)
(2.2)
donde kh(·) = 1hK( ·h ) se denomina funcio´n nu´cleo y es, precisamente, la que determina el vector pesos
(dependiendo de su distancia al punto x).
Finalmente, el estimador de m en el punto x se puede expresar como:
mˆh(x) =
n−1
∑n
i=1Kh(x− xi)yi
n−1
∑n
i=1Kh(x− xi)
(2.3)
2.2.2. Regresio´n polinomial local
La regresio´n polinomial local es una generalizacio´n de la estimacio´n por nu´cleos. De hecho, la
estimacio´n por nu´cleos corresponde al ajuste de un polinomio de grado cero.
El objetivo general de la regresio´n polinomial local es ajustar un polinomio de grado p alrededor
de un punto x0 utilizando los datos de su entorno.
Supongamos que la funcio´n de regresio´n (m) tiene p derivadas en un punto x0. Ahora, por el
teorema de Taylor podemos escribir la funcio´n como:
m(x) ≈ m(x0) +m′(x0)(x− x0) + m
′′(x0)
2!
(x− x0)2 + ...+ m
(p)(x0)
p!
(x− x0)p (2.4)
Es decir, la funcio´n que buscamos se puede aproximar localmente por funciones polino´micas de
2(Nadaraya - Watson, 1964)
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grado p:
m(x) ≈
p∑
j=0
βj(x− x0)j (2.5)
2.2.3. Suavizamiento por Splines
Un spline es una curva definida a trozos por polinomios sobre la que se imponen restricciones
en los puntos de unio´n llamados nodos, que dividen el rango de x en regiones. Se utilizan para aproximar
curvas con ”formas complicadas”. Aqu´ı se utilizan los splines cu´bicos3
Figura 2.1: Spline cu´bico con 4 nodos
Son estimadores que minimizan la funcio´n:
Sh(m) =
n∑
i=1
(yi −m(xi))2 + h
∫ 1
0
m′′(x)2dx (2.6)
El primer te´rmino mide la proximidad a los datos. El segundo penaliza la curvatura de la
funcio´n. h controla el balance del sesgo y la varianza de la curva ajustada:
Si h = 0, la curva interpola los datos.
Si h→∞ la segunda derivada se hace 0, por lo que tenemos un ajuste lineal por mı´nimos cuadrados.
3Curva construida a partir de trozos de polinomios de grado 3
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2.3. Sesgo y consistencia
Definicio´n 1. Un estimador fˆ de una funcio´n de densidad f es insesgado si:
∀xRd, Ef [fˆ(x)] = f(x)
Definicio´n 2. Un estimador fˆ de una funcio´n de densidad f es de´bilmente consistente en forma
puntual si fˆ(x)→ f(x) para todo xR. Por el contrario, diremos que el estimador es fuertemente consistente
en forma puntual si la convergencia es casi segura.
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Cap´ıtulo 3
Estimaciones via Kernel
3.1. Introduccio´n
Este estimador fue propuesto por primera vez por Rosenblatt en el an˜o 1956 en su publicacio´n
Remarks on some nonparametric estimatees of a density function.
Sea la muestra de n observaciones reales X1, ...., Xn. Definimos la estimacio´n tipo Nu´cleo como:
fˆn(x) =
1
n·hn
n∑
i=1
K(
x−Xi
h
) (3.1)
donde K(x) es la funcio´n nu´cleo y hn es el ancho de banda
3.2. Para´metros
3.2.1. Ancho de banda
El ancho de banda (hn), tambie´n llamado para´metro de suavizacio´n es una secuencia de cons-
tantes positivas que determina la cantidad de suavizacio´n de la estimacio´n. La eleccio´n del ancho
de banda adecuado es un debate extenso, del cua´l hablaremos en una seccio´n ma´s adelante. Si h
es muy grande, la estimacio´n resulta muy suave; si es muy pequen˜a, pra´cticamente se interpolan
los datos.
Cabe destacar que, al ser un para´metro fijo a lo largo de toda la muestra, la estimacio´n nu´cleo
suele presentar distorsiones en las colas de la estimacio´n, tal y como vemos en la siguiente figura.
3.2.2. Kernel
La funcio´n nu´cleo (K(x)), tambie´n conocida como funcio´n peso, es la que define la forma y
la importancia de los pesos que se asocian a cada observacio´n para el ca´lculo de la estimacio´n.
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Figura 3.1: Estimacio´n tipo nu´cleo con hn = 20 (a) y hn = 60 (b)
El estimador nu´cleo puede interpretarse como una suma de protuberancias (del ingle´s bump) situa-
das en las observaciones. (Antonio Min˜arro en su libro “Estimacion no parame´trica de la funcio´n de
densidad”).
A continuacio´n presentamos las funciones kernel ma´s utilizadas, as´ı como el rango del para´me-
tro en el cua´l la funcio´n trabaja correctamente:
1. Epanechnikov: para las observaciones que esta´n a distancia entre 0 y h, asigna pesos de
entre 34 y 0 con decrecimiento cuadra´tico. Por el contrario, las observaciones que esta´n fuera
de este rango se les asigna un 0.
K(t) = 34 (1− t2) con |t| < 1
A continuacio´n vemos cua´l es su gra´fica:
Figura 3.2: Kernel Epanechnikov
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2. Gauss: asigna los pesos siguiendo la distribucio´n normal esta´ndar. Es decir, las observa-
ciones cuya distancia oscile entre 0 y 1 tendra´n un peso de entre 0,4 y 0,2. Las que este´n a
distancia 3 tendra´n un peso de 0,0039. Y las observaciones cuya distancia sea superior a 3
recibira´n un peso muy cercano a 0.
K(t) = 1√
2pi
e−(1/2)t
2
con |t| <∞
Figura 3.3: Kernel Gaussiano
3. Triangular: asigna pesos de 1h a las observaciones coincidentes. A las observaciones cuya
distancia sea igual o superior a h, el peso que se les asigna decrece.
K(t) = 1− |t| con |t| < 1
Figura 3.4: Kernel Triangular
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4. Rectangular: Asigna el mismo peso a todas las observaciones.
K(t) = 12 con |t| < 1
Figura 3.5: Kernel Rectangular
5. Biweight: para observaciones cercanas a las muestras, el peso es un valor cercano a 0,93,
que a su vez va decreciendo para observaciones ma´s alejadas.
K(t) = 1516 (1− t2)2 con |t| < 1
Figura 3.6: Estimador Biweight
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6. Triweight:
K(t) = 3532 (1− t2)3 con |t| < 1
Figura 3.7: Estimador Triweight
Estas funciones son sime´tricas 1 y acotadas 2 y, adema´s, verifican que:
• ∫∞−∞ |K(x)|dx <∞
• l´ım
x→ ∞ |x·K(x)| = 0
• ∫∞−∞K(x)dx = 1
Complementariamente, Nadaraya enumero´ una serie de condiciones que deb´ıan de cumplir las
funciones nu´cleo:
1. K(x) = K(−x) (Condicio´n de simetr´ıa anteriormente mencionada)
2.
∫∞
−∞K(x)dx = 1
3.
sup
−∞<x<∞
|K(x)| <∞
1 ∀x ∈ R, f(−x) = f(x)
2 ∀x ∈ R, K′ < f(x) < K con K′ < K
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4.
∫∞
−∞ x
i·K(x)dx = 0 i = 1, . . . , s− 1
5.
∫∞
−∞ x
s·K(x)dx = ks 6= 0
6.
∫∞
−∞ x
s|K(x)|dx <∞
3.3. Criterio de errores
Debido a la complejidad y variedad de estimadores, necesitamos un para´metro que nos indique ’que´
estimacio´n es mejor’ o incluso, ’que´ estimador es mejor’. Pero, hasta el presente, no se ha llegado
a un consenso para establecer un criterio u´nico de error.
Para clasificar la estimacio´n existen dos vertientes dentro de el ca´lculo de error:
• Cuando trabajemos con estimadores sesgados, utilizaremos el criterio de minimizar el error
cuadra´tico medio (Mean Squared Error) (MSE)
• Cuando utilicemos estimaciones de las funciones de densidad, el MSE se calculara´ como la
suma de la varianza ma´s el cuadrado del sesgo.
MSE{fˆ(x)} = E[fˆ(x)− f(x)]2 = V ar{fˆ(x)}+ Sesgo2{fˆ(x)}3 (3.2)
A pesar de esto, y como el objetivo de la estimacio´n no parame´trica es obtener una
representacio´n de la densidad completa, necesitamos recurrir a criterios de error globales. A
continuacio´n, presentamos los ma´s utilizados:
3.3.1. L∞
Norma L∞
sup
x
|fˆ(x)− f(x)| (3.3)
3.3.2. IAE
Norma L1, conocido como error absoluto integrado (Integrated Absolute Error):
IAE{fˆ(x)} =
∫
|fˆ(x)− f(x)|dx (3.4)
Este criterio da ma´s importancia a las colas de densidad. Adema´s, vemos que:
0 ≤ L1 =
∫
|fˆ(x)− f(x)|dx ≤
∫
|fˆ(x)|dx+
∫
|f(x)|dx ≤ 2 (3.5)
3Sesgo2{fˆ(x)}=E[fˆ(x)]− f(x)
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3.3.3. ISE
Norma L2, conocido como error cuadra´tico integrado (Integrated Squared Error):
ISE{fˆ(x)} =
∫
[fˆ(x)− f(x)]2dx (3.6)
Este criterio sin embargo, al elevar al cuadrado la diferencia, resta importancia a los valores
pequen˜os. Tambie´n vemos que, al contrario que el criterio anterior, este no esta´ acotado:
0 ≤ L2 =
∫
[fˆ(x)− f(x)]2dx ≤ ∞ (3.7)
3.3.4. MISE
Puesto que el ISE es una funcio´n de una realizacio´n particular de n puntos, otro criterio
de error ma´s adecuado es considerar el promedio de e´ste. Este criterio es conocido como
error cuadra´tico medio integrado (Mean Integrated Squared Error):
MISE{fˆ(x)} = E[ISE{fˆ(x)}] =
∫
E[fˆ(x)− f(x)]2dx (3.8)
3.3.5. MISE Ponderado
Existe otra forma de calificar la estimacio´n que consiste en introducir un vector de
pesos a la hora de calcular el MISE para, por ejemplo, dar ma´s importancia a un intervalo
determinado si se desea:
MISEw{fˆ(x)} =
∫
E[fˆ(x)− f(x)]2w(x)dx (3.9)
siendo w(x) el vector de pesos.
3.3.6. Otros criterios de error
◦ El criterio de Kullback-Leibler. La divergencia de Kullback-Leibler entre dos funciones
f(x) y g(x) se define como:
I(f ; g) =
∫
f(x) log(
f(x)
g(x)
) (3.10)
Por tanto, utilizando esto, comparamos la funcio´n de densidad con la estimacio´n y
obtenemos: ∫
fˆ log(fˆ/f) (3.11)
◦ La distancia de Hellinger
[
∫
(fˆ1/p − f1/p)p]1/p (3.12)
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◦ La variacio´n total
TV (fˆ , f) = sup
A
|
∫
A
fˆ −
∫
A
f | (3.13)
◦ Normas Lp
Lp =
[∫
|fˆ − f |p
]1/p
0 < p <∞ (3.14)
3.4. Seleccio´n del ancho de banda
La idea que vamos a utilizar en esta seccio´n va a ser la de realizar un promedio local de las
observaciones en un entorno de x. Es decir, en cada punto de estimacio´n, se hara´ un
promedio local de las observaciones Yi incluidas en una banda vertical con intervalo centrado
en dicho punto. Obviamente, la amplitud de e´sta dependera´ del valor escogido en el
para´metro h (ancho de banda o amplitud).
◦ Si el ancho de banda que escogemos es grande, necesitaremos de muchas observaciones
para poder calcular la estimacio´n de m en cada punto x. Como consecuencia de esto,
obtendremos un aumento del sesgo de la estimacio´n (anteriormente explicado) y un
estimador con una excesiva suavidad.
◦ Si el ancho de banda que escogemos es pequen˜o, las observaciones que precisaremos
reducira´n considerablemente. Por tanto, obtendremos un aumento de la variabilidad en
la estimacio´n y un estimador con poca suavidad.
Por tanto, para buscar el ancho de banda o´ptimo, deberemos buscar un equilibrio entre la
varianza y el sesgo del estimador. Es decir, encontrar un ancho de banda que haga posible un
ajuste razonable de los datos sin que aumente excesivamente la variabilidad del estimador.
Una primera posible solucio´n ser´ıa dejar al investigador la eleccio´n de este para´metro. Ser´ıa
una eleccio´n subjetiva del ancho de banda: la persona encargada de realizar la estimacio´n,
despue´s de observar un diagrama de dispersio´n de los datos, escoger´ıa un para´metro de
suavizado que e´l considerara oportuno y adecuado para dichos datos en concreto. Este
me´todo de eleccio´n de h hace que la estimacio´n no pueda ser automatizada. Adema´s, este
me´todo se empieza a complicar a medida que aumentamos las dimensiones con las que
trabajamos.
Por el contrario, si encontramos un me´todo de seleccio´n dirigido por los datos que nos
devuelva el ancho de banda o´ptima de forma automa´tica, evitar´ıamos la subjetividad de la
estimacio´n y conseguir´ıamos la automatizacio´n del me´todo.
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3.4.1. Selectores basados en la suma de cuadrados de los residuos
Una forma de encontrar el ancho de banda o´ptimo podr´ıa ser realizar una estimacio´n de
alguno de los criterios de error comentados en la seccio´n 3.3 y minimizar esta estimacio´n del
error con respecto a h.
La suma de los cuadrados de los residuos se expresa como:
n−1
n∑
i=1
w˜(xi)[yi − mˆh(xi)]2 = n−1(y − mˆ(h))T W˜ (y − mˆ(h)) (3.15)
A partir de esta expresio´n, la funcio´n de validacio´n cruzada (CV) esta´ basada en el
estimador mˆh,i(xi) construido a partir de una submuestra de taman˜o n− 1 tomada a partir
de los datos. Dicho estimador es la estimacio´n mˆh(xi) que no utiliza la observacio´n i-e´sima
yi. El criterio se expresa como:
CV (h) = n−1
n∑
i=1
w(xi)(yi − mˆh,i(xi))2 (3.16)
Por tanto, si denotamos con hˆCV al ancho de banda que hace mı´nima la funcio´n de
validacio´n cruzada:
hˆCV = arg mı´n
hHn
CV (h) (3.17)
Ahora bien, la calidad de la estimacio´n dependera´ obviamente del criterio de error que
elijamos. Y fue esto precisamente lo que motivo´ la introduccio´n del Criterio de Validacio´n
Cruzada Generalizada (GCV), que se define como:
GCV (h) = n
n∑
i=1
w˜(xi)
(
yi − mˆh(xi)
tr(W˜ − W˜S(h))
)2
(3.18)
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Cap´ıtulo 4
Simulacio´n de muestras
4.1. Introduccio´n
El programa R es un entorno de ana´lisis y programacio´n para la informa´tica
estad´ıstica que forma parte del proyecto de software libre GNU (General Public License).
Fueron los estad´ısticos Ross Ihaka y Robert Gentleman (junto con su grupo de investigacio´n
de la universidad de Auckland), quie´nes basa´ndose en el lenguaje de programacio´n S 1,
desarrollaron este nuevo lenguaje de programacio´n ma´s sencillo, eficiente y sobretodo
intuitivo.
A diferencia de otros lenguajes de programacio´n, R es un lenguaje interpretado 2.
R-base permite realizar tareas de estad´ıstica sencillas, ba´sicas, habituales. Pero la gran
virtud que tiene este programa es la facilidad de ampliar la funcionalidad mediante librer´ıas
y extensiones. Gracias a los usuarios que utilizan R, se han ido desarrollando nuevas librer´ıas
con todo tipo de utilidades que dotan a este programa de un amplio abanico de posibilidades
dentro de el campo de la estad´ıstica.
RStudio es una herramienta gra´fica y abierta para R que ofrece una base flexible y
poderosa para la informa´tica estad´ıstica. La aparicio´n de este software hizo que R fuera
abierto para todos los usuarios, que a su vez ayudaron a ampliar las funcionalidades de R y
1S es un lenguaje de programacio´n estad´ıstico desarrollado en los an˜os 80 y que esta´ orientado a objetos de alto nivel.
Las dos implementaciones modernas de S son R y S-PLUS.
2Un lenguaje interpretado es aquel para el que la mayor´ıa de sus implementaciones ejecuta las instrucciones directamente,
sin compilar a instrucciones en lenguaje ma´quina.
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Figura 4.1: Captura de Rstudio durante el desarrollo del proyecto de pra´cticas
que e´stas fuesen compartidas para todo el pu´blico.
4.2. Funcio´n density de R
La funcio´n density(x, bw, kernel,...) de R realiza una estimacio´n de la funcio´n de
densidad v´ıa kernel. Esta funcio´n, la cua´l viene instalada por defecto en el software ( es decir,
no es necesario cargar ningu´n paquete adicional desarrollado por algu´n usuario), nos permite,
a partir de una muestra de los datos, realizar una simulacio´n de la funcio´n de densidad v´ıa
nu´cleo. A continuacio´n presentamos los principales argumentos que admite esta funcio´n 3:
◦ x: Los datos a partir de los cua´les se calculara´ la estimacio´n.
◦ bw: El ancho de banda.
◦ adjust: El ancho de banda utilizado en realidad es adjust ∗ bw
3Documentacio´n recogida del propio software R
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◦ kernel: El kernel que se va a utilizar. Puede ser un valor de entre (’gaussian’,
’rectangular’, ’triangular’, ’epanechnikov’, ’biweight’, ’cosine’ o ’optcosine’)
◦ weights: El vector nume´rico de pesos de observacio´n no negativos (de la misma longitud
que x).
◦ give.Rkern: Se trata de un valor lo´gico. Si es TRUE, no se estima la densidad y se
devuelve el ancho de banda cano´nico del kernel escogido.
◦ n: el nu´mero de puntos igualmente espaciados en los que se va a estimar la densidad.
Cuando n > 512, se redondea a una potencia de 2 durante los ca´lculos y el resultado
final es interpolado por approx. As´ı que casi siempre tiene sentido especificar n como un
potencia de dos.
◦ from,to: los puntos izquierdo y derecho de la rejilla a los que se debe estimar la
densidad.
◦ na.rm: Se trata de un valor lo´gico. Si es TRUE, elimina los valores que faltan. Si es
FALSE, dichos valores causan error.
Ahora, vamos a explicar los diferentes valores que devuelve la funcio´n:
◦ x: Las coordenadas de los puntos donde se estima la funcio´n.
◦ y: Los valores de densidad estimados. Son no negativos, aunque pueden ser cero.
◦ bw: El ancho de banda utilizado, especificado anteriormente en la llamada a la funcio´n.
◦ n: El taman˜o de la muestra despue´s de la eliminacio´n de los valores nulos.
◦ call: La llamada que produjo el resultado.
◦ data.name: El nombre del argumento x.
◦ has.na: Es un valor lo´gico para la compatibilidad.
4.3. Funcio´n bw.nr de R
Para solucionar el problema que hemos estudiado en la seccio´n 3.4, donde
intentabamos encontrar el ancho de banda o´ptimo, R dispone de la funcio´n bw.nr. Esta
funcio´n es llamada en el argumento de la funcio´n density bw e indica el me´todo que se
utiliza para calcular el ancho de banda o´ptimo. A continuacio´n presentamos los posibles
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me´todos que se implementan:
◦ bw.nrd0: esta funcio´n implementa una regla emp´ırica para elegir el ancho de banda. El
valor predeterminado es 0.9 veces el mı´nimo de la desviacio´n esta´ndar y el rango
intercuart´ılico dividio entre 1.34 veces el taman˜o de la muestra y la potencia negativa de
un quinto (regla de Silverman).
◦ bw.nrd: utiliza la variacio´n de Scott usando el factor 1.06 4
◦ bw.ucv y bw.bcv: Implementa la validacio´n cruzada parcial y sesgada
respectivamente.
◦ bw.SJ: Implementa los me´todos de Sheather and Jones usando la estimacio´n piloto de
derivados 5. Este me´todo propone estimar la curvatura utilizando un ancho de banda
distinto al que se usa para estimar la densidad.
4.4. Ejemplo de uso de la funcio´n density
Con el fin de visualizar todo lo explicado anteriormente, vamos a ver un ejemplo
donde veremos como utilizar la funcio´n density y su comportamiento.
En el siguiente ejemplo, utilizamos la muestra airquality proporcionada por el
propio R en la cua´l muestra las mediciones diarias de la calidad del aire en Nueva York
tomadas desde mayo a septiembre de 1973. Como bien indica en la documentacio´n, estos
datos se obtuvieron del Departamento de Conservacio´n del Estado de Nueva York y del
Servicio Meteorolo´gico Nacional. Se miden distintos valores:
◦ Ozono: ozono medio medido en ppb (partes por billo´n).
◦ Solar.R: radiacio´n solar medida en Langleys.
◦ Viento: velocidad media del viento medida en mph (millas por hora).
◦ Temperatura: temperatura ma´xima diaria en grados Fahrenheit.
◦ Mes
◦ Dia
De todas estas medidas, vamos a estudiar el caso del ozono. Como este vector tiene datos
faltantes (nulos), eliminamos estos (porque carecen de intere´s) y pasamos de tener un vector
con 153 muestras a 116.
4Scott, D. W. (1992) Multivariate Density Estimation: Theory, Practice, and Visualization. Wiley.
5Sheather, S. J. and Jones, M. C. (1991) A reliable data-based bandwidth selection method for kernel density estimation.
Journal of the Royal Statistical Society series
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Ahora, vamos a simular una segunda muestra de datos de una ciudad que
llamaremos Rozhok. Adema´s, vamos a suponer que en este caso, el ozono de esta zona sigue
una distribucio´n Normal con media y varianza igual a la media y varianza del vector ozono.
Para realizar la simulacio´n, vamos a utilizar la funcio´n proporcionada por R rnorm.
Por tanto, y realizando la estimacio´n de la funcio´n de densidad de Rozhok v´ıa
kernel, obtenemos la siguiente comparacio´n:
Figura 4.2: Estimacion utilizando la funcio´n bw.nrd0
Figura 4.3: Estimacion utilizando la funcio´n bw.nrd
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Figura 4.4: Estimacion utilizando la funcio´n ucv
Aqu´ı vemos que la simulacio´n que ma´s se aproxima a la densidad original resulta de utilizar
la funcio´n nrd, que corresponde con la variacio´n de Scott. Y en cua´nto a los nu´cleos
utilizados, todos consiguen un resultado bastante similiar entre ellos. Con esto, podemos
sacar la conclusio´n que no es tan importante la eleccio´n del kernel co´mo lo es la eleccio´n de
un buen ancho de banda.
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Cap´ıtulo 5
Desarollo de las pra´cticas
5.1. Explicacio´n detallada del proyecto realizado en la
empresa
La idea del proyecto que deb´ıa realizar en la empresa era ba´sicamente la de estimar
una serie de valores con el fin de prever cuanto tiempo iba a tardar un determinado equipo
de trabajo en realizar una serie de tareas. Es decir, los valores que se deseaban estimar
representaban las horas que un determinado grupo de trabajadores iban a emplear en un
futuro para desarrollar una tarea concreta.
Como la idea del proyecto era integrarlo dentro de la aplicacio´n web de la empresa
(aunque iba a ser u´nicamente de uso interno), deb´ıa de desarrollar una aplicacio´n en .NET
(puesto que es el lenguaje de programacio´n que ellos utilizan) que implementara esta
funcio´n. Ma´s adelante explicare´ cual fue mi proceso de aprendizaje de este lenguaje de
programacio´n y dare´ detalles de unos pequen˜os proyectos que realice´ por recomendacio´n de
mi supervisor en la empresa (Pablo Camacho) para acelerar el proceso..
A partir de este estudio estad´ıstico, deb´ıa desarrollar una aplicacio´n que pudiese
integrarse dentro de la propia web, que permitiera a los trabajadores (ma´s concretamente a
los responsables de grupo) introducir una serie de valores e hiciera una estimacio´n completa
de los mismos, devolviendo como resultado un informe con una explicacio´n detallada de los
resultados obtenidos.
5.1.1. Aplicacio´n Web
La primera parte que realice´ del proyecto (aunque como explicare´ posteriormente en la
seccio´n 5.2, antes de desarrollar el proyecto, tuve que realizar unos pequen˜os proyectos de
prueba para conocer, saber y entender co´mo funciona .NET) fue la parte frontal de la
aplicacio´n: la interfaz del usuario. Antes de iniciar el proyecto y empezar con la parte de la
programacio´n, tuve que valorar cua´les eran los datos que deb´ıan mostrarse en la pa´gina
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principal. Es decir, definir cua´l iba a ser la forma de la aplicacio´n web. Despue´s de proponer
diversas opciones y formatos, decid´ı junto con mi supervisor cua´l iba a ser el formato del
front :
Figura 5.1: Front de la aplicacio´n
Decidimos conjuntamente que lo mejor era que el me´todo para introducir los datos
era mediante una tabla vac´ıa. Para rellenarla, el usuario tendr´ıa dos me´todos: la primera era
an˜adir una a una cada una de las tareas a simular; otra era cargar un fichero excel (.csv) y
generar la tabla a partir del mismo.
El primer me´todo fue muy fa´cil de implementar, puesto que simplemente era an˜adir
un boto´n con la funcio´n de an˜adir una fila a la tabla.
El segundo me´todo fue un poco ma´s complicado: el primer problema que nos surgio´
fue la codificacio´n del fichero .csv. Debido a que hay diversas codificaciones con las que se
puede guardar un fichero csv, decidimos por convenio que los ficheros que se iban a leer en la
aplicacio´n iban a ser con codificacio´n UTF-8. Obviamente, si los ficheros que se le´ıan no
34
Figura 5.2: Primer me´todo de introducir las tareas en la tabla
estaban guardados en esta codificacio´n, no dar´ıa ningu´n error de apertura; simplemente,
habr´ıa algunas palabras que no las leer´ıa bien (sobretodo palabras con acentos o caracteres
extran˜os).
Adema´s, decidimos tambie´n que los ficheros deb´ıan tener como separador de
columnas un punto y coma (;) y como separador de tareas un retorno de carro. Por u´ltimo,
el documento deb´ıa finalizar con una l´ınea indicando que era el final del documento con la
palabra ”Total” y el total de las horas mı´nimo y el total de las horas ma´ximo 1.
Para visualizar mejor todo lo que acabo de comentar, en la Figura 5.3 adjunto una
imagen con el fichero inicial que utilice´ como documento de prueba de la aplicacio´n.
Hay que recalcar que si los ficheros no ten´ıan este formato, la aplicacio´n no sabr´ıa
leer el fichero y en esta ocasio´n si que saltar´ıa un error de apertura del fichero.
Adema´s, para poder modificar la tabla (independientemente de co´mo hayamos
introducido los datos), an˜adimos dos botones al final de cada l´ınea que permit´ıan al usuario
modificar la tarea o eliminarla directamente.
1Hay que destacar que este convenio lo decid´ı junto con mi supervisor puesto que e´l sab´ıa que´ formato, en general, iban a
tener todos los ficheros con los que los usuarios iban a trabajar. Por este motivo me ayudo´ a definir todos estos esta´ndares.
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Figura 5.3: Formato fichero .csv
Una vez introducidas las tareas que se desean simular (con los tres datos
requeridos: nombre, mı´nimo y ma´ximo), y antes de llamar a la Api que debe de realizar la
simulacio´n (que ma´s adelante hablaremos de ella), el usuario deb´ıa de indicar cua´les iban a
ser los kernels que quer´ıa que se utilizasen en la simulacio´n. Para ello, dispon´ıa de una lista
de kernels y pod´ıa seleccionar cua´les deseaba utilizar. An˜ad´ı una opcio´n de simulacio´n que
era utilizar la distribucio´n Uniforme, puesto que para comparar con el resto de simulaciones
me parec´ıa la ma´s acertada. Por tanto, la lista de las opciones era la siguiente:
◦ Uniforme
◦ Epanechnikov
◦ Biweight
◦ Cosine
◦ Gaussian
◦ Rectangular
Por u´ltimo, el usuario pod´ıa seleccionar el nu´mero de simulaciones que quer´ıa que
se realizasen por nu´cleo.
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Figura 5.4: Tabla con todas las tareas
El paso siguiente que deb´ıa de hacer la aplicacio´n era serializar todos estos datos
que el usuario hab´ıa introducido (tanto la tabla con las tareas, como los nu´cleos
seleccionados y el nu´mero de simulaciones introducido) para poder envia´rselo al servidor que
conten´ıa la Api y que supiera interpretar los datos.
Serializar todos los datos y enviarlos como un u´nico objeto en una peticio´n Request
al servidor no fue tarea sencilla, puesto que el serializador que tiene por defecto .NET solo
trabaja con objetos de tipo primitivo. Por tanto, y junto con la ayuda de mi supervisor, tuve
que elaborar un serializador propio para que convirtiera la tabla con las tareas en un objeto
json. A partir de esto, constru´ıa un objeto, otra vez de tipo json, que conten´ıa la tabla
serializada, una lista con los nu´cleos seleccionados y el nu´mero de simulaciones introducido.
Una vez construido el objeto json con todos los datos, se realizaba la peticio´n al
servidor y se dejaba en espera de la respuesta.
5.1.2. Api
El trabajo de la Api era deserializar los datos enviados en la peticio´n, envia´rselos a R para
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que realice la simulacio´n, y recoger el resultado para devolve´rselo al cliente.
La primera tarea que era deserializar los datos fue sencilla, puesto que pude
reutilizar el serializador de la aplicacio´n. Por tanto, volv´ıa a tener las tareas en forma de
tabla, los nu´cleos en forma de lista y el nu´mero de simulaciones en forma de entero.
La lista con los nu´cleos y el nu´mero de simulaciones no causo´ ningu´n problema a la
hora de pasar los datos a R, puesto que el programa R se iba a ejecutar por consola y se
pod´ıan pasar estos datos como argumentos. Con la tabla nos vimos obligados a tomar una
solucio´n que no ten´ıamos previsto en un principio: tuvimos que volver a generar un archivo
.csv y guardarlo en la carpeta local. Esta solucio´n no nos gustaba puesto que supon´ıa un
consumo de memoria innecesario 2. Adema´s, supon´ıa guardar un archivo que luego el propio
R iba a volver a tener que abrir. Pero como no encontramos otra solucio´n ma´s eficiente,
consideramos esta solucio´n como apta a pesar de los inconvenientes explicados.
5.1.3. Simulacio´n con R
La programacio´n de la simulacio´n con R fue bastante sencilla puesto que era bastante
repetitiva. En la opcio´n ”Uniforme”, simplemente realizaba una simulacio´n con el comando
runif indicando el mı´nimo y el ma´ximo. En el resto de opciones, realizaba la simulacio´n con
el comando density que hemos explicado anteriormente indicando el nu´cleo seleccionado.
Para hacer ma´s pra´ctica la simulacio´n, y que el usuario supiera interpretar mejor
los resultados devueltos, an˜adimos una funcionalidad ma´s: dividir la simulacio´n en tres tipos
de resultados, segu´n lo arriesgado que quer´ıa ser el usuario a la hora de prever las horas que
necesitar´ıa.
Con todo se generaba un gra´fico que se guardaba en la carpeta local reutilizando el
nu´mero aleatorio que se pasaba como argumento para evitar, otra vez, la colisio´n de
peticiones.
5.1.4. Lectura del gra´fico
La u´ltima tarea que realizaba la Api era leer el gra´fico generado por R y pasarlo en el cuerpo
de la respuesta al cliente para mostrarlo en la aplicacio´n. La imagen la pasaba como un
2Para evitar una colisio´n de peticiones, para cada peticio´n se generaba un nu´mero aleatorio que se adher´ıa al nombre
del fichero .csv (Por ejemplo, un fichero podr´ıa llamarse test126241.csv). Este nu´mero tambie´n se pasaba como argumento
de consola para que R supiera cua´l de todos los ficheros deb´ıa abrir
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Figura 5.5: Ejemplo de simulacio´n
vector de bytes, por lo tanto la implementacio´n de esta parte fue bastante sencilla.
Por u´ltimo, el cliente ten´ıa que leer este vector de bytes y mostrarlo como una
imagen en la aplicacio´n:
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Figura 5.6: Resultado con 1 gra´fico
Adema´s, el gra´fico que se generaba redimensionaba el espacio disponible segu´n el
nu´mero de nu´cleos que se hayan seleccionando. Por ejemplo, en la gra´fica 5.7 vemos que el
cliente ha seleccionado los 6 nu´cleos.
Figura 5.7: Tabla con todas las tareas
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5.1.5. Parte por hacer: Generacio´n de un informe
Aqu´ı presento la parte que me quedo´ por hacer en mi estancia en pra´cticas y que´, con ello,
finalizar´ıa mi proyecto: la generacio´n de un informe con explicaciones sobre la simulacio´n
obtenida.
En este informe se pretend´ıa, indicar, por ejemplo, diversos intervalos de confianza
de cada una de las simulaciones: por ejemplo, para un nivel de significacio´n del 5 %, cua´l era
el intervalo de confianza; para un nivel de significacio´n de 1 %, lo mismo.
Adema´s, quer´ıa an˜adir la calidad de la simulacio´n que se hab´ıa generado,
comparando entre todos los nu´cleos que hab´ıa utilizado y especificando que´ simulacio´n era la
mejor.
5.2. Planificacio´n temporal de las tareas
5.2.1. Primera quincena
Como he comentado anteriormente, durante las primeras semanas dejamos a un lado el
proyecto estad´ıstico y realice´, por recomendacio´n de mi supervisor, varios pequen˜os
proyectos de prueba que me sirvieron para conocer tanto el funcionamiento del software que
utiliza la empresa (Visual Studio, SQL Management, etc.) como el funcionamiento de la
propia empresa.
Antes de empezar con mi estancia en pra´cticas, y para que el periodo de
aprendizaje en mi empresa fuera lo ma´s a´gil posible, estudie´ por mi propia cuenta el
funcionamiento ba´sico tanto de Visual Studio como de .NET. Fue ya, una vez dentro de la
empresa cuando empece´ a practicar con dicho lenguaje. Para ello, hice un formulario ba´sico
en .NET. El usuario deb´ıa rellenar los campos ba´sicos que aparecen en un formulario:
Nombre, contrasen˜a, tele´fono, direccio´n, etc. Adema´s, an˜ad´ı ciertas restricciones a la hora de
introducir dichos datos:
◦ La contrasen˜a deb´ıa de introducirse en dos campos diferentes. Si la contrasen˜a
introducida en los dos campos no coincid´ıa o si no cumple unos requisitos de seguridad
mı´nimos, salta un error.
◦ El tele´fono introducido deb´ıa de tener 9 cifras.
◦ El co´digo postal ten´ıa que tener 5 cifras.
Luego, la aplicacio´n se conectaba con una base de datos creada previamente. Antes
de introducir el usuario en la base de datos, y si cumpl´ıa todas las restricciones
anteriormente nombradas, comprobaba que no exist´ıa un usuario con ese nombre.
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Si todo lo anterior era correcto, el usuario era an˜adido a la base de datos y daba un mensaje
de bienvenida a la aplicacio´n.
Por u´ltimo, an˜ad´ı una pa´gina ”Login” donde el usuario pod´ıa iniciar sesio´n con su
cuenta si anteriormente se hab´ıa registrado en la aplicacio´n. Aqu´ı simplemente hab´ıa que
buscar si el nombre que introduc´ıa el usuario estaba en la base de datos registrado. Si era
as´ı, la aplicacio´n consultaba cua´l era la contrasen˜a asociada a este nombre y comprobaba
que coincid´ıa con la introducida por el usuario. Si todo funcionaba correctamente, saltaba el
mismo mensaje de bienvenida que anteriormente.
5.2.2. Segunda quincena
Durante este per´ıodo tuve que buscar informacio´n y documentarme acerca de la estimacio´n
no parame´trica v´ıa kernel. Puesto que no conoc´ıa su funcionamiento, investigue´ primero la
parte teo´rica (co´mo funciona, tipos de kernel, eleccio´n del ancho de banda, para´metros
o´ptimos, etc.) puesto que despue´s ser´ıa ma´s sencillo entender la simulacio´n en R.
Realice´ unos pequen˜os ejemplos en R para entender el funcionamiento ba´sico de la
funcio´n density en R. Y como encontre´ una funcio´n de R llamada Shiny3 que me parecio´
muy interesante, y que funcionaba de manera interactiva con el usuario, decid´ı hacer una
primera versio´n de la simulacio´n para el usuario. De momento, su funcionamiento no era el
correcto, pero mi objetivo de momento era hacer una primera versio´n de prueba para
conocer el funcionamiento de Shiny.
La aplicacio´n Shiny permit´ıa al usuario adjuntar un archivo .xml. A partir de este,
se pod´ıa visualizar una tabla con los datos que en e´l estaban:
5.2.3. Tercera quincena
En esta tercera quincena empece´ con la parte de estimacio´n de datos. El objetivo era dejar
listo el R-script que se iba a ejecutar en la aplicacio´n el cua´l deb´ıa de realizar la estimacio´n
deseada.
Como hemos comentado anteriormente, este script deb´ıa de leer un fichero .xml, el
cua´l conten´ıa una tabla de tareas con un mı´nimo y un ma´ximo de horas asociado a cada una.
En esta primera versio´n, el tipo de nu´cleo que deb´ıa de simular lo obvie´ y la simulacio´n la
3Shiny es un paquete R que facilita la creacio´n de aplicaciones web interactivas directamente desde R. Ma´s informacio´n
en https://shiny.rstudio.com
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Figura 5.8: Aplicacio´n Shiny
realizaba sobre los kernels que yo le dec´ıa. Lo mismo pasaba con el nu´mero de simulaciones.
Luego, una vez realizada la tarea de simulacio´n, mostraba una gra´fica con la
densidad estimada para visualizar mejor los resultados obtenidos.
5.2.4. Cuarta quincena
Durante esta quincena desarrolle´ la API que iba a ejecutar el R-script implementado en la
anterior quincena. La tarea, a priori, parec´ıa bastante sencilla. Simplemente (y como he
comentado en la seccio´n anterior) se deb´ıa de deserializar los datos que se recib´ıan en la
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peticio´n del cliente y pasarlos al R-script. Pero, al ser mi primera API desarrollada
ı´ntegramente en .NET y desconocer, casi por completo, su funcionamiento, se complico´
bastante la implementacio´n de la misma.
Para empezar el desarrollo de la API, necesitaba de alguna herramienta que
simulara peticiones a la misma. Gracias a la ayuda de mis compan˜eros de la empresa, conoc´ı
un complemento que ofrece el navegador Firefox llamado RESTClient4 que sirve para
simular peticiones de cliente a un determinado servidor. Por tanto, en esta herramienta
simulaba peticiones POST a mi servidor do´nde el cuerpo de la misma era un json con todos
los datos requeridos para la simulacio´n: lista de tareas, lista de nu´cleos y nu´mero de
simulaciones. Aqu´ı adjunto una captura que realice´ durante una de las peticiones:
A partir de aqu´ı, la tarea de deserializar los datos enviados en la peticio´n (tal y
como he comentado antes) no fue tarea sencilla, puesto que tuve que desarrollar mi propio
deserializador.
5.2.5. Quinta quincena
Durante esta quincena, y ya que en la anterior no me dio tiempo a finalizar, termine´ la parte
de la API. Quedo´ en el aire la respuesta del servidor al cliente. No sab´ıamos exactamente
que deb´ıa devolver el servidor, si la gra´fica que generaba el R-script o bien, los datos de la
simulacio´n. De momento, dejamos en el aire esa cuestio´n.
Adema´s, empece´ a implementar la parte de la aplicacio´n. Ma´s que nada, durante el
poco tiempo que me quedaba en esta quincena, el objetivo era dejar lista la parte visual, es
decir, el disen˜o de la pa´gina.
4http://restclient.net/
44
Defin´ı un estilo personalizado para los botones, otro diferente para los campos de
introduccio´n de datos, y otro para la tabla de tareas. Para ello, me cree´ un fichero .css 5
donde iba especificando el estilo que iba a tener cada uno de estos elementos.
5.2.6. Sexta quincena
Durante esta u´ltima quincena realice´ la parte ma´s tediosa del proyecto: la comunicacio´n
entre el cliente y el servidor.
Empece´ con la serializacio´n de los datos introducidos en la tabla. Para ello, reutilice´
el serializador utilizado en la API. Como he explicado en la seccio´n anterior, se constru´ıa un
objeto json que conten´ıa la lista de tareas serializadas, la lista de nu´cleos y el nu´mero de
simulaciones introducido por el usuario. Con esto, se construye una peticio´n POST al
servidor con este objeto json como cuerpo de la misma. Una vez enviada la misma, el
usuario se quedaba en espera de la respuesta del servidor.
Una vez hecha esta parte, y en consenso con mi supervisor, deb´ıamos aclarar la
parte de la respuesta del servidor. Decidimos, por falta de tiempo, que lo ma´s sencillo era
devolver la gra´fica generada por R en la respuesta. Aunque aclaramos que lo ma´s completo
hubiera sido o bien devolver los datos simulados al cliente, o bien ambas; es decir, los datos
simulados (por si el usuario precisa de ellos) junto con la gra´fica.
5.3. Estimacio´n de recursos del proyecto
Los recursos materiales que utilice´ durante mi estancia en pra´cticas fueron ba´sicamente el
ordenador de sobremesa con acceso a internet que me facilito´ la empresa junto con dos
monitores.
A nivel de software, la empresa dispone de un CD que suele instalar en todos los
ordenadores el cua´l incluye todos los programas que suelen utilizar los trabajadores de e´sta:
Visual Studio, SQL Management, etc. Adema´s, tuve que descargar e instalar R-Studio
puesto que precisaba de e´l para la realizacio´n del proyecto.
Uno de los programas que conoc´ı durante la estancia en pra´cticas y que me sirvio´
de mucha ayuda fue Team-Viewer. Este programa me sirvio´ a la hora de conectarme a mi
ordenador de la empresa cuando estaba en casa o incluso, cuando iba a preguntarle alguna
duda a mi profesor de pra´cticas.
5Hoja de estilo donde se especifica la presentacio´n o el estilo de un determinado elemento
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5.4. Grado de consecucio´n de los objetivos propuestos
El objetivo principal de mi estancia en pra´cticas era desarrollar una aplicacio´n que fuese
capaz de, a partir de unos tareas introducidas por el usuario a fin de estimar el tiempo
necesitado, realizara una estimacio´n del tiempo total que iba a necesitar el usuario para
realizar todas las tareas introducidas.
Sin embargo, hubiera deseado disponer de ma´s tiempo para, adema´s de realizar la
simulacio´n correctamente, generar y entregar al cliente un documento donde se explicara
mejor todo el estudio que se hab´ıa realizado, as´ı como una explicacio´n detallada del
resultado obtenido. Por ejemplo, intervalos de confianza para ciertos niveles de confianza.
Este aspecto me parecio´ muy interesante an˜adir a la aplicacio´n, pero por falta de tiempo no
pude implementarla y se quedo´ en el aire.
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Cap´ıtulo 6
Conclusiones
Durante mi estancia en pra´cticas realice´ una aplicacio´n web en el lenguaje de Microsoft
.NET que simulaba las horas precisadas para realizar un determinado nu´mero de tareas.
Para ello, tuve que estudiar la simulacio´n no parame´trica. Dentro de los distintos me´todos
que existen, decid´ı aplicar para mi proyecto la estimacio´n v´ıa kernel, puesto que el
funcionamiento en R es bastante sencillo.
Mejore´ mis conocimientos considerablemente en el disen˜o de aplicaciones web, en el disen˜o y
gestio´n de bases de datos, en la implementacio´n de APIs y en el uso algunas funciones de R.
A pesar de no poder finalizar mi proyecto en la estancia en pra´cticas, he contactado con la
empresa personalmente y me han comunicado que han desarrollado la funcio´n de realizar un
informe a partir de la simulacio´n y que e´sta esta´ funcionando dentro de la pa´gina de la
empresa y que esta´ a disposicio´n de los trabajadores de la empresa para aquel que quiera
utilizarla.
Como valoracio´n personal de mi estancia en pra´cticas, estoy bastante orgulloso y satisfecho
de mi labor realizada dentro de la empresa. Creo que he adquirido muchos conocimientos
nuevos, tanto de informa´tica como de matema´ticas. Adema´s, he conocido como es el d´ıa a
d´ıa dentro de una empresa profesional. En cuanto a la empresa y a los trabajadores, he
trabajado muy co´modo dentro de la misma, puesto que he sentido que la empresa contaba
conmigo, tanto en el presente como para un posible futuro. Adema´s, mis compan˜eros dentro
de la empresa me han ayudado bastante durante mi estancia en pra´cticas.
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