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 （i）周辺化（margining）一適当た統計量への周辺モデルを作る；
 （ii）条件付（conditioning）一適当た統計量に関する条件付モデルを作る．
 これらの方法でサブモデルを構成したとき，我々が知りたいのは，そのモデルが，上記の目的にどの
程度がなったものであるのか一即ち，そのサブモデルが，もとのモデルの有する“当該パラメータに関
する情報量”をどの程度保有しているか一である．
 そのためには，上記の情報量の概念を明確に定義する必要がある．そうすれば，セパレート推測に現
われる定性的諸概念を，情報量概念を通して把握することができ，セパレニト推測の統計構造がより明
らかにたる．
 本稿では，その定義について述べるだけとする．
 2．“情報量”の定義
 ｛Pθ；θ∈”｝を統計モデルとする．推測の対象は，パラメータ関数γ（θ）＝（γ、（θ），…，γ由（θ））’であ
る．そのとき，この統計モデルの有する“γ（θ）に関する情報量”方（θ；γ）を以下のように定義する．ま
ず必要な記号を列挙する．
              ∫θ：モデル｛Pθ：θ∈”｝の尤度関数；
       r（θ）＝［∂γ｛／∂θゴ：ゴ＝1，…，后；プ＝1，…，m］， ただし，rank r（θ）＝々；
       ∫∫（θ）；［亙θ（危ん／ガ）：乞，ノ＝1，…，n］，ここで，危＝∂児／∂θゴ；
ル（1）一mタlll㍗γ1・
定義．方（θ；γ）を次で定義する：
ル（1卜「：1．方参；、）1，
ここで，〃！（θ）～は，M！（θ）の対称かつ反射的な一般逆行列を表わす．
統計量rが与えられたとき，その周辺モデルの尤度関数をgθ，条件付モデルの尤度関数をんθとす
る．これらサブモデルの有するγ（θ）に関する情報量∫。（θ；γ），ム（θ；γ）も上と同様に定義すればよ
い．
 一般に，これら3つの情報量の間には，
               み（θ；γ）≧ム（θ；γ）十ム（θ；γ）
なる関係がある．等号が成り立つ場合，方（θ；γ）＝∫。（θ；γ）（Or＝ム（θ；γ））の場合だとが，セパレー
ト推測に現われる重要な諸概念と極めて密接な関係がある．それらについては，別の機会に述べること
にする．
          経験分布のマルチンゲール項による適合度検定
                               安  芸  重  雄
 Khmaladze［3］は複合仮説適合度検定問題において，その極限分布が分布型，真の母数及び推定量
に依存しないような統計量を一般的に構成し得ることを示唆している．彼はestimatedempirica1proc－
eSSの漸近的たマルチ1／ゲール項がブラウン運動に弱以東することを示したが，具体的な統計量は構成
していない．ここではマルチンゲール項の関数となるような統計量の性質を調べるため単純仮説適合度
検定問題について経験分布のマルチンゲール項の関数とたる統計量を構成してその性質について報告
する．
 X1，X。，…，X，三はiidで［O，1］上の一様分布に従うとする．F”をX、，…，X”から得られる経験分布
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とすると，empirica1processのマルチンゲール項は
第1号 1985
舳一〃（舳）イ1者∫）・・）
どたり仮説の下で標準ブラウン運動町（ご）に弱収束する．
以下で具体的に統計量を構成する．
I．線形汎関数
阻・［・，11とな舳こ対して統計量販咋∫ユ舳舳と定義すると舳漸近的に平
均①分散∫’州舳正規分布に従1．
 II．Neymanのsmoothtest
 肌の汎関数としてNeymanのsmooth testτηを導くご．とができる．ここで
                   1 尾 n                 T、＝一Σ（Σπ5（兄））2，
                   m5＝1 ゴ＝1
πエ，…，π尾は［0，1］上の正規直交多項式である．
  命題ト貞（∫’1三才（∫π1（・）（1一・）・・）舳）γと書ける（証明は［・1参照）
 m．Koimogorov－Smirmv型
 丁・＝sup i肌（左）1と定義するとτ・はsup l W（ζ）1に弱収束するが，この分布はButler［2コの統
   O≦舌≦ユ                                 O≦土≦1
計量の漸近分布と一致する．またexact分布も求まる．（［1コ参照）
 IV．Cmm6r－vonMises型
ト∫I舳）れ定義すると，nは∫’W（舳に弱収束するが，この分布は・・・…卜W・ぴ
・…f・［・1の統計量の漸近分布と一致する．また，・・i・・tをつけた統計凱一∫’ψ（1）舳舳考
えると，τ、の漸近分布はMacNei1［4］の統計量の漸近分布と一致する．
 これらの他にもλ2型等の統計量が考えられる．また以上の結果のうち漸近分布に関するものはeSti－
mated caseにも適用できる．
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