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Abstract. Given two unitary involutions σ1 and σ2 satisfying Gσi = −σiG on
kerB on a compact manifold with cylindrical end, M. Lesch, K. Wojciechowski
([LW]) and W. Mu¨ller ([M]) established the formula describing the difference of two
eta-invariants with the APS boundary conditions associated with σ1 and σ2. In this
paper we establish the analogous formula for the zeta-determinants of Dirac Lapla-
cians. For the proof of the result we use the Burghelea-Friedlander-Kappeler’s gluing
formula for zeta-determinants and the scattering theory developed by W. Mu¨ller in
[M]. This result was also obtained independently by J. Park and K. Wojciechowski
([PW2]).
§1 Introduction
The purpose of this paper is to discuss the ratio of two zeta-determinants of
Dirac Laplacians with the Atiyah-Patodi-Singer (APS) boundary conditions asso-
ciated with two unitary involutions. This subject has already been studied by J.
Park and K. P. Wojciechowski in [PW1] and [PW2]. However, we here present
a completely different way of proving the same result by using the Burghelea-
Friedlander-Kappeler’s gluing formula (BFK-gluing formula) for zeta-determinants
developed in [L2] and [L3]. The motivation for this analysis comes from the works
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of M. Lesch, K. Wojciechowski ([LW]) andW. Mu¨ller ([M]). In these papers they es-
tablished independently the formula describing the difference of two eta-invariants
by mod Z with the APS boundary conditions associated with unitary involutions
σi (i = 1, 2) on kerB satisfying σiG = −Gσi on a compact manifold with cylin-
drical end.
In this paper we discuss the analogous question for the zeta-determinants of
Dirac Laplacians. More precisely we study the ratio of two zeta-determinants of
Dirac Laplacians with the APS boundary conditions associated with σ1 and σ2.
As the arguments in [PW2] (or [PW1]), the proof of the main result consists of
two parts. We first investigate the zeta-determinants of the so-called Dirichlet-to-
Neumann operators appearing in the BFK-gluing formula by using the scattering
theory in [M] and then prove that the ratio of two zeta-determinants does not
depend on the cylinder length. Next, we use the adiabatic limits with respect to
the cylinder length to obtain the main result, again with the help of the scattering
theory in [M].
Now we introduce the basic settings. Let (M, g) be a compact oriented m-
dimensional Riemannian manifold (m > 1) with boundary Y and E → M be a
Clifford module bundle. Choose a collar neighborhood N of Y which is diffeo-
morphic to (−1, 0] × Y . We assume that the metric g is a product one on N
and the bundle E has the product structure on N , i.e. E|N = p∗E|Y , where
p : (−1, 0] × Y → Y is the canonical projection. Suppose that DM is a compati-
ble Dirac operator acting on smooth sections of E. We assume that DM has the
following form on N .
DM = G(∂u +B),
where G : E|Y → E|Y is a bundle automorphism, ∂u is the outward normal
derivative to Y on N and B is a Dirac operator on Y . We further assume that G
and B are independent of the normal coordinate u and satisfy
G∗ = −G, G2 = −I, B∗ = B and GB = −BG.
Then we have, on N ,
D2M = −∂2u +B2.
We now define the APS boundary condition P< (or P>) by the orthogonal
projection to the space spanned by negative (or positive) eigensections of B. If
kerB 6= {0}, we need an extra condition on P<, say, a unitary involution on kerB
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anticommuting with G. Suppose that σ : kerB → kerB is a unitary involution
satisfying
σG = −Gσ, σ2 = IKerB.
We denote by Pσ
Pσ = P< +
1
2
(I − σ)|kerB.
Then DM,Pσ , the Dirac operator DM with the domain DomDM,Pσ = {φ ∈
C∞(E) | Pσ(φ|Y ) = 0}, is an essential self-adjoint elliptic operator having discrete
real spectrum. Denoting by ηDM,Pσ (0) the eta-invariant associated with DM,Pσ ,
we have the following theorem, which is due to Lesch, Wojciechowski ([LW]) and
Mu¨ller ([M]).
Theorem 1.1. Suppose that σ1, σ2 : kerB → kerB are two unitary involutions
satisfying Gσi = −σiG on kerB and put Pσi = P< + 12(I − σi)|kerB (i = 1, 2).
Then
ηDM,Pσ1
(0)− ηDM,Pσ2 (0) ≡ −
1
πi
log det(σ2σ1|ker(G−i)) (modZ).
In this paper we are going to establish the analogous result of Theorem 1.1
for the zeta-determinants of Dirac Laplacians under the assumption that both
DM,Pσ1 and DM,Pσ2 are invertible. The Dirac Laplacian D
2
M,Pσi
is defined to be
the operator D2M with the following domain.
Dom(D2M,Pσi
) = {φ ∈ C∞(E) | Pσi(φ|Y ) = 0, Pσi((DMφ)|Y ) = 0}.
Then we are going to discuss how to describe
DetD2M,Pσ1
DetD2M,Pσ2
. (1.1)
For this purpose we are going to use the BFK-gluing formula as a basic tool. Since
the BFK-gluing formula works best for invertible operators, we assume that both
DM,Pσ1 and DM,Pσ2 are invertible operators.
Let us introduce the basic settings of the adiabatic limit. We denote by Mr the
manifold with boundary obtained by attaching [0, r]×Y toM , where we identify Y
with Y0 := {0}×Y , i.e. Mr =M ∪Y [0, r]×Y . The bundle E →M and the Dirac
operator DM can be extended naturally to the bundle Er → Mr and the Dirac
operator DMr on Mr by the product structures. We also denote by M∞ :=M ∪Y
[0,∞)× Y and by DM∞ the extension of DM to M∞. Then the scattering theory
in [M] shows that the Dirac operator DM∞ determines the unitary involution
C(0) anticommuting with G on kerB, which is called the scattering matrix. The
following theorems are the main results of this paper, which are proved in Section
4 by using the BFK-gluing formula and the scattering theory.
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Theorem 1.2. Suppose that both D2M,Pσ1
and D2M,Pσ2
are invertible operators.
Then
DetD2Mr ,Pσ1
DetD2Mr ,Pσ2
does not depend on the cylinder length r.
By taking the limit of
DetD2Mr,Pσ1
DetD2
Mr,Pσ2
as r →∞, we have the following theorem.
Theorem 1.3. Suppose that both D2M,Pσ1
and D2M,Pσ2
are invertible operators.
Then
DetD2M,Pσ1
DetD2M,Pσ2
=
det (C(0)− σ1)
det (C(0)− σ2) ,
where det (C(0)− σi) is the usual determinant of a linear map C(0)−σi on kerB
and C(0) is the scattering matrix explained above.
Remark : (1) The invertibility of D2M,Pσi
(DM,Pσi ) is equivalent to the non-
existence of the L2-solutions of DM∞ on M∞ and the invertibility of C(0) − σi.
In this case one can check easily that ker(I − σi) ∩ ker(I − C(0)) = {0}.
(2) This result was proved independently by Park and Wojciechowski in [PW2]
(cf. [PW1]).
§2 The BFK-gluing formula for zeta-determinants
In this section we are going to describe the BFK-gluing formula developed in [L2]
and [L3]. Recall thatMr =M∪Y [0, r]×Y and define Q1, Q2,r : C∞(Y0)→ C∞(Y0)
as follows. For any f ∈ C∞(Y0), choose φ1 ∈ C∞(M) and φ2,r ∈ C∞([0, r]× Y )
satisfying
D2Mφ1 = 0, (−∂2u +B2)φ2,r = 0,
φ1|Y0 = φ2,r|Y0 = f, Pσ(φ2,r|Yr) = Pσ(G(∂u +B)(φ2,r)|Yr) = 0,
where Pσ = P> +
1
2 (I − σ) for a given unitary involution σ satisfying Gσ = −σG
on kerB and Y0 := {0} × Y , Yr := {r} × Y . Then we define
Q1(f) = (∂uφ1)|Y0 , Q2,r(f) = −(∂uφ2,r)|Y0
and define the Dirichlet-to-Neumann operator Rr,σ : C
∞(Y0)→ C∞(Y0) by
Rr,σ(f) = Q1(f)−Q2,r(f) = (∂uφ1)|Y0 − (∂uφ2,r)|Y0 .
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It is known in [L1] that the Dirichlet-to-Neumann operator Rr,σ is an elliptic ΨDO
of order 1 and if D2Mr,Pσ is invertible, Rr,σ is also invertible. We denote by γ0 (γr)
the Dirichlet boundary condition on Y0 (Yr) and also denote by D
2
M,γ0
the Dirac
Laplacian with the domain
Dom(D2M,γ0) = {φ ∈ C∞(M) | φ|Y = 0}.
Similarly, we denote by (−∂2u + B2)γ0,Pσ the Dirac Laplacian on [0, r] × Y with
the domain
Dom((−∂2u +B2)γ0,Pσ) =
{φ ∈ C∞([0, r]× Y ) | φ|Y0 = 0, Pσ(φ|Yr) = 0 and Pσ(G(∂u +B)φ|Yr) = 0}.
Then the following theorem is due to Burghelea, Friedlander, Kappeler and the
author for the constant part, which we call the BFK-gluing formula for zeta-
determinants ([BFK], [L1], [L2]).
Theorem 2.1. Suppose that D2Mr,Pσ is an invertible Dirac Laplacian on Mr.
Then
logDetD2Mr ,Pσ = logDetD
2
M,γ0
+ logDet(−∂2u +B2)γ0,Pσ
− log 2 · (ζB2(0) + dimkerB) + logDetRr,σ.
The following lemma describes the spectrum of (−∂2u +B2)γ0,Pσ , which can be
computed straightforwardly.
Lemma 2.2. The spectrum of (−∂2u +B2)γ0,Pσ is as follows.
Spec
(
(−∂2u +B2)γ0,Pσ
)
=
{
λ2 + (
kπ
r
)2 | λ ∈ Spec(B), λ < 0, k = 1, 2, 3, · · ·
}
∪
{(
kπ
r
)2
| k = 1, 2, 3, · · ·
}
∪
{(
(k + 12 )π
r
)2
| k = 0, 1, 2, · · ·
}
∪ {µλ,j | λ ∈ Spec(B), λ > 0, µλ,j > λ2},
where µλ,j’s are the solutions of the following equation with λ > 0√
µ− λ2cos(
√
µ− λ2r) + λsin(
√
µ− λ2r) = 0
and the multiplicities of
(
(k+ 1
2
)pi
r
)2
and
(
kpi
r
)2
are 12dimkerB.
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Lemma 2.2 shows that on a cylinder the eigenvalues of (−∂2u +B2)γ0,Pσ are inde-
pendent of the choice of unitary involutions on kerB.
Now suppose that we are given two unitary involutions σ1 and σ2 anticommuting
with G on kerB. Assume that D2M,Pσ1
, D2M,Pσ2
are invertible operators. Then the
Remark below Theorem 1.3 shows that D2Mr,Pσ1
, D2Mr ,Pσ2
are invertible operators
for each r > 0. Hence, Theorem 2.1 and Lemma 2.2 lead to
logDetD2Mr ,Pσ1 − logDetD
2
Mr ,Pσ2
= logDetRr,σ1 − logDetRr,σ2 . (2.1)
To analyze the equation (2.1) we first investigate the operator Rr,σi (i = 1, 2).
The following lemma is also straightforward.
Lemma 2.3. For any f ∈ C∞(Y ) with Bf = λf , Rr,σi(f) (i = 1, 2) is given as
follows.
Rr,σi(f) =


Q1(f) +
(
|λ|+ 2|λ|e−r|λ|
er|λ|−e−r|λ|
)
f if λ < 0
Q1(f) + |λ|f if λ > 0
Q1(f) +
1
2r (I − σi)f if λ = 0
Taking the derivative on Rr,σi with respect to r gives the following corollary.
Corollary 2.4. For i = 1, 2
d
dr
Rr,σi = −
4|B|2(
er|B| − e−r|B|)2P< −
1
2r2
(I − σi)|kerB,
and hence R−1r,σi(
d
dr
Rr,σi) is a trace class operator for each r > 0.
Setting Kr =
4|B|2
(er|B|−e−r|B|)
2 , we have
d
dr
(logDetRr,σ1 − logDetRr,σ2) = Tr
(
R−1r,σ1
d
dr
Rr,σ1 −R−1r,σ2
d
dr
Rr,σ2
)
=
1
2r2
Tr
{
R−1r,σ2(I − σ2)|kerB −R−1r,σ1(I − σ1)|kerB
}
+ Tr
{(
R−1r,σ2 −R−1r,σ1
)
KrP<
}
. (2.2)
We can see easily from Lemma 2.3 that
Rr,σ1 −Rr,σ2 =
1
2r
(σ2 − σ1)|kerB, (2.3)
and hence we have
Tr
{(
R−1r,σ2 −R−1r,σ1
)
KrP<
}
= Tr
{
R−1r,σ2(Rr,σ1 −Rr,σ2)R−1r,σ1KrP<
}
=
1
2r
Tr
{
(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2
}
.
(2.4)
From (2.1) to (2.4) we have the following lemma.
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Lemma 2.5.
d
dr
{
logDetD2Mr ,Pσ1
− logDetD2Mr ,Pσ2
}
=
1
r2
Tr
{
R−1r,σ2projker(I+σ2) −R−1r,σ1projker(I+σ1)
}
+
1
2r
Tr
{
(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2
}
.
In Section 4 we are going to show that both traces in Lemma 2.5 are equal to zero
by using the scattering theory.
On the other hand, we note from (2.3) that
DetRr,σ1 = Det (Rr,σ2 + (Rr,σ1 −Rr,σ2))
= Det
(
Rr,σ2 +
1
2r
(σ2 − σ1)|kerB
)
= Det
(
Rr,σ2
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
))
.
We now introduce the Fredholm determinant of a trace class operator. Suppose
that H is a separable Hilbert space and T : H → H is a trace class operator. Then
we define the Fredholm determinant detFr(I + T ) by
detFr(I + T ) = e
tr log(I+T ).
The following theorem shows the relation between the Fredholm determinant and
zeta-determinant (cf. Lemma 2.1 in [KV]).
Theorem 2.6.
DetRr,σ1
DetRr,σ2
= detFr
(
I + projkerB ◦ 1
2r
R−1r,σ2(σ2 − σ1) ◦ projkerB
)
.
Proof : From Lemma 2.3 and the Green theorem (cf. Lemma 4.3 in [L3]),
one can see that each Rr,σi is a positive self-adjoint operator. Since every com-
pact operator has a pure point spectrum (cf. [C]), 1
2r
R−1r,σ2(σ2 − σ1)|kerB and
hence
(
I + 12rR
−1
r,σ2
(σ2 − σ1)|kerB
)
have pure point spectra. Since a product of
positive self-adjoint operators is a positive operator, these two facts imply that
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(
I + 12rR
−1
r,σ2
(σ2 − σ1)|kerB
)
has only positive eigenvalues. Hence we can choose π
as a branch-cut for logarithm.
Choose a contour Γ in C− {reipi | 0 ≤ r <∞} containing all the eigenvalues of
I + 1
2r
R−1r,σ2(σ2 − σ1)|kerB. We define
C := logpi
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
)
=
1
2πi
∫
Γ
logpi λ
(
λ−
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
))−1
dλ.
Then for 0 ≤ t ≤ 1,
etC =
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
)t
=
1
2πi
∫
Γ
λt
(
λ−
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
))−1
dλ.
We put
Rr,σ2(t) = Rr,σ2
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
)t
= Rr,σ2e
tC .
Since
(
I + 1
2r
R−1r,σ2(σ2 − σ1)|kerB
)t
has only positive eigenvalues, Rr,σ2(t) also has
only positive eigenvalues. Hence we can also choose π as a branch-cut for logarithm
concerning the operator Rr,σ2(t). For Res≫ 0 we have
ζRr,σ2 (t)(s) := Tr
(
1
2πi
∫
γ
λ−s(λ−Rr,σ2(t))−1dλ
)
,
where for small ǫ > 0
γ = {reipi4 | ∞ > r ≥ ǫ} ∪ {ǫeiφ | π
4
≥ φ ≥ −π
4
} ∪ {re−ipi4 | ǫ ≤ r <∞}.
Then for Res≫ 0,
d
dt
ζRr,σ2 (t)(s) = Tr
(
1
2πi
∫
γ
λ−s(λ−Rr,σ2(t))−1Rr,σ2(t)C(λ−Rr,σ2(t))−1dλ
)
= Tr
(
Rr,σ2(t)C
1
2πi
∫
γ
λ−s(λ−Rr,σ2(t))−2dλ
)
= Tr
(
Rr,σ2(t)C
−1
2πi
∫
γ
λ−s
λ
dλ
(λ−Rr,σ2(t))−1dλ
)
= −sTr
(
Rr,σ2(t)C
1
2πi
∫
γ
λ−s−1(λ−Rr,σ2(t))−1dλ
)
= −sTr (Rr,σ2(t)C(Rr,σ2(t))−s−1)
= −sTr (C(Rr,σ2(t))−s) .
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Taking derivative with respect to s at s = 0 gives
d
ds
d
dt
ζRr,σ2 (t)(s)|s=0 =
d
dt
d
ds
ζRr,σ2 (t)(s)|s=0 = −Tr(C).
Integrating from 0 to 1, we have
logDetRr,σ2(1)− logDetRr,σ2(0) = Tr(C)
and therefore
DetRr,σ1
DetRr,σ2
= eTr(C) = eTr logpi(I+
1
2r
R−1r,σ2
(σ2−σ1)|kerB)
= detFre
logpi(I+ 12rR
−1
r,σ2
(σ2−σ1)|kerB)
= detFr
(
I +
1
2r
R−1r,σ2(σ2 − σ1)|kerB
)
= detFr
(
I + projkerB ◦ 1
2r
R−1r,σ2(σ2 − σ1) ◦ projkerB
)
. 
In Section 4 we are going to show that
DetRr,σ1
DetRr,σ2
does not depend on the cylinder
length r and obtain Theorem 1.3 by computing the limit
lim
r→∞
detFr
(
I + projkerB ◦ 1
2r
R−1r,σ2(σ2 − σ1) ◦ projkerB
)
. (2.5)
§3 W. Mu¨ller’s scattering theory
In this section we review some basic facts of the scattering theory developed by
W. Mu¨ller in [M] which is needed in this paper. Recall that M∞ = M ∪Y [0,∞)
and DM∞ , the natural extension of DM to M∞, has the form G(∂u + B) on the
cylinder part. Let µ1 be the smallest positive eigenvalue of B. Then it is shown
in [M] that for λ ∈ R with |λ| < µ1 there exists a regular one-parameter family
of unitary operators C(λ) on kerB, called the scattering matrices, satisfying the
following properties :
(1) C(λ)C(−λ) = I and C(λ)G = −GC(λ)
(3.1)
9
Putting λ = 0, we have
C(0)2 = I and C(0)G = −GC(0).
Hence, C(0) is the natural choice of a unitary involution anticommuting with G
on kerB.
(2) For any f ∈ kerB and λ ∈ R with |λ| < µ1, the generalized eigensection
E(f, λ) of DM∞ attached to f can be expressed, on the cylinder part, by
E(f, λ) = e−iλu(f − iGf) + eiλuC(λ)(f − iGf) + θ(f, λ), (3.2)
where θ(f, λ) is square integrable and θ(f, λ, (u, ·)) is orthogonal to kerB. More-
over, E(f, λ) satisfies DM∞E(f, λ) = λE(f, λ).
Now we suppose that f ∈ ker(I − C(0)). Then we have
1
2
E(f, 0) = f +
1
2
θ(f, 0). (3.3)
Definition 3.1. We call E(f, 0) an extended L2-solution of DM∞ and f the lim-
iting value of 1
2
E(f, 0). Hence the dimension of the space of limiting values is
1
2
dimkerB.
Let f belong to ker(I − C(0)) and E(f, λ) be the generalized eigensection at-
tached to f as (3.2). Then we can compute the L2-part θ(f, λ) on the cylinder
part as follows. Put
θ(f, λ) =
∑
0<µj∈Spec(B)
(pj(u)φµj + qj(u)φ−µj ),
where φµj (φ−µj = Gφµj ) is an eigensection of B corresponding to the eigenvalue
µj (−µj). Since G(∂u + B)θ(f, λ) = λθ(f, λ) and θ(f, λ) satisfies L2-condition,
direct computations show that


pj(u) = aj(λ)(
√
µ2j + λ
2 + µj)e
−
√
µ2
j
+λ2u
qj(u) = −λaj(λ)e−
√
µ2
j
+λ2u,
where aj(λ) is a smooth function of λ (|λ| < µ1). Hence we have
E(f, λ) = e−iλu(f − iGf) + eiλuC(λ)(f − iGf)+
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∑
0<µj∈Spec(B)
(
aj(λ)(
√
µ2j + λ
2 + µj)e
−
√
µ2j+λ
2uφµj − λaj(λ)e−
√
µ2j+λ
2uφ−µj
)
(3.4)
and
E(f, 0) = 2f +
∑
0<µj∈Spec(B)
2µjaj(0)e
−µjuφµj . (3.5)
Since C(0)f = f and C′(0)G = −GC′(0), the derivative of (3.4) with respect to λ
at λ = 0 is, on the cylinder part,
d
dλ
E(f, λ)|λ=0 = −2uGf + C′(0)(f − iGf)+∑
0<µj∈Spec(B)
(
2µja
′
j(0)e
−µjuφµj − aj(0)e−µjuφ−µj
)
. (3.6)
Note that even if d
dλ
E(f, λ)|λ=0 is not a solution of DM∞ , it is a solution of D2M∞ .
Hence, if we denote l = dimker(I −C(0)), the equation (3.5) and (3.6) provide 2l
distinct solutions of D2M∞ on M∞. Using this observation we are going to prove
Theorem 1.2 and 1.3 in the next section.
§4 The proof of Theorem 1.2 and 1.3
In this paper we assume that both D2M,Pσ1
and D2M,Pσ2
are invertible operators.
This assumption implies that both D2Mr ,Pσ1
and D2Mr ,Pσ2
are invertible for each
r > 0 and that
ker(I − σ1) ∩ ker(I − C(0)) = {0} = ker(I − σ2) ∩ ker(I − C(0)). (4.1)
Suppose that {f1, f2, · · · , fl} is an orthonormal basis for ker(I − C(0)). Then
for each k (1 ≤ k ≤ l) the extended L2- solution 12E(fk, 0) attached to fk has the
form, on the cylinder part,
1
2
E(fk, 0) = fk +
∑
0<µj∈Spec(B)
bkj e
−µjuφµj .
For each section f ∈ C∞(Yr) we denote f+ = I+σ22 (f) and f− = I−σ22 (f). Then
we can decompose fk into fk = f
+
k + f
−
k , where σ2f
+
k = f
+
k and σ2f
−
k = −f−k .
Define
ψk =
{
1
2E(fk, 0) on M
fk − ur f−k +
∑
µj>0
bkj e
−µjuφµj if 0 ≤ u ≤ r.
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Then ψk satisfies the boundary condition Pσ2 on Yr. Hence
Rr,σ2

fk + ∑
µj>0
bkjφµj

 =
∂
∂u
(
1
2
E(fk, 0)
)
|u=0 − ∂
∂u

fk − u
r
f−k +
∑
µj>0
bkj e
−µjuφµj

 |u=0
=
1
r
f−k ,
and
1
2r
R−1r,σ2(f
−
k ) =
1
2
fk +
1
2
∑
µj>0
bkjφµj . (4.2)
We denote by P the orthogonal projection from ker(I − σ2) to ker(I + C(0))
i.e.
P =
I − C(0)
2
I + σ2
2
: ker(I − σ2)→ ker(I + C(0)).
The equality (4.1) implies that P is invertible and we denote by P−1 the inverse
of P . Note that
f−k =
I + C(0)
2
f−k +
I − C(0)
2
f−k .
Since
P−1
(
I − C(0)
2
f−k
)
=
I + C(0)
2
P−1
(
I − C(0)
2
f−k
)
+
I − C(0)
2
f−k ,
f−k − P−1
(
I − C(0)
2
f−k
)
∈ ker(I − C(0)).
The equality (4.1) also implies that the orthogonal projection I−σ2
2
from ker(I −
C(0)) to ker(I + σ2) is an isomorphism. This fact and the following equality
I − σ2
2
fk =
I − σ2
2
(
f−k − P−1
(
I − C(0)
2
f−k
))
= f−k
imply that
fk = f
−
k − P−1
(
I − C(0)
2
f−k
)
. (4.3)
The equation (4.2) and (4.3) lead to
1
2r
R−1r,σ2(f
−
k ) =
1
2
(
I − P−1
(
I − C(0)
2
))
f−k +
1
2
∑
µj>0
bkjφµj . (4.4)
Summarizing the above argument, we have the following lemma.
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Lemma 4.1.
projkerB ◦ 1
2r
R−1r,σ2 ◦ projker(I+σ2) =
1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
.
Before describing projkerB ◦ 12rR−1r,σ2 ◦ projker(I−σ2) we prove Theorem 1.2 by
using the equation (4.2), (4.4) and Lemma 2.5. We recall :
Theorem 1.2. Suppose that both D2M,Pσ1
and D2M,Pσ2
are invertible operators.
Then
DetD2Mr ,Pσ1
DetD2Mr ,Pσ2
does not depend on the cylinder length r.
Proof : By Lemma 2.5 it’s enough to show that
Tr
{
projker(I+σ2)R
−1
r,σ2
projker(I+σ2) − projker(I+σ1)R−1r,σ1projker(I+σ1)
}
= 0,
T r
{
(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2
}
= 0.
The equation (4.2) shows that projker(I+σi)R
−1
r,σi
projker(I+σi) (i = 1, 2) has only
one eigenvalue r of multiplicity 1
2
dimkerB, which implies the first equality.
For the second equality we suppose that {g1, g2, · · · , gl} is an orthonormal basis
for ker(I + σ2). Then {g1, g2, · · · , gl, Gg1, Gg2, · · · , Ggl} is an orthonormal basis
for kerB. Hence,
Tr
{
(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2
}
=
l∑
i=1
〈(σ2−σ1)|kerBR−1r,σ1KrP<R−1r,σ2gi, gi〉
+
l∑
i=1
〈(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2Ggi, Ggi〉.
The equation (4.4) shows that P<R
−1
r,σ2
gi = 0. Since (σ2 − σ1)|kerB, R−1r,σ1 and
KrP< are self-adjoint operators, we have
〈(σ2 − σ1)|kerBR−1r,σ1KrP<R−1r,σ2Ggi, Ggi〉 = 〈R−1r,σ2Ggi, KrP<R−1r,σ1(σ2 − σ1)Ggi〉
= 〈R−1r,σ2Ggi, KrP<R−1r,σ1(I − σ1)Ggi〉.
Since (I − σ1)Ggi belongs to ker(I + σ1), the equation (4.4) again shows that
P<R
−1
r,σ1
(I − σ1)Ggi = 0. This completes the proof of the theorem. 
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Now we describe the operator projkerB ◦ 12rR−1r,σ2 ◦projker(I−σ2). We begin with
the equation (3.6), which is at u = 0
d
dλ
E(fk, λ)|λ=0,u=0 = C′(0)(fk−iGfk)+
∑
0<µj∈Spec(B)
(
2µja
′
j(0)φµj − aj(0)φ−µj
)
.
(4.5)
To compute R−1r,σ2(
d
dλ
E(fk, λ)|λ=0,u=0) we define a section ψk as follows. First, on
[0, r]× Y we put
ψk,cyl = C
′(0)(fk − iGfk)− u
r
α−k +
∑
µj>0
2µja
′
j(0)e
−µjuφµj
−
∑
µj>0
aj(0)
e−µj(u−r) − eµj(u−r)
eµjr − e−µjr φ−µj ,
where α−k =
I−σ2
2 (C
′(0)(fk − iGfk)). Now we define ψk by
ψk =
{ d
dλ
E(fk, λ)|λ=0 on M
ψk,cyl on [0, r]× Y.
Then ψk is a continuous section with ψk|Y0 = ddλE(fk, λ)|λ=0,u=0 and satisfies the
boundary condition Pσ2 on Yr. Furthermore, D
2
Mr
ψk = 0 on Mr − Y0. Hence
Rr,σ2
(
d
dλ
E(fk, λ)|λ=0,u=0
)
=
∂
∂u
(
d
dλ
E(fk, λ)|λ=0
)
|u=0 − ∂
∂u
(ψk,cyl)|u=0
= −2Gfk + 1
r
α−k −
∑
µj>0
2µje
−µjr
eµjr − e−µjr aj(0)φ−µj . (4.6)
The equation (4.5) and (4.6) lead to
R−1r,σ2(−2Gfk +
1
r
α−k ) = C
′(0)(fk − iGfk) +
∑
µj>0
(2µja
′
j(0)φµj − aj(0)φ−µj )
+R−1r,σ2

∑
µj>0
2µje
−µjr
eµjr − e−µjr aj(0)φ−µj

 . (4.7)
Since C′(0)fk ∈ ker(I − C(0)), the equation (4.2) shows that
1
r
R−1r,σ2((C
′(0)fk)
−) = C′(0)fk +
∑
µj>0
b˜jφµj . (4.8)
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Combining (4.7), (4.8) with Lemma 4.1, we have
projkerB ◦R−1r,σ2(−2Gfk)
= −projkerB ◦ 1
r
R−1r,σ2((iGC
′(0)fk)
−) + iGC′(0)fk
+ projkerB ◦R−1r,σ2

∑
µj>0
2µje
−µjr
eµjr − e−µjr aj(0)φ−µj


= −
(
I − P−1
(
I − C(0)
2
))(
I − σ2
2
)
(iGC′(0)fk)
+ iGC′(0)fk + projkerB ◦R−1r,σ2

∑
µj>0
2µje
−µjr
eµjr − e−µjr aj(0)φ−µj

 . (4.9)
Using (4.9) and Lemma 4.1 again, we have
projkerB ◦ 1
2r
R−1r,σ2(Gfk)
+ = projkerB ◦ 1
2r
R−1r,σ2(Gfk)−projkerB ◦
1
2r
R−1r,σ2(Gfk)
−
=
1
4r
(
I − P−1
(
I − C(0)
2
))(
I − σ2
2
)
(iGC′(0)fk)
− i
4r
GC′(0)fk − 1
4r
projkerB ◦R−1r,σ2

∑
µj>0
2µje
−µjr
eµjr − e−µjr aj(0)φ−µj


−1
2
(
I − P−1
(
I − C(0)
2
))(
I − σ2
2
)
(Gfk).
Therefore, we have
lim
r→∞
projkerB ◦ 1
2r
R−1r,σ2(Gfk)
+ = −1
2
(
I − P−1
(
I − C(0)
2
))(
I − σ2
2
)
(Gfk).
(4.10)
Now we denote by K the orthogonal projection from ker(I + σ2) onto ker(I −
C(0)), i.e.
K =
I + C(0)
2
I − σ2
2
.
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The equality (4.1) implies that K is invertible and we denote the inverse by K−1.
We decompose (Gfk)
+ by
(Gfk)
+ =
I + C(0)
2
(Gfk)
+ +
I − C(0)
2
(Gfk)
+.
Since
K−1
(
I + C(0)
2
(Gfk)
+
)
=
I + C(0)
2
K−1
(
I + C(0)
2
(Gfk)
+
)
+
I − C(0)
2
K−1
(
I + C(0)
2
(Gfk)
+
)
=
I + C(0)
2
(Gfk)
+ +
I − C(0)
2
K−1
(
I + C(0)
2
(Gfk)
+
)
,
we have
(Gfk)
+ −K−1
(
I + C(0)
2
(Gfk)
+
)
∈ ker(I + C(0))
and
I + σ2
2
(
(Gfk)
+ −K−1
(
I + C(0)
2
(Gfk)
+
))
= (Gfk)
+.
Since I+σ22 : ker(I + C(0)) → ker(I − σ2) is an isomorphism (see (4.1)) and
I+σ2
2
(Gfk) = (Gfk)
+,
Gfk = (Gfk)
+ −K−1
(
I + C(0)
2
(Gfk)
+
)
=
(
I −K−1
(
I + C(0)
2
))
(Gfk)
+. (4.11)
Therefore, the equation (4.10) and (4.11) lead to the following result.
Lemma 4.2.
lim
r→∞
projkerB ◦ 1
2r
R−1σ2 ◦ projker(I−σ2)
= −1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
(
I −K−1
(
I + C(0)
2
))
I + σ2
2
=
1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
K−1
(
I + C(0)
2
)
I + σ2
2
.
We combine Lemma 4.1 and 4.2 to have the following.
lim
r→∞
projkerB ◦ 1
2r
R−1σ2 ◦ projkerB
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=
1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
+
1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
K−1
(
I + C(0)
2
)
I + σ2
2
=
1
2
(
I − P−1
(
I − C(0)
2
))
I − σ2
2
{
I +K−1
(
I + C(0)
2
)
I + σ2
2
}
.
Now we define T : ker(I − σ2)⊕ ker(I + σ2)→ ker(I + C(0))⊕ ker(I − C(0))
by
T =
I − C(0)
2
I + σ2
2
+
I + C(0)
2
I − σ2
2
.
In other words, if f+ ∈ ker(I − σ2), T (f+) = P (f+) and if f− ∈ ker(I + σ2),
T (f−) = K(f−) . Note that T can be rewritten as
T =
1
2
(I − C(0)σ2) = 1
2
C(0)(C(0)− σ2) = 1
2
(σ2 − C(0))σ2. (4.12)
We use (4.12) to obtain the following equalities.
lim
r→∞
projkerB ◦ 1
2r
R−1σ2 ◦ projkerB
=
1
2
(
I − T−1
(
I − C(0)
2
))
I − σ2
2
{
I − σ2
2
+ T−1
(
I + C(0)
2
)
I + σ2
2
}
=
1
2
T−1
(
T − I − C(0)
2
)
I − σ2
2
T−1
{
T
I − σ2
2
+
I + C(0)
2
I + σ2
2
}
=
1
2
T−1
(
I + C(0)
2
− I − C(0)
2
)
I − σ2
2
T−1
{
I + C(0)
2
I − σ2
2
+
I + C(0)
2
I + σ2
2
}
=
1
2
T−1C(0)
I − σ2
2
T−1
I + C(0)
2
=
1
2
T−1C(0)T−1
I + C(0)
2
.
(4.13)
The equation (4.12) shows that
T−1 = 2(C(0)− σ2)−1C(0)
and hence
T−1C(0)T−1 = 4(C(0)− σ2)−2C(0). (4.14)
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Combining (4.13) and (4.14) we have
lim
r→∞
det
(
I + projkerB ◦ 1
2r
R−1σ2 (σ2 − σ1) ◦ projkerB
)
= det
(
I + (C(0)− σ2)−2(I + C(0))(σ2 − σ1)
)
= det
(
I + (I + C(0))(σ2 − σ1)(C(0)− σ2)−2(I + C(0))
)
= det
(
I + (σ2 − σ1)(C(0)− σ2)−2(I + C(0))
)
. (4.15)
In the next step we are going to make the formula (4.15) as simple as possible.
The following lemma and corollary are easy to prove but very useful.
Lemma 4.3. For each i = 1, 2,
C(0) (C(0)− σi)−1 = − (C(0)− σi)−1 σi and
(C(0)− σi)−1 C(0) = −σi (C(0)− σi)−1 .
Proof : The lemma follows from the relations
(C(0)− σi)C(0) = σi (σi − C(0)) and C(0) (C(0)− σi) = (σi − C(0))σi.

Using Lemma 4.3 twice leads to the following corollary.
Corollary 4.4. For each i = 1, 2,
C(0) (C(0)− σi)−2 = (C(0)− σi)−2C(0) and
(C(0)− σi)−2 σi = σi (C(0)− σi)−2 .
Now for 0 < t < 1 we put
Aσi(t) =
1
2
(I − C(0)) + t
2
(I − σi) .
One can check easily by using Corollary 4.4 that
Aσi(t)
−1 =
2
t
(C(0)− σi)−2 (I + C(0)) + 2 (C(0)− σi)−2 (I + σi) .
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Using Corollary 4.4 again we have
Aσ1(t)Aσ2(t)
−1 = I + (σ2 − σ1) (C(0)− σ2)−2 (C(0) + I)
+ t (I − σ1) (C(0)− σ2)−2 (I + σ2) . (4.16)
Therefore, Theorem 1.2, Theorem 2.6 and the equation (4.15), (4.16) imply the
following equalities.
DetD2M,Pσ1
DetD2M,Pσ2
= lim
t→0
det
(
Aσ1(t)Aσ2(t)
−1
)
= lim
t→0
det
(
1
2
(I − C(0)) + t
2
(I − σ1)
)
det
(
1
2 (I − C(0)) + t2 (I − σ2)
)
= lim
t→0
det ((1 + t)I − (C(0) + tσ1))
det ((1 + t)I − (C(0) + tσ2))
= lim
t→0
det
(
I − C(0) + t
t+1
(C(0)− σ1)
)
det
(
I − C(0) + t
t+1
(C(0)− σ2)
)
=
det (C(0)− σ1)
det (C(0)− σ2) · limt→0
det
(
tI + (C(0)− σ1)−1 (I − C(0))
)
det
(
tI + (C(0)− σ2)−1 (I − C(0))
) .
(4.17)
Using Lemma 4.3 one can check that for 0 < t < 1
(
tI + (C(0)− σ2)−1 (I − C(0))
)−1
=(
1
t− 1I −
1
t(t− 1) (I + C(0)) (C(0)− σ2)
−1
)
.
Using the above equality we have
lim
t→0
det
(
tI + (C(0)− σ1)−1 (I − C(0))
)
det
(
tI + (C(0)− σ2)−1 (I − C(0))
)
= det
{
(I + C(0)) (C(0)− σ2)−1 − (C(0)− σ1)−1 (I − C(0))
}
= det
{
I + (C(0)− σ2)−1 (C(0)− σ1)−1 (I − σ1) (I + σ2)
}
. (4.18)
Putting
β = (C(0)− σ2)−1 (C(0)− σ1)−1 (I − σ1) (I + σ2) ,
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we have
β = (C(0)− σ2)−1 (C(0)− σ1)−1 (−σ1) (I − σ1) (I + σ2) .
Lemma 4.3 implies that
β = −σ2β = βσ2. (4.19)
If we take a basis for kerB by (+1)-eigensections and (−1)-eigensections of σ2, σ2
is of the form
(
I 0
0 −I
)
. The equation (4.19) implies that β has the form
(
0 0
β3 0
)
,
which shows that
det (I + β) = 1. (4.20)
From (4.17) and (4.20) we obtain
DetD2M,Pσ1
DetD2M,Pσ2
=
det (C(0)− σ1)
det (C(0)− σ2) , (4.21)
which completes the proof of the main theorem.
§5 Example of Theorem 1.3 on a cylinder
In this section we give an example of Theorem 1.3 on a cylinder [0, r]×Y . Sup-
pose that {f1, · · · , fl, Gf1, · · · , Gfl} is an orthonormal basis for kerB and define
a linear map τ : kerB → kerB by
τ(fi) = fi, τ(Gfi) = −Gfi.
For θ = (θ1, · · · , θl) with 0 < θi < pi2 define σθ : kerB → kerB as follows. For
each i,
σθ(cosθifi + sinθiGfi) = cosθifi + sinθiGfi,
σθ(−sinθifi + cosθiGfi) = sinθifi − cosθiGfi.
Then τ and σθ are unitary involutions on kerB anticommuting with G. We use
these involutions to define the boundary conditions Pτ := P> +
I−τ
2 on Y0 and
Pθ := P< +
I−σθ
2
on Yr. We now consider the Dirac Laplacian (−∂2u + B2)Pτ ,Pθ ,
whose spectrum is given as follows.
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Lemma 5.1.
Spec
(
(−∂2u +B2)Pτ ,Pθ
)
= {µλ,j | λ ∈ Spec(B), λ 6= 0, µλ,j > λ2}
∪
{(
θi + kπ
r
)2
| 1 ≤ i ≤ l, k = 0, 1, 2, · · ·
}
∪
{(
π − θi + kπ
r
)2
| 1 ≤ i ≤ l, k = 0, 1, 2, · · ·
}
,
where for λ 6= 0 µλ,j’s are solutions of√
µ− λ2cos(
√
µ− λ2r) + |λ|sin(
√
µ− λ2r) = 0.
Let φ = (φ1, φ2, · · · , φl) be another set of angles with 0 < φi < pi2 . Then
ζ(−∂2u+B2)Pτ ,Pθ (s)− ζ(−∂2u+B2)Pτ ,Pφ (s)
=
(π
r
)−2s l∑
i=1
{
∞∑
k=0
(
k +
θi
π
)−2s
+
∞∑
k=0
(
k +
π − θi
π
)−2s}
−
(π
r
)−2s l∑
i=1
{
∞∑
k=0
(
k +
φi
π
)−2s
+
∞∑
k=0
(
k +
π − φi
π
)−2s}
.
The following facts about the Hurwitz zeta-function are well-known (cf. [AAR] or
[MOS]).
Theorem 5.2. We consider the Hurwitz zeta-function
ζ(s, α) =
∞∑
k=0
(k + α)−s for α > 0.
Then
ζ(0, α) =
1
2
− α and d
ds
ζ(s, α)|s=0 = log Γ(α)− 1
2
log 2π.
Combining Theorem 5.2 with the well-known functional equation
Γ(z)Γ(1− z) = π
sinπz
gives the following result.
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Proposition 5.3.
Det(−∂2u +B2)Pτ ,Pθ
Det(−∂2u +B2)Pτ ,Pφ
=
l∏
i=1
sin2θi
sin2φi
.
On the other hand, the scattering matrix C(λ) of G(∂u + B)Pτ on [0,∞)× Y
is given by C(λ) = τ and the generalized eigensection E(f, λ) is given by
E(f, λ) = e−iλu(f − iGf) + eiλuτ(f − iGf).
Setting
Fi = cosθifi + sinθiGfi and GFi = −sinθifi + cosθiGfi,
we have
fi = cosθiFi − sinθiGFi and Gfi = sinθiFi + cosθiGFi.
The ordered basis {f1, Gf1, f2, Gf2, · · · , fl, Gfl} gives the following matrices.
τ =

E1 0 00 . . . 0
0 0 El

 with Ei =
(
1 0
0 −1
)
.
σθ =

A1 0 00 . . . 0
0 0 Al

 with Ai =
(
cos2θi sin2θi
sin2θi −cos2θi
)
.
Similarly,
σφ =

B1 0 00 . . . 0
0 0 Bl

 with Bi =
(
cos2φi sin2φi
sin2φi −cos2φi
)
.
Elementary computation shows the following fact.
Proposition 5.4.
det (τ − σθ)
det (τ − σφ) =
l∏
i=1
sin2θi
sin2φi
.
The equality of Proposition 5.4 and 5.5 gives an example of Theorem 1.3 on a
cylinder.
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