The reconstruction approach [Shu C.W.: SIAM Rev. 51 (2009) for the numerical approximation of f ′ (x) is based on the construction of a dual function h(x) whose sliding averages over the interval [x − 1 2 ∆x, x + 1 2 ∆x] are equal to f (x) (assuming an homogeneous grid of cell-size ∆x). We study the deconvolution problem [Harten A., Engquist B., Osher S., Chakravarthy S.R.: J. Comp. Phys. 71 (1987) which relates the Taylor polynomials of h(x) and f (x), and obtain its explicit solution, by introducing rational numbers τ n defined by a recurrence relation, or determined by their generating function, g τ (x), related with the reconstruction pair of e x . We then apply these results to the specific case of Lagrange-interpolation-based polynomial reconstruction, and determine explicitly the approximation error of the Lagrange reconstructing polynomial (whose sliding averages are equal to the Lagrange interpolating polynomial) on an arbitrary stencil defined on a homogeneous grid.
Introduction
The Godunov approach [1] to hyperbolic conservation laws
is based on space-time averaging of the PDE (1) . Assuming an homogeneous time-independent grid (∆x = const), space-averaging of (1) , over the interval [x − u(x + ξ∆x, t)dξ (3) are the sliding cell-averages of the solution. Defining the sliding cell-averages F(u), by applying the operator (3) on F(u), we have immediately by differentiation, provided that ∆x = const,
exactly, so that, combining (2) and (4)
ie the equation for the sliding cell-averages, for ∆x = const, has the same form as the original equation [2] . For this reason, it is assumed that what is computed (and stored at the nodes of the computational grid [3, 4] ) are the cell-averages of the solution.
In the discretization of (2) we are led to consider the computation of the derivative of a function f (x) (corresponding toū) sampled on the computational grid, by differences at x ± 1 2 ∆x of the values of an unknown function h(x) (corresponding to u), which has to be reconstructed [2, 5, 6, 3, 4] from the values of its cell-averages sampled on the grid. In the following, we concentrate on the spatial discretization problem, viz compute f ′ (x) via reconstruction of h(x ± 1 2 ∆x) [2, 5, 6, 3, 4] . Reconstruction (Definition 2.1) is the basis of ENO [7, 2, 8, 9] and WENO [5, 6, 3, 10, 11, 12, 13, 14, 4, 15] schemes. Although the term polynomial reconstruction is quite general, including Hermiteinterpolation [16] , spectral methods [17] , and spectral element techniques [18] , we concentrate in the present work on reconstruction approaches based on Lagrangian interpolation of the function averages. There exist several algorithms for Lagrangian-interpolation-based polynomial reconstruction [2, 3, 4] , and these have been successfully used for the construction of progressively higher-order schemes [6, 11, 15] , using symbolic calculation [13, 14] . The reconstruction via primitive approach [2] is probably the most widely used in order-of-accuracy proofs [3, 4] , while the reconstruction via deconvolution approach [2] has been formulated with respect to the solution of linear systems. Most of these schemes and associated order-of-accuracy relations [6, 11, 13, 14, 15] were developed for particular values of the order-parameter r (determining the discretization stencil), using symbolic computation. On the other hand, analytical relations for the order-of-accuracy of the approximation of h(x), for arbitrary reconstruction-order-parameter r are not available. To obtain such relations it seems necessary to study in detail the relations between a function h(x) (which is reconstructed) and its cell-averages f (x). This is the reconstruction via deconvolution approach defined by Harten et al. [2] . Up to now, these relations were obtained by solving, using symbolic calculation, the associated linear system [2, (3.13b), p. 244], up to a certain order. Although the solution by symbolic computation of the linear system [2, (3.13b), p. 244] is not difficult, it is only valid up to a certain O(∆x q ), and the non availability of an explicit solution hinders the development of general expressions of the approximation error of the reconstruction.
Along with the numerous successful developments of practical WENO schemes based on the reconstruction via primitive approach [3, 4] , the unknown function h(x) which is reconstructed by its cell-averages f (x) appears explicitly in recent analyses [13, 14] of the truncation error. Analyzing the reconstruction error in terms of the unknown function h(x) and its derivatives (reconstruction via deconvolution [2] ) is a more intuitive approach, especially when considering the discretization error of the WENO approximation to f ′ (x) and potential improvements in the formulation of the nonlinear weights [13, 14] . Analyses based on the reconstruction via primitive [2] approach are somehow less straightforward as they involve the primitive of the reconstructed function x x 1 h(ζ)dζ. 1 The main motivation of the present work is to contribute to the development of analytical tools, applicable to the study of the truncation error [13, 14] , determination of the loss-of-accuracy at smooth extrema [13] and research for the improvement of WENO schemes [14] , maintaining the in-built scalability (with the stencil width) towards higher order-of-accuracy of WENO schemes [6, 11, 15] . For these reasons, in the present work we are not interested in the development of a new algorithm for the solution of the reconstruction problem. Instead, we focus on reconstruction relations of general validity, ie stencilindependent, which are necessary for the study of the approximate reconstruction order-of-accuracy.
In §2 we study the general relations underlying the reconstruction approach for the numerical approximation of the 1-derivative f ′ (x) of a function f (x). Initially we study the relations between the derivatives of a function f (x) and those of a dual function h(x), whose sliding averages, over a constant length ∆x, are equal to f (x). We will call the functions, f (x) and h(x), satisfying this relation a reconstruction pair for the discretization of f ′ (x) (Definition 2.1). We introduce the rational numbers τ n ∈ Q, defined either by a recurrence relation (Lemma 2.5) or through a generating function (Theorem 2.9), which are used to develop explicit series representations of h(x) (and of its derivatives) with respect to powers of ∆x and the derivatives of f (x). The principal new result in §2 is that we are able to give explicit solutions to the fundamental relations of the reconstruction via deconvolution approach [2, (3.13) , pp. 244-246], which (Lemma 2.5) are widely used throughout the paper. The generating function of the rational numbers τ n ∈ Q appears in the expression of the reconstruction pair of e x (Theorem 2.9). In §3 we study the particular case of polynomial reconstruction. We show (Lemma 3.1) that for every polynomial p f (x) of degree M in x we can define, using the numbers τ n (Lemma 2.5), a polynomial p h (x), also of degree M in x, so that p f and p h are a unique reconstruction pair (Definition 2.1). Initially ( §3.2) the numbers τ n (Lemma 2.5) were introduced, using a matrix algebra approach to study the relation between p f (x) and p h (x). This part of the paper ( §3.2) gives the explicit inversion of the matrix appearing in the reconstruction via deconvolution theory [2, (3.13b), p. 244].
In practice f (x) is usually approximated by its Lagrange interpolating polynomial p f (x; S i,M − ,M + , ∆x) on a given stencil S i,M − ,M + (Definition 4.1), and h(x) is approximated by the reconstruction pair of
, which we will call the Lagrange reconstructing polynomial [4] . In §4 we study the approximation error of the Lagrange reconstructing polynomial,
, and obtain an explicit relation for the expansion of this error in powers of ∆x (Proposition 4.7). This is only possible through the explicit solution of the deconvolution problem (Lemma 2.5). In §5 we briefly summarize the existence and uniqueness results concerning the reconstructing polynomial. Finally, in §6 we briefly describe some applications of the present results to practical WENO schemes, and discretization methods in general, highlighting the merits of the reconstruction via deconvolution approach, as developed in the present work.
Standard results referring to the Lagrange interpolating polynomial [20, 21] are included only when they are necessary for the proof of the new results concerning the reconstructing polynomial. Useful relations for summation indices in multiple sums [22, 23] , and other identities, used throughout the paper, are summarized in Appendix A.
Reconstruction pairs and exact reconstruction relations
Before proceeding to a detailed examination of the reconstruction of polynomials we examine the general relations underlying the reconstruction approach for the evaluation of the derivative f ′ (x) of a function f (x), via the construction of a function h(x) (reconstruction pair of f (x); Definition 2.1), whose sliding (with x) averages [3, 4] on the interval [x − 1 2 ∆x, x + 1 2 ∆x] are equal to f (x), over an appropriate interval x ∈ I ⊂ R. We express in particular the derivatives of h(x) as series of the derivatives of f (x), with coefficients determined by the derivatives at ∆x = 0 of the function g τ (∆x) appearing in the reconstruction pair of the exponential function (Theorem 2.9).
Reconstruction pairs
The basic idea underlying reconstruction procedures to compute the derivative f ′ (x) of a function f (x) follows directly from the Leibniz rule [24, pp. 411-412] giving the derivative of a definite integral with respect to its (variable) bounds. To this end we need to construct a function h(x) whose sliding (with x) average over an interval [x − 1 2 ∆x, x + 1 2 ∆x] of constant width ∆x is equal to f (x). Definition 2.1 (Reconstruction pair). Assume that ∆x ∈ R >0 is a constant length, and that the functions f : I −→ R and h : I −→ R are defined on the interval
assuming the existence of the integral in (6a). We will note the functions f (x) and h(x) related by (6a)
and will call f and h a reconstruction pair on [a, b] , in view of the computation of the 1-derivative.
By definition (6a), R −1
ie R (7) , assuming that the inverse mapping exists (cf Remark 2.8).
Lemma 2.2 (Reconstruction). Consider the functions f (x) and h(x) constituting a reconstruction pair on
PROOF. Direct differentiation of (6a), yields
by application of the Leibniz rule [24, pp. 411-412] , and taking into account that ∆x is constant ∀x. Successive differentiation of (9) yields (8).
All reconstruction-based approaches [7, 2, 5, 6, 11, 25, 13, 26, 14] for the numerical approximation of PDEs are based on, or can be shown to be related to, Lemma 2.2. These relations (8) are exact relations concerning the continuous functions f and h. When f (x) and h(x) are numerically approximated consistently, ie in a way satisfying (6) up to a given order ∆x M+1 , then (8) are satisfied up to some order ≤ M + 1. 
Remark 2.4 (Homogeneous grid).
The basic relations underlying reconstruction, which are given in Lemma 2.2, hold iff ∆x = const, ie, when used as basis for the numerical approximation of f ′ (x), these relations are only applicable on a homogeneous grid. In the case of an inhomogeneous grid, where the spacing ∆x(x) is a function of position (∆x : R −→ R >0 ) these relations should be modified to include ∆x ′ and (∂ ∆x h)∆x ′ . The general case of an inhomogeneous grid requires specific study.
Deconvolution
Obviously, the relations between f and h (Lemma 2.2) imply that the Taylor-polynomials of f (x) can be expressed with respect to the derivatives h (n) (x ± 1 2 ∆x), which can themselves be replaced by Taylor-polynomials of h(x). We have
Lemma 2.5 (Deconvolution of
where the numbers τ 2ℓ (Tab. 1) are defined by the recurrence relations
PROOF. Approximating h(ζ) (which was assumed to be of class C N in Lemma 2.2) in (6) by the corresponding Taylor-polynomial (Taylor-jet) of order N TJ [27, pp. 219-232] 
and since ∀k ∈ N 0
we obtain
which is (10a) for n = 0. Successive differentiation of (13) by x yields (10a).
To invert (10a) we search for numbers τ 2s (s ∈ N 0 ) satisfying ∀M TJ ∈ N : M TJ < N − 1 and ∀n ∈ N 0 :
because of (A.3). (14) holds, provided that (δ k0 is the Kronecker δ)
which is satisfied if the numbers τ 2k are defined by (10c). Truncating (13) to O(∆x
), because only even powers of ∆x appear in these expressions. 
154,828,800 
PROOF. Since
(10b) can be rewritten as
In that form (17b) we have a relation between the coefficients of the Taylor-polynomials of f (x + ξ∆x) and of h(x + ξ∆x), expressed in powers of ξ. In particular, using (17b), we have
where we used (A.3) and (A.2), and the fact that
This completes the proof. This expression (16) is useful in computing the error of numerical approximations to h(x) (Proposition 4.6).
Remark 2.8 (Existence and uniqueness)
. From Definition 2.1 it follows immediately (proof by contradiction) that every reconstruction pair h = R (1;∆x) ( f ), with h(x) continuous, if it exists, is unique. For every h(x) analytic in I with radius of convergence r C h (x), the series (10a) with n = 0 converges, as N TJ −→ ∞, ∀∆x ∈ 0, 2r C h (x) , so that (because of uniqueness), for every analytic function h(x) there exists a unique function f = R −1 (1;∆x) (h). Whether the converse is always true, is an open question. Assuming f (x) analytic in I with radius of convergence r C f (x), does not automatically imply the convergence of (10b) with n = 0 as N TJ −→ ∞, because lim n→∞ (τ 2n (2n)!) = ∞. The necessary conditions of existence require further study. Nonetheless, since lim n→∞ τ 2n = 0 (Tab. 1) and τ 2n τ 2n+2 < 0 ∀n ∈ N 0 (Tab. 1), the class of functions f (x) for which (10b) with n = 0 is convergent as N TJ −→ ∞ is not empty. It is easy to verify that most of the basic functions f (x) have reconstruction pairs h = R (1;∆x) ( f ), as do all polynomials of finite degree ( §3.1). Whenever any of the series (10) converges as N TJ −→ ∞, the upper limit of the sums can be readily replaced by ∞, to yield complete converging expansions (power-series). The Godunov approach [1] to hyperbolic conservation laws ∂ t u + ∂ x F = 0 (1), is based on space-time averaging of the PDE (1) , to obtain the corresponding PDE, ∂ tū + ∂ xF = 0 (5), for the cell-averagesū (3). Therefore, with respect to the notation used in Definition 2.1,ū corresponds to f and u corresponds to h. In the context of reconstruction procedures [2, 5, 6, 3, 4] for the discretization of hyperbolic conservation laws, the existence of the solution (integrable function) u (ie h) is assumed, so that the existence of the sliding-averagesū (ie f ) follows (Remark 2.8). Hence, the results obtained in §2 (where the existence of h is assumed) are directly applicable to the Godunov approach for the numerical computation of hyperbolic conservation laws. 
Generating function of τ
where the function
is the generating function of the numbers τ n (Tab. 1) satisfying (10c)
Since lim n→∞ τ 2n = 0 and τ 2n τ 2n+2 < 0 ∀n ∈ N 0 , the alternating (∆x 2n > 0 ∀n ∈ N 0 ) series in (20) converges as N TJ −→ ∞, at least ∀∆x ∈ (0, 1). Defining the function g τ (x)
Using (22) in (6a)
gives (24) proving (19a). It is a simple exercise to show that the function g τ (x) (19b) is continuous at x = 0, and has continuous derivatives of arbitrary order at x = 0, satisfying
Comparing the Taylor-series of g τ (x) (19b) with the series definition of g τ (x) (21), and taking into account (25) proves (19c). (25b) yields (19d).
Reconstruction of polynomials
Reconstruction of polynomials (Definition 2.1) is the basis of ENO [7, 2] and WENO [5, 6, 11, 13, 14, 15] reconstructions. We investigate in detail the coefficients of polynomial ( §3.1) reconstruction pairs (Definition 2.1).
Polynomial reconstruction pair
In this section we consider the case where either f (x) or h(x) in Definition 2.1 is a polynomial.
Lemma 3.1 (Polynomial reconstruction pair). Let
is a polynomial also of degree M, with coefficients c f m which can be computed from the coefficients c h m of
Inversely, the coefficients c h m of p h (x; x i , ∆x) can be computed from the coefficients c f m of p f (x; x i , ∆x)
where the numbers τ 2k (Tab. 1) are defined by (19c) and satisfy the recurrence (10c).
PROOF. Computing the integral in (26b) gives
where in the last line of (27) m+1 n=0 was changed to
upon substituting 2k := m − n, (27) becomes (29) and, using (A.3), (29) reads
Using the identity (A.4) and changing the summation index ℓ to m gives
which proves (26d). In practice, the coefficients c f m are computed by solving a Vandermonde system [29] , and the linear system (26d) must be solved to compute the coefficients c h m [2] . The general solution can be obtained using backward substitution without making reference to the basic reconstruction relations ( §2). This alternative, matrix-algebra-oriented, proof of Lemma 3.1 is given in §3.2. However, the solution can be obtained immediately, by observing (26e) that the relation between c f m m! and c h m+2k (m+2k)! in (26d) is identical to the relation between f (m) (x) and ∆x 2k h (m+2k) (x) in (10a), with the only difference that the upper limit of the sum is finite. The inverse relation is exactly analogous to (10b), because, using (26e) in the right-hand-side of (26f)
where we used (15) , and (A.3) and (A.2). This completes the proof.
The extension of the above results (Lemma 3.1) to infinite power-series (assuming that they are convergent) is straightforward.
Matrix inversion proof of Lemma 3.1
In this section we summarize the matrix inversion relations which can be used for an alternative, matrix-algebra-oriented, proof (Lemma 3.4) of Lemma 3.1. By (26d) the coefficients c f n of p f are expressed as linear combinations of the coefficients c h n of p h . This system (26d), whose solution expresses c h n as linear combinations of c f n is the deconvolution linear system [2, (3.13b), p. 244]. 2 Since the summation relations (26d) involve increments with step 2, we can split (26d) into 2 independent linear systems
T (33b), respectively. In matrix-form, we have
where the matrices
2 ⌋,M−1) (34b) are upper unitriangular [30] . The corresponding linear systems (34) can be solved using backward-substitution [30] . To obtain the general solution, we initially remind, without going into the details of a formal proof, a standard result of matrix calculus [30] , concerning the inverse of an upper unitriangular matrix.
Lemma 3.2 (Inverse of an upper unitriangular matrix). Let U ∈ R
n×n be an upper unitriangular matrix
Its inverse U −1 exists and is also an upper unitriangular matrix
PROOF. It is straightforward to show, by induction, that detU = 1. The proof by induction of (36) is a simple exercise of matrix calculus, directly obtained from the backward-substitution algorithm for
This recurrence is applied to compute the inverse of the upper unitriangular matrices (34) of the linear system (26d) of Lemma 3.1.
Lemma 3.3 (Inverse of the matrices in Lemma 3.1). Assume
N×N be an upper unitriangular matrix whose elements are given by
is also an upper unitriangular matrix whose elements are given by
where the numbers τ 2k (Tab. 1) are defined by the recurrence (10c).
PROOF. To simplify notation let
is also an upper unitriangular matrix. It is easy to verify, by straightforward computation, using (36) , that (37b) holds for 0 ≤ ℓ ≤ 3. To prove that (37b) is valid for 0 ≤ ℓ ≤ N − 1, by induction, suppose that (37b) is valid for 1 ≤ ℓ ≤ m. Then, from (36e)
and since
by (10c). This completes the proof of (37b) by induction. 
where the numbers τ 2k (Tab. 1) are defined by the recurrence (10c). Since
the 2 solutions (39) can be grouped into (26f), which completes the proof.
Error of polynomial reconstruction
We consider in this paper reconstruction on a homogeneous grid (recall that (8) hold iff ∆x = const). The reconstruction polynomials are computed by interpolating f (x) sampled on an appropriately chosen stencil (Definition 4.1). We examine the relations and order-of-accuracy of polynomial reconstruction (Definition 2.3) on an arbitrary stencil S i,M − ,M + (Definition 4.1) defined on a homogeneous grid. The WENO [5, 6, 11, 13, 14, 15] schemes are based on the convex combination of polynomial reconstructions on a family of substencils. For the development of the order-of-accuracy relations, it is necessary to develop results on the approximation-error of polynomial reconstruction for the general stencil S i,M − ,M + , around point i (not necessarily contained in the stencil), with M − neighbours on the left, and M + neighbours on the right (Definition 4.1).
Polynomial reconstruction
The part concerning the approximation of f (x) by a polynomial p f (x; S i,M − ,M + , ∆x) is found in most textbooks of numerical analysis [20, 21] . It is only briefly included here for use in deriving the results concerning the approximation of h(x) by the polynomial p h (x; S i,M − ,M + , ∆x) which forms a reconstruction pair with p f (Definition 2.1) . To obtain the relations concerning p h (x; S i,M − ,M + , ∆x) it is not very practical to work with the Newton divided-differences form of p f [20, 21] , which are widely used in WENO theory [7, 2, 5, 3, 4] . It is, instead, preferable to work with the standard form of p f expanded in powers of (x − x i ), whose coefficients can be readily expressed (Proposition 4.5) from the coefficients of the inverse of the Vandermonde matrix [31, 32] 
The set of contiguous points 
the interval defined by the extreme points of the stencil.
Remark 4.2 (Stencils and notation).
In our notation the stencil is defined by a reference (pivot) point i, and by the number of neighbours M ± on each side of point i (Definition 4.1). The position of the pivot point i in the stencil is arbitrary. This is necessary for obtaining relations for all of the WENO stencils with reference to the same point i. In the following developments, there appear quantities depending both on M ± and on i (and eventually on the values of f sampled at the points of the stencil). We will systematically note these quantities as functions of the stencil S i,M − ,M + . On the other hand, there appear quantities, which depend on M ± but not on the pivot point i (neither on the values of f sampled at the points of the stencil). We will systematically note these quantities as functions of M − and M + , and not of S i,M − ,M + . This difference is important when considering order-of-accuracy relations (eg Corollary 4.9).
Definition 4.3 (Vandermonde matrix on
is the Vandermonde matrix [31, 32] defined on the stencil S i,M − ,M + (Definition 4.1). Since
Vandermonde matrix, its inverse [29, 33] . The elements of 
Lemma 4.4 (Inverse Vandermonde matrix on S i,M − ,M + ). Assume the conditions of Definition 4.3. Then the entries of the inverse of the Vandermonde matrix
Then the following identities hold
PROOF. 4 Since 
3 n k are the unsigned Stirling numbers of the first kind [22, 23, 33] satisfying
which directly implies, setting n = M + 1,
Obviously, M i−1 and M j−1 in (44b) are scaling factors (for M + 1 equidistant nodes on [0, 1] we have M ∆x = 1). This is clearly seen by writing the Vandermonde matrix on S i,0,M (42) as
which, by (44b), proves (43b).
To obtain the final expression (43a), we observe that, for M : 
, by the uniqueness of the Lagrange interpolating polynomial [20] , we have (using the notation of Proposition 4.5) 
which by (49a) gives,
and since f i+ℓ (ℓ ∈ {−M − , · · · , M + }) are linearly independent we have
which proves (43a).
To prove the identities containing ν M − ,M + ,m,k (43c), notice that the elements of
Explicit expression of the elements of the product (
is the identity matrix) yields
and as a consequence (43d). To prove (43e), consider the error (51b) of the polynomial interpolation
. By construction, we have
which, using (51e) and (51g) in (51b), proves (43e).
Proposition 4.5 (Lagrange polynomial reconstruction on S i,M − ,M + ). Let
be 2 polynomials of degree 
where
with coefficients depending only on the 3 indices
where ( PROOF. Define
Expanding (47) 
where we used the deconvolution formula (26f) for computing c h,S i,M−,M+ ,m . Injecting (49a) into (45b) we have
proving (45e) and (45h). Injecting (49b) into (45a) we have
proving (45d) and (45g).
Approximation error of Lagrange polynomial reconstruction
Of course the accuracy relations for the approximation of f (x) are well-known [20] , but this section ( §4.2) is concerned with the accuracy of the approximation of h(x), using Lagrange polynomial reconstruction based on the knowledge of the values of f (x) on an arbitrary stencil defined on a homogeneous grid ( §4.1).
Proposition 4.6 (Error of Lagrange polynomial reconstruction on
where the approximation errors constitute a reconstruction pair E h = R (1;∆x) (E f ) (Definition 2.1) and,
where ν M − ,M + ,m,s are defined by (43c), and the numbers τ 2k (Tab. 1) are defined by (19c) and satisfy the recurrence (10c).
PROOF. To prove (51b) we start by Taylor-expanding f i+ℓ in (49a), and using (43d)
Injecting (52) into (45b), and replacing f (x i + ξ∆x) by its Taylor-polynomial, we have
proving (51b), (51e) and (51g).
To prove (51a) we use the expression (52) for c f,
Injecting (54) into (45a), and replacing h(x i + ξ∆x) by its Taylor-polynomial (16), we have
which simplifies to
Using (A.3) and (A.2), (55b) reads (the summation indices on line 1 remaining unchanged)
5 h(x + ξ∆x)
and defining µ h,M − ,M + ,s (ξ) by (51f) we obtain (51a) and (51c). Finally, using (10a) in (51c)
which, by (A.3) and (A.2), proves (51d). 
where µ h,M − ,M + ,n (ξ) is defined by (51f) and µ f,M − ,M + ,n (ξ) is defined by (51g).
PROOF. Taylor-expanding f i in (51e), around the point x i + ξ∆x, 6 we have
which proves (56b).
in (51c) by its expansion 7 in terms of the derivatives ∆x ℓ h (s+ℓ) (x i + ξ∆x) we have
which proves (56a). Obviously, by (56d), deg(λ f,M − ,M + ,n (ξ)) = n. It is easy 8 to verify that, by (56c), deg(λ h,M − ,M + ,n (ξ)) = n, which completes the proof. 1 2 and of f
Approximation error of h i±
One of the principal uses of the reconstructing polynomial being the numerical approximation of f (9), we give in this section the relations concerning the approximation error of h i± 7 Approximating h(ζ) (which was assumed to be of class C N in Lemma 2.2) in (6a) by the corresponding Taylor-polynomial (Taylor-jet) of order N TJ [27, pp. 219-232] 
where the constants Λ M − ,M + ,s are given by (58a), we have immediatelŷ
and using the definition (56c) to compute λ h,M − ,M + ,s ( 1 2 ) completes the proof. 
Subtracting (61) from (58c) yieldŝ
and using the exact relations (8) we obtain (60). 9 Notice that Shu [3] , following a different route, has shown that
is an equivalent expression for the coefficients a M−,M+ ,ℓ (58e). 
Remark 4.10 (Order-of-accuracy

Interpolating and reconstructing polynomial
We briefly summarize how the existence and uniqueness properties of the interpolating polynomial carry on to the reconstructing polynomial. Consider first the general case of a polynomial reconstruction pair ( §3.1). Combining the existence (Lemma 3.1) and uniqueness (Remark 2.8) of polynomial reconstruction pairs, we can formulate 
PROOF. By construction (Lemma
PROOF. Proof is obtained by contradiction. It suffices to give an example where the inequalities (63) hold. Consider the reconstruction pair (Theorem 2.9)
with g τ defined by (19b). Consider the polynomial reconstruction of f (x) (Proposition 4.5) on S i,1,1 . By (45d) and (45g)
We have f i = 1 and f i±1 = e ±∆x , and evaluating p h (x i + ℓ∆x; S i,1,1 , ∆x) − h(x i + ℓ∆x), using (64b) and (64a), for ℓ = −1, 0, 1, and for different values of ∆x (eg ∆x = 1 100 ), we verify (63). Most of the results of existence and uniqueness properties of the interpolating polynomial hold, with appropriate adjustments, for the reconstructing polynomial, because of Theorem 5.1. We briefly summarize in the following those necessary to prove WENO reconstruction relations [3, 4] . PROOF. Existence, with α h,M − ,M + ,ℓ (ξ) given by (45g), is proved in Proposition 4.5 by construction. We know from approximation theory [20, 21] that there is a unique Lagrange interpolating polynomial
is unique (Remark 2.8), which completes the proof.
Examples of applications
The analytical relations developed in the present work can prove quite useful in the analysis of practical WENO schemes, and more generally in the development of discretization schemes. Providing detailed analysis of such applications is beyond the scope of the present paper. We sketch, nonetheless, in the following, 3 applications (the complete proofs will be given elsewhere), to illustrate the usefulness of the reconstruction pair concept, of the associated application of the deconvolution Lemma 2.5, and of the explicit expressions for the Lagrange reconstructing polynomial.
Representation of the Lagrange reconstructing polynomial by combination of substencils
All WENO [3, 4] schemes for reconstruction on the general homogeneous stencil S i,M − ,M + (Definition 4.1) are based on the weighted combination of the reconstructions on
with appropriate weights, which are nonlinear in the cell-averages f (x), to ensure monotonicity at discontinuities [35] , and such that the weighted combination of the Lagrange reconstructing polynomials on the substencils, at regions where h(x) is smooth, approximates to O(∆x M+1 ) [6] or higher [13] the Lagrange reconstructing polynomial on the big stencil S i,M − ,M + , which (Proposition 4.6) is O(∆x M+1 )-accurate. The starting point for scheme design is the determination of the underlying linear scheme, ie the determination of weight-functions
, which combine the Lagrange reconstructing polynomials on the substencils exactly into the Lagrange reconstructing polynomial on the big stencil
Obviously, using (56a) in (66a), the weight functions σ h,M − ,M + ,K s ,k s (ξ) must satisfy the consistency condition
Shu [3] indicated examples of instances where it was impossible to find such weights, as well as instances where convexity of the combination was lost (presence of negative weights). The corresponding problem for the Lagrange interpolating polynomial
is directly related to the Neville-Aitken algorithm [21, pp. 11-13] , which constructs the interpolating polynomial on {i − M − , · · · , i + M + } by recursive combination of the interpolating polynomials on all of the M roots of any of the polynomials α h,M − ,M + ,ℓ (ξ) are real, by (70), we can show by induction that all of the poles of the rational weight-functions σ h,M − ,M + ,K s ,k s (ξ) are real. These analytical results can then be used to extend the results of Liu et al. [19] ∀M ∈ N ≥2 , and for arbitrarily biased stencils in a homogeneous grid, providing at the same time simple symbolic computation routines for roots and poles.
Going into further details and results is beyond the scope of the present work. We include however the following result. For the K s = given in the literature, up to the WENO17 (composed by 9 substencils of length M = 8 cells [15] ), using symbolic calculation [6, 13, 14, 15] . Using the analytical expressions for the error of the reconstructing polynomial with respect to the unknown function h(x) which is reconstructed, eg (56c), (51c) or (51d), it is quite straightforward to explain the existence of the common part. Using (56a) in (72c) yields, by (72b) (n ≤ ⌊ s 2 ⌋), and (51c) combined with the deconvolution Lemma 2.5 is used to evaluate analytically the expansion of the stencildependent part of (73), whose knowledge is essential for the evaluation and improvement [6, 13, 14] of the design of nonlinear weights, especially when interested in developing weights maintaining one of the great advantages of the Jiang-Shu weights, viz the straightforward extension to arbitrarily highorder accuracy [11, 15] . Furthermore these expressions were used to compute analytically the leading 2 terms of the asymptotic expansions of the Jiang-Shu nonlinear weights [6] and from these the leading term of the truncation error of WENO and WENOM [13] schemes. These developments are quite lengthy, and will be reported elsewhere.
Extension to higher derivatives by multiple reconstruction
The reconstruction approach can also be used to approximate f ′′ (x) (and in general f (n) (x)), and in particular to compute interface fluxes, for high-order conservative discretization of diffusive terms in finite-volume methods, eg in the direct numerical simulation (DNS) of turbulence [39] .
Assume the conditions of Definition 2.1, for f (x) and h(x), but defined on I = [a − ∆x, b + ∆x] ⊂ R, and assume that ∃ h : I −→ R which satisfies h = R (1;∆x) (h) and redevelop all the results concerning R (1;∆x) for R (2;∆x) , and in general for reconstruction procedures determining the interface fluxes for the computation of f ′′ (x). In an analogous manner we can tackle the important practical problem of very-high-order conservative discretizations of ( f A (x) f ′ B (x)) ′ [40] .
Conclusions
The results in this paper concern both the general relations between two functions constituting a reconstruction pair (Definition 2.1), and the analysis of the approximation error of the reconstructing polynomial (Definition 2.3).
We call a function h(x) whose sliding averages over a constant length ∆x are equal to f (x) the reconstruction pair of f (x), h = R (1;∆x) ( f ) (Definition 2.1). The exact relations ∆x f (n) (x) = h (n−1) (x + expression of the Taylor expansions of the Jiang-Shu [6] smoothness indicators and of the truncation error of WENO schemes, and the analysis of the discretization of f (n) (x) by n-reconstruction. It is hoped that the theoretical relations on reconstruction pairs and the analytical expressions of the approximation error of the reconstructing polynomial will be useful in the analysis and improvement of practical discretization schemes.
Appendix A. Useful relations for summation indices
We summarize here several relations [22, 23] used in the text to manipulate the limits of summation indices, and some other useful formulas.
α ≤ n ⇐⇒ ⌈α⌉ ≤ n α < n ⇐⇒ ⌊α⌋ < n n < β ⇐⇒ n < ⌈β⌉ n ≤ β ⇐⇒ n ≤ ⌊β⌋ ∀α, β ∈ R ∀n ∈ Z (A.1) 
