A quantum emitted by any of a collection of identical atoms may be absorbed and re-emitted by other atoms many times before it eventually emerges. The radiation process is thus best described as collective or cooperative in nature. The atomic excitations are shown to attenuate as linear combinations of certain characteristic decay modes that lend a complex structure to the spectrum radiated. Instead of a single line, it becomes a closely-spaced multiplet of lines, the elements of which have a variety of lifetimes, line-shifts and line-widths. We calculate these quantities, first with an abstract two-state model for the atoms and then with an isotropic four-state model that accommodates the full polarization dependence of the radiation.
Introduction
We consider a collection of identical atoms interacting with the radiation field. If one of the atoms is raised to an excited state and radiates a single quantum in returning to its ground state, the other unexcited atoms nearby will have a resonantly large probability of absorbing the quantum and then reradiating it, a cycle which may be repeated in many ways indefinitely many times. Radiation by the atomic system is thus a collective process. The single quantum is radiated not by any one atom but cooperatively by the full collection. We shall show that this process is best described by introducing certain collective excitation modes for the atomic system, which lead to exponential decay with a range of different lifetimes. These modes are found then to radiate with different line-shifts as well as different line-widths. An arbitrary initial excitation of the atomic system decays in general as a linear combination of these characteristic modes.
The atoms, we assume occupy fixed positions r j , (j = 1, . . . n), and we take them, as an initial simplifying assumption, to have just two quantum states, a ground state |g j and an excited state |e j . We represent the operators that bring about transitions between those states for the j-th atom as σ ± j , so that σ We label an oscillation mode of the electromagnetic field with an index k, which will later be taken to specify both the propagation vector and the polarization of a plane wave. A single quantum state for the k-th mode will be |k and will have energy ω k . The annihilation and creation operators for this quantum are a k and a † k , which obey the familiar commutation relations
If we take the excitation energy of the states |e j to be ω 0 then we may write the Hamiltonian for the system of atoms plus field, before their interaction is taken into account, as
(1.
3)
The ground state of this system, which has no excitation or quanta present, has energy zero. That energy changes, however, when the atom-field interactions are taken into account, and we shall later add a constant to H 0 that readjusts the ground state energy to zero. We need, for the present, only to note that the atom-field interaction permits an atom in either state to go to the other state while either emitting or absorbing a quantum. The interaction Hamiltonian can then be written as (1.4) in which the coupling coefficients λ jk and λ * jk are atomic matrix elements for the radiative transition between the two atomic states.
States of the atom-field system that evolve from a single atomic excitation will tend not to have many excited atoms or many quanta present. The simplest way of labeling the states then will be to indicate only the atoms or modes containing excitations, leaving unmentioned all that remain in their unexcited states. Thus |e j will be a state with only the j-th atom excited, while |k will be a state with one quantum in the k-th mode and no other excitations. We shall also encounter the states |e i e j k with two atoms excited, j = i, and one quantum present, and the states |e i kk with one excited atom and two quanta present, which may occupy the same or different modes.
To approximate the time-dependent Schrödinger state of the system, we introduce a set of time-dependent coefficients to expand it in terms of the succession of time-independent basis states we have introduced, as follows:
In the last term η jkk is defined to be symmetric in the indices k and k . Further terms with more excitations will not be necessary. The time dependence of the coefficients β j , · · · η ikk must be determined from the overall Schrödinger equation
We can project out of this equation the four equations obeyed by the time derivativesβ i . . .η jkk . The first, for example, is
and the other three are constructed analogously. The four coupled differential equations are thus
In constructing these equations we have dropped the terms that link the amplitudes ζ ijk and η jkk , since they would introduce higher order corrections than we need. The amplitudes ζ ijk and η jkk themselves however must not be neglected. To drop them would be to fall back on what has been called the "rotating wave" approximation which, in effect, omits those terms of the interaction in Eq. (1.4) that cannot immediately conserve energy. The importance of including such transitions in the calculation of interatomic forces has been indicated by M. Stephen 1 and extended to other radiative interactions by several authors.
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The Coupling of the Excitation Amplitudes
We assume that our system starts out with no quanta present at t = 0, so that α k (0), ζ ijk (0) = 0, and η jkk (0) = 0. Then the time integrals of Eqs. (1.9)-(1.11) can be written as
We can use the first two of these equations to find an equation relating only the excitation amplitudes β j . First however, let us take away the rapid oscillation of these amplitudes by defining 
The coupling constants λ ik , as we have noted, are matrix elements of the combined transitions of an atom and the field. In a single electron transition, for example, in the i-th atom we would have
where p is the electron momentum and A(r) the vector potential at its position r. The matrix element thus contains the integral
where ψ e and ψ g are the excited state and ground state wave functions, respectively. If, for each atom, these wave functions are spread over a volume with radius of magnitude R, then for kR 1 the phase factor exp(ik · p) will oscillate many times within each atom. In the limit kR → ∞ then we expect the integral (2.7) to go rapidly to zero. The summations in Eq. (2.5), which are carried out over all modes of field excitation, will then converge to finite values.
It will be helpful at this point to recall briefly several elements of the radiation damping calculation for a single atom. 4 If only the i-th atom is present, Eq. (2.5) takes the simpler forṁ
The mode summation in its expression is ultimately an integration over the values of k. With the factor
in its integrand, it behaves very much like a Fourier integral over k. Since the matrix elements λ ik tend to vanish for kR 1, the mode summation tends to vanish for c(t − t ) 1/R. In that case nearly all of the contributions to the t integration in Eq. (2.8) come from the brief time interval (t−t ) ∼ R/c near the upper limit of integration. The interval R/c, the passage time of light through the atom is, of course shorter than the oscillation period 1/ω 0 , and much shorter than the damping time in which we may expect the amplitude β i (t ) to vary appreciably. It becomes accurate then simply to evaluate the function β i in the integrand of Eq. (2.8) at the upper limit t = t, and factor it out of the integral.
There are two other familiar steps in the treatment of a single atom. For times t R/c the lower limit of integration in Eq. (2.8) can be displaced from 0 to −∞ without materially altering the integral. Furthermore the integrals of the individual terms of the mode summation can be defined by adding to ω 0 a positive imaginary infinitesimal i and taking the limit as → 0. These steps lead us to the differential equatioṅ
The limiting form of this relation can be written aṡ
where
is the damping constant, and the radiative frequency shift δω 0 is given by the sum 
and the damping constant γ is both the half-width of the spectrum line radiated and one-half the transition rate as calculated in perturbation theory.
Our problem now is to generalize this analysis to deal with the full set of n atoms, which have different positions r j , and may in general have differently oriented electric dipole moment vectors µ i . It seems simplest to deal with these generalizations in two stages. In the first stage we shall assume that our two-state atoms have dipole moment matrix-element vectors µ i that are all the same µ j = µ, j = 1 · · · n. With this assumption it is clear from the structure of the matrix element (2.6) that we can write
14)
where the coupling constants λ k are the same for all atoms j = 1 · · · n. In Section 6 we shall extend our model to let all the electric dipole vectors vary freely. For the present however, it suffices to consider the summations that occur in Eq. (2.5), by using the expression (2.14) for the coupling constants. We have then, for example,
in which the phase factors exp[ik · (r i − r j )] result from the time delays for the passage of light from one atom to another. If the distances between the atoms are small compared to the distance c/γ that light travels in a decay period, we may again factor the amplitudes β j (t ) out of the integrands in Eq. (2.5), evaluating them at t = t. The assumption that the interatomic propagation times are small compared to the decay time does impose a limit on the size of the atomic systems we can discuss, but it is quite a generous one. The distances r ij = |r i − r j | can be as large as 10 4 or 10 6 times the resonant wavelength. As a further simplification, motivated as before, we can let the lower limits of the t integrations go to −∞, so that Eq. (2.5) becomeṡ
The integrations over t can then be carried out as before by letting ω 0 → ω 0 + i in the first of these three t -integrations to keep the singularity in the mode summation well-defined. The result iṡ
We can immediately recognize the last of these terms. The energy level shift of the ground state of an atom due to its interaction with the radiation field is just
according to second-order perturbation theory. The last term of Eq. (2.17) thus represents the frequency shift of β i due to the coupling to the field of the n − 1 atoms that remain unexcited. It is convenient at this point to return to the discussion of
and to introduce the notation 
in which we have defined S ij for i = j as
The Radiation Amplitudes and Energy Renormalization
It is helpful, before solving more explicitly for the coupled excitation amplitudes, to show how the field amplitudes α k (t) may be derived from them. We return, for this purpose, to Eq. (1.9) forα k (t) and substitute in it the expression (2.3) for the amplitudes n jkk (t). By then carrying out in it the same sequence of approximations we made in deriving the equation (2.17) that couples the amplitudes β i , we find
The term nδω g that is added to ω k in this equation has essentially the same origin as the term (n − 1)δω g added to ω 0 in Eq. (2.20). We have begun by taking the state of zero energy for our system to be the one in which no photons are present and all n atoms are in their "bare" ground states. Those are the ground states in the absence of interaction with the field. When the atoms are coupled to the field their ground state energy becomes n δω g , and it is this state to which an excited atom decays.
We can reset the final state energy of the n atoms to zero by subtracting from the Hamiltonian H 0 , given by Eq. (1.3) , the "self-energy" n δω g . That subtraction multiplies all the amplitudes α k and β i , in effect, by the same phase factor exp(inδω g t) which then subtracts away the nδω g terms in Eqs. (2.20) and (3.1).
A further simplification is that the last term of Eq. (3.1) leads to higher order corrections than we need for the discussion of single photon radiation, so we may drop it for the present, (although it does play a role in the scattering of pre-existing photons.) With that term omitted, and the ground state energies suitably adjusted, we may integrate Eq. (3.1), noting α k (0) = 0, to find that
With the nδω g term subtracted away Eq. (2.20) takes the forṁ
If we write the renormalized resonant frequency as
and redefine β i as 5) then the equation for the coupled excitation amplitudes becomeṡ
Solution for the Excitation Amplitudes
Only the off-diagonal matrix elements S ij for i = j have been defined by Eq. (2.21). If we now define the diagonal elements as
then the equation for the coupled amplitudes assumes the compact forṁ
If we think of the set of n amplitudes β 1 · · · β n as the components of an ndimensional complex vector B, we may write the set of coupled equations in the still more compact formḂ
The matrix S in these equations is complex-valued in general and in fact symmetric, S ij = S ji . The symmetry property follows from Eq. (2.14) and the fact that for each propagation vector k in the mode sum given by Eq. (2.21) there is also a propagation vector −k.
The total excitation probability of the atomic system is the scalar product 4) and its time derivative is
It can easily be shown that the real part of S ij is a positive definite matrix, so the total excitation probability of the system always decreases monotonically.
Since the matrix S is symmetric it can be diagonalized. If we write its eigenvalues as s for = 1 · · · n, and the corresponding eigenvectors as B ( ) we have
and the vectors B ( ) (t) then denote excitation modes that decay exponentially
These are, in a sense, the normal modes of the collective radiative damping process.
The eigenvalues s are in general complex. The real parts Re s can never be negative, and γ Re s will govern the rate of exponential decay of each mode. The imaginary part of the root s will lead to a frequency shift characteristic of the mode. It will be a shift due explicitly to the presence of other atoms nearby. In the -th mode then the excitation amplitudes will oscillate with the frequency
The single atomic spectrum line is split in general into an n-fold multiplet, (many components of which may be very closely spaced). The orthogonal transformation that diagonalizes the matrix S preserves its trace. Since all the diagonal elements of S ij are equal to one, the trace is n, and the roots must obey the identity s = n.
(4.9)
The real and imaginary parts of this relation constitute two interesting sum rules. The first is
Re s = n, (4.10) which severely constrains the individual decay rates. If any mode, for example, has the maximal decay rate nγ, all the remaining decay rates must vanish. They characterize "dark" modes from which no radiation can escape. The second sum rule Im s = 0, (4.11)
implies that the sum of the frequency displacements in the n-fold multiplet is zero. The multiplet remains centered on ω 0 + δω 0 − δω g .
The exponential time dependence of the mode amplitudes B ( ) (t) makes it easy to find the radiation amplitudes α k (t). The result may be written compactly by recalling the position dependence of the coupling constants λ jk given by Eq. (2.14) and gathering the phase factors e ik·rj into an ncomponent vector 
for times t > (γ Re s ) −1 then, the -th mode radiates a Lorentzian spectrum line centered at ω k = ω 0 + γ Im s with half-width γ Re s . The mode vectors B ( ) can be assumed to form a complete orthonormal set so an arbitrary initial excitation B(0) may be expanded in terms of them as
The -th line of the radiated multiplet then, if it is well enough separated from the others, will have an intensity proportional to
The Radiative Decay Matrix
To find the time-dependent atomic excitation modes we solve the equation (4.2). We shall have first to evaluate the elements S ij of the matrix that describes the mutual induction of radiative decay processes by the individual atoms. These matrix elements are expressed by Eq. (2.21) as summations over all the excitation modes k of the field. For radiation in free space then, they are integrations over the space of plane wave propagation vectors k together with sums over the pair of transverse polarizations associated with each k. To evaluate the S ij then we shall need more explicit expressions for the coupling coefficients λ jk , which include their polarization dependence and their dependence on the atomic positions r j .
The interaction of the atomic electric dipole moments with the electric field (in rationalized units) is characterized by the coupling constants
In this expression µ j is the transition matrix element of the dipole moment vector for the j-th atom,ê (p) is one of the two polarization basis vectors (assumed real-valued) associated with the propagation vector, k, and V is the quantization volume.
The expression for S ij given by Eq. (2.21) then, as an integral over k-space and a polarization sum is
where we have introduced the abbreviation r ij = r i − r j . We can carry out the polarization sum by noting the dyadic relation p=1,2ê
in which 1 is the unit dyadic andk = k/k is a unit vector in the direction of k. Then we have
as an expression to include in the integrand of Eq. (5.2). If, as in the preceding sections of this paper, we assume our two-level atoms all have the same dipole moment orientation, i.e., µ 1 = µ 2 = · · · = µ n , then the polarization sum reduces to
where µ is the common value of the µ j . We shall extend our model to include arbitrary and indepedent orientations of the µ j in the next section, but find it expedient meanwhile to separate that problem from the integration to be carried out in Eq. (5.2) by replacing the sum (5.4) by its value averaged over all directions of the dipole vector µ.
The polarization sum will be treated more fully in due course.
With the expression (5.6) substituted for the polarization sum in Eq. (5.2) we can write the averaged matrix elementS ij as
in which dΩ is an element of solid angle in k-space. We can write this integral as
where ∇ 2 is the Laplacian differential operator in the space of r ij . Let us now recall that in the first term in brackets in Eq. (5.8), the infinitesimal term i has been added to k 0 to define the behavior of a fraction that is otherwise singular for k = k 0 . The second fraction in the brackets, on the other hand, is not singular in the range of integration, so adding i to k 0 in it makes no change at all in the limit → 0. If indeed we add this term and also carry out the unrelated angular integration we find
The two integrals from 0 to ∞ can equally well be combined as a single integral from −∞ to ∞, and evaluated as
The coefficient simplifies as well. We can write the photon emission rate γ defined by Eq. (2.11) with λ jk expressed by Eq. (5.1) as
so we are led to the simple result
13)
It will be useful for the construction of recursion relations to note that this is just the spherical Hankel function
(5.14)
A More General Atomic Model
Our two-state model for the atoms, as we have noted earlier, makes their behavior quite anisotropic. It provides for each atom a spatial direction along which its electric dipole moment oscillates. We have thus had to specify a spatial direction for each of the dipole matrix elements µ j . Taking those directions all to be the same and averaging over them was, as noted, an oversimplification. Real atoms can have dipole moments that oscillate in any direction. They achieve that isotropy by having an abundance of rotational quantum states available. For atoms with the appropriate rotational symmetry we can no longer specify directions for the dipole moments as if they were classical variables. The dipole moments µ j then become quantum variables; they can fluctuate in direction. We can describe this fluctuation while still retaining the assumption that the atoms have just two energy levels by introducing rotational states that are degenerate in energy. Let us assume, for example, that the atomic ground state has zero angular momentum and that there are three degenerate excited states with unit angular momentum. The S-state and three P-states then form a fourstate model of the atom with the same two energy levels we have considered earlier. It will be convenient as a matter of notation to choose the three P-states to be the ones with zero component of angular momentum along the three coordinate axes. This orthogonal set has real-valued wave functions and transforms under rotations like the components of a 3-vector. An excited state of the j-th atom can then be any linear combination of these three states. We must regard the operators σ ± j defined by Eq. (1.1), which excite or de-excite these states, as forming vectors σ ± j . The coupling constants λ jk must likewise be regarded as vectors λ jk referring to the three-component excited states. The interaction Hamiltonian of Eq. (1.4) then becomes a sum of scalar products,
(6.1)
The coupling coefficient vectors analogous to the constants of Eq. (5.1) are then 2) in which µ is simply the magnitude of the matrix element for the P to S transition. The excitation amplitude for the j-th atom, which we have written earlier as β j will now be replaced by a set of three amplitudes which we can represent as the components of a 3-vector amplitude β j . There will be corresponding changes in the amplitudes ζ ijk and η jkk defined earlier in Eq. (1.5), but these are sufficiently straightforward that there is no need to detail them explicitly. Suffice it to say that repeating the steps we have gone through in Sections 2 and 3 leads to a set of coupled equations relating the vector excitation amplitudes
. These areβ
in which each of the matrix elements S ij must be regarded as a dyadic
When the vector coupling coefficients of Eq. (6.2) are inserted in this expression it preserves much of the same form as the integral in Eq. (5.7), except that the factor 2/3 that resulted from the directional average in Eq. (5.6) is replaced by the dyadic polarization sum
If we let 1 be the unit dyadic and introducek = k/k as a unit vector in the direction of k we need only insert
into the integrand of Eq. (5.7) and remove the factor 2/3 in order to have the value of S ij . Then by following essentially the same steps as took us from Eq. (5.7) to Eq. (5.13) we are led to the result
There is now a certain convenience in identifying the spherical Hankel function h (1) 0 , since we can use familiar recursion relations 6 for the Hankel functions and their derivatives to evaluate the double gradient term in Eq. (6.8). If we letr be the unit vector r/r in the direction of r ij we find
2 )1 +rrh
so that the dyadic matrix elements of Eq. (6.7) are finally
If we take the diagonal element S ii to be the unit dyadic, 1, we can write the equations that govern the coupled excitation amplitudes aṡ
The set of n vectors β i now comprise 3n excitation amplitudes and the symmetric matrix of dyadics S will have 3n (generally complex) eigenvalues s , and 3n eigenvectors associated with them. Together they define what we have called the eigenmodes of radiative decay. The real and imaginary parts of the s will now obey the sum rules We can easily illustrate the calculation of the eigenvalues s and their eigenmodes for the interaction of two atoms since in that case the equations for the excitation amplitudes separate into uncoupled blocks corresponding to longitudinal and transverse polarizations. For this purpose we can express the dyadics S ij given by Eq. (6.10) in terms of the longitudinal projection dyadic P L =rr and the transverse projection dyadic P T = 1 −rr as
The longitudinal projections P L β j of the excitation amplitudes will then obey the matrix equation
(6.14)
The two eigenvalues are obviously s
2 ), with s + L corresponding to the symmetric longitudinal mode, 
(6.16)
The transverse projections P T β j can be further subdivided into two orthogonal polarizations which will provide pairs of degenerate modes, one pair with the eigenvalue s in which the functions j n (k 0 r 12 ) are spherical Bessel functions.
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The excitation amplitudes α k for the field radiated by the -th decay mode β ( ) j will still be given by an expression similar to that of Eq. (4.14). It is reached by replacing λ * k V * · B ( ) in that expression by the factor j λ * kj · β ( ) j .
Three Colinear Atoms
Another example which can be analyzed in elementary terms is that of three atoms equally spaced along a line. If the neighboring atoms are a distance r apart we shall find it convenient to define the quantities C = h (1) 0 (k 0 r) + h (1) 2 (k 0 r) (7.1)
0 (2k 0 r) + h
2 (2k 0 r).
Then the equation that defines the longitudinal eigenmodes P L β j will be 
where s is the corresponding eigenvalue. An obvious choice for an eigen-mode is the antisymmetric one P L β 2 = 0, P L β 3 = −P L β 1 for which the eigenvalue is s = 1 − D.
(7.4)
We can find the two remaining eigenvalues by factorizing the secular equation
2 ) = 0 (7.5) to reveal the two remaining roots
(7.6) These correspond to symmetrical patterns of longitudinal excitation. To find the degenerate pairs of transverse excitation modes we need only redefine the quantities C and D of Eqs. (7.1) and (7.2), letting them be C = h 
2 (2k 0 r). (7.8)
The doubly degenerate roots for the transverse modes are then given by Eqs. (7.4) and (7.6) with C and D, replaced by C and D , respectively.
