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ABSTRACT OF THE DISSERTATION
Adaptive Computations and Model Structures in Object and Scene Understanding
Systems
by
Yongxi Lu
Doctor of Philosophy in Electrical Engineering (Intelligent Systems, Robotics and Control)
University of California San Diego, 2019
Professor Tara Javidi, Chair
This thesis presents a set of novel algorithms that address practical limitations in existing
object and scene understanding systems. These limitations include high computational demands
of the systems, the lack of unified models that can model multiple tasks accurately in an efficient
manner, and the high dependency on output labels which are in many cases difficult and expensive
to collect. Our strategy is as follows: We first identify important and intuitive structures in
the respective problems. Then, we analyze the existing architectures and introduce additional
dimensions of variations in the computational and model structures. The proposed algorithms
are more “adaptive” than their respective baselines, in the sense that they can now use the new
xv
degrees of freedoms to address the limitations in the latter. These algorithms are practical because
they demonstrate significant empirical successes in addressing the limitations of existing methods.
They have pushed the state-of-the-art and inspired follow-up studies in designing better object
and scene understanding systems for real-world challenges.
xvi
Chapter 1
Introduction
Humans can understand the visual world with little effort. The same cannot be said for
man-made machines. Despite decades of scientific investigations into this very topic, the dream
of fully replicating the visual recognition capabilities of human beings using artificial agents
remains elusive. There is a silver lining. In the past few years, significant progress has been
made in some specific instances [4–18, 18–36, 36–43, 43–45]. These include the particularly
intriguing cases of assigning semantic labels or estimating the physical locations of every pixels
on images. In some simpler tasks [31], state-of-the-art algorithms can reach parity or even surpass
human performances. While these algorithms are still filled with limitations and failure modes,
they are starting to become practical for many applications. The most notable examples include
autonomous motion control for drones and cars, smart security camera systems and medical
image processing.
Statistical or “data-driven” approaches are central to these promising developments. This
methodology demands that the recognition problem in question can be described as a function
defined from input images to output prediction labels. An output label can take various forms,
depending on the task. For example, it can be an integer for image classification, a fixed-length real
vector for pose estimation, or a multi-channel image itself for semantic segmentation. Regardless
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of the form of the outputs, it is usually assumed that there is no ambiguity in the true definition
of this function for all practical purposes. This assumption ensures that a large-scale dataset
can be collected and annotated. The annotated dataset can be used to define an empirical risk
minimization problem. The solution of this problem amounts to selecting a function from a class
of functions that are optimal w.r.t. a selection criterion. The criterion is defined by a differentiable
surrogate of an underlying performance metric that quantifies the deviation from the ideal output
of the underlying labeling function defined implicitly via the annotations of the collected dataset.
Increasingly, “deep” convolutional neural networks (ConvNets) [31, 32] with up to a few hundred
layers are used as the function classes. These architectures are differentiable w.r.t. to the model
parameters, so an “end-to-end” optimization procedure using gradient-based methods, such as
stochastic gradient descent and its variants are typically used as the approximate solver.
Despite the great empirical successes achieved by this paradigm, even state-of-the-art
recognition systems still fall short in many aspects when used to support complex real-world
applications such as autonomous driving cars. Some of the most significant limitations include:
The high computational demands of the systems, the lack of unified models that can model
multiple tasks accurately in an efficient manner, and the high dependency on output labels
which are in many cases difficult and expensive to collect. This thesis presents a set of novel
algorithms that address the aforementioned challenges, with a special focus on object and scene
understanding systems. In all the instances, we reveal important structures in the respective
problems then utilize them by explicitly introducing additional dimensions of variations in the
computational and model structures. The proposed algorithms are in this sense an “adaptive”
version of the baseline methods as the latter fail to introduce this dimension and thus cannot
model these useful structures exhibited in the data distribution. These algorithms are practical
because they demonstrate significant empirical successes in addressing the limitations of current
state-of-the-arts.
We now give an overview of the methods covered in this thesis, their technical connections
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and their respective contributions.
Chapter 2 presents a novel object detection algorithm called “AZ-Net” 1. It is built
on the observation that most images have a small number of objects, yet existing algorithms
fails to utilize this structure so can result in excessive computational complexity. Motivated by
group testing which is computationally efficient under a similar sparsity structure, the proposed
algorithm directs more computationally resources to image regions that are likely to contain more
interesting image structures by recursively processing any given image in a coarse-to-fine manner,
starting globally then “zoom-in” to specific sub-regions. This method is particularly interesting as
the model can adjust its computational complexity based on the difficulty of the current sample.
On standard datasets and evaluation metrics, this algorithm is shown to significantly reduce region
processing in object detection without sacrificing accuracy. The proposed method is extended to
robotics applications where we formulate the problem as Partially-observable Markov Decision
Processes (POMDPs) and consider flight time and communication delays in addition to image
processing time. This extension is discussed in Chapter 3. 2
Chapter 4 discusses an algorithm that also addresses computational complexity issue 3.
The algorithm recognizes that a successful recognition system should be one that can simultane-
ously handle multiple tasks. However, combining tasks via separate recognition modules could
result in excessive complexity. On the other hand, combining all the tasks prematurely could
result in sub-optimal models due to “negative transfer”. This algorithm addresses the issue of
designing efficient multi-task networks by explicitly modeling the affinity between tasks then
use this to dynamically change the underlying ConvNet architecture. In particular, the proposed
algorithm selects an optimal branching and merging pattern in the design of the deep ConvNets
in an automatic way without manual intervention. It is shown in this work that such a design can
lead to substantial reduction of computations with only minor degradation of accuracy.
1Materials presented in this chapter are based on [46]
2Materials presented in this chapter are based on [47]
3Materials presented in this chapter are based on [48]
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Chapter 5 proposes an algorithm that can utilize partially annotated clips for frame level
prediction tasks, such as semantic segmentation 4. The proposed method is a novel way to
significantly reduce labeling cost in building object and scene understanding systems. The
structure identified in this work is the temporal correlation between frames in video clips. It is
built on the observation that features for different types of structures can have distinct temporal
change rates. The proposed strategy is to separate “fast features” from “slow features” in the
model and training procedure design which then enable learning from unlabeled frames without
sacrificing the ability of the ConvNet in modeling fine-grained details. It is shown that such a
design can successfully utilize partially annotated clips to train better models compared to fully
supervised baselines.
The idea of separating “slow features” from “fast features” can also result in computa-
tionally efficient video prediction algorithm. In Chapter 6 we discuss a design that is technically
similar to Chapter 5, but in the fully supervised, video prediction setting 5. Since features that
changes slowly in time will not affect the quality of the prediction significantly after delays,
the proposed system can use different multiple frame rates in the feature computation to reduce
computational costs.
Chapter 7 again addresses the label efficiency problem, but from a multi-task learning and
transfer learning perspective 6. It is built on the observation that there is a significant difference
in labeling cost between geometry and semantic labels. In particular, semantic labels are easier
and less expensive to collect. Yet these two tasks of recognition tasks are complementary and
could benefit from joint training. In recognition of this structure, the proposed SIGNet combines
supervised semantic models with self-supervised geometry training and show that this leads to
large improvements over previous state-of-the-arts.
4Materials presented in this chapter are based on [49]
5Materials presented in this chapter are based on [50]
6Materials presented in this chapter are based on [51]
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Chapter 2
Adaptive Object Detection Using
Adjacency and Zoom Prediction
2.1 Introduction
Object detection is an important computer vision problem for its intriguing challenges
and large variety of applications. Significant recent progress in this area has been achieved by
incorporating deep convolutional neural networks (DCNN) [31] into object detection systems
[52–58].
An object detection algorithm with state-of-the-art accuracy typically has the following
two-step cascade: a set of class-independent region proposals are hypothesized and are then used
as input to a detector that gives each region a class label. The role of region proposals is to reduce
the complexity through limiting the number of regions that need be evaluated by the detector.
However, with recently introduced techniques that enable sharing of convolutional features
[55, 59], traditional region proposal algorithms such as selective search [60] and EdgeBoxes [11]
become the bottleneck of the detection pipeline.
An emerging class of efficient region proposal methods are based on end-to-end trained
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deep neural networks [52, 61]. The common idea in these approaches is to train a class-
independent regressor on a small set of pre-defined anchor regions. More specifically, each
anchor region is assigned the task of deciding whether an object is in its neighborhood (in terms
of center location, scale and aspect ratio), and predicting a bounding box for that object through
regression if that is the case. The design of anchors differs for each method. For example,
MultiBox [52] uses 800 anchors from clustering, YOLO [62] uses a non-overlapping 7 by 7 grid,
RPN [61] uses overlapping sliding windows. In these prior works the test-time anchors are not
adaptive to the actual content of the images, thus to further improve accuracy for detecting small
object instances a denser grid of anchors is required for all images, resulting in longer test time
and a more complex network model.
We alternatively consider the following adaptive search strategy. Instead of fixing a priori
a set of anchor regions, our algorithm starts with the entire image. It then recursively divides
the image into sub-regions (see Figure 2.2) until it decides that a given region is unlikely to
enclose any small objects. The regions that are visited in the process effectively serve as anchors
that are assigned the task of predicting bounding boxes for objects nearby. A salient feature
of our algorithm is that the decision of whether to divide a region further is based on features
extracted from that particular region. As a result, the generation of the set of anchor regions is
conditioned on the image content. For an image with only a few small objects most regions are
pruned early in the search, leaving a few small anchor regions near the objects. For images that
contain exclusively large instances, our approach gracefully falls back to existing methods that
rely on a small number of large anchor regions. In this manner, our algorithm adaptively directs
its computational resources to regions that are likely to contain objects. Figure 2.1 compares our
algorithm with RPN.
To support our adaptive search algorithm, we train a deep neural network we call Adja-
cency and Zoom Network (AZ-Net). Given an input anchor region, the AZ-Net outputs a scalar
zoom indicator which is used to decide whether to further zoom into (divide) the region and a set
6
The red boxes show region proposals from adjacency predictions. Note that for small objects, RPN is
forced to perform regression from much larger anchors, while our AZ-Net approach can adaptively use
features from small regions.
Figure 2.1: Comparison of our proposed adaptive search algorithm with the non-adaptive RPN
method.
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of bounding boxes with confidence scores, or adjacency predictions. The adjacency predictions
with high confidence scores are then used as region proposals for a subsequent object detector.
The network is applied recursively starting from the whole image to generate an adaptive set of
proposals.
To intuitively motivate the design of our network, consider a situation in which one needs
to perform a quick search for a car. A good strategy is to first look for larger structures that could
provide evidence for existence of smaller structures in related categories. A search agent could,
for example, look for roads and use that to reason about where cars should be. Once the search
nears the car, one could use the fact that seeing certain parts is highly predictive of the spatial
support of the whole. For instance, the wheels provide strong evidence for a tight box of the car.
In our design, the zoom indicator mimics the process of searching for larger structures, while the
adjacency predictions mimic the process of neighborhood inference.
To validate this design we extensively evaluate our algorithm on Pascal VOC 2007 [63]
with fine-grained analysis. We also report baseline results on the recently introduced MSCOCO
[64] dataset. Our algorithm achieves detection mAP that is close to state-of-the-art methods at
a fast frame rate. Code has been made publicly available at https://github.com/luyongxi/
az-net.
In summary, we make the following contributions:
• We design a search strategy for object detection that adaptively focuses computational
resources on image regions that contain objects.
• We evaluate our approach on Pascal VOC 2007 and MSCOCO datasets and demonstrate it
is comparable to Fast R-CNN and Faster R-CNN with fewer anchor and proposal regions.
• We provide a fine-grained analysis that shows intriguing features of our approach. Namely,
our proposal strategy has better recall for higher intersection-over-union thresholds, higher
recall for smaller numbers of top proposals, and for smaller object instances.
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This chapter is organized as follows. In section 2.2 we survey existing literature highlight-
ing the novelty of our approach. In Section 2.3 we introduce the design of our algorithm. Section
2.4 presents an empirical comparison to existing object detection methods on standard evaluation
benchmarks, and Section 2.5 discusses possible future directions.
2.2 Previous Work
Lampert et al.[65] first proposed an adaptive branch-and-bound approach. More recently,
Gonzeles-Garcia et al.[66], Caicedo and Lazebnik [67], and Yoo et al.[68] explored active object
detection with DCNN features. While these approaches show the promise of using an adaptive
algorithm for object detection, their detectors are class-wise and their methods cannot achieve
competitive accuracy. Our approach, on the other hand, is multi-class and is comparable to
state-of-the-art approaches in both accuracy and test speed.
The idea of using spatial context has been previously explored in the literature. Previous
work by Torralba et al.[69] used a biologically inspired visual attention model [70], but our focus
is on efficient engineering design. Divvala et al.[71] evaluated the use of context for localization,
but their empirical study was performed on hand-crafted features and needs to be reexamined in
combination with more accurate recent approaches.
Our method is closely related to recent approaches that use anchor regions for proposal
generation or detection. For example, Erhan et al.[52] use 800 data-driven anchors for region
proposals and Redmon et al.[62] use a fixed grid of 49 non-overlapping regions to provide
class-wise detections. The former has the concern that these anchors could overfit the data, while
the latter cannot achieve state-of-the-art performance without model ensembles. Our work is
most related to the recent work by Ren et al.[61], which uses a set of heuristically designed 2400
overlapping anchor regions. Our approach uses a similar regression technique to predict multiple
bounding boxes from an anchor region. However, our anchor regions are generated adaptively,
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making them intrinsically more efficient. In particular, we show that it is possible to detect small
object instances in the scene without an excessive number of anchor regions. We propose to grow
a tree of finer-grained anchor regions based on local image evidence, and design the regression
model strategically on top of it. We extensively compare the output of our method against [61] in
our experimental section and show the unique advantages of our approach.
This chapter is a follow-up to the work published in the 53rd Annual Allerton Conference
[72]. Here, we introduce a substantially improved algorithm and add extensive evaluations on
standard benchmarks.
1 2
3 4
5
Figure 2.2: As illustrated, a given region is divided into 5 sub-regions (numbered). Each of
these sub-regions is recursively divided if its zoom indicator is above a threshold.
No zoom No zoom Zoom
The green boxes are objects, and the red boxes are regions. Left: the object is small but it is mostly outside
the region – there is no gain in zooming in. Middle: the object is mostly inside but its size is large relative
to the region – there is no gain in zooming in. Right: there is a small object that is completely inside the
region. In this case further division of the region greatly increases the chance of detection for that object.
Figure 2.3: Illustration of desired zoom indicator for common situations.
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From left to right: vertical stripes, horizontal stripes, neighboring squares. The red rectangular box is
the image. In the figure the numbered regions are template sub-regions. The gaps between sub-regions
are exaggerated for better visualization. The vertical stripes are used to detect tall objects, the horizontal
stripes are used to detect fat objects, while the neighboring squares are used to detect objects that fall in the
gaps between anchor regions generated in the search process.
Figure 2.4: Illustration of sub-region priors.
2.2.1 Overview of the Adaptive Search
Our object detection algorithm consists of two steps. In step 1, a set of class-independent
region proposals are generated using Adaptive Search with AZ-Net (see Algorithm 1). In step 2,
an object detector evaluates each region proposed in step 1 to provide class-wise detections. In
our experiments the detector is Fast R-CNN.
Algorithm 1: Adaptive search with AZ-Net.
Data: Input image x (the whole image region bx). Yk is the region proposed at step k.
Y k are the accumulated region proposals up to step k. Zk are the regions to
further zoom in to at step k. Bk are anchor regions at step k.
Result: Region proposals at termination Y K .
Initialization: B0←{bx}. Y 0← /0, k← 0
while (Bk is not an empty set) do
Initialize Yk and Zk as empty sets.
foreach b ∈ Bk do
Compute adjacency predictions Ab and the zoom indicator zb using AZ-Net.
Include all a ∈ Ab with high confidence scores into Yk.
Include b into Zk if zb is above threshold.
end
Y k← Y k−1∪Yk
Bk+1← Divide-Regions(Zk)
k← k+1
end
K← k−1
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2.3 Design of the Algorithm
Our focus is on improving step 1. We consider a recursive search strategy, starting from
the entire image as the root region. For any region encountered in the search procedure, the
algorithm extracts features from this region to compute the zoom indicator and the adjacency
predictions. The adjacency predictions with confidence scores above a threshold are included
in the set of output region proposals. If the zoom indicator is above a threshold, this indicates
that the current region is likely to contain small objects. To detect these embedded small objects,
the current region is divided into sub-regions in the manner shown in Figure 2.2. Each of these
sub-regions is then recursively processed in the same manner as its parent region, until either its
area or its zoom indicator is too small. Figure 2.1 illustrates this procedure.
In the following section, we discuss the design of the zoom indicator and adjacency
prediction.
Figure 2.5: Illustration of the AZ-Net architecture.
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2.3.1 Design of Building Blocks
The zoom indicator should be large for a region only when there exists at least one object
whose spatial support mostly lies within the region, and whose size is sufficiently small compared
to the region. The reasoning is that we should zoom in to a region only when it substantially
increases the chance of detection. For example, if an object is mostly outside the region, dividing
the region further is unlikely to increase the chance of detecting that object. Similarly, if an
object is large compared to the current region, the task of detecting this object should be handled
by this region or its parents. In the latter case, further division of the region not only wastes
computational resources, but also introduces false positives in the region proposals. Figure 2.3
shows common situations and the desirable behavior of the zoom indicator.
The role of adjacency prediction is to detect one or multiple objects that overlap with
the anchor region sufficiently by providing tight bounding boxes. The adjacency prediction
should be aware of the search geometry induced by the zoom indicator. More specifically, the
adjacency prediction should perform well on the effective anchor regions induced by the search
algorithm. For this purpose we propose a training procedure that is aware of the adaptive search
scheme (discussed in Section 2.3.2). On the other hand, its design should explicitly account for
typical geometric configurations of objects that fall inside the region, so that the training can be
performed in a consistent fashion. For this reason, we propose to make predictions based on a set
of sub-region priors as shown in Figure 2.4. Note that we also include the anchor region itself as
an additional prior. We make sub-region priors large compared to the anchor under the intuition
that if an object is small, it is best to wait until the features extracted are at the right scale to make
bounding box predictions.
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The red box is the inverse match for the object (green box). The left figure shows inverse matching of a
neighboring square, the right figure shows inverse matching of a vertical stripe.
Figure 2.6: Illustration of the inverse matching procedure.
2.3.2 Implementation
We implement our algorithm using the Caffe [73] framework, utilizing the open source
infrastructure provided by the Fast R-CNN repository [59]. In this section we introduce the
implementation details of our approach. We use the Fast R-CNN detector since it is a fast and
accurate recent approach. Our method should in principle work for a broad class of object
detectors that use region proposals.
We train a deep neural network as illustrated in Figure 2.5. Note that in addition to the
sub-region priors as shown in Figure 2.4, we also add the region itself as a special prior region,
making in total 11 adjacency predictions per anchor. For the convolutional layers, we use the
VGG16 model [57] pre-trained on ImageNet data. The fully-connected layers are on top of a
region pooling layer introduced in [59] which allows efficient sharing of convolutional layer
features.
The training is performed as a three-step procedure. First, a set of regions is sampled
from the image. These samples should contain hard positive and negative examples for both the
zoom indicator and the adjacency prediction. Finally, the tuples of samples and labels are used in
standard stochastic gradient descent training. We now discuss how the regions are sampled and
labeled, and the loss function we choose.
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Region Sampling and Labeling
Since a typical image only has a few object instances, to provide sufficient positive
examples for adjacency predictions our method inversely finds regions that will see a ground truth
object as a perfect fit to its prior sub-regions (see Figure 2.6 for illustration). This provides k×11
training examples for each image, where k is the number of objects.
To mine for negative examples and hard positive examples, we search the input image
as in Algorithm 1. Note that the algorithm uses zoom indicators from the AZ-Net. Instead of
optimizing AZ-Net with an on-policy approach (that uses the intermediate AZ-Net model to
sample regions), which might cause training to diverge, we replace the zoom prediction with the
zoom indicator label. However, we note that using the zoom label directly could cause overfitting,
since at test time the algorithm might encounter situations where a previous zoom prediction is
wrong. To improve the robustness of the model, we add noise to the zoom label by flipping the
ground truth with a probability of 0.3. We found that models trained without random flipping are
significantly less accurate. For each input image we initiate this procedure with five sub-images
and repeat it multiple times. We also append horizontally flipped images to the dataset for data
augmentation.
Assignment of labels for the zoom indicator follows the discussion of Section 2.3. The
label is 1 if there exists an object with 50% of its area inside the region and the area is at most 25%
of the size of the region. Note that here we use a loose definition of inclusion to add robustness
for objects falling between boundaries of anchors. For adjacency prediction, we set a threshold in
the intersection-over-union (IoU) score between an object and a region. A region is assigned to
detect objects with which it has sufficient overlap. The assigned objects are then greedily matched
to one of the sub-regions defined by the priors shown in Figure 2.4. The priority in the matching
is determined by the IoU score between the objects and the sub-regions. We note that in this
manner multiple predictions from a region are possible.
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Loss Function
As shown in Figure 2.5, the AZ-Net has three output layers. The zoom indicator outputs
from a sigmoid activation function. To train it we use the cross-entropy loss function popular for
binary classification. For the adjacency predictions, the bounding boxes are parameterized as in
Fast R-CNN [61]. Unlike in Fast R-CNN, to provide multiple predictions from any region, the
confidence scores are not normalized to a probability vector. Correspondingly we use smooth
L1-loss for bounding box output and element-wise cross-entropy loss for confidence score output.
The three losses are summed together to form a multi-task loss function.
Fast R-CNN Detectors
The detectors we use to evaluate proposal regions are Fast R-CNN detectors trained using
AZ-Net proposals. As in [61], we implement two versions: one with unshared convolutional
features and the other that shares convolutional features with AZ-Net. The shared version is
trained using alternating optimization.
2.4 Experiments
We evaluate our approach on Pascal VOC 2007 [63] and MSCOCO [64] datasets. In
addition to evaluating the accuracy of the final detectors, we also perform detailed comparisons
between the RPN approach adopted in Faster R-CNN and our AZ-Net on VOC 2007. At the end
of the section, we give an analysis of the efficiency of our adaptive search strategy.
2.4.1 Results on VOC 2007
To set up a baseline comparison, we evaluate our approach using the standard average
precision (AP) metric for object detection. For AP evaluation we use the development kit provided
by the VOC 2007 object detection challenge. We compare our approach against the recently
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Table 2.1: Comparison on VOC 2007 test set using VGG-16 for convolutional layers.
The results of RPN are reported in [61]. The results for Fast R-CNN are reported in [59]. The AZ-Net and
RPN results are reported for top-300 region proposals, but in AZ-Net many images have too few anchors
to generate 300 proposals. * indicates results without shared convolutional features. All listed methods use
DCNN models trained on VOC 2007 trainval.
Method AZ-Net AZ-Net* RPN RPN* FRCNN
boxes 231 228 300 300 2000
aero 73.3 73.9 70.0 74.1 74.6
bike 78.8 79.9 80.6 77.2 79.0
bird 69.2 68.8 70.1 67.7 68.6
boat 59.9 58.9 57.3 53.9 57.0
bottle 48.7 49.1 49.9 51.0 39.3
bus 81.4 80.8 78.2 75.1 79.5
car 82.8 83.3 80.4 79.2 78.6
cat 83.6 83.7 82.0 78.9 81.9
chair 47.5 47.2 52.2 50.7 48.0
cow 77.3 75.8 75.3 78.0 74.0
table 62.9 63.8 67.2 61.1 67.4
dog 81.1 80.6 80.3 79.1 80.5
horse 83.5 84.4 79.8 81.9 80.7
mbike 78.0 78.9 75.0 72.2 74.1
person 75.8 75.8 76.3 75.9 69.6
plant 38.0 39.2 39.1 37.2 31.8
sheep 68.7 70.2 68.3 71.4 67.1
sofa 67.2 67.4 67.3 62.5 68.4
train 79.0 78.4 81.1 77.4 75.3
tv 66.4 68.3 67.6 66.4 65.5
mAP 70.2 70.4 69.9 68.5 68.1
introduced Fast R-CNN [59] and Faster R-CNN [61] systems, which achieve state-of-the-art
performance in standard benchmarks, such as VOC 2007 [63] and VOC 2012 [74]. A comparison
is shown in Table 2.1. The results suggest that our approach is comparable to or better than these
methods.
2.4.2 Quality of Region Proposals
We preform a detailed analysis of the quality of region proposals from our AZ-Net,
highlighting a comparison to the RPN network used in Faster R-CNN. For all our experiments,
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The left column shows the original image. The middle column shows the anchor regions induced by
our adaptive search. The right column shows the top 100 adjacency predictions made around the anchor
regions. The anchor regions and the adjacency predictions are superimposed into a figure at the same
resolution of the original image. We note that the anchor regions and the region proposals in our approach
are shared across object categories. For example, for the last image, the algorithm generates anchor regions
at proper scales near the dogs, the person, and the bottles.
Figure 2.7: Example outputs of our algorithm.
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we analyze the recall on Pascal VOC 2007 test set using the following definition: An object is
counted as retrieved if there exists a region proposal with an above-threshold IoU with it. The
recall is then calculated as the proportion of the retrieved objects among all ground truth object
instances. To accurately reproduce the RPN approach, we downloaded the region proposals
provided on the Faster R-CNN repository 1. We used the results from a model reportedly trained
on VOC 2007 trainval. Correspondingly we compare it against our model trained on VOC 2007
trainval set. The comparisons concerning top-N regions are performed by ranking the region
proposals in order of their confidence scores.
Figure 2.9 shows a comparison of recall at different IoU thresholds. Our AZ-net has
consistently higher recall than RPN, and the advantage is larger at higher IoU thresholds. This
suggests our method generates bounding boxes that in general overlap with the ground truth
objects better. The proposals are also more concentrated around objects, as shown in Figure 2.10.
Figure 2.11 shows a plot of recall as a function of the number of proposals. A region
proposal algorithm is more efficient in covering objects if its area under the curve is larger. Our
experiment suggests that our AZ-Net approach has a better early recall than RPN. That means
our algorithm in general can recover more objects with the same number of region proposals.
Figure 2.12 shows a comparison of recall for objects with different sizes. The “small
object” has an area less than 322, a “medium object” has an area between 322 and 962, and a
“large object” has an area greater than 962, same as the definition in MSCOCO [64]. Our approach
achieves higher recall on the small object subset. This is because when small objects are present
in the scene our adaptive search strategy generates small anchor regions around them, as shown
in Figure 2.7.
1https://github.com/ShaoqingRen/faster_rcnn
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For most images a few dozen anchor regions are required. Note that anchors are shared across categories.
Figure 2.8: Distribution of the number of anchor regions evaluated on VOC 2007 test set.
Table 2.2: Numbers related to the efficiency of the object detection methods listed in Table 2.1.
The runtimes for RPN and Fast R-CNN are reported for a K40 GPU [61]. Our runtime experiment is
performed on a GTX 980Ti GPU. The K40 GPU has larger GPU memory, while the GTX 980Ti has higher
clock rate. * indicates unshared convolutional feature version.
Method Anchor Regions Region proposals Runtime (ms)
AZ-Net 62 231 171
AZ-Net* 44 228 237
RPN 2400 300 198
RPN* 2400 300 342
FRCNN N/A 2000 1830
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2.4.3 Efficiency of Adaptive Search
Our approach is efficient in runtime, as shown in Table 2.2. We note that this is achieved
even with several severe inefficiencies in our implementation. First, for each image our algorithm
requires several rounds of fully connected layer evaluation, which induces expensive memory
transfer between GPU and CPU. Secondly, the Faster R-CNN approach uses convolutional compu-
tation for the evaluation of anchor regions, which is highly optimized compared to the RoI pooling
technique we adopted. Despite these inefficiencies, our approach still achieves high accuracy at a
state-of-the-art frame rate, using lower-end hardware. With improved implementation and model
design we expect our algorithm to be significantly faster.
An interesting aspect that highlights the advantages of our approach is the small number of
anchor regions to evaluate. To further understand this aspect of our algorithm, we show in Figure
2.8 the distribution of anchor regions evaluated for each image. For most images our method only
requires a few dozen anchor regions. This number is much smaller than the 2400 anchor regions
used in RPN [61] and the 800 used in MultiBox [52]. Future work could further capitalize on this
advantage by using an expensive but more accurate per-anchor step, or by exploring applications
to very high-resolution images, for which traditional non-adaptive approaches will face intrinsic
difficulties due to scalability issues. Our experiment also demonstrates the possibility of designing
a class-generic search. Unlike per-class search methods widely used in previous adaptive object
detection schemes [67, 68] our anchor regions are shared among object classes, making it efficient
for multi-class detection.
2.4.4 Results on MSCOCO
We also evaluated our method on MSCOCO dataset and submitted a “UCSD” entry to
the MSCOCO 2015 detection challenge. Our post-competition work greatly improved accuracy
with more training iterations. A comparison with other recent methods is shown in Table 2.3.
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The comparison is performed at top-300 region proposals. Our approach has better recall at large IoU
thresholds, which suggests that AZ-Net proposals are more accurate in localizing the objects.
Figure 2.9: Comparison of recall of region proposals generated by AZ-Net and RPN at different
intersection over union thresholds on VOC 2007 test.
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This shows proposals from AZ-Net are more concentrated around true object locations.
Figure 2.10: Number of proposals matched to ground truth (with IoU= 0.5).
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The comparison is performed at IoU threshold 0.5. Our approach has better early recall. In
particular, it reaches 0.6 recall with only 10 proposals.
Figure 2.11: Comparison of recall of region proposals generated by AZ-Net and RPN at
different number of region proposals on VOC 2007 test.
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The comparison is performed at IoU threshold 0.5 with top-300 proposals. Our approach has significantly
better recall for small objects.
Figure 2.12: Comparison of recall of region proposals generated by AZ-Net and RPN for
objects of different sizes on VOC 2007 test.
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Table 2.3: The detection mAP on MSCOCO 2015 test-dev set.
The RPN (ResNet) entry won the MSCOCO 2015 detection challenge. Updated leaderboard can be found
in http://mscoco.org.
Method AP AP IoU=0.50
FRCNN (VGG16) [59] 19.7 35.9
FRCNN (VGG16) [61] 19.3 39.3
RPN (VGG16) 21.9 42.7
RPN (ResNet) 37.4 59.0
AZ-Net (VGG16) 22.3 41.0
Our model is trained with minibatches consisting of 256 regions sampled from one image, and
720k iterations in total. The results for RPN(VGG16) reported in [61] were obtained with an
8-GPU implementation that effectively has 8 and 16 images per minibatch for RPN and Fast
R-CNN respectively, each trained at 320k training iterations. Despite the much shorter effective
training iterations, our AZ-Net achieves similar mAP with RPN(VGG16) and is more accurate
when evaluated on the MSCOCO mAP metric that rewards accurate localization.
Our best post-competition model is still significantly outperformed by the winning
“MSRA” entry. Their approach is a Faster-R-CNN-style detection pipeline, replacing the VGG-16
network with an ultra-deep architecture called Deep Residual Network [32]. They also report
significant improvement from using model ensembles and global contextual information. We
note that these developments are complementary to our contribution.
2.5 Conclusion and Future Work
This chapter has introduced an adaptive object detection system using adjacency and
zoom predictions. Our algorithm adaptively focuses its computational resources on small regions
likely to contain objects, and demonstrates state-of-the-art accuracy at a fast frame rate.
The current method can be further extended and improved in many aspects. Better pre-
trained models [32] can be incorporated into the current system for even better accuracy. Further
refining the model to allow single-pipeline detection that directly predicts class labels, as in
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YOLO [62] and the more recent SSD [75] method, could significantly boost testing frame rate.
Recent techniques that improve small object detection, such as the contextual model and skip
layers adopted in Inside-Outside Net [76], suggest additional promising directions. It is also
interesting to consider more aggressive extensions. For instance, it might be advantageous to use
our search structure to focus high-resolution convolutional layer computation on smaller regions,
especially for very high-resolution images.
Acknowledgment
Chapter 2, in full, is a reprint of the material that has been accepted for publication by 29th
IEEE Conference on Computer Vision and Pattern Recognition (CVPR 2016), authored by Yongxi
Lu, Tara Javidi and Svetlana Lazebnik. The dissertation author was the primary investigator and
author of this material.
25
Chapter 3
Target Localization with Drones using
Mobile CNNs
3.1 Introduction
In recent years commercial quadcopters, or drones, have become widely available. These
flying machines perceive the world through a unique perspective and unlike ground vehicles, are
not subject to the usual traffic patterns. This has motivated a wide range of applications using
drones. Recently, drones have been applied to search and rescue [77–80], active classifications
[81, 82], aerial surveillance [83, 84] and agriculture [85], to name few. An enabler of many such
applications is an algorithm that allows the drone to recognize and approach a pre-defined target
quickly. Similar problems have been investigated in prior works [86–91]. Closest to our setting is
[90, 91]. However, Sudevan et al.[90] uses a classical perception module, which is less effective
for complex applications. Gupta et al.[91] assumes a simple observation model without validation
on the physical environment. In view of these limitations of prior works, this chapter makes the
following contributions:
• A dual-mode image processing mechanism is fully integrated into our Parrto Bebop 2
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drone and the accompanying Samsung S8 phone. The first mode is faster but with less
accuracy, while the second mode is more expensive but significantly more accurate. This
is in line with prior work in detection and tracking on drones [80, 92, 93] which performs
target search through image processing. Here our contribution is to extend the prior work
to scenarios in which the search area is large, making it necessary to collect images at
different flight locations.
• An image classifier trained on images collected from actually operating our drone. The
classifier is built on state-of-the-art computer vision algorithms, a MobileNet CNN [94].
From the data collected, we note that the performance of the trained classifier is a function of
flight altitude as well as random but persistent environmental factors that affects visibility.
The former is in line with the assumptions in prior works, but we observe interesting
differences. The latter is a novel aspect that has not been considered before.
• A partially observable Markov decision problem formulation. The proposed formulation
incorporates the acquisition process as well as the classifiers’ characteristics. Our work
is in line with a large body of research on motion planning for drones using POMDPs
[86–89, 91, 95], but our focus is on data collection and analysis that leads to a realistic
model. Another novelty is the adoption of latest computer vision algorithms.
• A thorough comparative analysis of the impacts of the noise and the robustness to mod-
eling artifacts. Through elaborate simulations, we investigate the impact of the persistent
environmental factors in search using drones.
The chapter is organized as follows: Section 3.2 presents the problem formulation,
highlights its difference to prior works and introduces our testbed. Section 3.3 discusses our
simulation which shows the importance of considering the persistent factors in the environment,
such as visibility. Section 3.4 introduces our dataset collection process and the perception module
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design. Section 3.5 concludes the chapter and discusses interesting future directions. The attached
demo video shows a successful test flight of our system.
3.2 Target Search Problem
We consider the problem of optimization the flight path of a drone which is tasked with
localizing a single static target on the ground in the face of uncertainty and physical constraints
of the system. The components of our model include
• Search Area We consider the location of a single target of interest in a two-dimensional
plane on the ground, denoted as Itarget = [Ilamin, I
la
max]× [Ilomin, Ilomax]. The static target is denoted
as Ytarget ∈ Itarget.
• Flight Space We consider a three-dimensional region Iflight = [Ilamin, Ilamax]× [Ilomin, Ilomax]×
[Ialtmin, I
alt
max]. This denotes the allowable space of flight for the drone. The location of the
drone at time t is denoted as Xt ∈ Iflight.
• Actions At every time step, the drone is allowed to move to one of the immediate neighbors
of its current location, denoted as N(xt). It will also choose a sensing mode asense,t from
a finite set of sensing modes. The sensing modes differ in their cost and reliability. The
drone can also choose to stop its operation and land at any time.
• Observations At any given time t and flight location Xt ∈ Iflight, the drone can acquire
and process and image to arrive at a binary observation Ot ∈ {0,1}. This observation is
an indication of whether the target is visible in the field-of-view (FOV) of the drone at
this time step. We denote Yt ∈ {0,1} be the random variable denoting the “true” inclusion
indicator, which depends on Xt and Ytarget. Ot is a noisy version of Yt .
• Observation Noise We take a probabilistic model to describe Ot as a function of the
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altitude of the drone (denoted as Ht), the visibility V that reflects environmental conditions,
and the true inclusion indicator Yt :
P(Ot = 1|Yt = y,Ht = h,V = v)
=

0 if h≥ v
p0→1(h) if h< v,y = 0
1− p1→0(h) if h< v,y = 1
(3.1)
We emphasize that p0→1(h) and p0→1(h) is more precisely a function of the sensing mode
selected. We omit this in the notation for simplicity.
• Prior distribution We assume the target is uniformly distributed in Itarget. We also assign
a Bayesian prior to V , denoted as pV . In practice this prior shall be estimated from data.
For multiple sensing modes, a prior is assigned for each independently.
• Reward The drone receives a step-wise movement cost and sensing cost. The former is
dependent on the speed of the drone. The latter is dependent on the sensing mode design.
Both will be discussed in greater details later. If the drone chooses to stop, it receives a
positive reward if: (a) Ht = Ialtmin (flying at minimum altitude). (b) Yt = 1 (the current FOV
includes the target).
We note that our problem formulation is similar to the one investigated in the recent
work [91]. However, our model is significantly different in its observation model. In particular,
it has a notion of “visibility” which is not considered in prior works. Our model says that
for each flight session, there is an intrinsic maximum visibility level of the current conditions.
If the drone is flying on or above this level, the perception module will output a trivial “0”
consistently. This is motivated by our observations from field tests and data collection practice
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(see Section 3.4 for more details). Our formulation models the effects of “persistent factors” in
the environment. Those factors could be lighting conditions, background and weather. Presented
with these conditions, the data-driven perception module can lose its ability to successfully detect
the target, either due to reduced image quality or a lack of data points in the training set that
represents the current condition. We note that the latter is particularly prevalent in a modern,
data-driven perception module, such as the mobile CNN algorithm we adopted. While such
algorithms are much more successful in complex tasks compared to classical algorithms, they
could be more susceptible to the kind of catastrophic failures we consider in this work due to their
internal complexity and requirement for large amount of data. In contrast, prior work assumes the
observation noise is conditionally independent given the height and the target location. It does not
consider persistent factors in the observation model. Their simplified model is unrealistic. From
our simulations to be discussed in Section 3.3, ignoring those factors could lead to sub-optimal
search algorithms.
3.2.1 Visibility-Aware POMDP
Our formulation can be easily casted into a POMDP, more precisely a mixed observ-
ability Markov decision processes (MOMDPs) [96]. The problem is specified by a tuple
P = (S,P0,A,T,Ω,H,R,γ), denoting states, initial state distributions, actions, transition function,
set of observations, observation function, reward function and discount factor, respectively.
• States: The states S = (X ∪{ξ,Ξ})×Y ×V . We use quantization to simplify the problem
domain. In particular, X ⊆ Iflight, Y ⊆ Itarget are discrete grid points within the flight space
and the target space, respectively. We use a Nla×Nlo×Nalt grid for X , and its Nla×Nlo
projection onto the ground plane for Y . V is the space of visibility levels. Since X has Nalt
distinct altitudes, V can be described by (Nalt+1)Nsense intervals covering [0,∞) for each
sensing mode (Nsense denotes the number of sensing modes). ξ and Ξ is the starting and
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ending states, respectively. The X ∪{ξ,Ξ} factor is observable, while Y and V are hidden
parts of the state space.
• Initial Distributions: The observable state is initialized at ξ, the starting state. The target
Ytarget ∈ Y follows uniform distribution, the visibility has a prior pV .
• Actions: Since X is a grid point, the neighbor N(Xt) is the four neighbors at the same
altitude and the location directly above and below the current location. Thus the movement
action can be specified by {left, right, forward,backward,up,down,closing}, denoted as
Afly. The drone also decides on the sensing modes for the next location, denoted as Asense.
The stopping action is denoted as ∆. The action space is thus A = Afly×Asense∪{∆}.
• Transition Function: If s = ξ, the drone will move to the highest location at the center of
the flight space. If a = ∆ or if afly leads to a location outside X the next state is Ξ (the end
state). The drone will stay at the end state once entered. Otherwise the drone will move to
the location specified by afly (thus changing the observable state). The hidden states are
always static.
• Observations: The observation set Ω= {0,1,nil}.
• Observation Function: The observation is nil if and only if the next state is the stopping
state nil. Otherwise the observation distributes according to Eqns. 3.1.
• Reward Function: The reward function is introduced in the problem formulation. We use
realistic measurements to acquire movement and sensing costs. The positive reward for
successful search is a hyperparameter.
• Discount We set the discount factor γ to 0.99.
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Left: Screenshot of the Android app. The app supports both manual control for data collection as well as
autonomous search using the POMDP policies. Right: Control loop of the drone.
Figure 3.1: The control interface.
3.2.2 Control System
Approximately optimal solutions are found using the SARSOP solver [97]. We use the
APPL toolkit 1. Model searches are performed in 2-hour sessions following the practice in
[91]. The solution of the POMDP problem using SARSOP is a piece-wise linear function that
approximates the value function. This function is represented as a set of α-vectors with the
length of the hidden states. Following the MOMDP formulation [96] each observable state sobs
is associated with a set of α-vector denoted as Γ(sobs), each in turn is associated with a unique
action a(α). Let the belief vector on the hidden states be bt , the action is selected by
a(α) = argmax
α∈Γ(sobs)
(α ·bt) (3.2)
Given the current state, the controller first finds the next action using Eqns. 3.2. As in our
model the next observable states is a deterministic function of the current observable state and the
action, the observable state can be updated after the action is known. The drone can then move
to the next position (or stop and land), and acquire an observation using the selected sensing
mode at the new location. The observation is then used to update its internal belief on the hidden
states. This process repeats until a timeout is issued by the meta-controller (to avoid excessively
long search sessions), or a stop action is chosen. We implement this control loop on an Android
1http://bigbird.comp.nus.edu.sg/pmwiki/farm/appl
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device that communicates with the drone and its onboard camera through a wireless connection.
All the control modules as well as the perception modules (to be discussed in Section 3.4) are
implemented using TensorFlow [98] for convenient deployment. Figure 3.1 shows the UI design
of the Android app and the illustration of the control loop for target search.
3.3 Simulations
We build a simulation environment to investigate the impact of the visibility level in our
model. In our simulations, we assume the drone can only fly to the center points of a 7×7×7
grid of the location space X . The intervals defining the latitude, longitude and altitude ranges are
[−14,14], [−21,21], [4,16] respectively, in meters. The drone is assumed to move at a speed of 2
m/s along arbitrary directions. The perception module supports up to two sensing modes, with
delays of 0.4 seconds and 2.4 seconds per frame respectively. A 1.4-second delay is added to
the cost of each sensing modes to model the communication between the drone and the android
device. These movement and sensing delay parameters are realistic measurement in our testbed,
and will be discussed in greater details in later sections. To highlight the effect of this structured
noise, we perform simulations using a wide range of noise parameters. We set those numbers in
a way that is qualitatively similar to real measurements (detailed in Section 3.4). To evaluate a
given policy, we collect two statistics:
• Localization accuracy measured as the percentage of test sessions in which the drone
stops at 4 meters, and its field-of-view includes the target.
• Average search time spent on the sessions. The time is measured using the aforementioned
parameters.
An important detail is the sampling of the random variables, such as target locations,
maximum visibility levels and observations. In our simulations, the target locations are sampled
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uniformly in the projection of the location grid onto the ground. Our simulator distinguishes two
sampling modes
• Structured persistent noise: the maximum visibility level V is sampled first according to
the supplied prior distribution, and then the observations are sampled according to Eqns.
3.1 given the realization of V .
• Independent noise: the observations has cross-over probabilities that are set to mimic the
average case of the corresponding persistent noise model. More precisely, following Eqns.
3.3.
p˜0→1(h) = p0→1(h)(1−PV (h))
p˜1→0(h) = (PV (h)+ p1→0(h)(1−PV (h)))
(3.3)
where PV is the cdf. of V , and the p0→1(h) and p1→0(h) are the false positive and false
negative rates at height h, same as in Eqns. 3.1.
Baseline Algorithms Prior works consider random and heuristic policies as baselines.
Another interesting baseline is linear search at the minimum height. However, all of these are
much slower and is not the focus of this work, thus we do not include them in our comparison. We
mainly compare our work against a simplified POMDP formulation that removes V (the visibility
level) from our visibility-aware POMDP formulation. This formulation is a strong baseline. It
is the same as the state-of-the-art model described in [91] with empirically measured (rather
than heuristic) observation models. We highlight the importance of considering visibility as a
persistent factor in the observation model through comparing with this baseline algorithm.
Meta Parameters for Simulations Unless specified otherwise, all simulations are per-
formed with a timeout period of 180 seconds and the statistics are compiled from 10,000 repeti-
tions.
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3.3.1 Advantage of Considering Structured Noise
We first consider a scenario in which the environment is filled with structured noise. The
designer of the search algorithm may neglect this structure, and use the baseline algorithm instead.
This designer still has access to the empirical observation of the error rates, which is the average
of different visibility levels (see Eqns. 3.3). This is compared against a design based on accurate
measurement on pV and the adoption of visibility-aware algorithm.
Table 3.1: Improved Search Time using Visibility
The baseline model has access to the empirical erro r rates averaged over the prior on V . Simulations are
performed for structured, persistent noise.
Single Time (seconds) Success Rate
Method Visibility Baseline Visibility Baseline
pV (12) = 0.2 44.09 46.76 99.82% 99.81%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.4 45.72 48.35 99.88% 99.78%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.6 46.04 52.30 99.92% 99.80%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.8 46.85 46.91 99.93% 99.89%
Dual Time (seconds) Success Rate
Method Visibility Baseline Visibility Baseline
pV (12) = 0.2 39.76 42.82 99.88% 99.72%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.4 40.08 43.53 99.87% 99.79%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.6 40.07 47.47 99.79% 99.69%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.8 40.07 67.02 99.76% 99.82%
We build two sets of test cases to identify situations in which the effects of structured
persistent noise are largest. Set one concerns one sensing mode. We set the false positive rate to
0.01, and set the intrinsic false negative rate to a monotonically increasing linear function of height.
At 4 meters the false negative rate is 0.025. The rate grows at a step of 0.025 per two meters.
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These numbers are qualitatively similar to real measurements for the less expensive sensing mode,
shown in Figure 3.5. We assume the maximum visibility level is either at 12 meters or above 16
meters, for the sake of simplicity. Thus the prior on the visibility level is completely specified by
pv(12) where pv(12)+ pv(> 16) = 1. We set pv(12) to {0.2,0.4,0.6,0.8} to investigate different
strength of the persistent noise. It is assumed that sensing takes 1.8 seconds per frame (the
less expensive sensing mode in the simulator). For set two, we add a more expensive but less
erroneous sensing mode to the problem (3.8 seconds per frame including communication cost). It
is assumed to have the same intrinsic error rates with the sensing mode in set one, but it always
has pv(> 16) = 1. This added sensing mode thus serves as an expensive “backup”: if the less
expensive sensing mode fails above 12 meters, the “clean” but more expensive sensing mode can
kick in. Intuitively, this should enable the drone to use a more aggressive strategy in using the
less expensive sensing mode.
Table 3.1 summarizes the results. In the single sensing mode case, the baseline algorithm
results in longer search time except for when pV (12)= 0.8. The gain is largest when pV (12)= 0.6.
Intuitively, when persistent visibility is insignificant (small pV (12)), the advantage of using the
visibility-aware formulation is expected to be small. Interestingly, when pV (12) is very large the
gain also diminishes. We conjecture that at this particular situation, the two formulations result in
similar policies. Intuitively, when the empirical error rates are large at high altitudes, the drone
should quickly descend to avoid wasting time. Access to visibility level is not helpful in this
scenario as in most realizations the visibility is poor. This suggests considering persistent factors
when their effects are significant but moderate is most important for designing successful search
strategies. In the dual sensing mode case however, the visibility-aware formulation yields largest
gain when pV (12) = 0.8. The knowledge of the visibility structure seems to allow the drone to
evaluate the information from the two sensing modes more accurately.
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Table 3.2: Time at Varying Realization of Visibility
Comparing search time at different realization of the visibility. pV (12) shows the prior on visibility that
controls the noise model available to the policy search algorithm at the design phase. V > 16 can be seen
as “good” realization of visibility, as the drone can make gain information from high altitudes. V = 12 is
correspondingly the “bad” visibility realizations.
pV (12) = 0.2 pV (12) = 0.4
Method Visibility Baseline Visibility Baseline
V > 16 42.58 39.99 44.49 39.88
V = 12 50.27 73.67 47.61 60.96
pV (12) = 0.6 pV (12) = 0.8
Method Visibility Baseline Visibility Baseline
V > 16 43.68 40.10 43.82 44.06
V = 12 47.59 60.33 47.61 47.63
3.3.2 Comparing Policies
It is very interesting to understand why and how the baseline algorithm is inferior when
the structured noise we consider is present. While it is in general difficult to understand the
numerical solution of a complex POMDP, we provide insights through analysis on the sample
path realizations taken by individual policies. For simplicity, we focus on the single sensing mode
case.
We first look at the average time required for the search to stop at sessions at varying
realization of visibility. We note that in our simple simulation case, the maximum visibility
level can either be at 12 meters or above 16 meters. Thus there are only two cases, “good” or
“bad” visibility. In Table 3.2 we compare the two types of policies. In general, policies from
visibility-aware POMDP searches slightly longer in cases where the visibility is good (only
invisible above 16 meters), but when visibility is poor baseline policies perform much longer
search. This suggests that excessive sensing in cases where visibility is poor is the main reason
for the longer overall search time of the baseline policies.
Table 3.3 shows the average number of acquisitions performed at different heights. Com-
paring the two types of policies, the baseline policies spend more time on or above 12 meters, as
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Table 3.3: Acquisitions at Varying Heights
The number of acquisitions (observations) made at different heights. This table shows the simulation under
the structured noise. It compares the behavior of the two types of policies in this realistic setting.
pV (12) = 0.2 pV (12) = 0.4
Height (meters) Visibility Baseline Visibility Baseline
4 3.72 2.89 2.58 3.11
6 1.44 1.35 2.66 1.56
8 1.70 1.78 1.56 1.58
10 2.35 1.38 3.46 2.21
12 1.03 2.00 1.01 1.01
14 1.00 1.01 1.03 1.00
16 1.74 3.17 1.00 3.58
pV (12) = 0.6 pV (12) = 0.8
Height (meters) Visibility Baseline Visibility Baseline
4 2.25 2.73 1.82 2.65
6 3.10 2.17 2.71 2.60
8 1.49 1.85 2.32 1.75
10 3.55 2.19 3.72 3.59
12 1.00 1.00 1.00 1.00
14 1.00 1.00 1.00 1.00
16 1.00 4.08 1.01 1.00
well as on the lowest height of 4 meters. From 6 to 10 meters the baseline policies spend less
time. This suggests that the visibility-aware policies tend to avoid spending too much time on
heights subject to structured noise. The knowledge of visibility level could lead to more accurate
belief updates, since if the visibility is found to be poor the observations collected from 12 to 16
meters should be discarded. This could be the reason for the shorter search at the lowest height.
But could the visibility-aware POMDP collect information about the maximum visibility
level, given that it spends less observations above 12 meters? To answer this question, we examine
the belief vectors of the POMDPs after stopping. We use MAP decoding on the belief vectors and
compare against ground truth maximum visibility levels. It seems at termination the POMDPs is
in many cases aware of the true visibility levels, as in Table 3.4 which shows accuracies are well
above random guessing (which has 50% accuracy).
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The images are collected at different heights, and with different background. The figure only shows images
with basketballs. Background images without basketballs are also included in the dataset.
Figure 3.2: Example images collected in this project.
40°
40°
40°
17°
Figure 3.3: The field of view of the drone.
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Table 3.4: Accuracy of Visibility Estimator
Accuracy of the visibility estimator, built using MAP decoding of the belief vector at the termination of the
algorithm. This table shows that the proposed algorithm is indeed learning the true visibility level during
the search.
pV (12) = 0.2 pV (12) = 0.4 pV (12)0.6 pV (12) = 0.8
89.92% 75.92% 79.01% 89.35%
Input Image
Input Image
Window with largest score among the 
6 sub-regions. Produce “1” for the 
quadrant if above threshold.
Top: Sensing mode 1, resizing quadrants. Bottom: Sensing mode 2, process multiple crops at each
quadrant.
Figure 3.4: Two sensing modes.
3.3.3 Risk of Over-Modeling
Another important issue is the potential cost of over-modeling. This is the opposite
situation of Section 3.3.1. In this case, the designer assumes the perception module is subject
to the persistent factors in the environment, while in reality such factors are not significant. To
investigate this issue, we use the same policies but test them in a simulated environment with
independent, non-structured noise. Table 3.5 summarizes the result which suggests that it is
important not to over-model.
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Table 3.5: Risk of Over-Modeling
The baseline model has access to the empirical error rates averaged over the prior on V . Simulations are
performed for independent noise.
Single Time (seconds) Success Rate
Method Visibility Baseline Visibility Baseline
pV (12) = 0.2 42.99 40.73 99.80% 99.85%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.4 44.89 42.12 99.81% 99.82%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.6 45.23 44.76 99.89% 99.77%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.8 46.83 46.09 99.84% 99.90%
Dual Time (seconds) Success Rate
Method Visibility Baseline Visibility Baseline
pV (12) = 0.2 41.20 42.56 99.89% 99.71%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.4 43.62 43.46 99.71% 99.75%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.6 48.85 44.44 99.26% 99.78%
Method Visibility Baseline Visibility Baseline
pV (12) = 0.8 58.18 45.01 99.11% 99.97%
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3.4 Data Collection And Perception Module Design
A major goal of this work is to investigate target search with drones using realistic
perception modules. There is a rich and growing literature in machine learning on efficient neural
networks for mobile applications [94, 99, 100]. We choose to implement a perception module
based on MobileNet, in particular the variant with width multiplier of 1.0 [94]. We fine-tune
from a model pre-trained on ImageNet 2, on the dataset specifically collected for this project.
The particular architecture variant is selected to balance the accuracy/complexity tradeoff for
our application. From benchmarking on our Samsung S8 mobile phone, the inference speed is
approximately 100 ms per frame with 224×224 input images 3. The limited size of our dataset
makes it necessary for us to fine-tune on an ImageNet pretrained model. As the network are
trained for 224×224 resolutions, to alleviate overfitting we design our perception module in such
a way that it takes multiple cropped and/or resized images to this resolution at inference.
3.4.1 Data Collection and Model Training
As an exemplary application, we consider searching for a single basketball on the ground.
To train a mobile CNN model for this application we collect image data with one or more
basketballs on various locations and at different heights. In total we collect 41 clips, each around
2-3 minutes (due to the limited flying time per charge). The height ranges from 2 meters to
64 meters. Due to safety and regulation reasons, the data collection is performed at only a few
locations on and around campus with sufficient clearance from people, building and obstacles.
There is a bias in the data collection process towards day time and good weathers. This bias is
mainly due to daily routines at facilities where data collection is performed. Example images
from our basketball-search dataset is shown in Figure 3.2.
The training and validation images are obtained by sampling frames extracted from the
2Available at https://github.com/tensorflow/models/tree/master/research/slim
3The phone is loaded with an Android system. Due to lack of API support, computations are performed on CPU.
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Figure 3.5: False positive and false negative rates in two sensing modes. Quadratic fittings are
provided to illustrate the general trends, while the original data points are summarized as scatter
points.
raw clips. The extracted frames are full-size 1280×720 images, the resolution of original videos
saved onboard the drone. The field-of-view (FOV) of the drone is shown in Figure 3.3. The images
are fully labeled with bounding box annotations, with 1,021 positive images (w/ basketballs) and
2,304 negative images (w/o basketballs). As discussed previously during inference images are
processed at 224×224 resolution, thus we use this resolution for training. The training images
are random crops of 224× 224 from the full-size images. Crops are assigned a binary label
with the following rules: On a positive image, if a random crop overlaps with a basketball with
more 80% of the area of the latter, then the crop is labeled “1”; else if its overlapping with any
basketball is less than 20% of the latter its label is “0”. For negative images, all crops are labeled
“0”. We randomly discard crops to ensure crops labeled with “1” from positive images, those
labeled with “0” from positive images and crops from negative images roughly follow the a 1:1:1
proportion. The crop sampling process is repeated 4 times. This results in 4,084 crops with label
“1” and 13,300 negative crops with label “0”. This sampling procedure is essential in ensuring a
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All pictures are taken at 8 meters. Left: Image taken from the test clip at 8 meters. The image was taken
at a condition in which the basketball has clear contrast with the background. Sensing mode 1 has only
around 10% false negative rate on this clip. In similar conditions, sensing mode 1 will consistently produce
“0” only on and above 16 meters. Middle: Image taken from a field test around 3pm in the afternoon. The
plain background, the color of the sunlight as well as the long shadows make the basketball less visible. As
a result, during repeated experiments during the field test the CNN classifier consistently reports negative
(’no basketball’) on and above 8 meters. Right: Image taken from a field test at dawn. The lighting
condition is not ideal, causing large noise in the image.
Figure 3.6: Illustration of varying maximum visibility levels caused by persistent factors in the
scene.
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balanced training set. A random partition separates this set into a training set and a validation set
with a 3:1 ratio.
We remove the output 1000-way fully-connected layer and replace it with a 2-way output.
The model is trained with softmax loss. The model is first trained for 20 epochs during which all
layers except for the output layer are frozen. Then the remaining 20 epochs are trained with all
layers. The fine-tuning is performed with a learning rate of 0.02. Random horizontal flipping and
random saturation are added for data augmentation. The resultant model has 98.94% accuracy
on training and 98.78% on validation. This CNN model is then used as the backbone for our
perception module.
3.4.2 Sensing Modes and Error Characteristics
We design two sensing modes using the mobile CNN. As an image captured by the drone
has a 1280×720 resolution, instead of processing it in the original resolution we partition the
image into four quadrants. Each quadrant is a region with 640×360 resolutions. The outputs
of the perception module are conceptually similar to the observation presented in Section 3.2.
However, instead of producing a single binary output each quadrant provides a {0,1} indicator
of whether the particular sub-region includes the basketball. In our simulations and field tests
these observations are treated as observations taken from a smaller FOV compared to the entire
image. Observations from the same image are assumed independent given the target location
and the maximum visibility level. We implement two sensing modes. For the less expensive
sensing mode 1, we directly resize (through interpolation) to a 224×224 image. This results in
less accurate observations, but the inference time is only 4×100 = 400 ms per frame. For the
more expensive sensing mode 2, we perform linear scan within the 640×360 sub-regions, and
take the maximum confidence score as the prediction. The test time is thus 6×4×100 = 2400
ms per frame. In both test modes, the resultant confidence scores from the neural network are
thresholded to obtain binary predictions. Figure 3.4 illustrates the two sensing modes.
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We collect a separate test set from manually operating the drone at 1-meter intervals from
1 to 8 meters, 2-meter intervals from 8 to 16 meters, and 4-meter intervals from 16 to 28 meters,
to empirically test the error characteristics of the proposed sensing module. Using a similar
cropping strategy as in the training procedure, at each height 150 positive and negative images are
collected. However, the crops in this case are 640×360, matching the size of the four quadrants
of the full-size images. We then test the false positive and false negative rates at each height, of
the two sensing modes. The results are summarized in Figure 3.5. Interestingly, different from
the assumptions made at prior works [91], the errors made by the CNN-based perception module
are highly imbalanced. As expected, the false negative rates (or missing rates) grow as the height
increases, however false positive rates tend to decrease to near zero values at higher altitudes.
Both error rates see an increase when approaching the ground. This is caused by larger targets,
which results in increased chance of cases in which the basketball is partially included in the FOV.
As discussed in Section 3.2, an important characteristic we observe from our field tests
is that the predictions made by the neural network seems to have a “visibility level” structure.
Figure 3.6 illustrates some conditions in which the perception module fails in this way, namely
consistently producing “0” even if the basketball is present during repeated tests, for all images
taken above a scene dependent level. This level tends to stay constant until after changing to
another field test location or perform another field test at a different time of the day. Limited by
available data, it is still impossible to make statistically significant conclusions. However, this
phenomenon is intuitive for the search application using drones, and has large potential impact
to the search strategy. In future works we plan to investigate this further through improved data
collection or through video simulation.
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3.5 Conclusion
In this work, we investigate the problem of target search using drones. We build a testbed
that is used to investigate realistic conditions for this application. From testing perception modules
using recent computer vision algorithms, we identify that persistent factors in the environment
could have unexpected impact to the output of the observations. From our extensive studies
through simulations, such factors have a significant influence on the design of the search algorithm.
Important future directions include characterizing the impact of persistent factors more precisely,
developing methods to automatically detect existence of those structures to avoid over-modeling,
as well as to designing better computer vision algorithms that are more robust for target search
and other related applications using drones.
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Chapter 4
Fully-adaptive Feature Sharing in
Multi-Task Networks with Applications in
Person Attribute Classification
4.1 Introduction
Humans possess a natural yet remarkable ability of seamlessly transferring and sharing
knowledge across multiple related domains while doing inference for a given task. Effective mech-
anisms for sharing relevant information across multiple prediction tasks (referred as multi-task
learning) are also arguably crucial for making significant advances towards machine intelligence.
In this chapter, we propose a novel approach for multi-task learning in the context of deep neural
networks for computer vision tasks. We particularly aim for two desirable characteristics in the
proposed approach: (i) automatic learning of multi-task architectures based on branching, (ii)
selective sharing among tasks with automated learning of whom to share with. In addition, we
want our multi-task models to have low memory footprint and low latency during prediction
(forward pass through the network).
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A natural approach for enabling sharing across multiple tasks is to share model parameters
(partially or fully) across the corresponding layers of the task-specific deep neural networks.
Most of the multi-task deep architectures share the bottom layers till some layer l after which the
sharing is blocked, resulting in task-specific sub-networks or branches beyond it [36, 101, 102].
This is motivated by the observation made by several earlier works that bottom layers capture
low level detailed features, which can be shared across multiple tasks, whereas top layers capture
features at a higher level of abstraction that are more task specific. It can be further extended to
a more general tree-like architecture, e.g., a smaller group of tasks can share parameters even
after the first break-point at layer l and breakup at a later layer. However, the space of such
possible branching architectures is combinatorially large and current approaches largely make a
decision based on limited manual exploration of this space, often biased by designer’s perception
of the relationship among different tasks [103]. Finding a data-driven approach to replace the
manual exploration is an important and interesting academic question that has only been sparsely
explored.
The proposed approach operates in a greedy top-down manner, making branching and
task-grouping decisions at each layer of the network using a novel criterion that promotes the
creation of separate branches for unrelated tasks (or groups of tasks) while penalizing for the
model complexity. To address the issue of scalability to multiple tasks, the proposed approach
starts with a thin network and dynamically grows it during the training phase by creating new
branches based on the aforementioned criterion. We also propose a method based on simultaneous
orthogonal matching pursuit (SOMP) [104] for initializing a thin network from a pretrained wider
network (e.g., VGG-16) as a side contribution in this work.
We test this idea on facial (CelebA [41]), clothing (DeepFashion [105]) and person (facial
combined with clothing) attribute classification, in all cases treating each attribute as a separate
task. In these experiments, the models designed by our approach closely match state-of-the-art
accuracy while being up to 90x more compact and 3x faster than the widely adopted VGG-16
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architecture.
In summary, our main contributions are listed below:
◦ We propose to automate learning of multi-task deep network architectures through a novel
dynamic branching procedure, which makes task grouping decisions at each layer of the
network (deciding with whom each task should share features) by taking into account both task
relatedness and complexity of the model.
◦ A novel method based on Simultaneous Orthogonal Matching Pursuit is proposed for initializ-
ing a thin network from a wider pre-trained network model, leading to faster convergence and
higher accuracy.
◦ We demonstrate effectiveness of the proposed method on facial, clothing and joint person
(facial+clothing) attribute classification, and investigate the behavior of the method through
ablation studies.
4.2 Related Work
Multi-Task Learning There is a long history of research in multi-task learning [103, 106–
109]. Most proposed techniques assume that all tasks are related and appropriate for joint training.
A few methods have addressed the problem of “with whom” each task should share features [108–
113]. These methods are generally designed for shallow classification models, while our work
investigates feature sharing among tasks in hierarchical models such as deep neural networks.
Recently, several methods have been proposed for multi-task learning using deep neu-
ral networks. HyperFace [101] simultaneously learns to perform face detection, landmarks
localization, pose estimation and gender recognition. UberNet [114] jointly learns low-, mid-,
and high-level computer vision tasks using a compact network model. MultiNet [115] exploits
recurrent networks for transferring information across tasks. Cross-ResNet [102] connects
tasks through residual learning for knowledge transfer. However, all these methods rely on
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hand-designed network architectures composed of base layers that are shared across tasks and
specialized branches that learn task-specific features.
As network architectures become deeper, defining the right level of feature sharing across
tasks through handcrafted network branches is impractical. Cross-stitching networks [103] have
been recently proposed to learn an optimal combination of shared and task-specific representations.
Although cross-stitching units connecting task-specific sub-networks are designed to learn the
feature sharing among tasks, the size of the network grows linearly with the number of tasks,
causing scalability issues. We instead propose a novel algorithm that makes decisions about
branching based on task relatedness, while optimizing for the efficiency of the model. We note that
other techniques such as HD-CNN [116] and Network of Experts [117] also group related classes
to perform hierarchical classification, but these methods are not applicable for the multi-label
setting (where labels are not mutually exclusive).
Model Compression and Acceleration Our method achieves model compression and
acceleration by considering task relatedness. It is complementary to existing task-agnostic
approaches, such as knowledge distillation [118, 119], low-rank-factorization [120–122], pruning
and quantization [123, 124], structured matrices [125–127], and dynamic capacity networks
[128]. Many of these state-of-the-art compression techniques can be used to further reduce the
size of our learned multi-task architectures.
Person Attribute Classification Methods for recognizing attributes of people, such
as facial and clothing attributes, have received increased attention in the past few years. In
the visual surveillance domain, person attributes serve as features for improving person re-
identification [33] and enable search of suspects based on their description [34, 35]. In e-
commerce applications, these attributes have proven effective in improving clothing retrieval [36],
and fashion recommendation [37]. It has also been shown that facial attribute prediction is helpful
as an auxiliary task for improving face detection [38] and face alignment [39].
State-of-the-art methods for person attribute prediction are based on deep convolutional
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neural networks [40–43]. Most methods either train separate classifiers per attribute [43] or
perform joint learning with a fully shared network [44]. Multi-task networks have been used
with base layers that are shared across all attributes, and branches to encode task-specific features
for each attribute category [36, 45]. However, in contrast to our work, the network branches are
hand-designed and do not exploit the fact that some attributes are more related than others in
order to determine the level of sharing among tasks in the network. Moreover, we show that our
approach produces a single compact network that can predict both facial and clothing attributes
simultaneously.
4.3 Methodology
Let the linear operation in a layer l of the network be paramterized by W l . Let xl ∈ Rcl
be the input vector of layer l, and yl ∈ Rcl+1 be the output vector. In feedforward networks that
are of interest to this work, it is always the case that xl = yl−1. In other words, the output of a
layer is the input to the layer above. In vision applications, the feature maps are often considered
as three-way tensors and one should think of xl and yl as appropriately vectorized versions of
the input and output feature tensors. The functional form of the network is a series of within-
layer computations chained in a sequence linking the lowest to the highest (output) layer. The
within-layer computation (for both convolutional and fully-connected layers) can be concisely
represented by a simple linear operation parametrized by W l , followed by a non-linearity σl(·) as
yl = σl(Pl(W l)xl), (4.1)
where Pl is an operator that maps the parameters W l to the appropriate matrix Pl(W l) ∈ Rcl+1×cl .
For a fully connected layer Pl reduces to the identity operator, whereas for a convolutional layer
with fl filters, W l ∈ R fl×dl contains the vectorized filter coefficients in each row and the operator
Pl maps it to an appropriate matrix that represents convolution as matrix multiplication. We
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define the width of the network at layer l as cl for the fully connected layers, and as fl for the
convolutional layers.
The widths at different layers are critical hyper-parameters for a network design. Success-
ful deep convolutional network architectures, such as AlexNet [31], VGG [57], Inception [129]
and ResNet [32] all use wider layers at the top of the network in what can be called an “inverted
pyramid” pattern. From visualization of filters at different layers [130] it is observed that top
level features tend to be task-dependent. More recently, researchers have noted that the width
schedule (especially at the top layers) need to be tuned for the underlying set of tasks the network
has to perform in order to achieve best accuracy [103]. Motivated by these findings, our approach
starts with a “flat” architecture that has a similar width at all layers, then expands it to create
explicit task-specific branches. The procedure is as follows:
Thin Model Initialization. Start with a thin neural network model, use random initial-
ization or optionally initialize it from a pre-trained wider VGG-16 model by selecting a subset of
filters using simultaneous orthogonal matching pursuit (ref. Section 4.3.1).
Adaptive Model Widening. The thin initialized model goes through a multi-round
widening and training procedure. The widening is done in a greedy top-down layer-wise manner
starting from the top layer. For the current layer to be widened, our algorithm makes a decision
on the number of branches to be created at this layer along with task assignments for each branch.
The network architecture is frozen when the algorithm decides to create no further branches (ref.
Section 4.3.2).
Training with the Final Model. In this last phase, the fixed final network is trained until
convergence.
More technical details are discussed in the next few sections. Algorithm 2 provides a
summary of the procedure.
53
Algorithm 2: Training with Adaptive Widening
Data: Input data D = (xi,yi)Ni=1. The labels y are for a set of T tasks.
Input: Branch factor α, and thinness factor ω. Optionally, a pre-trained network Mp
with parameters Θp.
Result: A trained network M f with parameters Θ f .
Initialization: M0 is a thin-ω model with L layers.
if exist Mp,Θp then
Θ0← SompInit(M0,Mp,Θp). t← 1, d← T . (Sec. 4.3.1)
else
Θ0← Random initialization
end
while (t ≤ L) and (d > 1) do
Θt ,At ← TrainAndGetAffinity(D,Mt ,Θt) (Sec. 4.3.3)
d← FindNumberBranches(Mt ,At ,α) (Sec. 4.3.4)
Mt+1,Θt+1←WidenModel(Mt ,Θt ,At ,d) (Sec. 4.3.2)
t← t+1
end
Train model Mt with sufficient iterations, update Θt . M f ←Mt , Θ f ←Θt .
conv1 conv2 conv3 conv4 conv5 fc6 fc7 output
The light color blobs shows the layers in the VGG-16 architecture. It has an inverted pyramid structure
with a width plan of 64-128-256-512-512-4096-4096. The dark color blobs shows a thin network with
ω= 32. The convolutional layers all have widths of 32, and the fully connected layers have widths of 64.
Figure 4.1: Comparing the thin model with VGG-16.
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4.3.1 Thin Networks and Filter Selection using Simultaneous Orthogonal
Matching Pursuit
The initial model we use is a thin version of the VGG-16 network. It has the same
structure as VGG-16 except for the widths at each layer. We experiment with a range of thin
models that are denoted as thin-ω models. The width of a convolutional layer of the thin-ω model
is the minimum between ω and the width of the corresponding layer of the VGG-16 network. The
width of the fully connected layers are set to 2ω. We shall call ω the “thinness factor”. Figure 4.1
illustrates a thin model side by side with VGG-16.
Using weights from pre-trained models is known to speed up training and improve model
generalization. However, the standard direct copy method is only suitable when the source and
the target networks have the same architecture (at least for most of the layers). Our adoption of a
thin initial model forbids the use of direct copy, as there is a mismatch in the dimension of the
weight matrix (for both the input and output dimensions, see Equation 4.1 and discussions). In
the literature a set of general methods for training arbitrarily small networks using an existing
larger network and the training data are known as “knowledge distillation’ [118, 119]. However,
for the limited use case of this work we propose a faster, data-free, and simple yet reasonably
effective method. Let W p,l be the parameters of the pre-trained model at layer l with d rows. For
convolutional layers, each row of W p,l represents a vectorized filter kernel. The initialization
procedure aims to identify a subset of d′(< d) rows of W p,l to form W 0,l (the superscript 0
denotes initialized parameters for the thin model). We would like the selected rows that minimize
the following objective:
A?,ω?(l) = argmin
A∈Rd×d′ ,|ω|=d′
||W p,l−AW p,lω: ||F , (4.2)
where W p,lω: is a truncated weight matrix that only keeps the rows indexed by the set ω. This
problem is NP-hard, however, there exist approaches based on convex relaxation [131] and
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Algorithm 3: SompInit(M0, Mp, Θp)
Input: The architecture of the thin network M0 with L layers. The pretrained network and its
parameters Mp, Θp. Denote the weight matrix at layer l as W p,l ∈Θp.
Result: The initial parmaeters of the thin network Θ0.
foreach l ∈ 1,2, · · · ,L do
Find ω?(l) in Equation 4.2 by SOMP, using W p,l as weight matrix.
W 0,l ←W p,lω?(l):
W p,l+1←
(
(W p,l+1)Tω?(l):
)T
end
Aggregate W 0,l for l ∈ {1,2, · · · ,L} to form Θ0.
greedy simultaneous orthogonal matching pursuit (SOMP) [104] which can produce approximate
solutions. We use the greedy SOMP to find the approximate solution ω?(l) which is then used
to initialize the parameter matrix of the thin model as W 0,l ←W p,lω?(l):. We run this procedure
layer by layer, starting from the input layer. At layer l, after initializing W 0,l , we replace W p,l+1
with a column-truncated version that only keeps the columns indexed by ω?(l) to keep the input
dimensions consistent. This initialization procedure is applicable for both convolutional and fully
connected layers. See Algorithm 3.
4.3.2 Top-Down Layer-wise Model Widening
Left: the active layer is at layer L, there is one junction with 7 branches at the top. Middle: The seven
branches are clustered into three groups. Three branches are created at layer L, resulting in a junction at
layer L−1. Layer L−1 is now the active layer. Right: Two branches are created at layer L−1, making
layer L− 2 now the active layer. At each branch creation, the filters at the newly created junction are
initialized by direct copy from the old filter.
Figure 4.2: Illustration of the widening procedure.
At the core of our training algorithm is a procedure that incrementally widens the current
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design in a layer-wise fashion. Let us introduce the concept of a “junction”. A junction is a point
at which the network splits into two or more independent sub-networks. We shall call such a
sub-network a “branch”. The leaves of each branch are outputs of a subset of tasks performed
by this network. In person attribute classification each task is a sigmoid unit that produces a
normalized confidence score on the existence of an attribute. We propose to widen the network
only at these junctions. More formally, consider a junction at layer l with input xl and d outputs
{yli}di=1. Note that each output is the input to one of the d top sub-networks. Similar to Equation
4.1 the within-layer computation is given as
yli = σl(Pl(W li )xl) for i ∈ [d], (4.3)
where W li parameterizes the connection from input x
l to the i’th output yli at layer l. The set [d] is
the indexing set {1,2, · · · ,d}. A junction is widened by creating new outputs at the layer below.
To widen layer l by a factor of c, we make layer l− 1 a junction with 2 ≤ c ≤ d outputs. We
use yl−1j to denote an output in layer l−1 (each is an input for layer l) and W l−1j to denote its
parameter matrix. All of the newly-created parameter matrices have the same shape as W l−1 (the
parameter matrix before widening). The single output yl−1 = xl is replaced by a set of outputs
{yl−1j }cj=1 where
yl−1j = σl−1(Pl−1(W
l−1
j )x
l−1) for j ∈ [c]. (4.4)
Let gl : [d]→ [c] be a given grouping function at layer l. After widening, the within-layer
computation at layer l is given as (cf. Equation 4.3)
yli = σl(Pl(W li )xlgl(i)
= σl
(
Pl(W li )σl−1(Pl−1(W l−1gl(i))x
l−1)
) (4.5)
where the latter equality is a consequence of Equation 4.3. The widening operation sets the initial
weight for W l−1j to be equal to the original weight of W
l−1. It allows the widened network to
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preserve the functional form of the smaller network, enabling faster training.
To put the widening of one junction into the context of the multi-round progressive model
widening procedure, consider a situation where there are T tasks. Before any widening, the output
layer of the initial thin multi-task network has a junction with T outputs, each is the output of
a sub-network (branch). It is also the only junction at initialization. The widening operation
naturally starts from the output layer (denoted as layer l). It will cluster the T branches into t
groups where t ≤ T . In this manner the widening operation creates t branches at layer l−1. The
operation is performed recursively in a top-down manner towards the lower layers. Note that each
branch will be associated with a sub-set of tasks. There is a 1-1 correspondence between tasks
and branches at the output layer, but the granularity goes coarser at lower layers. An illustration
of this procedure can be found in Figure 4.2.
4.3.3 Task Grouping based on the Probability of Concurrently Simple or
Difficult Examples
Ideally, dissimilar tasks are separated starting from a low layer, resulting in less sharing
of features. For similar tasks the situation is the opposite. We observe that if an easy example
for one task is typically a difficult example for another, intuitively a distinctive set of filters are
required for each task to accurately model both in a single network. Thus we define the affinity
between a pair of tasks as the probability of observing concurrently simple or difficult examples
for the underlying pair of tasks from a random sample of the training data.
To make it mathematically concrete, we need to properly define the notion of a “difficult”
and a “simple” example. Consider an arbitrary attribute classification task i. Denote the prediction
of the task for example n as sni , and the error margin as m
n
i = |tni − sni |, where tni is the binary
label for task i at sample n. Following the previous discussion, it seems natural to set a fixed
threshold on mni to decide whether example n is simple or difficult. However, we observe that this
is problematic since as the training progresses most of the examples will become simple as the
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error rate decreases, rendering this measure of affinity useless. An adaptive but universal (across
all tasks) threshold is also problematic as it creates a bias that makes intrinsically easier tasks less
related to all the other tasks.
These observations lead us to the following approach. Instead of setting a fixed threshold,
we estimate the average margin for each task, E{mi}. We define the indicator variable for a
difficult example for task i as eni = 1mni≥E{mi}. For a pair of tasks i, j, we define their affinity as
A(i, j) = P(eni = 1,enj = 1)+P(eni = 0,enj = 0)
= E{eni enj +(1− eni )(1− enj)}. (4.6)
Both E{mi} and the expectation on Equation 4.6 can be estimated by their sample averages. Since
these expectations are functions of the current neural network model, a naive implementation
would require a large number of time consuming forward passes after every training iterations.
As a much more efficient implementation, we alternatively collect the sample averages from each
training mini-batches. The expectations are estimated by computing a weighted average of the
within-batch sample averages. To make the estimation closer to the true expectations from the
current model, an exponentially decaying weight is used.
The estimated task affinity is used directly for the clustering at the output layer. It is
natural as branches at the output layer has a 1-1 map to the tasks. But at lower layers the mapping
is one to many, as a branch can be associated with more than one tasks. In this case, affinity
is computed to reflect groups of tasks. In particular, let k, l denote two branches at the current
layer, where ik and jl denotes the i-th and j-th task associated with each branch respectively. The
affinity of the two branches are defined by
A˜b(k, l) = mean
ik
(
min
jl
A(ik, jl)
)
(4.7)
A˜b(l,k) = mean
jl
(
min
ik
A(ik, jl)
)
(4.8)
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The final affinity score is computed as Ab(k, l) = (A˜b(k, l)+ A˜b(l,k))/2. Note that if branches
and tasks form a 1-1 map (the situation at the output layer), this reduces to the definition in
Equation 4.6. For branches with coarser task granularity, Ab(k, l) measures the affinity between
two branches by looking at the largest distance (smallest affinity) between their associated tasks.
4.3.4 Complexity-aware Width Selection
The number of branches to be created determines how much wider the network becomes
after a widening operation. This number is determined by a loss function that balances complexity
and the separation of dissimilar tasks to different branches. For each number of clusters 1≤ d ≤ c,
we perform spectral clustering to get a grouping function gd : [d]→ [c] that associates the newly
created branches with the c old branches at one layer above. At layer l the loss function is given
by
Ll(gd) = (d−1)L02pl +αLs(gd) (4.9)
where (d− 1)L02pl is a penalty term for creating branches at layer l, Ls(gd) is a penalty for
separation. pl is defined as the number of pooling layers above the layer l and L0 is the unit cost
for branch creation. The first term grows linearly with the number of branches, with a scalar
that defines how expensive it is to create a branch at the current layer (which is heuristically set
to double after every pooling layers). Note that in this formulation a larger α encourages the
creation of more branches. We call α the branching factor. The network is widened by creating
the number of branches that minimizes the loss function, or gld
?
= argmin
gd
Ll(gd).
The separation term is a function of the branch affinity matrix Ab. For each i ∈ [d], we
have
Lis(gd) = 1− mean
k∈g−1(i)
(
min
l∈g−1(i)
Ab(k, l)
)
, (4.10)
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and the separation cost is the average across each newly created branches
Ls(gd) =
1
d ∑i∈[d]
Lis(gd). (4.11)
Note Equation 4.10 measures the maximum distances (minimum affinity) between the
tasks within the same group. It penalizes cases where very dissimilar tasks are included in the
same branch.
4.4 Experiments
We test our approach on person attribute classification tasks. We use CelebA [41] dataset
for facial attribute classification tasks and Deepfashion [105] for clothing category classification
tasks. CelebA consists of images of celebrities labeled with 40 attribute classes. Most images also
include the torso region in addition to the face. DeepFashion is richly labeled with 50 categories
of clothes, such as “shorts”, “jeans”, “coats”, etc. (the labels are mutually exclusive). Faces are
often visible on these images.
4.4.1 Comparison with the State of the art
A successful multi-task architecture should reach a good balance of speed, model com-
plexity and accuracy. In this section we discuss how well the proposed approach work in these
aspects compared to recent state-of-the-art methods in person attribute classifications. To facilitate
fair comparison in a controlled setting, we also list baselines trained in comparable conditions
with the proposed branching method. For baselines we prepare vanilla VGG-16 models, low-rank
models that factorizes all layers and thins models. We summarize our results on Table 4.1 and 4.2.
See training and model details in Section 4.4.5.
Accuracy Following established protocols, we report attribute classification accuracy and
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Table 4.1: Comparison of accuracy, speed and compactness on CelebA test set.
LNet+ANet and Walk and Learn results are cited from [40]. MOON results are cited from [44]. +: There
is no reported number to cite. ∗: MOON uses the VGG16 architecture, thus its test time should be similar
to our VGG-16 baseline. We use the convention Branch-x-c to represent a model from the proposed
branching method, with initial width of x and branching factor of c. Similar, Baseline-thin-x can be seen as
Branch-x-0 (no branching). The details of architectural changes on low-rank and thin models are shown in
Section 4.3.1.
Method
Acc
. (%
)
Top
-10
Rec
all
(%
)
Spe
ed (
ms)
Par
am
s. (M
)
Join
tly?
LNet+ANet 87 N/A + + No
Walk and Learn 88 N/A + + No
MOON 90.94 N/A ≈ 33∗ 119.73 No
Our VGG-16 Baseline 91.44 73.55 33.2 134.41 No
Our Low-rank Baseline 90.88 69.82 16.0 4.52 No
Our Baseline-thin-32 89.96 65.95 5.1 0.22 No
Our Branch-32-1.0 90.74 69.95 9.6 1.49 No
Our Branch-32-2.0 90.90 71.08 15.7 2.09 No
Our Branch-64-1.0 91.26 72.03 15.2 4.99 No
Our Joint Branch-32-2.0 90.4 68.72 10.01 3.25 Yes
Our Joint Branch-64-2.0 91.02 71.38 16.28 10.53 Yes
Table 4.2: Comparison of accuracy, speed and compactness on Deepfashion test set.
WTBI and DARN results are cited from [105]. The experiments are reportedly performed in the same
condition on the FashionNet method and tested on the DeepFashion test set. +: There is no reported
number to cite. ∗: There is no reported number, but based on the adoption of VGG-16 network as base
architecture they should be similar to those of our VGG-16 baseline. #: The results are from a network
jointly trained for clothing landmark, clothing attribute and clothing categories predictions. We cite the
reported results for clothing category [105]. See captions of Table 4.1 for naming conventions.
Method
Top
-3 A
cc.
(%
)
Top
-5 A
cc.
(%
)
Spe
ed (
ms)
Par
am
s. (M
)
Join
tly?
WTBI 43.73 66.26 + + No
DARN 59.48 79.58 + + No
FashionNet 82.58# 90.17# ≈ 34∗ ≈ 134∗ No
Our VGG-16 Baseline 86.72 92.51 34.0 134.45 No
Our Low-rank Baseline 84.14 90.96 16.34 4.52 No
Our Joint Branch-32-2.0 79.91 88.09 10.01 3.25 Yes
Our Joint Branch-64-2.0 83.24 90.39 16.28 10.53 Yes
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top-10 recall rate on CelebA dataset, and top-3 and top-5 classification accuracy on DeepFashion
dataset. The evaluations are performed on respective test partitions. We conclude that while being
more compact/faster, models generated by the proposed branching method can closely match the
state-of-the-art results, including the strong vanilla VGG-16 baselines prepared for this work.
Model Complexity/Speed At a comparable accuracy level, our models are significantly
faster and more compact than the vanilla baseline (and closest competitors in the literature,
MOON and FashionNet, both based on VGG-16). Compared to the thin baseline, a steady
improvement of accuracy as model complexity increases is observed. This improvement starts
to saturate as we make the thinness factor larger (creating more branches). On the other hand,
making the initial network wider becomes more effective when at higher accuracy levels. On
the facial attribute tasks on CelebA, the Branch-64-1.0 model is more accurate than the baseline
from low-rank factorization while being slightly faster and slightly less compact. While we
only explore small initial width to demonstrate the speed-up/model compression effects of the
proposed method, future work should more thoroughly investigate different thinness setting and/or
widening individual branches.
4.4.2 Understanding the Task Grouping
It is interesting to see if the automated procedure is learning an intuitive grouping of tasks,
or rather a surprising grouping that contradicts our own intuition. To this end we visualize task
groupings in the top layer of the Branch-32-2.0 model (for CelebA facial attribute tasks). Figure
4.4 shows the visualization. We observe an intuitive set of groupings. For instance, “5-o-clock
Shadow”, “Bushy Eyebrows” and “No Beard”, which all describe some forms of facial hairs,
are grouped. The cluster with “Heavy Makeup”, “Pale Skin” and “Wearing Lipstick” is clearly
related. Groupings at lower layers are also sensible. For instance, the group “Bags Under Eyes”,
“Big Nose” and “Young” are joined by “Attractive” and “Receding Hairline” at fc6, probably
because they all describe age cues.
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A positive number suggests a reduction in accuracy when changing from original to the new grouping.
This figure shows our automatic grouping strategy improves accuracy for most tasks.
Figure 4.3: The reduction in accuracy when changing the task grouping to favor grouping of
dissimilar tasks.
4.4.3 Cross-domain Training
We examine the method’s ability to handle cross-domain tasks by training a network that
jointly predict facial and clothing attributes. The model is trained on the union of the two training
sets. Note that the CelebA dataset is not annotated with clothing labels, and the Deepfashion
dataset is not annotated with facial attribute labels. To augment the annotations for both datasets,
we use the predictions provided by the baseline VGG-16 models as soft training targets. We
demonstrate that the joint model is comparable to the state-of-the-art on both facial and clothing
tasks, while being a much more efficient combined model rather than two separate models. The
comparison between the joint models with the baselines is shown in Table 4.1 and 4.2.
4.4.4 Ablation Studies
Significance of grouping We swap the 20 tasks shown at the left side of Figure 4.4 with
the 20 tasks at the right and retrain the model (using the “Branch-32-2.0” model illustrated in
the figure). In this particular case this shuffling separates a large number of tasks originally in
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Figure 4.4: The actual task grouping in the Branch-32-2.0 model on CelebA. Upper: fc7 layer.
Lower: fc6 layer. Other layers are omitted.
Table 4.3: Accuracy drop of Branch-32.2.0 compared to VGG-16 baseline, with and without
initialization from pre-trained model.
Method Accuracy (%) Top-10 Recall (%)
w/ pre-trained -0.54 -2.47
w/o pre-trained -0.65 -3.77
the same branch, creating a helpful scenario to diagnose our approach. Figure 4.3 summarizes
the reduction in accuracy due to reshuffling. In this case, grouping tasks according to similarity
improves accuracy for most tasks. We observe similar behaviors from multiple random reshuffling,
however due to the randomness the overall gain are less clear cut at times.
Cause of accuracy drop The drop in accuracy of the proposed method compared to
VGG-16 baseline could to caused by sub-optimal use of the pretrained model (as the initial
model is thinner), or the smaller capacity. We diagnose the issue by comparing the accuracy of
Branch-32-2.0 and VGG-16 baseline with and without the initialization. If poor initialization is
the main cause, removing the initialization should narrow the gap between the two models. This
is not the case, as shown in Table 4.3. In this light, future work should probably prioritize better
automated model design over more effective initialization.
Effects of SOMP initialization We compare training with and without this initialization
using the Baseline-thin-32 model on CelebA, under identical training conditions. The evolution
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Figure 4.5: Comparison of training progress with and without SOMP initialization. The model
using SOMP initialization clearly converges faster and better.
of training and validation accuracies are shown in Figure 4.5. Clearly, the network initialized
with SOMP initialization converges faster and better than the one without SOMP initialization.
4.4.5 Training Details
For all experiments, the attribute outputs are sigmoid units. Loss function is sigmoid
cross-entropy loss weighting attributes uniformly. Each attribute is treated as a task. We use the
original partitions in the two datasets. For CelebA images without face alignment (unlike reported
MOON results) are used as their contents provide contexts useful for clothing. Mini-batch size
is 32. The training iterations is 60000, the learning rate is initialized to 0.001 and decayed by
a factor of 10 every 20000 iterations. The initial model branching phase updates the model
after every 1000 iterations. These are changed to 100000, 40000 and 2000 respectively for joint
models. The branching factor and the initial width of thin models used to train various models
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are summarized in Table 1 and Table 2. The error decay factor is set to 0.99. Experiments are
performed on a single K40 GPU. With branching (factor=1.0) the training time on CelebA is
reduced to 17 from 40 hours (VGG16 baseline). All training uses Batch Normalization (BN)
[132]. BN layers are removed and the corresponding convolution layers are scaled and shifted
accordingly for faster inference.
Baselines The vanilla VGG-16 model is initialized from imdb-wiki gender VGG-16
models by replacing the output layers [133]. The low-rank model factorizes all layers. It is
initialized using truncated SVD [134] from the imdb-wiki model (the number of basis filters is
8-16-32-64-64-64-64-16). The thin models are initialized with SOMP (See Section 4.3.1 for more
details).
4.5 Conclusion and Future Works
We have proposed a novel method for learning the structure of compact multi-task deep
neural networks. Our method starts with a thin network model and expands it during training
by means of a novel multi-round branching mechanism, which determines with whom each task
shares features in each layer of the network, while penalizing for the complexity of the model.
We demonstrated promising results of the proposed approach on the problem of person attribute
classification.
The method itself is independent of the underlying tasks since it only require a notion of
correlation between them. It thus can be applied to multi-task problem beyond person attribute
classifications in future works. We also plan to adapt this method to other related problems, such
as incremental learning and domain adaptation.
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Chapter 5
Implicit Label Augmentation on Partially
Annotated Clips via Temporally-Adaptive
Features Learning
5.1 Introduction
The success of modern machine learning techniques in solving challenging problems
such as image recognition depends on the availability of large-scale, well-annotated datasets.
Unfortunately, the most complex and useful tasks (e.g. semantic segmentation) are usually also
the ones that require the most labeling efforts. This is arguably a major obstacle for large-scale
applications to real-world scenarios, such as autonomous driving, where model performance
is critical due to safety concerns. In this work, we focus on methods that can utilize partially
annotated clip data, more precisely short video sequences with annotations only at key frames,
to improve model performance. Datasets in this format are natural byproducts of typical data
collection procedures. From clips, a large number of unlabeled frames is available at virtually no
additional cost. But clip data can nevertheless encode rich temporal contexts useful for training
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more accurate models. Fully utilizing partially annotated clips in learning is an interesting
problem not only for its practical relevance, but also because it provides partial answers to an
interesting scientific question: Humans can naturally learn from continuous evolution of sensing
signals without much “labels”, can machines do the same?
We investigate a particularly intriguing case: To train a model that benefits from temporal
information during training but is used to make predictions on independent frames at inference.
This is in contrast to video prediction models [135–144] where video clips are used at both
training and inference. The main intuition of our approach is to decouple fast-changing factors
and slow-changing factors in data. Fast-changing factors reflect rapid temporal dynamics and
can only be learned from a labeled frame or its immediate neighbors, while slow-changing
factors can be learned from data points within a larger temporal context. Our method utilizes
the temporal context provided by the partially annotated clips to learn better features without
diminishing the ability to learn fine-grained features with rapid temporal changes. This is achieved
by allowing different parts of the model to adapt to distinct temporal change rates in data, a.k.a.
Temporally Adaptive Features (TAF) learning. We propose a principled approach to formalize
this intuition by introducing temporal change rate constraints in the learning problem and show
that the resultant optimization problem can be efficiently approximated by a feature swapping
procedure with contrastive loss. The TAF paradigm generalizes the well-motivated “slow feature”
learning methods [145, 146] for self-supervised learning. In this regard, ours is the first to
demonstrate significant empirical gains on a challenging real-world application via imposing
temporal coherence regularization. It can also be seen as a form of implicit label augmentation and
is related to explicit pseudo label generation techniques [147–150] which also show promising
improvements in practice. But ours is a more principled treatment that handles the important
issue of label uncertainty automatically. Interestingly, our work is the first to combine these two
seemingly unrelated line of research. It thus sheds new light on the theory and practice of the
important problem of learning from partially annotated clips and can benefit future explorations
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on this topic.
The TAF framework can in theory be applied to any recognition tasks with partially
annotated clip data. However, the advantage in doing so will well depend on the task. We identify
semantic segmentation, the task of assigning class labels to every pixel in an image, as a good
test case due to the necessity of multi-scale modeling. Natural images usually feature structures
with a great variety of sizes, functions and perspectives. This results in different intrinsic spatial
and temporal change rates of different structures. A useful semantic segmentation model needs
to provide comprehensive understanding of all these different structures. TAF can address this
challenge by allowing different parts of the model to learn features with varying temporal change
rates, rather than forcing all the features to vary slowly, as is the case of slow feature learning
[145, 146]. Beyond this particular task, semantic segmentation is also a good example of the
broader set of “dense prediction tasks” in computer vision, such as object detection [12–18],
pose estimation [19], monocular depth estimation [20–25], instance segmentation [18, 26–28] as
well as panoptic segmentation [29, 30], to name a few. Dense prediction tasks all share the key
properties of laborious annotation and multi-scale features thus it is likely that our finding from
semantic segmentation can directly benefit these tasks.
While the most exciting aspect of this design is to enable learning from partially annotated
clips for single frame models, preliminary work show that a similar design can lead to computa-
tional savings in video prediction by allowing different parts of the model to run at different frame
rates [50]. A shortened version of this exploration is documented in Chapter 6. This suggests
another interesting benefit of making different parts of the models adaptive to a distinct temporal
change rate.
This chapter is organized as follows. Section 5.2 presents our method. Section 5.3
compares our method to related works. Section 5.4 presents our empirical findings and ablation
studies. Section 5.5 concludes the chapter and discusses future directions.
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5.2 Methods
We first introduce notations useful to our presentation. We denote the dataset as D =
{xi,yi}Ni=1. Each input and its associated labels can be finely indexed as d(k)t = (x(k)t ,y(k)t ), where
k, t denotes the clip index and the time index within the clip, respectively. Whenever it is clear
from the context, we use (xt ,yt) to denote input-label tuples at time t for any particular clip.
5.2.1 Temporally Adaptive Feature Learning
Our method decouples the fast and slow changing factors in data by forcing the model
to learn features that are adaptive to the varying temporal change rates. To be applicable to our
framework, we assume the labeling function y can be factorized as
y(x;Θ) =Ω(Φ1(x;θ1), · · · ,Φm(x;θm);ω)
We can quantify how fast the labeling function changes w.r.t. time by taking its time
derivative.
∥∥∥∥dy(xt ;Θ)dt
∥∥∥∥=
∥∥∥∥∥ m∑i=1 ∂Ω∂Φi(xt) dΦi(xt)dt
∥∥∥∥∥,
∥∥∥∥∥ m∑i=1Ψi(xt)
∥∥∥∥∥ (5.1)
Note that y can be seen as a function with m-dimensional input where Φi(xt ;θi) represents
one of its dimensions. Ψi(xt) quantifies the variation of y w.r.t. time through this dimension. The
“fast” and “slow” factors are characterized by the degree at which they contribute to temporal
variations in the predictive model y. To instantiate this idea, our TAF frameworks solves the
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following empirical risk minimization problem with temporal change rates constraints.
min
Θ
ED [`(y(x;Θ),y)] (5.2a)
subject to ‖Ψi(xt)‖ ≤ ci, where 0≤ c1 ≤ c2 ≤ ·· · ≤ cm. (5.2b)
For a differentiable model, the analytical form of the constraints is available if dxtdt is
provided. In applications where xt is a high dimensional vector (such as an image), this may not
be possible. Thus, we propose to use first-order finite difference to approximate the constraints
via neighboring samples.
‖Ψi(xt)‖ ≈
∥∥Ω({Φ j(xt)} j 6=i),Φi(xt+∆)−Ω({Φ j(xt)} j 6=i),Φi(xt)∥∥
|∆| ,
δy(xt , i,∆)
|∆| (5.3)
The constrained optimization problem itself is difficult to solve. We can convert it into an
unconstrained optimization with the following regularization term which approximate the original
constraints. This permits the use of gradient-based solvers if the model is differentiable.
R+(xt , i,∆) = (δy(xt , i,∆)−|∆|ci)+ = max(0,δy(xt , i,∆)−|∆|ci) (5.4)
The proposed regularization is defined on any pairs of samples separated by known interval
∆, even if their labels are unknown. This construction thus enables learning from unlabeled data.
Needless to say, TAF learning is limited to short clips as the first order approximation is valid
only for small ∆. The slack term |∆|ci promotes features that adapts to a distinct temporal change
rate. When ci is small, that dimension is forced to model slow-changing factors shared within a
large temporal context, which is an implicit form of data augmentation. The dimensions with
large ci on the other hand can still model rapid motions in data important for the task. As we will
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discuss in ablation studies and supplementary materials, ci and m are important hyper-parameters.
As a remark on related methods, we note that Eqns. 5.4 generalizes the temporal coherence
regularization in [145] to multiple change rates, making it more suitable for real-world applications
such as semantic segmentation where multi-scale features are essential. This regularization can
also be seen as implicitly assuming constant labels across the entire clip, with the slack term
acknowledging the uncertainty introduced by this approximation. In this regard, ci measures
the growth rate of uncertainty in time of the implicit pseudo labels. Prior works suggests that
properly modeling the uncertainty in pseudo labels to be important in the final task performance
[147]. While TAF learning is motivated differently, it leads to a similar construction.
Finally, Dkey ⊆D denotes the subset of the data with annotations, the half-length of each
clip is nh, ∆0 is the sampling period and U denotes the uniform distribution defined on integers.
The regularized optimization problem becomes
min
Θ
E(x,y)∼Dkey [`(y(x;Θ),y)]+λE (xt ,−)∼D,
n∼U(−t∆0,2nh−t∆0)
[
m
∑
i=1
[R+(xt , i,n∆0)]
]
. (5.5)
5.2.2 Efficient Frame Sampling
The proposed objective function in Eqns. 5.5 is computationally inefficient when com-
bined with mini-batch SGD or its variants. First of all, the computation of the sample averages
requires two separate sampling streams: One for the key frames with annotations for the loss
function, and the other for the regularization term using pairs of frames. In general, there is
no ensured overlapping in these two streams of samples. As a result, we usually cannot use
features computed from an image to update both terms. This inefficiency is exacerbated by the
fact that the regularizer requires pair inputs, making the training even less efficient. Secondly, the
regularization term requires separate feature exchanges for each feature dimension. When m is
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Figure 5.1: The sampling procedure of TAF learning for a single pair of images, in our
implementation for semantic segmentation where Φi are defined on features extracted from a
shared backbone.
large and the model decoupling requires re-computation of a significant portion of the model, this
strategy is highly inefficient.
Our proposal is as follows: Within each mini-batch, a set of image-label tuples are first
sampled from the annotated key frame subset Dkey. Each of these tuples are associated with a
clip. Then, for each key frame sampled a random (unlabeled) pairing image is selected from
the same clip by sampling the index difference between the key frame and the unlabeled pairing
frame. In this improved procedure, all feature computations contribute to all terms in the objective
function. To further make use of cached features, the regularization term is also made symmetric.
To ensure tractable mini-batch updates, the summation over the dimensions are replaced by a
uniform sampling of the dimension index i at each training example. The efficient TAF procedure
solves the following problem
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min
Θ
E (xt ,yt)∼Dkey,
n∼U(−nh,nh),
i1,i2∼U(1,m)
[`(y(xt ;Θ),yt)+λ [R+(xt , i1,n∆0)+R+(xt+n∆0 , i2,−n∆0)]] (5.6)
where we simplify the notation by assuming that the key frame is always at the center of
each clip. Figure 5.1 illustrates how the training objective is computed between a pair of sampled
images.
The number of training iterations of TAF learning is two times of the baseline as only half
of the mini-batch have ground truth labels. In order to compute the pair-wise loss, the aggregation
function Ω has to be evaluated twice in each forward pass 1. Thus for tractable training, Ω should
be chosen to be a lightweight function. Figure 5.1 illustrates the proposed sampling procedure
in the application of semantic segmentation, where we use a Siamese network for the backbone
feature extractor and apply the TAF procedure only at the encoder layers (details in Section 5.2.3).
5.2.3 Application to Semantic Segmentation
We now provide a brief overview of two of the most popular semantic segmentation
models and explain how our framework can be applied. The multi-branch structure that enable
TAF learning for FCNs and DeepLab v3+ is used in a broader set of architectures for semantic
segmentation [7, 8, 10, 15] and we expect similar modifications to be feasible.
FCNs Fully convolutional networks (FCNs) [6] is one of the earliest and most popular
deep-learning based architecture for semantic segmentation. It follows a straightforward multi-
scale design: Feature maps at the output of three different stages of a backbone convolutional
network are extracted. Due to the downsampling operators between stages, feature maps have a
decreasing spatial resolution (in the case of FCN8s that we consider the output stride equals to 8,
16 and 32, respectively). The features maps are converted into class logits maps via a single layer
1The first time using the original features, the second time using features after swapping.
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of convolutions. The three predictions are aggregated via a cascade of upsampling and addition
operations. In our modification of FCNs we assign Φ1(x),Φ2(x) and Φ3(x) to represent three
feature maps, where Φ1(x),Φ2(x),Φ3(x) represents the stride-32, stride-16 and stride-8 feature
maps respectively. The aggregation function is the single convolution layer and the following
cascaded addition operations. In practice, we find swapping Φ1(x) is sufficient for improved
accuracies over the baselines.
DeepLab v3+ DeepLab v3+ [4] is a recent semantic segmentation algorithm that has
achieved state-of-the-art accuracy in challenging datasets such as Pascal VOC and Cityscapes.
It follows an encoder-decoder structure, where the encoder is an ASPP module [5] that consists
of five branches with different receptive fields (modeling structures at different scales): Four
branches with varying dilation rates and an additional image pooling branch. Similar in spirit
to the FCNs case, we assign Φ1 to the image pooling branch, and Φ2 · · · ,Φ5 to the remaining
branches starting from the one with largest dilation rate. The decoder is the aggregation function
Ω(·) in our formulation.
5.3 Related Works
Regularization and Data Augmentation in Deep Neural Networks There is a rich lit-
erature of generic regularization and data augmentation techniques sharing our goal of improving
generalization, e.g. norm regularization [151, 152], reduction of co-adaptation [153–155] and
pooling [156–158, 158]. For semantic segmentation, data augmentations techniques based on
simple image transformations 2 are standard practices. Recently, [159–162] learn optimal trans-
formations. These techniques are limited by not using video information but are complementary
to our approach. We follow the default choice of regularization and random transformations
when comparing TAF learning with corresponding baselines. Another effective solution is to
2such as horizontal flipping, random cropping, random jittering, random scaling and rotation
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use generative models for data and label synthesis [163–166]. Similar to ours, these methods
can improve model accuracy using unlabeled data. However, it could be intrinsically difficult to
generate realistic and diverse data for complicated applications, while our method can directly
utilize the large amount of real video clips.
Single Image and Video Semantic Segmentation We use semantic segmentation [4–10]
as an example to verify our method as discussed in Section 5.3. Importantly, our method is quite
different from the related literature of video semantic segmentation [135–144], where video
clips are utilized at both training and inference. Our work learns models using video clips at
training, but the model can be used on independent frames at inference. In semantic segmentation,
unlabeled frames can be used via future frame predictions [141–144, 167] and label propagation
[147, 148]. The former is only shown to improve video prediction results but not on single
image predictions (as expected as future frame prediction is difficult from a single frame due
to the lack of temporal context at test time). A few preliminary works suggest the latter can
bring promising improvements to single frame predictions by generating pseudo labels [147–
150]. But video propagation notably relies on manual screening and careful hyper-parameter
tuning to reject low quality labels [147], otherwise it could surprisingly lead to performance
degradation after including pseudo-labels in some cases [148]. Our method has the advantage
of not requiring manual intervention. More importantly, our work suggests that regularizing the
temporal behavior of features is an implicit form of video augmentation without explicit modeling
of temporal dynamics, which compared to video propagation is a simpler pipeline and could be
more transferable to other tasks.
Self-Supervised Learning Self-supervised learning utilizes the large amount of unlabeled
data via carefully designed “pretext” tasks or constraints that aim at capturing meaningful real-
world invariance structures in the data. The goal is to learn more robust features. Future frame
prediction [141–144, 167], patch consistency via tracking [140], transitive invariance [168],
temporal order verification [169] and motion consistency [170–172] have been proposed as
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useful pretext tasks. Recently, consistency across tasks are also explored [173, 174], although
these methods do not consider videos. However, as pretext tasks usually differ from the target
task, a separate transfer learning step is required. Ours in contrast can be used directly on
the target task. Via imposing geometric constraints, several recent works use self-supervised
learning to directly address real-world tasks, most notably in depth and motion predictions
[20, 21, 23, 24, 51, 175, 175, 176]. However, these methods cannot transfer easily outside of
their intended geometry application. Among them, SIGNet [51] points to a unified framework
for self-supervised learning of both semantic and geometric tasks which would broaden the
applications of this line of works, but the existing work can only improve on geometric tasks. In
contrast, TAF is not restricted to any particular task by design. Our TAF framework generalizes
the temporal coherence regularization in [145, 146] to multiple change rates and is the first
to validate the utility of this form of regularization on challenging real-world applications. In
contrast, the prior works focus on theoretical insights and are not rigorously validated.
5.4 Experiments
5.4.1 Datasets and Evaluation Metrics
We test our approach on two widely-used datasets for semantic segmentation: Camvid
[177] and Cityscapes [178]. The images of both datasets are frames captured from videos.
Detailed annotations are provided on key frames. The meta-data of the datasets include the source
frame ids of the annotated frames which makes unlabeled frames within the same clips available.
The availability of unlabeled frames in the said clip format makes these two datasets ideal for
testing our TAF framework. In particular, Camvid consists of 367 clips for training and 101/233
images for val/test. Key frames from training and test set are captured at 1Hz and annotated with
11 object classes. We capture extra frames around the key frames at 30Hz using the provided
raw video. Cityscapes consists of 2975 training key frames and 500 validation images. The
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Table 5.1: Overall results on Camvid and Cityscapes (CS) datasets.
Method Output stride Training set Backbone TAF mIOU (%) Pixel acc. (%)
Camvid test set
FCN8s 8,16,32 Camvid ResNet-50 65.3 91.0
FCN8s 8,16,32 Camvid ResNet-50 X 67.1 91.8
DeepLabV3+ 16 Camvid MobileNetV2 65.0 91.7
DeepLabV3+ 16 Camvid MobileNetV2 X 66.9 91.9
DeepLabV3+ 16 Camvid ResNet-50 68.2 92.3
DeepLabV3+ 16 Camvid ResNet-50 X 69.1 92.3
Cityscapes validation set
DeepLabV3+ 16 CS-0.2 MobileNetV2 62.1 95.0
DeepLabV3+ 16 CS-0.2 MobileNetV2 X 63.8 95.3
DeepLabV3+ 16 CS-0.2 ResNet50 67.7 95.7
DeepLabV3+ 16 CS-0.2 ResNet50 X 69.4 96.0
DeepLabV3+ 16 CS-0.5 MobileNetV2 67.0 95.6
DeepLabV3+ 16 CS-0.5 MobileNetV2 X 68.1 95.8
DeepLabV3+ 16 CS-0.5 ResNet50 71.7 96.2
DeepLabV3+ 16 CS-0.5 ResNet50 X 73.0 96.3
key frames are the 20-th frames in the provided 30-frame clips (30Hz) annotated with 19 object
classes. In the interest of fast experimentation and to test our methods on small datasets, we
sample 20% and 50% of the clips from Cityscapes training set, creating customary datasets with
595 and 1488 training clips respectively. We follow standard evaluation protocols and report
mIOU and pixel accuracy on the held-out set.
5.4.2 Comparison to Baselines
To understand the advantage of the proposed method, we train FCNs and DeepLab v3+
models using the TAF learning paradigm on partially labelled clips and compare against fully
supervised training using only key frames, on both Camvid and Cityscapes dataset. We use mean-
average-error (L1 norm) for the contrastive loss as it is a common choice of image applications
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3. We find it important to first normalize the per-pixel prediction via softmax function to avoid
learning degenerate features. Our training hyper-parameters are detailed in the supplementary
material. We ensure to use a comparable set of hyper-parameters for both the baseline and our
method whenever is applicable. For FCN8s, we show results for performing feature swapping
only on the stride-32 branch as this leads to better accuracy, while for DeepLab v3+ all branches
are swapped with equal probabilities. Our main results are summarized in Table 5.1. The main
finding is that our method improves over the respective baseline methods using both segmentation
algorithms and on both datasets. We note that TAF learning only affects the training time
procedures. At inference time models from TAF has exactly the same complexity as the baselines,
ensuring that the improvements from TAF is not resultant from increased complexity.
5.4.3 Ablation Studies
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To further understand the proposed method, we perform ablation studies on Camvid
dataset using FCN8s models trained with TAF. Feature swapping is only performed on the stride-
32 branch for simplicity. We choose to perform ablation studies on this model as its simple design
can lead to clearer insights. We use c1 = 0.0001 and the half size of each data clip (a.k.a. length
of temporal context) to 15 unless specified otherwise in particular studies.
3This choice is also discussed in the supplementary material
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Figure 5.4: Prediction mIOU as a function of feature swapping.
Study on Change Rates Constraint In our formulation ci controls change rates of a
particular feature dimension. It is interesting to observe the model performance as a function of
ci as this directly informs us on whether the change rate constraint is effective or not. When ci is
0, the feature dimension in question will be forced to stay constant across frames. This should
force it to learn features that are not informative to the final prediction, effectively reducing
the model capacity and consequently, the prediction accuracy. On the other hand, as ci goes
to infinity the regularization term is effectively ignored, leading to sub-optimal results if the
proposed regularization is indeed effective. Our finding as summarized in Figure 5.2 is as
expected, verifying that the temporal change rate constraints are not trivially imposed.
Study on Temporal Context Temporal context refers to how far apart in time a pair of
training examples can be. Note that in our derivation, we assume that the pair of frames used in
the constraints are sufficiently close. This is important as when the two data points are too far
apart, the first order approximation become ineffective. On the other extreme, when setting the
temporal context to near zero, the regularization effect is diminished. Results from varying the
temporal context are summarized in Figure 5.3. The mIOU reaches maximum when the temporal
context is roughly 15 examples (the same setting used in our main results). Interestingly, while
a larger temporal context leads to sub-optimal results, the degradation remains relatively mild,
suggesting that precise approximation is not critical.
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Study on Feature Swapping It is particularly interesting to see how the swapping of
features between image pairs affects the prediction results. There are two trivial cases that deserve
careful consideration: a) If the performance of the model (especially the baseline model) does
not show a decrease in accuracy even with feature swapping, then our proposed constraints are
not useful as this would suggest a natural tendency for part of the model to learn features that
are insensitive to temporal changes. b) If the performance of the model does decrease after
feature swapping, but both the baseline model and the TAF models demonstrate similar rate of
degradation, then it would cast questions on whether the proposed constraint can actually be
successfully imposed in the optimization. Furthermore, whether these constraints imposed on the
training set can generalize to a test set. In Figure 5.4 we show that TAF learning does not result
in the aforementioned trivial cases and can indeed generalize to held-out sets. Figure 5.5 further
illustrates the effects of feature swapping.
image Ground	truth Time	interval	=	0 Time	interval	=	3 Time	interval	=	7 Time	interval	=	14
Baseline
TAF
Figure 5.5: Visualization of predictions with feature swapping.
Study on Feature Attenuation Constraining the temporal change rate in features could
lead to trivial solutions that are not discriminative [145]. In Figure 5.6 we show the effect of
replacing the stride-32 branch either with its sample mean or zeros. The large resultant reduction
in per-class accuracy suggests that TAF learning is not producing constant, trivial features as
feared. However, this issue can be a function of model architectures and should be investigated
further in future works.
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5.5 Conclusion and Future Works
In this work, we propose to learn temporally-adaptive features to utilize partially annotated
clips. Our proposed framework has demonstrated convincing gains on the challenging task of
semantic segmentation. The ablation studies verify that our approach is learning non-trivial
features that reflect the proposed temporal rate change constraints, validating our design choices.
Our finding suggests the potential of such constraints in enabling self-supervised learning from
clip data. It would be interesting to further validate the utility of this approach in related
applications. Dense prediction tasks are natural starting points. Another interesting direction is
to explore data-driven metrics, such as perceptual loss [179–181] and adversarial training [182],
in constructing the contrastive loss, replacing the current heuristic choice of L1 norm. It is also
interesting to further explore existing ideas from slow feature learning and video propagation
(explicit label augmentation) to better model problem structures, which may in return lead to
stronger results.
5.6 Appendix
5.6.1 Temporal Change Rates of Semantic Classes
We expect different semantic classes to demonstrate different temporal change rates. This
as we discussed is a motivation for testing our method on semantic segmentation. To verify
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it empirically, we compare the predicted segmentation labels at xt+∆ against the ground truth
label at xt . Accuracy are reported using IOU normalized by the prediction accuracy at xt , as
shown in Figure 5.7. This normalization is necessary as different semantic classes have different
intrinsic difficulties. Since labels are not available beyond the key frames, we use the model
prediction instead in our study. Interestingly, there is a clear differentiation in the temporal
change rates among different classes, as demonstrated by the large differences in change rates
of the normalized IOU. Notably, the accuracies of larger or static objects such as road, sky, tree,
fence, pavement tend to decrease slowly with time, suggesting low temporal change rates for
those structures. On the other hand, smaller or moving objects like car, bicyclist, sign-symbol,
pedestrian, pole tend change much faster with time.
5.6.2 Details of Training Procedures
We use mini-batch SGD optimizer with Nesterov momentum. We set momentum to 0.9
and weight decay to 0.0001. The batch size is 16 except for training models with ResNet50
backbone on Cityscapes, in which case due to GPU memory constraints we use batch size of 8.
The training are performed on 4 Nvidia GTX 1080Ti GPUs. Synchronized batch normalization 4
4Implementation: https://github.com/vacancy/Synchronized-BatchNorm-PyTorch
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is used since the number of images per GPU is small in our setting. The ResNet-50 5 [183] and
MobileNet v2 6 [184] models are pre-trained on ImageNet [185]. We adopt a learning schedule
with polynomial decay with power set to 0.9, following standard practice in semantic segmentation.
This schedule multiplies the initial learning rate by the factor (1− current epochmax epoch )power. During
training, we apply random horizontal flip, random scales between 0.5 and 2 and random cropping.
For both baselines and the TAF models, we report the best results among the initial learning
rate from {0.005,0.01,0.02,0.025,0.05} and additionally for ATF learning λ from {0.5,1,2}.
Additional details are summarized in Table 5.2.
Table 5.2: Hyperparameters used for main results.
Method Training set Backbone TAF Init. lr λ Init. Img size Crop size Epoch Val size
FCN8s Camvid ResNet-50 0.02 N/A 360×480 360×360 600 360×480
FCN8s Camvid ResNet-50 X 0.02 1.0 360×480 360×360 600 360×480
DeepLabV3+ Camvid MobileNetV2 0.02 N/A 360×480 360×360 600 360×480
DeepLabV3+ Camvid MobileNetV2 X 0.05 1.0 360×480 360×360 600 360×480
DeepLabV3+ Camvid ResNet-50 0.02 N/A 360×480 360×360 600 360×480
DeepLabV3+ Camvid ResNet-50 X 0.05 0.5 360×480 360×360 600 360×480
DeepLabV3+ CS-0.2 MobileNetV2 0.02 N/A 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.2 MobileNetV2 X 0.05 1.0 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.2 ResNet50 0.02 N/A 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.2 ResNet50 X 0.05 1.0 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.5 MobileNetV2 0.02 N/A 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.5 MobileNetV2 X 0.02 1.0 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.5 ResNet50 0.01 N/A 1024×2048 720×720 300 1024×2048
DeepLabV3+ CS-0.5 ResNet50 X 0.01 1.0 1024×2048 720×720 300 1024×2048
5.6.3 Choice of Temporal Change Rates
For FCN8s, our preliminary studies suggest that assigning c1 = 0.0001 and c2,c3 to inf
leads to best performance. We note that this design effectively disables TAF learning on the
stride-16 and stride-8 branches. This design is necessary to allow the two high resolution features
to model structures with fast temporal change rates sufficiently. For DeepLab v3+, we assign
5Downloaded from https://download.pytorch.org/models/resnet50-19c8e357.pth
6Downloaded from http://jeff95.me/models/mobilenet_v2-6a65762b.pth
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c1 = 0.000001,c2 = 0.000001,c3 = 0.0001,c4 = 0.001,c5 = 0.01. There is no advantage in
disabling TAF learning on any branch. In fact, our study suggests that it leads to worse accuracy.
We think that can be attributable to the decoder (Ω function) design of the DeepLab v3+, which
provides a skip connection with output stride of 4 from low level features and can model fast
features sufficiently by itself.
5.6.4 Measure Temporal Change Rates Relative to Input
In our formulation the temporal change rates are directly measured by the variations in
the predictive model y. However, different clips can have intrinsically different rates of motions,
thus it might be wise to impose the temporal change rate constraints relative to the change rates in
input images. This, as we also discuss in Section 5.2, is not trivial since dxdt is not available. In our
preliminary studies, we empirically test using L1 norm as a measure of the change rate, using the
first order approximation as we do for y. Then, we set the constraints as the proportion between
the change rates in y and those in x. We find that this does not lead to improvement over the
design we presented and the training is usually less stable. We conjecture that this is attributable
to our heuristic method in measuring differences between images, a point worth revisiting in
future works.
5.6.5 Choice of Loss Functions
The loss function consists of two parts: The semantic loss function and the contrastive
loss. The former compares the prediction of the model against the ground truth annotations at
the key frames, while the latter compares the prediction from the model before and after feature
swapping (our regularization term). For the semantic loss function, we use cross-entropy loss
for both the baseline and TAF learning, per standard practice. For the contrastive loss, in our
preliminary studies we experiment with a few different metrics, including mean-squared-error
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(MSE), mean-average-error (MAE, or L1 loss) as well as symmetric cross entropy. Among them,
L1 loss leads to more stable training and best results. We note that it is important to first normalize
the prediction at every pixel via a softmax function, as applying L1 norm regularization directly
on the logits (before normalization) leads to degenerate solutions. We note that L1 norm is by no
means the optimal choice of the metric to compare images, as it does not reflect the rich semantic
structures encoded in natural images. We believe that perceptual loss or even adversarial loss
(via a learnable model) could lead to better performance and are interesting future directions to
explore.
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Chapter 6
Efficient Video Understanding via Layered
Multi Frame-Rate Analysis
6.1 Introduction
This chapter discusses a video prediction algorithm called Domain Calibration Modulator.
It is an algorithm designed to produce per-frame outputs from a continuous stream of video. This
algorithm is conceptually and technically closely related to the TAF framework, as discussed in
detail in Chapter 5. Its similarity and differences with the TAF frameworks are summarized as
follows.
The similarities with TAF:
• TAF are technically similar to DCM. The former can be seen as a generalization to the
latter. The DCM network and the light-weight prediction network can be seen as Φ1 and
Φ2 in the notation of the TAF framework. The temporal change rate constraints are c1 = 0
and c2 = inf, respectively.
• DCM can be seen as an extension of TAF training procedure to cases where both training
and testing can use videos. Both methods share the motivation adapting different parts of
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the model to a distinct temporal change rate.
The differences with TAF:
• While TAF focus on the case where the video clips are partially annotated, in DCM all
frames are fully labeled. As a result, the contrastive loss is not necessary in DCM. However,
even in the video prediction application considered in this chapter, we expect the contrastive
loss used in TAF framework be effective in cases where labels are missing for some frames.
• The DCM framework uses videos in both training and testing. TAF only considers per-frame
prediction at testing, and does not affect the computational structure.
• The main focus of DCM is computational efficiency, while TAF is a framework designed
for utilizing partially annotated clips.
The material covered in this chapter thus complements those presented in Chapter 5.
It shows the benefit of making different parts of the models adaptive to a distinct temporal
change rate is not restricted to enabling learning for partially annotated clips. With careful
parameterization, this design principle could also lead to reduction in computational complexity
when applied to video prediction tasks.
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Figure 6.1: The pipeline of our proposed framework, using semantic segmentation as an
example.
6.2 Related Work
Fast Neural Networks Architecture search [48, 186–190], network compression [191–
193] and novel manual design [194–196] are popular methods in designing fast neural network
architectures. These methods can find efficient architectures, but by focusing on single-frames
they cannot utilize the strong correlation between nearby frames which are usually present in
video understanding applications. Spatially adaptive processing [46, 197] and dynamic layer
dropping [198–200] achieves efficient execution through conditional execution on part of the
model or image, but these methods introduce additional overheads in decision makings and are
less efficient in practice. Our solution is a simpler static architecture. Our method is also related
to [201]. Similar to our method, they utilize the correlation between frames to achieve efficient
processing. However, they focus on modeling the temporal consistency of labels. Our method
focuses on separating environment modeling and per-frame modeling in a dual frame-rate system.
Domain Adaptation and Network Modulation Domain adaptation aims at improving
generalization of models across different domains [202–212]. “Environment factors” we model in
this work can be seen as a particular way to partition images into different domains. However, our
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work does not aim at improving generalization per se. Instead, it acknowledges that a light-weight
model is unlikely to generalize well for all domains. To battle domain-shifts, an expensive model
extracts robust features to augment the light-weight model through modulation. Our modulation
algorithm is similar to Conditional Batch Normalization (CBN) [213–215], which has shown to
be effective in controlling domain distributions, in applications such as style transfer and question
answering. In our case, CBN is used to influence the feature distribution of the prediction network.
A similar modulation pipeline is introduced in [216]. Similar to ours, this work modulates the
feature extraction process at the current frame using features from a different frame. However,
their approach is designed for one-shot learning. Our method addresses a different problem.
Attention Mechanisms Self-attention mechanisms [217, 218] leads to better generaliza-
tion by learning automatic recalibration of features. Our method similarly calibrates the features
of the light-weight network to improve its generalization. Unlike a self-attention mechanism, the
features used to perform calibration in our case are not from the current image or model. They
are extracted from a nearby frame using a different model.
Semantic Segmentation Our method is evaluated in a semantic segmentation task using
the classical FCN decoder [219] as our baseline. Our contribution is complementary to state-of-
the-art methods in segmentation, such as [219–221]. We expect to see similar accuracy gains
from using our method on top of the latest segmentation models.
6.3 Methods
In this section we introduce our proposed system: A light-weight per-frame prediction
model guided by a heavy-lifting domain calibration modulator (DCM). The per-frame prediction
model is deployed at high frame-rate to catch all the subtle changes in each frame. It is trained
to output the predicted labels (e.g. classification, detection or semantic segmentation etc.). The
heavy-lifting domain calibration modulator (DCM) is deployed at a much lower frame-rate to
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reduce latency and power consumption, but it predicts reliable features which are fed into the
prediction model through a “modulation” mechanism to improve task prediction robustness.
Interestingly, this proposed framework consistently improve the test accuracy while adding only
negligible amount of complexity per frame. We will present our empirical findings in the next
section. The current section presents the basic structures of our framework.
6.3.1 Two-Stream Architecture
The goal of the proposed framework is to learn a function yˆ(x;θ) so as to minimize
E[LD(y, yˆ(x;θ))], where (x,y) are pairs of images and the associated task labels. The data consists
of a number of domains {D1, · · · ,Dk}. Images within the same domain are visually similar but
could have very different labels.
In applications that use streaming inputs, short-term contiguous sequence of frames
naturally falls into the same “domain”. In view of this structure, to reduce complexity while
improving prediction accuracy we decouple the predictor yˆ into two components: A domain
calibration modulator (DCM) and a prediction model. Figure 6.1 illustrates the framework using
semantic segmentation task as an example. The DCM model extracts features shared across
images in the same domain using an arbitrary sample from the domain. It then uses this feature
to predict a set of calibration parameters γˆc. The prediction model extracts fine-grained features
from each frame. In the interest of fast processing, the prediction model is compact and as a result
its features are less robust. This is compensated by a modulation mechanism which applies the
calibration parameters to the prediction model. This process “calibrates” the inaccurate features
extracted from the prediction model and turn them into robust features for the current domain.
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Figure 6.2: Proposed modulator design in networks without BN layers (left) and with BN layers
(right).
6.3.2 Domain Calibration Modulator
There are two important choices in the design of a DCM architecture, namely how are
calibration features extracted and how can it be used to modulate the prediction network.
How are features extracted? The intermediate and output features extracted by a
ConvNet architecture are multi-scale and dense. However, in DCM the features are out-of-sync
with the current frame. Spatial details extracted should be suppressed or modulation based on
it will be noisy and confusing since it is describing the incorrect contents. For this reason, we
propose to use global average pooling from the last convolution layer to perform calibration
feature extraction. The features extracted in this way are global descriptors, making them more
suitable and stable for describing the environmental information.
How to modulate the prediction network using calibration features? The main con-
sideration in this design choice is the trade-off between complexity and accuracy. If the modula-
tion function is introducing large extra complexity, it will defeat the purpose of our design. We
propose a modulation mechanism based on channel-wise scaling. This mechanism is orders of
magnitude lighter than a convolution operator, yet it is shown to be very effective in other related
controlling and re-calibrating the distribution of features [213–216, 218]. With this mechanism,
our method attenuates or amplifies the contribution of feature channels based on the decoding
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of the environment by the DCM network. The DCM in effect adaptively selects the most useful
features from the prediction network for the current domain. In our design, the modulation
scalings are produced by a simple linear transformation of the extracted calibration features (from
global average pooling).
The final design can be described in simple formulas. As shown in Figure 6.1, the
proposed method first extracts features from a sample frame, then predict per-channel scales
through a linear transformation
γˆ=CS(G(x)) (6.1)
The per-channel scales are applied to the prediction network through element-wise modula-
tion with a few selected intermediate layers. For prediction networks without Batch Normalization,
the modulation mechanism is applied after every convolution layer. It can be written as
F(xi,c,h,w|γˆc) = γˆcx·,c,·,· (6.2)
For prediction networks with Batch Normalization (BN), these BN layers are replaced by
BN(xi,c,h,w|γc, γˆc,βc) = (γc+ γˆc)x·,c,·,·−E[x·,c,·,·]Var[x·,c,·,·]+ ε +βc (6.3)
where γc is the original scale factor of the BN layer. In this case, the predicted scale is the residual
of the modified BN scale factor. Using a residual scale is particularly useful when a pretrained
model is used, as this avoid destructing the original BN parameters. The differences in design
with and without BN are summarized in Figure 6.2.
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Figure 6.3: The sampling of training batches.
6.3.3 Model Training and Loss Functions
Training of our system requires image pairs from the same domains. In the applications
we consider, the datasets are separated into video clips, each containing frames taken at similar
time and locations. In both the training and testing procedures, these groups are considered
“domains”. This partition of data does not guarantee that all similar image pairs are classified into
the same domain. But it suffices in providing image pairs that are likely to be visually similar.
Based on this domain partition, our training procedure is essentially a two-step sampling process.
It fills a training mini-batch in the following fashion (also see Figure 6.3):
1. Sample a set of images from the entire datasets. These images are used as input to the
DCM. Their domain ids (video clip names) are recorded.
2. Group sampled images in step 1 according to domain ids. Re-shuffle samples within each
group. The images are used as input to the prediction network using this new ordering.
The system can be trained end-to-end via a loss function that penalizes incorrect predic-
tions at the output head of the prediction network. The DCM model is trained jointly with the
prediction network as our proposed modulation mechanism is differentiable.
Features extracted for calibration should intuitively be similar if they are from two images
in the same domain. To regularize the calibration features, in our framework, if there are k video
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clips, we train a k-way domain classifier using a simple linear layer from calibration features
(shown as CD in Figure 6.1). The video clip id is the domain label in this case. The entropy
loss serves to regularize the calibration features. In addition, the entropy of the domain classifier
prediction can also indicate the quality of the extracted domain features. This results in a more
robust testing procedure for unexpected changes in the environment. Details of our testing
procedure can be found in Section 6.3.4.
We denote the per-frame prediction network as F , and the domain label as d. The total
loss for our framework is the sum of the task loss and the domain loss presented. The total loss
function is
Ltotal = Ldomain+Ltask
=
1
N ∑i, j∈[1,N]
{L(CD(G(xdj )),d)
+L(F(xdi ),ydi ; γˆ)}
=
1
N ∑i, j∈[1,N]
{L(CD(G(xdj )),d)
+L(F(xdi ),ydi ;CS(G(xdj )))}
(6.4)
6.3.4 Model Inference
A practical application of such a system is to use the first few frames at any operating
sessions to extract “calibration” features using the DCM model. Assuming a slowly changing
environment, the extracted calibration features are then re-used by the prediction model until
the end of the particular deployment session. However, by the design of our training procedure
as described in Section 6.3.3, our system should work equally well with out-of-order stream of
inputs. It does not rely on the particular ordering of frames as long the inputs to the DCM and the
prediction network are in the same domain. To confirm this conjecture, in our experiments we
evaluate our system in both cases: (1) Feeding the DCM model with randomly selected inputs
from the same domain (2) Feed the DCM model with the first few frames within the video clip. In
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both cases, our system demonstrates similarly strong improvements over the baselines methods.
An interesting observation from our empirical study is that if the domain prediction has
high entropy, it strongly indicates a reduction in final test accuracy using this particular image
for calibration. This could be caused by model failure, changes in environmental factors or a
frame being not representational for a particular domain. In view of this, we propose a robust
version of our naive testing procedure. In this alternative entropy-based testing, we perform a
rejection sampling. If an incoming candidate input to DCM results in high entropy in domain
prediction, we disqualify this candidate and sample another example. Our testing procedure
can further improve average and worst-case performance of our system while using only 1-2
additional samples for the DCM, which is only a small increase in complexity.
Complexity at Inference We conclude this section with details in the computation of complexity
of our testing procedure. Assuming that the DCM needs to process K images before extracting
the final calibration features and a particular operation session (video clip) with N frames. Denote
the computational cost per frame as MPred for the prediction network and MDCM for the DCM.
The average computational cost per frame (M f rame) is given by
M f rame = MSeg+
K
N
MDCM (6.5)
In practical applications, K N in Equation 6.5. In such cases, our framework does not
bring in much increase in average complexity. In our experiment sections, the complexity metrics
reported are numbers of multiply-adds.
6.4 Experiments
To validate our design and test its applicability in real-world scenarios, we evaluate our
framework on CamVid [222, 223] dataset. We test the robustness of our approach under a variety
of combinations of popular ConvNet architectures. In all test cases we observe a consistent
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accuracy gain with negligible increase in complexity against baseline methods. This suggests
our method can be applied in a wide variety of settings. Through extensive ablation studies, we
conclude that the gain from our approach is not a trivial result of naively adding parameters.
Nor does it result from learning the dataset average. Our analysis also shows that the proposed
rejection sampling using entropy further improves the robustness of the system.
In the remainder of this section we will first discuss the choice of the dataset and data
preprocessing details. We then discuss the details of our training and testing procedures and the
exact modulation mechanisms used for different architectures and problem setups. It is followed
by our main results on a variety of architectures, comparing our results against baselines available
in the literature and our own replications. This section is concluded with ablation studies that
sheds lights on how our system improves the performance and its most salient failure modes.
6.4.1 Dataset and Preprocessing
CamVid [222, 223] is a segmentation dataset with 11 ground truth classes including sky,
building, pole, road, pavement, tree, sign-symbol, fence, car, pedestrian, bicyclist. The images
are all taken at street-level. It consists of four video sequences taken in different locations and
times. We use the same training, testing and validation split as in [224]. We use the training split
for training and the testing split for evaluation.
This dataset is ideally suited for evaluating our method: (1) It is separated into a few
videos, ideally simulating the scenario in which environmental factors are persistent within
each video clip. (2) It has full annotations of every frames of the videos, making it suitable
for performing extensive ablation studies of our proposed framework. While there are other
large-scale datasets in similar applications, their configurations are not suitable for testing our
particular framework. However, conclusions drawn from CamVid should still be informative for
future works on large-scale evaluations.
Baseline methods [224, 225] processes images at 360× 480 and 720× 960. In our
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Figure 6.4: The modified convolution layer from AlexNet (left) and modified inverted residual
unit from MobileNet V2 (right).
evaluations both settings are tested. In training time, we apply random crops of 352×352 for
360×480 images, and 704×704 for 720×960 images, respectively. Random horizontal flip is
used as in standard practices. Inputs to DCM are scaled to 224×224.
6.4.2 Network Architectures
In experiments on CamVid, the DCM backbones are either ResNet50 [226] or MobileNet
V2-1.0 [196]. We perform global average pooling at the top convolution layer to extract calibration
features, in a manner described in Section 6.3.2 and Figure 6.1.
The prediction networks use fully convolution networks (FCNs) [219] decoders. The
decoders follow the FCN32s configuration. To test performance of compact networks, the
backbone architectures are AlexNet [227] and MobileNet V2 with different width factor. For
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Table 6.1: Result for AlexNet-FCN32s experiment.
Eval Img. denotes to average number of images the DCM processed.
Backbone Img. Size Pretrained mIOU(%) Eval Img. Mult-Adds/Img.
AlexNet(baseline) 41.2 − 16.02G
AlexNet+DCM(Ours) 360×480 × 44.1(±0.42) 2 16.05G
AlexNet+DCM+Entropy(Ours) 44.4(±0.43) 4.55 16.10G
AlexNet(baseline) 50.6 − 16.02G
AlexNet+DCM(Ours) 360×480 X 53.0(±0.18) 2 16.05G
AlexNet+DCM+Entropy(Ours) 53.1(±0.15) 3.55 16.08G
AlexNet(baseline)
720×960 ×
44.0 [224] − 54.79G
AlexNet(baseline, Ours) 48.7 − 54.79G
AlexNet+DCM(Ours) 51.7(±0.75) 2 54.82G
AlexNet+DCM+Entropy(Ours) 51.8(±0.90) 3.75 54.89G
AlexNet(baseline)
720×960 X
57.4 [224] − 54.79G
AlexNet(baseline, Ours) 57.2 − 54.79G
AlexNet+DCM(Ours) 60.8(±0.38) 2 54.82G
AlexNet+DCM+Entropy(Ours) 60.9(±0.37) 3.1 54.84G
AlexNet backbones, channel-wise modulation is applied after every convolution layers. For
MobileNet V2 backbones, by default DCN modulates every BN layers in the inverted residual
blocks. However, for MobileNet V2-1.0 we omit modulation for the last convolution layer in
each inverted residual block. Figure 6.4 summarizes the modifications.
6.4.3 Training and Testing Procedures
Training Procedure and Hyperparameters We train all models with a batch size of 12
on 3 Nvidia GTX 1080Ti GPUs. We use Adam optimizer [228] with weight decay of 0.0005.
Unless specified otherwise, we train for 600 epochs. When the DCM model uses ResNet50
backbones, we use a step-wise learning rate schedule with initial learning rate of 0.0001 and
reduces it to 0.00001 at epoch 400. When the DCM model uses MobileNet v2-1.0 backbone,
the initial learning rate is 0.00005 with reduction to 0.000005. The training mini-batches are
sampled according to the procedure described in Section 6.3.3.
The scale prediction layer of the DCM (Cs) is a fully connected layer initialized with
all-zero weights and the bias is set to 1. This ensure that the initial output of the DCM is always
1. In MobileNet based prediction networks, if a pretrained model is used, the scaling factor in the
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Table 6.2: Result for MobileNet-FCN32s experiment.
Eval Img. denotes to average number of images the DCM processed. MBNet denotes MobileNet.
Backbone Img. Size Pretrained mIOU(%) Eval Img. Mult-Adds/Img.
MBNet-1.0(baseline) 58.4 − 2747.49M
MBNet-1.0+DCM(Ours) 360×480 X 59.2(±0.70) 2 2750.38M
MBNet-1.0+DCM+Entropy(Ours) 59.6(±0.08) 2.45 2751.04M
MBNet-0.75(baseline) 58.1 − 1980.49M
MBNet-0.75+DCM(Ours) 360×480 X 59.4(±0.23) 2 1983.36M
MBNet-0.75+DCM+Entropy(Ours) 59.5(±0.16) 2.35 1983.87M
MBNet-0.5(baseline) 54.4 − 1069.92M
MBNet-0.5+DCM(Ours) 360×480 X 56.6(±0.40) 2 1072.75M
MBNet-0.5+DCM+Entropy(Ours) 56.9(±0.07) 3.15 1074.37M
MBNet-0.35(baseline) 51.8 − 770.34M
MBNet-0.35+DCM(Ours) 360×480 X 52.0(±1.92) 2 773.14M
MBNet-0.35+DCM+Entropy(Ours) 53.0(±0.21) 2.5 773.85M
BN layers are subtracted by 1 at initialization. This modification ensures the BN layers are not
changed initially. We find it important to fix the scaling factor term in BN layer during training or
the DCM could learn trivial solutions.
Testing Procedure As discussed in Section 6.3.4, we use random as well as the first few
images from the same video clip as input to the DCM model. For random sampling the procedure
we report both the mean and the std of the mIOU from 20 repetitions. When rejection sampling
with entropy is used, the number of DCM evaluations is dynamic. In those cases, we also report
the average number of evaluations and computational complexity (in number of Multiply-Adds).
Although both testing procedures are evaluated, we report the result from random shuffling by
default as it results in a larger test set, making the accuracy numbers more robust. However,
our ablation study shows that as expected, there is no significant difference in the two testing
procedures.
6.4.4 Comparison with Baselines
AlexNet FCN32s AlexNet is used to build baseline methods on CamVid segmentation
[224]. In this set of experiments, we use a DCM model based on ResNet-50 backbones. The
prediction network is AlexNet FCN32s. The DCM model is always initialized from weights
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pretrained on ImageNet. For our experiments using the entropy trick, the threshold for rejecting a
DCM input is set to 0.1.
Table 6.1 summarizes our results. We carefully compare against best available baseline
results reported in the literature. For pretrained AlexNet FCN32s model on 720×960 images,
our baseline is comparable to the reported number in [224]. When training from scratch, our
baseline is better than their reported number in the corresponding setting. The proposed method
outperforms the baselines by 2-3% with negligible increase in average complexity in all settings.
Large gains are observed for both small picture input as well as large picture input. Although we
use ImageNet pretrained models in DCM, we observe that the gain is similar regardless of the
initialization method used in the AlexNet backbone. This suggests that the gains are not the result
of feature transfer from ImageNet.
In this experimental setting, the quality of calibration features extracted by DCM is high.
As long as the DCM input is from the correct domain, the modulation process almost always leads
to improvements in testing accuracy. For this reason, the entropy trick for DCM input selection
is not effective in improving the testing accuracy. This is in contrast in our findings from using
MobileNet V2 backbones, in which case the entropy brings in significant gains.
MobileNet FCN32s To further evaluate our method in mobile applications, we experiment
with models using MobileNet V2 [196] as backbones. MobileNet V2 is a recently proposed light-
weight architecture designed for mobile applications. It significantly reduces model complexity
by adoption of depth-wise convolution and inverted residual units. In our experiments, we use a
MobileNet V2-1.0 model as the backbone network of DCM. The prediction networks at FCN32s
models using MobileNet V2 models with different width factors. The DCM model is initialized
using weights pretrained on CamVid, while the prediction network model uses weights pretrained
on ImageNet.
Table 6.2 compares our algorithm against baselines. Notably, MobileNet V2 baseline
models out-performs AlexNet models despite its much smaller complexity. Our approach further
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improves the mIOU by 1-2% with insignificant increase in complexity. The gain seems to increase
when the backbone network has smaller width. In particular, the gain using {1.0,0.75,0.5,0.35}
are 1.0%, 1.4%, 2.5% and 1.2% respectively. Intuitively, as the prediction model becomes smaller,
it should be more difficult for the model to generalize to different domains, thus the benefit from
using the DCM model is larger. Our result suggests that this is the general trend. However,
when the model is too small (in the case of MobileNet V2-0.35), the benefit starts to diminish.
The authors conjectures that when the prediction network is too small, our channel-wise feature
modulation mechanism is not powerful enough to significantly improve the feature quality.
Another interesting observation for is that in experiments using MobileNet V2 backbones,
the standard deviations in the prediction accuracy is larger than those in AlexNet. In particular,
the standard deviation in prediction accuracy reaches 1.92% for the model based on MobileNet
V2-0.35. This is likely caused by the fact that MobileNet V2-0.35 is a smaller architecture. Thus,
an incorrect modulation signal from DCM could have a greater impact to its prediction accuracy.
When sub-optimal DCM inputs are used, modulating the prediction networks leads to accuracy
numbers that are below the baselines. In this context, we find that high entropy of the domain
classifier (CD in Figure 6.1) can reliably indicate a non-ideal input to DCM. We test the rejection
sampling procedure using an entropy threshold of 0.05. This improves accuracy in all settings, but
the gain for MobileNet V2-0.35 is a particularly large at 1%. It also leads to a more predictable
algorithm at test time as can be concluded from the largely reduced standard deviation in mIOU
numbers.
6.4.5 Ablation Studies
To further understand the proposed method, we use ablation studies to answer the follow-
ing questions.
Can DCM leads to performance gain if the input are the first few frames? To
answer this question, we compare the two types of inputs (first frames versus random frames).
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Table 6.3: Use starting frames in a video instead of randomly selected images for DCM input.
The numbers enclosed in parenthesis show the relative change in numbers against the random selection
counterparts. Eval Img. denotes to number of images the DCM processed.
Backbone Img. Size Pretrained Eval Img. mIOU(%)
AlexNet 360×480 × 4(−0.55) 44.7(+0.3)
AlexNet 360×480 X 3(−0.55) 53.1(+0.0)
AlexNet 720×960 × 2(−1.75) 50.8(−1.0)
AlexNet 720×960 X 3(−0.1) 61.1(+0.2)
MobileV2-1.0 360×480 X 3(+0.55) 59.5(−0.1)
MobileV2-0.75 360×480 X 2(−0.35) 59.6(+0.1)
MobileV2-0.5 360×480 X 3(−0.15) 56.9(+0.0)
MobileV2-0.35 360×480 X 3(+0.5) 52.9(−0.1)
Table 6.4: Effects of inputs with wrong domains.
∆ denotes to the difference between ablation study result and our method with using backbone Net-
work+DCM+entropy.
Backbone Img. Size Pretrained mIOU(%) ∆(%)
AlexNet 360×480 × 37.1(±1.31) −7.3
AlexNet 360×480 X 51.2(±0.21) −1.9
AlexNet 720×960 × 41.8(±1.30) −10.0
AlexNet 720×960 X 59.6(±0.31) −1.3
MobileV2-1.0 360×480 X 54.4(±1.05) −5.2
MobileV2-0.75 360×480 X 52.6(±1.20) −6.9
MobileV2-0.5 360×480 X 50.2(±0.72) −6.7
MobileV2-0.35 360×480 X 44.3(±1.23) −8.7
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Table 6.3 summarizes the comparison. It is clear that the choice of input type does not result in
significantly different accuracy or complexity.
What happens if the DCM input is from the wrong domain? This is an interesting
sanity check: If wrong inputs to the DCM does not lead to significant reduction in accuracy, then
DCM might be learning producing trivial modulation signals. From Table 6.4, using input images
with wrong domain ids results in up to 10% drop in mIOU, dispriving this possibility.
What happens if we add additional scaling parameters on AlexNet? Since AlexNet
does not have BN layers, our modulation mechanism effectively adds new parameters to the
network. To rule out a trivial gain resultant from added parameters, we perform a comparison. As
can be seen in Table 6.5, adding parameters alone does not improve accuracy significantly.
What happens if there is domain mismatches in training? It is reasonable to suspect
that the system is simply benefiting from added parameters from the DCM model (although the
inputs are out-of-sync to the current frame). To rule out this trivial case, we purposely create
mismatches in domain ids between the input to DCM and the prediction network. Our experiment
summarized in 6.6 shows that our method significantly outperforms models trained with domain
mismatches, disproving another trivial case.
The answer to the last three questions strongly suggests that our method is indeed using
the domain information in a non-trivial manner. Based on these results, we conclude that: (1)
Gains from our approach are not a trivial result of naively adding parameters. (2) Nor does it
result from learning the degenerate solutions such as dataset means.
Table 6.5: Effects of adding channel-wise multiplication parameters in the AlexNet.
∆ denotes to the difference between ablation study result and our method with AlexNet+DCM+entropy.
Backbone Img. Size Pretrained mIOU(%) ∆(%)
AlexNet+param 360×480 × 42.3 −2.2
AlexNet+param 360×480 X 49.8 −3.3
AlexNet+param 720×960 × 49.5 −2.3
AlexNet+param 720×960 X 55.2 −5.7
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Table 6.6: Effect of domain mismatches in DCM training.
∆ denotes to the difference between ablation study result and our method with using backbone Net-
work+DCM+entropy.
Backbone Img. Size Pretrained mIOU(%) ∆(%)
AlexNet 360×480 × 43.3(±0.05) −1.1
AlexNet 360×480 X 51.8(±0.02) −1.3
MobileV2-1.0 360×480 X 59.7(±0.16) +0.1
MobileV2-0.75 360×480 X 58.1(±0.05) −1.4
MobileV2-0.5 360×480 X 55.1(±0.10) −1.8
MobileV2-0.35 360×480 X 52.2(±0.10) −0.8
6.5 Conclusion and Future Directions
In this work, we propose and empirically investigate a novel dual frame-rate architecture
for efficient video understanding. This strategy has demonstrated consistent gains over baselines,
over a wide variety of settings. Through ablation studies, we show that the success is due
to accurate modeling of the environment. We also propose practical solutions to improve the
robustness of our algorithm when the environmental modeling is inaccurate.
The current work is limited by the size of the dataset used for evaluation. An important
future work is to curate a large-scale dataset to evaluate similar design principles. It is also
interesting to test its applicability to a wider variety of applications. In this work we use semantic
segmentation on video clips as an example application. The authors expect the same strategy
would lead to improvements in related applications such as object detection and instance level
segmentation, as the problem structures and constraints are similar. Another interesting direction
is to find the “optimal” modulation strategy and a potential generalization of the two-stream
design. In fact, temporally visual signals usually exhibits multi-scale structures, just as they do
spatially. It would be interesting to go beyond the hand-crafted dual frame-rate design to a truly
adaptive multi frame-rate system.
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Chapter 7
SIGNet: Semantic Instance Aided
Unsupervised 3D Geometry Perception
7.1 Introduction
Visual perception of 3D scene geometry using a monocular camera is a fundamental
problem with numerous applications, like autonomous driving and space exploration. We focus
on the ability to infer accurate geometry (depth and flow) of static and moving objects in a 3D
scene. Supervised deep learning models have been proposed for geometry predictions, yielding
“robust” and favorable results against the traditional approaches (SfM) [229–234]. However,
supervised models require a dataset labeled with geometrically informative annotations, which is
extremely challenging as the collection of geometrically annotated ground truth (e.g. depth, flow)
requires expensive equipment (e.g. LIDAR) and careful calibration procedures.
Recent works combine the geometric-based SfM methods with end-to-end unsupervised
trainable deep models to utilize abundantly available unlabeled monocular camera data. In
[3, 235–237] deep models predict depth and flow per pixel simultaneously from a short sequence
of images and typically use photo-metric reconstruction loss of a target scene from neighboring
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Figure 7.1: On the right, state-of-the-art unsupervised learning approach relies on pixel-wise
information only, while SIGNet on the left utilizes the semantic information to encode the spatial
constraints hence further enhances the geometry prediction.
scenes as the surrogate task. However, these solutions often fail when dealing with dynamic
objects1. Furthermore, the prediction quality is negatively affected by the imperfections like
Lambertian reflectance and varying intensity which occur in the real world. In short, no robust
solution is known.
In Fig 7.1, we highlight the innovation of our system (on the left) comparing to the existing
unsupervised frameworks (on the right) for geometry perception. Traditional unsupervised models
learn from the pixel-level feedback (i.e. photo-metric reconstruction loss), whereas SIGNet relies
on the key observation that inherent spatial constraints exist in the visual perception problem as
shown in Fig 7.1. Specifically, we exploit the fact that pixels belonging to the same object have
1Section 7.5 presents empirical results that explicitly illustrate this shortcoming of state-of-the-art unsupervised
approaches.
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additional constraints for the depth and flow prediction.
How can those spatial constraints of the pixels be encoded? We leverage the semantic
information as seen in Fig 7.1 for unsupervised frameworks. Intuitively, semantic information can
be interpreted as defining boundaries around a group of pixels whose geometry is closely related.
The knowledge of semantic information between different segments of a scene could allow us to
easily learn which pixels are correlated, while the object edges could imply sharp depth transition.
Furthermore, note that this learning paradigm is practical 2 as annotations for semantic prediction
tasks such as semantic segmentation are relatively cheaper and easier to acquire. To the best of
our knowledge, our work is the first to utilize semantic information in the context of unsupervised
learning for geometry perception.
A natural question is how do we combine semantic information with an unsupervised
geometric prediction? Our approach to combine the semantic information with RGB input is
two-fold: First, we propose a novel way to augment RGB images with semantic information.
Second, we propose new loss functions, architecture, and training method. The two-fold approach
precisely accounts for spatial constraints in making geometric predictions:
Feature Augmentation We concatenate the RGB input data with both per-pixel class
predictions and instance-level predictions. We use per pixel class predictions to define semantic
mask which serves as a guidance signal that eases unsupervised geometric predictions. Moreover,
we use the instance-level prediction and split them into two inputs, instance edges and object
masks. Instance edges and object masks enable the network to learn the object edges and sharp
depth transitions.
Loss Function Augmentation Second, we augment the loss function to include various
semantic losses, which reduces the reliance on semantic features in the evaluation phase. This
is crucial when the environment contains less common contextual elements (like in dessert
navigation or mining exploitation). We design and experiment with various semantic losses, such
2Semantic labels can be easily curated on demand on unlabeled data. On the contrary, geometrically informative
labels such as flow and depth require additional sensors and careful annotation at the data collection stage.
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as semantic warp loss, masked reconstruction loss, and semantic-aware edge smoothness loss.
However, manually designing a loss term which can improve the performance over the feature
augmentation technique turns out to be very difficult. The challenge comes from the lack of
understanding of error distributions because we are generally biased towards simple, interpretable
loss functions that can be sub-optimal in unsupervised learning. Hence, we propose an alternative
approach of incorporating a transfer network that learns how to predict semantic mask via a
semantic reconstruction loss and provides feedback to improve the depth and pose estimations,
which shows considerable improvements in depth and flow prediction.
We empirically evaluate the feature and loss function augmentations on KITTI dataset
[238] and compare them with the state-of-the-art unsupervised learning framework [3]. In our
experiments we use class-level predictions from DeepLabv3+ [239] trained on Cityscapes [178]
and Mask R-CNN [240] trained on MSCOCO [64]. Our key findings:
• By using semantic segmentation for both feature and loss augmentation, our proposed
algorithms improves squared relative error in depth estimation by 28% compared to the
strong baseline set by state-of-the-art unsupervised GeoNet [3].
• Feature augmentation alone, combining semantic with instance-level information, leads to
larger gains. With both class-level and instance-level features, the squared relative error of
the depth predictions improves by 30% compared to the baseline.
• Finally, as for common dynamic object classes (e.g. vehicles) SIGNet shows 39% improve-
ment (in squared relative error) for depth predictions and 29% improvement in the flow
prediction, thereby showing that semantic information is very useful for improving the
performance in the dynamic categories of objects. Furthermore, SIGNet is robust to noise
in image intensity compared to the baseline.
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7.2 Related Work
Deep Models for Understanding Geometry Deep models have been widely used in
supervised depth estimation [2, 241–248], tracking, and pose estimation [232, 249–251] , as
well as optical flow predictions [252–255]. These models have demonstrated superior accuracy
and typically faster speed in modern hardware platforms (especially in the case of optical
flow estimation) compared to traditional methods. However, achieving good performance with
supervised learning requires a large amount of geometry-related labels. The current work
addresses this challenge by adopting an unsupervised learning framework for depth, pose, and
optical flow estimations.
Deep Models for Semantic Predictions Deep models are widely applied in semantic
prediction tasks, such as image classification [256], semantic segmentation [239], and instance
segmentation [240]. In this work, we utilize the effectiveness of the semantic predictions provided
by DeepLab v3+ [239] and Mask R-CNN [240] in encoding spatial constraints to accurately
predict geometric attributes such as depth and flow. While we particularly choose [239] and [240]
for our SIGNet, similar gains can be obtained by using other state-of-the-art semantic prediction
methods.
Unsupervised Deep Models for Understanding Geometry Several recent methods pro-
pose to use unsupervised learning for geometry understanding. In particular, Garg et al.[24] uses
a warping method based on Taylor expansion. In the context of unsupervised flow prediction,
Yu et al.[257] and Ren et al.[258] introduce image reconstruction loss with spatial smoothness
constraints. Similar methods are used in Zhou et al.[235] for learning depth and camera ego-
motions by ignoring object motions. This is partially addressed by Vijayanarasimhan et al.[236],
despite the fact, we note, that the modeling of motion is difficult without introducing semantic in-
formation. This framework is further improved with better modeling of the geometry. Geometric
consistency loss is introduced to handle occluded regions, in binocular depth learning [259], flow
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prediction [260] and joint depth, ego-motion and optical flow learning [3]. Mahjourian et al.[175]
focuses on improved geometric constraints, Godard et al.[261] proposes several architectural
and loss innovations, while Zhan et al.[262] uses reconstruction in the feature space rather than
the image space. In contrast, the current work explores using semantic information to resolve
ambiguities that are difficult for pure geometric modeling. Methods proposed in the current
work are complementary to these recent methods, but we choose to validate our approach on a
state-of-the-art framework known as GeoNet [3].
Multi-Task Learning for Semantic and Depth Multi-task learning [263] achieves better
generalization by allowing the system to learn features that are robust across different tasks.
Recent methods focus on designing efficient architectures that can predict related tasks using
shared features while avoiding negative transfers [48, 264–268]. In this context, several prior
works report promising results combining scene geometry with semantics. For instance, similar
to our method Liu et al.[269] uses semantic predictions to provide depth. However, this work
is fully supervised and only uses sub-optimal traditional methods. Wang et al.[270], Cross-
Stitching [264], UberNet [267] and NDDR-CNN [268] all report improved performance over
single-task baselines. But they have not addressed outdoor scenes and unsupervised geometry
understanding. Our work is also related to PAD-Net [271]. PAD-Net reports improvements by
combining intermediate tasks as inputs to final depth and segmentation tasks. Our method of
using semantic input similarly introduces an intermediate prediction task as input to the depth
and pose predictions, but we tackle the problem setting where depth labels are not provided.
7.3 State-of-the-art Unsupervised Geometry Prediction
Prior to presenting our technical approach, we provide a brief overview of state-of-the-art
unsupervised depth and motion estimation framework, which is based on image reconstruction
from geometric predictions [3, 235]. It trains the geometric prediction models through the recon-
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Figure 7.2: Our unsupervised architecture contains DepthNet, PoseNet and ResFlowNet to pre-
dict depth, poses and motion using semantic-level and instance-level segmentation concatenated
along the input channel dimension.
structions of a target image from source images. The target and source images are neighboring
frames in a video sequence. Note that such a reconstruction is possible only when certain ele-
ments of the 3D geometry of the scene are understood: (1) The relative 3D location (and thus
the distance) between the camera and each pixel. (2) The camera ego-motion. (3) The motion of
pixels. Thus this framework can be used to train a depth estimator and an ego-motion estimator,
as well as a optical flow predictor.
Technically, each training sample I = {Ii}ni=1 consists of n contiguous video frames
Ii ∈ RH×W×3 where the center frame It is the “target frame” and the other frames serve as
the “source frame”. In training, a differentiable warping function ft→s is constructed from the
geometry predictions. The warping function is used to reconstruct the target frame I˜s ∈ RH×W×3
from source frame Is via bilinear sampling. The level of success in this reconstruction provides
training signals through backpropagation to the various ConvNets in the system. A standard loss
function to measure reconstruction success is as follows:
Lrw = α
1−SSIM(It , I˜s)
2
+(1−α)||It− I˜s||1 (7.1)
where SSIM denotes the structural similarity index [272] and α is set to 0.85 in [3].
To filter out erroneous predictions while preserving sharp details, the standard practice is
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to include an edge-aware depth smoothness loss Lds weighted by image gradients
Lds =∑
pt
|∇D(pt)| · (e−|∇I(pt)|)T (7.2)
where | · | denotes element-wise absolute operation, ∇ is the vector differential operator, and T
denotes transpose of gradients. These losses are usually computed from a pyramid of multi-scale
predictions. The sum is used as the training target.
While the reconstruction of RGB images is an effective surrogate task for unsupervised
learning, it is limited by the lack of semantic information as supervision signals. For example,
the system cannot learn the difference between the car and the road if they have similar colors or
two neighboring cars with similar colors. When object motion is considered in the models, the
learning can mistakenly assign motion to non-moving objects as the geometric constraints are
ill-posed. We augment and improve this system by leveraging semantic information.
7.4 Methods
In this section, we present solutions to enhance geometry predictions with semantic infor-
mation. Semantic labels can provide rich information on 3D scene geometry. Important details
such as 3D location of pixels and their movements can be inferred from a dense representation of
the scene semantics. The proposed methods are applicable to a wide variety of recently proposed
unsupervised geometry learning frameworks based on photometric reconstruction [3, 235, 259]
represented by our baseline framework introduced in Section 7.3. Our complemented pipeline in
test time is illustrated in Fig 7.2.
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Figure 7.3: Top to bottom: RGB image, semantic segmentation, instance class segmentation and
instance edge map. They are used for the full prediction architecture. The semantic segmentation
provides accurate segments grouped by classes, but it fails to differentiate neighboring cars.
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7.4.1 Semantic Input Augmentation
Semantic predictions can improve geometry prediction models when serving as input
features. Unlike RGB images, semantic predictions mark objects and contiguous structures with
consistent blobs, which provide important information for the learning problem. However, it is
uncertain that using semantic labels as input could indeed improve depth and flow predictions
since training labels are not available. Semantic information could be lost or distorted, which
would end up being a noisy training signal. An important finding of our work is that using semantic
predictions as inputs significantly improves the accuracy in geometry predictions, despite the
presence of noisy training signal. Input representation and the type of semantic labels have a
large impact on the performance of the system. We further illustrate this by Fig 7.3, where we
show various semantic labels (semantic segmentation, instance segmentation, and instance edge)
that we use to augment the input. This imposes additional constraints such as depth of the pixels
belonging to a particular object (e.g. a vehicle) which helps the learning process. Furthermore,
sudden changes in the depth predictions can be inferred from the boundary of vehicles. The
semantic labels of the pixels can provide important information to associate pixels across frames.
Encoding Pixel-wise Class Labels We explored two input encoding techniques for class
labels: dense encoding and one-hot encoding. In dense encoding, dense class labels are concate-
nated along the input channel dimension. The added semantic features are centralized to the
range of [−1,1] to be consistent with RGB inputs. In the case of one-hot encoding, the class-level
semantic predictions are first expanded to one-hot encoding and then concatenated along the input
channel dimension. The labels are represented as one-hot sparse vectors. In this variant, semantic
features are not normalized since they have similar value range as the RGB inputs,
Encoding Instance-level Semantic Information Both dense and one-hot encoding are
natural to class-level semantic prediction, where each pixel is only assigned a class label rather
than an instance label. Our conjecture is that instance-level semantic information is particular
well-suited to improve unsupervised geometric predictions, as it provides accurate information on
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the boundary between individual objects of the same type. Unlike class-level label, the instance
label itself does not have a well-defined meaning. Across different frames, the same label could
refer to different object instances. To efficiently represent the instance-level information, we
compute the gradient map of a dense instance map and use it as an additional feature channel
concatenating to the class label input (dense/one-hot encoding).
Direct Input versus Residual CorrectionComplementary to the choice of encoding,
we also experiment with different architectures to feed semantic information to the geometry
prediction model. In particular, we make a residual prediction using a separate branch that takes
in only semantic inputs. Notably, using residual depth prediction leads to further improvement on
top of the gains from the direct input methods.
7.4.2 Semantic Guided Loss Functions
The information from semantic predictions could be diminished due to noisy semantic
labels and very deep architectures. Hence, we design training loss functions that are guided by
semantic information. In such design, the semantic predictions provide additional loss constraints
to the network. In this subsection, we introduce a set of semantic guided loss functions to improve
depth and flow predictions.
Semantic Warp Loss Semantic predictions can help learn scenarios where reconstruction
of the RGB image is correct in terms of pixel values but violates obvious semantic correspon-
dences, e.g. matching pixels to incorrect semantic classes and/or instances. In light of this, we
propose to reconstruct the semantic predictions in addition of doing so for RGB images. We call
this “semantic warping loss” as it is based on warping of the semantic predictions from source
frames to the target frame. Let Ss be the source frame semantic prediction and S˜
rig
s be the warped
semantic image, we define semantic warp loss as:
Lsem = ||S˜rigs −St ||2 (7.3)
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The warped loss is added to the baseline framework using a hyper-tuned value of the weight w.
Masking of Reconstruction Loss via Semantics As described in Section 7.3, the ambi-
guity in object motion can lead to sub-optimal learning. Semantic labels can partially resolve
this by separating each class of region. Motivated by this observation, we mask the foreground
region out to form a set of new images Jkt,c = It,cSt,k for c = 0,1,2 and k = 0, ...,K−1 where c
represents the RGB-channel index,  is the element-wise multiplication operator and Ss,k is the
k-th channel of the binary semantic segmentation (K classes in total). Similarly we can obtain
J˜rig,ks,c = I˜
rig
s,c St,k for c = 0,1,2 and k = 0, ...,K−1. Finally, the image similarity loss is defined
as:
L ′rw =
K−1
∑
k=0
α
1−SSIM(Jkt , J˜rig,ks )
2
+(1−α)||Jkt − J˜rig,ks ||1 (7.4)
DepthNet
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Figure 7.4: Infer semantic labels from depth predictions. The transfer function uses RGB and
predicted depth as input. We experimented the variants with and without semantic input.
Semantic-Aware Edge Smoothness Loss Equation 7.2 uses RGB to infer edge locations
when enforcing smooth regions of depth. This could be improved by including an edge map
computed from semantic predictions. Given a semantic segmentation result St , we define a weight
matrix Mt ∈ [0,1]H×W where the weight is low (close to zero) on class boundary regions and high
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(close to one) on other regions. We propose a new image similarity loss as:
L ′′rw =
K−1
∑
k=0
α
1−SSIM(ItMt , I˜rigs Mt)
2
+(1−α)||ItMt− I˜rigs Mt ||1
(7.5)
Semantic Loss by Transfer Network Motivated by the observation that high-quality
depth maps usually depict object classes and background region, we designed a novel transfer
network architecture. As shown in Fig 7.4 the transfer network block receives predicted depth
maps along with the original RGB images and outputs semantic labels. The transfer network
introduces a semantic reconstruction loss term to the objective function to force the predicted depth
maps to be richer in contextual sense, hence refines the depth estimation. For implementation,
we choose the ResNet-50 as the backbone and alter the dimensions for the input and output
convolutional layers to be consistent with the segmentation task. The network generates one-hot
encoded heatmaps and use cross-entropy as the semantic similarity measure.
7.5 Experiments
To quantify the benefits that semantic information brings to geometry-based learning, we
designed experiments similar to [3]. First, we showed our model’s depth prediction performance
on KITTI dataset [238], which outperformed state-of-the-art unsupervised and supervised models.
Then we designed ablation studies to analyze each individual component’s contribution. Finally,
we presented improvements in flow predictions and revisited the performance gains using a
category-specific evaluation.
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7.5.1 Implementation Details
To make a fair comparison with state-of-the-art models [2, 3, 235], we divided KITTI
2015 dataset into train set (40238 images) and test set (697 images) according to the rules from
Eigen et al [2]. We used DeepLabv3+ [239] (pretrained on [178]) for semantic segmentation and
Mask-RCNN [240] (pretrained on [64]) for instance segmentation. Similar to the hyper-parameter
settings in [3], we used Adam optimizer [273] with initial learning rate as 2e-4, set batch size to 4
per GPU and trained our modified DepthNet and PoseNet modules for 250000 iterations with
random shuffling and data augmentation (random scaling, cropping and RGB perturbation). The
training took 10 hours on two GTX1080Ti.
7.5.2 Monocular Depth Evaluation on KITTI
We augmented the image sequences with corresponding semantic and instance segmenta-
tion sequences and adopted the scale normalization suggested in [274]. In the evaluation stage,
the ground truth depth maps were generated by projecting 3D Velodyne LiDAR points to the
image plane. Followed by [3], we clipped our depth predictions within 0.001m to 80m and
calibrated the scale by the medium number of the ground truth. The evaluation results are shown
in Table 7.1, where all the metrics are introduced in [2]. Our model benefits significantly from
feature augmentation and surpasses the state-of-the-art methods substantially in both supervised
and unsupervised fields.
Moreover, we found a correlation between the improvement region and object classes.
We visualized the absolute relative error (AbsRel) among image plane from our model and from
the baseline. As shown in Fig 7.5, most of the improvements come from regions containing
objects. This indicates that the network is able to learn the concept of objects to improve the
depth prediction by rendering extra semantic information.
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Top to bottom: Input RGB image, AbsRel error map of [3], AbsRel error map of ours, and improvements
of ours on AbsRel map compared to [3]. The ground truth is interpolated to enhance visualization. Lighter
color in those heatmaps corresponds to larger errors or improvements.
Figure 7.5: Comparisons of depth evaluations on KITTI.
Table 7.1: Monocular depth results on KITTI 2015 [1] by the split of Eigen et al. [2] (Our
model used scale normalization.)
Method Supervised Error-related metrics Accuracy-related metrics
Abs Rel Sq Rel RSME RSME log δ< 1.25 δ< 1.252 δ< 1.253
Eigen et al. [2] Coarse Depth 0.214 1.605 6.653 0.292 0.673 0.884 0.957
Eigen et al. [2] Fine Depth 0.203 1.548 6.307 0.282 0.702 0.890 0.957
Liu et al. [241] Depth 0.202 1.614 6.523 0.275 0.678 0.895 0.965
Godard et al. [259] Pose 0.148 1.344 5.927 0.247 0.803 0.922 0.964
Zhou et al. [235] updated No 0.183 1.595 6.709 0.270 0.734 0.902 0.959
Yin et al. [3] No 0.155 1.296 5.857 0.233 0.793 0.931 0.973
Ours No 0.133 0.905 5.181 0.208 0.825 0.947 0.981(improved by) 14.04% 30.19% 11.55% 10.85% 3.14% 1.53% 0.80%
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7.5.3 Ablation Studies
Here we took a deeper look of our model, testified its robustness under noise from
observations, and presented variations of our framework to show promising explorations for
future researchers. In the following experiments, we kept all the other parameters the same in [3]
and applied the same training/evaluation strategies mentioned in Section 7.5.2
How much gain from various feature augmentation? We tried out different combina-
tions and forms of semantic/instance-level inputs based on “Yin et al” [3] with scale normalization.
From Table 7.2, our first conclusion is that any meaningful form of extra input can ameliorate the
model, which is straightforward. Secondly, when we use “Semantic” and “Instance class” for
feature augmentation, one-hot encoding tends to outperform the dense map form. Conceivably
one-hot encoding stores richer information in its structural formation, whereas dense map only
contains discrete labels which may be more difficult for learning. Moreover, using both “Seman-
tic” and “Instance class” can provide further gain, possibly due to the different label distributions
of the two datasets. Labels from Cityscape [178] cover both background and foreground concepts,
while the COCO dataset [64] focuses more on objects. At last, when we combined one-hot
encoded “Semantic” and “Instance class” along with “Instance id” edge features, the network
exploited the most from scene understanding, hence greatly enhanced the performance.
Table 7.2: Depth prediction performance gains due to different semantic sources and forms.
(Scale normalization was used.)
Semantic Instance Instance Error-related metrics Accuracy-related metrics
class id Abs Rel Sq Rel RSME RSME log δ< 1.25 δ< 1.252 δ< 1.253
0.149 1.060 5.567 0.226 0.796 0.935 0.975
Dense 0.142 0.991 5.309 0.216 0.814 0.943 0.980
One-hot 0.139 0.949 5.227 0.214 0.818 0.945 0.980
Dense 0.142 0.986 5.325 0.218 0.812 0.943 0.978
One-hot 0.141 0.976 5.272 0.215 0.811 0.942 0.979
Edge 0.145 1.037 5.314 0.217 0.807 0.943 0.978
Dense Edge 0.142 0.969 5.447 0.219 0.808 0.941 0.978
One-hot One-hot Edge 0.133 0.905 5.181 0.208 0.825 0.947 0.981
Can our model survive under low lighting conditions? To testify our model’s robust-
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ness for varied lighting conditions, we multiplied a scalar between 0 and 1 to RGB inputs in the
evaluation. Fig 7.6 showed that our model still holds equal performance to [3] when the intensity
drops to 30%.
(a) Observations under decreased light condition (left to right)
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(b) Robustness under decreased light condition
Figure 7.6: The abs errs change as lighting condition drops. Our model can still be better than
baseline even if the lighting intensity drops to 0.30 of the original ones.
Which module needs extra information the most? We fed semantics to only DepthNet
or PoseNet to see the difference in their performance gain. From Table 7.3 we can see that com-
pared to DepthNet, PoseNet learns little from the semantics to help depth prediction. Therefore
we tried to feed the semantics to a new PoseNet with the same structure as the original one
and compute the predicted poses by taking the sum from two different PoseNets, which led to
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performance gain; however, performance gain was not observed from applying the same method
to DepthNet.
Table 7.3: Each module’s contribution toward performance gain from semantics. (Scale normal-
ization was used.)
DepthNet PoseNet
Error-related metrics Accuracy-related metrics
Abs Rel Sq Rel RSME RSME log δ< 1.25 δ< 1.252 δ< 1.253
0.149 1.060 5.567 0.226 0.796 0.935 0.975
Channel 0.145 0.957 5.291 0.216 0.805 0.943 0.980
Channel 0.147 1.076 5.385 0.223 0.808 0.938 0.975
Channel Channel 0.139 0.949 5.227 0.214 0.818 0.945 0.980
Extra Net Channel 0.147 1.036 5.593 0.226 0.803 0.937 0.975
Channel Extra Net 0.135 0.932 5.241 0.211 0.821 0.945 0.980
How to be “semantic-free” in evaluation? Though semantic helps depth prediction,
this idea relies on semantic features during the evaluation phase. If semantic is only utilized in the
loss, it would not be needed in evaluation. We attempted to introduce a handcrafted semantic loss
term as a weight guidance among image plane but it didn’t work well. Also we designed a transfer
network which uses the predicted depth to predict semantic maps along with a reconstruction
error to help in the training stage. The result in Table 7.4 shows a better result can be obtained by
training from pretrained models.
Table 7.4: Gains in depth prediction using our proposed Transfer Network. (+sn: “using scale
normalization”.)
Checkpoint Transfer Error-related metrics Accuracy-related metrics
Network Abs Rel Sq Rel RSME RSME log δ< 1.25 δ< 1.252 δ< 1.253
Yin et al. [3] 0.155 1.296 5.857 0.233 0.793 0.931 0.973
Yin et al. [3] Yes 0.150 1.141 5.709 0.231 0.792 0.934 0.974
Yin et al. [3] +sn 0.149 1.060 5.567 0.226 0.796 0.935 0.975
Yin et al. [3] +sn Yes 0.145 0.994 5.422 0.222 0.806 0.939 0.976
7.5.4 Optical Flow Estimation on KITTI
Using our best model for DepthNet and PoseNet in Section 7.5.2, we conducted rigid flow
and full flow evaluation on KITTI [238]. We generated the rigid flow from estimated depth and
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pose, and compared with [3]. Our model performed better in all the metrics shown in Table 7.5.
Table 7.5: Rigid flow prediction from first stage on KITTI on non-occluded regions(Noc) and
overall regions(All).
Method
End Point Error Accuracy
Noc All Noc All
Yin et al. [3] 23.5683 29.2295 0.2345 0.2237
Ours 22.3819 26.8465 0.2519 0.2376
Table 7.6: Full flow prediction on KITTI 2015 on non-occluded regions(Noc) and overall
regions(All). Results from DirFlowNetS are shown in [3]
Method
End Point Error
Noc All
DirFlowNetS 6.77 12.21
Yin et al. [3] 8.05 10.81
Ours 7.66 13.91
We further appended the semantic warping loss introduced in Section 7.4.2 to ResFlowNet
in [3] and trained our model on KITTI stereo for 1600000 iterations. As demonstrated in Table 7.6,
flow prediction got improved in non-occluded region compared to [3] and our model produced
comparable results in overall regions.
7.5.5 Category-Specific Metrics Evaluation
This section will present the improvements by semantic categories. As shown in the
bar-chart in Fig 7.7, most improvements were shown in “Vehicle” and “Dynamic” classes3, where
errors are generally large. Our network did not improve much for other less frequent categories,
such as “Motorcycle”, which are generally more difficult to segment in images.
3For “Dynamic” classes, we choose “person”, “rider”, “car”, “truck”, “bus”, “train”, “motorcycle” and “bicycle”
classes as defined in [178]
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Figure 7.7: Performance gains in depth (left) and flow (right) among different classes of
dynamic objects.
7.6 Conclusion
In SIGNet, we strive to achieve robust performance for depth and flow perception without
using geometric labels. To achieve this goal, SIGNet utilizes semantic and instance segmentation
to create spatial constraints on the geometric attributes of the pixels. We present novel methods of
feature augmentation and loss augmentation to include semantic labels in the geometry predictions.
This work presents a first of a kind approach which moves away from pixel-level to object-level
depth and flow predictions. Most notably, our method significantly surpasses the state-of-the-art
solution for monocular depth estimation. In the future, we would like to extend our SIGNet to
various sensor modalities (IMU, LiDAR or thermal).
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Chapter 8
Conclusion and Future Directions
This thesis presents a set of novel algorithms that address practical limitations in existing
object and scene understanding systems. These limitations include high computational demands
of the systems, the lack of unified models that can model multiple tasks accurately in an efficient
manner, and the high dependency on output labels which are in many cases difficult and expensive
to collect. Our strategy is as follows: We first identify important and intuitive structures in
the respective problems. Then, we analyze the existing architectures and introduce additional
dimensions of variations in the computational and model structures. The proposed algorithms
are more “adaptive” than their respective baselines, in the sense that they can now use the new
degrees of freedoms to address the limitations in the latter. These algorithms are practical because
they demonstrate significant empirical successes in addressing the limitations of existing methods.
They have pushed the state-of-the-art and inspired follow-up studies in designing better object
and scene understanding systems for real-world challenges.
There are many future directions. In addition to those discussed in respective chapters,
one particularly interesting question is how to quantify the progress towards practical object and
scene understanding systems, given the many practical considerations that are all good candidates
for an evaluation of success. A successful design must have built-in mechanism to perform best
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under a given resource budget (computational, model-size, memory footprint), and should have
not just good accuracy for a single task but also for a set of related tasks. The design must also
take into account the labeling cost, especially the fine-grained breakdown which are usually
embedded in the data collection process. Currently, systems are evaluated in simple metrics that
sometimes could be detached from the realistic considerations. A thorough benchmark could
complement existing efforts and expedite progress in this field.
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