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Abstract 
Butler, L.M., Generalized flags in finite Abelian p-groups, Discrete Applied Mathematics 34 
(1991) 67-81. 
For each partition A of n, let L, = LA (p) be the lattice of subgroups of a finite Abelian p-group 
of type A. We study a topological condition necessary for the existence of an order-preserving in- 
jection of L, into LA. Our main result shows this topological condition is equivalent to the simple 
requirement that p dominates A. We employ results obtained by Lascoux and Schiitzenberger in 
the theory of Hall-Littlewood symmetric functions. 
1. Introduction 
A finite Abelian p-group G is of type A =(11, . . ..A.) if it is isomorphic to the 
direct product of cyclic groups 
Z/p”‘Z X ... xL/p% 
where L,z...z~,. Subgroups of G, ordered by inclusion, compose a modular lat- 
tice Ld. For A=(n), this lattice is a chain. For L=(l, . . . . I)= l”, this lattice is 
isomorphic to the lattice of subspaces of the vector space (UpiT)“. Hence we call 
the image of an order-preserving injection of L, into LA a generalized flag. For 
example, for p= 2 the Hasse diagrams of L,, and L,,, are shown in Fig. 1. For 
p = 2, Fig. 2 depicts an order-preserving injection of Lzl into L,,l. 
We desire a simple characterization of those pairs @,A) of partitions of n for 
which there exists an order-preserving injection of L, into LA. No such 
characterization is known. Instead we obtain a simple characterization of those 
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(b) 
Fig. 1. (a) The lattice of subgroups of Z/42 x Z/22. (b) The lattice of subgroups of Z/2b x Z/22 x L/2iZ. 
Fig. 2. The image of an order-preserving injection of 152, into Ll,,, drawn for p= 2. 
pairs (p, A) of partitions of n for which each rank-selected Mobius invariant [16] of 
L, does not exceed the corresponding rank-selected Mobius invariant of L,. The 
rank-selected Mobius invariants of LA have the following topological interpreta- 
tion: For each SC [n- l] consider the simplicial complex ,4,(S) =dk(S;p) whose 
maximal simplices are the chains with rank set S in LA. (A chain of subgroups 
H,C-..CHk has rankset (rl,..., rk} if the order of Hi is prc for all i.) So d,(S) is 
(/S / - I)-dimensional. It is known that d,(S) is homotopy equivalent to a wedge of 
(IS 1 - 1)-dimensional spheres. The rank-selected Mobius invariant pn(S;p) equals 
the number of spheres in the wedge. (For p=2, Fig. 3 shows that LI~*({ 1,3}) is 
(a) (b) lx!4 
(cl I%4 N 
+ 
N 83 
Fig. 3. Fix p = 2. (a) The Hasse diagram of L 22. (b) The simplicial complex dzz({ 1,3}). (c) First contract 
the central vertical edge and pull down the circled vertex, then contract all four spokes to obtain a wedge 
of four circles. 
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homotopy equivalent to a wedge of four l-dimensional spheres. In general, 
AZ2({ 1,3}) is homotopy equivalent to a wedge of p2 l-dimensional spheres. So 
P22({I>31;P)=P2.) 
A simple topological argument, provided in Section 2, shows that a necessary con- 
dition for L,GL~ is that each rank-selected Mobius invariant of L, not exceed the 
corresponding rank-selected Mobius invariant of LA. Our main theorem shows that 
this topological condition is equivalent to the combinatorial condition that 
Cy P,r Cy lj for all m. 
Theorem 1.1. /3,(S;p) 5 PA (S;p) for all S c [n - I] if and only if ,u L E. in dominance 
order on partitions of n. 
The “only if” part of our main theorem is established in Theorem 4.1 below. We 
show that if PLA, then there is a rank set Sfl such that d,(S,) is contractible and 
d,(S,) is not. This part of the theorem may be viewed as a topological explanation 
of why L, U; LA when P does not dominate A. For example, Table 1 shows that the 
number of subgroups of order pr in a finite Abelian p-group of type fl= (2,2,2) is 
less than the number of subgroups of order pr in a finite Abelian p-group of type 
h = (3,&l, 1). These calculations tempt one to suspect that L,,, 4 Ljl II. The proof 
of Theorem 4.1 in Section 4 shows that L222 G L3, 11 since d sr,, ({ 1,2,4,5}) is con- 
tractible and AZZ2({ 1,2,4, S}) is not. An elementary version of our proof of 
Theorem 4.1 is provided in Section 5. 
Table 1. The number of subgroups of order p’ in a finite Abelian p-group 
of given type 
r (Z&2) (3,L L1) 
1,5 1+p+p2 1 +p+p2+p3 
2,4 1 +p+2p2+p3+p4 1 +p+2p2+2p3+p4 
3 I +p+2p2+2p3+p4 l+p+2p2+3p3+p4 
The “if” part of our main theorem is established in Theorem 4.2 below. No 
elementary proof is known that establishes P>A =) jlP(S;p)spA(S;p) for all 
S c [n - 11. Using a key observation due to Stanley, this fact is seen as an immediate 
consequence of a monotonicity result due to Lascoux and Schtitzenberger on so- 
called Kostka polynomials, which arise in the study of Hall-Littlewood symmetric 
functions. Background on Hall-Littlewood symmetric functions, including Stanley’s 
observation and Lascoux and Schutzenberger’s results, is supplied in Section 3. 
2. Background on topology of partially ordered sets 
The algebraic topology of the simplicial complexes d,(S) was first studied by 
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Stanley [16]. The fact that d,(S) is homotopy equivalent to a wedge of (IS 1 - l)- 
dimensional spheres follows most directly from the following three observations. 
(1) The simplicial complex of chains in a modular (even semimodular) lattice is 
shellable. 
(2) In a graded poset P of rank n with 6 and I, if the simplicial complex of chains 
in P- {b, i} is shellable, then so is the simplicial complex of chains with rank set 
contained in S, for each S c [n - 11. 
(3) A shellable simplicial complex of dimension d is homotopy equivalent to a 
wedge of d-dimensional spheres. 
Proofs of (1) and (2) may be found in Bjiirner [2]. A proof of (3) is written out 
in BjGrner [3]. Readers interested in the topology of partially ordered sets will want 
to read Walker’s thesis [ 181 and the survey paper on Cohen-Macaulay posets by 
Bjiirner, Garsia and Stanley [4]. 
Since n,(S) is homotopy equivalent to a wedge of spheres, it has the same 
homology as a wedge of spheres. Hence the number of spheres in the wedge is just 
the dimension of the vector space Eiisl _ ,(d,(S);Q). 
Definition 2.1. Let p be a prime, I a partition of n, and S a subset of [n - 11. Then 
PA&J) = dim&I-,(A,(S);Q) 
is known to topologists as the top-dimensional Betti number of the simplicial com- 
plex d,(S) and to combinatorialists as a rank-selected Miibius invariant of the lat- 
tice LA. By convention, we define pn(O; p) = 1. 
The fact that p,(S;p)~/3~(S;p) for all S is a necessary condition for L,GL~ is a 
simple consequence of the long exact homology sequence of the pair (d,(S),d,(S)). 
Lemma 2.2. Let p be a prime and (,u, I) a pair of partitions of n. If there is an order- 
preserving injection of L, into LA, then &(S;p)~/3~(S;p) for all SC [n - 11. 
Proof. Let v, : L,c*L, be order-preserving. The map v, induces a simplicial map 
~:d,(S)&d~(s). Hence we may think of d,(S) as a subcomplex of d,(S). Con- 
sider the long exact sequence in reduced homology of the pair (AA(S),d,(S)). See, 
e.g., Munkres [13]. 
. . . -~+,(d~(S),d,(s))~jj,(d,(s))~~i(i(n,(S))-~j(d~(s),d,(S))~”’. 
Notice that Ais, (Al(S), d,(S)) = 0 since n,(S) is an (1 S ) - 1)-dimensional simplicial 
complex. So V, : I$, _ l(A,(S)) + I& _ 1 (AL(S)) is an injection. Hence, with ra- 
tional coefficients, dim& _ ,(n,(S);Q)s dim&,, _ l(n,(,S);Q). 0 
Those who know that the Cohen-Macaulay property is preserved under rank 
selection will readily see that the above lemma and its proof remain valid for posets 
PGQ that are Cohen-Macaulay over Q. 
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We conclude this section with an easy lemma which shows the topological condi- 
tion p,(S;~)</3~(S;p) for all S implies that, for all S, the number of chains with 
rank set S in L, does not exceed the number of chains with rank set S in LJ,. We 
first introduce notation. 
Definition 2.3. Let p be a prime, ,I a partition of n, and S= {rt, . . . , rk} a subset of 
[n - 11. Then we denote by aA(S;p) the number of chains of subgroups 
in a finite Abelian p-group G of type 2, where Hi has order pfi. Hence, aA@; p) = 1 
and aA is the number of chains with rank set S in L, when S#0. 
The fact that the necessary condition jI,(S;~)rfi~(S;p) for all S implies that 
r_~~(S;p)~a~(S;p) for all S is a consequence of the following well-known lemma. 
See, e.g., Stanley [17]. 
Lemma 2.4. Let p be a prime and A a partition of n. For each subset S of [n - I], 
the top (and only nonvanishing) Betti number of the simplicial complex A,(S) is 
related to the number of chains with rank set Tc S in LA by 
PA(S;P) = ,F, (-l)‘s-7’%(T;P). 
_ 
Equivalently, by the principle of inclusion-exclusion, they are related by 
Proof. The Euler-Poincare formula of algebraic topology (see, e.g., Munkres [13, 
p. 1241) states 
$, (-l)‘dim&(A;Q) =iz, (-l)‘ci(A) 
for any finite simplicial complex A, where c;(A) is the number of i-dimensional 
simplices in A. By convention, c_,(A)= 1 and &l(A;Q)= Q. 
For A = A,(S), the only nonvanishing homology is in dimension IS [ - 1. Hence 
we have 
(-1)“‘-‘&(S;p) = c (-l)‘c;(A,(S)). 
iE_I 
(1) 
Now an i-dimensional simplex of A,(S) is just a chain with rank set Tin L,J, where 
TcS and jTJ =i+ 1. Hence, 
ci(Ak(S)) = C Q,I(CP)* (2) 
TCS 
ITI=i+l 
The lemma follows from equations (1) and (2). q 
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Underlying the proof of our main theorem is the fact that pA(S;p) is a poly- 
nomial in p. It is easy to see that aA(S;p) is a polynomial in p with nonnegative 
coefficients. This follows immediately from the formula (explicit in [8,9,19] but im- 




I I vi-v;+, p 
for the number of subgroups of type v in a finite Abelian p-group of type A. (Here, 
,I’ denotes the partition conjugate to 1, and [:I, is the p-binomial or Gaussian coef- 
ficient.) Surprisingly, the polynomial p,(S;p) also turns out to have nonnegative 
coefficients. This result was established independently by Stanley and Butler. 
Stanley [7] employs a result due to Lascoux and Schiitzenberger from the theory of 
Hall-Littlewood symmetric functions. Butler [6] employs a combinatorial formula 
for aA(S;p) suggested by an algorithm in Birkhoff [l] for obtaining standard 
generators for each subgroup of a finite Abelian p-group of type ,I. A proof of the 
“only if” part of our main theorem may be based on either Stanley’s symmetric 
function theoretic formula for Pn(S;p) (Section 4) or Butler’s elementary com- 
binatorial formula (Section 5). Our only proof of the more subtle “if” part is based 
on Lascoux and Schtitzenberger’s work on Hall-Littlewood symmetric functions. 
3. Background on Hall-Littlewood symmetric functions 
Hall-Littlewood symmetric functions were invented by Hall in the 1950’s to study 
the polynomials g;,,(p) that give the number of subgroups H of type v in a finite 
Abelian p-group G of type A such that G/H has type p. These symmetric functions 
compose a Z[t]-basis of /1 @.Z[t], where A is the ring of symmetric functions in the 
variables x = (x1, x2, . . .). Readers unfamiliar with symmetric functions are referred 
to MacDonald [12]. 
Hall-Littlewood symmetric functions PA(x;t) are defined so that 
P,(x;t)P,(x;t) = c g,“(t~‘)t”Q)-“(~‘)-“(“)P~(x;t) (3) 
A 
where n(n) = C (i- l),Ii. (See MacDonald [12, pp.1 10-l 131). So the polynomials 
g,“(p), which enumerate certain subgroups of a finite Abelian p-group of type L, 
arise on expanding products of Hall-Littlewood symmetric functions in terms of the 
basis {P,(x;t)}A. Stanley noticed that the polynomials aA(S;p), which enumerate 
chains with rank set S in the lattice LA of subgroups of a finite Abelian p-group of 
type /I, arise on expanding homogeneous symmetric functions in terms of the basis 
{PA(x;t)},. The homogeneous symmetric functions h,(x) = Ci,s,..si, X;,..*Xi, has 
the simple expansion 
h,(x) = c wP~(x;t) 
Irn 
(4) 
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where the sum is over partitions A of n. (See MacDonald [12, p. 1171.) Stanley 
noticed: 
Lemma 3.1. For S= {rl, . . . . rk}< L [n- 11, we have 
h,,(x)h,_,,(x)...h,_.(x)= c a~(S;t~‘)t”Q)P,(x;t). 
I+n 
Proof. The proof is by induction on k. The induction step is no harder than the case 
k = 1. Equation (4) yields 
Equation (3) then yields 
h,(x)h,_,(x) = c c g,“(t-‘)t”Qfp/l(x;t). 
V+T 1 
fikn-r 
The inside sum is over partitions A of n. Interchanging the order of summation 
yields 
h,(x)h,_,(x) = c c g~,(t_‘)t”(“)P,(x;f). 
Len V+T 
p+n-r 
Notice the inside sum is over all possible types v and cotypes p of subgroups of order 
pr in a finite Abelian p-group of type A. We have shown 
h,(x)h,_,(x) = C a~({r);t-‘)t”(~)P~(x;t) 
Arn 
since a~t{r3;P)= Cvcr,p+n-r pv g” (p) for each partition ,% of n. For k> 1, the fact 
that 
am = C a,@- irkI ;pk#% 
“k-T 
pkn-rk 
for each partition 2 of n, is used in the induction step. 0 
Stanley’s observation used to prove our main theorem is: the polynomials 
pA(S;p), whose evaluation at a prime p gives Betti numbers of the simplicial com- 
plexes d,(S), arise on expanding certain (skew) Schur functions in terms of the 
basis {PA(x;t)}A. This observation is important because a decade ago Lascoux and 
Schtitzenberger found several hard theorems on the polynomials, called Kostka 
polynomials, that arise on expanding Schur functions in terms of Hall-Littlewood 
symmetric functions. We define Schur functions and Kostka polynomials, state 
Lascoux and Schiitzenberger’s theorems, then show how Stanley specializes certain 
(skew) Kostka polynomials to give the polynomials fiA(S;p). 
A well-known combinatorial description of the Schur function s,(x) is: Let r be 
a partition. A filling of the squares of the Ferrers diagram r with positive integers 
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is called a column-strict ableau T of shape r if entries weakly increase from left to 
right in each row and strictly increase from top to bottom in each column. The 
weight of the tableau, wt(T), is the vector whose ith component is the number of 
entries that equal i. Then a combinatorial formula for the Schur function is 
s,(x) = c xwt(r) 
sh(T) = T 
where the sum is over column-strict tableaux of shape T and x” =xp’xp.... If the 
Kostka number KTn is defined to be the number of column-strict tableaux of shape 
r and weight A, then 
where mA(x) is the monomial symmetric function. The polynomials that arise on 
expanding Schur functions in terms of the basis {PA(x;t)}A were conjectured by 
Foulkes to have nonnegative coefficients. 
Definition 3.2. Let 1 be a partition. Kostka polynomials K,,(t) are defined by 
s,(x) = c K,n(W’i,(x;O. 
(They are called Kostka polynomials because PA(x; 1) = mA(x), hence K, (1) = KTA .) 
Lascoux and Schiitzenberger’s combinatorial proof [ 151 of Foulkes’ conjecture is 
discussed and completed in [6]. 
Theorem 3.3 (Nonnegativity result of Lascoux and Schutzenberger). The Kostka 
polynomial K,,(t) E Z[t] has nonnegative coefficients. 
In a later paper [ 111, Lascoux and Schtitzenberger observe the following behavior 
of Kostka (or charge) polynomials K,,(t), where r is fixed and partitions A are 
ordered by dominance. Their theorem is cleanly stated after the transformation 
&(t) = t”Q)K,A(t-‘). (5) 
The modified Kostka polynomial KTA(t) (or cocharge polynomial) is still a poly- 
nomial in t (with nonnegative coefficients) since the degree of K,,(t) is at most 
n(A). (See MacDonald [12, p.1311.) 
Theorem 3.4 (Monotonicity result of Lascoux and Schtitzenberger). If ,u 1 A in the 
dominance order on partitions of n, then for all z 
where the comparison is coefficient by coefficient. That is, the polynomial 
&(t) -Z&,(t) has nonnegative coefficients. 
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Stanley’s observation is that pA(S;p) =&(p) where the diagram of t is a skew 
shape depending on the set S. The diagram of r = O/O, where (7 c CO, is obtained 
from the diagram of the partition o by deleting the squares in the diagram of the 
partition (T. A skew shape is a border strip if consecutive rows overlap by exactly 
one square. Skew Schur functions, skew Kostka numbers, and skew Kostka 
polynomials are defined as above. See Fig. 4. Both the nonnegativity result and the 
monotonicity result of Lascoux and Schtitzenberger hold for skew shapes z since 
skew Schur functions are nonnegative linear combinations of Schur functions. (See 
MacDonald [12, p.681.) 
1 
Lf+ 2 2 3 1 3 
Fig. 4. This column-strict tableau has shape 442131 and weight 222. The diagram is a border strip with 
one square in row 1, three squares in row 2, and two squares in row 3. 
Stanley’s observation is mentioned in [7]. We include a proof here for com- 
pleteness. 
Lemma 3.5. Let S= {r,, . . . , rk}< c [n - 11. Let b(S) denote the border strip with r, 
squares in row 1, r2 - rl squares in row 2, . . . , n - rk squares in row k + 1. Then 
PANP) =&(s),(P). 
Proof. We will show that 
sb(S)(x) = A?, & t--l) P ‘T’~A(T;t-‘)t”(A)PA(x;t). (6) 
Hence, 
fl&s;t-‘)t”(A) = Kb(S)L(t) 
by Lemma 2.4 and the definition of Kostka polynomials. 
We illustrate with k=2. Let S= {rl, r2}< c [n - 11. The border strip b(S) is 
(n - 2, n - rl - 1, n - r2)/(n - rl - 2, n - r, - 1). Expand the Schur function sb(S) in 
terms of homogeneous symmetric functions using the Jacobi-Trudi identity, 
S W/~=det(k,-o,~i+~)~ 
SbcSj = det [t h::r, ;r;:j . 
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Expand along the bottom row to express sbts) as a sum of two determinants. 
In the first determinant, the term -h,,h,_,., corresponds (see Lemma 3.1) to the 
subset {r,} of S and the term h, corresponds to the subset 0 of S. In the second 
determinant, the term h,, h, _ r, h, _ rz corresponds to the subset { rl, r2} of S and the 
term -h,h, _rz corresponds to the subset {r2} of S. 
For S= {T,, . . . . rk}< c [n - I], the Jacobi-Trudi identity gives the expression 
below for sbCs). 
4, h, .-a h, hn 
h-r, ... k-r, k-r, 
1 h,-, h,-, 
.*._ 
0 a.. ; h,:,_ 
An easy induction proof shows that this determinant has the expansion below. 
c (-1)‘S’-‘T’ht,ht2_[,...h,_1,. 
T={t,,t* (..., QJCS 
(In the induction step, expand along the bottom row.) Equation (6) is now seen as 
a consequence of Lemma 3.1. 0 
4. Proof of the main result 
Our main result, Theorem 1.1, follows from the two theorems of this section. The 
first theorem (the “only if” part of our main theorem) is a consequence of Lascoux 
and Schiitzenberger’s nonnegativity result and Stanley’s observation. 
Theorem 4.1. Fix a prime p and partitions ,!I and A of n. 
If &(S;p)spA(S;p) for all SC [n- 11, then p?A. 
Proof. Given ,u, we find a set S, C_ [n - l] such that 
(1) K,(Q~ +O, and 
(2) if K,,,#,, ~0, then P >A, 
where b(S,) is the border strip of Lemma 3.5. Our theorem will follow since 
Theorem 3.3 and Lemma 3.5 imply that Pn(S;p) is a polynomial with nonnegative 
coefficients that evaluates at p = 1 to K,C,y. Hence pA(S;p) = 0 if and only if 
K bcSjI=O. (So the hypothesis that j3,(SP;p)~pn(SP;p) and property (1) that K~(s,,)~ 
is nonzero force Kbcs,,~ to be nonzero. Then property (2) yields jf IA.) 
TakeS,=[n-l]-{&,&+&,... }, where ,LI’ is the partition conjugate to P. (The 
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ith part of p’ is the number of squares in the ith column of the Ferrers diagram of 
,D.) So b(S,) is the border strip with & squares in its right-most column, ,& squares 
in the next column to the left, etc. 
To establish (1) we must exhibit a column-strict tableau of shape b(S,) and 
weight ,u. Such a filling is shown in Fig. 5. 
1 
2 .a: 1 2 
Fig. 5. A column-strict tableau of shape b(S,) and weight p, where k=p,. 
To establish (2) we must show that the existence of a column-strict tableau of 
shape b(S,) and weight I implies that ,u~A. Fix such a tableau. 
Consider the right-most column of the tableau. Since the tableau is column-strict, 
the ,& entries in this column must be distinct. The total number of distinct entries 
in a tableau of weight A is 22;. Hence n’i 2,~;. 
In general, consider the m right-most columns of the tableau. Since the tableau 
is column-strict, the entries in each column must be distinct. Hence, for each 
number j, there are at most m occurrences of j among the ,D; + ... +& entries in 
these m columns. These entries must be chosen from the multiset {1’22’2...}. 
Hence, there are only Ci min(&, m) = 2; + 1.. + AA elements of the multiset available 
to fill the m right-most columns of the tableau. Therefore 
since the number of available elements must be greater than or equal to the number 
of squares to be filled. 
Since the above inequality holds for all m, A’z,LI’. It is easy to show (see, e.g., 
[5]) that conjugation is an anti-automorphism of the poset of partitions of n ordered 
by dominance. Hence ,B 2 A. 0 
An elementary proof of the above theorem is sketched in the next section. The 
only known proof of the “if” part of our main theorem relies on Lascoux and 
Schtitzenberger’s monotonicity result and Stanley’s observation. 
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Theorem 4.2. If pzA in the dominance order on partitions of n, then for ail 
SC [n- l] 
P,(S;P)GW;P) 
where the comparison of these polynomials in p is coefficient by coefficient. 
Proof. The result for S c [n - l] follows immediately from Theorem 3.4 applied 
with r= b(S), the border strip of Lemma 3.5. 0 
5. Open problems 
Problem 1. Characterize those pairs (,n,A) of partitions of n for which L,GL,. 
After the results of this paper were presented at the Capitol City Conference on 
Combinatorics and Theoretical Computer Science, Al Hales found a simple lattice 
theoretic proof that 1 refines p is a necessary condition for L,&L,. Moreover, he 
showed that equal parts of ,U must be refined uniformly, explaining Lz2 c4 L,, 1. The 
results to date are summarized in the diagram below. Pairs (p, A) provide counterex- 
amples to the reverse implications. 
L,(P)GLA(P) 
(31,22) IJ 
A uniformly refines p 
(32;21) 
lj (22,211) 
P,(S;P)QW;P), t/S * 
(222,3111) u 
,D dominates I 
Al Hales’ result is appealing because LA(p) is thought of as the p-analogue of the 
chain product [O,n,] x se- x [0,1,], and n [O,p;]~n [O,Ai] if and only if A refines p. 
(The lattice LA is a structural, not just enumerative, p-analogue of the chain prod- 
uct, because there is an order-preserving surjection of LA onto n [0,&l. This result 
is not yet published, but the key ideas are in [6]. Our surjection generalizes Knuth’s 
[lo] of L1” onto the Boolean algebra [0, l]“.) 
Problem 2. Provide a proof of Theorem 4.2 as elementary as the proof of Theorem 
4.1 below. 
An elementary proof of Theorem 4.1 uses the fact that pA(S;p) is a polynomial 
in p with nonnegative coefficients and relies on a combinatorial description of 
fiA(S;l). (From the combinatorial description of Pn(S;l) it should be obvious that 
(1) /3,(Sp; 1) # 0, and (2) if fi,(S,; 1) # 0, then p ~1.) These we deduce from a com- 
binatorial formula for p,(S;p), stated below in Theorem 5.3. The proof (see [6]) of 
this theorem is elementary. It uses only the formula stated at the end of Section 2 
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for the number of subgroups of type v in a finite Abelian p-group of type h and 
the inclusion-exclusion formula for pA(S;p) in Lemma 2.4. 
Definition 5.1. Let I be a partition of n. A labelling o of the elements of [A] = 
[A,] + .a. + [A,] is defined by: If je [Ai], then a(j) = i+ A’, + ...AJ_, . 
A labeling o of a poset P is called natural if a< b implies co(a) < o(b). (We write 
xsPw y if o-l(x) I, o-‘(y).) The labelling in Definition 5.1 is natural. 
Definition 5.2. If P, is a naturally labelled poset, we define a partial ordering 5 
of inversions that might occur in linear extensions of P, by 
yx< ts if yrPU t and slPw x. 
We think of the inversion ts as forcing the inversion yx. 
Theorem 5.3. Let A = (A ,,...,A,) beapartition of n andSc[n-11. Then 
Pn(XP) =ntLE_ 
D(n) = s” 
)Pi”““(=) 
where CO is the labelling of [A] = [A ,] + 1.. + [A,] described in Definition 5.1, L( [A],) c 
S, is the set of linear extensions of the labelled poset [A],, D(n) is the descent set 
of n, and inv,(rc) is the number of minimal inversions in 7~. (The ordering on in- 
versions is described in Definition 5.2.) 
Our definition of inv,(n) was inspired by a simple algorithm in [l] for obtaining 
standard generators for each subgroup of a finite Abelian p-group. Our formula for 
pA(S;p) generalizes the formula for &@;p) given, e.g., in [17, p.1321. 
To provide an elementary proof of Theorem 4.2, one might look for an injection 
a, : L([p],) + L([A],), defined whenever p 2 I, such that the number of minimal in- 
versions in (P(Z) equals the number of minimal inversions in 71 for each linear exten- 
sion 71 of [p],. 
Problem 3. Calculate and interpret the polynomials pA(S;p) -&(S;p), for p 2 A. 
Regonati’s new proof [14] that the lattice of subgroups of any finite Abelian p- 
group is rank-unimodal is based on such a group-theoretic interpretation. He gives 
a proof by induction of the fact (first established in Butler [7] using Theorem 3.3 
of the present paper) that aA({r);p) -aA({r- 1);~) has nonnegative coefficients if 
r< 12//2. His induction employs a beautiful lemma that states (for 122) 
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where the components of (A 1, . . . , A,_, + 1, ,12, - 1) are reordered so they weakly 
decrease. The left-hand side of the above equation is 
and the partition obtained from (A,,...,ll_l+l,LI-l) dominates (21,...,A,_,,A,). 
Are there other wonderful theorems that are precise versions of special cases of 
Theorem 3.4? 
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