Classification of a screened data into one of two normal populations perturbed by a screening scheme  by Kim, Hea-Jung
Journal of Multivariate Analysis 102 (2011) 1361–1373
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Classification of a screened data into one of two normal populations
perturbed by a screening scheme
Hea-Jung Kim
Department of Statistics, Dongguk University-Seoul, 100715 Seoul, Republic of Korea
a r t i c l e i n f o
Article history:
Received 1 July 2010
Available online 17 May 2011
AMS subject classifications:
Primary 62H30
Secondary 60E05
Keywords:
EM algorithm
Probability of misclassification
Screened classification analysis
Screened normal data
Two-sided conditioning normal
distribution
a b s t r a c t
In normal classification analysis, there may be cases where the population distributions
are perturbed by a screening scheme. This paper considers a new classification method
for screened data that is obtained from the perturbed normal distributions. Properties of
each population distribution is considered and the best region for classifying the screened
data is obtained. These developments yield yet another optimal rule for the classification.
The rule is studied from several aspects such as a linear approximation, error rates, and
estimation of the rule using the EM algorithm. Relationships among these aspects as well
as investigation of the rule’s performance are also considered. The screened classification
ideas are illustrated in detail using numerical examples.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In a two-group classification analysis, the goal is to take an input vector Y and to assign it to one of two discrete classes
Πi with a class level i = 1, 2. Researchers can use a variety of methods in a two-group classification analysis. Many of
thesemethods assume, either explicitly or implicitly, themultivariate normal distribution for Y given the classmembership.
Anderson [1], Johnson andWichern [8], and other researchers provide derivations of the classification regions and construct
the optimal rules for assigning future cases to classes on the basis of their measured Y. Pardoe et al. [14] and Bishop [4]
provide a comprehensive review of the statistical methodology of the classification.
In practice, however, researchers may encounter cases where the classes are screened by an interval C = (a, b) of an
underlying external normal variable Y0 ∼ N(µ0, σ 20 ), and where the distribution of the input vector Y is perturbed by the
screening scheme. As an example, consider a case where college admission officers wish to set up an objective criterion
(with an input vector Y) for admitting students for matriculation; however, the admission officers must first ensure that
the students have passed the first screening process. The first screening scheme may be defined by the interval C of a
criterion variable Y0 (which includes SAT scores, high-school GPA) so that only students who satisfy Y0 ∈ C can proceed
to the admission process. In this case, we encounter a crucial problem for applying the normal classification; given the
screening scheme Y0 ∈ C, the assumption of themultivariate normal distribution forY is not valid. In fact, each screened class
distribution of X d= [Y|Y0 ∈ C] belongs to a family of weighted multivariate normal distributions provided Cov(Y, Y0) ≠ 0.
The distribution of X, which has been studied by Kim [9], is as follows. Let Y∗ ∼ Np+1(µ∗,Σ∗), where
Y∗ = (Y0, Y⊤)⊤, µ∗ = (µ0,µ)⊤, and Σ∗ =

σ 20 σ0δ
⊤
σ0δ Σ

. (1.1)
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Then the distribution of the screened normal vector X d= [Y|Y0 ∈ C] isWTN (a,b)p (µ∗,Σ∗), which is a weighted multivariate
two-sided conditioning normal distribution (WTNp). Suppose that Z(A,B) denotes a doubly truncated N(0, 1) variate with
respective upper and lower truncation points B and A, where A < B; also suppose that its distribution is written as
TN(A,B)(0, 1). According to (15) of [2], a stochastic representation of theWTNp distribution is
X = µ+ Z(v(a),v(b))δ+ (Σ − δδ⊤)1/2Z, (1.2)
whereZ is theNp(0, Ip) randomvector, and it is independent of Z(v(a),v(b)), where v(a) = (a−µ0)/σ0, and v(b) = (b−µ0)/σ0.
So that X reduces to Np(µ,Σ) when δ = 0. Thus (1.2) indicates an intrinsic structure of the WTPp distributions, and it
reveals a type of departure from the multivariate normal law. With respect to the continuous but non-normal input vector
X, Lachenbruch et al. [12] note that the performance of the normal classification can be very misleading. This is the problem
that motivates our investigation.
In this paper, we introduce a two-group classification method that accounts for the screened classes, Πi, i = 1, 2,
where the screening is conducted via an interval C of an underlying external normal variable Y0. This method is associated
with a classification with the skew-normal distributions considered by Azzalini and Capitanio [3] and Reza-Zadkarami and
Rowhani [15]; however, as far aswe know, no studies have offered a detailed examination of the performance of the screened
normal classification analysis (SCA). Interest in the SCA comes from both the theoretical and the applied standpoint. From
the theoretical view, the SCA considers another class conditional probability distribution p(Πi | x), which is associated with
(1.2), in an inference stage. Then this distribution used to derive an optimal classification rule and to study its performance.
To this end, Section 2 suggests an optimal classification rule that is induced by the WTNp population distributions, which
contain the classical normal classification rule as a special case. Section 3, approximately computes the total probability of
misclassification (TPM) of the SCA, and it proposes some measures based on TPM to evaluate the performance of the SCA;
thesemeasures include the screening effect and its robustness. Finally, Section 4 describes the EM algorithm so that wemay
estimate the unknown parameters of theWTNp population distributions. Section 5 approaches from the applied viewpoint;
it provides numerical illustrations, a new multivariate technique for analyzing a screened data, and broadens the utility of
theWTNp distributions.
2. Screened classification rule
Suppose the joint distributions of Y∗ = (Y0, Y⊤)⊤ associated with two populations Πi are Y∗ ∼ Np+1(µ∗i ,Σ∗i ), and
suppose the populations are screened by an underlying external variable Y0, where the screening condition is {a < Y0 < b}
for i = 1, 2. Then the distribution ofΠi is that of [X | Πi] d= [Y | Πi, a < Y0 < b] ∼ WTN (a,b)p (µ∗i ,Σ∗i ) for i = 1, 2, where X
denote vectors of screenedmeasurements from each population. The classification analysis for the screened populations can
be developed in the more general context ofWTNp distributions. For the present study, however, we shall restrict ourselves
to a rather simple problem of classification between two screened populations, under the assumptions that they are differ
only in the location parameters.
Consider the case of twoWTNp population distributions with an equal scale matrix so that [X | Π1] ∼ WTN (a,b)p (µ∗1,Σ∗)
and [X | Π2] ∼ WTN (a,b)p (µ∗2,Σ∗), where µ∗i = (µ0i,µ⊤i )⊤, i = 1, 2, and Σ∗ is the scale matrix defined in (1.1). Assume
that C(i | k) denote the cost associated with classifying x into Πi when in fact the correct decision should be to classify x
intoΠk, k = 1, 2. Then, as a direct consequence of Theorem 6.3.1 of [1], the region of classification intoΠ1, R1, is the set of
x′s, x ∈ Rp, for which
f (x | Π1)
f (x | Π2) ≥
π2C(1 | 2)
π1C(2 | 1) , (2.1)
where πi is prior probability ofΠi and
f (x | Πi) = φk(x;µi,Σ)
Φ

ξ vi(b)− λ⊤(x− µi)
− Φ ξ vi(a)− λ⊤(x− µi)
Φ(vi(b))− Φ(vi(a)) (2.2)
by Kim [9]. Here φp(·;µ,Σ) is the pdf of the Np(µ,Σ) variate, vi(a) = (a − µ0i)/σ0, vi(b) = (b − µ0i)/σ0, ξ =
(1 − δ⊤Σ−1δ)−1/2, and λ⊤ = ξδ⊤Σ−1. This yields the best regions of classification that minimizes expected cost of
misclassification (ECM) given by
R1: d(x) ≥ α, and R2: d(x) < α, (2.3)
where α = log{π2C(1 | 2)/(π1C(2 | 1))},
d(x) = (µ1 − µ2)⊤Σ−1x+ Q (x)− 12 (µ1 − µ2)
⊤Σ−1(µ1 + µ2),
Q (x) = log

Φ(ξv1(b)− λ⊤(x− µ1))− Φ(ξv1(a)− λ⊤(x− µ1))
Φ(ξv2(b)− λ⊤(x− µ2))− Φ(ξv2(a)− λ⊤(x− µ2))

+ log

Φ(v2(b))− Φ(v2(a))
Φ(v1(b))− Φ(v1(a))

.
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Given the regions R1 and R2, we can construct the minimum ECM classification rule: allocate a new observation x0 toΠ1
if x0 ∈ R1. Otherwise classify x0 toΠ2.
Onemight ignore the costs ofmisclassification and choose R1 and R2 tominimize the total probability ofmisclassification
(TPM). Mathematically, this problem is equivalent to minimizing the ECM when the cost of misclassification are equal (see,
for example, [1]). In the particular case of the costs being equal, the regions Ri of classification intoΠi, i = 1, 2, are
R1: d(x) ≥ β and R2: d(x) < β (2.4)
where β = log{π2/π1}.
3. Properties of the classification rule
3.1. Approximate linear classification rule
The classification region Ri in (2.4) is nonlinear in the components of the observations and the distribution of d(X) is
extremely complicated. It depends on the unknown distribution of Q (X). In the case where µ01 = µ02, we may consider
an approximation that leads us to have a linear classification regions, R∗1 and R
∗
2 , defined by yet other linear classification
function.
Lemma 3.1. When µ10 = µ20 = µ0, the optimal classification regions Ri, i = 1, 2, defined by (2.4), can be approximated by
using a linear classification function U(x):
R∗1:U(x) ≥ β and R∗2:U(x) < β, (3.1)
where
U(x) = θ⊤x+ γ , θ = Σ−1 + η1λλ⊤ (µ1 − µ2),
η1 =
[
η22 +
ξv(b)φ(ξv(b))− ξv(a)φ(ξv(a))
Φ(ξv(b))− Φ(ξv(a))
]
,
γ = η2λ⊤(µ1 − µ2)− 12 (µ1 − µ2)
⊤ Σ−1 + η1λλ⊤ (µ1 + µ2),
η2 = φ(ξv(b))− φ(ξv(a))
Φ(ξv(b))− Φ(ξv(a)) , v(a) = (a− µ0)/σ0, and v(b) = (b− µ0)/σ0.
Proof. Consider a second-order Taylor series about the point zero given by
log{Φ(c1 + w)− Φ(c2 + w)} ≃ log{Φ(c1)− Φ(c2)} + w φ(c1)− φ(c2)
Φ(c1)− Φ(c2)
− w
2
2

c1φ(c1)− c2φ(c2)
Φ(c1)− Φ(c2) +

φ(c1)− φ(c2)
Φ(c1)− Φ(c2)
2
,
where φ(·) is the pdf of a standard normal. Applying this approximation relation to Q (x), we see that d(x) in (2.4) is
approximated by U(x). 
When δ = 0 and/or (a, b) = (−∞,∞), where Π1 and Π2 are described by multivariate normal distributions, we see
that both classification regions in (2.4) and (3.1) reduce to the linear classification regions:
RL1: L(x) ≥ β, RL2: L(x) < β, (3.2)
where L(x) = (µ1 − µ2)⊤Σ−1x − 12 (µ1 − µ2)⊤Σ−1(µ1 + µ2) is so called the linear discriminant function (LDF) and a
classification analysis using the LDF is the linear discriminant analysis (LDA) (see [1], pp. 216).
3.2. Probability of misclassification
One important way of judging the performance of any classification procedure is to calculate its error rate or the
misclassification probabilities. Suppose [X | Πi] has theWTNp distribution with the pdf f (x|Πi) in (2.2), i = 1, 2. Let P(j|i)
be the probability of misclassification if the observation is fromΠi, i ≠ j; i, j = 1, 2. By definition
P(2 | 1) = Pr[d(X) < β | X ∈ Π1] and P(1 | 2) = Pr[d(X) ≥ β | X ∈ Π2],
so that total probability of misclassification of the classification by the regions in (2.4) is
TPM = π1P(2 | 1)+ π2P(1 | 2). (3.3)
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Since d(X) is a complex function of X, an exact calculation of the TPM is complicated. Instead, we facilitate Lemma 2.1 to
calculate the TPM approximately. That is the TPM of the classification regions in (2.4) can be approximately calculated by
using U(X) = θ⊤X+ γ variate.
For [X|Πi] ∼ WTN (a,b)p (µ∗i ,Σ∗), a transformation of X to U(X) for the distribution (1.2) yields [U(X) | Πi] ∼ WTN (a,b)1
(µ∗∗i ,Σ∗∗), i = 1, 2, a univariate weighted two-sided conditioning normal having the parameters
µ∗∗i =

µ0
θ⊤µi + γ

and Σ∗∗ =

σ 20 σ0 δ
⊤θ
σ0δ
⊤θ θ⊤Σθ

. (3.4)
Their moments are obtained from using the result by Kim [9]. For i = 1, 2, they are
E[U(X)|Πi] = γ + θ⊤µi − δ⊤θ

φ(v(b))− φ(v(a))
Φ(v(b))− Φ(v(a))

(3.5)
and
Var(U(X)|Πi) = θ⊤Σθ− (δ⊤θ)2

v(b)φ(v(b))− v(a)φ(v(a))
Φ(v(b))− Φ(v(a)) +

φ(v(b))− φ(v(a))
Φ(v(b))− Φ(v(a))
2
.
Theorem 3.1. Suppose [X | Πi]∼WTN (a,b)p (µ∗i ,Σ∗) with µ0i = µ0, i = 1, 2, and the parameters are known. The approximate
TPM of the SCA based on the optimal classification regions in (2.4) is
TPMA = π2 + π1
Φ2

v(b), ψ1; ρ

− Φ2

v(a), ψ1; ρ

Φ(v(b))− Φ(v(a)) − π2
Φ2

v(b), ψ2; ρ

− Φ2

v(a), ψ2; ρ

Φ(v(b))− Φ(v(a)) , (3.6)
where ψi = −(θ⊤µi + γ − β)/

θ⊤Σ θ, i = 1, 2, and ρ = θ⊤δ/

θ⊤Σ θ.
Proof. Note that d(X) ≃ U(X) by Lemma 3.1 and [U(X)|Πi] ∼ WTN (a,b)1 (µ∗∗i ,Σ∗∗), i = 1, 2, as given in (3.3). A
straightforward algebra with the distribution function of theWTNP distributions (see [9]) gives
P(2 | 1) ≃ Pr[U(X) < β | Π1] =
Φ2

v(b), ψ1; ρ

− Φ2

v(a), ψ1; ρ

Φ(v(b))− Φ(v(a)) ,
P(1 | 2) ≃ Pr[U(X) ≥ β | Π2] = 1−
Φ2

v(b), ψ2; ρ

− Φ2

v(a), ψ2; ρ

Φ(v(b))− Φ(v(a)) ,
whereΦ2(·, ·; ρ) denotes the distribution function (df) of a bivariate standard normal with the correlation ρ. Applying these
approximate probabilities to (3.2), we have the result. 
In contrast, the normality for the population distributions is assumed, (ρ = 0) and/or (a, b) = (−∞,∞), (3.6) reduces
to
TPMN = π1Φ

−1
2
+ β
1

+ π2Φ

−1
2
− β
1

, (3.7)
where1 = (µ1 − µ2)⊤Σ−1(µ1 − µ2) is the Mahalanobis distance between the two corresponding normal populations.
The TPMA in (3.6) depends on v(a), v(b), ψi, i = 1, 2, and ρ, parameters involved in the screening scheme. Thus we can
define an approximate screening effect in TPM by introducing the screening scheme Y0 ∈ C, C = (a, b), to the normal
classification. It is
SE(Y0 ∈ C) = TPMN − TPMA. (3.8)
We note, from (3.5), that
ψ2 − ψ1 = E[U(X) | Π1] − E[U(X) | Π2]
θ⊤Σ θ
.
When δ = 0 (equivalently ρ = 0), D = ψ2 − ψ1 reduces to the Mahalanobis distance (1) of two multivariate normal
populations. Thus D can be viewed as a measure of distance between twoWTNp populations,Π1 andΠ2.
Table 3.1 lists TPMA for various values of ρ, and D = ψ2 −ψ1. The table notes that the SCA with the classification region
in (2.4) performs uniformly better than the LDA (equivalent to the SCA with ρ = 0). This indicates that a screening scheme
in the normal classification is a way of reducing the error in a classification analysis. Further note, from Table 3.1, that the
larger absolute value of ρ gives the better effect in the reduction of the error defined by SE(Y0 ∈ C) = TPMA−TPMA(ρ = 0).
Here ρ denotes the correlation between U(X) in (3.1) and the screening variable Y0.
Fig. 1 depicts classification regions R∗1 and R
∗
2 of Lemma 3.1 and the approximate probabilities, P(2|1) and P(1|2), as the
shaded portions in the tails. Investigating Fig. 1 we have following result.
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Table 3.1
TPMA for various values of ρ, ψ1 , and v(a)where π1 = π2 = 0.5, ψ2 = 1 and v(b) = 1.
ψ1 v(a) ρ
−0.5 −0.2 0.0 0.2 0.5 0.8 0.95
−0.5 −0.5 .2178 .2326 .2335 .2278 .2031 .1402 .0704
−1.5 .2132 .2295 .2335 .2328 .2224 .1973 .1757
−1.0 −0.5 .1324 .1547 .1586 .1547 .1324 .0786 .0308
−1.5 .1405 .1559 .1586 .1559 .1405 .1075 .0798
−1.5 −0.5 .0830 .1068 .1127 .1116 .0967 .0600 .0286
−1.5 .1011 .1119 .1127 .1086 .0922 .0600 .0301
Fig. 1. The densities of [U(X)|Πi], i = 1, 2: classification regions R∗1 and R∗2 and the misclassification probabilities P(2|1) and P(1|2) for the case
π1 = .5, v(a) = −.5, v(b) = 1.5, ψ1 = 1, ψ2 = −1.5, θ⊤Σ θ = 1, and θ⊤δ = .9.
Corollary 3.1. β = τ ∗ minimizes the TPMA in (3.6), where τ ∗ is the value of u at which g1(u) = g2(u). Here gi(u) is the density
of [U(X) | Πi] ∼ WTN (a,b)1 (µ∗∗i ,Σ∗∗), i = 1, 2, given by (3.3).
Proof. With no loss of generality, assume E[U(X) | Π1] > E[U(X) | Π2] and π1 = π2 = 1/2. Then, for τ ∗ ≥ 0,
Pr[U(X) < 0 | Π1] + Pr[U(X) > 0 | Π2] =
∫ 0
−∞
g1(u)du+
∫ ∞
0
g2(u)du
≥
∫ 0
−∞
g1(u)du+
∫ τ∗
0
g1(u)du+
∫ ∞
τ∗
g2(u)du
= Pr[U(X) < τ ∗ | Π1] + Pr[U(X) > τ ∗ | Π2],
because g1(u) ≤ g2(u) for u ∈ (0, τ ∗) and gi(u)’s are unimodal, i = 1, 2. Similarly, for τ ∗ < 0,
 0
−∞ g1(u)du+
∞
0 g2(u)du > τ∗
−∞ g1(u)du+
 β
τ∗ g2(u)du+
∞
β
g2(u)du, because g1(u) > g2(u) for u ∈ (τ ∗, 0). 
Fig. 1 locates the position of τ ∗. Setting β = τ ∗ in (3.1), we obtain the minimum of TPMA rule. The rule is to classify an
observation x intoΠ1 if
B(x) ≥ 0, (3.9)
where B(x) = U(x)− τ ∗ and U(x) = θ⊤x+ γ as defined in (3.1).
3.3. Effect of misspecified screening interval
The effect of the screened classification rule (2.4) under misspecifications of the screening condition C can be evaluated
approximately by using the following theorem.
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Theorem 3.2. Let Πi : WTN (a,b)p (µ∗i ,Σ∗)with prior probability πi, i = 1, 2. Suppose, however, the SCA is implemented by using
the classification regions (2.4) obtained from a misspecified screening condition C∗ = (c, d), where c < d. Then the approximate
TPM induced by the misspecified SCA is
TPMM = π2 + π1
Φ2

v(b), ψM1 ; ρM

− Φ2

v(a), ψM1 ; ρM

Φ(v(b))− Φ(v(a)) − π2
Φ2

v(b), ψM2 ; ρM

− Φ2

v(a), ψM2 ; ρM

Φ(v(b))− Φ(v(a)) , (3.10)
where
ψMi = (β − µM1i )/

θ∗⊤Σθ∗, µM1i = θ∗⊤µi + γ ∗, i = 1, 2,
ρM = θ∗⊤δ/

θ∗⊤Σθ∗, θ∗ = Σ−1 + η∗1λλ⊤ (µ1 − µ2),
γ ∗ = η∗2λ⊤(µ1 − µ2)−
1
2
(µ1 − µ2)⊤

Σ−1 + η∗1λλ⊤

(µ1 + µ2),
η∗1 =
[
η∗22 +
ξv(d)φ(ξv(d))− ξv(c)φ(ξv(c))
Φ(ξv(d))− Φ(ξv(c))
]
, η∗2 =
φ(ξv(d))− φ(ξv(c))
Φ(ξv(d))− Φ(ξv(c)) .
Proof. When the misspecified condition C∗ is used, the approximate classification function becomes U(x) = θ∗⊤x+ γ ∗ by
Lemma 3.1. Under the true population distributions, [U(X)|Πi] ∼ WTN (a,b)1 (µ∗∗Mi ,Σ∗∗M), where
µ∗∗Mi =

µ0
µM1i

and Σ∗∗M =

σ 20 σ0 θ
∗⊤δ
σ0θ
∗⊤δ θ∗⊤Σθ∗

for i = 1, 2. Using the df of theWTNp distributions in [9], we have
Pr[U(X) < β | Π1] =
Φ2

v(b), ψM1 ; ρM

− Φ2

v(a), ψM1 ; ρM

Φ(v(b))− Φ(v(a)) ,
Pr[U(X) ≥ β | Π2] = 1−
Φ2

v(b), ψM2 ; ρM

− Φ2

v(a), ψM2 ; ρM

Φ(v(b))− Φ(v(a)) .
Noticing from (3.3) that TPMM = π1Pr[U(X) < β | Π1] + π2Pr[U(X) ≥ β | Π2], we have the result. 
Theorem 3.2 indicates that the effect of the misspecified screening condition in the SCA can be approximately measured
by an increase in the approximate classification error (IE):
IE((c, d); (a, b)) = TPMM − TPMA. (3.11)
Therefore IE can be used for evaluating the robustness of the SCA undermisspecifications of the screening condition C. In the
special case where a = −∞ and b = ∞, (3.11) measures the robustness of the SCA with [X|Πi] ∼ WTN (c,d)p (µ∗i ,Σ∗), i =
1, 2, under the data arising from the p-variate normal distributions. For this case, IE becomes
IE((c, d); (−∞,∞)) = TPMM − TPMN , (3.12)
where TPMM = π1Φ(ψM1 )+ π2Φ(−ψM2 ) and TPMN is given in (3.7).
To examine the robustness of the screened classification rule under amisspecified the screening condition, we compared
TPMM in (3.11) with TPMA in terms of P(2|1) and P(1|2). We also compared TPMM in (3.12) with TPMN to see the robustness
of the SCA under the data arising from a p-variate normal (a non-WTNp) distributions. For the comparisons, we considered
the SCA under the true population distributionsΠi : WTN (a,b)p (µ∗i ,Σ∗), i = 1, 2, with π1 = π2 and the screening condition
C = (a = −0.5, b = 1).
To put the comparison problems into canonical form, we assumed µ0 = 0 and σ0 = 1, and we made a transformation
(see [13]) so that µ1 = 0, µ2 = ν, δ = r(1, . . . , 1)⊤ with r = .8, and Σ = pIp. In selecting values of ν, we choose certain
directions and then in each direction to select means ν in order to have some particular distance between the populations.
Two values of ν are considered: Case I is ν = √p(1, 0, . . . , 0)⊤ and Case II is ν = (−1,1, . . . ,1)⊤. When populations are
normal, distance between two populations is1, the Mahalanobis distance.
The comparisons are done for various values of 1 and p, and the results are given in Table 3.2. The first half rows of
Table 3.2 compare TPMM (the approximate TPM induced by themisspecified screening condition C∗ = (c, d)) with TPMA (the
approximate TMP obtained from the exact screening condition C = (−0.5, 1)). As expected, the increase in the classification
error (IE) in (3.11) is positive for all the cases. Although amount of IE is small, the table indicates that the balance of the
individual group error rates (P(2|1) and P(1|2)) can be significantly distorted by using a misspecified screening condition
for the SCA. Also note that this phenomenon is the more apparent with the larger values of |ε| and1.
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Table 3.2
Comparison between TPMM and TPMA . Values of P(2|1)/P(1|2) are in parenthesis.
Case p 1 TPMM for (c = −.5+ ε, d = 1+ ε) TPMA
ε = −.3 ε = −.2 ε = .1 ε = .2 ε = .3 (−.5, 1)
I 3 2 .125 .123 .121 .123 .125 .120
(.165/.085) (.151/.095) (.110/.132) (.098/.148) (.087/.163) (.119/.121)
4 .011 .010 .010 .010 .011 .009
(.016/.006) (.014/.006) (.009/.011) (.007/.013) (.006/.016) (.009/.009)
7 2 .143 .142 .141 .142 .143 .140
(.175/.111) (.164/.120) (.132/.150) (.123/.161) (.113/.173) (.139/.141)
4 .017 .016 .016 .016 .017 .015
(.023/.011) (.020/.012) (.014/.018) (.013/.019) (.012/.022) (.015/.015)
II 3 2 .147 .145 .145 .145 .146 .144
(.176/.118) (.165/.125) (.137/.153) (.127/.163) (.119/.173) (.143/.145)
4 .018 .017 .017 .017 .018 .016
(.023/.013) (.021/.013) (.015/.019) (.014/.020) (.013/.023) (.016/.016)
7 2 .111 .108 .106 .108 .111 .105
(.154/.068) (.137/.079) (.094/.118) (.082/.134) (.072/.150) (.103/.107)
4 .007 .006 .006 .006 .007 .006
(.011/.003) (.009/.003) (.005/.007) (.004/.008) (.003/.009) (.006/.006)
Case p 1 TPMM for (c = −.5+ ε, d = 1+ ε) TPMN
ε = −.3 ε = −.1 ε = 0 ε = .1 ε = .3 (−∞,∞)
I 3 2 .174 .175 .176 .178 .185 .023
(.181/.167) (.155/.195) (.143/.209) (.131/.225) (.111/.259) (.023/.023)
4 .030 .031 .031 .033 .037 .000
(.032/.028) (.026/.036) (.022/.040) (.030/.046) (.016/.058) (.000/.000)
7 2 .170 .171 .172 .173 .178 .023
(.175/.165) (.156/.186) (.146/.198) (.137/.209) (.120/.236) (.023/.023)
4 .028 .029 .029 .030 .033 .000
(.030/.026) (.025/.033) (.022/.036) (.021/.039) (.018/.048) (.000/.000)
II 3 2 .168 .169 .170 .171 .175 .023
(.173/.163) (.155/.183) (.147/.193) (.138/.204) (.123/.227) (.023/.023)
4 .027 .028 .028 .029 .031 .000
(.028/.026) (.027/.029) (.022/.034) (.021/.037) (.017/.045) (.000/.000)
7 2 .172 .173 .175 .177 .185 .023
(.179/.165) (.151/.195) (.139/.211) (.126/.228) (.105/.265) (.023/.023)
4 .029 .030 .031 .032 .036 .000
(.031/.027) (.024/.036) (.021/.041) (.018/.046) (.014/.058) (.000/.000)
The rest rows of Table 3.2 show the performance of the SCA when true population distributions are p-variate normals.
These rows give an indication that the SCA has lack of robustness under a non-WTNp population distributions. We see, form
the table, that IE in (3.12) is significant and positive for all the cases. The amount of IE becomes the larger as the value of1
is the smaller (or p is the larger). We also note from the table that the significant IE comes with a distortion of the individual
group error rates.
3.4. Comparison with the normal classification
Several authors (Lachenbruch et al. [12] among others) identify that the performance of the LDA is greatly affected by
non-normality of the populations. Following corollary derives TPM of the LDAwhen the populations are not themultivariate
normals but theWTNp distributions.
Corollary 3.3. Let Πi : WTN (a,b)p (µ∗i ,Σ∗) with prior probability πi, i = 1, 2. Suppose one uses, however, the normal
classification with LDF (L(x)) given in (3.2). Then (3.11) reduces to
IE((−∞,∞); (a, b)) = TPML − TPMA, (3.13)
where TPML denotes the TPMM induced by the LDA, and its value is obtained from (3.10) by setting ψMi = (β − µ1i)/1,
µM1i = (µ1 − µ2)⊤Σ−1µi − 12 (µ1 − µ2)⊤Σ−1(µ1 + µ2), i = 1, 2, and ρM = (µ1 − µ2)⊤Σ−1δ/1.
Proof. Since [X|Πi] ∼ WTN (a,b)p (µ∗i ,Σ∗), one can easily see that [L(X)|Πi] ∼ WTN (a,b)1 (µ∗∗Mi ,Σ∗∗M), i = 1, 2, where
µ∗∗Mi =

µ0
µM1i

and ΣM =

σ 20 σ0 (µ1 − µ2)⊤Σ−1δ
σ0(µ1 − µ2)⊤Σ−1δ 12

.
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Table 3.3
Comparison between TPMA and TPML . Values of P(2|1)/P(1|2) are in parenthesis.
Case p 1 r
0.5 0.8 0.95
TPMA TPML TPMA TPML TPMA TPML
I 3 2 .148 .150 .120 .137 .084 .126
(.148/.148) (.165/.130) (.121/.119) (.159/.113) (.102/.065) (.153/.099)
4 .018 .019 .009 .014 .002 .011
(.018/.018) (.022/.016) (.009/.009) (.018/.010) (.003/.001) (.015/.007)
7 2 .154 .155 .140 .150 .120 .136
(.154/.154) (.165/.145) (.141/.139) (.165/.135) (.136/.104) (.159/.113)
4 .020 .021 .015 .019 .009 .014
(.020/.020) (.023/.019) (.015/.015) (.022/.016) (.01/.007) (.018/.010)
II 3 2 .155 .156 .144 .152 .127 .149
(.155/.155) (.164/.148) (.145/.143) (.165/.139) (.142/.112) (.165/.133)
4 .021 .022 .016 .020 .011 .018
(.021/.021) (.024/.020) (.016/.017) (.023/.017) (.013/.009) (.021/.015)
7 2 .143 .146 .105 .123 .060 .105
(.143/.143) (.164/.128) (.107/.103) (.151/.095) (.077/.043) (.136/.074)
4 .016 .017 .006 .010 .000 .006
(.016/.016) (.020/.014) (.006/.006) (.013/.007) (.000/.000) (.009/.003)
Use the df of theWTNp distribution given in [9] to get
Pr[L(X) < β | Π1] =
Φ2

v(b), ψM1 ; ρM

− Φ2

v(a), ψM1 ; ρM

Φ(v(b))− Φ(v(a)) ,
Pr[L(X) ≥ β | Π2] = 1−
Φ2

v(b), ψM2 ; ρM

− Φ2

v(a), ψM2 ; ρM

Φ(v(b))− Φ(v(a)) .
Noticing that TPML = π1Pr[L(X) < β | Π1] + π2Pr[L(X) ≥ β | Π2], we have the result. 
When Πi : WTN (a,b)p (µ∗i ,Σ∗), i = 1, 2, the increase in classification error by applying LDA instead of SCA can be
approximately measured by (3.13). To examine the value of (3.13), we calculated TPMA in (3.6) and TPML along with P(2|1)
and P(1|2) for the classification case where true population distributions areΠi : WTN (a,b)p (µ∗i ,Σ∗), i = 1, 2.
For the calculations, we assumed the same population distributions (Case I and Case II) used in obtaining Table 3.2 of
Section 3.3. The calculations were done for various values of r,1 and p for the cases ofπ1 = π2 and C = (−0.5, 1). Table 3.3
shows the calculation results. The values in the table suggest that if a sample really comes from the screened populations
with distributionsWTN (a,b)p (µ∗i ,Σ∗), i = 1, 2, the performance of the LDA can be very misleading. Specifically, the overall
error rate was larger than those obtained from the SCA. Unlike the errors obtained from the SCA, the individual group error
rates based on the LDA were distorted in that P(2|1) was much larger than the other, P(1|2). This fact coincides with the
result by Lachenbruch et al. [12].
4. Estimation of the classification rule
4.1. ML estimation by the EM algorithm
In most practical situations, the population quantities µi,Σ , and δ are unknown, so the rule (2.3) must be modified.
A usual practice is to replace the population parameters by their estimates obtained from training samples (cf. [18,1]).
Suppose that we have n1 observations of the WTN
(a,b)
p (µ
∗
1,Σ
∗) variable X from Π1 and n2 measurements of this quantity
fromΠ2 with the distributionWTN
(a,b)
p (µ
∗
2,Σ
∗) with known vi(a) and vi(b), i = 1, 2. Let the respective screened training
samples be x11, x12, . . . , x1n1 and x21, x22, . . . , x2n2 then the likelihood function, obtained from (2.2), is complex. Rather than
working with the complex likelihood function, we use the EM algorithm of [5] to carry out ML estimation for the population
parameters.
From the stochastic representation (1.2), we see that a hierarchical representation of theWTNp samples variates can be
written as
Xij | (Z∗ij ,Πi) ∼ Np(µi + δZ∗ij ,Ψ ), (4.1)
Z∗ij | Πi ∼ TN(vi(a),vi(b))(0, 1) (4.2)
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for i = 1, 2; j = 1, . . . , ni, where Z∗ij = Z(vi(a),vi(b)) and Ψ = Σ − δδ⊤. If we declare the complete data vector to be
Z∗i = (Z∗i1, . . . , Z∗ini)⊤ and Xi = (x⊤i1, . . . , x⊤ini)⊤, i = 1, 2. Then the kth iteration of the EM algorithm can be implemented as
follows (see Appendix for detailed derivation the algorithm and specific definition of new notations):
E-step: Given the parameter vector Θ = Θˆ(k), compute Hˆ(k)ij (the conditional expectation of H(k)ij ) for i = 1, 2; j =
1, . . . , ni, by using (A.3) and (A.4).
M-step:
1. Update µ(k)i by
µ
(k+1)
i =
ni−
j=1
xij − δˆ(k)
ni−
j=1
ηˆ
(k)
ij , i = 1, 2.
2. Update Ψˆ (k) by
Ψˆ (k+1) = 1
ν
[ 2−
i=1
ni−
j=1
(xij − µˆ(k+1)i )(xij − µˆ(k+1)i )⊤ − 2
2−
i=1
ni−
j=1
ηˆ
(k)
ij (xij − µˆ(k+1)i )δˆ
(k)⊤ +
2−
i=1
ni−
j=1
γˆ
(k)
ij δˆ
(k)
δˆ
(k)⊤
]
.
3. Update δˆ
(k)
by
δˆ
(k+1) =
2∑
i=1
ni∑
j=1
ηˆ
(k)
ij (xij − µˆ(k+1)i )
2∑
i=1
ni∑
j=1
γˆ
(k)
ij
.
Since the stability andmonotone convergence of EM aremaintained, the iterations are repeated until a suitable stopping
rule is satisfied, e.g., ‖ Θˆ(k+1) − Θˆ(k) ‖ is sufficiently small. When the convergence is achieved, we get ML estimates of the
parameters of theWTNp populations denoted by µˆ1, µˆ2, δˆ, and Σˆ = Ψˆ−δˆδˆ
⊤
. Therefore, an estimated screened classification
rule is to classify a new screened observation x0 toΠ1 if dˆ(x0) ≥ α. Otherwise classify x0 toΠ2, where
dˆ(x0) = (µˆ1 − µˆ2)⊤Σˆ−1x+ Qˆ (x0)− 12 (µˆ1 − µˆ2)
⊤Σˆ−1(µˆ1 + µˆ2). (4.3)
Here Qˆ (x0) denotes the ML estimate of Q (x0) in (2.3) obtained from substitution of unknown parameters by their ML
estimates.
4.2. A simulation study
This study is to see the performance of the EM algorithm described in Section 3.1. Using the stochastic representation of
theWTN (v(a),v(b))p (µ∗i ,Σ∗) distributions in (1.2), we generate 500 sets of training samples of size N = n1 = n2 of X from two
bivariate populations,Πi, i = 1, 2. Herewe use vi(a) = −.5 and vi(b) = 1, and parameter values ofµ∗i = (0, µi1, µi2)⊤ and
Σ∗ = {σ ∗ij } are listed in Table 4.1, where σ ∗11 = 1, σ ∗1j = σ ∗j1 = δj−1 and σ ∗ij = σi−1,j−1 for i = 2, 3; j = 2, 3. The table gives
summary (mean and standard deviation) of theML estimates obtained from the EM algorithm repeatedly applied to 500 sets
of training samples. We used the stopping rule ‖Θˆ(k+1)− Θˆ(k)‖ ≤ 0.1 for the EM iteration. All the summary values given in
Table 4.1 indicate that the EM algorithm performs well in estimating the parameters of theWTN (a,b)p (µ∗i ,Σ∗) distributions,
and hence dˆ(x0) in (3.8) well approximates d(x0) in (4.3).
5. Numerical illustrations
5.1. Performance of the screened classification: a simulation study
In this study, we examine the performance of the screened classification rule, which is defined by dˆ(x0) by generating
training samples of size n1 = n2 = 20, 50, and 200 of X from two populations, Πi : WTN (a,b)p (µ∗i ,Σ∗) with the
prior probabilities π1 = π2, i = 1, 2. The parameter values have been taken to be µ∗1 = (µ01, 0, . . . , 0)⊤, µ∗2 =
(µ02,−1, 1, . . . , 1), and Σ∗ with Σ = Ip + δδ⊤, σ 20 = 1, and δ = (ρ, . . . , ρ)⊤ so that we may investigate the SCA’s
performance in caseswhere the populationmeans of the screening variables Y0 are either equal or unequal. For the screening
condition of each population, we set v2(a) = v1(a)+ε, v(b) = 1, v2(b) = v1(b)+ε so that vi(a) = a−µ0i, vi(b) = b−µ0i,
and ε = µ01 − µ02, i = 1, 2.
Next, we use each pair of the generated training samples to estimate the screened classification rule (4.3) using the EM
algorithm; thenwe estimate the classification error rate (ER) of the rule using the cross-validationmethod (CVM) (see, [11]).
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Table 4.1
Mean and standard deviation of the ML estimates.
Parameters
µ11 µ12 µ21 µ22 δ1 δ2 σ11 σ22 σ12
N = 20
True value .800 .500 1.000 −1.000 .900 .900 1.000 1.000 .700
mean .778 .522 1.145 −.978 .839 .912 1.214 .879 .585
s.d. .049 .024 .106 .055 .072 .031 .235 .214 .198
N = 200
True value .800 .500 1.000 −1.000 .900 .900 1.000 1.000 .700
mean .789 .511 1.037 −.981 .879 .910 1.124 .941 .675
s.d. .011 .015 .065 .042 .057 .019 .136 .102 .096
N = 20
True value 2.200 .800 2.000 −3.000 1.100 2.700 4.000 9.000 3.000
mean 2.235 .765 2.233 −2.576 .941 2.560 4.537 8.094 2.518
s.d. .051 .049 .196 .634 .218 .176 .613 .894 .537
N = 200
True value 2.200 .800 2.000 −3.000 1.100 2.700 4.000 9.000 3.000
mean 2.219 .781 2.137 −2.841 1.009 2.921 4.224 9.729 2.675
s.d. .021 .025 .135 .197 .097 .186 .317 .730 .364
Table 5.1
Estimated ER’s of SCA and LDA: The value in parenthesis is standard deviation.
n v1(a) Method ρ = .5 ρ = .8
ε = 0 ε = .1 ε = .3 ε = 0 ε = .1 ε = .3
p = 3
20 0.5 SCA .202(.055) .181(.057) .171(.068) .190(.066) .178(.062) .125(.051)
LDA .213(.062) .205(.062) .189(.067) .212(.071) .203(.067) .134(.053)
−0.5 SCA .204(.063) .187(.054) .172(.066) .201(.058) .185(.067) .161(.056)
LDA .224(.064) .208(.054) .185(.067) .219(.077) .202(.064) .180(.054)
50 0.5 SCA .193(.039) .184(.041) .171(.039) .192(.040) .178(.037) .132(.033)
LDA .204(.042) .193(.040) .179(.040) .200(.042) .185(.038) .136(.036)
−0.5 SCA .194(.038) .190(.042) .182(.035) .191(.042) .181(.039) .157(.037)
LDA .200(.038) .199(.044) .188(.039) .195(.039) .189(.039) .170(.037)
200 0.5 SCA .195(.020) .187(.019) .164(.017) .188(.019) .178(.017) .135(.018)
LDA .196(.020) .188(.020) .166(.018) .189(.018) .179(.018) .137(.018)
−0.5 SCA .197(.020) .195(.019) .181(.022) .192(.021) .186(.019) .169(.018)
LDA .198(.021) .196(.019) .183(.021) .195(.021) .187(.020) .172(.028)
p = 7
20 0.5 SCA .164(.059) .146(.056) .127(.043) .130(.054) .120(.054) .095(.049)
LDA .209(.076) .203(.060) .192(.068) .168(.060) .158(.063) .133(.064)
−0.5 SCA .181(.068) .158(.055) .146(.060) .143(.055) .132(.050) .127(.050)
LDA .234(.073) .216(.064) .213(.074) .185(.084) .186(.058) .166(.062)
50 0.5 SCA .172(.036) .161(.034) .127(.032) .122(.035) .116(.030) .094(.027)
LDA .193(.037) .182(.041) .156(.035) .135(.032) .129(.031) .109(.034)
−0.5 SCA .170(.035) .167(.038) 155(.035) .151(.031) .137(.031) .131(.031)
LDA .194(.036) .195(.041) .187(.038) .165(.038) .158(.037) .147(.036)
200 0.5 SCA .168(.017) .157(.014) .128(.017) .126(.015) .112(.016) .095(.013)
LDA .176(.016) .168(.016) .145(.018) .127(.014) .114(.017) .097(.013)
−0.5 SCA .170(.019) .165(.017) .155(.016) .143(.016) .139(.017) .124(.015)
LDA .172(.017) .175(.020) .168(.017) .146(.017) .140(.017) .128(.017)
To ensure the accuracy of the results, this procedure is repeated 500 times. A summary of the estimations (the mean of the
500 estimated ER′s and their standard deviation) is listed in Table 5.1. During each repetition, we also estimate the LDF in
(3.2) using the same training samples. Then we estimate the ER of the LDA using the CVM. The table also lists the summary
values of these calculations. Table 5.1,which has been obtained using limited information through an informative simulation
study, indicates the following: (i) When the training samples are screened by an interval of an underlying normal screening
variable, the SCA that uses dˆ(x0) performs uniformly better than the LDA that uses Lˆ(x0). This poor performance of LDA
under the non-normality agrees with the result by Krzanowski [10] and Gnanadesikan [6]. (ii) The performance of the SCA
over the LDA tends to improve as the correlation (ρ) between the screening variable and each discriminant variable becomes
larger. (iii) The performance of the SCA improves when there is large difference betweenµ01 andµ02. (iv) An increase in the
size of dimension p tends to yield a better performance of the SCA over the LDA. (v) The length of the screening condition
C = (a, b) does not seem to have a consistent effect on the values of ER.
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Table 5.2
Means of two groups.
Groups Mean Variables
Age (Y0) Stature (Y1) Sitting height (Y2) Nasal depth (Y3) Nasal height (Y4)
Brahmin µ∗1 46 164.51 86.43 25.49 51.24
Artisan µ∗2 46 160.53 81.47 23.84 48.62
Table 5.3
Comparison of the probabilities of misclassification.
Discriminant function D P(2|1) P(1|2) TPM τ ∗
U(x) 1.7169 .2559 .1152 .1856 –
B(x) 1.7169 .2114 .1460 .1787 −0.27
L(x) 1.7240 .4163 .0510 .2336 –
5.2. Indian caste data example
Consider the Caste data that was analyzed by Sutradhar [17]. This data consists of two groups from India: the Brahmin
caste and the Artisan caste. Each individual in the caste has the followingmeasurements: age (Y0), stature (Y1), sitting height
(Y2), nasal depth (Y3), and nasal height (Y4). If we assume that the group values are equal to the estimates from the original
data set, we can write the common mean of Y0 and the means of the other four variables in the two groups (µ∗1 and µ
∗
2) as
follows (note that the values associated with Y0 are artificial); see Table 5.2.
We also write the common variance (Σ∗) for the two groups as follows:
Σ∗ =

400.000
103.321 32.958
51.201 10.743 10.240
24.502 1.782 1.173 3.063
42.000 3.957 2.430 1.782 12.250
 .
Now we define two populations: the screened Brahmin caste (Π1) with a screening scheme, {Y0 : 20 < Y0 < 30},
and the screened Artisan caste (Π2) with the same screening scheme. Thus a vector of the screened variables defining
the populations is X = [(Y1, Y2, Y3, Y4)⊤ | 20 < Y0 < 30]. Furthermore, assume that the distribution Π1 refers to
X ∼ WTN (20,30)4 (µ∗1,Σ∗) and that of the second population Π2 refers to X ∼ WTN (20,30)4 (µ∗2,Σ∗). Then v(a) = −1.3,
v(b) = −0.8, and δ = (0.9, 0.8, 0.7, 0.6)⊤. When the linear discriminant functions U(x), B(x), and L(x) are applied to this
classification problem with π1 = π2 = 1/2, we can calculate values of their probabilities of misclassification by using (3.6)
and (3.10). Table 5.3 lists these values; it also lists the distance D of the two populations that are defined by each linear
discriminant function and τ ∗ for the best asymptotic linear rule defined by B(x).
The values in Table 5.3 suggest that if a sample really comes from the screened populations with the distributions
WTN (a,b)p (µ∗i ,Σ∗), i = 1, 2, then the performance of LDA (using L(x)) in the screened normal situations can be very
misleading. To bemore specific, we have found that the overall error rate ismuch larger than the error rates that are obtained
when usingU(x) and B(x). In addition, the individual group error rates are distorted because the error rate is generallymuch
larger than the optimal values (obtained using U(x) and B(x)) for one population group, and much smaller for the other.
These results coincide with the result by Lachenbruch et al. [12]. The table also shows that the classification rule using B(x)
is better than the classification rule using U(x); this rule is better because the former rule yields the smaller TMP and the
smaller difference in the individual population error rates.
5.3. Psychological test example
Johnson andWichern (www.prenhall.com/statistics, 2007) considers a psychological test profile data obtained from two
populations: male (Π1) and female (Π2). Themeasurements of each population are the five subscale test scores, which have
the following labels: independence (Y1), support (Y2), benevolence (Y3), conformity (Y4), and leadership (Y5). The data consist
of 130 observations (62 from Π1 and 68 from Π2), which are generated by the scores on a psychological test that was
administered to Peruvian people who were screened by age (Y0) with the screening scheme {15 ≤ Y0 < 18} (or teenagers
of the ages 15–17). The data provide the summary statistics as listed in Table 5.4.
The tests, based on measures of multivariate skewness (Chi-square test) and kurtosis (normal test) by Srivastava [16],
cannot accept the multivariate normality of each group distribution. For group 1, the respective skewness and kurtosis are
b1p = .039 and b2p = 3.519, which give p-values of .842 (for the Chi-square test) and .042 (for the normal test). For group
2, the respective skewness and kurtosis are b1p = .114 and b2p = 2.425, which give p-values of .262 (for the Chi-square
test) and .015 (for the normal test). Although we expect that the standard psychological test would generate multivariate
normal scores, the rejection of the multivariate normality might be caused by the screening scheme using the age, which
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Table 5.4
Summary statistics for the screened data.
Screened variable Group 1 (Π1) Group 2 (Π2)
X1 X2 X3 X4 X5 X1 X2 X3 X4 X5
mean 14.89 16.32 18.44 16.03 13.27 16.38 17.76 19.10 15.01 10.32
s.d. 5.892 4.108 5.400 5.377 5.332 5.848 4.164 5.539 6.065 4.669
K-S 0.105 0.093 0.086 0.097 0.092 0.098 0.104 0.092 0.113 0.109
Table 5.5
Estimated error rates (ER) by the CVM and the RM.
Method ER πi = 1/2 πi = proportional
P(1|2) P(2|1) Total ER P(1|2) P(2|1) Total ER
SCA CVM .3548 .2353 .2923 .3871 .2353 .3077
RM .3115 .2035 .2575 .3171 .2035 .2603
LDA CVM .4516 .4265 .4390 .4677 .3529 .4077
RM .3710 .3971 .3483 .4355 .2941 .3615
QDA CVM .5323 .3971 .4647 .5484 .3676 .4538
RM .3871 .2941 .3406 .4839 .2794 .3769
was {15 ≤ Y0 < 18}. This implies that [X|Πi] ∼ WTN (15,18)5 (µ∗i ,Σ∗) where X d= [(Y1, Y2, Y3, Y4, Y5)⊤ | 15 ≤ Y0 < 18] for
i = 1, 2. The ML estimates of the TWN5 distributions’ parameters that define the screened classification rule in (4.3) are
µˆ1 = (15.69, 16.15, 18.38, 16.15, 14.00)⊤, µˆ2 = (17.41, 17.82, 19.24, 14.89, 10.97)⊤,
δˆ = (2.70,−1.81,−.57,−1.95, 2.16)⊤,
and
Σˆ =

38.23
−4.71 19.34
−19.88 0.46 32.82
−17.57 −8.65 10.20 36.34
6.28 −9.59 −15.35 10.93 29.66
 .
We assume that µ01 = 25.09, µ02 = 23.95, and σ0 = 9.09 according to prior knowledge (obtained from www.
mapsofworld.com/peru). A Kolmogorov–Smirnov test is implemented to see that the marginal distribution of each
component of [X|Πi] is a univariateWTN distribution (see [9] for the distribution function of theWTN distribution). The test
statistic values, which are denoted by K–S are listed in Table 5.4. These values lead to a p-value > .05 for all the marginal
distributions of Xj’s, which advocates [X|Πi] ∼ WTN (15,18)5 (µ∗i ,Σ∗) for i = 1, 2. Unfortunately, a multivariate test for the
jointWTN5 distribution is not currently available.
During this study, we have applied two-group SCA, LDA, and the quadratic discriminant analysis (QDA) using the
160 screened observations. The error rates of the three classification methods are calculated using the CVM and the
resubstitution method (RM). The results are listed in Table 5.5, which advocates the SCA for classifying the screened
psychological test data.
6. Concluding remarks
This paper considers a new classification method for screened data that is obtained from the perturbed normal
distributions. We consider the properties of each population distribution, and we obtain the best region for classifying the
screened data. During this study, we proposes a new classification rule for the screened two-group classification analysis
(SCA) and derive its approximate error rate. Once the new classification method is developed, an extension to the multiple-
group SCA is immediate. Applications of SCA are widespread especially in the bioassay, where classes are defined by
an interval of an underlying variable. SCA offers numerous salient features, including the following: (i) ML estimates of
the classification rule are available. (ii) If training samples are actually derived from a normal populations defined by an
underlying screening variable Y0, then the SCA (which connects the relationship between the screening variable and a set of
discriminant variables), usually performs better than the classical LDA and the QDA. (iii) In this paper, the SCA is based on
the screening of Y0 in the form of {Y0 : a < Y0 < b}. The concept of the SCA can be extended to numerous other screening
schemes. For example, consider {Y0 : Y0 < a or Y0 > b} and {Y0 : Y0 ∈ A}, where Y0 denotes a vector of screening variables
and A is a space of the vector variable. Even though the material in this paper focuses on a normal-based SCA, it can be
extended to numerous potential distributions as well.
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Appendix. Derivation of the EM algorithm
From (4.1) and (4.2), the log-likelihood function of Θ based on complete data, aside from additive constant terms, can
be written by
ℓc(Θ|Xi, Z∗i , i = 1, 2) = −
ν
2
ln |Ψ | − 1
2
tr

Ψ−1
2−
i=1
ni−
j=1
Hij

, (A.1)
whereΘ = {Ψ ,µ1,µ2, δ}, ν = n1 + n2 and Hij = (xij − µi − Z∗ij δ)(xij − µi − Z∗ij δ)⊤.
At the kth iteration of the E-step, we need to calculate the Q -function, defined as
Q (Θ | Θˆ(k)) = E

ℓc(Θ|Xi, Z∗i , i = 1, 2) | Θˆ(k),Xi, i = 1, 2

(A.2)
which is the conditional expectation of (A.1)with respect to the distributions of Z∗i given the observed dataXi and the current
estimate Θˆ(k), i = 1, 2. From (4.1) and (4.2), we see that the conditional distribution of Z∗ij given Θˆ(k) and Xi, i = 1, 2, is
Z∗ij | (Θˆ(k),Xi) ∼ TN(vi(a),vi(b))(ζˆ (k)ij , τˆ (k)2),
where ζˆ (k)ij = δˆ
(k)⊤
Σˆ (k)−1(xij− µˆ(k)i ) and τˆ (k)2 = 1− δˆ
(k)⊤
Σˆ (k)−1δˆ
(k)
. So that the two conditional expectations of Z∗ij involved
in Hˆ(k)ij of (A.2) can be easily evaluated by using formulas (13.134) and (13.135) in [7]: Denoting ηˆ
(k)
ij = E[Z∗ij |(Θˆ(k),Xi)] and
γˆ
(k)
ij = E[Z∗2ij |(Θˆ(k),Xi)], we have
ηˆ
(k)
ij = ζˆ (k)ij + τˆ (k)i
φ(A(k)ij )− φ(B(k)ij )
Φ(B(k)ij )− Φ(A(k)ij )
, (A.3)
γˆ
(k)
ij =
1+ A(k)ij φ(A(k)ij )− B(k)ij φ(B(k)ij )
Φ(B(k)ij )− Φ(A(k)ij )
−

φ(A(k)ij )− φ(B(k)ij )
Φ(B(k)ij )− Φ(A(k)ij )
2 τˆ (k)2 + ηˆ(k)2ij , (A.4)
where
A(k)ij = (vi(a)− ζˆ (k)ij )/τˆ (k) and B(k)ij = (vi(b)− ζˆ (k)ij )/τˆ (k).
Therefore, the EM algorithm can be constructed as given in Section 4.1.
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