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ABSTRACT
A popular way to estimate a Pareto exponent is to run an OLS regression: log(Rank)
= c ¡ blog(Size), and take b as an estimate of the Pareto exponent. Unfortunately, this
procedure is strongly biased in small samples. We provide a simple practical remedy for this
bias, and argue that, if one wants to use an OLS regression, one should use the Rank ¡1=2,
and run log(Rank ¡ 1=2) = c¡blog(Size). The shift of 1=2 is optimal, and cancels the bias
to a leading order. The standard error on the Pareto exponent is not the OLS standard error,
but is asymptotically (2=n)1=2b. To obtain this result, we provide asymptotic expansions for
the OLS estimate in such log-log rank-size regression with arbitrary shifts in the ranks. The
arguments for the asymptotic expansions rely on strong approximations to martingales with
the optimal rate and demonstrate that martingale convergence methods provide a natural
and conceptually simple framework for deriving the asymptotics of the tail index estimates
using the log-log rank-size regressions.
KEYWORDS: power law, heavy-tailedness, OLS log-log rank-size regression, standard
errors, strong approximation, martingale convergence, U¡statistics, bilinear forms
JEL Classi¯cation: C13, C14, C16
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Phillips, Sidney Resnick, Jim Stock, Charles van Marrewijk and the participants at seminars at the Depart-
ments of Economics at Harvard University and Massachusetts Institute of Technology for helpful comments
and discussions.1 Introduction
1.1 Objectives and key results
Last four decades have witnessed rapid expansion of the study of heavy-tailedness phenomena
in economics and ¯nance. Following the pioneering work by Mandelbrot (1963) (see also the
papers in Mandelbrot, 1997; Fama, 1965), numerous studies have documented that time
series encountered in many ¯elds in economics and ¯nance are typically thick-tailed and can






¡»; k;x > 0: (1)
with a tail index » > 0 (see the discussion in Jansen and de Vries, 1991; Loretan and Phillips,
1994; Brakman, Garretsen, van den Berg and van Marrewijk, 1999; Meerschaert and Sche²er,
2000; Gabaix, Gopikrishnan, Plerou and Stanley, 2003; Ibragimov, 2004, 2005a; Nishiyama
and Osada, 2005, and references therein).23
Let
Z(1) ¸ ::: ¸ Z(n) (2)
be decreasingly ordered observations from a population satisfying power law (1). A popular
and commonly used approach to estimating the heavy-tailedness parameter » is the one
based on the following OLS log-log rank-size regression with ° = 0:
log (t ¡ °) = a ¡ blog Z(t); (3)
or, in other words, calling t the rank of an observation, and Z(t) its size:
log(Rank ¡ °) = a ¡ blog(Size) (4)
(here and throughout the paper, log(¢) stands for the natural logarithm).4
2Here f(x) » g(x) means that f(x) = g(x)(1 + o(1)) as x ! 1.
3The reader is referred to, among other works, Du±e and Pan (1997); Uchaikin and Zolotarev (1999);
Glasserman, Heidelberger and Shahabuddin (2002); De Vries (2005); Ibragimov (2004, 2005a); Hartmann,
Straetmans and De Vries (2005); Ortobelli and Rachev (2005); Rachev, Ja· sic, Stoyanov and Fabozzi (2005);
Ibragimov and Walden (2006) for the analysis of a number of economic and ¯nancial models under heavy-
tailed assumptions, and to Loretan and Phillips (1994); Quintos, Fan and Phillips (2001); Chen, HÄ ardle
and Spokoiny (2005); Chernozhukov (2005a,b); Dufour, Khalaf, Kurz-Kim and Beaulieu (2005); Garcia,
Renault and Veredas (2005); Haas, Mittnik, Paolella and Steude (2005); Haug, KlÄ uppelberg, Lindner and
Zapp (2005); Ibragimov (2005b); Kurz-Kim, Rachev, Samorodnitsky and Stoyanov (2005); Levy and Taqqu
(2005); Lombardini and Calzolari (2005); McCulloch (2005); Nishiyama and Osada (2005); Nolan (2005);
Samarakoon and Knight (2005) for recent studies of problems of statistical inference and modeling for data
from thick-tailed populations and extremal phenomena.
4In this paper, we also consider the asymptotic asymptotic expansions using the dual to (4) regressions
log(Size) = c ¡ dlog(Rank ¡ °) with logarithms of ordered sizes regressed on logarithms of shifted ranks.
As follows from Theorem 1, the approaches to the tail index inference using regressions (4) and their above
dual analogues are equivalent in terms of the small sample biases and standard errors of the estimates.
1Let ^ bn denote the usual OLS estimate of the tail index » using regression (3) with ° = 0
and let ^ b°
n denote OLS estimate of » in general regression (3).
It is known that the OLS estimate ^ bn in the usual regression (3) with ° = 0 is consistent
for ». However, the standard OLS procedure has an important bias. This paper shows
that the bias is canceled (up to leading order terms) with ° = 1=2. Hence, we propose
that always, if one uses a log-log regression, one should use log(Rank ¡ 1=2) rather than
log(Rank). Also, extending the work of Kratz and Resnick (1996) and CsÄ org} o and Viharos
(1997) (see also Viharos, 1999; CsÄ org} o and Viharos, 2006) for the case ° = 0, we show that
the standard error of the OLS estimate ^ b°
n of the tail index » in general regression (3) equals
to (2=n)1=2».
The following tables provide comparisons of the standard errors of the traditional OLS
estimate ^ bn of the tail index in standard regression (3) with ° = 0 with that of the estimate
^ b°
n with ° = 1=2 recommended in the present paper.
Table 1. Behavior of the traditional OLS estimate ^ bn in the regression
log(Rank) = a ¡ blog(Size)
n 50 100 200 500
Mean ^ b°=0
n 0.92 0.94 0.96 0.98
Nom. s.e. 0.023 0.013 0.0078 0.0037
True s.e. 0.20 0.14 0.098 0.063
Caption: Monte Carlo simulations, based on a power law distribution P(Z > x) = x¡1 for x > 1.
For a general power law distribution with exponent », one multiplies all the numbers in the table
by ». \Mean ^ b
°=0
n " is the mean of the estimate ^ bn in the regression: log(Rank) = a ¡ blog(Size).
\Nom s.e." is the nominal standard error from the OLS regression.
Table 2. Behavior of the OLS estimate ^ b°
n with ° = 1=2





= a ¡ blog(Size)
n 50 100 200 500
Mean ^ b
°=1=2




n 0.20 0.14 0.100 0.063
True s.e. 0.20 0.14 0.098 0.063
Caption: Monte Carlo simulations, based on a power law distribution P(Z > x) = x¡1 with
» = 1 for x > 1. For a general power law distribution with exponent », one multiplies all the
2numbers in the table by ».\Mean ^ b
°=1=2
n " is the mean of the estimate ^ b
°
n with ° = 1=2 in the
regression: log(Rank ¡ 1=2) = a ¡ blog(Size).
The OLS estimates ^ bn of b using the regression log(Rank) = a ¡ blog(Size) reported in
Table 1 are signi¯cantly di®erent from 1, which means that ^ bn is biased in small samples.
According to the same table, the nominal standard errors in the regression log(Rank) =
a ¡ blog(Size) are consistently lower than the true standard errors (see Nishiyama and
Osada 2005 for an analysis of this phenomenon). On the other hand, the estimates ^ b°
n with
° = 1=2 in the regression log(Rank ¡ 1=2) = a ¡ blog(Size) reported in Table 2 are close
to 1. That is, with the shifted rank we recommend, the bias of the usual OLS estimate ^ bn
is considerably reduced. Furthermore, the asymptotic standard errors in the regression with
the shifts ° = 1=2 in ranks are very close to the true standard errors.
The 1/2 shift actually comes from a more systematic result, in Theorem 1, which shows
that it is optimal and further demonstrates that the following asymptotic expansion holds

















(here and throughout the paper, N(0;1) stands for a standard normal r.v.).
We conclude that, for estimation of the tail index », one should always use the regression
log(Rank ¡ 1=2) = a ¡ blog(Size)




According to the results obtained in the paper, the nominal standard errors reported in
OLS log-log rank-size regressions (3) considerably underestimate the true standard errors.
Consequently, taking the OLS estimates of the standard errors at the face value will lead
one to reject the true numerical value of the tail index too often. The reason for these
conclusions is that ordering of the observations in (2) naturally generates dependence among
the regressors in log-log rank-size model (3) employed to estimate the true tail index ».
The standard asymptotics for the OLS regressors, on the other hand, treats them as being
independent. The asymptotic expansions obtained in the paper also provide the correct
con¯dence intervals for the tail index estimates. They further show that the OLS approach
to the inference on the tail shape parameter is more robust relative to Hill's estimator in the
case of deviations from the exact power law.
The rest of the paper formalizes the above claims. The arguments for the results in the
paper are based, in a large part, on strong approximations to partial sums with the optimal
3rate (see Remark 3). They are also closely related to the martingale approaches to obtaining
asymptotic results for bilinear forms and U¡statistics recently developed in Ibragimov and
Phillips (2004) (see Remark 4). This relation has an independent interest.
1.2 Estimation of the tail index and the OLS regression
At present, several approaches to the inference about the tail index » of heavy-tailed distribu-
tions are available (see, among others, the review in Embrechts, Klupperberg and Mikosch,
1997). The two most commonly used ones are Hill's estimator introduced in Hill (1975) and
the OLS approach using the log-log rank-size regression described in the previous subsection
whose graphical analogues go back to Pareto.
It was reported in a number of studies that inference on the tail index using Hill's
estimator su®ers from several problems. For instance, it is well-known that Hill's estimator
tends to severely overestimate the true tail index in relatively small stable samples. For
instance, as reported in, e.g., McCulloch (1997) and Weron (2001), Hill's estimates of the
tail index » greater than two are to be expected for heavy-tailed stable distributions with
in¯nite variances (for which » < 2) for relatively small samples of sizes n < 1000. In addition,
Hill's estimator is very sensitive to the dependence in the data (see Embrechts et al., 1997,
Chapter 6). Naturally, since it is based on the extreme observations (the greatest order
statistics) in the data, the estimator requires very large sample sizes to exhibit convergence
to the gaussian distribution. In fact, as indicated in Embrechts et al. (1997), the rate of
convergence of Hill's estimator can be arbitrary slow and, furthermore, the choice of the
number of the order statistics to be included in the estimator is problematic because of
the important bias-variance tradeo® involved. The reader is referred to Hall (1982); Hall
and Welsh (1984); Haeusler and Teugels (1985); CsÄ org} o and Mason (1985); Beirlant and
Teugels (1989); Embrechts, Klupperberg and Mikosch (1997); Danielsson, de Haan, Peng
and de Vries (2001); Beirlant, Goegebeur, Teugels and Segers (2004) and the works cited
therein for the discussion of the asymptotics of Hill's estimator.
Motivated by the above problems with Hill's estimator, several studies have focused on
the alternative approaches to the tail index estimation. For instance, Huisman, Koedijk,
Kool and Palm (2001) proposed a weighted analogue of Hill's estimator that was reported
to correct the small sample bias of the latter statistical technique for sample sizes less than
1000. Recently, using Monte-Carlo methods, Dufour and Kurz-Kim (2005) obtained exact
¯nite sample con¯dence intervals for Hill's estimator. Dufour and Kurz-Kim (2005) fur-
ther proposed Monte-Carlo based estimation and exact testing procedures for the stability
parameter of ®¡stable distributions.
Embrechts et al. (1997), Beirlant, Dierckx, Goegebeur and Matthys (1999b), Jansen
4and de Vries (1991) and Feurverger and Hall (1999) advocated sophisticated non-linear
procedures to the tail parameter estimation based on the direct estimation of the coe±cients
in expansions for the tail probabilities involving terms of smaller order in addition to the
one in (1).
Despite of the availability of the above sophisticated approaches to the inference on
the tail parameter, the OLS log-log rank-size regression (3) with ° = 0 remains the most
widely applied alternative to Hill's estimator, for the most part due to its simplicity and
its robustness.5 The simplicity of the OLS approach to the tail index estimation, together
with its easy implementability on virtually any statistical software is very appealing. This,
together with the widespread of the OLS approach to the tail index estimation among the
practitioners motivates the analysis of the statistical properties of the estimators ^ b°
n.
In recent years, several studies have focused on the analysis of normality of the OLS tail
index estimate in a \dual" to (3) with ° = 0 model with logarithms of ordered observations
log(Z(t)) regressed on logarithms of ranks. Such approach to estimation of the tail shape
parameters was introduced by Kratz and Resnick (1996) who refer to it as QQ-estimator.
Nishiyama and Osada (2005) discussed asymptotic normality of the OLS tail index esti-
mate in the regression of log(Z(t)) on log t and also proposed more e±cient than the OLS
estimation procedures based on generalized least squares method and on a trimmed least
squares regression. Schultze and Steinebach (1999) considered closely related problems of
least-squares approaches to estimation for data with exponential tails (see also Aban and
Meerschaert, 2004, who discuss e±cient OLS estimation of parameters in shifted and scaled
exponential models). Kratz and Resnick (1996) establish consistency and asymptotic nor-
mality of the QQ-estimator in the case of populations with regularly varying tails. Their
results demonstrate that in the case of populations in the domain of attraction of power law





n. CsÄ org} o and Viharos (1997) prove asymptotic normality of
the OLS estimates of the tail index (see also Viharos, 1999; CsÄ org} o and Viharos, 2006). The
latter OLS approach to the tail index estimation is closely related to kernel smoothed Hill's
estimators studied in CsÄ org} o, Deheuvels and Mason (1985) and Groeneboom, LopuhaÄ a and
de Wolf (2003). Bias reduction using shifted log-ranks log(Rank ¡ 1=2) in (4) proposed in
this paper is close in spirit to approaches to small sample bias correction in econometric
models based on Edgeworth expansions and bootstrap (see, among other works, Nishiyama
and Robinson, 2000, 2005).
The above-discussed dual to (3) models with logarithms of order statistics xt regressed on
logarithms of ranks yt fall into the framework of regressions with slowly integrated regressors.
Therefore, the asymptotics for it can be derived using the approach and the results developed
5See, e.g., examples and discussion in Gabaix et al. (2003) and Gabaix and Ioannides (2004).
5in Phillips (2001).
However, to our knowledge, the complete asymptotic theory for the OLS estimates for the
tail estimation using regressions (3) with logarithms of ordered observations as dependent
variables is not available in the literature. The asymptotic theory for such most commonly
used log-log rank-size regressions is necessarily much more complicated than that for its
above analogues due to the dependence in regressors. This dependence implies that the
statistics of interest involve U¡statistics and bilinear forms in weighted independent r.v.'s
rather than their sums (see Section 2). In particular, the CLT's for sums of independent
r.v.'s cannot be applied in the present instance and one has to appeal to more involved
approaches to deriving asymptotics under dependence in random summands.
In fact, according to the R¶ enyi representation theorem (see the proof of Theorem 1),
under the null hypothesis that (unordered) observations Z0
ts are from a population with
power-law distribution (1), the structure of the above dependence is similar to that in
a regression with integrated regressors (see Park and Phillips, 1999, 2001; Ibragimov and
Phillips, 2004). Namely, similar to the wide class of nonlinear statistics whose asymptotics
was studied in Ibragimov and Phillips (2004), under the null, the numerator of the OLS
estimates ^ b°
n has the form of a second-order U¡statistic, more precisely, a bilinear form in
weighted exponential r.v.'s. This makes the power of strong approximations to partial sums
of martingale-di®erences and the new martingale convergence machinery for the analysis of
weak convergence of econometric estimators recently developed in Ibragimov and Phillips
(2004) applicable in the treatment of the asymptotics of estimates in (3) and in its more
general analogues (see Remarks 3 and 4).
One of the important contributions of the present paper is that our theoretical results
demonstrate, in fact, that the strong approximations to martingales and, more generally,
martingale convergence methods provide a natural and conceptually simple framework for de-
riving the asymptotics of the tail index estimates using the log-log rank-size regression. One
needs to emphasize here that, under the null hypothesis, the U¡statistic in the numerator
of the OLS estimates ^ b°
n converges to a deterministic integral of the Wiener process, but not







in (possibly correlated) linear processes ut and vt (see Ibragimov and Phillips, 2004). The
main reason is that the decline of the coe±cients in the representation of Z0
(t)s as weighted
sums of exponential r.v.'s assure that the second predictable characteristic of the statistic
of interest tends to a deterministic process, namely to a deterministic function given by the
quadratic variation of the deterministic integral of a Wiener process.
62 Asymptotic expansions for the log-log rank-size tail
estimator via strong approximations to partial sums
Let Z(1) ¸ Z(2) ¸ ::: ¸ Z(n) be the order statistics for a sample from the population with the
distribution satisfying power law
P(Z > x) =
1
x»; x ¸ 1: (5)
Denote yt = log(t ¡ °) and xt = log(Z(t)). Let us consider the OLS estimate ^ b°
n of the
slope parameter b in log-log rank-size regression (3) with ° < 1, that is, in the model
yt = a ¡ bxt (6)





t=1(xt ¡ xn)(yt ¡ yn)
Pn





We will also consider the OLS estimate ^ d°
n of slope in the dual to (3) regression
xt = c ¡ dyt (8)





t=1(xt ¡ xn)(yt ¡ yn)
Pn





The following theorem provides the main result of the present paper.
Theorem 1 For any ° < 1, the following expansions hold:
^ b
°






























7Remark 1 As follows from asymptotic expansions (10) and (11), the small sample biases of
the OLS estimates ^ b°
n and ^ d°
n in regressions yt = a¡bxt and xt = c¡dyt involving logarithms
of shifted ranks are both minimized under the choice ° = 1=2.6
Remark 2 As discussed in the introduction, from Theorem 1 it follows that the nominal
standard errors in the log-log rank-size regression and in its more general analogues (10)
and (11) considerably underestimate the true standard errors. Consequently, making the
inferences on the tail parameter values on the basis of the OLS estimates of the standard
errors will lead one to reject the true value of the tail index too often.
Throughout the paper, W denotes the standard Brownian motion.
Remark 3 The proof of asymptotic expansions (10) and (11) is based, in a large part, on
strong approximations to partial sums of independent r.v.'s St =
Pt
i=1 ¿i. Furthermore,
as follows from the argument for Theorem 1, derivation of the expansion is based on an

















(a:s:) Such approximations hold under the assumption of the existence of moment
generating function in a neighborhood of zero and are provided by the results in Koml¶ os,
Major and Tusn¶ ady (1975, 1976); CsÄ orgÄ o and R¶ ev¶ esz (1981, Theorem 2.6.1). Due to the
R¶ enyi representation theorem (see Subsection 1.2 and relation (19) in the proof of Theorem
1 below), the ordered observations from a population with the distribution satisfying power
law can be represented as weighted sums of i.i.d. exponential r.v.'s. The fact that these
r.v.'s have exponential moments ensures that the above strong approximations with best error
order are applicable in the study of asymptotic expansions for the tail index estimates. One












O(n1=p¡1=2); p > 2 (a:s:) hold for partial sums St =
Pt
i=1 »i of i.i.d. r.v.'s »i under
the weaker assumption than above, namely, under the condition Ej»ij2p < 1. The latter
approximations have been used in a number of recent works (see, among others, Phillips,
1999; Ibragimov and Phillips, 2004, and references therein) to develop asymptotic results for
various functionals of independent r.v.'s and linear processes. As follows from the proof of
Theorem 1, these approximation results will not work in the case of asymptotic expansions
in the form (10) and (11) as the argument for them requires the use of error bounds of better
6Beirlant et al. (1999a) and Aban and Meerschaert (2004) indicate the possibility of modi¯cation of the
QQ-estimator discussed in Subsection 1.2 in which logarithms of ordered observations log(Z(t)) regressed on
log(t ¡ 1=2). Aban and Meerschaert (2004) mention in a remark without providing a proof that regressing
logarithms of observations from a heavy-tailed population on logarithms of their ranks shifted by 1=2 re-
duces the bias of the QQ-estimator. Their remark seems motivated by simulations, not by the systematic
understanding that Theorem 1 provides, in particular they do not indicate that a shift of 1=2 is the best
shift.
8order.7
Remark 4 Due to the the R¶ enyi representation theorem, the OLS log-log rank-size approach
to the inference on the tail index in model (3) is similar to the problem of statistical inference
in a regression with integrated regressors (see Park and Phillips, 1999, 2001; Ibragimov and
Phillips, 2004). Furthermore, the normalized estimation errors ^ b°
n ¡ 1 = ¡(A°
n + Bn)=Bn
in OLS log-log rank-size regression (3) can be approximated by martingale processes. This










using the general martingale convergence approach to deriving weak convergence of bilinear
forms and U¡statistics to stochastic integrals (here and in what follows, !d denotes con-
vergence in distribution; further, the notation X =d Y for two r.v.'s X and Y means that
their distributions are the same). Such a new approach to developing asymptotic results was
developed recently in Ibragimov and Phillips (2004) and was applied by the authors to develop
uni¯cation of the treatment of the asymptotics for stationary autoregression, autoregression
with roots at or near unity and for a wide range of nonlinear econometric models. The mar-
tingale convergence approach to obtaining normal convergence for ^ b°






































in i.i.d. exponential r.v.'s ¿t with parameter 1. The methods presented and discussed in
details in Ibragimov and Phillips (2004) allows one to reduce the study of distributional
convergence of the process Mn(s) to the analysis of convergence in probability of its predictable
characteristics. The study of the asymptotics for the predictable characteristics of Mn(s)
allows one to show, similar to the results in Sections 5 and 6 in Ibragimov and Phillips
(2004) that




7In particular, the strong approximations with the best order of error are crucial, together with the results















in approximation (44) in the proof of Theorem 1.
9Using (15), together with representation (13) and the fact that n¡1






2Bn) !d M(1) =
Z 1
0
logu dW(u) =d N(0;2)
. The latter relation, together with the easy to establish convergence
»2Bn
n !P 1, implies
that (12) indeed holds. It is important to note here that the martingale approximating the
numerator of the normalized errors in the OLS log-log rank-size regression converges to a
deterministic integral
R s
0 logu dW(u) of the Wiener process, but not to a stochastic one, as its






ut in (possibly correlated)
linear processes ut and vt (see Ibragimov and Phillips, 2004). The latter bilinear forms
typically have stochastic integrals such as
R 1
0 f(V (s))dW(s) with (possibly correlated) Wiener
processes V and W as their weak limits. The main reason for the above is that the fast
decline of the coe±cients in the representation of the regressors x0
ts in (3) as weighted sums
of exponential r.v.'s assure that the second predictable characteristic of the martingale of
interest tends to a deterministic process. Namely, it converges to a deterministic function
R s
0 log
2 u du which is the quadratic variation of the continuous process
R s
0 logu dW(u).
Proof of Theorem 1.
It is enough to prove the Theorem in the case » = 1. For the general case, one applies
the theorem to Z0 = Z», whose power law exponent is 1.
Relation (10) for » = 1 is a consequence of (7) and the following asymptotic expansions
for the statistics A°






n + Bn) = N(0;2) +
(logn)




















We ¯rst focus on proving relation (16).
By the R¶ enyi representation theorem, one has that, for the logarithms xt = log S(t) of






; t = 1;:::;n ¡ 1; (18)
10are i.i.d. exponential r.v.'s with parameter 1: P(¿t > x) = exp(¡x), x ¸ 0. That is
one has one can represent the regressors in (3) as weighted sums of exponential r.v.'s in the
following way:
xt = xn + zt; t = 1;:::;n; (19)





, t = 1;:::;n ¡ 1:



























(xt ¡ xn)(yt ¡ yn) =
n X
t=1
(zt ¡ zn)(yt ¡ yn) =
n¡1 X
t=1









































































































































































log (t ¡ °)
´
: (26)




















log (t ¡ °)
´
: (27)









































































































































































































































































log (t ¡ °)
´i
appearing in (29).
Using Euler-Maclaurin summation formula (see, e.g., Havil, 2003, p. 86), we have
t X
i=1
log (i ¡ °) =
Z t
1
log (x ¡ °)dx +
log (t ¡ °)
2
+ O(1) =





log (t ¡ °) + O(1): (34)















log (t ¡ °)
t
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log (t ¡ °)
t
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Applying integral approximations to partial sums, it is easy to see that, for all ° < 1,
n X
t=1




























































































































































































































Relations (38) and (40) imply that (37) indeed holds.







(¿t ¡ 1)log (t=n) !d
p
2N(0;1) (41)
using strong approximations to partial sums of r.v.'s by Brownian motion.
Using partial summation similar to the proof of Lemma 2.3 in Phillips (2001), we get
(below, St =
Pt











































Using (the best theoretically possible) strong approximation to partial sums of indepen-
dent r.v.'s that holds under the assumption of the existence of moment generating function
in a neighborhood of zero (see, e.g., Koml¶ os, Major and Tusn¶ ady, 1975, 1976; CsÄ orgÄ o and







































































































































































According to the results on the modulus continuity for Brownian sample paths (Karatzas















































we get that (37) indeed holds. Relations (36), (37) and (37) imply (16).





























(or by the central limit theorem for zn) we have










































































It is easy to see that
V ar(F
(1)
























Besides, as it is not di±cult to observe,
V ar(F
(2)
























From (45)-(49) it clearly follows that (17) indeed holds.






n + Dn) = N(0;2) +
(logn)


































































log (i ¡ °) ¡
n X
t=1
log (t ¡ °)
i
: (51)






























































Vn !P 0: (53)





2 (t ¡ °) = (n ¡ °)log
2 (n ¡ °) ¡ 2(n ¡ °)log (n ¡ °) +
2n +
log
2 (n ¡ °)
2
+ O(1): (54)





















log (i ¡ °) ¡
n X
t=1

























(¿t ¡ 1)log (t=n) !d
p
2N(0;1) (56)
Using (34) and (55), it is not di±cult to get that
Dn
n






Relations (9), (50) and (57) imply asymptotic expansion (11). ¥
Remark 5 As follows from the proof of Theorem 1, the order of the error terms in asymp-











; t ¸ 1, H(0) = 0. Consider the analogues of regressions
(6) and (8) that involve logarithms of ordered sizes yt = log(Z(t)) and the functions ~ xt =




~ xt = c
0 ¡ d
0yt: (59)
Similar to the proof of Theorem 1, one can show that the following asymptotic expansions
hold for the tail index estimates ^ b0
n and ^ d0
n using models (58) and (59):
^ b
0




















20Comparison of expansions (60) and (61) with asymptotic expansions (10) and (11) shows
that, ceteris paribus, tail index estimation using regressions involving partial sums of har-
monic series is to be preferred, in terms of the small sample bias, to that based on regressions
(6) and (8) involving logarithms of shifted ranks log(t ¡ °) for any °. On the other hand,
regressions (6) and (8) are simpler to implement, more visual and much more commonly
used than estimating procedures based on (60) and (61). Comparison of the asymptotic ex-
pansions for the tail index estimates using models (58) and (59) with the OLS tail parameter
estimates in log-log rank-size regressions (6) and (8) also sheds light on the main driving
force behind the small bias improvements using logarithms of shifted ranks log(Rank ¡1=2).
This driving force is, essentially, the fact that log(n¡1=2) provides better approximation for
the partial sums H(n ¡ 1) than does log(n) and, more generally, than log(n + ®); ® ¸ ¡n
(see Havil, 2003, p. 75-79).
Remark 7 Consider a population whose distribution exhibits deviation from power law (5)
in the form







; x ¸ 1; ® > 0: (62)
Heuristic arguments suggest that the estimate of the tail index » in OLS log-log rank-size

























modeling the deviations from the exact power law in (62) cre-
ates a bias in the estimate. Analogously, according to the heuristic arguments, the following




























According to asymptotic expansions (63) and (64), although the standard error of the
Hill estimator is less than that of the OLS log-log rank-size tail index estimate ^ b°
n, its (small
sample) bias in the case of deviations from the power law is (typically) greater than that
of ^ b°
n. That is, the OLS estimate ^ b°
n of the tail index in regression (3) is more robust to
deviations from the exact power law than Hill's estimator »Hill.
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