Abstract. We prove a q-analogue of the Carter-Payne theorem for the two special cases corresponding to moving an arbitrary number of nodes between adjacent rows, or moving one node between an arbitrary number of rows. As a consequence, we show that these homomorphism spaces are one dimensional when q 3 À1. We apply these results to complete the classification of the reducible Specht modules for the Hecke algebras of the symmetric groups when q 3 À1. Our methods can also be used to determine certain other pairs of Specht modules between which there is a homomorphism. In particular, we describe the homomorphism space Hom H ðS ðnÞ ; S m Þ for an arbitrary partition m.
Introduction
Let F be a field, q an invertible element of F and n a positive integer. We consider the representations of the Hecke algebra H ¼ H F ; q ðS n Þ. For each partition l of n, we define a H-module S l , called a Specht module; it is well-known that when H is semisimple, the modules fS l j l is a partition of ng form a complete set of pairwise non-isomorphic irreducible H-modules. It is an important open problem to determine the homomorphism spaces Hom H ðS l ; S m Þ, for l and m partitions of n. The most famous result of this kind for the symmetric groups (that is, the case q ¼ 1) is the Carter-Payne theorem.
The Carter-Payne theorem ( [3] , p. 425). Let H G F S n , where F is a field of characteristic p > 0. Choose g > 0 and take m and l to be partitions of n such that Although widely conjectured, no q-analogue of the full Carter-Payne theorem is known. In this paper, we prove such an analogue in two important special cases, namely when b ¼ a þ 1 or when g ¼ 1. Combinatorially, this corresponds to moving an arbitrary number of nodes between adjacent rows, or moving one node between an arbitrary number of rows.
It turns out that our proof has interesting implications. We will turn our attention to the classification of the reducible Specht modules for the algebras H F ; q ðS n Þ when q 3 À1. Recent work (see Section 5.3) has resulted in the completion of this classification when q ¼ 1. Combining our main result, Theorem 4.5.4, with previously published work, we prove that a Specht module is reducible if and only if it is 'ðe; pÞ-reducible', as defined in Definition 5.1.
We will also use our discussion of semistandard homomorphisms to obtain a description of the Specht modules which contain a submodule isomorphic to the trivial module S ðnÞ . (See Theorem 3.3.) Although seemingly elementary, we believe that it is the first time that such a description has been given. The result and the methods used turn out to be exact analogues of the work of James [13] , Theorem 24.4 for the symmetric groups.
Our proof of these Carter-Payne q-analogues is constructive; we will write down the maps in question. This is simple when b ¼ a þ 1, but when g ¼ 1, it turns out that there is also an elegant formula in terms of semistandard homomorphisms, given in Theorem 4.5.5. When q ¼ 1, an explicit description of all of the Carter-Payne homomorphisms has been given by Fayers and Martin [12] ; and Ellers and Murray [9] (independently of this work) have shown that when g ¼ 1, the dimension of the homomorphism space is at most one. In the presence of the Carter-Payne theorem, they have therefore been able to write down a map which, when q ¼ 1, agrees with Theorem 4.5.5. However, homomorphisms between Specht modules for arbitrary Hecke algebras are not well understood, even for the Hecke algebras H C; q ðS n Þ for which the decomposition matrices can be computed [1] , [19] . In Proposition 2.14, we give the first step towards a general method for studying homomorphisms between Specht modules, namely a way of combining certain important homomorphisms. This is a q-analogue of [12] , Lemma 5 which was heavily used throughout that paper.
Using Proposition 2.14, and other combinatorial methods, we may manipulate semistandard homomorphisms. This approach has been widely used to study homomorphisms between Specht modules for the symmetric groups. Even though we shall use only the classic theory of Dipper and James [6] , it is the first time that it has been adapted for arbitrary Hecke algebras of symmetric groups.
The Hecke algebras
We begin with some standard definitions and notation, most of which can be found in [6] . Let S n denote the symmetric group on n letters and for 1 e i < n, let s i denote the basic transposition ði; i þ 1Þ, so that fs i j 1 e i < ng generates S n . For a permutation w A S n , the length lðwÞ of w is defined to be the smallest value of k such that w ¼ s i 1 s i 2 . . . s i k for some basic transpositions s i j ; note that for w A S n and 1 e i < n we have
Let F be a field of characteristic p f 0 and q an invertible element of F . Define e > 1 to be minimal such that 1 þ q þ Á Á Á þ q eÀ1 ¼ 0, with e ¼ y if no such integer exists. We define the Hecke algebra H ¼ H F ; q ðS n Þ to be the associative F -algebra with basis fT w j w A S n g and multiplication determined by
& where w A S n and 1 e i < n. Then H is generated by the elements T s 1 ; T s 2 ; . . . ; T s nÀ1 . For convenience, we will often write T i to denote T s i .
Let l be a composition of n. The diagram of l is the set of nodes ½l ¼ fði; jÞ j 1 e i and 1 e j e l i g:
A l-tableau consists of ½l with the nodes replaced with integers; unless otherwise specified we assume that the nodes are replaced by the elements of f1; 2; . . . ; ng in some order. It is said to be row standard if its entries increase across the rows. The symmetric group acts on the right on the set of l-tableaux by permuting the entries. Define t l to be the row standard l-tableau with 1; 2; . . . ; n entered in order along its rows, and t l to be the row standard l-tableau with 1; 2; . . . ; n entered in order down its columns. Let w l be the permutation that sends t l to t l . So, if l ¼ ð3; 2Þ then
and w l ¼ ð2; 3; 5; 4Þ. Let S l denote the row-stabilizer of t l . Hence define
ÀlðwÞ T w :
We define the permutation module M l to be the right H-module x l H. Suppose now that l is a partition. Let l 0 denote the partition conjugate to l, that is, the partition obtained by swapping the rows and columns of ½l. Hence define the Specht module S l to be the right H-module
Then D l is a complete set of right coset representatives of S l in S n , consisting of the unique element of minimal length from each coset. The elements 
Let l and m be compositions of n. A l-tableau of type m is a tableau of shape l with m i entries equal to i, for each i. For a tableau A (of arbitrary type and shape) we write Aða; bÞ for the entry in the ða; bÞ-place of A. The tableau A is said to be row standard if its entries increase along the rows, and semistandard if its entries both increase along the rows and strictly increase down the columns. Let T ðl; mÞ denote the set of l-tableaux of type m, and T 0 ðl; mÞ denote the set of semistandard l-tableaux of type m. We define an equivalence relation @ r on T ðl; mÞ by saying that A @ r B if for all i, row i of A contains the same numbers as row i of B.
Let A A T ðl; mÞ. Define 1 A A S n to be the permutation obtained by setting t m 1 A to be the row standard m-tableau for which i belongs to row r if the place occupied by i in t l is occupied by r in A. Then A 7 ! 1 A gives a bijection between T ðl; mÞ and D m .
For A A T ðl; mÞ, we now define the homomorphism
Then fY A j A A T ðl; mÞ and is row standardg form a basis of Hom H ðM l ; M m Þ. The way in which these maps were constructed means that there exists h 0 A H such that
for our purposes, it is not necessary to describe h 0 . More details can be found in [22] , 4.5.
Suppose that l is a partition and that Y :
l . We will repeatedly use the following theorem.
2.4. Theorem ( [7] , Corollary 8.7). Suppose that l is a partition of n and m is a composition of n. Then fŶ Y A j A A T 0 ðl; mÞg is a linearly independent subset of Hom H ðS l ; M m Þ, and if either e 3 2 or l is 2-regular (that is, no 2 parts of l are of the same length) then
We now use these homomorphisms to give an alternative description of the Specht module. Let m be a partition. Take d to be a positive integer and choose t such that 0 e t < m dþ1 . Let n d; t be the composition determined by
Let A be the row standard m-tableau of type n d; t with all entries in row i equal to i, except for row d þ 1 which contains m dþ1 À t entries equal to d and t entries equal to d þ 1. We write c d; t for the homomorphism
Ker c d; t :
We immediately get the following corollary: There are some cases where we may immediately say that c d; tŶ Y ¼ 0.
2.7. Lemma. Suppose that w A S n is such that t n w contains two entries from the same column of t l in the same row. Then x n T w y l 0 ¼ 0.
and if lðws i Þ < lðwÞ then
Suppose that x and y lie in the same column of t l and the same row of t n w and assume x < y. Let v ¼ ðx þ 1; x þ 2; . . . ; yÞ A S l 0 . Then x n T w y l 0 ¼ ðÀ1Þ lðvÞ x n T wv y l 0 . Since s x A S l 0 , we may write y l 0 ¼ ðI À q À1 T s x Þy for some y A S l 0 , where I denotes the identity element of H. The tableau t n wv contains the entries x and x þ 1 in the same row. Now by Lemma 2.3,
8. Lemma (See [13] , Lemma 3.7). Define a partial order u on the set of compositions of n by saying that l u n if and only if
for all k. Suppose that t 1 is a l-tableau and t 2 is a n-tableau such that for every i, the numbers from column i of t 1 belong to di¤erent rows of t 2 . Then l u n.
Proof. By reordering their parts, we may assume that l and n are partitions. We must place the l Proof. The proof follows from Lemmas 2.7 and 2.8. r 2.10. Lemma. Suppose l 6 u n and Y :
Proof. Recall that S l is generated by x l T w l y l 0 . Then we may writê
The following theorem has been proved by Donkin [8] , Proposition 10.4 and by Lyle and Mathas [21] , Theorem 3.2; it will considerably simplify our later working.
2.11. Theorem. Suppose that l and m are partitions of n and that either e 3 2 or l is 2-regular.
Finally in this section, we take a step backwards, from Specht modules to permutation modules. Let A A T ðl; nÞ be a row standard tableau and fix d and t with d f 1 and 0 e t < m dþ1 . Let n ¼ n d; t . We will consider the map
We write c d; t Y A in terms of homomorphisms indexed by row standard l-tableaux of type n. To do so, we make use of the Gaussian, or quantum, polynomials a b ! ; a useful reference is [15] .
2.12. Definition. Suppose a f 0. Let ½a A F be defined by
and set
Then a b ! can be shown to be a polynomial in q with integer coe‰cients, and
2.13. Lemma. Fix a f b f 0 and let
Sða; bÞ ¼ P
Proof. The proof is by induction on a, the case a ¼ 0 being trivial. Suppose Lemma 2.13 holds for a À 1. It is easy to see that ! where x i is the cardinality of the set fðk; jÞ j k > i and Aðk; jÞ ¼ dg and y i is the cardinality of the set f j j Sði; jÞ ¼ dg. Then
Proof. Let R A T ðm; nÞ be such that Rðd þ 1; bÞ ¼ d for b e t and, for all other values of ða; bÞ, Rða; bÞ ¼ a. Note that the map
Choose R 0 @ r R and A 0 @ r A. Then t n 1 R 0 1 A 0 is formed by taking the tableau t m 1 A 0 and raising t nodes from row d þ 1 of t m 1 A 0 to the right end of row d. It is therefore row equivalent to a tableau t n 1 A where A is formed by replacing t of the entries of d þ 1 in A 0 with d. Suppose that these entries were at nodes ði; j 1 Þ; ði; j 2 Þ; . . . ; ði; j t Þ. Then the nodes moved were of value t l ði; j 1 Þ; t l ði; j 2 Þ; . . . ; t l ði; j t Þ. For 1 e k e t, let gði; j k Þ be equal to the cardinality of the set fðx; yÞ j A 0 ðx; yÞ ¼ d and t l ðx; yÞ > t l ði; j k Þg. The number of entries in row d of t n 1 A which are greater than t l ði; j k Þ is equal to gði; j k Þ. Set GðAÞ ¼ P t k¼1 gði; j k Þ. Therefore
The result then follows from Lemma 2.13. r
Trivial submodules of Specht modules
Let H ¼ H F ; q ðS n Þ where F is a field of characteristic p f 0 and define e > 1 to be minimal such that 1 þ q þ Á Á Á þ q eÀ1 ¼ 0. Since H is semisimple if e ¼ y, we may assume that e is finite; our results trivially hold if e ¼ y.
In this short section, we determine which Specht modules contain a submodule isomorphic to the trivial module S ðnÞ by calculating the homomorphism spaces Hom H ðS ðnÞ ; S m Þ for all m. This generalises the result of James [13] 
are all zero in F if and only if e j a þ 1 and b < e.
Proof. We have that
Suppose e j a þ 1 and consider a þ e e ! . Clearly it is zero if and
where 0 e b 0 < e, and define l p ðbÞ to be minimal such that 
Using Theorem 3.3, we recover the following q-analogues of the Carter-Payne theorem, where we move nodes between adjacent rows. A proof of Theorem 3.4 first appeared in [4] although the authors noted that they believed the result was already known.
3.4. Theorem. Suppose that l and m are partitions of n such that
for some positive integers a and g, and that l is 2-regular if e ¼ 2.
À1 mod e and g < e; 0 otherwise:
The proof follows from Theorems 3.3 and Theorem 2.11. r
When e ¼ 2 and l is 2-regular, we must be a little more circumspect. The following result can easily be deduced from the proof of [21] , Theorem 3.1. 
There is a similar theorem concerning column removal.
3.6. Corollary. Suppose that l and m are partitions of n such that
for some positive integers a and g.
If p > 0,
4. One node Carter-Payne homomorphisms 4.1. Background. We now concentrate on pairs of partitions l and m, where l is formed from m by raising one node. By Theorem 2.11 and Theorem 3.5, the following two theorems are equivalent. Write Aða; l a Þ ¼ i a . Then fi 1 ; i 2 ; . . . ; i s g ¼ f2; 3; . . . ; s þ 1g where i a f a, and if l a ¼ l aþ1 then i a < i aþ1 .
Hence for A A T 0 ðl; mÞ, we will write A ¼ ðm : i 1 ; i 2 ; . . . ; i s Þ. For 2 e a 0 e s þ 1, define rða 0 Þ by i rða 0 Þ ¼ a 0 .
We now fix a mapŶ Y :
for some f ðAÞ A F . We will write f ðAÞ ¼ f ðm : i 1 ; i 2 ; . . . ; i s Þ. 
We remark that while the results concerning the manipulation of the mapsŶ Y S tend to be reasonably simple, the only proofs that we have been able to discover have usually been somewhat involved; in particular, they are a lot more complicated than the corresponding proofs for the symmetric groups.
Preliminary results.
For 1 e d e s, we define compositions n ¼ nðdÞ, and for 1 e d < s we define compositions s ¼ sðdÞ, as follows:
For convenience, we introduce two more items of notation. For 1 e x e y e n, write
where I denotes the identity element of H.
Lemma.
For 1 e d < s,
Proof. Let R A T ðl; sÞ be defined by 
Note that h t lies within the subalgebra generated by fT k j k e l 1 þ Á Á Á þ l i À 1g and h b lies within the subalgebra of H generated by fT k j k f l 1 þ Á Á Á þ l i þ 1g, so that h t and h b commute. Note also that while S t and S b are of shape l, we do not need to specify their type.
Proof. The lemma follows from the definition of the permutations 1 S 0 . r
The following lemma may be proved by induction; we leave the proof as an exercise for the reader.
Choose 1 e x e y e n. Then
Therefore, if we choose d with 1 e d < s and take
y e z e n; then x n T zÀ1 T zÀ2 . . . T x T " ðx; yÞ ¼ q yÀx x n T zÀ1 T zÀ2 . . . T y T # ðx; yÞ:
This completes our preliminary results.
Manipulation of maps.
Before studying the maps c dŶ Y A : S l ! M n , we collect together some information about the mapsŶ Y S : S l ! M n , where S A T ðl; nÞ.
Choose 1 e d e s and consider fT 0 ðl; nÞg. The tableaux S in this set are determined by the following properties. For 1 e a e s: Sða; bÞ ¼ a for b 3 l a .
Write ða; l a Þ ¼ j a . Then f j 1 ; j 2 ; . . . ; j dÀ1 g ¼ f2; 3; . . . ; dg; f j dþ1 ; j dþ2 ; . . . ; j s g ¼ fd þ 2; d þ 3; . . . ; s þ 1g and j d ¼ d, where j a f a and if l a ¼ l aþ1 then j a < j aþ1 .
If S A T ðl; nÞ satisfies all of the conditions above, except possibly the condition that j a < j aþ1 whenever l a ¼ l aþ1 , we will write S ¼ ðn : j 1 ; j 2 ; . . . ; j s Þ. For 1 e d e s, define r rðdÞ by specifying that i r rðdÞ ¼ d and r rðdÞ < d. 
Proof. Let R A T ðs; nÞ be the tableau formed by setting
Uða; bÞ otherwise:
Note that the mapŶ Y S is completely determined by its action on
by Lemma 4.2.1, and noting that Then v A S l so T v T w l ¼ T vw l , and from the properties of U, t n vw l is a tableau such that row d contains two numbers from the same column of t l . Hence x n T 1 U 0 T w l is equal to a sum
for some f ðwÞ A F where each tableau t n w has the property that row d contains two entries which come from the same column of t l . It therefore follows from Lemma 2.7 that x n T w y l 0 ¼ 0. Then
and thereforê 
where these two terms commute. Furthermore,
Let R A T ðs; nÞ be the tableau formed by setting
Sða; bÞ otherwise:
by Lemma 4.2.3. But it is straightforward to see that if we define U as in Lemma 4.3.4 then
and soŶ Y S ¼ Àq 
Proof. Define the l-tableau W by W ða; bÞ ¼ Uða; bÞ if a < c or a f k; a otherwise;
& and set
Define the l-tableaux U, V by
Let w A S n be the permutation
Now suppose that Y @ r V and that Y ðc; bÞ ¼ Y ðc þ 1; bÞ for some b.
Clearly t n 1 Y w l contains two entries from the same column of t l in row c þ 1. So ðiÞ1 Y w l and ð jÞ1 Y w l are in the same column of t l for some i, j which lie in row c þ 1 of t n . Now, i; j e m 1 þ Á Á Á þ m cþ1 , so that any permutation which occurs in the sum hT w T 1 Y w l still sends i to ðiÞ1 Y w l and j to ð jÞ1 Y w l . Hence
for some f ðdÞ A F , where every permutation d that occurs in this sum has the property that t n d contains two numbers from the same column of t l in the same row. Therefore
For 1 e x e m c , let V x @ r V be defined by
For 1 e x e m c , let U x @ r U be defined by U x ða; bÞ ¼ c þ 2 if ða; bÞ ¼ ðc; xÞ; a otherwise:
We will show that, for 1 e x e m c ,
completing the proof of Lemma 4.3.5.
Choose x with 1 e x e m c . Then
It is not row standard; the first entry in row c þ 1 must be moved x À 1 places to the right. Let v x be the row standard n-tableau obtained by reordering the rows of t n 1 V x w l and define v x A S n by t n v x ¼ v x . Then
Now consider x n hT w T 1 Ux T w l y l 0 . We first look at T 1 Ux T w l . Observe that
For 1 e i e x À 1, let pðiÞ A S n be given by
Then repeated application of Equation (2.1) shows that
However, for 1 e i e x À 1, the tableau t n pðiÞw l contains, in row c þ 1, two entries from the same row of t l . An argument similar to that given above shows that x n hT w T pðiÞw l y l 0 ¼ 0. Therefore
It remains for the reader to convince themselves that v x s r ¼ 1 U x w l for some transposition s r A S l 0 . Recall that T z y l 0 ¼ ÀT zs i y l 0 for all z A S n and s i A S l 0 . Therefore Suppose that m dþ1 ¼ m dþl > m dþlþ1 and that i d < i dþl . Then
Proof. The proof follows from Lemma 4.3.5. Proof. The proof follows from Lemma 4.3.5. r 4.4. Conditions. We now consider the maps c dŶ Y A : S l ! M n . We write c dŶ Y A in terms of homomorphisms indexed by semistandard l-tableaux of type n. We stress that the hard work has already been done, and it is now just a question of collecting together our results. We examine five separate cases. 
Proof. The proof follows from Proposition 2.14 and Lemma 4. 
and S is semistandard.
Proof. The proof follows from Proposition 2.14 and Lemmas 4.3.1 and 4.3.2. r Of course, the fact that dim À Hom H ðS l ; S m Þ Á ¼ 0 if e F m 1 þ s can also be deduced from the Nakayama conjecture (see [22] , Corollary 5.38). 
Reducible Specht modules
The reducible Specht modules for the symmetric group algebras have been classified in the series of papers [10] , [11] , [14] , [17] , [20] . We are now in a position to complete the classification of the reducible Specht modules for the Hecke algebra H F ; q ðS n Þ when e 3 2, verifying the conjecture of James and Mathas [22] , Conjecture 5.47.
Let l be a partition and recall that the diagram of l is the set of nodes ½l ¼ fði; jÞ j 1 e i and 1 e j e l i g:
For each node ði; jÞ in ½l, we define the ði; jÞ-hook length h where n p ðkÞ is maximal such that p n p ðkÞ j k. If p ¼ 0 then set n p ðkÞ ¼ 0, for all k.
Definition.
A partition l is said to be ðe; pÞ-reducible if there exist nodes ða; iÞ, ða; jÞ and ðb; iÞ in ½l such that n e; p ðh l ai Þ > 0, and n e; p ðh l aj Þ 3 n e; p ðh l ai Þ 3 n e; p ðh l bi Þ.
We begin by describing some particular reducible Specht modules. Proof. Theorem 5.2 was initially proved for the symmetric group algebras [20] , Theorem 2.16. It used a result of Brundan and Kleshchev [2] , Theorem 2.13 which was originally stated for the symmetric group algebras, however the proof given in [2] also works for arbitrary Hecke algebras. We are grateful to Alexander Kleshchev for this information. Furthermore, the proof of [20] , Theorem 2.16 relied on the existence of non-zero homomorphisms between certain Specht modules. These Specht modules were indexed by partitions which fulfilled the conditions of Theorem 4.1.1. Given the main result of this paper, Theorem 4.1.1, the proof of Theorem 5.2 follows immediately from the corresponding proof in [20] . r 5.3. Theorem. Suppose that e 3 2. The Specht module S l is reducible if and only if l is ðe; pÞ-reducible.
Proof. A proof that if l is not ðe; pÞ-reducible then S l is irreducible is given by Fayers [11] in the cases that q ¼ 1 or F is a field of characteristic zero. This proof has been generalised to arbitrary Hecke algebras in [16] . Combining Theorem 5.2 with the results of [10] shows that if the partition l is ðe; pÞ-reducible then the Specht module S l is reducible, completing the proof of Theorem 5.3. r
