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Abstract
We consider adaptive maximum likelihood type estimation of both drift and diffusion coefficient
parameters for an ergodic diffusion process based on discrete observations. Two kinds of adaptive maximum
likelihood type estimators are proposed and asymptotic properties of the adaptive estimators, including
convergence of moments, are obtained.
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1. Introduction
We consider a d-dimensional ergodic diffusion process defined by the following stochastic
differential equation:
dX t = a(X t , θ2)dt + b(X t , θ1)dwt , X0 = x0, (1)
where w is an r -dimensional standard Wiener process, x0 is a deterministic initial condition and
θ = (θ1, θ2) ∈ Θ1 × Θ2 = Θ with Θ1 and Θ2 being compact convex subsets of Rp1 and Rp2 ,
respectively. Moreover, a : Rd×Θ2 → Rd and b : Rd×Θ1 → Rd⊗Rr . θ∗ = (θ∗1 , θ∗2 ) is the true
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value of θ and we assume that θ∗ ∈ Int(Θ). The data are discrete observations Xn = (X tni )0≤i≤n ,
where tni = ihn . Let p be an integer value and p ≥ 2. We will consider the situation when
hn → 0 and nh pn → 0 as n →∞, and there exists ϵ0 ∈ (0, (p − 1)/p) such that nϵ0 ≤ nhn for
large n.
The statistical inference for continuously observed ergodic diffusion processes is well
developed; see for example, [9]. In recent years, the inference for discretely observed
ergodic diffusion processes has also been investigated by many researchers; see [12,13,2,
18,20,1,6,7,3,4,14] and references therein. In particular, Kessler [6,7] presented the contrast
function lp,n(θ1, θ2) of a diffusion process under the assumption nh
p
n → 0 and he
showed that the simultaneous minimum contrast estimator θˆp,n = (θˆ1,p,n, θˆ2,p,n) defined by
lp,n(θˆ1,p,n, θˆ2,p,n) = infθ1,θ2 lp,n(θ1, θ2) has the following asymptotic normality:
(
√
n(θˆ1,p,n − θ∗1 ),

nhn(θˆ2,p,n − θ∗2 )) d→ (ζ1, ζ2)
∼ Np1+p2(0, diag[Γ1(θ∗1 )−1,Γ2(θ∗)−1]),
as nh p → 0, where Γ1(θ∗1 ) and Γ2(θ∗) are the asymptotic Fisher information matrices for
θ1 and θ2, respectively. However, from the viewpoint of numerical analysis, the simultaneous
maximum likelihood type estimator is unstable when the dimension of Θ is large. Yoshida [18]
studied the adaptive maximum likelihood type estimation under the assumption nh3n → 0, which
is an efficient method of estimating the drift parameter and the diffusion coefficient parameter
separately; see also [6] for nh pn → 0.
In this paper, we propose two kinds of adaptive maximum likelihood type estimators under the
general assumption nh pn → 0 and show that the adaptive maximum likelihood type estimators
have asymptotic normality and convergence of moments. Furthermore, we prove convergence
of moments for the adaptive maximum likelihood type estimator presented by Kessler [6]. In
order to prove convergence of moments for an estimator, it is crucial to obtain the estimate
of the probability of the large deviation for the estimator. Yoshida [20,21] investigated the
polynomial type large deviation inequality for the statistical random field to get the estimate
of the probability of the large deviation for an estimator and convergence of moments for the
estimator. For the proof of our result, we obtain the polynomial type large deviation inequality
for the statistical random field under the assumption nh pn → 0. As seen from the simulation
studies below, the asymptotic behavior of the adaptive maximum likelihood type estimators is
stable compared with that of the simultaneous maximum likelihood type estimators. Needless
to say, the convergence of moments for an estimator or the estimate of the probability of the
large deviation for the estimator plays an important part in mathematical statistics, for example,
the Ibragimov–Has’minskii–Kutoyants program [5,8], information criteria in model selection
[16,15] and the higher-order asymptotic statistics [19].
This paper is organized as follows. In Section 2, we state the main results. Two kinds of
adaptive maximum likelihood type estimators are proposed and their asymptotic properties,
including convergence of moments, are shown. We also obtain convergence of moments for
Kessler’s adaptive estimator. In Section 3, an example and simulation studies are given. Section 4
is devoted to the proofs of the results presented in Section 2.
2. Adaptive estimation
Let Ck,l↑ (Rd ×Θ;Rd) denote the space of all functions f satisfying the following conditions:
(i) f (x, θ) is an Rd -valued function on Rd × Θ ; (ii) f (x, θ) is continuously differentiable with
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respect to x up to order k for all θ , and their derivatives up to order k are of polynomial growth in
x uniformly in θ ; (iii) for |n| = 0, 1, . . . , k, ∂n f (x, θ) is continuously differentiable with respect
to θ up to order l for all x . Moreover, for |ν| = 1, . . . , l and |n| = 0, 1, . . . , k, δν∂n f (x, θ) is of
polynomial growth in x uniformly in θ . Here n = (n1, . . . , nd) and ν = (ν1, . . . , νm) are multi-
indices, m = dim(Θ), |n| = n1 + · · · + nd , |ν| = ν1 + · · · + νm, ∂n = ∂n11 · · · ∂ndd , ∂i = ∂/∂xi ,
and δν = δν1θ1 · · · δ
νm
θm
, δθi = ∂/∂θi . Let F↑(Rd) be the space of all measurable functions f
satisfying that f (x) is an R-valued function on Rd with polynomial growth in x . Pθ denotes
the law of the process defined by the Eq. (1). Set B(x, θ1) = bb⋆(x, θ1), where ⋆ denotes the




i, j=1 Bi j (x, θ1)∂i∂ j . Set 1X i = X tni − X tni−1 , Bi−1(θ1) = B(X tni−1 , θ1) and ai−1(θ2) =
a(X tni−1 , θ2). Let
p→ and d→ be the convergence in probability and the convergence in distribution,
respectively. For matrices A and B of the same size, we define A⊗2 = AA⋆ and B[A] = tr(BA⋆).
We make the following assumptions.
[A1] (i) There exists K > 0 such that for all x, y ∈ Rd ,
sup
θ2∈Θ2
|a(x, θ2)− a(y, θ2)| + sup
θ1∈Θ1
|b(x, θ1)− b(y, θ1)| ≤ K |x − y|.
(ii) infx,θ1 det(B(x, θ1)) > 0.
(iii) There exists a unique invariant probability measure µθ∗ of X t and for any f ∈ F↑(Rd)
satisfying











(iv) supt E[|X t |M ] <∞ for all M > 0.
(v) For any g ∈ F↑(Rd) satisfying

Rd g(x)µθ∗(dx) = 0, there exist G(x), ∂xiG(x) ∈
F↑(Rd) (i = 1, . . . , d) such that for all x ,
Lθ∗G(x) = −g(x).
[A2] (k, l) a ∈ Ck,4↑ (Rd ×Θ2;Rd). b ∈ C l,4↑ (Rd ×Θ1;Rd ⊗ Rr ).
Remark 1. (i) For a sufficient condition for [A1]-(v), see [11]. For example, in addition to
[A1]-(i)–(ii), we assume that supx,θ1 |B(x, θ1)| < ∞ and that there exist c0 > 0,M0 > 0
and α ≥ 0 such that for all θ2,
x∗a(x, θ2)
|x | ≤ −c0|x |
α for all x satisfying |x | ≥ M0.
Then, [A1]-(v) holds with [A1]-(iii)–(iv).

















as nh pn → 0, for all M > 0; see [15].
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First of all, we consider the initial estimator θˆ (0)1,n of θ1. The maximum likelihood type




1,n) = supθ1∈Θ1 U (0)n (θ1), where

















−1B(x, θ∗1 )− Id





We make an assumption as follows.
[A3] There exists a positive constant χ such that Y(θ1) ≤ −χ |θ1 − θ∗1 |2 for all θ1 ∈ Θ1.




n 1p (θˆ (0)1,n − θ∗1 )M <∞.
Next, we consider the adaptive ML-type estimators. Let Gni denote the history up to the time
tni . The Ito–Taylor expansion yields that for some C > 0,Eθ∗ X tni | Gni−1− r (l)(hn, X tni−1 , θ∗) ≤ Chl+1n (1+ |X tni−1 |)C ,
where (r (l)(hn, x, θ))k =lj=0 h jnj ! L jθ fk(x), and fk(x) = xk . Furthermore, for some C > 0,Vθ∗ X tni | Gni−1− Ξ (l)(hn, X tni−1 , θ∗) ≤ Chl+1n (1+ |X tni−1 |)C ,
where (Ξ (l)(hn, x, θ∗))pq =lv=0 hvnl−vw=0 hwnw! Lwθ g¯(v)pq,x,θ (x),
g¯(0)pq,x,θ (y) = (yp − x p)(yq − xq),
g¯( j)pq,x,θ (y) = −(yp − x p)
L jθ fq(x)
j ! − (yq − xq)









s! , (1 ≤ j ≤ l).
Setting (Ξ (l)(hn, x, θ))pq =lj=0 h jnγ ( j)pq (x, θ), one has that for example,
γ (0)pq (x, θ) = 0,
γ (1)pq (x, θ) = Bpq(x, θ1),







{(∂x j ap(x, θ2))B jq(x, θ1)
+ (∂x j aq(x, θ2))B j p(x, θ1)}

.
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nD( j)(x, θ), where
D(0)(x, θ) = B−1(x, θ1),
D(1)(x, θ) = −B−1(x, θ1)γ (2)(x, θ)B−1(x, θ1),
D(2)(x, θ) = (B−1(x, θ1)γ (2)(x, θ))2 − B−1(x, θ1)γ (3)(x, θ)S−1(x, θ1).
In the same way, the formal Taylor expansion of log det(h−1n Ξ (l)(hn, x, θ)) up to order l isl
j=0 h
j
nE ( j)(x, θ), where
E (0)(x, θ) = log det(B(x, θ1)),
E (1)(x, θ) = tr(B−1(x, θ1)γ (2)(x, θ)),
E (2)(x, θ) = 1
2
tr(2B−1(x, θ1)γ (3)(x, θ)−

(B−1(x, θ1)γ (2)(x, θ))2

).
Set r (l)i−1(hn, θ) = r (l)(hn, X tni−1 , θ), D
(l)
i−1(θ) = D(l)(X tni−1 , θ) and E
(l)
i−1(θ) = E (l)(X tni−1 , θ).



































The adaptive ML-type estimators θˆ (l0)1,p,n and θˆ
(k0)



















where θˆ (0)1,p,n = θˆ (0)1,n .
For example, we consider the case where p = 4 (nh4n → 0). Noting that k0 = 2 and l0 = 1,
one has the following steps.
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Here we get θˆ (l0)1,p,n with l0 = 1.















B(x, θ∗1 )−1[(a(x, θ2)− a(x, θ∗2 ))⊗2]µθ∗(dx).
We make the following assumption.
[A4] There exists a positive constant χ˜ such that Y˜(θ2) ≤ −χ˜ |θ2 − θ∗2 |2 for all θ2 ∈ Θ2.
Proposition 2. Let k ∈ N and p ≥ 2k + 1. Assume [A1], [A2](2k0, 2k0 + 1), [A3] and [A4].




(nhn) kp−1 (θˆ (k)2,p,n − θ∗2 )M <∞.





(nhn) 14 (θˆ (1)2,p,n − θ∗2 )M <∞.




(nhn) 12 (θˆ (2)2,p,n − θ∗2 )M <∞.
(ii) By Proposition 2, θˆ (k+1)2,p,n improves θˆ
(k)
2,p,n in the sense that the rate of convergence









< ∞ for all M > 0. It is easy to show that for p = 2k + 1, supn∈N Eθ∗√n(θˆ (k)1,p,n − θ∗1 )M <∞ for all M > 0.
Proposition 3. Let k ∈ N and p ≥ 2(k + 1). Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4].




n k+1p (θˆ (k)1,p,n − θ∗1 )M <∞.





n 13 (θˆ (1)1,p,n − θ∗1 )M <∞.
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n 12 (θˆ (2)1,p,n − θ∗1 )M <∞.
(ii) By Proposition 3, we see that θˆ (k+1)1,p,n improves θˆ
(k)
1,p,n in the sense that the rate of convergence




p . Moreover, Proposition 3 together with Proposition 1 yields
that for p = 2k (k ∈ N), supn∈N Eθ∗
√n(θˆ (k−1)1,p,n − θ∗1 )M < ∞ for all M > 0. It is easy to
show that p = 2k, supn∈N Eθ∗
√nhn(θˆ (k)2,p,n − θ∗2 )M <∞ for all M > 0.
Let





tr{B−1(∂θ1,i B)B−1(∂θ1. j B)(x, θ∗1 )}µθ∗(dx),






⋆B(x, θ∗1 )−1∂θ2, j a(x, θ∗2 )µθ∗(dx)
for i, j = 1, . . . , d .
Theorem 1. Let p ≥ 2. Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4]. Then, as nh pn → 0,
(
√




2,p,n − θ∗2 ))
d→ (ζ1, ζ2)
∼ Np1+p2(0, diag[Γ1(θ∗1 )−1,Γ2(θ∗)−1])
and




2,p,n − θ∗2 ))] → E[ f (ζ1, ζ2)]
for all continuous functions f of at most polynomial growth.
In the case where p = 2, 3, it is possible to consider the simple utility function






h−1n B−1i−1(θ1)[(1X i − hnai−1(θ2))⊗2] + log det(Bi−1(θ1))

.















Then, in the case where p = 2, Theorem 1 holds for the adaptive estimators θˆ (0)1,n and ϑˆ (2)2,n .
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Then, in the case where p = 3, Theorem 1 holds for the adaptive estimators ϑˆ (3)1,n and ϑˆ (2)2,n .
Therefore, another adaptive ML-type estimation is proposed.
Set
U (1)n (θ1) = U (0)n (θ1),
U (2)n (θ1, θ2) = U (2)n (θ1, θ2),
U (p)n (θ1, θ2) = Up,n(θ1, θ2)
for p ≥ 3.
Let k0 ∈ N. The adaptive ML-type estimators ϑˆ (2k0−1)1,n , ϑˆ (2k0)2,n and ϑˆ (2k0+1)1,n are defined as for
k = 1, 2, . . . , k0,
U (2k)n (ϑˆ (2k−1)1,n , ϑˆ (2k)2,n ) = sup
θ2∈Θ2
U (2k)n (ϑˆ (2k−1)1,n , θ2),
U (2k+1)n (ϑˆ (2k+1)1,n , ϑˆ (2k)2,n ) = sup
θ1∈Θ1
U (2k+1)n (θ1, ϑˆ (2k)2,n ),
where ϑˆ (1)1,n = θˆ (0)1,n . In this paper, this adaptive estimation is called the type II adaptive estimation
and the previous adaptive estimation is called the type I adaptive estimation.
Proposition 4. Let k ∈ N and p ≥ 2k + 1. Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4].




(nhn) kp−1 (ϑˆ (2k)2,n − θ∗2 )M <∞.
Proposition 5. Let k ∈ N and p ≥ 2k. Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4]. Then,




n kp (ϑˆ (2k−1)1,n − θ∗1 )M <∞.
Theorem 2. Let p ≥ 2. Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4]. Then, as nh pn → 0,
(
√




2,n − θ∗2 ))
d→ (ζ1, ζ2)
and




2,n − θ∗2 ))] → E[ f (ζ1, ζ2)]
for all continuous functions f of at most polynomial growth.




n → 0, the assumption [A2]
of Theorem 2 can be weakened. Indeed, under [A1], [A2] (2, 2), [A3] and [A4], Theorem 2-(i)
holds true for ϑˆ (1)1,n and ϑˆ
(2)
2,n .
In a similar way to [6], we propose the following adaptive estimation. Set θ¯ = (θ¯1, θ¯2),
V(1)n (θ1) = U (0)n (θ1),





h−1n B−1i−1(θ¯1)[(X tni − X tni−1 − hnai−1(θ2))⊗2]
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and for k = 1, . . . , k0,















+ log det Bi−1(θ1)

,


























Let k0 ∈ N. The adaptive ML-type estimators, ϑˇ (2k0−1)1,n , ϑˇ (2k0)2,n and ϑˇ (2k0+1)1,n , are defined as
for k = 1, 2, . . . , k0,
V(1)n (ϑˇ (1)1,n) = sup
θ1∈Θ1
V(1)n (θ1),
V(2k)n (ϑˇ (2k)2,n , ϑˇ (2k−1)1,n , ϑˇ (2k−2)2,n ) = sup
θ2∈Θ2
V(2k)n (θ2, ϑˇ (2k−1)1,n , ϑˇ (2k−2)2,n ),
V(2k+1)n (ϑˇ (2k+1)1,n , ϑˇ (2k−1)1,n , ϑˇ (2k)2,n ) = sup
θ1∈Θ1
V(2k+1)n (θ1, ϑˇ (2k−1)1,n , ϑˇ (2k)2,n ),
where we define ϑˇ (0)2,n = 0. In this paper, this adaptive estimation is called the type III adaptive
estimation, which is essentially the same as the adaptive estimation of Kessler [6].
Using an approach analogous to that of the proofs of Theorems 1 and 2, we obtain the
following result. For details of the proof, see [17].
Theorem 3. Let p ≥ 2. Assume [A1], [A2] (2k0, 2k0 + 1), [A3] and [A4]. Then, as nh pn → 0,
(
√




2,n − θ∗2 ))
d→ (ζ1, ζ2)
and




2,n − θ∗2 ))] → E[ f (ζ1, ζ2)]
for all continuous functions f of at most polynomial growth.
3. An example and simulation results
Consider the two-dimensional diffusion process defined by
dX t =
−α1X t,1 + α2(sin X t,2 + 2)
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where θ1 = (β1, β2) and θ2 = (α1, α2, α3, α4) are unknown parameters, and the true parameter
values are θ∗1 = (β∗1 , β∗2 ) = (5, 4) and θ∗2 = (α∗1 , α∗2 , α∗3 , α∗4) = (0.5, 30, 15, 0.3). The parameter
spaces are assumed to be Θ1 = [2, 100] × [2, 100] and Θ2 = [0.01, 10] × [0, 200] × [0, 200] ×
[0.01, 10]. Set
a(x, θ2) =
−α1x1 + α2(sin x2 + 2)
α3(cos x1 + 2)− α4x2







This model satisfies the assumptions [A1]–[A4]. Indeed, there exist c0 > 0 and M0 > 0
such that for all θ2, x∗a(x, θ2) ≤ −c0|x |2 for all x satisfying |x | ≥ M0. It then follows from
Remark 1-(i) that [A1]-(iii)–(iv)–(v) hold true. It is easy to check [A1]-(i)–(ii) and [A2]. Next,
Y(θ1) and Y˜(θ2) are continuous on the compact sets Θ1 and Θ2, respectively. Moreover, we
verify the identifiability conditions that a(x, θ2) = a(x, θ∗2 ) µθ∗ -a.s. H⇒ θ2 = θ∗2 and that
B(x, θ1) = B(x, θ∗1 ) µθ∗ -a.s. H⇒ θ1 = θ∗1 . The standard estimates together with the above
facts imply that [A3] and [A4] hold true.
By means of simulations, we investigate the asymptotic performance of the proposed
estimators when p = 2 (k0 = 1, l0 = 0) and p = 3 (k0 = 1, l0 = 1). In the case where
















The type II adaptive estimators, ϑˆ (1)1,n = (βˆ(1)1 , βˆ(1)2 ) and ϑˆ (2)2,n = (αˆ(2)1 , αˆ(2)2 , αˆ(2)3 , αˆ(2)4 ), are
defined as
U (2)n (ϑˆ (1)1,n, ϑˆ (2)2,n) = sup
θ2∈Θ2
U (2)n (ϑˆ (1)1,n, θ2),
where ϑˆ (1)1,n = θˆ (0)1,n . The type III adaptive estimators are the same as the type II adaptive
estimators. Let θ˜ (2)1,n = (β˜(2)1 , β˜(2)2 ) and θ˜ (2)2,n = (α˜(2)1 , α˜(2)2 , α˜(2)3 , α˜(2)4 ) be the simultaneous




2,n) = supθ U (2)n (θ1, θ2).
Let p = 3, which means that we consider the situation where nh3n → 0. The type I adaptive
























Let ϑˆ (3)1,n = (βˆ(3)1 , βˆ(3)2 ) and ϑˆ (2)2,n = (αˆ(2)1 , αˆ(2)2 , αˆ(2)3 , αˆ(2)4 ) be the type II adaptive estimators
defined as
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U (2)n (ϑˆ (1)1,n, ϑˆ (2)2,n) = sup
θ2∈Θ2
U (2)n (ϑˆ (1)1,n, θ2),
U (3)n (ϑˆ (3)1,n, ϑˆ (2)2,n) = sup
θ1∈Θ1
U (3)n (θ1, ϑˆ (2)2,n),









4 ), are defined as
V(2)n (ϑˇ (2)2,n, ϑˇ (1)1,n) = sup
θ2∈Θ2
V(2)n (θ2, ϑˇ (1)1,n),
V(3)n (ϑˇ (3)1,n, ϑˇ (1)1,n, ϑˇ (2)2,n) = sup
θ1∈Θ1
V(3)n (θ1, ϑˇ (1)1,n, ϑˇ (2)2,n),































and the simultaneous ML-type estimators θˆ (p)1,n , θˆ
(p)
2,n for p = 2, 3. The simulations were done for
each T = 5, 10, 15, 20 and hn = 1/250. For the true model, 10 000 independent sample paths
were generated by using the Milstein scheme, and the mean and the standard deviation (s.d.) for
the estimators were computed and these are shown in Tables 1–8. For the simulations, we used
the R Language, concretely, optim() with the method of Nelder and Mead.
Tables 1–4 are the simulation results for the estimators derived from optim() with the
initial value (θ1,0, θ2,0) = (6, 3, 0.3, 40, 20, 0.4) which is close to the true value (θ∗1 , θ∗2 ) =
(5, 4, 0.5, 30, 15, 0.3). In Table 1, when p = 2, the simultaneous ML-type estimator θ˜ (2)1,n for
the volatility parameter works well, but the simultaneous ML-type estimator θ˜ (2)2,n for the drift
parameter has a considerable bias in all cases. Even when p = 3, the drift estimator θ˜ (3)2,n does
not have good performance compared with the volatility estimator θ˜ (3)1,n . In Tables 3 and 4, for
when p = 2, the type II and III adaptive estimators ϑˆ (2)2,n for the drift parameter have a small bias
in all cases. Furthermore, the adaptive estimator βˆ(1)1,n for the volatility parameter is also biased.
For when p = 3, the type II and III adaptive estimators ϑˆ (3)1,n and ϑˇ (3)1,n for the volatility parameter
work well even when T = 5. We see that the adaptive volatility estimators with p = 3, ϑˆ (3)1,n
and ϑˇ (3)1,n , improve the initial estimator with p = 2, ϑˆ (1)1,n and ϑˇ (1)1,n . In Table 2, it seems that the
type I estimator with p = 2, (θˆ (0)1,n, θˆ (1)2,n), has a good behavior except that βˆ(0)1 has a small bias.
Furthermore, the type I adaptive estimator for the volatility with p = 3, θˆ (1)1,n , is better than the
one with p = 2 in all cases. In this example, the type I adaptive estimator with p = 3 is the best
among the completing estimators with p = 2, 3.
Tables 5–8 are the simulation results for the estimators obtained by means of optim()
with the initial value (θ1,0, θ2,0) = (10, 10, 1, 100, 100, 1) which is far from the true value
(θ∗1 , θ∗2 ) = (5, 4, 0.5, 30, 15, 0.3). In Table 5, the simultaneous estimators (θˆ (p)1,n , θˆ (p)2,n ) with
p = 2, 3 are unstable because of the unsuitable initial value. Therefore, it seems dangerous
to use the simultaneous estimators with an improper initial value even if p = 3. In Tables 7
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Table 1
The simultaneous ML-type estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (0.3,












5 0.5327791 31.77685 16.48245 0.3292220 4.9995223 4.0022317
(0.0817445) (4.42537) (3.53688) (0.0695328) (0.1005943) (0.0824555)
10 0.5344492 31.95289 16.12815 0.3227299 5.0040896 4.0027955
(0.0711990) (4.00462) (3.21651) (0.0639987) (0.0760026) (0.0605673)
15 0.5344976 31.99450 15.87476 0.3178027 5.0053267 4.0030333
(0.0674605) (3.87409) (2.98575) (0.0597556) (0.0662480) (0.0517877)
20 0.5340298 31.98674 15.77504 0.3158116 5.0054388 4.0020265












5 0.5385334 32.09648 16.76866 0.3348523 4.9994198 3.9997457
(0.0792246) (4.27216) (3.48697) (0.0690306) (0.0985895) (0.0816018)
10 0.5393237 32.24230 16.38426 0.3275667 5.0027980 4.0007187
(0.0688170) (3.87333) (3.08425) (0.0615721) (0.0748188) (0.0589666)
15 0.5397307 32.29401 16.22261 0.3245179 5.0037820 4.0014168
(0.0656536) (3.74949) (2.87461) (0.0574171) (0.0649802) (0.0513453)
20 0.5386414 32.24586 16.05147 0.3212728 5.0046024 4.0004603
(0.0630384) (3.64143) (2.76856) (0.0556180) (0.0577408) (0.0455164)
and 8, although the type II and type III adaptive estimators with p = 2, (ϑˆ (1)1,n, ϑˆ (2)2,n), have small
biases, they are much better than the simultaneous estimators. The type II and type III adaptive
estimators with p = 3, (ϑˆ (3)1,n, ϑˆ (2)2,n) and (ϑˇ (3)1,n, ϑˇ (2)2,n), have good performance, though the drift
estimators have small biases. We see that the volatility estimators ϑˆ (3)1,n and ϑˇ
(3)
1,n improve the
initial estimator. In Table 6, the type I adaptive estimator with p = 2, (θˆ (0)1,n, θˆ (1)2,n), is unbiased
except for βˆ(0)1 . In the case where p = 3, the estimator (θˆ (1)1,n, θˆ (1)2,n) has a good performance even
if the initial value is chosen apart from the true value of the parameter, which means that the
adaptive estimator is robust compared with the simultaneous estimators. For the above reasons,
the type I adaptive estimator with p = 3 is the best among the four competing estimators in this
example.
4. Proofs
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Table 2
The type I adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (0.3, 40, 20, 0.4, 6, 3)
















5 0.505868 30.2592 15.1177 0.303242 5.188651 4.072005 4.993391 3.995367
(0.057530) (3.0421) (2.3872) (0.048496) (0.09736) (0.077121) (0.092720) (0.076247)
10 0.503607 30.1594 15.0849 0.302442 5.186474 4.070615 4.996222 3.997489
(0.038793) (2.1060) (1.6933) (0.035067) (0.06934) (0.053972) (0.066097) (0.053167)
15 0.502464 30.1017 15.0739 0.302164 5.185818 4.070209 4.997388 3.998191
(0.031042) (1.7069) (1.3721) (0.028555) (0.05682) (0.044622) (0.054511) (0.043839)
20 0.501832 30.0726 15.0606 0.301749 5.185291 4.069503 4.997772 3.998058
(0.026878) (1.4896) (1.1970) (0.024929) (0.04961) (0.038534) (0.047424) (0.037947)
Table 3
The type II adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (0.3,
















5 0.496938 29.7588 14.7734 0.296661 5.188651 4.072005 4.993380 3.995413
(0.056667) (2.9966) (2.3484) (0.047789) (0.097368) (0.077121) (0.092719) (0.076237)
10 0.495279 29.6792 14.7498 0.295925 5.186474 4.070615 4.996191 3.997498
(0.038325) (2.0820) (1.6643) (0.034469) (0.069343) (0.053972) (0.066089) (0.053183)
15 0.494294 29.6248 14.7408 0.295625 5.185818 4.070209 4.997356 3.998189
(0.030640) (1.6867) (1.3509) (0.028085) (0.056823) (0.044622) (0.054513) (0.043833)
20 0.493739 29.5983 14.7326 0.295265 5.185291 4.069503 4.997742 3.998058
(0.026504) (1.4730) (1.1782) (0.024536) (0.049611) (0.038534) (0.047416) (0.037947)
Table 4
The type III adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (0.3,
















5 0.496938 29.7588 14.7734 0.296661 5.188651 4.072005 4.993419 3.997312
(0.056667) (2.9966) (2.3484) (0.047789) (0.097368) (0.077121) (0.092730) (0.076346)
10 0.495279 29.6792 14.7498 0.295925 5.186474 4.070615 4.996752 3.998887
(0.038325) (2.0820) (1.6643) (0.034469) (0.069343) (0.053972) (0.066105) (0.053262)
15 0.494294 29.6248 14.7408 0.295625 5.185818 4.070209 4.998106 3.999431
(0.030640) (1.6867) (1.3509) (0.028085) (0.056823) (0.044622) (0.054523) (0.043943)
20 0.493739 29.5983 14.7326 0.295265 5.185291 4.069503 4.998545 3.999169
(0.026504) (1.4730) (1.1782) (0.024536) (0.049611) (0.038534) (0.047581) (0.038040)
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Table 5
The simultaneous ML-type estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (1, 100,












5 0.920432 53.5430 31.2993 0.615979 5.494256 4.344229
(0.689917) (37.9073) (28.0749) (0.551844) (0.805230) (0.642070)
10 0.905240 53.4150 31.0493 0.616603 5.481976 4.335259
(0.643656) (36.7863) (27.3662) (0.546470) (0.797397) (0.627895)
15 0.915287 54.3762 29.8075 0.595028 5.515312 4.317829
(0.644675) (37.3215) (26.2035) (0.524694) (0.807784) (0.608494)
20 0.927345 55.1716 29.2877 0.585100 5.526093 4.313066












5 0.936114 54.3489 30.7508 0.605758 5.509368 4.314625
(0.690369) (37.8269) (27.0290) (0.530398) (0.822791) (0.619514)
10 0.909357 53.6193 31.3270 0.621639 5.493903 4.336228
(0.645567) (36.7840) (27.3338) (0.543022) (0.801606) (0.633498)
15 0.922659 54.7013 30.3893 0.604419 5.518904 4.327542
(0.645935) (37.2454) (26.4292) (0.527292) (0.815324) (0.614995)
20 0.940279 55.8527 29.7508 0.594969 5.521512 4.310638
(0.646415) (37.5760) (25.4288) (0.509566) (0.834636) (0.593761)
Table 6
The type I adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (1, 100,
















5 0.505944 30.2648 15.1085 0.303047 5.188633 4.072001 4.993435 3.995408
(0.057929) (3.0643) (2.3993) (0.048731) (0.097373) (0.077130) (0.092805) (0.076321)
10 0.503676 30.1657 15.0896 0.302489 5.186464 4.070613 4.996517 3.997605
(0.043272) (2.3650) (1.7773) (0.069344) (0.069344) (0.053974) (0.067999) (0.053335)
15 0.502688 30.1152 15.0849 0.302372 5.185807 4.070217 4.997745 3.998346
(0.036972) (2.1086) (1.5047) (0.056832) (0.056832) (0.044617) (0.058361) (0.044532)
20 0.502025 30.0812 15.0628 0.301737 5.185301 4.069505 4.998123 3.998214
(0.033503) (1.8610) (1.2833) (0.026429) (0.049621) (0.038545) (0.051827) (0.038547)
Γ (0)n (θ
∗






















tr{B−1(∂θ1 B)B−1(∂θ1 B)(x, θ∗1 )[u⊗21 ]}µθ∗(dx)
for u1 ∈ Rp1 . Let U(0)n =







and V (0)n (r) = {u1 ∈ U(0)n | r ≤ |u1|}.
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Table 7
The type II adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (1, 100,
















5 0.496929 29.7584 14.7702 0.296589 5.188633 4.072001 4.993409 3.995450
(0.056934) (3.0045) (2.3595) (0.048163) (0.097373) (0.077130) (0.092759) (0.076280)
10 0.495351 29.6847 14.7495 0.295916 5.186464 4.070613 4.996273 3.997528
(0.038778) (2.1136) (1.6773) (0.034672) (0.069344) (0.053974) (0.066166) (0.053190)
15 0.494790 29.6530 14.7484 0.295775 5.185807 4.070217 4.997908 3.998332
(0.041667) (2.3575) (1.4785) (0.030801) (0.056832) (0.044617) (0.060950) (0.044336)
20 0.494040 29.6137 14.7320 0.295268 5.185301 4.069505 4.998025 3.998204
(0.033297) (1.8172) (1.3206) (0.027441) (0.049621) (0.038545) (0.050042) (0.038654)
Table 8
The type III adaptive estimators obtained from optim() with p = 2, 3, the initial value (θ2,0, θ1,0) = (1, 100,
















5 0.496929 29.7584 14.7702 0.296589 5.188633 4.072001 4.993405 3.997308
(0.056934) (3.0045) (2.3595) (0.048163) (0.097373) (0.077130) (0.092746) (0.076394)
10 0.495351 29.6847 14.7495 0.295916 5.186464 4.070613 4.996600 3.998852
(0.038778) (2.1136) (1.6773) (0.034672) (0.069344) (0.053974) (0.066682) (0.053328)
15 0.494790 29.6530 14.7484 0.295775 5.185807 4.070217 4.996335 4.000728
(0.041667) (2.3575) (1.4785) (0.030801) (0.056832) (0.044617) (0.108964) (0.110074)
20 0.494040 29.6137 14.7320 0.295268 5.185301 4.069505 4.997814 3.999803
(0.033297) (1.8172) (1.3206) (0.027441) (0.049621) (0.038545) (0.070071) (0.077828)
First, we will show that for all M > 0,
sup
n∈N










Eθ∗ [(nϵ1 |Γ (0)n (θ∗1 )− Γ1(θ∗1 )|)M ] <∞. (5)
Proof of (3). One has a decomposition ∂θ1U
(0)




















[2(Eθ∗ [X tni |Gni−1] − X tni−1), (X tni − Eθ∗ [X tni |Gni−1])]

,
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[(Eθ∗ [X tni |Gni−1] − X tni−1)⊗2]
+ ∂θ1 log det(Bi−1(θ1))[u1]

.
It follows from the standard estimates together with the Burkholder inequality that for all
M > 1, Eθ∗
 1√nM (0)n (θ∗1 )M ≤ C and Eθ∗  1√n R(0)n (θ∗1 )M ≤ C(√nhn)M . Noting that




= (nh pn )
1












<∞, which completes the proof of (3). 

















[2(Eθ∗ [X tni |Gni−1]− X tni−1), (X tni −Eθ∗ [X tni |Gni−1])]

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[(Eθ∗ [X tni |Gni−1] − X tni−1)⊗2]

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Therefore, for all M > 0, supn∈N Eθ∗

nϵ1 supθ1
 1nM(0)n (θ1)M <∞, and in a similar way,
for all M > 0, supn∈N Eθ∗

nϵ1 supθ1
 1nR(0)n (θ1)M < ∞. It follows from Remark 1-(ii)
that for all M > 0, supn∈N Eθ∗

nϵ1 supθ1
 1n Y¯(0)n (θ1)− Y(θ1)M <∞, which completes the
proof of (4). 
Proof of (5). We obtain a decomposition ∂2θ1U
(0)
n (θ1)[u1, u1] = M(0)n (θ1)[u1, u1] + R(0)n (θ1)




















[Eθ∗ [X tni |Gni−1] − X tni−1 , X tni − Eθ∗ [X tni |Gni−1]]

,



















[Vθ∗ [X tni |Gni−1] − hnBi−1(θ∗1 )]

,










[Bi−1(θ∗1 )] + ∂2θ1 log det Bi−1(θ1)[u1, u1]

.
Like in the proof of (4), one has that for all M > 0, supn∈N Eθ∗

nϵ1





















which completes the proof of (5). 
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Theorem 3 of [20,21] together with (3)–(6) implies that for any L > 0, there exists CL > 0 such
that for all n ∈ N and r > 0, Pθ∗

sup
u1∈V (0)n (r) Z
(0)




. We then have that for
any L > 0, there exists CL > 0 such that for all n ∈ N and r > 0, Pθ∗






, which completes the proof. 
Proof of Proposition 2. We will prove the result by mathematical induction. For k ∈ N and
p ≥ 2k + 1, set


































































Γ2(θ∗1 , θ∗2 )[u2, u2] =

Rd
B(x, θ∗1 )−1[∂θ2a(x, θ∗2 )[u2], ∂θ2a(x, θ∗2 )[u2]]µθ∗(dx)
for u2 ∈ Rp2 . Let U˜(k)n =







and V˜ (k)n (r) = {u2 ∈ U˜(k)n |



































ϵ1 |Y˜(1)n (θ2)− Y˜(θ2)|
M <∞, (8)






ϵ1 |Γ˜ (1)n (θ∗2 )− Γ2(θ∗1 , θ∗2 )|
M
<∞. (9)



























1,p,n − θ∗1 )].
























[2(Eθ∗ [X tni |Gni−1]−r
(k0)




































































































 ≤ C(hk0+1n )M . (11)
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which implies that for p ≥ 3, supn∈N Eθ∗
 1(nhn)1− 1p−1 ∂θ2Up,n(θ∗1 , θ∗2 )

M
 <∞. Moreover, for
all M > 0, supn∈N supθ1 Eθ∗
 1nhn ∂θ1∂θ2Up,n(θ1, θ∗2 )M
























, we have that supn∈N Eθ∗

supθ1




< ∞ as nh pn → 0, which together with Proposition 1 completes the proof
of (7). 
Proof of (8). A decomposition is given by Up,n(θ1, θ2) − Up,n(θ1, θ∗2 ) = M˜p,n(θ1, θ2) +













i−1(θ1, θ2)− D( j)i−1(θ1, θ∗2 ))

[(X tni − Eθ∗ [X tni |Gni−1])⊗2








[2(Eθ∗ [X tni |Gni−1]











[2(Eθ∗ [X tni |Gni−1]
− r (k0)i−1 (θ1, θ∗2 )), (X tni − Eθ∗ [X tni |Gni−1])]

,
















(E (1)i−1(θ1, θ2)− E (1)i−1(θ1, θ∗2 )).













≤ C((nhn)ϵ1hn)M for all
















< ∞ and supn∈N Eθ∗














1 + t (θˆ (0)1,n − θ∗1 ), θ2)dt[n1/p(θˆ (0)1,n − θ∗1 )]
+ 1
nhn




 1nhn Yˇn(θ∗1 , θ2)− Y˜(θ∗1 , θ2)M + (nhn)ϵ1 supθ 1n1/p  1nhn
∂θ1Yˇn(θ1, θ2)






1,n, θ2)− Y˜(θ∗1 , θ2)
M <∞ for all M > 0, which completes the proof of (8). 
For the proof of (9), we obtain a decomposition
∂2θ2Up,n(θ1, θ2)[u2, u2] = M˜p,n(θ1, θ2)[u2, u2]
+ R˜p,n(θ1, θ2)[u2, u2] − Γˇn(θ1, θ2)[u2, u2],
where M˜p,n(θ1, θ2)[u2, u2] = ∂2θ2M˜p,n(θ1, θ2)[u2, u2], R˜p,n(θ1, θ2)[u2, u2] = ∂2θ2R˜p,n(θ1, θ2)[u2, u2], and
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 1nhn R˜p,n(θ1, θ∗2 )M + (nhn)ϵ1  1nhn ∂θ1R˜p,n(θ1, θ∗2 )M



































Γˇn(θ∗1 , θ∗2 )+
1
nhn









1 + t (θˆ (0)1,n − θ∗1 ), θ∗2 )dt[n1/p(θˆ (0)1,n − θ∗1 )]
+ 1
nhn
Γˇn(θ∗1 , θ∗2 )− Γ2(θ∗1 , θ∗2 ),





















By Proposition 1 and the above estimates, supn∈N Eθ∗

(nhn)ϵ1
 1nhn Γˇn(θˆ (0)1,n, θ∗2 )
−Γ2(θ∗1 , θ∗2 )
M <∞, which completes the proof of (9).












for all M > 0. By (7)–(9) and (15) and Theorem 3 of [20,21], one has that for any L > 0,
there exists CL > 0 such that Pθ∗

sup
u2∈V˜ (1)n (r) Z˜
(1)




for all n ∈ N
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p−1 (θˆ (1)2,p,n − θ∗2 )|M ] <∞ (16)
as nh pn → 0, for all M > 0. Therefore, the statement holds for k = 1.
Assume that the statement holds for some k. For p ≥ 2(k + 1), let











{H(k)n (θ1, θˆ (k)2,p,n)−H(k)n (θ∗1 , θˆ (k)2,p,n)}
= 1
n

















































∈ Θ1} and V (k)n (r) = {u1 ∈ U(k)n | r ≤ |u1|}.












−H(k)n (θ∗1 , θˆ (k)2,p,n)

.
We will show that for all M > 0,
sup
n∈N










Eθ∗ [(nϵ1 |Γ (k)n (θ∗1 )− Γ1(θ∗1 )|)M ] <∞. (19)


























2 + t (θˆ (k)2,p,n − θ∗2 ))dt[u1, (nhn)
k
p−1 (θˆ (k)2,p,n − θ∗2 )].















[(X tni − Eθ∗ [X tni |Gni−1])⊗2 − Vθ∗ [X tni |Gni−1]]









[2(Eθ∗ [X tni |Gni−1]−r
(k0)




































































By the Burkholder inequality, for all M > 1, Eθ∗
 1√nMp,n(θ∗)M ≤ C . It follows
from (11) that for all M > 1, Eθ∗
 1√n Rp,n(θ∗)M ≤ C(√nhk0+ 12n )M . Hence, supn∈N
Eθ∗
 1√n ∂θ1Up,n(θ∗1 , θ∗2 )M < ∞ as nh pn → 0, for all M > 0, which yields that for












< ∞ for all M > 0. Furthermore,

































= (nh pn )
p−k−1
p(p−1) , we have that supn∈N Eθ∗

supθ2









p−1 (θˆ (k)2,p,n − θ∗2 )|M

<∞, the proof of (17) is completed. 
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Proof of (18). A decomposition is given by Up,n(θ1, θ2) − Up,n(θ∗1 , θ2) = Mp,n(θ1, θ2) +













i−1(θ1, θ2)− D( j)i−1(θ∗1 , θ2))

[(X tni − Eθ∗ [X tni |Gni−1])⊗2








[2(Eθ∗ [X tni |Gni−1]











[2(Eθ∗ [X tni |Gni−1]











(E (0)i−1(θ1, θ2)− E (0)i−1(θ∗1 , θ2)).





































































Furthermore, it is shown that for all M > 0, supn∈N Eθ∗

nϵ1 supθ1
 1n Y¯n(θ1)− Y(θ1)M <
∞, which completes the proof of (18). 
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Proof of (19). We obtain a decomposition
∂2θ1Up,n(θ1, θ2)[u1, u1] = Mp,n(θ1, θ2)[u1, u1]
+Rp,n(θ1, θ2)[u1, u1] − Γ¯p,n(θ1)[u1, u1],
where Mp,n(θ1, θ2)[u1, u1] = ∂2θ1Mp,n(θ1, θ2)[u1, u1],Rp,n(θ1, θ2)[u1, u1] = ∂2θ1Rp,n(θ1, θ2)[u1, u1], and








[Bi−1(θ∗1 )] + ∂2θ1 E (0)i−1(θ)[u1, u1]

.
Since we have that supθ2 Eθ∗

nϵ1
 1nMp,n(θ∗1 , θ2)M ≤ C  nϵ1√n M , supθ2 Eθ∗ nϵ1  1nRp,n
(θ∗1 , θ2)




 1n ∂θ2Rp,n(θ∗1 , θ2)M ≤ C(nϵ1hn)M , Sobolev’s inequality im-
plies that for all M > p2, supn∈N Eθ∗

nϵ1 supθ2








M < ∞. Moreover, supn∈N Eθ∗nϵ1  1n Γ¯n(θ∗1 )
− Γ1(θ∗1 )
M <∞ for all M > 0, which completes the proof of (19). 










for all M > 0. Theorem 3 of [20,21] together with (17)–(19) and (21) yields that for any
L > 0, there exists CL > 0 such that Pθ∗

sup
u1∈V (k)n (r) Z
(k)














n k+1p (θˆ (k)1,p,n − θ∗1 )M <∞ (22)
for all M > 0.

































1,p,n − θ∗1 )].
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Noting that 1− (k+1)/(p−1) ≥ 1/2, we obtain from (13) that supn∈N Eθ∗
 1(nhn)1− k+1p−1 ∂θ2Up,n




























which completes the proof of (23). 
















ϵ1 |Γ˜ (k+1)n (θ∗2 )− Γ2(θ∗)|
p
<∞ (25)
for all M > 0. Theorem 3 of [20,21] together with (15) and (23)–(25) yields that for any L > 0,
there exists CL > 0 such that Pθ∗

sup
u2∈V˜ (k+1)n (r) Z˜
(k+1)




for all n ∈ N











1,p,n, θ2). Thus, for p ≥ 2(k+1)+1, supn∈N Eθ∗ [|(nhn)
k+1
p−1 (θˆ (k+1)2,p,n −θ∗2 )|M ] <∞
for all M > 0. Consequently, if the statement holds for some k, then the statement also holds
when k + 1 is substituted for k. This completes the proof. 
Proof of Proposition 3. By Proposition 2, one has that for p ≥ 2k + 2 (> 2k + 1), for all
M > 0, supn∈N Eθ∗
(nhn) kp−1 (θˆ (k)2,p,n − θ∗2 )M <∞. As in the proof of (22), we can show the
result. 
Proof of Theorem 1. Let k ∈ N and p = 2k. By Propositions 1 and 3, we obtain that for all
M > 0, supn∈N Eθ∗


























u2 ∈ Rp2 | θ∗2 + u2√nhn ∈ Θ2

and V˜n(r) = {u2 ∈ U˜n | r ≤ |u2|}. For u2 ∈ U˜n , set










−Up,n(θˆ (k−1)1,p,n , θ∗2 )

. In the same way as in the












ϵ1 |Γ˜n(θ∗2 )− Γ2(θ∗)|
M
<∞, (26)









By (15), (26) and (27) and Theorem 3 of [20,21], one has that for any L > 0, there exists CL > 0
such that Pθ∗

















2,p,n − θ∗2 )|M ] <∞ (28)
for all M > 0. Note that if p = 2k, then k0 = [p/2] = k and l0 = [(p−1)/2] = k−1. Therefore,
when p = 2k, supn Eθ∗
√n(θˆ (l0)1,p,n − θ∗1 )M <∞ and supn∈N Eθ∗ [|√nhn(θˆ (k0)2,p,n − θ∗2 )|M ] <
∞ for all M > 0.
Next, let p = 2k + 1. Proposition 2 yields that for all M > 0, supn Eθ∗
√nhn(θˆ (k)2,p,n −
θ∗2 )
M <∞. For u1 ∈ Rp1 , set
Yn(θ1) = 1n {Up,n(θ1, θˆ
(k)















Let Un = {u1 ∈ Rp1 | θ∗1 + u1√n ∈ Θ1} and Vn(r) = {u1 ∈ Un | r ≤ |u1|}. For u1 ∈ Un , set








−Up,n(θ∗1 , θˆ (k)2,p,n)

.
By the same method as in the proofs of (17)–(19), one has that for all M > 0,
sup
n∈N
Eθ∗ [|∆n(θ∗1 )|M ] <∞, sup
n∈N








Theorem 3 of [20,21] together with (21), (29) and (30) yields that for any L > 0, there
exists CL > 0 such that Pθ∗

supu1∈Vn(r) Zn(u1; θ∗1 ) ≥ e−r
 ≤ CL
r L
for all n ∈ N and




2,p,n) = supθ1 Up,n(θ1, θˆ (k)2,p,n). We have
that supn∈N Eθ∗

|√n(θˆ (k)1,p,n − θ∗1 )|M

<∞ for all M > 0. Notice that if p = 2k+ 1, then k0 =
[p/2] = k and l0 = [(p−1)/2] = k. Thus, when p = 2k+1, supn Eθ∗
√n(θˆ (l0)1,p,n − θ∗1 )M <













2,p,n − θ∗2 ))|M ] <∞ (31)
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for all M > 0. Therefore, the convergence of moments is deduced if the asymptotic normality
holds.
Let p = 2. Note that θˆ (0)1,p,n = θˆ (0)1,n, k0 = 1 and l0 = 0. It follows from (31) that for all
M > 0, supn∈N Eθ∗ [|(
√




















1 + t (θˆ (0)1,p,n − θ∗1 ))dt[
√





















2,p,n − θ∗2 )].








2 )− ∂θ2Up,n(θ∗1 , θ∗2 )































































p→ Γ1(θ∗1 ),Γ2(θ∗) . (36)
Hence, as nh2n → 0, (
√




2,p,n − θ∗2 ))
d→ (ζ1, ζ2).
Let k ∈ N and p = 2k + 1. Note that k0 = k and l0 = k. By Propositions 1 and 3, one has




n kp (θˆ (k−1)1,p,n − θ∗1 )M <∞ (37)














































1 + t (θˆ (k)1,p,n − θ∗1 ), θˆ (k)2,p,n)dt[
√
n(θˆ (k)1,p,n − θ∗1 )],
2914 M. Uchida, N. Yoshida / Stochastic Processes and their Applications 122 (2012) 2885–2924


















2,p,n)− ∂θ1Up,n(θ∗1 , θ∗2 )





























































p→ Γ1(θ∗1 ),Γ2(θ∗) .  (44)
















= C(nh pn )M/(2p),
which completes the proof of (39). 
Proof of (40). By (20) and (38), Eθ∗
 1√n ∂θ1Up,n(θ∗1 , θˆ (k)2,p,n)− ∂θ1Up,n(θ∗1 , θ∗2 )M ≤
C(
√
hn)M , which completes the proof of (40). 






 1nhn ∂θ1∂2θ2Up,n(θ1, θ∗2 )

M <∞. (45)




























 1nhn 1√nhn ∂3θ2Up,n(θ1, θ2)






 1nhn 1nk/p ∂θ1∂2θ2Up,n(θ1, θ∗2 )













which completes the proof of (41). 
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1n ∂2θ1∂θ2Up,n(θ∗1 , θ2)

M <∞. (46)


























1n 1√n ∂3θ1Up,n(θ1, θ2)






1n 1√nhn ∂2θ1∂θ2Up,n(θ∗1 , θ2)













which completes the proof of (42). 





2,p,n − θ∗2 ))
d→ (ζ1, ζ2).
Let k ∈ N and p = 2k + 2. Note that k0 = k + 1 and l0 = k. By (31), for all M > 0,
sup
n∈N




2,p,n − θ∗2 ))|M ] <∞.















1 + t (θˆ (k)1,p,n − θ∗1 ), θˆ (k)2,p,n)dt[
√





















2,p,n − θ∗2 )].


















2 )− ∂θ2Up,n(θ∗1 , θ∗2 )

= op(1),





























2 ) = op(1).




2,p,n − θ∗2 ))
d→ (ζ1, ζ2). This completes the
proof. 
Proof of Proposition 4. We will prove the result by mathematical induction. For k ∈ N and
p ≥ 2k + 1, set for u2 ∈ Rp2 ,



































































− H˜(2k)n (ϑˆ (2k−1)1,n , θ∗2 )

.































1,n − θ∗1 )].






[−2∂θ2ai−1(θ2)[u2], X tni − X tni−1 −
hnai−1(θ2)], one has that for all M > 1, Eθ∗
 1√nhn ∂θ2U (2)n (θ∗)M

≤ C + C(nh3n)M/2. Hence,
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which implies that as nh pn → 0, for all M > 0, supn∈N Eθ∗































, we have that supn∈N Eθ∗

supθ1
 1(nhn)1− 1p−1 n 1p ∂θ1∂θ2
U (2)n (θ1, θ∗2 )

M
< ∞ as nh pn → 0, which together with Proposition 1 completes the proof
of (47).

























|∂3θ2U (2)n (θ1, θ2)|
M
<∞. (52)




u2∈V˜ (1)n (r) Z˜
(2)




for all n ∈ N and r > 0, which implies





p−1 (ϑˆ (2)2,n − θ∗2 )|M ] <∞ (53)
for all M > 0. Therefore, the statement holds for k = 1.
Assume that the statement holds for some k. For p ≥ 2(k + 1), let for u1 ∈ Rp1 ,





U (2k+1)n (θ1, θ2),




{U (2k+1)n (θ1, ϑˆ (2k)2,n )− U (2k+1)n (θ∗1 , ϑˆ (2k)2,n )},





∂θ1U (2k+1)n (θ∗1 , ϑˆ (2k)2,n )[u1],
0(2k+1)n (θ∗1 )[u1, u1] = −
1
n
∂2θ1U (2k+1)n (θ∗1 , ϑˆ
(2k)
2,n )[u1, u1].












−H(2k+1)n (θ∗1 , ϑˆ (2k)2,n )

.
We will show that for all M > 0,
sup
n∈N
Eθ∗ [|1(2k+1)n (θ∗1 )|M ] <∞. (54)


















∂θ1∂θ2U (2k+1)n (θ∗1 , θ∗2 + t (ϑˆ (2k)2,n − θ∗2 ))dt[u1, (nhn)
k
p−1 (ϑˆ (2k)2,n − θ∗2 )].
One has a decomposition ∂θ1U (2k+1)n (θ1, θ2)[u1] = M2k+1,n(θ)[u1] + R2k+1,n(θ)[u1], where
M2k+1,n(θ)[u1] and R2k+1,n(θ)[u1] are the same as in the proof of Proposition 2. In the same way
as in the proof of Proposition 2, we obtain that for all M > 1, Eθ∗
 1√nM2k+1,n(θ∗)M ≤ C
and Eθ∗
 1√n R2k+1,n(θ∗)M ≤ C(√nhk+1n )M . Hence, for p ≥ 2(k + 1),
Eθ∗
 1n1− k+1p ∂θ1U (2k+1)n (θ∗1 , θ∗2 )

M













∂θ1U (2k+1)n (θ∗1 , θ∗2 )
M

<∞ for all M > 0. Furthermore,
as in the proof of (14), supn∈N Eθ∗
supθ2
 1n1− k+1p (nhn) kp−1 ∂θ1∂θ2U (2k+1)n (θ∗1 , θ2)

M <∞ as




p−1 (ϑˆ (2k)2,n − θ∗2 )|M

<
∞, the proof of (54) is completed. 










Eθ∗ [(nϵ1 |0(2k+1)n (θ∗1 )− Γ1(θ∗1 )|)M ] <∞,







|∂3θ1U (2k+1)n (θ1, θ2)|
M
<∞ (56)
for all M > 0. Theorem 3 of [20,21] together with (54)–(56) yields that for any L > 0, there









for all n ∈ N and





|n k+1p (ϑˆ (2k+1)1,n − θ∗1 )|M

<∞ (57)
for all M > 0.































1,n − θ∗1 )].
(10) and (12) yield that Eθ∗















M and noting that 1−(k+1)/(p−1) ≥ 1/2 and that nhk+2n(nhn)1− k+1p−1 = (nh pn )
k+1
p−1 , as
nh pn → 0, we have that supn∈N Eθ∗
 1(nhn)1− k+1p−1 ∂θ2U (2k+2)n (θ∗1 , θ∗2 )

M



















∂θ2U (2k+2)n (θ1, θ∗2 )
M <∞ as nh pn → 0, which completes the proof of (58).



























|∂3θ2U (2k+2)n (θ1, θ2)|
p
<∞. (61)
2920 M. Uchida, N. Yoshida / Stochastic Processes and their Applications 122 (2012) 2885–2924




u2∈V˜ (k+1)n (r) Z˜
(2k+2)




for all n ∈ N and r > 0, which
implies that for p ≥ 2(k + 1)+ 1, supn∈N Eθ∗ [|(nhn)
k+1
p−1 (ϑˆ (2k+2)2,n − θ∗2 )|M ] <∞ for all M > 0.
Consequently, if the statement holds for some k, then the statement also holds when k + 1 is
substituted for k. This completes the proof. 
Proof of Proposition 5. By Proposition 1, the statement holds for k = 1. We assume that
the statement holds for some k. It then follows from Proposition 4 that for p ≥ 2k + 2
(> 2k + 1), supn∈N Eθ∗
(nhn) kp−1 (ϑˆ (2k)2,n − θ∗2 )M < ∞ for all M > 0. In the same way
as in the proof of (57), we can show that the statement also holds when k+ 1 is substituted for k.
This completes the proof. 
Proof of Theorem 2. We first show the case where p = 2k for k ∈ N. Proposition 5 with p = 2k




√n(ϑˆ (2k−1)1,n − θ∗1 )M <∞. (62)
For u2 ∈ Rp2 , set
Y˜n(θ2) = 1nhn









∂θ2U (2k)n (ϑˆ (2k−1)1,n , θ∗2 )[u2],
0˜n(θ
∗


















− U (2k)n (ϑˆ (2k−1)1,n , θ∗2 )

.




































By (63) and (64) and Theorem 3 of [20,21], one has that for any L > 0, there exists CL > 0 such
that Pθ∗













2,n − θ∗2 )|M ] <∞ (65)
for all M > 0.
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Let p = 2. Note that ϑˆ (1)1,n = θˆ (0)1,n . It follows that supn∈N Eθ∗ [|(
√





θ∗2 ))|M ] <∞ as nh2n → 0, for all M > 0. We obtain that
− 1√
n





∂2θ1U (1)n (θ∗1 + t (ϑˆ (1)1,n − θ∗1 ))dt[
√
n(ϑˆ (1)1,n − θ∗1 )],
− 1√
nhn














2,n − θ∗2 )].










∂2θ1U (1)n (θ∗1 + t (ϑˆ (1)1,n − θ∗1 ))dt −
1
n








2 + t (ϑˆ (2)2,n − θ∗2 ))dt −
1
nhn
∂2θ2U (2)n (θ∗1 , θ∗2 ) = op(1),
1√
n
∂θ1U (1)n (θ∗1 ),
1√
nhn
∂θ2U (2)n (θ∗1 , θ∗2 )

d→ Np1+p2(0, diag[Γ1(θ∗1 ),Γ2(θ∗)]),
−1
n
∂2θ1U (1)n (θ∗1 ),−
1
nhn
∂2θ2U (2)n (θ∗1 , θ∗2 )

p→ Γ1(θ∗1 ),Γ2(θ∗) .
Hence, as nh2n → 0, (
√




2,n − θ∗2 ))
d→ (ζ1, ζ2). Note that 2l0 + 1 = 1 and
2k0 = 2 for p = 2.
Let p = 2k+2 for k ∈ N. By (62) and (65), supn∈N Eθ∗ [|(
√





θ∗2 ))|M ] < ∞ as nh2k+2n → 0, for all M > 0, Furthermore, it follows from Proposition 4 that
for p = 2k + 2 (≥2k + 1), supn Eθ∗
(nhn) kp−1 (ϑˆ (2k)2,n − θ∗2 )M < ∞ as nh2k+2n → 0, for all
M > 0. Set θ¯ (2k+2)2 (t) = θ∗2 + t (ϑˆ (2k+2)2,n − θ∗2 ). One has that
− 1√
n












n(ϑˆ (2k+1)1,n − θ∗1 )],
− 1√
nhn














2,n − θ∗2 )].























∂2θ1U (2k+1)n (θ∗1 , θ∗2 ) = op(1),











∂2θ2U (2k+2)n (θ∗1 , θ∗2 ) = op(1),
1√
n
∂θ1U (2k+1)n (θ∗1 , θ∗2 ),
1√
nhn
∂θ2U (2k+2)n (θ∗1 , θ∗2 )

d→ Np1+p2(0, diag[Γ1(θ∗1 ),Γ2(θ∗)]),
−1
n
∂2θ1U (2k+1)n (θ∗1 , θ∗2 ),−
1
nhn
∂2θ2U (2k+2)n (θ∗1 , θ∗2 )

p→ Γ1(θ∗1 ),Γ2(θ∗) .
Thus, as nh2k+2n → 0, (
√




2,n − θ∗2 ))
d→ (ζ1, ζ2). Note that
2l0 + 1 = 2k + 1 and 2k0 = 2k + 2 for p = 2k + 2.
Next, we will prove the case where p = 2k + 1 for k ∈ N. Proposition 4 with p = 2k + 1




nhn(ϑˆ (2k)2,n − θ∗2 )M <∞. (66)
For u1 ∈ Rp1 , set










∂θ1U (2k+1)n (θ∗1 , ϑˆ (2k)2,n )[u1],
0n(θ
∗
1 )[u1, u1] = −
1
n
∂2θ1U (2k+1)n (θ∗1 , ϑˆ
(2k)
2,n )[u1, u1].








− U (2k+1)n (θ∗1 , ϑˆ (2k)2,n )

.
By (54)–(56), one has that as nh2k+1n → 0, for all M > 0,
sup
n∈N
Eθ∗ [|1n(θ∗1 )|M ] <∞, sup
n∈N








Theorem 3 of [20,21] together with (56), (67) and (68) yields that for any L > 0, there exists
CL > 0 such that Pθ∗

supu1∈Vn(r)Zn(u1; θ∗1 ) ≥ e−r
 ≤ CL
r L






|√n(ϑˆ (2k+1)1,n − θ∗1 )|M

<∞ (69)
as nh2k+1n → 0, for all M > 0.
Let k ∈ N and p = 2k + 1. By Proposition 5, for p = 2k + 1 (≥2k), supn∈N
Eθ∗
n kp (ϑˆ (2k−1)1,n − θ∗1 )M < ∞ as nh2k+1n → 0, for all M > 0. We obtain from
(66) and (69) that supn∈N Eθ∗ [|(
√








∂θ2U (2k)n (ϑˆ (2k−1)1,n , θ∗2 )














2,n − θ∗2 )],
− 1√
n






∂2θ1U (2k+1)n (θ∗1 + t (ϑˆ (2k+1)1,n − θ∗1 ), ϑˆ (2k)2,n )dt[
√
n(ϑˆ (2k+1)1,n − θ∗1 )].




















2 + t (ϑˆ (2k)2,n − θ∗2 ))dt −
1
nhn




∂2θ1U (2k+1)n (θ∗1 + t (ϑˆ (2k+1)1,n − θ∗1 ), ϑˆ (2k)2,n )dt −
1
n
∂2θ1U (2k+1)n (θ∗1 , θ∗2 ) = op(1),
1√
n
∂θ1U (2k+1)n (θ∗1 , θ∗2 ),
1√
nhn
∂θ2U (2k)n (θ∗1 , θ∗2 )

d→ Np1+p2(0, diag[Γ1(θ∗1 ),Γ2(θ∗)]),
−1
n
∂2θ1U (2k+1)n (θ∗1 , θ∗2 ),−
1
nhn
∂2θ2U (2k)n (θ∗1 , θ∗2 )

p→ Γ1(θ∗1 ),Γ2(θ∗) .
Therefore, as nh2k+1n → 0, (
√




2,n − θ∗2 ))
d→ (ζ1, ζ2). Note that
2l0 + 1 = 2k + 1 and 2k0 = 2k for p = 2k + 1. This completes the proof. 
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