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Abstract
In contrast to the situation in a laboratory, the study of the solar atmosphere has to be pursued without direct access
to the physical conditions of interest. Information is therefore incomplete and uncertain and inference methods need
to be employed to diagnose the physical conditions and processes. One of such methods, solar atmospheric seismology,
makes use of observed and theoretically predicted properties of waves to infer plasma and magnetic field properties. A
recent development in solar atmospheric seismology consists in the use of inversion and model comparison methods based
on Bayesian analysis. In this paper, the philosophy and methodology of Bayesian analysis are first explained. Then,
we provide an account of what has been achieved so far from the application of these techniques to solar atmospheric
seismology and a prospect of possible future extensions.
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1. Introduction
Solar atmospheric seismology aims to obtain informa-
tion about difficult to measure physical parameters in the
solar atmosphere by a combination of observed and the-
oretical properties of magnetohydrodynamic (MHD) waves
(Uchida, 1970; Rosenberg, 1970; Roberts et al., 1984; Nakari-
akov & Verwichte, 2005; De Moortel, 2005; Banerjee et
al., 2007; De Moortel & Nakariakov, 2012; Arregui, 2012).
The technique has been successful in the determination
of a number of parameters in coronal, prominence, and
chromospheric plasmas such as the magnetic field strength
(Nakariakov & Ofman, 2001), the radial density contrast
and the Alfve´n travel time (Goossens et al., 2008), the
coronal density scale height (Andries et al., 2005a), or the
Alfve´n speed (Verwichte et al., 2013).
Seismology diagnostic studies are based on the adop-
tion of a theoretical model to explain the observed oscil-
lations, the solution of the forward problem to obtain the
theoretically predicted wave properties as a function of the
model parameters, the comparison with the observed wave
properties, and the solution to the inverse problem to ex-
tract the magnetic and plasma parameters of interest. The
forward problem does not involve difficulties other than
those arising from the analytical/numerical solution of the
MHD wave equations. The inverse process of extracting in-
formation on the physical conditions from measured wave
properties is a more involved task. The solution to such
inverse problem might not exist or be unique. Measure-
ments of wave properties have always a certain degree of
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uncertainty associated to e.g., the existence of noise. Even
if there is a unique analytical relation between one ob-
servable and one model parameter, the presence of noise
can make the inversion completely useless. In other cases,
inferring parameters from observables may consist in the
solution of a mathematically ill-posed problem in which
the amount of unknowns outnumbers that of observables.
In summary, the solution to the inverse problem has to
be pursued under conditions in which direct access to the
physical conditions of interest is not possible and indirect
observational information is always incomplete and uncer-
tain. For these reasons, extracting information on physical
parameters by comparison of theoretical model predictions
with observed data has to be carried out in a probabilistic
framework. This means that our conclusions will at best
be probabilities, where probability refers to the quality
that enables us to quantify uncertainty in terms of degree
of belief.
Once the inversion problem is correctly solved, one
must realise that the resulting inference depends on the
underlying theoretical model that has been assumed. This
makes model comparison the next necessary task to be per-
formed in order to assess the plausibility of any obtained
inference. This requires to devise methods to perform a
comparison between alternative hypotheses that enable us
to present different theoretical models to the same data to
assess, in a quantitative manner, which model is favoured
by the data.
A recent development in solar atmospheric seismology
has been the adoption of the Bayesian approach to the in-
ference and model comparison problems. This comes from
the realisation that the Bayesian approach is the only cor-
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rect way we have to obtain information about physical
parameters from observations (inference) and to compare
the relative performance of alternative models to explain
observed data (model comparison) (Von Toussaint, 2011).
The method has been successfully applied to areas such as
cosmology or extrasolar planet detection, which are now
mostly based on the application of the Bayesian paradigm
(see e.g., Loredo, 1992; Gregory, 2005; Trotta, 2008). This
approach provides a natural and principled way of combin-
ing prior information, model predictions, and observations,
providing inferences that are conditional on the data. The
final product, in the form of posterior probability density
functions, provides interpretable statements, such as the
probability of a parameter value falling in a given credible
interval. Probability in this context has an unambiguous
meaning as the measure of the grade of belief on the pa-
rameter of interest taking on a given value conditional on
the observed data. For model comparison, the Bayesian
formalism provides well defined levels of evidence for the
plausibility of a given model with respect to an alternative
explanation.
The aim of this paper is to explain the philosophy and
methodology of the Bayesian approach and to show its
feasibility for solar atmospheric seismology by describing
some initial applications in the area of seismology of coro-
nal loops and prominence fine structures using small am-
plitude MHD waves. We are motivated by the hope that
these early success cases will encourage future Bayesian
developments in this and other areas.
The layout of the article is as follows. Section 2 de-
scribes the fundamentals of Bayesian analysis and its three
levels of inference: parameter inference, model compari-
son, and model averaging, together with a description of
hierarchical multi-level models and methods to compute
the probability density functions. In Section 3, a number
of examples are shown in which these three levels of infer-
ence are used in combination with observations of wave
dynamics and theoretical models to obtain information
about physical conditions and their structuring in coronal
and prominence plasmas. We finish presenting a summary
in Section 4.
2. Bayesian methodology
In the Bayesian framework, the solution to an inverse
problem involves the calculation of a conditional probabil-
ity using Bayes’ Theorem (Bayes & Price, 1763; Laplace,
1774). Consider the problem of inferring a set of param-
eters θ of a theoretical model M , conditional to observed
data d. The Theorem states that the probability of the
parameters taking on given values is a combination of how
well the data are reproduced by the model parameters and
of the probability of the parameters independently of the
observed data. These quantities are related as follows
p(θ|d,M) = p(d|θ,M)p(θ|M)∫
p(d|θ,M)p(θ|M)dθ . (1)
Here, p(θ|d,M) is the posterior probability density func-
tion of the parameters conditional on the observed data
and the assumed theoretical model; p(d|θ,M) is the likeli-
hood function, which represents the probability of observ-
ing the data that have been obtained as a function of the
parameters θ; and p(θ|M) is the prior probability den-
sity function, which encodes our belief on the parameter
values before considering the observed data. The denom-
inator is the so-called evidence or marginal likelihood, an
integral of the likelihood over the prior distribution that
normalises the likelihood and turns it into a probability.
Note that all quantities in Equation (1) are conditional on
the assumed modelM . In the inference process, both prior
and likelihood are directly assigned, while the posterior is
computed.
Bayesian inference to calculate probabilities conditional
on data makes use of all the available information: prior
understanding, observed data, and the assumed theoreti-
cal model. Equation (1) also constitutes a mathematical
expression for the process of learning from experience and
of the logic of science, whereby prior understanding is com-
bined with new data to update our knowledge. Bayesian
inference makes prior assumptions explicit, which has the
advantage that one has full control over the information
that one is introducing a priori and can explicitly know its
effects, if any.
Two limiting situations may then arise wherein the pos-
terior will eventually be dominated by either the likelihood
or by the prior. This will depend on the characteristics of
the problem, the information available on the data, and the
strongly/weakly informative character of the chosen prior
information. As a general rule, the prior will have little
effect on the inference unless the prior is as informative
as the data. When results are prior dependent, what we
know after consideration of the data strongly depends on
what we knew without the data. If the posterior depends
sensitively on the prior, we still learn that the data pro-
vide little information. In this case, the Bayesian approach
automatically warns us when the data are uninformative.
The adoption of Bayesian analysis to solve inverse prob-
lems in solar atmospheric seismology has made use of a
number of different levels of inference and methods to com-
pute the relevant probability density functions. These are
next described.
2.1. Parameter inference
The first level of Bayesian analysis is parameter infer-
ence. Once the full posterior probability density function
has been computed, the marginal posterior distribution of
a given parameter θi compatible with the observed data d
can be obtained by integration of the full posterior with
respect to the remaining parameters,
p(θi|d,M) =
∫
p(θ|d,M)dθ1 . . . dθi−1dθi+1 . . . dθN .(2)
The marginal posterior distribution encodes all informa-
tion for model parameter θi available in the priors and the
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data. Furthermore, it correctly propagates uncertainty in
the rest of the parameters to the one of interest. Once the
marginal posterior distribution is known, the probability
density function may be summarised in different ways, by
providing the mean; the mode; the median; etc. Another
convenient way is to provide the maximum a posteriori es-
timate of the parameter of interest, θMAPi , the value of θi
that makes the posterior as large as possible.
2.2. Model comparison
Any inference result depends on the particular model
that has been adopted. The second level of Bayesian anal-
ysis is model comparison, which enables us to quantify the
relative plausibility between competing theoretical models
when explaining a given observation.
A first data analysis tool to evaluate the plausibility
of a model in explaining observed data is the marginal
likelihood, which quantifies the probability of the observed
data d, given that the assumed model M is true. The
marginal likelihood tells us how well the observed data
are predicted by the model and is computed using the
expression
p(d|M) =
∫
p(d, θ|M)dθ
=
∫
p(d|θ,M)p(θ|M)dθ. (3)
This is an integral of the product of the likelihood function
and the prior probability density over the full parameter
space.
When two alternative models are proposed to explain
a given set of observations, Bayesian model comparison
offers a way to quantify how much plausible one of them
is in comparison to the other. This is done by computing
posterior ratios. Applying Equation (1) to two models,
M1 and M2, the posterior ratio is given by
p(M1|d)
p(M2|d) =
p(d|M1)
p(d|M2)
p(M1)
p(M2)
= B12
p(M1)
p(M2)
, (4)
with B12 the Bayes factor. If we consider that both mod-
els are equally probable a priori, p(M1) = p(M2), the prior
ratio is unity and the posterior ratio reduces to the Bayes
factor, i.e., the ratio of marginal likelihoods for both mod-
els.
Once the Bayes factor is computed, the level of evidence
for one model in front of the alternative is assessed by re-
lating the numerical value of the Bayes factor to different
levels of evidence. To do so, empirical evidence classifi-
cation tables such as the one by Kass & Raftery (1995)
shown in Table 1 are used.
2.3. Model averaging
Sometimes, we may face a situation in which the evi-
dence quantified using Bayes factors is not large enough for
Table 1: Model evidence classification by Kass & Raftery (1995)
2 logeB12 Evidence for M1
0-2 Inconclusive Evidence (IE)
2-6 Positive Evidence (PE)
6-10 Strong Evidence (SE)
>10 Very Strong Evidence (VSE)
any of the proposed models. Still, the Bayesian approach
provides us with a tool to perform the most general possi-
ble inference. This is accomplished by computing a model-
averaged posterior distribution for a given parameter θi,
conditional on the observed data d and weighted with the
probability of our set of alternative models Mk. Consider
three such models, k = 1, 2, 3. Then, the model-averaged
posterior is calculated as
p(θi|d) =
∑
k=1,2,3
p(θi|d,Mk)p(Mk|d) (5)
= p(M1|d)
∑
k=1,2,3
BFk1p(θi|d,Mk),
where in the second equality we have adopted M1 as the
reference model and replaced the models’ posterior prob-
abilities by the Bayes factors, BFk1, with respect to the
reference model. Obviously, BF11 = 1. The posterior for
the reference model, M1, can be calculated by considering
that the sum of the probabilities for all three models must
be unity, thus
p(M1|d) = 1
1 +
∑
k=2,3 Bk1
. (6)
The obtained result is independent on the model chosen
to be the reference.
2.4. Hierarchical Bayesian inference
Bayesian inference using Equation (1) is the inference
tool when a single analysis, using a particular event, is to
be carried out. Now suppose we have multiple observations
of different events of the same kind (e.g., kink oscillations
observed in different active regions at different times), each
one giving independent results from each other. We might
wish to combine them in a single global analysis. This can
be achieved by using hierarchical models which provide
a framework to combine these multiple observations in a
single ensemble in which each analysis is improved by the
information from the others. The overall information is
summarised in an empirical prior distribution.
To construct such a hierarchical multi-level model let us
gather the set of unknown parameters fromN observations
in the vector Θ. Their posterior probability distribution
is given by
p(Θ|D) = p(D|Θ)p(Θ)
p(D)
, (7)
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where D refers to the measured observable for all the ob-
servations, the function p(D|Θ) is the likelihood function,
and p(Θ) is the prior distribution.
The idea behind hierarchical models is to impose para-
metric shapes for the priors p(Θ) for the parameters of
interest to learn their value from the large set of observa-
tions. They are made dependent on a set of hyperparame-
ters, or parameters of the priors, Ω, which will have their
corresponding hyperpriors, p(Ω), that are included in the
inference scheme. The final posterior will be given by
p(Θ,Ω|D) = p(D|Θ)p(Θ|Ω)p(Ω)
p(D)
. (8)
Under the assumption that there is not any correlation
between any two events from the set of N observations,
the likelihood and the priors can be factorised, and the
posterior simplifies to
p(Θ,Ω|D) = 1
p(D)
N∏
i=1
p(Di|θi)p(θi|Ω)p(Ω). (9)
As a final step, in order to compute the statistical proper-
ties of the hyperparameters, Ω, all the individual physical
parametersΘ have to be integrated out from the posterior
(e.g., Gregory, 2005)
p(Ω|D) = p(Ω)
p(D)
N∏
i=1
∫
dθip(Di|θi)p(θi|Ω). (10)
This integration propagates information from all individ-
ual events simultaneously to the hyperparameters. The
obtained priors inferred from the data summarise the global
information one currently has about the unknown param-
eters. This scheme was applied by Asensio Ramos & Ar-
regui (2013) in a study that combines information from
multiple coronal loop oscillations and is discussed in Sec-
tion 3.5.
2.5. Computation of posteriors and marginal likelihoods
The computation of posterior distributions and marginal
likelihoods using Equations (2) and (3) requires the cal-
culation of integrals over the parameter space. On rare
occasions the probability distribution functions will have
analytical solutions. In general, one needs to numerically
evaluate the distributions. When the dimension of the pa-
rameter space is low, a brute force approach consisting on
the direct numerical integration over a grid of points is
still a feasible option. This approach is followed by e.g.,
Arregui et al. (2013a,b); Arregui & Asensio Ramos (2014);
Arregui & Soler (2015); Arregui et al. (2015) in the studies
discussed in Sections 3.2, 3.3, and 3.4.
As the complexity of the theoretical model and the di-
mension of the parameter space increase, one has to resort
to alternatives such as the Markov Chain Monte Carlo
(MCMC) sampling or Monte Carlo integration to numer-
ically evaluate the posterior distributions and marginal
likelihoods, respectively (see e.g., Sharma, 2017, for a re-
cent review). These algorithms enable us to construct a
sequence of points in parameter space whose density is pro-
portional to the posterior distribution function therefore
providing a method for sampling the posterior distribution
up to a multiplicative constant. After the sampling, the
results can be given as a histogram of samples simulated
from the posterior distribution.
Although MCMC techniques exist since more than 50
years ago (Metropolis et al., 1953), it was the increase in
computational power which made them feasible and in-
creasingly popular. This approach is followed in the stud-
ies by Arregui & Asensio Ramos (2011); Asensio Ramos &
Arregui (2013); Pascoe et al. (2017a,b) discussed in Sec-
tions 3.1, 3.5, and 3.6.
3. Applications and results
This section presents a selection of recent applications
of the Bayesianmethodology to seismology of coronal loops
and prominence fine structures.
3.1. Seismology of damped transverse coronal loop oscilla-
tions
Our first example deals with the determination of phys-
ical parameters in oscillating coronal waveguides. Soon
after the first TRACE observations of transverse loop os-
cillations by Nakariakov et al. (1999) and Aschwanden et
al. (1999), their use on the determination of the magnetic
field strength was demonstrated by Nakariakov & Ofman
(2001), by making use of observed wave periods and loop
lengths. The mechanism of resonant absorption, a transfer
of wave motions from large to small scales at the bound-
aries of the waveguide (Hollweg & Yang, 1988), was pro-
posed to explain the observed rapid damping (Goossens
et al., 2002; Ruderman & Roberts, 2002). It was soon re-
alised that the damping offers an additional seismological
tool by relating observed damping time scales with unob-
servable physical quantities, such as the cross-field density
variation length scales (Goossens et al., 2002).
In coronal loops, assuming resonant damping and un-
der the thin tube and thin boundary (TTTB) approxima-
tions, the forward problem is reduced to the solution of
two algebraic equations for the period and damping ratio
of resonantly damped kink oscillations in 1D magnetic flux
tubes models
P = τAi
√
2
(
ζ + 1
ζ
)1/2
and
τd
P
=
2
π
ζ + 1
ζ − 1
1
l/R
. (11)
These equations express the period, P , and the damp-
ing time, τd, which are observable quantities in terms of
the internal Alfve´n travel time, τAi, the density contrast,
ζ = ρi/ρe, and the transverse inhomogeneity length scale,
l/R, in units of the loop radius. The two observable wave
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properties are therefore functions of three unknown param-
eters: density contrast, transverse inhomogeneity length-
scale, and internal Alfve´n travel time. The classic inversion
technique simply consists of imposing these two functions
to be equal to the observed periods and damping times.
As we have two observables and three unknowns, there
is an infinite number of equally valid equilibrium models
that explain observations. However, these solutions must
follow a particular 1D solution curve in the 3D parameter
space.
The solution to the inverse problem, shown in Figure 1,
was first obtained numerically by Arregui et al. (2007) and
by following an analytical procedure by Goossens et al.
(2008). The figure shows the valid equilibrium models that
reproduce observed period and damping rates in the three-
dimensional parameter space of density contrast, trans-
verse inhomogeneity, and Alfve´n travel time. Although
there are in principle infinite possibilities, the Alfve´n travel
time is found to be constrained to a rather narrow range.
Also, as soon as information on one of the three param-
eters becomes available, the remaining two can be fur-
ther constrained. However, the main drawback of this
method lies in its inability to produce estimates for the
uncertainty on the inferred parameters. Considering this,
Arregui & Asensio Ramos (2011) solved the same problem
using Bayesian parameter inference. The remaining pan-
els in Figure 1 display marginal posteriors distributions
for the three parameters of interest for the same observed
wave properties and assuming a given uncertainty on pe-
riod and damping time. The magnitude of each posterior
at a particular parameter value is a measure of the grade
of belief on the parameter adopting that particular value.
The resulting posteriors indicate how this degree of belief is
distributed among the different parameter values. In con-
trast to the classic inversion curves obtained by Arregui et
al. (2007) and Goossens et al. (2008) not all equilibrium
models are equally probable. The degree of plausibility of
different parameter values is given by the marginal pos-
terior density. The shape of the posteriors indicates how
well they can be constrained. For instance, the Alfve´n
travel time and the transverse inhomogeneity length-scale
show well constrained posteriors. The same is not true
with the density contrast that displays a long tail towards
large values. Although one could summarise the posteriors
by giving e.g., the median and errors at a given credible
interval, the full solution to the inference problem consists
of the posteriors themselves, which are the result of a pro-
cess in which the theoretical predictions and the data with
their uncertainty are combined in a consistent way. In the
process, the uncertainties are correctly propagated from
observed data to inferred parameters.
3.2. Magnetic field and density structuring along coronal
and prominence waveguides
One of the most successful concepts developed in coro-
nal seismology has been the suggestion by Andries et al.
(2005a) to use the simultaneous presence of multiple har-
monic oscillations in the same structure, first detected in
coronal loops by Verwichte et al. (2004), to obtain infor-
mation on the coronal density scale height. This was fol-
lowed by a similar suggestion by Verth et al. (2008) about
the loop expansion rate, see Andries et al. (2009) for a
review. The presence of multiple harmonic oscillations in
coronal loops has been interpreted as a manifestation of
the simultaneous presence of two longitudinal harmonics,
the fundamental mode with period P1 and the first over-
tone with period P2. The ratio between these two periods
offers information that can be related to the magnetic and
density structuring along coronal waveguides. The mea-
sured period ratios, P1/2P2, deviate from the value of one
that would correspond to uniform plasma and field along
the loops. Models with longitudinally stratified density
predict period ratios below one (Andries et al., 2005a).
Models with magnetic flux tube expansion predict period
ratios above one (Verth & Erdelyi, 2008). By using the
measured period ratios, inversion methods can be applied
to infer the coronal density stratification and the magnetic
flux tube expansion, as shown by Andries et al. (2005a)
and Verth et al. (2008).
The Bayesian solution to these two inference problems
was presented by Arregui et al. (2013a). These authors
considered separate models for the influence of density
stratification and magnetic field expansion on the period
ratio. In the model by Andries et al. (2005b) coronal den-
sity stratification produces a decrease of the period ratio.
The analytical expression for the period ratio as a function
of the density scale height derived by Safari et al. (2007)
is
r1 =
P1
2P2
= 1− 4
5
(
η
η + 3π2
)
, (12)
with η = L/πH the ratio of the loop height at the apex
to the density scale height H , and L the loop length. On
the other hand, in the model by Verth & Erdelyi (2008)
magnetic field expansion produces an increase of the pe-
riod ratio. An analytical expression for their dependency
is
r2 =
P1
2P2
= 1 +
3(Γ2 − 1)
2π2
, (13)
with the expansion defined as Γ = ra/rf , where ra is the
radius at the apex and rf is the radius at the footpoint.
Both models have forward models that relate one observed
quantity, the period ratio P1/2P2, to one physical quantity
to be inferred, either η or Γ.
To perform the inference using Bayes Theorem (1), Ar-
regui et al. (2013a) used period ratio measurements re-
ported in observations by Verwichte et al. (2004) and ad-
ditional values discussed in the review by Andries et al.
(2009). Figure 2a shows posterior probability distribu-
tions for η computed using Eq. (1) for two period ratio
measurements by Verwichte et al. (2004). Well constrained
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Figure 1: (a) Three-dimensional view of the 1D solution curve representing the valid equilibrium models that reproduce observed periods
and damping rates in the parameter space (ζ, l/R, τAi) for a loop oscillation event with P = 272 sec and τd = 849 sec, using the numerical
and analytical inversion schemes by Arregui et al. (2007) and Goossens et al. (2008). The solutions are also projected onto the different
two-dimensional parameter planes. The dotted line in the horizontal plane represents the minimum density contrast (ζ = 1.5) considered
in the numerical solutions. (b)-(d) Marginal posteriors for the three unknowns obtained from the Bayesian solution to the same inversion
problem with a Gaussian likelihood, uniform priors, and a 10% uncertainty on the measured period and damping time, following the scheme
developed by Arregui & Asensio Ramos (2011).
Figure 2: (a) Posterior distributions for η = L/πH, under the density stratification model, for two values of the period ratio. (b) Posterior
distributions for the magnetic tube expansion, Γ = ra/rf , under the magnetic expansion model, for two values of the period ratio. The
measured period ratio and the inferred median of the distribution, with uncertainties given at the 68% credible interval are (a) r = 0.91±0.04,
η = 1.26+0.65
−0.59 ; r = 0.77± 0.03, η = 3.39
+0.72
−0.64 and (b) r = 1.07± 0.04, Γ = 1.20
+0.10
−0.12 ; r = 1.38± 0.04, Γ = 1.87
+0.07
−0.07. Adapted from Arregui
et al. (2013a).
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distributions are obtained. For the measured period ratios
r ∼ 0.77 and r ∼ 0.91, the inversion leads to density scale
heights of H ∼ 21 Mm and H ∼ 56 Mm, respectively, for
a loop with a height at the apex of L/π = 70 Mm. Fig-
ure 2b shows posterior probability distributions for Γ for
two period ratio measurements. Again, well constrained
distributions are obtained. Andries et al. (2009) discuss
period ratio measurements in Table 1 by De Moortel &
Brady (2007). Assuming that either the most power is
in the fundamental mode or in the first overtone, mean
values for the period ratio of r ∼ 1.07 and r ∼ 1.38 are
obtained. For those values, the inversion leads to tube
expansion factors that are compatible with previous esti-
mates by Klimchuk (2000) and Watko & Klimchuk (2000).
Note however that, according to Figure 2b, a period ratio
of r ∼ 1.38 requires an expansion of the tube by a fac-
tor of Γ ∼ 1.85, while observations by Watko & Klimchuk
(2000) seem to indicate that in only very few cases does
this parameter approach or exceed a value of 2. Despite
the solution to the two inversion problems using the al-
gebraic forward predictions given by Eqs. (12) and (13)
seems straightforward, the Bayesian framework makes use
of all the available information in a consistent manner and
enables us to consistently propagate errors from observa-
tions to inferred parameters.
The potential of Bayesian methods becomes more visi-
ble when we move to the second level of Bayesian inference,
namely model comparison. The key question here is what
is the amount of evidence that we have in support of one
model (the density structured model) in front of the other
(the magnetically structured model), or even in support of
any of them in front of the null hypothesis, in this case that
the waveguides are uniform along the field. The solution
to the inference problem is unable to answer these ques-
tions, since any inference is conditional to the assumption
that a particular model under consideration is true. To
answer these questions we need to apply Bayesian model
comparison.
For this reason, Arregui et al. (2013a) considered the
relative performance of three models in explaining observed
period ratio values. In the following, M0, M1, and M2
stand for the uniform, density stratified, and expanding
loop models, respectively. Upon computation of the marginal
likelihood for each of them, by making use of Eq. (3) and
displayed in Figure 3a, one can appreciate that model M0
is likely for period ratios around one, M1 for period ratios
shorter than one and M2 for period ratios larger than one.
The lateral extent of the three marginal likelihoods de-
pends on the particular value assumed for the uncertainty
on the measured period ratio. By assuming that the three
models are equally probable a priori, the posterior ratio
is equal to the Bayes factor, which expresses how well ob-
served data are predicted by one model against the other.
A quantitative model comparison can then be performed
by computing the Bayes factor and by using the empirical
evidence classification scale in Table 1 to assign a level of
evidence to one model in front of the alternative.
Consider first the comparison between model M1 for
stratified loops with model M0 corresponding to a uni-
form loop. Figure 3b shows the Bayes factors BF10 and
BF01 as a function of the data for a given error. In the
figure, different shades of grey limit ranges in period ratio
with different levels of evidence, depending on the magni-
tude of the Bayes factors following the empirical Table 1.
White regions indicate values of period ratio for which
there is minimal evidence for any of the models that are
being compared. Then, different shades of grey indicate re-
gions with positive, strong and very strong evidence, with
the level of evidence being larger for darker regions. The
lower the measured period ratio, the more plausible is the
stratified model in front of the uniform model. However,
a period ratio shorter than one does not automatically
imply evidence for a stratified loop model. For the as-
sumed uncertainty of period ratio, only for period ratio
measurements below 0.87 we have Bayes factors that in-
dicate positive evidence for the stratified model. Strong
evidence is obtained below 0.78 and very strong evidence
for period ratios below 0.71. A similar exercise can be per-
formed by comparing the magnetic expansion and uniform
models (see Figure 3c). A period ratio larger than one does
not automatically translate into evidence for an expanding
loop model. Positive, strong, and very strong evidence for
the expanded model are obtained for period ratio measure-
ments above 1.16, 1.23, and 1.28, respectively. Finally, we
can compare the stratified and magnetic expansion mod-
els. Figure 3d shows that different levels of evidence for
one model or the alternative are obtained depending on
the measured period ratio and the uncertainty for period
ratio measurements to the left or to the right of the value of
P1/2P2 = 1 which would correspond to a uniform plasma
and a uniform field along an infinitely thin loop. Around
this value, there is a region, with 0.96 < r < 1.06, in which
no firm conclusion can be established. Positive, strong,
and very strong evidence for M1 occur below 0.96, 0.87,
and 0.80, respectively. Positive, strong, and very strong
evidence for M2 occur above 1.06, 1.15, and 1.21, respec-
tively.
In the model comparison example here explained, a
value σ = 0.08 has been selected for the uncertainty on
the period ratio measurement, so as to clearly show the
different regimes for the evidence. An increase (decrease)
of σ produces a decrease (increase) of any evidence. The
inference in Figure 2a for r = 0.91 with uncertainty of σ =
0.04 falls into the region of positive evidence for hypothesis
M1. The inference in Figure 2b for r = 1.07 should have
an uncertainty of σ = 0.03 (close to the reported error) to
conclude that there exists positive evidence for hypothesis
M2.
Seismology inversion techniques akin to those employed
with coronal magnetic and plasma structures can also offer
information about the physical conditions of prominence
plasmas. When observed with high resolution instrumen-
tation, solar prominences are seen to be composed of a
myriad of fine threads that also display transverse oscil-
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Figure 3: (a) Marginal likelihoods computed using Eq. (3) for models M0, M1 and M2 as a function of the data. (b)–(d) Bayes factors
computed using Eq. (4) for the model comparisons between M1 over M0, M2 over M0, and M1 over M2. In (b)–(d), white regions indicate
IE: inconclusive evidence (2logeBF ∈ [0, 2]); PE: positive evidence (2logeBF ∈ [2, 6]); SE: strong evidence (2logeBF ∈ [6, 10]); VSE: very
strong evidence (2logeBF > 10). Uniform priors in the ranges η ∈ [0, 8] and Γ ∈ [1, 2.5] have been taken. In all figures σ = 0.08. Adapted
from Arregui et al. (2013a).
Figure 4: (a) Marginal likelihoods for three density models considered by Arregui & Soler (2015) as a function of the observable period ratio,
r: p(r|MP) (dashed line), p(r|MG) (dotted line) and p(r|ML) (solid line). (b)–(d) Bayes factors for the model comparisons between (b) the
parabolic and the Gaussian density models; (c) the parabolic and the Lorentzian density models; and (d) the Gaussian and the Lorentzian
density models, as a function of the period ratio. Adapted from Arregui & Soler (2015).
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lations (Lin et al., 2005, 2009). These threads are clearly
structured in density since the cool and dense plasma oc-
cupies only a fraction of a larger magnetic flux tube. The
observation of multiple periods in transverse thread oscil-
lations also offers information on the structuring of the
plasma along the magnetic field. Soler et al. (2015) have
shown that theoretical predictions for the period ratio de-
pend on the particular profile that is adopted to model
field-aligned density variations. As the exact profile is un-
known, this poses a problem since inference results depend
on the theoretical model that has been assumed. To shed
some light into the most plausible density profile along
prominence threads, Arregui & Soler (2015) considered
three alternative density profiles: parabolic (MP ), Gaus-
sian (MG), and Lorentzian (ML) and their theoretical pre-
dictions for the period ratio to perform parameter infer-
ence and model comparison in the Bayesian framework.
Figure 4 shows the results of the model comparison
between the three adopted profiles, a similar exercise to
the one described before for coronal loop oscillations. The
marginal likelihoods displayed in Figure 4a show that the
parabolic and Gaussian profiles are likely to produce pe-
riod ratios in the lower half of the considered period ratios
range, from 2 to 4. Beyond that, their likelihood decreases
significantly. Hence, if our observed period ratio is in the
range between 2 and 4, it can be difficult to obtain signifi-
cant evidence for one model to be preferred over the other.
The Lorentzian profile is more likely to reproduce values of
the period ratio larger than those that can be reproduced
by the parabolic and the Gaussian profiles. The distribu-
tion peaks at about 4.4, but is rather extended and covers
almost all values of the considered range for the period
ratio.
By computing Bayes factors, the one-to-one relative
plausibility between the three models was assessed. The
results displayed in Figures 4b-d indicate that a Lorentzian
density profile with plasma density concentrated around
the centre of the tube offers the most plausible density
distribution. The model comparison results indicate that
the evidence points to the Gaussian and parabolic profiles
for period ratios in between 2 and 3, while the Lorentzian
profile is preferred for higher period ratio values. This
model comparison technique could be used to obtain in-
formation on the plasma structure along threads, provided
period ratio measurements become widely available.
The two examples discussed in this subsection show
that Bayesian analysis techniques offer useful tools to dis-
criminate between competing models. The marginal likeli-
hoods and Bayes factors enable us to quantify the relative
performance of alternative physical models in explaining
observed data, taking into account their uncertainty.
3.3. Seismology using Gaussian and exponential damping
regimes
Theoretical studies of damping by resonant absorp-
tion of standing and propagating waves have predomi-
nantly focused on the modelling of the decay of the oscil-
lations using exponential profiles (Ruderman & Roberts,
2002; Goossens et al., 2002). Subsequent studies have
shown that this exponential profile does not cover the ini-
tial phase of the damping unless an eigenmode is excited
right from the start. Analytical and numerical studies
have shown that the full nonlinear damping profile is bet-
ter approximated by an initial Gaussian profile for short
distances/times followed by the usual exponential profile
for long distances/times (Pascoe et al., 2012; Hood et al.,
2013). As shown by Pascoe et al. (2013), the Gaussian
damping regime is important for low density contrasts and
for short time spans.
The use of a combined damping profile has a marked
advantage from the seismology point of view. Consider,
following Pascoe et al. (2013), a damped propagating trans-
verse wave in a magnetic flux tube. An example of the
spatial dependence of the velocity amplitude from numer-
ical simulations is shown in Figure 5. The amplitude is
fitted to a double profile. The initial Gaussian stage, with
a damping length scale Lg, can be approximated as
Lg
λ
=
(
2
π
)(
R
l
)1/2(
ζ + 1
ζ − 1
)
, (14)
with λ the wavelength and ζ and l/R the two parameters
that define the variation of density at the non-uniform
layer. For the ensuing exponential stage, the classic ex-
pression for the damping length-scale is
Ld
λ
=
(
2
π
)2(
R
l
)(
ζ + 1
ζ − 1
)
. (15)
Notice that both damping lengths are functions of the
same two physical parameters that we aim to infer. The
additional information comes from the height, h, at which
the damping regime changes from Gaussian to exponen-
tial. This is given by (see Pascoe et al., 2013)
h =
L2g
Ld
= λ
(
ζ + 1
ζ − 1
)
. (16)
As first proposed by Pascoe et al. (2013), the double profile
fitting of such a general profile leaves us with two observ-
ables (e.g., one damping length and the height of regime
change) and two unknowns, ζ and l/R, thus making feasi-
ble a proper seismology inversion. On the top left panel of
Figure 5 is the general spatial damping profile given by the
solid line. The transition between Gaussian and exponen-
tial damping is given by the vertical dotted line. At the
bottom, the general profile is split into its two components:
Gaussian (dot-dashed) and exponential (dashed).
Using analytical expressions for the Gaussian and ex-
ponential damping length scales and the position at which
the damping regime changes, Arregui et al. (2013b) showed
how Bayesian inference can be used to obtain the density
contrast and the transverse inhomogeneity length scale.
In this particular example, a hypothetical value for h was
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Figure 5: Transverse velocity component as a function of the height at the axis of the tube for propagating kink waves in a numerical simulation
with ζ = 1.5 and l/R = 0.4. One-dimensional marginal posterior distributions for the density contrast (b) and the transverse inhomogeneity
length scale (c) corresponding to the inversion of a spatially damped transverse oscillation with Lg/λ = 5.0 ± 0.1 and h/λ = 4.9 ± 0.1. (d)
Joint two-dimensional posterior distribution. The light and dark gray shaded regions cover the 95% and 68% credible regions, respectively.
Adapted from Arregui et al. (2013b).
Figure 6: Spatial variation of the equilibrium mass density across the magnetic flux tube for waveguide models with a linear profile (solid
line), a sinusoidal profile (dotted line), and a parabolic profile (dashed line). The ratio of internal to external density is ρi/ρe = 10 and the
thickness of the nonuniform layer is l/R = 1. Classic seismological inversion result of the event with strong damping (P = 185 [sec] and
τd = 200 [sec]) with the one-dimensional solution curves in the three-dimensional parameter space corresponding to the sinusoidal (black),
linear (read), and parabolic (blue) density models. The dashed lines are the projections of the inversion curves to the various planes. Adapted
from Arregui et al. (2015).
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used. In a recent study of standing loop oscillations, Pas-
coe et al. (2016) obtain the transition time from Gaussian
to exponential damping with an accuracy of a few minutes.
The results for a particular choice of observed damping
length-scale are shown in Figures 5b-d. The figures dis-
play the marginal posteriors for the density contrast and
the transverse inhomogeneity length-scale and their joint
two-dimensional posterior, indicating the 68% and 95 %
credible regions. The inference fully constrains the two
parameters that define the cross-field density structure of
the waveguide. We note that the inference results in Fig-
ure 5 were obtained for a rather large value of l/R = 0.4
in the numerical simulation, while the inference was per-
formed by making use of expressions (14)–(16) which are
in principle only valid under the TTTB approximations.
3.4. Density structure across coronal waveguides
In Sections 3.1 and 3.3 we have shown that obtain-
ing information about the cross-field density structuring
of coronal loops has motivated several studies in this field.
In all cases, particular assumptions are made about the
exact profile of the density variation at the non-uniform
layers for resonantly damped transverse oscillations. For
instance, in expressions (14) and (15), the numerical fac-
tors in front of the functions of the density contrast and
transverse inhomogeneity length-scale depend on the par-
ticular profile that is adopted for the density variation at
the layer, which is unknown and not directly measurable.
In a recent study, Arregui et al. (2015) have presented the
application of the three levels of Bayesian inference (pa-
rameter inference - model comparison - model averaging)
to the problem of inferring the cross-field density variation
in transversely oscillating coronal waveguides.
Figure 6 (left panel) displays the spatial variation of
three commonly used density models at the boundary of
the waveguide: the linear, sinusoidal, and parabolic pro-
files. Although they lead to a priori not very different
numerical factors in the expression for the damping rate
(2/π ∼ 0.64 for the sinusoidal profile, 4/π2 ∼ 0.41 for
the linear profile, and 4
√
2/π2 ∼ 0.57 for the parabolic
profile), the solutions to the three inversion problems, fol-
lowing the classical methods by Arregui et al. (2007) and
Goossens et al. (2008) and computed by Soler et al. (2014)
display marked differences (see right panel in Figure 6).
One could conclude that the inverse solutions for reso-
nantly damped transverse oscillations strongly depend on
the assumed density profile at the tube boundary.
The problems of determining how different the solu-
tions are, when considering the uncertainty on the inver-
sion, and of assessing which one of the density models
better explains data have been considered by Arregui et
al. (2015). First, the inversion problem was solved us-
ing Bayesian analysis. The analysis was applied to two
cases from a set of observations by Ofman & Aschwan-
den (2002), one representing observations with moderate
damping (P = 272 sec, τd = 849 sec, τd/P = 3.12)
and another representing observations with strong damp-
ing (P = 185 sec, τd = 200 sec, τd/P = 1.08). A timescale
of 30 sec was taken as the uncertainty on measured pe-
riod and damping time, in line with current observational
capabilities.
For the case with moderate damping, Figure 7 displays
the obtained results with the posteriors arranged in such a
way that a comparison between the inversions for the three
alternative density models can be directly made. The top
row shows results employing the analytical thin tube and
thin boundary approximations for the period and damping
time, the bottom row those employing numerical solutions
outside these approximations. We see that for moderate
damping, the adopted density model does not seem to in-
fluence the inference result that much. For the case with
strong damping, Figure 8 displays the obtained results.
Again, the top row shows results employing the analytical
thin tube and thin boundary approximations for the pe-
riod and damping time, the bottom row those employing
numerical solutions outside these approximations. These
figures clearly show that in cases with strong damping, the
chosen model has important consequences on the inversion
results.
The pertinent question is then how to decide which one
among the inferences shown in Figures 7 and 8 for the al-
ternative density models should one belief the most. To
try to answer this question, Arregui et al. (2015) applied
model comparison to assess the plausibility of the alter-
native models to explain observed data. The panels in
Figure 9 show the two-dimensional distribution of Bayes
factors for the comparisons between linear vs. sinusoidal,
parabolic vs. sinusoidal, and linear vs. parabolic models.
The different grey-shaded regions indicate the level of ev-
idence for one model against the alternative. The results
indicate that only for quite strong damping regimes (low
values of damping time in comparison to the oscillation
period) do we obtain substantial evidence for one model
against the alternative. In those regions, the linear model
would be the one supported by data.
However, most observed damped loop oscillation events
display damping times that are a few times longer than
the oscillation period. This means that, for this prob-
lem, model comparison does not enable us to make any
firm statement about the preferred model for the cross-
field density profile at the tube boundary.
Even if the analysis does not give strong enough sup-
port for any model, the evidence for each of them is dif-
ferent. The third level of Bayesian inference enables us
to perform the most general possible inference by comput-
ing a model-averaged posterior distribution, conditional
on the observed data, and weighted with the probability
of our set of three alternative models. Figure 10 shows the
model-averaged marginal posteriors for the three parame-
ters of interest computed for each model. In all panels the
model-averaged posteriors using the TTTB and the nu-
merical solutions are compared. In the moderate damping
case, very similar model-averaged posteriors are obtained
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Figure 7: Marginal posteriors for (τAi, ζ, l/R) for the moderate damping case (P = 272 [sec]; τd = 849 [sec]; σP = στd = 30 [sec)]) and for
the three alternative density models: sinusoidal (solid); linear (dotted); parabolic (dashed). Top row: TTTB results; bottom row: numerical
results. Adapted from Arregui et al. (2015).
Figure 8: Marginal posteriors (τAi, ζ, l/R) for the strong damping case (P = 185 [sec]; τd = 200 [sec]; σP = στd = 30 [sec)]) and for the three
alternative density models: sinusoidal (solid); linear (dotted); parabolic (dashed). Top row: TTTB results; bottom row: numerical results.
Adapted from Arregui et al. (2015).
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Figure 9: Contour plots of the regions with different levels of evidence according to Bayes factor values from the comparison between
alternative density models in the two-dimensional observational parameter space (P , τd). ME: minimal (inconclusive) evidence; PE: positive
evidence; SE: strong evidence; VSE: very strong evidence. Top row panels correspond to the analysis using TTTB solutions. Bottom row
panels correspond to the analysis using numerical solutions. The density models being compared are: (a) and (d): sinusoidal vs. linear; (b)
and (e): sinusoidal vs. parabolic; and (c) and (f): linear vs. parabolic. Adapted from Arregui et al. (2015).
Figure 10: Model-averaged marginal posteriors for the three parameters of interest computed using expression (5). Top and bottom panels
correspond to the moderate (P = 272 [sec]; τd = 849 [sec]) and strong (P = 185 [sec]; τd = 200 [sec]) damping cases, respectively. In all
cases, σP = στd = 30 [sec]. On each panel, solid lines represent the inference performed using the TTTB solutions while dashed lines are for
the inference performed using the numerical solutions. Adapted from Arregui et al. (2015).
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for the three parameters of interest. Differences are more
marked in the strong damping case. These model-averaged
posteriors offer the most general inference result that can
be obtained on the unknown parameter values. They take
into account all the available information, i.e., the prior
information, the observed data with their uncertainty, the
modelling constraints, and the evidence for each model in
view of data.
3.5. Hierarchical inference of coronal loop oscillations
The results described so far were based on the inversion
of individual loop oscillation properties, thus obtaining the
physical parameters of particular events. Also, the wave
properties used as observables were restricted to periods
and damping times, quantities obtained from the manip-
ulation of primarily measured quantities, such as the dis-
placement as a funcion of time. Asensio Ramos & Arregui
(2013) have gone one step forward by using the displace-
ment time series themselves. In addition, instead of using
priors constructed from our state of knowledge before con-
sidering the data, Asensio Ramos & Arregui (2013) com-
puted the priors using observational information obtained
from a global analysis including a large number of events.
This was done by performing a fully consistent analysis of
a large number of observations of different events using a
hierarchical Bayesian framework. In the same way as di-
rectly measured properties of transverse loop oscillations
can be summarised in the form of histograms, the hier-
archical analysis enables us to obtain similar information
for the physical parameters that cannot be directly mea-
sured. The results consist of data-favoured distributions
for the unknown parameters that can afterwards be used
to construct priors based on our current observational in-
formation of coronal loops.
The hierarchical scheme by Asensio Ramos & Arregui
(2013) considers a generative model for the observed dis-
placement of loop oscillations given by
d(t) = dtrend(t) + dosc(t) + ǫ(t) + b(t). (17)
Here, ǫ(t) is the uncertainty of the amplitude measurement
and b(t) takes into account the presence of any remaining
uncertainty produced by non-modelled effects. The oscil-
latory component is modelled in terms of a sinusoidal with
an exponential decay as
dosc(t) = A sin
[
2π
P
(t− t0)− φ0
]
exp
[
− t− t0
τd
]
,(18)
with A the amplitude of the oscillatory part, P its period,
t0 a reference initial time fixed from the observations, φ0
the initial phase of the oscillation and τd the damping time
scale. For the detrending of the oscillatory motion a simple
polynomial function is used that absorbs all the unknown
effects (Aschwanden et al., 2002)
dtrend(t) =
N∑
i=0
ai(t− t0)i, (19)
where the coefficients ai are obtained for each coronal loop
and the order N is adapted to the needed complexity. For
simplicity, the values of the ai coefficients were fixed to
those obtained by Aschwanden et al. (2002).
The sole use of the generative model does not enable to
extract much information. This is complemented with the
adoption of a model to explain the observed period and
damping. Assuming resonant absorption, these quantities
are given by expressions (11).
Following the hierarchical inference scheme described
in Section 2.4, Asensio Ramos & Arregui (2013) consider
that the oscillatory displacement of the i-th coronal loop is
determined by the set of parameters θi = {τA, ξ, l/R,A, φ0, σb}.
The vector Θ = {θ1, θ2, . . . , θn} of length 6N then con-
tains all the model parameters for N observed loops. Once
appropriate likelihood and priors are considered, the scheme
is applied to a set of 30 observed loop oscillations and a
Markov Chain Monte Carlo method is used to sample the
posterior in Eq. (10). The marginal posteriors for a sam-
ple of 5 among the 30 coronal loops show that the Alfve´n
travel time, the density contrast, and the transverse inho-
mogeneity length scale are well constrained. The hierar-
chical structure of the model enables to obtain the general
properties of coronal loops. To do so, the inferred distribu-
tions for the hyperparameters have first to be computed.
Once the hyperparameters are known, Asensio Ramos &
Arregui (2013) use this information to get the global prop-
erties of the physical properties of coronal loops.
Asensio Ramos & Arregui (2013) first use the so-called
type-II maximum likelihood approximation. This consist
of evaluating the parametric priors at the most probable
values of their parameters, which are obtained from the
peaks of the distributions for the hyperparameters. Fig-
ure 11 shows the inferred distributions for the unknown
parameters as blue lines. This distributions represent the
underlying distribution from which the values of l/R, τAi,
and ζ have been sampled, under the assumption that this
global distribution is shared among all the coronal loops.
They can be viewed as generalised histograms of unob-
served quantities. They represent data-favoured updated
priors for the parameters of the model that can be used
in any future modelling. The distributions indicate that
roughly all allowed values are possible for the transverse
inhomogeneity length scale, with a preference for l/R < 1.
The most probable value for τAi is ∼160 s, with a median
value of ∼212 s. The density contrast is above 2.3 and
below 6.9 with 95% probability, with a median value of
3.8.
These results are then compared by Asensio Ramos &
Arregui (2013) with what one would obtain using a simple
histogram with the inferred parameter values using the
method by Arregui & Asensio Ramos (2011) to the ob-
servations collected in Table 1 of Verwichte et al. (2013).
Figure 12 shows that the results are somehow comparable,
although the error bars are not taken into account in the
histogram.
In summary, the hierarchical Bayesian analysis by Asen-
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Figure 11: Inferred distributions for the transverse inhomogeneity length scale (left panel), the Alfve´n travel time (central panel), and the
density contrast between the tube and the environment (right panel). Grey curves represent the marginalised inferred distribution. Blue lines
are the distributions evaluated at the peak of the distributions of the hyperparameters. From Asensio Ramos & Arregui (2013).
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Figure 12: Comparison between the inferred distributions shown in Figure 11 and a simple histogram carried out with the inferred values of
τA and l/R using the formalism of Arregui & Asensio Ramos (2011). From Asensio Ramos & Arregui (2013).
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sio Ramos & Arregui (2013) offers a tool to obtain global
physical information from the analysis of a large set of
coronal loops. The resulting distributions contain infor-
mation that summarises what can be inferred from the
analysis of such a large set and that can thereafter be used
to construct informative priors in the inversion of individ-
ual events.
3.6. Coronal loop density profile from measured displace-
ment time-series and forward modelled EUV emission
The results described in Sects. 3.3 and 3.4 and those
obtained by Pascoe et al. (2016) have shown that the kink
mode damping rate and the use of the Gaussian and ex-
ponential damping regimes are powerful diagnostic tools
to infer the coronal loop density profile. The use of these
tools has been recently extended by including additional
physical effects, such as a time-dependent period; the pres-
ence of additional longitudinal harmonics; or the decay-
less regime of standing kink oscillations by Pascoe et al.
(2017a).
In their Bayesian analysis, Pascoe et al. (2017a) con-
sider a general damping profile to model the measured dis-
placement as a function of time. The model consist of up to
four oscillatory components in addition to the background
trend. The components enable to take into account: the
time-dependent period of oscillations, by means of a time-
dependent Alfve´n transit time; the possible presence of
longitudinal harmonics; and a decayless component. In
contrast to Arregui & Asensio Ramos (2011); Arregui et
al. (2013a,b); Arregui & Asensio Ramos (2014), who per-
form the inference from measured periods and damping
times, but similarly to Asensio Ramos & Arregui (2013),
the analysis is applied to the time series of a transverse
oscillation using the measured loop positions Yi at times
ti. The background trend is simultaneously fitted with the
harmonic components.
The analysed loop oscillations are selected from a cat-
alogue compiled by Zimovets & Nakariakov (2015). An
example is shown in Figure 13. The measurement of the
loop position in time shows that the aharmonic shape of
the signal for the first couple of cycles is reproduced by
small amplitude second and third harmonics. The os-
cillation also contains a decayless component. Evidence
is gathered by an additional analysis involving Bayesian
model comparison and the computation of Bayes factors.
There is strong evidence for the stratified model over the
uniform loop model with Bayes factor ∼ 12.6, and strong
evidence for the uniform loop model over the expanding
model with Bayes factor ∼ 6.1. The right panel in Fig-
ure 13 shows the seismologically inferred density contrast
and transverse inhomogeneity length scale. We note that
the thin boundary approximation was used in the theoret-
ical modelling, while the inference result leads to not so
thin layer estimates, with l/R ∼ 0.6. This example shows
how the combination of Bayesian inference, spline interpo-
lation of the background trend, and Markov Chain Monte
Carlo sampling offers an accurate estimate of a range of
model parameters and an efficient handling of models with
a large number of parameters. In the example here shown,
there are 26 varied parameters describing the four com-
ponents of the oscillation, the damping, the background
trend, and the estimated noise. The use of Bayes factors
is also useful to test for the possible existence of additional
harmonics.
As a follow-up study, Pascoe et al. (2017b) have anal-
ysed to what extent the derived density profile accounts
for the observed intensity profile of the loop and how the
transverse intensity profile may be used to complement
the seismological technique. This was done by forward
modelling of the EUV intensity using the isothermal and
optically transparent approximations for which the inten-
sity of EUV emission is proportional to the square of the
plasma density integrated along the line of sight.
Four alternative models for the transverse loop struc-
ture were considered: the step density profile (S); the gen-
eralised Epstein density profile (E); the linear transition
layer profile (L); and a Gaussian density profile (G). For
each of these models, the integrated loop intensity is cal-
culated by numerically constructing a 2D Cartesian den-
sity profile for the radial profiles. The emission from the
background plasma is incorporated as well. Then, the in-
tensity profile is smoothed to simulate the effect of the
point spread function. The modelled intensity profile is
then compared with the observational data and values for
the Bayes factors are computed.
The method is applied to the same Loop 3 in the dis-
cussion above. Figure 14 shows the obtained results. The
left panel shows the observational intensity profile (sym-
bols) and the forward modelled linear profile (blue line).
The right panel shows the histogram for the transverse in-
homogeneity layer. By comparing the obtained result for
l/R using this method with the one obtained by Pascoe et
al. (2017a), the authors find that these two different ap-
proaches give consistent estimates for this density struc-
ture parameter. The size of the layer is consistent with
the linear model, but also with the Epstein profile. This
application shows how the density profile parameter l/R
may be estimated by forward modelling of the transverse
intensity profile. Note that it this case the loop oscilla-
tion is not a requirement for the method to be applied.
This study also shows how Bayes factors can be useful to
compare different density profile models.
4. Summary
We have presented the fundamental concepts of Bayesian
methods and their first applications to seismology of the
solar atmosphere. We argued that because seismology di-
agnostics of the physical conditions and processes in the
solar atmosphere has to be performed under conditions of
limited and uncertain information, our conclusions need to
be given in terms of probability statements. These prob-
ability statements are obtained in the form of marginal
posterior distributions for the grade of belief on unknown
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Figure 13: Analysis for Loop 3 in Pascoe et al. (2017a) using a uniform and infinitely thin loop model including the decayless regime. Left:
loop position (symbols) as a function of time described by the model (green line) which includes a background trend (blue line). The red
shaded region represents the 99% credible intervals for the loop position predicted by the model, including an estimated noise. The dotted
and dashed lines denote the start time of the oscillation and the time when the switch between Gaussian and exponential damping profiles
occurs, respectively. Right: density profile parameters determined by the oscillation damping envelope. The red bars are based on the median
values and the 95% credible intervals. Adapted from Pascoe et al. (2017a).
Figure 14: Left: SDO/AIA 171 EUV intensity (left) across the loop is described by Model L (blue line) which includes a background trend
described by a second order polynomial. The shaded regions represent the 99% confidence intervals for the intensity predicted by the model,
with (red) and without (blue) modelled noise. The vertical dotted and dashed lines denote x0 and x0 R, respectively. Right: Histogram of
normalised layer width ǫ = l/R based on 105 samples. The vertical dotted and dashed lines denote the median value and the 95% credible
interval, respectively. Adapted from Pascoe et al. (2017b).
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parameters taking on given values, marginal likelihoods for
the plausibility of the measured data under the assump-
tion of a given theoretical model, and Bayes factors to
measure the relative performance of alternative models in
explaining the same data.
The application of Bayesian seismology techniques has
been successful in the task of inferring parameters such as
the internal Alfve´n speed and the transverse inhomogene-
ity length-scale in coronal loops, the coronal density scale
height, or the magnetic field expansion rate, all of them
conditional on the measured wave properties and taking
into account their uncertainty. The method incorporates
consistently calculated credible intervals and propagation
of uncertainty from measured wave properties to inferred
physical parameters. Bayesian analysis also enables to per-
form model comparison. Initial applications have provided
the assessment of alternative plasma density structuring
models along and across the magnetic field in coronal loops
and prominence fine structures. When the evidence does
not support a particular model strong enough, model av-
eraging offers the most general inference. This is the most
general inference one can perform. It uses all the available
information in a consistent way: prior information, data
with uncertainty, model predictions, and model evidence
in view of data.
The future of Bayesian inversion techniques in solar at-
mospheric seismology looks encouraging. As we improve
our analytical and theoretical models, considering more
realistic representations of MHD waves, and gather higher
quality data from space observatories the need to develop
self-consistent methods for a proper comparison between
theory and observations increases. The future prospects in
the application of Bayesian methods to another unsolved
problems related to solar atmospheric wave dynamics are
promising. Possible future applications of the Bayesian
methodology should consider problems such as the assess-
ment of the wave vs. flow character of the observed distur-
bances or the discrimination between alternative heating
mechanisms, both wave-based or otherwise.
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