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University of Mysore 1. Introduction. The purpose of this paper is to prove the law of the iterated logarithm for a sequence {f(xn)}, where f is a real-valued function defined on the state space of a discrete Markov Process {xn} satisfying Doeblin's hypothesis [3] .
Most of the known results concerning the law of the iterated logarithm are obtained for a sequence of independent random variables and the proofs mainly depend on (i) the rate of convergence in the central limit theorem and (ii) certain inequalities due to Kolmogorov/Levy [5] . In Section 3 we obtain the rate of convergence of n-Y%j=f(xj) to the normal distribution. In Section 5 we obtain the rate of convergence of the maximum of the partial sums of the random variables f(xj) to the positive normal distribution and use this rate in the place of Kolmogorov/Levy inequalities.
2. Preliminary assumptions and lemmas. Let X be a space of points 4 and let Fx be a Borel field of subsets of X. Let {xn} be a Markov process with state space X and stationary transition probabilities: (2.1) P(d, A)-P(Xn+ I cA I Xn
That is, {xnl is a sequence of measurable functions from some probability space (Q, -, P) to X such that (2.1) holds where the transition function p(4, A) is a measurable function of 4 for fixed A eFx and is a probability measure on Fx for fixed d. The initial distribution 7t is defined by 7r(A) = P{x1 eA} and the n-step transition probabilities are given by p(n)(4, A) -P {xn+ I EA Ix1d=} . Throughout the following discussion Doeblin's condition will be assumed. In fact, we shall assume the hypothesis (Do): (a) Doeblin's condition is satisfied.
(b) There is only a single ergodic set and this contains no, cyclically moving subsets.
It is known that if (Do) holds then there exist positive constants y and p, p < 1, and a unique stationary absolute distribution p such that lp(n) (, A) -p(A)I < ypn for all 4 E X and A E Fx and n ? 1. Throughout the following discussion we shall make the assumption:
Let C1, C2, be absolute constants. We shall now obtain two lemmas which will be used in the later analysis. Let rs m denote the a-field generated by the random variables (rv's) xr, *., xm. [5] , that P(A I g x) = limm,OOP(A IHm(x)). Then we have by Lemma 7.1 page 222 [3] |P(A j g = X)-P(A)j where Sn=y!=jf(xj). Throughout this paper we shall assume that a12 > 0 and that (3.1) holds for some 6 < 1. The purpose of this section is to obtain an estimate of the difference between the distribution of (Sn)/o1n1 and the standard normal distribution. 
PROOF. Let tj = i(n) be an arbitrary positive number. P(Sn < xu , n2) = P(T?, + Yn < xu 1 n2, I Yn|-t1f1 n-1)
=J0.0P(T?-yi < u-xl) dF(xl) + 01(n), say.
By Corollary 2. 1, O01(n)I < 2yp f. Also P(T -y 1 < u-x 1) = f 0P(T -y 1-Y2 ?
u-x 1 -x2) dF(x2) + 02 *(n) so that
where 102(n)| <-Soo 102*(n)I dF(x1) ? 27p0.
Proceeding as above we get
where Z1, , Z, are independent random variables each distributed like Yi and 10j(n)I < 2ypfl, 1 _ j _ Iu-1. Also E(Z1o, a'2-?1 as n-* oo. It therefore follows that limn P(Z1 +. +ZH ? x1 n2) = D(x)
In fact using Esseen's estimate [4] we get (3.8) supx I P(Z1 + + Z, < xa1 n))-J(x)j < C2 Wn2 = where C2 does not depend on n.
From relations (3.5) to (3.8) we have (3.9) (D(x -)C2 n -'/ + Ej --I' Oj(n) -P(I Vn > ila, n-1-) < P(Sn ? xa1 n') < D(x + q) + C2 n -a8+ Ej-1Oj(n) + P(| Vn I > ila n t But I F(x)-P(x?+q) _ q. Following the discussion to prove (7.16), page 229 [3] we obtain E(Vn2) = O(n4). Applying Tchebyshev's inequality we get
where C3 depends on a, only.
We have then from (3.9)
Taking q = max {n-18, n-1/12} we get for n large, say, > No
4. An approximation theorem for a multidimensional distribution. Set
In this section we approximate the distribution function of (T,, --, Tpk) with an appropriate k-dimensional normal distribution function. We follow the method of Chung [2] . In view of (3.7) and (3.8) there exists a constant C5 such that (4.2) sup jR1| < C5 k2n18 and sup IRj*I < C5 k62n318 I<j < k for n large. Consider Using the relations at (4.2) we get by induction sup IRkI ? C5 k' +612,-618 for n large. From (4.1) and the above result we have IP(T < X1, T, Xk-(k(XI, * * * Xk)J < C5 k' +/n-8 I +2ykp0
<_ C6 k +612n-618
We thus proved LEMMA 4.1. There exist constants C6 and N1 such that for all n ? N,
where rlB is defined at the beginning of this section.
5. Rate of convergence of max,<r<n Sr. Set Sn* =max,<r<nSr and Sn** -max1 _ j<S(,+P)j. The limit distribution of Sn* has been obtained by Billingsley [1] .
We shall write oc+,f = ocl. Observe that In order to analyze P(Dr(2)) we set 5n = [n361(8+46)]. Then if oc1j(r)-r > 6n P(Dr (2 )) < P(Dr){ |Sal j(r) -Sr + n | > (I)ql a, n'})
by Corollary 2.1 and Tchebyshev's inequality. Therefore
If a1j(r) -r < 3. also this inequality holds.
We have from (5.2), (5.3) and the above inequality P(S. * > xa , ni-) < P(Sn * > (x -il )a ni ) Set T, *=max1<_r<uTr and T** =maxl< ikT T where pii's are as defined in Section 4. LEMMA 5.3. We can find constants C16 and N4 such that for n > N4 P(T,** (x-tll)al ni)-C161i1 P P(T* ? xal n4) < P(T** < xa1 ni).
PROOF. It is easily seen that If {xn4 is a sequence of independent Bernoulli variables defined by P(xn = ?1) 2 and f(x) = x then it is well known that where e1 = 1/(3+6), e2 = e1 6/4 and I*(x) is defined at (5.17).
6. The law of the iterated logarithm.
THEOREM 6. 1.
P{Iim sup {(S0)/(2a1 2n log log n)+} = 1 = 1.
PROOF. Write X(n) = (2al 2n log logn) .
From Theorem 3.1 we get for every b P(Sn < bx(n))-F(b(2 log log n') I < C21 max (n-18, n-F11 2)
Using the asymptotic relation for 1-'D(x) we get from the above inequality
for any positive constants 0 and b.
Corresponding to every -< 1 and integer k we can find an nk such that nk -s o as k Xo and nk1 <-ck$ nk, k = 1, 2, . We assume that nO = 0. Then If e is an arbitrary fixed positive constant, we can choose positive numbers 4 and T so that (1 -)(T-1)T 2-2T-C 2> 1-e. Then 
