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1 概要
Z≥r を r 以上の整数全体の集合, F を q 個の元からなる有限体とし, 不定元 T に対し,
A = F[T ]とする. 以下, a, b, P ∈ A,P を既約多項式, d ∈ Z≥2, d | (q − 1)とする. 本論
文では, d次合同式
Xd ≡ a (mod P ) (1)
の解の存在を判定する d乗剰余記号について, 定義に従った場合と相互法則を用いた場合
との 2つのアルゴリズムの比較を行う. なお, d = 2の場合については, Bach [1]により調
べられており, 今回は d ≥ 3の場合を考察する.
g ∈ Aとする. g = 0のとき, |g| = 0と定義し, g ̸= 0のとき, |g| = qdeg(g) と定義する.
命題 1.1 P ∤ a とする. このとき, Xd ≡ a (mod P ) が解をもつことと, a |P |−1d ≡ 1
(mod P )は同値である.









となるような唯一の F∗ の要素を ( aP )d とする.
この記号 ( aP )d を d乗剰余記号とよぶ.
定義より, 以下のことが言える.








̸= 1 ⇐⇒ aが mod P で d乗剰余でない (すなわち, (1)が解をもたない).































= (−1) q−1d deg(a) deg(b)sgnd(a)deg(b)sgnd(b)− deg(a).
主結果
定義に従う方法 (以下 Algorithm 1) と相互法則を用いる方法 (以下 Algorithm 2) の
2 つのアルゴリズムの計算量を以下で与えた. 計算量は F 上での四則演算の回数とする.
k = deg(a), l = deg(b), k ≤ lとする. Algorithm 1 の計算量は, O(l2 log q log l log log l)
で, Algorithm 2 の計算量は, O(kl log l log log l) +O(k log q) である.
数値計算結果を与える. a, b の入力値については式が巨大なので割愛し, それぞれの次
数 k, lを載せることとする.ソフトウェアは Sage Math 8.3 を用いた (単位ms).
表 1 q = 3294127, d = 3, k = 300






表 2 q = 3294127, d = 3, l = 700







ドが速いということがわかった. また, Algorithm 1 については aの次数にはほとんど依
らず, bの次数に依ることがわかり, Algorithm 2 については aと bどちらも,次数が大き
い程時間がかかるということがわかった.
本論文の構成は以下の通りである. 第 2 章では, 冪剰余記号を与えるために有限体の多
項式環における諸定理を与える.第 3章では,冪剰余記号の定義と相互法則を与える.第 4





以下, Zを整数全体の集合とし, Z≥r を r 以上の整数全体の集合とする. Fは q 個の元
からなる有限体とする. 一般に有限体の要素の数は素数の冪であるので, 素数 p に対し,
q = pf とする. このとき, f = [F : Fp] であり, p は F の標数である. T を不定元とし,
A = F[T ]とする.
この節における証明に関しては, 木田 [3], Rosen [6],を参照せよ.
命題 2.1 f , g ∈ A, g ̸= 0とする.このとき, f = qg + r となるような, g, r ∈ Aが一意
に存在する.但し, r = 0もしくは deg(r) < deg(g)である.
証明は [6, Proposition 1.1]を参照せよ.
命題 2.1より, Aはユークリッド整域であり,単項イデアル整域かつ, 一意分解整域であ
ることがいえる.
命題 2.2 g ∈ A, g ̸= 0とすると, A/gAは qdeg(g) 個の要素をもつ有限環である.
証明. m = deg(g)とする. 命題 2.1より, {r ∈ A|deg(r) < m}は A/gAの完全代表系で
ある. このとき, r = α0Tm−1 + α1Tm−2 + · · ·+ αm−1 と表せる.ただし,0 ≤ i ≤ m− 1
に対し, αi ∈ Fである. αi はそれぞれ独立に F内で変化していき, Fの要素の数は q 個な
ので, A/gAの要素の数は qm 個である. □
定義 2.1 g ∈ Aとする. g = 0のとき, |g| = 0, g ̸= 0のとき, |g| = qdeg(g) と定義する.
命題 2.2より, g ̸= 0のとき, |g|は A/gAの要素の数である.
命題 2.3 m1, m2, · · · , mt ∈ A は互いに素とし, m = m1m2 · · ·mt とする. 写像
φi : A/mA → A/miAを自然な準同型とし,写像 φを φ(a) = (φ1(a), φ2(a), · · · , φt(a))
で定める.このとき,写像
φ : A/mA→ A/m1A⊕A/m2A⊕ · · · ⊕A/mtA
は環同型である.
証明は [6, Proposition 1.4]を参照せよ.
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系 2.1 Aの単元群 A∗ の群に制限される命題 2.3の同型 φ は, 以下の群同型を導く.
(A/mA)
∗ ≃ (A/m1A)∗ × · · · × (A/mtA)∗.
命題 2.4 P ∈ Aを既約多項式とする.このとき, (A/PA)∗ は |P | − 1個の要素をもつ巡
回群である.
証明.命題 2.1より, Aは PIDなので, PAは極大イデアルであり, A/PAは体である.体
の乗法群の有限部分群は巡回群であることから, (A/PA)∗ は巡回群である. 命題 2.2 よ
り,この群の位数は |P | − 1である. □
命題 2.5 P ∈ Aを既約多項式, e ∈ Z≥0 とすると,
#(A/P eA)
∗
= |P |e−1(|P | − 1)
である.
証明は [6, Proposition 1.6]を参照せよ.
定義 2.2 f ∈ A, f ̸= 0とする.このとき Φ(f)を,群 (A/fA)∗ の要素の数と定義する.
{r ∈ A|deg(r) < deg(f)} は A/fA の完全代表系であり, r が f と互いに素の場合の
み, r ∈ (A/fA)∗ である. 従って, Φ(f)は, 次数が deg(f)未満の 0でない多項式で, f と
互いに素であるものの個数である.
命題 2.6 Φ(f) = |f | ∏
P |f
(1− 1|P | ).


























命題 2.7 f ∈ A, f ̸= 0, a ∈ Aは f と互いに素とする.このとき,
aΦ(f) ≡ 1 (mod f).
証明は [6, Proposition 1.8]を参照せよ.
ここで, P ∈ Aは既約多項式で, a ∈ Aは P で割り切れない多項式とする. このとき命
題 2.7より,
a|P |−1 ≡ 1 (mod P )
が成り立つことがわかる.
命題 2.8 P ∈ A を既約多項式, d = deg(P ), X を変数とする.このとき,
X |P |−1 − 1 ≡
∏
0≤deg(f)≤d
(X − f) (mod P ).
証明は [6, Proposition 1.9]を参照せよ.
ここで, d | (|P | − 1)とすると,
(Xd − 1) | (X |P |−1 − 1)
となるので,命題 2.8より以下の系が従う.
系 2.2 Xd ≡ 1 (mod P )は d個の解をもつ.
命題 2.9 a, P ∈ A, P は既約多項式で, P ∤ a, d | (|P | − 1) とする. このとき, Xd ≡ a
(mod P )が解をもつことと, a |P |−1d ≡ 1 (mod P )は同値である.
証明. 命題 2.7より, bd ≡ a (mod P )ならば,
a
|P |−1
d ≡ b|P |−1 ≡ 1 (mod P )
である. d|(|P |−1)なので,命題 2.8より, 1の d乗根は全て体A/PA上にある. (A/PA)∗
から,それ自身を d乗する準同型写像を考える.この写像の核は位数 dで, 像は, d乗元全










Xd ≡ a (mod P ) (2)
の解の存在条件を調べる.
以下, a, b, P ∈ A, P を既約多項式とし, d ∈ Z≥2, d | (q − 1)とする.
P ∤ aとすると, 命題 2.9 より,
Xd ≡ a (mod P )
が解を持つのは, a |P |−1d ≡ 1 (mod P ) の場合のみである. どんな場合でも, 上の合同式




d ≡ α (mod P )
となるような唯一の α ∈ F∗ が存在する.ここで,以下のように d乗剰余記号を定義する.









となるような唯一の F∗ の要素を ( aP )d とする.






この記号 ( aP )d を d乗剰余記号とよぶ.
d = 2のとき,この記号はルジャンドル記号と同様の記号である.
定義 3.1より, 以下のことが言える.








̸= 1 ⇐⇒ aが mod P で d乗剰余でない.(すなわち, (1)が解をもたない)
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3. xd ≡ a (mod P )が解を持つことと, ( aP )d = 1は同値である.
証明は [6, Proposition 3.1]を参照せよ.







証明. δ = deg(P )とすると,





= (1 + q + · · ·+ qδ−1)q − 1
d


















































を示せば, 両辺を q−1d 乗するだけなので定理が従
う. α, β を P,Qのそれぞれの根とし, F′ を F, α, β を含む有限体とする. このとき,
P (T ) = (T − α)(T − αq) · · · (T − αqδ−1)
Q(T ) = (T − β)(T − βq) · · · (T − βqν−1) (3)
とすることができる. A′ = F′[T ]とする. f(T ) ∈ A′ ならば,
f(T ) ≡ f(α) (mod (T − α)) (4)
であり, g(T ) ∈ Aならば,





≡ Q |P |−1q−1 ≡ Q1+q+···+qδ−1 (mod P )
が成り立つ. (4)と (5)より,
Q(T )1+q+···+q
δ−1 ≡ Q(T )Q(T q) · · ·Q(T qδ−1)
≡ Q(α)Q(αq) · · ·Q(αqδ−1) (mod (T − α))












i − βqj ) (mod P )
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4. xd ≡ a (mod b)が解を持つならば (ab )d = 1.
証明は [6, Proposition 3.4] を参照せよ.
定義 3.3 f ∈ A, f ̸= 0とする.このとき, sgnd(f)を f の最高次係数を q−1d 乗したもの
と定義する.
有限体上の多項式環において,以下のような相互法則が知られている.










= (−1) q−1d deg(a) deg(b)sgnd(a)deg(b)sgnd(b)− deg(a).























































































































(−1) q−1d deg(Qj) deg(Pj)fjei




今回,冪剰余記号を定義 3.1に従う方法（以下 Algorithm 1 とする）と,相互法則を用
いる方法（以下 Algorithm 2 とする）の 2つを比較する.
bが既約多項式でない場合は, bを既約分解する必要がある. その場合, 既約分解に膨大
な計算量が必要となるため, 本論文では bを既約多項式とした.
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Algorithm 1 定義 3.1に従う方法
Input: a, b ∈ A, d ∈ Z≥2,
k = deg(a), l = deg(b)












Input: a, b ∈ A, d ∈ Z≥2,
k = deg(a), l = deg(b)







1: c = 1
2: while deg(a) > 0 do
3: c = c× (−1) kl(q−1)d sgnd(a)lsgnd(b)−k
4: (a, b) = (b, a)
5: a = a mod b
6: end while
7: l′ = deg(b)




具体例を与える. F7 上で, Algorithm 2 を用いて 3乗剰余記号を計算する.

























4T 2 + T + 1





3T 4 + 4T 3 + 4T 2 + 1






4T 2 + T + 1
)
3
= 2× 4 2×63 = 2× 44 = 1
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4.2 計算量の考察
この節では, 4.1節で紹介した 2つのアルゴリズムの計算量の評価を行う.計算量は F上
での四則演算の回数とする. k = deg(a), l = deg(b), k ≤ lとする.
n次の多項式の乗算,除算の計算量はどちらも,
O(n log n log log n)
とする.計算量の詳述は, [5, 定理 8.23]を参照せよ.
環の要素を xとし, m ∈ Z≥0 に対し, xm の計算量は,繰り返し二乗法を用いて,
O(logm)
とする.計算量の詳述については, [4, 1.4.1 節]を参照せよ.
4.2.1 Algorithm 1 の計算量
Algorithm 1 の計算回数評価については, a |P |−1d (mod P ) の計算量のみを考えれば
良い. 乗算, 除算はそれぞれ, O(l log l log log l) で, 指数計算は, 繰り返し二乗法より,
O(log |P |−1d ) = O(log |P |) = O(log ql)である.従って,総計算量は,
{O(l log l log log l) +O(l log l log log l)} ×O(log ql) = O(l2 log q log l log log l)
である.
4.2.2 Algorithm 2 の計算量
まず, STEP 3の計算量を求める.
(−1) q−1d kl は Z上の乗除算と偶奇判定をするのみなので無視することとする. sgnd(a)l の
計算量は, O(log q−1d l) = O(log ql)である. sgnd(b)
−k の計算量も同様に, O(log qk)であ
る. 従って, STEP 3の計算量は, O(log ql) + O(log qk) = O(log ql)である. STEP 5の
計算量は, O(l log l log log l)であり, While文の反復回数は高々 k 回である. STEP 8の
計算量は, O(log q−1d l′) = O(log ql)である. 従って, Algorithm 2の総計算量は,




Algorithm 1 と Algorithm 2をそれぞれ用いて,計算量の比較を行った.利用した計算
機は, Intel Core i5-3230M, 2.60GHzのプロセッサ, メモリ 4.0GBを実装したWindows
8, 64ビットオペレーティングシステム, ソフトウェアは Sage Math 8.3である.数値実験
の結果は以下のようになった.
a, bの入力値については式が膨大なので,次数 k, l のみを載せることとする (単位 ms).
なお, q = 3294127は素数である.
表 3 q = 3294127, d = 3, k = 300の場合






表 4 q = 3294127, d = 3, l = 700の場合










用いた方法の方が計算するスピードが速いということがわかった. Algorithm 1 について
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7 Sage Math のプログラム
Algoritm 1, Algorithm 2 のそれぞれのプログラムを載せる.









ソースコード 2 Algorithm 2
1 def rec(a,b,q,d):
2 A=a.leading_coefficient()
3 B=b.leading_coefficient()
4 k=a.degree()
5 l=b.degree()
6 sn=((-1)^(((q-1)*k*l)//d))*(A^(((q-1)*l)//d))*(B^(((q-1)*(-k)
)//d))
7 return sn
8 R,x=GF(q)[’x’].objgen()
9 def test2(a,b,q,d):
10 c=1
11 while a.degree()>0:
12 a=a%b
13 c=c*rec(a,b,q,d)
14 (a,b)=(b,a)
15 m=b.degree()
16 C=c*a^(((q-1)*m)//d)
17 return C
17
