Abstract The Semidefinite Program (SDP) has recently attracted much attention of researchers in various fields for the following reasons: (i) It has been intensively studied in both theoretical and numerical aspects. Especially the primal-dual interior-point method is known as a powerful tool for solving large-scale SDPs with accuracy. (ii) Many practical problems in various fields such as combinatorial optimization, control and systems theory, robust optimization and quantum chemistry can be modeled or approximated by using SDPs. (iii) Several software packages for solving SDPs and related problems (ex. the Second-Order Cone Program : SOCP) are available on the Internet.
Introduction
The progress in information technology has dramatically changed how we solve large-scale optimization problems. Many optimization problems classified into mathematical programs have a lot of practical applications in various fields including operations research, economics, chemistry, and biology. Solving large-scale optimization problems generally requires a huge amount of computation time and resources, and consequently, the size of such problems that we can solve has been limited. The new technologies of parallel computing has recently received much attention as a powerful and inexpensive methodology for solving large-scale optimization problems. In particular, the grid technology is the next generation computation infrastructure which enables us to easily access computational resources including hardware and software libraries distributed across a wide-area networks like the Internet.
The Semidefinite Program (SDP) is one of the most popular mathematical programs. In the last decade, the SDP has been intensively studied in both theoretical and practical aspects. The SDP has many applications covering various fields such as combinatorial optimization, polynomial optimization, control and systems theory, robust optimization and quantum chemistry [6, 11, 18, 19, 21, 28, 30, 31, 34] . Many researchers proposed polynomial time algorithms for SDPs. The Primal-Dual Interior-Point Method (PDIPM) [1, 14, 17, 20, 25] is an outstanding method among them, since it solves large-scale SDPs with numerical stability and accuracy. Other methods for solving large-scale SDPs can be found for instance in [5, 16, 24] . Note that both the size of SDPs and the numerical accuracy of solutions are important factors to discuss the performance of different methods for large-scale SDPs. The numerical accuracy obtained by the PDIPM is acceptable for many practical SDP applications.
The main objective of the SDPA Project started in 1995 is to implement the PDIPM for SDPs and to solve large-scale SDPs with various characteristics, e.g., sparsity, large number of constraints and so on. The SDPA (SemiDefinite Programming Algorithm) [33] is a C++ implementation of a Mehrotra-type predictor-corrector PDIPM for solving the standard form SDP and its dual. We can obtain other implementations of PDIPM such as SeDuMi [26] , SDPT3 [29] and CSDP [4] from the Internet.
In the recent applications of SDPs, however, we must generate and solve large-scale SDPs that an existing single-unit CPU cannot process. There are two major time consuming components at each iteration in the PDIPM, even if we exploit the sparsity of the data matrices. The first component is the computation of all elements of the Schur complement matrix. The second component is its Cholesky factorization. The SDPARA [32] developed in 2002 replaces these two major bottleneck components of the SDPA by their parallel implementation using MPI and ScaLAPACK. The SDPARA on a parallel computer has the capability to load a large-scale SDP into distributed memory and solves it quickly compared with the SDPA. The SDPARA-C [23] is an integration of two software packages: the SDPA-C [22] which is a variant of the PDIPM using the positive definite matrix completion technique and the SDPARA. The SDPARA-C successfully reduces the required memory space for sparse SDPs with a large-scale matrix variable and/or a large number of equality constraints. In this paper, we show through numerical experiments that exploiting sparsity and parallel computation are effective in solving large-scale SDPs. Finally, the SDPA Online Solver is a grid portal system which enables users with few computational resources to execute software packages, the SDPA, the SDPARA and the SDPARA-C, on the parallel computing environments via grid and cluster computing technology and to receive benefits of parallel computing.
In this paper, we survey the main achievements of the SDPA Project on the development of the SDPA and its variants which we call the SDPA Family. Along more than 10 years of the existence of the project, algorithm efficiency were persuaded over the latest progress of information technology.
The paper is organized as follows. In Section 2, we briefly explain the SDPA and other software packages of the SDPA Family. Then we outline the algorithmic framework of the PDIPM, and the block diagonal structure which the SDPA Family handles. Section 3 describes the positive matrix completion theory and a general framework of exploiting the aggregate sparsity pattern over all data matrices of large-scale and sparse SDPs which is used in SDPA-C and SDPARA-C. In Section 4, we explain parallel computation techniques for solving large-scale SDPs implemented in two parallel SDP software packages, the SDPARA and the SDPARA-C. In particular, the SDPARA on a parallel computer can solve the largest and general SDPs which the other state-of-the-art SDP software packages cannot solve (general SDPs mean that they have no special structure such as rank-1 condition). In Section 5, we present a successful application in quantum chemistry and show that the SDPARA attains high performance in the numerical experiments. Finally, Section 6 explains a grid portal system for solving SDPs, the SDPA Online Solver.
SDPA Family
In this section, we briefly explain the outline and purpose of each software package which composes the SDPA Family. We also describe the algorithmic framework of the PDIPM and the block diagonal structure handled in the SDPA Family. More detailed information of the SDPA Family is available at the SDPA Web site:
http://sdpa.indsys.chuo-u.ac.jp/sdpa/ All software packages of the SDPA Family are also available from the above Web site. 2.1. Outline of each software package 1. SDPA [7, 8, 33] The SDPA (SemiDefinite Programming Algorithm) is a software package for solving SDPs and plays the central role in the SDPA Family. It is based on the Mehrotra-type predictor-corrector infeasible PDIPM. The SDPA handles the standard form SDP and its dual problem stated in Section 2.2. It is implemented in C++ language and utilizes the ATLAS 1 (or BLAS) and LAPACK 2 libraries for matrix computations. The SDPA incorporates dynamic memory allocation and deallocation. Therefore, the maximum size of loaded SDPs depends on the size of the computational memory where the SDPA is installed. The SDPA has the following additional features: (a) Callable library for the SDPA functions (b) Block diagonal and sparse matrix data structures (c) Some information on the feasibility and optimality (d) Exploiting the sparsity of the data matrices 2. SDPARA [32] (parallel version)
The SDPARA (SemiDefinite Programming Algorithm PARAllel version) is a parallel version of the SDPA written in C++ language. The SDPARA works as a stand-alone software package and solves SDPs in parallel with the help of the MPI (Message Passing Interface) and ScaLAPACK (Scalable LAPACK) 3 . However, its functions are not available as a callable library. To install and use the package, we assume that users can access to a parallel computer where the MPI is installed on. 3. SDPA-C [22] (with the positive definite matrix completion)
The SDPA-C (SemiDefinite Programming Algorithm with the positive definite matrix Completion) is a C++ software package which solves sparse SDPs very efficiently (in computation time and memory) if the data matrices of the SDP are large-scale and sparse. For instance, SDPs with number of equality constraints m < 2000, matrix sizes n < 20000, and 5% of nonzero density. More specifically, the SDPA-C is more efficient when there is a special structure in the aggregated sparsity pattern of the data matrices. The positive definite matrix completion enables the SDPA-C to store only the sparse matrices and perform matrix computations taking advantages of the sparsity. Besides the ATLAS (or BLAS) and LAPACK libraries for matrix computations, it utilizes the METIS 4 and SPOOLES 5 libraries for finding a proper structure of the aggregated sparsity pattern. 4. SDPARA-C [23] (parallel version of the SDPA-C)
The SDPARA-C is a parallel version of the SDPA-C: a variant of the SDPARA which incorporates the positive definite matrix completion technique. As the SDPA-C, the following packages are necessary to be installed a priori: ATLAS (or BLAS), ScaLAPACK, METIS, SPOOLES, and MPI. 5. SDPA-M [9] (MATLAB interface)
The SDPA-M provides a MATLAB interface for the SDPA. It shares all the features with the SDPA except that no callable library is provided. The SDPA-M can be combined with your programs in a MATLAB environment.
Standard form SDP and block diagonal structure
Each software package of the SDPA Family solves the following standard form semidefinite program and its dual.
We denote the primal-dual pair P and D by SDP. Throughout this paper, we use the following notations.
S
n : the set of n × n real symmetric matrices.
O ∈ S n : the zero matrix.
The SDP is determined by m, n, c ∈ R m , F k ∈ S n (k = 0, 1, 2, . . . , m). When (x, X) is a feasible solution (or a minimum solution, resp.) of the primal problem P and Y is a feasible solution (or a maximum solution, resp.) of the dual problem D, we call (x, X, Y ) a feasible solution (or an optimal solution, resp.) of the SDP.
The SDPA handles block diagonal matrices as we have mentioned in Section 2.1. The common matrix data structure for the constraint matrices F 0 , F 1 , . . . , F m is expressed by the number of blocks, denoted by nBLOCK, and the block structure vector, denoted by bLOCKsTRUCT. For instance, if we consider a block diagonal matrix F of the form
with B i ∈ S p i (i = 1, 2, . . . , ), we define these two parameters by nBLOCK = , and bLOCKsTRUCT = (θ 1 , θ 2 , . . . , θ ), 
Primal-dual interior-point method
All software packages of the SDPA Family are based on the Primal-Dual Interior-Point Method (PDIPM) [1, 14, 17, 20, 25] . The main feature of the PDIPM is to solve the primal SDP P and the dual SDP D simultaneously. Keeping the positive definiteness of variable matrices X and Y , the PDIPM reduces the duality gap until approximate optimal solutions of P and D are found. Let (x + , X + , Y + ) and (x * , X * , Y * ) be a feasible and an optimal solutions of the SDP, respectively. Under the assumption that the SDP has an interior feasible solution, there is no duality gap between the primal and dual optimal objective values, that is,
Since the optimal solution (x * , X * , Y * ) satisfies the primal matrix equality and dual linear constraints, it follows that
Hence, we can derive X * Y * = O from the conditions X * O and Y * O. As a result, we obtain the Karush-Kuhn-Tucker (KKT) optimality condition:
The central path is a key concept in the design and analysis of most interior-point methods. It is composed of points defined by a perturbed KKT optimality condition:
where
, and the central path forms a smooth curve. We also note that X(μ) • Y (μ) = nμ from X(μ)Y (μ) = μI. It should be emphasized that the central path converges to an optimal solution of the SDP, that is, (x(μ), X(μ), Y (μ)) converges to an optimal solution of the SDP as μ → 0. Thus the PDIPM traces the central path numerically decreasing μ toward 0.
Algorithmic Framework of the PDIPM [7]
Step 0: (Initialization) We choose an initial point (
We set the parameters 0 < β < 1 and 0 < γ < 1.
Step 1: (Checking Convergence) If μ
h is sufficiently small and (x h , X h , Y h ) approximately satisfies the feasibility, we stop the iteration and output the current point
Step 3: (Step Length) We compute step lengths α p and α d such that
Step 4: (Update) We update the current point by (
/n and h ← h + 1. Go to Step 1.
We only need an initial feasible solution (
) is infeasible, the step lengths α p and α d in Step 3 need to be chosen so that some feasibility measure improves as well as
The computation of the search direction (dx, dX, dY ) in Step 2 usually consumes most of the computation time in solving an SDP. A fundamental strategy to shorten the total computation time in parallel processing is to use a distributed computation in Step 2. This will be discussed in Section 4. We want to take a search direction (dx, dX, dY ) so that (
Here we need not to consider the positive definite conditions X h +dX O and Y h +dY O because we recover the conditions by adjusting the step lengths α p and α d in Step 3. The above system is almost a linear system except the term dXdY in the last equality. Neglecting this nonlinear term and introducing an auxiliary matrix dY , we can reduce the system of nonlinear equations above into the following system of linear equations.
We call the system of linear equations Bdx = r the Schur complement equation (SCE) and its coefficient matrix B the Schur complement matrix (SCM). We first solve the SCE, then compute dX and dY . Note that the size of the SCM B corresponds to the number m of equality constraints in D. Since the SCM B is positive definite through all iterations of the PDIPM, we apply the Cholesky factorization to B for computing the solution dx of the SCE. The computation cost to evaluate the SCM B is O(m 2 n 2 +mn 3 ) arithmetic operations when the data matrices F k (k = 1, 2, . . . , m) are fully dense, while its Cholesky factorization requires O(m 3 ) arithmetic operations. Note that B becomes fully dense in general even when some of the data matrices are sparse. The auxiliary matrix dY is introduced to make dY symmetric. The search direction used here is called the HRVW/KSH/M direction [14, 17, 20] .
Matrix Completion 3.1. Sparsity via matrix completion
In this section, we focus our attention on solving sparse SDPs where the data matrices F k (k = 0, 1, . . . , m) are sparse. To represent structural sparsity of the given SDP, we introduce the aggregate sparsity pattern of the data matrices: 
. For every pair of subsets S and T of V , we use the notation Y ST for the submatrix obtained by deleting all rows i / ∈ S and all columns j / ∈ T . Following the definitions and ideas presented in [10] , consider a collection of nonempty subsets
(ii) Any partial symmetric matrixȲ with specified elementsȲ ij ∈ R ((i, j) ∈ E ) has a positive definite matrix completion if and only if the submatricesȲ C r C r O (r = 1, 2, . . . , ). 
m).
The remaining entries Y ij ((i, j) ∈ E ) only affect whether Y is positive definite. By condition (ii), we know whether we can assign some appropriate values to those remaining entries Y ij ((i, j) ∈ E ) so that the whole resultant matrix Y becomes positive definite. Let G(V, E ) be an undirected graph with vertex set V and edge set E . We call the subset C r of the vertex set V a clique whenever it induces a clique of G(V, E ). Then we call {C 1 , C 2 , . . . , C } in (i) a family of maximal cliques of G(V, E ). It is known that (ii) holds if and only if the graph G(V, E ) is chordal [13, Theorem 7] (cf., also [10, Theorem 2.3]). A graph is said to be chordal if every cycle of length ≥ 4 has a chord (an edge connecting two non-consecutive vertices of the cycle). We call E in (i) the extended sparsity pattern of E.
One of the key ideas to solve SDPs efficiently via the positive definite matrix completion is to use of the desirable property (ii) thoroughly to diminish the number of unknowns in the dual matrix variable Y . Therefore, we want to strongly emphasize the importance of determining a chordal extension G(V, E ) of G(V, E) with as small number of edges as possible. A chordal extension can be easily obtained if we apply a symbolic Cholesky factorization to the symmetric matrix with sparsity pattern specified by E after reordering of its rows/columns specified by the vertex set V = {1, 2, . . . , n}. Unfortunately, the problem of finding the best ordering that minimizes the fill-in arising in Cholesky factorization is N P hard. Hence, it seems reasonable at least in practice to employ some existing heuristic methods, for example, the multilevel nested dissection and/or the minimum degree. SDPA-C and SDPARA-C use METIS and SPOOLES as listed in Section 2.1. Once we determine an ordering, a simple symbolic Cholesky factorization with this ordering provides us with a chordal extension G(V, E ) which is a chordal graph. The family of maximal cliques of G(V, E ), {C 1 , C 2 , . . . , C }, can be easily computed from it [10] .
Completion method
In this subsection, we present a PDIPM based on positive definite matrix completion which we can apply directly to the SDPs. We call this the completion method. The following lemma plays the central role in the completion method.
Lemma 3.1 ([10])
The maximum-determinant positive definite matrix completionŶ ofȲ can be determined in terms of the sparse factorization formula
where M is a lower triangular matrix with possible nonzero elements specified in E and P is a permutation matrix.
In addition to this lemma, we note that the primal matrix variable
inherits the sparsity of F p 's. Furthermore X O has a Cholesky factorization
without any fill-in except elements specified in E \E.
The standard PDIPM needs to store all elements of the matrices Y and X −1 . Recall that the inverseŶ
is expressed in terms of a sparse factorization (3.1); henceŶ =
Here, P is a permutation matrix. The matrices M and N have nonzero elements only in the extended sparsity pattern E . The main feature of the completion method is to store sparse matrices M and N instead of dense matrices Y and X −1 . Hence, we perform all matrix operations using only sparse matrices, but neither introduce nor store any dense matrix.
In this paper, we describe how to compute three parts of the PDIPM (See [22] for more details).
Schur complement matrix B
The completion method computes the Schur complement matrix (SCM) B in (2.4) by the below formula.
Here [F p ] * k denotes the kth column of the data matrices F p ∈ S n (p = 1, 2, . . . , m), and e k ∈ R n the vector with the kth element 1 and others 0. When we compute a matrixvector multiplication with the inverse of either of the matrices M ,
−1 e k , we solve the system of linear equations M v = e k instead. Since these matrices are sparse and triangular, we can solve the corresponding linear equations efficiently.
Computing the auxiliary matrix dY
Now we compute the auxiliary matrix dY in (2.3). Each column of dY is computed by
We do not need to compute the elements [ dY ] ij with indices (i, j) ∈ E , since they do not contribute in the search direction [10, section 5] . Each matrix-vector multiplication in (3.4) is done in the same way as above.
Step length To determine the primal and dual step lengths in Step 3 of PDIPM, we compute the minimum eigenvalues of the matrices
∈ S
C r (r = 1, 2, . . . , ), and
whereM r is a Cholesky factorization ofȲ C r C r O, that is,Ȳ C r C r =M rM T r . Since the first matrices are smaller than the dual matrix variable Y , their computation is much faster. In addition, the minimum eigenvalue of N −1 P dXP T N −T can be computed easily by the Lanczos method, because N and dX are sparse matrices whose nonzero elements can appear in E . In both of the cases, we can avoid dense matrix computation and exploit the sparsity of the matrices.
Numerical experiments
Here, we present some numerical experiments to evaluate the completion method. We compare the completion method with SDPA 5.01 [8] , which is an implementation of the standard PDIPM for SDPs. The comparisons are made over four classes of SDPs, namely, the norm minimization problems, the SDP relaxations of quadratic programs with box constraints, max-cut problems over lattice graphs and graph partition problems over lattice graphs. All of them are randomly generated SDPs. Table 1 shows the comparisons between the "standard" method (SDPA) and the completion method (SDPA-C). Numerical results show that the completion method is very efficient when the SDP is large-scale and both its aggregate sparsity pattern and its extended sparsity pattern are sparse. More numerical results are presented in [22] .
Parallel Computation for Extremely Large-Scale SDPs
As described in Section 1, the range of SDP applications is continuously being expanded. Some applications among them, however, require extremely large-scale SDPs. The size of an SDP can be roughly estimated by two factors m and n (the number of equality constraints of the SDP D and the dimension of variable matrices X and Y , respectively). State-of-the-art SDP solvers on a single-unit CPU have no difficulty to solve SDPs of size m < 1000 and n < 1000. However, SDPs arising from the quantum chemistry (details can be found in Section 5) often have m being greater than 10000. In addition, we encounter SDPs with both m and n greater than 40000 in combinatorial optimization. Such SDPs are extremely large for a single-unit CPU, mainly due to the limited memory space. Even when we can store the SDPs on the memory space, a long computation time is needed. Meanwhile, the parallel computation provides us a vast reach of memory space and remarkable reductions of the computation time. It is now an essential tool to tackle extremely large-scale SDPs.
We have developed two parallel SDP software packages, the SDPARA [32] and the SDPARA-C [23] . The SDPARA is a straight parallel version of the SDPA for general largescale SDPs, while the SDPARA-C for sparse large-scale SDPs is an integration of parallel techniques cultivated through the SDPARA developments and the scheme of positive definite matrix completion methods in the SDPA-C.
In this section, we briefly discuss parallel techniques implemented in these two software packages.
Parallel techniques for general SDPs
First of all, we should focus on which components of the PDIPM consume large amount of memory space and computation time. The most serious subroutines in the PDIPM framework are forming the Schur complement matrix B (SCM) and its Cholesky factorization to obtain dx, a part of the search direction. We call the former component 'ELEMENTS' and the later 'CHOLESKY'.
From the viewpoints of memory space, the SCM consumes the most vast memory space through the iterations of the PDIPM when we solve general SDPs, since the dimension of B is m and m is often further larger than n. Distributed memory attached to parallel computation enables us to store B even in the case of m > 40000.
These two components also occupy most of the total computation time. For example, these occupy more than 80% of computation time for SDPs arising from control theory and from combinatorial optimization listed in the standard SDP benchmark collection (SDPLIB) [3] .
By reviewing the formula of the elements of B, we discuss the parallel evaluation of ELEMENTS implemented in the SDPARA. Each element of B is evaluated by
For the pth row, we compute X −1 F p Y only once, then take the inner-product with F q (q = p, p + 1, . . . , m). Note that B is always symmetric. The computation of each row is completely independent from other rows. Therefore, we assign only one processor to each row. In other words, the assigned processor evaluates all the elements in the row. We show an example of a processors assignment in Figure 1 in the case m = 10 and the number of available processors U = 4. We call the scheme row-wise distribution.
The row-wise distribution seems very simple in appearance. However, by duplicating X, Y , F 1 , . . . , F m on all processors before the evaluation, each processor can concentrate on its own row computation without any network communications. This fact is an essential resource of high performance for the SDPARA as numerical reports in the next section show. The row-wise distribution also matches with sparsity techniques adopted in the SDPA [8] . In addition, the distribution still keeps simple memory storage.
For CHOLESKY component, we employ the parallel Cholesky factorization supplied by ScaLAPACK [2] . However, the row-wise distribution for ELEMENTS is inadequate to draw out enough performance of the parallel Cholesky factorization. Therefore, we redistribute the Schur complement matrix to the two-dimensional block-cyclic distribution as Figure 2 on distributed memory space. In Figure 2, for example, B 33 , B 34 , B 43 , B 44 are stored in the 4th processor, while B 17 , B 18 , B 27 , B 28 are stored in the 2nd processor. The redistribution, of course, requires network communications. However, the cost of communications can be completely disregarded since the parallel Cholesky factorization of ScaLAPACK on the row-wise distribution is considerably slower than on the two-dimensional block-cyclic distribution. In the SDPARA, the parallel components are only ELEMENTS and CHOLESKY and other components are basically the same as the SDPA on a single-unit CPU. Numerical results on quantum chemistry in the next section show how large SDPs the SDPARA can solve and the remarkably high scalability of the SDPARA.
Parallel techniques for sparse SDPs in an integration with the completion method
The SDPARA-C inherits the parallel components of the SDPARA. We further replace the other component, the computation of dY , by its parallel variant to integrate the completion method described in the previous section. We call the additional component DMATRIX.
In the completion method, each element of the SCM is evaluated by (3.3) . Hence, the row-wise distribution is still basically useful. However, the computational load for the pth row is almost proportional to #NZC p , where NZC p ⊂ {1, . . . , n} is the index set of non-zero column vectors of F p and #NZC p is its cardinality. For instance, in an SDP relaxation of max-cut problem, only F 1 is the identity matrix, while each other input matrix F 2 , . . . , F m has only one non-zero column vectors. More precisely, #NZC 1 = n and #NZC 2 , . . . , #NZC m = 1. Applying the row-wise distribution as it stands can not keep the computational load balance between multiple processors. Hence, we can not obtain any advantage of parallel computation in computation time. To recover the load balance, we modify the parallel scheme to resolve such heavy row loads. Now, we separate the row indexes {p : 1 ≤ p ≤ m} into two disjoint subsets Q and R by
where thres is a fixed threshold. Since Q is a collection of heavy computation rows, we assign all processors to each row in Q. For p ∈ Q, let us assume NZC p = {k 1 , k 2 , . . . , k s } with s = #NZC p . Then the uth processor (u = 1, . . . , U) computes
where v = 1, . . . , s and a%b indicates the remainder of the division of a by b. After the evaluation on each processor, we gather all information by B pq = u B u pq and store the result into the memory space of the pth row in the manner of the row-wise distribution.
For R, we adopt the original row-wise distribution, since the computation cost for the rows are so cheaper than that for Q that the discrepancy of the load-balance would not be remarkable. We call the parallel scheme of the Q and R separation for ELEMENTS component in the SDPARA-C the hashed row-wise distribution. Meanwhile, the parallel Cholesky factorization of the SDPARA-C is identical to the SDPARA.
Next, we move to the other component DMATRIX, which is not parallelized in the SDPARA since DMATRIX computation cost is not so heavy for general SDPs. However, for SDPs with structural sparsity, particularly for SDPs which the completion method works effectively, the DMATRIX cost becomes prominent.
The kth column of dY is evaluated by (3.4) . The attractive property of this formula is that the computation of each column is also completely independent from the other columns. Furthermore, the computation cost for each column is almost same. Therefore, the substance of its parallel scheme should be simple. We assign the uth processor to the columns which belong to {k : 1 ≤ k ≤ n, (k − u)%U = 0}. After all the processors finish their computation, they exchange their own results with each other.
In Table 2 , we show the computation time and scalability of the SDPARA-C for a randomly generated max-cut SDP relaxation problem on a lattice graph. The numerical experiments were executed on AIST (National Institute of Advanced Industrial Science and Technology) Super Cluster P-32 (Opteron 246 2.0GHz with 6GB memory) 6 . Since the size of the SDP is m = n = 5000, the SDP is not so large. We chose a middle size SDP so that we could solve it even on a single-unit CPU and show its scalability. From Table 2 , we can observe that all the three parallel components successfully shrinks their computation time. On 64 processors they attain excellent scalability, greater than 40 times speed-up. Sometimes the scalability exceeds the number of available processors, since when the available processors increase, the necessary memory space on each processor becomes smaller and then the cache memory works better. The SDPARA-C is also effective to other SDPs than the above SDPs. More numerical results can be found in [23] .
The point we should note at the last of this section is that we select the SDPARA or the SDPARA-C depending on the sparsity structure of the target SDPs. If the sparsity structure works well with the positive completion methods, the SDPARA-C has to be selected. Otherwise the SDPARA will achieve better performance, because the SDPARA is designed for general large-scale SDPs. Investigating the sparsity structure enables us to select more appropriate software. Numerical results in [23, 32] will provide more information in making the selection.
A Successful Application in Quantum Chemistry
The determination of the electronic structure of atoms or molecules is a source of some of the largest and most challenging problems in computational science. It consists in determining the lowest energy, the ground-state energy, and the corresponding "state" of electrons of a atom or molecule subject to an external potential (due to the mass and electrical charge of nuclei). See [11] for a detailed description and historical notes. Traditional formulations of the electronic structure problem give rise to large linear and nonlinear Hermitian eigenvalue problems. However, according to a formalism fomented around 1960's, it is possible to retrieve all physical information of electrons solving large-scale SDPs where the matrix variables are approximations of the so-called Reduced Density Matrices (RDMs). Computational results came in 1970's for small atoms and molecules. However, because of high computational cost and lack of accuracy, interest in the computational aspects of the RDM method fell off gradually. It was in 2001 when Nakata et al. [21] employing the SDPA [33] obtained successful numerical results for the first time for concrete atoms and molecules which resulted in better approximations than obtained by the traditional Hartree-Fock (HF) method. In 2004, Zhao et al. [34] employing the SDPARA [32] solved even larger molecules incorporating more restrictive conditions which definitely showed that the RDM method is comparable to the state-of-the-art methods as CCSD(T) implemented in widely-used quantum chemistry packages [12] in terms of quality but not in terms of computation time. Some other recent algorithms to solve these (SDP) problems in quantum chemistry other than interior-point methods are [6, 19] . Table 3 shows typical SDP sizes and the required time when solving these electronic structure calculations in high performance computing environment using the parallel code SDPARA [32] described in the previous section. For each molecule, we can impose the so-called P , Q, and G conditions and also additionally the T 1 and T 2 conditions which are all of linear semidefinite type. See [6, 11, 19, 21, 34] for details. If we impose the P QG conditions, the SDP will have 18 block matrices while imposing P QGT 1T 2 conditions, it will have 22; we only display the sizes of the largest block matrices. For instance, 4018×2 means 2 block matrices of size 4018×4018 each. The numerical experiments were conducted on (a) Opteron 850 (2.4GHz) with 8GB of main memory, (b) Opteron 246 (2.0GHz) with 6GB of main memory per node, and (c) Itanium2 (1.3GHz) with 16GB of main memory per node. The last two systems are part of the AIST Super Cluster systems: P-32 and M-64, respectively. The water molecule constitutes our largest SDP solved so far with such data density and required accuracy. Even larger than the previously reported ones [11] . It took about 21 days using 8 processors on (c). Table 4 shows the ground-state energy obtained solving the SDPs involving the P QG conditions (column 3) and P QGT 1T 2 conditions (column 4). The exact value of the energy (up to the size of the discretization of the solution space) is given by the Full Configuration Interaction (FCI -column 2) which basically corresponds to finding the minimum eigenvalue of a factorial size symmetric matrix. The CCSD(T) (column 5) and HF (column 6) are widely used methods implemented in Gaussian 98 [12] where the results can be retrieved in few seconds. It is clear that imposing the P QGT 1T 2 conditions, one can obtain comparably better energies than any other method.
Finally, Table 5 shows how each component of the SDPARA 1.0.1 (see Section 4) performed on two molecules when changing the number of processors in the high performance computing environment (c). The scalability is given by the quotient between the time per iteration when solving by 1 processor and by 4, 16 and 64 processors, respectively. We can observe an excellent scalability especially for ELEMENTS which is larger than the number of processors since the size of the block matrix n max (the largest block matrix size) is very small compared to the number of constraints m of the SDPs and due to the cache performance. It illustrates well a typical successful application of the SDPARA which can solve large-scale problems with high accuracy. plementation of GridRPC API. The Ninf-G client program can invoke server programs on remote resources. The Ninf-1 has been developed as an initial product of Ninf-G. Ninf-1 provides a client program similar to the Ninf-G. However, Ninf-1 has no mechanism to support Grid security service. Namely, the Ninf-G is a full re-implementation of the Ninf-1 using Globus Toolkit. We usually use Ninf-G and Ninf-1 when the client program communicates with the server program on the wide-area network and the local-area network, respectively. As mentioned above, the Web server starts up a Ninf-G client program associated with user's selections, and sends the problem to a Ninf-G server program over the Internet. Then, the Ninf-G server plays the role of a Ninf-1 client, which calls Ninf-1 servers to execute the SDPA, the SDPARA, or the SDPARA-C on the PC cluster. After the execution of the software on the PC cluster, the result is returned to the Web server following the reverse route. This grid portal system for solving large-scale SDPs enables users with few computational resources to receive benefits of parallel computing.
Future Works
This paper outlined the SDPA project which implemented the PDIPM for SDPs. We provide several software packages for users in optimization areas. There is still plenty of rooms for improvements for the software packages of the SDPA Family. Here we discuss some future works on the SDPA project.
For extremely sparse problems:
We mentioned that the Schur Complement Matrix (SCM) is fully dense in general even if data matrices are sparse in Section 2.3. However, we found that the SCM often becomes sparse when we solve extremely sparse problems arising from the polynomial optimization [15, 18] . We need to modify the data structure for the sparse SCM, and employ the sparse Cholesky factorization.
For good numerical stability:
We may adopt the multiple-precision arithmetic when the condition numbers of some matrices at any iterate become ill-conditioned. We also consider the iterative refinement method for the residual correction of linear equations.
In addition, we have several plans such as implementation of the IPM for the SecondOrder Cone Programs, executing the SDPARA on the Grid environment, and rebuilding the SDPA Online Solver with some recent grid computing technologies.
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