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A method for constructing the low energy effective models for pairings in the generalized Bernevig-
Hughes-Zhang model for materials like Bi2Se3 is proposed. Pairings in this two-orbital model are
identified with those familiar in one-orbital models, enabling a unified understanding. The theory
provides an easy way to understand the topological nature of the superconducting state that is not
directly related to the topological order in the normal state but due to subtle coupling among the
degrees of freedom. Furthermore this approach shows a simple way to characterize the anisotropic
nature of surface Andreev bound states (SABSs). In particular, we have identified the conditions to
have a surprising new result of having two pairs of SABSs. It also leads to a conclusion that SABSs
always connect with the topological surface states if the latter are well defined at the chemical
potential.
PACS numbers: 74.20.Rp, 73.20.At, 74.45.+c
I. INTRODUCTION
Time reversal invariant (TRI) topological supercon-
ductor (TSC), which was proposed as a generalization of
the TRI topological insulator (TI), has become a research
focus of condensed matter physics.[1–33] One promising
candidate of TRI TSC is CuxBi2Se3[6, 7], which is also
the first superconductor (SC) realized from a three di-
mensional (3D) TI. Intensive subsequent searches have
added to the candidate list of TRI TSC the Bi2X3 (X
is Se or Te) under high pressure[8–10] and the In-doped
SnTe[11, 12]. A common feature of these SCs is that,
their normal phases are described by the same kind of low
energy effective model[11, 13], which we call here as the
generalized Bernevig-Hughes-Zhang (BHZ) model.[34]
One of the most remarkable features of TRI TSC is
that they support surface Andreev bound states (SABSs)
known as Majorana fermions, which are promising can-
didates for realizing the fault-tolerant topological quan-
tum computations.[1–5, 35] The SABSs are also essen-
tial to various transport properties, such as the tun-
neling spectroscopy.[17] Several candidate pairings for
CuxBi2Se3 and similar materials are known to support
SABSs.[13–15, 22] An interesting feature of the SABSs
for some topological nontrivial pairings of superconduct-
ing TIs (STIs) is that, they connect continuously to the
topological surface states (TSSs) inherited from the nor-
mal phase (henceforth called SABS-TSS connection).[14–
16] While this feature was explained as an accidental
crossing between the SABSs and the TSSs[14], and also in
terms of mirror symmetry breaking by the pairing[16, 17],
whether or not it occurs for all pairings that support
SABSs is still unclear.[14] Besides, it is not clear from
the existing works whether new kinds of SABSs can be
expected for pairings realized in the generalized BHZ
model. Since the generalized BHZ model is a two-orbital
model, it is not easy to extract physics by working with
the full model directly. A simple picture for the pairings
in these materials that can give a fast and reliable an-
swer for the existence and property of the SABSs is thus
highly desired.
In this work, we propose a simple and unified way to
understand the low energy properties of these exotic SCs,
the STIs in particular. Exploiting the close analogy be-
tween TIs and single orbital TRI TSCs, we show that
if a pairing in the two-orbital generalized BHZ model
is topological nontrivial, the full model can be reduced
to low energy effective models corresponding to conven-
tional p wave triplet SCs, all well-known in the study of
3He.[37] The normal state Z2 topological order [38–40] is
found not essential for a certain pairing to be topological.
However, for Z2 nontrivial normal state, the topological
pairing can own one or two Kramers’ pairs of SABSs, de-
pending on the relative position of the chemical potential
with respect to the bands. In addition, we show that the
SABS-TSS connection is a universal character of STIs.
Thus, this new approach not only provides a unified pic-
ture for pairings in two-orbital BHZ type models and in
one-orbital models but also provides a very useful and in-
tuitive way to understand the low energy properties (e.g.,
SABSs) of STIs and related SCs in terms of well-known
prototypes.
In the rest of the paper, we first present the model,
the main results and related discussions in Sec.II. Then
we give a short summary in Sec.III. The technical details
are provided in the Appendices.
II. RESULTS AND DISCUSSIONS
Bi2Se3 and other relevant materials are well described
by a minimal two-orbital k · p model which can be re-
garded as a 3D generalization of the two dimensional
(2D) BHZ model.[11, 34, 39–43] This model can be
mapped to a 3D hexagonal lattice.[14, 15, 22, 42] De-
fine the basis vector for a wave vector k in the hexagonal
2BZ as φ†
k
= [a†
k↑, a
†
k↓, b
†
k↑, b
†
k↓], in which a and b operators
correspond to the two orbitals, the Hamiltonian matrix
is written as[14, 22, 41–43]
h(k) = ǫ(k)σ0 ⊗ s0 +m(k)σ3 ⊗ s0
+σ1 ⊗ [cy(k)s1 − cx(k)s2] + cz(k)σ2 ⊗ s0,(1)
where sα and σα (α=1,2,3) are Pauli matrices in the
spin and orbital subspaces, respectively. s0 and σ0
are 2 by 2 unit matrices. The inversion operator is
P = σ3 ⊗ s0.[14] In this orbital convention, a and b
have even and odd parities, respectively.[39, 43] A slightly
different model, with the cz(k)σ2 ⊗ s0 term in Eq.(1)
replaced by cz(k)σ1 ⊗ s3, is also widely used in the
literature.[14, 39, 40] This modified model (henceforth
called modified Eq.(1)), though does not respect the
mirror symmetry of actual materials[16], does describe
a TI.[14, 39, 43] We would consider mostly Eq.(1) and
sometimes also use the modified model in our analysis.
Take lattice parameters as length units, we have m(k) =
m0+2m1(3−2 cos
√
3
2 kx cos
1
2ky−cosky)+2m2(1−cos kz),
where m1m2 > 0. ǫ(k) is obtained from m(k) by sub-
stituting ǫα for mα and describes a topologically triv-
ial band shift. cx(k) =
2√
3
A sin
√
3
2 kx cos
1
2ky, cy(k) =
2
3A(cos
√
3
2 kx sin
1
2ky+sin ky), and cz(k) = B sinkz . Two
ingredients are known to be essential to make the (gen-
eralized) BHZ model a description of TIs.[5, 40] The first
is the existence of couplings between the two orbitals,
which must be odd functions of k since a and b are of
opposite parity and the materials have inversion symme-
try. This is embodied in the cα(k) (α = x, y, z) terms
originating from spin-orbit interaction.[39, 43] The other
is the existence of band inversion (BI), in which the or-
dering of the two orbitals are inverted somewhere in the
BZ, satisfied when m0m1 < 0 and |m0/mα| (α=1,2) are
not too large.[14, 34, 39, 40]
We now review and emphasize the similarity between
TIs, focusing on the generalized BHZ model, and one-
orbital TRI TSCs.[1–5, 23, 24, 28] Historically, TRI TSCs
were found decades ago (e.g., the BW phase of 3He[36])
and were reformulated recently in close analogy to TIs.[1–
3] The analogy is rooted in the similarity between the
Bogoliubov-de Gennes (BdG) Hamiltonian for a SC and
the Hamiltonian for a band insulator. To establish a
formal equivalence in terms of Eq.(1) for the general-
ized BHZ model, let us set the topologically irrelevant
ǫ(k) term to zero hereafter in this work (See Appendix
D for an analysis of this approximation). Then make a
rotation of π2 round the x axis in the spin subspace by
U = σ0 ⊗ e ipi4 s1 , and a further substitution of −cy(k)
for cz(k) and cz(k) for cy(k) which amounts to a rota-
tion of π2 round kx axis in the k space, Eq.(1) becomes
m(k)σ3⊗ s0− cx(k)σ1⊗ s3− cy(k)σ2⊗ s0+ cz(k)σ1⊗ s1.
Now, reinterpret the a and b orbitals as the particle
and hole bands in a single band SC, and noting that
cα(k) ∼ kα (α = x, y, z) for k ≃ 0, the above model
is exactly the BdG Hamiltonian of the BW state, up
to an anisotropy between the kxky plane and the kz
µ
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FIG. 1: Schematic drawing of three kinds of band structures
that can occur in the generalized BHZ model, with the ǫ(k)
term discarded. In each pair of figures in (a), (b) and (c),
the left one shows the relative position of m(k) (the upward
parabola) and −m(k) (the downward parabola), the right
one shows the relative position of the bulk conduction band
(the upward parabola) and bulk valence band (the downward
parabola), in the normal phase. The horizontal dotted lines
show positions of the chemical potential taken in this work.
The two crossing points on each figure between the vertical
dashed line and the two curves label the extremal points of
±m(k) or the bulk conduction and valence bands. In this
work, the extremal points for the right figure of (c) corre-
spond to kx = ky = 0 and kz 6= 0, whereas they correspond
to kx = ky = kz = 0 for all other figures (See Appendix E).
direction.[23, 36, 37] For the modified Eq.(1), if we first
change the basis for b orbital to [b†
kη, b
†
kν ] = [b
†
k↑, b
†
k↓]is2
and then make the substitution of cx(k) for cy(k) and
−cy(k) for cx(k), we obtain the same model obtained
above from Eq.(1). In this reinterpretation of (modified)
Eq.(1), the BI condition amounts to the weak pairing
condition, that is the chemical potential (played by −m0)
must cross the conduction or valence band[44], and the
linear in k couplings between a and b orbitals amount to
p wave pairing between the equivalent particle and hole
bands, which is triplet in nature in this new interpreta-
tion. By analogy with BI in TI, we call hereafter the
weak pairing condition in terms of particle hole inversion
(PHI). So, it is clear from the above analogy that TRI
TSC in single band (orbital) models can occur only for
triplet pairings and when PHI occurs.
After establishing the analogy between TIs and TRI
TSCs, we study pairings formed in the generalized BHZ
model. Introducing the Nambu basis ψ†
k
= [φ†
k
, φT−k] and
a pairing term ∆(k), the BdG Hamiltonian is[14]
H(k) =
(
h(k) − µσ0 ⊗ s0 ∆(k)
−∆∗(−k) µσ0 ⊗ s0 − h∗(−k)
)
, (2)
where µ is the chemical potential.
We first study an interorbital triplet pairing which is
topological nontrivial and have attracted the most atten-
3tion to date, written as ∆1(k) = ∆0σ2 ⊗ s1.[13–16] As
in all previous works, we first set µ far away from the TI
gap center where the BI occurs.[13–16] Without loss of
generality, we first set the parameters as m1 = m2 = 0.5,
A = 1.5, B = 1, m0 = −0.7 and µ = 0.9.[14] As shown
in Fig.1(a) for a schematic drawing of this parameter set,
only the a orbital crosses µ and makes a PHI. Though
the pairing operator contains the two orbitals on an equal
footing, the b orbital only sees a strong pairing field (in
the naming convention of Read and Green[44]) and thus
cannot hold a topological pairing.[2, 23, 44] To be more
specific, in terms of the Nambu description, the pairing
introduces a hole orbital for both the a and the b particle
orbitals. While the particle and hole a orbitals meet and
invert at µ, the particle and hole b orbitals are both far
away from µ, as shown in Fig. 1(a). Thus, the low energy
quasiparticle excitations close to µ should be associated
mostly with the a orbital. Since we are interested only in
low energy properties, in particular the SABSs, we could
integrate out the high energy degrees of freedom corre-
sponding to the b orbital, and work with a low energy
effective model associated mainly with the a orbital.
To simplify the deductions, we redefine the Nambu ba-
sis as ψ†
k
= [φ†
ka, φ
†
kb], with φ
†
ka = [a
†
k↑, a−k↑, a
†
k↓, a−k↓]
and φ†
kb similarly. Labeled by the a and b orbitals,
the BdG Hamiltonian H(k) is written into block form.
The upper-left diagonal block for the a orbital is ha =
[m(k)− µ]s0 ⊗ τ3, the lower-right diagonal block for the
b orbital is hb = −[m(k) + µ]s0 ⊗ τ3, the off-diagonal
blocks are hab = h
†
ba = −icz(k)s0 ⊗ τ3 + cy(k)s1 ⊗ τ0 −
cx(k)s2 ⊗ τ3 − i∆0s1 ⊗ τ1. To get the low energy ef-
fective model within the a orbital, we suppose [ua, vb]
T
is an eigenfunction of H(k) with energy E. Thus we
have haua + habvb = Eua and hbvb + hbaua = Evb.
Eliminate vb, we get the eigen-equation for a orbital as
[ha + hab(E − hb)−1hba]ua = h˜aua = Eua. h˜a is the low
energy effective model that we want.[45] Since we focus
on states with |E| ≤ ∆0, for small pairing amplitudes
we could set E = 0 in h˜a which amounts to neglecting
small quantities proportional to E/(m(k) + µ) and their
higher order terms (See Appendix C). Thus we get the
low energy effective model within the a orbital subspace
as
h˜a ≃ ha + hab(−hb)−1hba
= [m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
]s0 ⊗ τ3
− 2∆0
m+ µ
[cxs3 ⊗ τ1 + cys0 ⊗ τ2 − czs1 ⊗ τ1], (3)
where we have made the k dependencies of the various
terms implicit. A moment’s reflection by taking into ac-
count the fact that cα(k) ∼ kα for k ≃ 0 can convince
one that, up to an anisotropy between the kxky plane and
the kz direction, the effective triplet pairing in Eq.(3) de-
scribes the well-known BW phase.[36, 37]
According to the two criteria for identifying TSCs in a
one-orbital model, we have to see whether a PHI still
occurs in the effective model, that is whether or not
m2+c2x+c
2
y+c
2
z−µ2−∆20
m+µ changes sign somewhere in the BZ,
if m − µ changes sign in the BZ. We have found that,
once ∆0 is small compared to
√
c2x + c
2
y + c
2
z evaluated
at wave vectors satisfying m(k) = µ, PHI always oc-
curs in the effective model (See Appendix D). This is
consistent with our assumption of small ∆0 and relevant
experiments.[6–10] Recalling the identification to the BW
phase, we know from previous works that, this pairing is
fully gapped and is topologically nontrivial supporting
SABSs on an arbitrary surface.[2, 3, 13–15]
Furthermore, it is easy to see that PHI in the ef-
fective model occurs regardless of the value of m0 and
thus occurs even for m0m1 > 0 (no BI in the normal
phase, see Fig.1(b) for a schematic illustration) which
corresponds to a topologically trivial normal phase, such
as Sb2Se3.[39] So, ∆1 is TSC even if the normal phase
is topologically trivial. To verify this result, we show
in Figs.2(a) and 2(b) numerical results of the surface
spectral functions for m0m1 < 0 and m0m1 > 0,
respectively.[14, 22] In the small wave vector region, lin-
early dispersing SABSs appear in both two cases. The
only qualitative difference appears close to the Fermi
momentum, where the SABSs for a TI normal phase
(m0m1 < 0) connects continuously to the TSSs. On ac-
count of this finding, ordinary semiconductors like Sb2Se3
with strong SOI are also promising candidates to find
topological pairings.[11]
Since the low energy effective models for the TSC phase
within the a orbital are essentially the same for m0m1 <
0 and m0m1 > 0, we are led to conclude that the parts
of the two kinds of SABSs which have their origin in the
TSC states are equivalent, and the additional feature for
m0m1 < 0 in Fig.2(a) close to the Fermi momentum is a
result of hybridization between the SABSs and the TSSs.
The merge of SABS with TSSs is because on one hand
the pairing ∆1(k) cannot open a gap within the TSSs
and on the other hand the TSSs are well separated from
the bulk states and thus well defined at µ.[14, 17] Later in
this work we would show that the SABS-TSS connection
is likely a universal feature of STI.[14–16]
Apart from the merge of SABS with TSSs, there is
another important difference between m0m1 < 0 and
m0m1 > 0. For m0m1 > 0 without of BI, PHI can only
occur for a single orbital. But form0m1 < 0 with BI, PHI
can occur for both of the two orbitals if A2 < 3|m0m1|
or B2 < 2|m0m2|, and if we place µ properly (µ should
cross one bulk band to ensure bulk pairing) within the
region of 0 < |µ/m0| < 1 (see Appendix E for more
detailed explanations). See Fig.1(c) for a schematic il-
lustration of the situation in the normal phase. In this
case, the a and b orbitals both contribute nontrivially to
the superconducting phase low energy excitations. For
|µ| > 0, m(k) − µ and −m(k) − µ never change sign at
the same wave vector (see the left figure of Fig.1(c) for
an illustration of µ > 0). So, PHI for orbitals a and b
occur at different portions of the BZ, which we denote
4FIG. 2: Surface spectral functions for ∆
1
(k) in Eq.(1), for four
parameter sets (neglecting the ǫ(k) term): (a) m1 = m2 =
0.5, A = 1.5, B = 1, m0 = −0.7, µ = 0.9, and ∆0 = 0.05;
(b) m1 = m2 = 0.5, A = 1.5, B = 1, m0 = 0.7, µ = 0.9, and
∆0 = 0.05; (c) m1 = m2 = 0.5, A = 1.5, B = 0.1, m0 = −0.7,
µ = 0.2, and ∆0 = 0.01; (d) m1 = m2 = 0.5, A = 1.5,
B = 0.3, m0 = −0.7, µ = 0.5, and ∆0 = 0.03. The results
are obtained in terms of standard iterative Green’s function
method.[14, 22] The darker the color, the larger the spectral
weight.
as BZa and BZb. For ∆0 ≪ |µ|, BZa and BZb share
no common wave vectors. We are thus justified to get
two low energy effective models h˜a and h˜b in BZa and
BZb, respectively. Still consider ∆1, h˜a is as shown in
Eq.(3). h˜b is obtained from Eq.(3) by making the sub-
stitution of h˜b = h˜a[m → −m,∆0 → −∆0, cz → −cz].
As a result, there would be two pairs of SABSs on each
surface, originating separately from h˜a and h˜b. The cou-
pling between BZa and BZb, upon the introduction of
the surface, would induce hybridization between the two
pairs of SABSs, so that the energies of the SABSs at the
time reversal invariant momentum of the surface BZ (i.e.,
kx = ky = 0) would be nonzero. As shown in Figs.2(c)
and 2(d) are results for two typical parameter sets. The
presence of two pairs of SABSs, and the nonzero exci-
tation energies for kx = ky = 0 are both obvious, which
are easily understood with our low energy effective model
approach. More discussions for the SABSs can be found
in Appendix F. The finding of two pairs of SABSs is new
in the present system and never shown before. Since
in actual TIs, like Bi2Se3 and Bi2Te3, A and B are
small enough and satisfy the conditions A2 < 3|m0m1| or
B2 < 2|m0m2|[22, 43], it is quite possible to observe two
pairs of SABS in experiments if the chemical potential is
chosen properly.
So far we have shown with ∆1(k) as an example that
the TSCs emerging from the generalized BHZ model can
be understood clearly through the low energy effective
models. This analysis is easily extended to other pairings.
We would concentrate in the following on the cases in
which BI occurs in the normal phase (m0m1 < 0) and
only the a orbital has a PHI (µ > −m0 > 0).
Two other triplet pairings are known to support non-
trivial SABSs, which are ∆2(k) = ∆0σ2⊗s3 and ∆3(k) =
i∆0σ2⊗ s0.[13–15] Following the same analysis as above,
we can get their low energy effective models. The ef-
fective pairings within the a orbital subspace for ∆2(k)
and ∆3(k) turn out to be equivalent to the planar phase
of 3He[37] in the kxkz and kykz plane, respectively (see
Appendix A).
An odd parity singlet pairing, ∆4(k) = i∆0σ1 ⊗ s2 is
also of interest to us. Direct calculation (see Appendix
A) shows that the low energy effective pairing within
the a orbital is also similar to the planar phase of 3He,
but within the kxky plane.[37] Since this effective pairing
does not change sign across the xy surface, it would not
give SABSs lying in the xy plane. But if a clean sur-
face parallel to the z axis can be prepared, this pairing
should also give SABSs similar to the above two triplet
pairings.[14, 15]
Recently, we have proposed a novel spin singlet pair-
ing which gives flat-band SABSs, for CuxBi2Se3 and
Bi2Te3.[22] In the present convention, it is defined as
∆5(k) = i∆0ϕkσ2 ⊗ s2, where ϕk = 23 sin ky2 [cos
√
3
2 kx +
cos 12kx] ∼ ky (or ϕk = 2√3 sin
√
3
2 kx cos
1
2ky ∼ kx). The
low energy effective model for this pairing turns out to
be dyz (or dxz) wave singlet pairing (see Appendix A). In
terms of this correspondence, the SABSs in this pairing
is similar to the SABSs in cuprates.[46]
It is now clear that pairing in the low energy effective
model can be quite different from its original form. This
originates from the inherent intricate couplings among
the degrees of freedom in the model. Hence, a subtle
change of these couplings would manifest itself in the
change of the low-energy effective models, even if the
topological (e.g., Z2) nature of the normal phase remains
unchanged. We illustrate this point by studying typical
pairings formed in the modified Eq.(1).
First consider ∆1(k). The low energy effective model
is easily obtained. Instead of a BW type pairing, the ef-
fective pairing in the low energy model is equivalent to
the planar phase of 3He, within the kxky plane (see Ap-
pendix B).[37] Since the order parameter does not change
sign across the xy plane, no SABSs are expected in di-
rect contrast to the original model of Eq.(1).[14] Now,
consider the odd-parity singlet pairing ∆4(k). The low
energy effective pairing within the a orbital turns out to
be equivalent to the BW phase by a proper redefinition
of axes (see Appendix B), in comparison to the planar
phase in the original model of Eq.(1).[14] Thus we have
seen a slight difference in the original model of Eq.(1)
and the modified Eq.(1) will give very different SABSs.
Thus specific coupling among the degrees of freedom de-
termines the topological nature of a pairing.
We now come back to Eq.(1) and answer whether or
5not SABSs will always merge with TSSs in STIs that sup-
port SABSs, and TSSs are well separated from the bulk
band states at µ.[14–16] This question can be answered
by thinking reversely: If all pairings that can open a gap
in the TSSs do not support SABSs on the xy surface, then
all pairings supporting SABSs on the xy surface cannot
open gap in the TSSs, hence the two different surface
states will merge.
To test the above statement, we first construct the
TRI pairing that can form in the TSSs.[14] The TSSs
on the xy surface of a sample occupying the z < 0 half
space are obtained by solving the surface modes in terms
of the continuum limit of Eq.(1).[14, 43] Denoting the
surface states in terms of the basis φk by making the
z dependency implicit, the two zero energy modes for
kx = ky = 0 are found to be η1 =
1√
2
[1, 0,−1, 0] and
η2 =
1√
2
[0, 1, 0,−1]. The effective model for the TSSs
is[14]
Heff (k) = cx(k)s2 − cy(k)s1, (4)
where k is now defined in the surface BZ. Its two eigen-
vectors can be taken as ηα(k) =
1√
2
[α
cy(k)+icx(k)√
c2y(k)+c
2
x(k)
,−1]T,
with α = ± and the corresponding eigenenergiesEα(k) =
α
√
c2x(k) + c
2
y(k). The creation operators for the eigen-
states are thus f †
k,α =
1
2 [α
cy(k)+icx(k)√
c2y(k)+c
2
x(k)
(a†
k↑−b†k↑)−(a†k↓−
b†
k↓)].
Without loss of generality, consider pairing in the TSSs
for µ > 0. The TRI pairing then must come in the
form of
cy(k)−icx(k)√
c2y(k)+c
2
x(k)
f †
k,+f
†
−k,+.[14] In terms of the a and
b operators, this pairing can be decomposed into two
singlet and two triplet pairings. One singlet pairing is
∆6(k) = i∆0σ0 ⊗ s2. For this pairing, the low energy ef-
fective pairing for the a orbital is an s wave singlet pair-
ing with slight anisotropy and thus do not support SABSs
(see Appendix A). Another singlet pairing is ∆4(k) stud-
ied earlier. This phase, though not completely topologi-
cally trivial, does not support SABSs on the xy surface.
The two triplet pairings are both similar to the pla-
nar phase of 3He, including one intraorbital and one
interorbital component. The interorbital component is
∆7(k) =
∆0
A
σ1 ⊗ [cy(k)s1 − cx(k)s2]is2. The effec-
tive pairing within the a orbital subspace is propor-
tional to [c2x(k) + c
2
y(k)]is2, an anisotropic s wave pair-
ing of approximately sx2+y2 symmetry (see Appendix
A). This pairing is thus trivial and does not support
SABSs on any surface. The intraorbital component is
∆8(k) =
∆0
A
σ0 ⊗ [cy(k)s1 − cx(k)s2]is2. The low energy
effective model for ∆8(k) describes a planar state in the
kxky plane, and thus does not support SABSs on the xy
surface (see Appendix A).
Because the above four pairings exhaust the pairings
that can open gap within the TSSs (xy surface) yet none
of them support SABSs on the xy surface, any pairing
that supports SABSs on the xy surface can not open gap
within the TSSs. Thus, in the assumed situation of well
defined TSSs separated from the bulk band states, the
SABSs if exist will merge with the TSSs. We would like
to point out that, though all pairings supporting SABSs
do not open gap within the TSSs, the TSSs are modified
by the pairing through coupling with the bulk states.
The detailed analysis will be presented in a later work.
III. SUMMARY
To summarize, we propose and illustrate how the su-
perconducting phases of the generalized BHZ model, a
description of pairings in STIs and SCs realized from
semiconductors with large spin orbit interaction, can be
understood easily in terms of low energy effective mod-
els, constructed following the guide of analogy between
TI and one orbital TSCs. Several predictions are made
following this new approach. The normal state topologi-
cal order is not essential for a pairing to be topologically
nontrivial. Whereas the delicate couplings of degrees of
freedom in the model are of crucial importance. For TI
normal phase, TSCs may host one copy or two copies of
SABSs, depending on the chemical potential. The previ-
ously found SABS-TSS connection structure is shown to
be a universal feature of STIs.
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Appendix A: Low energy effective models for
pairings in the generalized BHZ model of Eq.(1) of
the main text
In the main text, we have shown explicitly the deduc-
tion and full expression of the low energy effective model
for ∆1(k). Here, we provide the construction of the low
energy effective models for other numbered pairings that
appear in the main text and two additional pairings, and
identify them with known pairings in one-orbital model.
∆2(k) = ∆0σ2 ⊗ s3. For this pairing, we have ha =
[m(k) − µ]s0 ⊗ τ3, hb = −[m(k) + µ]s0 ⊗ τ3, and hab =
h†ba = −icz(k)s0⊗τ3+cy(k)s1⊗τ0−cx(k)s2⊗τ3−i∆0s3⊗
τ1. Hereafter in deriving the low energy effective models,
we set the quasiparticle energy E = 0, the rationality of
which is to be confirmed in Sec.III of this supplemental
material. So the low energy effective model within the
6subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= (m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
)s0 ⊗ τ3
+
2∆0
m+ µ
(cxs1 ⊗ τ1 + czs3 ⊗ τ1). (A1)
The effective pairing is still triplet but becomes k-
dependent. As is well-known, triplet pairings in a sin-
gle orbital model can be written in terms of a vector d
as (d · s)is2 = −d1s3 + id2s0 + d3s1.[37] In this nota-
tion, the above effective pairing corresponds to d1(k) =
− 2∆0
m(k)+µcz(k), d2 = 0, and d3(k) =
2∆0
m(k)+µcx(k). Close
to k = 0, we have cx(k) ≃ Akx and cz(k) ≃ Bkz. So,
apart from the prefactor [m(k) + µ]−1 which is an even
function of k and the anisotropy coming from A 6= B,
the effective pairing describes the planar phase in the
kxkz plane, well-known in the study of superfluid
3He.[37]
Since the effective pairing is odd in kz, SABSs on the xy
surface is expected to exist, which is confirmed in pre-
vious studies.[14, 15, 17] In addition, at least a pair of
gap nodes exist along the ky axis in the surface Brillouin
zone (BZ), since the effective pairing is ky independent.
Thus the SABSs for this pairing is highly anisotropic in
contrast to the SABSs for ∆1(k).[14, 15, 17]
∆3(k) = i∆0σ2⊗s0. This is also an interorbital triplet
pairing. It has the same ha and hb as ∆2(k), while the
interorbital couplings are hab = h
†
ba = −icz(k)s0 ⊗ τ3 +
cy(k)s1⊗ τ0− cx(k)s2⊗ τ3+ i∆0s0⊗ τ2. The low energy
effective model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= (m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
)s0 ⊗ τ3
− 2∆0
m+ µ
(cys1 ⊗ τ1 + czs0 ⊗ τ2). (A2)
In terms of the vector d, this effective model has a pair-
ing corresponding to d1 = 0, d2(k) =
2∆0
m(k)+µcz(k),
and d3(k) = − 2∆0m(k)+µcy(k). Similar to the analysis for
∆3(k), the present effective pairing corresponds to an
anisotropic planar phase in the kykz plane.[37]
∆4(k) = i∆0σ1⊗s2. This is an interorbital odd parity
singlet pairing. For this pairing, ha and hb are the same
as those for ∆2(k), hab = h
†
ba = −icz(k)s0⊗τ3+cy(k)s1⊗
τ0 − cx(k)s2 ⊗ τ3 −∆0s2 ⊗ τ2. The low energy effective
model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= (m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
)s0 ⊗ τ3
+
2∆0
m+ µ
(cxs0 ⊗ τ2 − cys3 ⊗ τ1). (A3)
In terms of the d vector, this effective model has a
pairing corresponding to d1 =
2∆0
m(k)+µcy(k), d2(k) =
− 2∆0
m(k)+µcx(k), and d3(k) = 0. Comparing with the ef-
fective pairings for ∆2(k) and ∆3(k), it is clear that this
effective pairing also corresponds to an planar state, this
time in the kxky plane. Since the effective pairing do not
change sign under a sign reversal of kz, this pairing does
not support SABSs on the xy surface, in contrast to the
former two pairings.[14]
∆5(k) = i∆0ϕkσ2 ⊗ s2. This is a singlet pairing pro-
posed recently by us as a possible candidate for the pair-
ing of CuxBi2Se3, Bi2Te3 and Bi2Se3.[22] For this pair-
ing, ha and hb are the same as those for ∆2(k), and
hab = h
†
ba = −icz(k)s0 ⊗ τ3 + cy(k)s1 ⊗ τ0 − cx(k)s2 ⊗
τ3+ i∆0ϕks2⊗τ2. The low energy effective model within
the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= (m− µ+ c
2
x + c
2
y + c
2
z −∆20ϕ2k
m+ µ
)s0 ⊗ τ3
−2∆0cz(k)ϕk
m+ µ
s2 ⊗ τ2. (A4)
So, the effective pairing in the low energy one-orbital
model for this novel singlet pairing is simply an
anisotropic singlet pairing. Since for k ∼ 0, ϕk ∼ kx
or ∼ ky, the small wave vector behavior of this pairing
is identical to the dxz or dyz pairing. It is thus simple to
understand why this pairing supports SABSs along x or
y directions.
∆6(k) = i∆0σ0 ⊗ s2. For this intraorbital singlet
pairing, we have ha = [m(k) − µ]s0 ⊗ τ3 − ∆0s2 ⊗ τ2,
hb = −[m(k) + µ]s0 ⊗ τ3 −∆0s2 ⊗ τ2, and hab = h†ba =−icz(k)s0 ⊗ τ3 + cy(k)s1 ⊗ τ0 − cx(k)s2 ⊗ τ3. The low
energy effective model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ (m+ µ) c
2
x + c
2
y + c
2
z
(m+ µ)2 +∆20
]s0 ⊗ τ3
−[1 + c
2
x + c
2
y + c
2
z
(m+ µ)2 +∆20
]∆0s2 ⊗ τ2. (A5)
The effective pairing is of the same symmetry and just in-
troduces a k dependent renormalization and in the mean-
time a slight anisotropy between the dependencies on
kxky and the dependency on kz to the original intraor-
bital pairing amplitude. So this pairing is topological
trivial.
∆7(k) =
∆0
A
σ1⊗ [(cy(k)s1− cx(k)s2)is2]. This pairing
is interorbital triplet, with the spin part explicitly in the
form of a planar state defined in the kxky plane. For this
pairing, ha and hb are the same as those for ∆2(k), and
hab = h
†
ba = −icz(k)s0⊗τ3+cy(k)s1⊗τ0−cx(k)s2⊗τ3+
∆0
A
[cx(k)s0⊗ τ2− cy(k)s3⊗ τ1]. The low energy effective
7model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ (1−
∆20
A2
)(c2x + c
2
y) + c
2
z
m+ µ
]s0 ⊗ τ3
− 1
m+ µ
2∆0
A
(c2x + c
2
y)s2 ⊗ τ2. (A6)
The effective pairing is an anisotropic singlet pairing with
the same symmetry as a sx2+y2 pairing for k ∼ 0. This
anisotropic s wave pairing do not give SABSs on any
surface.
∆8(k) =
∆0
A
σ0 ⊗ [(cy(k)s1 − cx(k)s2)is2]. This is the
intraorbital version of ∆7(k) since they have the same k
dependency and spin subspace structure. For this pair-
ing, ha = [m(k)−µ]s0⊗τ3+∆0A [cx(k)s0⊗τ2−cy(k)s3⊗τ1],
hb = −[m(k)+µ]s0⊗τ3+ ∆0A [cx(k)s0⊗τ2−cy(k)s3⊗τ1],
and hab = h
†
ba = −icz(k)s0⊗τ3+cy(k)s1⊗τ0−cx(k)s2⊗
τ3. The low energy effective model within the subspace
of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ (m+ µ)(c
2
x + c
2
y + c
2
z)
(m+ µ)2 +
∆20
A2
(c2x + c
2
y)
]s0 ⊗ τ3
+
∆0
A
[1 +
c2x + c
2
y + c
2
z
(m+ µ)2 +
∆20
A2
(c2x + c
2
y)
]
×(cxs0 ⊗ τ2 − cys3 ⊗ τ1). (A7)
The correction from the mixing with the b orbital just
brings in a momentum dependent enhancement to the
pairing within a single orbital. It is interesting to note
that the effective pairing of this pairing is essentially iden-
tical with that of ∆4(k). This pairing thus do not support
SABSs on the xy surface.
The only pairing studied in the main text that is both
fully gapped and supports SABSs is ∆1(k). The effective
pairing in its low energy effective model is equivalent to
the BW phase of 3He.[37] It is then interesting to ask
what would be the effective pairing in the low energy
effective model if a BW pairing is realized in the original
two-orbital model. In analogy with ∆7(k) and ∆8(k), we
study one intraorbital and one interorbital BW pairing
in the generalized BHZ model.
The isotropic intraorbital BW pairing could be taken
as ∆9(k) = ∆0σ0 ⊗ [d(k) · s]is2, in which d1(k) =
cx(k)/A, d2(k) = cy(k)/A, and d3(k) = cz(k)/B. For
this pairing, ha = [m(k) − µ]s0 ⊗ τ3 − ∆0[d1(k)s3 ⊗
τ1 + d2(k)s0 ⊗ τ2 − d3(k)s1 ⊗ τ1], hb = −[m(k) + µ]s0 ⊗
τ3 −∆0[d1(k)s3 ⊗ τ1 + d2(k)s0 ⊗ τ2 − d3(k)s1 ⊗ τ1], and
hab = h
†
ba = −icz(k)s0⊗ τ3+ cy(k)s1⊗ τ0− cx(k)s2⊗ τ3.
The low energy effective model within the subspace of
orbital a is
h˜a ≃ ha − habh−1b hba
= ha +
(m+ µ)(c2x + c
2
y + c
2
z)
(m+ µ)2 +∆20(d
2
1 + d
2
2 + d
2
3)
s0 ⊗ τ3
− (2A+B)c
2
z −B(c2x + c2y)
(m+ µ)2 +∆20(d
2
1 + d
2
2 + d
2
3)
∆0
AB
×(cxs3 ⊗ τ1 + cys0 ⊗ τ2) (A8)
+
Ac2z − (A+ 2B)(c2x + c2y)
(m+ µ)2 +∆20(d
2
1 + d
2
2 + d
2
3)
∆0
AB
czs1 ⊗ τ1.
It is clear that, besides the BW pairing inherited directly
from ha, the mixing with b orbital only introduces some
anisotropy between the kxky plane and the kz direction
into the otherwise isotropic pairing.
The isotropic interorbital BW pairing is taken as
∆10(k) = ∆0σ1 ⊗ [d(k) · s]is2. The d vector is taken
as identical to that of ∆9(k). For this pairing, ha =
[m(k) − µ]s0 ⊗ τ3, hb = −[m(k) + µ]s0 ⊗ τ3, and hab =
h†ba = −icz(k)s0 ⊗ τ3 + cy(k)s1 ⊗ τ0 − cx(k)s2 ⊗ τ3 −
∆0[d1(k)s3 ⊗ τ1 + d2(k)s0 ⊗ τ2 − d3(k)s1 ⊗ τ1]. The low
energy effective model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ c
2
x + c
2
y + c
2
z −∆20(d21 + d22 + d23)
m+ µ
]s0 ⊗ τ3
+
2∆0
m+ µ
(cxdy − cydx)s2 ⊗ τ2. (A9)
For a generally chosen set of dα(k) ∼ kα (α = x, y, z),
the effective pairing is singlet with dxy symmetry. How-
ever, for our above ansatz for dα(k), the effective pairing
in fact vanishes. Thus, the low energy effective model
is a one-orbital model without of pairing. The original
pairing only makes slight modifications to the effective
band structure.
Appendix B: Low energy effective models for
pairings in the modified Eq.(1)
We have used the low energy effective pairings for two
typical pairings realized in the modified Eq.(1) to illus-
trate the importance of intricate coupling among the de-
grees of freedom in the model in determining the low
energy effective model. The modification is introduced
by replacing the term cz(k)σ2 ⊗ s0 in Eq.(1) of the main
text by cz(k)σ1 ⊗ s3.
The first pairing is ∆1(k) = ∆0σ2⊗ s1. For the model
defined as modified Eq.(1), we have ha = [m(k)− µ]s0⊗
τ3, hb = −[m(k) + µ]s0 ⊗ τ3, and hab = h†ba = cz(k)s3 ⊗
τ0 + cy(k)s1 ⊗ τ0 − cx(k)s2 ⊗ τ3 − i∆0s1 ⊗ τ1. The low
8energy effective model within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
]s0 ⊗ τ3
− 2∆0
m+ µ
[cxs3 ⊗ τ1 + cys0 ⊗ τ2]. (B1)
In terms of the d vector, the effective pairing is d1(k) =
2∆0
m(k)+µcx(k), d2(k) =
2∆0
m(k)+µcy(k), and d3 = 0. This
pairing is thus equivalent to the planar phase of 3He.[37]
However, we know in the main text that, the low energy
effective pairing for this pairing is equivalent to the BW
phase of 3He for the original model of Eq.(1).
The other pairing that we study in the main text for
the modified Eq.(1) is ∆4(k) = i∆0σ1 ⊗ s2. For this
pairing we have ha = [m(k) − µ]s0 ⊗ τ3, hb = −[m(k) +
µ]s0 ⊗ τ3, and hab = h†ba = cz(k)s3 ⊗ τ0 + cy(k)s1 ⊗ τ0 −
cx(k)s2⊗ τ3−∆0s2⊗ τ2. The low energy effective model
within the subspace of orbital a is
h˜a ≃ ha − habh−1b hba
= [m− µ+ c
2
x + c
2
y + c
2
z −∆20
m+ µ
]s0 ⊗ τ3
+
2∆0
m+ µ
[cxs0 ⊗ τ2 − cys3 ⊗ τ1 + czs1 ⊗ τ1].(B2)
In terms of the d vector, the effective triplet pair-
ing is characterized by d1(k) =
2∆0
m(k)+µcy(k), d2(k) =
− 2∆0
m(k)+µcx(k), and d3(k) =
2∆0
m(k)+µcz(k). Compare with
Eq.(3) of the main text and the related discussion, it is
clear that this effective pairing is equivalent to the BW
phase of 3He.[37]
Summing up the above results and compare them with
those for the original model of Eq.(1), it is clear that
a slight change of the model respecting the topological
nature of the normal phase can bring drastic changes to
the effective pairing symmetry and the SABSs of a certain
pairing expressed in the full two-orbital basis.
Appendix C: Corrections to the low energy effective
model from the quasiparticle energy E
In obtaining the low energy effective models within
the a orbital subspace, we have neglected the quasi-
particle energy E in (E − hb)−1 of the full formula
h˜a = ha+hab(E−hb)−1hba. We now show that, since we
are concerned only with low energy excitations, the ne-
glected terms are indeed small quantities for small pairing
amplitudes.
Take ∆1(k) as an example, we have ha = [m(k) −
µ]s0 ⊗ τ3, hb = −[m(k) + µ]s0 ⊗ τ3, and hab = h†ba =−icz(k)s0⊗ τ3+ cy(k)s1⊗ τ0− cx(k)s2⊗ τ3− i∆0s1⊗ τ1.
The term relevant to E is
(E−hb)−1 = 1
m+ µ


1
1+ E
m+µ
0 0 0
0 1E
m+µ−1
0 0
0 0 1
1+ E
m+µ
0
0 0 0 1E
m+µ−1

 .
(C1)
The cases that we focus in this work are characterized
by µ≫ ∆0 > 0 and m ≈ µ for the wave vectors relevant
to pairing. So we have m + µ ≫ ∆0. Since we focus on
low energy excitations, in particular within the gap, the
quasiparticle energy E is at most the same order as ∆0.
So the condition | E
m+µ | ≪ 1 holds. Thus it is reasonable
to set E = 0 directly in Eq.(1) of the main text when
analyzing low energy properties.
We can expand the diagonal elements of (E − hb)−1
into Taylor series of E
m+µ to see more clearly the correc-
tion by E. It turns out that the even and odd polynomi-
als of E
m+µ form two qualitatively different contributions.
They are rearranged into two infinite series which after
resummation yield
(E − hb)−1 = − E
(m+ µ)2
1
1− E2(m+µ)2
s0 ⊗ τ0
+
1
m+ µ
[1 +
E2
(m+ µ)2
1
1− E2(m+µ)2
]s0 ⊗ τ3. (C2)
After substituting into h˜a, the odd order corrections,
which are dominated by the first order term, gives a band
shift of the order of E to all the four Nambu orbitals
within the a subspace. Except for very critical param-
eters which we disregard in the present work, this tiny
band shift does not influence the PHI of the effective
model, and is thus topologically trivial. On the other
hand, the correction of E
m+µ to the topologically relevant
s0 ⊗ τ3 term comes in the second order and thus is even
more safely negligible for | E
m+µ | ≪ 1.
Appendix D: Influence of the band shift term
The ǫ(k)σ0 ⊗ s0 term in Eq.(1) of the main text rep-
resents a band shift irrelevant to the topological nature
of the normal phase. To make the analogy between TIs
and one-orbital TSCs more exact, we have neglected this
term in the deductions and discussions. Here, taking
∆1(k) = ∆0σ2 ⊗ s1 as an example, we see if this term
can bring any significant changes to our former conclu-
sion in the main text and in this supplemental material.
Since ǫ(k) is even in k, the presence of the band shift
term amounts to replacing the chemical potential µ in the
BdG Hamiltonian by µ− ǫ(k). Thus, the corresponding
low energy effective model is easily obtained by replacing
µ in the original effective model in Eq.(3) of the main
9text by µ− ǫ(k), which is
h˜a ≃ [m− µ+ ǫ+
c2x + c
2
y + c
2
z −∆20
m+ µ− ǫ ]s0 ⊗ τ3
− 2∆0
m+ µ− ǫ [cxs3 ⊗ τ1 + cys0 ⊗ τ2 − czs1 ⊗ τ1].(D1)
Following the main text, we have made the wave vector
dpendencies of the various terms in the model implicit.
The form of the effective pairing is obviously unchanged.
So, if ǫ(k) is of any significance, the impact should man-
ifest through the band energy term and appear as an
influence on the PHI of the effective model.
Before analyzing the effect of ǫ(k) on PHI, it is bene-
ficial to mention why for ǫ(k) = 0 and small ∆0 the PHI
always occurs for the low energy effective model, once
m− µ could change sign (i.e., PHI occurs for orbital a).
From the definition of m(k) in the main text, we know
m ≥ m0 and m(k = 0) = m0. We have taken µ > |m0|
in most of time to make sure that the PHI occurs only
in the a orbital. Then, for k = 0 we have m˜(k = 0) =
m−µ+ c
2
x+c
2
y+c
2
z−∆20
m+µ = m0−µ−
∆20
m0+µ
< m0−µ < 0. For
m − µ = 0 we have m˜(k) = c
2
x+c
2
y+c
2
z−∆20
2µ |m(k)=µ, which
is already larger than zero once ∆0 is small enough.
Now turn on ǫ(k), the question becomes: If m(k) +
ǫ(k) − µ changes sign somewhere in the BZ around Γ,
whether or not m˜′(k) = m˜(k)|µ→µ−ǫ(k) = m + ǫ −
µ +
c2x+c
2
y+c
2
z−∆20
m−ǫ+µ still changes sign somewhere in the
BZ around the Γ point. We set ǫ0 < 0, ǫ1 > 0 and
ǫ2 > 0, in agreement with the parameters obtained by
fitting first principle band structures.[22, 43] If ǫα are all
much smaller than mα, ǫ(k) can not change the above
conclusion obtained for ǫ(k) = 0, except for critical pa-
rameters that we disregard for which m − µ is on the
verge of no sign change. However, in the opposite case,
when the magnitudes of ǫα are all much larger than mα,
the sign change in m + ǫ − µ would mostly because of
the sign change of ǫ − µ. For k = 0, we still have
m˜′(k = 0) = m0 + ǫ0 − µ − ∆
2
0
m0−ǫ0+µ < 0, since we
have assumed µ > m0 + ǫ0, µ > 0 and ǫ0 < m0 < 0.
Now consider the portion of the BZ where sign change of
m+ ǫ− µ occurs. In the present case of ǫ(k) dominating
over m(k), we have m(k) ≈ m0 for m+ ǫ− µ ≈ 0, which
gives µ− ǫ ≈ m0. Thus for m+ ǫ− µ ≈ 0, we now have
m˜′(k) ≈ c
2
x+c
2
y+c
2
z−∆20
2m0
|m0+ǫ−µ≈0. For very small ∆0 the
above formula is smaller than zero. So, in comparison
to the case of ǫ = 0, the PHI in the low energy effective
model becomes harder to occur in the presence of ǫ(k)
term. Thus, the band shift represented by ǫ(k) turn to
destroy the TSC through forbidding the occurrence of
PHI in the low energy effective model. But since in ac-
tual materials, the ǫ(k) term is at most of the same order
of magnitude as the m(k) term, there is still a sufficient
wide range of µ which can make the superconducting
state topologically nontrivial if ∆1(k) is realized in the
full model.[22, 43]
Appendix E: Conditions for the occurrence of PHI
in both of two orbitals
Though we discuss in this work mostly in terms of the
a and b orbitals with separately even and odd parities,
we also require the chemical potential µ to cross the bulk
energy bands since we are interested in bulk pairing. If
we neglect the band shift term in Eq.(1) of the main text,
ǫ(k)σ0 ⊗ s0, the dispersion of the bulk conduction band
is[14]
E(k) =
√
m2(k) + c2x(k) + c
2
y(k) + c
2
z(k). (E1)
Close to the BZ center k ≃ 0, we can approximate the
terms in E(k) as m(k) ≃ m0 + 32m1(k2x + k2y) + m2k2z ,
cx(k) ≃ Akx, cy(k) ≃ Aky, and cz(k) ≃ Bkz . For a TI,
we have m0m1 < 0 and m1m2 > 0.
Since the overlap region ofm(k) (a orbital) and −m(k)
(b orbital) is specified by |m(k)| < |m0|, the chemical
potential µ must be tuned to this region to ensure that
PHI occurs for both of the two orbitals. In order to
make this realistic, we demand that E(k) < |m0| must
be true in some part of the BZ. Expanding E2(k) in the
neighborhood of k = 0 into polynomials of kα (α is x, y
or z), it is easy to see that the above condition is met if
and only if at least one of the following two conditions
are satisfied: A2+3m0m1 < 0 and B
2+2m0m2 < 0. The
two conditions are equivalently written as A2 < 3|m0m1|
and B2 < 2|m0m2|.
If A2 < 3|m0m1| and B2 > 2|m0m2|, minimum of
the bulk conduction band occurs at
√
k2x + k
2
y > 0 and
kz = 0. If A
2 > 3|m0m1| and B2 < 2|m0m2|, minimum
of the bulk conduction band occurs at kx = ky = 0 and
kz 6= 0. Whereas for A2 > 3|m0m1| and B2 > 2|m0m2|,
minimum of the bulk conduction band occurs at the BZ
center kx = ky = kz = 0 and is equal to |m0|, so the
PHI can occur only for one orbital. In Figs.2(c) and 2(d)
of the main text, we have shown surface spectral func-
tions for two parameter sets satisfying A2 > 3|m0m1| and
B2 < 2|m0m2|. Fig.1(c) of the main text is a schematic
illustration of the relative positions of ±m(k) and the
bulk conduction and valence bands, for parameter sets
similar to Figs.2(c) and 2(d).
Appendix F: More discussions on cases with two
pairs of SABSs
For parameters similar to Figs.2(a) and 2(b) of the
main text (band structures of which are as illustrated in
Figs.1(a) and 1(b) of the main text), PHI occurs only
for one orbital and a low energy effective model related
mainly to that orbital is obtained, as is shown in Eq.(3)
of the main text and the first and second sections of this
supplemental material. From the low energy effective
model, we can tell whether the pairing is topologically
nontrivial and supports SABSs. The SABSs, if they ex-
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ist, can then be constructed in the same way as the topo-
logical surface states are constructed for a topological
insulator.[14, 43]
For parameters similar to Figs.2(c) and 2(d) of the
main text (the schematic illustration for which are shown
in Fig.1(c) of the main text), PHI occurs for both of
the two orbitals. We thus have two low energy effective
models, h˜a related mainly to orbital a and h˜b related
mainly to orbital b, which are defined separately in BZa
and BZb. Suppose both of the two effective models (i.e.,
h˜a and h˜b) can give rise to SABSs on the xy plane, such
as ∆1(k) and ∆2(k) realized in Eq.(1) of the main text.
Upon the introduction of a surface perpendicular to
the z direction, while on one hand we expect that h˜a
and h˜b will each yield a pair of SABSs, on the other
hand states in BZa and states in BZb (and thus the two
pairs of SABSs emerging separately from h˜a and h˜b) will
be coupled together through the mixing of kz , since the
translational invariance along z is broken. This is the
general picture to understand the final dispersion of the
SABSs shown in Figs.2(c) and 2(d). Correspondingly, we
take two steps to get the SABSs in Figs.2(c) and 2(d) by
hand: Firstly, calculate the SABSs for h˜a and h˜b sepa-
rately by ignoring their coupling. Secondly, estimate the
coupling between the two pairs of SABSs and thus get
the final dispersion for the true SABSs.
In what follows, we first make a general analysis of the
physical ingredients relevant to the formation of SABSs
in Figs.2(c) and 2(d). Based on this analysis, we then
make a rough estimation of the coupling strength be-
tween h˜a and h˜b as a result of broken translational in-
variance induced by the surface, which is compared to
the numerical surface spectrum. Finally, we show ex-
plicitly how the SABSs can be obtained analytically. In
these analyses, we always assume that the pairing ampli-
tude is much smaller than other parameters, such as the
chemical potential.
- A general analysis. We have shown in the above
section that, when A2 < 3|m0m1| or B2 < 2|m0m2|,
PHI can occur for both orbital a and orbital b when
|µ/m0| < 1. For realistic µ crossing the bulk band and
small pairing amplitude ∆0 (i.e., |∆0/µ| ≪ 1), we can get
two low energy effective models h˜a and h˜b, defined within
BZa and BZb. The expression for h˜a can be found from
Eq.(3) of the main text, or from Sec.I and Sec.II of this
supplemental material, for different pairings. h˜b can be
obtained by making proper substitutions to h˜a. For ex-
ample, for the first pairing formed in Eq.(1) of the main
text, we have h˜b = h˜a[m → −m,∆0 → −∆0, cz → −cz],
whereas we have h˜b = h˜a[m → −m,∆0 → −∆0] for
the first pairing formed in the modified Eq.(1) of the
main text. BZa consists of states of orbital a ensuring
|m(k) − µ| to be within the order of ∆0, while BZb con-
sists of states of orbital b ensuring | − m(k) − µ| to be
within the order of ∆0.
To facilitate the following analysis, we reexpress the
wave vectors in the BZ as k = (kxy, kz), where kxy =
(kx, ky). For each fixed kxy, m(kxy, kz) is an even
function of kz . So, we can further separate BZa (and
also BZb) into two portions with positive and negative
kz, respectively. They are denoted as BZ
+
a (BZ
+
b ) and
BZ−a (BZ
−
b ). Considering BZa, for a certain kxy, define
kz0 ≥ 0 as the solution ofm(kxy, kz0)−µ = 0. Then BZ+a
contains a slice of states with the same kxy, centering
around (kxy, kz0) and having approximately a number of
νa∆0/|vz(kxy, kz0)|
2π/Nz
=
νaNz∆0
2π|vz(kxy, kz0)| = N
a+
z (kxy)
(F1)
states, where Nz is the number of quintuple layers along
the z direction and vz(kxy, kz0) =
∂
∂kz
m(k)|k=(kxy,kz0).
νa is a number of order 1, indicating the effective acting
range of the pairing correlation in BZ+a . BZ
−
a contains a
corresponding slice of states centered at (kxy,−kz0) and
having the same number of states. Similarly, BZ+b con-
tains for the same kxy a slice of states, centering around
(kxy, k
′
z0) and having approximately a number of
νb∆0/|vz(kxy, k′z0)|
2π/Nz
=
νbNz∆0
2π|vz(kxy, k′z0)|
= N b+z (kxy)
(F2)
states, where k
′
z0 ≥ 0 is solution of m(kxy, k
′
z0) + µ = 0
and vz(kxy, k
′
z0) =
∂
∂kz
m(k)|
k=(kxy,k
′
z0)
. νb is a number
of order 1, indicating the effective acting range of the
pairing correlation in BZ+b . BZ
−
b contains a correspond-
ing slice of states centered at (kxy,−k′z0) and having the
same number of states as BZ+b . If for a certain kxy, we
have kz0 ≃ 0 (k′z0 ≃ 0), then for this kxy BZ+a and BZ−a
(BZ+b and BZ
−
b ) each has half the number of states as
specified above.
For an ideal bulk material with periodic boundary con-
ditions in all three directions, states within BZa and BZb
are independent of each other. The introduction of two
xy surfaces break the translational invariance along z di-
rection, so that kz is not still a good quantum number
and states in BZa and BZb will be connected through
the mixing of kz. Since we are here only concerned with
the coupling between orbital a within BZa and orbital b
within BZb, we illustrate the effect of kz mixing by fo-
cusing on the terms in the BdG Hamiltonian that couple
orbitals a and b along the z direction, which are
hzab = −i
∑
k
φ†
kacz(k)s0 ⊗ τ3φkb + h.c., (F3)
for the bulk material. Turning the z direction of hzab to
the real space by making the Fourier transformation (the
lattice parameters have been set as length units)
φka(b) =
1√
Nz
Nz∑
nz=1
φkxynza(b)e
−ikznz , (F4)
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we get
hzab =
B
2
∑
kxy
Nz∑
nz=1
∑
α=±1
φ†
kxynza
αs0 ⊗ τ3φkxy,nz−α,b + h.c.
(F5)
Until now, we are considering a fully three dimensional
bulk material. The periodic boundary condition along z
direction is enforced by requiring that nz = 0 is equiva-
lent to nz = Nz and nz = Nz+1 is equivalent to nz = 1.
A sample with two xy surfaces are obtained by cutting
off the coupling between the nz = 1 and the nz = Nz
quintuple layers. hzab then becomes
h¯zab =
B
2
∑
kxy
Nz−1∑
nz=1
[φ†
kxy,nz+1,a
s0 ⊗ τ3φkxynzb
−φ†
kxynza
s0 ⊗ τ3φkxy,nz+1,b] + h.c. (F6)
The mixing of kz quantum states defined in the origi-
nal bulk model is explicitly constructed by making the
inverse Fourier transformation of Eq.(F4) to h¯zab, which
yields after completing the summation over nz
h¯zab =
∑
kxy
iB
Nz
∑
kzk
′
z
φ†
kxykza
fkzk′zs0⊗τ3φkxyk′zb+h.c., (F7)
where
fkzk′z =
1
2i
[eik
′
z − e−ikz ] = sin kz + k
′
z
2
e−i
kz−k
′
z
2 . (F8)
Note that, if we are considering a sample running from
nz = −Nz to nz = −1, the same procedure as done above
shows that Eq.(F7) keeps invariant, whereas Eq.(F8) is
replaced by
fkzk′z =
1
2i
[eikz − e−ik
′
z ] = sin
kz + k
′
z
2
ei
kz−k
′
z
2 . (F9)
The coupling strength between states in BZa and BZb by
the introduction of two xy surfaces can thus be estimated
from Eqs.(F7) to (F9).
- Rough estimation of average coupling strength
between states in BZa and BZb. We now estimate
the average coupling strength between states of orbital a
in BZαa (α = ±) and states of orbital b in BZβb (β = ±),
induced by the creation of a pair of xy surfaces. Since
kx and ky are still good quantum numbers after a pair
of xy surfaces are introduced, states pertaining to dif-
ferent kxy are independent, so we estimate the effective
coupling for a certain kxy shared by BZa and BZb. Sup-
pose the states in BZ+a centering around (kxy, kz0) and
the states in BZ−a centering around (kxy,−kz0) are far
away from each other, and the states in BZ+b centering
around (kxy, k
′
z0) and the states in BZ
−
b centering around
(kxy,−k′z0) are also far away from each other. This as-
sumption is reasonable for most kxy (including center of
the surface BZ kx = ky = 0), since we assume the pair-
ing amplitude is very small. Then the coupling between
states in BZa and states in BZb for kxy are
h¯zab(kxy) =
iB
Nz
∑
kzk
′
z
φ†
kxykza
fkzk′zs0 ⊗ τ3φkxyk′zb + h.c.
=
iB
Nz
√
Na+z (kxy)
√
N b+z (kxy) · (F10)
·
∑
kzk
′
z
φ†
kxykza√
Na+z (kxy)
fkzk′zs0 ⊗ τ3
φ
kxyk
′
zb√
N b+z (kxy)
+ h.c.
In the above summations, kz is within BZa and k
′
z is
within BZb, different from Eq.(F7). For the kxy as-
sumed above and small ∆0, kz of the states within BZ
α
a
(α = ±) and BZβb (β = ±) are concentrated on very
narrow regions centering around αkz0 and βk
′
z0. So,
fkzk′z are concentrated on four values fαkz0,βk
′
z0
(α = ±,
β = ±). Accordingly, we can define effective state
operators as φ˜kxyaα =
1√
N
a+
z (kxy)
∑
kz∈BZαa
φkxykza and
φ˜kxybβ =
1√
N
b+
z (kxy)
∑
kz∈BZβb
φkxykzb. Then we have
h¯zab(kxy) ≈
iB∆0
2π
√
νaνb
|vz(kxy, kz0)vz(kxy, k′z0)|
·
·
∑
αβ
φ˜†
kxyaα
f
αkz0,βk
′
z0
s0 ⊗ τ3φ˜kxybβ + h.c. (F11)
The factor iB∆02π
√
νaνb
|vz(kxy,kz0)vz(kxy,k′z0)|
fαkz0,βk′z0
thus
stands as an estimation of average coupling strength be-
tween states of orbital a in BZαa and states of orbital b in
BZβb . Hereafter, we denote this factor as Cαβ(kxy).
As an example, we estimate the effective coupling
strength for kx = ky = 0, focusing on the two sets of
parameters as shown in Figs.2(c) and 2(d). According
to former definitions, we have vz(kx = ky = 0, αkz0) =
2αm2 sinkz0 and v
′
z(kx = ky = 0, βk
′
z0) = 2βm2 sink
′
z0.
kz0 > 0 satisfies m0 − 2m2(1 − cos kz0) − µ = 0, while
k
′
z0 > 0 satisfies m0 − 2m2(1 − cos k
′
z0) + µ = 0. From
these relations we have
|Cαβ(kxy = 0)| = B∆0
√
νaνb
π
·
·| α√
(m0 + µ)(µ−m0 − 4m2)
+
β√
(µ−m0)(µ+m0 + 4m2)
|. (F12)
For parameters of Fig.2(c) of the main text, m0 = −0.7,
m2 = 0.5, B = 0.1, µ = 0.2, and ∆0 = 0.01, we have
|C(2c)αβ (kxy = 0)| ≃ 10−4|4.29α+ 2.74β|
√
νaνb. (F13)
For parameters of Fig.2(d) of the main text, m0 = −0.7,
m2 = 0.5, B = 0.3, µ = 0.5, and ∆0 = 0.03, we have
|C(2d)αβ (kxy = 0)| ≃ 10−3|1.95α+ 7.16β|
√
νaνb. (F14)
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The data in Eqs.(F13) and (F14) can be compared to
the numerical results on Figs.2(c) and 2(d). For ∆1(k),
both h˜a defined within BZa and h˜b defined within BZb
support SABSs. If we ignore the coupling discussed
above, then h˜a and h˜b each produces a pair of zero en-
ergy SABSs for kx = ky = 0, which is protected by
time reversal symmetry and particle hole symmetry, since
kx = ky = 0 is a time reversal invariant momentum of the
surface BZ. The two pairs of zero modes originate sep-
arately from coupling among states of orbital a in BZa
and states of orbital b in BZb. Introducing the coupling
of h¯zab(kxy) between states of orbital a in BZa and states
of orbital b in BZb mixes the two pairs of SABSs. For
kx = ky = 0, the coupling strengths are roughly esti-
mated by Eqs.(F13) and (F14), which would turn the
two pairs of zero energy SABSs to two pairs (degeneracy
protected by time reversal symmetry) of nonzero energy
SABSs at two symmetric energies (ensured by particle
hole symmetry). From Fig.2(c) of the main text, the nu-
merical results for the excitation energy of the SABSs at
kx = ky = 0 are∼ ±0.0021. A comparison with Eq.(F13)
shows that if we take νa and νb to be between 3 to 4, then
Eq.(F13) gives a fairly good estimation of the excitation
energy of Fig.2(c) at kx = ky = 0. From Fig.2(d) of the
main text, the numerical results for the excitation energy
of the SABSs at kx = ky = 0 are ∼ ±0.0068. A com-
parison with Eq.(F14) shows that if we take νa and νb
to be about 1, then Eq.(F14) gives a fairly good estima-
tion of the coupling strength and the excitation energy
of Fig.2(d) at kx = ky = 0. Since the required νa and νb
are all in the order of 1, in agreement with their physical
meaning, the present comparison has confirmed the cor-
rectness and effectiveness of the picture proposed in the
above general analysis.
- Analytical calculation of the SABSs. We now
make a realistic analytical calculation of the SABSs for
∆1 for parameters similar to Figs.2(c) and 2(d). As was
stated in the introductory remarks of this section, we first
get two pairs of SABSs by ignoring the coupling between
h˜a and h˜b, then we put back this coupling and get the
actual effective model and dispersion of the SABSs.
First consider h˜a, the form of which is as shown
in Eq.(3) of the main text. To make possible an
analytical analysis, we have restricted to the case
of weak pairing field. In addition, we assume that√
c2x(k) + c
2
y(k) + c
2
z(k) is small as compared to |m(k)|.
In this limit, the pairing only influences states for which
m(k) − µ ≈ 0. Then, we are justified to replace the
m(k)+µ denominators in Eq.(3) of the main text by 2µ.
h˜a thus becomes
h˜a ≃ [m− µ+
c2x + c
2
y + c
2
z −∆20
2µ
]s0 ⊗ τ3
−∆0
µ
[cxs3 ⊗ τ1 + cys0 ⊗ τ2 − czs1 ⊗ τ1]. (F15)
Since h˜a has particle hole symmetry, we can follow
the common practice in deriving the topological surface
states of topological insulators.[14, 43]
We first get the pair of zero energy surface modes
pertaining to kx = ky = 0. Since all the relevant pa-
rameters for pairing in the BHZ model are close to the
BZ center (i.e., kx = ky = kz = 0), we can expand
h˜a(kx = ky = 0, kz) into a polynomial in kz . By creating
a pair of surfaces, kz is not still a good quantum number
and should be replaced by −i∂z. Then the pair of zero
energy surface modes are obtained by solving
h˜a(kx = ky = 0,−i∂z)ψaα(z) = 0, (F16)
where α = 1, 2 labels the two zero modes. To focus on
surface localized modes satisfying the boundary condi-
tion of ψaα(z = 0) = ψaα(z = ±∞) = 0 (‘+’ sign applies
for the lower surface, while ‘−’ sign applies for the upper
surface), we set the ansatz for ψaα(z) as[14, 43]
ψaα(z) = e
λz [u1, v1, u2, v2]
T, (F17)
where λ is a constant to be solved and the superscript
‘T’ means taking the transpose. The four solutions for λ
are
λζη =
ζ∆0B + ηµ
√
4m2(m0 − µ− ∆
2
0
2µ ) + 2B
2(m0
µ
− 1)
2m2µ+B2
=
ζ∆0B + ηµ
√
C1
2m2µ+B2
, (F18)
where ζ = ± and η = ±. For parameters similar to
Figs.2(c) and 2(d) of the main text, C1 < 0 and
√
C1 in
the numerator is purely imaginary.
Now focus on the surface modes living on the upper
surface (z = 0 surface of a sample occupying z < 0) of
a sample. The relevant solutions for λ are λ+η. Substi-
tuting Eqs.(F17) and (F18) back into Eq.(F16), we get a
pair of zero energy surface modes for h˜a(kx = ky = 0) as
ψaα(z) = Cρα(e
λ++z − eλ+−z), (F19)
where ρ1 =
1√
2
[1, 0, 0, i]T and ρ2 =
1√
2
[0, 1,−i, 0]T are
the two orthonormal state vectors. The normalization
constant C is taken as a positive number
C =
1
µ
√
∆0B(µ2C1 −∆20B2)
(2m2µ+B2)C1
, (F20)
where the constant C1 is defined in Eq.(F18).
Now consider the SABSs supported by h˜b. Since h˜b
can be obtained from h˜a by making the substitutions of
mα → −mα (α = 0, 1, 2), ∆0 → −∆0 and B → −B, the
solution of the surface modes can be obtained similar to
those for h˜a. Thus we obtain the two zero energy surface
modes of h˜b on the upper surface (z = 0 surface of a
sample occupying z < 0) for kx = ky = 0 as
ψbα(z) = Dρ
′
α(e
λ
′
−+z − eλ
′
−−
z), (F21)
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where the two orthonormal state vectors are ρ
′
1 =
1√
2
[1, 0, 0,−i]T and ρ′2 = 1√2 [0, 1, i, 0]T, which are com-
plex conjugates of those for h˜a. The four solutions for λ
are
λ
′
ζη = λζη(m0 → −m0,m2 → −m2) =
ζ∆0B + ηµ
√
C2
−2m2µ+B2 ,
(F22)
where ζ = ± and η = ±. C2 = C1(m0 → −m0,m2 →
−m2) is negative for parameters similar to those of
Figs.2(c) and 2(d). The two roots of λ with ζ = − in
Eq.(F22) are taken to define the surface modes localized
on the upper surface of a sample, because 2m2µ > B
2
for parameters in Figs.2(c) and 2(d). The normalization
constant D is taken as
D =
1
µ
√
∆0B(µ2C2 −∆20B2)
(2m2µ−B2)C2 . (F23)
Taking ψaα(z) and ψbα(z) (α = 1, 2) as four basis
states, we can now construct the effective models for the
SABSs on the upper xy surface of a sample in the ∆1
superconducting phase. First, we calculate the effective
model within the subspace of SABSs related to h˜a and
h˜b, still ignoring the coupling between h˜a and h˜b. By fo-
cusing on states close to center of the surface BZ, we can
take the terms dependent on kx and ky as perturbations.
For h˜a, the perturbation term is
h˜axy = [2m1(3− 2 cos
√
3
2
kx cos
1
2
ky − cos ky)
+
c2y + c
2
x
2µ
]s0 ⊗ τ3 − ∆0
µ
[cxs3 ⊗ τ1 + cys0 ⊗ τ2]. (F24)
Taking {ψa1(z), ψa2(z)} as the basis, the effective model
for the SABSs emerging from h˜a is
h˜surfa (kxy) = −
∆0
µ
[cx(kxy)s1 + cy(kxy)s2], (F25)
where s1 and s2 are Pauli matrices acting in the present
subspace.
For h˜b, the perturbation term is
h˜bxy = [−2m1(3 − 2 cos
√
3
2
kx cos
1
2
ky − cos ky)
+
c2y + c
2
x
2µ
]s0 ⊗ τ3 + ∆0
µ
[cxs3 ⊗ τ1 + cys0 ⊗ τ2]. (F26)
Taking {ψb1(z), ψb2(z)} as the basis, the effective model
for the SABSs emerging from h˜b is
h˜surfb (kxy) =
∆0
µ
[cx(kxy)s1 + cy(kxy)s2], (F27)
where s1 and s2 are Pauli matrices acting in the present
subspace.
As was explained in the introductory part of this sec-
tion, the creation of a pair of xy surfaces couples the two
pairs of SABSs originating from the decoupled h˜a and h˜b
together. The dispersion of the actual SABSs close to
kx = ky = 0 are thus obtained after we make a reason-
able estimation for the coupling between the two pairs
of SABSs solved from h˜surfa (kxy) and h˜
surf
b (kxy). There
are two equivalent yet slightly different methods to make
this estimation, which we explain in turn.
The first method is to calculate the matrix elements of
the original bulk Hamiltonian (with a pair of xy surfaces
introduced and thus kz is to be replaced by −i∂z) be-
tween the basis {ψa1(z), ψa2(z)} for h˜surfa (kxy) and the
basis {ψb1(z), ψb2(z)} for h˜surfb (kxy). We define the ma-
trix element to be calculated between ψaα(z) (α = 1, 2)
and ψbβ(z) (β = 1, 2) as C
αβ
ab . There are four terms in the
bulk Hamiltonian of ∆1 that are relevant to the coupling
between the a and b orbitals, which are
Hab(kxy, kz) = cz(kz)σ2 ⊗ s0 ⊗ τ3 +∆0σ2 ⊗ s1 ⊗ τ1
+cy(kxy)σ1 ⊗ s1 ⊗ τ0 − cx(kxy)σ1 ⊗ s2 ⊗ τ3. (F28)
In the four terms of Hab(kxy, kz), we have made their
dependencies on the wave vectors explicit. Note that
the effect of coupling between orbital a and orbital b is
already incorporated in obtaining the bulk low energy
effective models h˜a within BZa and h˜b within BZb. What
we are now trying to estimate is the the coupling between
states in BZa and states in BZb induced by the broken
translational invariance along the z direction, so the kz
dependent term is the only term relevant to our objective.
This term is no other than hzab defined in Eq.(18). For
kz very small, we can make the approximation cz(kz) ≃
Bkz. The breaking of translational invariance along z
direction is accompanied by the substitution of kz →
−i∂z in hzab. Direct calculation shows that C12ab = C21ab =
0, and
C11ab = −C22ab = −BCD(|λ++|2 + |λ
′
−+|2) ·
· (λ++ − λ+−)(λ
′
−+ − λ
′
−−)
|(λ++ + λ′−+)(λ+− + λ′−+)|2
. (F29)
Thus, in the basis of {ψa1(z), ψa2(z), ψb1(z), ψb2(z)} the
complete form of the effective model for the SABSs is
hSABS(kxy) =
(
h˜surfa (kxy) C
11
ab s3
C11∗ab s3 h˜
surf
b (kxy)
)
. (F30)
Dispersion of the SABSs close to the kx = ky = 0 point is
obtained by diagonalizing the above 4× 4 matrix, which
give four branches of excitations
Eαβ(kxy) = α|C11ab |+ β
∆0
µ
√
c2x(kxy) + c
2
y(kxy), (F31)
where α = ± and β = ±. This result gives a pair of
two fold degenerate states of energy |C11ab | and −|C11ab |
at kx = ky = 0, which split separately into a pair
of linearly dispersive modes for small kxy. This is in
qualitative agreement with the dispersions of the SABSs
14
in Figs.2(c) and 2(d). Substituting the parameters for
Figs.2(c) and 2(d) to Eq.(F29), we get |C11ab | = 0.0017
and |C11ab | = 0.0023, respectively. In comparison to the
numerical values of 0.0021 and 0.0068, we see that the
estimations are in the correct order of magnitude. In
particular, the estimation from the analytical calculation
for Fig.2(c) is very close to the numerical results, while
the estimation for Fig.2(d) is a little inferior. This is be-
cause the parameters for Fig.2(c) matches the two con-
ditions of the analytical derivations, small ∆0 and small√
c2x(k) + c
2
y(k) + c
2
z(k), better than the parameters of
Fig.2(d). The approximately constant slope of the ana-
lytical dispersion at small |kxy| for branch Eαβ(kxy) is
βA∆0/µ, which is about 80% of the numerical value for
both Fig.2(c) and Fig.2(d).
The second method of estimating the coupling between
the two pairs of SABSs emerging from h˜surfa and h˜
surf
b
is to apply Eqs.(F7) and (F9). To begin, we express the
basis {ψa1(z), ψa2(z)} for h˜surfa and {ψb1(z), ψb2(z)} for
h˜surfb in lattice representation. Similar to the first part
of this section, we denote the numbering of the layers in
terms of nz. To study the surface states on the upper
surface of a sample with Nz layers (assuming Nz ≫ 1),
we set nz = −1 as the upmost layer and nz = −Nz
as the bottom layer. In the case of periodic boundary
conditions, nz = 0 is identified with nz = −Nz. In the
case of open boundary conditions, nz = 0 is considered as
a fictitious layer outside of the sample and just above of
the nz = −1 layer. Then the surface modes in Eqs.(F19)
and (F21) become
ψaα(nz) = Cρα(e
λ++nz − eλ+−nz ), (F32)
and
ψbα(nz) = Dρ
′
α(e
λ
′
−+nz − eλ
′
−−
nz ), (F33)
where α = ±. The boundary condition of ψaα(z = 0) =
ψbα(z = 0) = 0 are ensured in the form of ψaα(nz = 0) =
ψbα(nz = 0) = 0. Note that ψaα(nz) and ψbα(nz) are
expressed in the basis of φ†
kxy=0,nz,a
(denoted as φ†nz,a
hereafter) and φ†
kxy=0,nz,b
(denoted as φ†nz,b hereafter)
(α = ±), the four wave functions in Eqs.(F32) and (F33)
are written in operator form as
ψˆ†aα = C
∑
nz
φ†nz,aρα(e
λ++nz − eλ+−nz ), (F34)
and
ψˆ†bα = D
∑
nz
φ†nz ,bρ
′
α(e
λ
′
−+nz − eλ
′
−−
nz ). (F35)
To apply Eqs.(F7) and (F9), we turn the lattice repre-
sentation of Eqs.(F34) and (F35) to wave vector repre-
sentation. Since h˜a and h˜b are well defined only within
BZa and BZb, ψˆ
†
aα and ψˆ
†
aα (α = ±) should also con-
tain states restricted within BZa and BZb. Recalling the
former analysis, there are approximately 2Na+z (kxy = 0)
(denoted as 2Na+z in what follows) states in BZa and
2N b+z (kxy = 0) (denoted as 2N
b+
z in what follows) states
in BZb. Similar to the Fourier transformation for states
defined in the whole BZ, we can make the following trans-
formations
φ†
nz,a(b)
=
1√
2N
a(b)+
z
∑
kz∈BZa(b)
φ†
kz ,a(b)
e−ikznz . (F36)
Substituting the above transformation to Eqs.(F34) and
(F35), we get after finishing the summation over nz from
nz = −Nz to nz = −1
ψˆ†aα =
C√
2Na+z
∑
kz∈BZa
φ†kz ,a
ραe
ikz (eλ+− − eλ++)
(eλ++ − eikz)(eλ+− − eikz ) ,
(F37)
and
ψˆ†bα =
D√
2N b+z
∑
kz∈BZb
φ†kz ,b
ρ
′
αe
ikz (eλ
′
−− − eλ
′
−+)
(eλ
′
−+ − eikz )(eλ′−− − eikz)
.
(F38)
In deriving the above results, we have exploited the con-
dition of Nz ≫ 1, so that e−λ+αNz and e−λ
′
−αNz (α = ±)
are all essentially zero.
With Eqs.(F37) and (F38) at hand, it is now strait-
forward to estimate the coupling between {ψˆaα} and
{ψˆbα} in terms of Eqs.(F7) and (F9). Here, we define
the matrix element between ψˆaα (α = 1, 2) and ψˆbα
(β = 1, 2) as Dαβab . It is shown through direct calculation
that D11ab = −D22ab and D12ab = D21ab = 0. So, we get an
effective model for the SABSs similar to Eq.(F30), with
C11ab replaced by D
11
ab . The final form for D
11
ab is however
more complicated than C11ab and is
D11ab =
BCD
4Nz
√
Na+z N
b+
z
∑
kz∈BZa,k′z∈BZb
(eikz − eik
′
z ) ·
· (e
λ+− − eλ++)eikz
(eλ++ − eikz )(eλ+− − eikz ) ·
· (e
λ
′
−+ − eλ
′
−−)e−ik
′
z
(eλ
′
−+ − e−ik′z )(eλ′−− − e−ik′z )
. (F39)
Since the above formula depends on the two parameters
νa and νb defined in Eqs.(F1) and (F2), whose values
lack a reliable criterion to determine, we cannot make an
easy estimation of its value. But the above derivation has
confirmed the equivalence of the two methods, since they
give qualitatively the same prediction for the dispersion
of the SABSs.
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