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GROWTH RATES AND THE PERIPHERAL SPECTRUM OF
POSITIVE OPERATORS
JOCHEN GLU¨CK
Abstract. Let T be a positive operator on a complex Banach lattice. It is
a long open problem whether the peripheral spectrum σper(T ) of T is always
cyclic. We consider several growth conditions on T , involving its eigenvectors
or its resolvent, and show that these conditions provide new sufficient criteria
for the cyclicity of the peripheral spectrum of T . Moreover we give an alterna-
tive proof of the recent result that every (WS)-bounded positive operator has
cyclic peripheral spectrum. We also consider irreducible operators T . If such
an operator is Abel bounded, then it is known that every peripheral eigenvalue
of T is algebraically simple. We show that the same is true if T only fulfils the
weaker condition of being (WS)-bounded.
1. Introduction and preliminaries
The spectral theory of positive operators, often referred to as Perron-Frobenius
theory, is by now a classical topic in operator theory, and one of its outstanding
unsolved problems is concerned with the peripheral spectrum of an operator: Let E
be a complex Banach lattice and let T : E → E be a bounded linear operator with
spectrum σ(T ) and spectral radius r(T ). We call T positive if Tx ≥ 0 whenever
x ≥ 0. The peripheral spectrum of T is defined as
σper(T ) := {λ ∈ σ(T )| |λ| = r(T )},
i.e. it consists of all spectral values with maximal modulus; the elements of σper(T )
are called the peripheral spectral values of T . Recall that a subset M ⊂ C is called
cyclic if reiθ ∈ M (r ≥ 0, θ ∈ R) implies reikθ ∈ M for all integers k ∈ Z. The
unsolved question mentioned above reads as follows:
Open Problem (Cyclicity Problem). Does every positive linear operator on a
complex Banach lattice have cyclic peripheral spectrum?
In finite dimensions this question dates back to Perron and Frobenius who proved
at the beginning of the 20th century that every positive matrix has cyclic peripheral
spectrum. In the 1960s and early 1970s a lot of research was done to understand
the problem on infinite dimensional Banach lattices, culminating in some striking
results due to Lotz, Krieger and Scheffold around 1970 (see Section 2 for detailed
references). In particular it was shown by Lotz [12, Theorem 4.7] and, indepen-
dently, by Krieger [10, Folgerung 2.2.1(b)] that the peripheral spectrum of a positive
operator T is cyclic whenever T is Abel bounded, meaning that
sup
r>r(T )
(
r − r(T )
)
‖R(r, T )‖ <∞;
here, R(r, T ) := (r − T )−1 denotes the resolvent of T at r. Using a certain reduc-
tion technique, one can infer from this result that every compact positive operator
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has cyclic peripheral spectrum; see Section 2 for details. Several other sufficient
conditions for the peripheral spectrum to be cyclic have been proved, too (some of
them quite recently), and many of them impose some kind of growth rate on the
operator or its resolvent (see again Section 2). Nevertheless, the cyclicity problem
is still not completely solved.
In this article we continue the research on this problem, again focussing on
certain growth conditions. Our two main results are Theorems 1.1 and 4.1. While
the second theorem relies on resolvent growth estimates, the first theorem offers a
somewhat different flavour. It reads as follows (for undefined notation we refer to
the end of the introduction):
Theorem 1.1. Let E be a complex Banach lattice and let T ∈ L(E) be positive,
r(T ) = 1. Suppose that λ ∈ σper(T ) is an eigenvalue of T and that z ∈ E is a
corresponding eigenvector with norm ‖z‖ = 1. If a sequence 1 < rn ↓ 1 is given,
then the following holds:
(a) As n → ∞, the norm of R(rn, T )|z| grows at least as fast as
1
rn−1
and at
most as fast as ‖R(rn, T )‖; more precisely, we have
1
rn−1
≤ ‖R(rn, T )|z|‖ ≤
‖R(rn, T )‖ for each index n.
(b) Suppose that the growth rate of ‖R(rn, T )|z|‖ is the smallest possible, i.e. that
we have ‖R(rn, T )|z|‖ ∼
1
rn−1
. Then λk ∈ σ(T ) for all k ∈ Z.
(c) Suppose that the growth rate of ‖R(rn, T )|z|‖ is the highest possible, i.e. that
we have ‖R(rn, T )|z|‖ ∼ ‖R(rn, T )‖. Then λk ∈ σ(T ) for all k ∈ Z.
At first glance, the theorem only makes an assertion about eigenvalues in the
peripheral spectrum of T ; however, this is not really a restriction since by lifting
T to an ultra power of E one can always achieve that the peripheral spectrum
entirely consists of eigenvalues. What makes Theorem 1.1 rather interesting are
the two extreme cases in assertions (b) and (c): no matter whether the norm of
R(rn, T )|z| grows as slowly or as fast as possible, we can always conclude that
λk ∈ σ(T ) for all k ∈ Z. It is thus very tempting to suspect that one can generalize
the result to any growth rate of ‖R(rn, T )|z|‖, thereby proving that the cyclicity
problem has a positive answer; this conjecture is also supported by the similarity
of the proofs of assertions (b) and (c) which will become apparent in Section 3.
Besides proving our main results, we want to add some new tools to the literature
and explain different methods which could be useful when engaging the cyclicity
problem. Therefore we give two alternative proofs for several of our results and
we also provide new proofs and/or slight generalizations for some results from the
literature.
Let us briefly outline how the paper is organised: Section 2 gives an overview of
what is already known about the cyclicity problem. Section 3 contains the proof of
Theorem 1.1 and some additional information on the peripheral spectrum of positive
operators which is derived from recent results in [7]. Section 4 contains our second
main result Theorem 4.1. In Section 5 we proof a proposition on invariant ideals
of so-called WS-bounded operators (see Definition 5.3) which is then used to derive
the following two results: first we give an alternative proof for the main result of [7],
stating the every (WS)-bounded positive operator has cyclic peripheral spectrum;
second we consider (WS)-bounded irreducible operators and show several results
for their peripheral (point) spectrum which were previously only known for Abel
bounded irreducible operators. The paper concludes with a very short appendix
summarizing some known facts about the spectrum of operators which admit an
invariant subspace; those results are needed throughout the article.
It is important to note that the cyclicity problem is not an isolated topic in
operator theory. For an overview of several further aspects of Perron-Frobenius
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theory we refer the reader to the interesting survey article by Grobler [8]. Moreover,
we find it worthwhile pointing out the following related developments: After a
certain climax in the development of infinite-dimensional Perron-Frobenius theory
around 1970, many results for positive operators were transferred to the theory
of positive C0-semigroups in the 1980s (see [2] for an overview). Quite recently
a spectral theory for eventually positive operators and C0-semigroups started to
emerge (see e.g. [24, 9, 17] and the references therein for the matrix case and [6, 5]
and the references therein for the C0-semigroup case). Research on the (peripheral)
spectrum of positive operators can also be pursued in some other directions, for
example concerning essential spectra (see e.g. [4]; see also [1] and the references
therein), concerning domination (see e.g. [18, 19]), or within the framework of
ordered Banach algebras (see e.g. [23, Section 4] and [2, Part D]; see also [15, 16]
and the references therein for a more abstract approach). Moreover, many results
from Perron-Frobenius theory remain true if the spectrum of a positive operator is
replaced with its numerical range (see e.g. [11, 13, 3] and the references therein for
the matrix case and [20, 21] for the infinite dimensional case).
We conclude the introduction by briefly introducing some notation. Throughout
the article we assume the reader to be familiar with the theory of (real and complex)
Banach lattices; standard references for this topic are for example [22] and [14].
Besides the spectral theoretic notations which were already introduced above, we
use the following conventions: We set N := {1, 2, 3, ...} and N0 := {0} ∪ N. If E is
a real or complex Banach space, then L(E) denotes the space of all bounded linear
operators on E. If E is a complex Banach space, then for every T ∈ L(E) the
set σpnt(T ) denotes the point spectrum of T . The intersection σper(T ) ∩ σpnt(T )
is called the peripheral point spectrum of T and its elements are called peripheral
eigenvalues of T . The dual space of a real or complex Banach space E is denoted
by E′, and the adjoint of an operator T ∈ L(E) is denoted by T ′ ∈ L(E′). If E
is a real Banach lattice and x, y ∈ E then we write x < y to say that x ≤ y, but
x 6= y. If E is a complex Banach lattice and x, y ∈ E then we write x ≤ y (or
x < y) as a shorthand to say that x, y are contained in the real part of E and that
x ≤ y (or x < y). An element x of a real or complex Banach lattice E is called
positive if x ≥ 0 and the set E+ := {x ∈ E|x ≥ 0} is called the positive cone of
E. An operator T ∈ L(E) on a real or complex Banach lattice E is called positive,
which we denote by T ≥ 0, if TE+ ⊂ E+. It is well-known that the dual space
E′ of a real or complex Banach lattice is again a real or complex Banach lattice,
where E′+ = {x
′ ∈ E′| 〈x′, x〉 ≥ 0 ∀x ∈ E+}; the elements of E′+ are called positive
functionals on E. For every positive element x of a real or complex Banach lattice
E the set Ex := {y ∈ E| ∃c > 0 : |y| ≤ cx} is called the principal ideal generated
by x; the element x ∈ E+ is called a quasi-interior point of E+ if Ex is dense in E.
A closed vector subspace F of a real Banach lattice E is called a sublattice of E
if |f | ∈ F for all f ∈ F . A closed vector subspace F of a complex Banach lattice E
is called a sublattice of E if F is conjugation invariant and if we have |f | ∈ F for
all f ∈ F ; one can check that this is equivalent to F being conjugation invariant
and the real part of F being a sublattice of the real part of E.
If K 6= ∅ is a compact Hausdorff space, then we denote by C(K;R) and C(K;C)
the spaces of all real or complex-valued continuous functions on K, respectively;
those spaces are always endowed with the supremum norm and C(K;R) is always
equipped with the canonical order. By 1K we denote the constant function on
K with value 1. A linear operator T : C(K;R) → C(K;R) is called a Markov
operator if T is positive and if T1K = 1K ; the same notion is also used for operators
C(K;C)→ C(K;C).
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Throughout the paper we make use of the O- and o-notation to compare the
asymptotic behaviour of sequences of non-negative real numbers. For two sequences
(an) and (bn) of non-negative real numbers we write an ∼ bn if an = O(bn) and
bn = O(an).
2. What is known about the cyclicity problem?
Many results have already been proved on the peripheral spectrum of positive
operators. In this section we give a brief overview of them. For the sake of simplicity
we only consider operators with spectral radius 1; this is, of course, no loss of
generality since we can always reduce the general case to this situation by a rescaling
argument.
Many known results on the topic are related to the growth behaviour of the
resolvent close to the peripheral spectrum. For an intelligent reading of them the
following observation is important: LetE be a complex Banach lattice, let T ∈ L(E)
be positive with r(T ) = 1 and let λ be a peripheral spectral value of T . Then the
estimate
1
r − 1
≤ ‖R(rλ, T )‖ ≤ ‖R(r, T )‖(1)
holds for every r > 1. This shows that for r ↓ 1 the operator R(r, T ) grows at least
as fast in norm as the operator R(rλ, T ), and this latter operator grows at least as
fast as 1r−1 . One should keep this observation in mind when reading the following
results which we quote from the literature:
Known Results 2.1. Let E be a complex Banach lattice, let T ∈ L(E) be positive
and assume that r(T ) = 1. Moreover, choose a sequence 1 < rn ↓ 1.
(a) If ‖R(rn, T )‖ grows as slowly as possible, i.e. if we have ‖R(rn, T )‖ ∼
1
rn−1
,
then the peripheral spectrum of T is cyclic.
(b) Let λ ∈ σper(T ). If R(rnλ, T ) grows as fast as possible, i.e. if we have
‖R(rnλ, T )‖ ∼ ‖R(rn, T )‖, then λk ∈ σper(T ) for every k ∈ Z.
(c) Assume that R(rn, T ) grows at most quadratically, i.e. assume that we have
‖R(rn, T )‖ = O(
1
(rn−1)2
). Let λ ∈ σper(T ) be an eigenvalue of T with
eigenvector z and assume that there exists a functional x′ ∈ E′ which fulfils
0 ≤ x′ ≤ T ′x′ and 〈x′, |z|〉 6= 0. Then λk ∈ σper(T ) for each k ∈ Z.
Assertion (a) was proved by Lotz [12, Theorem 4.7] and, independently, by
Krieger [10, Folgerung 2.2.1(b)] (actually, they both assumed that ‖R(r, T )‖ ∼ 1r−1
as r ↓ 1, but a short glance at the proofs shows that one only needs to consider a
sequence); the proofs of Lotz and Krieger are similar in some, but not in all aspects.
In [22, first part of the proof of Theorem V.4.9] a version of the proof can be read
in English. We point out that assertion (a) can also be seen as a special case of
assertion 2.1(b) and as a special case of assertion 2.2(f) below. Assertion (b) is due
to Krieger [10, Folgerung 2.2.3]; see also [7, Theorem 7.8] for an English presentation
of the result and a partly different proof. Assertion (c) is also due to Krieger who
proved it in [10, Folgerung 2.2.4] (actually, Krieger proved the result under slightly
different assumptions, but it is not difficult to see that his proof also works under
the assumptions made in assertion (c)). Note that the assumed inequality x′ ≤ T ′x′
in assertion (c) is converse to the inequality x′ ≥ T ′x′ which sometimes appears in
auxiliary results in Perron-Frobenius theory (see e.g. [22, Proposition V.5.1]).
Other known results on the cyclicity problem replace the growth conditions on
the resolvent by different assumptions. We also give an overview of those results:
Known Results 2.2. Let E be a complex Banach lattice, let T ∈ L(E) be positive
and assume that r(T ) = 1.
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(a) If the operator T is Abel solvable (see [8, p. 152] for a definition), then the
peripheral spectrum of T is cyclic.
(b) If the spectral radius r(T ) = 1 is a pole of the resolvent R(·, T ) then the
peripheral spectrum of T is cyclic (note that r(T ) is automatically a pole of
R(·, T ) if T , or more generally some power of T , is compact).
(c) If the spectral radius r(T ) = 1 is an isolated point in the spectrum σ(T ) and
if [0, 1) is contained in the resolvent set of T , then the peripheral spectrum
of T is cyclic.
(d) If σ(T ) is contained in the complex unit circle, then σ(T ) = σper(T ) is
cyclic.
(e) If there exists a sequence (an)n∈N of non-negative real numbers such that
we have T n ≥ anI for each n ∈ N (where I denotes the identity map on E)
and such that lim sup a
1/n
n = 1, then the peripheral spectrum of T is cyclic.
(f) If T is (WS)-bounded (see Definition 5.3 below or [7, Definition 4.7 and
Example 4.8]) then the peripheral spectrum of T is cyclic.
Assertion (b) is a consequence of (a) and both assertions are due to Lotz [12,
Theorems 4.9 and 4.10]; see also [22, the Theorem V.4.9 and its Corollary] for an
English version. Note Lotz [12, p. 26] uses the term auflo¨sbar (which is German
for solvable) and Schaefer [22, Definition V.4.7] uses the the term (G)-solvable
instead of “Abel solvable”, but they all mean the same condition. Assertion (c)
was proved by Krieger in [10, Satz 2.2.3] (see also [22, p. 352] where this result is
stated in English). Assertions (d) and (e) are due to Zhang (see [25, p. 118]; there
it is also noted that assertions (c) and (d) can be seen as special cases of (e)) and
assertion (f) was proved by the author [7, Theorem 7.1]. In Section 5 of the current
article we will present an alternative proof for assertion (f) (see Corollary 5.5 for
details). Assertion (f) also generalizes a result of Scheffold [23, Satz 3.6] asserting
that every partially power-bounded positive operator with spectral radius 1 has
cyclic peripheral spectrum.
A few further conditions for the cyclicity of the peripheral spectrum were recently
given by the author in [7, Theorem 7.4 and Corollaries 7.5 and 7.6]. We did not
mention those results explicitly above since we are going to prove a slightly more
general theorem which contains these three results as special cases in Theorem 3.3
below.
3. Growth rates for eigenvectors and the peripheral spectrum
We start this section with the following observation on eigenvalues of positive
operators.
Proposition 3.1. Let E be a complex Banach lattice, let T ∈ L(E) be a positive
operator and let λ ∈ C be an eigenvalue of T with |λ| = 1 and with corresponding
eigenvector z. Assume that at least one of the following two assumptions is fulfilled:
(a) supn∈N0 ‖T
n|z|‖ <∞.
(b) 1 is an eigenvalue of T and possesses an eigenvector x which fulfils x ≥ |z|.
Then λk ∈ σpnt(T ′′) ⊂ σ(T ) for each k ∈ Z.
Proof. (a) By means of evaluation we consider E as a sublattice of E′′. Note
that T |z| ≥ |Tz| = |z| and hence the sequence (T n|z|)n∈N0 = ((T
′′)n|z|)n∈N0 is
increasing. By assumption (a) the sequence thus weak∗-converges to an element
x ≥ |z| in E′′. Since T ′′ is weak∗-weak∗-continuous, x is a fixed point of T ′′ and
hence it follows from [7, Theorem 3.2] that λk is an eigenvalue of T ′′ for each k ∈ Z.
This proves the assertion.
(b) If condition (b) is fulfilled, then obviously condition (a) is fulfilled as well.
Hence, the assertion follows. 
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Note that in the above proposition we did not assume that r(T ) = 1. Yet,
throughout the paper we only need the special case of Proposition 3.1 where r(T ) =
1; moreover, we won’t need that λk is an eigenvalue of the bi-adjoint of T , but only
that λk ∈ σ(T ). Instead of referring to [7, Theorem 3.2] in the above proof of
Proposition 3.1 we could also have inferred this slightly weaker conclusion from a
result of Krieger [10, Satz 2.2.2]. We should also point out that the conclusion
of Proposition 3.1 can be considerably strengthened if we even have the equality
x = |z| in (b): in this case we even obtain λk ∈ σpnt(T ) for each k ∈ Z. This is
a classical result in Perron-Frobenius theory which can be proved similarly as [2,
Theorem C-III-2.2].
We now want to give two proofs of our first main result, Theorem 1.1. The first
one is rather short, but it does not give much insight into the relation between
assertions (b) and (c) in the theorem. The second proof is a bit lengthier, but has
the advantage that the arguments for assertions (b) and (c) look rather similar.
Hence, we find the second proof more likely to allow for a possible generalization
to all growth rates of R(rn, T )|z| (although the author has not been able to prove
such a generalization, yet).
First proof of Theorem 1.1. (a) For each r > 1 we have
1
r − 1
= ‖R(rλ, T )z‖ ≤ ‖R(r, T )|z|‖ ≤ ‖R(r, T )‖.
(b) Since 0 ≤ T |z| ≤ T 2|z| ≤ ... and since M := supn(rn − 1)‖R(rn, T )|z|‖ <∞, it
follows that the sequence (T k|z|)k∈N0 is bounded in norm. Indeed, for each k ∈ N0
and each index n we have
(rn − 1)R(rn, T )|z| ≥ (rn − 1)
∞∑
j=k
T j|z|
rj+1n
≥ (rn − 1)
∞∑
j=k
T k|z|
rj+1n
=
T k|z|
rkn
.
Hence, ‖T k|z|‖ ≤ Mrkn for each k ∈ N0 and each index n. Letting n → ∞ we
obtain ‖T k|z|‖ ≤M for each k ∈ N0 as claimed. This argument is taken from [23,
the proof of Theorem 3.5]; in a more general setting, such a result can also be found
in [7, Lemma 4.13]. The assertion now follows from Proposition 3.1(a).
(c) Consider the subset J := {x ∈ E| R(rn,T )‖R(rn,T )‖ |x| → 0} of E. This is a closed
ideal in E and according to the assumption, the vector z + J is a non-zero element
of the quotient space E/J . The operator T leaves J invariant and if T/ denotes
the operator induced by T on E/J , then z + J is an eigenvector of T/ for the
eigenvalue λ. Moreover, one easily verifies that |z|+ J is an eigenvector of T/ for
the eigenvalue 1 (simply use the facts T |z| ≥ |z| and ‖R(rn, T )‖ → ∞ to check that
T |z| − |z| ∈ J). Proposition 3.1(b) thus shows that λk ∈ σ(T/) for each k ∈ Z, and
Proposition A.1(c) finally implies that λk ∈ σ(T ) for each k ∈ Z. 
For the second proof of Theorem 1.1 we need to recall a few notions: Let E be a
complex Banach space and T ∈ L(E). A complex number λ is called an approximate
eigenvalue of T if there is a sequence (xn) ⊂ E such that 0 < lim infn ‖xn‖ ≤
lim supn ‖xn‖ < ∞ and such that (λ − T )xn → 0. In this case the sequence xn
is called an approximate eigenvector of T for the approximate eigenvalue λ. By
l∞(N;E) we denote the space of all norm bounded sequences x = (xn)n∈N in E,
endowed with the supremum norm ‖x‖∞ := supn∈N ‖xn‖, and by c0(N;E) we
denote the closed subspace of l∞(N;E) which consists of all sequences in E that
converge to 0. If E is a Banach lattice, then so is l∞(N;E), and c0(N;E) is then a
closed ideal in l∞(N;E).
Second proof of Theorem 1.1 (b) and (c). (b) Let T˜ be the operator induced by T
on the complex Banach lattice l∞(N;E); it has the same spectrum as T . The subset
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I := c0(N;E) ⊂ l∞(N;E) is a closed ideal in l∞(N;E) and invariant under T˜ ; by
Tˆ we denote the operator induced by T˜ on the quotient space Eˆ := l∞(N;E)/I.
By assumption the sequence ((rn− 1)R(rn, T )|z|)n∈N ⊂ E is norm bounded and
thus contained in l∞(N;E); we denote its equivalence class in Eˆ by xˆ. Then xˆ is
non-zero and it is an eigenvector of Tˆ for the eigenvalue 1 since a short computation
shows that that sequence ((rn− 1)R(rn, T )|z|)n∈N is an approximate eigenvector of
T for the spectral value 1. Finally, observe that
|z| = |(rn − 1)R(rnλ, T )z| ≤ (rn − 1)R(rn, T )|z|.
Hence, we have |zˆ| ≤ xˆ, where zˆ ∈ Eˆ is the equivalence class of the constant
sequence (z)n∈N modulo I. Since zˆ is an eigenvector of Tˆ for the eigenvalue λ we
obtain λk ∈ σ(Tˆ ) for each k ∈ Z due to Proposition 3.1(b) and thus λk ∈ σ(T˜ ) =
σ(T ) for every k ∈ Z by Proposition A.1(c).
(c) Again, let T˜ be the operator induced by T on l∞(N;E), but this time consider
the subset I ⊂ l∞(N;E) which is given by
I := {(xn)n∈N ∈ l
∞(N;E)|
R(rn, T )
‖R(rn, T )‖
|xn| → 0}.
This is easily seen to be a closed, T˜ -invariant ideal in the complex Banach lattice
l∞(N;E). The operator induced by T˜ on the quotient space Eˆ := l∞(N;E)/I is
again denoted by Tˆ .
As above, let zˆ ∈ Eˆ be the equivalence class of the constant sequence (z)n∈N
modulo I. It follows from the assumption of (c) that zˆ is non-zero and thus it is an
eigenvector of Tˆ for the eigenvalue λ. On the other hand, one can readily check that
R(rn,T )
‖R(rn,T )‖
|T |z| − |z| | → 0; this implies that Tˆ |zˆ| = |zˆ|, i.e. |zˆ| is an eigenvector of Tˆ
for the eigenvalue 1. Thus it follows from Proposition 3.1(b) that λk ∈ σ(Tˆ ) for all
k ∈ Z. Proposition A.1(c) now shows that λk ∈ σ(T˜ ) = σ(T ) for each k ∈ Z. 
The second proof of Theorem 1.1(b) was based on comparing an eigenvector of
T for the eigenvalue λ with an approximate eigenvector for the spectral value 1.
More generally, we can also compare two approximate eigenvectors; this is the basic
idea of the following definition, which we quote from [7, Definition 7.3]:
Definition 3.2. Let E be a complex Banach lattice, let T ∈ L(E) be positive and
let λ 6= 0 be an approximate eigenvalue of T . Then λ is said to fulfil the dominated
approximate eigenvector condition for T if |λ| is also an approximate eigenvalue of
T and if there exist approximate eigenvectors (zn)n∈N and (xn)n∈N for λ and |λ|,
respectively, which satisfy the estimate |zn| ≤ xn for all n ∈ N.
In [7, Theorem 7.4 and Corollaries 7.5 and 7.6] it was proved that if an approx-
imate eigenvalue reiθ (r > 0, θ ∈ R) of a positive operator T ∈ L(E) fulfils the
dominated approximate eigenvector condition and if an additional regularity condi-
tion on T or E is satisfied, then reikθ ∈ σ(T ) for all k ∈ Z. Using Proposition 3.1 we
can slightly generalize those results by showing that in fact no additional regularity
condition is needed:
Theorem 3.3. Let E be a complex Banach lattice, let T ∈ L(E) be positive and let
reiθ (r > 0, θ ∈ R) be an approximate eigenvalue of T which fulfils the dominated
approximate eigenvector condition. Then reikθ ∈ σ(T ) for all k ∈ Z.
Proof. We may assume that r = 1. Let Tˆ be the operator induced by T on the
space Eˆ := l∞(N;E)/c0(N;E). We denote by (zn)n∈N and (xn)n∈N the approximate
eigenvectors from Definition 3.2 and by zˆ and xˆ their equivalence classes in Eˆ. Then
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we have |zˆ| ≤ xˆ and the eigenvalue equations Tˆ zˆ = eiθ zˆ and Tˆ xˆ = xˆ hold. Hence,
Proposition 3.1(b) implies that eikθ ∈ σ(Tˆ ) = σ(T ) for all k ∈ Z. 
We point out that, compared to [7, Theorem 7.4], we did not employ a new
technique for the proof of Theorem 3.3; both theorems are essentially based on [7,
Theorem 3.2]. The reason why we obtained a slightly more general result here is
that we made a short detour via Proposition 3.1 in the proof.
The approximate eigenvalue reiθ considered in Theorem 3.3 need not be a periph-
eral spectral value of T ; yet, peripheral spectral values are particularly well-suited
for an application of Theorem 3.3 since they are always approximate eigenvalues.
On the other hand, it is important to note that, even in finite dimensions, there are
positive operators T with peripheral spectral values that do not fulfil the dominated
approximate eigenvector condition; see [7, Example 7.7] for a counterexample.
4. Quadratic resolvent growth and the peripheral spectrum
In this section we provide another condition for the peripheral spectrum of a
positive operator to be cyclic. Compared to Theorem 1.1 this condition appears to
be a bit closer to what is known from the literature; the proof, however, it somewhat
more involved than that of Theorem 1.1 and uses some new techniques.
The following is the main result of this section. The reader should compare it
to the known results listed in 2.1.
Theorem 4.1. Let E be a complex Banach lattice, let T ∈ L(E) be a positive
operator with spectral radius r(T ) = 1 and let λ ∈ σper(T ). If there is a sequence
1 < rn ↓ 1 such that
‖R(rnλ, T )‖ ∼
1
rn − 1
and ‖R(rn, T )‖ = O(
1
(rn − 1)2
),
then λk ∈ σper(T ) for all k ∈ Z.
Note that the assumption ‖R(rnλ, T )‖ ∼
1
rn−1
in the above theorem is fulfilled
if and only if ‖R(rnλ, T )‖ = O(
1
rn−1
) according to estimate (1) at the beginning of
Section 2. Before we proceed with the proof of Theorem 4.1 we state a corollary
and an additional remark. In case that λ is a pole of the resolvent, the first growth
condition in Theorem 4.1 can be omitted:
Corollary 4.2. Let E be a complex Banach lattice, let T ∈ L(E) be a positive
operator with spectral radius r(T ) = 1 and let λ ∈ σper(T ) be a pole of the resolvent
R( · , T ). If there is a sequence 1 < rn ↓ 1 such that
‖R(rn, T )‖ = O(
1
(rn − 1)2
),
then λk ∈ σper(T ) for all k ∈ Z.
Proof. It follows from the resolvent estimate in the assumption and from the posi-
tivity of T that the pole order of R( · , T ) at λ is either 1 or 2. If the pole order equals
1, then the assertion follows from Theorem 4.1. If, on the other hand, the pole order
equals 2, then we have ‖R(rnλ, T )‖ ∼ ‖R(rn, T )‖ according to estimate (1) at the
beginning of Section 2 and thus the corollary follows from assertion 2.1(b). 
Compared to assertion 2.2(b), the novelty in Corollary 4.2 is that we assume λ
rather than r(T ) to be a pole of the resolvent (note however that assertion 2.2(b)
does not require any additional growth condition on the resolvent).
We should point out that one can also prove Corollary 4.2 without our new The-
orem 4.1, only by using known results from 2.1. Yet, the assertion of Corollary 4.2
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does not seem to have appeared in the literature, yet. Let us demonstrate how the
corollary can also be derived from assertions 2.1(b) and (c):
Alternative proof of Corollary 4.2. Again, we observe that λ can only be a pole of
order one or two and in the latter case, the corollary follows from assertion 2.1(b).
We may thus assume that λ is a first order pole of the resolvent.
Let P denote the spectral projection of T associated with the isolated spectral
value λ and choose an eigenvector 0 6= z ∈ ker(λ− T ); then we have z ∈ PE. Also
choose a functional z′ ∈ E′ such that 〈z′, z〉 6= 0. Since λ is also a first order pole
of the resolvent of the adjoint operator T ′ and since the corresponding spectral
projection is given by P ′, the range P ′E′ coincides with ker(λ− T ′); in particular,
T ′ P ′z′ = λP ′z′ and this implies that x′ := |P ′z′| fulfils 0 ≤ x′ ≤ T ′x′. Moreover,
using that Pz = z, we obtain
0 < |〈z′, z〉| = |〈P ′z′, z〉| ≤ 〈x′, |z|〉.
Hence, assertion 2.1(c) ensures that λk ∈ σ(T ) for all k ∈ Z. 
Let us recall a simple criterion which ensures that the quadratic resolvent growth
condition ‖R(rn, T )‖ = O(
1
(rn−1)2
) in Theorem 4.1 and Corollary 4.2 is fulfilled:
Remark 4.3. Let E be a complex Banach space and and let T ∈ L(E) be an
operator with spectral radius r(T ) = 1. If M := supn∈N
‖Tn‖
n <∞, then
‖R(r, T )‖ = O(
1
(r − 1)2
) as r ↓ 1.
Proof. This follows easily from the Neumann series representation of the resolvent.

The remainder of this section is devoted to the proof of Theorem 4.1. We start by
providing a few ingredients for the proof, the first of which is the following lemma.
Lemma 4.4. Let E be a complex Banach lattice and let (Sn) ⊂ L(E) be a (not
necessarily norm bounded) sequence of positive operators on E.
(a) The set
I := {x ∈ E| ∃(xn) ⊂ E : xn → x and Sn|xn| → 0}
is a closed ideal in E.
(b) If T ∈ L(E) is a positive operator which commutes with all operators Sn,
then I is T -invariant.
Proof. (a) Obviously I is a vector subspace of E. Let us prove that it is even an
ideal: If x ∈ I and (xn) ⊂ E is a sequence which fulfils xn → x and Sn|xn| → 0,
then we have |xn| → |x| and Sn
∣∣|xn|
∣∣ = Sn|xn| → 0, so |x| is also contained in I.
Now, assume 0 ≤ y ≤ x ∈ I and let (xn) be as before. Then we first observe that
(Rexn)
+ → (Rex)+ = x. Now, define yn := y∧(Re xn)+; we obtain yn → y∧x = y
and 0 ≤ Sn|yn| = Snyn ≤ Sn(Rexn)+ ≤ Sn|xn| → 0. Hence, y ∈ I and we have
thus proved that I is an ideal.
To see that I is closed, let (x(k)) be a sequence in I which converges to a vector
x ∈ E. For each index k there is a sequence (x
(k)
n ) which converges to x(k) as
n → ∞ and which fulfils Sn|x
(k)
n | → 0 as n → ∞. Now we can find a sequence
of indices (kl)l∈N and a strictly increasing sequence of indices (nl)l∈N with the
following properties:
(i) ‖x− x(kl)‖ ≤ 12l for each l ∈ N.
(ii) ‖x(kl) − x
(kl)
n ‖ ≤
1
2l for each l ∈ N and each n ≥ nl.
(iii) ‖Sn |x
(kl)
n | ‖ ≤ 1l for each l ∈ N and each n ≥ nl.
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Let us define a sequence (xn)n∈N in the following way: We set xn = 0 for 1 ≤ n ≤
n1−1 and xn = x
(kl)
n for nl ≤ n ≤ nl+1−1. We have to show that xn → x and that
Sn|xn| → 0, so let ε > 0. Choose l0 ∈ N such that
1
l0
< ε and let n ≥ nl0 . Then we
can find an integer l ≥ l0 such that nl ≤ n ≤ nl+1 − 1. We therefore conclude from
(i) and (ii) that
‖x− xn‖ = ‖x− x
(kl)
n ‖ ≤ ‖x− x
(kl)‖+ ‖x(kl) − x(kl)n ‖ ≤
1
l
≤
1
l0
< ε
and we conclude from (iii) that
‖Sn |xn| ‖ = ‖Sn |x
(kl)
n | ‖ ≤
1
l
≤
1
l0
< ε.
This proves that xn → x and Sn|xn| → 0, so x is indeed contained in I.
(b) Assertion (b) is obvious. 
A few remarks on Lemma 4.4 are in order:
Remarks 4.5. Let E and (Sn) be as in Lemma 4.4.
(a) The set J := {x ∈ E|Sn|x| → 0} is also an ideal in E. However, if the
operator sequence (Sn) is not norm bounded in L(E), then J might not be closed,
in general.
(b) Assume now that (Sn) is norm bounded. Then the ideal J from remark (a)
is not only closed, but it also coincides with the ideal I from Lemma 4.4.
(c) If (Sn) is not norm bounded, then we clearly have J ⊂ J ⊂ I. The author
does not know whether I coincides with J , in general.
The other ingredient that we need for the proof of Theorem 4.1 is the following
simple observation about the closure of principal ideals.
Proposition 4.6. Let E be a real or complex Banach lattice, let 0 ≤ x, y ∈ E.
Then the following assertions are equivalent:
(i) x ∈ Ey.
(ii) ‖(y − sx)−‖ = o(s) as s ↓ 0.
Proof. “(i) ⇒ (ii)” Assume that x ∈ Ey and let ε > 0. Since the principal ideal Ey
is dense in E we can find a number c > 0 and an element z ∈ E such that |z| ≤ cy
and such that ‖z − x‖ < ε. In particular, ‖|z| − x‖ < ε. For all sufficiently small
s > 0 we have c ≤ 1s and hence |z| ≤
y
s ; we thus obtain
‖(y − sx)−‖
s
= ‖(
y
s
− x)−‖ ≤ ‖(
y
s
− |z|)−‖+ ‖|z| − x‖ < ε
for all sufficiently small s > 0. This proves that ‖(y−sx)
−‖
s → 0 as s ↓ 0.
“(ii) ⇒ (i)” Assume that (ii) holds and let ε > 0. For a sufficiently small s > 0
we have ‖(ys − x)
−‖ = ‖(y−sx)
−‖
s < ε according to (ii). Note that we have
y
s ∈ Ey
and 0 ≤ (ys − x)
+ ≤ ys ; hence, the vector z :=
y
s − (
y
s − x)
+ is contained in Ey .
Since ‖z − x‖ = ‖(ys − x)
−‖ < ε, this proves that x ∈ Ey . 
We note in passing that Proposition 4.6 has the following corollary which is
interesting in its own right (compare also [22, Theorem II.6.3]).
Corollary 4.7. Let E be a real or complex Banach lattice and y ∈ E+. Then the
following assertions are equivalent:
(i) y is a quasi-interior point of E+.
(ii) For every x ≥ 0 we have ‖(y − sx)−‖ = o(s) as s ↓ 0.
We are now ready to prove Theorem 4.1:
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Proof of Theorem 4.1. Replacing E by an ultra power we may assume that the
peripheral spectrum of T consists of eigenvalues. Throughout the proof, let z be
an eigenvector of T for the eigenvalue λ and observe that T |z| ≥ |z|. We divide the
proof into several steps.
Step 1. We construct a T -invariant, closed ideal F ⊂ E: To this end, abbreviate
S := R(2, T ), define the vector y := S(T |z|−|z|) ≥ 0 and observe that the principal
ideal Ey is T -invariant (more generally, it is easily seen that the principal ideal ESx
is T -invariant for every x ≥ 0). We set F := Ey, and this is of course a T -invariant
ideal, too. Observe that F is also S-invariant by Proposition A.1(b).
Step 2. We show that the conclusion of our theorem holds if z 6∈ F ; this is
done by reducing T modulo F : Assume that z 6∈ F . Denote by T/ the operator
induced by T on the quotient space E/F and observe that the two vectors z + F
and S|z|+ F ≥ |z|+ F are non-zero elements of E/F . Therefore, the first vector
z + F is an eigenvector of T/ for the eigenvalue λ and the second vector S|z|+ F
is an eigenvector of T/ for the eigenvalue 1, since TS|z| − S|z| = y ∈ F . For every
k ∈ Z we thus obtain λk ∈ σ(T/) by Proposition 3.1(b) and hence λ
k ∈ σ(T ) by
Proposition A.1(c).
Due to Step 2 we may assume for the rest of the proof that z ∈ F .
Step 3. We introduce another T -invariant closed ideal I ⊂ E. More precisely,
we define
I := {x ∈ E| ∃(xn) ⊂ E : xn → x and (rn − 1)R(rn, T )|xn| → 0}.
By Lemma 4.4 I is indeed a closed, T -invariant ideal in E.
Step 4. We show that z 6∈ I: To this end, consider an arbitrary sequence
(xn) ⊂ E with xn → z. Then we obtain the estimate
(rn − 1)R(rn, T )|xn| ≥ (rn − 1)|R(rnλ, T )xn| ≥
≥ (rn − 1)|R(rnλ, T )z| − (rn − 1)|R(rnλ, T )(z − xn)| =
= |z| − (rn − 1)|R(rnλ, T )(z − xn)| → |z| 6= 0;
in the last line we used that the sequence (rn − 1)‖R(rnλ, T )‖ is bounded by as-
sumption. Hence, (rn− 1)R(rn, T )|xn| 6→ 0 and we conclude that z 6∈ I as claimed.
Step 5. We show that y ∈ I: Let yn := S(T − rn)|z|. Then we have
yn = ST |z| − rnS|z| = y − (rn − 1)S|z| → y.
Since yn → y, we only have to show that (rn − 1)R(rn, T )|yn| → 0. To obtain this,
we first observe that |yn| = yn+2y−n and that ‖y
−
n ‖ = o(rn− 1). Indeed, according
to Step 2 we may assume that z ∈ F and hence that S|z| ∈ F = Ey; this implies
y−n = o(rn − 1) by Proposition 4.6. We now compute
(rn − 1)R(rn, T )|yn| = (rn − 1)R(rn, T )S(T − rn)|z|+ 2(rn − 1)R(rn, T )y
−
n =
= −(rn − 1)S|z|+ 2(rn − 1)R(rn, T )y
−
n .
The first part of the latter expression clearly converges to 0, and for the second
part we obtain
2(rn − 1)R(rn, T )y
−
n = 2(rn − 1)
2R(rn, T )
y−n
rn − 1
→ 0
since ‖R(rn, T )‖ = O(
1
(rn−1)2
) by assumption and since ‖y−n ‖ = o(rn − 1). Hence,
y ∈ I.
Step 6. We prove the conclusion of our theorem by reducing T modulo I: Let
T/ be the operator induced by T on the quotient space E/I. According to Step 4,
the two vectors z + I and S|z| + I ≥ |z| + I are non-zero elements of E/I. The
first vector z+ I is thus an eigenvector of T/ for the eigenvalue λ; the second vector
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S|z| + I is an eigenvector of T/ for the eigenvalue 1, since TS|z| − S|z| = y ∈ I
according to Step 5.
For every k ∈ Z we thus conclude that λk ∈ σ(T/) by Proposition 3.1(b) and
hence, λk ∈ σ(T ) by Proposition A.1(c). 
It is worthwhile pointing out that the above proof would become much simpler
if we even assumed that ‖R(rn, T )‖ = o(
1
(rn−1)2
). Let us sketch briefly how this
works:
Simplified proof of Theorem 4.1 under an additional assumption. Suppose that, in
addition to the assumptions of Theorem 4.1, we even have ‖R(rn, T )‖ = o(
1
(rn−1)2
).
As in the original proof, let z ∈ E be an eigenvector of T for the eigenvalue λ.
Steps 1 and 2. Steps 1 and 2 of the original proof are no longer needed.
Steps 3 and 4. Steps 3 and 4 are the same as in the original proof.
Step 5. In contrast to the original proof one can now simply define y := T |z|−|z|.
Using the strengthened assumption ‖R(rn, T )‖ = o(
1
(rn−1)2
) one readily verifies that
(rn − 1)R(rn, T )|y| → 0. Hence, y ∈ I.
Step 6. As in the original proof one considers the operator T/ ∈ L(E/I) which
is induced by T . By Steps 4 and 5, z + I and |z|+ I are eigenvectors of T/ for the
eigenvalues λ and 1, respectively. Hence, λk ∈ σ(T/) and thus λ
k ∈ σ(T ) for each
k ∈ Z (due to Propositions 3.1(b) and A.1(c)). 
5. Invariant ideals for (WS)-bounded operators
The aim of this final section is twofold: First, we want to give a new proof of
[7, Theorem 7.1] which asserts that every so-called (WS)-bounded positive operator
on a Banach lattice has cyclic peripheral spectrum. Second, we want generalize
some known results about Abel bounded, irreducible operators to (WS)-bounded,
irreducible operators. Our approach to both aims is based on an auxiliary result
about invariant ideals of (WS)-bounded operators in Proposition 5.4 below. Before
we state and prove this proposition, we recall from [7, Section 4] the definition of
(WS)-bounded operators and the underlying notion of weighting schemes.
Let D ⊂ C be the closed unit disk; a function f : D→ C is called analytic if it has
an analytic extension to some open neighbourhood of D. The following definition
stems from [7, Definition 4.1].
Definition 5.1. A net (fj)j∈J of analytic functions fj : D→ C is called a weighting
scheme if the following three conditions are fulfilled:
(WS1): fj(1) = 1 for all j ∈ J .
(WS2): f
(k)
j (0) ≥ 0 for all j ∈ J and all k ∈ N0.
(WS3): |fj(z)|
j
→ 0 for all z ∈ C with |z| < 1.
Note that every subnet of a weighting scheme is itself a weighting scheme. Typ-
ical examples of weighting schemes are fj(z) = z
j for j ∈ N0, fj(z) =
1
j+1
∑j
k=0 z
k
for j ∈ N0 and fr(z) =
r−1
r−z , where r ∈ (1,∞) and where the index set (1,∞) is
ordered oppositely to the usual order induced by R. Some further examples can be
found in [7, Example 4.6].
Whether a net of analytic functions (fj)j∈J on D is a weighting scheme can also
be seen by considering the coefficients of the power series expansion of each function
fj around 0; this is the content of the following proposition.
Proposition 5.2. Let (fj)j∈J be a net of analytic functions D → C. For each
j ∈ J , let fj(z) =
∑∞
k=0 aj,kz
k be the power series expansion of fj around 0.
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Then (fj)j∈J is a weighting scheme if and only if the following three conditions are
fulfilled:
(a)
∑∞
k=0 aj,k = 1 for each j ∈ J .
(b) aj,k ≥ 0 for all j ∈ J and all k ∈ N0.
(c) For each fixed k ∈ N0 we have aj,k
j
→ 0.
Proof. Obviously, (WS1) is equivalent to (a) and (WS2) is equivalent to (b). Now
suppose that (WS1) and (WS2) (equivalently: (a) and (b)) are fulfilled: Then it
was shown in [7, Proposition 4.4] that (WS3) is equivalent to (c). 
If (fj)j∈J is a weighting scheme, E is a complex Banach space and T ∈ L(E)
has spectral radius r(T ) = 1, then the operators fj(T ) (j ∈ J) are well-defined by
means of the analytic functional calculus. This simple observation is used in the
following definition which is taken from [7, Definition 4.7].
Definition 5.3. Let E be a complex Banach space and let T ∈ L(E), r(T ) = 1.
The operator T is called (WS)-bounded if there is a weighting scheme (fj)j∈J such
that the set {fj(T )| j ∈ J} ⊂ L(E) is bounded with respect to the operator norm.
If we consider the examples of weighting schemes which were given right af-
ter Definition 5.1 and take into account that a subnet of a weighting scheme is
again a weighting scheme, then we obtain immediately that every Cesa`ro-bounded,
more generally every Abel-bounded, and every partially power bounded operator
is (WS)-bounded. Several further classes of (WS)-bounded operators are listed in
[7, Example 4.8]. Of course it would also be possible to define a similar notion for
operators T with spectral radius r(T ) ∈ (0,∞) by a rescaling (see also the discus-
sion after [7, Definition 4.7]). However, we find it more comprehensible to state all
our results for operators with spectral radius 1; the reader can then easily obtain
the general result by a rescaling argument.
We are now ready to state the following proposition on which the rest of the
section is based.
Proposition 5.4. Let E be a complex Banach lattice and let T ∈ L(E) with r(T ) =
1 be positive and (WS)-bounded. Then there exists a closed ideal I ⊂ E with the
following properties:
(a) I is T -invariant.
(b) For each eigenvector z ∈ E of T which belongs to a peripheral eigenvalue
we have z 6∈ I, but T |z| − |z| ∈ I.
(c) Whenever x ∈ E and T k|x| → 0 as k →∞, then x ∈ I.
Proof. By assumption, there exists a weighting scheme (fj)j∈J for which the set
{fj(T )| j ∈ J} ⊂ L(E) is bounded in operator norm. We define the wanted ideal I
by
I := {y ∈ E| fj(T )|y|
j
→ 0 weakly}.
This is easily seen to be indeed an ideal in E and since {fj(T )| j ∈ J} is operator
norm bounded, I is also closed. Let us show that I fulfils the claimed properties
(a)–(c):
(a) Since T is weakly continuous and fj(T ) commutes with T for every j ∈ J , I
is T -invariant.
(b) Let z ∈ E be an eigenvector of T belonging to a peripheral eigenvalue. Note
that we have T |z| ≥ |z| and thus fj(T )|z| ≥ |z| for each j ∈ J . Hence, z 6∈ I. To
show that T |z| − |z| ∈ I, we first make the following general observation:
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(∗) Consider E as a sublattice of its bi-dual E′′ by means of evaluation and
suppose that 0 ≤ x ≤ Tx for some x ∈ E. Then the nets (fj(T )x)j∈J and
(T kx)k∈N0 are both weak
∗-convergent in E′′ and their limits coincide.
To prove (∗) first note that the sequence (T kx)k≥0 is positive and increasing,
i.e. 0 ≤ x ≤ Tx ≤ T 2x ≤ ...; by [7, Lemma 4.13] it is thus norm bounded and
hence, it weak∗-converges in E′′ to some element x′′ ∈ E′′. Using this together
with Proposition 5.2 one immediately checks that (fj(T )y)j∈J weak
∗-converges to
x′′, too. Hence, (∗) holds.
We now apply (∗) once to the vector x = |z| and once to the vector x = T |z|.
Clearly, the weak∗-limits of the sequences (T k|z|)k∈N0 and (T
kT |z|)k∈N0 in E
′′
coincide and by (∗) this implies that the nets (fj(T )|z|)j∈J and (fj(T )T |z|)j∈J also
have the same weak∗-limit in E′′. Hence, fj(T )|T |z| − |z| | = fj(T )T |z| − fj(T )|z|
weak∗-converges to 0 in E′′ which is equivalent to saying that it weakly converges
to 0 in E. Thus, T |z| − |z| ∈ I as claimed.
(c) Now, let x ∈ E and suppose that T k|x| → 0 as k → ∞. Then one easily
checks that fj(T )|x| → 0 even with respect to the norm on E. In particular,
x ∈ I. 
In [7, Theorem 7.1] it was shown by the author that every (WS)-bounded positive
operator on a Banach lattice has cyclic peripheral spectrum; it was also pointed
out there that the author did not know whether this theorem can be proved by a
(modification of a) classical method of Lotz from [12, the proof of Theorem 4.7].
Using Proposition 5.4 we can now indeed give a new proof of [7, Theorem 7.1] by
a technique similar to Lotz’:
Corollary 5.5. Let E be a complex Banach lattice, let T ∈ L(E) with r(T ) = 1 be
positive and (WS)-bounded. Then the peripheral spectrum of T is cyclic.
Proof. Embedding E into an ultra power we may assume that σper(T ) consists of
eigenvalues. Let λ be a peripheral eigenvalue of T and z ∈ E a corresponding eigen-
vector. Let I be the T -invariant ideal given in Proposition 5.4. If T/ denotes the
operator induced by T on the quotient space E/I, then we obtain, using property
(b) in Proposition 5.4, that z + I and |z| + I are non-zero elements of E/I and
eigenvectors of T/ for the eigenvalues λ and 1, respectively. Proposition 3.1(b) thus
shows that λk ∈ σ(T/) for every k ∈ Z. Hence, λ
k ∈ σ(T ) for every k ∈ Z by
Proposition A.1(c). 
For irreducible positive operators much more on the peripheral (point) spectrum
can be said than for arbitrary positive operators. For example, let E be a complex
Banach lattice, let T ∈ L(E) with r(T ) = 1 be positive, irreducible and Abel
bounded and assume that the peripheral point spectrum of T is non-empty. If
z ∈ E is an eigenvector for some peripheral eigenvalue of T , then |z| ≤ T |z| and
it thus follows from [22, Lemma V.4.8] that the adjoint T ′ possesses a fixed vector
x′ > 0. Since T is irreducible and since the set {x ∈ E| 〈x′, |x|〉 = 0} is a T -invariant
closed and proper ideal in E and thus equals {0}, we obtain that x′ is even strictly
positive, meaning that we have 〈x′, x〉 > 0 for each 0 < x ∈ E. One can then employ
[22, Theorem V.5.2] or [8, Theorem 4.12] to obtain very precise information on the
spectral properties of T . Now, assume that T is no longer Abel bounded, but only
(WS)-bounded. Then it is no longer clear (at least not to the author) whether T ′
possesses a positive non-zero fixed vector. However, we can still prove the same
conclusions as in [22, Theorem V.5.2] or [8, Theorem 4.12].
To state those results in the next theorem, recall that two bounded linear opera-
tors S and T on a Banach space E are called similar if there is a bijection V ∈ L(E)
such that T = V −1SV .
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Theorem 5.6. Let E be a complex Banach lattice and let T ∈ L(E) with r(T ) = 1
be positive and irreducible. Assume that the peripheral point spectrum of T is non-
empty and that T is (WS)-bounded. Then the following assertions hold:
(a) For every 0 < x ∈ E we have T kx 6→ 0 as k →∞.
(b) Whenever z ∈ ker(λ − T ) for a peripheral eigenvalue λ of T , then |z| ∈
ker(1− T ).
(c) 1 is an eigenvalue of T and the corresponding eigenspace ker(1 − T ) is a
one-dimensional sublattice of E which is spanned by a quasi-interior point
of E+.
(d) For each peripheral eigenvalue λ of T the operators T and λT are similar.
In particular we have λσ(T ) = σ(T ) and λσpnt(T ) = σpnt(T ).
(e) The peripheral point spectrum of T is a subgroup of the complex unit circle.
(f) Each peripheral eigenvalue λ of T is an algebraically simple eigenvalue of
T , i.e. we have dim
⋃
n∈N ker((λ − T )
n) = dimker(λ− T ) = 1.
(g) The only eigenvalue of T which admits a positive eigenvector is 1.
The proof of Theorem 5.6 is in some respects very similar to the proofs of [22,
Theorem V.5.2] or [8, Theorem 4.12]. However, in some points our proof differs
since we do no longer know whether we have a strictly positive fixed point of T ′ at
our disposal.
To give the proof of Theorem 5.6 we first need a number of ingredients. Recall
that an operator U ∈ L(E) on a complex Banach lattice E is called a torsion
operator if we have |Ux| = |x| for each x ∈ E. We observe the following fact:
Remark 5.7. Let E be a complex Banach lattice and let U ∈ L(E) be a torsion
operator. Then U is bijective and its inverse U−1 is a torsion operator, too.
Proof. Observe that if U is bijective, then U−1 is obviously a torsion operator, too.
Moreover, U is clearly isometric and thus injective; it therefore remains to prove
that U is surjective. We do this in two steps:
Step 1. We first assume that E is a C(K;C)-space for some compact Hausdorff
space K 6= ∅. Then U is contained in the so-called center of L(E) and thus it is a
multiplication operator with symbol u ∈ C(K;C) (see e.g. [2, Section C-I-9]). We
clearly have |u| = |u1K | = |U1K | = 1K and thus U is obviously bijective.
Step 2: Now, let E be arbitrary. If x > 0, then the principal ideal Ex generated
by x is invariant with respect to U ; moreover, it is an AM-space with unit x when
endowed with an appropriate norm (see [22, the corollary of Proposition II.7.2])
and may thus be identified with some C(K;C)-space. The restriction of U to Ex
is clearly a torsion operator on the AM-space Ex and thus surjective onto Ex by
Step 1. Since the restriction of U to any non-zero principal ideal is surjective onto
this principal ideal, U must be surjective itself. 
Another ingredient for the proof of Theorem 5.6 is the following well-known
auxiliary result.
Lemma 5.8. Let E = C(K;C) for some compact Hausdorff space K 6= ∅ and let
T ∈ L(E) be a Markov operator on E. If λ is a peripheral eigenvalue of E and if
f ∈ C(K;C) is a corresponding eigenfunction and satisfies |f | = 1K , then there is
a torsion operator U ∈ L(E) such that λT = U−1TU .
Proof. See [2, Theorem B-III-2.4(a)]. 
We also need the following well-known fact about Banach lattices:
Remark 5.9. Let E 6= {0} be a real Banach lattice and suppose that every element
0 < x ∈ E is a quasi-interior point of E+. Then E is one-dimensional.
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A proof of this well-known result can for example be found in [12, Lemma 5.1];
since this reference is however written in German, we include here an English trans-
lation of the proof for the convenience of the reader.
Proof of Remark 5.9. By [22, Propositions II.3.4 and II.5.2(ii)] we only have to
prove that E is totally ordered. To do so, let x, y ∈ E. Then x−x∧y and y−x∧y
are positive vectors and their infimum equals 0. It thus follows from the assumption
that one of them is 0, which proves that x ≤ y or y ≤ x. 
We can now give the proof of Theorem 5.6.
Proof of Theorem 5.6. (a) and (b) Let I ⊂ E be the ideal given by Proposition 5.4.
Since the peripheral point spectrum of T is non-empty by assumption we conclude
from assertion (b) of Proposition 5.4 that I 6= E. As T is irreducible and I is
T -invariant it follows that I = {0}.
Now assume that x ∈ E+ and T kx → 0. Then x ∈ I by Proposition 5.4(c)
and thus x = 0. This proves (a). To prove (b), let z ∈ E be an eigenvector for a
peripheral eigenvalue of T . Then Proposition 5.4(b) yields T |z| − |z| ∈ I = {0}, so
|z| ∈ ker(1− T ).
(c) As the peripheral point spectrum of T is non-empty, it follows from (b)
that 1 is an eigenvalue of T . Moreover, since T maps real elements of E to real
elements again, ker(1 − T ) is conjugation invariant, so (b) implies that ker(1 − T )
is a sublattice of E. Let us prove that ker(1 − T ) is one-dimensional: since T is
irreducible, every non-zero positive element of ker(1 − T ) is a quasi-interior point
of E+ and thus also a quasi-interior point of E+ ∩ ker(1− T ) (see [22, Corollary 2
of Theorem II.6.3]). By Remark 5.9 the real part of ker(1 − T ) is therefore a one-
dimensional real vector space and hence ker(1 − T ) is a one-dimensional complex
vector space. Since ker(1 − T ) contains a non-zero positive vector, and this vector
is a quasi-interior point of E+ and spans ker(1− T ), assertion (c) is proved.
(d) Let λ be a peripheral eigenvalue and let z ∈ E be a corresponding eigenvector.
According to (b) and (c), |z| is contained in ker(1−T ) and is a quasi-interior point
of E+. When endowed with an appropriate norm, the principal ideal E|z| becomes
an AM-space with unit |z| (see [22, the corollary of Proposition II.7.2]) and clearly
E|z| is invariant with respect to T . Since T |E|z| is a Markov operator on the AM-
space E|z|, Lemma 5.8 implies that there is a torsion operator U on E|z| such that
λT |E|z| = U
−1T |E|z|U . Obviously, U is isometric with respect to the E-norm and
since E|z| is dense in E, U has a continuous linear extension U˜ ∈ L(E) which is
again a torsion operator and which fulfils the equation λT = U˜−1T U˜ . Hence, T
and λT are similar. The remaining assertions of (d) are now obvious.
(e) Assertion (e) follows immediately from the assertion λσpnt(T ) = σpnt(T ) in
(d).
(f) By (d) it suffices to prove the assertion for λ = 1. We already know from
(c) that 1 is a geometrically simple eigenvalue. Next we note that ker((1 − T )2) =
ker(1−T ); indeed, since T is (WS)-bounded we can use exactly the same proof as in
[7, Proposition 4.10] to see that there exists no vector in ker((1− T )2) \ ker(1− T )
(note that in [7, Proposition 4.10] r(T ) = 1 was assumed to be a pole of the
resolvent; however, one does not need this assumption to show that ker((1−T )2) \
ker(1− T ) = ∅).
Finally, let n ≥ 2 and assume that y ∈ ker((1 − T )n). Then (1 − T )n−2y ∈
ker((1−T )2) = ker(1−T ) and thus, y ∈ ker((1−T )n−1). We have therefore proved
that ker((1− T )n) = ker((1− T )n−1) for each n ≥ 2 and iterating this equality we
obtain that ker((1 − T )n) = ker(1− T ) for each n ≥ 2. This proves (f).
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(g) Let λ be an eigenvalue of T with corresponding eigenvector z > 0. Then
λ must be a peripheral eigenvalue since if we assumed |λ| < 1, then T kz → 0 as
k → ∞ which contradicts (a). However, since λ is a peripheral eigenvalue we can
employ (b) to obtain λz = Tz = T |z| = |z| = z. Hence, λ = 1. 
Appendix A. Invariant subspaces and the spectrum of induced
operators
In this appendix we recall a few spectral results related to invariant subspaces. To
state the results, we need the following notation: Let E be a complex Banach space
and let F ⊂ E be a closed vector subspace. Whenever T ∈ L(E) leaves F invariant,
then we denote by T| ∈ L(F ) the restriction of T to F and by T/ ∈ L(E/F ) the
operator induced by T on the quotient space E/F .
Proposition A.1. Let E be a complex Banach space, let F ⊂ E be a closed vector
subspace and suppose that T ∈ L(E) leaves F invariant.
(a) We have ‖T|‖ ≤ ‖T ‖ and ‖T/‖ ≤ ‖T ‖ as well as r(T|) ≤ r(T ) and r(T/) ≤
r(T ).
(b) For all λ ∈ C with |λ| > r(T ) the resolvent operator R(λ, T ) also leaves F
invariant and we have R(λ, T )| = R(λ, T|) and R(λ, T )/ = R(λ, T/).
(c) If λ ∈ C has modulus r(T ) and is a spectral value of T| or of T/, then it is
also a spectral value of T .
Proof. (a) and (b): One easily checks that ‖T|‖ ≤ ‖T ‖ and ‖T/‖ ≤ ‖T ‖. Now, let
λ ∈ C with |λ| > r(T ). It follows from the Neumann series representation of the
resolvent that R(λ, T ) leaves F invariant, too. We have
R(λ, T )| (λ− T|) = (λ− T|)R(λ, T )| = idF ,
and the same holds for the operators on E/F . Hence, λ is in the resolvent set of T|
and T/ and we have R(λ, T )| = R(λ, T|) as well as R(λ, T )/ = R(λ, T/). This also
shows that r(T|) ≤ r(T ) and r(T/) ≤ r(T ).
(c) Let λ ∈ σ(T|). Choose a sequence (λn) ⊂ C which converges to λ and fulfils
|λn| > r(T ) for each n. We then have
‖R(λn, T )‖ ≥ ‖R(λn, T )|‖ = ‖R(λn, T|)‖ → ∞ as n→∞.
Hence, λ ∈ σ(T ). If λ ∈ σ(T/), the same estimate works on E/F instead of F . 
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