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11 Einleitung
Untersuchungsgegenstand
Ziel der vorliegenden Arbeit ist die asymptotische Analyse der Lo¨sungen E(λ )
der Eigenwertgleichung
(H + λW )u = E(λ )u (0≤ λ < ∞) (1.1)
in einer Spektrallu¨cke [a,b] ⊂ R \ σe(H) des wesentlichen Spektrums des
Schro¨dinger-Operators
H =−∆ +V
im L2(Rν) fu¨r große λ . Wir setzen dabei voraus, daß 0 ≤ V ∈ L∞ ein nichtnega-
tives Hintergrundpotential ist, so daß H den Definitionsbereich D(H) =H 2 hat,
und W ein beschra¨nktes, im Unendlichen verschwindenes Sto¨rpotential ist.
Wegen des Verschwindens von W im Unendlichen ist die Sto¨rung W relativ H-
kompakt, und der gesto¨rte Operator H(λ ) = H + λW hat im Intervall (a,b)
ho¨chstens diskrete Eigenwerte endlicher Vielfachheit.
Wir haben W beschra¨nkt vorausgesetzt, so daß die Familie der Operatoren H(λ )
eine selbstadjungierte analytische Familie vom Typ (A) im Sinne von Kato ist.
Die Eigenwerte E(λ )∈ (a,b) sind deshalb durch Zweige analytischer Funktionen
gegeben, und wir ko¨nnen von Eigenwertzweigen von H(λ ) in (a,b) sprechen.
Leitmotiv sind die Arbeiten [AH82, GGH+88]. Mit Methoden der Theorie der
gewo¨hnlichen Differentialgleichungen wurde in diesen Artikeln gezeigt, daß
die Eigenwertzweige (1.1) entsprechender eindimensionaler Modellprobleme fu¨r
große Kopplungen λ in der λ ,E-Ebene ein regelma¨ßiges Erscheinungsbild haben.
Wir zeigen, daß die Eigenwertzweige fu¨r Raumdimension ν ≥ 2 im Kopplungs-
grenzwert λ → ∞ Charakteristika der eindimensionalen Modellprobleme aufwei-
sen. Fu¨r einfache Modellprobleme geben wir eine asymptotische Beschreibung
einzelner Eigenwertzweige resp. des Spektrums des gesto¨rten Operators H(λ )
an.
Motivation
Die Untersuchung des Problems (1.1) ist motiviert durch das Ein-Elektronen-Mo-
dell in der Festko¨rperphysik. Fu¨r ein periodisches Potential V werden durch das
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Spektrum σ(H) des Operators H die erlaubten Energie-Zusta¨nde eines sich in
einem unendlich ausgedehnten Kristall bewegenden Elektrons beschrieben. Die
Energie-Zusta¨nde sind in einer Band-Lu¨cken-Struktur angeordnet.
Das System ist in der Lage Energie zu absorbieren, wenn Elektronen von einem
Energieniveau auf ein Ho¨heres wechseln ko¨nnen. Durch die Lu¨cken im Spektrum
sind der Absorptionsfa¨higkeit des Systems Grenzen gesetzt.
Das sichtbare Licht passiert ungesto¨rt den Korund, und der Kristall erscheint
transparent.
Werden einzelne Atome des Kristalls durch Andere mit einer ho¨heren Kernla-
dungszahl ersetzt, ko¨nnen zusa¨tzliche Energieniveaus in den Spektrallu¨cken des
reinen Kristalls auftreten. Durch (1.1) werden diese Niveaus mathematisch be-
schrieben. Der Parameter λ kann dabei als Atomgewicht gedeutet werden. Die
zusa¨tzlichen Energieniveaus verku¨rzen die La¨ngen der Spektrallu¨cken. Der ver-
unreinigte Kristall ist nun in der Lage Quanten geringer Energie zu absorbieren.
Die Farben des Rubins und des Smaragds sind das sichtbare Ergebnis der Sto¨rung
der Gitterstruktur des Korunds.
Die quantenmechanische Erkla¨rung der Farben von Kristallen ist eine Anwen-
dung des mathematischen Modells. Weitere sind das Versta¨ndnis der Physik
von Lasern und dotierten Halbleitern. (siehe die motivierenden Abschnitte aus
[DH86, Hem87, Hem89, ADH89] und den dortigen Referenzen auf die physika-
lische Literatur).
Ausgehend von der Fragestellung, ob jedes Energieniveau E in der Spektrallu¨cke
durch einen Eigenwertzweig u¨berquert wird ([DH86, GS88]), kozentrierte sich in
den letzen zwei Jahrzehnten das Interesse der Untersuchungen auf Asymptotiken
bzw. asymtotische Abscha¨tzungen der Anzahl
N (λ ) =N (λ ;H−E,W ) = ∑
0<µ<λ
dimker(H−E + µW )
der ¨Uberquerungen eines Niveaus E durch Eigenwertzweige (siehe z.B. [Hem87,
Hem89, ADH89, Hem92a, Hem92b, Hem97, Bir91, BW94, Bir95, Saf97, Saf98a,
Saf98b, Lev95, Lev99]).
Existenz und asymptotische Abscha¨tzungen der ¨Uberquerungen eines Energieni-
veaus geben nur Hinweise auf die Vera¨nderung des Spektrums in Abha¨ngigkeit
von λ .
Mit Hilfe der Liouville-Green-Approximation und Betrachtung asymptotischer
transzendenter Gleichungen konnten die Autoren von [GGH+88] hingegen ein
detailiertes Bild von σ(H(λ )) fu¨r Schro¨dinger-Operatoren auf der reellen Achse
3entwerfen. Dem Spektrum des Operators HS =−∆ +V auf R\S mit S = suppW
und Dirichletbedingungen auf dem Rand von R \ S kommt dabei eine besondere
Rolle zu.
Je nach Vorzeichen des Sto¨rpotential ergibt sich ein anderes Bild.
• Im Fall W nichtnegativ lassen sich die Eigenwertzweige von H(λ ) asym-
ptotisch bei λ = ∞ entwickeln. Die Eigenwerte des Operators HS sind waa-
gerechte Asymptoten fu¨r die Eigenwertzweige von H(λ ), und sie sind da-
mit die nullte Approximation der asymtotischen Entwicklungen.
• Hat W ein negatives Vorzeichen, stellt sich ein
”
Trapping and Cascading“-
Muster ein. Auf Parameterintervallen der La¨nge O(
√
λ ) verweilen die Ei-
genwertzweige in einer Umgebung der Eigenwerte von HS und formen Pla-
teaus aus. Einem Plateu folgt jeweils ein relativ kleines Parameterintervall,
auf dem die Eigenwertzweige simultan von einem Plateau zum na¨chsten
tiefergelegenen Plateau wechseln. Das Spektrum von H(λ ) ist fu¨r diese Pa-
rameter insgesamt in Bewegung und formt eine Kaskade.
• Bei wechselndem Vorzeichen von W u¨berlagern sich beide Bilder.
Ein Teilaspekt der letzten beiden Punkte ist, daß sich fu¨r einen
”
typischen“ Para-
meter das Spektrum von H(λ ) in einer Umgebung der Eigenwerte des Operators
HS befindet. Nach [GGH+88] ist dieser
”
Pinning“-Effekt ein experimentell beob-
achteter Effekt in der Halbleiter-Physik (fu¨r Referenzen auf die Physik-Literatur
siehe [GGH+88]).
Wegen des Satzes von Picard-Lindelo¨f haben die Eigenwerte von H(λ ) fu¨r ν = 1
die Vielfachheit 1, und die Eigenwertzweige ko¨nnen sich nicht u¨berschneiden.
Zusammen mit dem
”
Trapping and Cascading“-Muster la¨ßt sich die Analyse der
Eigenwertzweige noch verfeinern.
Die Kenntnis des asymptotischen Verlaufs der Eigenwertzweige vermittelt ein tie-
fes Versta¨ndnis des mathematischen Modells und damit der quantenmechanischen
Natur von Kristallen.
Die mathematische Deutung des
”
Pinning“-Effekts aus der Halbleiterphysik ist
ein Hinweis darauf.
Ergebnisse
Neben der physikalischen Motivation ist die Analyse von Eigenwertzweigen in
einer Spektrallu¨cke des wesentlichen Spektrums ebenfalls eine mathematisch in-
teressante Aufgabe, denn einige Standardargumente bzw. –vorgehensweisen sind
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nicht anwendbar.
Die ¨Ubertragung der anhand von eindimensionalen Modellproblemen gewon-
nenen Einsichten auf rotationsymmetrische Schro¨dinger-Operatoren im Rν ist
nicht mo¨glich, denn es gibt nach [HHK87, Wei87, HHHK91] keine dergleichen
Schro¨dinger-Operatoren mit Lu¨cken im wesentlichen Spektrum. Die Komplexita¨t
einer mehrdimensionalen Liouville-Green-Approximation macht die Hoffnung
zunichte, zumindest Beweisschritte u¨bernehmen zu ko¨nnen.
Sucht man sein Heil in der Abstraktion, so findet man, daß unter funktionalanaly-
tischen Gesichtspunkten die Problemstellung ebenfalls singula¨r ist.
Weil sich im allgemeinen ober– und unterhalb der Spektrallu¨cke von H wesentli-
ches Spektrum befindet, ist das Minmaxprinzip ([RS78]) nicht anwendbar. Lassen
wir Sto¨rpotentiale mit wechselnden Vorzeichen zu, gibt es im allgemeinen keinen
Grenzoperator, durch dessen Eigenwerte das Spektrum von H(λ ) im Grenzwert
λ → ∞ beschrieben wird. Selbst im Fall einer Potentialbarriere W ≥ 0 wird von
singula¨rer Sto¨rungstheorie gesprochen. In diesem Fall ist zwar durch einen geeig-
neten Schro¨dinger-Operator HS mit Dirichlet-Randdaten auf — grob gesprochen
— dem Tra¨ger der Barriere (siehe [HZ88]) ein Grenzoperator gegeben, doch ent-
zieht sich dieses Problem einer Anwendung der asymptotischen Sto¨rungstheorie
a` la Hunziker und Pillet [Hun89, HP83], weil die zweite Resolventengleichung
resp. die Raleigh-Schro¨dinger-Reihe wegen der Dirichlet– und der Tra¨gerbedin-
gung nicht anwendbar sind.
Betrachtet man vor dem Hintergrund der obigen Einschra¨nkungen die Rechnun-
gen in [GGH+88], so sieht man, daß die Autoren zwar zu ihren Ergebnissen durch
eine asymptotische Analyse der Anschlußbedingungen der Eigenfunktionen ge-
kommen sind, daß sich aber Einzelaspekte aus der Struktur der Eigenwertglei-
chung und der Gestalt des Sto¨rpotentials ableiten lassen.
Angesichts der weit entwickelten Theorie der elliptischen Differentialgleichungen
bzw. der Theorie der Schro¨dinger-Operatoren finden wir hier einen Ansatzpunkt.
Versteht man die Teilaspekte besser, kann man schließlich einfach zusammenge-
setzte Modellprobleme fu¨r ν ≥ 2 konstruieren.
Ein entscheidender Unterschied zu der eindimensionalen Situation ist der, daß die
Eigenwerte sehr wohl Vielfachheiten gro¨ßer als 1 haben ko¨nnen, mit dem Effekt,
daß sich Eigenwertzweige u¨berschneiden und u¨berlagern ko¨nnen. Gerade Konfi-
gurationen mit hoher Symmetrie, die sich in der Regel leichter analysieren lassen,
implizieren im allgemeinen auch hohe Vielfachheiten der Eigenwerte.
Als Ersatz fu¨r den Satz von Picard-Lindelo¨f im Eindimensionalen zeigen wir in
den Theoremen 4.1 und 4.2, daß wir eine bestehende Degenerierung von Eigen-
werten resp. Eigenwertzweigen durch eine weitere Modifikation von V resp. W
aufheben ko¨nnen. Wir haben dabei die Mo¨glichkeit die Gro¨ße und Position des
5Tra¨gers dieser weiteren Sto¨rung festzulegen. Die Potentiale, mit denen dieses
mo¨glich ist, bilden eine residuale Teilmenge eines geeigneten Banachraums.
Quantenmechanische Teilchen ko¨nnen – im Gegensatz zu klassischen Teilchen –
in Potentialbarrieren eindringen. Die Aufenthaltswahrscheinlichkeit eines solchen
Teilchens im klassisch verbotenen Bereich ha¨ngt von der Ho¨he der Barriere ab
und konvergiert gegen Null, wenn die Barrierenho¨he gegen Unendlich divergiert.
Im Grenzwert werden die quantenmechanischen Teilchen aus der Barriere ver-
trieben, und es stellen sich klassische Bedingungen ein. Die Unterdru¨ckung des
Tunneleffekts wird in der semiklassischen Analysis von Schro¨dinger-Operatoren
ausgenutzt.
Die ¨Uberlagerung der beiden Bilder fu¨r Brunnen und Barriere im Fall eines
Sto¨rpotentials mit gemischten Vorzeichen in [GGH+88] la¨ßt sich als ein Ergebnis
des unterdru¨ckten Tunneleffekts deuten.
Wir beschreiben in Theorem 3.12 wie sich die Unterdru¨ckung des Tunneleffekts
in unserer Situation ausnutzen la¨ßt. Die auftretenden spektralen Gro¨ßen sind bis
auf exponentiell kleine Fehler durch Gro¨ßen eines Systems gegeben, daß auf einer
Teilmenge des Tra¨gers der Barriere Dirichlet-Bedingungen erfu¨llt.
Unter geeigneten Voraussetzungen an das Sto¨rpotential wird das Spektrum von
H(λ ) asymptotisch durch vollsta¨ndig entkoppelte Schro¨dinger-Operatoren be-
schrieben, die etwas Restbarriere und u.U. einen Potentialbrunnen besitzen. Das
Spektrum des entkoppelten Systems ist die ¨Uberlagerung der Spektren der Ein-
zelsysteme.
Wa¨hrend Eigenfunktionen im Innern der Barriere auf Mengen, die einen gewis-
sen Sicherheitsabstand zum Rand des Barrierentra¨gers einhalten, praktisch ver-
schwinden, beeinflußt deren Verhalten am Rande der Potentialbarriere maßgeb-
lich den Verlauf der zugeho¨rigen Eigenwerte in Abha¨ngigkeit von λ .
Eine entsprechende Modellrechnung findet sich fu¨r ν = 1 in [AH82]. Unter der
Voraussetzung, daß die Potentialbarriere fu¨r ein p ≥ 0 wie das Polynom xp in
0 am Rande ihres Tra¨gers verschwindet, finden die Autoren eine asymptotische
Puisieux-Reihe in λ−1/(p+2) fu¨r die Eigenwertzweige bei λ = ∞.
Unter der Voraussetzung, daß die Potentialbarriere am Rande ihres Tra¨gers wie
dist( · ,Rν \ suppW )p verschwindet, besta¨tigen wir in Theorem 5.14 die Entwick-
lung aus der eindimensionalen Modellrechnung bis zur ersten Ordnung.
Mit Hilfe der gleichen Idee zeigen wir, daß im Fall des Potentialbrunnens
die Energieniveaus eines geeigneten Schro¨dinger-Operators HS mit Dirichlet-
Randdaten auf dem Tra¨ger S des Brunnens attraktiv fu¨r die Eigenwerte von H(λ )
sind (Theorem 5.15). Attraktiv heißt, daß sich fu¨r einen
”
typischen“ Kopplungs-
parameter Spektrum in der Na¨he dieser Eigenwerte befinden muß. Diese Beob-
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achtung ist vertra¨glich mit der, durch eine Asymptotik vom Weyl-Typ gegebenen,
Anzahl von Eigenwertzweigen in der Lu¨cke, so daß wir im allgemeinen nicht wie
[GGH+88] von der Ausbildung von Plateaus ausgehen ko¨nnen. Wir besta¨tigen in
einem schwachen Sinne das Auftreten eines
”
Pinning“-Effekts.
Anhand der Modelle Beispiel 3.13 und Beispiel 3.14 studieren wir das Zusam-
menspiel von Brunnen und Barriere. In beiden Beispielen handelt es sich um ro-
tationssymmetrische Sto¨rpotentiale. Es wird jeweils ein Potentialbrunnen durch
eine Potentialbarriere umschlossen.
Wa¨hrend die Potentialbarriere fu¨r ein Einfangen (
”
Trapping“) von Eigen-
wertzweigen zusta¨ndig ist, ko¨nnen sich absteigende Eigenwertzweige nur in einer
Umgebung von Eigenwerten eines Vergleichsproblems mit dem Potentialbrunnen
befinden. Wir zeigen abstrakt, daß die Eigenwertzweige dieser Vergleichsproble-
me entweder absteigen oder daß die Spektrallu¨cke frei von Eigenwerten ist (Lem-
ma 6.1).
Beide Modelle sind Kandidaten fu¨r
”
Trapping and Cascading“ in ho¨heren Raum-
dimensionen. Wir stellen in den Abschnitten 6.2 und 6.3 fest, daß die Modelle
unterschiedliche Qualita¨ten haben.
Im Fall von Beispiel 3.14 bilden die absteigenden Eigenwertzweige Cluster mit in
λ steigender Vielfachheit. Auf Parameterintervallen der Ordnung O(1) passieren
diese Cluster die Spektrallu¨cke (a,b). Die Absta¨nde zwischen diesen Intervallen
wachsen mindestens wie
√
λ und wir erhalten ein
”
Trapping and Cascading“-
Muster. Fu¨r große Kopplungen kann man die Eigenwertzweige nur schwer aus-
einanderhalten und eine detailliertere Beschreibung des Verhaltens der Zweige
wie in [GGH+88] ist erschwert.
Im Fall des Beispiel 3.13 lassen sich die Eigenwertzweige des Vergleichspro-
blems mit der Potentialbarriere verschiedenen, unabha¨ngigen Drehimpulsra¨um-
en zuordnen. Das Verhalten eines einzelnen Eigenwertzweiges la¨ßt sich durch
das Vergleichsproblem fast explizit bestimmen. Die Unabha¨ngigkeit der Drehim-
pulsra¨ume sorgt aber anscheinend dafu¨r, daß sich nicht deutlich Plateaus und Be-
reiche, in denen das Spektrum simultan in Bewegung ist, herausbilden.
Organisation der Arbeit
Die obige allgemeine Darstellung unserer Ergebnisse deutet bereits die Struktur
der vorliegenden Arbeit an.
Wir beginnen mit einem einfu¨hrenden Kapitel 2. Dort legen wir die Grundlagen
fu¨r die weitere Arbeit, definieren Schro¨dinger-Operatoren mit und ohne Dirichlet-
bedingungen und erinnern in diesem Zusammenhang an einige hilfreiche Sa¨tze.
7Wir nutzen dieses Kapitel, um die Stabilita¨t des wesentlichen Spektrums unter
Gebietssto¨rungen und H-kompakten Potential-Sto¨rungen zu beweisen (Korollar
2.7). Die Hauptidee besteht darin, daß auf einem Kompaktum lokalisierte Sto¨run-
gen H-kompakt sind. Wir schließen das Kapitel 2 mit einer Aussage u¨ber die Sta-
bilita¨t des diskreten Spektrums unter kleinen Gebietssto¨rungen (Korollar 2.16),
die in Kapitel 5 eine Anwedung findet.
In Kapitel 3 studieren wir die Unterdru¨ckung des Tunneleffekts im Kopplungs-
grenzwert λ gegen ∞. Theorem 3.12 ist das Hauptergebnis dieses Abschnitts. Es
besagt, daß sich in einem schwachen Sinne Dirichlet-Randwerte auf dem Barrie-
rentra¨ger einstellen, und daß sich die spektralen Gro¨ßen des Operators H(λ ) nur
um exponentiell kleine Fehler von denen geeigneter Vergleichsoperatoren unter-
scheiden.
Das Kapitel 4 ist dem Beweis eines parametrischen Transversalita¨tssatzes gewid-
met.
Der Hauptgedanke der Transversalita¨tstheorie ist, daß transversales Schneiden
von hinreichend glatten Funktionen stabil in einer geeigneten Topologie ist, und
daß sich nichttransversales Schneiden durch eine kleine Sto¨rung aufheben la¨ßt.
Betrachten wir die Gleichung 1.1 in Abha¨ngigkeit vom Parameter W , so ko¨nnen
wir die Frage nach der Einfachheit der Lo¨sungen auf eine Frage zuru¨ckfu¨hren,
die sich mit dem Transversalita¨tssatz 4.16 beantworten la¨ßt. Wir haben die Haupt-
theoreme 4.1 und 4.2 dem Kapitel vorangestellt.
Ausgehend von der Liouville-Green-Approximation und dem exponentiellen Lo-
kalisieren von Eigenfunktionen in der Potentialbarriere entwickeln wir in Ka-
pitel 5 einen Ansatz, um aus Eigenfunktionen eines Schro¨dinger-Operators mit
Dirichlet-Randdaten im Innern der Barriere approximative Eigenfunktionen zu
bestimmen.
Der Leitgedanke ist, daß fu¨r große Kopplungen in der Na¨he des Randes der
Barriere der Anteil des Schro¨dinger-Operators −∆ + λW in Normalenrichtung
das Verhalten der Eigenfunktionen bestimmt. Weil sich in einem gewissen Sinne
Dirichlet-Bedingungen einstellen, erscheint es sinnvoll, mit speziellen Funktionen
die Eigenfunktionen geeigneter Dirichlet-Schro¨dinger-Operatoren in die Barriere
zu extrapolieren.
Satz 5.8 faßt das Ergebnis unserer Bemu¨hungen zusammen. In den Abschnitten
5.2.1 und 5.2.2 extrapolieren wir je nach Problemstellung mit geeigneten speziel-
len Funktionen. Zu unserer ¨Uberraschung la¨ßt sich die fu¨r die Barriere entwickelte
Methode auf den Brunnenfall u¨bertragen. Die Hauptresultate sind die Theoreme
5.14 und 5.15.
Wir zeigen in Lemma 6.1, daß unter den Bedingungen der Beispiele 3.13 und
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3.14 das Vergleichsproblem mit dem Potentialtopf fu¨r große Kopplungen keine
aufsteigende Eigenwertzweige besitzen kann.
Mit einer Diskussion der beiden Beispiele schließen wir die Arbeit.
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92 Hilfsmittel und Bezeichnungen
In diesem Kapitel wollen wir einige wichtige Hilfsmittel und Begriffe zusam-
menstellen, die wir in der folgenden Argumentation beno¨tigen. Als Nebeneffekt
werden wir unsere Notation fixieren und den Rahmen abstecken, in dem wir uns
bewegen werden. Fu¨r alle vorkommenden Begriffe aus der Theorie der Sobo-
levra¨ume und selbstadjungierten Operatoren verweisen wir auf [Ada75, EE89,
GT77, RS80, RS78].
2.1 Bezeichnungen
Mit K(x0,r) ⊂ Rν werde die offene Kugel um x0 mit Radius r > 0 bezeichnet.
Wir schreiben B(x0,r) fu¨r die abgeschlossene Kugel K(x0,r). Ist x0 = 0 bzw. r = 1
verku¨rzen wir die Notation zu B fu¨r K(0,1) bzw. rB fu¨r K(0,r). Die Buchstaben S,
M und K ⊂Rν stehen fu¨r abgeschlossene Mengen, Ω steht fu¨r eine offene Menge
des Rν . Mit K bezeichnete Mengen sind gleichzeitig kompakte Teilmengen des
Grundraumes. Die charakteristische Funktion einer Menge M heißt χM .
Die Funktionenra¨ume Ck,α , C∞, C∞c , L2 und L∞ seien in der u¨blichen Weise defi-
niert.
Die Menge aller beschra¨nkten Funktionen mit kompaktem Tra¨ger bezeichnen wir
mit L∞,c und den Abschluß von L∞,c in L∞ mit L∞,0.
Wir wollen mitH k(Ω) den Sobolevraum der Funktionen aus L2(Ω) bezeichnen,
deren distributionelle Ableitungen bis zur Ordnung k ∈ N ebenfalls in L2(Ω) lie-
gen. Der lineare Raum aller meßbaren Funktionen u, so daß fu¨r alle ϕ ∈C∞c (Ω) die
Funktion ϕu in H k(Ω) liegen, bezeichnen wir mit H kloc(Ω). Ist Ω = Rν schrei-
ben wir kurzH k bzw.H kloc.
Mit
◦
H k(Ω) werde der Abschluß von C∞c (Ω) in H k bezeichnet. Es gilt◦
H k(Rν) =H k.
Sofern nicht explizit etwas anderes vorausgesetzt wird, sind Funktionen u, v, w, h
aus L2, mit V , W bezeichnen wir reellwertige meßbare Funktionen und die grie-
chischen Buchstaben ϕ , η bzw. ψ sind fu¨r unendlich oft differenzierbare Funk-
tionen reserviert.
Positiv– und Negativteil der reellwertigen Funktion W sind durch
W+ = 12 (W + |W |), W− =− 12 (W −|W |).
definiert.
Wir werden durchga¨ngig 0≤V ∈ L∞ voraussetzen. Es gelte immer W− ∈ L∞ und
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W+ ∈ L∞,loc. An verschiedenen Stellen werden wir W ∈ L∞,c bzw. W ∈ L∞,0 an-
nehmen.
Fu¨r ϕ , η und ψ gelte zusa¨tzlich suppϕ , suppη ⊂Rν kompakt, und daß die Funk-
tionen η , ψ eine Partition der Eins bilden, d.h.
0≤ η ,ψ ≤ 1, 1 = η + ψ.
Es sei A ein selbstadjungierter Operator in einem Hilbertraum. Die Resolventen-
menge von A ist die Menge
ρ(A) = {z ∈ C; A− z besitzt eine beschra¨nkte Inverse}.
Das Spektrum σ(A) von A ist das Komplement C \ ρ(A). Die Menge σd(A)
aller isolierten Eigenwerte endlicher Vielfachheit heißt diskretes Spektrum und
σe(A) = σ(A)\σd(A) ist das wesentliche Spektrum von A.
Fu¨r J ⊂ R Borel-meßbar sei PJ(A) die zu A geho¨rende Spektralprojektion auf J.
Liegt der Definitionsbereich D(A) von A nicht dicht im Hilbertraum so betrachten
wir A als Operator im Abschluß seines Definitionsbereichs. Die durch den Null-
operator auf dem Komplement fortgesetzte Resolvente bezeichnen wir wieder mit
(A− z)−1. Entsprechend beziehen sich ρ(A), σ(A), σd(A), σe(A) und PJ(A) auf
A als Operator in D(A).
Das folgende Lemma wird sich als hilfreich erweisen, um das Spektrum na¨he-
rungsweise zu bestimmen.
Lemma 2.1 Sei A ein selbstadjungierter Operator in einem Hilbertraum. Seien
u ∈ D(A), E ∈ R und δ > 0 mit
‖(A−E)u‖< δ‖u‖.
Dann gilt
σ(A)∩ (E−δ ,E + δ ) 6= /0.
(Beweis siehe [HS96, Thm. 5.9].)
2.2 Eigenlo¨sungen
Unter unseren Voraussetzungen an V und W ko¨nnen wir die formalen
Schro¨dinger-Operatoren
L =−∆ +V, L(λ ) = L + λW
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als Abbildung vom Raum der lokal integrierbaren Funktionen L1,loc in den Raum
der Distributionen auffassen.
In den folgenden Kapiteln werden wir unsere Aufmerksamkeit auf Lo¨sungen der
Gleichung (L(λ )−E)u = 0 richten. Wir wollen fu¨r Lo¨sungen dieser Gleichung
in L2 eine Sprech– und Schreibweise vereinbaren.
Definition 2.2 Seien Ω⊂Rν offen, E ∈C und λ ∈R. Eine Funktion u∈H 1(Ω)
mit (L(λ )−E)u = 0 heißt Eigenlo¨sung (zum Eigenwert E und zur Kopplung λ )
auf Ω.
Es bezeichne E ig(E,λ ,Ω) die Menge aller Eigenlo¨sungen auf Ω. Fu¨r S ⊂ Rν
abgeschlossen setzen wir
E ig(E,λ ,S) =
⋃
{E ig(E,λ ,Ω); S⊂Ω =
◦
Ω}.
Die Bedingung u ∈H 1(Ω) ru¨hrt daher, daß wir Aussagen u¨ber Eigenlo¨sungen
auf Eigenelemente bzw. Eigenfunktionen verschiedener selbstadjungierter Reali-
sierungen von L(λ ) anwenden mo¨chten.
Aufgrund der elliptischen Regularita¨t [GT77, Thm. 8.8] gilt sogar
E ig(E,λ ,Ω)⊂H 2loc(Ω). (2.1)
Wir werden hier nicht den entsprechenden Satz u¨ber lokale elliptische Regularita¨t
zitieren, sondern eine sta¨rkere Aussage wiedergeben, die wir in Kapitel 5 beno¨ti-
gen.
Satz 2.3 (Globale elliptische Regularita¨t) Seien Ω ⊂ Rν offen und beschra¨nkt,
V ∈ L∞, h ∈ L2 und u ∈
◦
H 1(Ω) eine distributionelle Lo¨sung von Lu = h auf Ω.
Es sei k ∈ N0 und es gelte zusa¨tzlich
1. V ∈Ck−1,1, falls k > 0;
2. ∂Ω ist eine Ck+2-Mannigfaltigkeit;
3. h ∈H k(Ω).
Dann ist u ∈H k+2(Ω) und es existiert eine Konstante C ≥ 0 mit
‖u‖2,k+2 ≤C
(
‖u‖2 +‖h‖2,k
)
.
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Die Konstante C ha¨ngt nur von der Raumdimension und oberen Schranken fu¨r die
Normen des Potentials V und Normen der Karten einer Parametrisierung von ∂Ω
ab.
Der obige Satz ist im wesentlichen ein Spezialfall von [GT77, Thm. 8.13]. Im
Beweis von [GT77, Thm. 8.13] wird nur von dem Sachverhalt Gebrauch ge-
macht, daß die entsprechenden Abbildungen und ihre Ableitungen durch ihre
Supremumsnorm abgescha¨tzt werden ko¨nnen. Im Anwendungsfall von Kapitel
5 werden wir diese Beobachtung benutzen, um die Konstante C gleichma¨ßig fu¨r
eine Familie von Potentialen zu wa¨hlen.
Wir demonstrieren kurz die Anwendung von Satz 2.3 auf Eigenwertprobleme und
leiten die Aussage (2.1) aus 2.3 her.
Seien u ∈ E ig(E,λ ,Ω) und K(x0,r) ⊂ Ω. Wir wa¨hlen eine Abschneidefunktion
η ∈C∞c (K(x0,r)). Es gilt offenbar ηu ∈
◦
H 1(Ω) und
(L(λ )−E)ηu = η(L(λ )−E)u−2∇η ·∇u− (∆η)u
= −2∇η ·∇u− (∆η)u
= −[∆,η ]u,
wobei [∆,η ] = (∆η −η∆) der Kommutator der Operatoren ∆, η auf dem Raum
der Distributionen ist.
Aus Satz 2.3 ko¨nnen wir ηu ∈H 2(K(x0,r)) und die Existenz eines Cη ≥ 0 fol-
gern mit
‖ηu‖2,2 ≤Cη‖u‖2,1. (2.2)
Mit Hilfe einer geeigneten Partition der Eins ko¨nnen wir von (2.2) auf (2.1) schlie-
ßen.
Neben der elliptischen Regularita¨t gibt es eine weitere wichtige Eigenschaft von
L(λ ), die wir in Kapitel 4 und 5 ausnu¨tzen werden:
Ist eine Eigenlo¨sung in der Umgebung eines Punktes bekannt, so la¨ßt
sie sich nur in eindeutiger Weise fortsetzen.
Wir wollen dies in dem folgenden Satz genauer fassen:
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Satz 2.4 (Eindeutige Fortsetzbarkeit) Sei Ω ⊂ Rν offen und zusam-
menha¨ngend. Zu der Eigenlo¨sung u ∈ E ig(E,λ ,Ω) gebe es einen Punkt
x0 ∈ Ω und eine offene Umgebung U ⊂ Ω von x0 mit u ≡ 0 auf U. Dann gilt
bereits u≡ 0 auf Ω.
Beweis siehe [RS78, Thm. XIII.63, Probl. 111, 112].
2.3 Spektrum von Schro¨dinger-Operatoren
Im Folgenden werden wir das Spektrum verschiedener selbstadjungierter Reali-
sierungen von L und L(λ ) in L2 betrachten.
Es sei S ⊂ Rν abgeschlossen und wir definieren HS und HS(λ ) als Friedrichs-
fortsetzung von L bzw. L(λ ) auf C∞c (Rν \S), d.h. als darstellende Operatoren der
Abschließungen der halbbeschra¨nkten Formen
hS[ϕ] =
〈
Lϕ , ϕ
〉
=
∫
|∇ϕ|2 +V |ϕ|2 dx,
hS(λ )[ϕ] =
〈
L(λ )ϕ , ϕ
〉
=
∫
|∇ϕ|2 +V |ϕ|2 dx + λ
∫
W |ϕ|2 dx (ϕ ∈C∞c (Rν \S)).
Einen Beweis des Formdarstellungssatzes kann man in [Kat95] finden.
Die Definitionsbereiche der Abschließungen von hS bzw. hS(λ ) liegen im Sobo-
levraumH 1S =
◦
H 1(Rν \S). Die Funktionen aus dem Definitionsbereich erfu¨llen
also in einem schwachen Sinne Dirichlet-Randdaten 0 auf dem Rande von S,
so daß wir HS, HS(λ ) als Schro¨dinger-Operatoren mit Dirichlet-Randdaten auf
S deuten ko¨nnen.
Wir setzen H = H/0 und H(λ ) = H/0(λ ). Der Operator H stimmt dann mit dem
Graphenabschluß von L
∣∣
C∞c
u¨berein.
Unser Interesse gilt dem Spektrum der Operatoren H(λ ) in einer Lu¨cke des we-
sentlichen Spektrums von H. Statt hinreichende Bedingungen an V zu formulie-
ren, die die Existenz einer solchen Spektrallu¨cke sichern, werden wir im Weiteren
voraussetzen:
Voraussetzung 2.5 Es seien 0≤V ∈ L∞ reellwertig und a, b ∈ R mit a < b, mit
der Eigenschaft:
[a,b]∩σ(H) = /0, infσe(H)< a.
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2.3.1 Sto¨rung des wesentlichen Spektrums
Genauer werden wir fu¨r große λ das diskrete Spektrum von H(λ ) in (a,b) mit
dem von Operatoren HS(λ ) vergleichen. Wir brauchen also hinreichende Bedin-
gungen, unter denen (a,b) frei von wesentlichem Spektrum ist.
Zum Beispiel ist dies gewa¨hrleistet, wenn das wesentliche Spektrum stabil unter
der Sto¨rung W bzw. S ist, oder wenn das Intervall (a,b) fu¨r hinreichend große λ
unterhalb des wesentlichen Spektrums liegt.
Wenden wir uns zuna¨chst der angesprochenen Stabilita¨t des wesentlichen Spek-
trums zu. Nach dem Weylschen Theorem [RS78, Thm. XIII.14] ist das wesent-
liche Spektrum zweier selbstadjungierter Operatoren gleich, wenn die Differenz
ihrer Resolventen in einem gemeinsamen Punkt der Resolventenmengen ein kom-
pakter Operator ist. In dem folgenden Lemma halten wir zwei hinreichende Be-
dingungen fu¨r die Kompaktheit der Resolventendifferenz fest.
Lemma 2.6 Seien 0≤V ∈ L∞, W− ∈ L∞, W+ ∈ L∞,loc reellwertig, S ⊂ Rν abge-
schlossen und λ ≥ 0.
1. Ist S⊂ Rν kompakt, so ist fu¨r alle z ∈ ρ(H(λ ))∩ρ(HS(λ ))
(H(λ )− z)−1− (HS(λ )− z)−1 kompakt;
2. Ist W ∈ L
∞,0, so ist fu¨r alle z ∈ ρ(HS)∩ρ(HS(λ ))
(HS− z)−1− (HS(λ )− z)−1 kompakt.
Beweis Wir beweisen nur den Fall S ⊂ Rν kompakt und λ = 0. Fu¨r positives λ
bzw. W ∈ L∞,c ist die Argumentation ganz analog.
Fu¨r Potentiale W ∈ L
∞,0 aus dem Abschluß von L∞,c in L∞ ist dann die Resolven-
tendifferenz Grenzwert von kompakten Operatoren in der Operatorennorm und
damit kompakt.
Unsere Annahme V ≥ 0 impliziert H, HS ≥ 0 und somit σ(H), σ(HS)⊂ [0,∞).
Sei zuna¨chst z = −1. Weiter sei r > 0 mit S ⊂ rB. Wir wa¨hlen Abschneidefunk-
tionen η ∈C∞c und ψ ∈C∞ mit
0≤ η ,ψ ≤ 1, η∣∣(r+1)B = 1, η∣∣Rν\(r+2)B = 0, η + ψ = 1.
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Die Menge Ω = [η > 0]⊂ Rν ist offen und beschra¨nkt.
Fu¨r h ∈ L2 und u =
(
(H + 1)−1− (HS + 1)−1
)
h gilt auf Rν\S:
(L + 1)u = (L + 1)
(
(H + 1)−1− (HS + 1)−1
)
h
= (H + 1)(H + 1)−1h− (HS + 1)(HS + 1)−1)h
= 0
Wegen der lokalen elliptischen Regularita¨t [GT77] ist also
ran((H + 1)−1− (HS + 1)−1)⊂ E ig(−1,0,Rν\S)⊂H 2loc(Rν\S)
und die folgende Abbildung stetig:
[∆,ψ]
(
(H + 1)−1− (HS + 1)−1
)
: L2 −→
◦
H 1(Ω).
Nach Definition sind die Operatoren
η(H + 1)−1, η(HS + 1)
−1 : L2 −→
◦
H 1(Ω)
beschra¨nkt.
Aus dem Satz von Rellich-Kondrachov (siehe [Ada75]) folgt, daß die obigen Ope-
ratoren als Operatoren in L2 kompakt sind.
Wegen
ψ
(
(H + 1)−1− (HS + 1)−1
)
=
= (H + 1)−1(L + 1)ψ
(
(H + 1)−1− (HS + 1)−1
)
=−(H + 1)−1[∆,ψ] ((H + 1)−1− (HS + 1)−1)
und der Idealeigenschaft kompakter Operatoren ist
(H + 1)−1− (HS + 1)−1 =
= η(H + 1)−1 + ψ
(
(H + 1)−1− (HS + 1)−1
)−η(HS + 1)−1
eine Summe kompakter Operatoren, und die Behauptung fu¨r z =−1 bewiesen.
Es sei A = σ(H)∪σ(HS) und C0(A) die Menge aller stetigen Funktionen auf A,
die im Unendlichen verschwinden.
Die Menge
F = {F ∈C0(A); F(H)−F(HS) ist kompakt}
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ist eine abgeschlossene Unteralgebra, die wegen (t + 1)−1 ∈F die Punkte von A
trennt. Nach dem Satz von Stone-Weierstraß gilt dannF = C0(A), und aus
(t− z)−1 ∈C0(A) (z ∈ ρ(H)∩ρ(HS))
folgt die Behauptung.
Korollar 2.7 Seien 0≤V ∈ L∞, W− ∈ L∞, W+ ∈ L∞,loc reellwertig, S⊂Rν abge-
schlossen.
1. Ist S⊂ Rν kompakt, so gilt fu¨r alle λ ≥ 0: σe(H(λ )) = σe(HS(λ ));
2. Ist W ∈ L
∞,0, so gilt fu¨r alle λ ≥ 0: σe(HS) = σe(HS(λ )).
Wir ko¨nnen ein erstes Korollar u¨ber die Abwesenheit des wesentlichem Spek-
trums von HS(λ ) im Beobachtungsintervall (a,b) ableiten.
Korollar 2.8 Zu 0≤V ∈ L∞ gebe es reelle Zahlen a, b∈Rmit [a,b]∩σe(H) = /0.
Seien S⊂ Rν abgeschlossen mit kompakten Rand und W ∈ L
∞,0. Dann gilt
[a,b]∩σe(HS(λ )) = /0 (λ > 0).
Beweis Der Beweis ist eine einfache Fallunterscheidung. Weil ∂S kompakt ist,
ist entweder Rν \S kompakt oder S kompakt. Im ersten Fall hat HS(λ ) kompakte
Resolvente, und das wesentliche Spektrum ist leer. Im zweiten Fall ko¨nnen wir
aus Korollar 2.7 die Mengengleichheit
σe(HS(λ )) = σe(HS) = σe(H)
folgern. Nach Vorausetzung ist damit der Schnitt von [a,b] mit σe(HS(λ )) leer.
Im vorherigen Korollar verschwindet W im Unendlichen. Im na¨chsten Lemma
lassen wir liminf|x|→∞ W (x)> 0 zu.
Proposition 2.9 Seien 0 ≤ V ∈ L∞, S ⊂ Rν abgeschlossen und W ∈ L∞,loc. Exi-
stiert ein c> 0 mit (W − c)− ∈ L∞,c, dann gilt fu¨r alle b ∈ R und λ > bc
(−∞,b]∩σe(HS(λ )) = /0.
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Beweis Wir ko¨nnen ohne Einschra¨nkungen annehmen, daß σe(HS(λ )) 6= /0 ist.
Machen wir fu¨r diesen Beweis die Abha¨ngigkeit des Operators HS(λ ) von W
explizit, so gilt mit (W − c)− ∈ L∞,c und Korollar 2.7
σe(HS(λ ;W )) = σe(HS(λ ;W − c))+ λc = σe(HS(λ ;(W − c)+))+ λc.
Aus 0≤V + λ (W − c)+ folgt fu¨r bc < λ die Ungleichung
b< cλ ≤ infσe(HS(λ ;W )).
Wir fassen unsere ¨Uberlegungen zu einem Satz zusammen.
Satz 2.10 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit [a,b]∩σe(H) = /0. Weiter seien
S⊂ Rν abgeschlossen und W− ∈ L∞, W+ ∈ L∞,loc reellwertig.
Dann folgt
1. falls ein c> 0 existiert mit (W − c)− ∈ L∞,c und bc < λ ist, oder
2. falls W ∈ L
∞,0, der Rand von S kompakt und 0< λ ist,
die Gleichheit
[a,b]∩σe(HS(λ )) = /0.
2.3.2 Analytische Sto¨rungen
Ist W ∈ L∞, so ist D(HS(λ )) = D(HS) und die Familie
(
HS(λ )
)
eine selbstadjun-
gierte analytische Familie vom Typ (A) im Sinne von Kato. Wir ko¨nnen damit die
regula¨re Sto¨rungstheorie auf isolierte Eigenwerte endlicher Vielfachheit anwen-
den.
Wir wollen nur zwei wichtige Aussagen aus dieser Theorie herausgreifen und
verweisen deshalb auf [HS96, Kat95, RS78].
Der folgende Satz ist eine Folgerung aus [HS96, Thm. 15.11], [RS78, Thm.
XII.12] und [Kat95, II.6.2]. Die Formulierung ist [Hem87, Thm. 3.2] entlehnt.
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Lemma 2.11 Seien 0≤V ∈ L∞, W ∈ L∞ reellwertig und S ⊂ Rν abgeschlossen.
Fu¨r λ0 > 0 sei E0 ein diskreter Eigenwert von HS(λ0) mit Vielfachheit m. Dann
existiert in einer Umgebung von λ0 eine Familie (Ei(λ ))
m
i=1 von nicht notwendig
verschiedenen Funktionen und ein zugeho¨riges Orthonormalsystem von Eigen-
funktionen (ui(λ ))mi=1 ⊂ D(HS) mit den folgenden Eigenschaften:
1. Es ist Ei(λ0) = E0 fu¨r alle i = 1, . . . ,m. Fu¨r λ nahe λ0 sind
E1(λ ), . . . ,Em(λ ) die einzigen Eigenwerte von HS(λ ) nahe bei E0, wo-
bei Eigenwerte entsprechend ihrer spektralen Vielfachheit mehrfach geza¨hlt
werden;
2. Die Eigenfunktionen ui(λ ) von HS(λ ) zu den Eigenwerten Ei(λ ) lassen
sich in einer Umgebung von λ0 holomorph in die komplexe Zahlenebene
fortsetzen;
3. Der i-te Eigenwertzweig Ei ist nahe λ0 reell-analytisch und la¨ßt sich ana-
lytisch fortsetzen, solange Ei(λ ) zu σe(HS(λ )) positiven Abstand hat. Die
Werte Ei(λ ) der Fortsetzung sind wieder diskrete Eigenwerte von HS(λ ).
Ist nun [a,b]∩σ(HS) = /0 und W ∈ L∞,0, so ko¨nnen wegen Satz 2.7 in der Spek-
trallu¨cke (a,b) von HS nur diskrete Eigenwerte von HS(λ ) liegen. Aufgrund des
vorherigen Satzes sind all diese Werte in (a,b) Funktionswerte reell-analytischer
Funktionen. Zeichnet man das Spektrum σd(HS(λ )) in (a,b) in Abha¨ngigkeit von
λ , so kann man die Menge als Vereinigung von Funktionsgraphen darstellen, die
in den durch a und b begrenzten Streifen eintreten, um darin gefangen zu werden
oder ihn nach einer Weile wieder zu verlassen.
Die Steigung eines einzelnen Eigenwertzweiges la¨ßt sich mit Hilfe des Feynman-
Hellmann-Theorems berechnen [Kat95, VII.3.4, II.6.5].
Proposition 2.12 Seien 0≤V ∈ L∞, W ∈ L∞ reell und S⊂Rν abgeschlossen. Fu¨r
λ0 > 0 sei E0 ∈ σd(HS(λ )) ein diskreter Eigenwert von HS(λ0) mit Vielfachheit
m. Auf einer Umgebung von λ0 seien weiter die Funktionen E1(λ ), . . . ,Em(λ ) mit
zugeho¨rigen orthonormalen Eigenfunktionen u1(λ ), . . . ,um(λ ) wie im vorherigen
Satz gegeben.
Es gilt
E ′i (λ0) =
∫
W |ui(λ0)|2 dx, (i = 1, . . . ,m)
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2.3.3 Stetigkeit des diskreten Spektrums unter Gebietssto¨rungen
Am Ende dieses Kapitels wollen wir uns der Sto¨rung des diskreten Spektrums von
HS unter kleinen Variationen der Menge S zuwenden. Klein soll heißen, daß wir S
von einem Parameter abha¨ngig machen und die Sto¨rung des diskreten Spektrums
unter kleiner Variation des Parameters betrachten.
Unter hinreichend starken Voraussetzungen ha¨ngen die Eigenwerte analytisch
vom Parameter ab (siehe [Kat95, VII.6.5]). Wir stellen aber keine zu restrikti-
ven Voraussetzungen an V und beschreiten einen anderen Weg. Das wesentliche
Argument des folgenden Lemmas ist der Satz 4.8 aus [Wei84]. Dieser Satz ist
eine Folgerung aus den monotonen Konvergenztheoremen fu¨r Formen [RS80].
Lemma 2.13 Sei 0 ≤ V ∈ L∞. Die Menge S ⊂ Rν sei kompakt und Ω = Rν \ S
erfu¨lle die Segmentbedingung.
Wir setzen
S(κ) =
 [dist( · ,Ω)≥ κ ] ; κ > 0S ; κ = 0[dist( · ,S)≤−κ ] ; κ < 0 .
Dann gilt
‖(HS(κ) + 1)−1− (HS + 1)−1‖ −→ 0 (κ −→ 0)
Bemerkungen 2.14
1. Nach Edmunds und Evans [EE89] ist die Segmentbedingung fu¨r ∂Ω a¨qui-
valent zu ∂Ω∈C. Insbesondere la¨ßt sich der Rand ∂Ω lokal als Graph einer
stetigen Funktion darstellen und hat damit Lebesgue-Maß Null.
2. Fu¨r eine monoton fallende Folge εn↘ 0 gelten die folgenden Gleichungen:
◦
S =
⋃
n∈N
S(εn); ¯S =
⋂
n∈N
S(−εn).
Nach 1. ist vol(∂S) = 0, und die Operatoren ko¨nnen im Normresolventen-
sinne konvergieren.
Beweis von Lemma 2.13
Seien ε0 ≥ ε > 0. Es sind
S(ε)⊂ S⊂ S(−ε)⊂ Rν kompakt.
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Entsprechend der Mengeninklusionen gilt
C∞c (Rν \S(−ε)) ⊂ C∞c (Rν \S) ⊂ C∞c (Rν \S(ε)),
und es folgen die Ungleichungen
0≤ HS(−ε) ≤ HS ≤ HS(ε)
im Formsinne. Nach [RS80, Thm. S.17] gilt damit
(HS(ε) + 1)
−1 ≤ (HS + 1)−1 ≤ (HS(−ε) + 1)−1.
Es ist also
0≤ (HS + 1)−1− (HS(−ε) + 1)−1 ≤ (H + 1)−1− (HS(−ε0) + 1)
−1;
0≤ (HS(ε) + 1)−1− (HS + 1)−1 ≤ (H + 1)−1− (HS + 1)−1.
Die Resolventendifferenzen werden nach Lemma 2.6 durch kompakte Operatoren
majorisiert, so daß es wegen [Kat95, Thm. VIII-3.5] reicht, die starke Konvergenz
der Differenzen gegen 0 zu zeigen.
Nach der obigen Bemerkung folgt aus der Segmentbedingung, daß der Rand ∂Ω
Lebesgue-Maß Null hat. Damit sind alle Voraussetzungen von [Wei84, Satz 4.8]
erfu¨llt, und es folgt die starke Resolventenkonvergenz.
Nach Lemma 2.13 konvergieren die Operatoren HS(κ) fu¨r κ → 0 gegen HS im
Normresolventensinne. Mit einem Stone-Weierstraß-Argument, wie im Beweis
des Lemmas 2.6 (vgl. [RS80, Thm. VIII.20]), folgt
lim
κ→0
‖F(HS(κ))−F(HS)‖= 0 (F ∈C0([0,∞))).
Durch Testen mit geigneten Funktionen F ∈C0([0,∞)) sieht man, daß die Spek-
tralscharen ES(κ)( ·) = P(−∞, · ](HS(κ)) in allen Stetigkeitspunkten von ES( ·) =
P(−∞, · ](HS) gegen ES konvergieren.
Wegen Lemma 2.6 und unserer ¨Uberlegung gilt:
Lemma 2.15 Sei 0 ≤ V ∈ L∞. Die Menge S ⊂ Rν sei kompakt und Ω = Rν \ S
erfu¨lle die Segmentbedingung.
Es sei S(κ) wie in Lemma 2.13 definiert.
Dann folgt
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1. fu¨r κ ∈ R die Mengengleichheit:
σe(HS) = σe(HS(κ)) = σe(H);
2. fu¨r E ∈ R und δ > 0 mit σ(HS)∩ [E−δ ,E + δ ] = {E} die Konvergenz:
‖P(E−δ ,E+δ )(HS(κ))−P{E}(HS)‖ −→ 0 (κ −→ 0).
Nach [Kat95, Thm. I-6.32] folgt fu¨r orthogonale Projektionen P, Q aus
‖P−Q‖ < 1 die unita¨re ¨Aquivalenz, d.h. die Existenz eines unita¨ren Operators
U : ranP−→ ranQ mit P = U∗QU .
Fu¨r 0 < δ < dist(E,σ(HS) \ {E}) und κ hinreichend klein gilt dann wegen der
zweiten Aussage des Lemmas 2.15
dimP(E−δ ,E+δ )(HS(κ)) = dimP{E}(HS) =: m.
Weil wir δ gegen Null gehen lassen ko¨nnen, konvergieren die entsprechend ihrer
Vielfachheit aufgeza¨hlten Eigenwerte
E1(κ)≤ ·· · ≤ Em(κ)
gegen E.
Ein Beispiel von Rellich (siehe [Kat95, II.5.3]) zeigt, daß man im allgemeinen
nicht damit rechnen kann, ein Orthonormalsystem von Eigenfunktionen von HS(κ)
zu finden, das gegen ein entsprechendes Orthonormalsystem in ranP{E}(HS) kon-
vergiert.
Ist hingegen m = 1, so lassen sich mit Hilfe der Spektralprojektionen normierte
Eigenfunktionen zu E1(κ) angeben:
vS(κ) = ‖P(E−δ ,E+δ )(HS(κ))v‖−12 P(E−δ ,E+δ )(HS(κ))v.
Hierbei ist v der normierte Eigenvektor von E und κ hinreichend klein gewa¨hlt.
Durch die Definition der Mengen S(κ) mit Hilfe von Abstandsfunktionen,
erfu¨llen die Mengen
Ω(κ) = Rν \S(κ)
die Segmentbedingung. Nach Lemma 2.15 sind die Projektionen
PE1(κ) = P(E−δ ,E+δ )(HS(κ))
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stetig. Insbesondere ist auf einer Nullumgebung die Trajektorie vS(κ) stetig im
Parameter κ.
Wir haben damit das folgende Korollar bewiesen:
Korollar 2.16 Sei 0 ≤ V ∈ L∞. Die Menge S ⊂ Rν sei kompakt und Ω = Rν \ S
erfu¨lle die Segmentbedingung.
Es sei S(κ) wie in Lemma 2.13 definiert.
Sei E ∈σd(HS) mit Vielfachheit 1 und zugeho¨rigen Eigenelement v. Dann existiert
in einer Umgebung von 0 eine stetige Familie
(
ES(κ),vS(κ)
)
von Eigenwerten und
zugeho¨rigen normierten Eigenvektoren vS(κ) ∈ D(HS(κ)) mit
ES(0) = E, vS(0) = v.
Unter Beru¨cksichtigung der Vielfachheit ist fu¨r κ nahe bei Null ES(κ) der einzige
Eigenwert von HS(κ) in der Na¨he von E.
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3 Exponentielles Lokalisieren
In diesem Kapitel erarbeiten wir uns ein technisches Hilfsmittel, um H(λ ) fu¨r
W ∈ L∞,c mit wechselndem Vorzeichen zu behandeln. Obwohl im Grenzwert λ
gegen Unendlich nicht die Existenz eines Grenzoperators zu erwarten ist, werden
wir σd(H(λ )), fu¨r geeignete Sto¨rpotentiale W , mit vollsta¨ndig entkopplten Eigen-
wertproblemen vergleichen ko¨nnen.
Eigenwerte und Vielfachheiten der entkoppelten Operatoren lassen sich zum Teil
wieder mit denen von Schro¨dinger-Operatoren H(λ ) mit liminf|x|→∞ W (x)≥ c>
0 beschreiben.
Die grundlegende Idee ist, daß fu¨r große Kopplungen das Tunneln von Ei-
genlo¨sungen zu Eigenwerten |E| ≤ b im klassisch verbotenen Bereich[
V −E + λW > 0]
unterdru¨ckt wird. Unterdru¨ckt heißt, daß die L2-Norm von Eigenlo¨sungen auf
Teilmengen von suppW+ exponentiell klein im Kopplungsparameter wird und so
praktisch nicht von Null unterschieden werden kann.
Naiv entsprechen Eigenwerte, Eigenlo¨sungen und Eigenprojektionen von H(λ ),
denen eines Schro¨dinger-Operators mit Dirichletbedingungen auf einer Teilmen-
ge S von suppW+. Hat S die entsprechende Gestalt, ist der Vergleichsoperator eine
direkte Summe von Dirichlet-Schro¨dinger-Operatoren.
Der entkoppelnde Effekt einer Potentialbarriere wurde unter anderem im Zu-
sammenhang der Analyse
”
tiefliegender Eigenwerte von Schro¨dinger-Operatoren
mit mehrfachen Brunnen “ benutzt. Siehe [Sim84, HS84, HS96], um nur eine
Auswahl zu nennen.
Daß die Fehlerschranken vom exponentiellen Typ sind, la¨ßt sich durch
die Liouville-Green-Approximation von Lo¨sungen der eindimensionalen
Schro¨dinger-Gleichung motivieren (siehe [HS96]). In ho¨heren Raumdimensionen
kann man diese Schranken mit Hilfe von Techniken von Agmon [Agm82] be-
weisen (siehe [Sim84, HS84, HS96]). Die Ergebnisse von [Sim84, HS84, HS96]
lassen sich leider nicht einfach zitieren, so daß wir mit einem technischen
Abschnitt unsere Argumentation beginnen.
3.1 Lokalisierung von Eigenlo¨sungen
Bevor wir beginnen, erinnern wir an unsere Voraussetzungen aus dem vorherigen
Kapitel:
0≤V ∈ L∞, W− ∈ L∞, W+ ∈ L∞,loc.
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Das folgende Lemma ist die technische Grundlage unserer Argumentation. Erst
im Korollar 3.4 werden wir zu einer strukturierteren Aussage kommen.
Lemma 3.1 Es sei 0 ≤ f ∈ L∞, mit beschra¨nkten schwachen Gradienten. Weiter
sei η ∈C∞ mit ‖η‖∞ +‖∇η‖∞ < ∞.
Dann folgt fu¨r alle u ∈ E ig(E,λ ,suppη), S⊂ Rν abgeschlossen und γ > 0 aus
inf
suppη
(
V −E + λ (W −|∇ f |2)
)
≥ γ (3.1)
die Ungleichung:
‖χSηu‖22 +‖χS∇(ηu)‖22 ≤
≤ γ−1 (1 + 2(γ +‖V −E‖∞ + λ‖∇ f |suppη‖2∞))
·‖∇η‖∞
(
2
√
λ‖η‖∞‖∇ f
∣∣
supp∇η‖∞ +‖∇η‖∞
)
·exp
(
−2
√
λ
(
inf
S
f − sup
supp∇η
f ))‖u∣∣
supp∇η‖22.
Beweis Die folgenden Beweisschritte sind im wesentlichen den Beweisen von
[HS96, La. 3.6, La. 3.7] entnommen. Wir verweisen fu¨r weitere Erla¨uterungen
auf [HS96].
Sei zuna¨chst g∈C1b , der Menge aller beschra¨nkten C1-Funktionen mit beschra¨nk-
ten Gradienten.
Wir suchen eine Abscha¨tzung fu¨r ηegu. Neben der Ungleichung (3.1) haben wir
in einer Umgebung von suppη die Eigenwertgleichung (L(λ )− E)u = 0 zur
Verfu¨gung.
Mit der Setzung Lg(λ ) = egL(λ )e−g folgt
(Lg(λ )−E)ηegu = eg(L(λ )−E)ηu = eg[−∆,η ]u ∈ L2. (3.2)
Es ist
[∆,η ]u = (∆η)u + 2∇η∇u = ∇η∇u + div(u∇η).
Fu¨r alle v, w ∈H 1 gilt nach einer partieller Integration
−〈∂iw , v〉= 〈w , ∂iv〉 (i = 1, . . . ,ν),
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und wegen w∂iη ∈H 1 fu¨r i = 1 . . . ,ν folgt die Gleichung
−〈 div(w∇η) , v〉= 〈w∇η , ∇v〉.
Multiplizieren wir die Gleichung (3.2) skalar mit ηegu ∈H 1, so ist nach dem
Vorherigen:〈
(Lg(λ )−E)ηegu , ηegu)
〉
=−〈∇η∇u + div(u∇η) , ηe2gu〉=
= −〈∇η∇u , ηe2gu〉+〈u∇η , ∇(ηe2gu)〉
= −〈∇η∇u , ηe2gu〉+〈u∇η , (∇η)e2gu + ηe2g((2∇g)u + ∇u)〉
=
〈
e2g(|∇η |2 + 2η∇η∇g)u , u〉+〈e2gηu , ∇η∇u〉−〈∇η∇u , ηe2gu〉,
wobei wir in der letzten Gleichung ∇η reell ausgenutzt haben.
Aufgrund der Symmetrie-Eigenschaften des Skalarprodukts 〈 · , · 〉 gilt damit:
Re
〈
(Lg(λ )−E)ηegu , ηegu
〉
=
〈
e2g(|∇η |2 + 2η∇η ·∇g)u , u〉
≤ 〈e2g(|∇η |2 + 2η |∇g||∇η |)u , u〉.
Die linke Seite der Gleichung kann man als symmetrischen Teil einer quadrati-
schen Form deuten. Wir leiten eine Koerzitivita¨ts-Ungleichung fu¨r diese Form in
unserem Spezialfall her.
Fu¨r w = ηegu ∈H 1 ist eg∆e−gw ∈ L2 und fu¨r alle ϕ ∈C∞c gilt:
−〈eg∆e−gw , ϕ 〉= 〈∇(e−gw) , ∇(egϕ)〉
=
〈
(∇w−w∇g) , (∇ϕ + ϕ∇g)〉
=
〈
∇w , ∇ϕ
〉−〈 |∇g|2w , ϕ 〉+〈∇w , ϕ∇g〉−〈w∇g , ∇ϕ 〉
Rechte und linke Seite der Gleichung sind stetig inH 1 und wir ko¨nnen ϕ durch
w ersetzen.
Setzen wir v = egu, so folgt aus dem Vorherigen:
Re
〈
(Lg(λ )−E)ηv , ηv
〉
=
∫
|∇(ηv)|2 +(V −E + λW −|∇g|2)|ηv|2 dx
≥
∫
(V −E + λW −|∇g|2)|ηv|2 dx
Insgesamt haben wir die folgende Ungleichung fu¨r g ∈C1b und ηegu bewiesen:∫
(V −E + λW −|∇g|2)|ηegu|2 dx≤ 〈e2g(|∇η |2 + 2η |∇g||∇η |)u , u〉.
26 3 EXPONENTIELLES LOKALISIEREN
Wir wollen in der Ungleichung g durch
√
λ f ersetzen. Ist f nicht bereits in C1,
so ko¨nnen wir die Funktion f durch ihre Friedrichssche Gla¨ttung (siehe [Ada75])
approximieren. Die Gla¨ttung bzw. der Gradient der Gla¨ttung konvergieren punkt-
weise fast u¨berall gegen f bzw. ∇ f . Aus dem Satz von Lebesgue folgt im Grenz-
fall die nachstehende Ungleichung:∫
(V −E + λ (W −|∇ f |2))|ηe
√
λ f u|2 dx≤
≤ 〈e2√λ f (|∇η |2 + 2η√λ |∇ f ||∇η |)u , u〉
Aus der Bedingung (3.1) folgt:
‖e
√
λ f ηu‖22 ≤
1
γ
〈
e2
√
λ f (|∇η |2 + 2η
√
λ |∇ f ||∇η |)u , u〉 (3.3)
Fu¨r g ∈C1b ist ∇(egηu) = eg(∇(ηu)+ ηu∇g), und es gilt die Abscha¨tzung:
‖eg∇(ηu)‖22 ≤
(‖∇(egηu)‖2 +‖egηu∇g‖2)2
≤ 2(‖∇(egηu)‖22 +‖egηu∇g‖22)
≤ 2(‖V −E‖∞‖egηu‖22 + Re〈(Lg(λ ))−E)egηu , egηu〉 +‖egηu∇g‖22)
= 2
(
‖V −E‖∞‖egηu‖22 +
〈
e2g(|∇η |2 + 2η∇η ·∇g)u , u〉 +‖egηu∇g‖22)
Mit dem gleichen Approximationsargument wie oben folgt aus der Abscha¨tzung
(3.3) die Gu¨ltigkeit von:
‖e
√
λ f ∇(ηu)‖22 ≤ γ−12
(
‖V −E‖∞ + γ + λ‖∇ f
∣∣
suppη‖2∞
)
·〈e2√λ f (|∇η |2 + 2η√λ |∇ f ||∇η |)u , u〉 (3.4)
Es ist 〈
e2
√
λ f (|∇η |2 + 2η
√
λ |∇ f ||∇η |)u , u〉≤
≤ ‖∇η‖∞
(
2
√
λ‖η‖∞‖∇ f
∣∣
supp∇η‖∞ +‖∇η‖∞
)
(3.5)
· sup
supp∇η
e−2
√
λ f ‖u∣∣
supp∇η‖22
Kombinieren wir (3.3), (3.4) und (3.5) mit den Ungleichungen
inf
S
e2
√
λ f ‖χSηu‖22 ≤ ‖e
√
λ f ηu‖22, infS e
2
√
λ f ‖χS∇(ηu)‖22 ≤ ‖e
√
λ f ∇(ηu)‖22
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folgt die Behauptung des Lemmas.
Im Folgenden reduzieren wir die in Lemma 3.1 enthaltenen Freiheitsgrade. Ins-
besondere werden wir f und η geeignet wa¨hlen.
Weil wir nur an oberen Fehlerschranken interessiert sind, liegt hier die Betonung
auf
”
geeignet “. Es soll aber nicht verschwiegen werden, daß es eine optimale
Wahl von f gibt. Definiert man die Agmon-Metrik
ρ(x,y) = inf{
∫
W 1/2+ dγ; γ ∈ AC([0,1]), γ(0) = x, γ(1) = y} (x,y ∈ Rν)
und setzt fu¨r ein ε > 0
f (x) = (1− ε) inf{ρ(x,y);y /∈ suppW+},
so ist nach [HS96, Prop. 3.3] die Ungleichung |∇ f |2 ≤ (1− ε)W+ erfu¨llt. Die
Bedingung 3.1 ist damit nur dann erfu¨llbar, wenn der Tra¨ger von η im klas-
sisch verbotenen Bereich liegt. Die Behauptung von Lemma 3.1 la¨ßt sich somit
als eine Abscha¨tzunng der Aufenthaltswahrscheinlichkeit eines quantenmechani-
schen Teilchens im klassisch verbotenen Bereich deuten. Es lassen sich mit dieser
Wahl von f sogar punktweise gu¨ltige obere Schranken fu¨r u herleiten, die mit
der Liouville-Green-Approximation im Fall einer Raumdimension u¨bereinstim-
men (siehe [HS96, 3.1, Thm. 3.10]).
Die Agmon-Metrik ist eine Pseudometrik auf dem Rν . Man kann ρ(x,y) als Ab-
stand zwischen x und y deuten, wie er sich fu¨r ein quantenmechanisches Teilchen
unter dem Einfluß des Potentials W darstellt.
Wir wollen die Idee von Agmon aufgreifen, weil aber die euklidische Geome-
trie unserer Anschauung zuga¨nglicher ist, machen wir die folgende geometrische
Annahme u¨ber die Gestalt von W+.
Voraussetzung 3.2 Es gebe eine abgeschlossene Menge M ⊂Rν und reelle Zah-
len d0 > 0, p≥ 0 mit
W+ ≥ d0(dist( · ,M))p(1−χM).
Im Fall p = 0 gilt also W+ ≥ d0(1−χM).
Lemma 3.3 Unter der Voraussetzung 3.2 gibt es fu¨r alle b > 0 ein C =
C(b,‖V‖∞), so daß fu¨r alle d ∈ (0,1), S ⊂ [dist( · ,M)> d ] abgeschlossen und
Eigenlo¨sungen u ∈ E ig(E,λ , [dist(S, ·)< d ] ) mit
|E| ≤ b, d0λdp+2 ≥ 4p(1 +‖V‖∞ + b)
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die folgende Ungleichung gilt
‖χSu‖22 +‖χS∇u‖22 ≤C
(√
d0
√
λ d(p+2)/2)
)3d−4
· exp
(
− 2p+2 (1−d2)
√
d0
√
λ d(p+2)/2
)
‖u‖22.
Beweis Der Beweis ist eine Anwendung des Lemmas 3.1. Die Idee ist η ∈ C∞
mit η = 1 in einer Umgebung von S zu wa¨hlen. Die Funktion f werden wir als
Funktion des Abstands dist( · ,N) fu¨r ein N mit M ⊂ N ansetzen. Der ¨Ubergang
von M zu N ist notwendig damit wir
inf
S
f − sup
supp∇η
f > 0
garantieren ko¨nnen.
Wir setzen N =
[
dist(S, ·)≥ d ] . Dann gilt
inf
S
dist( · ,N) = dist(S,N) = inf
N
dist(S, ·) = d.
Nach Voraussetzung ist M ⊂ [ dist(S, ·) > d ] ⊂ N und wir ko¨nnen dist( · ,N) ≤
dist( · ,M) folgern.
Die C∞-Funktion η definieren wir mit Hilfe der Friedrichsschen Gla¨ttung einer
geeigneten charakteristischen Funktion (siehe [Ada75]). Sei dazu j ∈C∞c (K(0,1))
mit 0≤ j ≤ 1 und ‖ j‖1 = 1. Es sei
ψ =
( 8
d
)ν j( 8d ·)∗χ[ dist( · ,N)≤d3/8] , η = 1−ψ.
Die Funktionen η und ψ sind unendlich oft differenzierbar und es gilt
0≤ η , ψ ≤ 1, |∇η |= |∇ψ| ≤ 8d ‖∇ j‖1.
Weiter sind die folgenden Tra¨gerbedingungen erfu¨llt:
suppη ⊂ [ψ < 1] ⊂ [ dist( · ,N)≥ d4 ] ,
supp∇η = supp∇ψ ⊂ [ dist( · ,N)≤ d2 ] .
Machen wir fu¨r f den Ansatz
f (x) = 2(1−d2)√d0√λ (min(d,dist( · ,N)))(p+2)/2p + 2 ,
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folgt aus der Wahl von N und der obigen Tra¨gerbedingungen die Ungleichung
inf
S
f − sup
supp∇η
f ≥ (1−d2)2
(
1− ( 12)(p+2)/2) √d0√λ d(p+2)/2p+2
≥ (1−d2)
√
d0
√
λ d(p+2)/2
p+2 .
Damit wir das Lemma 3.1 anwenden ko¨nnen muß f hinreichend regula¨r sein.
Betrachten wir zuna¨chst g = min(d,dist( · ,N)). Die Funktion g ist nach Kon-
struktion global Lipschitz-stetig mit Lipschitz-Konstante 1. Identifiziert man nach
Evans ([Eva98, 5.8.b, Thm. 4]) die global Lipschitz-stetigen Funktionen mit den
beschra¨nkten Funktionen mit beschra¨nktem Gradienten, so ko¨nnen wir folgern,
daß g einen schwachen Gradienten besitzt mit |∇g| ≤ 1.
Aufgrund der Kettenregel ist f ebenfalls schwach differenzierbar. Aus (1−d2) ∈
(0,1) folgt
|∇ f | ≤√d0√λ (min(d,dist( · ,N)))p/2
Wir brauchen nun nur noch die Voraussetzungen des Lemmas 3.1 zu verifizieren.
Auf suppη ⊂ [ dist( · ,N)≥ d4 ] gilt nach Voraussetzung:
(V −E)+ λW −|∇ f |2 ≥
≥ −‖V‖∞−b + λ d0 dist( · ,M)p− (1−d2)d0λ dist( · ,N)p
≥ −‖V‖∞−b + d0 λ (1− (1−d2)) dist( · ,N)p
≥ −‖V‖∞−b + d0 λ d2dp4−p
≥ −(‖V‖∞ + b)4−p(4p(‖V‖∞ + b + 1))≥ 1.
Folglich ist die Ungleichung (3.1) mit γ = 1 erfu¨llt. Weil nach Konstruk-
tion suppη ⊂ Rν \ N = [ dist(S, ·) < d ] ist, ist u eine Eigenlo¨sung in
E ig(E,λ ,suppη).
Mit der vorherigen Abscha¨tzung von |∇ f | folgt:
‖χSu‖22 +‖χS∇u‖22 ≤
≤ (1 + 2(1 +‖V‖∞ + b + λd0dp))
·(2 8d ‖∇ j‖1√d0√λdp/2 + ( 8d )2 ‖∇ j‖21)
·exp(− 2p+2 (1−d2)√d0√λ d(p+2)/2)
≤ A1 d
2 + d0λdp+2
d2 ·
A2
√
d0
√
λd(p+2)/2 + A3
d2
·exp(− 2p+2 (1−d2)√d0√λ d(p+2)/2),
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mit Konstanten A1, A2 und A3. Wegen d ≤ 1 und 1 ≤ λd0dp+2 erhalten wir die
Behauptung nach Ausmultiplizieren der Vorfaktoren.
Nach Lemma 3.3 wird dieH 1-Norm der Eigenlo¨sung u auf S⊂Rν \M gleicher-
maßen vom Randabstand d und dem Kopplungsparameter λ bestimmt. Mo¨chte
man unter Beibehaltung der exponentiellen Fehlerschranken Rν \M durch eine
Familie von Mengen Sd mit Abstand d zu M ausscho¨pfen, so reicht es nicht, daß
fu¨r λ gegen Unendlich der Abstand gegen Null konvergiert. Denn z.B. mit
d = d(λ ) = (c lnλ )2/(p+2)λ−1/(p+2)
folgt je nach Wahl von c> 0 die Konvergenz oder die Divergenz von(√
λ d(p+2)/2)
)3d−4 exp(− 2p+2 (1−d2)√d0√λ d(p+2)/2) .
Mit diesem Beispiel im Sinn sondern wir einige gu¨nstigere Fa¨lle aus:
Korollar 3.4 Seien b > 0, α ∈ [0,1), β = 1−α und d ∈ (0,1). Unter der Vor-
aussetzung 3.2 existieren
δ = δ (d,d0, p)> 0, C = C(δ ,d,d0,α, p,b,‖V‖∞)≥ 0,
so daß fu¨r alle abgeschlossene Mengen S ⊂ [ dist( · ,M) ≥ dλ−α/(p+2) ] und Ei-
genlo¨sungen u ∈ E ig(E,λ , [ dist(S, ·)< dλ−α/(p+2) ]) mit
|E| ≤ b, d0dp+2λ β ≥ 4p(1 +‖V‖∞ + b)
die folgende Ungleichung gilt:
‖χSu‖2, ‖χS∇u‖2 ≤C exp(−δ λ β/2)‖u‖2.
Beweis Die Rolle des d im vorherigen Lemma u¨bernimmt in diesem Korollar der
Term dλ α/(p+2). Wegen der Ungleichung
d0λ (dλ
−α/(p+2))p+2 = d0d
p+2λ 1−α ≥ 4p(1 +‖V‖∞ + b)
existiert ein C = C(b,‖V‖∞), so daß mit d1 =
√
d0 d(p+2)/2 folgt:
‖χSu‖2, ‖χS∇u‖2 ≤C
(
d1 λ β/2
)
)3(
dλ−α/(p+2)
)4 exp(− 1−d2p+2 d1 λ β/2)‖u‖2.
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Fu¨r alle γ ∈ R und δ ∈ (0, d1(1−d2)p+2 ) gilt
λ γ exp
(
− d1(1−d2)p+2 λ β/2
)
= O
(
exp
(
−δ λ β/2
))
(λ → ∞),
womit die Behauptung bewiesen ist.
Die Aussage des Korollars 3.4 hat den Charakter eines Kalku¨ls, der es erlaubt,
unbeachtet der Herkunft einer Eigenlo¨sung die L2-Norm dieser Funktion auf Teil-
mengen des Tra¨gers der Potentialbarriere, die einen gewissen Sicherheitsabstand
zum Komplement des Tra¨gers haben, durch exponentielle Fehlerschranken zu er-
setzen.
In der Tat ist man versucht, die Ungleichung in der Behauptung von 3.4 durch die
O-Notation zu ersetzen. Die linke Seite dieser Ungleichung ist aber keine Funkti-
on in λ , sondern ha¨ngt von den verschiedenen Eigenlo¨sungen ab.
3.2 Lokalisierung des Spektrums
Die gleichma¨ßigen Fehlerschranken von Korollar 3.4 erlauben es uns, mit Hil-
fe von Lemma 2.1 das diskrete Spektrum von H(λ ) mit dem von Schro¨dinger-
Operatoren mit Dirichlet-Randdaten zu vergleichen. Damit wir sichergehen
ko¨nnen, daß sich fu¨r große λ in einer Lu¨cke des wesentlichen Spektrums nur
diskrete Eigenwerte befinden, gelte die folgende Voraussetzung:
Voraussetzung 3.5 Es sei W ∈ L
∞,loc, so daß entweder (W − c)− ∈ L∞,c fu¨r ein
c> 0 oder W ∈ L
∞,0 gilt.
Dort, wo wir im Grenzwert die Eigenfunktionen nicht von der Nullfunktion un-
terscheiden ko¨nnen, modifizieren wir sie mit einer Abschneidefunktion, so daß
sie dort zu Null werden und wir eine approximative Eigenfunktion des jeweiligen
Vergleichsoperators erhalten.
Dies geht mit Hilfe von Korollar 3.3 auf abgeschlossenen Mengen, die zu M einen
gewissen Abstand wahren. Wir schließen den Fall, daß Rν \M durch eine Familie
(S(λ )) ausgescho¨pft wird, mit ein.
Satz 3.6 Das Potential W erfu¨lle die geometrische Voraussetzung 3.2. Es seien
M wie in 3.2, α ∈ [0,1), d ∈ (0,1) und (S(λ ))λ>0 ⊂ Rν eine Familie von abge-
schlossenen Teilmengen mit ∂S(λ ) kompakt und
S(λ )⊂ [dist( · ,M)≥ dλ−α/(p+2) ] (λ > 0).
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Weiter seien die Voraussetzungen 2.5 und 3.5 erfu¨llt, so daß fu¨r a, b aus 2.5 und
λ hinreichend groß nach Satz 2.10 gilt:
[a,b]∩σe(H(λ )) = [a,b]∩σe(HS(λ )(λ )) = /0.
Dann existiert ein δ > 0, so daß mit β = 1−α ∈ (0,1] fu¨r λ gegen ∞ folgt:
dist(σ(H(λ ))∩ (a,b), σ(HS(λ )(λ ))) = O
(
exp(−δ λ β/2)
)
,
dist(σ(H(λ )), σ(HS(λ )(λ ))∩ (a,b)) = O
(
exp(−δ λ β/2)
)
.
Beweis Wir definieren eine geeignete Abschneidefunktion. Sei dazu j ∈
C∞c (K(0,1)) mit 0≤ j ≤ 1 und ‖ j‖1 = 1. Durch die Definition
ψε =
( 8
ε
)ν j( 8ε ·)∗χ[ dist( · ,M)≤ε3/8] (ε > 0).
erhalten wir eine C∞-Funktion mit den Eigenschaften
0≤ ψε ≤ 1, |∇ψε | ≤ 8ε−1‖∇ j‖1, |∆ψε | ≤
(
8ε−1
)2 ‖∆ j‖1.
Der Gradient von ψε erfu¨llt die Tra¨gerbedingung
supp∇ψε ⊂
[ ε
4 ≤ dist( · ,M)≤ ε2
]
= R(ε).
Seien λ > 0 und E ∈ (a,b)∩σ(H(λ )) mit Eigenelement u∈D(H(λ )). Die Funk-
tion ψε u liegt in
◦
H 1
([
dist( · ,M)< ε2
])
und man rechnet leicht nach:(
L(λ )−E)ψε u =−[∆,ψε ]u =−(∆ψε)u−2∇ψε ∇u ∈ L2.
Offenbar ist
‖(L(λ )−E)ψε u‖2 ≤ 64‖∆ j‖1ε−2‖χR(ε)u‖2 + 16‖∇ j‖1ε−1‖χR(ε)∇u‖2.
Mit ε = ε(λ ) = dλ−α/(p+2) ist nach dem Formdarstellungssatz (siehe [Kat95])
ψε u ∈D(HS(λ )(λ )) mit HS(λ )(λ )ψε u = L(λ )ψε u. Aus dem Korollar 3.4 folgt die
Existenz eines δ > 0 und C ≥ 0, so daß wir weiter schließen ko¨nnen:
‖(HS(λ )(λ )−E)ψε u‖2 ≤ (64‖∆ j‖1 λ 2α/(p+2)d2 + 16‖∇ j‖1 λ α/(p+2)d )
·C exp(−δ λ β/2)‖u‖2.
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Fu¨r alle 0< δ ′ < δ gilt(
64‖∆ j‖1 λ
2α/(p+2)
d2 + 16‖∇ j‖1 λ
α/(p+2)
d
)
exp(−δ λ β/2) =
= O
(
exp
(
−δ ′λ β/2
))
.
Zu 0< δ ′ < δ existiert also ein C′ ≥ 0, so daß mit Lemma 2.1 folgt:
dist(E, σ(HS(λ )(λ )))≤C′exp
(
−δ ′λ β/2
)
.
Der erste Teil der Behauptung ist damit bewiesen. Der zweite Teil folgt ganz ana-
log mit den gleichen C∞-Multiplikatoren ψε .
3.3 Spektrum und Vielfachheiten
Der Beweis des Satzes 3.6 beruht auf der Konstruktion von approximativen Ei-
genfunktionen.
Die folgende Proposition ist ein Beweisdetail von Lemma 3.8 und dient gleich-
zeitig zur Motivation, daß wir von approximativen Eigenelementen auf Spektral-
projektionen und damit auf die spektrale Vielfachheit schließen ko¨nnen.
Proposition 3.7 Es sei A ein selbstadjungierter Operator in einem Hilbertraum.
Es gebe u ∈ D(A), E ∈ R und ein δ > 0 mit
‖(A−E)u‖< δ‖u‖.
Dann gilt fu¨r alle ε > 0:
‖(I−P(E−ε,E+ε)(A))u‖< δε ‖u‖.
Beweis Es ist
( · −E)2 ≥ ( · −E)2(1−χ(E−ε,E+ε))≥ ε2(1−χ(E−ε,E+ε)).
Aus dem Spektralkalku¨l und der Voraussetzung folgt
δ 2‖u‖2 ≥ 〈(A−E)2u , u〉
≥ ε2〈(I−P(E−ε,E+ε)(A))u , u〉
= ε2‖(I−P(E−ε,E+ε)(A))u‖.
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Lemma 3.8 Die Voraussetzungen von Satz 3.6 seien erfu¨llt. Mit den dortigen Be-
zeichnungen gilt:
Es existiert ein δ > 0, so daß fu¨r alle selbstadjungierten Projektionen P(λ ),
PS(λ )(λ ) mit
ranP(λ )⊂ ranP(a,b)(H(λ )), ranPS(λ )(λ )⊂ ranP(a,b)(HS(λ )(λ )),
P(λ )H(λ ) = H(λ )P(λ ), PS(λ )HS(λ )(λ ) = HS(λ )(λ )PS(λ )
und 1> ε > 0 mit [a− ε,b + ε]∩σe(H(λ )) = /0 im Grenzwert λ gegen ∞ gilt
‖(I−P(a−ε,b+ε)(H(λ )))PS(λ )(λ )‖= O
(
ε−1 exp(−δ λ β/2)dimPS(λ )(λ )
)
,
‖(I−P(a−ε,b+ε)(HS(λ )(λ ))P(λ )‖= O
(
ε−1 exp(−δ λ β/2)dimP(λ )
)
.
Beweis Sei λ > 0. Um die Formeln einfach zu halten, werden wir die λ -
Abha¨ngigkeit nicht explizit machen.
Es bezeichne
Q = P(a−ε,b+ε)(H).
Nach Voraussetzung ist ranPS ⊂ ranP(a,b)(HS) und die Projektion PS reduziert den
Operator HS. Weil σe(HS)∩ (a,b) = /0 ist, existiert ein Orthonormalsystem von
Eigenelementen {u1, . . . ,uN} zu Eigenwerten {E1, . . . ,EN} ⊂ (a,b) von HS mit
PS =
N
∑
i=1
〈 · , ui 〉ui.
Falls es eine reelle Zahl δ > 0 und eine Partition der Eins ψ , η gibt mit
ψui ∈ D(H), ‖
(
H−Ei
)
ui‖2 < δ‖ui‖2, ‖ηui‖2 < δ‖ui‖2,
fu¨r alle i = 1, . . . ,N, folgt mit der vorherigen Proposition und(
I−P(a−ε,b+ε)(H)
)≤ (I−P(Ei−ε,Ei+ε)(H))
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die Ungleichungskette
‖(I−Q)PS‖ ≤ N∑
i=1
‖(I−Q)〈 · , ui 〉ui‖
≤
N
∑
i=1
(
‖(I−Q)ψui‖2 +‖(I−Q)ηui‖2)
≤ 2N
(
δ
ε
+ ε
δ
ε
)
= 2(1 + ε)N
δ
ε
.
Mit ψ ∈C∞ ist
‖(H−Ei)ψu‖2 = ‖[−∆,ψ]ui‖2 = ‖(∆ψ)u + 2∇ψ∇ui‖2
≤ ‖∆ψ‖∞‖u
∣∣
supp∇ψ‖2 + 2‖∇ψ‖∞‖∇ui
∣∣
supp∇ψ‖2.
Wa¨hlen wir ψ wie im Beweis von Satz 3.6 sowie η = 1−ψ ko¨nnen wir nach
Korollar 3.4 in dem Vorherigen δ durch C exp(−δ λ β/2) ersetzen, womit die erste
Gleichung bewiesen ist. Die Zweite folgt in entsprechender Weise.
Unser Interesse gilt dem Fall, in dem P(λ ) und PS(λ )(λ ) aus Lemma 3.8 mit
P(a,b)(H(λ )) bzw. P(a,b)(HS(λ )(λ )) u¨bereinstimmen.
Sind dimP(a,b)(H(λ )) resp. dimP(a,b)(HS(λ )(λ )) polynomiell beschra¨nkt, ko¨nnen
wir auf Kosten eines kleineren δ den Approximationsfehler exponentiell be-
schra¨nken.
Polynomielle Schranken sind fu¨r dimP(a,b)(H(λ )) in einem anderen Kontext be-
wiesen worden. Wir nutzen Lemma 3.8, um sie auch fu¨r dimP(a,b)(HS(λ )(λ )) zu
etablieren.
Ein wichtiges Argument ist das folgende Lemma, das aus einer Zusammenfassung
zweier Theoreme von Kato hervorgeht (siehe [Kat95, Thm. I-6.32, Thm. I-6.34]).
Lemma 3.9 Seien P und Q selbstadjungierte Projektionen in einem Hilbertraum
mit ‖(I−Q)P‖ = δ < 1. Dann existiert eine selbstadjungierte Projektion Q0 auf
einen Teilraum von ranQ mit
‖P−Q0‖= δ .
Insbesondere sind P und Q0 unita¨r a¨quivalent und es gilt dimP≤ dimQ.
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Satz 3.10 Die Voraussetzungen von Satz 3.6 seien erfu¨llt. Insbesondere gilt dann
die Voraussetzung 3.5, und wir fordern im Fall W ∈ L
∞,0 zusa¨tzlich die Existenz
eines c> 0 und γ > 0 mit
|W (x)| ≤ c(1 + |x|)−γ (x ∈ Rν).
Dann folgt die Existenz eines q≥ ν2 , so daß mit den Bezeichnungen aus 3.6 gilt
dimP(a,b)(H(λ )), dimP(a,b)(HS(λ )(λ )) = O(λ
q) (λ −→ ∞).
Beweis Wir beweisen zuerst die Behauptung fu¨r dimP(a,b)(H(λ )).
Sei zuna¨chst W ∈ L
∞,0 mit |W (x)| ≤ c(1 + |x|)−γ . Weil nach Voraussetzung 2.5
σ(H) ∩ (a,b) = /0 und H(λ ) = H + λW eine analytische Sto¨rung von H ist,
geho¨ren alle Eigenwerte von H(λ ) in (a,b) zu Eigenwertzweigen, die zuvor die
Energieniveaus a oder b passiert haben mu¨ssen. Durch
dimP(a,b)(H(λ ))≤ ∑
0<µ<λ
dimker(H(µ)−a)+ dimker(H(µ)−b)
erhalten wir also eine grobe obere Abscha¨tzung fu¨r die Eigenwerte und ihre Viel-
fachheiten von H(λ ) in (a,b). Die rechte Seite der Ungleichung ist die Summe
zweier Za¨hlfunktionen, die unter unserer Voraussetzung in [Hem92a] untersucht
wurden. Mit [Hem92a, Thm. 3.2] gilt fu¨r alle q> ν/min(2,γ)
∑
0<µ<λ
dimker(H(µ)−a), ∑
0<µ<λ
dimker(H(µ)−b) = O(λ q) .
Im zweiten Fall von Voraussetzung 3.5 existiert ein c > 0 mit (W − c)− ∈ L∞,c.
Aus dem min-max-Prinzip (siehe [RS78]) und der Nichtnegativita¨t von V folgt
die nachstehende Ungleichungskette fu¨r supp(W − c)− ⊂ RB und λ hinreichend
groß:
dimP(a,b)(H(λ )) = dimP(a−cλ ,b−cλ )(H(λ )− cλ )
≤ dimP(−∞,0)(H−λ (W − c)−)
≤ dimP(−∞,0)(H−λ χRB‖(W − c)−‖∞).
Nach Majorisierung von χRB durch eine nichtnegatives Potential aus C∞c ist nach
[RS78, Thm. XIII.79] die rechte Seite der Ungleichung, wegen der Weylschen
Asymptotik, von der Ordnung O
(
λ ν/2
)
.
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Die Behauptung fu¨r dimP(a,b)(HS(λ )(λ )) beweisen wir indirekt.
Sei 0 < ε < min
(
dist((a,b),σe(H)),1
)
. Es bezeichne a′ = a− ε und b′ = b + ε .
Wir wissen bereits, daß es ein q≥ ν2 und ein C ≥ 0 gibt mit
dimP(a′,b′)(H(λ ))≤Cλ q (λ > 0)
und nehmen an, daß eine streng monotone Folge λn→ ∞ existiert mit
dimP(a,b)
(
HS(λn)(λn)
)≥ b(C + 1)λ qn c (n ∈ N).
Mit bxc werde dabei die gro¨ßte ganze Zahl bezeichnet, die kleiner als x ist.
Durch die Wahl von Orthonormalsystemen von Eigenfunktionen und Fortsetzung
durch den 0-Operator, ko¨nnen wir eine Familie von orthogonalen Projektionen
PS(λ )(λ ) konstruieren mit den Eigenschaften
ranPS(λ )(λ )⊂ ranP(a,b)(HS(λ )(λ )) (λ > 0),
PS(λ )(λ )HS(λ )(λ ) = HS(λ )(λ )PS(λ )(λ ) (λ > 0),
dimPS(λn)(λn) = b(C + 1)λ qn c (n ∈ N).
Aus den Lemmata 3.8 und 3.9 folgt fu¨r große n
b(C + 1)λ qn c= dimPS(λn)(λn)≤ dimP(a′,b′)(H(λn))≤Cλ
q
n .
Diese Ungleichung steht aber im Widerspruch zu
1 = lim
n→∞
b(C + 1)λ qn c
(C + 1)λ qn
Satz 3.11 Die Voraussetzungen von Satz 3.6 und 3.10 seien erfu¨llt. Mit den dor-
tigen Bezeichnungen gilt:
Es existiert ein δ > 0, so daß fu¨r
J = (a,b), J(λ ,δ ) =
(
a− exp(−δ λ β/2),b + exp(−δ λ β/2)
)
im Grenzwert λ gegen ∞ gilt
‖(I−PJ(λ ,δ )(H(λ )))PJ(HS(λ )(λ ))‖= O
(
exp(−δ λ β/2)
)
,
‖(I−PJ(λ ,δ )(HS(λ )(λ )))PJ(H(λ ))‖= O
(
exp(−δ λ β/2)
)
.
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Beweis Wir beweisen wieder nur die erste Gleichung.
Setzen wir PS(λ )(λ ) = P(a,b)(HS(λ )(λ )) so existieren nach Satz 3.10 reelle Zahlen
q≥ ν2 und C ≥ 0 mit
dimPS(λ )(λ )≤Cλ q (λ > 0).
Aus dem Lemma 3.8 ko¨nnen wir die Existenz eines δ0 > 0 und die Existenz einer
weiteren Konstanten folgern, so daß wir mit geeigneter Wahl von C die folgende
Ungleichung erhalten
‖(I−P(a−ε,b+ε)(H(λ )))P(a,b)(HS(λ )(λ ))‖ ≤
≤ Cλ qε−1exp
(
−δ0 λ β/2
)
(λ > 0).
Fu¨r δ ∈ (0,δ0) und ε = exp
(−δ0 λ β/2) folgt
‖(I−PJ(λ ,δ/2)(H(λ )))PJ(HS(λ )(λ ))‖ ≤
≤ ‖(I−PJ(λ ,δ0/2)(H(λ )))PJ(HS(λ )(λ ))‖
= O
(
λ q exp
(
− δ02 λ β/2
))
= O
(
exp
(
− δ2 λ β/2
))
,
und die Behauptung gilt fu¨r alle δ aus (0, δ02 ).
3.4 Interpretation und Modellprobleme
Wir fassen die bisherigen Voraussetzungen und Ergebnisse zu dem Haupttheorem
dieses Kapitels zusammen.
Theorem 3.12 Es seien
1. 0≤V ∈ L∞, a, b ∈ R mit [a,b]∩σe(H) = /0;
2. W ∈ L
∞,loc und es gebe M ⊂ Rν abgeschlossen, d0 > 0 und p≥ 0, so daß
W+ ≥ d0 dist( · ,M)p(1−χM)
erfu¨llt ist;
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3. entweder c > 0 mit (W − c)− ∈ L∞,c oder c > 0 und γ > 0 mit |W (x)| ≤
c(1 + |x|)−γ ;
4. d ∈ (0,1), α ∈ [0,1) und S(λ ) ⊂ Rν abgeschlossen mit kompaktem Rand
und
S(λ )⊂ [ dist( · ,M)≥ dλ−α/(p+2) ] .
Dann existiert ein δ > 0, so daß mit den Bezeichnungen
β = 1−α, J = (a,b),
J−(λ ,δ ) =
(
a + exp(−δ λ β/2),b− exp(−δ λ β/2)
)
,
J+(λ ,δ ) =
(
a− exp(−δ λ β/2),b + exp(−δ λ β/2)
)
und λ hinreichend groß die folgenden Behauptungen gelten:
1. die Operatoren H(λ ) und HS(λ )(λ ) haben in [a,b] kein wesentliches Spek-
trum,
[a,b]∩σe(H(λ )) = [a,b]∩σe(HS(λ )(λ )) = /0;
2. das diskrete Spektrum der Operatoren H(λ ) und HS(λ )(λ ) im Intervall
(a,b) liegt jeweils in einer exponentiell kleinen Umgebung des anderen,
oder symbolisch
dist
(
σ(H(λ ))∩ J,σ(HS(λ )(λ ))∩ J+(λ ,δ )
)
,
dist
(
σ(H(λ ))∩ J+(λ ,δ ),σ(HS(λ )(λ ))∩ J
)
= O
(
exp(−δ λ β/2)
)
;
3. es existieren Orthogonalprojektionen
PS(λ )(λ )≤ PJ+(λ ,δ )(HS(λ )(λ )), P(λ )≤ PJ+(λ ,δ )(H(λ ))
mit
‖PS(λ )(λ )−PJ(H(λ ))‖ = O
(
exp(−δ λ β/2)
)
,
‖P(λ )−PJ(HS(λ )(λ ))‖ = O
(
exp(−δ λ β/2)
)
,
insbesondere ist PS(λ )(λ ) zu PJ(H(λ )) und P(λ ) zu PJ(HS(λ )(λ )) unita¨r
a¨quivalent;
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4. die spektrale Vielfachheit im Intervall (a,b) la¨ßt sich wechselseitig durch
die Ungleichungen
dimPJ−(λ ,δ )(H(λ ))≤ dimPJ(HS(λ )(λ ))≤ dimPJ+(λ ,δ )(H(λ )),
dimPJ−(λ ,δ )(HS(λ )(λ ))≤ dimPJ(H(λ ))≤ dimPJ+(λ ,δ )(HS(λ )(λ ))
abscha¨tzen.
Das Theorem 3.12 vermittelt unter den allgemeinen Voraussetzungen ein sehr
komplettes Bild.
Die Ergebnisse lassen sich nur schwer verbessern, denn der Fall, in dem der Ne-
gativteil des Potentials auf einer kleinen Kugel gro¨ßer als eine positive Konstante
ist, ist in den Voraussetzungen enthalten. In diesem Fall gibt es keinen Grenzope-
rator und das diskrete Spektrum ist nicht stetig. Wir wissen sogar, daß in dieser
Situation unendlich viele Eigenwertzweige von H(λ ) und also auch von HS(λ )(λ )
das Energieniveau b passieren mu¨ssen [DH86, GS88].
In Satz 3.10 haben wir bewiesen, daß sich in dem Intervall (a,b) fu¨r große
λ ho¨chstens O(λ q) Eigenwerte inklusive Vielfachheiten befinden ko¨nnen. Ver-
glichen mit den exponentiell kleinen Schranken in λ ist das eine sehr kleine
Gro¨ße. Leider kann man von dieser polynomiellen Abscha¨tzung nicht auf einen
invers-polynomiellen Mindestabstand zwischen den diskreten Eigenwerten von
z.B. H(λ ) schließen.
Wir werden sogar Situationen angeben ko¨nnen, in denen die Eigenwertzweige in
Bu¨ndeln das Intervall (a,b) kreuzen, wobei der Abstand zwischen den individu-
ellen Eigenwerten eines Bu¨ndels exponentiell klein in λ ist.
Unter praktischen Gesichtspunkten sind die Aussagen des voherigen Theorems
sehr gut, denn die exponentiell kleinen Fehler lassen sich numerisch und experi-
mentell nicht nachweisen. In diesem Sinne stimmen die spektralen Gro¨ßen von
H(λ ) mit denen von HS(λ )(λ ) u¨berein.
Fassen wir das Vorherige schlagwortartig zusammen, so besagt Theorem 3.12,
daß man ungestraft Dirichletbedingungen in der Barriere plazieren kann, sofern
man einen gewissen Sicherheitsabstand zum Rand von M beibeha¨lt. Wegen der
Bedingung S(λ )↗ Rν \M, stellen sich fu¨r große Kopplungen Dirichletrandbe-
dingungen auf dem Rand von M ein.
Wenn also nach der obigen Diskussion die Einfu¨hrung von Dirichletbedingungen
auf geeigneten Mengen S nicht sto¨rt, so stellt sich die Frage nach Bedingungen,
unter denen man die Plazierung von Randdaten 0 nutzbringend einsetzen kann.
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Ist z.B. suppW− eine disjunkte Vereinigung von kompakten Mengen und trennt
S ⊂ suppW+ und W+ diese Brunnen und den unendlich fernen Punkt ∞ in geeig-
neter Weise, so ist das Spektrum von H(λ ) in (a,b) im wesentlichen durch HS(λ )
bestimmt. Der Operator HS(λ ) ist jedoch eine direkte Summe von Schro¨dinger-
Operatoren mit Dirichlet-Randdaten in dem Tra¨ger der Barriere, die entweder auf
einer offenen und beschra¨nkten Umgebung der Brunnen oder auf einer offenen
Umgebung des Punktes ∞ definiert sind.
Weil fu¨r unsere Argumentation die Menge S einen positiven – wenn auch sehr
kleinen – Randabstand haben muß, besitzen die Vergleichsoperatoren einen Rest
der Barriere in der Na¨he der Dirichlet-Bedingung. Mindestens im Fall der rela-
tiv kompakten Umgebungen der Brunnen bleibt daher eine Konkurrenzsituation
zwischen Brunnen und Restbarriere erhalten.
Mo¨chte man genauere Informationen u¨ber den Verlauf von Eigenwertzweigen er-
halten, so muß man die nunmehr getrennten Dirichletprobleme behandeln.
Man ist also in einer Situation, in der man einen Operator HS(λ ) gegeben hat,
und Auskunft u¨ber dessen spektrale Gro¨ßen wu¨nscht, wobei S jetzt zu einem der
einzelnen Vergleichs-Operatoren passend gewa¨hlt sei. Theorem 3.12 erlaubt nun
auch den umgekehrten Schluß von einem geeigneten Operator H(λ ) auf den Ope-
rator HS(λ ), wobei wieder W nicht das Ausgangspotential zu sein braucht, son-
dern entsprechend modifiziert sein kann, so daß man einen Informationsgewinn
erha¨lt.
Wir haben uns also eine Vorstellung erarbeitet, wie die Eigenwertzweige von
H(λ ) durch Vergleichsprobleme beschrieben werden ko¨nnen.
Trotz dieser konkreten Vorstellungen bleiben unsere ¨Uberlegungen vage, solange
wir nicht Situationen herstellen ko¨nnen, in denen wir entweder Eigenwerte und
deren Vielfachheiten berechnen ko¨nnen oder Kenntnisse von bekannten Proble-
men u¨bertragen ko¨nnen.
Tatsa¨chlich sind unsere Anforderungen an V und W zu diesem Zeitpunkt noch
sehr allgemein, so daß wir Spielraum haben, um zu einfachen und damit bere-
chenbaren Beispielen zu kommen.
So ko¨nnen wir V = 0 in einer Umgebung von suppW− oder sogar von suppW
annehmen, solange dies nicht periodische Potentiale V ausschließt.
Ist W ∈ L∞,c, ko¨nnen wir also V = 0 in einer Umgebung des Tra¨gers von W vor-
aussetzen. Gibt es eine abgeschlossene Teilmenge S ⊂ suppW+, so daß Rν \ S
Vereinigung zweier zusammenha¨ngender offener Mengen ist und ist W derartig,
daß wir auf S Dirichletbedingungen einfu¨hren ko¨nnen, stellt sich im Grenzwert
λ gegen Unendlich auf der beschra¨nkten Komponente von Rν \ S eine Situati-
on wie im Fall
”
tiefliegender Eigenwerte im semiklassischen Grenzwert“(siehe
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[HS84, Sim84, HS96]) ein. Durch die Anzahl und Positionen der Brunnen von W
kann man dann Einfluß auf die Vielfachheiten von Eigenwerten und das
”
Split-
ting“von Eigenwertzweigen nehmen (siehe [HS84]).
Ko¨nnen wir hingegen V = 0 in einer Umgebung von suppW− voraussetzen, ha¨ngt
es nur noch von der Gestalt von W− auf dieser Umgebung ab, wie gut sich die
spektralen Gro¨ßen der entsprechenden Vergleichsoperatoren berechnen lassen.
Wir stellen zwei einfache Modellprobleme heraus, bei denen ein Brunnen durch
eine Barriere mit kompaktem Tra¨ger vom unendlich fernen Punkt ∞ getrennt wird.
Fu¨r große Kopplungen wird dann das Spektrum von H(λ ) von zwei Vergleichs-
operatoren beschrieben.
In den nachfolgenden Beispielen erfu¨lle V die Voraussetzung 2.5. Zusa¨tzlich sei
V = 0 in einer Umgebung des Tra¨gers von W . Wir listen nur Wund die Vergleichs-
operatoren auf.
Beispiel 3.13 Seien p≥ 0,
W = (2−|· |)p+χ2B\B−χB
und r ∈ (1,2). Weiter verschwinde das Hintergrundpotential V in einer Umgebung
von suppW .
Dann wird das Spektrum von H(λ ) in (a,b) im Sinne von Theorem 3.12 fu¨r große
Kopplungen λ durch die ¨Uberlagerung der Spektren der Operatoren
H + λ (2−|· |)pχ2B in L2(Rν),
−∆ + λ (1−2χB) in L2(Rν).
beschrieben.
Beispiel 3.14 Seien 2> r > 1 und V = 0 auf einer Umgebung von 2B. Fu¨r p≥ 0
und
W = (2−|· |)p+χ2B\rB +(| · |2−1)χrB
wird das Spektrum von H(λ ) in (a,b) im Sinne von Theorem 3.12 fu¨r große
Kopplungen λ durch die ¨Uberlagerung der Spektren der Operatoren
H + λ (ν−|· |)p in L2(Rν),
−∆ + λ (| · |2−1) in L2(Rν)
beschrieben.
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Die Sto¨rpotentiale W in den obigen Beispielen haben eine hohe Symmetrie, so
daß wir im Fall, in dem V auf suppW verschwindet, mit entsprechend hoher Viel-
fachheit der Eigenwerte der Vergleichsprobleme rechnen mu¨ssen.
Im folgenden Kapitel werden wir hingegen zeigen, daß der Operator H(λ ) gene-
risch nur einfache Eigenwerte hat.
Mit einer Diskussion des Verlaufs der Eigenwertzweige der Vergleichsprobleme
werden wir diese Arbeit beschließen.
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4 Ausweichen von Eigenwertzweigen
Ein wichtiger Aspekt des
”
Trapping and Cascading“-Bildes aus [GGH+88] ist,
daß die Eigenwertzweige des gesto¨rten Schro¨dinger-Operators sich nicht u¨ber-
schneiden ko¨nnen.
Im Fall einer Raumdimension und gewo¨hnlicher Differentialgleichungen zweiter
Ordnung ist dies eine Folgerung aus dem Satz von Picard-Lindelo¨f. In ho¨heren
Raumdimensionen ist es sehr wohl mo¨glich, daß es zu einem Kopplungsparame-
ter λ degenerierte Eigenwerte gibt, so daß sich die analytischen Eigenwertzweige
schneiden oder sogar u¨berlagern ko¨nnen bei genu¨gend großer Symmetrie der Po-
tentiale V und W .
Nach [Sim85] la¨ßt sich durch eine kleine Sto¨rung der Symmetrie die Degenerie-
rung der Eigenwerte aufheben.
Wir werden in diesem Kapitel zeigen, daß in einem geeigneten Raum die Menge
der Potentiale W , fu¨r die H(λ ) degenerierte Eigenwerte in(a,b) besitzt, in einem
topologischen Sinne verschwindend klein ist.
Topologisch klein soll heißen, daß sie eine ho¨chstens abza¨hlbare Vereinigung ma-
gerer Mengen ist, bzw. das Komplement dieser Menge eine residuale Teilmenge
des Grundraums ist. Das Komplement entha¨lt damit einen abza¨hlbaren Schnitt
von dichten offenen Mengen.
Wenn wir
Φ(u,E,W ) = (H−E +W )u, Φ∗(u,E,λ ,W ) = Φ(u,E,λW ) (4.1)
schreiben, so sind die entsprechenden Lo¨sungen der Eigenwertgleichung Punkte
der Banach-Mannigfaltigkeiten
[Φ = 0], [Φ∗ = 0].
Unter der Bedingung, daß wir die Sto¨rpotentiale W aus einem separablen Banach-
raum wa¨hlen, ko¨nnen wir mit Hilfe eines abstrakten Transversalita¨tssatzes zeigen,
daß die Menge aller Parameter W , so daß
ΦW = Φ( · , · ,W ), Φ∗W = Φ∗( · , · , · ,W )
transversal zu {0} sind, eine residuale Teilmenge des Grundraumes sind.
Was man unter
”
transversal zu {0}“ zu verstehen hat, und daß dies die Einfachheit
der Eigenwerte bedeutet, kla¨ren wir im folgenden Abschnitt.
Wir ko¨nnen damit unsere Behauptung durch eine Standard-Argumentation aus der
Differentialtopologie beweisen (vergleiche [Hir76, Qui70, Uhl76]).
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Unser Vorgehen orientiert sich an [Uhl76]. Der Ansatz von Frau Uhlenbeck hat
den Vorteil, daß die zu u¨berpru¨fenden Voraussetzungen sich in einfacher Weise
aus der Struktur der Schro¨dinger-Operatoren ergeben, und daß sich mit den glei-
chen Techniken generische Eigenschaften der Eigenfunktionen beweisen lassen
(siehe [Uhl76]).
Wa¨hrend [Uhl76] die passenden Antworten im Fall von Potentialsto¨rungen gibt,
scheint es im Fall von Gebietssto¨rungen angemessener, einen direkteren Zugang
zu wa¨hlen [HL, Tey99]. In [Tey99] wird außerdem weiter pra¨zisiert, wie du¨nn im
Sinne der Differentialtopologie die Ausnahmemenge ist.
Aufgrund unserer Problemstellung ko¨nnen wir die weitere Argumentation ziem-
lich elementar halten und Begriffe aus der Theorie der Banach-Mannigfaltigkeiten
vermeiden. Die Argumentationsschritte sind dennoch durch diese Theorie moti-
viert. Unser Beitrag la¨ßt sich damit als eine nachtra¨gliche Motivation fu¨r [Uhl76]
interpretieren.
Wir haben einleitend von einem geeigneten Raum gesprochen, aus dem wir unse-
re Sto¨rpotentiale wa¨hlen.
Der geeignete Raum muß verschiedene Anforderungen erfu¨llen, damit wir den
abstrakten Transversalita¨tssatz (Satz 4.16) und die eindeutige Fortsetzbarkeit von
Eigenlo¨sungen (Satz 2.4) gewinnbringend einsetzen ko¨nnen.
Wegen des Transversalita¨tssatzes muß er separabel sein. Die Eindeutige Fort-
setzbarkeit gilt nach Satz 2.4 fu¨r beschra¨nkte Potentiale. Weiter muß der Raum
genu¨gend Potentiale enthalten, damit eine Degenerierung von Eigenwerten bzw.
Eigenwertzweigen aufgehoben werden kann.
Wir setzen fu¨r W0 ∈ L∞,0, x0 ∈ Rν und ε > 0
CW0
= lin
({W0}∪C(B(x0,ε)))⊂ L∞,0.
In diesem Kapitel beweisen wir die folgenden Theoreme.
Theorem 4.1 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
W0 ∈ L∞,0.
Dann ist fu¨r x0 ∈ Rν und ε > 0 die Menge der Potentiale W ∈ CW0 , so daß alle
Eigenwerte von H +W in (a,b) einfach sind, residual in CW0 .
Theorem 4.2 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
W0 ∈ L∞,0.
Dann liegt fu¨r x0 ∈ Rν und ε > 0 die Menge der Potentiale W ∈ CW0 , so daß fu¨r
alle λ > 0 die Eigenwerte von H(λ ) in (a,b) einfach sind, residual in CW0 .
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Bemerkung 4.3 Die Behauptungen der Theoreme 4.1 und 4.2 sind ebenfalls
wahr fu¨r Schro¨dinger-Operatoren HS(λ ) mit Dirichlet-Randdaten auf einer kom-
pakten Teilmenge S⊂Rν , wenn wir zusa¨tzlich B(x0,ε)⊂Rν \S voraussetzen und
in der folgenden ArgumentationH 2 (bzw. L2) durch D(HS) (bzw. L2(Rν \S)) er-
setzen.
Residuale Teilmengen sind unter anderem dichte Teilmengen. Wir erhalten aus
den vorherigen Theoremen die nachstehenden Korollare.
Korollar 4.4 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
r > 0.
Dann liegt die Menge der Potentiale W ∈ L∞(rB) (L∞,0), so daß alle Eigenwerte
von H +W in (a,b) einfach sind, dicht in L∞(rB) (L∞,0).
Korollar 4.5 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
r > 0.
Dann liegt die Menge der Potentiale W ∈ L∞(rB) (L∞,0), so daß fu¨r alle λ > 0 die
Eigenwerte von H(λ ) in (a,b) einfach sind, dicht in L∞ (L∞,0).
4.1 Regula¨re Werte
In diesem Abschnitt erkla¨ren wir, was
”
transversal zu {0}“ oder gleichbedeutend
”
0 ist ein regula¨rer Wert“ bedeuten soll. Genauer gilt zuna¨chst unser Interesse den
regula¨ren Werten von Ck-Abbildungen zwischen zwei Banachra¨umen.
Wir verweisen fu¨r die Analysis in Banachra¨umen auf [Lan69], und erinnern an
dieser Stelle nur an einige Begriffe und Zusammenha¨nge.
Eine Abbildung
f : U ⊂ E−→ F
von einer offenen Teilmenge U des Banachraums E in den Banachraum F ist dif-
ferenzierbar, wenn sie in jedem x ∈U Freche´t-differenzierbar ist, mit Ableitung
D f (x) im BanachraumL (E,F) der stetigen Operatoren von E nach F. Die Abbil-
dung ist stetig differenzierbar oder in Zeichen f ∈C1(U), wenn sie differenzierbar
ist und
D f : U −→L (E,F)
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stetig ist. Weil L (E,F) wieder ein Banachraum ist, kann man wie im endlich-
dimensionalen Fall fortfahren und den Raum der k-mal stetig differenzierbaren
Funktionen Ck(U) definieren.
Die k-te Ableitung von f ∈Ck(U) an der Stelle x ∈U la¨ßt sich mit einer stetigen
k-stelligen multilinearen Abbildung
Dk f (x) : E×·· ·×E−→ F
identifizieren.
Wegen der Taylorformel sind alle stetigen Multilinearformen unendlich oft diffe-
renzierbar. Nach Gleichung (4.1) sind Φ und Φ∗ Summe von Multilinearformen.
Offenbar gilt die folgende Proposition.
Proposition 4.6 Seien 0≤V ∈ L∞ und a, b ∈ R. Weiter sei W0 ∈ L∞,0.
Dann sind die Abbildungen
Φ : H 2× (a,b)×CW0 −→ L2,
Φ∗ : H 2× (a,b)× (0,∞)×CW0 −→ L2,
mit Φ und Φ∗ wie in Gleichung (4.1), unendlich oft differenzierbar.
Neben der Kenntnis der Differenzierbarkeitsordnung ist eine Darstellung der Ab-
leitung von Interesse. Ableiten heißt dabei eine affin lineare Approximation auf-
zusuchen.
Ist der zugrundeliegende Banachraum die direkte Summe von Banachra¨umen, so
la¨ßt sich mit Hilfe des u¨blichen Matrix-Vektor-Produkts die Freche´t-Ableitung
durch die Jakobi-Matrix der partiellen Ableitungen darstellen. Wie im endlich-
dimensionalen Fall ist eine Abbildung genau dann k-mal stetig differenzierbar,
wenn sie k-mal stetig partiell differenzierbar ist.
In unseren Fall gilt fu¨r W0 ∈ L∞,0 und W ∈ CW0 :
DΦ(u,E,W ) =
= (H−E +W,−u,u) : H 2×R×CW0 −→ L2,
DΦ∗(u,E,λ ,W ) =
= (H−E + λW,−u,Wu,λu) : H 2×R×R×CW0 −→ L2.
Insbesondere sind bei festem W ∈CW0 die Ableitungen von ΦW bzw. Φ
∗
W gegeben
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durch:
DΦW (u,E) = (H−E +W,−u) : H 2×R−→ L2,
DΦ∗W (u,E,λ ) = (H−E + λW,−u,Wu) : H 2×R×R−→ L2.
Der folgende Satz ist eine Folgerung aus dem Satz u¨ber implizite Funktionen
(siehe [Lan69, VI, §2]).
Satz 4.7 Seien E, F Banachra¨ume und U ⊂E offen. Die Ableitung der Abbildung
f ∈ Ck(U,F) in x0 ∈ U sei surjektiv und kerD f (x0) sei in E komplementiert,
d.h. zu E1 = kerD f (x0) gibt es einen abgeschlossenen Teilraum E2 ⊂ E mit E =
E1⊕E2.
Dann existieren
1. offene Teilmengen V1 ⊂ E1, V2 ⊂ E2,
2. ein Ck-Diffeomorphismus h : V1×V2 −→U ′ ⊂U und
3. ein Ck-Diffeomorphismus ˜f : V2 −→ f (U ′),
so daß gilt
f (h(x1,x2)) = ˜f (x2).
Der Satz hat zwei fu¨r uns interessante Konsequenzen. Zum Einen ist fu¨r eine Ck-
Abbildung f die Menge der Punkte x, an denen die Ableitung D f (x) surjektiv ist,
offen; zum Anderen gewinnt man durch diesen Satz in einer Umgebung von x0
eine Darstellung der Menge [ f = f (x0)]. In der Sprechweise der Differentialgeo-
metrie hat man eine Karte gewonnen.
Wir nehmen die vorherige Anmerkung als Anlaß fu¨r die folgende Definition.
Definition 4.8 Seien E, F Banachra¨ume, U ⊂ E offen und f ∈Ck(U,F).
Ein Punkt x ∈ U heißt regula¨rer Punkt fu¨r f , wenn D f (x) surjektiv ist und
kerD f (x) in E komplementiert ist.
Ein y ∈ F heißt regula¨rer Wert fu¨r f , wenn y 6∈ f (U) oder alle Urbilder von y
regula¨re Punkte von f sind.
Das folgende Lemma ist gleichzeitig ein Beispiel fu¨r regula¨re Werte und ein Be-
weisschritt in den Beweisen der Theoreme 4.1, 4.2.
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Satz 4.9 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei W0 ∈
L
∞,0.
Dann ist 0 ein regula¨rer Wert fu¨r die Abbildungen
Φ : H 2× (a,b)×CW0 −→ L2,
Φ∗ : H 2× (a,b)× (0,∞)×CW0 −→ L2,
Beweis Wir beweisen zuna¨chst, daß DΦ auf [Φ = 0] surjektiv ist.
Sei (u,E,W ) ∈H 2× (a,b)×CW0 mit
Φ(u,E,W ) = (H−E +W )u = 0.
Weiter sei h ∈ ran(DΦ(u,E,W ))⊥. Fu¨r alle (u˜, ˜E, ˜W ) ∈H 2×R×CW0 gilt dann
0 =
∫
(H−E +W )u˜hdx− ˜E
∫
uhdx +
∫
˜Wuhdx.
Setzen wir ˜E = 0, ˜W = 0 und variieren u˜ ∈ D(H), so folgt aus der Selbstadjun-
giertheit von H−E +W :
h ∈ D(H), (H +W )h = Eh.
Setzen wir u˜ = 0, ˜E = 0, so gilt∫
˜Wuhdx = 0 ( ˜W ∈ CW0).
Weil C∞c (K(x0,ε)) eine Teilmenge von CW0 ist, folgt punktweise fast u¨berall auf
K(x0,ε)
uh = 0.
Die Funktionen u und h sind Eigenfunktionen von Schro¨dinger-Operatoren. Nach
dem Kato-Simon-Theorem [RS78, Thm. XIII.38] sind sie damit Ho¨lder-stetig.
Aus der Stetigkeit von u und aus Satz 2.4 folgt, daß die Menge [u 6= 0] offen und
dicht ist. Wegen der vorherigen Gleichung und der Stetigkeit von h verschwindet
h auf B(x0,ε). Aus Satz 2.4 folgt dann, daß h bereits auf dem Rν verschwindet.
Die Surjektivita¨t von DΦ∗ auf [Φ∗ = 0] folgt mit der Kettenregel aus dem Vorhe-
rigen und der Surjektivita¨t von D(λW ) = (W,λ ) ∈L (CW0 ×R,CW0).
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Wenden wir uns nun der Komplementiertheit von kerDΦ auf [Φ = 0] zu. Sei
(u,E,W ) ∈H 2× (a,b)×CW0 mit Φ(u,E,W ) = 0.
Wir geben ein abgeschlossenes algebraisches Komplement von
ker(H−E +W,−u,u) =
= {(u˜, ˜E, ˜W ) ∈H 2×R×CW0 ; (H−E +W )u˜− ˜Eu =− ˜Wu}
an.
Sei (I−P) die Orthogonalprojektion auf ran(H −E +W )⊕Ru ⊂ L2. Aus der
Surjektivita¨t von DΦ(u,E,W ) folgt die Surjektivita¨t von
P(u ·) : CW0 −→ ranP, ˜W 7−→ P(u ˜W ),
und wir ko¨nnen aus
codimkerP(u ·) = dimranP< ∞
die Existenz abgeschlossener Teilra¨ume C1, C2 ⊂ C = CW0 folgern mit
C1 = kerP(u( ·)), C = C1⊕C2.
Der Raum H =H 2⊕R ist ein Hilbertraum und wir finden ebenfalls abgeschlos-
sene Teilra¨ume H1, H2 ⊂H mit
H1 = ker(H−E +W,−u), H = H1⊕H2.
Es ist nun leicht zu verifizieren, daß
H2×{0}⊕{0}×C2
ein algebraisches Komplement von ker(H−E +W,−u,u) und ein abgeschlosse-
ner Teilraum von H×C ist.
Die Komplementiertheit von kerDΦ∗ auf [Φ∗ = 0] folgt ganz analog.
Nachdem wir den Begriff des regula¨ren Wertes eingefu¨hrt haben, stellen wir in
den nachstehenden Lemmata den Zusammenhang zu unserer urspru¨nglichen Fra-
gestellung her.
Lemma 4.10 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
W ∈ L
∞,0.
Dann sind a¨quivalent:
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1. 0 ist ein regula¨rer Wert fu¨r ΦW : H 2× (a,b)−→ L2;
2. Alle Eigenwerte von H +W in (a,b) sind einfach.
Beweis Sei 0 = ΦW (u,E) = (H−E +W )u. Die Ableitung von ΦW an der Stelle
(u,E) lautet DΦW (u,E) = (H−E +W,−u).
Der Kern von DΦW (u,E) ist ein abgeschlossener Teilraum eines Hilbertraumes
und damit komplementiert.
Es ist
ran(H−E +W,−u) = ran(H−E +W )⊕Ru.
Aus
L2 = ran(H−E +W )⊕ ranP{0}(H−E +W ),
folgt die behauptete ¨Aquivalenz.
Lemma 4.11 Seien 0≤V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0.
Fu¨r W ∈ L
∞,0 gelte:
0 ist ein regula¨rer Wert von Φ∗W : H 2× (a,b)× (0,∞)−→ L2.
Dann gilt:
Fu¨r alle λ > 0 sind die Eigenwerte von H(λ ) in (a,b) einfach.
Beweis Es sei 0 = Φ∗W (u,E,λ ) = (H−E + λW )u. Wir setzen die Surjektivita¨t
von
DΦ∗W (u,E,λ ) = (H−E + λW,−u,−Wu) ∈L (H 2×R×R,L2)
voraus.
Sei P = P{0}(H−E + λW ) die Spektralprojektion auf den Kern K des Operators
(H−E + λW ). Aufgrund der Voraussetzungen ist
PDΦ∗W (u,E,λ ) : R×R−→ lin(u,Wu)
surjektiv und die Spektralprojektion P hat ho¨chstens die Dimension 2.
Weil die Abbildung PWP selbstadjungiert auf K = lin(u,PWu) ist, besitzt sie
einen Eigenvektor u0 ∈ K. Es ist ebenfalls 0 = Φ∗W (u0,E,λ ). Der Wert 0 ist ein
regula¨rer Wert fu¨r Φ∗W und wie oben folgt die Surjektivita¨t von
PDΦ∗W (u0,E,λ ) : R×R−→ lin(u0,PWPu0).
Es ist K = lin(u0,PWPu0) = lin(u0) eindimensional.
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4.2 Satz von Smale
Der Satz von Smale liefert ein Beweisargument fu¨r den Transversalita¨tssatz 4.16.
Wir nutzen diesen Abschnitt um die Begriffe im Zusammenhang dieses Satzes zu
kla¨ren und weitere Beweisschritte der Theoreme 4.1 und 4.2 auszufu¨hren.
Der Satz von Smale verallgemeinert den Satz von Sard ([Hir76, Thm. 1.1.3]) auf
Abbildungen zwischen Banachra¨umen. Smale hat nach [Abr63] zu diesem Zweck
den Begriff der Fredholm-Abbildung entwickelt.
Definition 4.12 Seien E, F Banachra¨ume, U ⊂ E offen und f ∈Ck(U,F).
Wir sagen f ist eine Ck-Fredholm-Abbildung, wenn fu¨r jedes x ∈U die Ableitung
D f (x) ein Fredholm-Operator ist, d.h. fu¨r jedes x ∈U ist
1. ranD f (x)⊂ F abgeschlossen,
2. codimranD f (x) endlich und
3. dimkerD f (x) endlich.
Der Index von f ist definiert durch
ind f := indD f := dimkerD f − codimD f .
Weil fu¨r eine Ck-Fredholm-Abbildung dimkerD f und codimranD f endlich sind,
sind kerD f und ranD f in den entsprechenden Banachra¨umen komplementiert.
Der Index einer Fredholm-Abbildung ist stetig und damit konstant auf Zusam-
menhangskomponenten des Definitionsbereichs.
Der folgende Satz ist hilfreich bei der Bestimmung des Index einer Ck-Fredholm-
Abbildung. Fu¨r den Beweis verweisen wir auf [Lan69, IX, §2, Thm. 7].
Satz 4.13 Seien E, F und G Banachra¨ume. Weiter seien die linearen Operatoren
S ∈L (E,F) und T ∈L (F,G) Fredholm-Operatoren.
Dann ist T S ∈L (E,G) ein Fredholm-Operator mit
indT S = indT + indS.
Wie im vorherigen Abschnitt dient das folgende Lemma gleichzeitig der Illustra-
tion des eben eingefu¨hrten Begriffs und dem Beweis der Theoreme 4.1 und 4.2.
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Lemma 4.14 Seien 0 ≤ V ∈ L∞ und a, b ∈ R mit σe(H)∩ [a,b] = /0. Weiter sei
W ∈ L
∞,0.
Dann sind die Abbildungen
ΦW (u,E) : H
2× (a,b)−→ L2,
Φ∗W (u,E,λ ) : H 2× (a,b)× (0,∞)−→ L2
C∞-Fredholm-Abbildungen mit indΦW = 1 und indΦ∗W = 2.
Beweis Wir stellen die Ableitungen von Φw und Φ∗W als Komposition von
Fredholm-Operatoren dar und berechnen den Index.
Mit der Subtraktion minus : L2×L2 −→ L2 ko¨nnen wir schreiben
DΦW (u,E) = minus((H−E +W )×u);
DΦ∗W (u,E,λ ) = minus(DΦλW (u,E)×Wu).
Der lineare Operator minus : L2×Ru−→ L2 ist surjektiv mit Kern R(u,u). Er ist
damit ein Fredholm-Operator mit Index 1.
Die Operatoren H −E +W bzw. H −E + λW sind auf dem Definitionsbereich
D(H) =H 2 in L2 selbstadjungiert und es gelten die Zerlegungen
L2 = ran(H−E +W )⊕ker(H−E +W ),
L2 = ran(H−E + λW )⊕ker(H−E + λW ).
Weil wir E ∈ (a,b) und W ∈ L
∞,0 H-kompakt gewa¨hlt haben, sind die Kerne
ker(H−E +W ), ker(H−E + λW ) endlichdimensional. Dies und die obige Zer-
legung impliziert, daß die Operatoren H−E +W bzw. H−E + λW Fredholm-
Operatoren vonH 2 nach L2 mit Index 0 sind.
Wir haben also eine Darstellung der Ableitungen von DΦW und DΦ∗W als Kompo-
sition von Fredholm-Operatoren gefunden. Nach Satz 4.13 sind die Ableitungen
von ΦW und Φ∗W Fredholm-Operatoren mit Index
indDΦW (u,E) =
= ind(minus : L2×Ru−→ L2)
+ ind((H−E +W )×u : H 2×R−→ L2×Ru) = 1,
indDΦ∗W (u,E,λ ) =
= ind(minus : L2×RWu−→ L2)
+ ind(DΦW (u,E)×Wu : H 2×R2 −→ L2×RWu) = 2.
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Wir schließen diesen Abschnitt mit dem Zitat des Satzes von Smale (siehe [Abr63,
§16] bzw. [Sma65]).
Satz 4.15 (Satz von Smale) Seien E, F Banachra¨ume und U ⊂ E offen. Der Ba-
nachraum E sei zusa¨tzlich separabel. Weiter sei f ∈Ck(U,F) eine Ck-Fredholm-
Abbildung mit
k >max(ind f ,0).
Dann ist die Menge aller regula¨ren Werte von f eine residuale Teilmenge von F.
In den angegebenen Quellen [Abr63, Sma65] findet man eine Formulierung des
Satzes fu¨r Ck-Fredholm-Abbildungen zwischen Banach-Mannigfaltigkeiten. Satz
4.15 ist ein Spezialfall dieser Sa¨tze. Die dortigen Beweise lassen sich ohne Modi-
fikationen auf Fredholm-Abbildungen zwischen Banachra¨umen u¨bertragen, weil
sie auf einer lokalen Darstellung wie in Satz 4.7 beruhen.
Der zentrale Beweisgedanke ist zu zeigen, daß das Komplement der regula¨ren
Werte leeres Inneres hat. Man kann zeigen, daß Fredholm-Abbildungen lokal ab-
geschlossen sind. Nach Satz 4.7 ist die Menge der regula¨ren Punkte offen. Wir
stellen eine Abza¨hlbarkeitsbedingung an die Topologie von E, damit wir aus dem
Vorherigen folgern ko¨nnen, daß das Komplement der regula¨ren Werte eine abza¨hl-
bare Vereinigung von mageren Mengen ist.
4.3 Parametrischer Transversalita¨tssatz
In diesem Abschnitt beweisen wir eine elementare Version eines Satzes aus der
Transversalita¨tstheorie.
Die Grundidee der Transversalita¨tstheorie besteht darin, daß das transversale
Schneiden von zwei Ck-Abbildungen stabil unter kleinen Sto¨rungen ist und daß
nichttransversales Schneiden durch eine kleine Sto¨rung wieder aufgehoben wer-
den kann (vergleiche [Abr63]).
Formuliert man die obige Idee etwas anders, so liegen die Abbildungen, die ei-
ne vorgegebene Ck-Abbildung oder Untermannigfaltigkeit transversal schneiden,
dicht in der Menge der Ck-Morphismen bezu¨glich einer geeigneten Topologie
(vergleiche [Hir76, Thm. 2.1]).
Der Zusatz
”
parametrisch“ in der ¨Uberschrift bezieht sich darauf, daß wir eine
parametrisierte Menge von Ck-Abbildungen betrachten, und die Dichtheit von
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Parametern zeigen, deren entsprechende Ck-Morphismen transversal zu {z} sind
(vergleiche [Hir76, Thm. 2.7] bzw. [Abr63, Thm. 19.1]).
Wie in den vorherigen Abschnitten verzichten wir auf eine Pra¨zisierung des Be-
griffs
”
transversal“ und vermeiden differentialtopologische Begriffe so weit wie
mo¨glich.
Satz 4.16 Seien E, F, G Banachra¨ume und U ⊂ E, V ⊂ F offen. Zusa¨tzlich seien
E und F separabel.
Weiter seien F : U×V −→G eine Ck-Abbildung und z ∈G mit
1. z ist ein regula¨rer Wert von F;
2. Fu¨r alle y ∈V ist Fy = F( · ,y) eine Ck-Fredholm-Abbildung mit indFy < k.
Dann ist die Menge aller y ∈ V , so daß z ein regula¨rer Wert von Fy ist, eine resi-
duale Teilmenge von V .
Die Beweise der Theorem 4.1 und 4.2 sind nun offensichtlich.
Im Vorfeld haben wir bereits die Gu¨ltigkeit der Voraussetzungen fu¨r Φ und Φ∗ in
Propositon 4.6 und Satz 4.9 bewiesen. Der Zusammenhang zwischen der Regula-
rita¨t des Wertes 0 fu¨r ΦW resp. Φ∗W und der Einfachheit des Spektrums ist Inhalt
der Lemmata 4.10 und 4.11.
Wenden wir uns dem Beweis des Transversalita¨tssatzes zu. Die zentrale Beweis-
idee ist zu zeigen, daß die Einschra¨nkung der Projektion ΠF : E×F −→ F auf
[F = z] die Voraussetzungen des Satzes von Smale erfu¨llt. Weil wir eine diffe-
rentialtopologische Formulierung vermieden haben, rechnen wir in lokalen Koor-
dinaten. Vergleicht man die Argumentation mit der aus [Qui70], so ergeben sich
keine Einschra¨nkungen, weil wir im Prinzip wie Quinn ein Pullback-Diagramm
bilden.
Beweis von Satz 4.16
Nach Satz 4.7 existiert eine offene ¨Uberdeckung von [F = z], so daß fu¨r U ′ aus
dieser ¨Uberdeckung eine Zerlegung E⊕F = E1⊕E2, offene Mengen V1 ⊂ E1,
V2⊂E2 und Ck-Diffeomorphismen h : V1×V2−→U ′, ˜F : V2−→F(U ′) existieren
mit
F(h(x1,x2)) = ˜F(x2) (x1 ∈V1,x2 ∈V2).
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Wir ko¨nnen ohne Einschra¨nkungen annehmen, daß V1, V2 Nullumgebungen sind
und daß gilt
F(h( · ,0)) = ˜F(0) = z. (4.2)
Wir zeigen fu¨r U ′ wie oben, daß ΠF ◦h( · ,0) eine Ck-Fredholm-Abbildung ist mit
Index kleiner k und daß die regula¨ren Werte y von ΠF ◦ h( · ,0) diejenigen Para-
meter sind, fu¨r die z ein regula¨rer Wert von Fy ist.
Die regula¨ren Werte von ΠF ◦ h( · ,0) sind dann nach Smale eine residuale Teil-
menge von F.
Weil die Topologien von E und F abza¨hlbar erzeugt sind, ist dieses lokale Ar-
gument bereits hinreichend, denn wir ko¨nnen aus der obigen ¨Uberdeckung eine
abza¨hlbare Teilu¨berdeckung auswa¨hlen.
In den folgenden Argumentationsschritten lassen wir die Funktionsargumente
weg. Der Grundraum hat zwei Darstellungen als direkte Summen. Die partiel-
len Ableitung indizieren wir mit 1 oder 2 und bemerken, daß aus dem Kontext die
zugrundeliegende Zerlegung hervorgeht.
Wir unterscheiden weiter nicht immer zwischen a¨ußerer und innerer direkter Sum-
me. Formal ergibt sich damit fu¨r differenzierbares f
D f ∣∣E = D1 f , D f ∣∣F = D2 f .
Mit diesen Vorbemerkungen ko¨nnen wir wegen F(h) = ˜F schreiben:
D ˜F = D2 ˜F = (DF)(h)D2h = (DF)(h)Dh
∣∣
E2
,
0 = D1 ˜F = (DF)(h)D1h = (DF)(h)Dh
∣∣
E1
.
Weil nach Voraussetzung D ˜F und Dh Isomorphismen sind, ko¨nnen wir folgern
ker(DF)(h) = ranD1h. (4.3)
Unterscheiden wir zwischen innerer und a¨ußerer direkter Summe, so folgt aus
(4.3) und
{0}× ranΠFD1h = kerΠE∩ ranD1h = kerΠE∩ker(DF)(h),
daß ranDΠFh ein abgeschlossener Teilraum von F ist. Nach Gleichung (4.3) gilt
kerΠF, ker(DF)(h) ⊂ E + ranD1h,
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und aus der Surjektivita¨t von ΠF und (DF)(h) folgt weiter
codimE×F(E + ranD1h) =
= codimF(ΠF ranD1h)
= codimG((DF)(h)
∣∣
E) = codimG((D1F)(h)).
Es gilt die Identita¨t
ker(D1F)(h) = ΠE ker(D1F)(h)
= ranΠED1h
= kerΠF∩ ranD1h.
Weil Dh ein Isomorphismus ist, ist D1h = Dh
∣∣
E1
injektiv und es folgt aus dem
Kern-Bild-Satz
dimker(D1F)(h) = dimkerD1ΠFh.
Nach Voraussetzung ist Fy eine Fredholm-Abbildung, resp. D1F ein Fredholm-
Operator. Aus den vorherigen ¨Uberlegungen folgt damit, daß D1ΠFh ein
Fredholm-Operator ist mit Index
indD1ΠFh = ind(D1F)(h)< k.
Die Gleichheit der Kodimensionen von D1ΠFh und (D1F)(h) impliziert, daß die
Menge der Punkte, an denen D1ΠFh surjektiv ist, gerade diejenigen sind, an denen
(D1)(F(h)) surjektiv ist. Die Menge der regula¨ren Werte von ΠFh( · ,0) und der
Parameter y, so daß z ein regula¨rer Wert von Fy ist, stimmen damit u¨berein.
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5 Einfangen von Eigenwertzweigen
Auf den folgenden Seiten wenden wir uns definiten Sto¨rungen W ∈ L∞,c des Ope-
rators H zu.
”
Definit“ heißt, daß es sich bei der Sto¨rung entweder um eine Poten-
tialbarriere W ≥ 0 oder um einen Potentialbrunnen W ≤ 0 handelt.
Solche Operatoren treten in Kapitel 3 als Vergleichsoperatoren nach Entkopplung
durch eine Potentialbarriere auf.
Wegen des Feynman-Hellmann-Theorem (Proposition 2.12) und der Definitheit
der Sto¨rung W , vereinfacht sich der Verlauf der Eigenwertzweige. Im Fall der
Potentialbarriere ko¨nnen die Eigenwertzweige nur aufsteigen und im Fall des Po-
tentialsbrunnen nur absteigen.
Wir entwickeln eine etwas genauere Vorstellung u¨ber das Geschehen im Intervall
(a,b).
Dazu existiere eine offene Menge G, die die Segmentbedingung erfu¨lle, so daß
die symmetrische Differenz dieser Menge mit [W 6= 0] eine Lebesgue-Nullmenge
ist. Wir setzen S = G und fordern
◦
S = G. Mit HS als Referenz-Operator gelten die
folgenden Beschreibungen.
Ist W nichtnegativ, so konvergiert H(λ ) im Normresolventensinne gegen HS (sie-
he [Hem97, HZ88]), und die Eigenwertzweige von H(λ ) konvergieren monoton
wachsend gegen die diskreten Eigenwerte von HS in (a,b). In einer Umgebung
dieser Außenraum-Eigenwerte entsprechen sich Vielfachheiten der Eigenwerte
und Anzahl der Eigenwertzweige von H(λ ) fu¨r große Kopplungen λ .
Ist W ≤ 0, so sind die Eigenwertzweige außerhalb einer Umgebung des diskreten
Spektrums von HS streng monoton fallend ([Hem97]). Fu¨r jedes Eigenwertniveau
E ∈ (a,b) ist die Asymptotik der Za¨hlfunktion
N (λ ) = ∑
0<µ<λ
dimker(H(λ )−E)
vom Weyl-Typ ([Hem87, Hem89, Hem92b]).
In jedem der beiden Fa¨lle spielen die Eigenwerte von HS im Intervall (a,b) eine
besondere Rolle. Diese Sonderrolle wird besta¨tigt durch die asymptotische Unter-
suchung von eindimensionalen Schro¨dinger-Operatoren [AH82, GGH+88].
Im Barrierenfall sind die Eigenwerte von HS die nullte Approximation einer asym-
ptotischen Entwicklung in λ = ∞ und das Verschwinden des Potentials am Ran-
de seines Tra¨gers spiegelt sich in der asymptotischen Entwicklung der Eigen-
wertzweige in λ = ∞ wieder (siehe [AH82]).
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Im Fall des Potentialbrunnens ist die Situation komplexer. Die absteigenden Ei-
genwerte zeigen ein ausgepra¨gtes
”
Trapping and Cascading“ Muster. Sie ver-
weilen auf ausgedehnten Parameterintervallen in der Na¨he von Eigenwerten von
HS, um schließlich simultan in wiederkehrenden
”
Korridoren“ in der λ , E-Ebene
von einem Energieniveau des Operators HS zum darauffolgenden tiefergelegenen
Energieniveau zu kaskadieren (siehe [GGH+88]).
Unser Ziel ist es, entsprechende Modellprobleme in Raumdimension ν ≥ 2 zu
finden. Die naheliegende Idee, rotationssymmetrische Schro¨dinger-Operatoren zu
betrachten, scheitert daran, daß solche Operatoren keine Lu¨cken im wesentlichen
Spektrum besitzen (siehe [HHK87, Wei87, HHHK91]).
Wir entwickeln im na¨chsten Abschnitt eine Methode, um einfache Problemstel-
lungen zu behandeln. Mit ihrer Hilfe ko¨nnen wir bei polynomiellen Verschwinden
im Randabstand der Potentialbarriere am Rande ihres Tra¨gers, die aufsteigenden
Eigenwertzweige asymptotisch entwickeln. Eine weitere Anwendung ist die At-
traktivita¨t der Energieniveaus von HS fu¨r Eigenwertzweige von H(λ ) im Brun-
nenfall.
die es uns gestattet, eine asymptotische Entwicklung der Eigenwertzweige bei
homogenem Verschwinden der Potentialbarriere am Rande des Tra¨gers und im
Brunnenfall die Attraktivita¨t der Energieniveaus von HS herzuleiten.
5.1 Extrapolationsansatz
Unser Extrapolationsansatz ist motiviert durch die Liouville-Green-
Approximation von Lo¨sungen gewo¨hnlicher Differentialgleichungen zweiter
Ordnung. Die punktweise Approximation der Lo¨sungen gibt im Wesentlichen
das lokale Verhalten der Differentialgleichungen wieder (siehe [Olv74, 6.1]).
Fu¨r große Kopplungen dominiert das Sto¨rpotential W das Hintergrundpotential
V , und aufgrund der Liouville-Green-Approximation sind die Lo¨sungen der
eindimensionalen Schro¨dinger-Gleichung asymptotisch durch die Gestalt von W
bestimmt (siehe [Olv74, 6.5]).
Die punktweise gu¨ltige Asymptotik und die Anschlußbedingungen an den
Grenzen des Tra¨gers des Sto¨rpotentials fu¨hren auf asymptotische transzendente
Gleichungen [Olv74, 1.5] fu¨r Kopplungsparameter und Eigenwerte, deren
Lo¨sungen fu¨r das
”
Trapping and Cascading“-Muster der Eigenwertzweige
verantwortlich sind (siehe [GGH+88]).
Aufgrund der Komplexita¨t einer mehrdimensionalen Liouville-Green-
Approximation ersetzen wir die asymptotische Analysis durch einen Ansatz. Wir
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nehmen die asymptotische Entwicklung im eindimensionalen Fall als Motivation
und suchen die dominierenden Faktoren heraus.
Durch das exponentielle Lokalisieren im Barrierenfall erhalten wir erste
Anhaltspunkte. Weil die Eigenlo¨sungen im Innern der Barriere praktisch
Dirichlet-Bedingungen erfu¨llen, ist nur das Verhalten der Eigenlo¨sungen in
der Na¨he des Randes des Barrierentra¨gers entscheidend. Lokal separiert dort
der Laplace-Operator in einen Anteil in Normalenrichtung und einen weiteren
Differentialoperator zweiter Ordnung. Entsprechend sollten die Eigenfunktionen
des Schro¨dinger-Operators lokal durch ein Tensorprodukt von Eigenlo¨sungen
dargestellt werden, so daß man sie sich als modulierte Eigenlo¨sungen des
Schro¨dinger-Operators in Normalenrichtung vorstellen kann.
Aus der gewonnenen Vorstellung der Eigenfunktionen leiten wir einen Ansatz ab.
Wa¨hlen wir Eigenfunktionen zu Dirichlet-Schro¨dinger-Operatoren HS(κ) mit
Dirichlet-Randdaten auf Mengen S(κ), die den die gegen den Tra¨ger der Bar-
riere aufsteigen, und ersetzen diese Funktionen in der Barriere durch eine Ap-
proximationen des Anteils von −∆ + λW in Normalenrichtung, erhalten wir eine
Extrapolation der Eigenfunktion in die Barriere hinein.
Die Extrapolationslo¨sung ist eine approximative Eigenfunktion, wenn sie hinrei-
chend regula¨r ist. Wie im eindimensionalen Fall ist dies gleichbedeutend mit der
Gu¨ltigkeit von Anschlußbedingungen auf dem Barrierenrand. Diese Bedingungen
setzen die Parameter λ , κ und die Eigenwerte in Relation.
Eine Idee fu¨r den Ansatz ist schnell gefunden. Weil fu¨r ν ≥ 2 die Geometrie des
Sto¨rpotentials komplexer sein kann als im Fall ν = 1, ergibt sich ein zu absolvie-
rendes Programm von Teilaufgaben.
Wir mu¨ssen kla¨ren, unter welchen Bedingungen auf verschiedenen Mengen de-
finierte Funktionen zu einer Funktion im Definitionsbereich des Operators H(λ )
zusammengesetzt werden ko¨nnen.
Die Dirichlet-Eigenfunktionen ko¨nnen komplexe Knotengebilde besitzen. Die
Anschlußbedingung fu¨r die extrapolierende Funktion und die Eigenfunktion wird
deshalb u.U. komplizierter als erwartet. Durch eine weitere Approximation ver-
einfachen wir die Eigenfunktion. Diese Approximation und die punktweise Kon-
struktion erfordern eine hohe Differenzierbarkeit der Eigenfunktion. Wir brau-
chen Bedingungen unter denen die Funktionen in einer Umgebung des Bar-
rierenrandes hinreichend regula¨r sind. Fu¨r die Fehleranalyse sind gleichma¨ßige
Abscha¨tzungen der Ableitungen unter Gebietssto¨rungen erforderlich.
In der folgenden Argumentation werden wir weitere Annahmen u¨ber die Regula-
rita¨t von V und die Symmetrie von W machen. Unser Ziel ist es ohnehin, Modell-
probleme aufzusuchen, so daß uns weitere Einschra¨nkungen nicht sto¨ren.
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Mit Satz 5.8 haben wir schließlich ein Instrument in der Hand, um Eigenwerte
von HS(κ) mit denen von H(λ ) zu vergleichen. Die Verbindung zu Eigenwerten
von HS stellen wir erst im darauf folgenden Abschnitt her.
5.1.1 Anschlußbedingung und Randregularita¨t
Aufgrund der lokalen elliptischen Regularita¨t ist D(H(λ ))⊂H 2loc. Eine Funktion
u ∈C1(R \ {0}) ist dann in H 2loc(R), falls die einseitigen Grenzwerte von u und
u′ in 0 existieren und die folgende Bedingung erfu¨llen
lim
x→0+
(
d
dx
)i
u(x) = lim
x→0−
(
d
dx
)i
u(x) (i = 0,1).
Entsprechende Aussagen gelten fu¨r ν ≥ 2, wenn man die Ableitungen und die
Grenzwerte richtig deutet.
Proposition 5.1 (Spuroperator) Seien Ω ⊂ Rν offen und k ∈ N. Der Rand ∂Ω
von Ω sei eine kompakte Ck-Mannigfaltigkeit.
Dann besitzt die Spur
τ :
{
Ckc(Ω) −→ H k−1(∂Ω)
u 7−→ u∣∣∂Ω
eine stetige Fortsetzung aufH k(Ω).
Beweis siehe [Gri85, Thm. 1.5.1.2].
Die Spurbildung ist linear. Aus τ
∣∣
C∞c (Ω)
= 0 folgt fu¨r k ∈ N
◦
H 1(Ω)∩H k(Ω)⊂ kerτ . (5.1)
Tatsa¨chlich gilt die Gleichheit in der obigen Mengeninklusion (siehe [Gri85, Cor.
1.5.1.6]).
Ist ∂Ω eine C2-Mannigfaltigkeit, so besitzt Ω auf dem Rand ein stetig differen-
zierbares a¨ußeres Einheits-Normalenfeld n. Der Rand von Ω besitzt die Fortset-
zungseigenschaft, so daß eine C1c Fortsetzung Ψ des Normalenfeldes existiert. Fu¨r
hinreichend glatte Funktionen u stimmt dann die Spur von Ψ ·∇u auf ∂Ω mit der
Normalableitung ∂nu u¨berein.
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Proposition 5.2 Seien Ω−, Ω+ ⊂ Rν offene disjunkte Mengen. Die Menge Ω−
sei beschra¨nkt und habe einen C2-Rand. Es gelte
∂Ω− = ∂Ω+ = ∂ (Ω−∪Ω+).
Weiter sei Ψ eine C1c -Fortsetzung des a¨ußeren Einheits-Normalenfeldes von Ω−.
Fu¨r u ∈H 2(Ω−∪Ω+) gilt dann:
u ∈H 2 ⇔ τ−
(
(Ψ ·∇)iu)= τ+ ((Ψ ·∇)iu) (i = 0,1),
wobei τ± die Spuren aufH 1(Ω±) sind.
Beweisskizze Die Argumentation ist Standard [Ada75, Eva98, EE89, GT77,
Gri85]. Wir fassen uns deshalb kurz.
Weil ∂Ω eine kompakte C2-Mannigfaltigkeit ist, ko¨nnen wir ∂Ω durch eine offene
¨Uberdeckung u¨berdecken, u durch eine untergeordnete Partition der Eins zerlegen
und u auf den einzelnen offenen Teilmengen durch einen C2 Diffeomorphismus
so transformieren, daß wir annehmen ko¨nnen
Ω− =
[
xν < 0
]
, Ω+ =
[
xν > 0
]
,
sowie
τ− (∂ν)
i
u = τ+ (∂ν)
i
u (i = 0,1).
Wir nehmen zuna¨chst u ∈C1∩H 1(Ω−∪Ω+) an. Sei uν die partielle Ableitung
von u in xν -Richtung. Aufgrund des Hauptsatzes der Differential- und Integral-
rechnung gilt dann fu¨r alle ϕ ∈C∞c∫
Ω−
(uν)ϕ dx +
∫
Ω−
u(∂ν ϕ)dx =
=
∫ ∫ 0
−∞
(uν)ϕ dxν +
∫ 0
−∞
u(∂ν ϕ)dxν dx̂ν
=
∫[
xν =0
] τ−(u)τ−(ϕ)dx̂ν .
Entsprechend gilt∫
Ω+
(uν)ϕ dx +
∫
Ω+
u(∂ν ϕ)dx =−
∫
xν =0
τ+(u)τ+(ϕ)dx̂ν .
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Summiert man die beiden Gleichungen, so folgt unter der Voraussetzung τ− u =
τ+ u, daß u in xν -Richtung schwach differenzierbar ist mit uν = ∂ν u.
Die ¨Ubereinstimmung der Ableitungen ∂ ju mit den klassischen Ableitungen u j
kann man einfach testen.
Die Behauptung fu¨r u∈H 1(Ω−∪Ω+) folgt aus der Dichtheit von C1∩H 1(Ω±)
inH 1(Ω±) und der Stetigkeit der Spurbildung.
Aus u ∈H 1 folgt die Behauptung durch die wiederholte Anwendung der vorhe-
rigen Argumentation auf ∂iu, wobei
τ− ∂iu = τ+ ∂iu (i 6= ν)
bereits aus τ− u = τ+ u folgt.
Wir haben H(λ ) als Friedrichsfortsetzung von L(λ ) definiert. Um zu entschei-
den, ob ein u ∈H 1 ∩H 2loc im Definitionsbereich des Operators H(λ ) liegt mit
H(λ )u = h ∈ L2, reicht es wegen des Formdarstellungssatzes [Kat95], L(λ )u = h
im Distributionensinne auf einer hinreichend großen, offenen Menge zu zeigen.
Korollar 5.3 Sei W ∈ L∞,c. Mit den Bezeichnungen und unter den Voraussetzun-
gen von Proposition 5.2 sind fu¨r alle u ∈H 1(Ω−∪Ω+) und alle h ∈ L2 a¨quiva-
lent:
1. Es ist u ∈ D(H(λ )) mit H(λ )u = h;
2. Fu¨r alle η ∈ C∞c gilt ηu ∈H 2(Ω− ∪Ω+), im distributionellen Sinne ist
L(λ )u = h auf Ω−∪Ω+, und es gelten die Anschlußbedingungen
τ−
(
(Ψ ·∇)iu)= τ+ ((Ψ ·∇)iu) (i = 0,1).
5.1.2 Approximation in Normalenrichtung
Nach unseren einleitenden ¨Uberlegungen stellen wir uns den Laplace-Operator in
lokalen Variablen am Rande des Tra¨gers des Sto¨rpotentials in separierter Form
vor, wobei eine Koordinate durch die Normalenrichtung gegeben ist. Entspre-
chend machen wir den Separationsansatz
w(ρ,θ) = f (ρ)g(θ),
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um eine Dirichlet-Eigenfunktion v in das Sto¨rpotential zu extrapolieren.
Wir brauchen also Koordinaten x = Φ(ρ,θ), so daß ∂ρ Φ(r0, ·) ein a¨ußeres
Einheits-Normalenfeld fu¨r die Mannigfaltigkeit Φ(r0, ·) ist. Ist auf Φ(r0, ·) die
Anschlußbedingung
v(r0, ·) f ′(r0)−∂ρ v(r0, ·) f (r0) = 0 (5.2)
erfu¨llt, so sind die Bedingungen aus Korollar 5.3 mit einem geeigneten g erfu¨llbar.
Weil f eine Lo¨sung einer linearen gewo¨hnlichen Differentialgleichung zweiter
Ordnung ist, ist ( f (r0), f ′(r0)) von Null verschieden. Die Wahl der Transformati-
on Φ ist damit durch eine weitere Nebenbedingung eingeschra¨nkt, denn nur wenn
auf dem Nullstellengebilde von v die Ungleichung ∂ρ v 6= 0 gilt, ist die Bedingung
(5.2) erfu¨llbar.
Wir sehen uns mit einer Reihe technischer Probleme konfrontiert. Insbesondere
ist die Abha¨ngigkeit der Koordinaten vom Knotengebilde der Eigenfunktion v un-
erwu¨nscht.
Wir halten am Separationsansatz fest und ersetzen auf Kosten eines Approxima-
tionsfehlers die Funktion v durch eine Na¨herung in Normalenrichtung in einer
Umgebung des Randes von suppW . Dadurch vereinfachen sich die Anschlußbe-
dingungen, und die Konstruktion ha¨ngt nur von der Geometrie von ∂ suppW ab.
Nehmen wir außerdem noch
suppW = B (5.3)
an, so ko¨nnen wir in Polarkoordinaten rechnen
x = |x| x|x| = ρθ = Φ(ρ,θ) (ρ > 0,θ ∈ Sν−1).
Die Vergleichsoperatoren der Beispiele auf Seite 42 mit dem Barrierenanteil fallen
in diese Klasse von Operatoren.
Wir suchen also nach Approximationen von Funktionen in einer Umgebung der
Oberfla¨che r0Sν−1.
Seien zuna¨chst r0 > 0 und ϕ ∈ C∞c . Setzen wir θ = |x|−1x, so sind durch
x0 = r0θ und v0 = θ der Fußpunkt von x auf r0Sν−1 und der a¨ußeren Einheits-
Normalenvektor von r0B in x0 gegeben. Der Punkt x liegt auf der Geraden durch
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x0 in Richtung v. Die eindimensionale Taylor-Entwicklung lautet
ϕ(x) = ϕ
(
x0 +(|x|− r0)v
)
=
n
∑
k=0
1
k!∂
k
v ϕ
(
x0
)
(|x|− r0)k +
1
n!
∫ |x|
r0
(|x|− t)n∂ n+1v ϕ (tv) dt
=
n
∑
k=0
1
k!∂ρ
kϕ
(
r0θ
)
(|x|− r0)k +
1
n!
∫ |x|
r0
(|x|− t)n∂ρ n+1ϕ (tθ) dt.
Die radialen Ableitungen ∂ρ m haben die Darstellung
∂ρ m = ∑
|α|=m
m!
α!
(
x
|x|
)α
∂ α .
Die Operatoren ∂ρ m und das Taylorpolynom in radialer Richtung sind damit fu¨r
alle Testfunktionen aus C∞c (Rν \{0}) definiert.
Fu¨r r0− ε < |x|< r0 + ε hat das Restglied die folgende Abscha¨tzung∣∣∣∣ 1n!
∫ |x|
r0
(|x|n− t)n∂ρ n+1ϕ(tθ)dt
∣∣∣∣2 ≤
≤ 1
(n!)2
∣∣∣∣∫ |x|
r0
(|x|− t)2n dt∣∣∣∣
∣∣∣∣∣
∫ |x|
r0
∣∣∂ρ n+1ϕ(tθ)∣∣2( t|r0− ε|
)ν−1
dt
∣∣∣∣∣
≤ (n + 1)
2
|r0− ε|(ν−1)
ε2n+1
(n + 1)!
∫ r0+ε
r0−ε
|∂ρ n+1ϕ(tθ)|2tν−1 dt.
Die rechte Seite der Ungleichung ist unabha¨ngig von r = |x|. Integrieren wir die
obige Ungleichung u¨ber ||x|− r0|< ε bezu¨glich Polarkoordinaten, so ko¨nnen wir
mit der Setzung
χr,ε(x) = χ[−2,2]
(
(|x|− r)ε−1) (x ∈ Rν),
das Quadrat der L2-Norm des Restgliedes abscha¨tzen durch
(n + 1)2
|r0− ε|(ν−1)
ε2n+1
(n + 1)!
∥∥χr0,ε∥∥2L2(rν−1dr)∥∥χr0,ε ∂ρ n+1ϕ∥∥22.
Lemma 5.4 (Radiale Taylorapproximation) Sei r0 > 0 und n ∈ N.
Dann gilt:
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1. Fu¨r 0≤ m≤ n besitzen die fu¨r ϕ ∈C∞c (Rν \{0}) definierten Abbildungen
τr0 ϕ = ϕ(r0 ·)
∣∣
Sν−1
,
∂ρ mϕ = ∑
|α|=m
m!
α!
(
x
|x|
)α
∂ α ϕ,
Tn(r0)ϕ =
n
∑
k=0
1
k!
(| · |− r0)k τr0 ∂ρ kϕ
stetige Fortsetzungen aufH n+1loc (Rν \{0});
2. Es existiert eine Konstante C = C(n,ν) mit∥∥χr0,ε(I−Tn(r0))u∥∥2 ≤ C εn+1(n + 1)! ∥∥χr0,ε ∂ρ n+1u∥∥2∥∥χr0,ε ∂ρ n+1u∥∥2 ≤ C√ε ∥∥χr0,ε u∥∥2,n+2
fu¨r u ∈H n+1loc (Rν \{0}) bzw.H n+2loc (Rν \{0}).
Beweis Fu¨r m ∈ N liegt C∞c (Rν \{0}) dicht in H mloc(Rν \{0}). Aus Proposition
5.1 und den Voru¨berlegungen folgt die stetige Fortsetzbarkeit der Operatoren.
Mit dem gleichen Dichtheitsargument und Auswertung von ‖χr0,ε‖L2(rν−1dr) folgt
die Abscha¨tzung des Fehlers der Approximation von u durch Tn(r0)u.
Mit T0(r0) = τr0 ist
χr0,ε ∂ρ
n+1
u = χr0,ε τr0 ∂ρ
n+1
u + χr0,ε(I−T0(r0))∂ρ
n+1
u.
Aus u ∈H n+2(Rν \ {0}) folgt ∂ρ n+1u ∈H 1(Rν \ {0}). Nach Proposition 5.1
und der ersten Ungleichung existiert eine Konstante C ≥ 0 mit
‖τr0 ∂ρ
n+1
u‖L2(Sν−1) ≤ C‖∂ρ
n+1
u‖2,1,
‖χr0,ε(I−T0(r0))∂ρ
n+1
u‖2 ≤ ε C‖χr0,ε ∂ρ
n+2
u‖2.
Aus
‖χr0,ε τr0 ∂ρ
n+1
u‖2 = ‖χr0,ε‖L2(rν−1dr) ‖τr0 ∂ρ
n+1
u‖L2(Sν−1)
folgt die behauptete zweite Ungleichung.
5.1 Extrapolationsansatz 67
5.1.3 Modifikation von Eigenfunktionen
Im vorherigen Abschnitt haben wir, um technische Probleme zu vermeiden, den
Tra¨ger der Barriere rotationsinvariant gewa¨hlt.
Fu¨r suppW = B gewinnen wir, passend zur Rotationssymmetrie von B, Appro-
ximationen der Eigenfunktionen von H(λ ) aus Eigenelementen von HrB. Ist
W = W+, so ist, wegen des exponentiellen Lokalisierens von Eigenlo¨sungen in
der Barriere, r < 1 zu wa¨hlen. Im Brunnenfall W = −W− mu¨ssen wir r nahe bei
1 zulassen ko¨nnen.
In jedem Fall haben wir es mit einer Vielzahl von Eigenwertproblemen mit
Dirichlet-Randbedingungen zu tun. Um die Eigenfunktionen in der Na¨he von
Sν−1 durch eine Taylorapproximation in radialer Richtung ersetzen zu ko¨nnen und
trotzdem den Approximationsfehler gleichma¨ßig beschra¨nken zu ko¨nnen, brau-
chen wir gleichma¨ßige Schranken fu¨r die ho¨heren Ableitungen der Eigenfunktio-
nen am Rande der Kugel rB.
Wir leiten aus Lemma 2.3 aus Kapitel 2 die folgende Aussage ab.
Lemma 5.5 Seien 0 ≤ V ∈ L∞ und b > 0. Weiter seien |1− r| < 1 und v eine
Eigenfunktion von HrB zum Eigenwert E mit |E| ≤ b. Es sei k ∈ N und es gelte
zusa¨tzlich V ∈Ck−1,1, falls k > 0.
Mit der Bezeichnung
Ω = {x ∈ Rν ; 1< |x|< 2}
folgt v ∈H k+2(rΩ) und die Existenz eines C = C(ν ,‖V‖Ck−1,1 ,b)≥ 0 mit
‖v‖
H k+2(rΩ) ≤C‖v‖2.
Das entscheidende Detail ist die Unabha¨ngigkeit der Konstante C von v und der
Menge rB, auf der v Dirichlet-Bedingungen erfu¨llt.
Beweis Sei zuna¨chst r = 1. Aus der Eigenwertgleichung HBv = Ev folgt∫
|∇v|2 +(V −E)|v|2 dx = 0.
Lo¨sen wir nach ‖∇v‖22 auf, so erhalten wir
‖v‖22,1 = ‖∇v‖22 +‖v‖22 ≤ (‖V‖∞ + b + 1)‖v‖22.
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Fu¨r 0 ≤ l ≤ k seien ηl ∈ C∞c mit suppηl ⊂ K(0,3 + k− l), 0 ≤ ηl ≤ 1 und
η
∣∣
(2+k−l)B = 1. Es ist ηlηl−1 = ηl .
Ist fu¨r 1≤ l ≤ k die Funktion ηl−1v ausH l , so gilt
(H−E)ηlv =−[∆,ηl ]v =−[∆,ηl ]ηl−1v ∈H l−1.
Offenbar ist in diesem Fall ηlv ∈
◦
H 1(K(0,3 + k− l) \B), und fu¨r l ≤ k folgt
wegen der Regularita¨t von V aus Satz 2.3 die Existenz eines von l unabha¨ngigen
C ≥ 0 mit
‖ηlv‖2,l+2 ≤ C(‖ηlv‖2 +‖[∆,ηl ]ηl−1v‖2,l)
≤ C(‖ηlv‖2 +Cl‖η‖∞,l+2‖ηl−1v‖2,l),
wobei ‖·‖
∞,l die Summe der Supremumsnormen der partiellen Ableitung bis zur
Ordnung l sind und Cl eine geeignete Konstante bezeichnet.
Fu¨r l = 0 gilt mit der vorherigen Beobachtung
‖[∆,ηl ]v‖2 ≤C0‖ηl‖∞,2 ‖v‖2.
Nach ho¨chstens k Iterationsschritten findet man eine Konstante, die wir ohne Ein-
schra¨nkungen ebenfalls C nennen, mit
‖ηkv‖2,k+2 ≤C‖v‖2.
Wegen ηk = 1 auf Ω folgt die Behauptung.
Sei nun |1− r|< 1. Wir fu¨hren den Beweis auf den Fall r = 1 zuru¨ck.
Unter der unita¨ren Fortsetzung von
U(r)ϕ(x) = rν/2ϕ(rx) (r > 0, ϕ ∈C∞c , x ∈ Rν)
ist der Schro¨dinger-Operator HrB mit Dirichlet-Bedingungen auf rB unita¨r a¨qui-
valent zu −r−2∆ + V (r ·) mit Dirichlet-Bedingungen auf B. Die Eigenfunktio-
nen von HrB transformieren sich entsprechend zu Eigenfunktionen von −r−2∆ +
V (r ·).
Mit u = U(r)v gilt dann
−∆u + r−2V (r ·)u = r−2Eu.
Nach dem Vorherigen existiert eine Konstante C, so daß die Sobolevnorm von u
in H k+2(Ω) durch C‖u‖2 abgescha¨tzt wird. Aufgrund der Zusatzbemerkung in
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Satz 2.3 ha¨ngt die Konstante C nur von einer oberen Schranke fu¨r ‖V (r ·)‖
∞,k−1
ab, und wir ko¨nnen C gleichma¨ßig in r wa¨hlen.
Machen wir die Skalierung ru¨ckga¨ngig erhalten wir die behauptete Ungleichung.
Wir stellen ∆ in lokalen Koordinaten dar. Im Vorfeld haben wir uns auf Sto¨rpo-
tentiale mit Tra¨gerbedingung suppW = B eingeschra¨nkt, so daß wir ∆ in Polarko-
ordinaten darstellen. Es gilt
∆ = ∂ρ 2 +
ν−1
r
∂ρ +
1
r2
∆θ ,
mit ∂ρ m wie in Lemma 5.4 und
∆θ =
1
2
ν
∑
i, j=1
(xi∂ j− x j∂i)2.
Wie im Fall der Taylorentwicklung ist diese Gleichung zuna¨chst fu¨r alle Funk-
tionen aus C∞c (Rν \ {0}) gerechtfertigt. Die Gleichheit der Operatoren auf
H k+2loc (R
ν \{0}), folgt aus der Dichtheit von C∞c (Rν \{0}) inH k+2loc (Rν \{0}).
Mit dem gleichen Argument sehen wir, daß der Operator
∆θ : H
k+2
loc (R
ν \{0})−→H kloc(Rν \{0})
stetig ist, und daß mit τr0 aus Lemma 5.4 die folgenden Vertauschungsregeln gel-
ten:
∂ρ k∆θ u = ∆θ ∂ρ
k
u (k ∈ N, u ∈H k+2loc (Rν \{0}),
τr0 ∆θ u = ∆θ τr0 u (u ∈H 3loc(Rν \{0}).
In der letzten Gleichung stellen wir uns die Funktion τr0 u konstant auf vom Ur-
sprung ausgehenden Strahlen vor.
Aufgrund der letzten Vertauschungsregel nimmt die Entwicklung T2(r)v von Ei-
genfunktionen v ∈ D(HrB) eine einfache Form an.
Proposition 5.6 Seien 0≤V ∈C1,1. Weiter sei v eine Eigenfunktion von HrB mit
|1− r| ≤ 1.
Dann gilt
1. τr ∂ρ v 6= 0,
2. T2(r)v =
(
(| · |− r)− ν−1
2r
(| · |− r)2
)
τr ∂ρ v.
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Beweis Das Potential V ist aus C2−1,1. Die Eigenfunktion v ist nach Lemma 5.5
aus H 4(rΩ) mit Ω wie in 5.5. Wir ko¨nnen also auf der linken und der rechten
Seite der Eigenwertgleichung
−∂ρ 2v− ν−1
r
∂ρ v− 1
r2
∆θ v +V v = Ev
den Spuroperator τr anwenden.
Die Funktion v liegt ebenfalls in
◦
H 1(Rν \B)⊂ kerτr und es gilt
∆θ τr v = τr V τr v = E τr v = 0.
Aus der Vertauschungsregel ∆θ τr = τr ∆θ folgt
τr ∂ρ 2v =−ν−1
r
τr ∂ρ v,
und wir erhalten die zweite Aussage.
Wa¨re nun τr ∂ρ v = τr v = 0, so ko¨nnten wir mit Korollar 5.3 die Eigenfunktion v
durch die Nullfunktion auf rB zu einer Eigenfunktion von H fortsetzen, die auf
einer offenen Umgebung des Ursprungs verschwindet. Nach Satz 2.4 mu¨ßte dann
v bereits auf dem ganzen Rν verschwinden.
Wir ersetzen nun Eigenfunktionen in einer Umgebung des Randes durch die ra-
diale Taylorapproximation.
Proposition 5.7 Seien 0 ≤ V ∈ C2,1 und b > 0. Es seien |1− r| < 12 und v eine
Eigenfunktion von HrB zum Eigenwert E mit |E| ≤ b.
Fu¨r r > 2ε > 0 und η ∈C∞c (R) mit
0≤ η ≤ 1, η∣∣[−1,1] = 1, η∣∣R\[−2,2] = 0,
setzen wir
ηr,ε(x) = η
(
(|x|− r)ε−1) (x ∈ Rν).
Dann liegt die modifizierte Eigenfunktion
vr,ε = ηr,ε T2(r)v +(1−ηr,ε)v
im Definitionsbereich des Operators HrB, und es existiert ein C =
C(ν ,‖V‖C2,1 ,b)≥ 0, so daß die folgenden Ungleichungen erfu¨llt sind:
‖vr,ε − v‖2 ≤Cε7/2‖v‖2, ‖(HrB−E)vr,ε‖2 ≤Cε3/2‖vr,ε‖2.
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Fu¨r ε > 1− r stimmt in einer Umgebung von Sν−1 die Funktion vr,ε mit T2(r)v
u¨berein.
Auch hier ist das entscheidende Detail die Unabha¨ngigkeit der Konstanten C von
v und r.
Die modifizierte Eigenfunktion ist wegen der zweiten Ungleichung eine appro-
ximative Eigenfunktion. Der Approximationsfehler wird durch die ε-Umgebung
von Sν−1 kontrolliert, auf der v durch T2(r)v ersetzt wird.
Beweis Es sei
u = v− vr,ε = ηr,ε(v−T2(r)v).
Wir berechnen und scha¨tzen zuna¨chst
(L−E)u =−∆u +(V −E)u
ab. Im Anschluß zeigen wir u ∈ D(HrB).
Mit Ω = [1 < | · |< 2] folgt aus V ∈C3−1,1 und Lemma 5.5 v ∈H 5(rΩ). Weiter
gilt fu¨r ein geeignetes C1 ≥ 0 die Ungleichung ‖v‖H 5(rΩ) ≤C1‖v‖2.
Es sei χr,ε wie in Lemma 5.4. Es gilt ηr,ε ≤ χr,ε und aus Lemma 5.4 folgt
‖u‖2 = ‖v− vr,ε‖2 ≤ ‖χr,ε(I−T2(r))v‖2 ≤C1ε7/2‖v‖2.
Wir haben damit die erste Ungleichung bewiesen und indirekt eine Abscha¨tzung
fu¨r (V −E)u gewonnen.
Bevor wir den Differentialausdruck ∆u auswerten, diskutieren wir die Regularita¨t
von u.
Der Tra¨ger von ηr,ε liegt in rΩ, so daß ηr,ε v ∈H 5 gilt. Aus v ∈H 5(rΩ) folgt
weiter τr ∂ρ v ∈H 3(Sν−1). Nach der vorherigen Proposition ist T2(r)v ein durch
τr ∂ρ v moduliertes Polynom in | · |, und wir ko¨nnen T2(r)v ∈H 3loc(Rν \ {0}) an-
nehmen.
Die Funktion u ist also hinreichend regula¨r. Mit
∇ηr,ε(x) ·∇ = η ′((|x|− r)ε−1)ε−1 x|x| ·∇ = ε
−1η ′((|x|− r)ε−1)∂ρ
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berechnet sich ∆u zu
∆u = ∆(ηr,ε v−T2(r)v)
= (v−T2(r)v)∆ηr,ε + 2∇ηr,ε ·∇(v−T2(r)v)+ ηr,ε ∆(v−T2(r)v)
= (v−T2(r)v)∆ηr,ε
+ 2ε−1η ′((| · |− r)ε−1)∂ρ (v−T2(r)v)
+ ηr,ε(∂ρ 2 +
ν−1
r
∂ρ +
1
r2
∆θ )(v−T2(r)v).
Die Darstellung des Laplace-Operators in Polarkoordinaten hat den Vorteil, daß
wir die Vertauschungsregeln
∆θ (v−T2(r)v) = ∆θ v−T2(r)∆θ v,
∂ρ i(v−T2(r)v) = ∂ρ iv−T2(r)∂ρ i (i = 0,1),
anwenden ko¨nnen, wobei die Erste aus der Vertauschbarkeit von ∆θ und τr folgt.
Fu¨hren wir unsere obige Rechnung mit diesen Regeln fort, so gilt
∆u = (v−T2(r)v)∆ηr,ε
+ 2ε−1η ′((| · |− r)ε−1)(∂ρ v−T1(r)∂ρ v)
+ ηr,ε
(
(I−T0(r))∂ρ 2v +
ν−1
r
(I−T1(r))∂ρ v)+
1
r2
(I−T2(r))∆θ v)
)
.
Wir scha¨tzen die L2-Normen der einzelnen Summanden mit Hilfe von Lemma
5.4 ab. Wir machen uns dabei die Regularita¨t und die obige Abscha¨tzung der
Sobolevnorm von v durch die L2-Norm der Funktion zunutze.
Doch zuerst verschaffen wir uns eine Abscha¨tzung der L∞-Norm von ∆ηr,ε . Mit
r > 2ε gilt
‖∆ηr,ε‖∞ = ‖(∂ρ 2 + ν−1
r
∂ρ)ηr,ε‖∞ ≤ ε−2(‖η ′′‖∞ + ν−12 ‖η
′‖∞).
Aus der obigen Ungleichung und r > 12 folgen dann fu¨r eine geeignete Konstante
C2 ≥ 0 die Ungleichungen
‖(v−T2(r)v)∆ηr,ε‖2 ≤ C2 (‖η ′′‖∞ +
ν−1
2
‖η ′‖∞)ε3/2‖v‖2,
‖∇ηr,ε ·∇(v−T2(r)v)‖2 ≤ C2 ‖η ′‖∞ ε3/2‖v‖2,
‖ηr,ε ∆(v−T2(r)v)‖2 ≤ C2 ‖η‖∞ (ε3/2 + 2(ν−1)ε2 + 4ε3)‖v‖2.
5.1 Extrapolationsansatz 73
Wegen diesen Ungleichungen und der bereits gezeigten ersten Ungleichung der
Proposition, ko¨nnen wir die Existenz eines von v, r und ε unabha¨ngigen C3 ≥ 0
folgern mit
‖(L−E)u‖2 ≤ ‖∆u‖2 +‖V −E‖∞‖u‖2 ≤C3ε3/2‖v‖.
Wir haben u ∈H 1(Rν \ rB), (L−E)u ∈ L2 und fu¨r ‖(L−E)u‖2 die zweite Un-
gleichung bewiesen. Damit
vr,ε = v−u ∈ D(HrB), (HrB−E)vr,ε = (L−E)u
gilt, mu¨ssen wir nach [Gri85, Cor. 1.5.1.6] nur noch τr u = 0 zeigen. Dies folgt
aber sofort aus v ∈ ◦H 1(Rν \ rB) und der speziellen Gestalt von T2(r)v.
5.1.4 Extrapolation
Wir fassen den jetzigen Stand der Diskussion zusammen. Wie extrapoliert werden
soll lassen wir offen und kla¨ren dies im folgenden Abschnitt fu¨r Barriere und
Brunnen getrennt.
Satz 5.8 Seien 0 ≤ V ∈C2,1, b > 0 und W ∈ L∞(B) mit W = W (| · |). Dann exi-
stiert fu¨r alle M ≥ 0 ein C = C(M,ν ,‖V‖C2,1 ,b)≥ 0, so daß fu¨r alle
1. 5|κ| ≤ 1,
2. Eigenfunktionen v von H(1−κ)B zum Eigenwert E mit |E| ≤ b und
3. X ∈H 2(0,1) mit X(1)X ′(1) = κ 2−(ν+1)κ2−2νκ und
‖(−∆ +W )X(| · |)‖L2(B) ≤M‖X(| · |)‖L2(B),
ein w ∈ D(H) existiert mit
w(x) = v(x) (|x|> 1 + |κ|),
w(x) =
1−νκ
1−κ
X(|x|)
X ′(1)
τr ∂ρ v
(
x
|x|
)
(|x|< 1),
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das die folgenden Ungleichungen erfu¨llt:
‖w− v‖2 ≤ C max
(
|κ|7/2, |X ′(1)|−1‖X(| · |)‖L2(B)
)
‖v‖2.
‖(H +W −E)w‖2 ≤ C max
(
|κ|3/2, |X ′(1)|−1‖X(| · |)‖L2(B)
)
‖v‖2.
Die Konstante C kann monoton wachsend in M gewa¨hlt werden.
In den Anwendungsfa¨llen des folgenden Abschnitts ko¨nnen wir wegen der Mo-
notonie der Konstante C in M den Approximationsfehler unabha¨ngig von v, r und
X wa¨hlen.
Im Beweis wird die Eigenfunktion v in B und in einer Umgebung außerhalb von
B modifiziert. Die Terme in der Fehlerabscha¨tzung lassen sich diesen Orten direkt
zuordnen.
Beweis Wir konstruieren jeweils w− = w∣∣B und w+ = w∣∣Rν\B getrennt. Die Vor-
aussetzungen sind so gewa¨hlt, daß einH 2-Anschluß u¨ber den Rand mo¨glich ist.
Betrachten wir zuerst w+. Seien ε ∈ (|κ|,2|κ|) und r = 1−κ. Aus 5|κ| < 1
folgt r > 2ε und wir ko¨nnen vr,ε wie in der Proposition 5.7 definieren. Es ist
ε > |κ|= |1− r|, so daß vr,ε in einer Umgebung der Spha¨re Sν−1 mit T2(r)v u¨ber-
einstimmt.
Setzen wir w+ = vr,ε auf Rν \B, so folgen dann aus Proposition 5.6 die Gleichun-
gen
τ1 w
+ = τ1 vr,ε = κ
2− (ν + 1)κ
2(1−κ) τr ∂ρ v,
τ1 ∂ρ w
+ = τ1 ∂ρ vr,ε =
1−νκ
1−κ τr ∂ρ v.
Es gilt weiter
‖(L +W −E)w+‖L2(Rν\B) ≤ ‖(HrB−E)vr,ε‖L2(Rν\rB) ≤C1|κ|
3/2‖v‖2.
Auf der Einheitskugel B definieren wir w− in Polarkoordinaten durch
w−(ρ,θ) =
1−νκ
1−κ
X(ρ)
X ′(1)
τr ∂ρ v(θ) (ρ > 0,θ ∈ Sν−1).
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Aus Lemma 5.5 und der Regularita¨t von V folgt w− ∈H 2( ◦B). Auf der Spha¨re
gilt
τ1 ∂ρ w
− =
1−νκ
1−κ τr ∂ρ v = τ1 ∂ρ w
+,
τ1 w
− =
1−νκ
1−κ
X(1)
X ′(1)
τr ∂ρ v =
1−νκ
1−κ κ
2− (ν + 1)κ
2(1−νκ) τr ∂ρ v = τ1 w
+.
Im Innern von B gilt mit (X⊗ τr ∂ρ v)(ρ,θ) = X(ρ)(τr ∂ρ v)(θ) die Gleichung
(L +W −E)X⊗ τr ∂ρ v = (−∂ρ 2− ν−1
r
∂ρ +W )X⊗ τr ∂ρ v
+(V −E)X⊗ τr ∂ρ v
+ X⊗ τr ∆θ ∂ρ v,
wobei wir wieder die Vertauschbarkeit von ∆θ und Spur ausgenutzt haben. Auf-
grund Lemma 5.5, V ∈ C3−1,1 und der Stetigkeit der Spurbildung existiert ein
C2 ≥ 0, so daß wir wegen der obigen Gleichheit die L2-Norm von (L+W −E)w−
auf B abscha¨tzen ko¨nnen
‖(L +W −E)w−‖L2(B) ≤
≤C2‖v‖2 (M +‖V‖∞ + b + 1) |X ′(1)|−1‖X( ·)‖L2(B).
Die Funktion w ist wegen der Anschlußbedingungen aus H 1 ∩H 2loc. Auf Rν \
Sν−1 ist h = (L +W −E)w ∈ L2, und wir ko¨nnen w ∈ D(H) folgern mit (H +
W −E)w = h. Aus den vorherigen Abscha¨tzungen folgt die behauptete zweite
Ungleichung.
Fu¨r die L2-Norm der Differenz gilt
‖w− v‖2 = ‖w−‖L2(B) +‖vr,ε − v‖2.
Nach Konstruktion von w− und Proposition 5.7 folgt dann die erste behauptete
Ungleichung.
Ebenfalls nach Konstruktion von w bzw. der Definition von ηr,ε gelten die zusa¨tz-
lichen Identita¨ten.
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Die Konstruktion von Extrapolationslo¨sungen hat mit Satz 5.8 den Charakter ei-
nes Kalku¨ls. Insbesondere ist die rechte Seite der Anschlußbedingung lokal inver-
tierbar in κ = 0 mit Ableitung 1. Skaliert der Operator
−∂ρ 2− ν−1
r
∂ρ + λW,
so ist die Anschlußbedingung fu¨r eine geeignet skalierte Lo¨sung fu¨r große λ
erfu¨llbar.
5.2 Sto¨rpotentiale mit definitem Vorzeichen
Um durch eine Extrapolationslo¨sung eine approximative Eigenfunktion von H(λ )
zu finden, reicht es wegen des vorherigen Abschnitts eine passende Dirichlet-
Eigenfunktion und eine Fortsetzung in das Sto¨rpotential zu finden. Obwohl die
Fehlerschranken aus Satz 5.8 nicht vom exponentiellen Typ sind, sind sie fu¨r un-
sere Zwecke ausreichend.
Wir hatten einleitend festgestellt, daß die Konstruktionen von approximativen
Eigenfunktionen zu Abscha¨tzungen der Absta¨nde der Spektren von H(λ ) und
H(1−κ)B fu¨hren. Den Zusammenhang zu den Eigenwerten von HS = HB hatten
wir bisher offen gelassen.
Die entscheidende Vorarbeit haben wir bereits in Kapitel 2 geleistet. Setzen wir
S = B, so stimmt S(κ) aus Lemma 2.13 mit (1−κ)B u¨berein. Der Rand von B ist
analytisch und nach 2.13 konvergieren fu¨r κ gegen Null die Operatoren H(1−κ)B
im Normresolventensinn gegen HB. Das Spektrum von H(1−κ)B ist also stetig in
κ = 0.
Mit einem Dreiecksargument ko¨nnen wir wechselseitig die Absta¨nde von
σd(H(1−κ)B) und σd(H(λ )) zu σd(HB) ∩ (a,b) fu¨r kleine κ resp. große λ
abscha¨tzen.
5.2.1 Extrapolation in der Barriere
Neben der Rotationsinvarianz der Potentialbarriere W setzen wir in diesem Un-
terabschnitt die Existenz eines p≥ 0 voraus mit
W (x) = χB(x)(1−|x|)p+ (x ∈ Rν). (5.4)
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Wegen der einfu¨hrenden Bemerkungen am Anfang dieses Kapitels konvergiert
H(λ ) im Normresolventensinne gegen HB. Die Eigenwertzweige von H(λ ) ver-
laufen monoton steigend in der Lu¨cke (a,b) des wesentlichen Spektrums. Nach-
dem ho¨chstens endlich Viele das Intervall durchquert haben, werden fu¨r große λ
entsprechend der spektralen Vielfachheit der Eigenwerte von HB Eigenwertzwei-
ge von H(λ ) in der Lu¨cke (a,b) gefangen und konvergieren monoton wachsend
gegen sie. Wie wir sehen werden, ha¨ngt die Konvergenzgeschwindigkeit bzw. der
Verlauf entscheidend vom Randverhalten der Barriere ab.
Wir sind im Besonderen an der asymptotischen Gestalt der Eigenwertzweige in-
teressiert. Wegen der Vielfachheiten der Eigenwerte von HB bzw. H(1−κ)B erha¨lt
man im allgemeinen nur Schranken fu¨r den Verlauf fu¨r große Kopplungsparame-
ter.
Ist hingegen EB ein einfacher Eigenwert von HB, so haben H(1−κ)B und H(λ ) fu¨r
hinreichend kleine κ und große λ in einer Umgebung von EB nur einfache Eigen-
werte. In diesem Fall gewinnen wir aus den Abscha¨tzungen eine Asymptotik.
Im Folgenden sei EB ein einfacher Eigenwert von HB in der Spektrallu¨cke (a,b)
von H. Nach Theorem 4.1 und Bemerkung 4.3 ist dies keine wirkliche Ein-
schra¨nkung. Mit vB bezeichnen wir einen zugeho¨rigen normierten Eigenvektor.
Aufgrund des Korollars 2.16 bzw. der Normresolventenkonvergenz von H(λ ) ge-
gen HB gilt die folgende sta¨rkere Aussage.
Proposition 5.9 Der Schro¨dinger-Operator H erfu¨lle die Voraussetzung 2.5. Es
seien a, b ∈ R wie in 2.5 und EB ∈ (a,b) ein einfacher Eigenwert von HB. Weiter
sei p≥ 0 und W = χB(1−|· |)p.
Dann gilt
1. Es gibt ein ε0 > 0 und eine stetige Familie(
E(1−κ)B,v(1−κ)B
)
|κ|≤ε0
⊂ (a,b)×L2
von Eigenwerten und zugeho¨rigen normierten Eigenvektoren, so daß un-
ter Beru¨cksichtigung der Vielfachheit, E(1−κ)B der einzige Eigenwert von
H(1−κ)B in der Na¨he von EB ist.
2. Es gibt ein λ0 > 0 und eine reell-analytische Familie(
E(λ ),uλ
)
λ≥λ0
⊂ (a,b)×L2
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von Eigenwerten und zugeho¨rigen normierten Eigenvektoren mit
limλ→∞ uλ = vB, so daß unter Beru¨cksichtigung der Vielfachheit,
E(λ ) der einzige Eigenwert von H(λ ) in der Na¨he von EB ist.
Der Beweis des folgenden Lemmas benutzt die Methoden des Beweises von Lem-
ma 5.5. Aus der Stetigkeit der Trajektorie (v(1−κ)B)|κ|≤ε und diesem Lemma folgt
dann die Stetigkeit der radialen Approximationen Tn(1−κ)v(1−κ)B in κ.
Lemma 5.10 Es seien k ∈ N und 0≤V ∈Ck−1,1.
Weiter sei EB ein einfacher Eigenwert von HB mit Eigenfunktion vB. Fu¨r
(v(1−κ)B)|κ|≤ε0 aus Proposition 5.9 und m = 0, . . . ,k + 1 ist dann die folgende
Familie in L2(Sν−1) stetig(
τ(1−κ) ∂ρ
mv(1−κ)B
)
|κ|≤ε0
.
Beweis Unter der unita¨ren Fortsetzung von
U(r)ϕ(x) = rν/2ϕ(rx) (r > 0, ϕ ∈C∞c , x ∈ Rν)
ist der Schro¨dinger-Operator HrB mit Dirichlet-Bedingungen auf rB unita¨r a¨qui-
valent zu −r−2∆ + V (r ·) mit Dirichlet-Bedingungen auf B. Die Eigenfunktio-
nen von HrB transformieren sich entsprechend zu Eigenfunktionen von −r−2∆ +
V (r ·).
Mit uκ = U(1− κ)v(1−κ)B, Eκ = E(1−κ)B und Vκ = V ((1− κ) ·) gilt dann
uκ ∈ ◦H 1(Rν \B) und(−∆ +(1−κ)−2(Vκ−Eκ))uκ = 0.
Nach Lemma 5.5 ist uκ ∈ H k+2([1 < | · | < 2]). Wir zeigen, daß (uκ)|κ|≤ε0
eine stetige Familie in H k+2([1 < | · | < 3/2]) ist, denn aus ∂ρ muκ = (1−
κ)ν/2+m(∂ρ v)((1− κ) ·) und der Stetigkeit der Spurbildung (Proposition 5.1)
folgt dann die Behauptung.
Um die Notation zu vereinfachen zeigen wir nur die Stetigkeit in κ = 0. Seien
also zusa¨tzlich u = u0 und E = E0.
Es gilt
(−∆ +(1−κ)−2(Vκ−Eκ))(u−uκ) =
= (−∆ +(1−κ)−2(Vκ−Eκ))u
= ((1−κ)−2(Vκ−Eκ)− (V −E))u = hκ.
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Sei η ∈C∞c mit K = suppη ⊂ K(0,2) und
0≤ η ≤ 1, η∣∣3/2B = 1.
Es gilt dann
(−∆ +(1−κ)−2(Vκ−Eκ))η(u−uκ) = ηlhκ− [∆,η ](u−uκ).
Identifiziert man nach Evans ([Eva98, 5.8.b, Thm. 4]) Ck−1,1 mit W k,∞loc , so folgt
aus ηu ∈H k+2, daß ηhκ inH k liegt und ein Ck ≥ 0 existiert mit
‖ηhκ‖k,2 ≤Ck‖(1−κ)−2(Vκ−Eκ)− (V −E)‖Ck−1,1(K)‖ηu‖2,k.
Wir sehen, daß ‖ηhκ‖k,2 gegen Null konvergiert fu¨r κ gegen Null.
Es ist η(u−uκ) ∈ ◦H 1(K(0,2)\B) und nach Satz 2.3 existiert eine weitere Kon-
stante C mit
‖η(u−uκ)‖2,k+2 ≤C (‖η(u−uκ)‖2 +‖ηhκ+ η(u−uκ)‖2,k
≤C (2‖η(u−uκ)‖2,k +‖ηhκ‖k,2).
Mit der obigen Beobachtung konvergiert offenbar η(u−uκ) in H k+2 gegen die
Nullfunktion, wenn die Funktionenfolge es inH k tut.
Die unita¨ren Transformationen U(1−κ) sind stark stetig in κ = 1, und fu¨r k = 0
folgt die Behauptung aus
‖η(u−uκ)‖2,0 = ‖η(u−uκ)‖2 = ‖η(vB−U(1−κ)v(1−κ)B)‖2.
Aus η = 1 auf [1< | · |< 3/2] folgt dann die Behauptung.
Aus der Familie von Funktionen
(
v(1−κ)B
)
konstruieren wir approximative Ei-
genfunktionen von H(λ ). Um Satz 5.8 anwenden zu ko¨nnen, beno¨tigen wir eine
Na¨herungslo¨sung von
(− d
2
dr2 −
ν−1
r
d
dr + λW )X = 0.
Vernachla¨ssigt man die erste Ableitung nach r und beru¨cksichtigt das Verschwin-
den von W fu¨r s = 1− r gegen Null, so sucht man eine Lo¨sung von
y′′(s) = spy(s)
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fu¨r s nahe bei Null.
Mit q = 1p+2 ist nach [AS84, 9.1.51, 9.6.2, 9.6.3] durch
K(s) =
√
sKq(2qs(p+2)/2)) (5.5)
eine exponentiell fallende Lo¨sung gegeben, wobei Kq die modifizierte Bessel-
funktion zweiter Gattung q-ter Ordnung ist. Schra¨nken wir durch eine Abschnei-
defunktion die Funktion
F(r) = K
(
λ 1/(p+2)(1− r)
)
(r > 0)
auf einen Randbereich von B ein, erhalten wir eine Extrapolationslo¨sung fu¨r H +
λW auf B. Die so konstruierte Na¨herungslo¨sung X erfu¨llt die Randbedingung
X(1)/(X ′(1)) = λ−1/(p+2)K(0)/K′(0).
Hier und im Folgenden seien zwei Funktionen f (λ ), g(λ ) genau dann asympto-
tisch gleich im Unendlichen f (λ ) ∼ g(λ ), wenn der Quotient der beiden Funk-
tionen fu¨r λ gegen Unendlich gegen 1 konvergiert.
Es gilt das folgende Theorem.
Theorem 5.11 Sei 0≤V ∈C2,1.
Der Schro¨dinger-Operator H erfu¨lle die Voraussetzung 2.5. Es seien a, b wie in
2.5 und EB ∈ (a,b) ein einfacher Eigenwert von HB mit Eigenelement vB. Weiter
sei p≥ 0 und W = χB(1−|· |)p.
Dann existieren
1. ein C = C(ν ,‖V‖C2,1 ,b)≥ 0,
2. ein Λ≥ λ0,
3. eine Funktion ε : [Λ,∞)−→ (0,∞) mit ε(λ )∼ λ−1/(p+2) K(0)K′(0) und
4. eine stetige Familie
(
wλ
)
λ≥Λ ⊂ L2 von schwach differenzierbaren Funktio-
nen aus D(H(λ )) mit limλ→∞‖wλ − vB‖= 0,
so daß die folgende Ungleichung erfu¨llt ist:
‖(H(λ )−E(1−ε(λ ))B)wλ‖2 ≤Cε(λ )3/2‖wλ‖2.
5.2 Sto¨rpotentiale mit definitem Vorzeichen 81
Beweis Ausgehend von der Familie
(
v(1−κ)B
)
extrapolieren wir fu¨r positive κ
vom Barrierenrand Sν−1 in die Barriere. Die eigentliche Konstruktion der Extra-
polationslo¨sungen haben wir im Beweis von Satz 5.8 ausgefu¨hrt.
Sei η ∈C∞c (R) mit
0≤ η ≤ 1, η∣∣[−1/4,1/4] = 1, suppη ⊂ [−1/2,1/2]. (5.6)
Mit K wie in Gleichung (5.5) setzen wir
X(r) = η(1− r)Kλ ,p(1− r) = η(1− r)K
(
λ 1/(p+2)(1− r)
)
. (5.7)
Die Anschlußbedingung aus Satz 5.8 lautet dann
X(1)
X ′(1)
= λ−1/(p+2)
K(0)
K′(0) = κ
2− (ν + 1)κ
2−2νκ .
Fu¨r κ = 0 ist die rechte Seite dieser Gleichung Null. Sie hat in κ = 0 die Ab-
leitung 1. Sie ist damit lokal invertierbar. Die Gleichung besitzt fu¨r große λ eine
Auflo¨sung ε = ε(λ ) nach κ. Aus der Positivita¨t der linken Seite und Ableitung 1
der rechten Seite folgt die Positivita¨t von ε(λ ) und die Asymptotik fu¨r λ gegen
Unendlich. Insbesondere ist ein Teil der Fehlerabscha¨tzung durch ε3/2 gegeben.
Nach [AS84, 9.7.2] existiert ein C1 ≥ 0, so daß fu¨r 1/2 ≤ (1− r) ≤ 3/4 und λ
hinreichend groß gilt
0≤ X(r)≤ Kλ ,p(1− r)≤C1 exp
(
−λ
1/(p+2)
2
)
.
Mit Gleichung (5.6) folgt aus der obigen Abscha¨tzung∫ 1
0
|X(r)|2 dr,
∫ 1
1/2
∣∣∣Kλ ,p(1− r)∣∣∣2 dr =
=
∫ 1/4
0
∣∣∣Kλ ,p(s)∣∣∣2 ds + O(exp(−λ 1/(p+2))) . (5.8)
Aus der Asymptotik∫ 1/4
0
|Kλ ,p(s)|2 ds = λ−1/(p+2)
∫ λ 1/(p+2)/4
0
|K(s)|2 ds
∼ λ−1/(p+2)
∫
∞
0
|K(s)|2 ds, (5.9)
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folgt, daß die beiden obigen Integrale asymptotisch gleich sind. Weiter gilt, daß
die Integrale wie ε(λ ) im Unendlichen verschwinden.
Mit s = 1− r ist
(− d
2
dr2 −
ν−1
r
d
dr + λW )X(r) = η(s)(Kλ ,p
′′(s)−λ spKλ ,p(s))
+(
ν−1
1− s η
′(s)−η ′′(s))Kλ ,p(s)
+(
ν−1
1− s η(s)−η
′(s))Kλ ,p
′(s).
Durch ϕ(s) = ν−11−s η(s)−η ′(s) wird eine C∞c -Funktion definiert, und mit
2|Kλ ,p′|
2 = |Kλ ,p2|
′′−2Kλ ,pKλ ,p′′ = |Kλ ,p2|
′′−2λ spKλ ,p2,
ko¨nnen wir abscha¨tzen:∫
|ϕKλ ,p′|
2 ds ≤ 1
2
∫
|ϕ|2(|Kλ ,p2|
′′−2λ spKλ ,p2)ds
≤ 1
2
∫
(|ϕ|2)′′Kλ ,p2 ds
≤ 1
2
‖(|ϕ|2)′′‖∞
∫ 3/4
1/2
Kλ ,p
2 ds.
Beru¨cksichtigen wir, daß∫ 1
0
|X(r)|2 dr,
∫ 1
1/2
∣∣∣Kλ ,p(1− r)∣∣∣2 dr
die gleiche Asymptotik haben, so folgt die Existenz einer Konstanten C2 ≥ 0, so
daß gilt:
‖(− d
2
dr2 −
ν−1
r
d
dr + λW )X‖L2(dr) ≤C2‖X‖L2(dr).
Wegen suppη ⊂ [− 12 , 12] ko¨nnen wir auf Kosten einer gro¨ßeren Konstanten
C3 ≥ C2 die L2(dr)-Norm durch die L2(rν−1dr) ersetzen. Damit ist ein Teil der
Voraussetzungen von Satz 5.8 erfu¨llt.
Aus X ′(1) = λ 1/(p+2)K′(0) folgt aus den Gleichungen (5.8) und (5.9) die
Abscha¨tzung
‖X/X ′(1)‖L2(B) = O
(
ε3/2
)
,
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weshalb wir den Approximationsfehler durch O(ε3/2)‖v(1−ε)B‖2 abscha¨tzen
ko¨nnen.
Verfolgen wir die Konstruktion von wλ zuru¨ck (Proposition 5.7, Satz 5.8, Glei-
chung (5.7)), so erkennen wir mit Hilfe des vorherigen Lemmas, daß wλ durch
stetige Operationen aus der Familie von Eigenfunktionen (v(1−κ)B) hervorgeht.
Nach Satz 5.8 und unseren Abscha¨tzungen gilt
‖wλ − vB‖2 ≤ ‖wλ − v(1−ε)B‖2 +‖v(1−ε)B− vB‖2 −→ 0 (λ → ∞).
Die Asymptotik der Familie (wλ ) ist damit bewiesen. Insbesondere ist‖v(1−ε)B‖2 = O(‖wλ‖2), so daß wir den Approximationsfehler durch
O
(
ε3/2‖wλ‖2)
)
abscha¨tzen ko¨nnen.
Die oben konstruierte Familie von Extrapolationslo¨sungen hat zusa¨tzliche Eigen-
schaften, von denen wir auf eine asymptotische Entwicklung des Eigenwertzwei-
ges von H(λ ) nahe bei EB schließen ko¨nnen.
Lemma 5.12 Die Voraussetzungen von Theorem 5.11 seien erfu¨llt. Dann erfu¨llt
die in Theorem 5.11 konstruierte Familie (wλ )λ≥Λ ⊂ L2 von Funktionen fu¨r λ
gegen ∞ die folgenden Asymptotiken:
‖χBwλ‖2L2 ∼ ‖τ1 ∂ρ vB‖
2
L2(Sν−1)
∫
∞
0
∣∣∣∣K(s)K(0)
∣∣∣∣2 dsλ−3/(p+2),〈
Wwλ , wλ
〉∼ ‖τ1 ∂ρ vB‖2L2(Sν−1) ∫ ∞0 sp
∣∣∣∣K(s)K(0)
∣∣∣∣2 dsλ−1λ−1/(p+2).
Beweis Wir greifen auf einige Details und Bezeichnungen aus dem Beweis des
Theorems 5.11 zuru¨ck.
Sei X wie in Gleichung (5.7):
X(r) = η(1− r)Kλ ,p(1− r) = η(1− r)K
(
λ 1/(p+2)(1− r)
)
.
Sei weiter δ = δ (λ )> 0 mit
δ (λ )−→ 0, δ (λ )λ 1/(p+2) −→ ∞ (λ −→ ∞).
Nach [AS84, 9.7.2] existiert ein C1 ≥ 0, so daß fu¨r δ ≤ (1− r) gilt
0≤ X(r)≤ Kλ ,p(1− r)≤C1 exp
(
−δλ 1/(p+2)
)
.
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Wir erhalten mit dieser Abscha¨tzung∫ 1
0
(1− r)p|X(r)|2rν−1 dr
=
∫ 1
1−δ
(1− r)p|Kλ ,p(1− r)|2rν−1 dr + O
(
exp
(
−δλ 1/(p+2)
))
=
∫ δ
0
sp|Kλ ,p(s)|2(1− s)ν−1 ds + o(1)
Das letzte Integral ko¨nnen wir abscha¨tzen durch
λ (p+1)/(p+2)
∫ δλ 1/(p+2)
0
t p|K(t)|2 dt ≥
≥
∫ δ
0
sp
∣∣∣K(λ 1/(p+2)s)∣∣∣2 (1− s)ν−1 ds
≥ (1−δ )ν−1λ (p+1)/(p+2)
∫ δλ 1/(p+2)
0
t p|K(t)|2 dt,
und erhalten fu¨r λ gegen ∞ die asymptotische Aussage∫ 1
0
(1− r)p|X(r)|2rν−1 dr ∼ λ (p+1)/(p+2)
∫
∞
0
t p|K(t)|2 dt.
Aus der Unabha¨ngigkeit der Argumentation von der Wahl von p ≥ 0 und der
speziellen Gestalt der Funktion wλ im Innern von B,
wλ (x) =
1−νε
1− ε
X(|x|)
X ′(1)
τ(1−ε) ∂ρ v
(
x
|x|
)
,
folgen die Behauptungen.
Der wesentliche Gedanke bei der Entwicklung des Extrapolationsansatzes war
die Nachahmung der Liouville-Green-Approximation. An dieser Stelle offenbart
sich der Unterschied zwischen Ansatz und Analyse, denn wir wissen nicht, ob
fu¨r große λ die extrapolierten Funktionen wλ die Eigenfunktionen uλ punktweise
approximieren.
Der Glaube, daß dies im L2-Sinne wahr ist, ist die Motivation fu¨r das folgende
Lemma.
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Lemma 5.13 Die Voraussetzungen von Theorem 5.11 seien erfu¨llt. Dann gilt fu¨r
(wλ )λ≥Λ aus Satz 5.11 und (uλ )λ≥λ0 wie in Voraussetzung 5.9 die folgende asym-
ptotische Abscha¨tzung:∣∣〈Wwλ , wλ 〉−〈Wuλ , uλ 〉∣∣= o(〈Wwλ , wλ 〉) (λ → ∞).
Beweis Die Bezeichnungen beziehen sich auf die vorherigen Sa¨tze und Beweise.
Um die Lesbarkeit zu erho¨hen, lassen wir zum Teil die Indizes weg. Wir werden
zeigen ∣∣‖W 1/2w‖2−‖W 1/2u‖2∣∣= o(‖W 1/2w‖2) .
Insbesondere gilt dann ‖W 1/2u‖2 = O
(‖W 1/2w‖2) . Nach Quadrieren erhalten
wir die Behauptung.
Wegen Satz 5.11 und Lemma 5.12 reicht es zu zeigen
‖W 1/2(w−u)‖2 = o
((
λ−1λ−1/(p+2)
)1/2)
= o
(
ε(p+3)/2
)
.
Wir schreiben
W 1/2(w−u) = 1〈
w , u
〉W 1/2 (w−〈w , u〉u)+(1− 1〈
w , u
〉)W 1/2w.
Nach Proposition 5.9 und Satz 5.11 gilt limλ→∞
〈
w , u
〉
=
〈
vB , vB
〉
= 1. Wir
mu¨ssen uns also nur noch den Summanden W 1/2
(
w−〈w , u〉u) genauer unter-
suchen.
Wir werden die Funktionen w und u in geeigneter Weise auf den Randbereich von
B einschra¨nken, um das Verschwinden der Potentialbarriere ausnutzen zu ko¨nnen.
Das exponentielle Lokalisieren der Eigenfunktionen wird uns dabei hilfreich sein.
Zuna¨chst erinnern wir an einige bereits bekannte Ungleichungen.
Wir setzen Q = I−P{E(λ )}(H(λ )), dann gilt
Qw = w−〈w , u〉u.
Wegen Theorem 5.11, Lemma 2.1 und Proposition 3.7 existiert ein C1 ≥ 0 mit
‖(H(λ )−E(1−ε(λ ))B)w‖2 ≤ C1ε3/2‖w‖2,
|E(λ )−E(1−ε(λ ))B| ≤ C1ε3/2,
‖Qw‖2 ≤ C1ε3/2‖w‖2.
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Bei den obigen Ungleichungen haben wir ausgenutzt, daß E(λ ) und EB einfache
Eigenwerte sind.
Mit M =Rν \B ist W = dist( · ,M)p. Die Voraussetzung 3.2 ist also erfu¨llt. Setzen
wir fu¨r α ∈ (p/(p + 1),1)
Ω(λ ) =
[ | · |< 1− εα ] ,
so gilt fu¨r ein geeignetes δ > 0 und β = 1−α
‖w‖
H 1(Ω), ‖u‖H 1(Ω) = O
(
exp
(
−δλ β/2
))
.
Letzteres erhalten wir durch Anwendung des Korollars 3.4 auf die Familien von
Eigenlo¨sungen (uλ ) bzw. (Kλ ,p) aus Gleichung (5.7).
Sei weiter ηλ ∈C∞c mit suppηλ ⊂Ω eine Abschneidefunktion mit
0≤ ηλ ≤ 1, ηλ
∣∣[
| · |<1−2εα
] = 1.
Setzen wir ψλ = 1−ηλ , so sind die Ableitungen von ψλ polynomiell in λ be-
schra¨nkt. Aus den obigen Ungleichungen folgt dann
‖[∆,ψ]u‖2, ‖[∆,ψ]w‖2, ‖[∆,ψ]Qw‖2 = O
(
exp
(
−δλ β/2
))
,
wobei wir ohne Einschra¨nkungen das gleiche δ wie vorher gewa¨hlt haben.
Aus der Dreiecksungleichung folgt
‖W 1/2Qw‖2 = ‖W 1/2ψQw‖2 + O
(
exp
(
−δλ β/2
))
.
Fu¨r ψQw ist nach Definition T0(1−2εα)ψQw = 0 und wir ko¨nnen mit Hilfe des
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Lemmas 5.4 fortfahren
‖W 1/2ψQw‖22
≤ ε pα‖(I−T0(1−2εα))ψQw‖22
≤ ε pα C2 ε2α‖∇ψQw‖22
≤ C2 ε(p+2)α
(〈
(H(λ )−E(λ ))ψQw , ψQw〉+(‖V‖∞ + b)‖ψQw‖22)
≤ C2 ε(p+2)α
(〈
ψ(H(λ )−E(1−εB))w , ψQw
〉
+
+ |E(1−εB)−E(λ )|‖ψQw‖22 +
+
〈
[−∆,ψ]Qw , ψQw〉+
+(‖V‖∞ + b)‖ψQw‖22
)
≤ C3 ε(p+2)α
(
ε3/2
)2
= o
(
ε p+3
)
.
Das Hauptresultat dieses Unterabschnitts ist eine einfache Folgerung aus dem vor-
herigen Lemma und Satz 5.8.
Theorem 5.14 Sei 0≤V ∈C2,1. Der Schro¨dinger-Operator H erfu¨lle die Voraus-
setzung 2.5. Es seien a, b ∈ R wie in 2.5 und EB ∈ (a,b) ein einfacher Eigenwert
von HB.
Dann existiert fu¨r p ≥ 0 und W = χB(1−|· |)p ein Eigenwertzweig (E(λ ))λ≥λ0
von H(λ ) mit
E(λ ) =
= EB−‖τ1 ∂ρ vB‖2L2(Sν−1)
∫
∞
0
sp
∣∣∣∣K(s)K(0)
∣∣∣∣2 dsλ−1/(p+2) + o(λ−1/(p+2)) .
Beweis Wegen Proposition 5.9 existiert eine Familie(
E(λ ),uλ
)
λ≥λ0
von Eigenwerten und zugeho¨rigen normierten Eigenfunktionen mit
limλ→∞ E(λ ) = EB. Aufgrund des Feynman-Hellmann-Theorems gilt fu¨r
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große λ
EB−E(λ ) =
∫
∞
λ
E ′(µ)dµ =
∫
∞
λ
〈
Wuµ , uµ
〉
dµ.
Sei (wλ ) wie in Theorem 5.11. Die Familie (
〈
Wwλ , wλ
〉
) ist nach 5.11 stetig und
ist wegen Lemma 5.12 asymptotisch gleich
‖τ1 ∂ρ vB‖2L2(Sν−1)
∫
∞
0
sp
∣∣∣∣K(s)K(0)
∣∣∣∣2 dsλ−1λ−1/(p+2).
Aus Lemma 5.13 und der Regel von De L’Hospital folgt dann im Grenzwert λ
gegen Unendlich∫
∞
λ
〈
Wuµ , uµ
〉
dµ ∼
∫
∞
λ
〈
Wwµ , wµ
〉
dµ
∼ ‖τ1 ∂ρ vB‖2L2(Sν−1)
∫
∞
0
sp
∣∣∣∣K(s)K(0)
∣∣∣∣2 dsλ−1/(p+2).
Wegen der obigen Asymptotik muß der Approximationsfehler der Ordnung
o
(
λ−1/(p+2)
)
sein, womit die Behauptung bewiesen ist.
5.2.2 Extrapolation im Brunnen
Im Fall von Potentialbrunnen W = −W− werden im allgemeinen die Eigen-
wertzweige von H(λ ) das Intervall (a,b) kreuzen. Eine Entwicklung der Zweige
in der Na¨he von diskreten Eigenwerten von HB in (a,b) ist damit nicht mo¨glich.
Hingegen ko¨nnen wir mit Hilfe der entwickelten Extrapolationsmethode die At-
traktivita¨t dieser Außenraumniveaus beweisen.
Das Verschwinden des Potentials am Rande seines Tra¨gers beeinflußt zwar die
Wahl der Extrapolationslo¨sung in der Barriere, eine detailliertere Information u¨ber
die Eigenwerte von H(λ ) ko¨nnen wir aber nicht aus der Gestalt dieser Ansatz-
funktionen ziehen. Wir nehmen deshalb vereinfachend an
W =−χB.
Der Beweis des folgenden Theorems ist im wesentlichen eine Anwendung des
Satzes 5.8. Wie im vorherigen Abschnitt mu¨ssen wir uns eine Extrapolati-
onslo¨sung verschaffen. Aufgrund der einfachen Form des Sto¨rpotentials W ex-
trapolieren wir mit einer rotationsinvarianten Lo¨sung von
(−∆−λ )J = 0.
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Nach [AS84, 9.1.10, 9.1.53] erhalten wir mit
J(x) = J(|x|) = |x|−(ν−2)/2J(ν−2)/2(
√
λ |x|) (5.10)
eine in |x|2 holomorphe Lo¨sung, wobei Jq die Besselfunktion erster Gattung q-ter
Ordnung ist.
Theorem 5.15 Seien ν ≥ 2 und 0 ≤ V ∈ C2,1. Der Schro¨dinger-Operator H
erfu¨lle die Voraussetzung 2.5. Es seien a, b ∈ R wie in 2.5 und EB ∈ (a,b) ein
Eigenwert von HB.
Dann existieren offene Intervalle Tn ⊂ (0,∞) mit
|Tn|= O((npi)−1/2), dist(Tn,Tn+1)∼ npi, npi +
ν−1
4
∈ Tn,
fu¨r n ∈ N, so daß gilt
dist(σ(H(λ )),EB)−→ 0 (λ → ∞,
√
λ 6∈
⋃
n∈N
Tn).
Beweis Ausgehend von Eigenfunktionen von H(1−κ)B zu Eigenwerten in der
Na¨he von EB extrapolieren wir in den Potentialbrunnen.
Wegen der Stetigkeit des Spektrums der Dirichlet-Schro¨dinger-Operatoren unter
Gebietssto¨rungen gilt
dist(σ(H(1−κ)B),EB)−→ 0 (κ→ 0).
Fu¨r hinreichend kleines κ gibt es dann genu¨gend viele Eigenfunktionen von
H(1−κ)B, zu denen man Extrapolationslo¨sungen konstruieren kann. Durch Kon-
trolle des Approximationsfehlers wird schließlich dist(σ(H(λ )),EB) kontrolliert,
denn es gilt
dist(σ(H(λ )),EB)≤ dist(σ(H(λ )),σ(H(1−κ)B))+ dist(σ(H(1−κ)B),EB).
Die Konstruktion der Extrapolationslo¨sungen erfolgte im Beweis von Satz 5.8.
Wir mu¨ssen also nur die Gu¨ltigkeit der Anschlußbedingung zeigen und hinrei-
chende Fehlerschranken finden.
Mit q = ν−22 gilt fu¨r J aus Gleichung (5.10):
J(ρ) = ρ−qJq(
√
λρ), J′(ρ) =−qρ−q−1Jq(
√
λρ)+ ρ−q
√
λJ′q(
√
λρ).
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Die Anschlußbedingung aus Satz 5.8 lautet dann
J(1)
J′(1)
=
Jq(
√
λ )
J′q(
√
λ )
(
−qJq(
√
λ )
J′q(
√
λ )
+
√
λ
)−1
= κ
2− (ν + 1)κ
2−2νκ .
Wenn diese Gleichung fu¨r große λ und kleine κ erfu¨llt wird, dann wird wegen
der Invertierbarkeit der rechten Seite der Anschlußbedingung in κ = 0 mit κ ∼
J(1)/J′(1) der Approximationsfehler kontrolliert durch |J(1)/J′(1)|3/2 und
(∫ 1
0
∣∣∣∣ J(ρ)J′(1)
∣∣∣∣2 ρν−1dρ
)1/2
=
∣∣∣∣ J(1)J′(1)
∣∣∣∣
∫ 1
0
∣∣∣∣∣Jq(
√
λρ)
Jq(
√
λ )
∣∣∣∣∣
2
ρ−2q+ν−1dρ
1/2
=
∣∣∣∣ J(1)J′(1)
∣∣∣∣
(∫ 1
0
|Jq(
√
λρ)|2
|Jq(
√
λ )|2
ρdρ
)1/2
Das letzte Integral ist ein Lommel-Integral. Unter Ausnutzung der Besselschen
Differentialgleichung la¨ßt sich das Integral berechnen (siehe [Bow58, §94]), und
wir ko¨nnen fortfahren mit(∫ 1
0
∣∣∣∣ J(ρ)J′(1)
∣∣∣∣2 ρν−1dρ
)1/2
=
∣∣∣∣ J(1)J′(1)
∣∣∣∣
(
J′q
2(
√
λ )
J2q (
√
λ )
+
(
1− q
2
λ
))1/2
=
(−qJq(√λ )
J′q(
√
λ )
+
√
λ
)−2
+
(
1− q
2
λ
)( J(1)
J′(1)
)21/2 .
Um das Theorem zu beweisen, reicht es, eine Folge von Ausnahmemengen Tn
anzugeben, so daß gilt∣∣Jq(t)/tJ′q(t)∣∣−→ 0 (t→ ∞, t /∈ ⋃
n∈N
Tn).
In diesem Fall gilt
−qJq(
√
λ )
J′q(
√
λ )
+
√
λ ∼
√
λ ,
J(1)
J′(1)
→ 0 (λ → ∞,
√
λ /∈
⋃
Tn).
Fu¨r große λ mit
√
λ /∈⋃Tn ist dann die Anschlußbedingung aus Satz 5.8 erfu¨llbar
und die Fehler werden außerhalb der Ausnahmemengen hinreichend klein.
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Es ist nach [AS84, 9.1.27, 9.2.1]
Jq(t) =
(
2
pit
)1/2 [
cos
(
t− piq
2
− pi
4
)
+ O
(
1
t
)]
(t→ ∞)
J′q(t) = Jq+1(t)+
q
t
Jq(t)
=
(
2
pit
)1/2 [
sin
(
t− piq
2
− pi
4
)
+ O
(
1
t
)]
(t→ ∞).
Setzen wir
Tn = npi +
pi(ν + 1)
4
+
(
−(npi)−1/2,(npi)−1/2
)
,
so folgt aus dem linearen Verschwinden des Sinus in seinen Nullstellen, daß auf
R\⋃Tn fu¨r große t die folgende Ungleichung erfu¨llt ist
|sin(t− (pi(ν + 1))/4)| ≥ t−1/2.
Auf dem Komplement von
⋃
Tn gilt dann fu¨r t gegen ∞
Jq(t)
J′q(t)
= O(1)O(t1/2) = o(|t|).
Die Betonung der Aussage des vorherigen Theorems liegt auf der Angabe
der Folge (Tn), also jener Parameterintervalle auf denen die Abscha¨tzung von
dist(σ(H(λ )),EB) zusammenbricht. Positiv besagt Theorem 5.15, daß H(λ ) auf
immer ausgedehnteren Parameterintervallen Spektrum in der Na¨he von EB haben
muß.
Anders als im Barrierenfall kann man das Einfangen von Eigenwerten nicht als
Resultat des unterdru¨ckten Tunneleffekts deuten.
Die Eigenfunktionen zu dem Potentialbrunnen bilden u¨ber dem Brunnen komple-
xe Knotengebilde aus. Offenbar richten sich diese Knotengebilde nach der Geo-
metrie des Tra¨gers des Potentialbrunnen aus, so daß ein Anschluß zu den modifi-
zierten Eigenlo¨sungen der Außenraumprobleme gefunden werden kann.
Das Knotengebilde der modifizierten Eigenfunktionen kann noch verha¨ltnisma¨ßig
kompliziert sein. Weil sie in der Na¨he des Randes des Potentialbrunnen in sepa-
rierter Form vorliegen, wissen wir aber, daß das Knotengebilde dieser Funktionen
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dort zum Einen aus dem Rand der Menge, auf dem die Eigenfunktion die Dirich-
letbedingung erfu¨llt, und zum Anderen aus Hyperfla¨chen besteht, die senkrecht
auf diesen Rand treffen.
Die zuerst beschriebene Hyperfla¨che geht nach Konstruktion aus dem Rand des
Tra¨gers des Potentialbrunnens durch eine Transformation nahe der Identita¨t her-
vor. Ihre Geometrie findet sich damit im Wesentlichen in der Geometrie des Po-
tentials wieder.
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6 Zwei Modellprobleme
Das Leitmotiv dieser Arbeit ist das in [GGH+88] beschriebene
”
Trapping and
Cascading“-Muster der Eigenwertzweige in einer Spektrallu¨cke von H.
Ist ν = 1, so kann man nach [GGH+88] eine Folge von disjunkten Parameter-
intervallen auszeichnen, so daß, außerhalb dieser Intervalle, die Eigenwertzwei-
ge in der Na¨he der Eigenwerte eines Schro¨dinger-Operators HS mit Dirichlet-
Randdaten auf dem Tra¨ger der Barriere verweilen. Die Anzahl der Eigenwerte,
die auf diesem Niveau verweilen, entspricht der Vielfachheit des entsprechen-
den Außenraumeigenwerts. Auf den ausgezeichneten Parameterintervallen sind
die Eigenwertzweige im Wesentlichen in einer Abwa¨rtsbewegung begriffen. Nach
Picard-Lindelo¨f sind die Eigenwerte einfach, und die Eigenwertzweige ko¨nnen
sich nicht u¨berschneiden. Fu¨r Parameter aus diesen Intervallen muß in der Na¨he
von Eigenwerten zum Außenraumproblem ein Austausch stattfinden. Ein Zweig,
der zuvor in der Na¨he dieses Eigenwerts verweilte, steigt ab, und sein Platz wird
durch einen von dem na¨chstho¨heren Niveau absteigenden Eigenwertzweig einge-
nommen.
Betrachtet man das Gesamtgeschehen, so ergibt sich das Bild von Plateaus ge-
folgt von Kaskaden. Durch die Folge der Parameterintervalle werden Bereiche
des ¨Ubergangs von Eigenwertzweigen von einem Außenraumeigenwert zu dem
na¨chsten tieferliegenden markiert.
Diese Beschreibung ist in [GGH+88, Def. 5.1] mathematisch pra¨zisiert. Insbe-
sondere muß fu¨r diese ausgezeichnete Folge von Intervallen (Tn) ein δ ∈ [0,1/2)
existieren mit
#{n ∈ N; Tn ⊂ [0,λ )}= O(λ 1/2), |Tn|= O(λ δ ) (Tn ⊂ [0,λ )), (6.1)
so daß in einem asymptotischen Sinne fu¨r einen typischen Parameter λ sich die
Eigenwertzweige in der Na¨he der Außenraumeigenwerte befinden.
In Raumdimension ν ≥ 2 lassen sich Austausch der Eigenwertzweige und ausge-
dehnte Plateaus der Eigenwertzweige nur schwer mit der Anzahl der auftretenden
Eigenwertzweige vereinbaren.
Ist zum Beispiel der Potentialbrunnen −W− auf einer kleinen Kugel kleiner als
eine negative Konstante, so kann man die Anzahl der ein Kontrollniveau kreuzen-
den Eigenwertzweige mit Hilfe einer Konstanten C > 0 abscha¨tzen durch
∑
0<µ<λ
dimker(H(µ)−E))≥Cλ ν/2
(siehe [Hem87, ADH89, Hem92a, Hem92b]). Wie im Beweis von 3.10 auf Seite
36 ko¨nnen wir von dieser Ungleichung auf die Mindestanzahl von Eigenwertzwei-
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gen in der Spektrallu¨cke schließen.
Angesichts dieser Abscha¨tzung und der Monotonie der Eigenwertzweige im Fall
eines Potentialbrunnens als Sto¨rpotential verwundert es nicht, daß wir in der Si-
tuation von Theorem 5.15 auf Seite 89 nur die Attraktivita¨t der Außenraumeigen-
werte zeigen konnten.
Eine entsprechende Konfiguration fu¨r ν = 1 fu¨hrt hingegen zum
”
Trapping and
Cascading“-Muster (siehe [GGH+88, Thm. 5.2]).
Dieses Beispiel deutet die Problematik, aber auch eine Lo¨sung an. Zerlegt man
das komplexe – also zusammengesetzte – Bild in einzelne Bestandteile, so kann
man erwarten, Modellsituationen zu finden, die diese Einzel-Aspekte aufweisen.
Zwei Aspekte des entworfenen Bildes fallen ins Auge. Zum Einen die Abfolge
von Plateaus im Wechsel mit Bereichen des ¨Ubergangs von Eigenwertzweigen
von ho¨heren zu tieferliegenden Plateaus und zum Anderen der in [GGH+88, Def.
5.1] detailliert beschriebene Verlauf einzelner Eigenwertzweige.
Findet man Parameterintervalle wie in (6.1), auf denen der ¨Ubergang der Eigen-
wertzweige stattfindet, erha¨lt man als Teilaspekt des ersten Bildes fu¨r einen ty-
pischen Parameter λ das
”
Pinning“ von Eigenwerten an den Außenraumeigen-
werten. In der Einleitung von [GGH+88] wird dieser Aspekt als eine mo¨gliche
Erkla¨rung fu¨r einen experimentell beobachtbaren Effekt in der Halbleiterphysik
angedeutet.
Am Beispiel des Potentialbrunnen (Theorem 5.15) konnten wir einen schwachen
”
Pinning“-Effekt beobachten. Das Auftreten des Einfangens und ¨Ubergangs ist
hingegen unklar.
Wird der Potentialbrunnen wie in den Beispielen 3.13 und 3.14 auf Seite 42 durch
eine Potentialbarriere umschlossen, so gewinnt das Muster der Eigenwertzwei-
ge an Konturen, denn die Eigenwertzweige in der Spektrallu¨cke (a,b) mu¨ssen in
einer exponentiell kleinen Umgebung der Zweige der Vergleichsoperatoren ver-
laufen. Durch den Vergleichsoperator mit der Potentialbarriere werden Eigenwer-
te in der Na¨he von Außenraumeigenwerten gefangen, wa¨hrend ein ¨Ubergang der
Zweige von einem Plateau zu einem Anderen nur in einer Umgebung der Eigen-
wertzweige des Vergleichsoperators mit dem Potentialbrunnen geschehen kann.
Wir beweisen, daß dieser ¨Ubergang im Wesentlichen monoton fallend geschieht.
6.1 Ein Monotonie-Lemma
Lemma 6.1 Sei 0≤V ∈ L∞. Die Menge S⊂Rν sei abgeschlossen und Ω =Rν \S
sei offen und beschra¨nkt.
Weiter sei W ∈ L∞, so daß [W = 0]∩Ω eine Nullmenge ist.
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Dann existiert fu¨r alle a, b ∈ R mit a < b und alle c > 0 ein λ0 > 0, so daß fu¨r
alle offene Intervalle I ⊂ (λ0,∞) und Eigenwertzweige E : I −→ [a,b] von HS(λ )
gilt
E ′(λ )≤− c
λ
.
Das Lemma ist eine Adaption von [Hem97, Thm. 3.1]. Unter der Voraussetzung,
daß [W = 0]∩Ω eine Nullmenge ist, ko¨nnen wir nach dem obigen Lemma schlie-
ßen, daß ein vorgegebenes Intervall fu¨r große Kopplungen entweder frei von Ei-
genwerten des Operators HS(λ ), oder daß es von absteigenden Eigenwertzweigen
u¨berquert wird.
Beweis Wir fu¨hren einen Widerspruchsbeweis und nehmen an, daß es ein c > 0,
eine Folge von Eigenwertzweigen En : In −→ [a,b] und Parameter λn ∈ In gibt mit
limn→∞ λn = ∞ und
E ′n(λn)≥−
c
λn
.
Seien un ∈ D(HS(λn)) = D(HS) die zugeho¨rigen normierten Eigenfunktionen.
Nach Annahme und Proposition 2.12 gilt fu¨r ein geeignetes C ≥ 0
c
λn
≥ −E ′(λn) =
∫
W |un|2 dx =
=
1
λn
〈
(HS(λn)−En(λn))un , un
〉≥ 1
λn
(‖∇un‖2−C).
Es folgt ‖∇un‖22 ≤ C + c. Wegen des Satzes von Rellich-Kondrachov ([Ada75])
ko¨nnen wir ohne Einschra¨nkungen annehmen, daß die Folge (un) gegen ein u0 ∈
L2(Ω) in der starken Topologie von L2 konvergiert.
Aus der gleichma¨ßigen Beschra¨nktheit von
〈
(HS−En(λn))ϕ , un
〉
in n fu¨r ϕ ∈
C∞c (Ω) folgt〈
Wu0 , ϕ
〉
= lim
n→∞
〈
Wϕ , un
〉
= lim
n→∞
−1
λn
〈
(HS−En(λn))ϕ , un
〉
= 0.
Demnach ist Wu0 = 0 in L2. Nach Voraussetzung gilt dann bereits fast u¨berall
u0 = 0. Dies steht im Widerspruch zu ‖u0‖2 = limn→∞‖un‖2 = 1.
Aufgrund der oben bewiesenen Monotonie der Eigenwertzweige des Vergleichs-
problem mit dem eingeschlossenen Potentialtopf, ko¨nnen die Eigenwertzweigen
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nicht oszillieren. Scheinbar ist dieser Operator eine gute Referenz, um die Berei-
che, in denen sich das Spektrum des Ausgangsoperators von Außenraumeigen-
werten zu tiefergelegenen Außenraumeigenwerten bewegt, zu markieren.
Lemma 6.1 gibt nur eine schlechte obere Schranke fu¨r die Steigung. Dies liegt
anscheinend daran, daß es ein abstrakter Satz ist, denn wie in [GGH+88] beob-
achtet, ha¨ngt die Breite des ¨Ubergangsbereichs von der Art der Sto¨rpotentiale ab.
Insbesondere kann die La¨nge fu¨r λ gegen ∞ gegen ∞ divergieren. Umgekehrt ist
zu vermuten, daß sich in diesen Beispielen fu¨r große Kopplungen die Steigung
tatsa¨chlich an 0 anna¨hert.
In konkreten Situationen kann man genauere Informationen erwarten. Nehmen
wir W− = χM an, so gilt fu¨r einen Teil eines Eigenwertzweiges E : I −→ [a,b]
und entsprechend parametrisierte normierte Eigenfunktionen u(λ ) fu¨r λ ∈ I nach
Proposition 2.12
E ′(λ ) =−
∫
χM|u|2 dx +
∫
W+|u|2 dx =−1 +
∫
suppW+
(1 +W+)|u|2 dx.
Man ist an dieser Stelle versucht das Korollar 3.4 zu zitieren, um die Na¨herung
des positiven Summanden gegen 0 fu¨r große Kopplungen zu behaupten. In die-
sem Fall sind dann die La¨ngen der Parameterintervalle, auf denen ein ¨Ubergang
geschehen kann, durch eine Konstante beschra¨nkt. Wir finden aber, daß wir nach
3.4 auch unter gu¨nstigen Umsta¨nden einen Sicherheitsabstand zu M einhalten
mu¨ssen. Auf diesem Bereich ko¨nnen die Eigenfunktionen eine L2-Norm besitzen,
von der wir ohne weitere Argumente nicht annehmen ko¨nnen, daß der Limes-
Superior dieser Normen Null ist.
In Raumdimension ν = 1 und einfachen Situationen kann man ausnutzen, daß die
Lo¨sungen in Potentialtopf und –barriere geeignet skalieren (vergleiche [AH82]).
Wir nutzen dies bei der folgenden Diskussion der Beispiele 3.13 und 3.14 aus.
6.2 Beispiel 3.13
In Beispiel 3.13 hatten wir einen rotationssymmetrischen Potentialbrunnen
gewa¨hlt. Wir diskutieren den Verlauf der Eigenwertzweige des Operators
H(λ ) =−∆ + λ χRν\B−λ χB
im Intervall (a,b).
Mit Hilfe der Symmetrie-Gruppe der Sν−1 ko¨nnen wir den Hilbertraum in eine di-
rekte Summe von H(λ ) reduzierenden Teilra¨umen zerlegen (siehe [RS75, Ex. 4],
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[Dav96, Ex. 6.2.4] resp. [Hem92b]).
Wir schra¨nken uns auf den Fall ν = 2 ein. Analog wie in [Dav96, Ex. 6.2.4] haben
Eigenfunktionen die Form
um(r,θ) = gm(r)exp(imθ) (m ∈ Z),
wobei mit der Setzung
hmg =−1
r
(rg′)′+
m2
r2
g (m ∈ Z)
die Funktion gm ∈ L2(rdr) fu¨r geeignetes λ > 0 und E ∈ (a,b) die Gleichungen
hmg− (λ + E)g = 0 auf [0,1],
hmg− (λ −E)g = 0 auf [1,∞)
erfu¨llen.
Aufgrund der Integrabilita¨tsbedingung hat mit den Abku¨rzungen α =
√
λ + E
und β =
√
λ −E die Funktion gm die Gestalt
gm(r) =
{ Jm(αr)
J′m(α)
;0< r ≤ 1
α
β
Km(β r)
K′m(β )
;1≤ 1< ∞ .
Die Funktionen Jm sind Besselfunktionen erster Gattung m-ter Ordnung und Km
modifizierte Besselfunktionen zweiter Gattung m-ter Ordnung (siehe [AS84, 9.1,
9.6]). Weil gm zweimal schwach differenzierbar ist, muß fu¨r λ und E bzw. fu¨r α
und β die Anschlußbedingung
Jm(α)
J′m(α)
=
α
β
Km(β )
K′m(β )
(6.2)
erfu¨llt sein.
Nach [AS84, 9.1.5, 9.6.6] gilt
J−m = (−1)mJm, K−m = Km (m ∈ Z).
Die Eigenwertzweige von H(λ ) im Intervall (a,b) sind damit durch einen
”
Dre-
himpuls“ m ∈ N0 und einer Lo¨sung der Anschlußbedingung (6.2) gegeben. Fu¨r
m ∈ N hat der Eigenwertzweig die Vielfachheit 2.
Wir zeigen, daß die Steigung der Eigenwertzweige fu¨r große Kopplungen −1 +
o(1) ist. Diese Schreibweise ist nicht ganz korrekt, denn wir betrachten viele Ei-
genwertzweige und deren Steigungen. Wir benutzen aber im Weiteren trotzdem
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diese Notation mit der Bedeutung, daß wir diese Gro¨ssen punktweise durch eine
Funktion abscha¨tzen ko¨nnen, die die entsprechenden Eigenschaften erfu¨llt.
Nach unserer Vorbemerkung gilt fu¨r einen Eigenwertzweig E(λ ) und gm wie oben
E ′(λ ) =−1 + 2
∫
∞
1 |gm|2 rdr∫
∞
0 |gm|2 rdr
.
Unter Ausnutzung der speziellen Gestalt von gm und der Anschlußbedingung (6.2)
gilt ∫ 1
0
|gm(r)|2 rdr =
∫ 1
0
∣∣∣∣Jm(αr)J′m(α)
∣∣∣∣2 rdr
=
1
2
[
1 +
(
1− m
2
α2
)(
Jm(α)
J′m(α)
)2]
=
1
2
[
1 +
(
1− m
2
α2
)(
αKm(β )
βK′m(β )
)2]
.
Wir haben dabei unsere Kenntnis der Lommelschen Integrale ausgenutzt (siehe
[Bow58, §94]). Ganz analog erhalten wir∫
∞
1
|gm(r)|2 rdr =
∫
∞
1
∣∣∣∣αKm(β r)βK′m(β )
∣∣∣∣2 rdr
=
(
α
β
)2 1
2
[
1−
(
1 +
m2
β 2
)(
Km(β )
K′m(β )
)2]
.
Weil wir E(λ ) ∈ (a,b) voraussetzen ist α , β ∼
√
λ und α/β ∼ 1 fu¨r λ gegen ∞.
Die Behauptung ist bewiesen, wenn wir
Km(β )
K′m(β )
= 1 + o(1),
m
β
Km(β )
K′m(β )
= o(1) (β −→ ∞)
gleichma¨ßig in m zeigen ko¨nnen.
Nach [AS84, 9.7.2, 9.7.4] gilt fu¨r festes m ∈ N0 und große z
Km(z) =
√
pi
2z
e−z
(
1 + O(z−1)
)
(|arg(z)|< 3pi/2),
K′m(z) =
√
pi
2z
e−z
(
1 + O(z−1)
)
(|arg(z)|< 3pi/2).
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Wir sehen, daß fu¨r endlich viele Parameter m ∈ N die Behauptung leicht zu zei-
gen ist, und wir brauchen nur ein weiteres Argument um die Parameter ab einem
geeigneten m0 zu behandeln.
Wir ko¨nnen nach [AS84, 9.7.8, 9.7.10] die Funktionen Km und K′m gleichma¨ßig in
Funktionsparametern |arg(z)| ≤ pi/2−δ und fu¨r große Parameter m asymptotisch
entwickeln
Km(mz) =
√
pi
2m
1
(1 + z2)1/4
e−mη
(
1 + O(m−1)
)
,
K′m(mz) =
√
pi
2m
(1 + z2)1/4
z
e−mη
(
1 + O(m−1)
)
,
mit η =
√
1 + z2 + ln(z/(1 +
√
1 + z2).
Es ist damit (
Km(β )
K′m(β )
)2
=
(
1−
[
1 +
(
β
m
)2]−1)(
1 + O(m−1)
)2
,
(
m
β
Km(β )
K′m(β )
)2
=
[
1 +
(
β
m
)2]−1 (
1 + O(m−1)
)2
.
Fu¨r alle β ≥ m2 folgt wegen der Monotonie von [1 + x2]−1[
1 +
(
β
m
)2]−1 ≤ [1 + m2]−1 .
Fu¨gt man nun die Einzelschritte zusammen erkennen wir, daß die La¨ngen der ma-
ximalen Definitionsbereiche der einzelnen im Intervall (a,b) absteigenden Eigen-
wertzweige im Grenzwert λ gegen ∞ durch eine Konstante beschra¨nkt werden.
Von der Verteilung der Zweige, bzw. von einem Mindestabstand zwischen den
Zweigen von H(λ ) ha¨ngt nun ab, ob sich im Beispiel 3.13 Plateaus ausbilden
ko¨nnen.
Betrachten wir nochmals die Anschlußbedingung (6.2), so sind die Eigen-
wertzweige nach unserer vorherigen Argumentation asymptotisch gegeben durch
Jm(
√
λ + E)
J′m(
√
λ + E)
= 1 + o(1) (λ −→ ∞). (6.3)
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Fu¨r festes m ∈ N0 gilt nach [AS84, 9.1.27, 9.2.1]
Jm(t) =
(
2
pit
)1/2 [
cos
(
t− pim
2
− pi
4
)
+ O
(
t−1
)]
(t→ ∞),
J′m(t) = Jm+1(t)+
m
t
Jm(t)
=
(
2
pit
)1/2 [
sin
(
t− pim
2
− pi
4
)
+ O
(
t−1
)]
(t→ ∞).
Nehmen wir diese Asymptotik als einen Anhaltspunkt, so ist es plausibel anzu-
nehmen, daß die Lo¨sungen der asymptotischen transzendenten Gleichung (6.3)
wie im Fall des tan die Nullstellen der Funktion Jm plus einem festen Offset sind.
Die Quadrate der Nullstellen jm,s von Jm geben eine Idee davon, wie dicht die
Eigenwertzweige von H(λ ) in (a,b) aufeinander folgen.
Eine Berechnung der Quadrate dieser Nullstellen zu verschiedenen Dreh-
impulsra¨umen ergibt das Bild sich verdichtender Werte im Kontrast zu Bereichen
in denen ein weiterer Abstand zwischen den Werten liegt. Die ¨Uberga¨nge bzw.
Ausdehnung dieser Bereiche ist nicht stark akzentuiert, so daß man nicht auf eine
Bildung von Clustern schließen kann.
Mit Hilfe asymptotischen Entwicklungen der Nullstellen der Besselfunktionen Jm
aus dem bisher so hilfreichen Buch [AS84] ist die obige Beobachtung nur schwer
analytisch zu besta¨tigen.
Das vorherige Beispiel ist sehr ernu¨chternd, denn gerade in einem so einfach ge-
haltenen Fall war zu vermuten, Aspekte des
”
Trapping and Cascading“ wiederzu-
finden.
Wir sehen, daß die Unabha¨ngigkeit der Eigenwertzweige zu den verschiedenen
Drehimpulsra¨umen die Analyse erschwert und scheinbar fu¨r ein verwaschenes
Bild verantwortlich ist.
Andererseits ist zu vermuten, daß man, wegen der Vielfachheit der Eigen-
wertzweige und der Steigung −1 + o(1), in Bereichen in denen die Eigen-
wertzweige nicht so dicht aufeinanderfolgen, das Ausweichen von aufsteigenden
und absteigenden Zweigen aus Beispiel 3.13 gut beobachten kann.
6.3 Beispiel 3.14
Wir diskutieren den Verlauf der Eigenwertzweige des zweiten Vergleichsopera-
tors aus Beispiel 3.14
H(λ ) =−∆ + λ | · |2−λ
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im Intervall (a,b).
Die Diskussion vereinfacht sich, denn unter Skalieren ist der Operator
H(λ )+ λ =−∆ + λ | · |2
unita¨r a¨quivalent zu
√
λ (−∆ + | · |2)
(siehe [HS96, 11.2]).
Der harmonische Oszillator −∆ + | · |2 separiert. Er besitzt ein vollsta¨ndiges Sy-
stem von Eigenfunktionen aus Tensorprodukten von ν Eigenfunktionen des Os-
zillators auf der reellen Achse ([RS80]). Sein Spektrum ist gegeben durch
σ(−∆ + | · |2) =
{
ν
∑
i=1
(2αi + 1); α ∈ Nν0
}
= 2N0 + ν .
Die Vielfachheit eines Eigenwertes 2m + ν ist #
{
α ∈ Nν0 ; m = ∑νi=1 αi
}
.
Wir haben also eine explizite Darstellung der Eigenwertzweige von H(λ ) im In-
tervall (a,b). Indizieren wir sie mit 2N+ ν , so gilt fu¨r geeignete λk, µk ∈ (0,∞)
Ek : (λk,µk)−→ (a,b); λ 7−→
√
λk−λ .
Die Vielfachheit eines Eigenwertzweiges Ek ist
#
{
α ∈ Nν0 ; k =
ν
∑
i=1
(2αi + 1)
}
,
und der Ausgangsoperator in Beispiel 3.14 wird um die obigen Zweige Cluster
bilden mit der entsprechenden Vielfachheit.
Wir greifen einen Eigenwertzweig Ek heraus und berechnen die Ableitung. Es ist
E ′k(λ ) =
k
2
√
λ
−1 =
√
λk−λ
2λ
− 1
2
=
Ek(λ )
2λ
− 1
2
(λ ∈ (λk,µk)).
Aus Ek(λ ) ∈ (a,b) folgt E ′k(λ ) =−1/2 + O(λ−1). Wie im vorherigen Abschnitt
ist die O-Notation nicht ganz korrekt, denn wir scha¨tzen hier nicht eine Funktion
sondern Viele ab. Die vorherige Rechnung macht aber hoffentlich klar in welchem
Sinne diese Notation trotzdem gerechtfertigt ist.
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Mit der vorherigen Rechnung folgt weiter
µk−λk = O(1).
Die Eigenwertzweige des Ausgangsproblems von Beispiel 3.14 ko¨nnen damit nur
in einer exponentiell kleinen Umgebung der Intervalle (λk,µk) absteigen. Die
La¨nge der Parameterintervalle auf denen ein ¨Ubergang von einem Außenraumei-
genwert zu einem Anderen stattfinden kann, ist also beschra¨nkt.
Im Gegensatz zu Beispiel 3.13 bilden sich im Fall von Beispiel 3.14 ausgedehnte
Plateaus aus.
Betrachten wir die Definitionsbereiche zweier in der Aufza¨hlung aufeinander fol-
gender Eigenwertzweige Ek und Ek+2. Der Index k + 2 sollte nicht verwundern,
denn wir haben die Zweige mit 2N+ν indiziert. Die unteren Intervallgrenzen der
Zweige in (a,b) sind durch
b = Ek(λk) =
√
λkk−λk, b = Ek+2(λk+2) =
√
λk+2(k + 2)−λk+2
bestimmt. Lo¨sen wir nach k bzw. k + 2 auf, so gilt
2 = (k + 2)− k =
√
λk+2−
√
λk + b
 1√
λk+2
− 1√
λk
 .
Fu¨r λk und λk+2 hinreichend groß ist b(λ
−1/2
k+2 −λ−1/2k )< 1, und es gilt
2
√
λk ≤
√
λk +
√
λk+2 ≤ λk+2−λk.
Die Paramterintervalle (λk,µk) und (λk+2,µk+2) sind damit nicht nur disjunkt,
sondern der Abstand zwischen ihnen wa¨chst mindestens mit der Ordnung
√
λ .
Wir sehen in unserem letzten Beispiel, daß sich in der Situation von Beispiel 3.14
Plateaus im Wechsel mit Bereichen des ¨Ubergangs des Spektrums von einem Au-
ßenraumeigenwert zu einem tiefergelegenen Eigenwert einstellen. Die La¨nge der
Paramterintervalle, fu¨r die die Eigenwertzweige in der Na¨he der Außenraumei-
genwerte verweilen, wa¨chst wie
√
λ . Fu¨r einen
”
typischen“ Kopplungsparameter
beobachtet man also das angesprochene
”
Pinning“.
Im Gegensatz dazu steigt die Vielfachheit der Eigenwertzweige des Vergleichs-
problems mit dem Potentialbrunnen in Abha¨ngigkeit des Kopplungsparameters.
Gehen wir davon aus, daß die Degenerierung der Eigenwertzweige im Zusam-
menspiel mit der Potentialbarriere aufgehoben wird, ergibt sich fu¨r große Kopp-
lungen eine nur schwer zu u¨berblickende Situation. An eine detailierte Beschrei-
bung, wie die Zweige von einem Außenraumniveau zu einen anderen wechseln,
ist nicht zu denken.
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6.4 Abschließende Bemerkungen
Am Ende dieser Arbeit stehen wir am Anfang einer neuen Diskussion.
Wir haben auf den vorherigen Seiten Aspekte des
”
Trapping and Cascading“-
Bildes fu¨r Schro¨dinger-Operatoren in ho¨heren Raumdimensionen aufgearbeitet.
Modellprobleme im Rν , fu¨r die sich die aus dem Eindimensionalen bekannte Be-
schreibung einfach u¨bertragen la¨ßt, ließen sich nicht finden.
Die beiden einfach gehaltenen Modellprobleme Beispiel 3.13 und Beispiel 3.14
zeigen sehr unterschiedliches Verhalten, so daß man nicht fu¨r eine gro¨ßere Klasse
von Potentialen das gleiche Verhalten der Spektren erwarten kann.
Wir haben mit diesen Beispielen zwei Modellprobleme gewonnen, die verschie-
dene Mo¨glichkeiten bieten.
Wegen der geringen Vielfachheit der Eigenwertzweige und der Unabha¨ngigkeit
der Zweige zu verschiedenen Drehimpulsra¨umen ist das Beispiel 3.13 geeignet
um das Verhalten einzelner Eigenwertzweige zu beobachten.
Der Vergleichsoperator −∆ + λ | · |2 − λ sorgt fu¨r eine Bildung von Clustern
von Eigenwertzweigen des Ausgangsoperators in einer Umgebung der Eigen-
wertzweige dieses Vergleichsoperators. Als Resultat beobachtet man, daß sich das
Spektrum in Abha¨ngigkeit von der Kopplung so anordnet, daß sich ausgedehnte
Plateaus abwechseln mit relativ kleinen Bereichen des ¨Ubergangs, in denen das
Spektrum in Bewegung ist. Es tritt der
”
Pinning“-Effekt auf.
Ist man bereit den
”
Pinning“-Effekt abstrakter zu fassen und nur zu verlangen,
daß sich auf ausgedehnten Parameterintervallen Spektrum in der Na¨he von Au-
ßenraumniveaus befinden muß, so stellt sich dieser Effekt ebenfalls bei Beispiel
3.13 und in der Situation von Theorem 5.15 ein.
Das im Eindimensionalen gewonne Bild des
”
Trapping and Cascading“ ist damit
zu detailliert um naiv auf ho¨here Raumdimensionen u¨bertragen werden ko¨nnen.
Es muß neu u¨berdacht werden, welcher Teilaspekt relevant ist.
Die Methoden dieser Arbeit sollten hilfreich sein, um Modellprobleme aufzusu-
chen, die diese relevanten Charakteristika aufweisen.
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Zusammenfassung
Ziel der vorliegenden Arbeit ist die asymptotische Analyse der Eigenwertzweige
E(λ ) des Schro¨dinger-Operators
H(λ )u = (H + λW )u (u ∈ D(H))
in einer Spektrallu¨cke [a,b] ⊂ R \ σe(H) des wesentlichen Spektrums des un-
gesto¨rten Operators H = −∆ +V im L2(Rν) fu¨r kurzreichweitiges, beschra¨nktes
W und große λ .
Durch E(λ ) werden zusa¨tzliche Energieniveaus eines verunreinigten Kristalls
oder dotierten Halbleiters beschrieben.
Das Leitmotiv dieser Arbeit sind die Artikel [AH82, GGH+88]. In diesen Arbei-
ten wird gezeigt, daß sich bei eindimensionalen Modellproblemen das diskrete
Spektrum von H(λ ) in der Spektrallu¨cke (a,b) fu¨r große λ regelma¨ßig anordnet.
Die Methoden von [AH82, GGH+88] sind auf Raumdimension ν ≥ 2 nicht u¨bert-
ragbar. Wir zeigen, daß fu¨r ν ≥ 2 die Eigenwertzweige gewisse Charakteristika
der eindimensionalen Modellprobleme aufweisen.
Allgemein zeigen wir, daß fu¨r W aus einem geeigneten Funktionenraum die Ei-
genwertzweige E(λ ) generisch einfach sind. Wir zeigen weiter, daß im Kopp-
lungsgrenzwert λ →∞ Eigenfunktionen aus der Potentialbarriere vertrieben wer-
den, so daß fu¨r große Kopplungen λ die spektralen Gro¨ßen von H(λ ) bis auf
exponentiell kleine Fehler durch einen Vergleichsoperator mit Dirichletbedingun-
gen im Innern der Barriere beschrieben werden. In zwei einfachen Beispielen
nutzen wir diesen Effekt, um das Spektrum durch zwei entkoppelte Schro¨dinger-
Operatoren mit rotationsinvarianten Sto¨rpotentialen zu beschreiben.
Fu¨r rotationssymmetrische Sto¨rpotentiale entwickeln wir im Barrierenfall die Ei-
genwertzweige in λ = ∞ in λ−1/(p+2) bis zur ersten Ordnung und im Brunnenfall
zeigen wir, daß sich fu¨r einen
”
typischen“ Kopplungsparameter Spektrum in der
Na¨he von Eigenwerten eines Dirichlet-Schro¨dinger-Operators befinden muß.
Abschließend diskutieren wir im Hinblick auf das
”
Trapping and Cascading“-
Muster aus [GGH+88] die beiden obigen Beispiele. In einem Fall finden wir eine
Abfolge von Parameterintervallen, auf denen sich das Spektrum in einer Umge-
bung von Eigenwerten eines Dirichlet-Schro¨dinger-Operators befindet, im Wech-
sel mit relativ kleinen Intervallen, auf denen sich das Spektrum des Modellopera-
tors in Bewegung befindet.
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