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Abstract. This paper studies the rate of convergence of the weak Euler approximation for
solutions to Le´vy-driven stochastic differential equations with nondegenerate main part driven by
a spherically symmetric stable process, under the assumption of Ho¨lder continuity. The rate of
convergence is derived for a full regularity scale based on solving the associated backward Kolmogorov
equation and investigating the dependence of the rate on the regularity of the coefficients and driving
processes.
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1. Introduction. Stochastic differential equations arise from a broad variety
of fields [21]. Let T ∈ (0,∞) and (Ω,F ,P) be a complete probability space with
a filtration F = {Ft}t∈[0,T ] of σ-algebras satisfying usual conditions. Suppose X =
{Xt}t∈[0,T ] is an F-adapted stochastic process solving a given stochastic differen-
tial equation. When the equation satisfies certain conditions, there may exist a
closed-form expression for X . In general, this is unrealistic, and numerical approxima-
tions are used [10]. Among others, weak Euler is one of the most commonly applied
approximations, provided that it converges.
The Euler approximation Y = {Yt}t∈[0,T ] is said to converge toX with order κ > 0
if for each smooth function g with bounded derivatives, there exists a constant C,
depending only on g, such that
|E[g(YT )]−E[g(XT )]|  Cκ(δ) = Cδκ,
where δ > 0 is the maximum step size of the time discretization.
For diffusion processes, the problem of estimating the rate of convergence has
been well addressed, for instance, in the case of smooth conditions [19], [20], [26], [27]
as well as in the case of Ho¨lder continuity [13].
While diffusion processes are probably the most intensively investigated, they
exhibit almost surely continuous sample paths, which is not necessarily the case in
many applications. On the other hand, stochastic processes with jumps provide more
flexibility in modeling dynamic phenomena with continuous and discontinuous un-
certainty. In particular, Le´vy processes [1], [4], [24] are the simplest generic class of
processes having a.s. continuous paths interspersed with random jumps of arbitrary
sizes occurring at random times. Stochastic differential equations driven by Le´vy pro-
cesses are therefore widely employed in modeling systems arising from, for instance,
mathematics, science, engineering, and finance [2], [25], [29].
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For Le´vy-driven stochastic differential equations under smooth conditions, nu-
merical approximations have been consistently studied in, for example, [8], [9], [11],
[22], [23].
The rate of convergence of the weak Euler scheme has also been estimated under
the assumption that the coefficients are Ho¨lder-continuous, with a minor restriction on
the scale of regularity [18]. In the present paper, the restriction is removed, and for the
first time the rate is derived for the whole Ho¨lder–Zygmund scale, by looking into the
dependence of the rate of convergence on the Ho¨lder regularity of the coefficients and
driving processes. Here, for a driving process a part of its regularity is the variation of
the process. From this perspective, the Wiener process is the most “chaotic” among
α-stable processes.
The paper is organized as follows. In section 2, the stochastic differential equations
under consideration are introduced and the rate of convergence is stated, followed by
the proof of the main theorem, along with the essential technical results, presented in
section 3.
2. Model and result.
2.1. Le´vy-driven stochastic differential equations. Let α ∈ (0, 2] andRd0 =
Rd \ {0}. Consider in Rd the model
(1) Xt = X0 +
∫ t
0
a(Xs−) ds+
∫ t
0
b(Xs−) dSs +
∫ t
0
c(Xs−) dLs, t ∈ [0, T ],
where for x ∈ Rd,
a(x) =
(
ai(x)
)
1id, b(x) =
(
bij(x)
)
1i,jd, c(x) =
(
cij(x)
)
1id, 1jm
are measurable and bounded, with a = 0 if α ∈ (0, 1) and nondegenerate b.
The main part of the equation is driven by S = {St}t∈[0,T ], a d-dimensional
F-adapted standard spherically symmetric α-stable process defined by
St =
∫ t
0
∫
y
[(
1− χα(y)) p0(dy, ds) + χα(y) q0(dy, ds)], α ∈ (0, 2),
where χα(y) = 1{α=1}1{|y|1} + 1{α∈(1,2)}, p0(dy, dt) is a Poisson point measure on
Rd0 × [0,∞) with
E[p0(dy, dt)] =
dy
|y|d+α dt, q0(dy, dt) = p0(dy, dt)−
dy
|y|d+α dt.
The process S is a standard Wiener process in Rd if α = 2.
The last term is driven by L = {Lt}t∈[0,T ], an m-dimensional F-adapted Le´vy
process whose characteristic function is exp{tη(ξ)} with
η(ξ) =
∫
Rm0
[
ei(ξ,y) − 1− i(ξ, y)1{α∈(1,2]}1{|y|1}
]
π(dy),
that is,
Lt =
∫ t
0
∫
y
[(
1− χ˜α(y)) p(dy, ds) + χ˜α(y) q(dy, ds)],
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where χ˜α(y) = 1{α∈(1,2]}1{|y|1}, p(dy, dt) is a Poisson point measure on Rm0 × [0,∞)
with E[p(dy, dt)] = π(dy) dt, and q(dy, dt) = p(dy, dt)− π(dy) dt is the centered Pois-
son measure. It is assumed that∫
(|y|α ∧ 1)π(dy) < ∞.
Mathematical models defined by (1) are used to describe random dynamic phe-
nomena arising from various fields. A typical example is the following intensively
applied jump-diffusion process, the results of which are stated in Corollary 1.
Example 1. Consider an F-adapted process X = {Xt}t∈[0,T ] solving
(2) Xt = X0 +
∫ t
0
a(Xs−) ds+
∫ t
0
b(Xs−) dWs +
∫ t
0
c(Xs−) dLs, t ∈ [0, T ],
where for x ∈ Rd,
a(x) =
(
ai(x)
)
1id, b(x) =
(
bij(x)
)
1i,jd, c(x) =
(
cij(x)
)
1id, 1jm
are measurable and bounded with infx | det b(x)| > 0, W = {Wt}t∈[0,T ] is a d-dimen-
sional standardWiener process, and L = {Lt}t∈[0,T ] is anm-dimensional Le´vy process
such that there exists a number μ ∈ (0, 3) satisfying∫
|y|1
|y|2 π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
2.2. Weak Euler approximation. The weak Euler approximation ofX defined
in (1) is an F-adapted stochastic process Y = {Yt}t∈(0,T ] defined by the stochastic
equation
(3) Yt = X0 +
∫ t
0
a(Yτis ) ds+
∫ t
0
b(Yτis ) dSs +
∫ t
0
c(Yτis ) dLs, t ∈ [0, T ],
where {τ}δ = {τi}i=0,...,nT is a time discretization of the interval [0, T ] satisfying
0 = τ0 < τ1 < · · · < τnT = T and maxi(τi − τi−1)  δ ∈ (0, 1). Here τis = τi if
s ∈ [τi, τi+1), i = 0, . . . , nT − 1. Contrary to the coefficients in (1), those in (3) are
piecewise constant in each time interval [τi, τi+1).
The rate of convergence is stated in Theorem 1. Without being explicitly spec-
ified, C = C( · , . . . , · ) denotes possibly different constants depending only on the
corresponding arguments, and the following notation are used.
Denote H = [0, T ] × Rd and N = {0, 1, . . .}. For x, y ∈ Rd, write (x, y) =∑d
i=1 xiyi, |x| =
√
(x, x), and for B ∈ Rd×d, |B| =∑di=1 |Bii|.
For (t, x) ∈ H, multi-index γ ∈ Nd, and i, j = 1, . . . , d, denote
∂tu(t, x) =
∂
∂t
u(t, x), ∂γxu(t, x) =
∂|γ|
∂γ1x1 · · · ∂γdxd u(t, x),
∂iu(t, x) =
∂
∂xi
u(t, x), ∂2iju(t, x) =
∂2
∂xixj
u(t, x),
∂xu(t, x) = ∇xu(t, x) =
(
∂1u(t, x), . . . , ∂du(t, x)
)
,
∂2u(t, x) = Δu(t, x) =
d∑
i=1
∂2iiu(t, x).
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For β = [β]− + {β}+ > 0, where [β]− ∈ N and {β}+ ∈ (0, 1], let Cβ(H) denote
the space of measurable functions u on H such that the norm
|u|β =
∑
|γ|[β]−
sup
(t,x)∈H
|∂γxu(t, x)|
+ 1{{β}+<1} sup
|γ|=[β]−,
t,x,h =0
|∂γxu(t, x+ h)− ∂γxu(t, x)|
|h|{β}+
+ 1{{β}+=1} sup
|γ|=[β]−,
t,x,h =0
|∂γxu(t, x+ h) + ∂γxu(t, x− h)− 2∂γxu(t, x)|
|h|{β}+
is finite. Accordingly, Cβ(Rd) denotes the space on Rd. The classes Cβ are Ho¨lder–
Zygmund spaces and coincide with Ho¨lder spaces if β /∈ N [28].
For u ∈ Cβ(Rd), β ∈ (0, 1], denote |u|0 = supx |u(x)| and
[u]β = 1{β∈(0,1)} sup
x =y
|u(x)− u(y)|
|x− y|β
+ 1{β=1} sup
x,h =0
|u(x+ h)− 2u(x) + u(x− h)|
|h|β .
Define C˜β(Rd), β > 0, as a space such that for β /∈ N, C˜β(Rd) = Cβ(Rd) and
for β ∈ N, C˜β(Rd) is a space of functions u on Rd having β − 1 continuous bounded
derivatives and ∂γxu(x), |γ| = β − 1, are Lipschitz.
For u ∈ C˜β(Rd), β > 0, denote
‖u‖β = 1{β/∈N}|u|β + 1{β∈N}
[ ∑
|γ|β−1
|∂γxu|0 + sup
x =y,
|γ|=β−1
|∂γxu(x)− ∂γxu(y)|
|x− y|
]
.
Theorem 1. Let Y = {Yt}t∈(0,T ] be the weak Euler approximation with step size
δ ∈ (0, 1) of the stochastic process X = {Xt}t∈(0,T ] defined by (1). For α ∈ (0, 2], β ∈
(0, 3), and μ ∈ [β, α + β), assume ai, bij ∈ C˜β(Rd), 1  i, j  d, cij ∈ C˜β/(μ∧1)(Rd),
1  i  d, 1  j  m, infx | det b(x)| > 0, and∫
|y|1
|y|α π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then there exists a constant C such that
|E[g(YT )]−E[g(XT )]|  C|g|α+βκ(δ, α, β) ∀ g ∈ Cα+β(Rd),∣∣∣∣E
[∫ T
0
f(Yτis ) ds
]
−E
[∫ T
0
f(Xs) ds
]∣∣∣∣  C|f |βκ(δ, α, β) ∀ f ∈ Cβ(Rd),
where
κ(δ, α, β) =
⎧⎪⎨
⎪⎩
δβ/α, β < α,
δ(1 + | ln δ|), β = α,
δ, β > α.
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Remark 1. The assumption cij ∈ C˜β/(μ∧1)(Rd), 1  i  d, 1  j  m, indicates
that if μ < 1, a heavier tail of π can be balanced by a higher regularity of cij .
Applying Theorem 1 to Example 1 results in Corollary 1.
Corollary 1. Let Y = {Yt}t∈(0,T ] be the weak Euler approximation of the
stochastic process X = {Xt}t∈(0,T ] defined by (2). For β ∈ (0, 3) and μ ∈ [β, 2 + β),
assume ai, bij ∈ C˜β(Rd), 1  i, j  d, cij ∈ C˜β/(μ∧1)(Rd), 1  i  d, 1  j  m,
infx | det b(x)| > 0, and∫
|y|1
|y|2 π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then there exists a constant C such that
|E[g(YT )]−E[g(XT )]|  C|g|2+βκ(δ, β) ∀ g ∈ C2+β(Rd),∣∣∣∣E
[∫ T
0
f(Yτis ) ds
]
−E
[∫ T
0
f(Xs) ds
]∣∣∣∣  C|f |βκ(δ, β) ∀ f ∈ Cβ(Rd),
where
κ(δ, β) =
⎧⎪⎨
⎪⎩
δβ/2, β < 2,
δ(1 + | ln δ|), β = 2,
δ, β > 2.
Similarly, Theorem 1 can also be applied directly to other representative cases,
for instance, μ = α and that of heavy tails.
Remark 2. The same rate of convergence is obtained in Theorem 1, while the
assumptions are much weaker compared with a previous study [22]. For the special
case of diffusion processes, Corollary 1 improves the rate of convergence obtained
previously [13].
For the case when β /∈ N and β = α, the result was proved in [18]. This paper
focuses on what is left.
3. Proof. To prove Theorem 1, standard techniques such as stochastic flows
cannot be applied due to the lack of regularity. Instead, the solution to the cor-
responding backward Kolmogorov equation is used. The operators of the equation
associated with Xt are defined as follows.
For u ∈ Cα+β(H), denote
Azu(t, x) = 1{α=1}
(
a(z),∇xu(t, x)
)
+ 1{α=2}
1
2
d∑
i,j=1
Bij(z)∂2iju(t, x)
+ 1{α∈(0,2)}
∫ [
u
(
t, x+ b(z)y
)− u(t, x)
− χα(y)(∇u(t, x), b(z)y)] dy|y|d+α ,
Au(t, x) = Axu(t, x) = Azu(t, x)
∣∣
z=x
,
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with χα(y) = 1{α=1}1{|y|1} + 1{α∈(1,2)}, B = b∗b, and
Bzu(t, x) = 1{α∈(1,2]}
(
a(z),∇xu(t, x)
)
+
∫
Rm0
[
u
(
t, x+ c(z)y
)− u(t, x)
− 1{α∈(1,2]}1{|y|1}
(∇xu(t, x), c(z)y)]π(dy),
Bu(t, x) = Bxu(t, x) = Bzu(t, x)
∣∣
z=x
.
The operator L = A+ B is the generator of Xt defined in (1); A is the principal
part and B is the lower-order or subordinated part. The corresponding operator for
u ∈ Cα+β(Rd) is defined similarly.
Remark 3. Under the assumptions of Theorem 1, there exists a unique weak so-
lution to (1), and the stochastic process
u(Xt)−
∫ t
0
(A+ B)u(Xs) ds ∀u ∈ Cα+β(Rd)
is a martingale [14].
If v(t, x), (t, x) ∈ H, satisfies the backward Kolmogorov equation
(∂t +A+ B)v(t, x) = 0, 0  t  T,
v(T, x) = g(x),
then by Itoˆ’s formula,
E[g(YT )]−E[g(XT )] = E[v(T, YT )− v(0, Y0)]
= E
[∫ T
0
(∂t + LYτis )v(s, Ys) ds
]
.
The regularity of v determines a one-step estimate and the rate of convergence of
the approximation. For β ∈ (0, 1), the result for the Kolmogorov equation in Ho¨lder
classes is available (see [15], [16]). In a standard way it can be extended to the case
β  1. The main difficulty is to derive the one-step estimate stated in Lemma 3.
3.1. Backward Kolmogorov equation. For the one-step estimate, consider
in Ho¨lder–Zygmund spaces the backward Kolmogorov equation associated with Xt,
(4)
(
∂t +A+ B
)
v(t, x) = f(t, x),
v(T, x) = 0.
Given a measurable and bounded function f on H, u ∈ Cα+β(H) is said to be a
solution to (4) if
u(t, x) =
∫ T
t
[Lu(s, x)− f(s, x)] ds ∀ (t, x) ∈ H.
Theorem 2. Let β ∈ (0, 3) and μ ∈ [β, α + β). Assume ai, bij ∈ C˜β(Rd), 1 
i, j  d, cij ∈ C˜β/(μ∧1)(Rd), 1  i  d, 1  j  m, infx | det b(x)| > 0, and∫
|y|1
|y|α π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then, for each f ∈ Cβ(H), there exist a unique solution v ∈ Cα+β(H) to (4) and
a constant C independent of f such that |u|α+β  C|f |β.
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Corollary 2 follows directly from Theorem 2.
Corollary 2. Let β ∈ (0, 3) and μ ∈ [β, α + β). Assume ai, bij ∈ C˜β(Rd),
1  i, j  d, cij ∈ C˜β/(μ∧1)(Rd), 1  i  d, 1  j  m, infx | det b(x)| > 0, and∫
|y|1
|y|α π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then for each f ∈ Cβ(Rd) and g ∈ Cα+β(Rd), there exist a unique solution v ∈
Cα+β(H) to the Cauchy problem
(5)
(
∂t +A+ B
)
v(t, x) = f(x),
v(T, x) = g(x)
and a constant C independent of f and g such that |v|α+β  C(|f |β + |g|α+β).
For the proof of Theorem 2 and Corollary 2, the equation with constant coefficients
is solved first. The result is then extended to (4) by handling variable coefficients using
partition of unity and deriving a priori Schauder estimates in Ho¨lder–Zygmund spaces.
3.1.1. Kolmogorov equation with constant coefficients. By changing the
variable of integration, the principal operator A can be rewritten as
Azu(t, x) = 1{α=1}
(
a(z),∇xu(t, x)
)
+ 1{α=2}
d∑
i,j=1
Bij(z)∂2iju(t, x)
+ 1{α∈(0,2)}
∫ [
u(t, x+ y)− u(t, x)
− χα(y)(∇u(t, x), y)]m(z, y) dy|y|d+α ,
where B = b∗b and
(6) m(z, y) =
1
| det b(z)|
1
|b(z)−1y/|y| |d+α , α ∈ (0, 2).
It holds that
(7)
∫
Sd−1
ym( · , y)μd−1(dy) = 0.
Here Sd−1 is the unit sphere in Rd and μd−1 is the Lebesgue measure.
For various estimates, the representation of difference stated in Lemma 1, which
is Lemma 2.1 in [12], and the result given in Lemma 2 need to be employed.
For u ∈ Cα+β(Rd), α ∈ (0, 2), define the fractional Laplacian
∂αu(x) =
∫ [
u(x+ y)− u(x)− χα(y)(∇u(x), y)] dy|y|d+α , x ∈ Rd.
Lemma 1. Let δ ∈ (0, 1) and u ∈ C∞0 (Rd). Denote
kδ(y, z) = |z + y|−d+δ − |z|−d+δ.
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Then there exist constants C and K = K(δ, d) such that∫
|kδ(y, z)| dz  C|y|δ ∀ y ∈ Rd
and
u(x+ y)− u(x) = K
∫
kδ(y, z) ∂δu(x− z) dz.
By taking pointwise limit and applying the dominated convergence theorem, the
result of Lemma 1 can be extended to u ∈ Cδ(Rd).
Given a measurable and bounded function m(y) on Rd, define
Lmu(x)=
∫
Rd
[
u(x+ y)− u(x)− χα(y)(∇u(x), y)]m(y) dy|y|d+α , u ∈ Cα+β .
The following result holds.
Lemma 2. Let α ∈ (0, 2), β > 0, u ∈ Cα+β(Rd), and |m|  K. Assume, for
α = 1, ∫
r<|y|1
ym(y)
dy
|y|d+1 = 0 ∀ r ∈ (0, 1).
Then there exists a constant C independent of u such that
|Lmu|β  CK|u|α+β .
The result was proved for β ∈ (0, 1] (see [17]). If β > 1, for any multi-index
|γ| = [β], ∂γu ∈ Cα+β−[β] and
|∂γ(Lmu)|β−[β]− = |Lm(∂γu)|β−[β]−  CK|∂γu|α+β−[β]− .
The statement then follows.
Denote A0u(x) = Az0u(x) for z0 ∈ Rd and consider a backward Kolmogorov
equation with constant coefficients
(8)
(
∂t +A0 − λ
)
v(t, x) = f(x),
v(T, x) = 0,
where λ  0.
Proposition 1. Let β > 0, f ∈ Cβ(Rd), and let K1 and K2 be two constants
with |det b(z)|  K1 and 1{α=1}|a(z)|+ |b(z)|  K2 for any z ∈ Rd. Then there exist
a unique solution u ∈ Cα+β(H) to (8) and constants C (which may be different) such
that
|u|α+β  C(α, β, T, d,K1,K2)|f |β ,
|u|β  C(α, d)(λ−1 ∧ T )|f |β,
|u(t, · )− u(s, · )|α/2+β  C(t− s)1/2|f |β ∀ s  t  T.
Proposition 1 was proved for β /∈ N [18]. For β ∈ N, the result follows by exactly
the same steps.
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254 R. MIKULEVICˇIUS AND CH. ZHANG
3.1.2. Kolmogorov equation with variable coefficients. For Schauder es-
timates in the case of variable coefficients, it is essential to derive an estimate for the
lower-order operator, as stated in Proposition 2.
Proposition 2. Let β ∈ (0, 3) and μ ∈ [β, α + β). Assume a ∈ C˜β(Rd), cij ∈
C˜β/(μ∧1)(Rd), and ∫
|y|1
|y|α π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then for each ε > 0, there exists a constant C(ε) such that
|Bf |β  ε|f |α+β + C(ε)|f |0, f ∈ Cα+β(Rd).
For β /∈ N, Proposition 2 was already proved [18]. For β ∈ N, it can be verified
by following similar steps.
With the estimate of Bf , Theorem 2 is proved in a standard way by using partition
of unity and the estimates for constant coefficients, which allow us to obtain a priori
estimates. The continuation by parameter method is then applied to transfer from
constant to variable coefficients. Corollary 2 follows naturally from Theorem 2. They
are proved in a way similar to that in [18]. The details are thus omitted here.
Remark 4. If the assumptions of Corollary 2 hold and v ∈ Cα+β(H) is the solution
to (5), then ∂tv = f − Axv − Bxv, and by Lemma 2 and Proposition 2, |∂tv|β 
C(|g|α+β + |f |β).
3.2. One-step estimate. To determine the rate of convergence, a key step is to
estimate the conditional expectation of each increment of the Euler approximation,
which is provided in Lemma 3.
Lemma 3. Let Y = {Yt}t∈(0,T ] be the weak Euler approximation with step size
δ ∈ (0, 1) of the stochastic process X = {Xt}t∈(0,T ] defined by (1). For α ∈ (0, 2], β ∈
(0, 3), and μ ∈ [β, α + β), assume ai, bij ∈ C˜β(Rd), 1  i, j  d, cij ∈ C˜β/(μ∧1)(Rd),
1  i  d, 1  j  m, infx |det b(x)| > 0, and∫
|y|1
|y|α π(dy) +
∫
|y|>1
|y|μ π(dy) < ∞.
Then there exists a constant C such that∣∣E[f(Ys)− f(Yτis ) ∣∣ Fτis ]∣∣C|f |βκ(δ, α, β) ∀ s∈ [0, T ], ∀ f ∈Cβ(Rd),
where is = i if τi  s < τi+1 and κ(δ, α, β) is defined as in Theorem 1.
The proof of Lemma 3 is based on applying Itoˆ’s formula to f(Ys) − f(Yτis ),
f ∈ Cβ(Rd).
If β  α, f is first smoothed by using w ∈ C∞0 (Rd), a nonnegative smooth func-
tion with support on {|x|  1} such that w(x) = w(|x|), x ∈ Rd, and ∫ w(x) dx = 1.
Thanks to the symmetry,
(9)
∫
Rd
xiw(x) dx = 0, i = 1, . . . , d.
For x ∈ Rd and ε ∈ (0, 1), define wε(x) = ε−dw(x/ε) and consider the convolution
f ε(x) =
∫
f(y)wε(x − y) dy =
∫
f(x− y)wε(y) dy, x ∈ Rd.
D
ow
nl
oa
de
d 
07
/2
3/
19
 to
 1
34
.7
.9
3.
12
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
WEAK EULER SCHEME FOR LE´VY-DRIVEN EQUATIONS 255
If β > α, the inequality is clear from Remark 3 and Itoˆ’s formula.
In the following proof of Lemma 3, we will call Lemma 6 and Corollary 3, which
provide, respectively, the estimates for Azf ε and Bzf ε.
Proof. If β  α, by Remark 3, applying Itoˆ’s formula to fε yields
E[f ε(Ys)− f ε(Yτis ) | Fτis ]
= E
[∫ s
τis
(AYτis f ε(Yr) + BYτis f ε(Yr)) dr
∣∣∣∣ Fτis
]
, s ∈ [0, T ].
By Lemma 6 and Corollary 3, for ε ∈ (0, 1),
|E[f(Ys)− f(Yτis ) | Fτis ]|  |E[(f − f ε)(Ys)− (f − f ε)(Yτis ) | Fτis ]|
+ |E[f ε(Ys)− f ε(Yτis ) | Fτis ]|  CK(ε, δ, α, β)|f |β ,
where C is a constant independent of ε, f and
K(ε, δ, α, β) =
⎧⎪⎨
⎪⎩
εβ + δε−α+β, β < α,
εβ + δ(1− ln ε), β = α < 2,
(ε2 + δ)(1− ln ε), β = α = 2.
Minimizing K(ε, δ, α, β) with respect to ε ∈ (0, 1) gives
|E[f(Ys)− f(Yτis ) | Fτis ]|  Cκ(δ, α, β)|f |β ,
where κ(δ, α, β) is defined as in Theorem 1.
If β > α, by Remark 3, a direct application of Itoˆ’s formula yields
E[f(Ys)− f(Yτis ) | Fτis ] = E
[∫ s
τis
(AYτis f(Yr) + BYτis f(Yr)) dr
∣∣∣∣ Fτis
]
.
Lemmas 2 and 6 then imply
|E[f(Ys)− f(Yτis ) | Fτis ]|  Cδ|f |β .
The conclusion of Lemma 3 follows.
The integral estimates provided in Lemma 4 will be useful for the estimate
of Azf ε. Recall that m(z, y) defined by (6) in operator Az is bounded, smooth,
and 0-homogeneous and symmetric with respect to y.
Lemma 4. Let v ∈ C∞0 (Rd). Then
(i) for α ∈ (0, 2),∫
Rd
∫
Rd0
|v(y + y˜)− v(y)− χα(y˜)(∇v(y), y˜) | dy˜|y˜|d+α dy < ∞,
where χα(y) = 1{α=1}1{|y|1} + 1{α∈(1,2)};
(ii) for β ∈ (0, 1], if β < α,
sup
z
∫
Rd
|(Azv)(y)||y|β dy < ∞,
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256 R. MIKULEVICˇIUS AND CH. ZHANG
and if β = α,
sup
z
∫
Rd
|(Azv)(y)|(|y|α ∧ k) dy  C(1 + ln k) ∀ k > 1;
(iii) for β ∈ (1, 2), if β < α < 2,∫
Rd
∫
Rd0
∫ 1
0
|v(y + sy˜)− v(y)||y|β−1 ds dy˜|y˜|d+α−1 dy < ∞,
and if β = α < 2,∫
Rd
∫
Rd0
∫ 1
0
|v(y + sy˜)− v(y)|(|y|β−1 ∧ k) ds dy˜|y˜|d+α−1 dyC(1 + ln k) ∀ k> 1.
Proof. (i) Clearly,
|v(y + y˜)− v(y)− χα(y˜)(∇v(y), y˜)|
 1{|y˜|1}
{∫ 1
0
[
max
i,j
|∂2ijv(y + sy˜)||y˜|2 + 1{α∈(0,1)}|∇v(y + sy˜)||y˜|
]
ds
}
+ 1{|y˜|>1}
{|v(y + y˜)|+ |v(y)|+ 1{α∈(1,2)}|∇v(y)||y˜|}, y, y˜ ∈ Rd.
The claim then follows.
(ii) For β ∈ (0, 1), β < α, z ∈ Rd,∫
Rd
|(Azv)(y)||y|β dy 
∫
Rd
∫
|y˜|>1
|v(y + y˜)||y|β dy˜|y˜|d+α dy
+
∫
Rd
∫
|y˜|>1
|v(y)||y|β dy˜|y˜|d+α dy
+max
i,j
∫
Rd
∫
|y˜|1
∫ 1
0
|∂2ijv(y + sy˜)||y˜|2|y|β ds
dy˜
|y˜|d+α dy
and ∫
Rd
∫
|y˜|>1
|v(y + y˜)||y|β dy˜|y˜|d+α dy
 C
[∫
Rd
∫
|y˜|>1
|v(y + y˜)||y + y˜|β dy˜|y˜|d+α dy
+
∫
Rd
∫
|y˜|>1
|v(y + y˜)||y˜|β dy˜|y˜|d+α dy
]
.
For β ∈ (0, 1], β = α, assume v(x) = 0 if |x| > R. Then for k > 1 with
A = (R+ 1)1/α,∫
Rd
∫
|y˜|>1
|v(y + y˜)|(|y|α ∧ k) dy˜|y˜|d+α dy

∫
Rd
∫
|y˜|>1
|v(y + y˜)|(|y|α ∧ Ak) dy˜|y˜|d+α dy
=
∫
|y|(R+1)k1/α
∫
|y˜|>1
|v(y + y˜)||y|α dy˜|y˜|d+α dy
+ k
∫
|y|>(R+1)k1/α
∫
|y˜|>1
|v(y + y˜)| dy˜|y˜|d+α dy = A1 +A2,
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where
|A1| 
∫ ∫
1|y˜|(R+1)(1+k1/α)
|v(y + y˜) | dy˜|y˜|d dy  C(1 + ln k)
and
|A2|  k
∫ ∫
|y˜|k1/α
|v(y + y˜)| dy˜|y˜|d+α dy  Ckk
−1 = C,
since for |y + y˜|  R and |y| > (R + 1)k1/α, |y˜|  (R+ 1)k1/α −R  k1/α.
Then∫ ∫
|y˜|1
|v(y + y˜)− v(y)− 1{α=1}(∇v(y), y˜)|(|y|α ∧ k) dy˜|y˜|d+α dy

∫ ∫
|y˜|1
∫ 1
0
|∇v(y + sy˜)− 1{α=1}∇v(y)||y|α ds dy˜|y˜|d+α−1 dy < ∞.
Assertion (ii) follows.
(iii) For 1 < β < α < 2,∫
Rd
∫
Rd0
∫ 1
0
|v(y + sy˜)− v(y)||y|β−1 ds dy˜|y˜|d+α−1 dy

∫
Rd
∫
|y˜|>1
∫ 1
0
|v(y + sy˜)||y|β−1 ds dy˜|y˜|d+α−1 dy
+
∫
Rd
∫
|y˜|>1
∫ 1
0
|v(y)||y|β−1 ds dy˜|y˜|d+α−1 dy
+
∫
Rd
∫
|y˜|1
∫ 1
0
∫ 1
0
|∇v(y + sτ y˜)||y|β−1 dτ ds dy˜|y˜|d+α−2 dy.
Also, ∫
Rd
∫
|y˜|>1
∫ 1
0
|v(y + sy˜)||y|β−1 ds dy˜|y˜|d+α−1 dy
 C
[∫
Rd
∫
|y˜|>1
∫ 1
0
|v(y + sy˜)||y + sy˜|β−1 ds dy˜|y˜|d+α−1 dy
+
∫
Rd
∫
|y˜|>1
∫ 1
0
|v(y + sy˜)||y˜|β−1 ds dy˜|y˜|d+α−1 dy
]
and ∫
Rd
∫
|y˜|1
∫ 1
0
∫ 1
0
|∇v(y + sτ y˜)||y|β−1dτ ds dy˜|y˜|d+α−2 dy
 C
[∫
Rd
∫
|y˜|1
∫ 1
0
∫ 1
0
|∇v(y + sτ y˜)||y + sτ y˜|β−1 dτ ds dy˜|y˜|d+α−2 dy
+
∫
Rd
∫
|y˜|1
∫ 1
0
∫ 1
0
|∇v(y + sτ y˜)||y˜|β−1 dτ ds dy˜|y˜|d+α−2 dy
]
.
If 1 < β = α < 2, the same argument as in assertion (ii) applies.
Assertion (iii) follows. Lemma 4 is proved.
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Remark 5. The estimate in assertion (iii) implies that (ii) can be extended to all
β ∈ (0, α] with α < 2.
Lemma 5 states the modulus of continuity estimate of a function f∈C1(Rd) [5], [6].
The proof follows that of Lemma 5.6 in [5].
Lemma 5. Let f ∈ C1(Rd) and [f ]1  K. Then there exists a constant C such
that for all x, h ∈ Rd, h = 0,
|f(x+ h)− f(x)|  C|h|(1 + | ln |h||)|f |1.
Proof. Fix x, h ∈ Rd, h = 0 with 0 < |h| < 1/2, let k be a positive integer such
that
2−k−1  |h| < 2−k,
and set τ0 = 2
kh. Then 2−k  2|h|, ln |h| < −k ln 2 or k < − ln |h|/ln 2, and 1/2 
τ0 < 1. Define for τ ∈ Rd
v(τ) = f(x+ τ)− f(x).
Then ∣∣∣∣v(τ) − 2v
(
τ
2
)∣∣∣∣ =
∣∣∣∣f(x+ τ) − 2f
(
x+
τ
2
)
+ f(x)
∣∣∣∣  [f ]1 |τ |2 .
Hence ∣∣∣∣2j−1v
(
τ0
2j−1
)
− 2jv
(
τ0
2j
)∣∣∣∣  [f ]12j−1 |τ0|2j = 2−1[f ]1|τ0|
and
|v(τ0)− 2kv(h)| =
∣∣∣∣
k∑
j=1
(
2j−1v
(
τ0
2j−1
)
− 2jv
(
τ0
2j
))∣∣∣∣

k∑
j=1
∣∣∣∣2j−1v
(
τ0
2j−1
)
− 2jv
(
τ0
2j
)∣∣∣∣  k2−1|τ0|[f ]1.
Since |v(τ0)|  2|f |0 or |v(τ0)|  [f ]1/2, then
|v(h)|  2−k|2kv(h)− v(τ0)|+ 2−k|v(τ0)|  [f ]1k2−1−k|τ0|+ 2 · 2−k|f |0
 [f ]1k|h|+ 4|h||f |0  C|f |1|h|(1− ln |h|).
The statement follows.
In what follows, some estimates for Afε and Bf ε are proved.
Lemma 6. Let f ∈ Cβ(Rd) and ε ∈ (0, 1). The following statements hold.
(i) For β ∈ (0, 2], there exists a constant C such that
|f ε(x) − f(x)|  C|f |βK(ε, β) ∀x ∈ Rd,
where K(ε, β) = εβ if β < 2 and K(ε, 2) = ε2(1− ln ε).
D
ow
nl
oa
de
d 
07
/2
3/
19
 to
 1
34
.7
.9
3.
12
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
WEAK EULER SCHEME FOR LE´VY-DRIVEN EQUATIONS 259
(ii) For α ∈ (0, 2), there exists a constant C such that
(10) |Azf ε(x)|  C|f |βK(ε, α, β) ∀ z, x ∈ Rd,
where K(ε, α, β) = ε−α+β if β < α and K(ε, α, β) = 1− ln ε if β = α. In particular,
(11) |∂αf ε(x)|  C|f |βK(ε, α, β) ∀x ∈ Rd.
(iii) For β ∈ (0, 2], there exists a constant C such that
(12)
|∂kf ε(x)|  C|f |βK(ε, 1, β) ∀x ∈ Rd, k = 1, . . . , d, if β  1,
|∂2klf ε(x)|  C|f |βK(ε, 2, β) ∀x ∈ Rd, k, l = 1, . . . , d,
|f ε|1  C|f |1;
for α ∈ [1, 2), β ∈ (0, 1],
(13) |f ε|α  C|f |βε−α+β;
and for α ∈ (1, 2), β ∈ (0, α], β = α− 1,
(14) |∂α−1∇f ε(x)|  C|f |βK(ε, α, β) ∀x ∈ Rd.
Proof. (i) For β ∈ (0, 1],
fε(x)− f(x) =
∫
[f(x− y)− f(x)]wε(y) dy =
∫
[f(x+ y)− f(x)]wε(y) dy
and
fε(x) − f(x) = 1
2
∫
[f(x+ y) + f(x− y)− 2f(x)]wε(y) dy.
Hence, |fε(x)− f(x)|  C|f |βεβ .
For β ∈ (1, 2), by (9),
f ε(x) − f(x) =
∫
[f(x− y)− f(x)]wε(y) dy
=
∫ [
f(x+ y)− f(x)− (∇f(x), y)]wε(y) dy
=
∫ ∫ 1
0
(∇f(x+ sy)−∇f(x), y) dswε(y) dy
and
|f ε(x) − f(x)|  C|∇f |β−1
∫
|y|1+(β−1)wε(y) dy  C|f |βεβ.
For β = 2, by Lemma 5,
|f ε(x)− f(x)|  C|∇f |1
∫
|y|2(1 + | ln |y||)wε(y) dy  C|∇f |1ε2(1− ln ε).
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(ii) Changing the variable of integration with y = y/ε and using (7) for α = 1
gives
Azwε(x) = 1{α=1}
(
a(z),∇wε(x))
+
∫ [
wε(x+ y)− wε(x)− χα(y)(∇wε(x), y)]m(z, y) dy|y|d+α
= ε−αε−d(Azw)
(
x
ε
)
∀ z, x ∈ Rd,
where χα(y) = 1{α=1}1{|y|1}+1{α∈(1,2)}. It then follows from Lemma 4(i), Fubini’s
theorem, and changing the variable of integration with y = y/ε that
Azf ε(x) =
∫
Rd
ε−αε−d(Azw)
(
x− y
ε
)
f(y) dy
=
∫
ε−αε−d(Azw)
(
y
ε
)
f(x− y) dy
=
∫
ε−α(Azw)(y)f(x − εy) dy ∀x, z ∈ Rd.
By Lemma 4(i) and Fubini’s theorem,∫
Rd
Azw(y) dy = 0.
Hence, if β ∈ (0, 1], β  α, then
Azf ε(x) =
∫
ε−α(Azw)(y)f(x − εy) dy
=
1
2
∫
ε−α(Azw)(y)[f(x − εy) + f(x+ εy)− 2f(x)] dy,
and by Lemma 4(ii)
|Azf ε(x)|C|f |βK(ε, α, β)
∫
Rd
|(Azw)(y)|(|y|β ∧ ε−β) dyC|f |βK(ε, α, β).
If β ∈ (1, 2), β  α, then by Theorem 2.27 in [7], switching differentiation and
integration gives
Azw(y) =
∫ [
w(y + y˜)− w(y) − (∇w(y), y˜)]m(z, y˜) dy˜|y˜|d+α
=
∫ ∫ 1
0
(∇yw(y + sy˜)−∇yw(y), y˜) dsm(z, y˜) dy˜|y˜|d+α
=
d∑
i=1
∂
∂yi
∫ ∫ 1
0
[w(y + sy˜)− w(y)]y˜i dsm(z, y˜) dy˜|y˜|d+α .
Clearly, ∫
Rd
∫
Rd0
∫ 1
0
|w(y + sy˜)− w(y)| ds dy˜|y˜|d+α dy < ∞
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and ∫
[w(y + sy˜)− w(y)] dy = 0.
It then follows from integrating by parts and Fubini’s theorem that, for x, z ∈ Rd,
Azf ε(x) =
∫
ε−αAzw(y)f(x − εy) dy
= ε−α+1
∫ ∫ ∫ 1
0
[w(y + sy˜)− w(y)](∇f(x− εy), y˜)m(z, y˜) ds dy˜|y˜|d+α dy
= ε−α+1
∫
Rd
∫
Rd0
∫ 1
0
[w(y + sy˜)− w(y)]
× (∇f(x− εy)−∇f(x), y˜)m(z, y˜) ds dy˜|y˜|d+α dy.
Thus by Lemma 4(iii)
|Azf ε(x)|  Cε−α+1εβ−1|∇f |β−1
∫ ∫ ∫ 1
0
|w(y + sy˜)− w(y)|
× (|y|β−1 ∧ ε−(β−1)) ds dy˜|y˜|d+α−1 dy  C|f |βK(ε, α, β).
Relation (11) is obtained by taking m = 1.
(iii) If β < 1, by changing the variable of integration,
∂kf
ε(x) = ε−1
∫
Rd
ε−d∂kw
(
x− y
ε
)
f(y) dy
= ε−1
∫
Rd
ε−d∂kw
(
y
ε
)
f(x− y) dy
= ε−1
∫
Rd
∂kw(y)[f(x − εy)− f(x)] dy.
If β = 1,
f ε(x + h) + f ε(x− h)− 2f ε(x)
=
1
2
∫
wε(y)[f(x− y + h) + f(x− y − h)− 2f(x− y)] dy
and |f ε|1  |f |1.
Since ∂2klw(y) = ∂
2
klw(−y), k, l = 1, . . . , d, y ∈ Rd,
∂2klf
ε(x) = ε−2
∫
Rd
ε−d∂2klw
(
x− y
ε
)
f(y) dy
= ε−2
∫
Rd
ε−d∂2klw
(
y
ε
)
f(x− y) dy
= ε−2
∫
Rd
∂2klw(y)[f(x− εy)− f(x)] dy
=
1
2
ε−2
∫
Rd
∂2klw(y)[f(x + εy) + f(x− εy)− 2f(x)] dy,
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then if β ∈ (0, 1], |∂kf ε(x)|  Cε−1+β |f |β, and |∂2klf ε(x)|  Cε−2+β|f |β for any
x ∈ Rd. Similarly, if β ∈ (1, 2],
∂kf
ε(x) =
∫
ε−dw
(
y
ε
)
∂kf(x− y) dy =
∫
ε−dw
(
x− y
ε
)
∂kf(y) dy
and
∂2klf
ε(x) = ε−1
∫
ε−d∂lw
(
y
ε
)
∂kf(x− y) dy
= ε−1
∫
∂lw(y)[∂kf(x− εy)− ∂kf(x)] dy.
Hence, by Lemma 5, |∂2klf ε(x)|  C|f |βK(ε, 2, β).
Formula (13) is obtained by applying (12) and the interpolation theorem. For
β ∈ (0, 1], consider an operator on Cβ defined by T ε(f) = fε. By (12),
|T ε(f)|k  Cε−k+β |f |β, k = 1, 2, f ∈ Cβ(Rd).
Hence, T ε : Cβ(Rd) → Ck(Rd), k = 1, 2, is bounded. By Theorem 6.4.5 in [3],
T ε : Cβ(Rd) → Cα(Rd) is bounded and
|T ε(f)|α  Cε(−1+β)(2−α)ε(−2+β)(α−1)|f |β
= C|f |βK(ε, α, β), f ∈ Cβ(Rd).
Depending on the value of β, (14) is proved separately for three cases.
(a) If β ∈ (0, 1], α ∈ (1, 2), β < α− 1, then
∇f ε = ε−1ε−d
∫
∇w
(
y
ε
)
f(x− y) dy = ε−1ε−d
∫
∇w
(
y
ε
)
f(x− y) dy
and
∂α−1∇f ε = ε−1−(α−1)
∫
∂α−1(∇w)(y)f(x − εy) dy.
As in the proof of assertion (i) of Lemma 6, by Lemma 4,
|∂α−1∇f ε(x)|  C|f |βε−α+β .
(b) If β ∈ (0, 1], α ∈ (1, 2), β > α− 1, then
∂α−1∇f ε = ε−1
∫
∇w(y)∂α−1f(x− εy) dy
= ε−1
∫
∇w(y)[∂α−1f(x− εy)− ∂α−1f(x)] dy
and
|∂α−1∇f ε|  Cε−1+β−α+1|∂α−1f |β−α+1  C|f |βε−α+β.
(c) If β ∈ (1, α], then ∂α−1∇f ε = ∂α−1(∇f)ε and by (11),
|∂α−1∇f ε(x)| = |∂α−1(∇f)ε(x)|  CK(ε, α− 1, β − 1)|∇f |β−1.
The statement thus follows.
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Corollary 3. Let α ∈ (0, 2], β  α, and ε ∈ (0, 1). Assume a(x) is bounded
and ∫
(|y|α ∧ 1)π(dy) < ∞.
Then there exists a constant C such that
|Bzf ε(x)|  C|f |βK(ε, α, β) ∀ z, x ∈ Rd, ∀ f ∈ Cβ(Rd),
where K(ε, α, β) = ε−α+β if β < α and K(ε, α, β) = 1− ln ε if β = α.
Proof. If α ∈ (0, 1), then by Lemma 1,
f ε(x+ y)− f ε(x) =
∫
kα(y, y˜)∂αf ε(x− y˜) dy˜.
Then by Lemma 6,
|fε(x+ y)− f ε(x)|  C|f |β(|y|α ∧ 1)K(ε, α, β), x, y ∈ Rd,
and
|f ε(x+ c(x)y)− f ε(x)|  C|f |β(|c(x)y|α ∧ 1)K(ε, α, β)
 C|f |β
[
1{|y|1}|c(x)y|α + 1{|y|>1}(|c(x)y|α ∧ 1)
]
K(ε, α, β).
If α = 1, then, by Lemma 6(ii) and (12),
|f ε(x+ y)− f ε(x)|  C sup
x
[|f(x)| + |∇f ε(x)|](|y| ∧ 1)
 C|f |β(|y| ∧ 1)K(ε, 1, β), x, y ∈ Rd,
and
|fε(x+ c(x)y)− f ε(x)|  C|f |β(|c(x)y| ∧ 1)K(ε, 1, β)
 C|f |β [1|y|1|c(x)y|+ 1|y|>1(|c(x)y| ∧ 1)]K(ε, 1, β).
If α ∈ (1, 2], then
f ε(x+ y)− f ε(x)− (∇f ε(x), y)
=
∫ 1
0
(∇f ε(x + sy)−∇f ε(x), y) ds ∀x, y ∈ Rd.
For α ∈ (1, 2) and β = α− 1, by Lemmas 1 and 6,
|f ε(x+ y)− f ε(x)− (∇f ε(x), y)|  C|f |β|y|αK(ε, α, β).
For α ∈ (1, 2) and β = α− 1,
∇f ε(x+ y˜)−∇f ε(x) = ε−1ε−d
∫
∇w
(
y
ε
)
[f(x+ y˜ − y)− f(x− y)] dy
and
|∇f ε(x+ y˜)−∇f ε(x)|  Cε−1|y˜|β|f |β = C|f |β|y˜|α−1ε−α+β .
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For α = 2, by Lemma 6,
|∇f ε(x+ y˜)−∇f ε(x)|  sup
x
|∂2f ε(x)||y˜|  C|f |β |y˜|K(ε, α, β).
In all cases, it holds that
|fε(x+ y)− f ε(x)− (∇f ε(x), y)|  C|f |β|y|αK(ε, α, β).
Hence, for |y|  1,
|f ε(x+ c(x)y)− f ε(x)− (∇f ε(x), c(x)y)|  C|f |β |c(x)y|αK(ε, α, β).
Also, for |y| > 1,
|f ε(x+ c(x)y) − f ε(x)|  2|f |β.
Therefore, the statement follows by the assumptions and Lemma 6.
3.3. Rate of convergence. With results on the backward Kolmogorov equa-
tions and one-step estimates, the rate of convergence stated in Theorem 1 is proved
by applying Itoˆ’s formula.
Proof. Let v ∈ Cα+β(H) be a unique solution to (5). By Itoˆ’s formula and
Remark 3,
E[v(0, X0)] = E[v(T,XT )]
−E
[∫ T
0
(
∂tv(s,Xs) +AXsv(s,Xs) + BXsv(s,Xs)
)
ds
]
= E
[
g(XT )−
∫ T
0
f(Xs) ds
]
and
E[v(0, X0)] = E[v(0, Y0)].
By Proposition 2, Corollary 2, Remark 4, and Lemma 2, for s ∈ [0, T ],
|Azv(s, · )|β + |Bzv(s, · )|β  C|v|α+β  C|g|α+β,
|∂tv(s, · )|β  C|g|α+β .
Then, by Itoˆ’s formula and Corollary 2,
E[g(YT )]−E[g(XT )]−E
[∫ T
0
f(Yτis ) ds
]
+E
[∫ T
0
f(Xs) ds
]
= E[v(T, YT )]−E[v(0, Y0)]−E
[∫ T
0
f(Y
τis
) ds
]
+E
[∫ T
0
f(Xs) ds
]
= E
[∫ T
0
{
[∂tv(s, Ys)− ∂tv(s, Yτis )] + [AYτis v(s, Ys)−AYτis v(s, Yτis )]
+ [BYτis v(s, Ys)− BYτis v(s, Yτis )]
}
ds
]
.
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Hence, by Lemma 3, there exists a constant C independent of g and f such that
|E[g(YT )]−E[g(XT )]|  C|g|α+βκ(δ, α, β)
and ∣∣∣∣E
[∫ T
0
f(Yτis ) ds
]
−E
[∫ T
0
f(Xs) ds
]∣∣∣∣  C|f |βκ(δ, α, β).
The statement of Theorem 1 follows.
4. Conclusions. This paper studies weak Euler approximation for stochastic
differential equations driven by Le´vy processes. The dependence of the rate of conver-
gence on the regularity of the coefficients and driving processes is investigated under
the assumption that the coefficients are β-Ho¨lder continuous. The main part of the
stochastic differential equation is driven by a spherically symmetric α-stable process,
and the tail of the Le´vy measure of the lower-order part has a μ-order finite moment
with μ ∈ [β, α + β). Depending on the values of α and β, three scenarios are looked
into to derive the rate of convergence for a full regularity scale. To estimate the rate,
the existence of a unique solution to the corresponding backward Kolmogorov equa-
tion in Ho¨lder space is first proved. The assumptions on the regularity of coefficients
and test functions are weaker than those in the existing literature.
One possible improvement could be to consider the asymptotic of the tails at
infinity instead of the tail moment μ. Another direction could be to consider stochastic
differential equations driven by point and martingale measures. That is, for α ∈ (0, 2]
and a measurable space (U,U) associated with a nonnegative σ-finite measure π such
that there exists a decreasing sequence Un ∈ U , U =
⋃
n U
c
n, and π(U
c
n) < ∞ for
each n, consider an F-adapted stochastic process X = {Xt}t∈[0,T ] solving
Xt = X0 +
∫ t
0
a(Xs−) ds+
∫ t
0
b(Xs−) dWs
+
∫ t
0
∫
Rd0
c(Xs−, y)
[(
1{α∈(0,2)} − χα(y)
)
pα(ds, dy) + χα(y) qα(ds, dy)
]
+
∫ t
0
∫
U
l(Xs−, υ)
[(
1− χ˜α(υ)) p(ds, dυ) + χ˜α(υ) q(ds, dυ)],
where a and b are measurable and bounded, c and l are measurable,
χα(y) = 1{α=1}1{|y|1} + 1{α∈(1,2)}, χ˜α(υ) = 1{α∈(1,2]}1{υ∈U1},
W = {Wt}t∈[0,T ] is a standard Wiener process, and pα(dt, dy) and p(dt, dυ) are in-
dependent Poisson point measures on [0, T ] × Rd0 and [0, T ] × U, respectively, with
qα(dt, dy) = pα(dt, dy) − dy dt/|y|d+α and q(dt, dυ) = p(dt, dυ) − π(dυ) dt being the
corresponding martingale measures.
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