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FUNCTIONAL JOHN ELLIPSOIDS
GRIGORY IVANOV AND MA´RTON NASZO´DI
Abstract. We extend the notion of the largest volume ellipsoid contained in a convex body in
R
d to the setting of logarithmically concave functions.
For each s > 0, we define a class of non-negative functions on Rd derived from ellipsoids in
R
d+1. For any log-concave function f on Rd, and any fixed s > 0, we consider functions belonging
to this class, and find the one with the largest integral under the condition that it is pointwise
less than or equal to f . We show that it exists, and is unique, and call it the John s-ellipsoid
function of f . We give a characterization of this function similar to the one given by John in
his fundamental theorem. As an application, we prove a quantitative Helly-type result about the
integral of the pointwise minimum of a family of log-concave functions. Finally, we study John
s-ellipsoid functions as s tends to zero and to infinity.
1. Main results and the structure of the paper
We extend the notion of the largest volume ellipsoid contained in a convex body in Rd to the
setting of logarithmically concave functions, and present applications, most notably, a quantitative
Helly-type result for the integral of the pointwise minimum of a family of logarithmically concave
functions. The paper is organized as follows.
Section 2 contains the definition of our main objects of study, the John s-ellipsoid (an
ellipsoid in Rd+1) and the John s-ellipsoid function (a function on Rd) of a log-concave function
f on Rd. The rough idea is the following. Consider the graph of the function f 1/s, which is a
set in Rd+1, and turn it into a not necessarily convex body in Rd+1, which we call the s-lifting of
f . We define also a measure-like quantity, the s-volume of sets in Rd+1. Then we look for the
ellipsoid in Rd+1 which is contained in the s-lifting of f and is of maximal s-volume. We call this
ellipsoid in Rd+1 the John s-ellipsoid of f . This ellipsoid defines a function on Rd, which is the
John s-ellipsoid function of f . This function is pointwise less than or equal to f .
In Section 3, we prove some basic inequalities about the quantities introduced before.
As an immediate application of these inequalities, we obtain a compactness result that will (in
the next Section) yield that the John s-ellipsoid exists, that is, the maximum in its definition is
indeed attained.
Section 4 contains one of our main tools, interpolation between ellipsoids. In the
classical theory of the John ellipsoid, the unicity of the largest volume ellipsoid contained in
a convex body K in Rd may be proved in the following way. Assume that E1 = A1B
d + a1
and E2 = A2B
d + a2 are ellipsoids of the same volume contained in K, where B
d denotes the
Euclidean unit ball, A1, A2 are matrices, and a1, a2 ∈ Rd. Then the ellipsoid A1+A22 Bd + a1+a22 is
also contained in K and its volume is larger than that of E1 and E2.
We are not be able to copy this argument in our setting in a straightforward manner, as the set
we consider is not convex. However, we show that if two ellipsoids in Rd+1 of the same s-volume
are contained in the s-lifting of a log-concave function f , then one can define a third ellipsoid
“between” the two ellipsoids which is of larger s-volume. This intermediate ellipsoid is obtained
as a non-linear combination of the parameters determining the two ellipsoids.
As an immediate application, we obtain that the John s-ellipsoid is unique, see Theorem 4.1.
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In Section 5, we state and prove a necessary and sufficient condition for the (d+ 1)-
dimensional Euclidean unit ball Bd+1 to be the John s-ellipsoid of a log-concave function f on
R
d, see Theorem 5.1. Here, we phrase a simple version of it.
Theorem 1.1. Let K = {(x, ξ) ∈ Rd+1 : |ξ| ≤ f(x)/2} ⊆ Rd+1 denote the symmetrized subgraph
of an upper-semicontinuous log-concave function f on Rd of positive non-zero integral. Assume
that the (d+ 1)-dimensional Euclidean unit ball Bd+1 is contained in K. Then the following are
equivalent.
(1) The ball Bd+1 is the unique maximum volume ellipsoid contained in K.
(2) There are contact points u1, . . . , uk ∈ bd
(
Bd+1
)∩bd (K), and weights c1, . . . , ck > 0 such
that
k∑
i=1
ciui ⊗ ui = I and
k∑
i=1
ciui = 0,
where ui is the orthogonal projection of ui to R
d and I is the (d + 1) × (d + 1) identity
matrix.
The implication from (1) to (2) is proved in more or less the same way as John’s fundamental
theorem about convex bodies, there are hardly any additional difficulties. The converse however,
is not straightforward, since K is not a convex body in general. That part of the proof relies
heavily on the technique of interpolation between ellipsoids.
Section 6 contains the proof of our quantitative Helly-type result. This is a non-trivial
application of the results of the previous sections. We describe it in detail here.
For a positive integer n, we denote by [n] the set [n] = {1, 2, . . . , n}. For m ≤ n, the family of
subsets of [n] of cardinality at most m is denoted as
(
[n]
≤m
)
= {I ⊆ [n] : I is of cardinality ≤ m}.
According to Helly’s theorem, if the intersection of a finite family of convex sets in Rd is empty,
then it has a subfamily of at most d+ 1 members such that the intersection of all members of the
subfamily is empty.
A quantitative variant of Helly’s theorem was introduced by Ba´ra´ny, Katchalski and Pach
[BKP82], stating the following. Let K1, . . . , Kn be convex sets in R
d. Then there is a set
σ ∈ ( [n]≤2d) of at most 2d indices such that
vold
(⋂
i∈σ
Ki
)
≤ cd vold
⋂
i∈[n]
Ki
 ,
where cd depends on d only.
In [BKP82], it is shown that one can take cd = d
2d2 and it is conjectured that the theorem
should hold with cd = d
cd for a proper absolute constant c > 0. It was confirmed in [Nas16] with
cd ≈ d2d, where it is also shown that such result will not hold with cd ≪ dd/2. The argument in
[Nas16] was refined by Brazitikos [Bra17] who showed that one may take cd ≈ d3d/2. For more on
quantitative Helly-type results, see the surveys [HW18, DLGMM19]
Observe that the pointwise minimum of a family of log-concave functions is again log-concave.
Our quantitative Helly-type result is the following.
Theorem 1.2. Let f1, . . . , fn be upper semi-continuous log-concave functions on R
d. For every
σ ⊆ [n], let fσ denote the pointwise minimum:
fσ(x) = min{fi(x) : i ∈ σ}.
Then there is a set σ ∈ ( [n]≤3d+2) of at most 3d + 2 indices such that, with the notation f = f[n],
we have
(1.1)
∫
Rd
fσ ≤ 100dd2d
∫
Rd
f.
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We note that at the expense of obtaining a much worse bound in place of the multiplicative
constant d2d, we can show a similar result with Helly number 2d + 1 instead of 3d + 2. That
result will be part of a sequel to the present paper. However, in Subsection 6.6, we show that the
number 2d+ 1 cannot be decreased to 2d.
In Section 7, we describe the relationship between the approach of Alonso-Gutie´rrez,
Merino, Jime´nez and Villa [AGMJV18] and our approach.
In [AGMJV18], an ellipsoid in Rd is associated to any log-concave function f of finite positive
integral on Rd, which we call the AMJV ellipsoid. It is defined as follows.
For every β ≥ 0, consider the superlevel set {x ∈ Rd : f(x) ≥ β} of f . This is a bounded
convex set with non-empty interior, we take its largest volume ellipsoid, and multiply the volume
of this ellipsoid by β. As shown in [AGMJV18], there is a unique β0 ∈ [0, ‖f‖] such that this
product is maximal, where ‖f‖ denotes the L∞ norm of f . The AMJV ellipsoid is the ellipsoid
E in Rd obtained for this β0.
In Theorem 7.1, we show that β0χE is the limit (in a rather strong sense) of our John s-ellipsoid
functions as s tends to 0.
This result is based on the comparison of the s-volumes of John s-ellipsoids for distinct values
of s. We compare also these s-volumes and the integral of f .
Finally, in Section 8, we study our John s-ellipsoid functions as s tends to infinity.
We show that the limit may only be a Gaussian distribution, see Theorem 8.2 . What is perhaps
surprising is that the limit may be one Gaussian for a certain sequence s1, s2, · · · → ∞, while it
may be a different Gaussian for another sequence. We show however, that in this case, the two
Gaussians are translates of each other, see Theorem 8.1.
1.1. Notation, Basic Terminology. We denote the Euclidean unit ball in Rn by Bn, where n
will mostly be d or d+ 1.
We identify the hyperplane in Rd+1 spanned by the first d standard basis vectors with Rd. A
set C ⊂ Rd+1 is d-symmetric, if C is symmetric about Rd that is, if (2P − I)C = C, where
P : Rd+1 → Rd+1 is the orthogonal projection onto Rd.
For square matrices A1 ∈ Rd1×d1 and A2 ∈ Rd2×d2 , we denote by A1⊕A2 the (d1+d2)×(d1+d2)
matrix
A1 ⊕ A2 =
(
A1 0
0 A2
)
.
In particular, if A ∈ Rd×d and α ∈ R then we consider the scalar α as a 1× 1 matrix, and write
A⊕ α, which is a (d+ 1)× (d+ 1) matrix.
For a function f : Rd → R and a scalar α ∈ R, we denote the superlevel set of f by [f ≥ α] =
{x ∈ Rd : f(x) ≥ α}. The epigraph of f is the set epi(f) = {(x, ξ) ∈ Rd+1 : ξ ≥ f(x)} in Rd+1.
The L∞ norm of a function f is denoted as ‖f‖.
For two functions f1, f2, if f1 is pointwise less than or equal to f2, then we write f1 ≤ f2.
A function ψ : Rd → R ∪∞ is called convex, if ψ((1 − λ)x + λy) ≤ (1 − λ)ψ(x) + λψ(y) for
every x, y ∈ Rd and λ ∈ [0, 1]. A function f on Rd is logarithmically concave (or, log-concave for
short) if f = e−ψ for a convex function ψ on Rd. We say that a log-concave function f on Rd is
a proper log-concave function, if f is upper-semicontinuous and has finite positive integral.
We will use ≺ to denote the standard partial ordering on the cone of positive semi-definite
matrices, that is, we will write A ≺ B if B − A is positive definite. We recall the additive and
the multiplicative form of Minkowski’s determinant inequality. Let A and B be positive definite
matrices of order d. Then, for any λ ∈ (0, 1),
(1.2) (det (λA+ (1− λ)B))1/d ≥ λ (detA)1/d + (1− λ) (detB)1/d ,
with equality if and only if, A = cB for some c > 0; and
(1.3) det (λA+ (1− λ)B) ≥ (detA)λ · (detB)1−λ ,
with equality if and only if, A = B.
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2. The s-volume, the s-lifting and the s-ellipsoids
2.1. Motivation for the definitions. One way to obtain a log-concave function f on Rd is
to take a convex body K in Rd+s for some positive integer s, take the uniform measure on K,
and take the density of its marginal on Rd. Furthermore, it is well known that any log-concave
function is a limit of functions obtained this way.
If f is obtained this way, then it is natural to think of the the largest volume ((d+s)-dimensional)
ellipsoid contained in K as the John ellipsoid of f . Going one step further, one may take the
uniform measure on this ellipsoid, and take the marginal on Rd of this measure, and call the
density of this marginal the John ellipsoid of f .
Clearly, for a given f , the convex body K in Rd+s described above is not unique if it exists.
One may take the symmetrization of any such K about Rd (see [BZ88, Section 9.2.1.I]) to obtain
a new convex body in Rd+s which is now symmetric about Rd and still has the property that the
density of the marginal on Rd of the uniform measure on it is f .
At this point, we realize that, because of the symmetry about Rd, there is no need to consider a
body in Rd+s. Instead, we may consider the section of it by the linear subspace spanned by Rd and
any vector, say ed+1 which is not in R
d. We just need to remember that the last coordinate in Rd+1
represents s coordinates when it comes to computing the marginal of the uniform distribution of
a convex body in Rd+1.
In what follows, we formalize this reasoning without referring to any (d+s)-dimensional convex
body. An advantage of the formalism that follows is that it works for non-integer s as well.
2.2. The s-volume and its s-marginal. Fix a positive real, s > 0. For every x ∈ Rd, we
denote the line in Rd+1 perpendicular to Rd at x by ℓx.
Let C ⊂ Rd+1 be a d-symmetric Borel set. The s-volume of C is defined as
(s)µ
(
C
)
=
∫
Rd
[
1
2
length
(
C ∩ ℓx
)]s
dx.
Note that (s)µ(·) is not a measure on Rd+1. However, clearly, for any d-symmetric Borel set C
in Rd+1, the s-marginal of C on Rd defined for any Borel set B in Rd as
(2.1)
(s)
marginal
(
C
)
(B) =
∫
B
[
1
2
length
(
C ∩ ℓx
)]s
dx
is a measure on Rd.
We note that for any matrix A = A ⊕ α, where A ∈ Rd×d and α ∈ R, any d-symmetric set C
in Rd+1 and any Borel set B in Rd, we have
(2.2)
{
(s)
marginal
(
AC
)
(AB) = | detA| · |α|s · (s)marginal (C)(B), and
(s)µ
(
AC
)
= | detA| · |α|s · (s)µ(C) .
2.3. The s-lifting of a function. Let f : Rd → R≥0 be a function, and s > 0. The s-lifting of
f is a d-symmetric set in Rd+1 defined as
(s)
f =
{
(x, ξ) ∈ Rd+1 : |ξ| ≤ (f(x))1/s
}
,
Note the following scaling property of s-lifting: for any γ > 0,
(2.3)
(s)
(γf) =
(
I ⊕ γ1/s) (s)f.
Clearly, for any Borel set B in Rd,∫
B
f dx = (s)µ
(
(s)
f ∩ (B × R)
)
,
that is,
(s)
marginal
(
(s)
f
)
is the measure on Rd with density f.
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2.4. Ellipsoids. Let A be a positive definite matrix in Rd×d, and a ∈ Rd. They determine an
ellipsoid with center a associated to A defined as
(2.4) A
(
Bd
)
+ a
Note that A
(
Bd
)
+ a = {x ∈ Rd : 〈A−1x,A−1x〉 ≤ 1}+ a.
In Rd+1, we will consider d-symmetric ellipsoids. To describe them, we introduce the vector
space
(2.5) M = {(A, a) : A ∈ R(d+1)×(d+1), A⊺ = A, a ∈ Rd} ,
and the cone
(2.6) E = {(A⊕ α, a) ∈M, A ∈ Rd×d positive definite,α > 0} .
Clearly, any d-symmetric ellipsoid in Rd+1 is represented as
(A⊕ α)Bd+1 + a,
in a unique way. Thus, from this point on, we consider E the set of all d-symmetric ellipsoids in
R
d+1. We note that
(2.7) dimM = (d+ 1)(d+ 2)
2
+ d.
2.5. Definition of the John s-ellipsoid of a function. Fix s > 0 and let z(f, s) denote the
supremum of the s-volumes of all d-symmetric ellipsoids E in Rd+1 with E ⊆ (s)f . Lemma 3.3 and
a standard compactness argument yield that this supremum is attained, we will see (Theorem 4.1)
that it is attained on a unique ellipsoid. We call this ellipsoid in Rd+1 the John s-ellipsoid of f
and denote it by E(f, s). We call the s-marginal of E(f, s) the John s-ellipsoid function of f ,
and denote its density by
(s)Jf = the density of
(s)
marginal
(
E(f, s)
)
.
Note the scaling property of s-ellipsoids, a consequence of (2.3): for any s, γ > 0,
(2.8) E is the John s-ellipsoid of f if and only if,
(
I ⊕ (γ1/s))E is the Johns-ellipsoid of γf,
or, equivalently, (s)Jf is the John s-ellipsoid function of f if and only if, γ · (s)Jf is the John
s-ellipsoid function of γf.
Similarly, for any affine map A : Rd → Rd, (s)Jf is the John s-ellipsoid function of f if and
only if, (s)Jf ◦ A is the John s-ellipsoid function of f ◦ A.
2.6. How the definitions described above implement the idea described in 2.1. As a
closing note of this section, we return to the case when s is a positive integer. Assume that the
log-concave function f is the density of the marginal on Rd of the uniform measure on a convex
body K in Rd+s. Consider the symmetrization K
′
about Rd of K. Then K
′
is again a convex
body in Rd+s which is symmetric about Rd. Hence, its maximum volume ellipsoid, denote it by
E, is symmetric about Rd. It follows from our definitions that the section E of E by Rd+1 is the
John s-ellipsoid of f , and the s-measure of E is equal to the (d+ s)-dimensional volume of E.
3. Some basic inequalities
3.1. The s-volume of ellipsoids. We denote the s-volume of the ball Bd+1 of unit radius
centered at the origin in Rd+1 by (s)κd+1, and compute it using spherical coordinates.
(3.1) (s)κd+1 =
(s)µ
(
Bd+1
)
=
∫
Bd
(√
1− |x|2
)s
dx = vold−1 S
1∫
0
rd−1(
√
1− r2)s dr =
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vold−1 S
2
1∫
0
t(d−2)/2(1− t)s/2 dt = d vold(B
d)
2
Γ(s/2 + 1) Γ(d/2)
Γ(s/2 + d/2 + 1)
= πd/2
Γ(s/2 + 1)
Γ(s/2 + d/2 + 1)
,
where S = bd
(
Bd
)
denotes the unit sphere in Rd, and Γ(·) is Euler’s Gamma function.
Note that
(3.2) lim
s→0+
(s)κd+1 = vold(B
d).
Thus, (s)κd+1 as a function of s on [0,∞) with (0)κd+1 = vold(Bd) is a strictly decreasing continuous
function.
By (2.2), the s-volume of a d-symmetric ellipsoid can be expressed as
(3.3) (s)µ
(
(A⊕ α)Bd+1 + a) = (s)κd+1αs detA, for any (A⊕ α, a) ∈ E .
3.2. The height function of an ellipsoid. For any (A ⊕ α, a) ∈ E , we will say that α is the
height of the ellipsoid E = (A⊕ α)Bd+1 + a. We define the height function of E as
hE(x) =
{
α
√
1− 〈A−1(x− a), A−1(x− a)〉, if x ∈ ABd + a
0, otherwise.
Note that the height function of an ellipsoid is a proper log-concave function. Clearly, the inclusion
E ⊂ (s)f holds if and only if
(3.4) hE(x+ a) ≤ f 1/s(x+ a) for all x ∈ ABd.
3.3. Bounds on f based on local behaviour.
Lemma 3.1. Let ψ1 and ψ2 be convex functions on R
d and f1 = e
−ψ1 and f2 = e−ψ2 . Let f2 ≤ f1
(pointwise) and f1(x0) = f2(x0) > 0 at some point x0 in the interior of the domain of ψ2. Assume
that ψ2 is differentiable at x0. Then f1 and f2 are differentiable at x0, ∇f1(x0) = ∇f2(x0) and
the following holds
f1(x) ≤ f2(x0)e−〈∇ψ2(x0),x−x0〉
for all x ∈ Rd.
Proof. Since f2 ≤ f1, the epigraph of ψ1 contains the epigraph of ψ2. Hence, f1(x0) = f2(x0)
implies that the subdifferential ∂ψ1 at x0 is contained in the subdifferential ∂ψ2 at x0. Since the
latter consists of one vector ∇ψ2(x0), we conclude that ψ1 is differentiable at x0 and ∇ψ1(x0) =
∇ψ2(x0). By the convexity of ψ1, we have
ψ1(x) ≥ ψ1(x0) + 〈∇ψ1(x0), x− x0〉 = ψ2(x0) + 〈∇ψ2(x0), x− x0〉
for all x ∈ Rd. The result follows. 
Corollary 3.1. Let f be a log-concave function on Rd, and s > 0. Assume that Bd+1 ⊆ (s)f and
u ∈ Rd+1 \Rd is a contact point of Bd+1 and (s)f , that is, u ∈ bd (Bd+1) ∩ bd((s)f) \Rd. Then
(3.5) f(x) ≤ wse− sw2 〈u,x−u〉 for all x ∈ Rd,
where u is the orthogonal projection of u to Rd and w =
√
1− |u|2.
Note that since u /∈ Rd, we have w > 0.
Proof of Corollary 3.1. Applying Lemma 3.1 to the functions f1 = f
1/s and f2 = hBd+1 at x0 = u,
we obtain
f 1/s(x) ≤ we−〈∇[− log hBd+1](u),x−u〉 for all x ∈ Rd.
Since for any y ∈ int (Bd), we have
∇ [− log hBd+1] (y) = −
1
2
∇ [log(1− |y|2)] = y
1− |y|2 ,
inequality (3.5) follows. 
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We will make use of the following well known bound (see [Lemma 2.2.1, Brazitikos book]).
Lemma 3.2. For any proper log-concave function f on Rd, there are Θ, ϑ > 0 such that
(3.6) f(x) ≤ Θe−ϑ|x|, for all x ∈ Rd.
This bound implies that the integral of a proper log-concave function over any affine hyperplane
in Rd is bounded by some constant. Hence, the integral over any slab is bounded from above by
a linear function of its width, that is, for a proper log-concave function f, there exists Θf such
that
(3.7)
∫
{x∈Rd: |〈x−a,y〉|≤λ}
f dx ≤ Θfλ, for arbitraty a, y ∈ Rd with |y| = 1.
3.4. Compactness. We show that ellipsoids of large s-volume contained in
(s)
f are contained in
a bounded region of Rd+1. We state a bit more, allowing s to vary in an interval (0, s0].
Lemma 3.3 (Compactness). Let f : Rd → [0,∞) be a proper log-concave function l, and δ, s0 >
0. Then there is a radius ρ > 0 such that for any 0 < s ≤ s0, if E = (A ⊕ α)Bd+1 + a,
where (A ⊕ α, a) ∈ E , is a d-symmetric ellipsoid in Rd+1 with E ⊆ (s)f and (s)µ(E) ≥ δ, then
ABd + a ⊆ ρBd and αs ≤ ρ.
Proof of Lemma 3.3. By (3.2), (s)κd+1 is bounded on the interval (0, s0], and its supremum is
(0)κd+1.
Let Θ, ϑ > 0 be such that (3.6) holds for f .
Consider a d-symmetric ellipsoid E = (A⊕α)Bd+1+a in Rd+1, and denote the largest eigenvalue
of A (that is, the length of the longest semi-axis of ABd) by β. By (3.3), we have
(3.8) (s)µ
(
E
) ≤ (s)κd+1βdαs ≤ (0)κd+1βdαs.
Let m ∈ Rd be the midpoint of a semi-axis of E of length β such that ∢(0am) ≥ π/2 (if the
center a = 0, then this angle condition can be ignored).
Since E ⊆ (s)f , we have hE(m) =
√
3α
2
≤ (f(m))1/s. Using the angle condition for m, we have
|m| ≥ β/2, and hence, (3.6) yields that
√
3α
2
≤ (Θe−ϑβ/2)1/s. Thus, by (3.8),
δ ≤ (s)µ(E) ≤ (0)κd+1βd (2/√3)sΘe−ϑβ/2 ≤ (0)κd+1βd2s0Θe−ϑβ/2.
The latter converges to 0 as β →∞, thus β ≤ ρ1 for some ρ1 > 0 depending on f .
Similarly, we have hE(a) = α ≤ (f(a))1/s ≤
(
Θe−ϑ|a|
)1/s
. Thus, by (3.8),
δ ≤ (s)µ(E) ≤ (0)κd+1Θe−ϑ|a|ρd1,
and hence, |a| ≤ ρ2 for some ρ2 > 0 depending on f .
Since αs ≤ ‖f‖ , the existence of a ρ > 0 as promised follows immediately, completing the proof
of Lemma 3.3. 
4. Interpolation between ellipsoids
In this section, we show that if two ellipsoids are contained in
(s)
f , then we can define a third
ellipsoid that is also contained in
(s)
f , and we give a lower bound on its s-volume. The latter is
a Brunn–Minkowski type inequality for the s-volume of ellipsoids.
After preliminaries, we present the main results of this section in Subsection 4.2, which is
followed by immediate applications, one of which is the proof of Theorem 4.1.
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4.1. Operations on functions: Asplund sum, epi-product. Following Section 9.5 of [Sch14],
we define the Asplund sum (or sup-convolution) of two log-concave functions f1 and f2 on R
d as
(f1 ⋆ f2)(x) = sup
x1+x2=x
f1(x1)f2(x2),
and the epi-product of a log-concave function f on Rd with a scalar λ > 0 as
(λ ∗ f)(x) = f
(x
λ
)λ
.
Clearly,
‖f‖ = ‖f1‖ ‖f2‖ , where f = f1 ⋆ f2.
The Asplund sum is closely related to the infimal convolution (See Section 1.6 of [Sch14]), and
can be interpreted as follows. Let f1 = e
−ψ1 and f2 = e−ψ2 , where ψ1, ψ2 are convex functions, be
proper log-concave functions. Then
f1 ⋆ f2 = e
−ψ,
where ψ is the function defined by taking the Minkowski sum of the epi-graphs, that is,
epiψ = epiψ1 + epiψ2.
Thus, for any proper log-concave function f and λ ∈ [0, 1], we have
(4.1) (λ ∗ f) ⋆ ((1− λ) ∗ f) = f.
4.2. A non-linear combination of two ellipsoids. The following two lemmas are our key
tools. They allow us to interpolate between two ellipsoids.
Lemma 4.1 (Containment of the interpolated ellipsoid). Fix s1, s2, β1, β2 > 0 with β1 + β2 = 1.
Let f1 and f2 be two proper log-concave functions on R
d, and E1, E2 be two d-symmetric ellipsoids
represented by (A1 ⊕ α1, a1) ∈ E and (A2 ⊕ α2, a2) ∈ E , respectively, such that
(4.2) E1 ⊂ (s1)f1 and E2 ⊂ (s2)f2.
Define
f = (β1 ∗ f1) ⋆ (β2 ∗ f2) and s = β1s1 + β2s2.
Set
(A⊕ α, a) =
(
β1A1 + β2A2 ⊕ (αβ1s11 αβ2s22 )1/s, β1a1 + β2a2
)
and E = (A⊕ α)Bd+1 + a.
Then,
(4.3) E ⊂ (s)f.
Proof. Fix x ∈ ABd and define
x1 = A1A
−1x, x2 = A2A−1x.
Clearly, x1 ∈ A1Bd and x2 ∈ A2Bd. Thus, by (4.2) and (3.4), we have
(4.4) f
1/s1
1 (x1 + a1) ≥ hE1(x1 + a1) and f
1/s2
2 (x2 + a2) ≥ hE2(x2 + a2).
By our definitions, we have that β1(x1 + a1) + β2(x2 + a2) = x + a. Therefore, by the definition
of the Asplund sum, we have that
f(x+ a) ≥ fβ11 (x1 + a1)fβ22 (x2 + a2),
which, by (4.4) yields
f(x+ a) ≥ (hE1(x1 + a1))β1s1(hE2(x2 + a2))β2s2 .
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By the definition of the height function, and since A−1x = A−11 x1 = A
−1
2 x2, we have(
hE1(x1 + a1))
β1s1(hE2(x2 + a2)
)β2s2
=(
α1
√
1− 〈A−11 x1, A−11 x1〉)β1s1 (α2√1− 〈A−12 x2, A−12 x2〉)β2s2 =
α
β1s1
1 α
β2s2
2
(√
1− 〈A−1x,A−1x〉
)β1s1+β2s2
=
(
α
√
1− 〈A−1x,A−1x〉
)s
= (hE(x+ a))
s .
Combining this with the previous inequality, we obtain inequality (3.4). This completes the
proof. 
Lemma 4.2 (Volume of the interpolated ellipsoid). Under the conditions of Lemma 4.1 with
s1 = s2, the following inequality holds.
(4.5) (s)µ
(
E
) ≥ ((s)µ(E1))β1 ((s)µ(E2))β2 ,
with equality if and only if, A1 = A2.
Proof. We set s = s1 = s2, and observe that by (3.3), inequality (4.5) is equivalent to
(s)κd+1(α
β1
1 α
β2
2 )
s · det (β1A1 + β2A2) ≥ (s)κd+1(αβ11 αβ22 )s · (detA1)β1 (detA2)β2 ,
which holds if and only if,
det (β1A1 + β2A2) ≥ (detA1)β1 (detA2)β2 .
Finally, (4.5) and the equality condition follow from Minkowski’s determinant inequality (1.3)
and the equality condition therein. 
4.3. Uniqueness of the John s-ellipsoids. We start with a simple but useful observation.
Lemma 4.3 (Interpolation between translated ellipsoids). Let f be a proper log-concave function
on Rd, s > 0. Assume that the two d-symmetric ellipsoids E1 and E2 contained in
(s)
f are
translates of each other by a vector in Rd. More specifically, assume that they are represented as
(A ⊕ α, a1) and (A ⊕ α, a2) with a1 = −a2 = δAe1, where e1 is the first standard basis vector in
R
d. Then the origin centered ellipsoid
E0 = (A⊕ α)MBd+1, where M = diag(1 + δ, 1, . . . , 1),
is contained in
(s)
f .
Proof. Since all super-level sets of f 1/s are convex sets in Rd, it is easy to see that for any convex set
H and vector v ∈ Rd, if H ⊆ (s)f and H + v ⊆ (s)f , then conv (H ∪ (H + v)) = H + [0, v] ⊆ (s)f .
Thus,
(s)
f contains the ’sausage-like’ body
W = conv
(
E1 ∪ E2
)
= (A⊕ α) (Bd+1 + [A−1a2, A−1a1]) = (A⊕ α) (Bd+1 + [−δe1, δe1]) .
On the other hand, clearly, E0 ⊆W completing the proof of Lemma 4.3. 
As a first application of Lemmas 4.1 and 4.2, we show that there is a unique largest s-volume
ellipsoid of any fixed height in
(s)
f .
Lemma 4.4 (Unicity for a fixed height). Let f be a proper log-concave function on Rd, s > 0,
and α ∈ (0, ‖f‖1/s). Then, among d-symmetric ellipsoids of height α in (s)f , there is a unique
one of maximal s-volume.
Proof. Clearly, the maximum s-volume among d-symmetric ellipsoids of height α contained in
(s)
f is positive, and by Lemma 3.3 and a standard compactness argument, it is attained.
We show that such an ellipsoid is unique. Assume that E1 ⊂ (s)f and E2 ⊂ (s)f , represented
by (A1⊕α, a1) ∈ E and (A2⊕α, a2) ∈ E , are two d-symmetric ellipsoids of the maximal s-volume.
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Define a new d-symmetric ellipsoid E represented by(
A1 + A2
2
⊕ α, a1 + a2
2
)
∈ E .
Applying (4.1) with λ = 1/2 and Lemma 4.1, we have E ⊂ (s)f . Next, by the choice of the
ellipsoids, we have that
(s)µ
(
E
) ≤ (s)µ(E1) =√(s)µ(E1) (s)µ(E2) = (s)µ(E2) .
By the equality condition in Lemma 4.2, we conclude that A1 = A2.
To complete the proof, we need to show that a1 = a2. Assume the contrary: a1 6= a2. By
translating the origin and rotating the space Rd, we may assume that a1 = −a2 6= 0 and that
A−11 a1 = δe1 for some δ > 0.
By Lemma 4.3, the ellipsoid E0 = (A1 ⊕ α)MBd+1 is contained in (s)f , where M = diag(1 +
δ, 1, . . . , 1). However, (s)µ
(
E0
)
> (s)µ
(
Bd+1
)
, which contradicts the choice of E1 and E2, com-
pleting the proof of Lemma 4.4. 
Theorem 4.1 (Existence and uniqueness of the John s-ellipsoid). Let s > 0 and f be a proper
log-concave function on Rd. Then, there exists a unique John s-ellipsoid of f .
Proof of Theorem 4.1. As in the proof of Lemma 4.4, the existence of an s-ellipsoid follows from
Lemma 3.3 and a standard compactness argument.
Assume that E1 ⊂ (s)f and E2 ⊂ (s)f are two d-symmetric ellipsoids of maximal s-volume,
represented by (A1⊕α1, a1) ∈ E and (A2⊕α2, a2) ∈ E , respectively. We define a new d-symmetric
ellipsoid E represented by (
A1 + A2
2
⊕√α1α2, a1 + a2
2
)
∈ E .
Applying (4.1) with λ = 1/2 and Lemma 4.1, we have E ⊂ (s)f . Next, by the choice of the
ellipsoids, we also have
(s)µ
(
E
) ≤ (s)µ(E1) =√(s)µ(E1) (s)µ(E2) = (s)µ(E2) ,
which, combined with Lemma 4.2, yields (s)µ
(
E
)
= (s)µ
(
E1
)
= (s)µ
(
E2
)
and A1 = A2. This
implies that α1 = α2, since the s-volume of E1 and E2 are equal. Therefore, by Lemma 4.4, the
ellipsoids E1 and E2 coincide, completing the proof of Theorem 4.1. 
4.4. Bound on the height. Recall from Section 2.5 that (s)Jf denotes the density of the John
s-ellipsoid function of f , that is, the density of the s-marginal of the John s-ellipsoid of f . The
following result is an extension of the analogous result from [AGMJV18] about the AMJV ellipsoid
to the John s-ellipsoid with a similar proof.
Lemma 4.5. Let f be a proper log-concave function on Rd and s > 0. Then,
(4.6)
∥∥∥(s)Jf∥∥∥ ≥ e−d ‖f‖ .
We note that if the John s-ellipsoid of f is represented as (A0 ⊗ α0, a0) (that is, its height is
α0), then
∥∥∥(s)Jf∥∥∥ = αs0.
Proof. We define a function Ψ : (0, ‖f‖1/s) → R+ as follows. By Lemma 4.4, for any α ∈
(0, ‖f‖1/s), there is a unique d-symmetric ellipsoid of maximal s-volume among d-symmetric
ellipsoids of height α in
(s)
f . Let this ellipsoid be represented by (Aα ⊗ α, aα) ∈ E . We set
Ψ(α) = detAα.
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Claim 4.1. For any α1,α2 ∈ (0, ‖f‖1/s) and λ ∈ [0, 1], we have
(4.7) Ψ
(
α
λ
1α
1−λ
2
)1/d ≥ λΨ(α1)1/d + (1− λ)Ψ(α2)1/d.
Proof. Let (A1 ⊗ α1, a1) and (A2 ⊗ α2, a2) represent the d-symmetric ellipsoids of maximum s-
volume contained in
(s)
f with the corresponding heights. By Lemma 4.1 and (3.3), we have
that
Ψ
(
α
λ
1α
1−λ
2
) ≥ det (λA1 + (1− λ)A2) .
Now, (4.7) follows immediately from Minkowski’s determinant inequality (1.2). 
Set Φ(t) = Ψ(et)
1/d
for all t ∈
(
−∞, log‖f‖
s
)
. Inequality (4.7) implies that Φ is a concave
function on its domain.
Let α0 be the height of the John s-ellipsoid of f. Then, by (3.3), for any α in the domain of Ψ,
we have that
Ψ(α)αs ≤ Ψ(α0)αs0.
Setting t0 = logα0 and taking root of order d, we obtain
Φ(t) ≤ Φ(t0)e sd (t0−t)
for any t in the domain of Φ. The expression on the right-hand side is a convex function of t,
while Φ is a concave function. Since these functions take the same value at t = t0, we conclude
that the graph of Φ lies below the tangent line to graph of Φ(t0)e
s
d
(t0−t) at point t0. That is,
Φ(t) ≤ Φ(t0)
(
1− s
d
(t− t0)
)
.
Passing to the limit as t→ log‖f‖
s
and since the values of Φ are positive, we get
0 ≤ 1− log ‖f‖
d
+
s
d
t0.
Or, equivalently, t0 ≥ −ds + log‖f‖s . Therefore, α0 ≥ e−d/s ‖f‖1/s . Clearly,
∥∥∥(s)Jf∥∥∥ = αs0 ≥ e−d ‖f‖ .
This completes the proof of Lemma 4.5. 
5. John’s condition — Proof of Theorem 1.1
Theorem 1.1 is an immediate consequence of the following theorem.
Theorem 5.1. Let K ⊆ Rd+1 be a closed set which is symmetric about Rd, and let s > 0. Assume
that Bd+1 ⊆ K. Then the following hold.
(1) Assume that Bd+1 is a locally maximal s-volume ellipsoid contained in K, that is, in some
neighborhood of Bd+1, no ellipsoid contained in K is of larger s-volume.
Then there are contact points u1, . . . , uk ∈ bd
(
Bd+1
)∩bd (K), and weights c1, . . . , ck >
0 such that
(5.1)
k∑
i=1
ciui ⊗ ui = S and
k∑
i=1
ciui = 0,
where ui is the orthogonal projection of ui to R
d and S = diag(1, . . . , 1, s) = I ⊕ s.
Moreover, such contact points and weights exist with some d+ 1 ≤ k ≤ (d+1)(d+2)
2
+ d+ 1.
(2) Assume that K =
(s)
f for a proper log-concave function f , and that there are contact
points and weights satisfying (5.1).
Then Bd+1 is the unique ellipsoid of ( globally) maximum s-volume among ellipsoids
contained in K.
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In this section, we prove Theorem 5.1.
We equipM (for the definition, see (2.5)) with an inner product (that comes from the Frobenius
product on the space of matrices and the standard inner product on Rd) defined as〈
(A, a), (B, b)
〉
= trace
(
AB
)
+ 〈a, b〉 .
Thus, we may use the topology of M on the set E of ellipsoids in Rd+1.
Denote the set of contact points by C = bd
(
Bd+1
) ∩ bd (K), and consider
Ĉ = {(u⊗ u, u) : u ∈ C} ⊂ M,
where u denotes the orthogonal projection of u to Rd.
The proof of Part (1) of Theorem 5.1 is an adaptation of the argument given in [Bal97] and
[Gru07] (see also [GLMP04, GPT01, BR02, Lew79] and [TJ89, Theorem 14.5]) to the s-volume.
The idea is that, if there are no contact points and weights satisfying (5.1), then there is a line
segment in the space E of ellipsoids starting from Bd+1 such that the s-volume increases along
the path and the path stays in the family of ellipsoids contained in K.
Part (2) on the other hand, needs a finer argument as
(s)
f is not necessarily convex. The idea
is that, if Bd+1 is not the global maximizer of the s-volume, then we will find a path in E starting
from Bd+1 such that the s-volume increases along the path, and the path stays in the family of
ellipsoids contained in K. This path is not a line segment since
(s)
f is not necessarily convex.
We will, however, be able to differentiate the s-volume along this path, and by doing so, we will
show that (S, 0) is separated by a hyperplane from the points Ĉ in M, which in turn will yield
that there are no contact points and weights satisfying (5.1).
First, as a standard observation, we state the relationship between (5.1) and separation by a
hyperplane of the point (S, 0) from the set Ĉ in the space M.
Claim 5.1. The following assertions are equivalent.
(1) There are contact points and weights satisfying (5.1).
(2) There are contact points and weights satisfying a modified version of (5.1), where in the
second equation ui is replaced by ui.
(3) (S, 0) ∈ pos(Ĉ).
(4) 1
d+s
(S, 0) ∈ conv
(
Ĉ
)
.
(5) There is no (H, h) ∈M with
(5.2)
〈
(H, h), (S, 0)
〉
> 0, and
〈
(H, h), (u⊗ u, u)〉 < 0 for all u ∈ C.
(6) There is no (H, h) ∈M with
(5.3)
〈
(H, h), (S, 0)
〉
> 0, and
〈
(H, h), (u⊗ u, u)〉 ≤ 0 for all u ∈ C.
Proof. We leave it to the reader to verify the equivalence of (1) and (2) and (3), as well as that
of (5) and (6).
To see that (1) is equivalent to (4), take trace in (5.1), and notice that trace (u⊗ u) =
trace
(
1
d+s
S
)
= 1, which shows that
∑k
i=1 ci = d+ s.
Finally, observe that the convex cone pos(Ĉ) in M does not contain the point (S, 0) ∈ M if
and only if, it is separated from the point by a hyperplane through the origin. This is what (5.2)
expresses, showing that (3) is equivalent to (5), and hence, completing the proof of Claim 5.1. 
Claim 5.2. If contact points and weights satisfying (5.1) exist for some k, then they exist for
some d+ 1 ≤ k ≤ (d+1)(d+2)
2
+ d+ 1.
Proof. Since u⊗ u is of rank 1, the lower bound on k is obvious. The upper bound follows from
(4) in Claim 5.1 and Carathe´odory’s theorem applied in the vector space M. 
Next, we show that if (S, 0) and Ĉ are separated by a hyperplane inM, then the normal vector
of that hyperplane can be chosen to be of a special form.
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Claim 5.3. There is (H, h) ∈M satisfying (5.2) if and only if, there is (H0, h) satisfying (5.2),
where H0 = H0 ⊕ γ for some H0 ∈ Rd×d.
Proof. For any u ∈ Rd+1, let u′ denote the reflection of u about Rd, that is, u′ differs from u in
the last coordinate only, which is the opposite of the last coordinate of u. Since both K and Bd+1
are symmetric about Rd, if u is in C then so is u′.
Let H0 denote the matrix obtained from H by setting the first d entries of the last row to zero,
and the first d entries of the last column to zero. Thus, H0 is of the required form. We show that
(H0, h) satisfies (5.2). Clearly, trace
(
H0S
)
= trace
(
H S
)
, and thus, the first inequality in (5.2)
holds.
For the other inequality in (5.2), consider an arbitrary vector u ∈ C. Then inequality hold
0 >
〈
(H, h), (u⊗ u, u)〉 and 0 > 〈(H, h), (u′ ⊗ u′, u)〉. Note that in the (d + 1)× (d + 1) matrix
(u′ ⊗ u′ + u⊗ u), the first d entries of the last row as well as of the last column are 0. Thus,
0 >
〈
(H, h),
(
(u′ ⊗ u′ + u⊗ u)/2, u)〉 =〈
(H0, h),
(
(u′ ⊗ u′ + u⊗ u)/2, u)〉 = 〈(H0, h), (u⊗ u, u)〉 ,
completing the proof of Claim 5.3. 
In both parts of the proof of Theorem 5.1, we will consider a path in E , and will need to
compute the derivative of the s-volume at the start of this path. It is done in the following.
Claim 5.4. Let ε0 > 0 and let γ : [0, ε0]→ R be a continuous function whose right derivative at
0 exists. Let H ∈ Rd×d be and arbitrary matrix and h ∈ Rd, and consider the path
(5.4) E : [0, ε0]→ E ; t 7→
(
I + t
(
H ⊕ γ(t)))Bd+1 + th
in E . Then the right derivative of the s-volume is
(5.5)
d
dt
∣∣∣∣
t=0+
(s)µ
(
E(t)
)
(s)κd+1
=
〈
(H ⊕ γ(0), h), (S, 0)〉 .
Proof. We apply (3.3),
d
dt
∣∣∣∣
t=0+
(s)µ
(
E(t)
)
(s)κd+1
=
d
dt
∣∣∣∣
t=0+
[
(1 + tγ(t))s det(I + tH)
]
=
(1 + 0 · γ(0))s d
dt
∣∣∣∣
t=0+
[
det(I + tH)
]
+ det(I + 0 ·H) d
dt
∣∣∣∣
t=0+
[
(1 + tγ(t))s
]
=
trace (H) + sγ(0),
which is equal to the right hand side of (5.5) completing the proof of Claim 5.4. 
Claim 5.5. If there is (H ⊕ γ, h) ∈ M, satisfying (5.2), then Bd+1 is not a locally maximal
s-volume ellipsoid contained in K.
Proof. Let γ(t) = γ be the constant function for t ≥ 0, and consider the path (5.4) in E . By
Claim 5.4 and (5.2), the s-volume has positive derivative at the start of this path. Clearly,
(s)µ
(
E(t)
)
is differentiable on some interval [0, ε0], and hence, there is an ε1 > 0 such that for
every 0 < ε < ε1, we have
(5.6) (s)µ
(
E(t)
)
> (s)µ
(
Bd+1
)
.
Now, it is sufficient to establish that there is an ε2 > 0 such that for every 0 < t < ε2, we have
(5.7) E(t) ⊆ K.
Set H = H ⊕ γ. First, we fix an arbitrary contact point u ∈ C. We claim that there is an
ε(u) > 0 such that for every 0 < t < ε(u), we have (I + tH)u+ th ∈ int (Bd+1). Indeed,〈
(I + tH)u+ th, (I + tH)u+ th
〉
= 1 + 2t
( 〈
Hu, u
〉
+ 〈h, u〉 )+ o(t) =
FUNCTIONAL JOHN ELLIPSOIDS 14
1 + 2t
〈
(H, h), (u⊗ u, u)〉+ o(t).
By (5.2), the latter is less than 1, if t > 0 is sufficiently small. Next, the compactness of C yields
that there is an ε3 > 0 such that (I + ε3H)C + ε3h ⊆ int
(
Bd+1
) ⊆ K.
By the continuity of the map x 7→ (I + ε3H)x+ ε3h, there is an open neighborhood W of C in
Bd+1 such that (I + ε3H)W + ε3h ⊆ int
(
Bd+1
) ⊆ K. The latter combined with W ⊂ int (Bd+1)
and with the convexity of Bd+1 yield that for every 0 < t < ε3, we have (I + tH)W + th ⊆
int
(
Bd+1
) ⊆ K.
On the other hand, the compact set Bd+1 \ W is a subset of int (K), and hence, there is an
ε4 > 0 such that for every 0 < t < ε4, we have (I+ tH)(B
d+1 \W)+ th ⊆ int (K). Thus, if 0 < ε2
is less than min{ε3, ε4}, then (I+ tH)(W)+ th ⊆ int
(
K
)
and (I+ tH)(Bd+1 \W)+ th ⊆ int (K).
Thus, (5.7) holds concluding the proof of Claim 5.5. 
5.1. Proof of part (1) of Theorem 5.1. Assume that there are no contact points and weights
satisfying (5.1). By Claims 5.1 and 5.3, there is (H⊕γ, h) ∈M satisfying (5.2). Claim 5.5 yields
that Bd+1 is not a locally maximal s-volume ellipsoid contained in K.
The bound on k follows from Claim 5.2, completing the proof of part (1) of Theorem 5.1.
5.2. Proof of part (2) of Theorem 5.1. Assume that there is an ellipsoid E = ABd+1 + a
contained in int
(
(s)
f
)
with (s)µ
(
E
)
> (s)µ
(
Bd+1
)
, where A = A⊕ α ∈ E and a ∈ Rd.
Set G = A−I ∈ Rd×d, and define the function γ(t) = αt−1
t
for t ∈ (0, 1], which, with γ(0) = lnα
is a continuous function on [0, 1] whose right derivative at 0 exists. Consider the path
E : [0, 1]→ E ; t 7→
(
I + t
(
G⊕ γ(t)))Bd+1 + ta
in E starting at E(0) = Bd+1 and ending at E(1) = E.
Claim 5.6.
(5.8) 0 ≤ 〈(G⊕ γ(0), a), (S, 0)〉 .
Proof. By Lemma 4.2, for every t ∈ [0, 1], we have
(s)µ
(
E(t)
)
(s)κd+1
≥ 1,
and hence, for the right derivative, we have
d
dt
∣∣∣∣
t=0+
(s)µ
(
E(t)
)
(s)κd+1
≥ 0.
Claim 5.4 now yields the assertion of Claim 5.6. 
We want to have strict inequality in (5.8), thus we modify G a bit. Let
H = G+ δI.
By Claim 5.6, we have
(5.9) 0 <
〈
(H ⊕ γ(0), a), (S, 0)〉 .
Moreover, since ABd+1 + a ⊂ int
(
(s)
f
)
, we can fix δ > 0 sufficiently small, such that we also
have that
(5.10) the ellipsoid represented as (I, 0) + (H ⊕ γ(1), a) is contained in int
(
(s)
f
)
.
Claim 5.7. Set H0 = H ⊕ γ(0). Then
(5.11)
〈
(H0, a), (u⊗ u, u)
〉 ≤ 0
for every contact point u ∈ C.
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Proof. Fix an u ∈ C and consider the curve ξ : [0, 1]→ Rd+1; t 7→ u+ t(H ⊕ γ(t))u+ ta in Rd+1.
By Lemma 4.1 and (5.10), the ellipsoid represented as (I, 0) + t(H ⊕ γ(t), a) is contained in (s)f
for every t ∈ [0, 1], and in particular, the curve ξ is contained in (s)f . By convexity and (5.10),
we have that the projection of ξ onto Rd is a subset of the closure of the support of f. Further, ξ
is a smooth curve and its tangent vector ξ′(0) is given by
ξ′(0) =
d
dt
∣∣∣∣
t=0+
(
u+ t
(
H ⊕ γ(t))u+ ta) = d
dt
∣∣∣∣
t=0+
(
(tH ⊕ (αt − 1))u+ ta) = (H ⊕ lnα)u+ a.
We consider two cases as to whether u ∈ Rd or not.
First, if u ∈ Rd, then u belongs to the boundary of the support of f. Since the support of a
log-concave function is a convex set, we conclude that u is the outer normal vector to the support
of f at u. Thus, 〈ξ′(0), u〉 ≤ 0.
Second, if u /∈ Rd, then Lemma 3.1 implies that bd
(
(s)
f
)
is a smooth hypersurface in Rd+1 at
u, whose outer unit normal vector at u is u itself. Thus, the angle between the tangent vector
vector ξ′(0) of the curve ξ and the outer normal vector of the hypersurface bd
(
(s)
f
)
at u is not
acute. That is, 〈ξ′(0), u〉 ≤ 0.
Hence, in both cases, we have
0 ≥ 〈ξ′(0), u〉 = 〈(H ⊕ lnα)u+ a) , u〉 ,
which is (5.11) completing the proof of Claim 5.7. 
In summary, (5.9) and Claim 5.7 show that when
(
H0, a
)
is substituted in the place of (H, h),
then (5.3) holds. Hence, by Claim 5.1, the proof of part (2) of Theorem 5.1 is complete.
6. The Helly-type result — Proof of Theorem 1.2
In this section, we prove Theorem 1.2.
6.1. Assumption: the functions are supported on Rd. We claim that we may assume that
the support of each fi is R
d. Indeed, any log-concave function can be approximated in the L1-norm
by log-concave functions whose support is Rd. We may approximate each function so that the fσ
are also all well approximated. One way to achieve this is to take the Asplund sum fi ⋆ (e
−δ|x|2)
for a sufficiently large δ > 0 (see Section 4.1).
6.2. Assumption: John position. Consider the s-lifting of our functions with s = 1. Clearly,
the s-lifting of a pointwise minimum of a family of functions is the intersection of the s-liftings
of the functions.
From our assumption in Subsection 6.1, it follows that
∫
Rd
f > 0. By applying a linear trans-
formation on Rd, we may assume that, with s = 1, the largest s-volume ellipsoid in the s-lifting
(1)
f of f is Bd+1 ⊂ (1)f .
By Theorem 5.1, there are contact points u1, . . . , uk ∈ bd
(
Bd+1
) ∩ bd((1)f), and weights
c1, . . . , ck > 0 satisfying (5.1) with s = 1. For each j ∈ [k], we denote by uj the orthogonal
projection of the contact point uj to R
d and by wj =
√
1− |uj|2.
6.3. Reduction of the problem to finding P and η.
Claim 6.1. With the assumptions in Subsections 6.1 and 6.2, we can find a set of indices η ∈(
[k]
≤2d+2
)
and an origin-symmetric convex body P in Rd with the following two properties.
(6.1) vold P ≤ 50dd3d/2 vold(Bd)
and
(6.2) ‖x‖P ≤ max
{ 〈x, uj〉 : j ∈ η} for every x ∈ Rd,
FUNCTIONAL JOHN ELLIPSOIDS 16
where ‖·‖P is the gauge function of P , that is, ‖x‖P = inf{λ > 0 : x ∈ λP}.
We will prove Claim 6.1 in Subsection 6.5.
In the present subsection, we show that Claim 6.1 yields the existence of the desired index set
σ ∈ ( [n]≤3d+2) that satisfies (1.1).
Let K be a set in Rn, then its polar is defined by K◦ = {p ∈ Rn : 〈y, p〉 ≤ 1 ∀y ∈ K} . Set
T = {uj : j ∈ η}. It is easy to see that (6.2) is equivalent to
(6.3) T ◦ ⊆ P.
Notice that
(6.4) for all x ∈ Rd \ T ◦ there is j ∈ η such that 〈uj, x− uj〉 ≥ 0.
We will split the integral in (1.1) into two parts: the integral on Rd \ T ◦ and the integral on
T ◦.
First, we find a set σ1 of indices in [n] that will help us bound the integral in (1.1) on R
d \ T ◦.
Fix a j ∈ η. Since uj ∈ bd
(
(1)
f
)
, there is an index i(j) ∈ [n] such that uj ∈ bd
(
(1)
f i(j)
)
. Let
σ1 be the set of these indices, that is, σ1 = {i(j) : j ∈ η}.
By (3.5), for each j ∈ η, we have
(6.5) fi(j)(x) ≤ wje
− 1
w2
j
〈uj ,x−uj〉 ≤ e−
1
w2
j
〈uj ,x−uj〉
for all x ∈ Rd.
Next, we find a set σ2 of indices in [n] that will help us bound the integral in (1.1) on T
◦.
It is easy to see that there is a σ2 ∈
(
[n]
≤d+1
)
such that ‖f‖ = ‖fσ2‖. Indeed, for any i ∈ [n],
consider the following convex set in Rd: [fi > ‖f‖]. By the definition of f , the intersection of
these n convex sets in Rd is empty. Helly’s theorem yields the existence of σ2.
We combine the two index sets: let σ = σ1 ∪σ2. Clearly, σ is of cardinality at most 3d+2. We
need to show that σ satisfies (1.1). Indeed, we have∫
Rd
fσ =
∫
T ◦
‖fσ‖+
∫
Rd\T ◦
fσ
(4.6)
≤
∫
T ◦
ed +
∫
Rd\T ◦
fσ
(6.3)
≤
ed vold(P ) +
∫
Rd\T ◦
fσ1
(6.5)
≤ ed vold(P ) +
∫
Rd\T ◦
exp
(
−max
{
1
w2j
〈uj, x− uj〉 : j ∈ η
})
(6.4)
≤
ed vold(P ) +
∫
Rd\T ◦
exp (−max {〈uj, x− uj〉 : j ∈ η}) ≤
ed vold(P ) + e
∫
Rd\T ◦
exp (−max {〈uj, x〉 : j ∈ η})
(6.2)
≤ ed vold(P ) + e
∫
Rd\T ◦
exp (−‖x‖P ) ≤
ed vold(P ) + e
∫
Rd
exp (−‖x‖P ) ≤ (ed + e · d!) vold(P ) ≤ dd/2 vold(P ).
By (6.1), and the fact that vold(B
d) ≤ d vold+1(Bd+1) ≤ d
∫
Rd
f , we obtain (1.1).
6.4. The Dvoretzky-Rogers lemma. One key tool in proving Claim 6.1 is the Dvoretzky-
Rogers lemma [DR50].
Lemma 6.1 (Dvoretzky-Rogers lemma). Assume that the points u1, . . . , uk ∈ bd
(
Bd+1
)
, satisfy
(5.1) for s = 1 with some weights c1, . . . , ck > 0. Then there is a sequence j1, . . . , jd+1 of d + 1
distinct indices in [k] such that
dist
(
ujt , span{uj1 , . . . , ujt−1}
) ≥√d− t+ 2
d+1
for all t = 2, . . . , d+ 1,
where dist denotes the shortest Euclidean distance of a vector from a subspace.
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It follows immediately, that the determinant of the (d + 1) × (d + 1) matrix with columns
uj1, . . . ujd+1 is at least
(6.6)
∣∣det [uj1, . . . ujd+1]∣∣ ≥ √(d+ 1)!(d+ 1)(d+1)/2 .
6.5. Finding P and η. In this subsection, we prove Claim 6.1, that is, we show that with the
assumptions in Subsections 6.1 and 6.2, there is an origin symmetric convex body P and a set of
indices η ∈ ( [k]≤2d+1) satisfying (6.1) and (6.2). Once it is shown, by Subsection 6.3, the proof of
Theorem 1.2 is complete.
The proof in this section follows very closely the proof of the main result in [Nas16] as refined
by Brazitikos in [Bra17].
Let η1 ∈
(
[k]
d+1
)
be the set of d+ 1 indices in [k] given by Lemma 6.1, and let ∆ be the simplex
∆ = conv ({uj : j ∈ η1} ∪ {0}) in Rd+1. Let z =
∑
j∈η1
uj
d+1
denote the centroid of ∆, and P 1 denote
the intersection of ∆ and its reflection about z, that is, P 1 = ∆ ∩ (2z − ∆), a polytope which
is centrally symmetric about z. It is well known [MP00, Corollary 3] (see also [AS17, Section
4.3.5]), that vold+1 P 1 ≥ 2−(d+1) vold+1∆, and hence, by (6.6), we have
vold+1 P 1 ≥ 2−(d+1) |det[uj : j ∈ η1]|
(d+ 1)!
≥ 1
2d+1
√
(d+ 1)!(d+ 1)(d+1)/2
Let P1 denote the orthogonal projection of P 1 to R
d. Since P 1 ⊂ P1 × [−1, 1], we have that
(6.7) vold(P1) ≥ 1
2d+2
√
(d+ 1)!(d+ 1)(d+1)/2
.
Moreover, P1 is symmetric about the orthogonal projection z of z to R
d.
Let Q denote the convex hull of the contact points, Q = conv
(
bd
(
(s)
f
)
∩ bd (Bd+1)), and
Q denote the orthogonal projection of Q to Rd. As a well known consequence of (5.1) for s = 1
[Bal97], we have 1
d+1
Bd+1 ⊂ Q, and hence, 1
d+1
Bd ⊂ Q.
Let ℓ be the ray in Rd emanating from the origin in the direction of the vector −z, and let y
be the point of intersection of ℓ with the boundary (in Rd) of Q, that is, {y} = ℓ ∩ bd (Q). Now,
1
d+1
Bd ⊂ Q yields that |y| ≥ 1/(d+ 1).
We apply a contraction with center y and ratio λ = |y||y−z| on P1 to obtain the polytope P2.
Clearly, P2 is a convex polytope in R
d which is symmetric about the origin. Furthermore,
(6.8) λ =
|y|
|y − z| ≥
|y|
1 + |y| ≥
1
d+ 2
.
Let P be the polar P = P ◦2 of P2 taken in R
d. By the Blaschke-Santalo inequality [Gru07,
Theorem 9.5], and using vold(B
d) ≤ 10dd−d/2, we obtain
vold(P ) ≤ vold(B
d)2
vold(P2)
=
vold(B
d)2
λd vold(P1)
≤ 10
dd−d/2 vold(Bd)
λd vold(P1)
,
which, by (6.7) and (6.8), yields that P satisfies (6.1).
To complete the proof, we need to find η ∈ ( [k]≤2d+1) such that P and η satisfy (6.2).
Since y is on bd (Q), by Carathe´odory’s theorem, y is in the convex hull of some subset of at
most d vertices of Q. Let this subset be {uj : j ∈ η2}, where η2 ∈
(
[k]
≤d
)
.
We set η = η1 ∪ η2, and claim that P and η satisfy (6.2).
Indeed, since P2 ⊆ conv ({uj : j ∈ η1} ∪ {y}) and y ∈ conv ({uj : j ∈ η2}), we have
P2 ⊆ conv ({uj : j ∈ η}) .
Taking the polar of both sides in Rd, we obtain P ⊇ {uj : j ∈ η}◦, which is equivalent to (6.2).
Thus, P and η satisfy (6.1) and (6.2), and hence, the proof of Theorem 1.2 is complete.
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6.6. Lower bound on the Helly number. The number of functions selected in Theorem 1.2 is
3d+ 2. In this subsection, we show that it cannot be decreased to 2d. In fact, for any dimension
d and any ∆ > 0, we give an example of 2d + 1 log-concave functions f1, . . . , f2d+1 such that∫
f[n] = 2
d, but for any I ∈ ([2d+1]≤2d ), the integral is ∫ fI > ∆. Our example is a simple extension
of the standard one (the 2d supporting half-spaces of a cube) for convex sets.
Set
ϕ(t) =
{
0, if t < 0
e∆, otherwise.
Clearly, ϕ is upper semi-continuous. Let e1, . . . , ed denote the standard basis in R
d, and for each
i ∈ [d], define the functions fi(x) = ϕ(〈ei, x+ ei〉) and fd+i = ϕ(−〈ei, x− ei〉), and let f2d+1 = 1.
These functions are proper log-concave functions. The bounds on the integrals are easy.
7. Further inequalities and the limit as s tends to 0
7.1. Comparison of the s-volumes of John s-ellipsoids for distinct values of s.
Lemma 7.1. Let f be a proper log-concave function on Rd, and 0 < s1 < s2. Then,√(
s2
d+ s2
)s2 ( d
d+ s2
)d
·
(s1)κd+1
(s2)κd+1
≤
(s1)µ
(
E(f, s1)
)
(s2)µ
(
E(f, s2)
) ≤ (s1)κd+1
(s2)κd+1
.
Proof. We start with the second inequality. We may assume that E(f, s1) = B
d+1, and hence, its
height function is hE(f,s1)(x) =
√
1− |x|2 for x ∈ Bd. Since s1 < s2 and hE(f,s1)(x) ≤ 1, we have(
hE(f,s1)(x)
)s2 ≤ (hE(f,s1)(x))s1 ≤ f(x) for all x ∈ Bd.
That is, by (3.4), Bd+1 ⊂ (s2)f , which yields (s2)µ(Bd+1) ≤ (s2)µ(E(f, s2)). Hence,
(s1)µ
(
E(f, s1)
)
(s2)µ
(
E(f, s2)
) ≤ (s1)µ(Bd+1)
(s2)µ(Bd+1)
=
(s1)κd+1
(s2)κd+1
.
Next, we prove the first inequality of the assertion of the lemma. Now, we assume that E(f, s2) =
Bd+1. Therefore, for any ρ ∈ (0, 1), we have that (s2)f contains the cylinder ρBd × [0,
√
1− ρ2].
Hence,
(s1)
f contains the ellipsoid E, represented by
(
ρI ⊕
(√
1− ρ2
)s2/s1
, 0
)
, whose s1-volume
by (3.3) is (s1)κd+1 · ρd · (1− ρ2)s2/2 . Choosing ρ =
√
d
d+s2
, we obtain√(
s2
d+ s2
)s2 ( d
d+ s2
)d
·
(s1)κd+1
(s2)κd+1
=
(s1)µ
(
E
)
(s2)µ(Bd+1)
≤
(s1)µ
(
E(f, s1)
)
(s2)µ
(
E(f, s2)
) .

7.2. Stability of the John s-ellipsoid.
Lemma 7.2. Fix the dimension d and a positive constant C > 0. Then there exist constants
εC > 0 and kC > 0 with the following property. Let s ∈ (0,∞), ε ∈ [0, εC] and f be a proper
log-concave function on Rd, whose John s-ellipsoid E(f, s) is represented by (A1 ⊕ α1, a1), and
let E2 denote another ellipsoid, represented by (A2 ⊕ α2, a2), with E2 ⊂ (s)f . Assume that
(7.1) (s)µ
(
E(f, s)
) ≥ C − ε and (s)µ(E(f, s)) ≥ (s)µ(E2) ≥ (s)µ(E(f, s))− ε.
Then
(7.2)
∥∥∥∥ A1‖A1‖ − A2‖A2‖
∥∥∥∥+ |αs1 − αs2|‖f‖ + |a1 − a2|‖A1‖ · ‖f‖ ≤ kC√ε.
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In this subsection, we prove Lemma 7.2.
Let E denote the ellipsoid represented by(
A1 + A2
2
⊕√α1α2, a1 + a2
2
)
.
Claim 7.1. There are constants ε0 > 0 and k0 > 0 such that if the ellipsoids E(f, s) and E2
satisfy (7.1) for ε ∈ [0, ε0], then
(7.3) (1− k0
√
ε)A1 ≺ A2 ≺ (1 + k0
√
ε)A1,
and ∥∥∥∥ A1‖A1‖ − A2‖A2‖
∥∥∥∥ ≤ k0√ε and 1− k0√ε ≤ detA1detA2 ≤ 1 + k0√ε.
Proof. By (3.3), we have
(s)µ
(
E
)√
(s)µ
(
E(f, s)
)
(s)µ
(
E2
) = 12d det(A1 + A2)√detA1 detA2
Since (s)µ
(
E(f, s)
) ≥ (s)µ(E) and by (7.1), there exist ε1 > 0 and k1 > 0 such that the left-hand
side of this is at most 1 + k1 · ε for all ε ∈ [0, ε1]. Therefore, we have that
(7.4) 1 + k1 · ε ≥ 1
2d
det(A1 + A2)√
detA1 detA2
.
Let R be the square root of A1, and U be the orthogonal transformation that diagonalizes
R−1A2R−1, that is, the matrix D = UR−1A2R−1UT is diagonal. Let D = diag(β1, . . . , βd). Then
for S = UR−1, we have SA1ST = I, SA2ST = D. By the multiplicativity of the determinant,
inequality (7.4) is equivalent to
1 + k1 · ε ≥
d∏
1
1 + βi
2
√
βi
.
Since 1 + β ≥ 2√β for any β > 0, this implies that
1 + k1 · ε ≥ 1 + βi
2
√
βi
for every i ∈ [d]. Using the degree 2 Taylor expansion of the function β 7→ √β at β = 1, we
obtain that there exist positive constants k2 and ε2 such that the inequality
(7.5) 1− k2
√
ε ≤ βi ≤ 1 + k2
√
ε
holds for all ε ∈ [0, ε2].
Clearly, detA1
detA2
= 1/
∏d
i=1 βi and hence, the estimate on
detA1
detA2
follows from (7.5).
On the other hand, (7.5) yields also that
(1− k2
√
ε)I ≺ SA2ST ≺ (1 + k2
√
ε)I.
Thus, (7.3) follows. Hence, there exist positive constants k3 and ε3 such that the inequality∣∣∣∣‖A2‖‖A1‖ − 1
∣∣∣∣ ≤ k3√ε
holds for all ε ∈ [0, ε3]. This and (7.3) yield that∥∥∥∥ A1‖A1‖ − A2‖A2‖
∥∥∥∥ ≤ ∥∥∥∥ A1‖A1‖ − A2‖A1‖
∥∥∥∥+ ∥∥∥∥ A2‖A1‖ − A2‖A2‖
∥∥∥∥ ≤ (k2 + k3)√ε
for all ε ∈ [0,min{ε2, ε3}]. This completes the proof of Claim 7.1. 
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Claim 7.2. There are constants ε0 > 0 and k0 > 0 such that if the ellipsoids E(f, s) and E2
satisfy (7.1) for ε ∈ [0, ε0], then
|αs1 − αs2| ≤ ‖f‖ k0
√
ε.
Proof. By identity (3.3) and inequalities (7.1), we have that
1 ≥
(s)µ
(
E2
)
(s)µ
(
E(f, s)
) = detA2 · αs2
detA1 · αs1
≥ 1− ε
(s)µ
(
E(f, s)
) .
By this and by Claim 7.1, we get the following multiplicative inequality(
1 + k1
√
ε
)
α
s
1 ≥ αs2 ≥
(
1− k1
√
ε
)
α
s
1
for all ε ∈ [0, ε1], where k1 and ε1 are some positive constants. Equivalently, we have that
k1
√
ε · α
s
1
‖f‖ ≥
α
s
2 − αs1
‖f‖ ≥ −k1
√
ε · α
s
1
‖f‖ .
The claim follows since
α
s
1
‖f‖ ≤ 1. 
To complete the proof of Lemma 7.2, we need to show that a1 and a2 are close. By translating
the origin and rotating the space Rd, we may assume that a1 = −a2 6= 0 and that A−11 a1 = δe1
for some δ > 0. Consider the ellipsoid
E0 = (A1 ⊕ α1)MBd+1, where M = diag(1 + δ, 1, . . . , 1).
Clearly, (s)µ
(
E0
)
= (s)µ
(
E(f, s)
) (
1 +
|A−11 (a1−a2)|
2
)
≥ (s)µ(E(f, s)) (1 + |(a1−a2)|
2‖A1‖
)
.
By (7.3) and Claim 7.2, we have(
(1− k0
√
ε)A1 ⊕ (1− k0 ‖f‖
√
ε)1/sα1
)
Bd+1 + a2 ⊆ (s)f.
On the other hand, clearly,(
(1− k0
√
ε)A1 ⊕ (1− k0 ‖f‖
√
ε)1/sα1
)
Bd+1 + a1 ⊆ (A1 ⊕ α1)Bd+1 + a1 ⊆ (s)f.
Thus, by Lemma 4.3, (
(1− k0
√
ε)A1 ⊕ (1− k0 ‖f‖
√
ε)1/sα1
)
MBd+1
is contained in
(s)
f .
By (3.3), the s-volume of this ellipsoid is
(s)µ
(
E(f, s)
) (
1− k0 ‖f‖
√
ε
) (
1− k0
√
ε
)d(
1 +
|(a1 − a2)|
2 ‖A1‖
)
≤ (s)µ(E(f, s)) .
Thus, there exist constants ε1, k1 > 0 such that
|a1−a2|
‖A1‖ ≤ k1 ‖f‖
√
ε for any ε ∈ [0, ε1]. From this
and Claims 7.1 and 7.2, Lemma 7.2 follows.
7.3. The limit as s → 0. We recall from Section 1 the approach of Alonso-Gutie´rrez, Merino,
Jime´nez and Villa [AGMJV18].
Let f be a proper log-concave function on Rd. For every β ≥ 0, consider the superlevel set
[f ≥ β] of f . This is a bounded convex set with non-empty interior in Rd, we take its largest
volume ellipsoid, and multiply the volume of this ellipsoid by β. As shown in [AGMJV18], there
is a unique β0 ∈ [0, ‖f‖] such that this product is maximal, where ‖f‖ denotes the L∞ norm
of f . Furthermore, β0 ≥ e−d ‖f‖. We call the ellipsoid E in Rd obtained for this β0 the AMJV
ellipsoid.
We refer to a function of the form βχE, where E ⊂ Rd is an ellipsoid in Rd and β > 0, as
a flat-ellipsoid function. We will say that (A ⊕ α, a) ∈ E represents the flat-ellipsoid function
αχABd+a. Clearly, any flat-ellipsoid function is represented by a unique element of E and the
AMJV ellipsoid is the maximal integral flat-ellipsoid function among all flat-ellipsoid functions
that are point-wise less than f.
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Theorem 7.1 (The AMJV ellipsoid is the 0-John ellipsoid). Let f be a proper log-concave func-
tion. Then there exists (A⊕ α, a) ∈ E such that
(1) The function αχABd+a is point-wise less than f.
(2) The functions (s)Jf uniformly converge on the complement of any open neighborhood of
the boundary in Rd of ABd + a as s tends to 0 to αχABd+a.
(3) The function αχABd+a is a unique flat-ellipsoid function of maximal integral among all
flat-ellipsoid functions that are point-wise less than f.
In this subsection, we prove Theorem 7.1.
We start with the existence of the limit flat-ellipsoid function in (2). Let E(f, s) be represented
by (As ⊕ αs, as) for every s ∈ (0, 1].
Claim 7.3. The following limits exist.
(7.6) lim
s→0+
(s)µ
(
E(f, s)
)
= µ > 0, lim
s→0+
As = A, lim
s→0+
α
s
s = α > 0 and lim
s→0+
as = a,
where A is positive definite.
Proof. Since the John 1-ellipsoid exists, by (3.2) and Lemma 7.1, we have that
lim sup
s→0+
(s)µ
(
E(f, s)
)
> 0.
By Lemma 3.3, the ellipsoids AsB
d are uniformly bounded for all s ∈ (0, 1]. Hence, the norms
‖As‖ are uniformly bounded. By Lemma 4.5, αss ∈ [e−d ‖f‖ , ‖f‖]. Thus, there exists a sequence
of positive reals {si}∞1 with lim
i→∞
si = 0 such that
(si)µ
(
E(f, si)
)→ lim sup
s→0+
(s)µ
(
E(f, s)
)
, Asi → A, αsisi → α and asi → a
for some positive semidefinite matrix A ∈ Rd×d, an α > 0 and a ∈ Rd, as i tends to∞. Inequality
(3.7) implies that A is positive definite.
We use Jf to denote the flat-ellipsoid function represented by (A⊕ α, a). Clearly, Jf is point-
wise less than f. Consider the ellipsoids Es represented by (A ⊕ α1/s, a) for all s ∈ (0, 1]. Then,
Es ⊂ (s)f for every s ∈ (0, 1]. By (3.3) and (3.2), we have
(s)µ
(
Es
)
=
(s)κd+1
vold(Bd)
∫
Rd
Jf dx→
∫
Rd
Jf dx as s→ 0 + .
That is, lim
s→0+
(s)µ
(
E(f, s)
)
=
∫
Rd
Jf dx. As an immediate consequence, Lemma 7.2 implies (7.6).

Claim 7.4. Jf , as defined in the proof of Claim 7.3, is the unique flat-ellipsoid function that is
of maximal integral among those that are point-wise less than f .
Proof. Assume that there is a flat-ellipsoid function JE , represented by (A0 ⊕ α0, a0), such that∫
Rd
JE dx ≥
∫
Rd
Jf dx. Consider the ellipsoids E
′
s represented by (A0 ⊕ α1/s0 , a0) for all s ∈ (0, 1].
Clearly, E
′
s ⊂
(s)
f for every s ∈ (0, 1]. By (3.3), (s)µ
(
E
′
s
)
=
(s)κd+1
vold(Bd)
∫
Rd
JE dx. By (3.2) and by
the definition of the John s-ellipsoid, we have that∫
Rd
JE dx = lim
s→0+
(s)µ
(
E
′
s
)
≤ lim
s→0+
(s)µ
(
E(f, s)
)
=
∫
Rd
Jf dx.
Thus, for every positive integer i there is si > 0 such that
(s)µ
(
E
′
s
)
≥ (s)µ(E(f, s))− 1
i
≥
∫
Rd
Jf dx− 2
i
for all s ∈ (0, si]. Finally, by Lemma 7.2, we have that lim
si→0+
A0 = A, lim
si→0+
α0 = α and lim
si→0+
a0 =
a. That is, Jf and JE coincide. 
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Theorem 7.1 is an immediate consequence of Claims 7.3 and 7.4.
7.4. Integral ratio. For any s ∈ [0,∞), it is reasonable to define the s-integral ratio of f by
(s)I. rat(f) =
( ∫
Rd
f dx∫
Rd
(s)Jf dx
)1/d
.
Corollary 1.3 of [AGMJV18] states that there exists Θ > 0 such that
(0)I. rat(f) ≤ Θ
√
d
for any proper log-concave function f.
Using Lemma 7.1 and Theorem 7.1, we obtain the following.
Corollary 7.1. Let f be a proper log-concave function. Then, for any s > 0, there exists Θs such
that
(s)I. rat(f) ≤ B(s/2 + 1, d/2)− 1d · (0)I. rat(f) ≤ Θs
√
d,
where B(·, ·) denotes Euler’s Beta function.
8. Large s behavior
We will say that a function f1 on R
d is pointwise less than a function f2, if f1(x) ≤ f2(x) for
all x ∈ Rd.
We will say that a Gaussian density on Rd defined as x 7→ αe−〈A−1(x−a),A−1(x−a)〉 is represented
by (A⊕α, a) ∈ E . Clearly, any Gaussian density is represented by a unique element of E . We will
denote the Gaussian density represented by (A⊕ α, a) as G[(A⊕ α, a)]. If a Gaussian density is
represented by (A⊕ α, a) ∈ E , we will call α its height. We have that
(8.1)
∫
Rd
G[(A⊕ α, a)] dx = απd/2 detA.
We will need the following property of Euler’s Gamma function (see [AS48, 6.1.46])
(8.2) lim
s→∞
Γ(s+ t1)
Γ(s+ t2)
st2−t1 = 1.
8.1. Asymptotic bound on the operator.
Lemma 8.1. Let f : Rd → [0,∞) be a proper log-concave function, and δ, s0 > 0. Then there
exist ρ1, ρ2 > 0 such that for any s ≥ s0, if E = (A ⊕ α)Bd+1 + a, where (A ⊕ α, a) ∈ E , is a
d-symmetric ellipsoid in Rd+1 with E ⊆ (s)f and (s)µ(E) ≥ δ, then we have
(8.3) ρ1I ≺ A√
s
≺ ρ2I.
Proof. The existence of ρ1 and ρ2 on a finite interval [s0, s1] follows from Lemma 3.3 and Lemma 7.1.
Thus, it suffices to prove (8.3) for a sufficiently large s.
Let β be the smallest eigenvalue of A and w be the corresponding unit eigenvector.
We have the following chain of inequalities
δ < (s)µ
(
E
)
= αs
∫
x∈A(Bd)
(
1− 〈A−1x,A−1x〉)s/2 dx (E)=
α
s
∫
y∈[−βw,βw]
∫
z∈w⊥: z+y∈A(Bd)
(
1− 〈A−1y, A−1y〉− 〈A−1z, A−1z〉)s/2 dy dz =
α
s
∫
y∈[−βw,βw]
(
1− 〈A−1y, A−1y〉)s/2 ∫
z∈w⊥: z+y∈A(Bd)
(
1− 〈A
−1z, A−1z〉
1− 〈A−1y, A−1y〉
)s/2
dz dy
(S)
=
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α
s
∫
y∈[−βw,βw]
(
1− 〈A−1y, A−1y〉)s/2+(d−1)/2 ∫
t∈w⊥∩A(Bd)
(
1− 〈A−1t, A−1t〉)s/2 dt dy (C)≤
α
s
∫
y∈[−βw,βw]
(
1− 〈A−1y, A−1y〉)s/2+(d−1)/2 dy ∫
t∈(a+w⊥)
f dt
(H)
≤ Cfαs
∫
y∈[−β,β]
(
1− y
2
β2
)s/2+(d−1)/2
dy =
√
πCfα
s · β Γ(s/2 + (d− 1)/2 + 1)
Γ(s/2 + (d− 1)/2 + 3/2) ≤
√
πCf ‖f‖ · β Γ(s/2 + (d− 1)/2 + 1)
Γ(s/2 + (d− 1)/2 + 3/2) ,
where in (E) we use that w is an eigenvector of A and A−1; in (S) we make the substitution
t = z√
1−〈A−1y,A−1y〉 ; in (C) we use the inclusion E(f, s) ⊂
(s)
f ; and in (H), we bound the integral
over an affine hyperplane using (3.6). Therefore, using this and (8.2), we conclude that β√
s
is
bounded from below by some positive constant in a sufficiently small neighborhood of ∞. The
existence of ρ1 follows.
Since
∫
[f≥β]
f dx tends to
∫
Rd
f dx as β tends to 0, we conclude that αs > c(δ) for some positive
constant c(δ). Thus, we get∫
Rd
f dx ≥ (s)µ(E) = (s)κd+1αs detA ≥ πd/2 Γ(s/2 + 1)
Γ(s/2 + d/2 + 1)
· c(δ) · βd−1 ‖A‖ .
By (8.2), the ratio of Gamma functions here tends to s−d/2 as s tends to ∞, and, since β√
s
> ρ1,
we see that there exists ρ2 > 0 such that ρ2 >
‖A‖√
s
. This completes the proof of Lemma 8.1. 
8.2. Existence of a maximal Gaussian.
Theorem 8.1. Let f be a proper log-concave function. If there is a Gaussian density pointwise
less than f, then there exists a Gaussian density pointwise less than f of maximal integral. All
Gaussian densities of maximal integral pointwise less than f are translates of each other.
Proof of Theorem 8.1. The proof mostly repeats the argument in Section 4.
Lemma 8.2 (Compactness for Gaussians). Let f : Rd → [0,∞) be a proper log-concave function.
Then for any δ > 0, the set Sδ of all (A⊕α, a) ∈ E such that G[(A⊕α, a)] is pointwise less than
f and
∫
Rd
G[(A⊕ α, a)] dx > δ is bounded (and possibly empty).
Proof. Assume that Sδ is not empty. Let (A ⊕ α, a) ∈ Sδ. Since
∫
[f≥β]
fdx tends to
∫
Rd
f dx as β
tends to 0, we conclude that α > c(δ) for some positive constant c(δ). Obviously, α ≤ ‖f‖ . Since
f is a proper log-concave function, the boundedness of α implies that a is bounded.
Next, we show that A is bounded as well. By (8.1), we have that detA is bounded. Hence, it
is enough to show that the minimal eigenvalue of A is bounded from below. Let λ be the smallest
eigenvalue of A and y be the corresponding unit eigenvector. Then, by the properties of Gaussian
densities, we have that∫
{x∈Rd: |〈x−a,y〉|≤λ}
f dx ≥
∫
{x∈Rd: |〈x−a,y〉|≤λ}
G[(A⊕ α, a)](x) dx > 1
2
∫
Rd
G[(A⊕ α, a)] dx > δ/2.
Using (3.7), we see that the leftmost expression tends to zero as λ tends to zero. Lemma 8.2
follows. 
Hence, by Lemma 8.2, there is a Gaussian density of maximal integral pointwise among those
that are less than f , if there exists a Gaussian density pointwise less than f .
Next, we show that this Gaussian density of maximal integral is unique up to translation.
First, we need the following extension of Lemmas 4.1 and 4.2.
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Lemma 8.3 (Interpolation between Gaussians). Fix β1, β2 > 0 with β1 + β2 = 1. Let f1 and f2
be two proper log-concave functions on Rd, and G1, G2 be two Gaussian densities represented by
(A1 ⊕ α1, a1) ∈ E and (A2 ⊕ α2, a2) ∈ E , respectively, such that G1 is pointwise less than f1 and
G2 is pointwise less than f2. Define
f = (β1 ∗ f1) ⋆ (β2 ∗ f2).
Set
(A⊕ α, a) = (β1A1 + β2A2 ⊕ αβ11 αβ22 , β1a1 + β2a2).
Then, the Gaussian density represented by (A ⊕ α, a) is pointwise less than f and the following
inequality holds
(8.4)
∫
Rd
G[(A⊕ α, a)] dx ≥
(∫
Rd
G1 dx
)β1 (∫
Rd
G2 dx
)β2
,
with equality if and only if, A1 = A2.
Proof. Fix x ∈ Rd and define x1, x2 by
(8.5) x1 − a1 = A1A−1(x− a), x2 − a2 = A2A−1(x− a).
Since G1 ≤ f1, G2 ≤ f2, we have
(8.6) f1(x1) ≥ α1e−〈A
−1
1 (x1−a1),A−11 (x1−a1)〉 and f2(x2) ≥ α2e−〈A
−1
2 (x2−a2),A−12 (x2−a2)〉.
Since β1x1 + β2x2 = x and by the definition of the Asplund sum, we have that
f(x) ≥ fβ11 (x1)fβ22 (x2).
Combining this with inequalities (8.6) and (8.5), we obtain
f(x) ≥ αβ11 αβ22 e−β1〈A
−1
1 (x1−a1),A−11 (x1−a1)〉e−β2〈A−12 (x2−a2),A−12 (x2−a2)〉 =
α
β1
1 α
β2
2 e
−(β1+β2)〈A−1(x−a),A−1(x−a)〉 = αβ11 αβ22 e−〈A
−1(x−a),A−1(x−a)〉.
Thus, G is pointwise less than f.
We proceed with showing (8.4). Substituting (8.1), inequality (8.4) takes the form
πd/2αβ11 α
β2
2 · det (β1A1 + β2A2) ≥ πd/2αβ11 αβ22 · (detA1)β1 (detA2)β2 ,
or, equivalently,
det (β1A1 + β2A2) ≥ (detA1)β1 (detA2)β2 .
Thus, inequality (8.4) and the equality condition follow from Minkowski’s determinant inequality
(1.3) and the equality condition therein, completing the proof of Lemma 8.3. 
Let G1, represented by (A1⊕α1, a1), be a maximal integral Gaussian density that is pointwise
less than f. Assume that there is another Gaussian density G2 represented by (A2 ⊕ α2, a2) with
the same integral as G1 and pointwise less than f. Consider the Gaussian density G represented
by (
A1 + A2
2
⊕√α1α2, a1 + a2
2
)
∈ E .
By (4.1) and Lemma 8.3, we have that G is pointwise less than f. Next, by the choice of the
Gaussian densities, we also have∫
Rd
G dx ≤
∫
Rd
G1 dx =
√∫
Rd
G1 dx
∫
Rd
G2 dx =
∫
Rd
G2 dx,
which, combined with Lemma 8.3, yields∫
Rd
G dx =
∫
Rd
G1 dx =
∫
Rd
G2 dx, and A1 = A2.
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This, combining with (8.1), implies identity α1 = α2. This completes the proof of Theorem 8.1.

8.3. Unicity does not hold for s = ∞. In this subsection, first, we show that it is possible
that two Gaussians G[(A⊕α, a1)] and G[(A⊕α, a2)] with a1 6= a2 are of maximal integral. Next,
we show that unicity holds for a certain important class of log-concave functions.
Example 8.1. Consider
f = G[(A⊕ α, a)] ⋆ χK ,
where (A⊕ α, a) ∈ E and K is a compact convex set in Rd. It is not hard to show that the set
{G[(A⊕ α, am)] : am ∈ a+K}
is the set of the maximal integral Gaussian densities that are pointwise less than f.
Unicity of the maximal Gaussian density pointwise less than f holds for an important class of
log-concave functions.
Example 8.2. Let K ⊂ Rd be a compact convex set with non-empty interior, and let ‖·‖K
denote the gauge function of K, that is, ‖x‖K = inf{λ > 0 : x ∈ λK}. Let A
(
Bd
)
be the John
ellipsoid of K, where A is a positive definite matrix. Then the Gaussian density represented by
(A⊕ 1, 0) is the unique maximal integral Gaussian density pointwise less than the log-concave
function e−‖x‖
2
K
8.4. Approximation by John s-ellipsoids.
Theorem 8.2. Let f be a proper log-concave function. Then the following hold.
(1) There is a Gaussian density pointwise less than f if, and only if, lim sup
s→∞
(s)µ
(
E(f, s)
)
> 0.
(2) If lim sup
s→∞
(s)µ
(
E(f, s)
)
> 0, then lim
s→∞
(s)µ
(
E(f, s)
)
= lim sup
s→∞
(s)µ
(
E(f, s)
)
and there exists
a sequence {si}∞1 with lim
i→∞
si =∞ such that the John s-ellipsoid functions (si)Jf uniformly
converge on any bounded set S ⊂ Rd to a Gaussian density which of maximal integral
among those Gaussian densities that are pointwise less than f .
Proof of Theorem 8.2. We start by showing that every Gaussian density G is the limit of (s)JG
as s→∞. We state a bit more, since we will need to characterize the convergence of a sequence
of the John s-ellipsoid functions of a proper log-concave function.
Claim 8.1. Let {si}∞1 be a sequence of positive scalars such that lim
i→∞
si = ∞, let {Ai}∞1 be a
sequence of positive definite operators such that lim
i→∞
Ai
‖Ai‖ = I and the ellipsoids Ei, represented
by (Ai ⊕ 1, 0), satisfy lim
i→∞
(si)µ
(
Ei
)
= πd/2. Then the height functions hsi
Ei
uniformly converge to
the standard Gaussian G[(I ⊕ 1, 0)] on any bounded set S ⊂ Rd.
Proof. Convergence of Ai‖Ai‖ → I as i→∞ yields two properties
(8.7) lim
i→∞
detAi
‖Ai‖d
= 1,
and
(8.8) lim
i→∞
‖Ai‖A−1i = I.
By (8.2), (3.1) and (3.3), we obtain
πd/2 = lim
i→∞
(si)µ
(
Ei
)
= lim
i→∞
(si)κd+1 detAi = π
d/2 lim
i→∞
Γ(si/2 + 1)
Γ(d/2 + si/2 + 1)
detAi =
πd/2 lim
i→∞
(si
2
)−d/2
detAi.
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Thus, combining this with (8.7), we get
(8.9) lim
i→∞
si
2
1
‖Ai‖2
= 1.
Fix ρ > 0. By (8.9) and (8.8), the following identity holds for all x ∈ ρBd and a sufficiently
large i:
(
hEi(x)
)si = (1− 〈A−1i x,A−1i x〉)si/2 =
(
1−
〈‖Ai‖A−1i x, ‖Ai‖A−1i x〉
‖Ai‖2
)‖Ai‖2· si2 1‖Ai‖2
.
Again, by (8.9) and (8.8), for any 1 > ε > 0, there exists iε such that the inequality(
1− (1 + ε)|x|
2
‖Ai‖2
)‖Ai‖2(1+ε)
≤ (hEi(x))si ≤ (1− (1− ε)|x|2‖Ai‖2
)‖Ai‖2(1−ε)
holds for all x ∈ ρBd and for all i > iε. This implies that the sequence of functions
{(
hEi(x)
)si}
uniformly converge to e−〈x,x〉 on ρBd. This completes the proof of Claim 8.1. 
Claim 8.2. If lim sup
s→∞
(s)µ
(
E(f, s)
)
> 0, then there exists a sequence {si}∞1 of positive reals with
lim
i→∞
si =∞ such that the John s-ellipsoid functions (si)Jf uniformly converge on any bounded set
S ⊂ Rd to a Gaussian density that is pointwise less than f and of maximal integral.
Proof. Let (As ⊕ αs, as) represent E(f, s). By Lemma 4.5, we have that
∥∥∥(s)Jf∥∥∥ belongs to the
interval [e−d ‖f‖ , ‖f‖]. Hence, the set {as}s>0 is bounded. Thus, there exists a sequence {si}∞1
with lim
i→∞
si =∞ such that
(8.10) (si)µ
(
E(f, si)
)→ lim sup
s→∞
(s)µ
(
E(f, s)
)
,
Asi
‖Asi‖
→ A,
∥∥∥(si)Jf∥∥∥→ α > 0 and asi → a
for some positive semidefinite matrix A ∈ Rd×d, an α > 0 and a ∈ Rd, as i tends to ∞.
Lemma 8.1 implies that A is positive definite. Hence, using (8.10) in Claim 8.1, we obtain that
(si)Jf uniformly converge to the Gaussian G[(A∞ ⊕ α, a)] on any bounded set S ⊂ Rd, where
A∞ =
1√
π
 lim sups→∞ (s)µ
(
E(f, s)
)
detA
1/dA.
Clearly, G[(A∞ ⊕ α, a)] is pointwise less than f and (si)µ
(
E(f, si)
)
=
∫
Rd
G[(A∞ ⊕ α, a)] dx. The
latter implies that there is no Gaussian density pointwise less than f with the integral strictly
bigger than the integral of G[(A∞⊕α, a)], since any Gaussian G is the limit of (s)JG as s→∞. 
To complete the proof of Theorem 8.2, we need to show that the limit lim
s→∞
(s)µ
(
E(f, s)
)
exists.
The latter follows from the following line
(s)µ
(
E(f, s)
) ≥ (s)µ(E((∞)Jf , s)) s→∞−−−→ ∫
Rd
(∞)Jf dx = lim sup
s→∞
(s)µ
(
E(f, s)
)
,
where (∞)Jf is the Gaussian density of maximal integral constructed in Claim 8.2. 
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