Abstract. We present a class of Gauss-Markov processes which can be represented as space-time scaled stationary Ornstein-Uhlenbeck processes defined on the real line. To give examples, we study scaled Wiener bridges, Ornstein-Uhlenbeck type bridges, weighted Wiener bridges and so called F -Wiener bridges. By giving counterexamples, we also point out that this kind of representation does not hold in general, e.g., for a zero area Wiener bridge. To give a possible application, we show that our results can be useful to calculate the distribution of the supremum location of certain standardized Gauss-Markov processes on compact time intervals.
Introduction
In this paper, we present a class of Gauss-Markov processes which can be represented as space-time scaled stationary Ornstein-Uhlenbeck processes defined on the real line by specifying the space and time transformations in question explicitly as well. To motivate our method, we will first present the well-known example that a Wiener bridge can be represented as a space-time scaled stationary OrnsteinUhlenbeck process, see, e.g., Shorack and Wellner [22, Exercise 10, page 32] . Let (B t ) t≥0 be a standard Wiener process, then its Lamperti transform (see Lamperti [15, Recall that the law of the pathwise unique strong solution of the stochastic differential equation (SDE)
with an initial value Z 0 = 0 coincides with that of the Wiener bridge from 0 to 0 over the time interval [0, 1]. As a generalization of the observation above, in Section 2 we provide a class of Gauss-Markov processes (satisfying a linear SDE) which can be represented as spacetime scaled stationary Ornstein-Uhlenbeck processes defined on the real line by specifying the space and time transformations in question explicitly, see Theorem 2.1. We also formulate two consequences of Theorem 2.1, see Proposition 2.4 and Theorem 2.5 (the second one covers the case that the underlying Gauss-Markov process is a bridge). In Remark 2.3 we compare our results with the corresponding ones of Lachout [14] who investigated a related problem. In Section 3, we give some examples:
scaled Wiener bridges (also called general α-Wiener bridges), Ornstein-Uhlenbeck type bridges, weighted Wiener bridges and so called F -Wiener bridges. In Section 4, we present counterexamples where the representation in question does not hold such as the zero area Wiener bridge. To give a possible application of our results, we point out that our main Theorem 2.1 enables us to calculate the distribution of the supremum location of certain standardized Gauss-Markov processes on compact time intervals, see Section 5.
A general framework
In what follows, let R + denote the set of non-negative real numbers. For s, t ∈ R, let s ∧ t denote min(s, t), and let B(R) denote the set of Borel sets of R. Recall that C([0, T ]) with T ∈ (0, ∞), and C([0, ∞)) are complete, separable metric spaces (with appropriate metrics). Due to the strictly increasing and continuous time change 
with a non-random initial value Z 0 = ξ ∈ R, where (B t ) t∈R + is a standard Wiener process on a filtered probability space (Ω, A, (A t ) t∈R + , P) satisfying the usual conditions. Note that in the drift coefficient of the SDE (2.1) the factor φ ′ (t)/φ(t) can be an arbitrary continuous function f : R + → R, since the Cauchy problem
t ∈ R + , with φ(0) = 1 has the unique solution
However, we keep the form φ ′ (t)/φ(t) in order to have a more compact presentation (especially, for the solution of the SDE (2.1) given in (2.2)) and also for the examples presented in Section 3 later on.
Since φ ′ /φ, ψ and σ are non-random, measurable and locally bounded, by using Itô's formula,
can be shown to be the pathwise unique strong solution of the SDE (2.2). The GaussMarkov process Z is called a process of Ornstein-Uhlenbeck type with parameters φ, ψ and σ in Patie [18, 
Let us consider the mean centered process defined by
Theorem 2.1. There exists a strictly stationary centered Ornstein-Uhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
where Z is defined in (2.3), and the right hand side of (2.4) for t = 0 is understood as an almost sure limit as t ↓ 0. Roughly speaking, the mean centered process ( Z t ) t∈[0,T ) coincides almost surely with a space-time scaled stationary Ornstein-Uhlenbeck process.
Proof. The proof consists of two parts: first we check that the pathwise unique strong solution of the SDE (2.1) can be represented as a space-time transformed standard
Wiener process, and then we use Lamperti transformation recalled in the introduction. Namely, by Dambis, Dubins and Schwarz lemma (see, e.g., Revuz and Yor [20, Chapter V, Theorems 1.6 and 1.7] or Karatzas and Shreve [12, Theorem 3.4.6 and Problem 3.4.7] ), there exists a standard Wiener process (W t ) t∈R + (possibly on an enlargement of the original filtered probability space and stopped at lim t↑T t 0
φ(u) 2 du < ∞ for all t ∈ [0, T ), and we note that even if lim t↑T t 0 σ(u) 2 φ(u) 2 du = ∞ does not hold, one can apply Dambis, Dubins and Schwarz lemma. Let
Then, as it was recalled in the Introduction, R is a strictly stationary centered
Ornstein-Uhlenbeck process with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, and, by (2.5), 
converges in probability to 0 as t ↑ T . Later, under some stronger additional assumptions, we will strengthen this statement, namely, instead of convergence in probability we will prove almost sure convergence, see Theorem 2.5. Remark 2.3. Lachout [14] investigated a related problem. Namely, given a collection of stochastic integrals of non-random real functions with respect to a standard Wiener process, i.e.
where Θ ⊆ R is a non-empty set, a θ : 
if and only if [14, Theorem 4.1] . Next, we apply Lachout's result to our model. Namely, let Θ := (0, T ), and for all t ∈ (0, T ), let a t : R + → R,
Then, for all t ∈ (0, T ), we have a t ∈ L 2 (R + ) and
Hence, by Theorem 4.1 in Lachout [14] , there exists a strictly stationary centered
By choosing R t := O t/2 , t ∈ R, we have
Note that, based on this, we are not in the position to be able to check that (2.6) holds. Now let us compare our Theorem 2.1 with Theorem 4.1 in Lachout [14] . Lachout [14] has a more general setup than ours, however he can prove less. Namely, Equation (2.7) holds almost surely for all θ ∈ Θ. Our model is a submodel of Lachout's model, however, we can prove more. Namely, Equation (2.4) holds for all t ∈ [0, T ) almost surely. The reason for being able to prove more is that in our special setup continuous martingales appear and we can use Dambis, Dubins and Schwarz lemma. In Lachout's general setup no (local) martingales show up, so he cannot take advantage of Dambis, Dubins and Schwarz lemma. Hence our Theorem 2.1 cannot be considered as a consequence of Lachout's results.
Next we formulate two consequences of Theorem 2.1.
If lim t↑T φ(t) = 0 and there exists some ε > 0 such that the function
is bounded, then for the mean centered process ( Z t ) t∈[0,T ) we have P( Z T := lim t↑T Z t = 0) = 1, and there exists a strictly stationary centered Ornstein-Uhlenbeck process
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost sure limit as t ↓ 0 and t ↑ T , respectively.
Proof. By Theorem 2.1, in order to prove the statement we additionally need to check that
almost surely, where (W t ) t∈R + is the standard Wiener process appearing in the proof of Theorem 2.1. If 
where, by the law of iterated logarithm for a standard Wiener process,
is bounded almost surely, and, by L'Hospital's rule,
The next theorem covers the case when the process given by the SDE (2.1) is a bridge over the time interval [0, T ].
Theorem 2.5. If the process (Z t ) t∈[0,T ) given by the SDE (2.1) satisfies P(Z T := lim t↑T Z t = b) = 1 with some b ∈ R, and there exists some ε > 0 such that the function
is bounded, then there exists a strictly stationary centered Ornstein-Uhlenbeck process
Proof. Since (Z t ) t∈[0,T ) is a Gauss process and P(lim t↑T Z t = b) = 1, using that normally distributed random variables can converge in distribution if and only if the corresponding means and variances converge, we have lim t↑T Var(Z t ) = 0, i.e.,
and as a consequence, lim t↑T φ(t) = 0. Hence the result follows by Proposition 2.4.
3. Examples 3.1. Scaled Wiener bridges. Let T ∈ (0, ∞) be fixed. For all α ∈ R, let us consider the SDE
where (B t ) t∈R + is a standard Wiener process defined on a filtered probability space (Ω, A, (A t ) t∈R + , P) satisfying the usual conditions. The SDE (3.1) has a pathwise unique strong solution, namely,
as it can be checked by Itô's formula. To our knowledge, these kinds of processes have been first considered in the case of α > 0 by Brennan and Schwartz [6] ; see also Mansuy [16] . Note also that in case of α = 1 the process (Z t ) t∈[0,T ) is nothing else but the usual Wiener bridge (from 0 to 0 over the time interval [0, T ]).
It is known that in case of α > 0, the process (Z t ) t∈[0,T ) given by (3.2) has an almost surely continuous extension (Z t ) t∈[0,T ] to the time-interval [0, T ] such that Z T = 0 with probability one, see, e.g., Mansuy [16, For positive values of α, the possibility of such an extension is based on a strong law of large numbers for square integrable local martingales. In case of α ≤ 0, there does not exist an almost surely continuous extension of the process (Z t ) t∈[0,T ) to [0, T ] which would take some constant at time T with probability one (i.e., which would be a bridge). However, for all α ∈ R, the Gauss process (Z t ) t∈[0,T ) given by (3. One can easily calculate
, and σ(t) := 1, t ∈ [0, T ). Then the SDE (2.1) is nothing else but the SDE of an α-Wiener bridge, see (3.1), and
for t ∈ (0, T ). In case of α > 0, Theorem 2.5 can be applied with b := 0 and with
Indeed, if 0 < α < 1/2 and ε = 1/2, then
and, by L'Hospital's rule,
which tends to 0 as t ↓ 0 and to (2α
Then, by Theorem 2.5, there exists a strictly stationary centered OrnsteinUhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
, α > 0, and
, where
Remark 3.1. Note that if α = 1 and T = 1, then 
This SDE has a pathwise unique strong solution given by 
where the right hand side of the above equality at t = 0 is understood as an almost sure limit as t ↓ 0. Next we check that if α(T ) := lim t↑T α(t) exists and α(T ) > 0, then Theorem 2.5
can be applied with b := 0 and with
, where δ 1 and δ 2 are chosen such that 0 < δ 1 < α(T ) < δ 2 < δ 1 + 1/2. We need to check that the function
First we consider the case α(T ) ≥ 1/2. Since
where
Here, using that 2δ 2 − 1 > 0, δ 2 − δ 1 < 1/2, and the explicit form of ε, one can easily
> 0, yielding that the function
is bounded in case of α(T ) ≥ 1/2. Next, we consider the case 0 < α(T ) < 1/2. Additionally to 0 < δ 1 < α(T ) < δ 2 < δ 1 + 1/2, we can also assume that δ 2 < 1/2. By the calculations for the case α(T ) ≥ 1/2, we get
where we used 1 − 2δ 2 > 0 and δ 1 > 0. This yields that the function
is bounded also in case of 0 < α(T ) < 1/2.
Concluding, if α(T ) = lim t↑T α(t) exists and α(T ) > 0, then, by Theorem 2.5, there exists a strictly stationary centered Ornstein-Uhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
Ornstein-Uhlenbeck type bridges. First we recall the notion and properties
of Ornstein-Uhlenbeck type bridges to the extent needed. For a more detailed discussion and for the proofs of the results, see for example Barczy and Kern [4] (where one can also find extensions to multidimensional bridges).
Let us consider an Ornstein-Uhlenbeck type process (X t ) t∈R + given by the SDE dX t = q(t) X t dt + σ(t) dB t , t ∈ R + , (3.6) with an initial condition X 0 having a Gauss distribution independent of B, where q : R + → R and σ : R + → R are continuous functions and (B t ) t∈R + is a standard Wiener process defined on a filtered probability space (Ω, A, (A t ) t∈R + , P) satisfying the usual conditions. By Itô's formula, there exists a pathwise unique strong solution of the SDE (3.6), namely, for t ∈ R + ,
Note that we may define the filtration (A t ) t∈R + such that σ{X 0 , B s : 0 ≤ s ≤ t} ⊂ A t for all t ∈ R + .
We call the process (X t ) t∈R + a Ornstein-Uhlenbeck process with continuously varying parameters, or a Gauss-Markov process of Ornstein-Uhlenbeck type with parameters eq and σ.
Let us introduce the following notations and assumptions. Let
In what follows we will make the general assumption that
This guarantees that γ(s, t) is positive for all 0 ≤ s < t. Further, for all a, b ∈ R and 0 ≤ s ≤ t < T < ∞, let
and (3.10) σ(s, t) := γ(s, t) γ(t, T ) γ(s, T ) .
In Barczy and Kern [4] , for fixed T ∈ (0, ∞) and a, b ∈ R we constructed a Markov process (Z t ) t∈[0,T ] with initial distribution P(Z 0 = a) = 1 and with transition densities [4] , which we recall now for completeness and for our later purposes. For the proofs, see Barczy and Kern [4] . Theorem 3.2. Let us suppose that condition (3.8) holds. For fixed a, b ∈ R and T ∈ (0, ∞), let the process (Z t ) t∈[0,T ) be given by
Then for any t ∈ [0, T ) the distribution of Z t is Gauss with mean n a,b (0, t) and with variance σ(0, t). Especially, Z t → b almost surely (and hence in probability) and in Moreover, (Z t ) t∈[0,T ] is a Gauss-Markov process and for any x ∈ R and 0 ≤ s < t < T the transition density
Definition 3.3. Let (X t ) t∈R + be the process given by the SDE (3.6) with an initial Gauss random variable X 0 independent of (B t ) t∈R + and let us assume that condition One can also derive a SDE which is satisfied by the Ornstein-Uhlenbeck type bridge, see for example Theorem 3.3 in Barczy and Kern [4] . defined by (3.12) is a pathwise unique strong solution of the linear SDE
for t ∈ [0, T ) and with initial condition Z 0 = a.
By Lemma 2.7 in Barczy and Kern [4] , one can easily calculate
Let us define the mean centered Ornstein-Uhlenbeck type bridge
Note that P( Z 0 = 0) = P( Z T = 0) = 1.
With the notations of Section 2.1, let ξ := a, φ : [0, T ) → (0, ∞) and ψ : [0, T ) → R be defined by
with our special choices of ξ, φ and ψ, the SDE (2.1) is nothing else but the SDE of an Ornstein-Uhlenbeck bridge from a to b over time interval [0, T ], see (3.13). Further, using part (b) of Lemma A.3 in Barczy and Kern [4] , one can check that
Theorem 2.5 can be applied with b := 0 and with ε := 1/2. Indeed,
which is a bounded function, since the functions q and σ are continuous on R + .
Then, by Theorem 2.5, there exists a strictly stationary centered Ornstein-Uhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost sure limit as t ↓ 0 and t ↑ T , respectively. Next we formulate the above presented results in the case of usual OrnsteinUhlenbeck bridges.
Remark 3.5. In case of q(t) = q = 0, t ∈ R + , and σ(t) = σ = 0, t ∈ R + , the bridge of Ornstein-Uhlenbeck type (
for t ∈ [0, T ) and Z T = b, see, Remark 3.8 in Barczy and Kern [4] . In fact, the process (Z t ) t∈[0,T ) is the pathwise unique strong solution of the SDE
with an initial condition Z 0 = a, see, Remark 3.9 in Barczy and Kern [4] . Then, by Theorem 2.5, there exists a strictly stationary centered Ornstein-Uhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost sure limit as t ↓ 0 and t ↑ T , respectively, since
and, by Barczy and Kern [4, formula (1.7)],
3.3. F -Wiener bridges. Let f : R + → R + be a probability density function on R + and let us consider the corresponding cumulative distribution function F :
with the convention inf ∅ := ∞. Let us assume that f is continuous on [0, T ), and that there exists a δ ∈ (0, T ) such that f (t) = 0 for all t ∈ (0, δ). We consider the SDE
with an initial value Z 0 = 0, where (B t ) t∈R + is a standard Wiener process. By Itô's formula,
is a pathwise unique strong solution of the SDE (3.15), and
Gauss process with covariance function
for s, t ∈ [0, T ). Note that 1 − F (t), t ∈ R + , is nothing else but the survival function, and
, t ∈ R + , is the hazard rate (mean reversion rate) corresponding to the distribution function
, and σ(t) := f (t), t ∈ [0, T ). Then the SDE (2.1) is nothing else but the SDE (3.15), and
By Theorem 2.1, there exists a strictly stationary centered Ornstein-Uhlenbeck process R = (R t ) t∈R with Cov(R s , R t ) = e − |t−s| 2 , s, t ∈ R, such that
where the right hand side of the above equation for t = 0 is understood as an almost sure limit as t ↓ 0. Further, note that with ε := 1/2 we have
which is a bounded function. Since F is a continuous distribution function, lim t↑T F (t) = 1, and hence, by Proposition 2.4, we have P(lim t↑T Z t = 0) = 1 and
where the right hand side of the above equation for t = 0 and for t = T is understood as an almost sure limit as t ↓ 0 and t ↑ T , respectively. Then we can say that Z is a bridge over [0, T ] in the sense that its starting and ending points are zero (more precisely, Z 0 = 0 and P(lim t↑T Z t = 0) = 1), and we can call Z as an To give an example, let us consider the cumulative distribution function F :
, and f (t) = 0 for t ∈ R + \ [0, T ), inf{t ∈ R + : F (t) = 1} = T and the SDE (3.15) of the F -Wiener bridges takes the form
with an initial value Z 0 = 0. Note that the drift coefficient of this SDE is the same as that of the SDE (3.1) of an α-Wiener bridge, however, the diffusion coefficients are different. α , t ∈ R + , with some α ∈ [1, ∞)). Let us define Z t := w(t)B t , t ∈ R + , and Z (3.16) and
We point out that weighted Wiener processes and weighted Wiener bridges fit into our general framework (see Section 2), so that one can apply Theorem 2.1 and get the representations (3.16) and (3.17), detailed as follows. Namely, by Itô's formula,
The SDEs (3.18) and (3.19) have the form (2.1) by choosing T := ∞, φ(t) := w(t), t ∈ R + , ψ(t) := 0, t ∈ R + , σ(t) := w(t), t ∈ R + , and T := 1, φ(t) := w(t)(1 − t), t ∈ [0, 1), ψ(t) := 0, t ∈ [0, 1), σ(t) := w(t), t ∈ [0, 1), respectively. Concerning the time scalings, an easy calculation shows that for the SDE (3.18), we have
and for the SDE (3.19),
as desired.
Counterexamples
In this section we give counterexamples for bridge processes that cannot be represented as a space-time scaled stationary Ornstein-Uhlenbeck process. 
introduced by Deheuvels [9] . According to page 1191 in Deheuvels [9] 
see, Deheuvels [9, Lemma 2.1 with
We check that one cannot find a monotone function τ :
where R = (R t ) t∈R is a strictly stationary centered Ornstein-Uhlenbeck process with Cov(R s , R t ) = e 
which yields that
By substituting s := 1/2 into (4.2), we have
and hence f (1/2) = 0 and
increasing having inverse β −1 : (−∞, ln(S)) → (0, T ). Consequently, using that R is strictly stationary, we have
for any 0 < t 1 < t 2 < T , where the first equality holds almost surely and . Later it will turn out that the law of τ R,[0,T ] (without restriction to (0, T )) is absolutely continuous, and we will derive an expression for its density function as well. We point out that, compared to the general setup of Samorodnitsky and Shen [21] , we can take the advantage that R is not only strictly stationary, but a time-homogeneous Markov process as well, and hence we can use some general result of Csáki et al. [7] to handle the distribution of the supremum location of R.
In what follows we present a procedure which results in a (hopefully) numerically tractable formula for the density function of the distribution of the supremum location of R on a compact interval of the form [0, T ], T ∈ R + . First, recall that the law of (R t ) t∈R + can be represented as the law of the pathwise unique strong solution of an appropriate SDE. Namely, if (B t ) t∈R + is a standard Wiener process and ξ is a standard normally distributed random variable independent of (B t ) t∈R + , then the process V t := e 
