Lyaponov exponents are a generalization of the eigenvalues of a dynamical system at an equilibrium point. They are used to determine the stability of any type of steady-state behavior, including chaotic solutions. More specifically, Lyapunov exponents measure the exponential rates of divergence or convergence associated with nearby trajectories. This paper presents an efficient method of estimating the Lyapunov spectrum of continuous dynamical systems. Based on the Lie series expansion of the flow, the technique can be readily implemented to estimate the Lyapunov exponents of dynamical systems governed by ordinary differential equations.
INTRODUCTION
to -2 and -3, respectively.
For periodic motion, the spectrum of exponents contains only zero or negative values, indicating convergence to a highly predictable motion. At the other extreme, a chaotic system will exhibit at least one positive exponent. A positive exponent is significant, because it gives an indication of the rate at which one loses the ability to predict the system response. This is closely related to the property of sensitive dependence on initial conditions, which is characteristic of chaotic systems. Therefore, one way to determine if a system is behaving in a chaotic manner is to calculate the Lyapunov exponents. A further motivation for calculating these exponents is that a knowledge of the entire spectrum of Lyapunov exponents can be used to calculate an approximate fractal dimension of the attractor (Holmes and Moon, 1983) . Unfortunately, there is no general analytical way to determine the Lyapunov exponents for a general system of equations. The Lyapunov spectrum must be numerically approximated.
It is a simple calculation to determine the Lyapunov exponents of a linear system. Linear differential equations can in principle be solved exactly, and thus the exponents can be determined by an inspection of the solution. For example, the unforced equation q -f 5q + 6q = 0 has the general solution q = AeV + BeV in which the Lyapunov exponents, A : and A 2 , are equal A forced system such as q + 5q + 6q = F cos(u;t) has the same exponents, but with an additional exponent that has a zero real part, i.e. purely imaginary. This fact is apparent from the general solution of the problem, which is readily computed as q = Ae Alt + Be A2t + C(e' w < + e-"'"")
It is interesting to note that the exponents in this example are constant, in that they do not depend on initial conditions. Furthermore, since the forcing function does not alter the complementary solution, X x and A 2 are independent of F and w. This makes the computation of Lyapunov exponents for linear systems very easy.
There are no analytical methods available to precisely determine the Lyapunov spectrum for nonlinear systems. Nonlinearities can cause repeated stretching and folding of a small region of initial conditions as it evolves in its state space (Wolf et al, 1985) . This causes the locally-determined Lyapunov exponents to vary considerably over a trajectory. Thus, it is necessary to examine the long-time average of the exponents. Furthermore, unlike the case for linear systems, the Lyapunov exponents change with forcing amplitude and frequency. This important fact is the motivation of this investigation.
Even for a relatively simple nonlinear differential equation, such as the Duffing equation, a periodic or even a chaotic response can be obtained for a given set of system parameters merely by changing the forcing yields a periodic response for w = 0.482, but exhibits chaotic behavior for w = 0.475. This indicates that one of the exponents has shifted from negative to positive over a very small change in the forcing frequency w.
ESTIMATION OF LYAPUNOV EXPONENTS
In higher order systems, Lyapunov exponents are determined by examining the long-term evolution of an infinitesimal n-sphere of initial conditions, with 'n' being the order of the dynamical system. As the system evolves, the initial n-sphere will expand or contract along its n principal axes, resulting in a deformed n-ellipsoid.
The general method of numerically calculating the exponents of a dynamical system proceeds in the following manner. First, a point that lies near the steady-state attractor of the system of interest is selected. This means that the system must first be integrated well into its post-transient state. Initially, a vector of magnitude c and arbitrary direction is chosen and is attached to a point on the trajectory. It is important that this e be small because as pointed out above, a repeated stretching and folding can take place in the state space. Only the stretching of the space is of interest here. A small test vector is better able to avoid any effects of folding.
A second vector, perpendicular to the first, but equal in magnitude, is also constructed at the test point.
Additional vectors are added in a similar fashion until the vector set forms an orthogonal basis {b-} for the state space in the region of the test point. The test point and nearby initial conditions determined by the vector set are then integrated ahead for a short length of time.
After integration, the largest vector is used to calculate the largest local exponent from the equation
where At is the time interval over which the system is integrated and 1-is the length of the largest vector after integration. This vector will automatically tend toward the direction of greatest divergence (or convergence). The second vector is not free to tend toward the direction associated with the second largest exponent because of the effect of the largest exponent upon its evolution. Instead, the second exponent is determined from the calculation of the sum of the first two exponents, which measures the rate of contraction of an area in state space. This is obtained from the equation
in which Aj is the final area of the space determined by the first two vectors. Subsequent exponent sums are computed in a similar fashion for higher dimensional systems (Wolf et al, 1985) .
The largest vector is then normalized to a magnitude of e, while its direction is preserved, enabling this vector to continue converging to the direction associated with the largest exponent. Additional vectors are again constructed perpendicular to the first. This is repeated over a long time in the simulation and the exponents are then calculated as a long-time average over the steaty-state motion. This long-time average is extremely important, as even very close trajectories leading to periodic motion can temporarily diverge from each other over short time intervals.
This phenomenon is what characterizes transient chaos.
This procedure is based directly on the definition of the Lyapunov spectrum. The one drawback is that the collection of initial conditions must be repeatedly integrated over short time intervals. The evolution of an n-sphere must be carefully tracked to determine the divergence (convergence) rates along the attractor. In the following section, a more convenient method is proposed based on the concept of a forward-advance mapping.
COMPUTATION OF LYAPUNOV EXPONENTS
The determination of the Lyapunov exponents for ordinary differential equations will be accomplished using a semi-discrete formulation. The dynamics of the system will be discretized by the introduction of a timeadvance mapping. Consequently, Lyapunov exponents can be calculated by using techniques that work well for discrete dynamical systems, as addressed below.
Consider a nonlinear point mapping defined on R" by the equation
Then to the first order,
in which [DF] n is the Jacobian of F(x) evaluated at x = x". From the usual definition
Thus equation (3) gives an estimate of the variation at the (n-H) st step of the iteration in term of the variation at the n" 1 step.
Repeatedly applying equation (3) results in 6x n+1 = DF"*DF"_ 1 *DF n _ 2 * *DF 1 (<5x 1 )
Equation (5) represents the variation at the (n+1)' 4 step in terms of the initial variation <5xj. To avoid divergence of the vector norms, due to repeated application of the Jacobian matricees, it is more convenient to express equation (5) as
In equation (6), the latest Jacobian is applied to the current set of vectors. To avoid divergence of the variations, due to stretching of orbits, a Gram-Schmidt orthonormalization procedure is applied at each step to accomplish two things:
(i) estimate the local growth rate of the vectors (ii) replace the vectors with a renormalized set as described in the previous section.
The vector with a largest growth rate is always renormalized and used as the first replacement vector. It should be noted that the growth rate of the local basis vectors is governed by the absolute values of the eigenvalues at each iteration. Denote the eigenvalues of [DF]" at the n ih iteration by A : (n), A 2 (n), ,A"(n).
For non-degenerate cases, the magnitude of each eigenvalue can be expressed as
so that
represents the local convergence (or divergence) rate.
The Lyapunov exponents are computed as a longtime average, consequently the global behavior of the mapping is determined by the eigenvalues of the product Jacobian
[DFJ
as n -» oo. Thus the Lyapunov exponents for mappings such as (1) are defined as
In order to apply the above to continuous dynamical systems, the flow must be. discretized. That is, the governing equations must be integrated forward, for arbitrary initial conditions, to a specified time in order to construct a time-advance mapping. The procedure is outlined as follows.
An initial value problem defined by a system of differential equations x = X(x,t), x(0) = x 0 is integrated from the initial condition x 0 . Denote this solution as x(t;x 0 ). Since the initial condition, x 0 , is arbitrary, a sequence of points is defined inductively as
in which
At each step, the initial point x 0 in (12) is replaced by the current state vector x n . That is, x n+1 is obtained by advancing the solution of (12) over a time At = h, from an initial point x".
Since most differential equations cannot be integrated analytically, the time-advance mapping must be constructed with the aid of numerical integration schemes.
The drawback of using a numerical routine such as Runge-Kutta, is that an explicit form of the time-advance mapping (13) is not obtained.
The standard method of estimating local divergence (or convergence) rates entails the comparison of the time-evolution of two trajectories at neighboring points (Wolf et al, 1985) . The neighboring trajectories are tracked by solving the associated variational equation Although equation (15) is linear, the coupled system is now twice the order of the original system (12).
This makes the numerical integration more tedious. Essentially, the differential equations along with the coupled set of local variational equations must be numerically integrated over small displacements in the phase space. The local divergence (or convergence) are determined by analyzing the evolution of the variations 6x.
A more attractive approach is to construct an The infinitesimal generator associated with this system approximate, yet explicit, form of the time-advance of differential equations is given as the operator map
The powers of the operator U are computed The objective is to develop an explicit mapping with no successively as worse of an error than a corresponding numerical integration scheme. Since errors are typically based on Ux = x 2 Uy = xy Taylor series expansions, a truncated Taylor expansion of the solution will not introduce any more errors than U 2 x = 2x 3 U 2 y = 2x 2 y numerical integration of the differential equations. , 1985) . Briefly, the coefficients of the series expansion can be computed from the associated infinitesimal generator of the system of differential equations. Specifically, given an initial value problem ^ = x+x 2 t+2x 3 t2/2+ 6xV/3! + 24x 5 t 4 /4!+ ._ (M)
and the series representations of the solutions are X"(Xj, X 2 , , X n ), X"(0) = X n (17) in which x and y are arbitrary initial conditions.
By inspection, the solutions (24) and (25) are found the infinitesimal generator is defined as the operator to converge to
in which the coefficients in (18) are given as the right y* = y/(l-xt) (27) hand sides of equation (17). It can be shown that the series representation of the solution x,-* = x ( (t) is given As mentioned above, the variables x and y in equations by (26) and (27) represent arbitrary initial conditions. Hence substitution the initial conditions from equations x, ( = x,-+(Ux,)t +(U 2 x,)t 2 /2 +...+ (U*x,) t*/k!+ ... (21), results in the solutions in which the variable, x,-, represents an arbitrary initial x(t) = x 0 /(l-x 0 t) (28) value.
Thus, the explicit time-advance mapping is
Furthermore, the time-advance solution for arbitrary h
That is, y" = y 0 /(l-x 0 h)
/ s _ h Alternatively, since x 0 and y 0 are abitrary, the time- in which (xjn is substituted for the initial condition Xj. _ ,, . ,_ . y n+ i -yn/(l-hx n ) (33) As an example, consider the problem Hence the continuous dynamics of the system (12) are x = x 2 , x(0) = x 0 equivalently, yet precisely, represented by the discrete y = xy, y(0) = y 0 (21) mapping (32) and (33). Thus point mapping techniques are applicable, eliminating the cumbersome numerical tracking of trajectories.
Most nonlinear systems, however do not admit solutions which are expressible in terms of elementary functions as in (28) and (29).
In such cases, a truncated series representation is used to construct the time-advance mapping. Using this discretized version of the dynamics, equations (1) through (11) are used to estimate the Lyapunov spectrum.
SUMMARY
A semi-discrete algorithm for the computation of Lyapunov exponents associated with continuous dynamical systems has been discussed. The proposed method consists of developing formal power series solutions based on Lie series expansions of the flow. The truncated power series can be used to construct forward advanced mappings, thereby converting a continuous dynamical system to a discrete one. Methods known to be reliable for discrete systems can then be utilized, eliminating the necessity of integrating the associated variational equations simultaneously with the original equations of motion. Table 1 . illustrates the results obtained by applying the proposed method to estimate the Lyapunov spectrum of the Lorenz system (Wolf et al, 1985) . The complete spectrum of exponents of the Lorenz system is approximately ( 2.16, 0.0, -32.4 ) bits per second. The parameter h represents the time-advance used for the forward advance mapping. The integer N represents the number of time steps ( in thousands ) used for the averaging process.
Excellent agreement is implied, especially for smaller time steps. It appears that the proposed algorithm is sensitive to the particular time step used, but does not vary considerably with the number of averaging steps. 
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