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ÚVOD
Tato práce se zabývá několika cíli, prvním je vytvoření popisu nativního komunikač-
ního protokolu S7, dalším je návrh a implementace knihovny umožňující komunikaci
pomocí protokolu S7 a posledním je návrh a implementace komunikačního serveru
využívající právě tuto knihovnu.
Protokol S7 bude zvolen z toho důvodu, že programovatelný automat Siemens S7
řady 1200 jej nativně podporuje. Díky tomu není potřeba navrhovat a implementovat
žádný uživatelský protokol na straně programovatelného automatu.
Protože protokol S7 je proprietární a není zveřejněna jeho specifikace, je nejprve
provedena síťová analýza tohoto protokolu s pomocí programu Wireshark. Analy-
zovaná komunikace probíhala mezi PLC (Programmable Logic Controller) Siemens
S7-1200 a OPC (Open Platform Communications) serverem, který je součástí ba-
líku Simatic NET. V další části práce byly vytvořeny návrhy komunikační knihovny
S7slib a komunikačního serveru S7coms, který využívá právě tuto knihovnu. Spolu
se strukturou serveru byl navržen také zjednodušený komunikační protokol, s jehož
pomocí můžou klienti číst a zapisovat proměnné. V poslední části byly oba návrhy
implementovány v jazyce C++. Činnost knihovny byla ověřena na již zmíněném
programovatelném automatu.
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1 ÚVOD DO KOMUNIKACE PLC S OKOLÍM
PŘES ETHERNET
1.1 PLC - Programovatelný logický automat
PLC (Programmable Logic Controller), v češtině často označované jako programo-
vatelné automaty, patří již dlouhodobě k základům automatického měření a regulace
různých aplikací a procesů. PLC se svojí konstrukcí hodí hlavně buď pro centrální
řízení jednodušších aplikací nebo (u velkých regulačních a řídících systémů) pro dis-
tribuované decentralizované řízení jednotlivých procesů, předzpracování signálů pro
nadřazené ovládací a vizualizační systémy převážně tvořené klasickým nebo průmys-
lovým PC.
Řídící algoritmus PLC je zapsán jako posloupnost instrukcí v paměti uživatel-
ského programu. CPU postupně čte z této paměti jednotlivé instrukce, provádí pří-
slušné operace s daty v paměti, případně provádí přechody v posloupnosti instrukcí.
Jsou-li provedeny všechny instrukce algoritmu, provádí CPU aktualizaci výstupních
proměnných do výstupních periferních jednotek a aktualizuje stavy ze vstupních
periferních jednotek do zápisníkové paměti. Tento děj se stále opakuje a nazývá se
cyklus programu. Cyklus programu je znázorněn na obrázku 1.1.
Obr. 1.1: Vykonávání uživatelského programu v PLC.
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1.2 Ethernet – stručný popis
Jedná se o v dnešní době nejrozšířenější metodu sériové komunikace v místních
sítích. První pokusy použití pro automatické řízení byly realizovány již v průběhu
80. let. Bylo tomu tak pro výhodné vlastnosti tohoto standardu, mezi které patří
zejména velká přenosová rychlost, jednoduché připojení, popularita a klesající ceny
komponent, plynoucí z masového používání v oboru IT a jako páteře internetu. [1]
1.2.1 Referenční model otevřené komunikace – RM ISO/OSI
Tento model stanovuje podmínky, při jejichž dodržení mohou různí účastníci pře-
nosu spolehlivě komunikovat mezi sebou. Skládá se ze 7 vrstev, přičemž každá má
přesně definovanou funkci a služby. Uspořádání jednotlivých vrstev je znázorněno
na obrázku 1.2.
Obr. 1.2: RM ISO/OSI.[2]
Ethernet představuje jen první dvě vrstvy sedmivrstvého RM ISO/OSI. Tyto dvě
vrstvy byly standardizovány organizací IEEE na začátku 80. let jako standard IEEE
802.3. Spolu s protokoly vyšších vrstev IP (vrstva 3 referenčního modelu) a TCP
(vrstva 4), s vynechanými vrstvami 5 a 6 a s vyjádřenou vrstvou 7 s aplikačními
protokoly (HTTP, Telnet, FTP atd.), tvoří velmi rozšířenou variantu komunikačního
modelu otevřené komunikace k RM ISO/OSI v místních sítích a jsou také svázány
se sítí Internet.
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1.2.2 Fyzická a spojová vrstva
Každý jednotlivý datový rámec je bit po bitu přenášen fyzickým médiem. Znázornění
datového rámce ja na obrázku 1.3.
Preambule Cíl Zdroj Typ Datové pole Kontrola
8B 6B 6B 2B 46B - 1500B 4B
Obr. 1.3: Formát síťového rámce.
Ethernet používá přístupovou metodu k médiu CSMA/CD. Minimální délka
rámce je 64B, tato délka je stanovena z důvodu detekce kolize. Tok bitů začíná star-
tovací posloupností (preambule), která se používá pro synchronizaci vysílací stanice
se všemi přijímacími stanicemi. Poté následuje cílová a zdrojová adresa (MAC). Pole
typu zprávy (EtherType) se používá pro rozlišení protokolů vyšších vrstev (např.
IPv4, IPv6, ARP, PROFINET aj.). Následuje datové pole a rámec je ukončen kon-
trolním součtem CRC.
1.2.3 Transportní vrstva
Transportní vrstva využívá služby síťové vrstvy a realizuje spojení pro uživatelské
počítačové programy. Těchto programů může být více (několik spojení současně).
V transportní vrstvě je zaveden např. protokol TCP (Transmission Control Proto-
col), který podporuje spojovanou službu a je sestaven tak, aby umožňoval zabezpe-
čený (error-free) přenos větších objemů dat. Bezchybný příjem dat je kontrolován
vysílací stranou pomocí potvrzování aktivovaného přijímací stranou. Není-li přijetí
paketu potvrzeno do určité doby, vysílající strana pošle předmětný paket opakovaně.
1B 2B 3B 4B 5B 6B 7B 8B
Zdrojový port Cílový port
Číslo sekvence
Číslo potvrzení
Offset Rezervováno Přízn. Okno
Kontrolní součet Ukazatel urgentních dat
Volby(jestli jsou k dispozici)
Data(jestli jsou k dispozici)
Obr. 1.4: Struktura TCP segmentu.
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Dojde-li k přerušení komunikace, vrstva TCP o tom uvědomí příslušnou vyšší
vrstvu komunikačního modelu. Porty, jejichž čísla jsou integrována do zpráv, fungují
jako rozhraní k aplikačním programům (úlohám). Pro některé úlohy jsou rezervo-
vány určité porty (tzv. well-known ports – např. port 80 je rezervován pro HTTP).
Pokud port pro navazované spojení není rezervován, port se rezervuje při navazo-
vání spojení. Kombinace adresy IP zařízení a čísla portu, která se nazývá socket,
reprezentuje globálně unikátní koncový bod pro komunikaci.
Funkci vrstvy 4 v RM ISO/OSI může realizovat také protokol UDP (User Da-
tagram Protocol). Ten však je, na rozdíl od TCP, jednosměrný, což znamená, že
vysílající strana nedostává od přijímající strany žádnou zpětnou informaci o ko-
rektnosti nebo ztrátě přenášených dat. Přenos prostřednictvím UDP je rychlejší
a protokol je kratší než TCP, neumožňuje však zjistit chybu při přenosu. Detekce
chyby při spojení zde musí být řešena v aplikační vrstvě, která je adresována přes
porty podobně jako u TCP. Protokol UDP se používá tehdy, kdy je důležitější zís-
kat data z procesu v reálném čase než využít sice zabezpečený, ale pomalý přenos
kompletním protokolem TCP. Tedy UDP je vhodný protokol pro cyklický a rychlý
přenos dat. [2]
1.3 Komunikační modely průmyslových etherne-
tových sítí
Na obrázku 1.5 jsou vyobrazeny tři architektury komunikačních modelů současných
variant průmyslového Ethernetu. Nalevo je standardní komunikační zásobník (stack)
Ethernetu TCP/IP, ve kterém se časově kritická (real-time, deterministická) data
i časově nekritické zprávy přenášejí protokoly TCP/UDP/IP.
Obr. 1.5: Principiální architektury vybraných řešení průmyslového Ethernetu.[4]
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Uprostřed a napravo jsou architektury, v nichž časově kritická data a nekritické
zprávy prostupují odděleně. Nekritické zprávy (internet, konfigurační a parametri-
zační data atd.) jdou standardní cestou TCP/UDP/IP, zatímco časově kritická data
obcházejí protokoly TCP/UDP/IP buď programově, nebo hardwarově. Nynější vari-
anty průmyslového Ethernetu modifikují tyto tři principy v detailech vlastních řešení
jednotlivých dodavatelů či sdružení uživatelů.
1.4 Přehled některých současných standardů
1.4.1 EtherCat
Standard EtherCAT (Ethernet for Control Automation Technology) byl vyvinut
firmou Beckhoff pro účely řízení v reálném čase. Na rozdíl od ostatních sběrnic
není u standardu EtherCAT paket rámce Ethernetu přijímán každým účastníkem
déle, než jsou interpretována a kopírována přenášená technologická data. Namísto
standardního ukládání je rámec Ethernetu zpracováván během příjmu rámce. Každé
zařízení pro síť EtherCAT má dva porty, a komunikační rámec tak doslova prochází
skrz zařízení. Zařízení v síti EtherCAT, pro který jsou data určena, data čte, zatímco
rámec již putuje k dalšímu zařízení. Pole EtherType obsahuje v těchto paketech
hodnotu 0x88A4.
Obr. 1.6: Komunikační model EtherCat.[4]
1.4.2 Profinet
Komunikační systém Profinet byl vyvinut organizaci PNO (Profibus Nutzerorga-
nisation) s významným přispěním firmy Siemens. Na obrázku 1.7 a) je Profinet
V2, označovaný také jako Profinet IO. Pracuje tak, že standardní zprávy bez poža-
davků na přenos v reálném čase (non real-time) jsou přenášeny standardní cestou
18
TCP/UDP/IP, zatímco druhý, paralelní kanál obsahuje programové překlenutí (SW
by-pass) vrstev 3 a 4 komunikačního zásobníku, takže lze dosáhnout dokonalejších
vlastností reálného času. K jejich dalšímu vylepšení je u systému Profinet reduko-
vána délka přenášeného bloku dat a je zaveden mechanismus prioritních slotů podle
standardu IEEE 802.1p (až do priority 7 u komunikace v reálném čase).
Obr. 1.7: Profinet: a) Profinet IO b) Profinet IRT[4]
Na obrázku 1.7 b) je Profinet V3, označovaný také jako Profinet IRT. Je určen
pro úlohy probíhající v reálném čase s tvrdými požadavky na dodržení doby odezvy
a synchronizace, je pro vrstvy Ethernetu použit speciální hardware realizující hard-
warové překlenutí vrstev TCP/IP (HW bypass). Spolu s přepínanou sítí Ethernet
dosahuje Profinet V3 izochronnosti a je vhodný k řízení např. pohonů. Přenos běž-
ných zpráv bez požadavků na přenos v reálném čase, včetně přístupu k internetu, je
zajištěn paralelní cestou TCP/UDP/IP. Pole EtherType obsahuje v těchto paketech
hodnotu 0x8892.
1.4.3 Ethernet Powerlink
Jde o jeden z nejrozšířenějších standardů průmyslového Ethernetu s velmi dobrými
vlastnostmi reálného času nad standardním provedením fyzické a spojové vrstvy
Ethernetu. Z komunikačního modelu tohoto systému je patrné, že zatímco přenosy
časově nekritických dat, jako jsou např. internetové zprávy, se uskutečňují protokoly
TCP/UDP/IP, přenosy časově kritických dat (izochronní přenos) probíhají mezi
standardní vrstvou 2 a aplikační vrstvou speciálním protokolem při využití principů
standardu IEEE 1588. Komunikační zásobník řídí kompletně celý přenos dat v síti.
Řídicí metoda má název Slot Communication Network Management (SCNM) a za-
bezpečuje komunikaci v reálném čase. Každá stanice má přesně stanovená komuni-
kační práva, na jejichž základě může posílat data libovolné stanici na síti. EtherType
těchto paketů nese hodnotu 0x88AB.[4]
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Obr. 1.8: Komunikační model Ethernet Powerlink. [4]
1.4.4 EtherNet/IP
Základem sběrnice EtherNet/IP je Ethernet TCP/IP s přenosem dat prostřednic-
tvím protokolu TCP nebo UDP. Zkratka IP v názvu indikuje průmyslový protokol
(Industrial Protocol) na bázi Ethernetu. Jeho model představuje rozšíření komu-
nikačního zásobníku pro průmyslovou komunikaci. Ve vrstvě 7 modelu se nachází
protokol aplikační vrstvy CIP (Control and Information Protocol), vytvořený pro
průmyslové sítě DeviceNet a ControlNet a v systému Ethernet/IP použitý nad
protokoly TCP/IP. Necyklická data (konfigurační a parametrizační data, nahrání
programu apod.) jsou zabezpečeným způsobem přenášena spojovanou službou pro-
tokolem TCP, zatímco časově kritická data jsou přenášena nespojovanou službou
protokolem UDP.[4]
Obr. 1.9: Komunikační model Ethernet/IP. [4]
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1.5 Nativní komunikace
Každý výrobce programovatelných automatů má obvykle svůj proprietární komuni-
kační protokol, který se používá při nahrávání nebo čtení uživatelského programu.
Tento protokol může také sloužit pro přenos dat uživatelských proměnných a obvykle
je možné sledovat za chodu jejich aktuální hodnoty. Velmi často bývá využit i pro
přenos dat mezi automatem a OPC serverem výrobce. Protože se jedná o nativní
komunikační protokoly, není potřeba doprogramovávat komunikaci v uživatelském
programu programovatelného automatu.
Například automaty firmy Siemens řady S7-1200 používají protokol S7, auto-
maty Allen-Bradley firmy Rockwell Automation využívají protokol EthernetIP/CIP
a automaty firmy Teco a.s. používají EPSNET.
21
2 VÝMĚNA DAT MEZI SERVEROVOU A KLI-
ENTSKOU APLIKACÍ
2.1 Možnosti na straně serveru/klienta
V kapitole 1.2.2 je uvedeno, že pole EtherType slouží k identifikaci protokolu. Lze
říci, že tohoto pole by se dalo využít. Například na straně klienta by všechna příchozí
data byla operačním systémem předávána na základě tohoto pole klientské aplikaci.
V případě Profinetu a operačního systému Windows firmy Microsoft to však obnáší
instalaci digitálně podepsaného síťového protokolu. Pokud bychom chtěli provozo-
vat takovou klientskou aplikaci například na platformě Android, v současné době
bychom narazili na nemožnost přidání dalšího síťového protokolu bez hrubšího zá-
sahu do systému.
Jinou a nejrozšířenější možností je použití protokolů TCP/UDP, které pracují
na 4. vrstvě (viz obrázek 1.2). Jedná se o nejvíce rozšířené a nejčastěji používané
protokoly napříč různými platformami. Podle čísla cílového portu operační systém
pozná, které běžící aplikaci má příchozí data předat.
2.2 Síťová analýza přenášených dat
Existují síťové analyzátory realizované hardwarově. Bývají často použity pro analýzu
fyzické vrstvy – například detekci vadného síťového prvku. Softwarové analyzátory se
používají pouze k analyzování přenášených dat. Rozumí se tím zachytávání linkových
rámců a jejich ukládání do paměti s možností jejich následného prohlížení. Těchto
nástrojů často využívají správci sítě při monitoringu vytížení sítě nebo odhalování
chyb. Také jsou nepostradatelným pomocníkem programátorů při vývoji aplikací.
Odposlouchávání je možné buď přímo na zařízení (kde běží síťová aplikace),
napojením na danou datovou sběrnici, napojením na aktivní síťový prvek, který
umožňuje monitoring nebo pomocí speciálního zařízení (např. SharkTap).
Mezi tři nejznámější analyzační software patří Wireshark, tcpdump a Microsoft
Message Analyzer.
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3 ANALÝZA A POPIS KOMUNIKACE MEZI
PLC SIEMENS S7 A OPC SERVEREM
3.1 Konfigurace a popis použitých prostředků
Analýza provozu byla provedena s pomocí analyzačního software Wireshark verze
1.12.8 mezi programovatelným automatem Siemens S7-1200 s objednacím číslem
modelu 6ES7214-1BG40-0XB0 a OPC serverem, který je součástí balíku Siemens Si-
matic NET V12 s objednacím číslem 6GK1704-5CW71-3AA0. K vytvoření a nahrání
uživatelského programu do automatu byl použit software TIA Portal Professional
V13 a pro přístup k OPC serveru byla použita aplikace OPC Scout V10 z balíku
Simatic NET a byla použita k iniciování přenosu dat.
Obr. 3.1: Zapojení a použitá konfigurace adres.
Aby mohla být provedena analýza, bylo nejdříve nezbytné nakonfigurovat spojení
mezi OPC serverem a programovatelným automatem. Zařízení PLC bylo připojeno
k počítači pomocí přímého síťového kabelu. Zapojení a adresy jsou na obrázku 3.1.
V aplikaci TIA Portal V13 firmy Siemens byl poté vytvořen jednoduchý program,
který pouze mění každou sekundu dvoustavovou proměnnou uvnitř datového bloku
DB1. Tento datový blok obsahuje navíc další datové typy a to: bool, string, int
a real.
3.1.1 TIA Portal
Tato aplikace integruje správu a vývoj aplikací pro programovatelné automaty, po-
hony, distribuované I/O, řízení pohybu motorů a HMI v jednom integrovaném inže-
nýrském prostředí. Díky společné správě dat a konceptu chytré knihovny, obsáhlých
softwarových a hardwarových funkcí účinně řeší všechny automatizační úlohy.
23
Obr. 3.2: TIA Portal.
3.1.2 OPC Scout
Tato aplikace se používá při uvádění OPC systému do provozu a případně i při
vývoji vlastní aplikace. Umožňuje například:
• Procházení a zobrazování dostupných OPC serverů.
• Testování objektů a spojení.
• Monitoring položek, jejich procházení je usnadněno díky funkci Discovery.
• Čtení a zápis hodnot objektů.
• Sledování alarmů.
• Diagnostika S7 spojení.
• Možnost vytváření pohledů, které obsahují sledované objekty a procházení
mezi těmito pohledy.
Pokud nebyly nadefinovány symboly v konfiguraci OPC serveru, ten neví o ná-
zvech a rozložení proměnných v datových blocích automatu nic a pro přístup k nim
je nezbytné znát jejich adresy včetně datových typů.
Příklad použitého ID pro přístup k datovému typu int:
S7:[S7_Connection_2]DB1,INT262
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Obr. 3.3: OPC Scout.
Význam jednotlivých položek je následující:
S7 – typ komunikačního protokolu
[S7_Connection_2] – název připojení k danému automatu
DB1 – číslo datového bloku
INT262 – Datový typ za kterým následuje adresa v datovém bloku
3.1.3 Wireshark
Jedná se o multiplatformní software s otevřeným zdrojovým kódem, který umož-
ňuje zachytávat pakety, filtrovat, vyhledávat, rekonstruovat přenášená data, zob-
razovat statistiky přenosů, zobrazovat detailní informace o použitých protokolech
a mnoho dalšího. Program lze případně rozšířit o další funkce za pomoci rozšiřují-
cích pluginů.[5]
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Obr. 3.4: Wireshark
K tomuto programu byl nalezen zásuvný modul s7comm.dll, který umožňuje
sledovat význam přenášených dat protokolem S7. Tento modul vytvořil uživatel
Thomas_v2.1 komunitního fóra sps-forum.de pomocí reverzního inženýrství a za
přispění dalších členů.[6]
3.1.4 Konfigurace PLC
Nejprve bylo nutné založit v programu TIA Portal nový projekt a přiřadit do něj
správný model programovatelného automatu. Poté byly v projektu vytvořeny dva
datové bloky DB2 a DB5. V nich byly přidány různé datové typy, viz tabulka 3.1.
Aby tyto bloky mohly být přístupné pro OPC server, bylo nezbyné ve vlastnos-
tech každého z nich vypnout atribut Optimized block access. Pokud by byl tento
atribut zapnut, ke každé proměnné v datovém bloku by byla přiřazena jiná adresa
během spuštění, což by bylo nežádoucí. Dále bylo nezbytné povolit přístup k pro-
gramovatelnému automatu, konkrétně se jednalo o položku Permit access with
PUT/GET communication from remote partner (PLC, HMI, OPC, ...) pod ces-
tou Properties > General > Protection.
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Tab. 3.1: Ukázka datového bloku DB2.
Name Data type Offset Start value
P_1 Bool 0.0 true
P_2 Byte 1.0 16#F
P_3 Int 2.0 -1123
P_4 Real 4.0 332.654
P_5 UInt 8.0 65321
P_6 UDInt 10.0 325
P_7 SInt 14.0 -34
P_8 USInt 15.0 245
P_9 DInt 16.0 2343213
P_10 Array[0..99] of Bool 20.0
P_11 Array[0..99] of Real 34.0
3.1.5 Konfigurace OPC Serveru
Konfigurace OPC byla také provedena v programu TIA Portal. Vytvoření konfigu-
race OPC serveru je však možná pouze ve verzi Professional. Poté byl vytvořen
nový projekt a do něj přidáno zařízení SIMATIC PC Station. K tomuto pak byl
přiřazen OPC server a síťové rozhraní.
Pro správnou funkci je nutné ve vlastnostech nastavit správný název počítače,
adresu síťového rozhraní a vytvořit nové S7 spojení. U tohoto spojení se definuje
v našem případě adresa programovatelného automatu, ke kterému se bude OPC
připojovat. Ukázka nastavení adres spojení je na obrázku 3.6. Ostatní položky je
možné ponechat ve výchozím nastavení.
Posledním krokem je přeložení projektu, čímž dojde k vygenerování konfigurační
souboru s koncovkou .xdb. Tento soubor se nalézá v kořenovém adresáři projektu
a použije se pro import nastavení v aplikaci Station Configurator, která je také
součástí balíku Simatic NET.
3.2 Analýza odchyceného provozu
V programu Wireshark bylo spuštěno zachytávání a v programu OPC Scout byly
postupně vysílány dotazy na proměnné uložené v databloku programovatelného au-
tomatu. Bylo zjištěno, že komunikace probíhá pomocí protokolu TCP na portu 102
a využívá se standardu ISOonTCP (dle dokumentu RFC1006). Tento dokument de-
finuje přenos ISO služeb nad protokolem TCP. Nad tímto protokolem se dále nachází
27
Obr. 3.5: TIA Portal - konfigurace OPC.
ISO 8073 (COTP – Connected Oriented Transport Protocol) protokol. Nad tímto
už dochází k hlavnímu přenosu dat mezi programovatelným automatem a OPC.
3.2.1 ISO TCP
Jedná se o standard, který definuje přenos ISO služeb nad protokolem TCP. Jednot-
livé datové bloky se nazývají TPKT. Každý blok dále zapouzdřuje data ISO 8073
a to včetně všech jeho aspektů kromě QoS. TPKT se skládá ze dvou částí a to
hlavičky a datové části (viz obrázek 3.9). Hlavička má vždy délku 4B. První byte
značí verzi protokolu (0x03), druhý byte je rezerva a zbývající dva celkovou délku
dat včetně hlavičky.[7]
3.2.2 ISO 8073
Jedná se o protokol, který byl později nahrazen protokolem TCP. Oproti TCP se
data přenášejí ohraničeně - jako celek. Příjemce vždy dostane jasně ohraničený - ce-
listvý paket. V případě TCP data ohraničuje protokol pracující nad ním. Dokument
RFC 905 uvádí 5 tříd procedur. Protože během analýzy nedošlo k zaznamenání jiné
třídy než třídy číslo 0, budeme se zabývat jen touto jednoduchou třídou.
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Obr. 3.6: Nastavení S7 spojení.
Obr. 3.7: Station Configurator.
Třída 0 má pouze minimální funkcionalitu. Zprostředkovává vytvoření spojení
s potvrzením, přenos dat s jejich případnou segmentací a informování o chybách
protokolu.[8]
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MSB IP Hlavička
· TCP Hlavička
· TPKT Hlavička
· COTP Hlavička
LSB S7
Obr. 3.8: Zabalení S7 zprávy.
MSB 1 Verze
· 2 Rezerva
· 3
Délka dat· 4
· 5
Data
LSB ...
Obr. 3.9: Struktura TPKT.
3.2.3 S7 protokol
Jedná se o protokol, který je bitově orientovaný s jednosměrným řízením, tedy
master-client. V našem případě se programovatelný automat chová jako server a ode-
sílá odpovědi na dotazy zasílané OPC. Přenos probíhá po blocích, přičemž blok se
nazývá PDU (Protocol Data Unit). Maximální velikost přenášeného bloku je ome-
zena procesorem programovatelného automatu a je dohodnuta na začátku komu-
nikace. V případě, že by byl přenášený blok příliš velký, je rozdělen do více částí.
Způsob uložení přenášených hodnot je big-endian, tedy na nejnižší adrese je uložen
bit s nejvyšším významem. Každá zpráva se skládá ze tří částí:
• hlavička
• parametr
• data (nepovinné)
přičemž poslední část datová je nepovinná.
MSB Hlavička
· Parametr
LSB Data
}︁
Nepovinné
Obr. 3.10: Struktura S7 zprávy.
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Hlavička
Na obrázku 3.11 je struktura obecné hlavičky S7 zprávy. V závorce je vždy uvedena
velikost každé položky. Význam jednotlivých položek:
• ID protokolu - Udává typ komunikačního protokolu. V našem případě nabývá
vždy hodnoty 0x32. Žádná jiná hodnota není dosud veřejně známá.
• Typ zprávy - Během analýzy došlo pouze k zachycení následujících dvou typů:
– JOB - Nabývá hodnoty 0x01 a jedná se o typ zprávy představující poža-
davek, přenášený OPC -> programovatelný automat.
– ACK_DATA - Nabývá hodnoty 0x03 a jedná se o typ zprávy představující
odpověď na požadavek a je přenášený programovatelný automat -> OPC.
• Rezerva - Dosud neznámý význam, během analýzy byla vždy v přenášených
datech hodnota 0x0000.
• PDU reference - Jedná se o identifikační číslo, které přiřazuje odpověď k po-
žadavku. Na straně odesílatele(OPC) je s každým novým požadavkem inkre-
mentováno až do hodnoty 65535, poté dojde k přetečení a začíná se opět od
0.
• Délka pole parametr - Udává velikost pole parametr v S7 zprávě.
• Délka pole data - Udává velikost pole data v S7 zprávě. Protože je pole
nepovinné, může nabývat hodnoty 0x0000.
• Třída chybového kódu - Tato položka je uvedena pouze v případě odpo-
vědi(Typ zprávy je ACK_DATA). Konstanty a jejich význam se podařilo zís-
kat ze zdrojových kódů zásuvného modulu s7comm:
– 0x00 - Žádná chyba.
– 0x81 - Application relationship. 1
– 0x82 - Object definition
– 0x83 - No resources available
– 0x84 - Error on service processing
– 0x85 - Error on supplies
– 0x87 - Access error
• Chybový kód - Tato položka je také uvedena pouze v případě odpovědi(Typ
zprávy je ACK_DATA). Během analýzy byla přijímána pouze hodnota 0x00,
tedy žádná chyba. Jiné hodnoty a jejich významy nejsou známy.
Parametr
První bajt parametru S7 zprávy představuje funkci. Byly odchyceny pouze tři typy
funkcí. Požadavek a odpověď mají v některých případech odlišnou strukturu a tyto
1K této chybě nejčastěji dochází, pokud není povolena možnost Permit access with PUT/GET
communication from remote partner, viz kapitola 3.1.4
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MSB 1 ID protokolu
· 2 Typ zprávy
· 3
Rezerva· 4
· 5
PDU reference· 6
· 7
Délka pole parametr· 8
· 9
Délka pole dat· 10
· 11 Třída chybového kódu
⎫⎬⎭ Obsaženo pouze v odpovědiLSB 12 Chybový kód
Obr. 3.11: Obecná hlavička S7 zprávy.
tři funkce budou tedy popsány zvlášť:
1. Požadavek
(a) Nastavení komunikace - Odesílá se v požadavku obvykle jako první
ihned po navázání spojení na nižší vrstvě protokolu. Slouží k dohodnutí
obou stran například na maximálním počtu nezodpovězených požadavků
v jednom momentu nebo velikosti bloku. Klient v požadavku pošle návrh
a server odpoví buď stejným parametrem, nebo (obvykle v případě, že
není dostatečně výkonný) provede úpravu. Jeho struktura je na obrázku
3.13 a význam jednotlivých položek je následující:
• Funkce - Nastavení komunikace reprezentuje hodnota 0xf0.
• Rezerva - Význam této položky není znám. Vždy nabývá hodnoty
0x00.
• Max. paral. požadavků volajících - Udává, kolik požadavků může
být vykonáváno a potvrzováno zároveň. Obvyklá hodnota je 0x02.
Povolený rozsah hodnot je 0x01 až 0x0a. Více požadavků zpracová-
vaných v jednom čase však klade vyšší nároky na programovatelný
automat, který může dané nastavení odmítnout, případně snížit po-
čet možných připojení.
• Max. paral. požadavků volaných - Hodnota této položky je stejná,
jako předchozí.
• Max. délka zprávy - Představuje maximální povolenou délku S7
zprávy v bajtech, tedy včetně hlavičky a dat. Povolené hodnoty jsou
v rozsahu 0x0040 až 0x03c0. Nejčastější doporučené jsou 0x00f0 (240B),
0x01e0 (480B) a 0x03c0 (960B) .
32
(b) Čtení - Za tímto parametrem v požadavku nenásledují žádná data.
• Funkce - Čtení reprezentuje hodnota 0x04.
• Počet položek - Udává počet následujících položek, viz obrázek
3.14. Může nabývat hodnoty až 0xff, přičemž ale velikost PDU nesmí
přesáhnout dohodnutou maximální velikost PDU.
• Specifikace proměnné - Nepodařilo se odchytit jinou hodnotu než
0x10. Specifikuje popis proměnné.
• Délka specifikace adresy proměnné - Počet přenášených bajtů,
které specifikují adresu proměnné. Protože byla specifikace proměnné
a ID syntaxe vždy během komunikace stejná a na této hodnotě se
nepodílí žádné délkově proměnné pole, tak během analýzy nabývala
vždy hodnoty 0x0a.
• ID syntaxe - Nepodařilo se odchytit jinou hodnotu než 0x10. Spe-
cifikuje popis adresy proměnné.
• Transportní velikost - Představuje typ a tedy i délku proměnné.
Viz tabulka 3.2.
• Délka - Specifikuje počet proměnných. Jedna položka v parametru
se tedy může odkazovat na více proměnných (pole).
• Číslo databloku - Identifikátor datového bloku v paměti progra-
movatelného automatu. Přípustné jsou hodnoty 0x0000 až 0xffff.
• Paměťový prostor - Identifikátor paměťového prostoru. Viz tabulka
3.3.
• Adresa proměnné - Adresa, na které začíná proměnná. Skládá se
ze dvou částí, první reprezentuje číslo bajtu a druhá číslo bitu, viz
obrázek 3.12.
(c) Zápis - Má úplně stejnou strukturu jako čtení, ale liší se hodnotou
Funkce, která je v tomto případě 0x05. Za tímto parametrem v požadavku
následují data k zápisu.
2. Odpověď
(a) Nastavení komunikace - Struktura je stejná jako v požadavku, kde je
také podrobně popsána.
(b) Čtení - Za tímto parametrem v odpovědí následují data a na rozdíl od
parametru v požadavku se zde nepřenáší specifikace položek.
• Funkce - Čtení reprezentuje hodnota 0x04.
• Počet položek - Udává počet položek v datové části PDU.
(c) Zápis - Má úplně stejnou strukturu jako čtení, ale liší se hodnotou
Funkce, která je v tomto případě 0x05. Za tímto parametrem v požadavku
následují data k zápisu.
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Tab. 3.2: Základní přehled možných transportních velikostí položky v parametru S7
zprávy
Hodnota Význam Velikost
0x01 BIT 1B
0x02 BYTE 1B
0x03 CHAR 1B
0x04 WORD 2B
0x05 INT 2B
0x06 DWORD 4B
0x07 DINT 4B
0x08 REAL 4B
Tab. 3.3: Základní přehled možných paměťových prostorů v parametru S7 zprávy
Hodnota Význam
0x81 Vstupy (I)
0x82 Výstupy (Q)
0x83 Příznaky (M)
0x84 Datové bloky (DB)
MSB 1
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
Číslo bajtu· 2· ...
· 21
· 22 ⎫⎪⎪⎬⎪⎪⎭ Číslo bitu· 23LSB 24
Obr. 3.12: Vyjádření adresy proměnné v parametru S7 zprávy
Data
Struktura je totožná při čtení i zápisu avšak u zápisu dat je hodnota Výsledku 0x00.
V této části S7 zprávy může za sebou násladeovat více položek, viz obrázek 3.15.
• Výsledek - Může nabývat následujících hodnot:
– 0x00 - Rezervováno
– 0x01 - Chyba hardware
– 0x03 - Nedovolený přístup k objektu
– 0x05 - Nesprávná adresa
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MSB 1 Funkce
· 2 Rezerva
· 3
Max. paral. požadavků volajících· 4
· 5
Max. paral. požadavků volaných· 6
· 7
Max. délka zprávy
LSB 8
Obr. 3.13: Struktura parametru S7 zprávy - funkce nastavení komunikace
MSB 1 Funkce (1B)
· 2 Počet položek
· 3 Specifikace proměnné ⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Položka č.1
· 4
Délka specifikace adresy proměnné· 5
· 6 ID syntaxe
· 7 Transportní velikost
· 8
Délka· 9
· 10 Číslo databloku
· 11 Paměťový prostor
· 12
Adresa proměnné· 13
· 14
LSB n ...
}︁
Položka č.2
Obr. 3.14: Struktura parametru S7 zprávy - funkce čtení a zápis.
– 0x06 - Nepodporovaný datový typ
– 0x07 - Nekonzistentní data
– 0x0a - Neexistující datový blok
– 0xff - OK
• Transportní velikost - Definuje o jaká data položky se jedná a také se od
tohoto odvíjí formát délky dat.
– 0x03 - BIT
– 0x04 - BYTE/WORD/DWORD
– 0x05 - INTEGER
– 0x07 - REAL
– 0x09 - STRING
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• Délka dat - Délka datového pole proměnné, které následuje. Formát zápisu
hodnoty je pro transportní velikost REAL v bajtech. Pro ostatní transportní
velikosti se zapisuje ve formátu stejném, jako adresa v parametru, viz obrázek
3.12.
• Data - Způsob zápisu přenášené hodnoty je big-endian.
MSB 1 Výsledek
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Položka č.1
· 2 Transportní velikost
· 3
Délka dat· 4
· 5
Data· ...
LSB ... ...
}︁
Položka č.2
Obr. 3.15: Struktura dat S7 zprávy.
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4 NÁVRH PROGRAMOVÉKNIHOVNY ZAJIŠ-
ŤUJÍCÍ S7 KOMUNIKACI A KOMUNIKAČ-
NÍHO SERVERUVYUŽÍVAJÍCÍHO TUTOKNI-
HOVNU
4.1 Úvod a logický model
Knihovna S7slib bude zajišťovat komunikaci s programovatelným automatem a nave-
nek poskytovat své služby pomocí aplikačního rozhraní. Bude se jednat o dynamicky
linkovanou knihovnu. To znamená, že bude existovat jako samostatný soubor. Toto
řešení má výhodu v tom, že pokud bude provedena optimalizace či oprava chyby,
stačí nahradit pouze tento soubor a není potřeba vždy překládat celý program.
Nevýhodou může být nepatrně delší doba spouštění aplikace, avšak v tomto pří-
padě se nepředpokládá časté spouštění. Přístup k proměnným PLC bude probíhat
nikoliv na základě znalosti adres, ale jejich názvu. Definice názvů a korespondují-
cích adres budou uvedeny v samostatných souborech. V knihovně bude mít každá
vrstva protokolu svou vlastní třídu a celá knihovna bude součástí jmenného prostoru
PLCCommLib. Server S7coms bude využívat tuto knihovnu a bude mít také přístup
k souborům s definicemi názvů. Klientům bude poskytovat data pomocí jednodu-
chého textově orientovaného protokolu spolu s možností zabezpečení SSL.
Obr. 4.1: Logický model.
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4.2 Popis použitých nástrojů
4.2.1 C++ knihovna Boost
Projekt Boost1 je soustava otevřených knihoven pro jazyk C++, o jejíž vývoj se
starají experti z celého světa. Její licence umožňuje použití v komerčních i neko-
merčních projektech a jednou z velikých výhod je co možná největší přenositelnost
zdrojových kódu mezi naprostou vetšinou současných operačních systému a počíta-
čových architektur. Úvod do vybraných Boost knihoven je blíže probrán v [9]. Kvůli
lepší přenositelnosti a urychlení vývoje knihovny S7slib a serveru bude při návrhu
využito právě knihoven projektu Boost. V této kapitole budou tedy některé z nich
představeny.
Jednou z velice užitečných knihoven projektu Boost je knihovna Bind. Ta obsa-
huje zobecnění standardních funkcí std::bind1st a std::bind2nd. Vytváří funkční
objekty z libovolných funkcí, ukazatelů na funkce, funktorů nebo metod, přičemž do-
voluje namapovat libovolné parametry tam, kam je potřeba. Bind neklade žádné po-
žadavky na funkční objekt, obzvlášť není potřeba definovat návratový typ funkce ani
typy parametru. Velikým přínosem této knihovny je také možnost vytváření funk-
toru z metod třídy. Máme-li například jednoduchou funkci viz výpis 4.1, můžeme
pomocí knihovny Bind vytvářet funkční objekty následujícím způsobem:
• boost::bind(f, 1, 2) - vytvoří objekt funkce, která nemá žádné parametry
a po zavolání vrací jako návratovou hodnotu výsledek volání f(1, 2).
• boost::bind(f, _1, 2) - vytváří objekt funkce, který má jeden parametr,
jež je při zavolání předán funkci f na první pozici.
• boost::bind(f, _1, 2)(x) - vrací výsledek funkce f(x, 2). _1 značí poradí
aktuálního parametru funktoru při volání.
• boost::bind(f, _2, _1)(x, y) - tedy vrací výsledek volání f(y, x).
Výpis 4.1: Příklad funkce.
1// Example
2int f(int a, int b) {
3return a + b;
4}
Další užitečnou knihovnou je Boost ASIO, jež nabízí konzistentní asynchronní
model pro síťové a I/O operace. Knihovna dokáže pracovat nad TCP a UDP so-
kety IP verze 4 a 6, sériovou linkou a časovači, přičemž má podporu i SSL šif-
rování. Knihovna dovoluje použití jak asynchronních, tak i synchronních operací.
Základní třídou knihovny je io_service. Ta zprostředkovává volání jednotlivých
1Dostupný z: http://www.boost.org/
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operací v operačním systému a všechny I/O objekty se vytváří nad instancí této
třídy. V asynchroním použití knihovny ASIO má každá operace prováděná nad
I/O objektem handler_dokončení. Po vytvoření přepošle I/O objekt požadavek
instanci io_service, která ohlásí operačnímu systému, že by měl zahájit asyn-
chronní operaci. Při synchronním použití knihovny by zde došlo k blokování, dokud
by nebyla operace dokončena, v našem případě však program může pracovat dál.
Po vykonání operace je výsledek vložen do fronty a čeká na vyzvednutí instancí
io_service. K vyzvednutí dojde po volání io_service::run() (nebo jiné obdoby).
Tato funkce je blokující po dobu, co existuje nějaká nedokončená asynchronní ope-
race. Měla by se tedy volat ihned po startu první asynchronní operace. Během volání
io_service::run() dojde uvnitř k odebrání výsledku operace, případnému přelo-
žení chyby a je zavolán handler_dokončení. Znázornění tohoto popisu viz obrázek
4.2.
Obr. 4.2: Boost ASIO - model.
Všechny tyto handlery jsou volány z toho vlákna, ve kterém byly volány funkce
asynchronních operací. V příkladu 4.2 je vytvořen časovač, který je nastaven na
3 vteřiny a po jehož uplynutí je zavolána funkce handle_timeout. Jelikož jediná
asynchronní operace zavolaná před voláním io.run() je čekání na časovač, je po
dokončení funkce handle_timeout ukončena i funkce io.run() a program je ukon-
čen.
Výpis 4.2: Zjednodušený příklad asynchronní operace - časovač.
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1#include <iostream >
2#include <boost/asio.hpp >
3#include <boost/date_time/posix_time/posix_time.hpp >
4
5void handle_timeout(const boost :: system :: error_code& /*e*/){
6std::cout <<"Hello ,␣world!\n";
7}
8
9int main (){
10boost ::asio:: io_service io;
11boost ::asio:: deadline_timer t(io,
12boost:: posix_time :: seconds (3));
13
14//Non blocking function
15t.async_wait(handle_timeout );
16
17// Blocking while exist pending async functions
18io.run ();
19
20return 0 ;
21}
Pomocí této knihovny je tedy možné vytvářet komplexní aplikace, které v jedi-
ném vlákně mohou provádět více I/O operací najednou, aniž by docházelo k jejich
vzájemnému blokování. Knihovna ASIO je založena na návrhovém vzoru proactor.
Třídy z knihovny je také možné využívat ve vícevláknových aplikacích. Je tedy
možné metody třídy io_service volat bezpečně z různých vláken nebo mít v jed-
notlivých vláknech vlastní instance této třídy. Ostatní objekty, jako jsou například
sokety nebo časovače, nejsou standardně ošetřeny pro vícevláknový přístup a je
nutné je v takovém případě explicitně synchronizovat.
Poslední zajímavou knihovnou je Boost Thread, která usnadňuje vícevláknové
vykonávání programu se sdílenými daty napříč různými platformami. Poskytuje
třídy pro vytváření a správu vláken spolu s dalšími třídami pro vzájemnou syn-
chronizaci. Vytvoření vlákna je velice jednoduché, viz příklad 4.3, kde je vytvořeno
jedno vlákno, které začne vykonávat funkci f(). Původní vlákno čeká na dokon-
čení pomocí metody thread::join() a po návratu z funkce f() je tedy program
ukončen.
Výpis 4.3: Jednoduchý příklad vytvoření vlákna.
1#include <iostream >
2#include <boost/thread.hpp >
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3
4void f(){
5std::cout <<"Hello ,␣world!\n";
6}
7
8int main (){
9boost :: thread t(f);
10t.join ();
11
12return 0 ;
13}
4.2.2 Vývojové prostředí Eclipse CDT
Samotné Eclipse 2 je vývojové prostředí rozšiřitelné pro téměř jakýkoliv programo-
vací jazyk a architekturu. Jedná se o otevřený software, který nabízí nepřeberné
množství funkcí. Umožňuje například použití zásuvných modulů nebo konfigurační
profily sestavení. Lze tedy mít vytvořeno více různě pojmenovaných profilů, napří-
klad Debug, kdy po sestavení výsledná aplikace obsahuje informace pro ladění. Dále
je možné mít Release pro výsledný program přeložený s různými optimalizacemi
nebo například Test debug, kdy může být zahrnuto při překladu více souborů.
V tomto případě bude doinstalován balík CDT, jež poskytuje nástroje pro vývoj
C++ aplikací.
4.3 Návrh řešení knihovny S7slib
Problematika návrhu knihovny se dá rozdělit na několik dílčích problémů. Prvním
jsou nižší vrstvy protokolu, jejich návrh a implementace. Dalším pak logické rozvr-
žení C++ tříd protokolu S7 a jejich vazby. Nezbytné je také vhodně zvolit uživa-
telský přístup ke knihovním funkcím a v poslední řadě také zvolit vhodnou vnitřní
strukturu knihovny, tj. sloučit všechny předchozí body do funkčního celku.
4.3.1 Jednotlivé vrstvy protokolu
Pro každý protokol bude existovat samostatná třída, která bude implementovat roz-
hraní ProtocolLayer. Toto rozhraní bude dále implementovat ProtocolTransmitter
a ProtocolReceiver. Uvažovaná struktura je uvedena na obrázku 4.3.
2Dostupný z: http://eclipse.org/
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Obr. 4.3: UML diagram rozhraní ProtocolLayer.
ProtocolReceiver se stará o příjem dat. Provádí kontrolu platnosti dat a v pří-
padě potřeby je rozbaluje. Zároveň funguje jako de-multiplexer, který přeposílá
zprávy vyšším vrstvám, případně generuje události, které mohou být zpracovávány
stavovým automatem. ProtocolTransmitter se naopak stará o odesílání dat. Může
implementovat akce požadované stavovým automatem a překládat je do zpráv. Také
zabaluje zprávy vyšších vrstev a přeposílá je nižším vrstvám.
4.3.2 Uživatelský přístup ke knihovně
Uživatelský přístup by měl být co nejjednodušší a měl by být navržen s ohledem na
možné chyby, kterých by se programátor mohl dopustit. Protože se předpokládá, že
knihovna bude nejčastěji součástí vizualizací, mělo by být i toto zohledněno.
Každá proměnná programovatelného automatu bude dostupná pod svým ná-
zvem. Definice těchto názvů se budou nacházet v samostatném adresáři, kde názvy
jednotlivých souborů budou představovat paměťový prostor programovatelného au-
tomatu. Tedy například soubor DB2.db bude představovat datový blok s číslem 2.
Uvnitř tohoto souboru budou pod sebou uvedeny jednotlivé proměnné ve formátu:
<název_proměnné> <datový_typ> <adresa> <délka>
Jádro knihovny bude představovat jedna třída. Jejímu konstruktoru se bude
předávat adresa a port programovatelného automatu, cesta k adresáři s definicemi
názvů a dva ukazatele na funkce. Jedna funkce bude volána v případě chybové
události (např. ztráta spojení) a druhá v případě nechybové události (např. úspěšné
navázání spojení). Oběma funkcím se bude pomocí parametru předávat identifikátor
události.
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Obr. 4.4: Návrh uživatelského rozhraní knihovny S7slib.
Přístup k jedné proměnné programovatelného automatu bude pomocí metody
třídy jádra knihovny, která vrátí ukazatel na instanci třídy datového objektu. Této
metodě se budou také předávat ukazatele na dvě funkce, kdy jedna bude volána při
chybové události a druhá při úspěšném čtení nebo zápisu dat. U získané instance
datového objektu by mělo být možné povolit cyklickou obnovu dat a nastavit čas
obnovy.
4.3.3 Struktura knihovny
Knihovna S7slib bude využívat knihoven Boost ASIO a proto bude celá struktura
podléhat asynchronnímu návrhu. Bude vytvořena jedna instance třídy io_service,
která po zavolání io_service::run() zajistí připojení k programovatelnému au-
tomatu. Spojení bude mít na starosti samostatná vrstva, nad kterou budou další
instance tříd obstarávající vyšší vrstvy. Protože přijímaná data nejsou nijak ohra-
ničená (jedná se o proud dat), bude napsán parser dat, který bude volán ve funkci
async_read_until knihovny Boost ASIO. Tímto způsobem by měl být volán han-
dler přijatých dat pouze po příjmu celého bloku (v našem případě TPKT). Přijí-
maná data se budou postupně přes jednotlivé vrstvy dostávat až k nejvyšší, která
bude mít název S7Layer. Jednotlivé proměnné programovatelného automatu budou
v knihovně reprezentovány vlastními třídami. Protože některé proměnné mohou mít
příliš velkou velikost na to, aby se vešly do jednoho velikostně omezeného PDU (na-
příklad pole proměnných), bude je možné rozdělit do několika PDU a poté zpětně
sloučit.
Protože počet nezodpovězených požadavků v jednom momentě je omezený, není
možné zahltit programovatelný automat požadavky a proto bude knihovna obsaho-
vat frontu s nevykonanými požadavky. S přenosem každého PDU se pojí jistá režie.
Proto bude prováděna optimalizace přenášených dat a to tak, že pokud bude ve
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frontě více čekajících požadavků, bude jich do jednoho vytvářeného PDU umístěno
více, avšak vždy s ohlédnutím na celkovou velikost.
4.4 Návrh komunikačního serveru S7coms
4.4.1 Uživatelský přístup k serveru
Uživatelský přístup by měl být co nejjednodušší. Komunikační protokol bude pří-
kazově orientovaný a mít co možná nejmenší počtu příkazů s možností otestovat
funkčnost pomocí programů jako je socat nebo telnet(v případě vypnutého zabez-
pečení).
Navržený protokol se sestává z příkazů pro vyčtení proměnné, nastavení pro-
měnné, výpisu seznamu všech proměnných a speciálních příkazů. Celý seznam je
uveden v tabulce 4.1.
Tab. 4.1: Server S7coms - seznam příkazů.
Příkaz Význam
L. Vypíše seznam dostupných proměnných
S.<název_proměnné>=<hodnota> Nastaví hodnotu proměnné
G.<název_proměnné> Získá hodnotu proměnné
P.* Povolí všechny proměnné
P.<název_proměnné> Povolí danou proměnnou
Z.* Zakáže všechny proměnné
Z.<název_proměnné> Zakáže danou proměnnou
/.<parametr>=<hodnota> Nastaví hodnotu parametru
/.<parametr> Získá hodnotu parametru
Všechny příkazy musí být zakončeny znakem nového řádku LF, současně je však
možné použít i CR+LF.
Aby se klient nemusel stále dotazovat na hodnoty proměnných, je možné použít
příkazy P. a Z.. Pokud klient povolí danou proměnnou, server hlídá její hodnotu
pomocí cyklického čtení z programovatelného automatu a v případě její změny au-
tomaticky pošle odpověď D. (viz tabulka 4.2).
Speciální příkaz je vyhrazen pro výměnu dat, které se netýkají proměnných v pa-
měti programovatelného automatu. Pomoci něj lze například měnit režim z RUN ->
STOP. Příklad změny režimu na RUN:
/.PLC_STATUS=RUN
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Tab. 4.2: Server S7coms - seznam odpovědí.
Příkaz Odpověď Význam
L. <název_proměnné>LF<náz... Vypíše seznam proměnných
S.
D.<název_proměnné>=<hodnota> Vrátí hodnotu proměnné
G.
P.*
LF Znak nového řádku
P.
Z.*
Z.
/. /<parametr>=<hodnota> Vrátí hodnotu parametru
4.4.2 Zabezpečení komunikace
Uživatelský přístup k serveru bude zabezpečen pomocí SSL. Bude využito skuteč-
nosti, že knihovna Boost ASIO podporuje SSL. V tomto případě se bude uplatňovat
vzájemná autentizace, kdy oba koncové body ví, s kým komunikují. Bude tedy ne-
zbytné vytvořit klíče pro server i jednotlivé klienty.
Princip zabezpečeného připojování klienta k serveru tedy bude následující:
1. Klient pošle serveru požadavek na SSL spojení, spolu s různými doplňujícími
informacemi (verze SSL, nastavení šifrování atd.).
2. Server pošle klientovi odpověď na jeho požadavek, která obsahuje stejný typ
informací a hlavně certifikát serveru.
3. Podle přijatého certifikátu si klient ověří autentičnost serveru. Certifikát také
obsahuje veřejný klíč serveru.
4. Na základě dosud obdržených informací vygeneruje klient základ šifrovacího
klíče, kterým se bude šifrovat následná komunikace. Ten zašifruje veřejným
klíčem serveru a pošle mu ho.
5. Server zašle požadavek na certifikát klienta, ten mu jej odešle.
6. Server si také ověří autentičnost pomocí CA certifikátu.
7. Server použije svůj soukromý klíč k rozšifrování základu šifrovacího klíče. Z to-
hoto základu vygenerují jak server, tak klient hlavní šifrovací klíč.
8. Klient a server si navzájem potvrdí, že od teď bude jejich komunikace šifrovaná
tímto klíčem. Fáze handshake tímto končí.
9. Je ustaveno zabezpečené spojení šifrované vygenerovaným šifrovacím klíčem.
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4.4.3 Struktura serveru
Implementace serveru S7coms by měla brát ohled na co nejnižší vytížení programo-
vatelného automatu.
Jako v případě knihovny S7slib bude i struktura serveru založena na použití
knihovny Boost ASIO. Kvůli rozložení výpočetního výkonu obsluhy klientů na ví-
cejádrovém procesoru bude aplikace vícevláknová. Instance třídy io_service bude
existovat jen jedna, ale její metoda io_service::run() bude volána z fondu vláken.
Pro každé příchozí spojení bude existovat samostatná instance třídy. Tato třída bude
obsahovat instanci soketu spolu s handle funkcemi pro čtení a zápis. Navíc si bude
udržovat seznam povolených proměnných (viz kapitola 4.4.1). Na základě seznamu
povolených proměnných se budou posílat požadavky přes knihovnu do programova-
telné automatu. Odpověď bude poté na základě seznamu povolených proměnných
předána příslušným klientům.
Textově orientovaný protokol bude na serverové straně zpracováván pomocí par-
seru, jehož algoritmus bude založen na principu konečného automatu.
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5 IMPLEMENTACE PROGRAMOVÉKNIHOVNY
ZAJIŠŤUJÍCÍ S7 KOMUNIKACI A KOMU-
NIKAČNÍHO SERVERUVYUŽÍVAJÍCÍHO TUTO
KNIHOVNU
5.1 Implementace knihovny S7slib
Programová knihovna sestává z jednoho io_service a asynchronně volaných han-
dlerů. V metodě PLC_CommCore::run() se nachází volání metody run() instance
io_service, nejprve jsou však vytvořeny instance tříd představující jednotlivé vrstvy.
Jak bylo zmíněno v kapitole 4.1, knihovna se nachází v jmenném prostoru PLCComLib
a během instanciace jí je předávána cesta k souborům s definicemi. Ukázka použití
se nalézá v příloze C.1.
Obr. 5.1: Zjednodušená struktura tříd knihovny S7slib - (a) volání metod uživatelem,
(b) spojení s programovatelným automatem.
5.1.1 Implementace jednotlivých vrstev protokolu
Jak již bylo zmíněno v kapitole 4.3.1, každá vrstva představuje samostatnou třídu,
která implementuje rozhraní ProtocolLayer uvedené na obrázku 4.3. Každá in-
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stance má referenci na instanci horní, spodní nebo obě vrstvy. Pokud má dojít
k přenosu dat mezi vrstvami, jsou tato data přenesena a volány metody buď z roz-
hraní ProtocolReceiver nebo ProtocolTransmitter.
TransportLayer
Nejnižší vrstva TransportLayer se stará o navázání spojení s programovatelným
automatem, příjímání a odesílání dat skrze TCP stream. Nejprve je vytvořen pokus
o připojení pomocí boost::asio::async_connect(). Po dokončení pokusu je volán
handler připojení, který v parametru předává chybovou hodnotu v případě nezdaru.
Po úspěšném připojení je změněn stav vrstvy z ProtocolState::CONNECTING na
ProtocolState::CONNECTED, která je předána vyšší vrstvě a vytvořen komunikační
soket, na kterém je prováděn zápis nebo čtení dat. Pokud by došlo až po navázaném
spojení k rozpojení komunikace, změní se stav vrstvy z ProtocolState::CONNECTED
na ProtocolState::DISCONNECTED a bude o tom informována i vyšší vrstva.
Přenášená data nejsou nijak oddělena (jedná se o datový proud), jednotlivé
zprávy je však potřeba odlišit. V této vrstvě je proto pro přijímání dat využito
funkce boost::asio::async_read_until(). Tato funkce je volána po úspěšném
navázání spojení a předává se jí soket, buffer pro přijatá data, handle funkce (která
se zavolá po přijaté zprávě) a především funkce TransportLayer::matchTPDU().
Ta vychází ze struktury TPKT uvedené na obrázku 3.9. V této funkci se na začátku
nově přijímané zprávy prochází vždy část přijatých dat znak po znaku, dokud ne-
narazí na hodnotu 0x03. Poté přečte další 3 bajty a získá z nich délku dat, které
následují. Pokud nebyl přijat dostatečný počet znaků, vrací se vždy hodnota false.
Jakmile dojde k přečtení i zbývajících znaků (dle délky dat) je přijatá zpráva celá,
návratová hodnota funkce je true a nakonec je volán handler přijetí. Tento cyklus
se opakuje a v této vrstvě se tedy neustále čeká na příjem dat.
K odesílání dat dojde po jejich předání z vyšší vrstvy a zavolání metody
TransportLayer::processActions(). V této metodě již nejsou data nijak upravo-
vána a rovnou je volána funkce boost::asio::async_write().
TPKTLayer
Další vrstvou nad TransportLayer je TPKTLayer. Tato vrstva implementuje proto-
kol TCPonISO. Jak lze vidět na obrázku 3.9, je nezbytné před předáním vyšší vrstvě
odstranit hlavičku zprávy. Nejprve je však provedena kontrola platnosti zprávy a to
tak, že je zkontrolován první bajt, představující verzi protokolu a poté délka zprávy
s délkou uvedené v hlavičce.
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Po příjmu dat z vyšší vrstvy je před odesláním nejprve nutné přidat hlavičku.
Její první dva bajty jsou vždy stejné a za nimi následuje vypočítaná délka. Pokud
dojde ke změně stavu nižší vrstvy, je informována i vrstva vyšší.
ISO8073Layer
Po změně stavu nižší vrstvy na ProtocolState::CONNECTED je volána metoda
ISO8073Layer::sendConnectionRequest_CR(). Ta zajistí vytvoření a odeslání po-
žadavku spojení. Na základě přijaté odpovědi je v případě úspěchu změněn stav
vrstvy z ProtocolState::CONNECTING na ProtocolState::CONNECTED a informo-
vána vyšší vrstva. U tohoto protokolu může docházet k fragmentaci, která v našem
případě omezuje velikost přenášené datové části na 1021 bajtů. Pokud tedy dojde
k příjmu zprávy o větší délce, než je 1021 bajtů, je vytvořeno zpráv více. Poslední
zpráva má vždy v hlavičce nastavený příznak EOT (0x80).
Přijaté odpovědi jsou zpracovávány metodou
ISO8073Layer::processOctetStream(), ve které je nejprve provedena heu-
ristická kontrola zprávy a poté dle typu uvedeného v hlavičce je volán příslušný
handle. Pokud se jedná o datovou zprávu, testuje se, zda má nastaven v hlavičce
příznak EOT. Pokud ne, jedná se o fragment, datová část zprávy je přidána do
bufferu a čeká se na příjem další části. Po přijetí zprávy s EOT příznakem jsou
přijatá data předána vyšší vrstvě.
V případě, že dojde ke změně stavu nižší vrstvy z ProtocolState::CONNECTED
na ProtocolState::DISCONNECTED, změní se i stav této vrstvy a po opětovném
navázání na nižší vrstvě je opět odeslán požadavek vytvoření spojení na této vrstvě.
S7Layer
Jedná se o nejvyšší vrstvu a implementuje protokol S7 popsaný v kapitole 3.2.3.
Po změně stavu nižší vrstvy na ProtocolState::CONNECTED dojde k zavolání me-
tody S7Layer::createJOB(), kde jedním z jejich parametrů je výčtový typ para-
metru v S7 zprávě. V tomto případě hodnota S7_PARAM_TYPE::SERV_SETUPCOMM.
K vytvoření jsou potřeba některé hodnoty (jako například délka PDU), které jsou
napevno zadány pomocí direktiv na začátku zdrojového souboru S7Layer.cpp.
Poté se v hlavičce zprávy nastaví hodnota PDU reference generovaná metodou
S7Layer::reservePDUReferenceNumber(). Nakonec je tato vytvořená zpráva pře-
dána nižší vrstvě k odeslání. Na základě přijaté odpovědi je v případě úspěchu změ-
něn stav vrstvy z ProtocolState::CONNECTING na ProtocolState::CONNECTED.
Tato třída obsahuje frontu požadavků (čtení/zápis dat z/do PLC) q, jež je in-
stancí třídy boost::asio::simple_queue<S7ItemDissectableBase *>. K inicio-
vání odeslání požadavku může dojít buď v případě, že v době příjmu odpovědi se ve
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frontě nějaký nachází nebo dojde k vložení požadavku do prázdné fronty. Obvykle
jsou požadavky odebírány z fronty v metodě S7Layer::createJOB() a to dokud
se nedosáhne maximální velikosti PDU, není fronta vyprázdněná nebo nenásleduje
požadavek s jiným typem parametru. Pokud by byla velikost přenášených dat pří-
liš velká na to, aby se vešla do jednoho PDU (například pole hodnot), může být
požadavek rozdělen do více menších požadavků. Po tom, co je požadavek odebrán
z fronty, je ukazatel na něj spolu s číslem PDU reference vložen do hash mapy
PDUItem_map_. Klíčem v této mapě je právě číslo PDU reference. Vyřízení položky
je hlídáno časovačem.
Tab. 5.1: Implementace S7 protokolu - seznam některých základních proměnných.
Datový typ PLC Odpovídající datový typ C++
S7_BYTE unsigned char
S7_CHAR char
S7_WORD unsigned short int
S7_INT short
S7_DWORD unsigned int
S7_DINT int
S7_REAL float
Jednotlivé položky jsou reprezentovány šablonou třídy S7Item, která dědí z třídy
rozhraní S7ItemBase. Tato šablona je však použitelná pouze s některými datovými
typy, viz tabulka 5.1. S výhodou je proto použito funkce static_assert(), ve které
se porovnává typový parametr šablony. Pokud by byl například použit neplatný ty-
pový parametr, skončil by překlad knihovny chybou. Rozhraní S7ItemBase obsahuje
virtuální metody, které poskytují funkce společné pro šablony všech datových typů.
Jak bylo zmíněno v kapitole 4.3.3, některé požadavky mohou mít příliš velkou veli-
kost. Tato situace může nastat pouze v případě, že je v požadavku definováno pole.
Z tohoto důvodu je v knihovně implementována šablona třídy S7ItemDissectable,
která dědí z třídy rozhraní S7ItemDissectableBase. Jedná se o rozšíření S7Item
a S7ItemBase, kdy poskytují navíc metody například pro rozdělování, slučování,
převod hodnot do a z posloupnosti bajtů. S těmito třídami pak pracuje instance
třídy S7Layer.
Převod hodnot proměnných do posloupnosti bajtů probíhá v metodě
getItemValueBytes() šablony třídy S7ItemDissectable. Způsob reprezentace
proměnných v přenášených datech je big-endian, avšak v běžných počítačích little-
endian, viz kapitola 3.2.3. Nejprve je tedy provedeno přetypování pomocí operátoru
reinterpret_cast na unsigned char *. Poté je vytvořen vektor bajtů, do kte-
rého jsou v sestupném pořadí přidány jednotlivé bajty vždy dle velikosti datového
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typu parametru šablony, zjištěného pomocí operátoru sizeof(). Obdobně se pře-
vádí hodnoty z posloupnosti přijatých bajtů na definovaný datový typ.
Data, která jsou určena pro zápis a proměnná, do které je čteno, se na-
chází v již zmíněné třídě S7Item. Proces čtení dat probíhá tak, že je nej-
prve vytvořena instance této třídy, viz příklad 5.1. Poté je zavolána její me-
toda getS7ItemDissectableBase(), která vrací instanci třídy S7ItemDissectable
a tato je pak předána parametrem metody S7Layer::addToQueue(). V metodě
S7Layer::createJOB() dojde k vytvoření PDU a odeslání nižším vrstvám k dal-
šímu zpracování. Mezitím je hlídán čas požadavku s pomocí časového razítka (pro-
měnné time_lastchange_ ve třídě S7ItemDissectable). Princip hlídání je za-
ložen na porovnávání rozdílu aktuálního času a času razítka. Při příjmu odpo-
vědi je dle referenčního čísla PDU získána z hash mapy PDUItem_map_ instance
typu S7ItemDissectableBase a přetypována na S7ItemBase. Pokud došlo k ně-
jaké chybě, je její identifikační číslo přiřazeno dané instanci. Nakonec je volána
její metoda notify(), která zajistí volání funkce, na kterou ukazuje ukazatel
(*handle_incomingS7item)(). Handle funkci je možné přiřadit pomocí metody
setIncomingHandle() instance třídy S7Item. Proces zápisu dat probíhá obdobně,
položka však nemá prázdnou proměnnou toWriteValues_. Tato proměnná je vždy
definovaná jako vektor (příslušného datového typu) a po potvrzeném úspěšném zá-
pisu do paměti programovatelného automatu je její obsah přenesen do proměnné
receivedValues_.
Výpis 5.1: Ukázka vytvoření položky a její přidání do fronty.
1...
2S7Layer s7Layer(io_service );
3...
4isoLayer.setUpperLayer (& s7Layer );
5s7Layer.setLowerLayer (& isoLayer );
6...
7
8int db = 2;
9int addr = 0;
10
11// Create item
12S7Item <S7DataType ::S7_REAL > *it_real =
13new S7Item <S7DataType ::S7_REAL >(
14S7_ITEMAREA ::AREA_DB ,
15db ,
16addr);
17
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18//Set incoming handle
19it_real ->setIncomingHandle(handle_real );
20
21//Add item to queue
22s7Layer.addToQueue(it_real ->getS7ItemDissectableBase ());
23...
24
25// Handle function example
26void handle_real(S7Item <S7DataType ::S7_REAL > *item){
27std::cout <<"Incoming␣real."<<std::endl;
28}
Proces zápisu dat probíhá obdobně, položka však nemá prázdnou proměnnou
toWriteValues_. Tato proměnná je vždy definovaná jako vektor (příslušného dato-
vého typu) a po potvrzeném úspěšném zápisu do paměti programovatelného auto-
matu je její obsah přenesen do proměnné receivedValues_.
5.1.2 Implementace uživatelské části
Ukázka použití uživatelské části se nalézá v příloze C.1. Popis funkcí a typů rozhraní
knihovny se nachází v hlavičkovém souboru PLC_CommLibrary.h. Tento soubor je
také nezbytný pro použití této knihovny. Rozhraní uživatelské části se sestává z třídy
PLC_CommCore, která představuje jádro knihovny a šablony třídy PLC_DataObject,
která dědí z třídy PLC_DataObjectBase a představuje datový objekt.
Třída PLC_CommCore má konstruktor, kterému se v parametrech předává adresa
a port programovatelného automatu jako řetězec znaků. Dále následují ukazatele
na funkce (*handle_event_)(int) a (*handle_error_)(int), které jsou volány
například při chybě spojení nebo při aktualizaci stavu některé z vrstev. Posledním
předávaným parametrem je cesta k adresáři, jež obsahuje soubory s definicemi pro-
měnných. Kromě konstruktoru obsahuje metody createDataObject(), kde každé
je v parametru předáván název proměnné (dle definičních souborů) a (obdobně jako
konstruktor jádra) dva ukazatele na funkce příjmu(odeslání) proměnné a chyby. Ná-
vratovou hodnotou je ukazatel na PLC_DataObject příslušného datového typu. Typ
je odvozen od handle funkce příjmu, která má v parametru přijatá data. Pokud by se
datový typ neshodoval s datovým typem uvedeným v definičním souboru příslušné
proměnné, volala by se handle funkce chyby s příslušným chybovým kódem. Stejně
tak i v případě, že by nebyl nalezen název proměnné. S tímto ukazatelem na pro-
měnnou lze poté pracovat kdekoliv v uživatelském programu, lze například předávat
data k odeslání, měnit čas cyklické obnovy nebo volat obnovení ručně. Poslední me-
todou je run(), která v knihovně zajišťuje například načtení definičních souborů,
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vytvoření instancí tříd vrstev protokolů a nakonec volání io_service::run(). Tato
metoda je tedy blokující.
5.1.3 Struktura knihovny
Propojení uživatelské části a jednotlivých vrstev protokolu se nachází v souboru
PLC_CommCore.c. Seznam proměnných je z adresáře definic načítán ve funkci
loadVarFromFile(). Pro zajištění přenositelnosti komunikační knihovny se využívá
knihoven boost::filesystem. Způsob uložení byl popsán v kapitole 4.3.2. Jed-
notlivé soubory ve složce představuje boost::filesystem::directory_iterator,
každý je poté otevřen a řádek po řádku procházen. V případě úspěšného roz-
parsování řádku, je vytvořena instance S7Item a ukazatel na ni je spolu s ná-
zvem tagu vložen do hash mapy, kde jako klíč slouží právě název proměnné.
Tato mapa tedy obsahuje seznam všech proměnných. V případě volání me-
tody PLC_CommCore::createDataObject() se z této mapy získá na základě ná-
zvu příslušný ukazatel. Ten poté slouží jako klíč v další hash mapě, do které
se zároveň přidá ukazatel na nově vytvořenou instanci třídy PLC_DataObject
spolu s časovým razítkem. Časového razítka je využíváno v případě, že má in-
stance PLC_DataObject nastavené cyklické obnovování. To je hlídáno pomocí
časovače boost::asio::deadline_timer. Po vypršení času je volán handler
main_timer_tick(), ve kterém se projde mapa a porovná se rozdíl aktuálního
času a časového razítka s hodnotou nastavenou v instanci třídy PLC_DataObject.
Na základě tohoto, je pak volána metoda S7Layer::addToQueue(), které
se předá ukazatel na S7Item. V případě zápisu dat nebo volání metody
PLC_DataObjectBase::refresh() je přidání do fronty požadavků vrstvy S7 prove-
deno ihned.
Hlavní metodou v níž je implementováno propojení instancí jednotlivých vrs-
tev je PLC_CommCore::run(). Nejprve jsou vytvořeny instance a poté pomocí jejich
metod setUpperLayer() a setLowerLayer() realizováno propojení. Poté je vytvo-
řena instance časovače, který hlídá obnovu proměnných a nakonec zavolány metody
TransportLayer::connect() a io_service::run().
Seznam chybových kódů se nachází v souboru PLC_CommLibraryText.h.
5.1.4 Ověření funkčnosti na Siemens S7-1200
Ověření funkčnosti bylo provedeno na počítači s operačním systémem Windows 7
a pro simulování změny proměnných v programovatelném automatu sloužil již zde
popsaný Siemens TIA Portal. Knihovna Boost byla přeložena ze zdrojových kódů
verze 1.60.0. Konfiguraci programovatelného automatu bylo nutné nastavit stejně,
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jako v případě analýzy komunikace. Viz kapitola 3.1.4. Zdrojový kód, jež ověřuje
funkčnost se nalézá v souboru test.cpp. Nejedná se však o samostatný program
(který by následně využíval knihovnu S7slib), ale o zdrojový soubor, který je pře-
kládán podmíněně v závislosti na nastavení kompilátoru. Viz kapitola 4.2.2.
V main() je nejprve vytvořena instance komunikačního jádra (třídy
PLC_CommCore). Poté je volána metoda této instance createDataObject() pro
každý datový typ. Návratovou hodnotou je ukazatel. Pomocí toho se pak u kaž-
dého objektu nastaví čas obnovy voláním metody setCyclicRefreshTime() dané
proměnné a pomocí setCyclicRefreshEnabled() se povolí obnovování. Po tomto
následuje otestování zápisu dat, kdy je vytvořeno nejdříve pole (std::vector) pří-
slušného datového typu, naplněno daty a metodou setData() předáno příslušnému
objektu. Na konec je volána metoda PLC_CommCore::run() která spustí běh a asyn-
chronní volání funkcí. V jednotlivých handle funkcích je u každé proměnné pouze
výpis přijaté hodnoty spolu s názvem objektu. V případě chyby je pak vypsán chy-
bový kód.
Během ověřování byly zjištěny drobné nedostatky, ty však byly záhy odstraněny.
Výše popsané vychází z kódu uvedeného v příloze C.1. Překlad zdrojových kódů je
uveden v příloze A.
5.2 Implementace komunikačního serveru S7coms
Implementaci komunikačního serveru lze rozložit do třech částí. Jedna část obsluhuje
komunikaci s programovatelným automatem, druhá zpracovává požadavky spojení
a udržuje některé informace o klientech a třetí zpracovává požadavky od klientů.
Textový protokol rozhraní serveru je popsán v kapitole 4.4.1. Vztahy mezi třídami
jsou patrné z obrázku 5.2.
5.2.1 Komunikace s programovatelným automatem
Ke komunikaci s programovatelným automatem se používá vytvořená knihovna
S7slib, její použití již bylo vysvětleno v předešlých kapitolách. Třída, jež ji pou-
žívá se jmenuje PLCcommunication a obsahuje také hash mapu, která nese seznam
připojení, které byly zaregistrovány pomocí textového příkazu P. a poslední známou
přenesenou hodnotu. S tím se pojí i metody, které umožňují přidat či odebrat spo-
jení. Jednou z důležitých metod je PLCcommunication::notify_connections(),
která je volána vždy při příjmu proměnné. V té je porovnána stará a nová hodnota
a v případě její změny jsou informována jednotlivá spojení. Hodnoty jsou převáděny
na řetězce v jednotlivých handle funkcí příslušných datových typů (například pro
datový typ S7_REAL je to funkce handle_realIncoming()).
54
Obr. 5.2: Diagram tříd komunikačního serveru S7coms.
Pomocí metody PLCcommunication::write_content_value() se provádí zápis
proměnných. V té je nejdříve převeden řetězec znaků na příslušný datový typ pomocí
boost::lexical_cast a pak je hodnota předána knihovně.
5.2.2 Implementace uživatelské části
Připojení každého klienta je reprezentováno třídou Connection. Ta obsahuje in-
stanci vytvořeného soketu a jejím úkolem je předávat požadavky od klienta parseru,
který v případě úspěchu vrátí instanci třídy Request. Třída jež implementuje parser
se jmenuje Request_parser. Ten je implementován jako konečný automat, a tedy
předaný řádek je procházen znak po znaku. Získaná instance třídy Request je pak
předána instanci třídy Request_handler, jež jej zpracuje a vytvoří odpověď. Ta je
reprezentována třídou Reply. Její metoda Reply::to_buffers() převede odpověď
na posloupnost bajtů, která je poté odeslána příslušnému klientovi. Tato třída také
obsahuje vyrovnávací paměť pro odesílání požadavků. Představuje ji instance třídy
fifo_map1 jejímž autorem je Niels Lohmann. Jako klíč v této hash mapě slouží
název proměnné. Toto řešení má výhodu v tom, že pokud by se například měnila
hodnota v programovatelném automatu příliš často (rychleji než odesílání odpo-
vědí klientovi), nedojde k zahlcení. Protože je navíc implementována jako fronta,
nestane se, že klientovi přijde sled proměnných v jiném pořadí, než v jakém se měnil
v programovatelném automatu.
1Dostupný z: https://github.com/nlohmann/fifo_map
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Jednotlivé instance třídy Connection jsou vytvářeny třídou Server. Protože
celý server je stejně jako knihovna S7slib psán s použitím knihovny Boost ASIO,
obsahuje taktéž instanci io_service. Je vytvořen fond vláken a její metoda
io_service::run() je volána v každém z nich. Díky tomu může být například
obhospodařováno více požadavků o připojení najednou. Parametry konstruktoru
Server::Server() jsou ukazatel na instanci třídy PLCcommunication, port a ad-
resa na které má naslouchat. Na začátku připojování klienta je volána metoda
Server::handle_accept, která vytvoří novou instanci Connection, ve které je pak
vytvořen komunikační soket.
5.2.3 Struktura komunikačního serveru
Funkce main() se nachází v souboru Main_win.cpp. Nejdříve je vytvořena instance
třídy PLCcommunication, která zabezpečuje komunikaci s programovatelným auto-
matem. Adresář, ve kterém jsou definičními soubory s tagy se jmenuje tag a cesta
k němu je relativní. Metoda PLCcommunication::start() je poté volána v nově vy-
tvořeném vlákně a v tom tedy probíhá i komunikace. Následuje vytvoření instance
třídy Server a volání metody Server::run(). Tím dojde k vytvoření fondu vláken,
jehož velikost je definována v parametru konstruktoru během instanciace.
Zabezpečení komunikace pomocí SSL je řešeno v konstruktoru třídy Server.
Nejdříve je vytvořena instance boost::asio::ssl::context, která implementuje
metody pro nastavení privátního a veřejného klíče. Navíc je také předána cesta
k certifikátu certifikační autority (která vydává certifikáty klientů) pomocí kterého
jsou ověřováni jednotlivý klienti. Boost ASIO neimplementuje SSL, ale jedná se
pouze o zjednodušenou nástavbu využívající některé knihovny z projektu OpenSSL2.
Pro spuštění programu jsou tedy nezbytné knihovny ssleay32 a libeay32.
2Dostupný z: https://www.openssl.org/
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6 ZÁVĚR
Účelem této práce bylo popsat proprietární protokol S7 firmy Siemens, vytvořit ko-
munikační knihovnu a komunikační server, jež by tuto knihovnu využíval. Protokol
se zdařilo popsat do té míry, že bylo možné navrhnout a implementovat knihovnu
S7slib. Kompletní analýza protokolu by však byla časově nad rámec této práce a za-
hrnovala by použití i jiných zařízeních než Siemens S7-1200.
V návrhu knihovny bylo cílem vhodně zvolit uživatelské rozhraní tak, aby se dala
co nejsnáze použít s ohledem na předpokládané využití u průmyslových vizualizací.
Díky použití šablon tříd je práce s proměnnými do značné míry typově bezpečná.
Je umožněno například měnit čas obnovy každé proměnné s ohledem na její důle-
žitost, či to, zdali se bude vůbec používat. Případná vizualizace pak může načítat
pouze hodnoty těch proměnných, které jsou právě viditelné a analogovým senzorům
nastavit kratší čas obnovy než konstantním proměnným. Toto by v případě použití
OPC z balíku Simatic NET nebylo možné.
Rozhraní komunikačního serveru S7coms je také navrženo s ohledem na jed-
noduchost. Z tohoto důvodu byl zvolen textový protokol, který je pro člověka či-
telný. Je možné jej použít při vývoji aplikace, která používá knihovnu S7slib. Dále
je nezbytný v případě požadavku připojení více klientů. Programovatelný automat
zmíněný v této práci umožňuje nanejvýše 7 současných připojení a navíc neposky-
tuje žádné zabezpečení. Je tedy možné mít kupříkladu na bráně sítě spuštěný tento
server. Komunikace s klienty je obousměrně ověřovaná a zabezpečená pomocí SSL.
Bohužel se nepodařilo zjistit, jakým způsobem lze změnit režim programovatel-
ného automatu. Tato možnost by přišla velice vhod. Výjimečně se totiž může stát,
že po výpadku některého ze zařízení komunikujícího s programovatelným automa-
tem přes Profinet přejde automat do režimu STOP a je nezbytné jej přes vývojové
prostředí změnit opět na RUN. Komunikační server je na toto rozšíření již připraven
a úprava knihovny by neměla být nijak komplikovaná.
Vytvořená knihovna také nepodporuje některé datové typy programovatelného
automatu, například boolean nebo speciální typy pro práci s datem. Je však možné
použít datový typ byte a volit vhodné adresy v příslušném datovém bloku.
Veškerý software, který vznikl v této práci byl napsán v jazyce C++ s využitím
multiplatformních knihoven. Díky tomu by měla být portace zdrojových kódů na
jiné platformy snazší a server včetně knihovny použitelný i v jiných programovacích
jazycích.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
CA Certification Authority
COTP Connection Oriented Transport Protocol
CPU Central Processing Unit
CRC Cyclic redundancy check
CSMA/CD Carrier Sense Multiple Access with Collision Detection
EOT End of Transmission
HMI Human Machine Interface
HTTP Hypertext Transfer Protocol
IEEE Institute of Electrical and Electronics Engineers
IP Internet Protocol
ISO International Organization for Standardization
MAC Media Access Control
OPC Open Platform Communications
OSI Open Systems Interconnection
PC Personal Computer
PDU Protocol Data Unit
PLC Programmable Logic Controller
PNO Profibus Nutzeorganisation
QoS Quality of Service
SCADA Supervisory Control And Data Acquisition
SSL Secure Sockets Layer
TCP Transmission Control Protocol
TPKT ISO Transport Service on top of the TCP
UDP User Datagram Protocol
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A PŘEKLAD ZDROJOVÝCH KÓDŮ
A.1 Překlad knihovny S7slib
Nezbytné závislosti použité pro překlad pod OS Microsoft Windows:
• Překladač jazyka C++ MinGW-W64-builds-4.2.0
• Knihovna Boost 1.60.0 (starší verze obsahují bug, znemožňující překlad)
V souboru Makefile je nutné zkontrolovat (případně změnit) správnou cestu ke
zdrojovým souborům knihovny Boost ASIO. Dle typu překladu jsou binární soubory
umístěny v příslušných adresářích (debug, release, test).
Release verze
Tato verze neobsahuje informace usnadňující ladění a překlad je optimalizován. Pře-
klad ze zdrojových kódů lze provést pomocí následujících příkazů:
cd "adresář_se_zdrojovými_kódy"
mingw32 -make all
Debug verze
Překlad ze zdrojových kódů lze provést pomocí následujících příkazů:
cd "adresář_se_zdrojovými_kódy"
mingw32 -make debug
Test verze
Oproti předchozím verzím se navíc do překladu zahrnuje soubor test.cpp. V tomto
případě se nejedná o knihovnu, ale o spustitelný soubor. Obsahuje informace pro
ladění a překlad není optimalizován. Překlad ze zdrojových kódů lze provést pomocí
následujících příkazů:
cd "adresář_se_zdrojovými_kódy"
mingw32 -make test
A.2 Překlad komunikačního serveru S7coms
Nezbytné závislosti použité pro překlad pod OS Microsoft Windows:
• Překladač jazyka C++ MinGW-W64-builds-4.2.0
• Knihovna Boost 1.60.0 (starší verze obsahují bug, znemožňující překlad)
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• Knihovna OpenSSL 1.0.2g
V souboru Makefile je nutné zkontrolovat (případně změnit) správnou cestu
ke zdrojovým souborům knihoven Boost ASIO a OpenSSl. Dle typu překladu jsou
binární soubory umístěny v příslušných adresářích (debug, release).
Release verze
Tato verze neobsahuje informace usnadňující ladění a překlad je optimalizován. Pře-
klad ze zdrojových kódů lze provést pomocí následujících příkazů:
cd "adresář_se_zdrojovými_kódy"
mingw32 -make all
Debug verze
Překlad ze zdrojových kódů lze provést pomocí následujících příkazů:
cd "adresář_se_zdrojovými_kódy"
mingw32 -make debug
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B POUŽITÍ KOMUNIKAČNÍHO SERVERU
S7COMS
B.0.1 Vytvoření certifikátů
Nejprve je nutné vytvořit (nebo mít přístup) certifikační autoritu například s pomocí
OpenSSL a to následujícím způsobem:
openssl genrsa -out ca.key 4096
openssl req -new -x509 -days 5000 -key ca.key -out ca.crt
Generování žádostí pro klienta a server:
openssl genrsa -out server.key 4096
openssl req -new -key server.key -out server.csr
openssl genrsa -out clienta.key 4096
openssl req -new -key clienta.key -out clienta.csr
Vytvoření certifikátů podepsaných certifikační autoritou:
openssl x509 -req -days 3650 -in server.csr -CA ca.crt
-CAkey ca.key -set_serial 01 -out server.crt
openssl x509 -req -days 3650 -in clienta.csr -CA ca.crt
-CAkey ca.key -set_serial 02 -out clienta.crt
B.0.2 Spuštění
Aplikaci serveru je parametrem předána cesta ke konfiguračnímu souboru. Viz B.1.
Výpis B.1: Příklad obsahu konfiguračního souboru.
1plc_ip =192.168.0.2
2plc_port =102
3listen_ip =127.0.0.1
4listen_port =102
5
6tag_folder="tag"
7
8ca_file="ca.crt"
9crt_file="server.crt"
10key_file="server.key"
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B.0.3 Příklad způsobu připojení k serveru
Pro otestování připojení k serveru lze využít aplikaci openssl s_client.
Příklad použití se serverem běžícím na stejném počítači:
openssl s_client -connect 127.0.0.1:7777 -key clienta.key
-cert clienta.crt -CAfile ca.crt
Pomocí přepínače -state je možné sledovat sled stavů a pro usnadnění ladění
je možné použít navíc přepínač -debug.
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C PŘÍKLADY ZDROJOVÝCH KÓDŮ
C.1 Ukázka použití knihovny
Výpis C.1: Ukázka použití knihovny.
1#include <iostream >
2#include "PLC_CommLibrary.h"
3
4using namespace PLCCommLib;
5
6// Relative path to tag folder
7std:: string tag_path("Debug\\tag");
8
9PLC_DataObject <S7DataType ::S7_CHAR > * t_char;
10
11//Item handle
12void handle_intIncoming(
13PLC_DataObjectBase * obj ,
14std::vector <S7DataType ::S7_INT > dataVec ){
15
16std::cout <<"Received:␣"<<obj ->getAddressName ();
17std::cout <<"[0]="<<dataVec[0]<<std::endl;
18}
19
20void handle_realIncoming(
21PLC_DataObjectBase * obj ,
22std::vector <S7DataType ::S7_REAL > dataVec ){
23
24std::cout <<"Received:␣"<<obj ->getAddressName ();
25std::cout <<"[0]="<<dataVec[0]<<std::endl;
26}
27
28void handle_itemErr(PLC_DataObjectBase * obj , int code){
29std::cout <<"Error:␣"<<obj ->getAddressName ();
30std::cout <<",␣code:␣"<<code <<std::endl;
31}
32
33//Core handle
34void handle_coreEvent(int code){
35std::cout <<"core␣event ,␣code:␣"<<code <<std::endl;
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36}
37
38void handle_coreError(int code){
39std::cout <<"core␣error ,␣code:␣"<<code <<std::endl;
40}
41
42int main() {
43PLC_CommCore * s7communication = new PLC_CommCore(
44"192.168.0.2", S7_TCP_PORT_DEFAULT , handle_coreEvent ,
45handle_coreError , tag_path.c_str ());
46
47// Create values
48
49PLC_DataObject <S7DataType ::S7_INT > * t_int =
50s7communication ->createDataObject("DB2.t_int",
51handle_intIncoming , handle_itemErr );
52
53PLC_DataObject <S7DataType ::S7_REAL > * t_real =
54s7communication ->createDataObject("DB2.t_real",
55handle_realIncoming , handle_itemErr );
56
57t_int ->setCyclicRefreshEnabled(true);
58t_int ->setCyclicRefreshTime (10.0);
59
60t_real ->setCyclicRefreshEnabled(true);
61t_real ->setCyclicRefreshTime (10.0);
62
63//Set data to send
64std::vector <S7DataType ::S7_INT > bytedata;
65intdata.push_back (15);
66t_int ->setData(intdata );
67
68//Run io_service
69s7communication ->run();
70
71return 0;
72}
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D OBSAH PŘILOŽENÉHO CD
/...........................................kořenový adresář přiloženého CD
Knihovny .................................... soubory použitých knihoven
Boost_1.60.0.zip
OpenSSL-1.0.2g.tar.gz
Prekladac...............................................překladač C++
MinGW-W64-builds-4.2.0.zip
S7coms....................................přeložený zdrojový kód serveru
debug
tag
DB2.tag
DB5.tag
ca.crt
dh2048.pem
libS7comm.dll
S7coms.conf
S7server.exe
server.crt
server.key
release
tag
DB2.tag
DB5.tag
ca.crt
dh2048.pem
libS7comm.dll
S7coms.conf
S7server.exe
server.crt
server.key
S7slib..................................přeložený zdrojový kód knihovny
debug
libS7comm.dll
release
libS7comm.dll
test
S7slib.exe
Wireshark.zip..............odchycená komunikace programem Wireshark
OPC_projekt.zip.......................................projekt pro OPC
PLC_projekt.zip.......................................projekt pro PLC
S7coms_src.zip ..................... zdrojový kód komunikačního serveru
S7slib_src.zip......................zdrojový kód komunikační knihovny
Eclipse_workspace.zip.......................skupina projektů z Eclipse
Vygenerovane_certifikaty.zip.............. certifikáty klienta a serveru
prace.pdf.......................................elektronická verze práce
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