INTRODUCTION
Bacterial Foraging Optimization (BFO), which is a population-based numerical optimization algorithm in the literature [l, 2] , has been applied successfully to some engineering problems, such as optimal control [3] , harmonic estimation [4] , transmission loss reduction [5] and machine learning [6] , etc. However, experimentation with complex and multimodal benchmark functions reveal that the original BFO algorithm possesses a poor convergence behavior compared to other nature-inspired algorithms.
In order to improve the BFO's performance on complex optimization problems, this paper applies cooperative search technique [7] to the BFO and presents the Cooperative Bacterial Foraging Optimization (CBFO) algorithm. In order to evaluate the performance of the CBFO, extensive studies based on a set of 4 widely used benchmark functions have been carried out. For comparison purposes, we also implemented the original BFO, the standard Particle Swarm Optimization (PSO) [8] and the simple real-coded Genetic Algorithm (GA) [9] on these functions respectively. The simulation results are encouraging: the CBFO algorithm shows remarked performance improvement over the original BFO.
The rest of the paper is organized as follows. In Section 2, we will give the briefly reviews of the bacterial chemotaxis and the BFO algorithm. Then our Cooperative Bacterial Optimization algorithm will be introduced and its implementation details will be given in Section 3. Section 4 tests the algorithms on the benchmarks, and gives out the results.
IT. THE ORIGINAL BFO ALGORITHM
In what follows we briefly outline the original BFO algorithm step by step: [ Step 1] Initialize parameters n, S, Ne. N" Nrc. Ned, P ed, C(i) (i=1,2, ... ,S), el• Where, n: Dimension of the search space, S: The number of bacterium, Ne: chemotactic steps, 978-1-4244-3867-9/09/$25.00 ©2009 IEEE 44 Ns: swim steps, Nre: reproductive steps, Ned: elimination and dispersal steps, Ped: probability of elimination, C(i): the run-length unit during each run or tumble.
[
Step 2] Elimination-dispersal loop: 1= 1+ 1.
IStep 31 Reproduction loop: k = k+ 1. I
Step 41 Chemotaxis loop: j = j+ 1. Isubstep al For i = 1=1,2, ... , S, take a chemotactic step for bacteria i as follows.
Isubstep hi Compute fitness function, J UJ,k,!).
[sub step c] Let J1ast = J(iJ,k,!) to save this value since we may find better value via a run. 
This results in a step of size C(i) in the direction of the tumble for bacteria i.
[sub step t] Compute J(iJ+ 1 ,k,!) with e i (j+ 1 ,k,!).
Isubstep gl Swim:
(i) Let m = 0 (counter for swim length).
(ii) While m < N, (if have not climbed down too long)
• Let m = m+l.
• If J(iJ+ l,k,!) < J" ast, let J" ast = J(iJ+ l,k,!). then anther step of size C(i) in this same direction will be taken as equation (1 ) and use the new generated el(j+ 1 ,k,!) to compute the new
• Else let m = N,. I substep h I Go to next bacterium U+ 1): if i * S go to (b) to process the next bacteria.
[Step 5J If j < Ne, go to step 3. In this case, continue chemotaxis since the life of the bacteria is not over.
IStep 61 Reproduction:
Isubstep al For the given k and I, and for each i = 1, 2, ... , S, let Jhealth be the health of the bacteria. Sort bacterium in order of ascending values.
[sub step b] The Sf bacteria with the highest J"ealth values die and the other Sf bacteria with the best values split and the copies that are made are placed at the same location as their parent.
IStep 71 If k < Nre go to step 2. In this case the number of specified reproduction steps is not reached and start the next generation in the chemotactic loop.
Step 8] Elimination-dispersal: For i = I, 2, ... , S, with probability Ped, eliminate and disperse each bacteria, which results in keeping the number of bacteria in the population constant. To do this, if a bacterium is eliminated, simply disperse one to a random location on the optimization domain. If I < Ned, then go to step 2; otherwise end.
Ill. COOPERATIVE BACTERIAL FORAGING ALGORITHM
This work proposes two variants of Cooperative Bacterial Foraging Algorithm, namely CBFO-S and CBFO-H.
A. The CBFO-S Algorithm
As indicate in [2] , the bacterium with a large run-length unit parameter has the exploring ability, while the bacterium with a relatively small run-length unit parameter has the exploiting skill. This inspired us to divide the foraging procedure of artificial bacteria colony into multiple phases, and each phase occupies a portion of generations and characterized by the different value of run-length unit parameter C.
In CBFO-S, different BFO algorithms (with different run length unit parameters) execute in sequential phases. The output of each BFO (the best positions found by each bacterium in each phase) supplies as an input to the algorithm in the next phase. In the initial phase, the bacteria colony search the whole solution space with a large C, which permit the bacteria to locate promising regions and avoid trapped in local optima. Each bacterium records all its visited positions in this phase and the position with the highest fitness value is considered as a promising solution candidate. When entrance into the next phase, the bacteria colony is reinitialized with relatively small C from these promising solution candidates and start exploiting the promising regions (the neighborhoods of these candidates) until the needed criteria for switching to the next phase is reached. Then a bacteria colony is reinitialized again with even smaller C to fine-tune the best so-far solutions found in the foregoing phase. Hence, the CBFO-S algorithm can be classified into the serial heterogeneous cooperation on the implicit space decomposition level.
The pseudocode of CBFO-S is described in Table 1 , where Np indicates the number of evolutionary phases, Nc represents the number of chemotactic steps in a bacterium's life time, S is the bacteria colony size and Ns is the maximum number of steps in the process of Run. We also embed the reproduction, elimination and dispersal processes into each chemotactic step. This can speed up the algorithm convergence rate significantly. 
End if End while Endfor
Take another unit walk in the same direction; C(k+ I) = C(k)/a; II a is user-defined constant.
B. The CBFO-H Algorithm
The CBFO-H Algorithm consists of two search stages working in a serial manner. The fi rst stage, which applied the BFO model with a large run-length unit parameter CL, run for a number of iterations then pass the best found solutions to the next stage.
The second stage reinitializes the bacteria colony in these best-so-far positions with a smaller run-length unit parameter Cs. and applies the explicit space decomposition cooperative approach to the BFO. This approach relies on splitting the search space (n-dimensional vector) into nl2 subspaces (which is 2-dimensional vector), where each subspace is searched by a separate bacteria colony. The overall solution is the vector combining the best bacterium of each colony. This algorithm works by sequentially traverse the colonies: to evolve all the bacteria in colony j, the other n/2-1 components in the overall solution are kept constant (with their values set to the global best bacteria from the other nl2-1 colonies); then the/ h colony evolves and replace the / h component of the overall solution by its best bacterium. The pseudocode of CBFO-H is described in Table IT , where N;l and N;2 represent the number of chemotactic steps in stage 1 and 2 respectively. Endfor EVOLUTION: Evolution is added to run-length unit by:
II a is user-defined constant. N c 100 100 -
End if Endfor
TV. E XPERIMENT
A. Benchmarkfunction Table III .
The PSO algorithm we used is the standard one (i.e. the global version with inertia weight). For PSO algorithm, the acceleration factors Cl and C2 were both 2.0, a decaying inertia weight w starting at 0. 9 and ending at 0.4 was used, and the population size was set at 50.
The GA algorithm we executed is a real-coded Genetic Algorithm with intermediate crossover and Gaussian mutation.
The population of the GA is 100 and all the control parameters, e.g. mutation rate and crossover rate, etc., were set to be the same of [1 0].
C. Simulation Results for Benchmark Functions
This experiment runs 30 times respectively for two proposed CBFO variants, the original BFO, the real-coded GA, and the Particle Swarm Optimization on each benchmark function. The total numbers of chemotactic steps (or iterations)
were set to be 1000. From Table IV , we observe that the proposed two CBFO algorithms achieved significantly better performance on all benchmark functions than the original BFO algorithm. CBFO S surpasses all other algorithms on function 1, which is the unimodal function that adopted to assess the convergence Four widely used benchmark functions have been used to test the proposed CBFO algorithm in comparison with the original BFO, the stand PSO and the real-coded GA. The simulation results are encouraging: the CBFO-S and CBFO-H are definitely better than the original BFO for all the test functions and appear to be comparable with the PSO and GA.
