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Abstract
We split the present paper into two parts.
Part $\mathrm{I}$ : The asymptotic behavior of solutions to $\mathrm{m}$ anisotropic area-preserving
crystalline motion is investigated. In this equation, the area enclosed by the
solution polygon is preserved, while its total interfacial energy keeps on decreas-
$\mathrm{i}\mathrm{n}\mathrm{g}$ . By the concept of mixed area and the Br\"unn and Minkowski’s inequality,
the anisoperimetric inequality is established. Prom this and the theory of dy-
namical systems, we show that the asymptotic shape of a solution polygon is the
boundary of the Wulff shape.
Part $\mathrm{I}\mathrm{I}$: Behavior of solution polygons to a general crystalline motion is investi-
gated. Polygon is called admissible if its normal angle’s set is the same set of the
Wulff shape. Main result says that if initial polygon is nonadmissible polygon,
then edge disappearing occurs at most fifinitely many epochs and eventually $\mathrm{a}$
solution polygon becomes an admissible polygon.
Part $\mathrm{I}$
On an anisotropic area-preserving crystalline
motion
1 Introduction and a main result
In recent over ten years, several authors have investigated motion of polygonal curves
by crystalline curvature in the plane. We refer the reader to the pioneer works for
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such motions by Taylor $[11, 12]$ and Angenent and Gurtin [2], and also Taylor, Cahn
and Handwerker [14] for a geometric and physical background. Motion by crystalline
curvature, or crystalline motion, has been studied under various kinds of evolution
law by several authors (see, e.g., Giga [4], and references therein). In Yazaki[16], we
discussed the gradient flflow of the total length functional of convex polygon keeping the
area enclosed by the polygon constant, and showed that any polygon which evolves by
this gradient flflow converges to the circumscribed polygon of a circle (see Proposition
1.1 below). This result is corresponding to a semidiscrete version of Gage [3]. In the
present paper, we consider the anisotropic case of [16].
Let $\mathcal{P}$ be closed, convex and $n$-sided polygon in $R^{2}$ . We defifine $\theta_{j}$ by normal angle
of the $j$-th side and deflflne its set by
$\Theta_{n}=\{\theta_{0}<\theta_{1}<\theta_{2}<\cdots<\theta_{n-1}< 6]0 +2\pi\}$ .
Put $\theta_{j}=\theta_{j}-\theta_{j-1}$ , then from the convexity of $\mathcal{P}$ , $\theta_{j}<\pi$ holds and the angle between the
$\mathrm{j}$-th side and the $(j-1)$-th side is $\pi-\theta j$ . Here and hereafter, suffix $i$ means an integer
modulo $n:(\cdot)_{n}=(\cdot)_{0}$ and $(\cdot)_{-1}=(\cdot)_{n-1}$ . The inward normal vector and the tangent
vector of the $\mathrm{j}$-th side are given as $n_{j}$ $=-^{t}(\cos/17_{\mathrm{j}}, \sin\theta_{j})$ and $t_{j}=t$ ( $-\sin\theta_{j}$ , Oj),
respectively. Let $Xj$ be the point of intersection between the line containing the $i$-th side
of $P$ and the line spanned by $nj$ which through the origin. Defifine $h_{j}=$ $(0 j, - n,)$ . Then
$h_{j}$ is the $j$-th support function of $\mathcal{P}$ . Here ( $\cdot$ , $\cdot\rangle$ is the Euclidean inner product in $R^{2}$ .
The enclosed region of $P$ , say $\Omega$ , is given as $\Omega=$ $\{x \in R^{2}|\langle \mathrm{z}, -nj)\leq h_{j}, \theta_{j}\in\Theta_{n}\}$.
Therefore, the shape of $P$ is uniquely determined by $h=$ $(h_{0}, h_{1}, \ldots, h_{n-1})$ and $\Theta_{n}$ .









Therefore, the total length of $P$ , say $\mathcal{L}$ , is
$\mathcal{L}=\mathcal{L}[h]=\sum_{j}d_{j}=\sum_{j}\gamma_{j}(\Delta_{\theta}h+h)_{j}=\sum_{j}\gamma_{j}h_{j}$ .
Here we have used the summation by parts:
$\sum_{j}\gamma_{j}\varphi_{j}(\Delta_{\theta}\psi)_{j}=-\sum_{j}(\mathrm{D}_{+}\varphi)_{\mathrm{j}}(\mathrm{D}_{+}\psi)_{j}\sin\theta_{j+1}=\sum_{j}rX\Delta_{\theta}\varphi)_{j}\psi_{j}$ .




For any $\varphi=$ $(\varphi 0, /’ 1, \ldots , \varphi_{n-1})$ and $\psi$ $=(\psi 0, \mathrm{A}_{1}, \ldots, I_{n}-\mathrm{r})$ , we defifine the inner
product on $P$ by $(\varphi, \psi)_{2}=\Sigma_{j}\varphi a^{t}Ii^{d}i$ . For a real valued function $\mathcal{E}[h]$ , we defifined the
fifirst variation of $\mathcal{E}$ with the metric $(\cdot, \cdot)_{2}$ by
$\mathrm{e}\mathcal{E}[h+\mathrm{g}\varphi]|_{\epsilon=0}=\nabla \mathcal{E}[h]\circ\varphi=(\frac{\delta \mathcal{E}[h]}{\delta h},$ $\mathrm{A})_{2}$
The gradient flflow of 5 $[h]$ is $\dot{h}_{\mathrm{j}}(t)=-(\delta \mathcal{E}[h]/\delta h))_{j}$ . Here and hereafter, we use the
notation $\dot{u}(t)$ for du(t)/dt. Then the $\mathrm{j}$-th normal velocity of the gradient flflow of $\mathcal{E}[h]$
is $vj=\langle o\dot{x}j, nj\rangle=-h_{a}$ $=(\delta \mathcal{E}[h]/\delta h)j$ .
The fifirst variation of $\mathcal{L}$ is $(\delta \mathcal{L}[h]/\delta h)j=\kappa j,$ since
$\frac{d}{d\epsilon}\mathcal{L}[h+\epsilon\varphi]|_{\epsilon=0}=\sum_{j}\gamma_{j}\varphi_{j}$




This is a discrete analogue to the fifirst variation of total lengh of a smooth curve being
the curvature. In this sense, $\kappa j$ is a kind of curvature on the $i$-th side of $P$ . We call $\kappa j$
the crystalline curvature of the $\mathrm{j}$-th side. On other characterizations of Kj, see, e.g.,
Rybka [10] and Yazaki [15].
Let $f_{j}>0$ be defifined on the $\mathrm{j}$ -th side of $\mathcal{P}$ . Assume $(\Delta_{\theta}f+f)j>0$ for all $\mathrm{j}$ . In
the physical context, $\Omega$ is a crystal and 6 is the interfacial energy density defifined on
the $j$ -th side of $P$ $=\partial\Omega$ . and $\gamma j(\Delta_{\theta}f+f)j$ is the $\mathrm{y}$ -th length of the boundary of the
Wulff polygon } $f^{:}w_{f}=\{x \in R^{2}| \langle x,$ $-n,)\leq f_{j}, \theta_{j}\in\ominus_{n}\}$ . The total interfacial
energy of $P$ , say $\mathcal{F}$, is
$F$
$=F[h]= \sum_{j}f_{j}d_{j}=\sum_{j}\gamma_{j}f_{j}(\Delta_{\theta}h+h)_{j}=\sum_{j}\gamma_{j}(\Delta_{\theta}f+f)_{j}h_{j}$ ,
and the fifirst variation of $\mathcal{F}$ is $(\delta \mathcal{F}[h]/\delta h)j=(\Delta_{\theta}f+f)_{j}\kappa_{j}$ , since
$5^{\mathcal{F}[h}$ $+ \epsilon\varphi]|_{==0}=\sum_{j}\gamma_{j}(\Delta_{\theta}f+f)_{f}\varphi_{i}=\sum_{j}(\Delta_{\theta}f+f)_{j}\kappa_{j}\varphi_{j}d_{j}=((\Delta_{\theta}f+f)\kappa, \mathrm{A})_{2}$ .
Put $wj=(\Delta_{\theta}f+f)j\kappa j$ . We often call $f_{j}$ crystalline energy and also call $lJj$ crystalline
curvature.
Let /) be the direction of area-preserving:
$\frac{d}{d\epsilon}A[h+\epsilon\varphi]|_{\epsilon=0}=$ $(1, \varphi)_{2}=0.$
Then we have the fifirst variation of $\mathcal{F}$ in the direction $\varphi$ :
$\frac{d}{d\epsilon}\mathcal{F}[h+\epsilon\varphi]|_{\epsilon=0}=(w-\overline{w}, \varphi)_{2}$ .
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Here $\overline{\eta\gamma}=(1, w)_{2}/\mathcal{L}=Ek$ $\gamma_{k}f_{k}./\mathcal{L}$ is the average of 1 $Wj$ . Thus we have the area-
preserving gradient flflow of $\mathrm{F}[h]$ :
$v_{j}=vj$ $-\overline{w}$ $(0\leq j<n)$ . (1.1)
From the relation $d_{j}=\gamma j(\Delta_{\theta}h+h)j$ and $v_{j}=-hj$ , we have
$\dot{d}_{j}=-y_{j}(\mathit{1}\mathit{5}b\theta v+v)_{j}$ $(0\leq j<n)$ . (1.2)
The time derivative of the energy $\mathcal{F}$ is
$\dot{\mathcal{F}}=-\sum_{j}\gamma_{j}(\Delta_{\theta}f+f)_{j}v_{j}=\frac{1}{\mathcal{L}}((\sum_{j}\gamma_{j}f_{j})^{2}-\sum_{j}\gamma_{j}(\Delta_{\theta}f+f)_{j}^{2}\kappa_{j}\sum_{j}d_{j})$
$\mathrm{R}\mathrm{o}\mathrm{m}$ the relation $\Sigma_{j}\gamma jfj=\Sigma_{j}\gamma j(\Delta_{\theta}f+f)j$ , by using the Schwarz inequality, we have
$\mathrm{r}$ $\leq 0.$ Equality holds if and only if $(\Delta_{\theta}f+f)j\kappa j=$ const., namely $P=$ r,onst. $\cross\partial \mathcal{W}f$ .
Problem of the present paper is the following:
Problem 1 For a given $n$ -sided polygon $P_{0}$ with its nomal angle’s set being $\Theta_{n}$ , find
a family of polygons $\{P(t)\}_{0\leq t<T}$ satisfying (1.1) with $\mathcal{P}(0)=P_{0}$ for some $T>0.$
We note that normal angle’s set of $\mathcal{P}(t)$ is $\Theta_{n}$ as long as solution polygons exist.
A main result of the present paper is the following.
Theorem A A solution polygon $P(t)$ of Problem 1 exists globally in time keeping the
area enclosed by the polygon constant $A$ and, $a\mathit{8}t$ tends to infinity, $P(t)$ converges to
the shape of the boundary of the Wulff shape $\partial \mathcal{W}f$. in the Hausdorff metric. Here
$f_{j}^{*}= \frac{f_{j}}{W}$ , $W=\sqrt{\frac{|\mathcal{W}_{f}|}{A}}=IsI,$ $\gamma_{k}(\Delta_{\theta}f+f)_{k}f_{k}2A$
Moreover, the constant $W$ is asymptotically stable equilibrium point of evolution equa-
tions (see section 2) equivalent to Problem 1.
In [16], we treated the problem in the case where $f_{j}\equiv 1$ for $\mathrm{a}1$ $j$ and obtained the
isoperimetric version of Theorem $\mathrm{A}$ :
Proposition 1.1 (Yazaki [16]) Let $f_{j}\equiv 1(0\leq j<n)$ . Then a solution polygon
$\mathcal{P}(t)$ of Problem 1 $e$$\dot{m}ts$ globally in time keeping the area enclosed by the polygon
constant $A$ and, as $t$ tends to infinity, $P(t)$ converges to the shape of the boundary of
the Wulff shape $\partial \mathcal{W}_{h_{2}}$ in the Hausdorff metric. Here $h_{*}=\sqrt 2A/$ $\sum k\gamma k$ .
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2 Proof of Theorem $\mathrm{A}$
2.1 Scenario of the proof
From (1.1), together with (1.2) and the length $\mathcal{L}=\sum j\gamma j(\Delta_{\theta}f+f)_{\mathcal{J}}w_{j}^{-1},$ we can restate
Problem 1 as follows. Throughout this paper, put $aj=(\Delta_{\theta}f+f)j$ for all $0\leq j<n.$
Problem 2 Find a function $w(t)=(wj(t))_{0\leq j<n}\in(C[0,7 )$ $\cap C^{1}(0, T))^{n}$ salisfying
$\Sigma_{k}\gamma_{k}a_{k}$
$\dot{w}(t)=a_{j}^{-1}w_{j}^{2}(\Delta_{\theta}w+w)_{j}-\Sigma_{:}\gamma_{\dot{l}}a_{l}w_{*}^{-1}.a_{j}^{-1}w_{j}^{2}$, $0\leq j<n,$ $0<t<T,$ (2.1)
$\mathrm{p}_{j}(\mathrm{Q})$ $=a_{j}\kappa_{j}^{0}$ , $0\leq j<n,$ (2.2)
$w_{-1}(t)=w_{n-1}(t)$ , $w_{n}(t)=w_{0}(t)$ , $0<t<T,$ (2.3)
there $\kappa_{j}^{0}$ is the $j$ -th initial crystalline curvature of $P_{0}$ .
Problem 1 and Problem 2 are equivalent except the indefifiniteness of position of $\mathrm{a}$
solution polygon. See Yazaki [16, Remark 2.1]. Since Problem 2 is the initial value
problem of ordinary differential equations, there existsa unique time local solution.
Moreover, by using a similar argument as in Taylor [13, Proposition 3.1], Ishii and
Soner [7, Lemma 3.4], Yazaki [16, Lemma 3.1], we obtain the time global solvability.
Lemma 2.1 (time global existence) A solution $w$ ofPmblem 2 and a solution poly-
$gon$ of Problem 1 eist globally in time, $i.e.$ , a solution polygon does not develop singu-
larrities in a finite time.
In the following, we will show three lemmas, which play an important roll in $\mathrm{a}$
scenario of the proof of Theorem A.




for a polygon $P$ with the normal $\mathrm{a}\mathrm{n}\mathrm{g}1\mathrm{e}^{1}\mathrm{s}$ set $\mathrm{b}\mathrm{e},\mathrm{i}\mathrm{n}\mathrm{g}\Theta_{n}$ . Here $|\mathcal{W}\mathrm{d}$ is the area of the
Wulff polygon $\mathcal{W}_{f}$ . The first key lemma is the anisotropic version of the isoperimetric
inequality.
Lemma 2.2 (anisoperimetric inequality) For a polygon $P$ with the nomal angle’s
set being $\Theta_{n}$ , the anisoperimetric inequality
$7\geq 1$
holds. The equality $\mathrm{w}(\mathrm{t})\equiv 1$ holds if and only if $wj=(\Delta_{\theta}f+f)j\kappa j\equiv$ wn(t) for
all $0\leq j<ni.e.$ , $\Omega$ (the enclosed region of 7 ) satisfies $\Omega=k\mathcal{W}f$ for some constant
$k$ $>0.$
4 \S
We will prove this lemma in the next section by using the mixed area and the Br\"unn
and Minkowski’s inequality.




holds for $t\geq 0$ . Moreover, we have the following second key lemma.
Lemma 2.3 $\lim_{tarrow\infty}\mathcal{F}(t)=2\sqrt|\mathcal{W}f|A$ and $\lim_{tarrow\infty}\mathrm{J}(t)$ $=1$ hold.
Proof of this lemma closely follows [16, Lemma 5.6].
From this lemma, if a solution polygon $P(t)$ is $n$-sided polygon at the time infifinity,
then $\Omega(t)$ approaches to $k\mathcal{W}f(k>0)$ as $t$ tends to infinity. Therefore, for the assertion
of Theorem $\mathrm{A}$ , it is required that the estimate $\inf_{0<t<\infty}\min_{0\leq j<n}hj(t)>0$ holds. As
a matter of fact, the following the third key lemma holds. This lemma is a strong
assertion compare with the above estimate.
Lemma 2.4 Let the $equilibr\cdot um$ point of (2.1) in Problem 2 be W. Then $W=$
$\sqrt|\mathcal{W}f|/A$ . Moreover, The equilibrium point $W$ is asymptotically stable and
$\lim_{tarrow\infty}\mathrm{p},(\#)$ $=W$
holds for $0\leq j<n.$
One can prove this lemma by the general theory of dynamical systems or the Lyapunov
theorem (see [16, Lemma 5.8]).
Proof of Theorem A. $\mathrm{R}\mathrm{o}\mathrm{m}$ Lemma 2.4, we have
$\lim_{tarrow\infty}(\Delta_{\theta}h(t)+h(t))_{j}=\frac{a_{j}}{W}$ , $0\leq j<n.$
$\mathrm{R}\mathrm{o}\mathrm{m}$ this limit and the theory of the generalized eigenvalue space, there exists a vector
$\mathrm{c}(t)={}^{t}(c_{1}(t), \mathrm{r}_{2},(t))\in R^{2}$ such that $hj(t)-\langle c(t), -nj\rangle$ converges to $f_{j}^{*}=f_{j}/W$ for
all $0\leq j<n$ as $t$ tends to infifinity. Hence for any $\epsilon>0$ there exists $t’>0$ such that
$\mathrm{J}(\mathrm{t})$
$\subset 2\mathrm{V}(1+\mathrm{e})f^{\mathrm{r}}\backslash \mathcal{W}(1-\mathrm{g})$f’ holds for $t\geq t’$ . Then the assertion holds. 1
2.2 Proof of Lemma 2.2
The result of Lemma 2.2 follows from a classical convex geometry by using a concept
of mixed area and the Br\"unn and Minkowski’s inequality.
Let 20 and $Q_{1}$ be polygons with the normal angle’s set $\mathrm{b}\mathrm{e},\mathrm{i}\mathrm{n}\mathrm{g}\Theta_{n}$ . For $i=0,1$ ,
denote the $i$-th support function and lengh of the $i$-th side by $h_{j}^{()}$ and ($(4),$ respectively.
Note that $d^{\mathrm{t}}\mathrm{j}^{)}=\gamma j(\Delta_{\theta}h^{(\dot{\iota})}+h^{(:)})j$ holds for $0\leq j<n$ . Let the $\mathrm{e}\mathrm{n}\mathrm{c}1_{08}\mathrm{e}\mathrm{d}$ region of $\mathcal{P}_{\dot{\iota}}$
be, $\Omega_{\dot{l}}=$ $\{ox \in R^{2}|\langle \mathrm{z}, -?\ j\rangle\leq h_{j}^{(i)}, \theta_{j}\in\Theta_{n}\}$ for $i=0,1$ . Defifine the linear interpolant
so
of $\Omega_{0}$ and $\Omega_{1}$ by $\Omega_{s}=$ $($ 1 – $s)\Omega_{0}+s\Omega_{1}$ $=\{(1-s)x+sy| x\in\Omega_{0}, y\in\Omega_{1}\}$ , and
$Q_{\mathit{8}}=(1-s)Qo+sQ_{1}$ for $0\leq s\leq 1$ . Then the $J^{-}|$th support function and length of
the $\mathrm{j}$-th side of $Q_{s}$ are given as $h_{j}^{(s)}=(1-s)h_{j}^{(0)}+sh_{j}^{(1)}$ and $d_{j}^{(s)}=(1-s)d_{j}^{(0)}+sd_{j}^{(1\rangle}$ ,
respectively. The area of $\Omega_{s}$ , say $A(\Omega_{\mathit{8}})$ , is
$4(\Omega_{s})$ $= \frac{1}{2}\sum_{j}d_{j}^{(s)}h_{j}^{(s\rangle}=(1-s)^{2}A(\Omega_{0})\underline{1}s^{2}A(\Omega_{1})+\sum_{j}(s(1-s)d_{j}^{(1)}h_{j}^{(0)}+d_{j}^{(0)}h_{j}^{(1)})2^{\cdot}$




The coefficient of $2s(1-s)$ is called mixed area of $\Omega_{0}$ and $\Omega_{1}$ , and denoted by
4$( \Omega_{0}, \Omega_{1})=\frac{1}{2}\sum_{j}d_{J}^{(0)}|h_{j}^{(1)}$ .
Note that 4$(\Omega_{0}, \Omega_{1})=$ $\mathrm{A}(\mathrm{C}1\mathrm{u} \Omega_{0})$ holds by (2.4)
H. Br\"unn and H. Minkowski proved the following inequality:
$\sqrt{A(\Omega_{s})}\geq(1-s)\sqrt{A(\Omega_{0})}+s\sqrt{A(\Omega_{1})}$ , $0\leq s\leq 1.$ (2.5)
Equality holds if and only if $\Omega_{0}=k\Omega_{1}(k>0)$ . The Br\"unn and Minkowski’s inequality
(2.5) is equivalent to the following inequality:
4$(\Omega_{0}, \Omega_{1})\geq\sqrt A(\Omega_{0})A(\Omega_{1})$ . (2.6)
$\mathrm{R}\mathrm{o}\mathrm{m}$ this inequality, we obtain the anisoperimetric inequality as follows. Let $\Omega_{0}$
be the enclosed region, say $\Omega$ , of a polygon $P$ , and the enclosed area $4(\Omega)$ $=A$. For
the interfacial energy $4>0$ with $(\Delta_{\theta}f+f)j>0$ , let $\Omega_{1}$ be the Wulff region $\mathcal{W}_{f}$ .
Then the area of $\mathcal{W}_{f}$ is $\mathrm{A}(\mathrm{W}\mathrm{f})$ $=|$ $ll|=\Sigma_{k}\gamma_{k}(\Delta_{\theta}f+f)_{k}f_{k}/2$ . Then the mixed area
is $4(\Omega, \mathcal{W}f)=\Sigma_{j}fjdj/2=\mathcal{F}/2$ , which is a half of the total interfacial energy on P.
Hence by (2.6), $\mathcal{F}/2\geq lA|w_{f}|$ , namely,
$1^{2}$
$7=$ $\geq 1.$ (2.7)
$4|\mathcal{W}_{f}|A$
The equality $7(t)$ $\equiv 1$ holds if and only if $\Omega=k\mathcal{W}f$ for some constant $k>0$ , $\mathrm{i}.\mathrm{e}.$ ,
$(\Delta_{\theta}f+f)\mathrm{j}\kappa j\equiv$ cmst. for all $0\leq j<n.$





which is the isoperimetric inequality of polygons. The equality $1(\mathrm{t})\equiv 1$ holds if and
only if $\kappa_{j}\equiv const$ . for all $0\leq j<n$ . See, e.g., Yazaki [16] for another proof by using
the crystalline motion.
The isoperimetric inequality (2.8) represents the variational problem: what is the
shape which has the least total lengh of a polygon for the fifixed enclosed area? The
answer (the case where $\mathrm{I}$ $=1$ ) is the boundary of the Wulff shape $\partial \mathcal{W}_{h_{*}}$ , which is
the circumscribed polygon of the circle with radius $h*=$ $\mathrm{y}2\mathrm{A}/$ $\Sigma_{i}\gamma$: (cf. Proposition
1.1). Similarly, the anisoperimetric inequality (2.7) represents the variational problem:
what is the shape which has the least total interfacial energy of a polygon for the fixed
enclosed area? The answer (the case where $7=1$) is the, boundary of the Wulff shape
$\partial \mathcal{W}f^{*}$ (cf. Theorem $\mathrm{A}$).
Part $\mathrm{I}\mathrm{I}$
On motion of nonadmissible polygons by crystalline
curvature
3 Introduction and a main result
We consider an evolution equation of a closed convex polygon $P(t)$ in the plane $R^{2}$ :
$v_{j}=g$ ($\theta_{j}$ , $\frac{l_{f}(\theta_{j})}{d_{j}}$) (3.1)
at time $t$ with the normal angle of the $j$-th side being $\theta_{j}$ . Here $Lj$ denotes the normal
velocity of the $j$ -th side of $P(t)$ in the direction of the inward unit normal $n_{j}=$
$-^{t}(\cos\theta_{j},\sin\theta_{j})$ , and $d_{j}$ is the length of the $\mathrm{g}^{\mathrm{i}}$-th side. On the $\mathrm{y}$-th side of $P(t)$ , the
interfacial energy (density) $4>0$ is defined, and $f_{j}$ is specified by the Wulff shape:
$\mathcal{W}_{f}=\{$ (x, $y$) $\in R^{2}|r\cos\theta_{j}+y\sin\theta_{j}\leq f_{j}$ for all $\theta_{j}\in\Theta\}$
with $\Theta$ , a normal angle’s set of $\partial \mathcal{W}_{f}$ :
$\Theta$ $=$ { $\theta_{0}<571$ $<\cdots<$ fln-l $<\ 0$ $+$ $2\mathrm{y}\mathrm{i}$}.
The boundary of the Wulff shape $\partial \mathcal{W}f$ is $n$-sided polygon. In (3.1) $l_{f}(\theta j)$ is the (pos-
itive) lengh of the $j$-th side of $\partial \mathcal{W}f$ if $\theta_{j}\in\Theta$ and $l_{f}(\theta_{j})=0$ if $\theta_{j}\not\in\Theta$ . The function
$g(\theta_{j}, \lambda)$ is a given positive function for $\lambda$ $>0$ . We assume that $g(\theta j’\lambda)$ is monotone
nondecreasing in $\lambda$ , and $\lim_{\lambdaarrow\infty}g(\theta j, \lambda)=\infty$ and $g(\theta j, 0)\equiv 0$ hold for all $\theta_{j}$ . Under
these assumptions, if the $j$-th normal angle $\theta_{j}$ of $P(t)$ belongs to $\Theta$ , then $v_{j}>0,$ and
if $\theta_{j}\not\in\Theta$ , then $v_{j}=0.$
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A polygon is called admissible polygon if its normal angle’s set equals $\Theta$ . Note
that the original concept of the admissibility is defifined for piecewise linear curves
(not necessarily convex), see, e.g., Gurtin [6]. In the physical context, enclosed region
of the polygon $P$ is crystal, and the interfacial energy $fj$ is called crystalline energy
and $l_{f}(\theta_{\mathrm{j}})/d_{j}$ is called crystalline curvature. Motion of admissible polygons by the
evolution equation (3.1) is called crystalline motion or motion by crystalline curvature.
See the pioneer works by Angenent and Gurtin [2], Taylor $[12, 13]$ and Taylor, Cahn
and Handwerker [14] for the background story of this motion.
Let $\Theta\circ$ be a normal angle’s set of initial polygon $\mathrm{V}(0)=$ P0. Our aim in the present
paper is to show the behavior of a solution polygon in the case where $\Theta 0$ :) $\Theta$ , $\mathrm{i}.\mathrm{e}.$ , $\mathcal{P}_{0}$
is not admissible polygon. A main result is as follows.
Theorem $\mathrm{B}$ Let $\Theta_{t}$ be a normal angle’s set of a solution polygon $\mathcal{P}(t)$ of (3.1) with
initial polygon $\mathrm{V}(0)=P0.$ Assume that $\lambda\mapsto g(\theta \mathrm{j}, \lambda)(\theta \mathrm{j}\in\Theta_{0})$ is locally Lipschitz
continuous on $R+\cdot$ If $\Theta 0$ $:$) $0$ , then there exists $\mathrm{a}$ flflnite time sequence $0=t_{0}<t_{1}<$
$t_{2}<\cdots<t_{m}$ such that
$\Theta_{0}\supset\Theta_{t_{1}}\supset\Theta_{t_{2}}\supset\cdot$ . . $\supset$ $0t$ . $=\Theta$
holds. On each interval $t\in[tk, t_{k+1})$ , there exists a unique solution polygon $\mathrm{V}(\mathrm{t})$ with
initial polygon $P(t_{k})$ for $k=0,$ 1, $\ldots$ , $m-1.$
The result says that no edges of a solution polygon $\mathrm{V}(\mathrm{t})$ disappear for $t\in[t_{k}, tk+1)$
starting with nonadmissible polygon $\mathcal{P}(t_{k})_{1}$ some edge, say the $i$-th side, disappears
as $tarrow t_{k+1}$ if $\theta_{j}\in\Theta_{t_{k}3}$0, and eventually a solution polygon becomes an admissible
polygon at fifinite time $t_{m}$ .
After the time $t_{m}$ , a solution polygon $\mathcal{P}(t)$ with initial admissible polygon $P(t_{m})$
evolves, while its admissibility is preserved, and fifinally it shrinks to a single point
or collapses to a lines segment with positive lengh in $\mathrm{a}$ fifinite time, say $T>t_{m}$ ,
depending on the growth condition of $g(\theta j’\lambda)$ with respect to $\lambda$ . No edges of $P(t)$
disappear for $t\in[t_{m}, T)$ . This result was proved by M.-H. Giga and Y. Giga [5]. The
case wherea solution polygon collapses to aline $\mathrm{S}\mathrm{e}\mathfrak{M}^{\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{s}}$ called degenerate pinching.
Andrews[1]showed a condition of initial polygon $P0$ in degenerate pinching case.
Moreover, Ishiwata and Yazaki $[8, 9]$ showed that, in the case where $g(\theta j, \mathrm{k})$ $=aj\lambda^{\alpha}$
$(aj> 0, 0<\alpha<1)$ , the blow-up order of $v$ is $(T-t)^{-\alpha}$ in degenerate pinching
phenomenon under a monotonicity assumption.
In the next section 2, we will present two examples of this motion. The main
theorem will be proved in the last section 3.
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4 Examples
We present two examples. Throughout this paper we use the notation $\mathrm{u}\dot{(}t$ ) for du(t)/dt.
Example 4.1 Let us consider the case where $g(\theta_{j}, \lambda)=\lambda^{\alpha}$ (a $>0$),
$\Theta=\{\theta_{j}=\frac{\pi}{2}j|j=0,1,2,3\}$ ,




Figure 1: Isotropic motion of nonadmissible polygon by $g(\theta_{j},\lambda)=\lambda^{\alpha}$ (a $>0$)
Initial data and stage 1. Let $\mathcal{P}_{0}$ be symmetric octagon with
$\Theta_{0}=\{\theta_{j}=\frac{\pi}{4}$: $|j=0,1$ , $\ldots$ , $7\}$ ,
and $d_{0}(0)=d_{i}(0)(i=2,4, 6)$ , $d_{1}(0)=d_{5}(0)$ and $d_{3}(0)=d_{7}(0)$ . See Figure 1 (second
from left). Assume $d_{3}(0)>d_{1}(0)$ . Evolution equations are $\dot{d}_{0}=$ 2v0, $\dot{d}_{1}=\dot{d}_{3}=$
$-2J_{v_{0}}$ , and $t\mathit{1}_{0}=d_{0}^{-\alpha}$, $v_{1}=v_{3}=0$ . Then we have exact solutions
$d_{0}(t)=(d_{0}(0)^{\alpha+1}+2(\alpha+1)t)^{1/(\alpha+1)}$ , $d_{i}(t)=d:(0)+\sqrt{2}(d_{0}(0)-d_{0}(t))$
for $i=1,3$ and for $0\leq t<t_{1}$ . Here
$t_{1}=( \frac{d_{1}(0)}{\sqrt{2}})^{\alpha+1}-d_{0}(0)^{\alpha+1}$
$2(\alpha+1)$
Therefore it holds that $d_{3}(t)>$ do(t) for $0\leq t<t_{1}$ , $\lim_{tarrow t_{1}}d_{1}(t)=0$ , $\inf_{0<t<t_{1}}d.\cdot(t)>0$
$(i=0,3)$ and $\Theta_{t}\equiv\Theta_{0}$ for $0\leq t<t_{1}$ .
Stage 2. Initial polygon $P(t_{1})$ is symmetric hexagon with
$\Theta_{t_{1}}=\{\theta_{0}=0<\frac{\pi}{2}<\frac{3\pi}{4}<\pi<\frac{3\pi}{2}<\frac{7\pi}{4}\}\tau$
and $d_{0}(t_{1})=d_{:}(t_{1})(i=1,3,4)$ , $d_{2}(t_{1})=d_{5}(t_{1})$ . See Figure 1 (third from left).
Evolution equations are $\dot{d}_{0}=0,\dot{d}_{2}=-2J_{v}\mathrm{o}$ , and $v_{0}=d_{0}^{-\alpha}$ , $v_{2}=0.$ Then we have
exact solutions
$2\sqrt{2}$




Hence it holds that $\lim_{tarrow t_{2}}d_{2}(t)=0$, $\inf_{t_{1}<t<t_{2}}$ $d_{0}(t)>0$ and $\Theta_{t}\equiv\Theta_{t_{1}}$ for $t_{1}\leq t<t_{2}$ .
Final stage. Initial polygon $P(t_{2})$ is admissible square with $\Theta_{t_{2}}=\Theta$ and $d_{0}(t_{2})=d:(t_{2})$
$(i=1,2,3)$ . See Figure 1 (far right). Evolution equation is $\dot{d}_{0}=-2\mathrm{z}_{0}$ , and $v_{0}=d_{0}^{-\alpha}$ .
Then we have an exact solution




A solution polygon shrinks to a single point as $tarrow T$ and $\Theta_{t}\equiv\Theta$ holds for $t_{2}\leq t<T.$
Example 4.2 Let us consider the case where $g(\theta j, \lambda)=aj\lambda(aj>0)$ ,
$\Theta=\{\theta_{j}=\frac{\pi}{2}j|j=0,$ 1, 2, $3\}$ ,




Figure 2: Anisotropic motion of nonadmissible polygon by $g(\theta_{j},\lambda)=a_{j}\lambda(a_{j}>0)$
Initial data and stage 1. Let $\mathcal{P}_{0}$ be symmetric pentagon with
$\Theta_{0}=\{\theta_{0}=0<\frac{\pi}{4}<\frac{\pi}{2}<\pi<\frac{3\pi}{2}\}$ ,
and do(O) $=d_{2}(0)$ , $d_{3}(0)=d_{4}(0)$ . See Figure 2 (middle). Assume $a0=a_{2}$ and
$a_{3}=a_{4}$ . Evolution equations are $\dot{d}_{0}=v_{0}-v_{3},\dot{d}_{1}=-2J_{v_{0}}$ and $\dot{d}_{3}=-v_{0}$ $-v_{3}$ ,
and $v_{0}=a_{0}/d_{0},v_{1}=0,v_{3}=a_{3}/d_{3}$ . Put $C(t)=d_{3}(t)^{2}+2d_{0}(t)^{2}d_{3}(t)^{2}-d_{0}(t)^{2}$ and
$C_{1}=4(a_{0}+a_{3})>0.$ Then $\dot{C}(t)$ $=-C_{1}$ holds and we have exact solutions
$d_{1}(t)=\sqrt{2}(d_{3}(t)-d_{0}(t))$ , $d_{3}(t)=-d_{0}(t)+\sqrt 2d_{0}(t)^{2}+$ $\mathrm{C}17(t)$ .
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Here $C(t)=C(0)-C_{1}t$ and $C(0)>2d_{0}(0)^{2}>0$ . Hence there exists $t_{1}>0$ satisfying
$t_{1}=C(0)-C(t_{1})$ . $C(t_{1})=2d_{0}(t_{1})^{2}$ ,
$C_{1}$
and it holds that $\lim_{tarrow t_{1}}d_{1}(t)=0$ , $\lim_{tarrow \mathrm{t}_{1}}d_{0}(t)=\mathrm{l}\mathrm{i}\mathrm{m}tarrow t_{1}d3(t)>0$ and $\Theta_{t}\equiv\Theta_{0}$ for
$0\leq t<t_{1}$ .
Final stage is the same situation as in Example 4.1: initial polygon $P(t_{1})$ is admissible
square with $\Theta_{t_{1}}=\Theta$ and $d_{0}(t_{1})=d_{i}(t_{1})(i=1,2, 3)$ . See Figure 2 (right).
5 Proof of Theorem $\mathrm{B}$
A simple calculation shows that $d_{j}(t).\mathrm{s}$ satisfy a system of ordinary differential equa-
tions:
$\dot{d}Xt))=(\cot\theta_{j+1}+\cot\theta_{j})v_{j}-\sin\theta_{j+1}v_{j+1}-\frac{v_{j-1}}{\sin\theta_{j}}$ . (5.1)
Here $\theta_{j}=\theta j-\theta j-1$ and $\theta_{j}\in\ominus_{t}$ .
Combining (3.1) and (5.1), we obtain the local existence theorem from a general
theory.
Lemma 5.1 Assume that $\mathrm{X}$ $\mapsto g(\theta j, \lambda)(\theta j\in\Theta_{0})$ is locally Lipschitz continuous on
$R_{+}$ . Then there is a constant $t_{*}>0$ and unique solution polygon $\mathcal{P}(t)$ of (3.1) with
initial polygon $P0$ and a normal angle’s set $\Theta_{t}\equiv\ominus_{0}$ for $t\in[0, t_{*})$ .




Prom (5.1), we have
$\dot{\mathcal{L}}(t)=-\sum_{\theta_{j}\in\Theta_{0}}y_{j^{J}j}=-\sum_{\theta_{\mathrm{j}}\in\Theta}\gamma_{j}v_{j}$ $(t\in [0, t_{*}))$ ,
since $vj=0$ for $\theta_{j}\in\Theta_{0}\backslash \Theta$. Here
$r_{i}$
$= \tan\frac{\theta_{j+1}}{2}+\tan\frac{\theta_{j}}{2}$ .
Then $\mathcal{L}(t)\leq \mathcal{L}(0)$ holds. By geometry, $d_{j}(t)\leq \mathcal{L}(t)$ holds for all $j$ . Since $g(\theta j, \lambda)$ is
monotone nondecreasing in $\lambda$ , if $\theta_{j}\in$ e, then $g$ is bounded from blow by a positive
constant, say $C_{0}$ :
$g$ ( $\theta_{j}$ , $\frac{l_{f}(\theta_{j})}{d_{j}})\geq\min_{\theta_{\mathrm{k}}\in\Theta}g(\theta_{k},$ $\frac{l_{f}(\theta_{k})}{d_{k}})\geq\min_{\theta_{k}\in\Theta}g(\theta_{k}$ , $\frac{l_{f}(\theta_{k})}{\mathcal{L}(0)})=C_{0}>0$ $(\theta_{j}\in\ominus)$ .
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and then it holds that
$\min_{\theta_{\mathrm{j}}\in\Theta 0}d_{j}(t)\leq \mathcal{L}(t)\leq \mathcal{L}(0)-C_{1}t$ $(t\in [0, t_{*}))$ .
Hence we have the following lemma.
Lemma 5.2 Let $t_{*}$ be the same as in Lemma 5.1. There exist $\theta_{k}\in\Theta_{0}$ and $t_{1}\geq t_{*}$
such that
$\lim_{tarrow t_{1}}d_{k}(t)=0$ and $d_{j}(t)>0$ $(\theta j\in \Theta 0, t\in[0, t_{1}))$ .
Note that the limit $\lim_{tarrow t_{1}}d_{k}(t)=0$ follows from a weaker condition $\lim\inf_{tarrow t_{1}}d_{k}(t)=$
$0$ , see, e.g., Ishii and Soner [7] and Yazaki [16].
Theorem $\mathrm{B}$ follows $\mathrm{b}\mathrm{o}\mathrm{m}$ the following lemma.
Lemma 5.3 Let $t_{1}$ be the same as in Lemma 5.1. Put
$7= \{\theta_{j}\in\Theta_{0}|\lim_{tarrow t_{1}}d_{j}(t)=0\}$ .
Then $J$ $\mathrm{c}\Theta_{0}\backslash \Theta$ holds.
Proof. If $7\subset\Theta_{0}\backslash \ominus$ does not hold, then $\mathrm{V}$ $\cap\Theta\neq\phi$ holds. One can divide into
$J=\oplus_{k}J_{k}$ , where $J_{k}’ \mathrm{s}$ are maximal subsets having $m_{k}$ elements of the form
Jic $=\{\theta_{j}\in J |j=jk, jk+1, . . .,:k+m_{k}-1\},$
with the boundary of Jh:
$\partial J_{k}=\{\theta_{j}|j=j_{k}-1,j_{k}+m_{k}\}$ .
Note that $m_{k}\geq 1$ and $\partial J_{k}\subset\Theta_{0}\backslash J$ , $\mathrm{i}.\mathrm{e}.$ , $\inf_{0<t<}\mathrm{t}_{1}$ $d_{j}(t)>0$ holds for $\theta_{j}\in\partial J_{k}$ and for
all $k$ .
Let $p=j_{k}-1$ and $q=j_{k}+m_{k}$ for simplicity. By geometry, we have
$|\theta_{q}$ $-\theta_{p}|\leq\pi$ .
The following argument closely follows Taylor $[13, \mathrm{p}_{\mathrm{R}\mathrm{O}\mathrm{P}\mathrm{O}\mathrm{S}\mathrm{I}\mathrm{T}\mathrm{I}\mathrm{O}\mathrm{N}}3.1]$ , Ishii and
Soner [7, LEMMA 3.4] and Yazaki [16, Lemma 3.1].
Let $L_{j}(t)$ be the line extending the $i$-th side of $\mathrm{C}(\mathrm{t})$ for all $\theta_{i}\in\Theta_{0}$ and let $B_{j}(t)$
be the intersection point of $L_{j}(t)$ and $L_{j-1}(t)$ , that is $B_{j}(t)$ the $j$ -th vertex of $P(t)$ .
By the definition of $J_{k}$ , vertices $B_{p+1}$ , $\ldots$ , $B_{q}$ converge to the same point $B_{*}$ :
$B_{*} \in\bigcap_{0\leq t<t_{1}}\bigcap_{\mathrm{p}\leq j\leq q}\{x$ $\in R^{2}|\langle x -B_{j}(t),n_{j}\rangle\geq 0\}$
.
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Here $\langle$ ., $\cdot\rangle$ is the usual Euclidean inner product. Note that intersection takes over
$p\leq j\leq q$ since the sign of $Uj$ is nonnegative for all $p\leq i\leq q.$
We assume 77 $\mathrm{n}$ $\ominus \mathrm{B}$ , without loss of generality, since $7\cap\Theta\neq\phi$ . Then there
exists $\theta_{r}\in 77$ $\cap\Theta$ . Note that $p<.r<q$ holds, and $\inf_{0<t<t_{1}}v_{r}(t)>0$ and $\mathrm{h}.\mathrm{m}_{tarrow t_{1}}v_{r}(t)=$
$\mathrm{h}.\mathrm{m}_{tarrow t_{1}}g(\theta_{r}, l_{f}(\theta_{r})/d_{r}(t))=\infty$ hold.
Let $y(t)$ be the intersection point of $L_{p}(t)$ and $L_{q}(t)$ . We define
$a(t)=\langle B*- \mathrm{L} (\mathrm{t}). n_{r}\rangle$ , $b(t)=\langle B_{*}-B_{r}(t)), n_{r}\rangle$ .
Then $a(t)\geq b(t)$ holds for $t\in[0, t_{1})$ and $\lim_{tarrow t_{1}}a(t)=\lim \mathrm{t}arrow\iota_{1}b(t)=0$ holds.
If $\theta_{p}$ , $\theta_{q}\in\Theta 0\backslash \Theta$ , then $\dot{y}=0$ , which contradicts to convergence of $B_{j}$ ’s to $B_{*}$ for
$p<j\leq q$ . If either $\theta_{p}\in\ominus \mathrm{o}\mathrm{r}\theta_{q}\in\Theta$ hold, then there exists a positive constant, say
$C*$
’ such that $\sup_{0<t<t_{1}}|\mathrm{v}\mathrm{r}(\mathrm{t})|\leq C_{*}$ holds, since $\theta_{\mathrm{p}}$ , $\theta_{q}\not\in 7.$
Therefore by $\dot{a}=-\langle j\cdot, n_{r}\rangle$ and $b$
.
$=-v_{r}$ , there exists $\eta \mathrm{E}$ $(t, t1)$ such that
$\int_{t}^{t_{1}}v_{r}(\tau)d\tau=-\int_{t}^{t_{1}}\dot{b}(\mathrm{r}))d\tau=b(t)\leq a(t)=-\dot{a}(\mathrm{t}7)(t_{1}-t))\leq C_{*}(t_{1}-t)$ .
This contradicts the fact $v_{r}arrow$ $\mathrm{o}\mathrm{O}$ as $tarrow t_{1}$ . Hence $7\mathrm{h}$ne $=6$ for all $k$ , i.e., $J\subset\Theta_{0}\backslash \Theta$
holds.
Proof of Theorem B. If $\Theta_{0}\backslash \mathrm{O}-\neq\phi$, then by Lemma 5.1, 5.2 and 5.3, there exist $t_{1}>0$
and $\theta_{k}\in\Theta_{0}\backslash \Theta$ such that
$\lim_{tarrow t_{1}}d_{k}(t)=0,$ $\inf_{0<t<t_{1}}dj(t)>0$ $(\theta j\in\Theta)$ and $d_{j}(t)>0$ $(\theta_{j}\in\Theta_{0}, t\in[0, t_{1}))$
hold. $\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e}\ominus_{0}\supset\Theta_{t_{1}}\mathrm{p}$ $\ominus \mathrm{h}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$ . If $\Theta_{t_{1}}$ $\mathrm{s}$ $\Theta$ $\mathrm{S}$ $\phi$ , then we can repe&t the same
argument as above and obtain $t_{2}>t_{1}$ (if not, $\Theta\circ:$) $\ominus_{t_{1}}=\Theta$ holds). Since the number
of edges is fifinite, edge disappearing occurs at most fifinitely many epochs $0<t_{1}<t_{2}<$
$\ldots<t_{m}$ and eventually $\Theta_{t_{m}}=\Theta$ holds.
References
[1] Andrews, B., Singularities in crystalline curvature flows, Asian J. Math. 6 (2002) 101-
122.
[2] Angenent, S. and Gurtin, M. E., Multiphase the rmomechanics with interfacial structure,
2. Evolution of an isothe rmal interface, Arch. Rational Mech. Anal. 108 (1989) 323-391.
[3] Gage, M., On an area-preserving evolution equation for plane curves, Nonlinear Prom-
lems in Geometry (D. M. DeTurck, ed.) Contemp. Math. 51 (1986) 51-62.
[4] Giga, Y., Anisotropic cun)ature effects in interface dynamics, $\mathrm{S}\text{\={u}} \mathrm{g}\mathrm{a}\mathrm{k}\mathrm{u}$ 52 (2000) $11\succ 127$
(in Japanese); English translation in preparation.
58
[5] Giga, M.-H. and Giga, Y., Crystalline and level set flow -convergence of a crystalline
algorithm for a general anisotropic curvature flow in the plane, Ree boundary problems:
theory and applications, I (Chiba, 1999), 64-79, GAKUTO Internat. Ser. Math. Sci.
Appli., 13, Gakk\={o}tosho, Tokyo (2000).
[6] Gurtin, M. E., Thermomechanics of evolving phase boundaries in the plane, Clarendon
Press, Oxford (1993).
[7] Ishii, K. and Soner, H. M., $Regular\dot{\tau}ty$ and $conve\tau yence$ of $\mathrm{c}rystall\dot{\iota}ne$ motion, SIAM J.
Math. Anal. 30 (1999) 19-37 (electronic).
[8] Ishiwata, T. and Yazaki, S., On the blow-up mte for fast blow-up solutions arising in
an anisotropic crystalline motion, The Proceedings of the Sixth Japan-China Joint
Seminar; a special issue of J. Comp. App. Math. 159 (2003) 55-64.
[9] Ishiwata, T. and Yazaki, S., A fast blow-up solution and degenerate pinching arising in
an anisotropic crystalline motion, preprint.
[10] Rybka, P., A crystalline motion: uniqueness and geometric properties, SIAM J. App.
Math. 57 (1997) 53-72.
[11] Taylor, J. E., Crystalline variational problems: Bull. Am. Math. Soc. 84 (1978) 568-588.
[12] Taylor, J. E., Constructions and conjectures in crystalline nondifferential geometry,
Proceedings of the Conference on Differential Geometry, Rio de Janeiro, Pitman MonO-
graphs Surveys Pure Appl. Math. 52 (1991) 321-336, Pitman London.
[13] Taylor, J. E., Motion of curves by crystalline curvature, including triple junctions and
boundary points, Diff. Geom.: partial diff. eqs. on manifolds (Los Angeles, CA, 1990),
Proc. Sympos. Pure Math., 54 (1993), Part I, 417-438, AMS, Providencd, RI.
[14] Taylor, J. E., Cahn, J. W. and Handwerker, C. A., Geometric mdels of crystal growth,
Acta Metall. Mater. 40 (1992) 1443-1474.
[15] Yazaki, S., Point-extinction and geometric expansion of solu tions to a crystalline motion,
Hokkaido Math. J. 30 (2001), 327-357.
[16] Yazaki, S., On an area-preserving crystalline $mot\dot{\mathrm{t}}on$, Calc. Var. 14(2002), 85-105.
