Abstract. Our first aim will be to give an explicit version of a generalization of the results of Zhang and Zagier on algebraic points (x, y) with x+y + 1 = 0. Secondly, we will show that distinct algebraic points lying on a given curve of certain type can be distinguished in terms of some height functions. Thirdly, we will derive a bound for the number of points on such a curve whose heights are under a given bound and whose coordinates lie in a multiplicative group of given rank.
Introduction
When K is a number field, let V = V (K) be the set of its places, and for v ∈ V let | · | v be the absolute value belonging to v which extends the ordinary or a p-adic absolute value of Q. Further set x v = |x| where the second equality follows from the product formula. Then h(x) is the absolute logarithmic height of x; it is independent of the number field K in which x is embedded. It is an old conjecture of Lehmer [2] that when x is of degree d over Q, and is not 0 or a root of 1, then
with an absolute constant c 1 > 0. The best result in this direction is due to Dobrowolski [1] and says that h(x) > (c 2 /d)(log log d/ log d) 3 if d 3. The example x = 2 1/d shows that (0.1) would be best possible. In contrast, there is the following result of Zhang [8] : Suppose x, y are algebraic but not 0 or cube roots of 1, and satisfy
x + y + 1 = 0.
Then h(x) + h(y) c 3 > 0 with an absolute constant c 3 . Zagier [7] gave a more natural proof and determined the best value of the constant: 
When F has total degree f and coefficients in Z of maximum modulus H, we may take
S. Ahlgren pointed out to me that the theorem can be generalized to polynomials F with coefficients in a number field with at least one real embedding.
When n = 2 and F (X, Y ) = X + Y + 1, then F (x, y) = F (1/x, 1/y) = 0 yields x + y = −1, xy = 1, so that x, y are the roots of Z 2 + Z + 1, hence are cube roots of 1. Therefore Theorem 1 contains Zhang's Theorem.
Instead of the sum
we could have taken a more "sophisticated" function, such as, e.g.,
h can be interpreted as the height of the point (1 : x 1 : · · · : x n ) in projective space P n , and one can formulate a result on heights of such points satisfying homogeneous polynomial equations. But the proofs are more conveniently done in the affine setting, and h has the disadvantage (crucial in (ii) below) that it is not invariant under replacing
When A is a subgroup ofQ × , whereQ is the algebraic closure of Q, let A n be the product group
Since h(1/x) = h(x) and h(xy) h(x) + h(y), we have (i) δ(x, x ) 0, with equality precisely when x/x ∈ U n , where U is the group of roots of 1.
Thus δ induces a metric on the factor group (Q × ) n /U n . In what follows we will have n = 2 and we will have x = (x, y),
with coefficients u M = 0. Suppose P has respective degrees a, b in X, Y , and set
It is easily seen that P (like P ) is not divisible by X or Y and is again of respective degrees a, b. Thus ≈ P = P, and the relation between P and P is symmetric. Call P reflexive if M(P ) = M( P). For example, P = uX + vY + w with uvw = 0 is not reflexive, but P = sXY + uX + vY + w with suvw = 0 is reflexive.
Theorem 2. Suppose P (X, Y ) as above is irreducible and not reflexive. Let P, P be of respective total degrees p,p, and set
When M(P ) has cardinality m, we may take
For a linear polynomial P , a related result had been proved by Schlickewei and Wirsing [5] .
Finally we have Theorem 3. Let P (X, Y ) be as in Theorem 2, and Γ a subgroup of (Q × ) 2 containing at most r multiplicatively independent elements. Then the number of zeros x ∈ Γ of P with h(x) C, where C 1, is
We may take
In the case of a linear polynomial P , a bound with r 2 in the exponent is implicit in Schlickewei [3] . Then when µ > 1 we have log ρ + log µ (e log 2)
Proof. Since we interpret log 0 to be −∞, we may suppose that ρ = 0. Set ν = µρ. We distinguish three cases.
(i) 0 < ν 1. Here we observe that the left hand side of (1.1) is 0.
(
log ρ + log µ = log ν ν/e (e log 2) −1 µ| log |x i ||, and (1.1) holds.
(iii) ν µ. Then ρ 1, so that ρ = |x i | − 1 for some i, and the right hand side of (1.1) is (e log 2) −1 µ log(ρ + 1). The desired assertion now follows from (e log 2) −1 µ log(ρ + 1) − log ρ − log µ (e log 2) −1 µ log 2 − log µ 0.
Now let x = (x 1 , . . . , x n ) be as in Theorem 1, and set K = Q(x 1 , . . . , x n ) and
where r 1 , . . . , r n are the respective degrees of F in X 1 , . . . , X n . Then F is a polynomial of total degreef nf . Our hypothesis implies that
whence the assertion.
Suppose v ∈ V ∞ . We may assume that K is embedded in C, and | · | v is the ordinary absolute value. We denote the complex conjugate of a number z byz. By the Taylor expansion about x we have
where in view of F (x) = 0 the sum is over n-tuples k = (k 1 , . . . , k n ) = 0 with k i 0 (i = 1, . . . , n), k 1 + · · · + k n f, and where c k = F k (x) with
The coefficients of F k have modulus 2
f H (see, e.g., [6, Ch. V, Lemma 5A]). The number of monomials in
with B = B v . After multiplication byx
But when k i > 0 we have with ρ = ρ v that
Thus (since the sum in (1.6) is over k = 0),
Therefore log | F (x)| log ρ + log(2 4f+2n−2 H) + (n + 1)fB, and Lemma 2 is established. We now multiply the inequality of the lemma by d v and take the sum over v ∈ V . The left hand side will become zero by (1.5) and the product formula. In view of (1.3) we obtain
When µ > 10, Lemma 1 yields
If we substitute all this into (1.7) and divide by d, we get 0 − log µ + ((n + 1)f + (2/e log 2)µ)h s (x) + log(2 4f +2n−2 H).
Thus indeed h s (x) > 1/(2 4f +2n H). For later applications we will prove the following Theorem 1a. When n = 4 and
we may take c 3 (F 0 ) = 1/52.
We begin with
Lemma 2a. In the situation of Theorem 1a,
Proof. Note that
The assertion for v ∈ V 0 follows immediately. On the other hand, as a special case of (1.6),
The right hand side equals
Now the sum of the moduli of the coefficients in (1 + X)
and Lemma 2a follows. If we take the inequalities of Lemma 2a, multiply by d v , and take the sum over v ∈ V , we obtain 0 5dh s (x) + 4d log 2 +
In view of (1.8), (1.9) we obtain after division by d that 0 − log µ + (5 + (2/e log 2)µ)h s (x) + 4 log 2.
(1.10a)
We now take µ = e · 2 4 , so that 5 + (2/e log 2)µ = 5 + 2 5 / log 2 < 52, and (1.10a) gives h s (x) > 1/52.
Proof of Theorem 2
with distinct monomials M k and nonzero coefficients u k . Since P is nonreflexive,
so that the matrix
has rank < m. If we divide the k-th row by M k (x 0 ) we obtain the matrix
which is also of rank < m.
Next, consider the matrix
Suppose this matrix also had rank < m. Then there are relations
where not all the coefficients w k are zero. Thus the polynomial
(where again a, b are the degrees of P in X, Y ) vanishes at x 0 , . . . , x q . Clearly M( P ) ⊆ M( P ), so that M(P ) ⊆ M( P ), and P, P are not constant multiples of each other. Since P has respective degrees a, b in X, Y , it is not a multiple of P . Since P is irreducible, P, P have no common factor. Their respective total degrees are p and p, so that by Bezout's Theorem they have at most q = pp common zeros, contradicting the fact that they have the zeros x 0 , x 1 , . . . , x q .
We may conclude that the matrix (2.2) has rank m. There are integers i 0 , i 1 , . . . , i m−1 such that the matrix
is nonsingular. We clearly may pick i 0 , . . . , i m−1 with i 0 = 0. Then the matrix with rows
By the nonsingularity of the matrix with rows (2.3),
On the other hand, since (2.1) is of rank < m, the matrix with rows
is singular, so that 
A further result
For applications in subsequent work [4] , it will be convenient to give the following easy by a very generous minorization of an estimate of Dobrowolski [1] . Therefore setting δ 0 = 1/21d 3 and proceeding as for Theorem 3, we obtain card S (2d 2 ) n ((2C/δ 0 ) + 1) r = (2d 2 ) n (42d 3 C + 1) r .
