The activity of the single synapse is the base of information processing and transmission in the brain as well as of important phenomena as the Long Term Potentiation which is the main mechanism for learning and memory. Although usually considered as independent events, the single quantum release gives variable postsynaptic responses which not only depend on the properties of the synapses but can be strongly influenced by the activity of other synapses. In the present paper we show the results of a series of computational experiments where pools of active synapses, in a compatible time window, influence the response of a single synapse of the considered pool. Moreover, our results show that the activity of the pool, by influencing the membrane potential, can be a significant factor in the NMDA unblocking from Mg 2þ increasing the contribution of this receptor type to the Excitatory Post Synaptic Current. We consequently suggest that phenomena like the LTP, which depend on NMDA activation, can occur also in subthreshold conditions due to the integration of the dendritic synaptic activity.
Introduction
Excitatory glutamatergic synapses (Glut) are the main structures involved either in the transfer of information among neurons and in the neuronal computational ability of the brain (London and Häusser 2005) . They represent more than the 80% of the total brain synapses and are active both for short and long range neuronal connections (Megías et al. 2001; Bourne and Harris 2011) . A single typical pyramidal neuron located in the cortex, CA1 or CA3 subfields of hippocampus, receives from 5 Â 10 3 to 3 Â 10 4 synaptic inputs and 90% of them are of Glut type (Megías et al. 2001) . These numbers give a clear idea of why a huge amount of both experimental and modeling oriented papers can be found in literature due to the big effort that neuroscientists spent to unveil and clarify the basic mechanisms of neuronal functionality. However, the parameters involved in synaptic transmission are many and so, despite such a big effort, still a huge amount of work is needed. Synaptic response variability, even for the single synaptic event (see for example Forti et al. 1997; Schikorski and Stevens 1997) , is due both to stochastic and activity dependent factors as for example the vesicle position (eccentricity) (Ventriglia and Di Maio 2000a , 2003a or the number, type and position of receptors (Allam et al. 2015 , and for a review Di Maio et al. 2017 ) and this in turn, is the main factor why the neural code (spike sequences) of a single neuron, which is dependent on the synaptic inputs, still remains a problem to solve. Synaptic contribute to the spike generation is due to the Excitatory Post Synaptic Current (EPSC) which, generated at the synaptic spine in the dendritic tree produces a depolarizing wave (Excitatory Post Synaptic Potential, EPSP) which travels across dendrites. The time course and amplitude of this depolarization decreases in time and space according to the cable equation (Rall 1962; Rall and Rinzel 1973) .
The depolarizing waves of all the active synapses integrate at the hillock, which is the region of the soma of the neuron where the spike sequences are generated. If depolarization at the hillock crosses a threshold value, the neuron emits spikes (For an example of integration at the hillock, see Ventriglia and Di Maio 2006) . This is the generalized path followed by the ''information'' to pass among chains of neurons in the form of spike sequences which are considered to be the coded information. The large number of synapses which can be active inside a given time window, the different possible combination of their activation sequences, their relative distance from the hillock, the intrinsic stochastic variability of each synapse and the dendritic biophysical properties along the path (Rall 1962; Rall and Rinzel 1973; Di Maio 2007 , 2008 Spruston 2010 ) are the main factors influencing the large variability of the spike sequences (neural code) even for the same presynaptic stimuli. Among all these factors influencing the neural code formation, the key role is played by the synaptic transmission but, because each single synapse gives at the hillock a very low contribution and because of its variability, the larger part of modeling scientists prefer to consider the far synaptic inputs as simply integrated into a Gaussian like noise (Musilla and Lansky 1991; Lansky and Sato 1999; Carfora and Pirozzi 2017; Pirozzi 2017 , see for example) and only few consider the integration effect of the single synaptic event at the hillock (Ventriglia and Di Maio 2005, 2006 , see for example).
Apparently, synaptic transfer of information is rather simple in a Glut synapse. A presynaptic spike induces Ca 2þ influx at the presynaptic terminal which activates a molecular mechanism of fusion of a vesicle containing glutamate (Glu) molecules producing their diffusion into the synaptic cleft. Diffusion of Glu into the cleft activates two types of post-synaptic receptors: the a-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid sensitive receptors (AMPARs) and the N-methyl-D-aspartic acid sensitive receptors (NMDARs) positioned on the post-synaptic membrane of a dendritic spine. AMPARs and NMDARs are ionotropic receptors that, once activated, produce the flow of a ionic depolarizing current (AMPA-EPSC and NMDA-EPSC). Differences between the AMPA and NMDA EPSCs are that, although both are non specific for a particular ion type, Ca 2þ enter NMDA but not AMPA channels. Moreover, they have different activation mechanisms since the AMPA component of the EPSC is much faster than the NMDA once (see model below). Several intrinsic factors contribute to the single synaptic event variability and in the recent years we have contributed to their study by using a model of synaptic transmission based on a very fine description of the synaptic geometry and on a very fine time step in the order of 40 Â 10 À15 s (40 fs) (Ventriglia and Di Maio 2000a , b, 2002 , 2003a Ventriglia 2011; Ventriglia and Di Maio 2013a, b; Di Maio et al. 2015 , 2016a . All these study, however, as well as in the larger part of papers found in literature on the same topic, considered the single synaptic as an independent event due to the open of a vesicle. However, by considering that a typical pyramidal neuron contains a number of synapses in the order of 10 3 -10 4 it is reasonable to assume that in a given time window a certain number of synapses are active and that a sort of mutual influence can be among the synapses producing extrinsic factors of variability. In this perspective, we have to consider that the larger part of Glut synapses are located into dendritic districts which cannot be considered as isopotential regions (see for example, Reznik et al. 2016) . The main source of non isopotentiality are the different activity of synapses on different areas of dendrites.
In the present paper, we want consider a non intrinsic source of the single synaptic response variability by considering the possible influence of pools of synapses, located at distance from our synapse (S) such that their depolarizing wave (EPSP) can influence the membrane voltage at the level of S, in a time window compatible with the time at which S produces a response (EPSC S ). We have conservatively chosen a pool of 100 synapses and randomized their response such to simulate different distances from S and the intrinsic variability of the EPSP of each of them. The different activity of the pool has been simulated varying by a Poisson process the firing frequency of the synapses belonging to the pool. In other words, as for the case of the single neuron spiking activity where we integrated the activity of thousands of synapses at the hillock (Ventriglia and Di Maio 2006) , in the present work we have integrated the synaptic activity of a restricted pool under the spine where S is located. Because we want only see the influence of a pool of synapse on the single synaptic response, all the results must be considered as obtained in subthreshold conditions. This means that, whatever the synaptic frequency is, it will never generate spikes in the neuron. This correspond to those electrophysiological experiments intended to study the synaptic transmission where (tetrodoxin) TTX is used to abolish spikes in order to have a clean and clear readable synaptic response.
Model
As in the case of our previous papers, we used a simulation system divided into two parts. A first module, by considering a fine description of the synaptic geometry, simulates the diffusion and binding of Glu to AMPARs and NMDARs producing a matrix of the binding of the second molecule of Glu to the receptors. The second one simulates, off line, the post synaptic response by using this matrix .
Geometry of the synaptic space and diffusion
Geometry
Our model considers the presynaptic and postsynaptic membranes as the roof and the floor of the synaptic space approximated to a flat cylinder with height (h s ) of $ 20 nm. The radius depends on the number of receptors and can vary between 50 Â 10 1 and 1 Â 10 3 nm (Clements et al. 1992a; Clements 1996) but, for the present simulations, where we used a fixed number of receptors, a fixed radius was used (see below and Table 1 ). A schematic representation of the simulated geometry of the synaptic space is shown in Fig. 1 .
The cylinder containing all the synaptic space, encloses a smaller one which is delimited at the floor level by a central region (modelled of circular shape), where AMPARs and NMDARs are allocated, called Post Synaptic Density (PSD) and by an equivalent area at the roof, called Active Zone (AZ), behind which docked vesicles, filled of Glu molecules, are positioned. The event of release consists essentially in the formation of a fusion pore between one of the docked vesicle and the cell membrane. This pore, the height of which we assumed of 12 nm (twice the tickness of a cell membrane), opens with a radial velocity permitting the Glu molecules to diffuse in the synaptic cleft according to their Brownian motion (Glavinovic 1999; Ventriglia and Di Maio 2000a, b) .
For our computation, although of circular shape, we have considered the PSD as a 10 Â 10 matrix (R) where we have randomly allocated [but excluding the angles, (see (Takumi et al. 1999 ) and the size of the single receptor with respect to the size of the synapse (Nakagawa 2010; Mayer 2011; Ventriglia and Di Maio 2013a) . For this number of receptors the radius of the PSD was 110 nm and the total synaptic space radius was 220 nm. This size can be considered a medium size synapse of hippocampus (for glutamatergic synapse size see Clements et al. 1992a, b) . Each receptor needs to be bound by at least 2 molecules of Glu to have some significant probability to open. Receptors were modelled as cylinders protruding from the PSD surface of 7 nm. Each of them had on the top 2 binding sites modelled as circles randomly positioned. The interspace between the outer and inner cylinder contains microfibrills which connect pre and postsynaptic cell membrane (Zuber et al. 2005) . They have a diameter of 7 nm and are interspaced each other of 22 nm (Zuber et al. 2005; Ventriglia 2011; Ventriglia and Di Maio 2013a, b) . These fibrils are important because they can produce a variability of the response of $ 10% with respect to simulations performed with no fibrils (Ventriglia 2011) On the top of the synaptic space (behind the presynaptic surface), a single centered (x 0 ; y 0 ; z 0 ¼ 0:0) vesicle, simulated as a sphere, with an internal diameter of 24 nm and containing 780 molecules of Glu (Ventriglia and Di Maio 2000a, b) , starts to fuses with the presynaptic membrane forming a fusion pore at time t 0 ¼ 0. The pore then opens with its radial velocity (see Table 1 ) and when its diameter becomes equal to that of a molecule of Glu, molecules can flow into the synaptic cleft.
Diffusion and binding
The molecules of Glu move freely in the synaptic space following Brownian motion limited only by the geometry of the synaptic sub-components shown in Fig. 1 . If a molecule hits one of the synaptic structure it is reflected continuing its motion. In only three cases a different behaviour can occur: (a) if the molecule crosses the lateral surface of the outer cylinder; (b) if it hits the presynaptic surface (the roof of the outer cylinder); (c) if it hits the upper surface of a receptor. About the point (a), we have considered for this model an absorbing boundary. All around the synaptic space, in fact, are located glial cells which have a large density of Glu receptors and this make unlikely that a molecule who has crossed the boundary can return back to the synaptic space. For the point (b) we considered that the few presynaptic metabotropic receptors can catch the Glu molecules although with a very low probability (3 Â 10 À6 ) (semi-absorbing boundary). The last condition (c) is the most important and concerns the case in which a molecule hits the upper surface of an AMPA or NMDA receptor. In this case there is some probability to bind to the receptor and this is the main point for the postsynaptic response and will be discussed later in the appropriate section.
At time t 0 ¼ 0:0, molecules of Glu are all enclosed in the spherical vesicle moving with a velocity chosen according to a Maxwell distribution. The diffusion in the cleft started once the fusion pore diameter reached a value greater than the diameter of a molecule of Glu. Brownian diffusion was simulated according to the following Langevin equations: 
where r i ðtÞ is a vector of the position of the ith molecule in the space at time t, v i ðtÞ is its velocity, m is the molecular mass of a molecule of Glu (see Table 1 ), c is a friction parameter depending on the absolute temperature c ¼ k B
T D Â Ã with k B being the Boltzman constant, D the diffusion coefficient, T the temperature in Kelvin. A white Gaussian noise was used as stochastic force hK i ðtÞ; K j ðt þ DÞi ¼ d i;j dðDÞ Â Ã with intensity . For the numerical simulations, the following discretized form of Eqs. (1) and (2) were used
where X i is a random vector with Gaussian components ðx i ; y i ; z i Þ having mean 0 and standard deviation 1.
To have a good dumping term in the above equations and a fine description of the molecular movements, a very small time step (D) of 40 Â 10 À15 s (40 fs) and no space discretization were used.
The main parameters used in the diffusion simulations are shown in Table 1 .
Molecules were considered massless (identified only by their 3D coordinates) during all the diffusion process except when they approach a binding site of a receptor. In this case an ovoid shape was considered. This approach was necessary to compute the binding probability P B of Glu molecules to the receptors. We consider, in fact, meaningless the use of the classical mass equation when time step in the femtoseconds time scale is used. Moreover, P B computed by mass equations consider an equilibrium of the Glu concentration which is to exclude during a single synaptic event (Ventriglia 2011; Ventriglia and Di Maio 2000a , 2003a , b, 2013a Di Maio et al. 2016a, b, c) . For these reasons, our (P B ) was computed according to some geometrical considerations. We know, in fact, that Glu can bind to receptors only from its ccarboxyl group (one side of the simulated ovoid). Assuming a circular shape of the binding site, we can compute (P B ) as the ratio between the volume of the cone angle, which enclose all the useful orientation for binding of the c-carboxyl group of Glu, and the volume of a sphere which includes all its possible spatial orientations [see Fig. 3 in Ventriglia and Di Maio (2013a) ].
The total diffusion simulation time was of 5 Â 10 À4 s (500 l s) and produced two matrices of 10 Â 10. One matrix (T b 1 ) was not used for the computation of the response because it contained the binding time of a first molecule of Glu to a receptor. This state of the receptor has an open probability negligible and so it was excluded because we are interested only to the receptor states which produce a response in terms of conductance and so we used only the second time of binding matrix T b 2 ). The matrix T b 2 was used with the matrix R, which coded the position i, j of the receptor types, as follows
Here, t i;j is the binding time of the second molecule of Glu to the receptor r i;j which is allocated at the position i, j in the matrix R. The matrices T b 2 and R produced as result of the diffusion simulation were used offline to simulate the postsynaptic response.
Postsynaptic response

EPSC computation
To simulate the postsynaptic response it is necessary to consider the different dynamics of the two receptor types. While for the AMPA receptors, in fact, the binding of two molecules of Glu is a necessary and sufficient condition, the same does not hold for the NMDA receptors. NMDARs, in fact, at the resting level of the membrane potential are blocked by Mg 2þ and, before they can open, need to be unblocked. Their blocking depends on the Mg 2þ concentration and on the membrane voltage (V m ). Jahr and Stevens (1990) and Vargas-Caballero and Robinson (2004) have shown that NMDA-dependent conductance follows a sigmoid relationship depending on the membrane potential and that the slope of the function essentially depends on the Mg 2þ concentration. To manage the NMDA contribution to the postsynaptic response in our simulation system, we have converted this relationship in a probability function (Di Maio et al. 2016a, b, c) 
where P u ðtÞ is the unblocking probability which depends on the variation of membrane potential (V m ðtÞ) expressed in mV and x is the Mg 2þ concentration in mM. Being the most likely concentration in the synaptic cleft of Mg 2þ of $ 1 mM for our simulation the equation has been reduced to
Since at the resting level of the membrane potential the Mg 2þ blocking results to be complete and at a level of þ 40 mV all Mg 2þ is fully unblocked (Jahr and Stevens 1990; Vargas-Caballero and Robinson 2004) , the probability was adjusted to be $ 0 at À 65 mV and $ 1 at þ 40 mV (Di Maio et al. 2016a, b, c) . The following simplified Markov chains for AMPA and NMDA receptors have been then adopted.
where B 0 , B 1 , B 2 represent respectively the non active configurations of the receptors and the state A 2 is the only active one. The Ã denotes the blocked condition of NMDA receptors. The steps of the above Markov chains are computed in the simulation of diffusion (see above) with the exception of the passage B 2 A 2 for the AMPARs and B Ã 2 B 2 A 2 for the NMDARs which, being the crucial state transitions for the postsynaptic response, are considered here. The detailed mechanism used in our simulations for the opening and closing of receptors can be found in our previous papers (Di Maio et al. 2015 Maio et al. , 2016a .
The states B 2 and A 2 , being the close and open states are those contributing to the total conductance g s of our synapse S which is then computed as where g i;j ðtÞ is the conductance of the receptor positioned at i; j 2 R. Single receptor conductance varies not only between AMPARs and NMDARs but also in the same type. These receptors, in fact, are tetrameric proteins which can be composed of different subunits (Dingledine et al. 1999; Traynelis et al. 2010) . To account for this variability, we have randomized the values of the single receptor conductance by a Gaussian distribution Gðl; rÞ and then
if receptor is in any non active state Gðl AMPA ; r AMPA Þ if receptor is AMPA in the active state Gðl NMDA ; r NMDA Þ if receptor is NMDA in the active state
For the values of l and r of AMPARs and NMDARs conductances, see Table 2 . The EPSC of S, (I S ðtÞ) is then computed as
where V i is the reversal potential which for the glutamatergic synapse is at $ 0 mV.
Computation of V m
The value of V m ðtÞ is crucial for the synaptic dynamics in the dendritic tree. On one side, the current (EPSC), for a given value of the synaptic conductance, depends on the driving force [ðV m ðtÞ À V i Þ such that it decreases by increasing V m ] as clearly visible in Eq. 11. On the other side, the activation of NMDARs being dependent on V m (see Eqs. 6 and 7) increases the total conductance increasing the total current (EPSC). In the present paper, we have considered the influence of a pool of 100 synapses on the membrane potential at the level of the spine where our synapse S is allocated in order to see how they affect the EPSC produced by a single synaptic release of S. The influence of each single synapse belonging to pool depends on the distance from S and on the amplitude at the origin which, according to the cable theory (Rall 1962; Rall and Rinzel 1973) , decreases exponentially with distance depending on the space constant k. However, in our simplified model, we have not defined a precise distance of each synapse from S because it was randomized across the runs and it was defined by the parameters of the model we used to simulate the single synaptic activity in the pool (see below). The variation of the membrane voltage under the spine where S is allocated due to the single synapse belonging to the pool V i ðtÞ has been computed as the difference of two exponentials according to the following equation
where V i is the peak value of the i th synapse, s 1 i is its rising time constant, s 2 i its decay time constant and t i is the time at which it starts to fires. We randomized the parameters by uniform distributions such that: of different values of V; s 1 ands 2 simulated both of the stochastic variability of the single synaptic response and the distance of each synapse from S. For example, a high value V i and small values of s 1 and s 2 well agree with the contribution given by a synapse located in the proximity of S. The same previous value of s 1 and s 2 combined with a smaller value of V produces a shape of the EPSP simulating a synapse located at the same distance but with a different response due to its intrinsic stochastic processes (for stochastic variability in the same synapse Ventriglia and Di Maio 2002, 2003a, b; Ventriglia 2011; Ventriglia and Di Maio 2013a, b; Di Maio et al. 2017) . Alternatively, higher values of s 1 and s 2 simulate inputs arriving from more distant synapses. In summary, we are confident that by this method we have simulated the random distances and amplitudes of synaptic inputs arriving to S.
The total synaptic pool contribution to V m at the spine level of S will be then
where V p ðtÞ is the total contribution of the synaptic pool. The total variation of V m will be then
being V r the resting potential, R s the spine resistance (Di Maio et al. 2016b, c) and I s ðtÞ the EPSC produced by S.
Since we consider the current computed at the origin (under or inside the spine), being the free area of the spine membrane extremely small, we neglected in the above equation the capacitative component of the current because much less than 1 pA. The frequency at which the synaptic pool fires is, of course, a crucial point in determining the contribution of the pool to V m . This frequency depends on the firing frequency of the presynaptic neurons. A spontaneous firing frequency of $ 1 Hz is common in pyramidal neurons (see references in Ventriglia and Di Maio 2006) but it cannot be excluded higher firing frequencies due to subthreshold stimulation of some dendritic area. For this reason we have used firing frequency of the synaptic pool (/) ranging from 0 (no contribution of the pool) to 6 Hz. We determined the time t i (see Eq. 12) at which each synapse of the pool starts to fire by a Poisson distribution P the parameter of which
Our total simulation time was of 1 s with a time step of 10 À5 s (0.01 ms). Simulation started with the membrane potential fixed at the resting level of V r ¼ À 65 mV. By visual inspection of the first runs we determined that after 150 ms the system arrived to a regime level. For this reason, we cut off from results the first 200 ms of simulation and set t 0 ¼ 0whent ¼ 200 ms. The onset of the synapse S was fixed at t s ¼ 800 ms which, being t 0 ¼ 200 ms appears to be 600 ms in the figures. For each frequency between 0 and 6 Hz, a single run (to show the real behaviour of the membrane potential) and 100 runs simulations were performed and compared. A summary of the main parameters used for the simulation of the electrical output is presented in Table 2 .
Results
In Fig. 2 are shown the results of the membrane potential computed according to our model.
The panel A of Fig. 1 shows the single run computation of V m . The real membrane oscillations are visible for each frequency of the pool activity. The flat line (black) corresponds to the simulation with no pool contribution (/ ¼ 0 Hz) where the value V m remains equal to V r until the synapse S fires. Although confusing, should be evident that the different frequencies in the single runs simulations produces oscillation to a level which depends on /. The panel B shows this level as the result of the average point by point of V m over 100 runs. In this case the flattening of V m shows clearly the different levels of the mean oscillation as dependent on /. This mean level of V m has to be considered as the most likely value (expected value) of V m at which the onset of the EPSC of S occurs for a given frequency of the pool. The effect of this is visible in panels C and D. In fact, independently from its amplitude, the EPSP of S, occurring at levels of V m depending on /, reaches at the peak a level which depends itself on /. In these panels, the single run peak level (black line) shows a trend similar to the averaged one. This means that in our single runs the larger part of the EPSP of S occurred in proximity of its expected value for any given frequency. Panel D shows the same as panel C but the peak levels are normalized to that reached by the EPSP of S when there is no synaptic pool influence. In summary Fig. 2 shows an approximately linear dependence of the peak levels of the EPSP of S as dependence of the frequency of activity of the pool and this effect is independent on the amplitude of the peak.
The peak level as well as the level of the pool activity before onset of the EPSP of S is of fundamental importance because the contribution of the NMDA receptors to the synaptic response depends on the level of V m .
The Fig. 3 shows the effect of the synaptic pool contribution to the current (EPSC) produced by the synapse S.
Since we consider only the ionic current produced by the the synapse S, and the contribution to the membrane potential of the synaptic pool is considered only as variations of V m , the current level in this case is always 0 and the peak levels coincide to the peak amplitudes.
The panel A of Fig. 3 shows the EPSC produced for a single run. The square shaped tail of the EPSCs are due to the activation of the NMDARs. Single channels currents approximate a square (rectangular) waves and so, if a single receptor is still open, the shape assumes the rectangular shape of the current produced by that receptor. Tails of EPSC involving NMDA receptors are always contributed only by NMDARs because of the faster decay of the AMPA current with respect to the NMDA one (see for example Di Maio et al. 2016c) . The peak amplitude of the EPSCs produced by S mediated over 100 runs are visible in panel B and their dependence on / is plotted in panel C and, normalized, in panel D. The EPSC peak amplitude of S, on the contrary of the EPSP level, does not follow a quasi liner increase as a function of /. The non linearity of the current is due to two main factors which some time contrast each other. The increasing of /, in fact, increasing V m rises proportionally the number of activated NMDARs increasing the total conductance and consequently the EPSC peak. However, the increase of V m also decreases the driving force reducing the EPSC amplitude. The level of balancing (or unbalancing) of these two opposite forces for any given frequency is the base of the observed non linearity. Panel D shows that, on average, the synaptic pool frequency at most increases of $ 10% the EPSC peak amplitude with respect to the situation where no synapses are active in the synaptic pool (/ ¼ 0). In Figs. 4 and 5 the AMPA and NMDA-dependent components concurring to the total EPSCs of Fig. 2 are presented for each frequency of the pool.
AMPA-EPSC is the maximal component of the EPSC produced by the synapse S and so it is not surprising that the trend and amplitude of the AMPA-EPSC peaks is similar (but not equal) to the total EPSC shown in Fig. 2 .
A little more complex situation is given by the NMDA-EPSC component because this effect is depending on the fact that they are or not unblocked and this is dependent on Fig. 3 Effect of the different firing frequency of the synaptic pool on EPSC amplitude produced by the synapse S. A single run for each frequency; B average over 100 runs; C amplitude of the EPSC as function of the firing frequency of the pool; D dependence of the EPSC peak amplitude, as a function of the firing frequency of the pool, normalized to the peak amplitude at / ¼ 0 the level of V m . The number of activated NMDARs as a function of the firing frequency of the synaptic pool is given in Fig. 6 . In our simulations we, conservatively, used a relatively small number of synapses and low frequencies for the synaptic pool activity. This is the reason why, at most, we have only 2 NMDARs activated. Although this number can be considered small, it represents a non negligible value on a total of 13 NMDARs used in the simulation (15%).
Discussion
The basic structures involved in information transfer in the brain are the synapses. They not only transfer information from one neuron to another but contribute to the code generation of each single neuron. Neurons integrate synaptic inputs to reach a threshold level of the membrane potential at the hillock and to produce sequences of spike which encode the information. So far, if code is formed as a consequence of computation over the information arrived by synapses, it is obvious that their role is fundamental in neural computation, too.
Although simple in principle, the mechanism of information transfer and integration is rather complex. It involves several molecules and several control mechanisms both at the pre and postsynaptic side. Even at the level of the single synapse it is possible to observe a large variability for a single event such that the EPSC of a synapse can range 5-100 pA (Forti et al. 1997; Schikorski and Stevens 1997; Liu et al. 1999 ). This variability cannot be longer attributed only to intrinsic stochastic or/and activitydependent processes (for a review, see Di Maio et al. 2017) , but the key role of the other active synapses has to be considered, too.
In the present paper we have proposed a simple model which proves that the activity of other synapse can influence the response of a single one. We used a pool limited to 100 synapses and showed that, when they fires in a compatible time window, they can significantly influence the output of the single synapse. This point is very important for several reasons. One important point is that each Fig. 4 Effect of the different firing frequency of the synaptic pool on AMPA-EPSC amplitude produced by the synapse S. A single run for each frequency; B average over 100 runs; C amplitude of the AMPA-EPSC as function of the firing frequency of the pool; D dependence of the AMPA-EPSC peak amplitude, as a function of the firing frequency of the pool, normalized to the peak amplitude at / ¼ 0 synapse can give a contribution to modulate the activity of any other synapse and so the code generated by the postsynaptic neuron strongly depends on the pool of synapses which are active in a given time window. This means also that the information coded by the neuron is primarily modulated at the dendritic level and this support the idea that information is primarily processed by a sort of ''dendritic computation'' at the dendritic level (for a review on this topic, see for example London and Häusser 2005) . Models dealing with single neuron code generation and interpretation should carefully consider this important point in order to solve primarily the problem of variability of the code following a given stimulus.
Another important point revealed by our simulation results is that NMDA receptors can be activated also in subthreshold conditions. As shown by Vargas-Caballero and Robinson (2004) , Jahr and Stevens (1990) , Allam et al. (2015) the activation of NMDA due to their Mg 2þ unblocking depends on the membrane depolarization. This means that any activity which can produce membrane depolarization can activate the NMDA-conductance which, consequently, does not need necessarily the firing of a spike in the postsynaptic cell. This point is of great Cognitive Neurodynamics importance because it is well known the role of these receptors in the formation of LTP which is the base of important cognitive phenomena like memory and learning (see for example, Malinow and Malenka 2002; Nicoll and Schmitz 2005; Rao and Finkbeiner 2007; Raymond 2007; Volianskis et al. 2015) . Although in our simulations the activation of NMDA is relatively small, we must stress that the number of synapses as well as their frequency was conservatively chosen small and it cannot be excluded that, for an average number of 3 Â 10 4 , a number much grater than 100 synapses can influence the synapse S and even at a frequency greater than the maximal we used (6 Hz). In our simulations we have been even very conservative by choosing the maximal peak value (1 mV) of each synapse in the pool ( V in Eq. 12). We assumed this limit considering the values of the EPSP usually registered at soma. However, our EPSP of S computed at spine level is $ 10 mV (see Fig. 2 ) and this means that, a similar synapse, placed in the close proximity of S would give a contribution to the membrane potential under S much greater than 1 mV.
Conclusion
Our simulations have shown that the activity of any synapse can virtually affect and modulate the response of any other synapse once assumed that the mutual distance and the time of activation of the two synapses are compatible. A direct consequence of this assumption is that probably the neuronal code formation strongly depends not only on the mutual interaction of synapses (integration at the hillock) but also on their ability to modulate each other by a sort of ''dendritic computation''.
Another important point is related to the ability that this sort of synaptic cooperativeness can have in modulating LTP of single synapse. Our simulations give a strong indication that even the LTP in a single synapse is not only a process depending on the activity of the synapse but is modulated by the cooperative effect of other active synapses. This aspect could be not apparent in experiments for the studies of the single synapse, but should be considered when results of these studies are generalized to in vivo conditions.
