Abstract-One of the most widely used terms in the study of human performance is attention. Yet it can also be argued that it is one of the most confusing and misunderstood. Huge variations in performance, from not noticing large changes in images or natural situations, to differences of tens of milliseconds have all been described as attentional effects. We argue that the large disparity in results can be more easily understood in the context of a fairly complete model of human performance that describes the execution of a set of complex natural tasks via a collection of visual routines that extract crucial information from the optical array. The description of visual routines is hierarchical. At the most abstract level, a scheduler must pick a small set of programs for the current tasks. Each program contains steps which are keyed to information in the scene. This is extracted by visual routines which run during a single xation and extract pertinent information. The library of routines themselves are designed to execute quickly, but their actual performance depends on signal-to-noisecharacteristicsof the imaged scene. The hierarchical description of behavior shows that questions about attention make sense in the context of the descriptive level in which they are embedded. We illustrate these principles with examples of driving behaviors.
INTRODUCTION
Our goal is to understand the control mechanisms that guide the visual processing in the brain. To try to do this in itself is a daunting task as the brain is far from understood. However, some progress can be made by focusing on special time scales that the brain might use for computation. One of the most important of these is the time scale between 80 and 300 ms. The lower bound is determined by the time to access neural memories and the upper bound is the average time of an eye xation. During this time computation is quantized into visual routines, special functions that are directly related to the context of a circumscribing task. The motivation for special purpose computation as a model is simple: There are so many possible ways of interpreting any given scene that the only tractable way of limiting the computation is to focus on what is necessary for our current needs.
Even when the focus of computation is restricted to the ongoing tasks, there is still the problem of specifying exactly what these computations are. A new problem that emerges is that the number of different tasks that an animal can do are extraordinarily varied so it might seem that the visual routines focus just exchanges one problem for another. The solution, suggested by Ullman (1984) , is to describe the computation for complex tasks in terms of a composition of simple specialized functions. For example, in driving a car, stopping for a stop-light can be initiated by detecting a small red patch in the appropriate area of the upper image when looking forward. Detecting the presence of colors is a generally useful routine, and in the context described it proves suf cient.
The visual routine hypothesis contains other demands (not addressed by Ullman) and that is for a control mechanism that can direct choose routines that are appropriate for the task demands. At the very least there must be a mechanism for switching from one routine to another. However, this minimalist system would only allow one thing to be done at a time. A richer model would allow the concurrent processing of a number of routines subserving different tasks. This model raises at least two new issues: (1) How many routines can the brain 'run' simultaneously? (2) How does the brain initiate new routines? The brain must solve both of these problems. We hypothesize that one way it could be done is to rely on a small number of routines being executed simultaneously in conjunction with a 'scheduler' mechanism that initiates new routines, sometimes at the expense of discarding current ones before they are nished. In this paper we review evidence for such a framework and then describe a simulation of such a model system that uses a driving environment for illustration.
VISUAL ROUTINES
The evidence that the brain uses visual routines comes from a variety of sources. Wolfram Schultz has shown that the Substantia Nigra, an area associated with the Dopaminergic system, is exquisitely sensitive to the steps in visuo-motor tasks (Schultz et al., 1995) . This means that neurons in this part of the brain are rewarding other neurons throughout other parts of the brain that are keeping track of discrete stages in a task, such as registering a cue, waiting for a GO signal, and reaching for a reward. These steps must all be guided visually using discrete eye movements.
One important constraint that guides the description of visual routines is that of time. The fastest neurons can signal is about 1000 Hz or one spike per millisecond, but there is ample evidence that cortical neurons signal at a rate 10-100 times slower. Experiments by Zipser et al. (1997) show that the time for feedback in the visual cortex is about 100-200 ms. They do this by studying the differential response of individual cells to stimuli outside of their classical receptive elds. These delays appear to be related with ongoing decision-making. Nancy
