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Abstrak 
Perkembangan teknologi sensor yang cukup pesat meningkatkan volume citra 
penginderaan jauh dalam berbagai jenis karakteristik spasial, spektral, temporal, dan 
radiometrik.  Hal tersebut mengakibatkan perlunya sebuah sistem yang mampu mengelola 
secara efisien dan memberikan kemudahan bagi para pengguna dalam mengakses citra-
citra tersebut.  Sistem perolehan citra penginderaan jauh berbasis semantik merupakan 
salah satu teknik yang bisa digunakan untuk mengatasi permasalahan tersebut.  Oleh 
karena itu teknik ekstraksi informasi semantik merupakan area yang penting dan 
menantang untuk dikaji pada masa sekarang ini.  Berbagai pendekatan seperti scene 
classification, anotasi citra, dan segmentasi citra banyak dikembangkan baik secara 
simultan maupun individual sebagai teknik ekstraksi informasi semantik dari citra 
penginderaan jauh.  Makalah ini akan menyajikan ulasan singkat mengenai teknik-teknik 
ekstraksi informasi semantik yang telah dikembangkan dan diterapkan pada domain citra 
penginderaan jauh serta keunggulan dan kekurangan dari masing-masing pendekatan.  
Kata kunci: ekstraksi semantik, scene classification, anotasi citra, segmentasi citra. 
Abstract 
The massive development of sensor technology improves the volume of remote sensing 
images in different spatial, spectral, temporal, and radiometric characteristics.  It implies 
the necessity of a system that organise data in efficient way and easy to access.  Semantic 
based remote sensing-image retrieval system is a technique that can be used to overcome 
those problems.  Therefore, the technique to extract image semantic information is a 
challenging and important area nowadays.  Many approaches such as scene 
classification, image annotation, and image segmentation are widely developed either 
simultaneously or individually as the technique to extract the semantic information of 
remote sensing images.  This paper provides a brief review of developed techniques used 
to extract the semantic information which is implemented in the domain of remote sensing 
images including advantages and disadvantages of each technique.    





Citra penginderaan jauh (remote sensing images) merupakan gambaran rupa muka bumi berupa 
keberadaan obyek-obyek maupun gejala yang berhasil ditangkap oleh satelit maupun instrumen lain tanpa 
perlu melakukan kontak langsung terhadap obyek maupun gejala tersebut serta menyajikannya secara up-
to-date dan reliable.  Hal tersebut meningkatkan pemanfaatan citra penginderaan jauh dalam berbagai 
bidang seperti pemantauan kondisi tanaman dan prediksi hasil panen  [1], pemantauan area kebakaran 
hutan [2], dan lain-lain.   
Tingginya pemanfaatan citra penginderaan jauh tersebut mengakibatkan perkembangan teknologi 
sensor yang cukup pesat sehingga menghasilkan berbagai jenis citra penginderaan jauh dengan perbedaan 
karakteristik spasial, spektral, temporal, dan radiometrik.  Hal ini mengakibatkan pertumbuhan volume 
basis data citra penginderaan jauh yang sangat pesat, sehingga dibutuhkan suatu sistem perolehan citra 
penginderaan jauh yang memberikan kemudahan bagi para penggunanya.   
Pada umumnya, sistem perolehan citra penginderaan jauh menggunakan informasi lintang dan bujur 
maupun path dan row dari area yang akan diobservasi sebagai data query.  Akan tetapi, penggunaan 
query tersebut memiliki keterbatasan yakni setiap pengguna harus mengetahui informasi lintang/bujur 
maupun path/row dari area yang dicari.  Salah satu teknik yang banyak dikembangkan untuk mengatasi 
permasalahan tersebut adalah dengan mengembangkan sistem perolehan citra penginderaan jauh berbasis 
semantik.  Oleh karena itu, teknik ekstraksi informasi semantik merupakan salah satu area yang penting 
untuk dikaji lebih lanjut pada pengembangan sistem perolehan citra penginderaan jauh berbasis semantik. 
Proses ekstraksi informasi semantik dari suatu citra dapat dilakukan dengan melakukan proses 
pemahaman citra (image understanding) untuk mendapatkan informasi mengenai obyek-obyek penyusun 
suatu citra yang memiliki makna secara semantik.  Li, et.al. menyebutkan untuk melakukan pemahaman 
citra secara utuh dapat dilakukan dengan menerapkan scene classification, anotasi citra, dan segmentasi 
citra secara simultan [3].  Penelitian tersebut diterapkan pada domain citra umum (citra fotografi), dengan 
tujuan selain untuk mengetahui obyek-obyek  penyusun dari suatu citra sebagai kelas anotasi, sistem yang 
dikembangkan tersebut juga mampu mengetahui kategori semantik dari citra tersebut bahkan mampu 
mengetahui lokasi tepat dari obyek-obyek penyusunnya sebagai proses segmentasi.  Pada umumnya, 
penelitian-penelitian yang telah dikembangkan hanya menerapkan scene classification, anotasi citra, 
ataupun segmentasi citra sebagai proses individual.       
 Scene classification merupakan suatu proses klasifikasi terhadap scene sebuah citra ke dalam 
sekumpulan kategori semantik tanpa perlu mengidentifikasi setiap obyek-obyek penyusunnya [4].  
Terdapat dua komponen utama dalam proses scene classification, yaitu model yang digunakan 
merepresentasikan scene sebuah citra serta algoritma klasifikasi yang digunakan [4], [5].  Adapun proses 
ekstraksi informasi semantik dari suatu citra pada proses anotasi citra dilakukan berdasarkan model dari 
konsep semantik yang telah dipelajari secara otomatis terhadap sejumlah sampel citra [5].  Dua aspek 
penting yang harus diperhatikan pada proses anotasi citra adalah pemilihan model representasi citra dan 
model/algoritma untuk melakukan proses anotasi secara otomatis [5], [6]. 
Tinjauan mengenai scene classification dan anotasi citra yang diterapkan untuk citra fotografi  telah 
banyak dibahas pada berbagai makalah [4], [5], [6], [7].  Akan tetapi,  tidak ada satupun dari tinjauan-
tinjauan tersebut yang membahas secara khusus mengenai  penerapan scene classification dan anotasi 
citra sebagai teknik ekstraksi informasi semantik dari citra penginderaan jauh.  Oleh karena itu, pada 
makalah ini akan ditinjau mengenai perkembangan teknik ekstraksi informasi semantik yang 
diimplementasikan pada berbagai jenis citra penginderaan jauh.  Selain itu penelitian ini juga digunakan 
untuk mengkaji kemungkinan penerapan teknik pemahaman citra penginderaan jauh secara utuh seperti 
yang telah dilakukan sebelumnya oleh  Li, et.al. [3]. 
Keseluruhan makalah ini disusun sebagai berikut.  Pada bab 2 dijelaskan secara mendetail mengenai 
komponen-komponen utama dari pendekatan scene classification, sedangkan penjelasan detail mengenai 
aspek-aspek penting dari anotasi citra dijelaskan pada bab 3.  Bab 4 menjelaskan perkembangan teknik-
teknik ekstraksi informasi semantik dari citra penginderaan jauh. Dan sebagai penutup, kesimpulan dan 





MODEL REPRESENTASI CITRA PENDEKATAN SCENE CLASSIFICATION 
Seperti dijelaskan sebelumnya, salah satu komponen utama dalam proses scene classification adalah 
pemilihan model yang digunakan untuk merepresentasikan scene sebuah citra.  Bosch, Munoz, dan Marti 
membedakan representasi suatu scene citra ke dalam dua model, yakni model tingkat rendah (low level 
modeling) dan model semantik (semantic modeling).   
Terdapat dua pendekatan pada low level modeling, yakni global modeling dan sub-block modeling, 
dimana perbedaan kedua pendekatan tersebut terletak pada referensi dari citra yang diekstrak fiturnya.  
Proses ekstraksi fitur pada global modeling dilakukan terhadap suatu citra secara keseluruhan, sedangkan 
pada sub-block modeling dilakukan terhadap image patch yang telah didefinisikan sebelumnya dengan 
ukuran yang sama.  Adapun model semantik dibedakan  ke dalam tiga kategori, yakni obyek semantik 
(semantic objects), local semantic concept, dan properti semantik (semantic properties).  Adapun 
gambaran taksonomi dari model representasi citra menurut Bosch, Munoz, dan Marti tersebut dapat 
dilihat pada gambar 1. 
Gambar 1.  Klasifikasi model representasi citra untuk proses scene classification [4]  
 
Low level modeling memiliki kemudahan dalam hal proses implementasi, karena fitur-fitur tersebut 
dapat diturunkan secara langsung dari suatu citra.  Akan tetapi, fitur yang telah diekstraksi berdasarkan 
model ini kurang mampu merepresentasikan makna secara semantik suatu citra, sehingga masih terdapat 
adanya kesenjangan antara fitur yang terekstrak dengan informasi semantik dari citra terkait.  Kondisi ini 
disebut sebagai kesenjangan semantik (semantic gap).  Penerapan model ini pada proses ekstraksi 
informasi semantik masih memerlukan mekanisme tambahan yang bertujuan untuk mengurangi 
kesenjangan semantik yang muncul, yaitu menggunakan metode umpan balik (relevance feedback), 
metode object ontology untuk mendefinisikan informasi semantik suatu obyek, penerapan teknik machine 
learning untuk memprediksi kategori semantik, menggunakan semantic template yang merepresentasikan 
fitur dari suatu konsep, serta metode web-IR dimana informasi semantik sebuah citra diperoleh dengan 
menggunakan gabungan antara informasi tekstual dari laman web yang menampilkan sebuah citra 
tertentu [8]. 
Adapun perbedaan dari ketiga pendekatan pada kategori semantic modeling dapat didefinisikan 
sebagai berikut: 
 Semantic objects 
Pada pendekatan ini sebuah citra direpresentasikan sebagai kumpulan dari obyek-obyek yang 
diperoleh melalui proses inisialisasi, yakni proses segmentasi.   
 Local semantic concepts 
Pendekatan local semantic concepts merepresentasikan sebuah citra sebagai distribusi kemunculan 
dari kumpulan kata visual (visual word) yang telah didefinisikan sebelumnya melalui suatu proses 
pembelajaran, dimana kumpulan dari kata visual tersebut disebut sebagai kosakata visual (visual 
vocabulary). Selanjutnya, kosakata visual ini disebut sebagai local semantic concepts.  
 Semantic properties 
Pada pendekatan ini, informasi semantik suatu citra direpresentasikan sebagai sekumpulan fitur 





















MODEL REPRESENTASI CITRA PENDEKATAN ANOTASI CITRA 
Seperti halnya scene classification,  salah satu hal yang perlu diperhatikan pada pendekatan anotasi 
citra adalah pemilihan model yang digunakan untuk merepresentasikan citra.  Tian, Jiang, Huang, & Gao 
membedakan representasi citra untuk proses anotasi kedalam 3 jenis, yakni blob-based, grid-based dan 
keypoint-based [5]. 
Representasi blob-based merupakan suatu bentuk representasi dimana masing-masing blob 
menunjukkan obyek-obyek di dalam suatu citra mupun bagian-bagian dari obyek-obyek suatu citra dan 
biasanya diperoleh sebagai hasil dari proses segmentasi.   
Sedangkan representasi grid-based dilakukan dengan membentuk sub-blok dari suatu citra yang dapat 
diterapkan dalam berbagai layout (seperti dijelaskan pada gambar 2, yaitu: 
 Fixed grid layout  
Pembentukan sub-blok pada layout ini dilakukan tanpa adanya piksel yang tumpang tindih dan setiap 
sub-blok yang terbentuk tepat bersebelahan satu sama lain tanpa adanya jeda sejumlah piksel dimana 
ukuran dari sub-blok yang akan dibentuk telah ditetapkan sebelumnya dan bersifat tetap. 
 Overlapping layout 
Berkebalikan dengan fixed grid layout, layout  ini membentuk sub-blok dengan sejumlah piksel yang 
tumpah tindih yang dilakukan secara konsisten dengan ukuran sub-blok yang sama. 
 Spatial Pyramid Layout (SPL) 
SPL pertama kali dikembangkan oleh Lazebnik, Schmid, dan Ponce [9].  Proses pembentukan sub 
blok dari spatial pyramid layout (SPL)  dilakukan pada level , dimana jumlah sub blok 
yang terbentuk pada level  adalah  sub blok.   
 
Gambar 2.  Ilustrasi pembentukan grid-based layout, yakni fixed grid, spatial pyramid, dan overlapping 
 
  Keypoint atau dikenal sebagai salient points merupakan sekumpulan fitur lokal yang berhasil 
dideteksi pada suatu citra seperti Harris corner points dan salah satu vektor fitur numerik yang dapat 
diekstraksi pada sejumlah keypoint tersebut adalah Scale-Invarian Feature Transform (SIFT) yang 
dikembangkan oleh Lowe [10]. 
 
TEKNIK EKSTRAKSI INFORMASI SEMANTIK PADA DOMAIN CITRA 
PENGINDERAAN JAUH 
Pada bab ini dijelaskan mengenai perbandingan implementasi teknik ekstraksi informasi semantik 
menggunakan pendekatan scene classification dan anotasi citra yang diterapkan pada domain citra 
penginderaan jauh.  Perbandingan tersebut dibedakan ke dalam dua kategori, yakni pemilihan model 
representasi dan model/algoritma   yang   digunakan untuk proses klasifikasi, anotasi, ataupun 
segmentasi.  Tabel 1 menunjukkan perbandingan pemilihan model representasi dan teknik 
merepresentasikannya dari penerapan scene classification pada domain citra penginderaan jauh.  Selain 
itu, pada tabel 1 tersebut juga dijelaskan mengenai fitur-fitur yang digunakan dari masing-masing sistem, 
baik dari sisi jenis fitur maupun dimensi. Sedangkan pada tabel 2 dijelaskan mengenai perbandingan 




dipilih.  Adapun perbandingan pemilihan model representasi dari proses anotasi citra serta 
model/algoritma anotasi dapat dilihat pada tabel 3 dan tabel 4. 
Perbandingan-perbandingan pada keempat tabel tersebut tidak menjelaskan perbedaan kinerja berupa 
nilai akurasi dari sistem yang dikembangkan.  Hal tersebut dikarenakan perbedaan penggunaan dataset 
baik data pembelajaran (training data) maupun data uji (testing data) dalam hal jumlah data maupun jenis 
data yang digunakan.  Selain itu, juga terdapat perbedaan kelas semantik yang diidentifikasi dari masing-
masing sistem. 
 
Tabel 1.  Perbandingan Pemilihan Model Representasi pada Pendekatan Scene Classification 
 
Penelitian 
Model Representasi Citra  Fitur 
G SB SO LSC SP Teknik  Jenis Dimensi 
Li [11]  - - - - -  C 6 




 C + S 12 
Li, et.al. [13] - -  - - SVM  C N/A 
Liu, et.al.[14] - -  - - JSEG 
Algorithm 
 C + T N/A 
Ruan, et.al.[15] - -  - - K-Means 
Clustering 
 C + T 22 
Liu, et.al. [16] - -  - - JSEG 
Algorithm 
 C + T  10 
Yi, et.al. [17] -  -  - -  C N/A 
Ket: G – Global modeling, SB – Sub-block modeling, SO – Semantic Objects, LSC – Local Semantic Concepts, C – 
Fitur warna, T – Fitur tekstur, S – Fitur Bentuk, N/A – Tidak tersedia informasi tersebut  
 
Tabel 2.  Perbandingan Model/Algoritma Klasifikasi 
 
Penelitian Model / Algoritma 
Data 
Kelas Semantik Jenis  
Li [11] 
 Optimized K-Means Clustering 
 Region Quad-Tree sebagai teknik 
indexing  
Air, lahan basah, 
rumput, bebatuan/pasir 
Landsat 
Durand, et.al. [12] Ontology-based object recognition Vegetasi, air, jalan, dan 
bangunan rumah 
Quickbird 
Li, et.al. [13] Pixel Grouping (AGHC dan IAGHC) Area perkotaan, area 
perumahan, dan area 
terbuka 
ASTER 






Ruan, et.al.[15] Ontology-based object recognition Taksonomi tutupan 
lahan 
Landsat 
Liu, et.al. [16] EM algorithm Awan, laut, sungai, 
area perkotaan, lahan 
pertanian, tanah 
terbuka, hutan, danau 
Landsat 
 
Yi, et.al. [17] Probabilistic Latent Semantic Analysis 
(PLSA) 
Pohon, bangunan 
pedesaan, jalan, kolam 




Berdasarkan penjelasan pada tabel 1 dan 2, dapat dilihat  bahwa sebagian  besar  penerapan 
pendekatan scene classification pada domain citra penginderaan jauh menggunakan model semantic 
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objects sebagai model  representasi dari scene citra yang akan diklasifikasi.  Kelemahan utama dari 
pendekatan ini adalah tingkat akurasi dari proses klasifikasi sangat dipengaruhi oleh keberhasilan proses 
segmentasi.  Pada proses klasifikasi untuk kelas semantik yang kompleks, maka teknik segmentasi yang 
dikembangkan akan semakin kompleks pula dan hal tersebut meningkatkan kompleksitas waktu dan 
biaya.   
Sedangkan apabila dilihat fitur yang digunakan, semua sistem yang digunakan menggunakan fitur 
warna sebagai salah satu fitur atau bahkan hanya menggunakan fitur warna dalam sistem tersebut.  
Berbagai jenis deskriptor warna digunakan misalnya Normalized Difference Vegetation Index (NDVI) 
[12], [16], Normalized Difference Built-up Index (NDBI) [16], Soil Brightness Index (SBI) [12], nilai 
statistik dari nilai spektral citra [12], [15] atau bahkan hanya menggunakan nilai spektral dari citra 
tersebut [11], [13], [14], [17].  Sedangkan fitur tekstur yang banyak digunakan adalah Gray Level Co-
occurrence Matrix (GLCM) [15], [16].  Tingginya penggunaan fitur warna dalam citra penginderaan jauh 
dikarenakan masing-masing band dari citra penginderaan jauh menunjukkan pantulan obyek-obyek 
permukaan bumi yang berhasil ditangkap pada kisaran gelombang dari masing-masing band terkait. 
Sebagian besar pemilihan kelas semantik dari proses scene classification tersebut berupa kelas tutupan 
lahan (land cover) dan disajikan sebagai flat prediction classes.  Salah satu sistem yang mengembangkan 
hierarchical prediction classes adalah sistem yang dikembangkan oleh Ruan, et.al. [15].  Kelebihan dari 
penerapan hierarchical prediction classes adalah mampu mengurangi perbedaan interpretasi semantik 
diantara penggunanya.  Misalnya sebuah obyek sungai akan diklasifikasikan sebagai sungai serta air.  
Sehingga apabila ada seorang pengguna menginginkan informasi yang bersifat makro maupun mikro 
dapat diakomodasi dengan baik. 
Tabel 3.  Perbandingan Pemilihan Model Representasi pada Pendekatan Anotasi Citra 
 
Penelitian 
Model Representasi Citra Fitur 
BB GB KB Teknik Jenis Dimensi 
Guo, et.al. [18]  - - 
2 Stages Object-Based 
Segmentation 
(1st – Land Cover 
Segmentation, 2nd – 
Individual Object) 
C + S + T 32 
Liénou, et.al. [19] -  - Overlapping Layout C 2 
Vatsavai, et.al. [20] -  - Fixed Grid Layout C + T + St 249 
Bratasanu, et.al. [21]  - - Rule-based Automatic 
Classifier 
C N/A 
Ket: BB – Blob-based modeling, GB – Grid-based modeling, KB – Keypoint-based modeling, C – Fitur 
warna,          T – Fitur tekstur, St – Fitur Struktural, N/A – Tidak tersedia informasi tersebut 
 
Tabel 4.  Perbandingan Model/Algoritma Anotasi Citra  
 
Penelitian Model / Algoritma 
Data 
Kelas Semantik Jenis  
Guo, et.al. [18] 
 Fuzzy Classification untuk 
mendapatkan blob tokens yang 
menunjukkan kumpulan blob 
yang memiliki kemiripan 
 Hyperclique patterns untuk 
mendapatkan kemunculan 
bersama obyek-obyek yang 
menyusun suatu obyek 
komposit 
 Probabilistic Model  
Padang golf, bangunan 
industri, lapangan baseball 
Citra Resolusi 
Tinggi 
Liénou, et.al. [19] Latent Dirichlet Allocation (LDA) Perumahan, gurun, daerah 
komersial, daerah 
perkotaan, lapangan golf 
Quickbird 
Vatsavai, et.al. [20] Latent Dirichlet Allocation Pembangkit listrik tenaga 







listrik tenaga batubara 
 
Bratasanu, et.al. [21] Latent Dirichlet Allocation Kelas tutupan lahan dari 






Seperti halnya pemilihan model representasi semantic objects pada pendekatan scene classification, 
pemilihan model blob-based pada pendekatan anotasi citra juga memiliki kelemahan utama berupa 
tingkat akurasi dari proses anotasi sangat bergantung pada keberhasilan proses segmentasi.  Sebaliknya, 
penerapan model grid-based  memiliki beberapa keuntungan, yaitu kemudahan dalam 
mengimplementasikan dan memiliki kompleksitas waktu yang lebih rendah dibandingkan dengan proses 
identifikasi blob menggunakan teknik segmentasi.   
Dilihat dari penggunaan fitur, pada proses anotasi juga masih memiliki kecendurungan menggunakan 
fitur warna, fitur tekstur maupun kombinasi dari keduanya.  Beberapa fitur tekstur yang digunakan antara 
lain GLCM [18], LBP dan LEP [20].  Penggunaan LBP dan LEP ini dilakukan karena fitur ini cukup baik 
untuk mengidentifikasi obyek-obyek berupa bangunan.  Salah satu permasalahan dari penggunaan fitur 
ini adalah tingginya dimensi dari kedua fitur tersebut, sehingga penggunaan fitur ini harus dilengkapi 
dengan teknik seleksi fitur untuk mendapatkan fitur yang paling diskriminatif untuk obyek-obyek terkait.  
Adapun fitur warna yang digunakan pada beberapa penelitian di atas adalah nilai statistik dari nilai 
spektral citra [18], [19] maupun nilai spektral asli dari suatu citra[21], dan histogram warna [20].  
Penggunaan model probabilistic latent space model, seperti PLSA dan LDA mulai banyak 
dikembangkan pada domain citra penginderaan jauh pada khususnya dan berbagai jenis citra pada 
umumnya.  Model ini tepat untuk diterapkan dengan menggunakan model representasi citra berupa local 
semantic concept pada proses scene classification dan grid-based pada proses anotasi citra untuk domain 
citra penginderaan jauh.    Perbedaan utama antara LDA dan PLSA adalah model pLSA tidak 
memodelkan prior dari parameter-parameter nya sedangkan pada model LDA, kita bisa meletakkan prior 
pada parameter-parameter tersebut dan selanjutnya disebut sebagai hyperparameter.  Salah satunya 
adalah hyperparameter  yang dapat diubah-ubah nilainya untuk mempersempit ataupun memperlebar 
topik.  Selain itu, LDA juga mampu memberikan kinerja yang lebih baik untuk merepresentasikan 
informasi semantik yang memiliki dimensi rendah dengan tingkat granularitas yang tinggi atau dengan 
kata lain dapat digeneralisasi [22]. 
KESIMPULAN DAN SARAN 
Berbagai penelitian yang telah dikembangkan mampu menunjukkan bahwa pendekatan scene 
classification dan anotasi citra mampu diterapkan untuk mengekstraksi informasi tutupan lahan (land 
cover), seperti air, pohon, gurun, dan lain-lain, serta informasi penggunaan lahan (land use) seperti 
pembangkit listrik, lapangan golf, dan lain-lain. 
Dua hal utama yang perlu diperhatikan pada proses scene classification dan anotasi citra adalah 
pemilihan model representasi serta model/algoritma klasifikasi/ anotasi.  Pemilihan model representasi 
semantic objects pada scene classification dan blob-based pada anotasi citra memiliki beberapa 
kelemahan, yaitu tingkat akurasi proses klasifikasi dan anotasi yang bergantung pada tingkat akurasi dari 
proses segmentasi, serta kompleksitas waktu dan biaya yang tinggi.  Hal tersebut dapat diminimalisasi 
dengan menggunakan model local semantic concepts pada scene classification dan grid-based pada 
anotasi citra.   
Selain itu, pemilihan jenis fitur yang digunakan juga harus menjadi salah satu kriteria yang harus 
diperhatikan pada proses ekstraksi informasi semantik pada domain citra penginderaan jauh dengan 
memperhatikan kelas semantik yang akan diidentifikasi. 
Salah satu isu yang perlu dikembangkan lebih lanjut pada penelitian-penelitian selanjutnya adalah 
mengembangkan teknik ekstraksi informasi semantik menggunakan model probabilistic latent space 
model baik baik menggunakan pendekatan scene classification maupun anotasi citra, dengan kategori  
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semantik yang lebih banyak dan kompleks serta mampu mengatasi perbedaan interpretasi interpretasi 
semantik diantara para penggunanya.    
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