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A theoretical study of out of equilibrium phases of matter
Giuliano Chiriacò
In this Thesis we investigate different phases of matter in systems driven out of
equilibrium. In particular, we focus on current driven metal insulator transitions
and on the physics of negative conductivity in photoexcited metals. We present a
new mechanism by which a modest applied electric field can destabilize a correlated
insulating phase at finite temperature, without directly exciting carriers across the
gap. We investigate the consequences of a metal insulator phase interface, and show
that the large difference in Seebeck coefficients leads to a substantial heat genera-
tion or removal at the interface depending on the direction of the applied electric
current; our findings explain the key features of recent interesting experiments in
Calcium Ruthenate. We also analyze a model of a metal coupled to a strongly pho-
toexcited phonon mode and show that under general conditions the system exhibits
a negative conductivity, even long after the removal of the pump; we study the phe-
nomenological consequences of such state and find that it leads to a novel and purely
non-equilibrium collective mode coupling charge and entropy. The resonance of this
mode with probe radiation induces an enhancement of the optical reflectivity and
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Condensed matter systems present themselves in many different phases, span-
ning from metallic or insulating states to magnetic, superconducting and many other
states of matter. These different states of matter have been extensively studied in
an equilibrium setting with great success, but in the last few years a lot of attention
has increasingly been dedicated to systems out of equilibrium and to the phases they
exhibit.
While non equilibrium physics is not a new topic in itself, the opening of this new
field of research has been recently made possible by huge advances in experimental
techniques, that now allow to drive and investigate a system in states very far out
of equilibrium. In fact, the development of ever more powerful sources of radiation
allows to pump a system with very big fields, while pulsed lasers can deposit large
quantities of energy into a system in a very short time (of the order of femtoseconds),
thus transiently driving a system into highly non equilibrium states. In combination
with new and more precise probing techniques, such as ultrafast probe spectroscopy
or nano imaging, both the time dynamics and the spatial inhomogeneities of a system
out of equilibrium can be investigated with very high resolution [1–6].
The experiments performed in recent years on systems far away from equilibrium
have reported a vast display of phenomena: phase transition induced by a non-
equilibrium drive (instead of an equilibrium tuning parameter such as temperature),
the emergence of new phases of matter absent in equilibrium, the trapping of a system
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in metastable states, and many more [7–17]. Of the many phenomena occurring in
non equilibrium systems, the work presented in this Thesis focused on two topics of
particular current interest: metal-insulator transitions driven by voltage or current,
and the dynamics of photoexcited systems.
Typically metal-insulator transitions in Mott materials are driven in equilibrium
by temperature, pressure or strain, chemical composition, etc [18]. On the other
hand, many experimental reports have shown that the transition in such systems can
also be induced by applying a dc electric field or driving an electric current across
the material [7, 19–29].
These reports raise the important question of whether the mechanism driving the
transition is connected to the correlated nature of the electrons (so that the mech-
anism would be a purely non-equilibrium effect) or can be attributed to some sort
of thermal heating of the system; for example, such question has indeed been widely
debated in the literature for the case of VO2. Additionally, a more fundamental
theoretical challenge is posed by the non-equilibrium nature of the phase transition,
since the usual techniques of statistical mechanics, like order parameters and Landau
free energy, cannot in general be applied at systems out of equilibrium; in particular,
whether a “non-equilibrium pseudo free energy” can describe the transition (analo-
gously to the Landau free energy) is a theoretical problem of great relevance.
Among the many materials showing an insulator to metal transition driven by
voltage or current, the case of calcium ruthenate Ca2RuO4 is particularly interesting.
This Mott material displays a paramagnetic metal insulator transition above room
temperature and develops an antiferromagnetic order at low temperatures. When
subject to a dc electric field at room temperature, Ca2RuO4 switches from the in-
sulating to the metallic phase at very low threshold fields, whose magnitudes are
incompatible with the usual tunneling breakdown mechanisms.
Motivated by the experiments on Ca2RuO4, we studied field driven metal-insulator
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transitions at large, trying to discern the cases in which they are driven by electronic
mechanisms from the cases in which heating of the system plays a role in the tran-
sition. In particular, we analyzed microscopically a model system and derived the
effect of an applied electric field on the phase diagram [30]. We then modeled the
relevant experiments in Ca2RuO4 by means of both microscopic and macroscopic
analysis, and focused on the role of heating and thermoelectric effects in the presence
of a metal-insulator interface [31].
We also studied the time dynamics of systems photoexcited by a suitable pump.
New pump-probe spectroscopy techniques [1, 32] allow to investigate the time evo-
lution of a system after its excitation by a pulsed pump, and have revealed a great
variety of physical phenomena. In particular, the study of the time dynamics of such
systems can shed light on the thermalization and relaxation properties of the system
(if a thermalized state is achieved at all); moreover, the study of different degrees
of freedom (i.e. electrons, lattice, etc.) and their relaxation properties can help
disentangle their different roles in the properties of the system at equilibrium. Fur-
thermore, there is evidence that photoexcited systems could evolve into metastable
states, which are not accessible in equilibrium, or that their relaxation dynamics could
be described in terms of a slowly evolving quasi-steady state.
Experimentally, ultrafast pump-probe spectroscopy has been widely employed to
investigate the short timescale response properties of several materials, most notably
cuprates [12, 13, 33–35] and potassium fulleride (K3C60) [14, 36, 37]. In these ex-
periments, a sample of K3C60 in its metal phase (i.e. above the superconducting
critical temperature) is photoexcited by pulsed radiation and the optical reflectivity
is probed, exhibiting a low frequency enhancement for a short time after the pump
pulse. The behavior of the reflectivity out of equilibrium resembles that of the equi-
librium reflectivity in the superconducting phase, so that the novel non equilibrium
state created by the pump was interpreted as a photoinduced transient superconduct-
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ing phase; indeed many theories trying to explain the microscopic origin of this state
are based on a non-equilibrium superconducting explanation [38–44].
On the other hand, the analysis of the non equilibrium state appearing in K3C60
is a very interesting research subject, and is worthy of being studied broadly, es-
pecially since photoexcitation of a system can create many other remarkable non
equilibrium states that do not have a superconducting origin. One notable example
is that of a negative conductivity state, which has been reported to occur in driven
two dimensional electron gases [16, 17, 45, 46] and correlated insulator [47].
Motivated by these considerations, we investigated the dynamics of photoex-
cited metals, focusing on the conductivity and on the optical response at ultrafast
timescales, and studied the possible appearance of a negative conductivity state.
We explored the microscopic details of such model [48] and also analyzed the phe-
nomenological consequences of the negative conductivity state [49], finding a novel
non-equilibrium behavior relevant to the experiments in photoexcited K3C60.
In our analysis we mainly used the Keldysh formalism, characterizing the time
dependent dynamics of the Green functions, and writing a quantum kinetic equation
for a non-equilibrium version of the distribution functions. In the case of the steadily
driven metal-insulator transition, many features of the transition can be described
using a pseudo free energy functional, while the time dynamics of photoinduced neg-
ative conductivity state can be described as a quasi-steady state, whose evolution
depends on a single (or a few) parameter.
This Thesis is organized as follows. The first Chapter is a technical review of the
methods and techniques employed, namely the Keldysh formalism and the kinetic
equation that describes the time evolution of a system out of equilibrium in terms
of the dynamics of suitable distribution functions; the later Chapters present the
original research conducted by the author.
In the second Chapter we study the field diven metal-insulator transition from a
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microscopic point of view, by means of a mean field plus Boltzmann kinetic equation
analysis. We analyze a toy model with a charge density wave instability subject to a
dc electric field. We determine under which conditions the insulating phase collapses
and the metal phase is stabilized, and find a region of bistability.
In the third Chapter, we investigate heating effects in a current driven metal
insulator transition in the presence of a phase interface. We show that substantial
heat is generated or removed at the interface depending on the direction of the current
because of the large difference in Seebeck coefficient between the two phases. We
also argue that a combination of Peltier and Joule heating explains the important
experimental features of the current driven transition in Ca2RuO4.
Finally in the fourth Chapter, we study metallic systems photoexcited with intense
pulsed radiation and their optical response on short timescales. We first analyze the
phenomenological consequences of an induced negative conductivity state and show
its potential application and relevance to the current experiments on K3C60. We then
present a microscopic model of a metal coupled to strongly pumped phonons in which
a negative conductivity may occur, and discuss under which conditions it does.











Keldysh Green functions formalism
and kinetic equations
In this Chapter we review the Keldysh formalism for Green functions and show
how to obtain the kinetic equations in the form used in the later chapters. We mainly
focus on electronic systems, and briefly mention the case of phonons.
1.1 Dyson equations
Let us consider a system of electrons with charge q = −e subject to an electric field
E; we ignore the spin degrees of freedom for simplicity. The Hamiltonian is written
as a kinetic term, plus a potential term U(x) = −qx · E, plus an interaction term
Hint; x indicates the position of the electrons. The Hamiltonian is then
H =
∫
dxψ†(x)(ϵ−i∇(x) + U(x))ψ(x) +Hint. (1.1)
The field ψ†(x)/ψ(x) creates/annihilates an electron at position x, and ϵ−i∇(x)
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is the kinetic energy, which we assume to depend on space gradients of the fields and
on the position itself. An example is given by the kinetic energy of free particles with
mass m(x) depending on position (as it occurs in semicondutor heterostructures):
ϵ−i∇(x) = (−i∇)2/2m(x). In general, the function ϵ−i∇(x) depends on the system
details, but we do not need to specify it at this stage.
In the Keldysh formalism [50], the Green functions are defined on a double time
contour, allowing to describe the time dynamics of systems out of equilibrium. In
this framework, we can define four different Green functions as expectation values of
the fermionic field ψ [51, 52]:
G<(x1, t1;x2, t2) = i⟨ψ†(x2, t2)ψ(x1, t1)⟩; (1.2)
G>(x1, t1;x2, t2) = −i⟨ψ(x1, t1)ψ†(x2, t2)⟩; (1.3)
GR/A(x1, t1;x2, t2) = ∓iθ(±(t− t′))⟨{ψ(x1, t1), ψ†(x2, t2)}⟩, (1.4)
where {, } indicates the anticommutator brackets.
The four components of the Green function are not independent, since G>−G< =
GR −GA; the lesser component G< is usually used instead of the greater component
G>. The retarded and advanced components GR/A give information on the spectral
weight and density of states of the system, while the lesser component also provides
information on the distribution function. Here we use G< instead of the alternative
Keldysh component GK of the Green function, defined by GK = G< − GR−GA
2
.
The Keldysh Green functions satisfy the Dyson equation [51, 52]
[G−10 (x1, t1)− (G−10 )∗(x2, t2)]G<(x1, t1;x2, t2) = St{G<}(x1, t1;x2, t2); (1.5)
1
2
[G−10 (x1, t1) + (G−10 )∗(x2, t2)]GR/A(x1, t1;x2, t2) = (1.6)
= δ(x1 − x2)δ(t1 − t2) + St{GR/A}(x1, t1;x2, t2),
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where G−10 (x, t) = i∂t − ϵ−i∇(x) + qx · E. The scattering terms St{G</R/A} on the
right hand sides arise from the interaction term in the Hamiltonian and depend on
the details of the coupling; we do not need to specify them at this moment.
1.2 Quantum kinetic equation
We rewrite Eqs. (1.5)-(1.6) in the relative and center of mass coordinates for both
space and time, defined by
x ≡ x1 + x2
2
; r ≡ x1 − x2; t ≡
t1 + t2
2
; τ ≡ t1 − t2. (1.7)
We write the left hand side terms in Eqs. (1.5)-(1.6) as














In most systems, the inhomogeneities in the center of mass coordinate occur on a
scale much larger than the typical interparticle distance, so that we use the conditions
r ≪ x and ∇x ≪ ∇r, and Taylor expand Eqs. (1.8)-(1.9) to the first non zero order:
G−10 (x1, t1)− (G−10 )∗(x2, t2) ≈ i∂t + qr · E − ϵ′−i∇r(−i∇x)−∇xϵ−i∇r · r; (1.10)
1
2
[G−10 (x1, t1) + (G−10 )∗(x2, t2)] ≈ i∂τ + qx · E − ϵ−i∇r(x), (1.11)
where the prime ′ indicates the derivative of ϵ with respect to −i∇r.
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The Dyson equations (1.5)-(1.6) then become
(i∂t + qr · E + iϵ′−i∇r(x) · ∇x −∇xϵ−i∇r · r)G
< = St{G<}; (1.12)
(i∂τ + qx · E − ϵ−i∇r(x))GR/A = δ(r)δ(τ) + St{GR/A}. (1.13)
It is convenient to Fourier transform with respect to r and τ . In the presence of
an electric field, we have to use a gauge invariant Fourier transform [51]:




dτei(ε−qE·x)τ−ik·rG<(r, τ ;x, t). (1.14)




dτei(ε−qE·x)τ−ik·r(i∂t + qr · E + iϵ′−i∇r(x) · ∇x −∇xϵ−i∇r · r)G
< =
= i(∂t + qE · ∇k + vk(x) · ∇x + qE · vk(x)∂ε −∇xϵk(x) · ∇k)G<k (ε,x, t);∫
dr
∫
dτei(ε−qE·x)τ−ik·r(i∂τ + qx · E − ϵ−i∇r(x))GR = (ε− ϵk(x))GRk (ε,x, t),
where ϵk(x) ≡
∫
dre−ik·rϵ−i∇r(x) is the energy of the electrons at position x and
momentum k and vk(x) ≡ ∇kϵk(x) is their velocity. Such definition of the energy
makes sense because of the separation of space scales (|k · x ≪ 1|).
This leads us to the quantum kinetic formulation of the Dyson equations:
i(∂t + qE · (∇k + vk∂ε) + vk · ∇ −∇ϵk · ∇k)G<k (ε,x, t) = St{G<k (ε,x, t)}; (1.15)
St{G<k } = G<k (ε,x, t)2iImΣRk (ε,x, t) + Σ<k (ε,x, t)(−2i)ImGRk (ε,x, t); (1.16)




k (ε,x, t) (1.17)
where we have written down the scattering terms as functions of the self energy Σ that
arises from the interaction term Hint [51], and used that GAk (ε,x, t) = [GRk (ε,x, t)]∗.
The equation for the retarded (advanced) Green function can be immediately
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solved, yielding the usual form:
G
R/A
k (ε,x, t) =
1
ε− ϵk(x)− ΣR/Ak (ε,x, t)
. (1.18)
The changes to the spectral weight due to inhomogeneities in the energy or to changes
in the self-energy are local and instantaneous. Notice that in the expansion in Eq.
(1.11) we neglected correction terms of the order of ∇kvk∇2x which would translate
to terms of order (qE)2∇kvk∂2ε in Eq. (1.17); such terms are usually negligible if the
field is not extremely large, as it is the case in the situations we consider.
In order to solve Eqs. (1.15)-(1.16), we transform them into equations for a
suitable distribution function, that is obtained from G< via the generalized Kadanoff-
Baym ansatz (GKBA). It allows to write the non-diagonal (in ε) elements of the lesser
Green function in terms of the retarded Green function and the distribution function.
For electrons this translates into
G<k (ε,x, t) ≈ Ak(ε,x, t)f(ε,x, t) + δG<k (ε,x, t), (1.19)
where f(ε,x, t) is the electronic distribution function, Ak(ε,x, t) ≡ 2iImGRk (ε,x, t)
is the spectral weight at energy ε and momentum k, and δG<k (ε,x, t) is the part of
the Green function which is odd in momentum and that arises because of a non zero
electric field or spatial inhomogeneities.
1.3 Currents and Boltzmann kinetic equation
In this section we combine the results of the previous sections (Eqs. (1.15), (1.16),
(1.19)) to find an expression for the charge and energy currents jc and je, for the
conductivity σ (jc ≡ σE) and a kinetic equation for the distribution function f .
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The first step is to write the currents in terms of the Green functions:












ϵkvkG<k (ε,x, t). (1.20)












vkδGk ≡ F. (1.21)
In other words, Ḡ< represents the part of G<k that is even in momentum, while F
represents the k-odd part of G<k .




k vk to Eq. (1.15) and use Eq. (1.21) to separate
even and odd parts and get two equations for Ḡ< and F, from which we obtain a
kinetic equation for f and an expression for the currents in terms of f .
We also split the scattering term into two contributions: a transport scattering
term (e.g. due to scattering with impurities) Sttr{G<k } which relaxes momentum but
not energy, and an inelastic scattering term Stin{G<k } which relaxes energy. The
transport scattering term is odd in momentum k, so that
∑
k Sttr{G<k } = 0.
We apply
∑
k to Eq. (1.15) and use the identity
∑
k(vk · ∇G<k −∇ϵk · ∇kG<k ) =∑
k[∇ · (vkG<k ) − ∇k · (∇ϵkG<k ) − (∇ · vk − ∇k · ∇ϵk)G<k ] = ∇ ·
∑
k vkG<k −∑
k ∇k(∇ϵkG<k ) = ∇ · F, where sums over k of total derivatives with respect to
k vanish; we obtain an equation for the even part of G<k :
i∂tḠ






k vk to Eq. (1.15). In most cases we can write Sttr in a time
relaxation approximation
∑
k vkSttr{G<k } ≈ −i
∑










We now assume that the transport scattering is much stronger than the effect of
the deviations from equilibrium, i.e. qEτtr ≪ h̄/a (with a the typical lattice cell size).
In this limit, the k-anisotropy is very small and satisfies δG<k ≪ Akf . We therefore




τtrAkvkvk · (∇+ qE∂ε)f = −2πiτtrD(ε)v2(ε)(∇+ qE∂ε)f(ε). (1.24)
We have used that the spectral weight is a peaked function of ε − ϵk(x), which is
true when the self-energy of the electrons is not too large. In this regime, Ak(ε,x) ≈
A(ε − ϵk(x)) and thus (vk∂ε + ∇k)Ak(ε,x) = (vk∂ε − ∇kϵk∂ε)Ak(ε,x) = 0 and
(vk · ∇−∇ϵk · ∇k)Ak(ε,x) = (−vk · ∇ϵk∂ε +∇ϵk · ∇kϵk∂ε)Ak(ε,x) = 0. The density
of states D(ε) is defined as 2πiD(ε,x) ≡
∑








We now substitute Eq. (1.24) into Eq. (1.20) to obtain an expression for the
















Stin{G<k } = 2f(ε)ImΣR(ε, t)− iΣ<(ε, t). (1.28)
where we have used i∂tḠ< = −2π∂t(Df), approximated the density of states as time-




Let us consider a isotropic homogeneous system subject to an electric field. In this







2(ε)f(ε,x, t)] = Stf, (1.29)
where we used q = −e and the factor 1/3 appears because of the average on the











1.4 Kinetic equation for phonons
Let us briefly write the quantum kinetic equations for a dispersionless optical phonon







with aq the phonon creation operator at momentum q. The Green functions are
D<q (t1, t2) = −i⟨a†q(t1)aq(t2)⟩; DRq (t1, t2) = −iθ(t1 − t2)⟨[aq(t1), a†q(t2)]⟩, (1.32)
and obey the quantum kinetic equations (Σph is the phonon self-energy due to Hph,int)
(ω − ωp)DRq = 1 + ΣRphDRq ⇒ DRq (ω, t) =
1
ω − ωp − ΣRph(ω, t)
; (1.33)
i∂tD<q (ω, t) = 2iD<q (ω, t)ImΣRph(ω, t)− 2iΣ<ph(ω, t)2iImDRq (ω, t). (1.34)
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The generalized Kadanoff-Baym ansatz for phonons reads
D<q (ω, t) ≈ 2iImDRq (ω, t)nB ≈ −2πiδ(ω − ωp)nB (1.35)
with nB the non-equilibrium phonon population. We have assumed that the spectral
function of the phonon mode is very peaked and can be approximated by a delta
function; this is valid when the phonon self-energy is small compared to ωp.
The kinetic equation for nB is then
∂tnB = Stph{nB} = iΣ<ph(ωp, t) + inB[ΣAph(ωp, t)− ΣRph(ωp, t)]. (1.36)
1.5 Scattering terms
In this section we analyze the form of various possible scattering terms in the right
hand side of Eq. (1.27) using Eq. (1.28) to write them down explicitly. We also show
how to write Sttr in the relaxation time approximation (Eq. (1.23)).
Transport scattering time
We consider momentum relaxation arising from scattering against localized impuri-








where a = R,A,< labels the Keldysh components and Vk−q is the interaction ma-
trix element between electrons and impurities. If the impurities are localized, the
scattering is of the s-wave type and the interaction is thus momentum independent,
meaning that Σtr si momentum independent as well. We thus find the expression for
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the corresponding scattering term using Eq. (1.16)
Sttr{G<k } = G<k (ε)V 2
∑
q





k (ε)−GRk (ε)]. (1.38)
From Eq. (1.38) we find
∑
k Sttr{G<k } = 0 and that when summing over k with





















[GRq (ε)−GAq (ε)]. (1.40)
Electron-phonon scattering
Let us consider the scattering terms arising from the coupling between electrons and











The momentum averaged self energy for electrons is given by (see Fig. 1.1b)
Σ(t1, t2) = i
∑
k,q
|Mq|2Gk(t1, t2)[Dq(t1, t2) + h.c.]; (1.42)





D<q (t1, t2) +D>q (t2, t1)
]
; (1.43)







k )DRq +GRkD<q + h.c.
]
. (1.44)
For simplicity we assume the matrix element to be momentum independent Mq =
M . Switching to Fourier transform in the relative time t1 − t2 and using the GKBA
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Figure 1.1: (a) Propagators of the electrons (top), of the phonon mode at energy ωp, and of the rest of
phonon branches into which the anharmonic decay occurs. (b) Self energy Σ(t1, t2) diagram of the electrons
due to the coupling with the phonon mode at energy ωp. (c) Self energy Σph(t1, t2) diagram of the phonon
mode at energy ωp due to the coupling with the electrons. (d) Self energy Σanh(t1, t2) diagram of the phonon
mode at energy ωp due to the anharmonic coupling with other phonon branches.
Eqs. (1.19) and (1.35), we find
−ImΣR(ε) = π|M |2 [D(ε− ωp) (nB + 1− f(ε− ωp)) +D(ε+ ωp) (nB + f(ε+ ωp))] ;
(1.45)
Σ<(ε) = 2iπ|M |2[nBD(ε− ωp)f(ε− ωp) + (1 + nB)D(ε+ ωp)f(ε+ ωp)], (1.46)
Combining Eqs. (1.28) and (1.45)-(1.46) we find the scattering term Stel









nB(f(ε− ωp)− f(ε))− f(ε)(1− f(ε− ωp))
]}
.
The phonon self energy can be calculated in the same way, using the diagrams
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from Fig. 1.1c and the GKBA expression Eq. (1.35)
Σph(t1, t2) = −i
∑
k,q
|Mq|2Gk+q(t1, t2)Gk(t2, t1); (1.48)
−ImΣRph(ω) = π|M |2
∫
dεD(ε)D(ε+ ω) (f(ε)− f(ε+ ω)) ; (1.49)
Σ<ph(ω, T ) = −2πi|M |2
∫
dεD(ε)D(ε− ω)f(ε)(1− f(ε− ω)). (1.50)
Combining Eqs. (1.48)-(1.50) Eq. (1.36) we get the scattering term Stph







Relaxation into low energy bosons
In some cases it is useful to model the energy relaxation of electrons as an energy
diffusion process, which is equivalent to scattering off a thermal bath of bosons with
low energy δε. To calculate the scattering term we just take Eq. (1.47), replace ωp
with δε, nB with 1/(eδε/T − 1) ≈ Tδε (with T the temperature of the thermal bath)










Now let us consider the anharmonic scattering of the phonon mode of section 1.4


















where r, s indicate the phonon branches and b, b† are the phonon operators on these
branches. The bubble that gives the anharmonic self-energy is identical to that arising
from the interaction with electrons, with the difference that the legs of the phonon








where Pq,r is the Green function for the b, b† phonons at momentum q from the branch
r. We can define the density of states for a phonon branchDrph(ε) ≡ − 1π
∑
q ImPRq,r(ε),
with the understanding that for dispersionless phonons the density of states is just
a delta function. Applying the GKBA (1.35) to these phonons, we obtain the lesser
Green function in terms of their Bose distribution fB(ε):
∑















ph(ω − ε)(1 + fB(ε) + fB(ω − ε)). (1.55)
Here we have assumed that the branches into which the ωp mode can decay are










We observe that fB(ωp − ε)fB(ε)− fB(ωp)(1 + fB(ωp − ε) + fB(ε)) = 0, because
they are all equilibrium distributions, so that we can just define a phonon relaxation
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transition in a one-dimensional
charge density wave system
Metal-insulator transitions tuned by equilibrium parameters (temperature,
pressure or strain, chemical composition, etc.) have been of long standing interest for
condensed matter physicists [18]; in more recent times there has been an increased at-
tention towards the possibility of driving such transitions by non-equilibrium means.
Many experiments have shown that it is possible to destabilize the insulating state
in Mott materials using THz, optical [1, 32, 34, 35, 53, 54] or dc electric fields [7,
19–23, 28, 55, 56]. The effect of ac radiation is commonly understood in terms of the
resonant excitation of carriers into the conduction band, leading to a destabilization
of the correlated Mott insulating phase and to its collapse for strong enough electric
fields.
On the other hand, the collapse of an insulating phase subject to a dc field can
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have several different driving mechanisms: e.g. field induced changes of the energy
bands or Landau-Zener tunneling breakdown. In particular, it is of great interest to
understand whether the transition is driven by heating of the system or by a purely
electronic mechanism; this subject has been extensively discussed in the literature,
especially in connection with experiments.
An example of this is given by the phase switching in VO2 [29, 57, 58]. Initially,
the transition was believed to be a purely electronic effect, as also suggested by
theoretical models on the electric breakdwon of Mott insulators [24]. However, later
experimental reports [58] found that the transition from insulator to metal was caused
by local heating of the system above the equilibrium transition temperature.
Many more experiments found evidence of field driven transitions in other materi-
als including cuprates [19], iridates [55] and ruthenates [7, 28]. The case of Ca2RuO4
[8, 25, 26, 59–63] is of particular interest for many reasons. This material exhibits an
equilibrium metal-insulator transition at TC ∼ 356K, accompanied by a structural
distortion, and an antiferromagnetic insulating state below TN ∼ 111K. When sub-
ject to a dc current, Ca2RuO4 shows a current driven transition to the metal phase
for T around room temperature, see Fig. 2.1. Most remarkably, the threshold fields
(and currents) are very small: the electric field needed to collapse the insulating state
at room temperature is Eth ∼ 40V/cm. Translating this into an energy scale, i.e.
finding the energy gained by an electron over a distance comparable with the unit cell
size a, we find eEtha ∼ 2 · 10−6 eV, which is much smaller than the gap ∆ ∼ 0.2 eV
and any other electronic energy.
These results are in contrast with the usual understanding of the breakdown of
insulators, which predicts a collapse of the insulating phase when eEtha is of the order
of the gap ∆, as shown by Amaricci and coworkers in [64] through a dynamical mean
field analysis of a driven Hubbard model.
A second mechanism relies on Landau-Zener tunneling [65, 66] of carriers from
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Figure 2.1: (a) Current-voltage characteristic of Ca2RuO4 at room temperature from Ref. [7]; we can
observe the transition to the metal state at Eth ∼ 40V/cm. (b) Non-equilibrium phase diagram of Ca2RuO4
from Ref. [8].
valence to conduction band; when eEtha ∼ ∆2/W (with W the bandwidth), the
tunneling rate becomes sizable and excites enough carriers above the gap to collapse
the insulating state. This was shown in several theory papers, including [67]; in this
work Mazza and collaborators performed a dynamical mean field study of a two bands
Hubbard model. The authors show that in the region of the phase diagram where
the insulator is the only stable state, the collapse into a metal phase occurs when
∆2/eEthaW ∼ 1; remarkably, they also find that when a metastable metallic phase
coexist with the stable insulator, the former state is stabilized by the electric field
(due to a larger polarizability), making it more energetically favorable and inducing
the transition at smaller fields than eEtha ∼ ∆2/W .
More recently, increasing attention has been given to the effect of the electric field
on the electronic distribution. In particular, Matthies and collaborators [68] analyzed
a driven Hubbard model with competing charge density wave and superconducting
orders through dynamical mean field theory, while Han and coworkers [69] stud-
ied a one dimensional system with an antiferromagnetic instability in a mean field
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framework. Both works found that the insulator collapses when ∆2/eEthaW ∼ 1, in
agreement with Ref. [67] and showed that, when relaxation into a bath is accounted
for, the electronic distribution is quasi-thermal with a renormalized temperature; the
electric field and the relaxation rate compete in increasing the effective temperature.
Both these papers [68, 69] showed that an increase of the number of carriers is
possible because of a larger effective temperature, but also that the order of magnitude
of such number is limited by the strength of Landau-Zener tunnelling, which at T = 0
is the only mechanism that can excite carriers in conduction band. On the other
hand, at finite temperatures scattering processes between valence and conduction
band exist: they either excite or relax carriers across the gap, and detailed balance
ensures that a thermal population of carriers is present at finite temperatures. Such
thermal population is still exponentially small in the gap, but at weaker electric fields
is much larger than the population of carriers excited by Lanau-Zener tunnelling, and
thus can contribute to a destabilization of the insulating phase in this regime.
In this Chapter we present the research published in Ref. [30], where we investi-
gated the situation in which thermal carriers exist in conduction band; our work was
motivated by the key experimental results of Refs [7, 28], but was not intended to
explicitly model such experiments.
More specifically, we analyze a mechanism by which an electric field applied to
a gapped system can change the electronic distribution function without directly
exciting carriers over the gap. The key point is that relaxation from conduction
to valence band is strongly dependent on the momentum of the electrons, so that
an electric field can shift them away from momenta with fast relaxations towards
momenta where relaxation is slower, leading to a population imbalance that is set by
comparing the electric field to a relaxation time, rather than an energy scale. The
resulting effects are power law, not exponentially small, in the field strength.
We investigate this phenomenon in a one-dimensional model of spinless fermions
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with a charge density wave instability, using a Boltzmann kinetic equation combined
selfconsistently with a mean field analysis. We find that the renormalization of the
electronic temperature induced by the field can be large, eventually stabilizing the
metal phase down to zero temperature. However, the destabilization of the gapped
density wave state is weaker, leading to a bistable behavior and a coexistence of both
metallic and insulating stable phases.
2.1 The model
Hamiltonian and kinetic equation
We study a model of a single band of spinless fermions moving on a one-dimensional
lattice of lattice constant a with energy dispersion ϵk; we assume the band is half filled
and that the fermions are subject to an interaction parameterized by the coupling
constant G that leads to a commensurate (period π/a) site-centered charge density
wave of amplitude ∝ ∆.
We define the electron annihilation operator on site j as cj, and write the mean














where ck = 1√N
∑
j e
ikjcj, the wavevector k is measured in units of 1/a and Q = π.













The minimum band gap is 2∆ and we choose εk such that the point of minimum gap
is k = ±Q/2.
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where nv/ck are the occupations of states k in the valence/conduction band.
In equilibrium at T = 0, nv = 1, nc = 0 and perfect nesting of one-dimensional
band structures means that at k = Q/2 = π/2, ϵk = −ϵk+Q; thus the logarithmic
divergence of the sum in Eq. (2.3) at ∆ → 0 implies the existence of a solution
with ∆ ̸= 0. As T is increased, nv decreases and nc increases, eventually leading
(within mean field theory) to a second order transition at a temperature TC set by
G. Because this is a one dimensional system, beyond mean-field effects will convert
the transition to a crossover between a high-T short ranged correlated state and a
low T state described by an exponentially large, although finite, correlation length.
This physics is not relevant to the considerations of our work.
We now consider how an applied electric field changes the distribution functions
and thus the solution of the gap equation (2.3). To this end we write and solve
Boltzmann transport equations for the steady state conduction and valence band
occupation nc/vk . The transient state, while interesting in its own right, is beyond
the scope of this Thesis. The crucial ingredients of a Boltzmann equation are the
acceleration of the carriers by the applied field E, a momentum relaxation process
(which we consider to come from energy-conserving scattering with rate τ−1), an
interband scattering that changes the number of particles in each band (rate ΓI), the
Landau-Zener tunneling (rate ΓZ) and an intraband energy relaxation process (rate
Γε), see Fig. 2.2. Not notating the dependences of the Γ on the distribution functions,
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Figure 2.2: Sketch of scattering processes near the gap. The rates are: ΓI for the interband scattering
mediated by photons (wavy curves) or phonons (curly curves), ΓZ for the Landau-Zener tunneling, τ−1 for
the momentum relaxation and Γε for the energy relaxation.



















k + ΓI − ΓZ −
nvk − nv−k
τk
+ Γvε . (2.5)
The Boltzmann equations (2.4)–(2.5) are coupled nonlinear equations and the
general solution is complicated. To simplify the analysis without losing essential
features we assume particle-hole symmetry in the electron dispersion and scattering
amplitudes. In this case, nv = 1− nc and the two equations can be collapsed to one.
For notational simplicity we choose the origin of k to coincide with the gap minimum,
27
assume ϵk = −2t sin k, define the Fermi velocity vF = 2t and normalize all energy
scales to the hopping term t.
We exploit the symmetry under k ↔ −k to separate the odd and even parity




(nck ± nc−k), (2.6)
and rearrange the equations to make the physically interesting limit Γτ ≪ 1 more
transparent, obtaining
E∂kne = −no − γI,o + γZ,o + γε,o; E∂kno = −γI,e + γZ,e + γε,e. (2.7)
Here we have neglected the dependence on the momentum of the elastic scattering
rate, defined the dimensionless electric field E = eEaτ/(2h̄), and normalized the
even/odd part of the ith scattering rate γi,e/o ≡ Γi,e/oτ/2.
If all of the Γ ≪ 1
τ
and the electric field is not too large, the first equation in (2.7)
implies no = −E∂kne and the second equation becomes
E2∂2kne = γI,e − γZ,e − γε,e. (2.8)
Scattering processes
In this subsection we specify important features of the inelastic scattering processes
(sketched in Fig. 2.2). Details are provided in Appendix A.
We take the interband process ΓI to arise from scattering involving a bosonic
mode (photon or optical phonon) and calculate it using the standard Fermi golden
rule
ΓI(k) = A2k [nck (1− nvk) (1 + b)− nvk (1− nck) b] . (2.9)
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Here b is the Bose distribution at energy ∆εk = εck−εvk ≡ 2εck and Ak is the transition
matrix element. We have assumed that the interband scattering is essentially vertical
(momentum conserving); this is clearly justified in the case of optical emission and
is a reasonable approximation for optical phonons when the phonon energy ωph is
much smaller than the bandwidth so that the process is only important for electrons
in a range δk ∼ ωph/vF ≪ 1 of the gap minimum. We recast Eq. (2.9) using the
definitions and approximations of this section.
γI,e = γb(n
2
e + 2neb− b); γb ≡ A2kτ/2. (2.10)
This form will be used in our subsequent analysis.
In Eq. (2.10) the matrix element Ak plays a crucial role. On physical grounds we
expect Ak to drop rapidly as k is shifted away from the gap: for optical emission the
probability is A2k ∼ ∆2/εck, while when the conduction-valence band energy difference
becomes greater than ωph, the multiple phonon emissions required for down scattering
lead to a rapid suppression: in other words, interband relaxation is only efficient for
carriers with energies near the conduction band minimum (valence band maximum).
This is important because in equilibrium the “up scattering” [second term in Eq.
(2.9)] and “down scattering” (first term) processes cancel by detailed balance, as can
be verified by substituting the appropriate distribution functions in Eq. (2.9). At
low T , up scattering is controlled by the probability of finding a thermally excited
boson of the correct energy while down scattering is constrained by fermion occupan-
cies. Out of equilibrium the field E sweeps carriers away from the conduction band
minimum/valence band maximum (gap) into regions where the interband relaxation
is less efficient, leading to changes in population even without Zener tunneling.
We now study the energy relaxation term Γε. We imagine that the system is in
contact with a reservoir held at temperature T with which it can exchange energy
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in very small increments δε. This leads to an intraband scattering mechanism whose








where γR is a dimensionless rate (which includes the exchanged energy δε normalized
to t) and ∂ε is the derivative with respect to the conduction band energy. Notice that
γε,e vanishes if ne is a Fermi-Dirac distribution at temperature T .
Finally we briefly address Landau-Zener tunneling: it promotes electrons from
valence to conduction band with a rate proportional to e−π∆2/(2teEa); thus it is expo-
nentially small in ∆ and for the values of the electric field considered here is relevant
only for ∆ ≲ 0.005.
Final form of kinetic equation
Substituting the expressions for the interband and energy relaxation into Eq. (2.8),
neglecting the Zener tunneling term and introducing v ≡ ∂kεck, we have
γb
(






∂2εne + (γR(1− 2ne) + E2v∂εv)∂εne. (2.12)
In equilibrium, the left hand side of Eq. (2.12) vanishes if n is the Fermi-Dirac
distribution nFD, as detailed balance requires. Equation (2.12) is the basis for our
subsequent analysis.
2.2 Boltzmann equation analysis
Even though Eq. (2.12) cannot be solved analytically, progress can be made in
particular limits.
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Figure 2.3: Even part of the distribution ne as function of the energy ε for ∆ = 0.1, T = 0.05, γR = 0.001,
ωph = 0.1 and values of the normalized electric field corresponding to E = 0.006 (a) and E = 0.01 (b). The
insets show ne in a range of energies closer to the gap.
Zero gap case. Let us first assume ∆ = 0 so there is no charge density wave
(CDW) order. In this case the interband scattering is irrelevant, and for energies




∂2εne + γR∂εne (1− 2ne) ≈ 0. (2.13)
The solution is a thermal distribution with an effective temperature Teff given by
Teff = T + v
2
FE2/γR, (2.14)
reflecting the balance between Joule heating of the electrons (v2FE2) and energy dissi-
pation into the reservoir (γR). This Joule heating leads to a suppression of the linear
instability to CDW order, which now occurs at a reduced value of the temperature
TC(E) = TC(E = 0)− v2FE2/γR. (2.15)




∆ > T case. For ∆ ̸= 0, Eq. (2.12) has an interesting structure: its right hand
side conserves the particle number in the conduction band while its left hand side
(interband transitions) does not; this means that the steady state solution must be
such that the average over energies of the left hand side of Eq. (2.12) vanishes. When
∆ > T , γZ is negligible and we expect the contribution from γb to be small and vanish
rapidly for E ≳ ∆. Thus we set the left hand side of Eq. (2.12) to zero and neglect





As shown in detail in Appendix A.2, Eq. (2.16) determines ne up to a multiplica-
tive constant, which can be found by requiring that the upscattering and downscat-
tering terms in Eq. (2.12) balance:
∑
k
(n2e + 2neb− b)γb = 0. (2.17)
In the low T limit the integrals are confined to E ∼ ∆; in this region ne ∼ b1/2 ∼ e−∆/T
and thus ne (see Fig. 2.3) is of the order of e−∆/T multiplied by a factor depending
on energy, temperature and field
ne ∼ e−
∆
T f(ε, T, E). (2.18)
An inspection of Eq. (2.16) at ε≫ ∆ shows f ∼ e−(ε−∆)/Teff so that the distribution
function is pseudothermal, spread over a wider energy range ∼ Teff and comprises
more particles than in equilibrium; however at ε − ∆ ≲ ∆, f ≲ 1, implying that
for small energies ne is less than its equilibrium value. Because the gap equation
(2.3) weights more low energies, the increase in ne (relative to equilibrium) at high
energies can be compensated by the decrease at low energies leading to a small net
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reduction of the gap, in particular at low ∆. This follows from the weak coupling
model considered here; the gap decrease would be larger if the CDW were not driven
by a low energy instability.
Moreover, Eq. (2.18) implies that any modification to the gap equation (2.3)
is exponentially small in ∆/T , making an insulating phase with ∆ ≫ T hard to
destabilize even at high E ; on the other hand, the instability of the metal phase is
suppressed to very low temperatures for E2v2F/γR ∼ TC . This implies a bistability
region in a range of T and E , characterized by a coexistence of insulator and metal.
∆ < T case. When the gap is non-zero but smaller than the temperature, the
terms that are quadratic in ne cannot be neglected and no analytic solution is obtain-
able. However we expect ne in this regime to be a crossover between the Fermi-Dirac
distribution with effective temperature Teff and the solution given by Eq. (2.18).
2.3 Numerical Results
We solve numerically Eq. (2.12) in the general case, choosing reasonable values for
the parameters ωph/t ∼ 0.1 and γR, γb (∼ 10−3, 10−4). We then substitute ne into
Eq. (2.3) and self-consistently solve for ∆(T ), which is plotted for different E (Fig.
2.4). When E2/γR ≳ 1 no appreciable change occurs by increasing the electric field,
consistently with the run-away heating regime appearing when Teff is of the order of
the bandwidth.
We observe the bistability predicted in section 2.2: for a given E there exists a
range of temperatures TC(E) < T < T1(E) for which a stable high ∆ insulating phase
coexists with a stable metal ∆ = 0 phase. Notice that the gapped phase and the
metal phase are not analytically connected through a stable phase: thus any switching
between the two phases occurs with a jump in ∆, which corresponds to a first order
phase transition. The value of the insulator to metal transition temperature T1(E)
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Figure 2.4: Plot of the gap ∆ as function of the temperature T for several values of the electric field E
and for G = 1.6 (corresponding to TC ≈ 0.09), ωph = 0.1, γR = 0.001. The values of the IMT transition
temperature are T1 ≈ 0.055 for E = 0.015 and T1 ≈ 0.049 for very high E .
decreases as E increases, but is limited from below by T1∞ = T1(E → ∞): even at
high E ∼ 0.1 the insulating state survives for T < T1∞, see Fig. 2.4.
At low E , we also observe the appearance of a stable low ∆ phase (which is not
insulating, being characterized by ∆ ≪ T ) for T2(E) < T < T3(E); T3(E) can be
larger or smaller than T1(E) and the difference T3(E)−T2(E) decreases with E until it
vanishes. This phase is caused by the previously mentioned effect that a distribution
ne(E ∼ ∆) < nFD has on the gap equation at low ∆.
2.4 Stability Analysis







≡ ∆− Φ[∆, T, E ] = 0. (2.19)
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We interpret the left hand side of Eq. (2.19) as the derivative with respect to ∆ of
a nonequilibrium “free energy” and integrate it (in practice the integral is performed
numerically) obtaining
F [∆, T, E ] =
∫ ∆
0
d∆′(∆′ − Φ[∆′, T, E ]). (2.20)
The stationary points of F solve the gap equation: the minima correspond to
stable solutions and the maxima to unstable ones.
In Fig. 2.5a we plot F for three values of T both in equilibrium and out of
equilibrium. At T < TC and E = 0 we observe the usual behavior of the equilibrium
free energy of a system below its critical temperature; by increasing E , the metal
phase becomes locally stable, a local maximum appears at intermediate values of ∆
(corresponding to the unstable middle branch of Fig. 2.5) and the free energy of the
high ∆ phase increases. For T < T ⋆(E) the insulating phase is “energetically favored”
compared to the metal phase, so it is globally stable; for T ⋆(E) < T < T1(E) the metal
phase is “favored” and the insulating phase becomes only locally stable, eventually
disappearing at T > T1(E); the temperature T ⋆(E) is defined by F [∆(T ⋆), T ⋆, E ] = 0.
We observe that this energy functional implies that there may be hysteresis when
the system is tuned through the transition. For example, consider the system to
be initially in the insulating phase below T ⋆(E), with E strong enough to exclude
a stable low ∆ phase. On heating, the insulating phase becomes metastable for
T ⋆(E) < T < T1(E) and a sufficiently strong perturbation can make the system
switch to the metal phase; if no perturbation occurs, the phase transition happens
at T = T1(E). If the system is now cooled down, it remains in the metal phase
down to T = T ⋆(E) and below this temperature the metallic state is metastable and
the system could switch back to the insulating phase under a suitable perturbation.
A similar hysteresis cycle occurs at fixed T by varying E (Fig. 2.5b for the free
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Figure 2.5: Free energy F as function of the gap ∆ for G = 1.6, ωph = 0.1 at electric field E = 0.02 (a)
or temperature T = 0.05 (b). In (a), the IMT temperature is T1 ≈ 0.053 at E = 0.02, while T ⋆ ≈ 0.05. In
(b), T1(E = 0.04) ≈ 0.05 and T ⋆(E = 0.02) ≈ 0.05.
energy). A detailed study of the dynamics of the phase switching requires an analysis
of nucleation processes which is beyond the scope of this Thesis.
2.5 Summary
In summary, we have shown that a nonequilibrium drive may change the distribution
function of a correlated insulator by sweeping carriers from regions of rapid interband
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relaxation to regions where the relaxation is less efficient. The properties of the
resulting distribution are determined by the ratio between electric field strength and
energy relaxation rate. The distribution has much more weight at high energies,
but slightly less weight at the low energies that dominate the gap equation, and is
still exponentially small in ∆/T because it relies on pre-existent thermal carriers in
conduction band: despite the parametrically large change in distribution function, the
gap magnitude is only weakly affected by the field at T ≪ ∆. Therefore the electric
field is less effective in destabilizing the gap than Joule heating is in stabilizing the
metallic phase, leading to a region of bistability, in which both the zero gap and large
gap phases are locally stable, and thus to a first order transition in the presence of
the electric field.
A key finding is hysteresis in the behavior of the gap as a function of electric
field strength. The hysteresis we predict should be observable in simple two-terminal
experiments and indeed hysteretic behaviors in the current-voltage curve have been
reported [7, 22]. Furthermore, the broad pseudothermal conduction band distribu-
tion we predict may be observable in photoemission experiments conducted under
conditions of current flow.
We remark here on the relation of our results to those obtained by Han and
coworkers [69] on essentially the same model, but in a different and complementary
limit. The two key differences are that Han et. al. consider energy relaxation arising
from a fermionic bath, whereas in our work the energy relaxation is provided by
a bosonic bath (acoustic phonons). Also we focus on field-induced changes in the
electronic distribution function; these effects were not considered in Ref. [69] and are
relevant at much lower fields than the Zener tunneling on which Han et al. focus. It
is also important to note that our results depend on the presence of thermally excited
carriers, and thus our finding that the CDW phase is always stable at T = 0 arises
from neglecting Zener tunneling.
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The results presented in this Chapter were motivated by the experiments on
Ca2RuO4, but the physics we find may not be a complete picture of the mechanism
occurring in Ca2RuO4. In the model studied here, the stabilization of the metallic
phase is due to Joule heating of the electrons and the bistability arises because the
insulating phase is affected less by the field compared to the metallic phase. On the
other hand, the metal insulator transition in Ca2RuO4 is also associated to distor-
tions of the lattice, so that a renormalization of the electronic temperature may not
be sufficient to induce the transition if the lattice is not heated up as well. Moreover,
while the electron temperature has not been directly measured in Ca2RuO4, Joule
heating of the entire sample is believed to be small, so that the global temperature
of the system was expected to be below the equilibrium critical temperature.
However, in Ca2RuO4 there is no clear measurement of the local temperature,
meaning that it may be possible for the system to have small regions where the local
temperature is higher than the critical temperature. This is especially true for bulk
systems with relatively large thickness and for geometries where the driving field or
current are not homogeneous, as it is the case for most experiments in Ca2RuO4. An
analysis of these effects constitutes the topic of the next Chapter.
Additionally, many other materials [19, 22, 23, 56] exhibit voltage-driven metal-
insulator transitions with threshold fields that lie in the range ∼ 0.3 − 4 kV/cm. In
these materials the effect we find would be much bigger, and could play a substantial









Polarity dependent effects at
metal-insulator interfaces
As already widely discussed in Chapter 2, metal insulator phase transitions
induced by a dc electric current are a topic of fundamental importance and current
experimental interest [7, 8, 19–23, 25, 28, 61, 70]. While the transition can be driven
by many purely electronic mechanisms, the wisdom of the experimental evidence is
that in many materials the transitions are driven by heating [29, 57, 58].
Interestingly enough, the case of Ca2RuO4 mentioned in the previous Chapter
appears to be inconsistent with these expectations [7, 8, 25, 27, 28, 59–61]: in this
material the insulating phase is destroyed at threshold fields (Eth ∼ 40V/cm) that are
several orders of magnitude smaller than the fields required for a significant excitation
of carriers, while it has been reported that the global temperature of the system
remains below the equilibrium critical temperature [28].
Furthermore, a recent nano-imaging experiment [63] observed coexistence of metal
and insulating phase in Ca2RuO4 at appropriate drive currents. Remarkably, Zhang
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Figure 3.1: (a) The I-V curve in Ca2RuO4 with optical images of the sample taken in the visible range.
The insets show the emergence and expansion of the metallic phase (dark region) at different values of the
current. The electrodes are outlined with the white dashed line. (b)-(c) Switching of the metallic phase
from the right to left electrode via reversing the polarity of the two electrodes; the metallic phase always
nucleates out of the negative electrode. Figure from Ref. [63]
and coworkers found that when applying an increasing current to the insulating phase,
the metallic phase always nucleates out of the negative electrode, meaning that the
phase switching depends on the direction of the current flow (Fig. 3.1). This finding
indicates that Joule heating, which is proporational to the square of the current and
hence does not change when the current polarity is reversed, is not the main effect.
Most of the theoretical models approaching the problem of current driven metal
insulator transitions focus on the microscopic description of the system [30, 64, 67–
69], but usually neglect geometry effects on a more macroscopic level; in particular
the consequences of the presence of a phase interface between metal and insulator are
often not taken into account.
In this Chapter we reconsider heating effects in connection with metal-insulator
transitions in correlated materials, with emphasis on a very simple point: in the pres-
ence of a current, a spatial variation in the Seebeck coefficient S leads to a heat source
40
or sink. In the most common realization of the Peltier effect, the modulation in S is
produced by a temperature gradient (∇S ∼ (dS/dT )∇T ), while in a thermocouple
the modulation occurs at a device boundary. Here we observe that in a system con-
sisting of an inhomogeneous mixture of metal and insulating phases, similar effects
may occur at the metal-insulator interface, leading in appropriate cases to a marked
dependence of the position of the phase boundaries on the direction of the current.
We further show that because the difference in Seebeck coefficient between metal and
insulating phases of correlated materials is typically large, the effect may be com-
parable to or larger than Joule heating. We further present a study of an idealized
geometry that shows how these ideas may account for the essential features of the
Ca2RuO4 data [63].
The rest of this Chapter is organized as follows. We first use macroscopic Onsager
transport arguments to derive a heat balance equation that accounts for Joule heating,
the Peltier (interface) effect, heat diffusion and heat dissipation into a reservoir.
Appendix B shows that the results are coherent with a microscopic analysis based on
the electric quantum kinetic equation. We then proceed to analyze a specific geometry
that is an idealized version of the Ca2RuO4 experiments. A conclusion summarizes
the results and outlines further directions for research.
3.1 Heat balance equation
We consider a system of electrons with electric charge q = −e, chemical potential µ
and temperature T . We assume that a charge (electric) current density jc exists in
the system, along with an electric field E. The relevant quantities are functions of
the position x, which we typically do not explicitly notate here. We write a steady
state heat balance equation that relates T to jc, beginning with consideration of the
electronic energy density.
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In the absence of magnetic fields, the total energy density utot of the electronic
system satisfies the equation of state dutot = duel + E · dD/4π, with uel the inter-





∂tD +∇ · je = −Q̇d, (3.1)
where je is the energy current and Q̇d describes the rate of energy dissipation into non-
electronic degrees of freedom, such as the lattice modes in our case. The dissipation
rate depends on the temperature Tl of the non-electronic degrees of freedom and the
electronic temperature T : Q̇d = Q̇d(T, Tl).
We use the fourth Maxwell equation to relate the displacement vector to the
electrical current ∂tD = −4πjc, and introduce the electrochemical potential Φ via
−∇Φ ≡ E −∇µ/q. In a steady state ∂tuel = 0 and ∇ · jc = 0, we add and subtract
∇ · (jcµ/q) = jc · ∇µ/q in Eq. (3.1) and introduce the heat current jh = je − µjc/q so
that Eq. (3.1) becomes
0 = −jc · ∇Φ−∇ · jh − Q̇d. (3.2)
Equation (3.2) represents the steady-state heat balance, relating the divergence of
the heat current to Joule heating −jc · ∇Φ and to heat dissipation into the reservoir.
We now use the linear theory of thermoelectric transport [72, 73] to write the heat
and charge currents as functions of −∇Φ and of the electronic temperature gradient










where σ is the electric conductivity, S the Seebeck coefficient (or thermopower) and κe
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the electronic thermal conductivity. In Eq. (3.3) the transport coefficients matrix is
symmetric thanks to the Onsager relations. An equivalent form, based on charge and
energy currents rather than charge and heat currents would involve the generalized
forces −∇(Φ/T ) and ∇(1/T ) rather than −∇Φ and −∇T . The two formulations of
course lead to equivalent results.
We now rearrange Eq. (3.3) to obtain an expression for ∇Φ and jh in terms of jc









with Π = TS the Peltier coefficient, ρ = σ−1 the electrical resistivity and κe is the
thermal diffusion coefficient. Combining Eq. (3.2) and (3.4) and noting that the
steady-state condition ∇ · jc = 0 implies ∇ · (Πjc) = Sjc · ∇T + T jc · ∇S, yields
0 = −Q̇d + ρj2c − T jc · ∇S +∇ · (κe∇T ). (3.5)
The first two terms in Eq. (3.5) are the dissipation into the reservoir and the Joule
heating respectively, and the last term represents thermal diffusion. The remaining
term, T jc · ∇S shows how spatial structure in the Seebeck coefficient in the presence
of a current gives a thermal effect that may be either heating or cooling depending
on the direction of current flow relative to the gradient of S. Heat is generated when
the current flows from the phase with higher Seebeck coefficient to the phase with
the lower one. In particular, a sharp interface separating two materials with different
thermoelectric coefficients is a localized heat source or sink.
Appendix B gives a derivation of Eq. (3.5) from a microscopic approach, starting
from the equations for the Keldysh Green functions and writing a kinetic equation
for the electron distribution function.
Crucial to the solution of Eq. (3.5) is the dissipation of the generated heat into
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the thermal reservoir. In the situation of most interest here, the thermal reservoir
is provided by the lattice degrees of freedom of the material hosting the correlated
electrons. For simplicity, we assume that the heat transfer is proportional to an
electron-lattice coupling γe-l (which for simplicity we take to be structureless) and to
the difference in electron and lattice temperatures: Q̇d = γe-l(T (x)−Tl(x)). The heat
balance equation for the lattice is then
0 = γe-l(T − Tl) +∇ · (κl∇Tl), (3.6)
with κl the lattice thermal conductivity. Note that there is neither Joule heating
nor thermoelectric effects for the lattice. The heat that flows into the lattice will be
dissipated into the environment, typically at the boundaries of the sample, leading
to boundary conditions on Tl. A specific example will be discussed below.
Equation (3.6) implies that the length scale for variations in Tl−T is ∼
√
κl/γe-l.
Typically this scale is 10−100 nm (see Appendix C.1 for details) and is much shorter
than the relevant geometrical length scales, so that to sufficient approximation |T −
Tl| ≪ Tl ⇒ Tl ≈ T and we can combine Eqs. (3.5) and (3.6) into an equation for just
one temperature:
0 = ρj2c − T jc · ∇S +∇ · (κ∇T ), (3.7)
with κ ≡ κl +κe the total thermal conductivity, and with boundary conditions taken
from those for Eq. (3.6).
Equation (3.7) determines the temperature, given the spatial dependence of ρ, S,
κ and the current. We suppose that the state of the system, and thus the values
of the transport coefficients, only depends on the local temperature T (x). Given
a certain dependence of the transport coefficients on T (x), the continuity equation
∇·jc = 0, the third Maxwell equation ∇×E = 0 = ∇×(ρjc) and Eq. (3.7) completely




In this section we present analytical and numerical solutions of Eq. (3.7). When
specific parameters are required we use values reasonable for Ca2RuO4.
Correlation-driven metal-insulator transitions are typically first order with narrow
hysteresis regimes, and we assume that the transport coefficients take metallic or
insulating values according to whether the local temperature is greater or less than
the critical temperature TMIT. Thus the conductivity (resistivity) and thermopower
take the values σM,I (ρM,I) and SM,I ; we assume κe ≪ κl for simplicity so that
κ ≈ κl. Thus ∇S vanishes except at the metal-insulator phase boundaries, where it
has delta-function singularities proportional to ∆S ≡ SI − SM ; this means that the
Peltier heating is an interface effect while Joule heating is a bulk effect.
We study the geometry shown in Fig. 3.2a, an idealized representation of a
typical experimental geometry: a film of length L, width W and thickness h grown
on a substrate, which we assume to be held at temperature T0 and to act as a heat
sink. We choose the x axis to be along L, the y axis to be along W and the z axis
to be along h. Since for typical experiments h ∼ 0.2mm ≫
√
κl/γe-l, we can use Eq.
(3.7) with boundary conditions ∂zT (z = 0) = 0 and T (z = h) = T0.
For Ca2RuO4 at room temperature, the thermal conductivity is κ ∼ 10−3 W/cmK
(see Appendix C.1), the insulating state resistivity is ρI ∼ 10 ￿cm and the metal-
insulator transition temperature is TMIT ≈ 360K; we define ∆T ≡ TMIT −T0 ∼ 60K.
The metal phase of Ca2RuO4 has a very low Seebeck coefficient while the insulating
phase has a high and positive Seebeck coefficient [62]: SM ≈ 0 and SI ≈ 400 ÷
1000µV/K; the sign of SI is consistent with the large particle-hole asymmetry found
in dynamical mean field calculations [74, 75]. Thus in Ca2RuO4, ∇S points from the
metal to the insulating phase so the interface is heated when the current flows from
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the insulator to the metal, i.e. when the metal phase nucleates out of the negative
electrode. This agrees with the experimental reports from Ref. [63] regarding the
dependence of the nucleation process on the direction of the electric current.
Analytic Solutions
Equation (3.7) can be solved numerically, but analytical insight can be gained in
particular limits. Although it is not directly relevant to most experimental situations,




. We first consider a current jc = j0x̂ uniform in
x, y, introduced at x = 0 and removed at x = L. If the sample is entirely insulating
the current does not depend z; the only source of heat is Joule heating and the
temperature profile is given by (see Appendix C.2)
T (z) = T0 + ρIj
2
0(h
2 − z2)/2κ. (3.8)
When j0 reaches the critical current
jcr ≡
√
2∆Tκ/ρIh2 ∼ 5A/cm2, (3.9)
the temperature of the top surface reaches TMIT. For j0 > jcr a metallic region
appears at the top surface. The estimate of jcr for Ca2RuO4 is in agreement with
experimental reports [7, 28, 63]. The appearance of a metallic phase near the top
surface means that the current becomes dependent on z. In the limit h ≪ L, the
region of x in which jc is not parallel to x̂ is very small (of order ∼ h), so that over
most of the sample the current flows parallel to the interface and we can ignore any
Peltier effect and focus on Joule heating only. In this geometry metal and insulator
are essentially two resistors in parallel, so that the respective current densities jM
and jI are related by ρIjI = ρMjM . Following Appendix C.2 we find the temperature
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Figure 3.2: (a) Sketch of the geometry showing system (in blue) of length L, width W and thickness h
and substrate (red) which is held at temperature T0. (b) Plot of the I-V curve resulting from Eq. (3.11);
the cusp point is a consequence of the approximation used. The inset shows the geometry of the metallic
and insulating phase. (c) Sketch of the side view and top view of the metallic and insulating phase in the
situation considered for Eqs. (3.13) and (3.14).
at the metal-insulator interface z = d





















As expected d(j0 = jcr) = 0, while d approaches h for j0 ∼
√
ρI/ρMjcr ≫ jcr.
From the value of d we calculate the total current and find the V-I curve, shown in
Fig. 3.2b. The calculated curve exhibits the usual “N” shaped behavior expected for
heating-driven insulator-metal transitions.
We now turn to an idealization of the situation studied in Ref. [63], in which a
total current I is injected through a point electrode at x = L, y = W/2, z = 0 and
removed at x = 0, y = W/2, z = 0. We focus on what happens near the x = 0
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electrode; in the limit L ≪ W and for points close to the electrode, the current
decreases as jc(r) ≈ I/(πhr)r̂, with r =
√
x2 + (y −W/2)2, with I the total current.
Crucially given the point like electrodes, all of the injected current must cross the
insulator-metal phase boundary, and Peltier heating will play a role. The depth d of
the metallic region depends on r and beyond the critical distance rc at which d = 0
the sample is insulating at all z, as qualitatively sketched in Fig. 3.2c.
We assume that over most of the relevant r range in both metal and insulating
regimes the current flow is perpendicular to z and that the curvature in the x − y
plane of the interface may be neglected. Then the parallel resistor arguments imply
that the total current in the metal at distance r is
IM(r) =
d(r)




The current IM changes with r so that some current must flow across the interface at
r, giving rise to Peltier heating. We account for this contribution in the heat balance
and require T (d(r)) = TMIT, obtaining an equation for ∂rd which may be solved to










where ∆S > 0. We observe that for I < 0, i.e. current flowing into the metal, ∂rd
is negative as it should be since d(r = 0) > 0 and d(rc > 0) = 0; on the other hand,
if I > 0 then ∂rd ≥ 0 and no stable interface can exist. In other words, for one
direction of I > 0 Peltier cooling contracts the interface to the very near vicinity of
the electrode, while for the opposite direction it pushes the interface away from the
electrode, consistently with observations in Ca2RuO4 that the metallic phase always
nucleates out of the negative electrode, in such a way that the current flows from
insulator into metal.
48
We solve Eq. (3.13) with d(r = rc) = 0 and integrating backwards to find d(r).
As explained in Appendix C.3, we can determine the critical radius by examining the
solution for r → 0 under the assumption d(r → 0) > ρM/ρIh (corresponding to a




Note that the metal phase disappears into the insulator at a nonzero angle, since ∂rd
is nonzero for r → rc. This is in agreement with the wedge-shaped metallic phase
considered in the elastic theory of stripe formation in Ref. [63]. For I ∼ 10mA and
parameters compatible with Ca2RuO4 we find rc ∼ 0.2mm which is a sizable fraction
of the length L ∼ 1mm; we thus show that even in a very simple limit our model
reproduces the qualitative experimental features reported in Ref. [63].
Numerical Solution
We iteratively solved the coupled system given by ∇ · jc = 0, ∇ × (ρjc) = 0 and
Eq. (3.7) using the parameters listed above which are appropriate to Ca2RuO4, and
assuming that the transport coefficients are determined by the local temperature
T (x), i.e. σ(T (x) > TMIT) = σM and σ(T (x) < TMIT) = σI . The system has
dimensions L = 1mm, W ∼ L and h/L = 0.2 and the negative (positive) electrode
is located at 0 < x/L < 0.1 (0.9 < x/L < 1), y = W/2, z = 0.
We present in Fig. 3.3 two different cases. Panels (a) and (b) shows computations
for SI ∼ 1000µV/K, which is a value representative of Ca2RuO4, and a square
geometryW = L; the other parameters are given in the figure caption. The simulation
clearly shows that a current I ∼ 10mA can induce a metal phase extending over part
of the sample (up to x/L ∼ 0.3; see inset in Fig. 2a). Note also that the metal
phase exists only on one side of the sample, showing that the interface Peltier effect
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Figure 3.3: (a) Color map of the temperature T (x, z) evaluated at y = W/2 and normalized to the external
temperature T0 for h/L = 0.2, W = L, ρM/ρI = 0.1, ρII2/(κL2T0) = 0.2, ρM/ρI = 0.1, I∆S/(κL) =
−0.2, with I ∼ 10mA the total current; these parameters correspond to a realistic simulation of Ca2RuO4
experiments. The negative/positive electrode is located at (0 < x < 0.1, y = W/2, z = 0)/(0.9 < x <
1, y = W/2, z = 0); the dashed black line shows the trial phase boundary used, the M/I labels indicate
the metal/insulator phase. The inset shows the plot of T (x, y = W/2, z = 0)/T0 as function of x compared
to the transition temperature TMIT. (b) Color map of T (x, y, z = 0)/T0 for the parameters of (a). (c)
Color map of T (x, y = W/2, z)/T0 for the same parameters as (a), except for a small Seebeck coefficient
I∆S/(κL) = −0.02 and a larger current ρII2/(κL2T0) = 1.2; from the approximate symmetry of the metal
phase we can see that Joule heating is the dominant effect. (d) Color map of T (x, y, z = 0)/T0 for the same
parameters of (a) and (b), but W = L/2; in a rectangular geometry the metal phase can extend from y = 0
to y = W/2. (e) Shape of the phase boundary for the parameters of (d) and different values of the current
I = 5, 10, 25mA.
leads to a pronounced spatial asymmetry of the metallic domains, consistent with
observations of Ref. [63]. Panel (b) shows the temperature at the top surface T (x, y);
we see that for distances from the electrode less than ∼ 0.3L the temperature is
above the metal-insulator transition temperature, while for the rest of the sample
the temperature is below. Panel (c) shows results of analogous computations, in
which the Seebeck coefficient is reduced to a much smaller value, showing that in this
case two metallic phases nucleate around both electrodes in a nearly symmetric way.
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These results show that Peltier heating at interfaces can explain the appearance of
a stable metal phase in typical Ca2RuO4 experiments even for modest values of the
applied current.
We notice that the thickness d of the metallic layer is a sizeable fraction of h,
and depends on the value of S and on of the resistivity ratio ρI/ρM ; in particular d
decreases for larger ρI/ρM . Notice that since h is not much smaller than L as assumed
in the derivation of Eq. (3.13), the boundary geometry is only qualitatively a wedge.
In Fig. 2d and 2e we consider a rectangular geometry W = L/2 and study its
effects on the interface geometry; in Fig. 2e we study the evolution of the phase
boundary for increasing currents and find that it extends to larger values of x/L, in
agreement with the results of Ref. [63].
We can also calculate the average temperature of the system; for the parameters of
Fig. 2a we find an average temperature T̄ = 1.05T0 and an average top surface tem-
perature T̄ (z = 0) = 1.07T0. This shows that even for modest increases of the global
temperature of the system, T can be locally larger than the critical temperature.
3.3 Summary
We considered a correlated system with an electric current flowing through an inter-
face between its metallic and insulating phases. Using macroscopic arguments based
on entropy production and linear transport theory, we wrote a heat balance equation
that can be solved for the temperature given the current. The equation accounts
for Joule heating, heat diffusion, heat dissipation, and crucially, includes the Peltier
effect, which linearly couples the current to the discontinuity ∆S in thermopower
across an interface between a metal and an insulator. This term leads to heating
or cooling at the interface depending on the direction of the current with respect to
the change in thermopower. The magnitude of the interface Peltier effect depends
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on the current, the thermopower change across the interface, and the efficiency of
heat dissipation (determined here by the thermal conductivity and the distance to
the nearest heat sink). Because the Peltier heating is linear in the current while Joule
heating is quadratic, the Peltier heating dominates at small currents, and leads to
interesting physics if the Peltier effect remains dominant at currents large enough to
heat the system above its insulator-metal transition temperature. This condition is
equivalent to a thermoelectric-like figure of merit ZT ≡ T∆S2/ρκ being larger than
one. Our analysis showed that for Ca2RuO4 in geometries similar to those considered
in recent experiments [63], heating effects can stabilize a non-equilibrium metal phase
in a region of the sample that depends on the direction of the current. Other materi-
als that exhibit a large discontinuity in thermopower at the metal insulator transition
and may also exhibit a similar polarity dependence include VO2 microbeams [76] and
Cu2Se [77].
Interesting directions for future theoretical research include extension of our anal-
ysis to other experimental geometries, in particular to the very thin sample regime and
to the filamentary conduction pattern observed in other correlated electron systems.
Experimental observations of our predicted distribution of the local temperature of
the sample surface would be of great interest. A very recent work [78] by Mattoni et
al. studied the local temperature in Ca2RuO4 under current and reported data com-
patible with our predictions. Equally of great interest would be the investigation of
different electrode geometries (e.g. introducing the current uniformly across a sample
face rather than in a small region) and sample thicknesses. Finally, our analysis is
primarily based on a macroscopic theory, and a more detailed microscopic analysis
of the physics of the metal-insulator interface, in the presence of current flow, would










theory of negative conductivity in
photoexcited metals
In this Chapter we shift the focus of our discussion to the dynamics of pho-
toexcited systems.
Recent advances in the field of ultrafast spectroscopy [1, 32] have made possible
to investigate the response of a system to various kinds of probe on very short time
scales (from fs to ps). The system is usually probed following its excitation by a
pump that drives it into a non-equilibrium state; the probe then allows to investigate
the dynamical properties of the pumped system.
This has generated substantial experimental and theoretical interest into the study
of systems driven far from equilibrium, particularly by short and intense pump pulses.
Several typologies of systems have been investigated, including correlated insulators
[9, 10, 54, 79], superconductors [12–14, 33–36], semiconductors, etc., and many exotic
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non-equilibrium phases have been reported, some of which are absent in equilibrium
[9, 11, 15].
Particular excitement has originated from the experimental reports of the dra-
matic changes in the optical reflectivity of K3C60 and cuprates after exposure to
intense THz pump radiation.
Specifically, K3C60 is an organic material that exhibits a metal to superconductor
transition at 19K. In Ref. [14] a powder sample of K3C60 was prepared in the
metallic state, and then irradiated with radiation tuned to be in resonance with some
selected lattice vibrational modes; the reflectivity was then measured as a function
of the probe frequency at different pump fluences. For a short time (∼ ps) after
the strong photoexcitation pulse, the reflectivity in the low frequency region was
substantially enhanced compared to equilibrium (see Fig. 4.1) in a fashion resembling
the reflectivity of the equilibrium superconducting phase.
This enhancement was reported as a possible light-induced superconducting state
created by the pulse and living transiently for short imes. All the proposed theories
[38–44] interpreting the experiments were indeed based on the premise that the pump
pulse changes the interactions and/or structure of the system in such a way to drive it
into a superconducting phase even at temperatures much higher than the equilibrium
critical temperature. Some of the theory proposals are based on an increase of the
electron-electron attraction caused by the squeezing of the pumped phonons, while
others are based on an enhancement of the non-equilibrium superconducting fluctu-
ations [43] or on a cooling of the quasiparticles responsible for superconductivity due
to their interaction with a pumped excitonic mode that acts as a sink of entropy [42].
In Ref. [49], we proposed an alternative interpretation of the experimental re-
sults, based on a general phenomenology that does not involve a superconducting
state. In essence, we argued on general grounds that a non-equilibrium system can
exhibit a negative linear response conductivity and showed that such state is unstable
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Figure 4.1: (a) Equilibrium reflectivity R(ω) as function of the probe energy ω for K3C60 in the metal
state (red) and in the superconducting state (blue). (b)-(c) Reflectivity of equilibrium (red) and photoexcited
(blue) K3C60 at two different temperatures. Figures are taken from Ref. [14].
and evolves into a symmetry broken state characterized by domains of spontaneous
electric polarization. After the pulse, the system sustains a novel collective mode that
consists of coupled oscillations of charge and entropy (akin to what could be called
a “thermoplasmon”); this collective mode can only exist in non-equilibrium systems,
since it originates from the linear coupling between entropy production and charge
fluctuations (which is quadratic in equilibrium), and had never been predicted before.
Any probe radiation hitting the system couples to such collective mode and enhances
the reflectivity, leading to a behavior remarkably similar to the experimental data.
In our work [49] we simply argued that the pump pulse induces a negative con-
ductivity in the system and derived the phenomenological consequences of such as-
sumption; in a later work [48] we studied a microscopic model describing the origin
of a negative conductivity state in photoexcited metals.
Indeed, the linear response dc conductivity σ of a system in thermal equilibrium
is always non negative because an applied electric field E creates entropy via the
Joule heating σE2 and the entropy production rate cannot be negative. Beyond
linear response, novel effects may appear: for example, the differential conductivity
σdiff ≡ dj/dE|E ̸=0 (i.e. the derivative of the electric current j with respect to the field)
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Figure 4.2: (a) Plot of the thermal fT (ε) and non-equilibrium f(ε) distribution functions versus the energy
in an irradated 2DEG subject to a magnetic field; the Fermi energy is εF and the cyclotron frequency is
ωc. The equilibrium ν0 and non-equilibrium ν(ε) density of states are also shown. The figure is reproduced
from Ref. [46]. (b) Plot of the spectral weigth A(ω), occupation N(ω) and effective distribution function
feff(ω) as function of energy ω for a driven correlated insulator at different pump frequencies Ω and electric
fields E; the figure is reproduced from Ref. [47].
can become negative, as occurs in current driven metal-insulator transitions [80–84];
however, this does not imply a negative contribution to the entropy production, since
the Joule heating is jE and remains positive. The more uncommon situation we
are concerned with in Refs. [48, 49] is that of an absolute negative conductivity
σ ≡ j/E < 0 [85–88]; such state leads to a negative Joule heating and is possible
only in non-equilibrium conditions, since additional sources of entropy are needed to
balance it and give a total non-negative entropy production.
Such absolute negative conductivity state was shown to occur in a two dimensional
electron gas subject to a transverse magnetic field and to a steady state microwave
radiation [16, 17, 45, 46, 89], and in a steadily photoexcited correlated insulator [47].
In both cases, the driving radiation induces regions of “local” population inversion,
i.e. regions where the electron distribution f exhibits a positive energy derivative
∂εf > 0 (Fig. 4.2); these regions give a negative contribution to σ and are weighted
by a factor proportional to the density of states, so that under certain conditions the
conductivity can be negative. The favorable energy structure of the density of states
is provided by the Landau levels quantizations for the two-dimensional electron gas,
and by the valence and conduction bands in the correlated insulator.
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In particular, the occurrence of a negative conductivity state in the two
dimensional-electron gas was proposed, and later confirmed, as the explanation for
the experimental appearance of zero-resistance states at specific frequency of the mi-
crowave pump [16, 17]. The phenomenological explanation [45] assumed the existence
of a negative conductivity state, and showed its instability towards the formation of
symettry broken domains characterized by a zero resistivity and a spontaneous cur-
rent flow, in a phenomenon similar to the one presented in Ref. [49].
In Ref [48], we showed that a local population inversion can also occur in a system
of electrons coupled to strongly pumped phonons, and that this inversion can lead
to a negative absolute conductivity (NAC) state, even when the pumping is not
continuous; indeed, the effect can be induced by transiently pumped phonons and
can persist for long times after the pump is removed. We showed how the NAC state
depends on the intensity of the driving pump and that the effect is maximized if the
phonon frequency is approximately commensurate with the distance from the Fermi
energy to the band edges; we provided information on which forms of the electron
and phonon density of states create the most likely conditions for such effect to occur.
This Chapter is organized into two parts: in the first part we present the phe-
nomenological consequences of a negative conductivity state, while we investigate
the conditions under which it arises in the second part; a summary presents brief
conclusions.
4.1 Phenomenology
In this section we briefly describe under which general conditions a system may exhibit
a negative conductivity and analyze its consequences from a mesoscopic point of view,
without dealing with the microscopic details of the system.
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Thermodynamic considerations on negative conductivity
Consider a photoexcited system driven out of equilibrium: the sample occupies
the half space z > 0, and the pump radiation incident from z < 0 creates a
non-equilibrium situation, which we assume relaxes rapidly to a quasi-steady non-
equilibrium state. In the simplest case this state is characterized by one parameter,
ξ(r⃗, t), which relaxes slowly to its equilibrium value ξ = 0. The precise microscopic
description of ξ is not important here (we will identify it with a non-equilibrium
phonon population in the next section). For ξ ̸= 0, entropy density S is produced; we
describe this production by a generation function G0(ξ), with G0(ξ ̸= 0) > 0. Electric
fields E and currents j produce entropy via the Joule heating term jE, leading to (T
is a pseudo-temperature defined later on)
T∂tS = σE⃗
2 +G0(ξ) = ρ⃗j
2 +G0(ξ). (4.1)
Here, the absolute conductivity (resistivity) σ (ρ) depends on ξ and T .
The second law of thermodynamics requires dS
dt
≥ 0. At equilibrium G0(ξ = 0) =
0, implying ρ ≥ 0. This means that in a system which is superconducting (ρ = 0 for
a range of T ), ρ(T ) cannot be an analytic function of T : in other words, the onset
of a superconducting state is necessarily via a phase transition (gauge symmetry
breaking). However, in non-equilibrium, G0 > 0 so ρ or σ can cross zero without any
non-analyticity. Indeed as previously mentioned, calculations have found negative
conductivities in several models of continuously driven systems [45, 46, 80, 85–89] and
other models with similar properties may exist 1; we will show in the next section
that a negative conductivity can also arise in a model relevant to the situation at
hand.
1Existing calculations identify two main origins of the negative conductivity: the photovoltaic
effects [85–89] on the impurity collision process, and the distribution function effects [46]. In slowly
relaxing non-driven systems only the latter effects are relevant.
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Instability of negative conductivity state
A state with E⃗ = 0 and σ < 0 is unstable towards formation of domains of electric
field, see Fig. 4.3a. To see this, we combine the continuity and Poisson equations
∇ · j⃗D = 0; j⃗D = j⃗ + (4π)−1∂tD⃗; ∇× E⃗ = 0, (4.2)
with the constitutive equation j⃗ = σE⃗. Here D⃗ = ϵrE⃗ is the electric displacement
and ϵr is the electric permittivity (for simplicity we treat ϵr and σ as isotropic). By
taking the divergence of both sides in the equation for j⃗D, we find that in the linear
regime, the total charge density q ≡ ∇ · E⃗ evolves exponentially in time:
0 = ∇ · j⃗D = σq +
1
4π
ϵr∂tq ⇒ q ∼ e−4πσt/ϵr . (4.3)
If σ < 0, the E = 0 solution is unstable: small fluctuations in E (i.e. charge) grow
exponentially with time. Then, the non-linear dependence of the current on the elec-
tric field becomes important. In particular, at some finite value of the electric field
E = E∗(ξ) the Joule heating term vanishes again (E⃗∗j⃗(E∗, ξ) → 0), see Fig. 4.3b and
Refs. [45, 87, 88], implying the formation of a state characterized by spontaneously
polarized domains of electric field ∼ E∗ bounded by thin sheets of induced electric
charge. The thickness of the sheets is determined by microscopic scales, and is not
important for the physics we consider. As usual for non-linear equations, a multiplic-
ity of possible domain structures may occur; their detailed analysis is a formidable
but often unnecessary task and they were studied extensively in several works [83,
84, 90].
59
Figure 4.3: (a) Sketch of incident pump pulse leading to spontaneous polarization in the active layer. (b)
Sketch of the j-E characteristic for a σ < 0 state. (c) Profiles of the entropy and charge density oscillations
inside the active layer; notice the thin surface charge accumulation on the external boundary of the layer.
(d) Incident and reflected probe waves at an angle θ; the reflection occurs in the x−z plane and the magnetic
field is along the y axis for TM polarization.
Consequences of negative conductivity and collective mode
We study the physical consequences of domain formation under the main assumption
that the non-equilibrium effects are strong enough to have σ(E = 0) < 0 in some
region near the sample surface, leading to the formation of a spontaneous polarization
E⃗ = E∗(z)ẑ in an active layer 0 < z < l0 (red shaded region in the right portion of
Fig. 4.3a). We assume that the depth, l0, of this active layer and the spontaneous
polarization change slowly with ξ as the system relaxes to equilibrium, and that E∗
is determined by the dynamics of ξ(z, t), apart from the small fluctuations considered
below.
After the pump is switched off, the microscopic degrees of freedom rapidly relax
to their quasi-equilibrium values; in particular, the electric field relaxes to E∗[ξ(z, t)].
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Because the system is no longer driven, the total energy is conserved, so the state is
characterized by three slowly evolving variables: the parameter ξ, the energy density
u(r⃗, t), and the electric field E [connected to the charge and current densities by
Eq. (4.2)]. The entropy density S is related to these dynamical variables by the
equation of state S(u, D⃗, ξ).
Conservation of energy means that the energy density (which includes the electric
field energy) evolves only via the energy current j⃗u
∂tu+ ∇⃗ · j⃗u = 0. (4.4)
Let us note that the Joule heating increases the internal energy of the electron system
but decreases the energy of the electric field so that it cancels from (4.4).
The time evolution of ξ depends on u as a parameter (since for homogeneous
systems u is an integral of motion) and on ξ itself 2,
∂tξ = −I(ξ, u); I(ξ = 0, u) = 0. (4.5)
For the third dynamical equation we choose the entropy S within the active layer
as independent variable, while D⃗ is determined by the equation of state [71]:
(4π)−1 E⃗ · dD⃗ = du− TdS + T∂ξSdξ. (4.6)
This choice enables us to use the conservation of energy (4.4) effectively. The
entropy evolution can be written as
T∂tS = G(ξ, u) > 0; T
−1 = (∂S/∂u)ξ,D⃗ . (4.7)
2Note that ξ can always be chosen in such a way that the right hand sides of Eqs. (4.5) and
(4.7) do not depend on S.
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Here we have defined a “non-equilibrium temperature” in the standard way, i.e. in
terms of the derivative of entropy with respect to energy.
Entropy generation arises both from Joule heating and from the entropy produced
by the relaxation of ξ. The two effects cannot be separated in the non-equilibrium
regime we consider and that is why they are joined in one kinetic term G. How-
ever, the ratio G/I = −T (∂S/∂ξ)u,D⃗ is determined directly by the state function;
it is analogous to a thermodynamic quantity and does not depend on the kinetic
coefficients.
To complete the system of equations we observe that in the lowest order of the
gradient expansion 3
j⃗u = −κT ∇⃗S, (4.8)
where κ is the thermal diffusion coefficient (related to the thermal conductivity via
the specific heat) 4. The contribution of the particle current to the energy current
can be neglected provided that all the relevant linear scale are much larger than the
screening radius.
Equations (4.4)–(4.8) provide a complete description of the dynamics of the system
in the non-relativistic limit (speed of light c → ∞) and in the absence of incident
radiation. It is noteworthy that Eq. (4.6) shows that in the situation considered here,
(i.e. E⃗ ≃ E⃗∗), fluctuations of energy and entropy are linearly coupled to the electric
field, in contrast to equilibrium where the linear coupling is only via Seebeck and
Peltier effects which involves only spatial derivatives of the electric field.
For an isolated system the solution to Eqs. (4.4)–(4.8) is given by u0(z, t), S0(z, t),
ξ0(z, t), which evolve slowly. Let us consider small deviations around this evolving
3Thermoelectric contributions in the energy current vanish since σ = 0 [72].
4Strictly speaking Eq. (4.8) implies the presence of the divergence of the entropy current j⃗S =
−κ∇⃗S in the LHS and of terms ∼ (∇⃗S)2 contributing to entropy production in the RHS of Eq.
(4.7). Both these terms are negligible in the studied regime ω ≫ κ/l20.
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∂zTδS|z=0 = 0, δS|z=l0 = 0. (4.10)
The first boundary condition says entropy does not flow into the vacuum; the second
one states that any excitation reaching the internal boundary of the active layer is
removed into the bulk 5. Notice that δu can be discontinuous at boundaries due to
charge accumulation.
The coefficients in L̂ depend slowly on time, justifying the use of a quasi-stationary
approximation for the response to rapidly varying perturbations (perturbation fre-
quency ω ≫ ∂I
∂ξ
). For simplicity we also assume that all coefficients of L̂ in Eq. (4.9)
do not depend on z within the layer 0 < z < l0 (lifting this assumption leads to
unimportant changes in numerical coefficients). We seek solutions of the form
δξ, δu, TδS ∼ e−i
∫ t dt1ω(t1) cos(kz). (4.11)
We define
ωE ≡ ∂uG; γ ≡ ∂uI (∂uG)−1 ∂ξG, (4.12)
5It can be checked that this assumption is justified for ω ≫ κ/l20, which corresponds to a very
small penetration length of the entropy current inside the bulk
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From the second boundary condition in Eq. (4.10) we find that the wavevector is














The frequency ω0 determines the scale of the non-equilibrium anomaly in the re-
flectivity and depends on time through ωE and l0. Equation (4.14) shows that the
active layer sustains underdamped fluctuations, originating from the combination of
plasmonic charge dynamics, the relaxation of ξ and slow fluctuations of the energy.
The coupling between the charge and energy/entropy fluctuations is large because
charge fluctuations produce electric fields which contribute to the energy density,
while even small changes in u cause large changes in the entropy production. Other
oscillations involving quantities such as the spin density are possible, but their cou-
pling to the entropy fluctuations will be much weaker, as the interactions with the
corresponding densities are local, instead of long range.
Coupling to the probe and reflectivity
We now turn to the calculation of the reflectivity. Coupling the collective mode (4.14)
to electromagnetic wave requires replacing Eq. (4.2) with the complete set of Maxwell
equations
c∇⃗ × B⃗ = 4πj⃗D; c∇⃗ × E⃗ = −∂tB⃗, (4.15)
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where B⃗ is the magnetic field (we assume magnetic permeability µ = 1). The mag-
netic field in Eq. (4.15) modifies the expression (4.8) for the energy current into
j⃗u = −κT ∇⃗S + P⃗ ; 4πP⃗ ≡ cE⃗ × B⃗, (4.16)
where P⃗ is the Poynting vector that acts as an external source for the energy dynamics
inside the active layer.
We consider a “probe” radiation incident at an angle θ and distinguish two polar-
izations: with electric field δE ∥ ŷ (transverse electric or TE polarization) or with δE
having a component along z (transverse magnetic or TM polarization, see Fig. 4.3d).
Symmetry dictates that electric fields associated with TE radiation cannot interact
with the charge oscillations of the longitudinal mode Eq. (4.11) so that no significant
changes in R(ω) may occur (the other way to see this is to notice that the Poynting
vector is P⃗ ∥ ŷ but the only important spatial variation is along x so ∇⃗ · P⃗ = 0).
The absence of a pump dependent correction for TE polarization is a key qualitative
result of our model, within the assumption of spontaneous field perpendicular to the
surface of the system.
For TM polarization the Poynting vector of the incident wave indeed acts as a












where the condition ωl0/c≪ 1 implies that the dependence ofB on z can be neglected.
The linear perturbation of the layer is maximal when the frequency of the probe is
close to the real part of the frequency ω0 in Eq. (4.14).
We now calculate the frequency dependent reflectivity R = |r|2 in terms of the
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amplitude, r(θ, ω), of the reflected portion of a TM wave incident at angle θ:
r(θ, ω) =
(
4π cos θ − cZ̃
)/(
4π cos θ + cZ̃
)
. (4.18)













where the last equation is obtained by integration of the first Maxwell equation (4.15)
over z within the sample.
The total displacement current is given by
∫ ∞
0
jxDdz = [Z0(θ, ω)]




where Z0(θ, ω) is the equilibrium impedance in the bulk. The second term is always
small for ωl0/c≪ 1, while the field Ex drastically changes across the active layer; in
fact, for ωl0/c≪ 1, ∇⃗ × E⃗ ≈ 0 and we obtain









Finding δDz from Eqs. (4.6) and (4.17) we obtain the angular dependence of the
non-equilibrium impedance
Z̃(θ, ω) = Z0(θ, ω) + Zneq(θ, ω); Zneq(θ, ω) ≡ sin2 θ Y (ω), (4.22)
where Z0(θ, ω) can be extracted from equilibrium experimental measurements 6.
6For K3C60 we computed the impedance Z0 using ϵr = 1.6, σ1(ω)/σ0 = 0.12 +
0.8
√
4 log2(ω/10) + 0.12 for ω < 10 and σ1(ω)/σ0 = 0.2 for ω > 10, σ2(ω)/σ0 = 2/3−1.98 log2(ω/3)
for ω < 8 and σ2(ω)/σ0 = 1/30 − 1.98 log2(ω/20) for ω > 8, where σ0 = 400 ￿−1cm−1 and ω is ex-
pressed in meV. This choice of σ reproduces the important low frequency features of the reflectivity
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The factorization of the non-equilibrium contribution Zneq into angle and fre-
quency dependent terms is a distinctive feature of the active layer model. The specific
θ-dependence shown in Eq. (4.22) is a consequence of the assumed domain shape,
which is characterized by a uniform electric field perpendicular to the surface of the
sample. A more complex domain structure would produce a different and possibly
more complicated θ-dependence.






















We neglect the factor G/I which is of the order of the rate at which the state relaxes





calculations within the model leading to Eq. (4.14) give
c
4π










where k(ω) is found from Eq. (4.13). The function Y (ω) (see Fig. 4.5a) vanishes
for ω → 0. For small ω, Re(Y ) < 0 and Y has poles (in the complex plane) at the
eigenfrequencies given in Eq. (4.14); the high frequency behavior cannot be obtained
from Eq. (4.24), which is valid only for ω < c
l0
. The remarkable feature of Eq. (4.24)
is that the pre-factor (ωEl0/c) can easily exceed unity; the origin of this largeness
is the sensitivity of the entropy production to the energy u, which is an integral of
motion.
We used Eqs. (4.18), (4.22), (4.24) to calculate the reflectivity. From Eq. (4.22)
we see that at θ = 0 (normal incidence) the non-equilibrium effects are not visible in
in Fig. 2a of Ref. [14]. For LBCO we reproduced the equilibrium data from Fig. 2b.2 of Ref. [12]
using σ = 3.5 ￿−1cm−1 and ϵr = 50.
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Figure 4.4: Calculated (solid lines) and experimental (insets, dashed lines) reflectivities for K3C60 (a) and
La2−xBaxCuO4 (LBCO) (b) for equilibrium (red) and non-equilibrium (blue) situations. In (a) the data are
taken from Fig. 2a of Ref. [14] and the calculations are done as described in the text for angle of incidence
θ = 45◦ using parameters ωE = 110THz, γ = 3.2THz, l0 = 600Å, κ = 3 cm2s−1. In (b) the data are taken
from Fig. 2b2 of Ref. [12] and the solid curves are calculated for θ = 45◦ using ωE = 1200THz, γ = 0.6THz,
l0 = 4500Å, κ = 0.2 cm2s−1. The anisotropy of LBCO was not considered. The non-equilibrium data of
Refs. [12, 14] are processed from raw data and report R(ω) as if the thickness of the non-equilibrium layer
were infinite, thus magnifying the non-equilibrium effects on R; a direct quantitative comparison with our
calculations is not possible, but the resemblance of the curves is very reasonable.
R, while from Eq. (4.18) we see that at θ = π/2, |r| = 1 for both equilibrium and
non-equilibrium states. For 0 < θ < π/2, non-equilibrium effects are evident in the
reflectivity, see Fig. 4.5b.
A more intuitive understanding may be gained considering the Hagen-Rubens
limit |Z̃| ≪ 1 [91], in which R(ω) ≈ 1− 4Re[Z0+ sin2 θY (ω)]/ cos θ, showing that the
reflectivity is enhanced compared to equilibrium for Y < 0 and suppressed for Y > 0.
The large value of ωEl0/c means that Re(Z) can become negative for ω ≲ Re(ω0),
leading to R > 1; such amplification is allowed in a non-equilibrium system. Notice
however that there is no spontaneous emission instability (no coherent lasing effect).
We mention that our model implies some response effects in the nonlinear regime.
(i) Second harmonic generation (SHG) is made possible by the non-zero value of the
spontaneous polarization E∗, which reduces the symmetry to uniaxial. The SHG
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Figure 4.5: (a) Plot of the real (solid line) and imaginary (dashed line) part of Y (ω). (b) Theoretical
R(θ) of K3C60 at ω = 6meV = 1.44THz in equilibrium (red) and non-equilibrium (blue); notice the marked
dependence on the angle and the presence of a region where R > 1. Plots are for the parameters of Fig.
4.4a.
signal is maximal for excitation frequencies near ω0/2 and ω0, corresponding to res-
onances in the outgoing or incoming state respectively. (ii) A parametric resonance
instability may lead to radiation at frequencies ∼ ω0 in response to an incident wave
of frequency close to 2ω0 [92]; the observable features are the same as those of the
recently discussed “Floquet time crystal” state [93].
We also notice that ω0 determines at which frequency the enhancement of R
occurs, and depends on the depth of the actie layer l0 and on ωE. The penetration
length of the pump determines l0, while ωE is typically a sizable fraction of the
equilibrium value of the conductivity (see for example Fig. 4.9b later on).
In Figs. 4.4a and 4.4b, we plotted R(ω) = |r(ω, θ = 45◦)|2 for “sensible” pa-
rameters values, and compared it with the experimental reflectivity curves for K3C60
and LBCO 7. The resemblance with the experimental data is indeed very reason-
able and shows that our phenomenologial model can provide an explanation of the
7Our model is not immediately applicable to LBCO, since it exhibits a strong anisotropy and a
frequence dependent equilibrium reflectivity; we simply present it as an application of our model to
systems that are insulators in equilibrium.
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experimental data that does not involve superconductivity.
4.2 Microscopic theory
In this section we present a miscroscopic model for a photoexcited system that exhibits
a negative conductivity under certain general conditions.
The model
We study a metallic system, initially in equilibrium at temperature T , characterized
by a dispersionless phonon mode with energy ωp; a weak dispersion is important, as
discussed later in this section. We assume (as in the usual theory of electron-phonon
coupling) that the electrons and phonons can be described in a quasiparticle picture.
Introducing the operators ck, c†k and aq, a†q for electron and phonons respectively, the



















with Mq the electron-phonon interaction matrix element, and ϵk is the electron energy
dispersion.
We assume that the system is photoexcited by radiation that induces a highly
non-equilibrium state of the phonons and we assume that the phonon coherence and
momentum relax very quickly, so we may characterize the non-equilibrium phonon
population by a diagonal, momentum-independent distribution function ⟨a†qaq⟩ =
ζ + b, which is the sum of the thermal distribution b = (eωp/T − 1)−1 and a non
equilibrium component ζ (see Fig. 4.6). Because of the momentum independence of
ζ we can average all the relevant electronic properties over k and characterize the
system by ζ, the electron distribution f(ε), the density of states D(ε), the average
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Figure 4.6: Diagramatic sketch of the model studied. The external drive excites a non-equilibrium
population ζ + b of a phonon mode at energy ωp, here illustratively represented as the distortion of
a fullerene lattice structure. The phonons interact with the electrons and induce a local population
inversion.
velocity squared v2(ε) and the transport scattering time τtr 8. We notice that ζ
essentially plays the role of the non-equilibrium parameter ξ from the section 4.1,
since it is a parameter that characterizes the non-equilibrium state and evolves slowly
compared to the fast relaxation of the momentum degrees of freedom.
We study the non-equilibrium dynamics of the system using the Keldysh formal-
ism within Migdal-Eliashberg theory; see Chapter 1. From Eqs. (1.18) and (1.33)
we find as in equilibrium that the electron density of states (retarded part of the
Green function) and the phonon frequency are only slightly renormalized by the non-
equilibrium drive. We therefore focus on the electron distribution function f and on
the non-equilibrium part of the phonon population ζ; from Chapter 1 we use Eqs.
(1.29), (1.47) and (1.52) to write the kinetic equation for f , and Eqs. (1.36), (1.51)
and (1.56) (with nB = ζ + b) to write the kinetic equationf for ζ:
∂tf + StE{f} = Stin{f}+ Stel{f, ζ}; (4.26)
∂tζ = Stph{f, ζ}+ Ip(t)− ζ/τph, (4.27)
where StE is the effect of the dc electric field E, Stin is the inelastic scattering term,
8For the purpose of numerical calculations, we use either D(ε) and v2(ε) derived from a model
of p-like bands or a trial D(ε), but the origin is not relevant, since only the ε structure is important.
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Stel and Stph are the contributions of the electron-phonon interaction to the collision
integrals of f and of ζ respectively, Ip(t) a phonon source term arising from the pump
and the initial decoherence processes, and τph is the decay time for ζ, due to inelastic
scattering with other phonons. Notice that in general the pump pulse also affects the
electrons, but it has essentially the same effects as phonons, since it drives the same
electronic transitions; for simplicity we neglect this effect, since it would not affect
the steady state electronic distribution and would just accelerate the initial evolution
of the electrons in the transient regime.
As in section 1.5 we model the inelastic scattering as arising from the coupling to
a thermal bath at temperature T ; if the energy is exchanged in small amounts, the








D2(ε)[T∂εf + f(1− f)]
]
, (4.28)
Stin makes the electrons relax to a Fermi-Dirac distribution with temperature T .
Neglecting for simplicity the q dependence of Mq, we evaluate the collision integral





Dε−ωp [(ζ + b)(fε−ωp − fε)− fε(1− fε−ωp)]+














where Γeph ≡ 2π|M |2D0 is the electron-phonon scattering rate and D0 is the average
electron density of states. Equation (4.29) has an evident periodicity in energy, which
at ζ ≫ 1 induces a periodic distribution f(ε) with period ωp; for such distribution,
both Stel and Stph approximately vanish.









where σ̃(ε) = e2v2(ε)D(ε)τtr. We see from Eq. (4.31) that the electric field smooths
out the steepest regions in f , creating a pseudo-thermal distribution [30, 69] with
effective temperature Teff ∼ T + e2E2v2F τtr/Γin, where vF is the Fermi velocity.
Equations (4.26)-(4.31) are a complete system that can be solved for f(ε, t) and
ζ(t) given a source term Ip(t). We consider two limiting cases: i) a steady state drive;
ii) a short pump pulse occurring over a time τpulse much smaller than the relaxation
time of the transient state.
Population inversion for steady state drive
In equilibrium (ζ = 0, E = 0) Eq. (4.26) is solved by the thermal Fermi-Dirac
distribution fT (ε). To gain a first understanding of the non-equilibrium physics, we
neglect inelastic scattering of electrons (Stin → 0), electric field and phonon dynamics;
we assume the system to be in equilibrium at temperature T for t < 0 and that at
t = 0 the phonon distribution is instantaneously switched to a state with ζ > 0. We
then solve Eq. (4.26) for fixed ζ and consider the long time limit.
The dispersionless phonon approximation means that an electronic state at energy
ε is coupled to the discrete set of states at energy ε+ jωp, with j an integer such that
ε+ jωp is within the band of allowed states. Since the scattering conserves particles
number,
∑
j D(ε + jωp)f(ε + jωp) is time independent and thus equal to the initial
value
∑
j D(ε + jωp)fT (ε + jωp). In the large ζ limit, f(ε) must be periodic in ε so
that Stel = 0, i.e. f(ε+ ωp) = f(ε), implying
f(ε) =
∑




Figure 4.7: Non-equilibrium steady state electron distribution f (blue solid lines), obtained from
the numerical solution of Eq. (4.26) for a steady state phonon population ζ = 20, trial DoS D(ε)
(cyan dashed-dotted lines) normalized to the Fermi level DoS DF , initial distribution given by a
Fermi-Dirac fT (red dashed) at chemical potential µ and temperature T/W = 0.003 (a), (b), (d),
(e) and T/W = 0.02 (c). The phonon frequency is ωp/W = 0.5 (a) and ωp/W = 0.36 (b)-(e). Panel
(c) includes a stronger inelastic scattering Stin/Stel ∼ 0.05; in panel (d) we use the parameters of
(b) but with field eEvF
√
τtr/Γinωp = 0.4; in panel (e) we use the parameters of (b) and a dispersive
phonon with typical width δω/ωp = 0.01, 0.03.
The particular shape of f(ε) depends on the density of states (DoS) D(ε) and on
ωp. In the T → 0 limit, the ε structure of f is controlled by the energy dependence
of D in the range between the chemical potential µ and the lower band edge, except
for down steps of “thermal origin” at ε+ jωp = µ or steps of either sign when ε+ jωp
matches a singularity in the DoS. Since f is periodic, the down steps must be matched
by an average increase of f over a period, meaning that f exhibits regions of local
population inversion.
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Results of a numerical solution of Eq. (4.26) are shown in Fig. 4.7 for a trial
density of states. Here D(ε) is an increasing function of ε between the lower band
edge and µ and we see that f is characterized by regions of smooth increase separated
by downward jumps at ε = µ− jωp; the distribution arising from an alternative DoS
(with singularities at the band edges) is shown in Appendix E. Panels (a) and (b) of
Fig. 4.7 show the Stin → 0 limit at different doping levels. Panels (c) and (d) show
the effects of including the inelastic scattering (c) and a dc electric field (d); both
these terms lead to diffusion in energy space, smoothing out f similarly to raising T .
We also analyze the consequences of a dispersive phonon frequency with typical
width δω. This leads to an additional diffusion-like term in Stel, which renormalizes
the temperature T → Teff = T + ζδω and smooths the local population inversion
when Teff ≈ ωp, i.e. δω/ωp ≳ 1/ζ (Fig. 4.7e). In the rest of the Thesis, we neglect
the effects of a dispersive band, but allow for a small inelastic scattering and for non
zero dc electric fields.
Steady state conductivity
From Eq. (1.30) we write the conductivity as
σ =
∫
σ̃(ε) (−∂f/∂ε) dε; σ̃(ε) = e2⟨v2(ε)⟩D(ε)τtr(ε). (4.33)
The sign of σ depends on how regions with large and small values of σ̃(ε) are
matched to the regions of normal and inverted population. An expression for σ can
be derived by approximating −∂εf as the sum of delta functions at ε = µ+ jωp and










Figure 4.8: (a)-(b) Plot of normalized conductivity σ/σ0 (where σ0 ≡ v2F τtrDF ) as function
of ωp for three values of ζ at T/W = 0.003, E = 0 for the DoS of Fig. 4.7; the filling is 1/2
(µ = 0) in (a) and 1/3 (µ ≈ −W/6) in (b); the arrows indicate the values of ωp corresponding
to the commensurability criteria, i.e. ωp/W = 1/4, 1/2 in (a) and ωp/W = 1/3, 2/3 in (b). (c)
Plot of σ/σ0 for a different DoS (modeling p-like electrons in cubic symmetry) as function of ωp
at T/W = 0.003 and half filling; the inset shows the corresponding DoS D and distribution f for
the frequency ωp marked with a dot on the graph. (d)-(e) Plot of σ/σ0 at half filling as function
of ωp at ζ = 20 and E = 0 for three different temperatures (d) and as function of the normalized
electric field E at ωp/W = 0.53 and T/W = 0.003 (e). Calculations were performed for Γin ≪ Γeph
assuming constant v2τtr and the system was evolved for a time 10Γ−1eph.
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From Eq. (4.34) we see that when ωp is such that µ + jωp corresponds to a band
edge (where σ̃(ε) is small) for some j, the positive term in σ may be outweighed
by the negative contribution of the integral. This is most likely to happen when
ωp is commensurate with the distance of either of the band edge energies from the
chemical potential, as confirmed by numerical calculations of σ(ωp) performed in the
limit of constant v2τtr 9, see Fig. 4.8; indeed the effect is enhanced when the chemical
potential is such that ωp is commensurate with both band edges energies at the same
time, see Fig. 4.7a and 4.8a (1/2-filling).
A similar criterion also holds for more complicated density of states, typical of
real materials. For example, in Fig. 4.8c we consider a double peaked DoS modelling
p-like electrons in a cubic lattice, which qualitatively resembles the DoS of K3C60 [94,
95]. We find that the conductivity can be negative and that σ(ωp) < 0 roughly when
ωp is commensurate with the distance from Fermi level to the minimum of D(ε).
Figure 4.8 shows that when plotted as function of the phonon frequency, the
conductivity minima generally occur at frequencies slightly bigger than the values of
ωp satisfying the commensurability criteria. The dependence on ζ (pump strength)
saturates rapidly as ζ is increased above 1.
From these results we conclude that a system can exhibit a negative conductivity
when: (i) the DoS is on average an increasing function of ε in the region of equilibrium
occupied states. (ii) The pump is strong enough to induce a sizable population
inversion of the electrons. (iii) The phonon frequency ωp is roughly commensurate
with a relevant energy scale in the density of states, e.g. the distance from the Fermi
level to the edges of the band or to a minimum of σ̃.
In Fig. 4.8d and 4.8e we report the dependence of σ(ωp) on temperature and
dc field, for the trial DoS of Fig. 4.7. We find that the negative conductivity is
9Alternative choices for transport are possible: for example τtr(ε) ∝ 1/D(ε) as for impurity scat-
tering, or v(ε)τtr(ε) ∼ const as for hard sphere scattering. The results are qualitatively equivalent,
with only slight quantitative differences.
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suppressed at high temperatures (Fig. 4.8d) and by an electric field (Fig. 4.8c). In
particular, Joule heating dominates the entropy production at high fields, so σ(E)
must become positive as E increases: thus if σ(E = 0) < 0, there exists a field E⋆ for
which the conductivity vanishes, σ(E⋆) = 0. The value of E⋆ is set by the scattering
length vF
√
τtr/Γin and depends on the details of the system. Roughly, σ > 0 when
either Stin or StE are large enough to smooth out the local population inversion, i.e.




This rough estimate agrees with Fig. 4.8e.
Short photoexcitation pulse
We now consider a short pump pulse and study the subsequent evolution of f and ζ.
We show that the system may develop a transient NAC state that persists after the
drive is switched off. We describe the pump pulse with a characteristic strength ζ0 11
and a duration τpulse; we consider a pulse much shorter than the relaxation time, so
that the time scales involved are well separated. We also assume that the inelastic
scattering is small Stel ≫ Stin (or Γin ≪ Γeph). We solve numerically Eqs. (4.26)-
(4.31) for the trial DoS of Fig. 4.7 and plot the behavior of σ and ζ as function of
time for Γephτph = 5 in Fig. 4.9a. After the pump is switched on, ζ(t) grows rapidly
(t ∼ τpulse) and the system develops a negative σ (t ∼ Γ−1eph); ζ then relaxes back to
equilibrium (t ∼ τph) and σ returns positive. The NAC state occurs if it can develop
before the system relaxes, i.e. if Γ−1eph ≪ τph; its lifetime is ∼ τph ≫ τpulse, showing the
persistence of the NAC state long after the driving pulse is removed, and exhibits a
10Note that the momentum-dependent part of the distribution (see Chapter 1) is small for
eEvF τtr/εF ≪ 1. For the typical values of E⋆ this condition is equivalent to
√
Γinτtr/ωpωp/εF ≪ 1
which is usually satisfied since transport scattering is very fast. Thus the linear regime considered
in Chapter 1 is applicable.
11ζ0 takes into account all the details about the pump fluence, polarization and coupling to the
phonon mode. We use reasonable values of ζ0, which are roughly estimated by assuming that all
the energy of the pump is absorbed by the phonon mode at energy ωp; this results in ζ0 ∼ 10 for
fluences ∼ 1mJ/cm2 and pump penetration lengths ∼ 100nm.
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Figure 4.9: (a) Plot of σ/σ0 (blue) and ζ/ζ0 (red) as function of time Γepht at 1/3-filling, ζ0 = 10,
ωp/W = 2/3 eV, T/W = 0.003 (solid) and T/W = 0.08 (dashed) for Γephτpulse = 0.3 and Γephτph =
5. (b) Upper panel: plot as function of time Γepht of σ/σ0 (blue) for the two scenarios with (solid)
and without (dashed) considering the σ < 0 instability; bottom panel: plot as function of time of
E⋆(t), for the same parameters as (a); the inset shows the parameter ωE(t) normalized to σ0. (c)
Plot of D(ε) and of the distribution f at Γepht = 5; the red dashed curve refers to the scenario with
no σ < 0 instability (E⋆ = 0), while the solid blue curve takes the instability into account. We used
the trial DoS from Fig. 4.7 and modeled the pulse as a decaying exponential Ip(t) = ζ0τ−1pulsee−t/τpulse
for t > 0.
slight decrease at higher T or lower ζ0, as expected.
We can see from Eq. (4.27) why the relaxation timescale is ∼ τph and not Γ−1eph.
This occurs because, after an initial energy transfer from the phonon mode to the
electrons, the system attains an approximate steady state in which there is no further
energy transfer between electrons and phonon, because f is ωp-periodic leading to
Stel ≈ 0 and Stph ≈ 0. In this situation the phonon mode can relax either through
the other phonons (scale ∼ τph) or indirectly because of the inelastic scattering of
the electrons (scale ∼ Γ−1in ); in our framework, both these timescales are longer than
Γ−1eph, leading to a rather long lived non-equilibrium state.
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The results in Fig. 4.9a neglect the instability associated to a negative conduc-
tivity discussed in the previous section 4.1: for σ < 0 any charge fluctuation grows
exponentially with a characteristic time τ−1M = 4π|σ| [45, 49]; for a typical metal
τM ≲ 1 fs. This time is much smaller than the typical values of τpulse, so we can
assume that the system instantaneously tunes itself to a state with a spontaneous
polarization |E⃗| = E⋆ such that σ(E⋆) = 0. We take into account the instability by
including the contribution of Eq. (4.31) to the collision integral, with E⋆(t) chosen
so that if the solution of Eq. (4.26) predicts σ(t) < 0, then σ(t, E⋆(t)) = 0.
In Fig. 4.9b we plot σ(t) and E⋆(t); the value of the field is comparable with the
steady state values found previously in Fig. 4.8e. The field grows very rapidly in a
short time ∼ τM and then decays following the relaxation of ζ(t); notice that E⋆(t)
goes to zero in a finite time and with a non zero derivative, because the conductivity
turns back positive when ζ(t) decays below a certain threshold. This internal field
does no affect the decay of ζ, but smooths out the regions of inverted population
in f , as observed in Fig. 4.9c: the non-equilibrium distributions at equal times
are compared for the cases E⋆ = 0 and E⋆ ̸= 0 finding a weakening of the local
population inversions. This leads to a faster relaxation towards equilibrium, so that
the zero conductivity state has a shorter lifetime than the NAC state (Fig. 4.9b).
Finally to make a connection to the phenomenological analysis of Ref. [49], we
estimate the parameter ωE, i.e. the sensitivity of entropy production to perturbations
of the total energy. Notice that in Ref. [49] the total energy of the system is conserved
after the pulse, while in this paper we allow for energy relaxation through Stin and τph.
Therefore, although a direct identification would be technically imprecise, we can still
estimate ωE as the derivative of the Joule heating contribution to entropy production
with respect to fluctuations of the electric field energy: ωE ∼ ∂σ/∂E2|E⋆(E⋆)2; ωE(t)
depends on time and goes to zero as E⋆(t) → 0, see inset in Fig. 4.9b.
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Conclusions
We have studied a minimal microscopic model for the transient conductivity of a
photoexcited metal, in which the pump drives a strong non-equilibrium phonon dis-
tribution, that may induce an inverted electron population.
We found the conditions for the occurrence of the population inversion and stud-
ied the dynamics of this transient state, considering the relaxation of phonons and
electrons. We found that for certain pump energies (dependent on the band structure
and the doping level), the photoexcited system develops an absolute negative conduc-
tivity state. Ideal systems that may exhibit such state have electron-phonon coupling
strong enough so that the related scattering time is faster than the relaxation time
of the system; they also have a commensurate ratio between phonon frequency and
bandwidth, which is easily achieved in the case of narrow bandwidth and/or high
frequency phonons. The negative conductivity state is unstable and evolves into a
state with zero conductivity and a spontaneous electric polarization. We showed
that this transient state persists even after the pump has been removed and that the
spontaneous electric field does not immediately destroy the zero conductivity state,
but rather reduces its lifetime.
4.3 Summary and outlook
In this Chapter, we have argued that systems subject to strong photoexcitation pulses
and driven out of equilibrium can exhibit a negative absolute conductivity in the linear
regime.
We have explored the phenomenological consequences of such negative conductiv-
ity, finding that it leads to an instability of charge fluctuations in the photoexcited
region, and to the formation of domains characterized by a spontaneous polarization
E⋆. The spontaneous electric field tunes to a value such to induce non linear effects
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and to vanish the conductivity, creating the only possible stable state in such situa-
tion; the value of E⋆ decays slowly to zero as the system relaxes back to equilibrium.
In such conditions the entropy produced by Joule heating is linear in perturbations
of the electric field (instead of being quadratic as in equilibrium), so that entropy and
charge perturbations are linearly coupled and exhibit a collective oscillatory mode
which is a novel and purely non-equilibrium phenomenon.
This collective mode couples to probe radiation and enhances the optical reflec-
tivity at low frequency, providing an interpretation of the experimental results in
photoexcited K3C60 [14] that does not involve a transient superconducting state.
We have also presented a microscopic model for a metal coupled to a strongly
pumped phonon mode, and showed that under certain conditions the conductivity
of the system becomes negative. A favorable condition occurs when the phonon
frequency is high and the bandwidth of the system is narrow, which occurs in K3C60.
Indeed we showed in Fig. 4.8c that a negative conductivity arises for a specific
density of states characterized by a narrow bandwidth and by two pronounced peaks,
with a minimum in between; this form of the density of states was indeed chosen
to qualitatively reproduce the density of states of K3C60 [95–97]. This shows at
a qualitative level that K3C60 is indeed a good candidate material for exhibiting
a negative conductivity, even though a quantitative statement would require more
precise calculations of the band structure and electron-phonon coupling.
Within our phenomenological model of a negative conductivity state, we have also
predicted some distinctive feature of the reflectivity that may be important when
comparing the theory with the experimental data.
The possibility of second harmonic generation would be a distinctive mark of the
broken symmetry associated to the spontaneous polarization state; such occurrence is
however hard to observe experimentally, since probe radiation is typically irradiated
in a broad band (ω ∼ 3÷ 10THz), so that a second harmonic signal would be mixed
82
with a first harmonic signal from a different frequency and thus difficult to detect.
On the other hand, the marked dependence (∼ sin2 θ) of the reflectivity on the
incidence angle is easier to observe. This dependence is a consequence of the single
layer domain geometry, that we assumed for convenience and that is likely to occur
only in single crystal systems. In the powder systems used in the experiments, there
is no reason for the electric field to be perpendicular to the optical surface (even if this
is perfectly flat) everywhere inside the active layer; indeed, given that powder grains
are oriented randomly, we expect the direction of the polarization to be a random
function of the position, so that the sin2 θ dependence would be averaged over the
angle. Therefore, no conclusive predictions can be made unless experiments on single
crystals are performed.
A third remarkable feature of our model is the possibility of amplification, leading
to a reflectivity larger than one. This phenomenon has indeed been observed exper-
imentally and later reported in Ref. [37], along with a theoretical explanation that
requires the creation of a superconducting state and the amplification of the probe
signal through resonance with the Higgs mode of the superconductor. Nonetheless,
this report confirms that our theory is relevant to the experimental results and may




In this Thesis we have investigated from a theoretical point of view different
phases of matter in systems out of equilibrium.
This field has been rapidly growing in importance in the last few years and has
sparked a lot of interest in the condensed matter community. Recent advances in ex-
perimental techniques allow to study in a very precise and detailed way the dynamical
properties of perturbed systems.
The new research results presented in this Thesis focus on two main topics: the
study of current driven metal-insulator transitions and the investigation of negative
conductivity states in photoexcited metals.
In the context of out of equilibrium systems, phase transitions induced by non-
equilibrium drives are a topic of great importance. Many experiments have reported
the possibility of inducing the transition from an insulating to a metallic state in
several Mott materials through the application of an electric field or current, and
have sparked debates on whether the transition is driven by heating of the system or
by purely electronic mechanisms.
The theory models focusing on an electronic origin of the driving mechanism are
mostly based on a direct excitation of carriers into conduction band induced by the
applied field. The contribution to this field made by the author is the first result
presented in the present Thesis: we showed in Ref. [30] that an electric field can
increase the number of thermal carriers in conduction band without directly exciting
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them across the insulating gap. This is possible because the interband relaxation
is faster in proximity of the gap, and the electric field sweeps the carriers at higher
energy, making them relax slower and effectively increasing their total number. In
essence we presented a new mechanism by which the electric field drives the metal-
insulator transition, and showed that it does not require direct tunnelling of the
electrons and that at finite temperatures it occurs for field values lower than those
needed to activate the mechanisms considered so far in the literature.
We also explored the situation in which heating is the main mechanism driving
the transition, with a particular focus on the effect of a metal-insulator phase inter-
face. We found that besides the usual Joule jeating, space variations in the Seebeck
coefficient can generate heating or cooling at the interface depending on the direction
of the current (according to the usual Peltier effect); this effect is particularly relevant
for correlated systems, where metal and insulating phase usually have very different
Seebeck coefficients, creating a big discontinuity and a large heat source or sink at
the phase boundary. We applied our model to Ca2RuO4, explained the dependence
of the interface position on the direction of the current [63] and argued that Peltier
and Joule heating combined can also explain the stability of the metal phase under
current [7], especially in thick samples.
In connection to the experiments on Ca2RuO4 there are some open questions that
the work presented here does not explain. The main one regards the creation of a giant
diamagnetic phase at low temperatures under current [8], which has no equilibrium
counterpart; at these temperatures the equilibrium phase is antiferromagnetic and
insulating, with spin-orbit coupling playing an important role. In order to address
this problem, one would need to understand whether the transition to a diamagnetic
phase is connected to heating or is electronic in nature, and in the second case include
magnetic properties in a microscopic model.
In a different research line, the author investigated the topic of negative conduc-
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tivity in photoexcited metals, motivated by its relevance to experiments in strongly
pumped systems, which may in principle exhibit a negative conductivity state. Pre-
vious literature works predicted that a steady state radiation induces such state in
two-dimensional electron gases subject to magnetic fields and in correlated insulators.
We contributed to this field by showing that a negative conductivity also emerges un-
der general conditions in a metal coupled to a phonon mode photoexcited by a short
pulse, and that the negative conductivity state persists even long after the removal
of the pump [48].
In an earlier work, the author also studied the phenomenological consequences
of a negative conductivity state [49]. We found that such state leads to a novel
collective mode that couples oscillations of charge and entropy, and argued that it
can explain the recent experiments in photoexcited K3C60 without the involvement of
the transient superconducting state that was suggested by several theoretical models.
In our work [48], we showed that a negative conductivity is possible for a system
with an electronic structure qualitatively similar to that of K3C60, but did not perform
a quantitative calculation. Therefore, the next natural step would be to calculate from
first principles (or extract from experimental data, where possible) the electronic and
lattice properties needed to apply the model of Ref. [48] to the specific case of K3C60.
In conclusion, this Thesis showed how the physics of systems out of equilibrium is
very rich and exhibits many complex phenomena, which are still not well understood.
This is certainly a very exciting and promising research field for a physicist to work











We can obtain Eqs. (2.4)-(2.5) from the quantum kinetic equation (1.15),
by using the GKB ansatz (1.19) while retaining the dependence on the momentum
in the distribution function: G<,c/vk (ε, t) = Ak(ε)n
c/v
k . In the quasiparticle picture
Ak(ε) = A(ε − ϵk), so that (vk∂ε − ∂k)Ak(ε) = 0 and the kinetic equation for the










This is Eq. (2.4). In the rest of this Appendix we explicitly write the scattering
terms and the solution to Eq. (2.12).
A.1 Scattering processes details
Here we analyze more in detail the scattering processes in Fig. 2.2, and use standard
Fermi golden rule methods to calculate the scattering rates.
Elastic scattering. We imagine that this scattering arises from interaction with
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acoustic phonons, which have a linear dispersion ωac(k) = vs|k| (very similar results
would be obtained for scattering off random weak impurities). The phonon energy is
negligible compared to the typical electron energy and the scattering occurs between
states with opposite momentum. The matrix element of the transition contributes
















Intraband energy relaxation. This mechanism couples electrons to an external
bath of bosons at temperature T , enabling the exchange of a small energy δE between
electrons at a rate ΓR, similarly to section 1.5.
We consider a state with momentum k and energy Ek scattering with states at
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We calculate the even and odd part of the scattering rate, expanding for small


























= ∂E and from Eq. (2.11) γR ≡ ΓRδE τ2 .
Interband photon-assisted scattering. The typical energy carried by a photon is
of order t ∼ 1 eV, corresponding to a very small momentum q ∼ t/(h̄c) ≪ 1/a,
so that the transition can be considered vertical. The matrix element is A2k =
Γ0∆
2 cos2(ka)/Ek; the change rate for electrons in conduction band ΓI is given by
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the difference between up scattering and down scattering ΓI = ΓI,down − ΓI,up:
ΓI,up(k) = A2k(1− nck)nvkb; ΓI,down(k) = A2knck(1− nvk)(1 + b). (A.5)
Interband optical-phonon-assisted scattering. We assume the optical phonons to
have a constant dispersion relation ωopt(k) = ωph. The interband occurs for ωph > 2∆
and is qualitatively similar to that mediated by photons, but the transitions are not
exactly vertical. Nevertheless, if ω is small the scattering is limited to a tiny region
around the gap (|k| ≲ ωph/2) and we neglect variations of nk within this region and
obtain an expression similar to Eq. (A.5)
Landau-Zener tunneling. The electric field creates a non-zero probability of tun-

















; γZ = γZ,0(n
v
k − nck). (A.6)
In Eq. (A.6) Γ(0)Z is the total scattering rate [65, 66]. In calculating γZ,0 in Eq. (A.6),
we observed that the tunneling mainly occurs near the gap, modeled its dependence
on the energy with E2k = ε2k +∆2 and normalized the k-dependent part.
A.2 Kinetic equation solution at large gaps












where C is an arbitrary constant to be determined by requiring that the interband
up and down scattering processes balance on average.
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Integration of Eq. (A.7) determines ne up to an additive constant determined
by assuming an infinite range of energies and requiring n → 0 as E → ∞; this is








We now introduce an energy cutoff Ec ≫ ∆ in order to deal with the finite range
of energies of the Brillouin zone. For E > Ec, ϕ(E) ≈ ETeff and the distribution is
exponentially decreasing
ne ≈ Ce−(E−Ec)/Teffe−ϕ(Ec), (A.9)


















We may evaluate ϕ analytically: we use the E < Ec expression for the velocity
v = vF
√
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We recognize that the integrand in ϕ(E) can be written as 1/Teff plus an energy






















(Teff − T )/Teff. The combination of Eq. (A.10), (A.9) and (A.12) allows









Derivation of heat balance
equation
In this Appendix we start from the kinetic equations (1.25)-(1.28) in Chapter
1 to derive a heat balance equation in the linear response regime.
B.1 Transport coefficients and heat balance
equation
Equations (1.25)-(1.28) completely determine the transport properties of an inhomo-
geneous system subject to electric and thermal currents. In order to make a connec-
tion to Chapter 3, we need to define a chemical potential µ(x) and a temperature
T (x); we observe that we can always write the x dependence of the distribution as
f = f(ε − µ(x), T (x)). In fact, the chemical potential is determined by the Pois-
son equation, since it expresses the electron density balance, and the temperature
is given by the solution of the kinetic equation (1.27). In this limit we can write
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∇f = −∇µ∂εf + ∇T∂Tf and thus express the currents jc and js = (je − µjc)/T







dετtrDv2(−∂Tf); σΠ = e
∫
dετtrDv2(ε− µ)∂εf, (B.2)
where we used q = −e.
We observe that the Onsager relation Π(x) = T (x)S(x) is not immediate from
Eq. (B.2), since it is not guaranteed that −∂Tf = ε−µT ∂εf . However, the Onsager
relations are true in the linear response regime and thus they hold for coefficients
calculated in the absence of external fields; it is possible to show that the Onsager
relation is indeed satisfied by Eq. (B.2) in such regime.
To show that, we need to use some general properties of the energy relaxation
collision integral Stf. Such quantity does not depends on x, because the scattering
processes occur on a local scale, and vanishes when f is a Fermi-Dirac distribution,
i.e. when local thermal equilibrium has been attained between the electrons or with
a reservoir, depending on the scattering mechanism. Since the LHS of Eq. (1.27)
is at least first order in the driving fields, the distribution at the zeroth order must
be a thermal distribution f = [e
ε−µ(x)
T (x) + 1]−1 +O(E −∇µ/q,∇T ). Such distribution
satisfies −∂Tf = ε−µT ∂εf and thus Π(x) = T (x)S(x).
From Eqs. (1.25)-(1.28) we can finally derive a heat balance equation by applying∫
dεε to Eq. (1.27) and finding
−∇
∫





∇ · je − E · jc = −Q̇d, (B.3)
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where we have defined −Q̇d ≡
∫
dεεStf{f}. Equation (B.3) is exactly Eq. (3.1),
showing the macroscopic approach is fully consistent with a microscopic treatment of
the problem.
To conclude we show that the dissipated heat is approximately linear in the tem-
perature difference when the inelastic scattering is given by energy diffusion into a
thermal bath at temperature Tl. In this case, the collision integral is written as





dεD2(−Tl/T + 1)f(1− f) ≈ −γe-l(T − Tl), (B.4)
where we used that for a thermal distribution ∂εf = − 1T f(1− f) and
∫
f(1− f) = T
and defined γe-l ≡ ΓD(µ)2. Equation (B.4) shows that the assumption made in the
main text of a linear dependence on T of the dissipated heat is reasonable; further-
more, the dependence of γe-l on T is small (it is of order T 2), while the dependence on
µ arises from D(µ) and can usually be neglected compared to the linear dependence
on T of the T − Tl term.
B.2 Seebeck coefficient of an insulating phase












We can calculate this for an insulating phase with a gap ∆, so that the valence
band extends up to ε = 0 and the conduction band extends from ε = ∆ up. The









, where the effective densities of states
are given by D̄C ≡
∫∞
0
D(∆ + xT )e−xdx and D̄V ≡
∫∞
0
D(−xT )e−xdx. In this
approximation, and assuming the the energy dependence of τtrv2 is small, we find
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where we have restored the Boltzmann constant kB. A bigger spectral weight of holes
compared to electrons leads to D̄V > D̄C and thus to a positive Seebeck coefficient.
This is indeed the case for Ca2RuO4, as confirmed by direct experimental measure-










Solution of heat balance equation
In this Appendix we start from the heat balance equation (3.7) in Chapter 3
and analyze it in various situation to obtain some analytic insight into its solution.
C.1 Estimate of thermal conductivity
In this section we analyze Eqs. (3.5) and (3.6) and determine in which limit Eq.
(3.7) is applicable. We also estimate the total thermal conductivity κ = κe + κl for
Ca2RuO4.
We assume constant thermal conductivities and no dependence on x and y coordi-
nates, but only on z; we also assume constant current |jc| = j and no phase interface
for simplicity. We find the electron temperature from Eq. (3.6) and substitute into
Eq. (3.5):









2 = 0. (C.1)
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The fourth order differential equation for Tl has a solution of the form
Tl(z) = A+Bz −
ρj2
2κ




where the constants are determined by the boundary conditions Tl(h) = T0, ∂zTl(0) =
0, ∂zT (0) = 0 and ∂zT (h) = 0. We obtain
Tl(z) = T0 +
ρj2
2κ
(h2 − z2) + ρj
2
καh sinh(αh) [cosh(αh)− cosh(αz)] (C.3)
Typical values of the electronic dissipation rate are γe-l ∼ 107 W/cm3K, while the
conductivities are typically κl ∼ 10−3 W/cmK and κe ≲ κl/10, so that α ∼ 105 cm−1
and for single crystal systems αh ≫ 1. The last term in Eq. (C.3) is thus negligible
and from Eq. (C.1) we find T − Tl = κl/γe-l∂2zTl ∼ (Tl − T0)κl/(γe-lh2)(Tl − T0);
again κl/(γe-lh2) ≪ 1 for h ≫ 100 nm, so that |T − Tl| ≪ |Tl − T0| ≲ Tl for most
single crystal systems (thin films may be thinner and break this regime). Within this
approximation we combine Eq. (3.5) and (3.6) into Eq. (3.7) as shown in the main
text and write the solution for the electronic temperature in the case of constant
current and resistivity as
T (z) ≈ Tl(z) = T0 +
ρj2
2κ
(h2 − z2). (C.4)
In particular, the lattice temperature measured on the top surface of the system is
Tl(0) = T0 +
ρj2
2κ
h2. From this we estimate κ for Ca2RuO4 using the data available in
Ref. [28]: h = 0.2mm, T0 = 273K, Tl(h, j = 20A/cm2) ≈ 303K, ρ(j = 20A/cm2) =
0.5 ￿cm, so that κ ≈ 1.3 · 10−3 W/cmK. It is also possible to estimate the electronic
thermal conductivity and find that it is much smaller than κl, so that κ ≈ κl.
If the system is completely insulating, then ρ = ρI and Eq. (C.4) gives Eq. (3.8).
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C.2 Solution of heat balance equation in parallel
current geometry
We now consider the situation in section 3.2 with a metal extending in 0 < z < d and
the insulator in d < z < h and with total current density j0. The current densities in
the metal jM and in the insulator are given by














1 0 < z < d
ρM/ρI d < z < h
, (C.6)
with boundary conditions ∂zT (0) = 0 and T (h) = 0. Integrating Eq. (C.6) from the
bottom, we find T (z) for d < z < h






















and evaluating it at z = d we obtain Eq. (3.10)









(h2 − d2)(ρM/ρI)2 + 2d(h− d)ρM/ρI(1− ρM/ρI)
]
;






(d+ (h− d)ρM/ρI)2 − d2
(d+ (h− d)ρM/ρI)2
; (C.8)











C.3 Heat balance equation in the absence of
Joule heating
We now consider the situation of a current I being injected at x = 0, z = 0 and a
metal phase extending in 0 < z < d(r), as explained in the main text and sketched
in Fig. 3.2c.
The total current flowing in the metal phase is obtained by integrating jM from
Eq. (C.5) over z from 0 to d(r):
IM(r) =
d(r)




In addition to Joule heating, we have Peltier heating; in fact IM changes with r,
either because of the change in d(r) or because of the spreading of the current, and
thus some current flows across the phase interface.. The current density normal to the
interface is given by jn = ∂rIM/
√
1 + (∂rd)2, and produces an additional contribution
T (d)∆Sjn(h− z)/κ to the temperature at the interface in Eq. (C.7), giving
















Equation (C.11) is a differential equation for d(r) and include both Peltier and
Joule heating. Neglecting Joule heating corresponds to neglecting the first term in






(d(r) + (h− d(r))ρM/ρI)2
∂rd−
d(r)





The second term is negligible in Eq. (C.12) when ∂rd ≫ d/r; this is true near rc
where d→ 0 but is an approximation when r gets smaller. We also have to consider
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that for r ≲ h, the current has a significant z component and the derivation that led
to Eq. (C.12) is not entirely correct anymore; nonetheless we neglect the second term
for simplicity, write the interface condition T (d) = TMIT and derive Eq. (3.13)









Integration of Eq. (C.13) for I < 0 (and ∂rd≪ 1) leads to
πκ∆T
2TMIT∆S|I|h2








For small distances r → 0, we assume that most of the current flows in the metal
phase, which is equivalent to say that the resistance of the metal is smaller than that
of the insulator, i.e. d > (h − d)ρM/ρI , so that we approximate the right-hand-side























In this Appendix we show the derivation leading to the equation for the reflec-
tivity coefficient (4.18) and to the equation for Y (4.23).
The probe radiation has frequency ω and is incident at an angle θ, so that all
fields have a dependence e−iωteiω sin θx/c which is omitted. The reflectivity coefficient
is R(ω) = |r|2, with r the reflected amplitude.
From Figure 4.3c we find the boundary conditions for the electromagnetic fields
at z = 0 are
1− r = B(z = 0); (1 + r) cos θ = Ex(z = 0), (D.1)
which are solved by
r =
Ex(0)/B(0)− cos θ
Ex(0)/B(0) + cos θ
≡ cZ̃/4π − cos θ
cZ̃/4π + cos θ
. (D.2)
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The dependence of B on z can be neglected since ωl0/c≪ 1 so that B(l0) ≈ B(0);














(Z0 + sin2 θY (ω)) (D.4)
We now use ∇× E⃗ = −1
c
∂tB⃗ to write













Again the first term is negligible because ωl0/c ≪ 1, so we write Ez = Dz/ϵr to
find an expression for the non-equilibrium impedance Y
c
4π
























dz′[(−G/I, 1,−1)L̂−1(z, z′)(0, 1, 0)TE⋆(z′)] (D.8)
L ≡ (−G/I, 1,−1)L̂−1(z, z′)(0, 1, 0)T . (D.9)































In order to calculate Y we only need to calculate L, i.e. to invert L. In order to













Since LL−1(z, z′) = δ(z − z′) the Green function G statisfies
(−ω2 − ωE(1− iγ/ω)κ∂2z )G(z, z′) = δ(z − z′). (D.12)
From Eqs. (D.9) and (D.11) (and neglecting G/I ≪ 1) we obtain










Thus eq. (D.6) becomes
c
4π










where f(z) satisfies the differential equation
−(ω2 + ωE(1− iγ/ω)κ∂2z )f(z) = 1, (D.15)
with boundary conditions given by those for the entropy: f ′(0) = 0 and f(l0) = 0.
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The solution is






The denominator presents a resonant structure. However, k2 ≪ κ and the sine






















Negative conductivity in a one
dimensional band
Here we study more in detail the case of a one dimensional system with disper-
sion ϵk = −W2 cos k, which leads to singularities in the density of states at ε = ±W/2.










We calculate the non-equilibrium distribution in the same limit used to obtain
Fig. 4.7: we neglect the phonon dynamics and the inelastic scattering (Stin → 0), we
consider E = 0 and T → 0, quench at t = 0 the value ζ ≫ 1 and evolve the system
for a time t = 10Γ−1eph. As expected, the distribution f shows upward steps at energies
that match the singularities in the DoS, see Fig. E.1. In particular, the upward steps
are at energies ε + jωp = ±W/2, while the downward steps of thermal origin are at
ε+jωp = µ; the regions in between have a gentle decreasing behavior, in contrast with
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Figure E.1: Non-equilibrium steady state electron distribution f (blue solid lines), obtained from solution
of Eq. (4.26) for a steady state phonon population ζ = 20, initial distribution given by a Fermi-Dirac fT
(red dashed) at chemical potential µ = 0 and temperature T/W = 0.003, and trial DoS D(ε) (cyan dashed-
dotted lines) regularized at the divergences in order to avoid numerical issues. The phonon frequency is
ωp/W = 0.25 (a) and ωp/W = 0.35 (b).
the case shown in the main text. For the particular commensurate case ωp/W = 0.25
(Fig. E.1a), for which ωp is commensurate with the distance from chemical potential
to both band edges, the upward steps due to the DoS singularity superimpose with
the downward steps of thermal origin, resulting in only small upward steps.
As an example we calculate the conductivity of such system as function of ωp and
for different values of ζ. We consider two different origins of the transport scattering
processes: in the first case τtr is assumed constant, while in the second case we consider
an impurity-like scattering that results in τtr(ε) ∼ 1/D(ε). For these two limits, we














As can be seen in Fig. E.2, for the less realistic case of constant τtr the conductivity
is almost always positive with only some negative values in correspondence of partic-
ularly commensurate values of ωp such as W/2 and W/4 (remember that µ = W/2).
On the other hand, for the case of impurity-like scattering, the conductivity is always
positive.
This brief analysis shows that a density of states that is generally increasing in
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Figure E.2: Plot of σ/σ0 as function of the normalized phonon frequency ωp/W for three different values
of ζ at E = 0, Stin = 0 and T/W = 0.003. Panel (a) shows the case of constant τtr and panel (b) shows the
case of impurity-like scattering with τtr ∼ 1/D(ε).
the energy range from the lower band edge to the chemical potential is favorable
for yielding a population inversions that leads to a negative conductivity, whereas a
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