The quantum analogue of the Fisher information metric of a probability simplex is searched and several Riemannian metrics on the set of positive definite density matrices are studied. Some of them appeared in the literature in connection with Cramér-Rao type inequalities or the generalization of the Berry phase to mixed states. They are shown to be stochastically monotone here. All stochastically monotone Riemannian metrics are characterized by means of operator monotone functions and it is proven that there exist a maximal and a minimal among them. A class of metrics can be extended to pure states and the Fubini-Study metric shows up there.
I. Introduction
The state space of a classical system with n alternatives is the simplex of probability distributions on the n-point-space. The probability simplex is an n − 1 dimensional manifold with boundary and its affine structure is fairly trivial. The extreme boundary consists of n discrete points. In quantum mechanics, the state space of an n level system is identified with the set of all n × n positive semidefinite complex matrices of trace 1. (They are called density matrices.) The case n = 2 is easily visualized as the unit ball in the 3-space. 1 2 1 + x y − iz x − iy 1 − x ←→ (x, y, z) ∈ IR 3 (x 2 + y 2 + z 2 ≤ 1)
The boundary consists of noninvertible matrices and it is an infinite set. The case n = 2 is simple but for higher n the structure of the topological boundary is rather complicated. The extreme boundary consists of the density matrices of rank one and for n > 2 it is much smaller than the topological boundary. As far as dimensionality concerned, the topological boundary is n 2 − 2 and the extreme one is 2n − 2. The extreme states are usually called pure and they are described in the textbooks by nonzero vectors of a complex Hilbert space of linear dimension n. The same state is described by a vector ψ as well as λψ, where λ is any complex number different from 0. This means that pure states are in one-to-one correspondence to rays {λψ : 0 = λ ∈ C}. The rays form a smooth manifold called complex projective space, CP (n−1) .
On the level of convex structure the difference between the classical and quantum state space is well-understood. The classical one is a Choquet simplex and different axiomatizations of the quantum one are available in the literature, the reader may be referred to the works [4, 5] , for example. Our main concern here is the possible Riemannian structure in the quantum case. Before turning to that subject, we review briefly the classical case, that is, the Riemannian structure on the space of measures.
¿From the viewpoint of information geometry, the spherical representation of the probability simplex is adequate, because the squared length of the tangent vector of a curve equals the Fisher information. Indeed, introduce the parameters z i = 2 √ p i , where 1 ≤ i ≤ n and i p i = 1. Then i z 2 i = 4 and the probability simplex is parametrized with a portion of the n-sphere. Let x(t) be a curve on the sphere. The square of the length of the tangent is
which is the Fisher information. The geodesic distance between two probability distributions Q and R can be computed along a great circle and it is a simple transform of the Hellinger distance. The lecture notes [2] contains further details as well as statistical applications of this geometric approach. To the best of our knowledge, Riemannian metric on quantum states was first considered by Helstrom in connection with state estimation theory [13] . Since Helstrom's work, several other metrics appeared in the literature, see for example [6] , [7] , [12] , [23] and Uhlmann approached Helstrom's metric in a different way ( [25] , [26] ).
The present paper is organized as follows. In Section II we survey the work of Chentsov both in the probabilistic and in the quantum case. We explain how he arrived at the study of invariant metrics on the space of probability measures, motivated by decision theory, and how far he could go towards the quantum generalization after his unicity result about the Fisher information in the probabilistic context. Section IV reviewes different approaches to Riemannian metric on the quantum state space. The relation of Uhlmann's and Helstrom's work to Chentsov's idea is enlightened and a concise description of the complex projective space is given. The main results are contained in Sections IV and V. We construct monotome metrics by means of operator monotone functions and prove that all monotone metrics are obtained in this way. Our result completes the program initiated by Chentsov. It turns out that the symmetric logarithmic derivative metric of Helstron (which is the same as the metric studied by Uhlmann) is monotone. Furthermore, this metric is minimal among all monotone metrics. The subject of Section V is the extension of monotone metrics to pure states. We prove that if the extension exists then it coincides with the standard metric of pure states up to a constant factor.
II. The viewpoint of Chentsov
Chentsov was led by decision theory when he considered a category whose objects are probability spaces and whose morphisms are Markov kernels. Although he worked in [9] with arbitrary probability spaces, his idea can be demonstrated very well on finite ones. In this case a morphism from the probability n-simplex S n to an msimplex S m is an n×m stochastic matrix. If Π is such a matrix and P ∈ S n then P Π ∈ S m is considered more random than P . Generally speaking, the parametrized family (Q i ) is more random than the parametrized family (P i ) (with the same parameter set) if there exists a stochastic matrix Π such that P i Π = Q i for every value of the parameter i. Two parametric families (P i ) and (Q i ) are equivalent in the theory of statistical inferences if there are two stochastic matrices Π (12) and Π (21) such that
for every i. Chentsov said a numerical function f defined on pairs of measures to be invariant if
and monotone if
for every stochastic matrix Π. A monotone function f is obviously invariant. Statistics and information theory know a lot of monotone functions, relative entropy and its generalizations are so. If a Riemannian metric is given on all probability simplexes, then this family of metrics is called invariant (respectively, monotone) if the corresponding geodesic distance is an invariant (respectively, monotone) function. Chentsov's greate achievement was that up to a constant factor the Fisher information yields the only monotone family of Riemannian metrics on the class of finite probability simplexes ( [9] , see also [8] ). A decade later Chentsov turned to the quantum case, where the probability simplex is replaced by the set of density matrices. A linear mapping between two matrix spaces sends a density matrix into a density if the mapping preserves trace and positivity (i.e., positive semidefinitness). By now it is well-understood that completely positivity is a natural and important requirement in the noncommutative case. Therefore, we call a trace preserving completely positive mapping stochastic. One of the equivalent forms of the completely positivity of a map T is the following.
for all possible choice of a i , b i and n. A completely positive mapping T satisfies the Schwarz inequality:
Chentsov recognized that stochastic mappings are the appropriate morphisms in the category of quantum state spaces. (The monograph [1] contains more information about stochastic mappings, see also [18] .) The above definitions of invariance and monotonicity make sense when stochastic matrices are replaced by stochastic mappings. Chentsov (with Morozova) aimed to find the invariant (or monotone) Riemannian metrics in quantum setting as well. They obtained the following result ( [21] ). Assume that a family of Riemannian metrics is given on all spaces of density matrices which is invariant, then there exist a function c(x, y) and a constant C such that the squared length of a tangent vector A = (A ij ) at a diagonal point
Furthermore, the function c(x, y) is symmetric and c(λx, λy) = λ −1 c(x, y). This result of Morozova and Chentsov was not complete. Although they had proposals for the function c(x, y), they did not prove monotonicity or invariance of any of the corresponding metrics. A complete result will be given here but now a few comments on (2.4) are in order.
Both the function c(x, y) and the constant are independent from the matrix size n. Restricting ourselves to diagonal matrices, which is in some sense a step back to the probability simplex, we can see that there is no ambiguity of the metric. Loosely speaking, the unicity result in the simplex case survives along the diagonal and the offdiagonal provides new possibilities for the definition of a stochastically invariant metric.
III. Riemannian metrics on quantum states
The demand for Riemannian structure on the whole quantum state space or on a parametrized family of density operators appeared in mathematical physics a long time ago and in rather different contexts.
In the parametric problem of quantum statistics a family (D θ ) of states of a systems is given and one has to decide between several alternative values of the parameter by using measurements. The set of outcomes of the applied measurements is the parameter set Θ and we assume that it is a region in IR m . So an estimator measurement M is a positive-operator valued measure on the Borel sets of Θ and its values are observables of the given quantum system. The probability measure B → µ θ (B) = Tr (D θ M (B)) (B ⊂ Θ) represents the result of the measurement M when the "true" state is D θ . The choice of the estimators has to be made by taking into account the expected errors. The aim of an optimal desision process is to search estimators with small error. To an error one can attribute several sizes. For example, one can seek a measurement such that its value is "approximately" equal to the true parameter value. If this holds "in the mean" then the estimator is free of destorsion and such estimator is commonly called unbiased. The accuracy of an unbiased measurement is described by the total mean-square deviation which should be small on the parameter space if we want to choose an effective estimator measurement.
The quantum state estimation was initiated by Helstrom in the 1960's ( [13] , see also [15] ). He followed the Cramér-Rao pattern of mathematical statistics and introduced the concept of symmetric logarithmic derivative. Let M be a positiveoperator valued measure on IR n . The corresponding measurement is an unbiased estimator of the parameter θ = (θ 1 , . . . , θ m ) if 
for every observable A. The measurement has two characteristic matrices, the covariance matrix C(θ) = (C ij (θ)) and the information matrix J(θ) = (J ij (θ)). They are determined as follows.
A quantum version of the Cramér-Rao inequality, due to Helstrom, says that
for an unbiased measurement. (The inequality means that the difference is positive semidefinite.) The information matrix J(θ) may be regarded the metric tensor on the parameter space.
¿From the point of view of the statistical state estimation problem, the number n of the real parameters is much smaller than the dimension of the whole state space. However, we can parametrize the whole state space as well. Assume that the parametrization is affine, The symmetric logarithmic derivative L i (θ) is given by the equation
When A i is regarded as a tangent vector at D θ , its squared length equals to
If j λ j (θ)p j (θ) is the spectral decomposition of D θ , then the solution of (3.6) may be written in the form
To show an example, we consider the 2 × 2 case and choose a i = σ i with the three Pauli spin matrices, that is,
if the footpoint D is diagonal Diag(µ, ν). A convenient affine coordinate system exists also for the whole set M n of invertible n×n density matrices and the Riemannian metric of the symmmetric logarithmic derivative may be written in the form (2.4). Before we show how Uhlmann obtained essentially the same Riemannian metric in a completely different approach we review shortly the complex projective space CP (n−1) . It was explained in the introduction that the extreme boundary of the state space (of an n-level) quantum system is CP (n−1) .
is equipped with an atlas containing n charts. Let U i be the set of the equivalence classes of all n-tuples (z 1 , z 2 , . . . , z n ) of complex numbers that z i = 0 and set
The standard Riemannian metric of CP (n−1) is given by considering the (2n − 1)-sphere
which is parametrized now by complex numbers. S 1 as the group of complex numbers of modulus one has a natural isometric action on the (2n − 1)-sphere. The orbits are homeomorphic to circles and the space of orbits may be identified with CP (n−1) . The orbits may be given a metric by taking that obtained by projecting the metric on S 2n−1 orthogonally to the orbits. This metric is invariant under the natural action of the unitary group U (n) and called sometimes the Fubini-Study metric. 
It is worthwile to mention that Dittmann computed several geometric characteristics of the space of density matrices endowed with the above metric ( [10] ). For example this space is not locally symmetric and all sectional curvatures are greater than 1. Braunstein and Caves obtained recenly the same metric by optimizing over all generalized quantum measurements that can be used to distinguish neighboring quantum states D and D + dD ( [7] ).
IV. Monotone metrics
If a distance between density matrices expresses statistical distinguishability then this distance must decrease under coarse-graining. A good example of coarse-graining arises when a density matrix is partitioned in the form of a 2 × 2 block matrix, and the coarse-graining forgets about the offdiagonal:
In the mathematical formulation, a coarse-graining is a completely positive mapping which preserves the trace and hence sends density matrix into density matrix.
Such mapping will be called stochastic below. A Riemannian metric is defined to be monotone if the differential of any stochastic mapping is a contraction. If the affine parametrization is considered, then D t = D + tA is a curve for an invertible density D and for a selfadjoint traceless A. Under a stochastic mapping T this curve is trasformed into T(D t ) = T(D) + tT(A) provided that T(D)
is an invertible density and the real number t is small enough. The monotonicity condition for the Riemannian metric g on M n reads as
where D is an invertible density, A is traceless selfadjoint and T is stochastic. Our goal is to show many examples of monotone metrics and to give their characterization in terms of operator monotone functions.
Let us recall that a function f : IR + → IR is called operator monotone if the relation 0 ≤ K ≤ H implies 0 ≤ f (K) ≤ f (H) for any matrices K and H (of any order). The theory of operator monotone functions was established in the 1930's by Löwner and there are several reviews on the subject, for example [3] , [11] are suggested.
Let us introduce some superoperators as
Theorem 4.1. Let f : IR + → IR + be an operator monotone function such that f (t) = tf (t −1 ) for every t > 0 and set a superoperator .4) is really a nondegenerate metric and its monotonicity is to be checked.
In the paper [22] the following inequality was obtained:
if E, F are positive definite matrices, T is a stochastic mapping and T denotes its adjoint with respect to the Hilbert-Schmidt inner product.
which is equivalent to
The latter condition is exactly the monotonicity of the metric (4.4).
It is in order to make a comment on the relation of the function f in Theorem 4.1 and the Morozova-Chentsov function c(x, y) in (2.4). Given f , we have c(x, y) = 1/yf (x/y) and conversely f (t) = 1/c(t, 1). Some examples of functions f satisfying the hypothesis of Theorem 4.1 are the following.
where 0 ≤ α ≤ 1/2. The lattest function f gives the Morozova-Chentsov function (3.11) and we obtain that the metric of the symmetric logarithmic derivative is monotone.
The metrics on M 2 provided by Theorem 4.1 are rotation invariant, they depend only on r = x 2 + y 2 + z 2 and split into radial and tangential components:
The radial component is independent of the function f . In case of the metric of the symmetric logarithmic derivative the tangential component is independent of r. Proof. A monotone metric is invariant in the sense of Section II and due to the result of Chentsov and Morozova the metric is of the form (2.4). Set a function f as f (t) = 1/c(t, 1), where c is the function of two variables from (2.4). By means of this function the monotone metric can be written in terms f exactly in the form described in Theorem 4.1, see (4.3) and (4.2). What we have to prove is that f is operator monotone. This will be shown following [24] .
We choose a particular stochastic mapping T:
With this choice the monotonicity condition yields that
is concave for a positive definite density matrix Y . The concavity extends to all positive definite matrices obviously. We write (4.9) for a block matrix
then we observe that concavity of (4.9) implies the concavity of the mapping
Now the choice Y 2 = I gives that the mapping Y 1 → f (Y 1 ) must be concave. What we have arrived at is the operator concavity of f which is known to be equivalent to the operator monotonicity of f (cf. [11] ).
Let f 1 and f 2 be functions satisfying the hypothesis of Theorem 4.1 and let K 1 and K 2 be the corresponding superoperators defined by (4.3). If which corresponds to f (1) = 1. It is known (see [19] ) that among all operator monotone functions with f (1) = 1 and f (t) = tf (t −1 ) there is a minimal and a maximal. They are
So we obtain Theorem 4.3. Under the normalization (4.11), the metric of the symmetric logarithmic derivative is minimal among all monotone metrics.
Proof. One has to verify that the function f max yields the stated metric. From (4.3) and (4.4) we have
is exactly the solution of equation (3.6) . Hence (4.13) matches (3.7).
We have to emphesize that the theorem states the minimality of the logarithmic derivative metric only under the essential condition that the whole state space of a spin is parametrized. If this is not the case, then no information is provided by the theorem. The largest monotone metric is the metric of the so-called left logarithmic derivative. That appeared in the literature in connection with Cramér-Rao type inequalities. Its monotonicity was established in [23] . The fact that the left logarithmic metric is larger than the symmetric one is elementary and it has been known (for example, [15] , p. 282).
The metric corresponding to the Morozova-Chentsov function log x − log y x − y is the Kubo (or Mori, or Bogoliubov) inner product which showed up in [6] and was studied in [23] . In particular, it was proved that the Kubo product is monotone, under more general assumption than a finite spin, and a conjecture was made. Namely, the scalar curvature of the Kubo metric is monotone as well. Monotonicity of the Kubo metric is not surprising because this result is a kind of reformulation of the Lieb convexity theorem ( [20] ). However, the monotonicity of the scalar curvature seems to be an inequality of new type (provided that the cunjecture is really true).
Concerning details we refer to [23] and [14] .
In [12] Hasegawa introduced a family of metrics. They can be obtained by the above construction of monotone metrics, however, we are unable to prove that the auxiliary functions are operator monotone. (Numerical computations support the monotonicity of Hasegawa's metric.)
V. Extension to pure states
The objective of this section is to discuss the extension of monotone metrics of M n to pure states CP (n−1) . Since pure states form a low dimensional part of the topological boundary of M n , it should be well-specified how the extension is understood.
Let M
• n denote the set of all elements of M n whose eigenvalues are distinct and define a projection π : M 
We say that a sequence D n ∈ M
• n is radial at p ∈ CP (n−1) if π(D n ) = p for every n and D n is convergent to p when p is considered as a density matrix (that is, a onedimensional projection operator). Now we can define the radial extension of g( · , · ). A smooth metric k( · , · ) on CP (n−1) is called the radial extension of g( · , · ) if for every p ∈ CP (n−1) , u, v ∈ T p CP (n−1) and for every radial sequence D n at p
holds. In the next theorem we give a necessary and sufficient condition for the existence of the radial extension.
Theorem 5.1. Let g( · , · ) be a monotone Riemannian metric on M n and let f : IR + → IR + be the corresponding operator monotone function (described in Theorem 4.1). The radial extension k( · , · ) of the given metric g( · , · ) of M n exist if and only if f (0) = 0. In the case of existence
where · , · is the standard Riemannian metric on CP (n−1) .
Proof. The proof is based on the direct computation of k which implies
¿From this equality it follows that it is sufficient to compute k D ( · , · ) if D is diagonal and π(D) is the projection onto e. Assume these and let X ∈ T D M • n and let λ(t) and v(t) be the largest eigenvalue and the unit eigenvector corresponding to λ(t) of D + tX where t ∈ IR. For sufficiently small t, D + tX ∈ M So we have proved that the radial extension exists if f (0) = 0.
The special case n = 2 is very transparent from (4.8) and it explains the terminology "radial extension". The 2 × 2 case shows also that the condition f (0) = 0 is necessary to speak about extension.
