ABSTRACT Fog radio access network (F-RAN) has the significant advantages of local radio signal processing, cooperative radio resource management, and distributed storage capability to tackle the massive users demand at the edge. However, due to constrained fronthaul capacity, achieving ultra-low latency for emerging cellular networks is still challenging. This paper focuses on alleviating the heavy burden on fronthaul and achieving ultra-low latency by proposing a loosely coupled architecture in the F-RAN where a large number of F-RAN nodes are able to participate in joint distributed computing and content sharing regardless of nearness communication by satisfying the minimum latency demand. A mixed-integer nonlinear programming problem is formulated to achieve the ultra-low latency under the constraint of fronthaul capacity and computing capability of each F-RAN node. To solve this problem, a joint distributed computing scheme and a distributed content sharing scheme are proposed with the greedy algorithm to find a sub-optimal solution, in which the weighted minimum mean square error approach is adopted to optimize the transmission rate. Numerical results reveal that the ultra-low latency can be achieved in F-RANs by properly utilizing the loosely coupled architecture.
I. INTRODUCTION
Due to the immense advancement of smart devices, Internet of Things (IoT) has become very popular for fueling the notion of making the better-connected world and demand of high-speed data applications such as highquality video streaming, social networking and machineto-machine (M2M) communication, have tremendously increased over the years [1] . Furthermore, the fifth generation (5G) wireless communication system is emerging with the great aspiration of ultra-low latency, energy efficiency, spectral efficiency and wider coverage area to satisfy the growing user's expectations. Undoubtedly to embrace the emerging 5G networks, a radical change is essential in existing communication domain. Meanwhile, to tackle the confronted explosive amount of traffic and carry out the goal of 5G, the cloud radio access network (C-RAN) is proposed as a prospective solution by incorporating cloud processor (CP) and densely deployed remote radio heads (RRHs) in communication industry [2] . The baseband unit (BBU) pool is considered as the heart of C-RAN which performs the channel coding on behalf of RRHs, and then quantizes and compress the encoded the baseband signal in centralized cloud servers [4] , [6] . On the other hand, the RRHs are limited-complexity devices that connect with BBU pool by means of fronthaul links and typically perform radiofrequency (RF) functionalities [3] , [4] . Even though in C-RANs, the roles of traditional base station (BS) are decoupled into distributed RRHs for radio services and baseband processing unit came along with centralized BBU pool where highly efficient cloud servers take responsibility of signal processing, but the capacity of fronthaul communication links is still insufficient [6] , [7] . As a result, the ginormous contents demand creates the heavy burden on the limited fronthaul links and inevitably generates delay which degrades the overall performance of the system.
To overcome the limitations of traditional C-RANs with fronthaul constraints, the fog radio access network (F-RAN) has been proposed in 5G systems, where the fog-computing based access points (F-APs) are equipped with storage capacity and signal processing functionalities. In addition, the evolving F-RAN also can perform real-time collaboration radio signal processing (CRSP) and cooperative radio resource management (CRRM) which make the F-RAN is a suitable complement of cloud computing solution for the edge. Because of these embedded qualities, the F-APs are able to take the responsibility of serving a significant amount of users requests by its own at the edge, thus every request does not need to traverse entire system from user equipment (UE) to the CP through wide area network (WAN). Consequently, a significant portion of latency could be declined [3] . Fog computing paradigm extends the powerful cloud computing functionalities to the edge of the network and facilitates joint computing operations in the vicinity of the UEs [5] . Furthermore, due to embedded cache and signal processing capabilities, the computing operations can be concurrently executed by multiple F-RAN nodes at the edge [17] . Despite all of these attractive abstracts of F-APs, the constrained computing ability, limited fronthaul capacity and the small amount of storage capacity is still bottlenecks for the F-RAN nodes. Although the technology has already been extensively exploited to enhance the fronthaul capacity, the development still remains at the same stage except a couple of alternations. Thus, the joint massive computing operations by multiple F-RAN nodes could bring a potential solution for reducing latency in the system at a large scale without frequently bothering fronthaul at the peak-hour.
Nevertheless, a good number of manuscripts already been revealed with great direction in communication domain. Recently, much attention has been paid for achieving ultralow latency by optimizing the fronthaul capacity and through increasing the performance of the network. In the regards of joint computing and latency optimization, Seok-Hwan Park [4] investigated the problem of maximizing the delivery rate of fog radio access network through content prefetching and improved pre-coding scheme. In literature [17] , joint distributing computing has been studied to enhance the computing capacity at the edge for achieving ultra-low latency. In this literature authors mainly focused on near-range F-RAN communication, which might not be an optimal strategy for fetching various requested contents for the users and still generated a heavy load on the fronthaul. The literature [8] deal with fronthaul allocation by taking into account of queuing delay under the C-RAN framework. Parallel computing in CP and F-APs for efficient content offloading and latency optimization was discussed in [10] . To tackle the massively increased IoT applications and combat with the delay, the literature [11] proposed the computing and communication tradeoff in the F-RAN network. Furthermore, the literature [12] illustrated the latency optimization strategy under fronthaul constraint through serial transmission and performance metric. The literature [14] and [15] extensively discussed the optimization of adaptive clustering, joint beamforming, and adaptive cache model. The literature [16] , studied for minimizing service delay by migrating virtual machines and controlling transmission power in edge cloud computing. In [20] , the stochastic geometry is applied for gaining a successful access probability for a fixed intracluster co-operation strategy and the coordinated precoding cluster formation for F-APs is studied. In [21] , to minimized latency, the content caching and delivery strategy have been illustrated. Moreover, the edge caching technique helps to bring the contents to the proximity of the users at the edge and immensely reduce the network congestion and minimize the delay [22] , [24] , [27] . The author studied the joint user association and spectrum optimization strategy to gain the spectral efficiency in the letter of [26] . In C-RAN, the latency optimization problem was extensively discussed and mainly focused on minimizing fronthaul latency, but the latency minimization problem in F-RAN is much more complex by comparison [3] . Undoubtedly, all the aforementioned contributions showed a path to overcome the challenges of CRAN and F-RAN architecture to embrace the emerging 5G communication system. The existing F-RAN architecture rigorously concentrated on base station (BS) clustering, joint beamforming, multicasting, content diversity and data preprocessing under limited fronthaul to accelerate the performance of F-RAN. However, achieving ultra-low latency based serviceability is still challenging for the upcoming 5G network domain. To vanquish this challenge, we approach with novel system architecture in the F-RAN network where widely distributed F-RAN nodes will be optimally utilized for contents delivery and computational operations.
Motivated to contribute in achieving ultra-low latency for the 5G system, we propose a novel loosely coupled architecture based distributed computing paradigm by taking into account of joint distributed computing capacity and popular cached contents throughout the networks. A loosely coupled system is a distributed architecture where each F-RAN node participates as a module and all the modules are largely independent. Each module performs a small set of function with data being shifted from one module to another. The assigned F-APs form optimal clusters based on the user contents request and computing tasks. The main contributions of this paper are summarized as follows.
• To achieve ultra-low latency, we propose loosely coupled architecture and investigate the performance of F-RAN network under limited fronthaul capacity, limited cache capacity, and constrained computing ability. We adopt joint distributed computing approach to enhance the processing capability to tackle massive computing demand. Furthermore, in order to serve a larger amount of requested contents, optimal clustering strategy has been rigorously considered in this architecture.
• We formulate a mixed-integer nonlinear programming (MINLP) problem and to find a sub-optimal solution, joint distributed computing algorithm, VOLUME 6, 2018 distributed optimal content delivery clustering algorithm and the optimal transmission rate selection algorithm have been proposed. In order to achieve cost efficiency, our endeavor is to optimally exploit the existing assigned distributed network resources rather than newly comprising huge number of F-APs.
• We numerically show that proposed loosely coupled architecture able to share much more contents at the edge and perform faster computing operation by incorporating a large number of F-APs throughout the networks which significantly minimize the burden on fronthaul. The rest of this paper is organized as follows. Section II introduces the system model. The loosely coupled architecture based joint distributive computing and contents sharing optimization problem is formulated in section III. Proposed solution schemes and related algorithms are discussed in section IV. Numerical results are provided in section V. Finally, we conclude the paper in section VI.
II. SYSTEM MODEL
As shown in Fig. 1 , to fulfill the ultra-low latency demand for the next-generation cellular system, we consider a novel loosely coupled architecture based A loosely coupled system is oneF-RAN network with powerful cloud and edge computing. In this architecture, we assume that all the F-APs are connected with each other and able to access their cached resources. Although the F-AP is embedded with cache and signal processing capability, the portion is limited and of course which is not enough to tackle massive computing requests and contents delivery services. Hence, the proposed model will compute the service requests joint and distributive way throughout the network. In this scenario, each user selects the nearest and strongest F-AP which is able to provide the maximum transmission rate and consider as a primary F-AP. After successfully establishing the communication channel between the primary F-AP and UE, the user starts sending the service request to the primary F-AP. The primary F-AP extensively analyze the received request and apprehend that how big are the tasks and how many F-RAN nodes which are addressed as assistive F-APs need to be incorporated to accomplish the assigned tasks within ultra-low latency time frame. Based on the extensive analysis, the primary F-AP share the tasks with other assistive F-APs to complete the processing requests and contents delivery services by the minimum time frame. Each assistive F-AP works as a modular and after completing the computing tasks and finding users requested contents send back to the primary F-AP. The primary F-AP accumulates all the accomplished tasks and intensively recheck the contents and finally send to the user. The driving force of this model is that since all the F-APs are connected as a grid network, so it is quite possible to find the requested contents in the networks and by selecting the optimal F-APs which are able to provide the requested contents and computing services form an optimal service cluster for each user. However, in terms of fetching contents from neighbor or remote cluster or CP, the lowest transmission time will be prioritized.
We consider a F-RAN network which consist of a set of F-RAN nodes L = {1, 2, 3, . . . L} and a set of users K = {1, 2, 3, . . . , K }. Each F-AP l, l ∈ L is equipped with multiple transmits antennas N t and the UE equipped with M t receiving antennas. All the F-APs are connected to CP with limited digital fronthaul links and fill their embedded cache with maximum number of popular contents from the CP at the off-peak hour. The F-APs form optimal serving cluster q for each user k, Q = {1, 2, 3, . . . , Q} based on their computing capacity and contents availability. The clusters can be overlapped according to the user's service requirements and all clusters and F-APs are connected with each other, for example q 1 = {l 1 , l 2 , l 9 , l 8 }, q 2 = {l 3 , l 6 } and q 3 = {l 5 , l 7 , l 4 }. We consider, the total files are B bytes and distributed in both CP and F-APs as F = {1, 2, 3, . . . F} where the size of each file f , f ∈ F is represented as b bytes, b ∈ B. If any file requested by user k and which is not cached in Q then the file will be served from CP [3] , but it is mention worthy that if the file is located in both CP and F-AP then the lowest fetching time will be accepted.
Let, user k requests for a service to its nearest F-AP l with ultra-low latency based time frame and the transmit signal from F-AP l to user k represented as
where w l,k ∈ C N t ×1 denotes the baseband signal which is transmitted by F-AP l to user k and s k means the independent scalar which represents the symbol of content. We assume that the CP aware of global channel state information (CSI) and distributed cached contents all over the network. Therefore, the received signal at user k is shown as
where y l,k ∈ C represents the received signal at user k, h
is the CSI vector from F-AP l to user k and n k denotes the additive Gaussian noise received at user k distributed as (0, σ 2 i ). After receiving the service requests from users, all the primary F-APs analyze and calculate the total amount of requested contents and number of computing tasks are F K and T K respectively. The sophisticated computing tasks and requested contents need to be served by ultra-low latency time frame. The total contents request and computing services demand of users are represented as
where f k represents the number of files are requested by user k and b k stands for the size of each user requested content. The required computing task for each user k is represented as t k which are distributed as t 1 , t 2 , t 3 , . . . , t k .
We also assume that all the users and F-APs adopt the signal detection and try to achieve the highest-rate modulationcoding scheme, but unavoidably treat interference as a noise. The signal-to-interference-plus-noise ratio (SINR) at the user k stated as
We define the target SINR is γ min for smooth communication of our model. Therefore, the equation (5) suggests that for choosing the channel between the user k and F-AP l must need to satisfy the minimum requirement of threshold SINR γ min . Furthermore, SINR k ≥ γ min is taken into account as a constraint to ensure the better communication channel. In addition, we assume that the channel is block fading such that it remains constant within each transmission frame but can change from one frame to another.
On the other hand, in order to eliminate the unexpected transmission delay, a rigorous transmission rate is immensely important. In the following steps, we firmly consider the optimal transmission rate for our proposed optimization model. Under this consideration and according to the Shannon channel capacity, the achievable transmission rate for user k is characterized as
where B is the achievable total channel bandwidth in the network. Note that, similar way we can calculate the transmission rate among the F-APs for intra communication in between the primary and assistive F-APs.
A. DELAY MODEL
The total delay for the proposed architecture is considered into two-fold. First, the rigorous transmission delay generated in the network because of traversing the requested contents among the F-APs and from primary F-AP to CP vice-versa to server the UE. To make the latency problem much more tractable, the generated transmission delay also decomposed and classified into two layers (a) the transmission delay at the edge which is produced for serving contents from primary F-AP to UE with the help of other F-RAN nodes and (b) the transmission delay at the CP catalyzed for serving the contents to the UE by the CP. Second, the computing delay generated in the network for processing the service requests by the F-APs and CP.
1) TRANSMISSION DELAY AT THE EDGE
At the edge, the fog nodes are located in the vicinity of the UEs and the transmission delay between the UE and F-APs considerably small [4] , [11] . However, in order to achieve the ultra-low latency by exploiting loosely coupled architecture, we significantly consider the transmission delay between the UE and F-AP. Because the primary F-AP has the direct communication channel with the UE and of course which need to be strong enough for serving the contents by the minimum time. The transmission delay between the user k and F-AP l characterized by D l,k
where f k b k denotes the amount of requested contents served by the primary F-AP l to user k and R l,k is the achievable transmission rate between F-AP l and user k.
Furthermore, we consider that the requested services will be sent to other assistive F-APs by primary F-AP for executing the computing tasks and content fetching, and leads to transmission delay among the F-APs. The transmission delay between the primary F-AP i to assistive F-AP j is represented as
where R l(i,j) represents the achievable transmission rate between primary F-AP i and assistive F-AP j and f k,l b k denotes that the requested contents of user k are serving from primary F-AP i with the help of assistive F-AP j. Henceforth, the total generated transmission delay at the edge D E is shown as
2) TRANSMISSION DELAY AT THE CP
The transmission delay from user k to CP server p, p ∈ P generates at two stages. First, the user requests service to the F-AP and the transmission delay is generated in between the user and primary F-AP which we have already shown in the previous stage. Second, if the F-AP is not able to serve the requests by its own and even with the help of other assistive F-APs then the accountable primary F-AP forward the requests to CP and catalyze transmission delay between the primary F-AP and CP. The transmission delay of both stages is shown as
where D p,l denotes the transmission delay from each CP server p to the primary F-AP l, D p,k illustrates the transmission delay from CP server p to user k, D P is the total transmission delay from users K to CP and f k,p b k represents that the requested contents served by the CP. Therefore, according to the proposed network model the total contents which are requested by the users K will be served by the both F-RAN nodes and CP which is shown as
3) COMPUTING DELAY
The computing delay is basically generated due to compute or process the requested tasks by the F-APs at the edge and in the centralized cloud computing tiers with thousands of CP servers. Undoubtedly, the CP has a great capacity of computing millions of tasks in every second with high performance and high accuracy. So, it is not a big deal to overcome the computing delay at the CP layer [2] . In contrast, the F-AP is evolved with limited computing capacity which is not sufficient to tackle the ultra-low latency based service demand and inevitably leads the computing delay at the edge. The computing delay of both tiers can be expressed as
where ρ symbolized for the computing ability of each F-AP l and the cloud processor p as a number of instructions can be executed per second, t k,p and t k,l illustrate the number of tasks executed at the cloud tier and fog tier respectively. D CL and D CP denote the computing delay at the edge and computing delay at the CP tier whereas D C indicates the total computing delay in the system. In the following works, we rigorously consider in minimizing the computing delay at the edge. Because, the CP is already capable enough to tackle any amount of computing tasks with its substantial processing capacity.
B. CACHE MODEL
In this subsection, we consider that each F-AP l fetch the contents from CP library and fill their storage by the popular contents based on their cache capacity. Let, assume that each F-AP l able to store maximum S l amount of contents. Generally, the total user requested contents K k=1 f k b k are cached in both F-APs and CP in a distributed manner. Furthermore, we consider that each F-AP able to access other F-AP's stored files to fulfill the service requirements. The distributed caching policy is shown as
where c f k,l b k denotes that the amount of user requested contents cached by the F-AP l by means of its caching capacity S l for serving to user k. On the other hand, rest of the contents c f k,p b k are naturally stored in the CP library. Although, the F-APs are introduced in the F-RAN networks with storage capacity to overcome the limitations of traditional RRHs. However, due to insufficient cache capacity, each F-AP treated as a storage constraint device in the system. The cache capacity constraint of F-AP l represented as
III. PROBLEM FORMULATION
In this section, we formulate a MINLP problem for achieving ultra-low latency in the F-RAN system through joint distributed computing and optimal content delivery clustering schemes by satisfying the limited fronthaul capacity, caching constraint of each F-RAN node and bounded computing capacity of F-APs. In order to achieve the ultra-low latency through the proposed model, we confront the challenges to suppress the delay at the three stages, the transmission delay at the edge, transmission delay at CP and computing delay of F-APs which make our problem more complex to solve and hard to achieve an optimal solution. Therefore, the optimization problem is stated as min {nl,fk,l,wl,k}
In the aforementioned problem, the constraint (20) imposes that the SINR must need to satisfy the minimum quality of service (QoS) requirement γ min for receiving signal at user k. The constraint (21) denotes that the transmission rate from F-AP l to user k is limited by the fronthaul capacity C l for each F-AP. The constraint (22) is equivalent to the cache constraint (18) where we showed that each F-AP l can store a few contents with their maximum cache capacity S l . (23) implies that the allocated computing resources for UEs cannot exceed the available computation resources in each F-RAN node. The transmission delay D l (i, j) between the primary F-AP and assistive F-AP must have to be lower than the transmission delay between the primary F-AP and CP D l,p which is illustrated by the constraint (24) . Finally, the constraint (25) depicts that the total requested contents will be served by both F-APs and CP. Furthermore, in order to address the problem (19), we set n l , f k,l and w l,k as the optimization variables.
IV. ULTRA-LOW LATENCY ACHIEVING SCHEMES
In this section, we focus on solving the optimization problem (19) and design the loosely coupled architecture based F-RAN network for the 5G framework. The optimization problem becomes complex due to proposed novel loosely coupled architecture, where a large number of F-RAN nodes will participate in distributive computing and file sharing. So, it is not a trivial problem to accommodate and manage all these F-RAN nodes into the proposed architecture.
In this paper for achieving the ultra-low latency, during the communication process, we firmly focus on the transmission delay between the users and primary F-APs and F-APs to CP. On the other hand, the transmission delay among the F-APs has given less priority, because we consider that the transmission delay among the F-APs must be less than the delay between CP and F-APs. Henceforth, to extract the optimal solution for (19), we propose three schemes with the greedy algorithm such as joint distributed computing scheme, distributed content sharing scheme and optimal transmission rate selection scheme. In following stages, we represent the detail break down of those mentioned schemes.
A. JOINT DISTRIBUTED COMPUTING SCHEME Although the fog computing paradigm is considered as a complement to cloud computing due to its embedded storage and processing capacity. However, the embedded resources of individual F-AP still not enough to tackle the massively generated user requests for real-time processing or even with a small cluster which is formed with a couple of F-APs. Therefore, to tackle this confronted challenge we propose loosely coupled architecture based joint distributed computing algorithm, where a large number of F-APs able to participate in computing process jointly and in a distributive manner.
In this algorithm, we expand our notion that how to maximize the processing capacity at the edge and how can be maximally exploited the widely spread network resources. Therefore, we adopted joint distributed computing scheme and by precisely implanting this mechanism we can avoid aforementioned challenge. The algorithm analyzes and makes the decision that how many tasks should be computed at the edge and how many F-APs should be involved in computing procedure for accomplishing the assigned tasks within the ultra-low latency time frame and rest of the tasks will send to the CP for computing. In the assistive F-AP selection procedure, we prioritized two qualities of each F-AP; first, the F-AP must have to go through the computing capacity test and satisfy minimum computing capability threshold of γ ρ and second, the transmission delay between the primary F-AP and assistive F-AP D l(i,j) must have to be lower than that of transmission delay between primary F-AP and CP servers D l,p .
The algorithm starts with the initialization of a set of F-APs L, a set of users K and a set of requested tasks T . Furthermore, the processing capacity of each F-AP and the processing threshold l ρ and γ ρ has been defined respectively. Specifically, we select the number of serving F-APs n l as a variable because we consider the widespread serving network where the F-APs can participate from any location if they can satisfy the delay state. Consequently, this manner brings a challenge to determine a specific number of F-RAN nodes in the system to form the optimal clusters. According to 7: n l = n l + 1; 8: Update ρn l and compute the total joint processing capacity; 9: end while 10: Return result; steps 1 and 2, the algorithm calculates the amount of computing tasks should be executed at the edge. According to step 4, if the algorithm can satisfy the constraint of transmission delay and processing capacity, only then the algorithm executes further steps. From step 3-9, the algorithm goes into an iterative process. In each iteration, the algorithm selects a suitable F-AP and calculates the joint computing capacity for achieving the total required computing capacity ρn l to satisfy the demand of assigned computing tasks K k=1 L l=1 t k,l for the edge at step 3. The iteration will continue until find out all the necessary F-APs to accomplish the tasks. Finally, at step 10 we calculate the computing delay to achieve ultralow latency and stop the algorithm.
B. DISTRIBUTED CONTENT SHARING SCHEME
In this scheme, we propose the distributed optimal content delivery clustering algorithm where a large number of suitable F-APs participate for sharing the contents to meet the rigorous demand of users. Basically, the rapid and affordable scaling flexibility make F-RAN adaptive with loosely coupled architecture. In this scenario, the area of serving cluster also bounded by the transmission delay constraint
The proposed algorithm starts with sending contents request to the primary F-AP l. The primary F-AP extensively analyzes the received request and invite other assistive F-APs for serving the requested contents within ultra-low latency time frame. The primary F-AP starts content searching from its own and increase the number of assistive F-APs one by one in each iteration until find out all possible requested contents in the bounded area. The F-AP which is able to provide the requested content consider as a suitable F-AP for content serving and accepted as a member of the optimal cluster for 17: Calculate the optimal cluster q k for all users; 18: Return Q; the respective user. We specify in details of the distributed optimal content delivery clustering algorithm in algorithm 2.
In algorithm 2, we initialize a set of F-APs, a set of users and a set of files are distributed in the networks. The optimal cluster q k has been defined for each user k and the cached contents of each F-AP l initialized as an array A l . A number of requested contents f k for each user has been analyzed and considered as a set of e f for searching in a better way in each F-AP's storage. We adopt the linear search procedure to explore the specific requested contents in this algorithm and starts with sending a content requests by user k to the primary F-AP l.
Lines 2-Line 17 in the proposed algorithm search for each requested content of user k in all the F-APs to form the optimal service cluster q k . In order to meet the massive contents demand of users, we expand our service region based on loosely coupled architecture and the area is merely bounded by the transmission delay condition according to step 3. In line 4, we set the condition for fulfilling the contents requirement of f k , the algorithm will check each and every F-AP's cache until finding all required files for a user k. If the requested content is found in any F-AP, the algorithm returns e f and select that F-AP as a suitable member of a cluster q k and move to new iteration for searching another file according to lines 6-9. However, the lines 10-13 illustrate that if the content is not cached in the current F-AP then the algorithm returns not found status and choose another F-AP to find the currently searching content. Finally, the algorithm calculates and returns all the optimal clusters Q for all users and stop the algorithm. Notably, the unfounded contents served by the CP.
We remark that the Algorithm 2 can show a better way for serving many users and meet the demands of massive requested contents at the edge if it is properly utilized in the system and undoubtedly reduce the burden on fronthaul. Furthermore, it also ensures that by introducing loosely coupled architecture in the F-RAN, widely spread F-APs can be properly exploited and possible to avoid the waste of network resources compared to the existing small cluster based F-RAN framework.
C. OPTIMAL TRANSMISSION RATE SELECTION SCHEME
In order to optimize the transmission rate for user k, we consider a popular utility maximization problem called weighted sum-rate (WSR) maximization problem. WSR has been well known and extensively used in solving the optimization problem. Furthermore, the WSR problem has an intimate relationship and similarity with weighted minimum mean square error (WMMSE) problem. In this section, our endeavor is to achieve the optimal transmission rate for user k by exploiting WMMSE. The WSR problem can be represented as (27) where w l,k is the transmit power for the user k, V l stands for maximum power budget for per-F-AP to satisfy the users request and α l,k depicts the priority weight which is associated with the user k for scheduling with F-AP l in the system. Now by properly choosing w l,k , we can explore the optimal primary F-AP which is able to provide the maximum transmission rate. Therefore, for finding optimal transmission rate for user k we can write
where R * l,k denotes the optimal transmission rate, β l,k is a constant weight associated with F-AP l and user k and it is updated iteratively according to
with some small regularization factor τ > 0 and w l,k from previous iteration. The weight of β l,k will be updated from each iteration and fixed with the optimal values from the previous iteration.
Furthermore, the weight of β l,k is inversely proportional to the w l,k , and the F-AP l which has the lowest transmit power to user k will be given higher weight and consider as not qualified for the direct communication with the user and discard it. However, if the discarded F-AP can meet the requirement of content providing or computing capability, then the F-AP will be comprised as an assistive F-AP to the system.
Since the transmitting power has a direct influence on the transmission rate, by identifying optimal transmitting power w * l,k we can easily achieve optimal transmission rate R * l,k . Now we can rewrite WSR problem (26) in the form of WMMSE under consideration of β l,k and optimal transmission rate R * l,k
Finally, by properly utilizing optimal ξ * l,k and u * l,k we can regenerate the optimal WMMSE optimization problem to find out the optimal transmit power w * l,k
The aforementioned problem is the convex optimization problem and through the convex optimization solver, we can solve it and can achieve the optimal transmission power w * l,k . In order to tackle the transmission delay from F-AP l to user k, we consider to enhance transmission rate R l,k by exploiting optimal transmit power w * l,k and adopt WMMSE algorithm. In proposed algorithm 3, we incorporate a constant weight β l,k which is intimately related with the F-AP l and update with each iteration. The equation (28) clearly states that with updating optimal weight of β l,k , we can easily find out the optimal transmission rate R * l,k . The algorithm initializes a set of F-APs L, a set of users K, transmission rate R l,k and a constant weight β l,k . The algorithm basically provides the optimal transmission rate R * l,k by solving the WMMSE optimization problem. Therefore, the algorithm fixes the maximum transmission power by solving equation (28) . In line 3 and 4, we explore the optimal MSE weight and optimal user respectively. Therefore, by solving the convex optimization problem in equation (36), the algorithm achieves the optimal transmission power which is depicted in line 5. In line 6 and 7, we compute the transmission rate and constant weight. The weight of β l,k is updated in line 8 according to equation (29) . Finally, in line 9 the algorithm updates the transmission rate iteratively for user k and return the optimal transmission rate R * l,k . The optimal transmission rate selection algorithm is an indispensable part of our proposed problem and solution. Furthermore, the Algorithm 3 works as a backbone for all communication steps for achieving ultra-low latency in the system. We numerically show that by optimizing transmission rate in between the user and primary F-AP, the latency can be significantly diminished.
D. COMPLEXITY ANALYSIS
Assuming a typical network scenario with K > L > M > N , the computational complexity of Algorithm 1 at step 3, confronted for comprising a number of F-APs to accomplish the processing tasks within the ultra-low latency time frame. 4: Find the optimal receiver u * l,k according to (35); 5: By solving the convex optimization problem achieve optimal transmission power w * l,k from (36); 6: Compute the achievable transmission rate R l,k according to (6); 7: Compute the weighted factor β l,k according to (29) ; 8: Update the weighted factor β l,k ← β l,k ; 9: Update optimal transmission rate R * l,k ← R l,k according to (28) ; 10: Repeat until find out the optimal R * l,k ;
In order to satisfy the computing demand, need to extend the cluster region and incorporate the F-APs iteratively in the computing cluster according to step 7 until satisfying step 3. Furthermore, for selecting each fog node need to satisfy the computing constraint l ρ ≥ γ ρ . In Algorithm 2, the computational complexity arises for comprising the F-APs to serve requested contents at step 2. In terms of achieving ultra-low latency, the most challenging task for serving the contents by Edge-nodes with lower latency compared to CP at step 3. The additional complexity generates at step 6 for searching the requested contents in vector A l where the algorithm must need to remember the contents status in each iteration for the new F-RAN node.
The computational complexity generates in Algorithm 3 at step 2 and 4 for receiving covariance matrix computation in (33) and (35). The additional complexity obtains at step 3 for updating MSE weight ξ * l,k . For achieving the ultimate transmit power w * l,k need to solve the convex optimization problem (36). The optimal transmission rate R * l,k achieve by solving the computational complexity weighted sum-rate maximization problem in (26) and updated iteratively according to (28) at step 9. However, the biggest challenge of this algorithm is to achieve the convergence with the minimum number of iterations. As we can see that for choosing the optimal power w * l,k based F-AP, the algorithm check with all possible distributed F-APS iteratively. We show the influence of minimum iteration for Algorithm 3 at simulation part in this paper.
V. NUMERICAL RESULTS
In this section, the performance of proposed latency optimization algorithms is evaluated through simulation results as well as the impact of loosely coupled architecture showed in the F-RAN network. We consider there are L = 20 F-APs and K = 5 UEs are located in the proposed area, where we assume the maximum distance is 2000m. For simplicity, we consider that each F-AP l maximally can store 20 files by their maximum caching capacity S l . The value of γ min is varied with demands of QoS for individual UE. In this scenario, if QoS satisfy the demand of γ min then the communication procedure can be established. Furthermore, we assume that the maximum allocated transmit power for each FAP is 37dBm and the system bandwidth is considered as 1MHz. We also presume that the path loss model is determined as 31.5 + 37 * log10(d) for the links of FAPs and UEs, where d denotes the distance between the transmitter and receiver. For extracting better outcomes and providing the vivid comparison, we set three level of QoS requirements namely 200kbps, 500kbps and 800kbps. The number of simulation snapshots is set at 1000 and the simulation parameters are also listed in Table 2 . 
A. CONVERGENCE OF THE PROPOSED ALGORITHM
The convergence of the proposed algorithm under the different level of transmit power requirements is represented in Fig. 2 . From the mentioned figure, it can be clearly illustrated that the algorithm is capable to achieve convergence within only four iterations, which ensures the efficiency of proposed algorithm. Apart from this, different level of transmit power requirements play a significant role and have a great impact on latency performance in the system. For evaluating the necessity and influence of transmit power requirements to satisfy the QoS constraint of (20), we set four distinct transmit power level for distributed FAPs under varied iteration numbers, where 37 dBm is considered as the optimal transmit power. From the Fig. 2 , it can be simply observed that due to the requirement of achieving higher latency efficiency, the algorithm needs to allocate more power. In order to demonstrate, we allocate the optimal transmit power 37 dBm which gain the highest latency efficiency. On the other hand, due to assigning the least power level 28 dBm, the algorithm returns the lowest latency efficiency in the system. 
B. LATENCY PERFORMANCE EVALUATION
In this section, the performance of latency optimization is evaluated under the optimal transmit power w l,k and maximum number of F-APs n l . Undoubtedly, the transmitting power and number of F-APs are intimately related to the performance of delay and by optimally selecting these parameters higher efficiency can be achieved. Fig. 3 shows the SINR constraints for different states of power allocation. In order to ensure the different level of QoS, the power level need to be adjusted. Because when the user needs to ensure the higher QoS, the system assigns more power resources in between the F-AP and UE which increase the throughput of the network and minimize the delay. We simulate with the maximum allocated power is 37 dBm under three distinct required QoS 200 kbps, 500 kbps and 800 kbps. Eventually, Fig. 3 demonstrates that with higher QoS requirement, the overall delay of the systems is drastically reduced.
To further evaluate the impact of the maximum number of F-APs in the F-RAN network through loosely coupled architecture, Fig. 4 has presented. Generally, with the increasing number of F-APs, the computing and serving capability increase. However, instead of assigning unbounded resources, we optimally exploit the existing distributed resources in the network by executing Algorithm 1 and 2. In addition, the algorithms rigorously search the strongest F-APs n l and allocate optimal power to optimize the delay. In contrast, Fig. 4 also shows that due to randomly allocate the power to all F-APs, the performance of latency is deteriorating. The numerical result illustrates that despite allocating maximum power resources to ensure the QoS of 800kbps, the delay becomes higher compared to other two matrices of 500 kbps and 200 kbps. This is because of unwise and inefficient power allocation to all F-APs in the F-RAN region rather than selecting the best F-RAN nodes for providing services. 5 depicts the impact of storing capacity of F-APs at the edge. We simulate cache capacity constraint with 20 files and transmission power for F-APs considered as 30dBm and 36dBm respectively. The transmit power constraint, sufficient cache requirements and enough computing ability are key indicators for achieving the latency efficacy in our proposed optimization problem and these three key factors are evaluated in Fig. 5 and Fig. 6 , respectively. It can be seen that with increasing storage capacity of each F-AP the latency is sharply decreased. Since the F-APs are capable of storing limited contents and to overcome this bottleneck, we consider the joint distributed contents serving clusters for consolidating the joint caching capacity of F-APs at the edge. Furthermore, the impact of the maximum allowed transmit power secure the efficiency of latency performance. The Fig. 5 . also shows that despite same caching capacity, the F-AP which allocated with 36dBm power resource minimized more delay. The relationship between the computing ability and number of users are illustrated in Fig. 6 under varied QoS requirements. The figure generally shows that if the computing ability is large enough then each F-AP can serve a good number of users concurrently and can minimize the latency at a large scale. However, it should be noted that the F-AP came along with limited computing capacity, therefore in order to increase the computing capacity at the edge, we adopt the joint distributed computing paradigm which has the similar trend of Fig. 5 . On the other hand, to further evaluate the impact of QoS for achieving higher computing efficiency, we consider the QoS requirements 400 kbps and 800 kbps, respectively. It can be clearly observed that when the QoS requirements are not sufficiently large, the serving performance is decreased. In contrast, with the higher QoS requirements the serving performance increases because the F-APs are allocated with higher resources and enhance the computing efficacy. As a result, each F-AP can afford more users for providing computing service, the corresponding simulation is shown in Fig. 6 .
C. PERFORMANCE COMPARISON OF PROPOSED SOLUTION WITH BASELINE ALGORITHMS
The ultra-low latency achieving problem is plotted in Fig. 7 , where two algorithms are adopted as a baseline to compare with the proposed solution. The first baseline algorithm is chosen based on the fixed power allocation, where the same level of transmitting power allocates for each and every F-AP regardless of distance. Consequently, the notion of optimal transmit power cannot be effectively and efficiently utilized. On the other hand, the second baseline is considered as random F-APs clustering scheme. In this scheme, all the serving clusters are formed randomly without considering the optimal clustering strategy to achieve the best performance under the assigned constraints. We compare three schemes under the same level of power allocation 37 dBm. The proposed loosely coupled architecture focus on to come out from the existing small area based clustering policy by expanding the horizon. Fig. 7 shows that the proposed scheme able to achieve lower latency compared to baseline schemes. The loosely coupled architecture adopted joint distributed computing scheme by incorporating a larger number of F-APs throughout the network while other two baselines are dependent on nearness communication for accomplishing the computing tasks. In fixed power allocation scheme, the F-APs are assigned with the same amount of power resources regardless of prioritized the best performance based F-APs and increase the delay which we showed in Fig. 4 , whereas in proposed scheme the algorithms discover the optimal transmit power based strongest F-APs and the delay is sharply declined. On the other hand, Random F-AP clustering scheme chooses the serving F-APs for making the clusters based on their small radius which allows it to find and serve a very small amount of user requested contents. Consequently, a plenty of contents need to fetch from the CP tier which generates the delay in the system and deteriorating the performance of the network. However, in terms of forming clusters, the proposed schemes biased with the optimal clustering policy where a large number of F-APs incorporated from the existing assigned F-APs in the network by satisfying the transmission delay. As a result, majority of the requested contents can be served at the edge and do not need to bother CP frequently and the delay is significantly reduced. Therefore from Fig. 7 , it can be observed that by exploiting joint distributing computing method and optimal contents delivery clustering scheme, the loosely coupled architecture can achieve higher latency efficiency over the other two baseline schemes.
VI. CONCLUSION
This paper has extensively investigated the ultra-low latency achieving schemes in the F-RAN for emerging 5G system with newly proposed loosely coupled architecture. In order to diminish the payload on the limited fronthaul and ensure instantaneous communication, we formulate a MINLP problem under the constrained processing capacity and limited fronthaul of each F-AP. To take the full advantages of loosely coupled architecture and providing a suboptimal solution, we proposed joint distributed computing and content delivery schemes which incorporate a large number of F-APs by exploiting greedy algorithm regardless of nearness based communication architecture. Both schemes are form optimal clusters to meet the ultra-low latency based processing demand and massive contents requirements at the edge. Furthermore, for optimizing transmission rate, we adopt the WMMSE approach and solve the WSR maximization problem. The simulation results show that the proposed schemes outperform with the loosely coupled architecture and capable of achieving ultra-low latency in the F-RAN framework.
