We introduce an isotropic measure of local contrast for natural images that is based on analytic filters and present the design of directional wavelet frames suitable for its computation. We show how this contrast measure can be used within a masking model to facilitate the insertion of a watermark in an image while minimizing visual distortion.
INTRODUCTION
Working with contrast instead of luminance can facilitate numerous image processing and analysis tasks. In section 2, we review the shortcomings of existing contrast definitions and introduce an isotropic measure of local contrast based on the combination of directional analytic filters. In section 3, we then present a filter design technique using a special dyadic wavelet transform that is tailored to the constraints imposed by our contrast definition. The usefulness of this isotropic contrast measure is demonstrated within the framework of a spread-spectrum watermarking application in section 4.
ISOTROPIC LOCAL CONTRAST 2.1. Contrast Definitions
The response of the human visual system depends much less on the absolute luminance than on the relation of its local variations to the surrounding luminance, a property known as Weber's law. Contrast is a measure of this relative variation of luminance. Mathematically, Weber contrast can be expressed as:
Cw=. ( 
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This definition is often used for small patches with a luminance offset /.L on a uniform background of luminance L. In the case of sinusoids or other periodic patterns of symmetrical deviations ranging from Lmin to Lmax, which are also very popular in vision experiments, Michelson contrast1 is generally used: CM Lmax Lmin ( 
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While these two definitions are good predictors of perceived contrast for the above-mentioned classes of simple stimuli, they fail when stimuli become more complex and cover a wider frequency range, for example Gabor patches.2 It is also evident that neither of these simple global definitions is appropriate for measuring contrast in natural images, because the brightest and darkest points would determine the contrast of the entire image, whereas actual human contrast perception varies with the local average luminance.
In order to address these issues, Peli3 proposed a local band-limited contrast:
C(x,y) =
where I(x, y) is the input image, is a band-pass filter at level j of a filter bank, and qj is the corresponding low-pass filter. The problem is demonstrated in Figure 1 , which shows the contrast C computed with an isotropic band-pass filter for the lena image. It can be observed that C does not predict perceived contrast well, as it varies between positive and negative values of similar amplitude at the border between bright and dark regions and exhibits zerocrossings right where the perceived contrast is actually highest. This behavior can be understood when C' is computed for sinusoids with a constant CM : The contrast computed using only a symmetric filter actually oscillates between with the same frequency as the underlying sinusoid, which complicates establishing a correspondence between such a local contrast measure and data from psychophysical experiments.
These examples underline the need for taking into account both the in-phase and the quadrature component in order to be able to relate a generalized definition of contrast to the Michelson contrast of a sinusoid grating. Analytic filters represent an elegant way to achieve this: The magnitude of the analytic filter response, which is the sum of the energy responses of in-phase and quadrature components, exhibits the desired behavior, i.e. it gives a constant response to sinusoid gratings.
While the implementation of analytic filters in the one-dimensional case is straightforward, the design of general two-dimensional analytic filters is less obvious because of the difficulties involved in extending the Hilbert transform to two dimensions.8 This problem is addressed in section 2.3 below.
Oriented measures of contrast can still be computed in two dimensions, though, because the Hilbert transform for filters whose angular support is smaller than riis well-defined. Such contrast measures can be used to implement a complete multi-channel representation of low-level vision, which has proven useful for modeling visual phenomena such as pattern masking. They have been employed in several vision models and their applications, e.g. in perceptual quality assessment of images and video,9 or in image compression.'0
Isotropic Local Contrast
We now present the construction of an isotropic contrast measure by combining analytic oriented filter responses." It is the most natural measure of local contrast in an image. Isotropy is essential for applications where non-directional signals in an image are considered, e.g. spread-spectrum watermarking (see section 4). The main problem in defining an isotropic contrast measure based on filtering operations is that if a fiat response to a sinusoidal grating as with Michelson's definition is desired, 2-D analytic filters must be used. As already stressed in the previous section, the main difficulty in designing 2-D analytic filters is that there is no real equivalent to the Hilbert transform in two dimensions. Instead, there is a series of so-called Riesz transforms ,8 which are difficult to handle in practice, however.
In order to circumvent these problems, we present an approach using a class of non-separable filters that generalize the properties of analytic functions in 2-D. These filters are actually directional wavelets as defined by Antoine et al.,'2 which are square-integrable functions whose Fourier transform is strictly supported in a convex cone with the apex at the origin. It can be shown that these functions admit a holomorphic continuation in the domain T = J2 +jV, where V is the cone defining the support of the function. This is a genuine generalization of the Paley-Wiener theorem for analytic functions in one dimension. Furthermore, if we require that these filters have a fiat response to sinusoidal stimuli, it suffices to impose that the opening of the cone V be less than it. This means that at least three such filters are required to cover all possible orientations uniformly, but otherwise there is no restriction on the number of filters. Using a technique described in section 3, such filters can be designed in a very simple and straightforward way; it is even possible to obtain dyadic oriented decompositions that can be implemented using a filter bank algorithm.
Working in polar coordinates (r, ) in the Fourier domain, assume a directional wavelet '(r, p) satisfying the above requirements and
where K is the number of orientations, and 'b(r) is the Fourier transform of an isotropic dyadic wavelet, i.e.
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: I(2ir)I2 i (5) j-00 and +00 : I(2ir)I2 (2r)2, (6) where çb is the associated 2-D scaling function. '3 Now it is possible to construct an isotropic contrast measure from the energy sum of directional filter responses:11
where Wjk denotes the wavelet dilated by 2 and rotated by 2irk/K. If the directional wavelet is in L1 (R2 )nL2(R2), the convolution in the numerator of Eq. (7) is again a square-integrable function, and Eq. (4) shows that its L2-norm is exactly what would have been obtained using the isotropic wavelet b. CJ is thus an orientation-and phase-independent quantity, but being defined by means of analytic filters, it behaves as prescribed with respect to sinusoidal gratings (i.e. C'(x, y) CM in this case).
Examples for this isotropic contrast are shown in Figure 2 . It can be seen that the contrast features obtained with CJ correspond very well to perceived contrast. The combination of the directional analytic filter responses produces a naturally meaningful phase-independent measure of isotropic contrast.
DIRECTIONAL WAVELET FRAMES
As stressed in Section 2.3, the computation of a robust isotropic contrast measure requires the use of a translation invariant multiresolution representation based on 2-D analytic filters. This can be achieved by designing a special Dyadic Wavelet Transform (DWT) using 2-D non-separable frames. The very weak design constraints of these frames permit the use of analytic wavelets, and the isotropy condition (4) can easily be fulfilled. Figure 2 . Isotropic contrast of the lena image as described by Eq. (7) at three different levels.
2-D Wavelet Frames
In the following we will always make use of a set of K oriented bidimensional wavelets '/ (i), I < k < K, such that their frequency support roughly spans a corona. If we write scaled and translated wavelets: = k(2(_), (8) the Dyadic Wavelet Transform (DWT) of f E L2 (R2 , d25) is given by = (/k,f) = (k *f)(±) (9) with 'çb() = 'b(-). The DWT is a complete and stable representation'4 provided there exist two positive finite constants A and B such that
k=1 jEZ When (10) holds, one may build reconstruction or dual wavelets (11) \/Ek > kbk(2j)I2
for which we have =1. (12) jEZ k=1
Finally the following reconstruction formula holds in L2 sense:
Replacing (10) by the weaker condition
k=1 jEZ
a simpler reconstruction formula holds:
One of the main advantages of using the DWT lies in the possibility of working with translation invariant frames. This is a very important requirement in many areas of computer vision where one wants to study primitives that do not depend on positions in the image. In particular, the estimation of luminance contrast discussed in the previous section should be translation invariant, in agreement with physical reality. Other useful properties that can be easily achieved with dyadic frames are isotropy or symmetry, fast exponential decay, prescribed smoothness etc.
Custom Design of Dyadic Frames
Even though equations (10,11) are weaker than usual design conditions for an orthogonal basis, it is still somewhat tricky to efficiently tailor dyadic frames to match specific needs. In this section we briefly review a technique based on discretizing a continuous wavelet 516
We start from the reconstruction formula of the 2-D Continuous Wavelet Transform (CWT):17
0 where Wf(a, ) is the wavelet transform of the signal f L2 (Il2 , (17) and C is a constant, C=2f d2 (2
R2
IIwM that we will normalize to one in the following. These equations hold for an isotropic wavelet, but more general functions can be considered provided one adds rotations in (16) and (17) . Defining the infinitesimal detail: ] -da(). In order to obtain a discrete reconstruction formula, we want to replace the integral over scales in this equation by a discrete sum. Truncating this expansion to a given resolution, say a0, we can synthesize a low-pass approximation of the signal: Putting equations (26) and (22) together results in a dyadic decomposition:
(27) 3=-oo Obviously, Eq. (27) has to be understood in the strong sense in L2 (R2 , d2ã) •15 The basic element of this construction is the underlying continuous wavelet b. The integrated wavelet F and scaling function çb inherit its smoothness and localization properties. Due to the freedom we have in designing '0 this gives a simple yet powerful way of deriving a translation invariant dyadic frame. Since this construction mainly works in the Fourier domain, it is very easy to add directional sensitivity by multiplying all Fourier transforms with a suitable angular window i. This leads to a polar decomposition of the form (r, o) = (r)(ço) . The main drawback ofthe technique described above is perhaps the lack offast algorithms. In particular one would appreciate the existence of a pyramidal algorithm,'4 which is not guaranteed here because integrated wavelets and scaling functions are not necessarily related by a two-scale equation. On the other hand it has been demonstrated'6"8 that one can find approximate quadrature filters that achieve a fast implementation of the DWT with very accurate results. Once again, the advantage here is that it leaves us free to design our own dyadic frame.
* It only has to satisfy the admissibility condition (18).
APPLICATION TO IMAGE WATERMARKING
Digital watermarking is the art of invisible and robust data hiding in digital media. Despite the fact that we will focus on digital images in this paper, the reader should be aware that digital watermarking is not limited to this kind of media. For an in-depth overview of digital watermarking, the reader is referred to Hartung and Kutter.'9 Watermarking describes the process of embedding information, usually in the form of a binary string, into an image by slightly manipulating the visual information. Embedding may take place in various domains, e.g. the spatial domain, the frequency domain, or the DCT domain. Robustness refers to the ability of the embedded watermark to survive image alterations, which can include geometrical transformations as well as the addition of noise, for example due to lossy compression or a print-scan procedure. The most important requirement, however, is watermark imperceptibility. The insertion of the watermark in the image has to be performed in such a way that the resulting modifications are not visible to the human eye. This is a very delicate and complex issue because it depends on a variety of interacting factors. Figure 4 shows the generic watermarking scheme for the embedding process. The inputs are the watermark, the host data, and an optional public or secret key. The host data may be uncompressed or compressed, depending on the application; most proposed methods work on uncompressed data, however. The watermark can be of any nature such as a number, text, or an image. The secret or public key is used to protect the watermark if it is not to be read by unauthorized parties. The output of the watermarking process is the modified, i.e. watermarked, data. The generic watermark recovery process is depicted in Figure 5 . Inputs are the watermarked data, the secret or public key, and sometimes also the original data and/or the original watermark. The output of the recovery process is either the detected watermark or some kind of confidence measure indicating how likely it is for the given watermark to be present in the data.
From a mathematical point of view, digital watermarking is a constraint optimization problem. The goal is to maximize the watermark energy under the minimum visibility constraint. This optimization is non-trivial since it requires an accurate description of the human visual system in order to evaluate the visibility of the watermark. Although several vision models have been proposed in the past, most of them are very complex and often very specific to a given application. In order to model the visibility of the watermark in the host image, there are mainly two effects that need to be taken into account, namely contrast sensitivity and masking. Contrast sensitivity describes the response of the human visual system to contrast as a function of the nature of the stimulus. Masking describes the phenomenon in which one signal, the masker, is capable of "hiding" a second signal, the target. In other words, the target visibility depends on the presence of a masker.
It is possible to combine contrast sensitivity and masking in the so-called transducer model. It is used to describe the relation between the masker contrast and the target contrast at detection threshold. Figure 6 shows the transducer function. On the horizontal axis we have the logarithm of the masker contrast CM ,and on the vertical axis we have the logarithm of the target contrast CT . The curve is divided into a threshold range, where the target detection threshold is independent of the masker contrast, and a masking range, where it grows with the power of the masker contrast. The mathematical description of this model is given by:
The model comprises three parameters, , CT0 and CM0 , which specify the size of the threshold and the masking range as well as the slope of the transducer function. They have to be determined by means of subjective experiments ( see below). Figure 6 . Transducer function describing the relationship between the masker contrast and the target contrast at detection threshold.
For evaluation purposes we apply this masking model to a watermarking scheme based on spatial spread-spectrum modulation as proposed by Kutter.2° Each bit to be embedded in the image is represented by a two-dimensional pseudo-random pattern. The statistics of the pattern are bimodal with equal probabilities for -1 an 1 . The random patterns of all bits are superimposed as follows:
w(x,y) =a(X,y)>pj(X,y), (31) where pj(X, y) are the pseudo-random modulation functions for bit i, a(x, y) is the watermark weighting function, and w(x, y) is the resulting watermark which is added to the image. In this watermarking scheme the pseudo-random patterns Pi are sparse, which means that the superposition of all patterns does not necessarily modify all pixels in the image. To quantify the sparseness, we introduce the density D of the watermark, which is given by the modified number of pixels divided by the total number of pixels in the image.
To compute the watermark weighting function a(x, y), we make use of the introduced masking model and the local isotropic contrast measure presented in section 2.3. For computing the local contrast according to Eq. (7), we use directional wavelet frames as described in section 3 based on the PLog wavelet.2' The minimum number of orientations required by the analytic filter constraint, i.e. an angular support smaller than ii-, is three. The human visual system emphasizes horizontal and vertical directions, so four orientations should be used as a practical L) C logC minimum. To give additional weight to diagonal structures, eight orientations are preferred. Although using even more filters could result in a better analysis of the local neighborhood, our experiments indicate that there is no apparent improvement when using more than eight orientations. Also, we have to choose the frequency band of the pyramidal decomposition. At an individual location the watermark may be considered a high-frequency distortion. Furthermore, masking is strongest when masker and target have similar frequencies. Figure 2 shows that level 0 best emphasizes high-frequency areas in the image, whereas the higher levels tend to smear the local contrast. Therefore, the lowest level is most suitable for the computation of contrast in our application.
The watermark weighting function a is now computed as follows:
c(x,y) = CT(C)(x,y)
.
where C01 is the local isotropic contrast of the masker image at level 0, CT is the corresponding target contrast threshold as given by the transducer model, and qo is a low-pass filter. The local amplitude of the watermark at the threshold of visibility is thus determined by the multiplication of the isotropic contrast values with the corresponding low-pass filtered image.
Next we need to determine the parameters of the transducer function, i.e. CT0 , CM0 and , through subjective tests. The experimental setup was based on displaying a color image of size 256 x 256 pixels on a computer screen at a viewing distance of about 40 cm, thus extending over roughly 12 degrees of visual angle. Three subjects with normal or corrected-to-normal vision participated in the experiments. All tests were repeated for different watermark densities D ranging from 0.1 to 1 in steps of 0.1. Since we know from other luminance masking experiments22 that CM0 CT0 (this was confirmed by our experiments as well) , we are left with identifying CT0 and E. These parameters are determined as follows. First we measure CT0 by varying the noise amplitude uniformly across the entire image regardless of image contrast. The results of this experiment are shown in Figure 7(a) ,where the detection threshold is plotted for each subject. It clearly demonstrates that the detection threshold increases for smaller densities. To allow implementations for all densities, the data are approximated with an exponential function in a least-square sense.
After identifying the detection threshold, we vary E to determine the slope of the masking function. For the different densities, the corresponding average detection thresholds from the previous test were used. This time, the subjects were asked to look for artifacts in texture areas and around edges. The test results are shown in Figure 7 (b). The exponent E is within the range typically found in masking experiments and decreases with increasing density. Figure 7 . Detection threshold CT0 and exponent E ofthe transducer model as a function of the density for luminance noise. Experimental data for three subjects and a least-square approximation are shown. Using these parameters, the weighting mask c(x, y) can now be computed. Figure 8 shows weighting masks for the lena image at watermark densities of 0.4 and 1, respectively. For illustrative purposes the figures to the right visualize the segmentation into threshold and masking ranges. The dark areas correspond to regions where only contrast sensitivity is exploited, and the bright areas show regions where the masking effect is dominant. In comparison to other watermarking schemes, this weighting mask based on the simple masking model presented above facilitates the insertion of a watermark with higher energy while preserving the visual quality of the image, leading to a watermark that is more robust. It has also been applied successfully to watermarking the blue channel of color images.2'
CONCLUSIONS
We presented a technique for measuring isotropic local contrast in natural images. It has many potential applications and can be used inside vision models, as demonstrated in section 4. The wavelet formulation of our contrast definition allows for covariance under translations and dyadic scalings. Finally, its subband or multiresolution nature permits more tuning, such as frequency weighting or luminance adaptation, which will be the subject of future work. 
