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Summary 
1. The paper by Hassell, Lawton & May (1976) on the characterization of natural 
population dynamics by fitting field and laboratory data to a discrete model is 
reviewed. In particular, we study the effects of spatial degrees of freedom on the 
qualitative behaviour of such single population maps. 
2. Using the spatially extended counterpart of these discrete systems by means of the 
Coupled Map Lattice formalism, we show that space is able to induce dynamical 
bifurcations. 
3. As the spatial domain is increased, the stability boundaries in the parameter space 
are modified, driving the population through different kinds of dynamics. The same 
result is reached by increasing the diffusion rate for a given lattice size. 
4. Our results suggest that the dynamical behaviour shown by a population depends 
not only on intrinsic factors, but also on external or environmental ones. Some 
evidence from field studies is also discussed. 
Key-words: population dynamics, spatiotemporal chaos, bifurcation, space, ecological 
models. 
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Introduction 
Since the evidence of May (1974, 1976), and May & 
Oster (1976) that simple non-linear discrete models of 
population biology could show a wide spectrum of 
complex behaviour, ecologists have had another alter- 
native when trying to understand the nature of com- 
plexity in natural systems. Such difference equations 
are able to generate a complex, aperiodic and random- 
like motion (known as deterministic chaos) in spite of 
being totally deterministic. The next question was: 
are the erratic fluctuations observed in nature due to 
noise or is there a deterministic density-dependent 
mechanism underlying the dynamics? The attempt to 
answer this question was the classic paper by Hassell, 
Lawton & May (1976). The authors collected life- 
table data from 28 insect populations with non- 
overlapped generations, fitting such data to a simple 
single-species discrete model. They estimated the par- 
ameter values associated with each field and lab- 
oratory population and concluded that most of the 
studied data showed steady state, with only one 
example of limit cycle or periodic motion and one 
corresponding to chaos, i.e. the Nicholson blowflies. 
The great influence of this paper meant that, as 
pointed out by Pimm (1991), most field ecologists 
thought of deterministic chaos as a mathematical 
possibility not realized by the real world. Other studies 
using the same kind of approach have reinforced the 
point of view according to which the 'normal' dynami- 
cal behaviour found in laboratory drosophilid species 
is the stable one and concluding that limit cycles and 
chaos may be maladaptative. These studies have pro- 
posed group selection for stability (Thomas, 
Pomeranz & Gilpin 1980) or even selection at the 
individual level (Mueller & Ayala 1981). Additional 
ecological reasoning has reinforced this opposition to 
chaos (Berryman & Millstein 1989a). The idea is that 
chaotic unstable dynamics would facilitate a high 
probability of extinction (see, however, Nisbet et al., 
1984; Lomnicki 1989; Mani 1989 and the reply of 
Berryman & Millstein, 1989b for a discussion of the 
particular mechanism involved in avoiding chaos). 
On the other hand, Schaffer & Knot have sub- 
scribed to the point of view according to which chaos 
may be an important component of ecological systems 
from their application of dynamical systems tools to 
field data (Schaffer & Knot 1986). Some of these con- 
clusions have been reinforced by the use by Sugi- 
hara & May (1991) of non-linear forecasting methods. 256 
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Thus, it seems reasonable to believe that many of 
the field ecologists have pushed away chaos too early. 
Due to the great influence noted above of the paper 
by Hassell, Lawton & May (1976) in this rejection, 
it is necessary to reconsider some aspects of that work. 
As already pointed out by Hassell, Lawton & May 
(1976), their conclusions should be considered with 
caution because they are based on a single-species 
model excluding interaction terms with other popu- 
lations or dispersal patterns. As they recognize, there 
is at least a case in which the model does not correctly 
describe the dynamics shown by the population. The 
moth Zeiraphera diniana appears in their analysis as 
a monotonically stable population, although it is well 
known that it shows regular oscillations with a well- 
defined period of eight generations. There are, in fact, 
a large number of problems in characterizing the kind 
of dynamics of a population by fitting simple discrete 
models to the census data. As pointed out by Morris 
(1990), the parameter estimation depends largely on 
the estimation procedure and the particular model 
used, leading to different conclusions about the same 
population. Morris (1990) concludes that 'given these 
limitations, inferences about the presence or absence 
of chaos in natural insect populations that rely on 
simple best-fit models are premature'. 
The bulk of this paper deals with the analysis of the 
changes in the dynamical properties of discrete models 
when spatial degrees of freedom are introduced and 
how the size of the spatial domain and the dispersion 
rates modify the stability boundaries, and so infer- 
ences about the kind of dynamics shown by a given 
population when fitting the data to a simple model. 
A look at the discrete model 
To begin with, consider the Hassell (1975) single- 
population, discrete model: 
Nt+ I = ANt(I +LcNt)- eqn 1 
Nt, Nt+ I being the respective population densities at 
successive generations t and t+ 1. A is the net growth 
rate, and cc and / are constants defining the density- 
dependent feedback term. 
Model 1 shows a characteristic parameter space 
with well-defined stability boundaries delimiting the 
regions of monotonic damping, oscillatory damping, 
limit cycles and chaos depending on the parameter 
values. The steady state, i.e. the population level N* 
such that F(N*) = N* is given by the expression 
N* = ('/#"- 1)/x. This solution is stable if 
OF(N*)< 1, 
and it becomes unstable just when the equality 
AF(N*)-1 
aN 
holds (May & Oster 1976). For the present case, this 
leads us to the conclusion that the condition 
#(I - A- /) = 2 eqn 2 
defines the isocline dividing the stable set from the 
unstable one. The latter expression can be rewritten 
in an explicit way as 
A = exp [- ln (1-2/fl)] eqn 3 
which allows us to represent the stability boundary in 
the parameter space. As can be observed, there are 
only two parameters (A and /3) affecting stability. 
The Hassell model is used by Hassell, Lawton & 
May (1976) to fit the census data. First, they rewrote 
model 1 in the following way: 
log (ANI/N,+ 1) = log (NI/N,) = / log (1 +LxN,) eqn 4 
where N, = N,+ 1/ is the number of surviving larvae 
in generation t, i.e. the number of individuals sur- 
viving the density-dependent phase of the life cycle 
when the number entering this stage is Nt. / is the 
slope of the relationship between mortality (log Nt/NS) 
and population size (log Nt) at high population levels 
and c is related to the point of inflection of the curve. 
In order to estimate c and ,B they plot mortality in the 
density-dependent stage against initial density at that 
stage using a least-squares technique to fit equation 
(4) to the data. On the other hand, A is estimated 
taking into account the maximum per capita replace- 
ment rate and subtracking from it the average value 
of all density-independent mortalities acting during 
the life cycle (Hassell, Lawton & May 1976). 
In doing so, they represent, in such a parametric 
space (A vs. /3), the estimated constant values for the 
different field and laboratory populations (see Fig. 1). 
As pointed out above, almost all the examples lie in 
the stable domain. 
The spatially extended counterpart 
The introduction of space in discrete temporal maps 
can be made by means of the Coupled Map Lattice 
(CML) formalism. A CML is a dynamical system 
with discrete time, discrete space and continuous state 
(Kaneko 1989, 1990, 1992; Sole, Bascompte & Valls 
1992a). The nodes of such a discrete space are the 
elements of the set: 
A(2) = {K = (i,j) 1 < i,j < L} eqn 5 
and the corresponding spatiotemporal dynamics for 
the Hassell map is defined by the following 
expression: 
Nt+ I (i, j) = ANt (i, j) (I +LxNt (i, j)) -A + DV2Nt (r) 
eqn 6 
We then define the dispersion between the adjacent 
patches in a very clear way as a physical diffusion 
extended to the four nearest neighbours. The discrete 
laplacian operator is 
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Fig. 1. The parameter space for the Hassell map (equation 1) with the isoclines defining the different stability domains. The 
points correspond to the least squares fitting of 28 laboratory and field insect time series. After Hassell, Lawton & May (1976). 
V2Nt(r) = Nj(i- 1,j) +Nt(i+ 1,j) 
+Nt(i,j- 1)+N,(i,j+ 1) -4Nt(i,j) eqn 7 
D being the diffusion rate. An additional rule is used 
in order to avoid negative values when the system is 
very unstable, i.e. Nt(i,j) = 0 if Nt(i,j) > 0. 
Under these conditions we are able to study the 
spatial Hassell model (6) making numerical exper- 
iments for different parameter combinations and test- 
ing the effect of space on the qualitative behaviour of 
the map. In what follows we are considering the local 
dynamics, i.e. the dynamics at a given lattice point. 
There is a great interest in the relationship between 
local and global dynamics. In fact, the spatial effects 
on population dynamics may radically change the 
conditions of persistence and coexistence as has been 
noted by many others, e.g. den Boer (1987); Taylor 
(1990); Sabelis, Diekmann & Jansen (1991); Hassel, 
Comins & May (1991); Czaran & Bartha (1992); Sole 
& Valls (1992); Moloney et al. (1992). 
The effect of dispersal on population stability seems 
to depend on the specific kind of coupling between 
the patches. Discrete space population models have 
shown that dispersal can sometimes stabilize and 
sometimes destabilize populations (Vance 1984). 
When the dispersal from one patch is a global mixing 
to all others patches, migrationper se neither increases 
nor decreases stability. However, when the dispersion 
is reduced to nearest patches, there is a clear stability 
effect (Hassell, Comins & May 1991; Sole 1991; Sole 
& Valls 1992). 
The explanation for this difference in the qualitative 
behaviour of the two kinds of dispersal comes as 
follows. As pointed out by Comins, Hassell & May 
(1992), there is a close relationship between the meta- 
population stability and the generation and main- 
tenance of patterns in space. Such self-organization is 
destroyed if there is a global mixing of populations. 
On the other hand, it is widely present for a large 
number of parameter combinations if dispersal is 
limited to the nearest points (Hassell, Comins & May 
1991; Sole, Valls & Bascompte 1992). In our opinion 
there is here a key idea regarding the relationships 
between spatial patterns and temporal properties in 
biological systems. As a consequence, this richness 
of spatial patterns could have an adaptive meaning. 
A recent example of the evolutionary implications of 
such spatial structures is provided by Boerlijst & 
Hogeweg (1991). 
Results 
We have studied the Hassell CML (6) for different 
parameter combinations. It has been demonstrated 
that even for values that correspond to a steady state 
in the corresponding map (1), enlarging the lattice size 
yields successive bifurcations leading to periodic and 
chaotic motion, as seen in the respective temporal 
series shown in Fig. 2. In other words, space acts as a 
bifurcation parameter. Such spatial effect is clearly 
appreciated from Fig. 3, where the bifurcation scen- 
ario for the Hassell map has been represented when : 
is made successively higher (Fig. 3a) and for CML 
counterparts of lattice size, respectively 4 x 4 (Fig. 
3b) and 5 x 5 (Fig. 3c). As noted, all the bifurcations 
appear earlier, i.e. for lower f-values for the CML 
counterparts in relation with the uncoupled map. 
Furthermore, the longer the spatial domain, the wider 
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Fig. 2. Spatially induced bifurcations. The dynamics for the Hassell map (equation 1) is shown with A = 30, a = 0-01 and 
,B = 2 7 corresponding to a steady state (a), and the same parameter combinations, but for the CML (equation 6) with 
D = 0 05 and lattice size 4 x 4 (b) and 11 x 11 (c), respectively. As noted, the size of the spatial domain is important for the 
characterization of the dynamics. 
extended the chaotic dynamics. Thus, even the mini- 
mal amount of space changes in a non-trivial way the 
dynamical properties as shown by the small lattices 
used in Fig. 3. However, the result is not exclusive of 
such small domains. 
A quantitative measure of the degree of chaotic 
motion is provided by the estimation of the Lyapunov 
exponent (IL), i.e. the rate of divergence of nearby 
trajectories. In this way, a system is called chaotic if 
at least one Lyapunov exponent is positive. For the 
uncoupled map (1) we estimate it by means of the 
expression (see Schuster (1989): 
1 n~ aF(N,) 
A= liM- In en 
n-oo 
n t= 1 ON eqn8 
On the other hand, when we are dealing with the CML 
counterparts we estimate the Lyapunov exponent 
from the local time series by means of the Wolf et al. 
(1985) algorithm: 
AL = r Y ln [O(t, ,I eqn 9 
r being the number of sampled points and 
jj N(t + -N'(t + ?c) 
0(,-)= jj()-'t)jeqn 10 
Figure 4 shows the Lyapunov exponent for different 
fl-values for the Hassell map and the corresponding 
spatially extended model (6). Not only are there more 
positive exponents for the spatial counterparts, but 
also there are higher values, indicating a larger sensi- 
tivity to initial conditions in the dynamics. An indi- 
cation should be given here when looking at Fig. 4. 
For the CMLs there are no negative values. This is 
because the Wolf algorithm (9 and 10) only dis- 
criminates between zero values (fixed points and limit 
cycle attractors) and positive values for the chaotic 
attractors. 
Two important results emerge from our study. In 
the first place, the qualitative dynamics shown by a 
population is not only perfectly determined by taking 
into account all the parameter values describing its 
biological growth, regulation, dispersal and inter- 
actions. Even if all these parameters are well known 
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Fig. 3. Bifurcation diagrams. The local population density is plotted vs. parameter /3after 1000 transients are ruled out. 
(a) The Hassell map (equation 1) with A)= 60 and a 0-01; (b) the spatial counterpart with D =0-02 and lattice size 4 x 4; 
(c) the same, but for a lattice of 5 x 5. As shown, the larger the spatial domain, the more widely extended the chaotic motion: 
bifurcations take place for lower fl-values. 
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Fig. 4. Lyapunov exponents vs. 1 for model 1 (O), and the 
same but for the local dynamics of the spatially extended 
counterpart (0). In the latter case, positive exponents indi- 
cating sensitive dependence on initial conditions are more 
common and in general they have a higher value. The over 
parameter values are as follows: for the map (equation (1)), 
A = 60 and a = 0 01. For the CML the same as before with 
a lattice size (L) of 7 x 7 and a diffusion rate (D) = 0 01. 
we can see different dynamics depending on the size 
of the spatial domain in which this population evolves. 
In the second place and as a consequence, inferences 
about the underlying dynamics of a field (and so 
spatially extended) population are not possible by 
fitting a simple uncoupled model to the census data. 
The same stability analysis carried out for the map 
(1) in the above section can be made for the CML 
(6). In this way we obtain the isocline defining the 
transition of the stable solution to the unstable 
domain (see Appendix). In Fig. 5 we can see in dis- 
continuous lines such isoclines in three examples of 
the spatial model with diffusion rates of 0 02, 0 08 and 
0-2, respectively. For comparison, the two isoclines 
of the Hassell map represented in Fig. 1 are also 
superimposed in continuous lines delimiting damped 
oscillations and stable limit cycles. As can be 
observed, the stability boundaries in the phase space 
are modified when space is taken into account. They 
are shifted toward the lower left side of the parameter 
space, indicating that bifurcations are reached for 
lower parameter values. If we superimpose the exper- 
imental points of Hassell, Lawton & May's (1976) 
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Fig. 5. Discontinuous isoclines: stability boundaries delimit- 
ing stable from unstable domains in the parameter space for 
the CML (equation 6) with diffusion rates of 0 02, 0 08 and 
0 2, respectively from top to bottom (see Appendix). The 
two isoclines for the uncoupled map (equation 1) delimiting 
damped oscillations and stable limit cycles are superimposed 
in continuous lines (see Fig. 1). 
work represented in Fig. 1, we would have to change 
our diagnostic of stability of those populations. 
The effect of the lattice size on the coexistence and 
stabilization of populations is relative to their 
diffusion rates (Sole, Bascompte & Valls 1992b). Due 
to this close relationship between parameters, similar 
results are provided by the study of the effects of the 
diffusion rate on the dynamics. It is well known from 
physical and chemical systems that the coupling of 
local dynamics by means of diffusion may cause insta- 
bility (Kuramoto 1984). Such 'diffusion-induced 
chaos' seems to be a widely extended property of 
ecological systems when space is introduced. Chaos 
appears for a wide range of parameter combinations 
and, hence, it becomes structurally stable (Sole & 
Valls 1992). 
The effect of the diffusion rate on the qualitative 
behaviour of the Hassell CML (6) is shown in Fig. 6. 
A bifurcation diagram of model 6 has been rep- 
resented for a lattice size of 5 x 5 when diffusion 
increases from 0 to 0 055. Note that when diffusion is 
0, the lattice points are uncoupled and there is no 
spatial effect. In this situation we can see that for the 
present parameter combination, there is steady state. 
As D is progressively enlarged, there is a well-defined 
bifurcation scenario in which chaos beyond a charac- 
teristic D-value is reached. This is a good example of 
diffusion-induced chaos because, as noted above, this 
parameter set (A,/3) corresponds to a stationary 
dynamic for the uncoupled model (1). This result is 
in agreement with the finding by Vance (1984) that 
dispersal can cause oscillations in previously stable 
systems. 
Discussion 
The main result achieved in this paper is that space 
has a key effect in controlling the dynamics of the 
populations that diffuse into it. As has been shown, 
the larger the lattice size, the more unstable the 
motion. However, since we have now been considering 
local dynamics, i.e. that corresponding to a lattice 
point, the question now is: Will we detect such an 
effect from field studies? As the bulk of the data record 
involves population census over a given area, they 
would be closer to global dynamics than local ones. 
Thus, we will now consider the effect of enlarging the 
space with regard to the global motion, i.e. the motion 
in which we consider every time-step the sum of indi- 
viduals in all the spatial points. Figure 7 shows such 
600 _ 
400 
0 
0L 
0 
200 
000 0-01 0*02 003 004 005 
Diffusion 
Fig. 6. The diffusion-induced bifurcations for the Hassell CML (6) is shown with A = 30, a = 0 01, /B = 2.7 and L = 5 x 5. 
Local population density is plotted vs. diffusion rate (D). 
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Fig. 7. Global dynamics for the CML (equation 6) with 
oa = 001, A = 30, 10, D = 002, and L is 15 x 15 (a) and 
45 x 45 (b). 
temporal data for lattice sizes of 15 x 15 (7a) and 
45 x 45 (7b). As shown, as the spatial domain grows, 
global populations are more similar to that expected 
for a steady state with added noise. This fact, known 
as chaotic stability (Sole, Bascompte & Valls 1992a) 
makes the characterization of chaos from field studies 
even more difficult (Sole & Valls 1992). This implies 
that the spatial scale is important in order to achieve 
information on the way in which the ecosystems are 
organized. Patterns observed at a particular spatial 
scale cannot be the same at another hierarchical level. 
Note that the effect of lattice size on the dynamics can 
be the opposite, depending on the scale of obser- 
vation: when we are considering local dynamics, the 
larger the spatial domain, the more unstable the 
motion. When, on the other hand, we are dealing with 
global dynamics, the larger the spatial domain, the 
more steady-state-like the changes in populations. 
The idea reported here that the kind of dynamics 
shown by a population depends on environmental 
factors and is not single is well known from field 
studies. Different populations of the same species 
often have distinct dynamics. In particular, a great 
number of species have been reported cycling at the 
northern part of their range, while their dynamics are 
stationary at the southern part, e.g. snowshoe hare in 
America (Wolff 1980), and voles and other microtine 
rodents in Europe (Hanski 1987; Hanski, Hansson & 
Henttonen 1991; Erlinge 1987). Several suggestions 
have been made to explain this difference in dynamical 
behaviour between geographical populations. 
1. The structure of the food web. In the north, where 
populations show a cyclic variation in density, the 
food web is a simple chain, while in the south there is 
a greater diversity of both prey and predators and, 
therefore, more complex interactions (Hanski 1987). 
Furthermore, or as a consequence, there is a different 
stability effect between specialist predators (to the 
north, driving the cycle) and generalist ones (to the 
south, having a stabilizing effect) (Hanski et al. 1991; 
Anderson & Erlinge 1977). 
2. The size and continuity of the habitat. There is a 
difference between the larger forested areas in the 
north and the fragmented habitats due to human 
activity in the southern part of the range, differences 
that may be related to the latitudinal dynamical gradi- 
ent (Wolff 1980). 
Of course, these explanations are not incompatible 
and there is a general consensus between the authors 
cited above to the effect that there is no single oper- 
ating mechanism. Here we are interested in the second 
explanation proposed, that of habitat size. As 
additional empirical support, there are a large number 
of observations of mice populations that fluctuate 
in their natural habitats, but not in small islands or 
artificially enclosed areas, confirming the importance 
of dispersal in the maintenance of multiannual cycles 
in density (Vance 1984; Gaines, Vivas & Baker 1979; 
Tamarin 1978; Krebs et al. 1973). For a discussion 
of the behavioural mechanism of dispersal see Bekoff 
(1977). The theoretical results presented in this paper 
are in total agreement and provide an explanatory 
physical mechanism for such observations. In this 
way, the evidence of spatially induced bifurations 
gives us a theoretical framework from which we can 
characterize some field trends in population changes, 
helping us to focus attention on the role of space in 
the dynamics, stability and persistence of populations. 
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Appendix 
The stability analysis for the Hassell map (model 1) 
carried out in the text allows us to show the stability 
domains in the phase space (see also Hassell 1975). 
Here we develop the same stability analysis but for 
the corresponding coupled map lattice. This permits 
us to represent he isoclines for the spatially extended 
264 
Spatially induced 
bifurcations 
system in Fig. 5. The stability domains are different 
for the CML. 
The solution of the steady state for the spatially 
extended counterpart is stable provided that (Kapral 
1985; Kapral, Oppo & Brown 1987) 
OF(N*) ?DO(k) < 1 eqnAl ON 
D being the diffusion rate, k = k, / is proportional to 
the inverse of the wavelength over the lattice and @(k) 
is the so called wavevector, a given function of k = k, 
1. In this way, k is related to the wavelength of the 
perturbation from the spatially homogeneous situ- 
ation. The problem is similar to that for the char- 
acterization of the spatial symmetry breaking in the 
Turing structures (Turing 1952). In particular, the 
function takes the expression: 
@(k) = 0(k, 1) = 4 {cos (L) cos L 
eqnA2 
where L is the lattice size. 
It is easily seen that for the trivial case k = (0, 0) 
the wavelength would be L/O, i.e. infinite, which means 
that there is no departure from the homogeneous state 
and, as a consequence, space has no importance. In 
this case, 0(k) = 0 and there is only the first term in 
(equation Al), as for the uncoupled map. 
In the spatially extended system, stability bound- 
aries are obtained from the limiting case kc where 
k = I = L/2 corresponding to the smallest wavelength. 
Replacing this value in equation (A2) we obtain 
0(kj) = -8. Taking into account this result and 
equation (Al), we find that the isocline will be given 
by the following equality: 
F(N*) 
-8D = - eqnA3 ON 
that for the Hassell map runs 
l-f(I-A- 1/f)-8D =-l eqn A4 
rewriting equation (A4) in an explicit way we obtain 
i =exp L-,ln (+ 8Dl )1. eqnA5 
The last expression provides the isocline dividing the 
stable from the unstable domain in the parameter 
space for a CML with a given diffusion rate. Again, 
it can be observed that for the critical case of D = 0 
we have a set of L x L uncoupled maps and equation 
(A5) coincides with equation (3). 
