In this article, we develop two types of asymptotic formulas for harmonic series in terms of single non-trivial zeros of the Riemann zeta function on the critical line. The series is obtained by evaluating the complex magnitude of an alternating and non-alternating series representation of the Riemann zeta function. Consequently, if the asymptotic limit of the harmonic series is known, then we obtain the Euler-Mascheroni constant with log(k). We further numerically compute these series for different non-trivial zeros. We also investigate a recursive formula for non-trivial zeros.
Introduction
The harmonic series is defined by a kth partial sum of reciprocal positive integers as
It can be shown by Euler-Maclaurin summation formula that the asymptotic expansion of the harmonic series is
where B n are Bernoulli numbers and γ is the Euler-Mascheroni constant, it can then be extracted by the limit as γ = lim k→∞ (H k − log(k)) = 0.577215664901533 . . .,
which is generally slowly convergent, but one can use more terms of (2) to accelerate the convergence [2] . Also, the Riemann zeta function is traditionally defined by the infinite series
which is absolutely convergent for ℜ(s) > 1. However, if one substitutes s = 1, then the structure becomes that of the asymptotic harmonic series (1) as k → ∞.
The Riemann zeta function has many different representations with different domains of convergence, see [1] [3] . One such representation is the Laurent series which extends analytic continuation of the Riemann zeta function to the whole complex plane
(−1) n γ n (s − 1) n n! (5) having only a simple pole at s = 1. The γ n are the Stieltjes constants defined by
where γ 0 = γ is just a special case. As a reference we give a few higher order Stieltjes constants: γ 1 = −0.072815... and γ 2 = −0.009690.... From (5) one can also extract γ near the pole as
The zeros of the Riemann zeta function are of great importance since they are related to the distribution of prime numbers, and they come in two types. The first type is the trivial zeros, which occur at negative even integers s = −2, −4, −6, and so on. The second type is the non-trivial zeros, which are complex numbers, and are constrained to lie in a critical strip 0 < ℜ(s) < 1. We denote a qth non-trivial zero as ρ q = σ q + it q . The Riemann Hypothesis asserts that all non-trivial zeros lie on the critical line at σ = 1/2, which to date is still an unsolved problem; however, all zeros found so far do indeed lie on the critical line. Also, Hardy proved that there is an infinite number of zeros on the critical line, and we distinguish these zeros by ρ ′ q = 1/2 + it ′ q . The first few nontrivial zeros on the critical line have imaginary components t ′ 1 = 14.13472514..., t ′ 2 = 21.02203964..., t ′ 3 = 25.01085758... (shown to six decimal places) which are found numerically.
Another common form of the Riemann zeta function is the alternating series
whose domain of convergence is valid for ℜ(s) > 0, however, is not absolutely convergent. One should also note that this form is not an exact analytical continuation of the Riemann zeta function at ℜ(s) = 1 due to additional zeros of the constant factor. But if we consider the critical strip region, then all non-trivial zeros of the Riemann zeta functions are also zeros of (8). Hence under these conditions, we can extract the asymptotic formula for harmonic series in terms of individual non-trivial zeros on the critical line, and which is independent on the validity of the Riemann Hypothesis. We further numerically validate these series by computing the Euler-Mascheroni constant for different non-trivial zeros using (3) . We apply a similar argument for the non-alternating series (4) to obtain the second result. A related formula can be found in [5] , where the γ is expressed in terms of individual zeros of a cosine integral.
The asymptotic harmonic series first type
We consider evaluating the complex magnitude of alternating series representation of the Riemann zeta function (8) for s = σ + it on the critical strip 0 < σ < 1, which results in a form
where the constants A and B are the real and imaginary parts of the infinite sum term of (8) as
and C is a constant
.
We note that since A and B are convergent in the critical strip, their squares are also convergent, and so the complex magnitude (9) is convergent. When one expands the sum of squares of A and B, we have a double sum formed by the complex magnitude, and using certain trigonometric identity simplifies the sum of cosine and sine products into a more compact form
We then observe that due to the symmetry of the double sum we have a separation into diagonal (m = n) and off-diagonal (m = n) sums
and it is assumed the index variables m and n are positive integers starting with n = 1 and satisfying m > n. Now we consider solutions to
on the critical strip, which are the non-trivial zeros of the Riemann zeta function, since the real and imaginary parts are coupled together by the complex magnitude. It is evident from (13) that if σ = 1/2 implies the solutions must satisfy
since C > 0 for all t, and t ′ q is the qth imaginary component of the non-trivial zero on the critical line. We note that these sums are divergent, but they must cancel since (12) is convergent. Therefore, if we treat these divergent sums in a limiting sense, then we have
As a result, the term on the left is the asymptotic harmonic series H k , and the second term is the new series. Hence, the asymptotic relation is
as k → ∞, where in this form, we absorbed the negative sign by the alternating sign index n + 1. It then follows that the Euler-Mascheroni constant is
The index q of a t ′ q zero is valid from one to infinity. Thus the connection to the harmonic series and individual non-trivial zeros on the critical line implies an infinitude of such formulas, which are independent on the validity of the Riemann Hypothesis. We summarize numerical computation of this formula in Appendix A.
The asymptotic harmonic series second type
Another similar formula for the asymptotic harmonic series can be obtained as such. The application of the Euler-Maclaurin summation formula to the infinite series (4) yields an expansion
for an arbitrary k, but when k → ∞, then it suffices to use the first term in the expansion, which actually subtracts the pole and extends the analytical continuation of (4) to a new domain ℜ(s) > 0 as
Therefore, similarly as before, the non-trivial zeros are also zeros of (20), and if we consider the real and imaginary parts on the critical line, then we have a set of two asymptotic equations
as k → ∞. Then, by considering solutions to (14), we compute the complex magnitude by squaring and adding both equations to obtain an asymptotic relationship
where we have the same double sum as before, but now without the alternating sign. Hence, by separating the double sum into the diagonal (m = n) and off-diagonal sums (m = n) in the limit, it follows that the second form of the asymptotic harmonic series is
where we changed the variable k → k + 1, and hence, the second form of Euler-Mascheroni constant is
for q = 1, 2, 3.... Again, this result implies an infinitude of such formulas. We summarize the numerical computation of this formula in Appendix A.
On the non-trivial zeros
In the above formula, the non-trivial zero term is isolated, and so we can extract it to obtain
(25) In general, if we define a function f (t) as
then it has a recursive property that
for all q = 1, 2, 3 . . . . We verified this function by computing non-trivial zeros recursively and summarized the results in Appendix B for several zeros. We note that the zeros can be extracted as a function of zeros, but like equation (24) is slow to converge. There is also a similar equation that can be developed from (21) if we solve for t ′ q . Using the cosine representation in (21) we obtain
for all q = 1, 2, 3 . . . . We next perform a numerical experiment to attempt to compute non-trivial zeros from an initial value y 0 by recursively applying g(t) an n number of times as t ′ q ≈ g(g(g(y 0 ))) . . . n,
which under certain circumstances will converge, but not always. To illustrate this, we set an initial value y 0 =14.2 and then recursively apply g(t), we have for k = 10 7 . After a few iterations, the value changed slowly, but after 1000 iterations, we reached t ′ 1 ≈ 14.1346677444012, which is accurate to 3 decimal places. After a few numerical experiments, we note that most of the time, this method will not converge due to being highly sensitive to k and initial value, which causes a change in sign in the iteration. We could not reproduce this result with the f (t) formula above, as it is slowly convergent.
Appendix A
In this section, we numerically compute Euler-Mascheroni constant by equation (18) and (24) for different parameters in the Matlab software package. We used non-trivial zeros from LMFDB database [4] . We report the following results. In Table 1 , we used the first zero t ′ 1 and k as powers of 10 from 1 to 5, and note that the convergence for equation (18) is approaching to the correct value and getting better for higher k, but very slowly. For equation (24), the convergence is much slower, even for high k. In Table 2 we run the first 10 zeros at k = 10 5 , and in Table 3 we run zeros as powers of 10 from 2 to 5 at k = 10 5 and note that for (18) the convergence is remarkably stable and accurate to five decimal places, even for high zeros. However, for (24) the convergence is very slow for lower zeros, compared with (18), but starts improving for high zeros. The number of off-diagonal elements of these double sums is k 2 /2 − k, so for k = 10 5 , that is almost 5 billion. We also tried even higher-order zeros, but eventually, these series fail to converge to a first digit, and so more terms are required. Table 4 , we compute the first zero t ′ 1 and use k as powers of 10 from 1 to 5. We note that convergence is approaching to the true value. In Table 5 we compute the first 10 zeros at k = 10 5 , and in Table 6 we compute zeros as powers of 10 from 2 to 5 at k = 10 5 . We note that the high zeros begin to have more error; as a result, more terms are required to improve convergence. 
Conclusion
We presented a simple asymptotic formula for harmonic series in terms of individual non-trivial zeros on the critical line using the alternating and nonalternating series representation of the Riemann zeta function, from which γ follows using the log(k). The numerical computation of these series shows that the convergence is very slow. We note that equation (18) for γ is converging faster than equation (26). It is also more stable across the non-trivial zeros on the critical line. Also, we investigated recursive formulas for non-trivial zeros, which were verified numerically; however, they are not practical. Perhaps this method could be improved to compute non-trivial zeros.
