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Capítulo O
Introducción: sobre lógicas
categóricas
La lógica categórica como disciplina matemática se puede definir (sin ninguna intención de
exactitud) como el estudio de la lógica usando teoría de categorías. Aunque este intento de
definición pueda hacer pensar que este campo es algo muy concreto y con poca variedad,
la realidad es todo lo contrario, puesto que la lógica categórica es un área fascinante y
asombrosamente rica en la cual se han obtenido resultados de mucha importancia, y que está
resultando muy útil en las aplicaciones en informática. No tenemos espacio aquí para decir
mucho al respecto, puesto que esta tarea de por sí podría ocupar varios libros, pero queremos
destacar la importancia que tiene la teoría de topos, cuyas relaciones con la lógica intuicionista
de orden superior están muy bien explicadas en los libros [93, 14, 64]. Otra cuestión muy
interesante que no tratamos en este trabajo es la interpretación de cuantificadores mediante
adjunciones [96, 140]. Un par de referencias de carácter introductorio donde el lector puede
encontrar mucha más información sobre el estudio de la lógica usando herramientas de teoría
de categorías son [80] de Kock y Reyes, y el conjunto de trabajos [130] de Poigné.
Un aspecto que vale la pena destacar es el interés que el estudio de la lógica desde un
punto de vista categórico ha adquirido para la informática, en varios campos que van desde la
implementación de lenguajes funcionales [33]hasta la teoría de la concurrencia [113], pasando
por diferentes lógicas de programas [125]. Una de las razones a las que se debe este interés
es el aspecto constructivo de muchas de estas lógicas, en las que las pruebas se corresponden
con computaciones. Este aspecto ha sido explotado sobre todo en la teoría de tipos, donde
podemos destacar el estudio de modelos categóricos del lambda cálculo polimórfico de Girard-
Reynolds [47, 135], de la teoría de tipos de Martin-Léf [107], y de tipos dependientes en general
[29, 38, 75, 109, 141, 142, 146, 147, entre otros]. Las aplicaciones de estas teorías de tipos
en programación funcional pueden verse en la colección de artículos [73]. De hecho, la lógica
lineal de Girard [49]que estudiamos en la Parte 1 está relacionada con estos estudios, teniendo
en cuenta que su origen histórico se basa en los espacios coherentes estudiados como semántica
del lambda cálculo polimórfico [48] y que, bajo la identificación de tipos con fórmulas, las
conectivas de la lógica lineal aparecen como refinamientos de las conectivas (o constructores
de tipos) más habituales en programación funcional, por ejemplo la implicación lineal —o es
un refinamiento de ~
1
2En esta introducción tenemos dos objetivos principales. En primer lugar, queremos mo-
tivar la correspondencia entre categorías y lógicas postulada por Lambek y Lawvere que
constituye la base fundamental de la lógica categórica. En este sentido la Parte 1 de este
trabajo sigue el espíritu de los trabajos de LambeR [88, 89, 901 que identifican categorías con
sistemas deductivos en los que se toma en consideración una relación de equivalencia entre
pruebas. Por otra parte, la Parte II signe el espíritu de los trabajos pioneros de Lawvere [94],
generalizando la semántica funtorial del álgebra heterogénea al álgebra con tipos ordenados
de [62]. Si no al final de esta introducción, esperamos que al menos al final de este trabajo el
lector entienda que, en las palabras de 3. Lambek [91],
... desde un punto de vista categórico, el álgebra y la lógica son lo mismo, supuesto
que en álgebra se admitan operaciones heterogéneas, y en lógica se preste atención
a la igualdad entre deducciones.
En segundo lugar, queremos explicar cómo se puede formalizar la noción intuitiva de que
una lógica es categórica. Para ello, resumimos el trabajo de Meseguer [110], que empieza
formalizando el concepto de lógica (general) y continúa con el desarrollo en ese marco del
concepto que nos interesa de Lógica categórica. Entonces podemos destacar el hecho de que
tanto la lógica lineal estudiada en la Parte 1 como el álgebra con tipos ordenados cuya
semántica funtorial se estudia en la Parte II son ambas lógicas categóricas. Concluimos esta
introduccion con un resumen de los resultados obtenidos en este trabajo, y algunas ideas
sobre las que estamos trabajando.
0.1 Categorías y sistemas deductivos
En sus artículos [88, 89, 90], Lambek mostró cómo las categorías corresponden a sistemas
deductivos en los que se toma en consideración una relación de equivalencia entre pruebas.
Podemos resumir brevemente esta correspondencia diciendo que los objetos se correspon-
den con fórmulas y los morfismos se corresponden con (clases de equivalencia de) pruebas.
Un ejemplo paradigmático de esta clase de correspondencias es la existente entre la lógica
proposicional intuicionista (con pruebas de deducción natural escritas en términos del lambda
cálculo con tipos) y las categorías cartesianas cerradas, que nosotros vamos a generalizar en
el Capítulo 3 de la Parte II. Remitimos al lector al excelente libro [93] para los detalles
de esta correspondencia, así como también para otra de gran interés entre topos y lógicas
intuicionistas de orden superior.
En esta sección consideramos un ejemplo mucho más básico para explicar las ideas clave
en esta correspondencia entre lógica y categorías. Recordemos la definición de una categoría
C con productos finitos [99], empezando por la misma definición de categoría. En primer
lugar, tenemos dos colecciones Ob(C) de objetos y Mor(C) de rnorfisrnos. Cada morfismo
f E Mor(C) tiene asociados dos objetos Oo(f),Oi(f) E Qb(C), llamados origen y destino,
respectivamente. Para decir que f es un morfismo en C con origen A y destino B escribimos
f A —. Ben C.
Cada objeto A c Ob(C) tiene asociado un morfismo identidad idA cuyo origen es A y cuyo
destino es también A, es decir, ~dÁ A —* A enC para todo objeto A. Dados f : A—* R,g:
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B — C enC, existe un morfismo 1;y : A —* C en C llamado la composición de f seguido de g.
Esta operación parcial de composición debe satisfacer la siguiente ecuación de asociatividad:
Si f : A — B,g : B —* C yh : C —. D enC, entonces (f;g);h = f;(g;h). Finalmente
las identidades son unidades para esta operación, en el sentido de que si f : A — B en
entonces idÁ;f = 1 y f;idB = f.
Para que una categoría tenga productos finitos es necesario y suficiente que tenga un
objeto final y productos binarios [99]. Un objeto 1 E Ob(C) se llama final si para todo objeto
Aexiste un único morfismo <>Á : A .—* 1. Por último, productos binarios se definen como sigue.
Dados objetos A, B E Ob(C), existen un objeto A x E, llamado el producto de A y E, y dos
morfismos lrA,B : A st E —* A, lr%B A x B — E en C, llamados proyecciones, que satisfacen
la siguiente propiedad universal: dado un objeto C y morfismos f : C —* A,g: C —* E enC
cualesquiera, existe un único morfismo <f,g> : C -~ A st E en C tal que <f,g>prÁ,B = 1
y <f~ g>; IrÁB = y. Una forma típica de presentar esta definición de productos binarios es
mediante el siguiente diagrama conmutativo, donde la flecha en trazo discontinuo indica la
propiedad de existencia y unicidad del morfismo <f,g>.
A 1r~4,B A st E ‘¼.B E
4
y
¿Y
Conviene resaltar que la definición de objeto final o productos, así como cualquier otra cons-
trucción universal, sólo los determina salvo isomorfismo, por lo que, para fijar la estructura,
suponemos que se realiza una elección arbitraria.
Esta definición de categoría con productos finitos puede presentarse también de la forma
siguiente. Como antes, tenemos dos colecciones de objetos y modismos y las funciones que
asignan a un morfismo su origen y destino, manteniendo la notación anterior f : A —* E en C.
Las identidades y la composición vienen dadas por las reglas
A E Qb(C) f:A—B,g:B--..CenC
idA:A—AenC f;g:A—CenC
y las ecuaciones que tienen que satisfacer son
f:A—*B, g:B—*C, h:C—*DenC f:A—.EenC f:A—BenC
f;(g;h)=(f;g);h idÁ;f=f f;id~=f
El objeto final está caracterizado por
______ A E Ob(O) f:A—*lenC
1 E Ob(C) <>A:A—* lenC f <>A -
Para los productos binarios, tenemos en primer lugar reglas que afirman la existencia del
objeto producto y de las proyecciones:
A,B E Ob(O) A,B E Ob(O) A,B E Ob(O
)
AxB E Ob(O) IrÁB:AXE-.AenC Ir~B:AXB—.BenC
4La existencia del ¡norfismo inducido se expresa mediante la regla
1:0—> A, g :0 — Ben C
<f,g>:C—AstBenC
y que el diagrama de arriba conmuta es afirmado por las reglas ecuacionales
f :O — A, g :0 — BenC
<f,9>;7rA,B = 1
1:0—> A, y: O — BenC
Finalmente, es fácil ver cómo la unicidad del morfismo inducido en la definición de arriba es
equivalente a la satisfacción de la siguiente regla ecuacional
Ii :0 — A st E enC
<h;irÁ,B, h;r%8) =
Hasta aquí no hay nada nuevo, pero
siguientes cambios en la terminología y la
objeto
morfismo
f:A-B
AstB
reconsideremos este conjunto de reglas tras los
notación:
--4
h4
l-4
1 :.~
Las dos reglas
T E For(C)
fórmula
secuente
f:A —E
AAB
T.
A,B E For(C
)
AAB E For(C)
afirman que hay una fórmula constante T y que la colección de fórmulas es cerrada para la
operación binaria A.
Si en las reglas siguientes nos olvidamos del nombre del secuente (es decir, para cada
f : A 1- E nos quedamos sólo con A- B),
A E For(C)
idA : A 1— A en £2
f: A h E, y : E 1— 0 enC
1; y : A 1- 0 en £2
A,B E For(C)
7rA,B : A A E F- A enC
A E For(C)
A 1— T enC
f : 0 1- A, y : O F- E enC
01— AAE enC
A,B c For(C)
~rÁB A AB 1— Ben LV
es inmediato que lo que se obtiene es un cálculo de secuentes para la lógica intuicionista
proposicional cuya única conectiva es la conjunción. Sin embargo, la novedad es que, al tener
los secuentes la forma 1 A F- E, con un nombre 1~ esas mismas reglas proporcionan un
lenguaje de pruebas, que se completa al introducir las siguientes ecuaciones:
1: A 1--Ben C
idA; 1 = 1
f Ah Ben £2
f; idp = f
f : A 1- 1 en C
1= (>A
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f:CFA,g:CFEenC f:CFA,g:CFBen£2
<f,9>;lrA.B=f <f,g>;r%=g
f:AFB, g:B}-C, h:CF-Den£2 h:CFA stEen£2
f;(g;h) = (f;g);h <h;WA,B, h;tB> =
Así pues, podemos definir una prueba [a] : A 1- E como la clase de equivalencia de todas las
expresiones de prueba a : A F E que son identificadas por esas reglas ecuacionales, haciendo
abstracción de esta forma de la presentación completamente sintáctica más habitual. De
hecho, esta equivalencia entre pruebas está plenamente de acuerdo con las reducciones de
pruebas en cálculos de secuentes en las presentaciones usuales de la teoría de pruebas [132].
Resumiendo, podemos decir que una clase de categorías coincide con un sistema deductivo
para una lógicaintuicionista, donde la estructura categórica está estrechamente conectada con
la estructura lógica;en este ejemplo particular, puede verse como las identidades corresponden
con el (esquema de) axioma de la identidad para la lógica, la composición se corresponde con
la regla de corte, y el producto (binario) con la conjunción A. De forma completamente
análoga podemos añadir una estructura cerrada a una categoría con productos (obteniendo
así una categoría cartesiana cerrada), correspondiente a la implicación lógica, y la adición de
coproductos finitos se corresponde con la disyunción’ [93].
Este es el punto de vista considerado en la Parte 1 sobre la lógica lineal. Esta lógica,
introducida recientemente por Girard [49], se obtiene a partir de (una presentación como
calculo de secuentes) de la lógica clásica al prohibir las reglas estructurales de debilitamiento
y contracción
Al-E A,AFE
A,C 1-E Al-E
lo cual tiene importantes consecuencias en la forma que las conectivas adquieren en la lógica,
así como en su poder expresivo; por ejemplo, la conjunción usual A se separa en dos conectivas
® y &, y por otro lado, la lógica tiene una negación clásica (en el sentido de que la ley de la
doble negación es válida) al mismo tiempo que es constructiva. Usando la noción de categoría
con un objeto dualizante (véase la Sección 3.1 en la Parte 1), refinamos los resultados obtenidos
por Seely [143]sobre la relación entre lógica lineal y categorías lineales, con un enfoque general
análogo al esbozado en el ejemplo anterior. Un aspecto muy importante, que no discutimos
aquí, pero que está completamente motivado y desarrollado en el Capítulo 2 de la Parte 1,
es que añadimos una tercera componente a esta correspondencia entre lógica y categorías,
a saber, computaciones en sistemas concurrentes, más exactamente computaciones en redes
de Petri en este trabajo. Esta tercera componente se obtiene a partir de los resultados de
Meseguer y Montanari en [116, 117]. De este modo obtenemos una correspondencia triangular
entre lógica, teoría de categorías y teoría de la concurrencia.
‘Desafortunadamente, si se quiere realizar un tratamiento siguiendo este estilo de la negación clásica no se
obtiene ninguna información nueva y las categorías correspondientes se reducen a las álgebras de Boole (véase
la Proposición 61 en la Parte 1). Ésta es una indicación de la falta de “constructividad” en las pruebas de la
lógica clásica.
60.2 Álgebras en categorías
Habiendo visto en la sección anterior “la unidad de las categorías y las lógicas,” vamos a
ver ahora “la unidad de las categorías y el álgebra,” presentando los resultados de Lawvere
y Bénabou para las álgebras homogénea y heterogénea 194, 15]. Presentamos aquí el caso
heterogéneo; el caso homogéneo puede verse como el caso particular en el que sólo se tiene
un tipo.
Consideremos una signatura heterogénea dada por un conjunto de tipos S y una familia
de conjuntos 2 = {E~,, 1 ~ E S*,.s E S} de símbolos de operación (disiuntos dos a dos). La
definición conjuntista usual de una (5, £)-ólgebra heterogénea A consiste en dar un conjunto
A, para cada & E 5 y una función A0 : A,, st ... st A,,, —. A, para cada símbolo de
operación a E E3í...81,8~ En el caso en que a es una constante en 2~,, (donde e denota la lista
vacía), su interpretación consiste en un elemento A0 E A,, o equivalentemente en una funcion
A0 : 1 — A, con origen en el conjunto unitario 1, de forma que este caso se puede considerar
un caso particular del anterior. Además, la definición de (5, S)-homomorfismo heterogéneo
entre dos (5,2)-álgebras A y E consiste en una 5-función h = {h, : A, — E, 1 .s E S} que
satisface la condición de homomorfismo
h,(A0(ai,. . .,a,,)) =
para todo a E S,,...,,,,, y (a1,. - ., a,,) E A,, st ... st A,,,.
La primera idea importante es notar que la única propiedad de conjuntos y funciones que
hemos usado en estas definiciones es la existencia de productos cartesianos A,, st... st A,,, y de
un conjunto unitario 1. Estas propiedades tienen una formulación categórica completamente
general en la noción de categoría con productos finitos que hemos visto en la sección anterior.
Si £2 es una categoría con productos finitos, podemos definir las nociones de (5, 2)-álgebra y
(5, 2)-homomorfismo en £2 por el simple método de interpretar las anteriores definiciones en
términos de objetos y morfismos en vez de conjuntos y funciones. Por ejemplo, un (5, 2)-
homomorfisrno en £2 entre (5,2)-álgebras A y E en ¿2 consiste en una 5-familia de morfismos
{h, : A. .— E, ¡se S} en £2 tal que para cada a E 14.,,,,,,
A0; h,=(h,,st.-.sth,,,);E0
como morfismos A,, st ... st A,,, —~ E,, es decir, el siguiente diagrama de morfismos en £2
conmuta:
A,,st...stA,,, A0 A,
h,,st•••sth,,,
E,,x.~stE,,, E0 E,
En particular, A0; h, = idi; E0 = E« para a E 114,,.
La segunda idea importante es la interpretación categórica de las variables. En este
sentido, cabe recordar que una ecuación heterogénea tiene la forma (zí : ~i x,, .s,,) 1 = 1’
donde x1 &i,. . . , x,, s,, es un contexto de variables (distintas dos a dos) y t, t’ son términos
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cuyas variables están entre las dadas por el contexto. Entonces, lo que hacemos es considerar
un término en un contexto de variables explícito. De esta forma, es fácil ver que, dada una
(5,2)-álgebra A en £2, la operación derivada asociada a un término it de tipo s en un contexto
s~,...,x,, :s,, dalugaraun morfismo enC
[t]IÁ: A,, st ... x A,,, — A,.
En particular las variables se interpretan como proyecciones, es decir, la operación derivada
en el contexto anterior es la i-ésima proyección
~rj : A,, st -.. st A,,, — A,~.
Con esta interpretación categórica de los términos se tiene que la composición en la categoría
corresponde a sustitución en los términos.
Enestemarco,una(S,E)-álgebraAen£2 satisfaceunaecuación (x1 :81,.. .,z~.: .s,,)t =
si [tIA = [Vb como morfismos A,, st ... st A.,, —~ A, en £2.
El gran avance en este punto de vista se obtiene al darse cuenta que, si A es una (E, r)-
algebra (es decir, una E-álgebra que satisface el conjunto de ecuaciones ~),la operación [JA
constituye un funtor que conserva productos Ls,r — £2 donde Lr,r es la categoría definida
como sigue. Su conjunto de objetos es S~, o sea, listas finitas de tipos, y un morfismo
si ...
5n —4 ?1 . . 7m viene dado por una lista [ti],..., [tm] de clases de equivalencia módulo
las ecuaciones 1’ de 2-términos 11 en el contexto de variables x
1 : ~ x,, : s,,. La com-
posícion en esta categoría se define mediante la sustitución de términos.
Pero es más, esta correspondencia es biyectiva, en el sentido de que todo funtor Lsy —~ £2
que conserva productos da lugar a una (E, r)-álgebra en £2. De este modo, álgebras en £2 se
identifican con funtores que conservan productos Ls,r —. £2, y los homomorfismos entre tales
álgebras se identifican con las transformaciones naturales entre tales funtores. Además, la
construcción de la categoría Li para una teoría ecuacional heterogénea T da lugar a una
adjunción entre tales teorías y las categorías con productos finitos. En la Sección 0.4, un
poco mas adelante, veremos que estos resultados muestran que el álgebra heterogénea es una
Lógica categonca.
En la Parte II desarrollamos en primer lugar una semántica categórica para el álgebra
con tipos ordenados [62], siguiendo el espíritu de esta discusión, y generalizando todos estos
resultados. Luego, estudiamos una extensión de orden superior, pasando de categorías con
productos finitos a categorías cartesianas cerradas, y considerando un lenguaje de términos
que es un lambda cálculo tipado con subtipos. De esta forma, generalizamos la correspon-
dencia entre categorías cartesianas cerradas y lambda cálculo con tipos presentada en [93].
0.3 Lógicas generales
La. abundancia de lógicas es algo muy evidente. Sin tratar de ser exhaustivos ni sistemáticos
podemos mencionar, por ejemplo, lógicas ecuacionales, intuicionistas, clásicas, homogéneas,
heterogéneas, de primer orden, de orden superior, modales, temporales, condicionales, etc.
así como diversas combinaciones entre ellas. Esta situación y la importante cuestión de
las aplicaciones de las diferentes lógicas en informática, ha hecho que varios autores hayan
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se pueden distinguir dos enfoques diferentes, uno más sintáctico desde la teoría de pruebas,
donde la noción de deducción es fundamental; y otro más semántico desde la teoría de modelos
donde la noción básica es la de satisfacción. Aquí vamos a resumir algunas de las ideas
principales desarrolladas por Meseguer en [110], donde esta cuestión se aborda desde un
punto de vista que trata de unificar los dos enfoques comentados. La idea básica es que
una lógica tiene dos componentes. Por un lado un sistema de deducción que proporciona
el aspecto sintáctico, y por otro una institución (noción tomada del trabajo de Coguen y
Burstall [57]) que proporciona la componente semántica de los modelos para una lógica. En
esta sección damos sólo algunas de las definiciones principales, las necesarias para hacer ver
cómo el trabajo desarrollado en las dos partes que siguen se encuadra dentro de un marco
formal muy general; para las motivaciones subyacentes a estos conceptos así como para una
discusión más completa, ejemplos y resultados sobre ellos, remitimos al lector al artículo
original [110].
Definición 1 [110] Un sistema de deducción es un triple £ = (Sign, sen, F) donde
• Sign es una categoría cuyos objetos se llaman signaturas,
• sen es un funtor2 sen : Sign —* 5fl que asocia a cada signatura un conjunto de
sentencias, y
• F es una función que a cada signatura E en Sign le asocia una relación binaria
F~ G P(sen(E)) x sen(S), llamada E-deducción,
tales que se satisfacen las siguientes propiedades:
• Refiexividad: para toda so E sen(S), {so} Fs so;
• Monotonía: si r l-s so y r’ D r, entonces r’ h-~ so;
• Transitividad: si r l-s 50j para E 1, y r U {~j ¡ i E fi F~ ~b,entonces r Fs ~b;
• F-traducción: si 1’ Fs so, entonces para todo II : E —. E’ en Sign, H(~) l-s~ II(so). O
Ejemplo 2 Un punto interesante que vale la pena mencionar sobre la forma en que esta
definición se aplica a la lógica lineal es el siguiente. Como veremos en la Parte 1, una de las
características más importantes de la lógica lineal es la ausencia de las reglas estructurales
de debilitamiento y contracción
AFE A,AFE
A,CI-E Al—E
Si interpretamos F en estas reglas como el F que aparece en la definición anterior para alguna
signatura, entonces la ausencia de tales reglas parece indicar que la lógica lineal no satisface la
condición de Monotonía, y que por tanto no es un sistema de deducción según esta definicion.
Sin embargo, lo que ocurre es que hay que tener en cuenta cuál es la noción adecuada de
2La función sen(ll) asociada. por eí funtor sen a un morfisnio de signaturas H se denota también H.
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sentencia para la lógica lineal; nuestros resultados en la Parte 1 van a dejar claro que para
una signatura consistente en un conjunto de constantes 5, una sentencia en la lógica lineal
consiste precisamente en un secuente de la forma 1’ 1-- A donde 1’ y A son listas de fórmulas
de lógica lineal con constantes en 5, y que el símbolo 1— en la anterior definición se interpreta
como la barra horizontal en las reglas de inferencia que permite deducir un secuente a partir
de otros. Desde este punto de vista, la condición de Monotonía se satisface y la lógica lineal
constituye en efecto un sistema de deducción.
Como es habitual, una teoría, también llamada presentación, se define como una colección
de sentencias. Algunos autores definen teorías como presentaciones cerradas bajo deducción,
pero tal diferenciación no nos es necesaria.
Definición 3 Dado un sistema de deducción E, la categoría TIz de teorías tiene como
objetos pares T = (2,1’) donde E es una signatura y 1’ ~ sen(S) y como morfismos
IT : (2,1’) — (E’,F’), llamados morfismos de teorías, morfismos de signaturas II : E — E’
tales que para toda sentencia so E 1’, 1” Fs~ “(so).
La categoría Th~ es la subcategoria de iii que tiene los mismos objetos que iYj pero cuyos
morfismos son aquellos morfismos de teorías 11 : (E, 1’) -~ (5’, 1”) que conservan axiomas,
es decir, H(F) C 1”. o
Como ya hemos mencionado, la componente semántica de una lógica está basada en la
noción de institución debida a Goguen y Burstail [571.Si los morfismos de signaturas se ven
como cambios de notación, la interpretación intuitiva de la condición de j=-invarianza es que
la relación de satisfacción es conservada por los cambios de notación.
Definición 4 [57] Una institución 7 = (Sign,sen,MgÁ,~) consta de
• una categoría Sign de signaturas,
• un funtor sen : Sign — Set que que asocia a cada signatura un conjunto de sentencias,
• un funtor Mod : Sign0~ — Cat que asocia a cada signatura una categoría de modelo?,
y
• una función 1= que a cada signatura E en Sign le asocia una relación binaria
~ Qb(jyfgj(E)) st sen(s), llamada satisfacción,
tales que la siguiente propiedad es válida: para todo modelo M’ en M24(S’), morfismo
IT : E — E’ y sentencia so E sen(S):
h-invarianza: Hb(M~) kr so si y sólo si M’ kv H(soY ‘‘
Con estos datos, se puede definir una relación, también denotada ¡= siguiendo la práctica
habitual, hs ~ P(sen(E)) st sen(s) como sigue:
1’ ~ ~ si y sólo si M ks so para todo modelo M en Mod(fl, 1’).
‘Escribimos MQd(H) = para un mor~smo H en Sign.
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De esta forma se obtiene un sistema de deducción a partir de la institución.
Proposición 5 [110] Dada una institución 7 = (Sign, sen, Mod, h)~ el triple (Sign, sen,
donde ahora h denota la relación definida arriba entre conjuntos de sentencias y sentencias,
es un sistema de deducción.
Denotamos por Thh la categoría de teorías asociada al sistema de deducción dado por la
proposición anterior.
Si IT : (5,1’)—> (S’,l”) es un morfismo de teorías en Th¡, es fácil ver, usando la
condición de j=-invarianza, que ~L’ : MQ4{S’) — MQ4(S) se restringe a un funtor (denotado
igual)
~ :MQ4.(S’,F’) —> Mod(S,1’),
donde Mod(S, 1’) denota la subcategoría plena de M&(S) cuyos objetos son los modelos que
satisfacen todas las sentencias en 1’. En otras palabras, el funtor Mod : Sign0’ — Cat se
extiende a un funtor
Mod : Th~’ — Cat.
Deñnkión 6 [57] Una institución 7 = (Sign sen Mod, h) se llama liberal si para todo
morfismo de teorías Ji : (5,1’)—. (E’,l”) en Th~, el funtor
JiL’ :Mgd{S’,l”) — Ah4(S,1’)
tiene un adjunto a izquierda
ff: MQ4XS, 1?) — MQ4(~’, 1”). 0
La institución de la lógica de primer orden no es liberal, pero las de la lógica ecuacional y
la lógica de ibm homogéneas silo son. En efecto, Lawvere demostró en su tesis doctoral [94]
que todas las construcciones libres usuales en álgebra son consecuencia de que la institución
de la lógica ecuacional homogénea es liberal.
Definición 7 [110] Decimos que una institución 7 = (Sign, sen, Mod, 1=) admite modelos
iniciales si para toda teoría T en Th~’, la categoría MQ4(T) tiene un objeto inicial.
La institución 7 se llama exacta si el funtor Mod : Th~ — Oca conserva productos
fibrados (pullbacká). O
Por ejemplo, la institución de la lógica ecuacional homogénea admite modelos iniciales y
es exacta. Más adelante veremos que esto es una consecuencia directa del hecho de que esta
lógica es categórica.
Una vez definidas las componentes sintáctica y semántica, la definición precisa de lo que
entendemos por una lógica (general) es muy sencilla. Una lógica tiene dos componentes, un
sistema de deducción y una institución, relacionadas de forma que la lógica sea correcta, es
decir, de forma que deducción implique satisfaccion.
Definición 8 [110] Una lógica es una tupía £ = (Sign, sen,3J0 ~ , F, 1=) donde
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• (Sign, sen, F) es un sistema de deducción,
• (Sign, sen,~~h) es una institución, y
la siguiente condición de corrección es válida: para toda signatura E en Sign, conjunto de
sentencias 1’ ~ sen(S) y sentencia so E sen(S),
1’Frso ~ rkzso.
Una lógica se llama completa si, además,
1’Frso ~ l’kzso.O
Se dice que una lógica es liberal, exacta o admite modelos iniciales cuando la institución
subyacente tiene tales propiedades.
Hay un aspecto importante que esta definición no cubre, a saber, la teoría de pruebas, ya
que la única información que aparece en la definición de un sistema de deducción es la relación
de deducibilidad, sin decir nada sobre cómo la deducción se lleva a cabo. Este aspecto se trata
en [110] bajo los conceptos de cólculo de pruebas y cólculo efectivo de pruebas, quejunto con
una lógica dan lugar a la noción de sistema lógico, pero nosotros no vamos a entrar en ellos.
Otra noción de gran interés tratada en el artículo [110]que omitimos en este resumen es la de
morfismos de lógicas. Ejemplos importantes de tales modismos son la inclusión de la lógica
ecuacional en la lógica de primer orden con igualdad, o el paso de lógica heterogénea a lógica
homogénea omitiendo tipos. En la Sección 4.5 de la Parte II, veremos que hay un morfismo
de la lógica ecuacional con tipos ordenados en la lógica ecuacional de orden superior con tipos
ordenados que es conservativo. Otro ejemplo de morfismo entre lógicas en la-inclusión de la
lógica constituida por el fragmento 0 de la lógica lineal en la lógica de reescritura mencionada
en el Capitulo 5 de la Parte 1.
0.4 Lógicas categóricas
Habiendo definido en la sección anterior lo que entendemos por una lógica, podemos pasar a
definir ahora el concepto de lógica categórica. La idea esencial es que se tiene una categoría
de categorías con cierta estructura, de forma que las teorías en la lógica y estas categorías
están “muy bien relacionadas,” en el sentido de que existe una adjunción entre ellas y además
los modelos de una teoría coinciden con los funtores desde la categoría generada libremente
por la teoría que conservan la estructura dada.
Definición 9 [110] Una lógica se llama una lógica categórica sobre £2 si existe una categoría
£2 con sumas fibradas (puslzouts) y un funtor fiel £2 — Cat tal que
1. Existen funtores U : £2 —-> Th~ y L: Th~ —. £2 con £ adjunto a izquierda de U.
2. Para cada teoría T tenemos un isomorfismo natural de categorías
Mod(T) L(T)/£2,
entre la categoría de modelos de T y la categoría de objetos bajo 12(T) (slice category)
cuyos objetos son modismos J : 12(T) — Gen £2 y cuyos morfismos E : J — Y
son morfimos E : 0 ~ 0’ en £2 tales que J; £ = J’.
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3. Para toda teoría T = (5,12) y sentencia so E sen(S), tenemos
FFsso ‘~=t 1c(T)ksso
donde estamos identificando modelos con funtores. O
En [110], Meseguer prueba que una lógica categórica tiene propiedades muy interesantes
como muestra el siguiente teorema.
Teorema 10 [110] Una lógica categórica es completa, liberal, exacta, y admite modelos
iniciales. O
La siguiente lista enumera los ejemplos más importantes de lógicas categóricas dando
referencias donde se puede encontrar más información al respecto.
1. La lógica del lambda cálculo con tipos es categórica sobre la categoría CCCat de cate-
gorías cartesianas cerradas [93].
2. la lógica intuicionista de orden superior es categórica sobre la categoría Topos de topos
elementales de Lawvere-Tierney [93].
3. La lógica de la teoría de tipos de Martin-Lóf [107] con tipos de igualdad es categórica
sobre la categoría LCCCat de categorías localmente cartesianas cerradas [141].
4. La lógica de la teoría de tipos de Martin-Lóf sin tipos de igualdad es categórica sobre
la categoría RCCCat de categorías relativamente cartesianas cerradas [75], y también
sobre la categoría CtxCat de categorías contextuales de Cartmell [29].
5. La lógica del lambda cálculo polimórfico de Girard-Reynolds [47, 135] es categórica
sobre la categoría RCCCat de categorías relativamente cartesianas cerradas [109], y
también sobre la categoría PLCat de PL-categorías de Seely [142].
En la Parte 1 demostramos que la lógica lineal de Girard es categórica sobre la categoría
LinCat de categorías lineales. En efecto, en el Teorema 43 de la Parte 1 probamos que el
funtor 4..]: LinTh —-> LinCat es adjunto a izquierda del funtor (j)0 : LinCat —~ LinTh, y
además que tenemos un isomorfismo
Mod(T) L[T]/LinCat.
La Definición 46 de satisfacción y el Teorema 47 de completitud proporcionan el resto de los
datos exigidos por la definición de lógica categórica.
Lawvere mostró en su tesis doctoral [94] que la lógica ecuacional homogénea es categórica
sobre la categoría PCat de categorías con productos finitos. Lawvere probó que las (5, 12)-
álgebras para una teoría ecuacional homogénea (5, 12) en una categoría £2 pueden ponerse en
correspondencia biyectiva con funtores 12s,r — £2 que conservan productos, donde la cate-
goría 12sy tiene como objetos los números naturales y como morfismos n —> m m-tuplas
<[ti],. . . , [e».]>de clases de equivalencia módulo las ecuaciones 1’ de 5-términos t cuyas va-
riables están entre x
1,. ..,z,,.
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Este resultado fue generalizado a la lógica ecuacional heterogénea por Bénabou en su tesis
doctoral [15]. La categoría LE,r se construye como en el caso homogéneo, pero ahora tiene
como conjunto de objetos el monoide libre 5* generado por el conjunto 5 de tipos.
En la Parte II generalizamos estos resultados a la lógica ecuacional con tipos ordenados.
Efectivamente, en el Teorema 37 construimos una categoría clasificante LT para una teoría
con tipos ordenados T = (5, =,E,]?) tal que existe un isomorfismo
OSAlg~~ LTIPICat,
donde PICat denota la categoría de categorías con productos finitos y una estructura de
inclusiones. Luego, en el Teorema 48 y la Observación 52 demostramos que el funtor
£ : OSTh — PICat es adjunto a izquierda de 2’: FICat —* OSTh para teorías desam-
biguadas. Para el caso general de teorías con ambigiiedad tenemos una adjunción análoga
con una categoría LPICat que tiene estructura adicional que no hace falta considerar para
interpretar las álgebras. Sin embargo, las categorías LPICat y PICat se relacionan mediante
una adjunción (Proposición 51), y por lo tanto en este caso tenemos una estructura de lógica
categórica ligeramente más general que la dada en la Definición 9.
0.5 Sumario
Tras esta introducción general sobre lógicas categóricas, en la Parte 1 estudiamos por un lado
una correspondencia triangular sistemática entre redes de Petri, categorías lineales y teorías
de la lógica lineal de Girard. Por otra parte, estudiamos la semántica categórica de la lógica
lineal en términos de categorías con un objeto dualizante.
La lógica lineal ha sido introducida recientemente por Girard [49] como una lógica de
acciones que parece muy bien adaptada para computación concurrente. Nuestra correspon-
dencia triangular ilustra algunas de las relaciones entre la lógica lineal y la concurrencia,
destacando en especial la teoría de redes de Petri, desde el punto de vista de su semántica
categórica. Desde esta perspectiva, las categorías son vistas como sistemas concurrentes cuyos
objetos son estados, y cuyos morfismos son transiciones.
Más detalladamente, el punto de partida de nuestro trabajo es el trabajo de Meseguer y
Montanari en el que una red de Petri es vista como un grafo con una estructura de monoide
conmutativo [116, 117]. Esto les permite asociar a una red N una categoría T[N] de forma que
los estados de N coinciden con los objetos de T[N] y las computaciones en la red coinciden con
morfismos en esta categoría. Como las computaciones se pueden componer tanto secuencial
como concurrentemente, Y[N] es una categoría rnonoidal donde el producto tensorial coincide
con la composición en paralelo. Siguiendo las ideas descubiertas por Aspertl [6], Gunter [65]
y otros, se observa que el comportamiento de una red de Petri puede describirse usando la
conectiva ® de la lógica lineal. De esta forma, los estados de una red de Petri se convierten
en proposiciones de lógica lineal y sus computaciones en deducciones en este fragmento de
la lógica lineal. Nuestro enfoque categórico hace esta correspondencia muy clara, y tiene
particular importancia puesto que permite la identificación de computaciones concurrentes
y deducciones lógicas, no a un nivel meramente sintáctico, sino de una forma más abstracta
axiomatizable ecuacionalmente. De hecho, varias nociones de computación en una red de Petri
son posibles; Degano, Meseguer y Montanari [36] estudiaron varias de ellas usando variaciones
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de la categoría T[N] y, dada la correspondencia con las deducciones, esto permite introducir
diferentes nociones de equivalencia entre pruebas. En resumen, nuestra correspondencia
triangular permite identificar, por un lado objetos en una categoría monoidal, estados de una
red de Petri y proposiciones en el fragmento ® de la lógica lineal, y por otro morfismos en
una categoría, computaciones en una red de Petri y pruebas en ese fragmento de la lógica
lineal.
La lógica lineal es mucho más rica que el simple fragmento constituido por la conectiva
®. Cambiando el modelo de computación, la correspondencia con la lógica lineal de las
redes de Petri se puede extender a otras interpretaciones computacionales. Este aspecto se
ilustra mediante la discusión de la interpretación lógica de máquinas con A-ramificación y
dos contadores obtenida por Lincoln, Mitchell, Scedrov y Shankar [97]. La conectiva —o
de implicación lineal expresa estados condicionales donde una transición ha sido empezada
consumiendo algunos de los recursos que necesita, pero aún no ha sido concluida debido a la
falta de los recursos restantes; su semántica categórica viene dada por categorías monoidales
cerradas. La interpretación intuitiva de las conectivas & y @ es elección externa e interna,
respectivamente, y su semántica categórica consiste en productos y coproductos.
La noción categórica correspondiente a la negación no es tan obvia. Presentamos una
nueva axiomatización algebralca de modelos de la lógica lineal con negación, en la que los
axiomas reflejan directamente al nivel de modelos la dualidad de de Morgan que posee la lógica
lineal. Esta axiomatización se consigue mediante el uso del concepto de objeto dualizante. Un
objeto D en una categoría monoidal cerrada es denominado dualizante si el morfismo natural
A — ((A—oD)---oD), obtenido por Curry-conversión a partir del morfismo de evaluacion
(A—oD) ® A —* D es siempre un isomorfismo. Entonces, una categoría lineal es justamente
una categoría con un objeto dualizante y productos finitos. Esta nueva axiomatización es
considerablemente más simple que una previa debida a Seely [143] y basada en la noción
de categoría *-autónoma de Barr [9]. Damos definiciones precisas de la categoría de teorías
lineales y de los modelos de una teoría lineal, hacemos explícitos los detalles de la adjuncion
entre teorías lineales y categorías lineales, definimos satisfacción de un secuente en un modelo,
y demostramos las esperadas propiedades de corrección y completitud de la lógica lineal con
respecto a los modelos en categorías lineales, probando de esta forma que la lógica lineal es
una lógica categórica.
La interpretación de una proposición p como un recurso y su negación p’ una deuda
sugiere una nueva variante de la lógica lineal, que llamamos lógica lineal cancelativa, en la cual
siempre es posible cancelar una proposición p vista como un recurso y su negación p’ vista
como una deuda. De esta forma se obtiene unasemántica para una generalización del habitual
juego de marcas en redes de Petri, llamado juego financiero. Los modelos categóricos de la
lógica lineal cancelativa son categorías lineales cancelativas, cuyas propiedades son satisfechas
también por la dualidad del álgebra lineal.
Estudiamos varias clases de modelos definidas ecuacionalmente, en particular los modelos
en conjuntos parcialmente ordenados, que llamamos álgebras de Girard y que generalizan a
la lógica lineal las álgebras de Boole de la lógica clásica, conteniendo los modelos en cuan-
tales como un caso especial. También mostramos cómo los modelos en diferentes clases se
relacionan mediante adjunciones.
En un apéndice incluimos una exposición elemental de los conceptos generales y propie-
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dades de las categorías monoidales simétricas cerradas y, usando esa maquinaria categórica,
desarrollamos una detallada comparación entre la noción de categoría con un objeto duali-
zante y la noción de categoría *-autónoma debida a Barr [9], probando que ambas nociones
son equivalentes en un preciso sentido categórico, cuando se añade un ligero refinamiento a
la noción de categoría *-autónoma.
En la Parte II cambiamos de tema, aunque manteniéndonos dentro del espíritu de la lógica
categórica, y pasamos a estudiar la semántica categórica del dígebra con géneros ordenados
[62] y su extensión a orden superior. Nuestra motivación para este estudio es la siguiente.
Creemos que el fracaso en hacer explícitas dos nociones diferentes de subtipo, una noción de
subtipo como inclusión, originalmente propuesta por Goguen [56], y una noción de subtipo
como conversión irnplícita, originalmente propuesta por Reynolds [136], conduce a situaciones
insatisfactorias en los enfoques actuales de subtipos. Argiiimos que elegir una de las nociones
a costa de la otra sería erróneo y limitado, y proponemos un marco en el que dos relaciones de
subtipo r ~ r’ (inclusión) y r =:‘i-’ (conversión implícita) se distinguen e integran. La mayor
parte de nuestra investigación está dedicada a extender la teoría de primer orden de subtipos
como inclusiones desarrollada en [62]a un contexto de orden superior desde un punto de vista
de semántica categórica.
En primer lugar, repasamos las definiciones y resultados básicos del álgebra con tipos orde-
nados, incluyendo signatura, álgebra, homomorfismo, la construcción del álgebra de términos,
deducción ecuacional4 los teoremas de corrección, completitud e inicialidad correspondientes
a su semántica conjuntista. De aquí pasamos a desarrollar una semántica funtorial genera-
lizando los resultados de Lawvere y Bénabou para las álgebras homogénea y heterogénea
[94, 15]. La estructura considerada es la de una categoría con productos y una estructura
de inclusiones, que abreviamos a PI-categoría. Esta estructura axiomatiza las propiedades
que las inclusiones usuales entre conjuntos tienen, de forma que los conceptos de álgebra,
homomorfismo y satisfacción de una ecuación para el álgebra con tipos ordenados se pueden
desarrollar en este marco mucho más general. Probamos que la categoría de álgebras y ho-
momorfismos para una teoría con tipos ordenados T en una PI-categoría £2 es isomorfa a la
categoría de PI-funtores de Lr en C, donde LT es la categoría clasificante de T. La construc-
ción de la PI-categoría Lr proporciona una adjunción entre teorías con tipos ordenados y
PI-categorías. También demostramos teoremas de corrección, completitud e ixdcialidad para
el álgebra con tipos ordenados con respecto a su semántica en PI-categorías. Así pues, el
álgebra con tipos ordenados es también una lóyica categórica.
Después pasamos a estudiar una extensión a orden superior del álgebra con tipos orde-
nados. Sintácticamente, introducimos dos constructores de tipos para conseguir productos
y espacios funcionales, y el lenguaje de términos es un lambda cálculo tipado con subtipos.
Categóricamente, pasamos de categorías con productos a categorías, cartesianas cerradas, lla-
madas COl-categorías tras la introducción de una estructura de inclusiones. A este nivel
de orden superior realizamos un desarrollo completamente paralelo al caso de primer orden,
y demostramos que las álgebras de orden superior coinciden con funtores, la existencia de
una adjunción entre teorías de orden superior y CCI-categorias, y teoremas de corrección,
completitud e inicialidad para la lógica ecuacional de orden superior con tipos ordenados.
También probamos que esta lógica de orden superior es conservativa sobre su equivalente de
primer orden, y que admite la introducción de retractos, que son operaciones suplementarias
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que anaden flexibilidad a la disciplina de tipos del álgebra con tipos ordenados. Finalmente,
damos axiomas que integran las relaciones < y <: en una semántica categórica unificada.
Además de poseer las ventajas de cada una de las nociones sin sus respectivas limitaciones,
nuestro marco admite reglas de subtipado estructural que son más informativas y pueden
distinguir entre inclusiones y conversiones implícitas.
0.6 Desarrollos futuros
A modo de conclusión, desearíamos mencionar algunas ideas que estamos investigando ac-
tualmente.
Por una parte, como se menciona brevemente en el Capítulo 5 de la Parte 1, la corres-
pondencia triangular estudiada en este trabajo se extiende a una correspondencia triangular
mucho más general entre lógica de reescritura, sistemas concurrentes y categorías con estruc-
tura algebraica; esta generalización cubre una extensa variedad de importantes modelos de
concurrencia [111, 112, 113]. La lógica de reescritura (con tipos ordenados) permite la iden-
tificación de computaciones de reescritura concurrente de términos (módulo un conjunto E
de axiomas estructurales) con deducción lógica. De esta forma se adquiere una gran flexibi-
lidad y expresividad para estructurar el estado distribuido de un sistema concurrente y para
describir sus transiciones; el fragmento ® de lógica lineal aparece como el caso particular en
que el estado distribuido se estructura como un multiconjunto. Al considerar una regla de
reescritura como una ecuación, se obtiene un modismo de lógicas OSRwLogic — OSEqtl
de la lógica de reescritura (con tipos ordenados) en la lógica ecuacional con tipos ordenados.
Esta última está incluida en una lógica ecuacional de orden superior con tipos ordenados,
como veremos en la Sección 4.5 de la Parte II, por lo que tenemos el siguiente diagrama de
morfismos de lógicas:
OSEqtl ffOSEqtl
®-Logic § OSRwLogic C HOSRwLogic
El desarrollo de la lógica HOSRtnLogic, consistente en una extensión a orden superior de la
lógica de reescritura con tipos ordenados, es uno de los temas en los que nos encontramos
trabajando en la actualidad. Esta lógica es importante porque permitirá extender a tipos de
orden superior la integración de la programación funcional (de primer orden) dentro de la
programación de sistemas concurrentes con lógica de reescritura obtenida en [111, 112, 113].
En cierto sentido, la lógica HOSRwLogic proporciona el marco ideal en el que las dos lógicas
estudiadas en este trabajo (la lógica lineal y en particular su fragmento ®-Logic, y la lógica
HOSEqil) se unifican y permiten aplicaciones muy prometedoras en el diseño de lenguajes de
programación multiparadigma.
En el Capítulo 6 de la Parte II se mencionan varias posibilidades de cara a la continuación
de la investigación sobre la lógica con tipos ordenados. Un aspecto de gran interés es la
realización de un análisis similar al desarrollado en esa parte para la lógica esbozada en el
Capitulo 5, en la. que se integran las dos nociones de subtipo como inclusión y de subtipo
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como conversión implícita. Otro tema que nos interesa es su extensión a lenguajes con teorías
de tipos más ricas, como por ejemplo tipos dependientes.
Notación
La notación que hemos usado en cada parte se introduce a medida que se necesita. Sin
embargo, conviene hacer notar que en buena parte nos desviamos de la notación habitual.
En lo concerniente a la Parte 1, hemos seguido la notación de la lógica lineal introducida
por Girard, con la única excepción de que usamos 1 para su 1. Pero lo que es importante
resaltar es que esta misma notación ha sido usada también anivel semántico, en las categorías,
siguiendo la práctica habitual de confundir notacionalmente sintaxis y semántica. De este
modo, un producto monoidal en una categoría se denota ® como es usual, mientras que el
hom interno se denota -o pues ésta es la notación introducida por Girard para la implicación
llneal; por la misma razón, productos y coproductos en una categoría se denotan & y e
respectivamente, siendo sus respectivas unidades un objeto final T y un objeto inicial 0.
En una categoría monoidal simétrica cerrada, denotamos la Curry-conversión por ()t y el
morfismo de evaluación por EA,B.
Por otro lado, en la Parte II, usamos la notación más habitual en teoría de tipos y
categorías cartesianas cerradas. En este contexto, st denota el producto categórico y el
producto cartesiano de conjuntos en particular, y 1 denota el objeto final. El hom interno o
funtor exponencial es denotado ~‘, la Curry-conversión se denota AÁ,n,c() y el morfismo de
evaluación ~ Confundiendo de nuevo sintaxis y semántica, st y =t~ denotan también los
correspondientes constructores de tipos en el álgebra de orden superior con tipos ordenados.
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Capítulo 1
Introducción (Parte 1)
Durante los últimos veinte años la correspondencia de Curry-Howard [72] ha demostrado ser
una herramienta metodológica muy fructífera de cara a explotar las profundas conexiones
entre variantes de lógica intuicionista y lambda cálculos con tipos. Un resultado directo de
esta correspondencia ha sido el diseño de lenguajes de programación funcional con sistemas de
tipos muy ricos y potentes, como por ejemplo ML [120]. Esta correspondencia o isomorfismo
puede resumirse como sigue:
Fórmulas — Tipos
Pruebas ~— Funciones
Aproximadamente al mismo tiempo que Howard divulgaba su nota original, una corres-
pondencia diferente, lacorrespondencia de Lambek-Lawvere, era descubierta por estos renom-
brados matemáticos [88, 89, 90, 95]. Esta otra correspondencia se expresa como sigue:
Fórmulas e—> Objetos
Pruebas e—> Morfisrnos
Como en muchas categorías los morfismos son funciones, y en el caso particular del lambda
calculo con tipos las categorías asociadas son categorías cartesianas cerradas, esta correspon-
dencia ha sido mucho menos divulgada y hasta cierto punto ha pasado inadvertida como otra
variante de la correspondencia de Curry-Howard en lenguaje categórico. El aspecto crucial
que se ignoraba, sin embargo, era que la teoría de categorías es una teoría abstracta de es-
tructuras matemáticas y que por lo tanto morfisrnos en una categoría no son funciones en
general, aunque pueda ocurrir que sean funciones en casos particulares. Un examen de los
artículos originales de Lambek y Lawvere pone absolutamente en claro que los morfismos no
tienen que ser funciones en su correspondencia entre teoría de categorías y lógica.
Un avance importante ha tenido lugar con la reciente introducción de la lógica lineal por
parte de Girard [49, 51]. Esta nueva lógica ha sido reconocida desde su origen como muy
adecuada para aplicaciones informáticas. El mismo Girard y sus colaboradores han iniciado
algunas de estas aplicaciones en las áreas de semántica operacional [82] y programacion
lógica [51, 81], y existen actualmente varias investigaciones de gran interés incluyendo, entre
otras, un tratamiento lógico de computabilidad en tiempo polinomial a través de lógica
lineal acotada [54], y nuevas propuestas para lenguajes de programación funcionales y lógicos
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[1,5, 31, 66, 67, 71, 81, 82, 86, 149, 150, entre otros]. Uno de los aspectos más prometedores
en el uso de la lógica lineal para aplicaciones informáticas es que es una lógica de acciones
que parece muy conveniente para computación concurrente [50]. Es claro, y Girard hace
hincapié en este punto en sus trabajos, que los viejos cueros de vino de la correspondencia
de Curry-Howard no pueden contener el Ecaujolais nouveau de la lógica lineal. El modo
de pensar de la computación funcional es simplemente inadecuado. La correspondencia de
Girard puede expresarse as,:
Fórmulas e—-> Estados
Pruebas ~—* Transiciones
Los detalles de esta correspondencia para el caso de redes de Petri fueron divulgados por
Asperti [6]. Recientemente, mucho esfuerzo ha sido dedicado por varios investigadores al
estudio de las relaciones entre lógica lineal y concurrencia [3, 7, 21, 22, 23, 41, 44, 45, 65, 131,
entre otros]; en este trabajo recopilamos los resultados de nuestra propia investigación en este
área, y los relacionamos con los resultados en varios de los artículos mencionados.
Por otra parte, Meseguer y Montanari [116, 117] han descubierto un interesante isomor-
fismo entre sistemas concurrentes y categorías que puede resumirse:
Estados *—* Objetos
Transiciones ÷— Morfismos
Aunque esta correspondencia fue desarrollada para el caso de redes de Petri en [117],el
reciente trabajo [113] hace hincapié en su gran generalidad al explicar cómo varias clases de
sistemas concurrentes pueden verse como categorías con estructura algebraica.
En este trabajo vamos a componer los dos últimos isomorfismos para obtener:
Fórmulas .— — Objetos
Estados
Pruebas — — Morfismos
Transiciones
De este modo conseguimos una correspondencia triangular potencialmente muy fructífera
entre teorías de lógica lineal, sistemas concurrentes y categorías, que da lugar a importantes
métodos de transferencia entre los tres campos de lógica, concurrencia y teoría de categorias.
En particular, esta correspondencia parece prometedora de cara a obtener información de-
tallada sobre el significado de la correspondencia de Lambek-Lawvere para la lógica lineal
en términos de sistemas concurrentes. Que una correspondencia de Lambek-Lawvere existe
para lógica lineal había sido ya hecho notar en los artículos de Seely [143], quien explica la
relación entre lógica lineal y las categorías *-autónomas de Barr [9], de de Paiva [127], quien
considera un marco categórico ligeramente diferente, y de Lafont [82], quien estudia el frag-
rnento intuicionista. Sin embargo, ninguno de estos trabajos presentaba ninguna conexión
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con el área de sistemas concurrentes. Con respecto a la semántica categórica de la lógica
lineal, en este trabajo presentamos una axiomatización de los modelos mucho más simple de
lo que era antes posible usando categorías *-autónomas en [143, 103].
1.1 Computaciones, morfismos y pruebas
La esencia de la correspondencia triangular descrita arriba puede resumirse como sigue. Que-
remos interpretar una computación concurrente posiblemente compleja en una red de Petri
N, por ejemplo una computación
a:A—E
mediante la cual la red pasa del estado A al estado E, como una deducción lógica. Por
supuesto, la computación a es en general una combinación bastante compleja de computa-
ciones paralelas y secuenciales cuyos constituyentes últimos son algunas de las transiciones
básicas
de la red de Petri N.
Ahora bien, un estado de N es un rnulticonjunto, típicamente representado mediante la
aparición de varias “marcas” en algunos de los “lugares” de la red. Usando un operador
binario ® para denotar la unión de multiconjuntos, un estado típico puede por ejemplo ser
a ® a ® b ® b 0 b indicando que hay dos marcas en el lugar a y tres en el lugar b. La idea
clave es interpretar tal estado como una proposición que establece que ciertos recursos están
disponibles, o sea que tenemos a y a y b, etc. Sin embargo, tal y como ocurre con otros
recursos como dinero por ejemplo, a y a es diferente de a, y esto es esencial para que el
comportamiento de la red de Petri sea el adecuado, el cual requiere la presencia de marcas.
con cierta multiplicidad mínima para que las transiciones puedan ser disparadas. Esta es
precisamente la intuición expresada por la conectiva de conjunción ® en lógica lineal, que es
asociativa y conmutativa pero no idempotente.
Una vez los estados han sido reinterpretados como proposiciones, podemos reinterpretar
la red 1V como una teoría lógica cuyos axiomas básicos son los secuentes
it1: 4 F E¿
correspondientes a las transiciones básicas de la red. Nuestra lógica debe ser una lógica de
acción que nos permita deducir cambios complejos a partir de los cambios básicos permitidos
por los axiomas. Según esta lógica, computación debe coincidir con deducción; en particular,
nuestra anterior computación a puede reinterpretarse como una prueba
a:AFE
usando los axiomas de la teoría 1V. En efecto, esta intuición es completamente correcta, y las
reglas lógicas para la conjunción lineal nos permiten deducir exactamente las computaciones
posibles en la red 1V.
El hecho evidente de que en un sistema las transiciones son transitivas sugiere que las
computaciones en una red de Petri se pueden componer secuencialmente, es decir, una com-
putación a de A en E y otra fi de E en C dan lugar a una composición secuencial a;fi de A
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en O. La naturaleza concurrente de las redes de Petri nos permite realizar no sólo composi-
ciones secuencíales sino también composiciones paralelas de computaciones. Así, al ejecutar
en paralelo las computaciones a : A — E y a’ : A’ — E’ se obtiene una computación paralela
a ® a’ : A ® A’ —* E ® B’. Esto sugiere que el “espacio” de las computaciones en una red
de Petri 1V es una categoría T[N] con un producto binario 0, y dada nuestra interpretación
lógica de las computaciones, esto sugiere asimismo que el “espacio” de pruebas de la teoría
lógica 1V es también una categoría con esa misma estructura. En resumen, identificamos tres
cosas: una computación a : A —i. E, una prueba ev : A l- E y un morfismo a : A — E.
1.2 ¿Qué es una prueba?
Esta es una cuestión candente para investigadores en el campo de teoría de pruebas, y Girard
señala que su estudio de normalización y equivalencia de pruebas en lógica lineal tiene como
objetivo llegar al estudio de una “geometría de la interacción” [51] que liberará la teoría de
pruebas de todas las distinciones sintácticas artificiales y arbitrarias creadas por la sintaxis
ordinaria. Uno de los frutos de la correspondencia triangular entre lógica lineal, sistemas
concurrentes y categorías es la sugerencia1 de que la teoría categórica de coherencia [98, 100]
constituye el marco matemático adecuado para el estudio de esta cuestión2 y, dada nuestra
correspondencia, que la teoría de coherencia es asimismo el escenario adecuado para responder
a la cuestión estrechamente relacionada
¿ Qué es un proceso concurrente?
que, para redes de Petri, ha sido estudiada usando técnicas de coherencia en el trabajo de
Degano, Meseguer y Montanari [36]. El trabajo de Gehlot y Gunter [44, 45] sobre la relación
entre lógica lineal y redes de Petri también trata de responder estas mismas cuestiones, si
bien desde el punto de vista de la teoría de pruebas en vez del enfoque categórico seguido
por nosotros. Resumimos estas investigaciones en la Sección 2.5.
1.3 Objetos dualizantes
El adjetivo “lineal” en “lógica lineal” está muy bien elegido. La lógica lineal tiene mucho más
en comun con el álgebra lineal de lo que un conocimiento superficial de su modelo más cono-
cido, los espacios coherentes [49], podría sugerir. En este trabajo presentamos un detallado
estudio axiomático de las propiedades categóricas que hacen el álgebra lineal y la lógica lineal
no sólo vagamente semejantes, sino de hecho una misma cosa al ser adecuadamente general-
izadas. Más precisamente, presentamos la base de una semántica categórica general para la
lógica lineal clásica (es decir, incluyendo la negación) siguiendo las ideas propuestas por Seely
[143] y después desarrolladas en nuestro propio trabajo [103], pero con una axiomatízacion
mucho más simple y clara que la permitida por las categorías *-autónomas [9].
‘Esta sugerencia no es original nuestra; pertenece a toda una tradición categórica desde que la correspon-
dencia de Lambek-Lawvere fuera descubierta. El artículo [101] de Mac Lane es un excelente exponente de
esta tradición.
2Recientemente ha llegado a nuestras manos la nota [121] donde Mints también insiste en el interés que la
coherencia tiene para la semántica de la lógica lineal.
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Al tratar de dar una relación precisa de las ideas de Seely como componente de la corres-
pondencia triangular entre lógica lineal, teoría de categorías y sistemas concurrentes, nos
dimos cuenta de que a la definición original de Barr del concepto de categoría *-autónoma
había que añadirle un requisito para hacerla más natural. Concretamente, queríamos que la
conectiva3 ~?,dual de la conjunción lineal ®, se interpretara como una estructura monoidal
simétrica sobre la categoría de base, siendo todos los isomorfismos naturales inducidos canóni-
camente por dualidad a partir de los de la estructura monoidal simétrica de 0. En corre-
spondencia subsiguiente, Ross Street [145]nos sugirió que un tratamiento más simple de la
dualidad debería ser posible centrando la atención directamente en la transformación natural
5A,B,D (A-oB) —. ((E-.-oD)-o(A-oD))
que existe en toda categoría con funtor de hom interno .—o, y que puede ser expresada en
la notación del lambda cálculo mediante el término
Af.Ag.(f; g),
donde f;g denota la compósición de f : A — E seguido de g : E --> D. Él atribuía a
André Joyal la intuición de que requerir que tal transformación natural fuera un isomorfismo
debería bastar para que D fuera un objeto dualizante. Sin embargo, no pudimos encontrar
en la literatura nada escrito sobre dualidad en estos términos, ni sobre la relación entre tal
definición y la debida a Barr de categoría *-autónoma.
Para motivar un poco más las ideas, el punto esencial que hay que subrayar es la identidad
entre negación y dualización. En lógica lineal clásica la proposición “falsa” 1 actúa como un
objeto dualizante en el sentido de que tenemos
A’ = A-ox
y la igualdad de la doble negación
A”=A.
Similarmente, en el caso de los espacios vectoriales de dimensión finita sobre un cuerpo 1<,
podemos ver 1< como la “proposición falsa” e interpretar el espacio dual
= V-oI<
como la “negación” del espacio vectorial V, donde y—oK denota ahora el espacio de las
formas lineales sobre V, es decir, el espacio de las funciones lineales de V en K. Como es
bien sabido [102, por ejemplo], tenemos entonces un isomorfismo natural
que se puede expresar en la notación del lambda cálculo por el término Ax.Af.f(z), y un
isomorfismo relacionado
5v,w : (V-cW) ~ (W*~oV*)
31a notación que usamos está de acuerdo con la natación para la lógica lineal introducida por Girard;
el 6nico cambio con respecto a su natación es el uso de 1 en vez de 1 para denotar la unidad del producto
tensorial ®. Conviene notar también que estamos usando la misma natación para denotar las conectivas en
la sintaxis de la lógica lineal que para denotar los funtores correspondientes en la semántica categórica.
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que a nivel de matrices es simplemente transposición. Como hemos mencionado arriba, .sv,w
puede expresarse en la notación del lambda cálculo por el término >.f.Ag.(f; g).
Nuestra definición de un objeto dualizante 1 en la Sección 3.1 es muy simple. Basta
requerir que la transformación natural
dAt : A —> ((A-o.L)-oI)
expresable como Az.~\f.f(z) sea un isomorfismo. Una categoría lineal se define entonces como
una categoriacon un objeto dualizante y productos finitos.
1.4 Modelos para lógica lineal
Para muchas de las aplicaciones propuestas, así como para el misfno desarrollo de la lógica
lineal, los modelos son de gran importancia. Aunque varios modelos interesantes como los
espacios coherentes y la semántica de fases han sido conocidos desde el principio [49], el
desarrollo de una teoría general de modelos para lógica lineal es más reciente. En este
contexto, los métodos algebraicos de la teoría de categorías han sido reconocidos como muy
útiles por varios autores, incluyendo Lafont [82], de Paiva [127] y Seely [143].
Uno de los beneficios importantes que la correspondencia de Lambek-Lawvere proporciona
es una nocion muy general y flexible de modelo para una teoría lineal 2’. Nuestro enfoque
usa la noción de objeto dualizante; esto es considerablemente más simple que usar categorías
*-autónomas como en [143, 103]; no obstante, añadiendo un pequeño requisito a una categoría
*-autónoma obtenemos un concepto equivalente a nuestra formulación más simple, como
probamos en el Apéndice B. Un modelo de T interpreta la sintaxis de 2’ en una categoría
lineal £2 de tal forma que los axiomas de 2’ se satisfacen entonces como morfismos en £2.
Como la categoría Cohí de espacios coherentes y funciones lineales [49] es una categoría
lineal, esta semántica categórica general contiene la semántica denotacional de Girard como
un caso particular. Esto es totalmente análogo a la forma en que interpretar pna teoría
del lambda cálculo con tipos en la categoría de dominios de Scott es un caso particular de
su interpretación general en categorías cartesianas cerradas. También como en el caso del
lambda cálculo con tipos, la completitud de la lógica4 se convierte ahora en una propiedad
casi trivial asociada con la categoría lineal libre £[T] generada por la teoría 2’. En este
modelo, que es el modelo inicial de 2’, la teoría de pruebas y la semántica se unifican, del
mismo modo que ocurre en el caso de tipos de datos algebraicos. Por lo tanto, la cuestión de
equivalencia de pruebas se transforma en el estudio de modelos iniciales.
1.5 Especificación de concurrencia mediante lógica lineal
A una red de Petri N se le asocia una categoría monoidal T[N] cuyos objetos son estados, y
cuyos morfismos son transiciones complejas, o procesos, consistentes en composiciones para-
lelas y secuenciales de transiciones atómicas [116]. Por otra parte, una red de Petri 1V puede
verse como una teoría lineal usando sólo la conectiva ®. La categoría lineal libre £[N] gene-
rada por la red N cuando ésta es vista como una teoría lineal contiene esencialmente a T[N]
4Establecida originalmente por Girard en <49] usando la semántica de fases, pero no relacionada con la
semantica en espacios coherentes, donde se satisfacen propiedades suplementarias.
Capítulo 1. Introducción (Parte 1) 27
como una subcategoría y por lo tanto puede verse también como una categoría cuyos objetos
son estados y cuyos morfismos son procesos. Sin embargo, £[N] es mucho más expresiva
que T[N] y debemos pensar en sus estados y procesos como estados y procesos ideales o
gedanken. Por ejemplo, terminar en un estado A&E significa la posibilidad de elegir entre
pasar al estado A o pasar al estado .8 (elección externa), y empezar en un estado A ~ E
significa la posibilidad de empezar o bien en el estado A o bien en el estado E (elección
interna). Podemos usar axiomas de lógica lineal para especificar propiedades de la red 1V.
La satisfacción de tales especificaciones por 1V significa entonces la satisfacción en el modelo
£[N] de sus computaciones ideales que a su vez se reduce a derivar tales especificaciones a
partir de los axiomas de 1V vista como teoría.
1.6 Categorías cancelativas
Un aspecto importante que explotamos en este trabajo es la naturaleza algebraica de los
axiomas que definen los modelos en términos de su estructura algebraica. Esto proporciona
los beneficios usuales de la lógica ecuacional5 tales como modelos libres y clases de modelos
definibles ecuacionalmente. Una de las propuestas que hacemos es la introducción de una
variante de la lógica lineal, que denominamos lógica lineal cancelativa y que corresponde a
imponer las ecuaciones X 0 Y = X2YY e 1 = 1. La lógica lineal es una lógica “consciente
de los recursos” en la cual una proposición p puede verse como un recurso, y su negación p’
como una deuda de tal recurso. Sin embargo, debido a la distinción entre 0, que acumula
recursos, y X, que acumula deudas, en la lógica lineal normal las deudas no pueden en ge-
neral ser canceladas; la lógica lineal cancelativa hace que esto sea posible. Esta lógica y su
teoría de modelos asociada sugiere una generalización del juego de marcas habitual en redes
de Petri a lo que llamamos un juego financiero, donde un jugador puede progresar tomando
prestado algún recurso, pero es siempre honesto sobre sus finanzas, o sea, una deuda no puede
cancelarse a menos que el recurso correspondiente se haga disponible.
Los beneficios en términos de claridad y simplicidad que la adopción de una axiomati-
zación basada en el concepto de objeto dualizante proporciona para una semántica categórica
de la lógica lineal son considerables, pero los axiomas más simples y los resultados a los que
dan lugar también son útiles en el contexto original de álgebra lineal y espacios vectoriales
topológicos que motivaron la investigación inicial de Barr [9]. En efecto, el clásico ejemplo
del álgebra lineal exhibe un tipo de dualidad con propiedades adicionales que es capturado
en lo que denominamos categorías cancelativas en este trabajo6. Las propiedades más fuertes
satisfechas por las categorías cancelativas, en las que tenemos un isomorfismo A ® E ~
son comunes a la dualidad del álgebra lineal y a la interpretación de la negación en redes de
Petri mediante los juegos financieros.
Otra clase de modelos importanté, también definible ecuacionalmente, es aquélla en la
que las categorías usadas para los modelos son conjuntos parcialmente ordenados. Llamamos
Específicamente, la lógica ecuacional subyacente es la de teorías esencialmente algebraicas [42]o esquemas
(sketches) [13]. No obstante, familiaridad con esta versión de lógica ecuacional no es necesaria para poder
seguir las ideas en este trabajo.
6Robert Seely nos ha señalado que una axiomatización de estas categorías como categorías *-autónomas
ya apareció en [9], donde se llamaban compactas.
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a un modelo de esta clase un álgebra de Girard. Tales álgebras son para la lógica lineal lo que
las álgebras de Boole son para la lógica clásica. La investigación sobre modelos en cuantales
[2, 152], que generalizan la semántica de fases de Girard [49], está contenida en este área.
1.7 Este trabajo
Este trabajo está basado en nuestro artículo [104], que hemos extendido mucho en varias
direcciones. En primer lugar, para hacer la presentación de la semántica categórica de la
lógica lineal más autosuficiente, hemos añadido los resultados divulgados en el informe [106],
que dan una comparación detallada entre los conceptos de categoría con un objeto dualizante
y categoría *-autónoma [9].
En segundo lugar, el marco categórico básico en el cual se desarrolla la semántica de la
lógica lineal es el de categorías monoidales simétricas cerradas7. Durante el desarrollo de la
investigación que aquí recopilamos nos hemos encontrado con la dificultad de no disponer
de una buena referencia básica, conveniente para investigadores en informática, sobre los
conceptos generales y propiedades de las categorías monoidales simétricas cerradas, aunque
el punto obligado de consulta continúa siendo la monografía original de Eilenberg y Kelly
[40]. Por lo tanto, hemos decidido incluir una exposición completamente autónoma sobre
categorías monoidales simétricas cerradas en el Apéndice A. Creemos que el inconveniente
de una exposición un poco más extensa se compensa con el beneficio de divulgar las técnicas
de categorías cerradas y hacerlas más asequibles a los investigadores en informática.
En tercer lugar, hemos incluido comparaciones conel trabajo que varios autores han hecho
en este campo en el tiempo transcurrido desde que escribimos la primera versión de [103].
Este trabajo es en algunos aspectos bastante independiente y se supone que el lector
no tiene muchos conocimientos en los campos que cubre: redes de Petri, lógica lineal y su
semántica categórica. No obstante, algo de familiaridad en ellas puede ser útil. En par-
ticular, se parte de la suposición de que el lector tiene conocimientos básicos de teoría de
categorías, incluyendo las nociones de funtor, transformación natural, equivalencia, adjunción
y (co)límites. El libro de Mac Lane [99] es una referencia básica para este tema, y recen-
temente han sido publicados varios libros sobre teoría de categorías dirigidos a lectores con
una formación informática. Como ya hemos mencionado, el Apéndice A contiene una ex-
posición elemental sobre categorías monoidales simétricas cerradas. Para redes de Petri, el
libro de Reisig [134]es una buena referencia, así como otros trabajos de carácter introductorio
disponibles entre la enorme cantidad de literatura sobre este tema. Por último, la cantidad
de artículos sobre lógica lineal está creciendo muy rápidamente a pesar de su introducción
bastante reciente; dos interesantes introducciones de carácter informal son [53] por Girard
y [139] por Scedrov. Las notas [148] por Troelstra constituyen una introducción al tema
cubriendo tanto aspectos de teoría de pruebas como aspectos de teoría de modelos.
‘Para la lógica lineal no conmutativa debería adoptarse el contexto más general de categorías monoidales
no simétricas cerradas en eí estilo de Larubek [92]; en este trabajo nos concentramos en el caso simétrico.
También es posible dar la noción de objeto dualizante en eí caso general de categorías cerradas [40], sin un
producto tensorial; desde ci punto de vista de la teoría de pruebas, esto podría ser iltil para eí estudio de
fragmentos de lógica lineal que incluyen la conectiva —o pero no ®.
Capítulo 2
De las redes de Petri a la lógica
lineal
En este capítulo introducimos primero las redes de Petri y explicamos cómo dan lugar a
categorías monoidales (el punto de vista de “redes de Petri como monoides” en [116, 117]).
Luego, describimos cómo las redes de Petri pueden también verse como teorías de lógica lineal
usando sólo la conectiva conjuntiva ®. Finalmente, introducimos las otras conectivas de la
lógica lineal de una forma gradual, discutiendo para cada una su semántica categórica y su
interpretación computacional.
2.1 Multiconjuntos y monoides conmutativos libres
Un multiconjunto, también llamado bolsa en la literatura informática, es un “conjunto” en
el cual el número de veces que un demento aparece se toma en consideración, es decir, cada
elemento tiene una multiplicidad asociada. Una forma posible de presentar un multiconjunto
sobre un conjunto S es por tanto como un función de S en IN, el conjunto de los numeros
naturales, que da la multiplicidad de cada elemento. También podemos definir la unión y otras
operaciones conjuntistas sobre multiconjuntos. Estamos interesados sólo en multiconjuntos
finitos, o sea, multiconjuntos donde la multiplicidad es cero para todos excepto un número
finito de elementos.
Definición 1 Dado un conjunto S, un rnulticonjunto finito sobre 8 es una función A : 8 —. IN
tal que el conjunto {s E 8 ¡ A(s) # es finito.
Sean A, E dos multiconjuntos sobre 8.
La unión de Ay E, denotada A®E, eselmulticonjunto dado por (A®E)(s) = A(s)+B(s)
para todo a E 8. La operación ® es asociativa y conmutativa porque la adición de números
naturales lo es.
Decimos que A está incluido en E y escribimos A C E si A(s) =E(s) para todo .s E 8.
Si A C E, la diferencia E — A se define como el multiconjunto dado por (E — A)(s) =
E(s) — A(s) para todo a E 8.
Si p E IN, la p-ésima potencia de un multiconjunto A, denotada A~, es el multiconjunto
definido por Ap(s) = pA(s) para todo s E 8.
29
30 Parte 1? Lógica Lineal
Si s e 8, su multiconjunto asociado unitario, también denotado s, está dado por s(s) = 1
y .s(s’) = O para todo .s’ e 8 tal que .s’ ~ s. E
Si A es un multiconjunto finito sobre 8, A puede expresarse como unión de potencias
de multiconjuntos unitarios A = ®sES 8A(s> de forma única, no importando el orden de los
factores. Cuando todos los exponentes son cero, obtenemos el multiconjunto vacio, denotado
1.
El conjunto de todos los multiconjuntos finitos sobre 8 se denota S®.
Dada una 1<-familia {Ak}kex de multiconjuntos finitos sobre 8 y un multiconjunto finito
P = ®~ ~k’~’ sobreK, escribimos ®kFKA~~(k> para denotar el multiconjuntoA%®.-.®A~.
Del mismo modo que el conjunto de listas finitas sobre un conjunto 8 junto con la lista
vacía y la concatenación constituye un monoide libre sobre 8, el conjunto de bolsas finitas
sobre 8 junto con el multiconjunto vacío y la operación de unión constituye un monoide
conmutativo libre sobre 8.
Proposición 2 Si 8 es un conjunto, el conjunto S® de multiconjuntos finitos sobre 8, junto
con la unión ® y el elemento 1, constituye un monoide conmutativo libre sobre 8. 0
Nota: En el resto de este trabajo, multiconjunto significará siempre un multiconjunto finito.
2.2 Enfoque clásico de las redes de Petri
En el enfoque usual a la teoría de redes de Petri [134], una red de Petri con lugares y tran-
siciones consiste en un conjunto de lugares y un conjunto disjunto de transiciones, junto con
una relación de causalidad entre ellos. A cada transición se le asocian dos multiconjuntos de
lugares llamados preconjunto y postconjunto. Los estados globales consisten en multiconjun-
tos de lugares llamados marcados. Más formalmente, tenemos la siguiente definición.
Definición 3 Una red de Petri con lugares y transiciones, o brevemente una red de Petri,
es un triple (S,T,F) donde:
1. 5 es un conjunto de lugares,
2. 2’ es un conjunto disjunto de transiciones, y
3. E es un multiconjunto sobre (8 x 2’) + (2’ x S) llamado la relación de dependencia
causal (aquí el símbolo + denota la unión disjunta de conjuntos).
Dada una transición it e T, el preconjunto asociado es el multiconjunto t sobre 8 definido
por it(s) = F(s, it) para todo s E 8. Análogamente, el postconjunto asociado es el multicon-
junto t tal que t(s) = F(t,s) para todos E 8.
Finalmente, un marcado es un multiconjunto sobre 8. E
A partir de esta definición de preconjunto y postconjunto, debería estar claro que la
relación E de dependencia causal por un lado, y los preconjuntos y postconjuntos para todo
e 2’ por otro, se determinan entre sí biunívocamente. Por lo tanto, una red de Petri se
caracteriza por los conjuntos 3,2’ y los multiconjuntos 1,1 para todo it E 2’.
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Figura 2.1: Una red de Petri para comprar pasteles y manzanas.
Dada una red de Petri y un marcado M, el número de marcas almacenado en un lugar
s E S por el marcado M es M(s). El estado global dado por este marcado puede cambiarse
por medio del disparo de una transición it E 2’. Este disparo reduce el número de marcas
en un lugar s en t(s), el número de marcas en s consumido por it, y lo aumenta en it(s),
el número de marcas en s creado por it. Por lo tanto, para que el disparo de it pueda tener
lugar bajo un marcado M, el númer¿ de marcas almacenado en cada lugar s por M debe ser
mayor o igual que el número de marcas consumido por t en .s; en tal caso, decimos que M
dispone el disparo de it.
Ejemplo 4 Consideremos la red de Petri dibujada en la Figura 2.1, que representa una
máquina para comprar pasteles y manzanas. Un pastel cuesta un dólar y un cuarto; una
manzana cuesta tres cuartos, y puede comprarse también usando un dólar, en cuyo caso la
máquina devuelve un cuarto; finalmente, un dólar se puede cambiar en cuatro cuartos. Esta
red de Petri tiene un conjunto de lugares 8 = {$, q, e, 4 y un conjunto de transicionés 2’ =
{ cmp-c, cmp-a, cmp-a’, cambio}, cuyo significado intuitivo acabamos de explicar. Las flechas
que entran y salen de una transición y los números asociados especifican los preconjuntos y
postconjuntos, y por supuesto también la relación de dependencia causal. Tenemos
cmp-c=q®$ cmp-? =c
cmp-a=$ cmp-¿?=a®q
cmp a’ — cmp-a’ = a
•cambio = $ cambi? —
La Figura 2.1 muestra un marcado M = $ ® q2, o sea un marcado que almacena dos
marcas en el lugar q, y una en el lugar $.
El marcado M dispone el disparo de cmp-c, de cmp-a y de cambio porque cmp-c M,
cmp-a C My cambio CM. Sin embargo, el disparo de latransición cmp-a’ noes dispuesto,
porque no hay bastantes marcas en el lugar q. O
El disparo de una sola transición puede considerarse como el paso computacional más
simple en una red de Petri. Más generalmente, como las marcas están distribuidas por varios
lugares, suponiendo que un marcado M tiene suficientes marcas, es perfectamente posible
3
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que unas cuantas transiciones se disparen concurrenternente, o incluso que una transición sea
disparada concurrentemente consigo misma. Por lo tanto, podemos considerar computaciones
consistentes en una sucesión de disparos donde cada disparo involucra un rnulticonjunto de
transiciones.
Definición 5 Dada una red de Petri (8,2’, E), un marcado M y un multiconjunto U sobre
2’, el disparo paralelo o concurrente de U es dispuesto si ®ÉET tU(t) C M. En este caso un
paso M L M’ puede tener lugar, siendo M’ el nuevo marcado o estado global dado por
= (M — ® tu(o) ® ®itU(O
tEl teT
Denotamos por M ~ M’ la existencia de marcados M1,... , M~1 tales que M ~
- . , M~1 4~. M’, es decir, para denotar el disparo secuencial de los multiconjuntos de
transiciones U1,. ..,Uk.
La notación M ~. M’ indica la existencia de un multiconjunto U de transiciones tal que
M ~ M’, y =*= denota la clausura reflexiva y transitiva de la relación ~ entre marcados.
o
Si sólo nos interesa el efecto final de una computación, es decir, el estado global resultante
al final, y no en la estructura concurrente de las computaciones, basta considerar sucesiones
de disparos consistentes cada uno en una única transición (véanse [36] y la Sección 2.5 para
más discusión de este tema). Sin embargo, la anterior definición es más general, expresa
la concurrencia inherente a las redes de Petri y se corresponde muy bien con el enfoque
categórico de la Sección 2.3.
Ejemplo 6 Consideremos de nuevo la red del Ejemplo 4 con el marcado M = $®q
2 represen-
tado en la Figura 2.1. La Figura 2.2 describe el estado M’ — a2 alcanzado tras el disparo de
cmp-a seguido por el disparo de cmp-a’, es decir, tras el disparo secuencial M ~ M’.
Nótese que cmp-a y cmp-a’ no podían ser disparadas concurrentemente, porque $ ® q3 ~
$ ® q2. En cambio, si consideramos el marcado M
1 = $ ® q4, sí que pueden ser disparadasen paralelo pues ahora $ ® q3 G $ ® q4, alcanzando un marcado M’ — a2 ® q2; este disparo
corresponde al paso M
1 ~ M{ Con el marcado M1, las transiciones cmp-c y cmp-a
pueden asimismo dispararse en paralelo, resultando en el paso M1 CW•P~f~rP~4 a ® c. O
Aunque en esta sección hemos presentado las redes de Petri con un enfoque clásico,
ya hemos introducido una notación especial para multiconjuntos que será muy útil en la
presentación más algebraica y categórica dada en la sección siguiente.
2.3 Redes de Petri como categorías monoidales
En esta sección repasamos el enfoque categórico de las redes de Petri desarrollado en [116,
117], y en particular la construcción de la categoría de Petri T[N] asociada a una red 1V.
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Figura 2.2: La misma red de Petri tras los disparos secuenciales de crnp-a y cmp-a’.
Hemos visto cómo una red de Petri viene dada por dos conjuntos disjuntos S,2’ y los
preconjuntos y postconjuntos asociados con cada transición it E 2’. Si pensamos en una
transición t como un morfismo it: t .—~ it y recordamos que el conjunto S® de multiconjuntos
sobre 8 es un monoide conmutativo libre sobre 8, es natural definir una red de Petri como
un grafo cuyo conjunto de nodos es un monoide conmutativo libre. Aunque más simple, esta
definición es equivalente a la Definición 3.
Definición 7 [116, 117] Una red de Petri N = (S®,T,8o,8~) consta de un monoide con-
mutativo libre S® de nodos sobre un conjunto 8 de lugares, un conjunto 2’ de transiciones,
y dos funciones Oa,0~ : 2’ —* que asocian a cada transición it su origen Oo(it) = t y su
destino 8i(t) = it., respectivamente. O
Como es habitual, si para it E 2’, Oo(it) = A y 8i(it) = E, escribimos it : A —* E.
Ejemplo 8 Desde este punto de vista, la red de la Figura 2.1 se representa como un graSo
cuyo conjunto de nodos es {$,q,c,a}® y cuyas transiciones son
cmp-c:$®q--.c cmp-a:$--*a®q
cmp-a’ :q3 —*a cambio:$—*q4.O
Observación 9 Habiendo definido una red de Petri como un grafo con estructura algebraica
adicional, un morfismo entre dos redes de Petri es simplemente un morfismo de grafos que
conserva, esa estructura. Así pues, un rnorfismo de redes de Petri de 1V = (8®,T,Oo,Oí) en
1V’ — (S’® 2”,8¿,8) es un par <f,g> siendo 1 : 2’ —* 2” una función y g : .~. un
homomorfismo de monoides1 y tal que para todo t E 2’, g(0
1(t)) = Ot(f(it)) (1 = 0,1).
Esto define una categoría Petri que tiene productos y coproductos (véase [117]). 0
Cuando consideramos la computación consistente en el disparo paralelo de cmp-a y crnp-a’
encontramos el multiconjunto U = cmp-a 0 cmp-a’. ¿Podemos extender el punto de vista de
una red de Petri como un grafo para incluir estas computaciones? ¿Cuál es entonces el origen
3
q
‘Es decir, g(I) = ¡y para todo A, BE S®, g(A ® B) = g(A) ® g(B).
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y el destino de it oit’? Si el origen de t es t y su destino es r, que podemos interpretar como
el número global de marcas producidas y consumidas por it, respectivamente, es natural ver
it Oit’ como una flecha t O t’ —> t• O it’.
Ejemplo 10 En los Ejemplos 4 y 8, tenemos cmp-cz O cmp-a’ : $ O q3 —~ a2 0 q, y también
cmp-a O cmp-c: $2 O q —~ a 0 q Oc. O
De este modo podemos generar nuevas flechas como multiconjuntos sobre el conjunto
original de flechas 2’, de tal forma que si U : A —* B, y : A’ —* E’ son flechas con U, V E
T®, entonces U ® V es también una flecha U O V : A O A’ —* E O E’. En particular,
introducimos una flecha 1 : 1 —+ 1. Nótese que 8o y Oi se extienden entonces de forma
única a homomorfismos de monoides 00,01 : —* y la red de Petri extendida así puede
verse como un grafo en la categoría de monoides conmutativos, o equivalentemente, como
una estructura de monoide conmutativo sobre un grafo, tal que sus monoides de nodos y
morfismos son libres.
Avanzando un poco más, podemos considerar también transiciones inactivas, represen-
tadas como flechas identidad. Por ejemplo, la identidad id
0®b : a O b —* a O b se interpreta
como la inactividad de una marca en el lugar a y una marca en el lugar it
Estas operaciones nos permiten interpretar algebraicamente la relación M =~. M’ entre
marcados definida en la Sección 2.2. Si U es un multiconjunto de transiciones, su origen es
00(U) = ®tET itU(t) y su destino es 81(U) = ®teTt U. Entonces M 4~. M’ si y sólo si
80(U) C M y M’ = M — 8o(U) O 81(U). Si A = M — 0o(U), entonces M = 80(U) O A
y M’ = 01(U) O A, es decir, escribiendo idA : A —* A para la correspondiente identidad o
transición inactiva, tenemos M Á~- M’ si y sólo si U O idA: M —* M’.
Además, deseamos disponer de una noción de composición secuencial de computaciones
2
denotada por ~;~3 Específicamente, si a: A — E y fi: E -~ C son computaciones, entonces
a; fi : A —. C es asimismo una computación. Obsérvese que el destino de a y el origen de fi
deben coincidir. Es natural suponer que esta composición secuencial es asociativa. Por otra
parte, dada una computación a : A —* E, es también natural ver las transiciones inactivas
jdA y idB como sus identidades a izquierda y derecha, respectivamente.
Entonces podemos imponer una ecuación que convierte a O en una operación funtorial4:
dadas a : A —* E, a’ : A’ —. E’, fi : E .-. C, fi’ : E’ —~ C’, tenemos
(a; /3)0 (a’; fi’) = (a 0 a’); (/30 fi’).
El significado intuitivo de esta ecuación es que la composición concurrente o paralela de dos
computaciones independientes dadas tiene el mismo efecto que la computación secuencial
cuyas componentes son las composiciones paralelas dedos pasos de las computaciones dadas.
2flonde por una computación entendemos intuitivamente una combinación posiblemente compleja de com-
posiciones paralelas y secuenciales de transiciones básicas.
‘Nótese que usamos siempre notación diagramática para denotar la composición de morfismos; así pues,
1; g A —* C denota la composición de 1 A —* fi seguido de g B — C
4Sin embargo, cuando la estruclura interna de la computación se toma en consideración, imponer tal
funtorialidad puede suponer demasiadas identificaciones en algunas situaciones. Véase la Sección 2.5 para una
discusión de diferentes axiomatizaciones alternativas.
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La estructura resultante al combinar las dos operaciones anteriores de composición para-
lela (O) y secuencial (;) de computaciones es una categoría con una estructura de monoide
conmutativo, que llamamos una categoría de Petri.
Definición 11 [116, 117] Una categoría de Petri es una categoría C = (S®,R,Oo,81,;,id)
tal que
• el conjunto de objetos SG es un monoide conmutativo libre sobre el conjunto 8,
• el conjunto de morfismos R tiene una estructura de monoide conmutativo (1?, 0, idi)
que no es necesariamente libre,
• las funciones de origen y destino 0~, 0~ : 1? —. SG son homomorfismos de monoides,
• la estructura de inonoide sobre los morfismos es compatible con la estructura categórica
en el sentido de que O conserva la composición y las identidades: si a : A —* E,
a’ : A’ —* E’, fi : E — C, fi’:.8’ —* C’, tenemos
(a;/3)O(a’;fi’) = (aOa’);(fiO fi’)
idÁ®B = idA O ida.
Dadas dos categorías de Petri C y C’, un morfismo de categorías de Petri es un funtor
que es un homomorfismo de monoides al restringirlo tanto a objetos como a morfismos. Esto
determina una categoría CatPetri. O
Es muy importante observar que en esta definición usamos el mismo símbolo O para
denotar dos estructuras de monoide diferentes: sobre los objetos y sobre los morfismos. Esto
no debería confundir en absoluto y de hecho lo que -® - denota es un funtor de C x C en e;
en efecto, éste es precisamente el significado de las dos ecuaciones. Además, por definición,
este funtor satisface ecuaciones de asociatividad, conmutatividad e identidad. Por lo tanto,
una categoría de Petri es justamente una categoría estricta monoidal estrictamente simétrica
en la cual el monoide de objetos es libre (véase la Definición 68 en el Apéndice A).
Nótese también que el elemento neutro para (R, 0) es idj. La razón para esto es que, si
1’ denota tal elemento neutro, de las otras ecuaciones se deduce que 1’ = idj.
Tenemos un obvio funtor de olvido U : CatPetri —y ~frj que olvida la estructura
categórica y la estructura de monoide sobre los morfismos. Este funtor tiene un adjunto
a izquierda T[..] : Petri —* CatPetri que pasamos a describir con detalle.
Dada una red de Petri 1V = (Oo, 01: 2’ —~ SG), la categoría de Petri T[N] se define por
medio de las siguientes reglas de generación:
AES® it:A—*EenN
idÁ:A—.AenTIN] it:A—4EenT[N]
a:A-.E,/3:E-*Cen’T[N
]
a;fi:A—*CenT[N]
(O) a:A—.13,/3:C--*DenT[N
a 0/3 : A O C —* E O D en T[N]
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junto con las siguientes reglas ecuacionales:
a:A—*E,/3:E--~C,y:C—*DenT[N
]
a;(/3yy)= (a;/3);y
a:A—BenT[N] a:A—*EenT[N
idA; a = a a; ids = a
a : A —* E, /3 : E —* O, a’ :A’ — E’, fi’ : E’ —~ <117’ en T[N
(a; /3)0 (a’ fi’) — (a o a’); (/30/3’)
A,E E SG
idA O idB = idA®B
a :A —* E, a’ :A’ —* fl~, ~ : A” .—. E” en T[N
a O (a’ o a”) = (a O a’) O a”
a:A-+E,a’:A’---*B’enl[1V] a:A-.EenT[1V
aOa’ = a’Oa aOidi = a
Los objetos de T[1V] son los nodos de N, es decir, los elementos del monoide conmutativo
y los morfismos de T[N] se obtienen a partir de las transiciones 2’ de 1V añadiendo para
cada objeto A un morfismo identidad idA y cerrando libremente con respecto alas operaciones
de composición paralela - O - y de composición secuencial ___ y después imponi~ndo las
ecuaciones anteriores (asociatividad e identidades para ambas operaciones, funtorialidad y
conmutatividad para - O .3. Las propiedades de las funciones de origen y destino están
implícitas en la notación que hemos usado para presentar las reglas. Denotamos por [a]
A —. E la clase de equivalencia de una expresión de morfismo a : A —* E con respecto a la
relación de equivalencia generada por las anteriores reglas ecuacionales.
Teorema 12 [117] El funtot de olvido U: CatPetri —. Petri que ve una categoría de Petri
como una red de Petri tiene un adjunto a izquierda 7[4 : Petri —~ CatPetri, es decir, la
anterior construcción de Y[1V] define la categoria de Petri libre generada por una red de Petri
1V. 0
Como ya hemos discutido, el significado intuitivo de la operación monoidal 0 - es com-
posición paralela, y naturalmente el significado de la operación categórica~; - es composicion
secuencial. Como los morfismos generadores son las transiciones de 1V, al cerrar con respecto
a estas operaciones obtenemos la noción general de computación en una red.
Teorema 13 Dada una red de Petri 1V = (Oo,O1 : 2’ —* S®), marcados M y M’ en 1V, y
multiconjuntos U, U1,..., U,, sobre 2’,
1. M 4~. M’ si y sólo si existe A E 5® tal que [U O idA] : Al —* M’ es un morfismo en
‘T[1V].
2. M ~ M’ si y sólo si existen A1,..., A,, E 5® tales que ((L’~ OidÁ1); . . . ; (UkOidAk)]
M —. M’ es un morfismo en T[N].
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3. M ~.“ M’ si y sólo si existe un morfismo M —* M’ en T[1V].
Demostración: Tras la anterior discusión, la única parte que hay que probar es 3Q~=). En
efecto, es una consecuencia directa, usando 2(-~=), del Lema 7 en [117], según el cual todo
morfismo M —~ M’ en T[1V] puede escribirse de la forma
[(UlOidÁJ...;(U,,OidÁk)]:M—*M’
para algunos Aí,...,A,,eS®yUi,..,U,,ET®. O
Los morfismos de la categoría T[N] proporcionan una noción abstracta de computación
en una red de Petri. La misma computation puede tener una variedad de descripciones
diferentes más concretas que se hacen iguales por medio de los axiomas ecuacionales de T[N].
Sin embargo, otras axiomatizaciones que permiten distinciones más finas entre computaciones
pueden definirse en el mismo espíritu [36], como se discute en la Sección 2.5.
2.4 Redes de Petri como teorías
La lógica lineal de Girard [49, 50, 51] se presenta explícitamente como una lógica de inter-
acción concurrente en la cual los recursos son limitados y son consumidos en tales interac-
clones. Esta idea es por supuesto muy semejante a la de redes de Petri, donde los recursos
se representan mediante marcas que son consumidas por las transiciones. Al nivel de teoría
de pruebas, la limitación de recursos se expresa mediante la prohibición de las reglas estruc-
turales de debilitamiento (weakening o thinning)
Al-E
kC FE
(que permite obtener nuevos recursos de forma ilimitada) y de contracción
4A 1-E
Al-E
(que elimina de forma arbitraria recursos duplicados). Así, la conjunción O de Girard no es
idempotente, es decir, no satisface A O A = A. En efecto, si pensamos en un multiconjunto
sobre 8 como una “proposición consciente de los recursos,” la conjunción de Girard corres-
ponde exactamente a la operación de unión A O E de dos multiconjuntos, y las reglas lógicas
para la conjunción van a reflejar las propiedades de la composición concurrente de computa-
ciones en redes de Petri. Esta correspondencia de la conjunción de Cirard con computación
concurrente en redes de Petri fue descubierta primero por Asperti [6], quien demostró que
una red de Petri puede verse como una teoría de forma que, identificando proposiciones con
marcados, existe una correspondencia exacta entre secuentes derivables A l- E y la relación
A ==A E de la Definición 5. Gunter y Gehlot también han desarrollado esta idea en su
artículo [65] y nosotros desarrollamos las conexiones con la semántica categórica en [104].
Una de las cuestiones fundamentales en teoría de pruebas es: “¿Cuándo son dos pruebas
iguales?”. Para lógica intuicionista, el trabajo de Prawitz [132] ha hecho contribuciones de
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gran importancia a este problema. Para Girard, ésta es también una cuestión clave en el
contexto de lógica lineal. Girard habla de una “geometría de la interacción” [51] para salvar
distinciones sintácticas innecesarias y llegar a la noción correcta de prueba. En el contexto
limitado del fragmento de lógica lineal que usa solamente la conectiva de conjunción O, el
enfoque categórico de redes de Petri esbozado en la Sección 2.3 proporciona un marco alge-
braico en el cual se puede discutir de forma natural la cuestión de equivalencia entre pruebas.
Esto clarifica más la relación entre redes de Petri y lógica lineal tratada por Asperti [6] y
por Gunter y Gehlot [65] en términos de la relación de derivabilidad 3—. En efecto, como el
artículo [36]muestra, distintas nociones de equivalencia entre computaciones (y consecuente-
mente entre pruebas) son posibles. Aquí nos limitaremos a discutir la equivalencia generada
por las reglas ecuacionales que definen T[1V], y discutiremos brevemente otras equivalencias
posibles en la Sección 2.5. Tanto el articulo [36] como el elegante y general enfoque de la
coherencia recientemente propuesto por Joyal y Street [76, 77] ponen énfasis en una inter-
pretación geométrica de los modismos que parece muy prometedora de cara al estudio de
nociones adecuadas de equivalencia entre pruebas.
Un ejemplo sencillo puede ayudar a aclarar estas ideas sobre esta “lógica consciente de
los recursos.” Consideremos las dos acciones de comprar una manzana a pagando un dólar
$, y de comprar un pastel c pagando también un dólar $. En lógica lineal, podemos expresar
estas dos acciones como axiomas
cmp-a: $I-a cmp-c: $l-c
y entonces las reglas de la conjunción O nos permiten derivar el secuente
pero no podemos derivar el secuente $ 1— a O c, debido a la ausencia de las reglas de debilita-
miento y contraccion.
La red de Petri describiendo esta situación aparece en la Figura2.3, donde necesitamos dos
marcas en el lugar $ para poder obtener una manzana y un pastel mediante la computación
concurrente
cmp-aOcmp-c: $O$—.aOc.
Naturalmente, las reglas ecuacionales para T[N] hacen que esta computación sea equivalente
a comprar primero la manzana y luego el pastel, o viceversa, es decir, tenemos:
(cmp-a O 14); (ida O cmp-c) = (ids O crnp-c); (crup-a O idc) = crup-a O cmp-c.
Considerando un conjunto 8 de proposiciones constantes, las fórmulas proposicionales
generadas por 8 usando sólo la conectiva de conjunción O, que se supone asociativa y con-
mutativa pero no idempotente, son exactamente los elementos del monoide conmutativo libre
S® de multiconjuntos sobre 8. Entonces formalizamos las anteriores ideas intuitivas como
sigue.
Definición 14 Una teoría tensorial o O-teoría 2’ consiste en un conjunto de constantes 8 y
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$
cmp-a cmp-c
a e
Figura 2.3: Una red de Petri más simple para comprar manzanas y pasteles.
un conjunto Az de secuentes5 de la forma a : A l- E con A, E E 5® llamados los axiomas de
2’.
Dadas 0-teorías 2’ = (8, Ax) y 2” = (S’, Az’) un niorfismo de 0-teorías L : 2’ —* 2”
lleva fórmulas sobre 5 a fórmulas sobre 8’ conservando la operación 0, es decir, es un horno-
morfismo de monoides sobre fórmulas, y lleva un secuente a : A 1— E E Ax a un secuente
L(a) : L(A) 1- L(E) E Az’.
Esto define una categoría ®-Th con 0-teorías como objetos y morfismos de 0-teorías
como morfismos. O
La correspondencia entre redes de Petri y O-teorías, como por ejemplo entre la red de
Petri en la Figura 2-3 y la 0-teoría con constantes $, a, c, y con los dos axiomas crup-a y
crup-e, puede hacerse ahora precisa.
Proposición 15 Si 1V es una red de Petri con conjunto de lugares 8 y conjunto de transi-
clones T, la 0-teoría asociada a 1V está dada por el conjunto de constantes 8 y para cada
it 62’, un axioma it: it 1- r.
Recíprocamente, si 2’ = (8, Az) es una 0-teoría, la correspondiente red de Petri tiene 8
como conjunto de lugares y para cada axioma a : A 1— E E Az una transición a con a = A
y a = E.
Entonces 0-modismos de 0-teorías corresponden exactamente a morfismos de redes de
Petri, y tenemos un isomorfismo entre las categorías Petri y ®-Th. O
Debido a este isomorfismo, usamos también 1V para denotar la 0-teoría asociada a la red
de Petri 1V.
Definición 16 Dada una 0-teoría 2’ = (S,Ax), una expresión de prueba derivable a partir
de 2’ es un secuente a : A 3- E con A, E E 5G y a generado inductivamente a partir de los
axiomas Az y el esquema de axioma
(id) idA : A 3- A
5Nótese que nuestros secuentes llevan asociado un nombre a. Esto es importante para nuestra formalización
posterior de pruebas, y hace que la correspondencia entre pruebas y computaciones en una red de Petri sea
particularmente clara. De ese modo, el hecho de que una red de Petri puede pasar de un estado A a un estado
8 por medio de varias computaciones diferentes se refleja directamente en el hecho de que el secuente lineal
A 1- 8 puede tener diferentes pruebas.
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por las reglas:
a :A 1- E, fi : E 3- C
(corte) a;fi:A 3-O
a : A 3- E, /3 : 0 1- D(O) aO/3:AOCI-EOD
La clausura 2’~ de 2’ es la O-teoría con constantes 8 y con axiomas el conjunto de todas
las expresiones de pruebas derivables a partir de 2’, por lo que hay un morfismo de inclusión
obvio 2’ ‘—* T0en 0-72k 5
Es muy importante observar que, salvo el ligero cambio en notación de a : A —* E a
a : A l- E, las reglas de generación de la categoría 1(2’] asociada a 2’ (al verla como red
de Petri) son exactamente las mismas que las de TO, es decir, empezamos con los axiomas
(transiciones) y las identidades, y generamos todas las expresiones de pruebas mediante
las reglas (corte), correspondiente a la regla (;) en 7[T], y (O), denotada igual en ambos
casos. Por construcción, expresiones de pruebas en TO y expresiones de morfismos en 7(2’]
son sintácticamente idénticas. Como en 7(2’] tales expresiones se identifican mediante las
reglas ecuacionales de su definición, podemos definir una prueba [a] : A 1- E como la clase
de equivalencia de todas las expresiones de prueba a : A 3- E que son identificadas por
esas reglas ecuacionales; de esta forma, pruebas y computaciones en redes de Petri se hacen
formalmente idénticas.
Teorema 17 Dada una red de Petri 1V = (Oo,Oi :2’ —~ SG) y marcados M,M’ en 1V, existe
un morfismo [a] : M —+ M’ en T[N] si y sólo si existe una prueba [a] M 3- M’ a partir de
los axiomas de la 0-teoría 1V. 0
Finalmente, podemos establecer la conexión con la notación más clásica de la Définición 5.
Coralario 18 Dada una red de Petri 1V = (8o,8~ : 2’ —y SG), marcados M y M’ en 1V, y
multiconjuntos U, U
1, - - -, U,, sobre 2’,
U1. M : M’ si y sólo si existe A E S® tal que hay una prueba [U® idA] : M 3- M’ a
partir de los axiomas de la O-teoría 1V.
2. M =tA M’ si y sólo si existen A1,...,A,, E SG tales que tenemos una prueba
[(U1O idA1);...; (U,, O idAk)] : M 1- M’ a partir de los axiomas de la O-teoría 1V.
3. M ==~ M’ si y sólo si existe una prueba [a] : M 3- M’ a partir de los axiomas de la
O-teoría 1V. 0
Este resultado es llamado “Teorema de Corrección y Completitud” por Gunter y Gehlot
en [65, 44]. El lector debe notar que Cunter y Gehlot usan una presentación ligeramente
diferente; sus secuentes son de la forma A1, ... , 4 1- E con varias fórmulas a la izquierda, y
sin un nombre para el secuente. Además, nuestra regla (O) se separa en dos:
1’,A,E3-C el-A Al-E(OL) I’,AOBFC (OR) f,=I-AOE
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Aunque estas diferencias no importan mucho en lo concerniente a secuentes derivables (iden-
tificando la coma en el lado izquierdo de los secuentes con la conectiva O) ni tampoco en
lo concerniente a los resultados anteriores sobre su relación con computaciones en redes de
Petri, si que adquieren importancia al tomar en consideración la estructura de las pruebas.
En las secciones posteriores consideraremos también secuentes de la forma más general
A1,..., A~ 3- E1,..., Dm, pero en esta sección hemos preferido tratar secuentes de la forma
a : A 3- E porque creemos que de este modo la correspondencia entre pruebas, computaciones
y morfismos en la categoría T[1V] se hace más clara y fácil de entender.
2.5 Otras categorías (monoidales) para redes
En la Sección 2.3 hemos asociado a una red de Petri 1V = (8v, 0~ : 2’ .—* SG) una categoría de
Petri T[1V], los morfismos de la cual se interpretan como computaciones en 1V, obtenidas al
cerrar el conjunto de transiciones 2’ y computaciones inactivas con respecto a las operaciones
de composición paralela ..®...y de composición secuencial -; -, y luego imponiendo un conjunto
de ecuaciones. Sin embargo, ya hemos señalado varias veces que este conjunto de ecuaciones
no está unívocamente determinado y que se pueden considerar diversas variaciones. Aquí
repasamos algunas de ellas, siguiendo el trabajo presentado en [36].
Tres importantes descripciones de las computaciones en redes de Petri son las siguientes:
1. Sucesiones de pasos M ~ M’, donde cada U1 es un multiconjunto de transiciones
no vacío, tal y como se definió en la Definición 5.
2. Sucesiones de ocurrencias, el caso particular de sucesiones de pasos M ~>“
donde cada fJ1 consiste en una única transición.
3. Procesos, definidos como morfismos desde redes de ocurrencias
6 en la red de Petri dada.
En la categoría T[N], usando la ecuación de funtorialidad
(a; fi) o (a’; fi’) = (a o a’); (fi O fi’),
todo morfismo a : M —. M’ puede descomponerse como una composición secuencial
(itíOidAl);...;(it,,®idA~):M—* U’
con it
1 E 2’ y A1 E 5® (i = 1,..., k), correspondiente ala sucesión de ocurrencias M ~- M’
[117, Corolario 8].
Ahora vamos a definir otras categorías—relacionadas con T[N] pero diferentes—cuyos
objetos son marcados en 50 y cuyos morfismos corresponden a sucesiones de pasos y proce-
sos. La primera categoría, K[N], representa una noción de computación más concreta que
6Una red de ocurrencias es una red de Petri (S,T, E) tal que: (1) para cada 1 E T, el preconjunto 1 y el
postconjunto 1 son conjuntos (por lo tanto, E es una relación), (11) la clausura reflexiva y transitiva de la
relación E es un orden parcial, y (iii) para cada lugar s ES, los conjuntos fi E T¡ F(i, s)} y {i E T F(s, i)}
contienen como mucho un elemento.
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sucesiones de pasos y procesos. Contiene una subcategoria de simetrías que permiten la
permutación de marcas en un lugar (éstas son útiles para el tratamiento de procesos). Dado
un marcado M — s”’ O . . ~
8
4k E 5®, una simetría p: M —~ M se define como un vector
<a
1,..., a~> tal que a~ es una permutación de n~ elementos (i = 1,..., k). Estas simetrías se
dotan de operaciones de composición paralela y secuencial y forman una categoría estricta
monoidal simétrica (remitimos al lector al artículo [361para los detalles).
Los morfismos en /41V] se generan a partir de transiciones básicas y simetrías (éstas
incluyen las identidades) cerrando con respecto a las operaciones de composición paralela ®
y de composición secuencial -; -. Estos morfismos están sujetos a ecuaciones que expresan las
propiedades de asociatividad e identidad de -; - (es decir, que 141V] es una categoría), y de
-® - (es decir, que los morfismos forman también un monoide); además, hay dos ecuaciones
que involucran simetrías:
1. Las transiciones básicas son simétricas: Para it : t —~ t y simetrías p : t —. it y
q : it —. it, tenemos p;it; q = t.
2. Un “axioma de coherencia” expresando la propiedad de que los factores pueden inter-
cambiarse en una composición paralela, supuesto que simetrías apropiadas se compon-
gan secuencialmente: Si a¿ : —+ 1114 (i = 1,..., k) y ir es una permutación de k
elementos, tenemos
p; (ar(í) O.. - O ar(k>) = (ai O... O a,,); q
donde p y q son simetrías de intercambio definidas en términos de ir (véase de nuevo
[36]para los detalles).
Nótese que la ecuación de funtorialidad para ® se ha omitido, y por lo tanto >41V] no es una
categoría monoidal.
La categoría S[N] se obtiene a partir de /41V] al identificar todas las simetrías, es decir, al
imponer el siguiente axioma adicional: si ji : M —. M es una simetría, entonces ji = idM. Por
el axioma de coherencia, una presentación equivalente de S[N] consiste en omitir del todo
las simetrías (excepto las ideñtidades) y el axioma de coherencia, y postular en cambio la
conmutatividad de O. El siguiente teorema que identifica sucesiones de pasos y ocurrencias
con ciertos modismos en S[N] se demuestra en [36].
Teorema 19 [36] Las siguientes expresiones son canónicas en S[N], es decir, términos dife-
rentes denotan modismos diferentes (salvo asociatividad de ; y conmutatividad de O):
(idA,®ití); ;(idÁ~Otfl) : AiO it1 —*A~®it
Además, están en biyección con las sucesiones de ocurrencias y pasos para 1V, respectivamente.
5
En S[N] hay morfismos adicionales, correspondientes a expresiones donde composiciones
secuenciales y paralelas se mezclan de forma más compleja.
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procesos conmutativos
‘T[N]
conmutatividad funtorialidad
deO deo
procesos sucesiones de
concatenables S[N] ocurrencias y pasos
funtorialidad conmutatividad
deo deo
K[N]
computaciones en redes
Figura 2.4: Un diamante de categorías para una red 1V.
La cuarta categoría, P[N], se obtiene a partir de K[N] imponiendo la ecuación de funto-
ríalidad
(a; /3)0 (a’; fi’) = (a O a’); (/30/3’).
Ésta convierte a P[1V] en una categoría estricta monoidal simétrica, si bien no es la tal
categoría libre generada por la red de Petri N, ya que satisface ecuaciones adicionales. Un
resultado importante en [36] es que los morfismos en P[N] coinciden con un refinamiento de
procesos llamados procesos concatenables. Estos se obtienen a partir de los procesos usuales
al imponer un orden total en aquellos lugares minimales (u “orígenes”) de un proceso que son
instancias del mismo lugar, y un orden similar paralos lugares maximales (o “destinos”); esto
permite, por un lado, la definición de una noción general nueva de composición secuencial de
procesos, y por otra parte, una axiomatización completamente algebraica de procesos.
Finalmente, la categoría T[N] puede obtenerse o bien añadiendo la ecuación de funtoria-
lidad a S[N], o bien añadiendo la identificación de simetrías a P[1V]. En [36] se demuestra
que los morfismos de T[1V] coinciden con los procesos conmutativos definidos por Best y De-
villers [16]; éstos constituyen el menos abstracto modelo de computación que es más abstracto
que sucesiones de ocurrencias y que procesos. Una forma equivalente de decir esto es que el
diagrama en forma de diamante en la Figura 2.4, que resume esta discusión, es una suma
fibrada (pushout) de categorías con estructura algebraica dada por la operación 0.
Pasamos a discutir ahora el trabajo de Gehlot y Gunter sobre “reducción de cortes”
[65, 44] y su relación con las categorías anteriores, establecida en [45, 44].
La lógica lineal posee la propiedad de eliminación del corte, es decir, cualquier secuente
que se puede probar usando el axioma de identidad, la regla de corte y las restantes reglas
lógicas, puede probarse también sin usar la regla de corte [49]. Sin embargo, en presencia de
axiomas extra-lógicos, como por ejemplo los correspondientes a las transiciones de una red
de Petri, la propiedad de eliminación del corte obviamente se pierde. No obstante, es aún
posible “reducir” a un mínimo el uso de la regla de corte en las pruebas. Además, como
hemos visto en la Sección 2.4, la regla de corte corresponde a la composición secuencial de
computaciones; por lo tanto, desde un punto de vista computacional, la eliminación del uso
44 Parte L Lógica Lineal
de la regla de corte corresponde a la eliminación de secuencializaciones innecesarias en una
computación, es decir, a maximizar la concurrencia. Esta es la idea básica desarrollada en
el trabajo de Gunter y Gehlot. Ellos dan una colección de reglas de reducción de la forma
II *~,,. II’ donde II y II’ denotan pruebas del mismo secuente r l- A, que, al aplicarlas a una
prueba de un secuente, producen una prueba del mismo secuente que es intuitivamente más
concurrente. Esta intuición sobre la correspondencia entre reducción del corte y maximización
de la concurrencia se formaliza mediante una semántica de pruebas en términos de conjuntos
parcialmente ordenados, en la que las dependencias secuenciales introducidas por el uso de
la regla de corte se hacen explicitas (véase [44] para los detalles).
El principal resultado sobre la relación de reducción =~,. es que es normailzante: dada
una prueba II de un secuente r 1— A, hay una sucesión de reducciones II =4,. II’ tal que II’ es
normal con respecto a !=~,..
Hemos observado en la Sección 2.4 que hay una estrecha conexión entre las reglas del
fragmento tensorial de lógica lineal y las reglas que generan la categoría T[N], así como otras
categorías K[AT], P[1V] y S[1V] descritas más arriba. El conjunto de ecuaciones impuesto en
cada caso para definir la respectiva categoría induce unaequivalencia entrepruebas que puede
asimismo expresarse directamente mediante ecuaciones entre pruebas de la forma fi =¿ II’,
donde II y II’ denotan pruebas del mismo secuente rl- A y E E {K,P,S,fl. Este último es
el punto de vista considerado en [44, 45]?. La relación de reducción !=~,,. induce una relación
de reducción =~¿ sobre clases de E-equivalencia de pruebas. El siguiente teorema enumera
algunas propiedades importantes que estas relaciones de reducción satisfacen.
Teorema 20 [44]
1. Las equivalencias =,z y =s son correctas con respecto a la semántica de conjuntos
parcialmente ordenados mencionada antes.
2. La relación de reducción =~s es fuertemente normalizante, pero no Church-Rosser.
3. La relación de reducción *p~ es fuertemente normalizante y Church-Rosser.
4. La relación de reducción *~,. respeta =p (y por lo tanto también ir): si 11*<,,. II’,
entonces existe II” tal que II = II” y II’ =p fi”.
5. La relación de reducción *> respeta =p. (Éste es un corolario de la propiedad anterior.)
6. En cada clase de P-equivalencia existe una única clase de K-equivalencia que es normal
con respecto a *> (“único representante de procesos” en la terminología de [45, 44])8.
o
Con esto acabamos nuestra discusión detallada de la conectiva O de la lógica lineal y
de su relación con el punto de vista de “redes de Petri como monoides” desarrollado en
[116, 117, 36]. En las siguientes secciones vamos a ver las restantes conectivas de la lógica
lineal y discutimos su posible interpretación computacional.
7Hablando estrictamente, hay una pequeña diferencia relativa a la distinción entre coma y tensor en el lado
izquierdo de los secuentes.
8Este resultado se afirmaba equivocadamente en [45] para 1 y Sen vez de 7’ y PC, respectivamente.
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2.6 Implicación lineal y estados condicionales
Hasta ahora hemos estudiado el fragmento de lógica lineal consistente en el esquema de
axioma (id) A 3- A, la regla (corte), cuya forma general9 es
1%-A A,I”l-E
r,P’l-E
y sólo la conectiva lógica 0 cuyas reglas se pueden generalizar a
I?AE3-C FHA 1”I—E
(OL) r,Á¿E¡-c (01?) F,r’3-A®E
Hemos visto que las categorías monoidales simétricas proporcionan una semántica muy
general para este fragmento, y que sus pruebas están estrechamente relacionadas con com-
putaciones en redes de Petri. Antes hemos supuesto que la conectiva O era asociativa y
conmutativa pero no hay ningún problema en generalizar este supuesto a una regla
para toda permutación a de n elementos
en cuyo caso algunas identidades se relajan a isomorfismos. De esta forma, en vez de consi-
derar categorías estrictas monoidales estrictamente simétricas, podemos dar una semántica
en términos de categorías monoidales simétricas en general.
Por supuesto, lógica lineal es mucho más rica que este minúsculo fragmento. Una de sus
conectivas más interesantes es la implicación lineal —o, caracterizada por las reglas
FI-A r’,E3-C (oR) I’,A3-E(-eL) P,F’,A—oE 3- C FI- A-cE’
que son enteramente análogas a las reglas para la conectiva de implicación en lógica clásica
e intuicionista.
Desde un punto de vista categórico, la regla (—eR) indica la existencia de un morfismo
fi : 0 —* A—cE para cada morfismo f : O O A —* E. Y, particularizando las premisas
de la regla (—eL) a identidades A 3- A y E 1- E, su conclusión sugiere la existencia de un
morfismo de evaluación 6AB : (A—cE) O A —* E. Estas ideas motivan el marco de las
categorías monoidales simétricas cerradas (véase la Sección A.1 del Apéndice A) como la
semántica adecuada para este fragmento; ésta es una simple generalización del hecho bien
conocido de que las categorías cartesianas cerradas constituyen la semántica adecuada para
lógica intuicionista preposicional.
Ahora, pasando a la tercera parte de nuestra correspondencia triangular, la pregunta
que se plantea es: ¿Cuál es la interpretación computacional de la implicación lineal? En
principio, en teoría de redes de Petri no hay nada que corresponda directamente a esta
conectiva. Por lo tanto, la categoría T[N] (o cualquiera de las posibles variaciones discutidas
en la Sección 2.5) no contiene ningún objeto correspondiente a implicaciones, y naturalmente
no es una categoría cerrada. Para obtener una extensión de T[N] a una categoría con una
estructura cerrada podemos considerar la siguiente situación.
‘En las discusiones que siguen vamos a considerar secuentes sin nombres asociados.
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Tenemos un funtor de olvido obvio CMonCat —* MonCat de la categoría de categorías
monoidales simétricas cerradas en la categoría de categorías monoidales simétricas (estas
categorías se definen en la Sección A.1 del Apéndice A). Por resultados generales sobre
teorías esencialmente algebraicas (véase por ejemplo [13, Teorema 4.4.1]), este funtor tiene
un adjunto a izquierda
M[-] : MonCat —* CMonCat
que lleva una categoría monoidal simétrica C a la categoría monoidal simétrica cerrada libre
M[C] generada por C. Una forma más elemental y explícita de construir esta categoría, sin
tener que recurrir a ningún resultado general, es considerar la construcción dada por las
reglas en el Apéndice C, excepto las reglas de productos finitos y del objeto dualizante, y
sustituir en todas partes V[C] por M[C]. Los objetos de M[C] están generados libremente
por los de C cerrando con respecto a las operaciones ® y —o; y los morfismos de M[C] se
obtienen a partir de los de C y familias de morfismos id, a, a1, e, e, C~,e cerrando libremente
con respecto a las operaciones -; -, - O -, (4~ e imponiendo sobre ellos las ecuaciones que
una categoría necesita satisfacer para ser una categoría monoidal simétrica cerrada (véase
también la explicación en la Sección 3.3).
Usando el funtor M [] podemos considerar la categoría monoidal simétrica cerrada libre
Q[N] = M[T[N]] generada por Y[1V] (y similarmente, la categoría M[P[N]] generada por
P[N]). La categoría C[1V] contiene todos los objetos y morfismos de T[N]—correspondientes
a marcados y computaciones de la red 1V—así como nuevos objetos y morfismos adicionales
proporcionados por la estructura suplementaria. Estos nuevos objetos y morfismos no tienen
equivalentes “reales” como estados o procesos en la red, y por lo tanto, podemos pensar en
ellos como estados y procesos ideales o gedanken que pueden ser útiles para propósitos de
especificación o razonamiento. En [103]propusimos interpretar un estado de la forma A—cE
como un estado condicional con el significado “si los recursos A estuvieran disponibles,
entonces la computación podría seguir al estado E.” Esta idea ha sido continuada por
Asperti, Ferrari y Gorrieri en su artículo [7].
Consideremos de nuevo la red de la Figura 2.1, cuyos axiomas como teoría tensorial
incluyen la siguiente transición (vamos a identificar secuentes derivables, computaciones y
morfismos en Q[N], generalizando los resultados del Teorema 13 y Corolario 18):
cmp-c: qO$l-c,
con el significado intuitivo de que con un dólar y un cuarto se puede comprar un pastel,
y consideremos el marcado q consistente únicamente en un cuarto. Siguiendo la definición
usual de disparo y paso de una computación (Definición 5), no puede suceder nada en este
estado, ya que cada transición necesita recursos que por el momento no están disponibles;
por ejemplo, el disparo de la transición crnp-a’ necesita tres cuartos para ser dispuesto, y el
disparo de la transición cmp-a necesita un cuarto y un dólar. Sin embargo, usando la regla
(—eR), a partir del anterior axioma podemos derivar el secuente
q l- $—oc,
correspondiente a una transición derivada cuyo disparo sí es dispuesto en el estado repre-
sentado por el marcado q. El disparo de esta computación resulta en un estado condicional
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$—oc. Tales estados son llamados inconclusos en [7],siguiendo la idea de que aunque algunos
recursos se han consumido, aún son necesarios otros recursos ($ en este ejemplo particular)
para que la transición básica cmp-c pueda completarse del todo mediante la computación
($—oc) O $ —* c, correspondiente a un morfismo de evaluación c~.
Estos nuevos estados inconclusos, junto con sus computaciones asociadas, permiten la
observación de computaciones a un nivel más bajo de atomicidad, donde cualquier marca
puede ser consumida independientemente de la disponibilidad de otras marcas para completar
una transición básica. Por ejemplo, en la misma situación que antes, la marca en el lugar ej
puede asimismo ser consumida por la transición crnp-a’, dando lugar a un estado inconcluso
q2—oa, con el significado intuitivo de que si yo tuviera dos cuartos más, entonces podría
comprar una manzana.
Como hemos mencionado arriba, cuando los recursos restantes están disponibles, la tran-
sición básica puede completarse; sin embargo, también puede darse ahora una situación de
punto muerto. Consideremos por ejemplo un marcado ej3 en la red de la Figura 2.1; en este
estado, el disparo de la transición básica crnp-a’ está dispuesto, y tal disparo daría lugar al
marcado a. Supongamos en cambio que sólo se usan des cuartos, resultando en el estado
inconcluso ej o (ej—ea); en esta situación, la transición básica cmp-a’ podría aún completarse,
pero supongamos en cambio que el cuarto restante es consumido por la transición crnp-c
dando un estado ($—oc) o (q—ea), en el que ambas transiciones básicas están incompletas, y
además han llegado a un punto muerto ya que no hay más recursos disponibles. Los autores
de [7] dan un interesante ejemplo de punto muerto usando el famoso ejemplo de la cena de
los filósofos [37].
El principal resultado de [7]es un resultado de conservatividad, demostrado mediante un
procedimiento de eliminación de cortes, que podemos enunciar como sigue:
Teorema 21 [7] Si A
1,.. .,A,,,E son fórmulas usando sólo la conectiva 0, y el secuente
A1, ... , A,, 3- E es derivable a partir de una teoría tensorial 2’ usando (corte) y las reglas
para O y —e, entonces este secuente se puede derivar asimismo apartir de 2’ mediante (corte)
y las reglas para O- Además, ambas derivaciones tienen la misma semántica categórica, es
decir, describen el mismo proceso. O
Como consecuencia de este resultado, para una red (Oo, 0~ : 2’ —* SG), la relación de
alcanzabilidad =t0 sobre SG no cambia con la generalización del juego de marcas según las
ideas desarrolladas antes.
2.7 Las conectivas aditivas y elección
Entre las presentaciones usuales del cálculo de secuentes para lógica intuicionista, diferentes
autores usan dos reglas diferentes para la conjunción A, una en la cual el contexto se reparte
entre las dos premisas y otra en la que el contexto es compartido por ambas premisas:
FI-A r’3-B rl-A 14-E
1’,l”3-AAE I’I-AAE
Usando las reglas estructurales de debilitamiento y contracción, es muy fácil demostrar que
estas dos reglas son equivalentes. Sin embargo, una de las características más importantes de
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la lógica lineal es precisamente la ausencia de tales reglas estructurales, y por lo tanto esas
dos reglas no son equivalentes en lógica lineal. Por esta razón, la conjunción A se separa en
dos conectivas diferentes. Ya hemos estudiado la cone¿tiva “multiplicativa” O introducida
por las reglas
I’,A,BI-C FI-A I”F-E
(OL) (01?) r,rI-AOB
La otra conectiva es la conjunción “aditiva” & (pronunciada con) introducida por las reglas
F A1I-C l’I-A 173-E
(&Li) F,A1&A2 3-0 (i = 1,2) (&R) FI- A&E
De la misma forma, la disyunción y se separa en una “aditiva” e (pronunciada más) con
reglas
F,AI—C F,EI-C FI-AL
(eL) F,AeEI-C (SRi) F3-A15A2 (i= 1,2),
y una “multiplicativa” ~?(pronunciada par), cuyas reglas correspondientes son
F,A3-A l7’,B 3-A’ ~2s’R\ FI-A,E,A
Esta es la primera vez que hemos usado secuentes con una lista de fórmulas en el lado derecho,
donde, como la regla (YR) sugiere, la coma se interpreta como la conectiva ~, de la misma
forma que la coma en el lado izquierdo se interpréta como la conectiva O debido a la regla
(OL). Todas las reglas anteriores se generalizan fácilmente a esta clase de presentación; por
ejemplo, la regla (—eL) se convierte en
FI-A,/X F’,EI-A
’
1% 17’, A—oE 3- A’,A
(véase la Sección 3.2).
Las conectivas 2? y e son duales de O y &, respectivamente, en el sentido de que a través
de la negación se relacionan mediante leyes de de Morgan, de forma completamente análoga
a la dualidad entre A y y en lógica clásica; por ejemplo, (A2?E)’ — A-’- O E’.
El lector puede convencerse fácilmente de que la interpretación categórica natural de las
conectivas & y e viene dada por productos y coproductos, respectivamente.
Discutiremos más la negación y 2? en la siguiente sección y su semántica categórica en la
Sección 3.1, y dedicamos el resto de esta sección a mostrar la interpretación computacional
de las conectivas aditivas & y e-
Volvamos de nuevo a la trivial red de Petri de la Figura 2.3, con axiomas
crnp-a: $3-a cmp-c: $I-c.
Intuitivamente, estos axiomas dicen que con un dólar se puede comprar una manzana y que
también con un dólar se puede comprar un pastel. Hemos visto cómo podemos derivar el
secuente
so $ 3- a Oc,
Capítulo 2. De las redes de Petri a la lógica lineal 49
con el significado de que con dos dólares se puede comprar la manzana y el pastel, pero no
el secuente $ 3- a O e, que indica la posibilidad de comprar ambas cosas con un único dólar.
Ahora bien, usando la regla (&R) podemos derivar a partir de los axiomas cmp-a y cmp-c
el secuente
$I-a&c.
Una atractiva interpretación de este secuente es que indica la posibilidad de una elección
entre comprar la manzana o comprar el pastel, pero no ambos. Además, esta elección es
externa en el sentido de que en este ejemplo es el usuario de la máquina vendedora quien
toma la decisión. Por otra parte, la regla (eR) permite la derivación del secuente
$ 1— a e c3.
Este secuente puede interpretarse asimismo como la posibilidad de elegir entre una manzana
y tres pasteles, pero ahora la elección es interna en el sentido de que la máquina “decide”
mientras que el usuario no puede tomar ninguna decisión; en este ejemplo trivial, es fácil ver
que el usuario siempre recibirá la manzana, y nunca los tres pasteles. Estas interpretaciones
intuitivas de estas conectivas de la lógica lineal ya fueron propuestas por Girard en [51], y
también aparecen en [65, 103].
Estas posibilidades de elección no están presentes explícitamente en el habitual juego de
marcas en redes de Petri, si bien aparecen en otros modelos de concurrencia como por ejemplo
ellenguaje CSP [70]. Podríamos seguir aquíel camino tomado en la Sección 2.6, considerando
la categoría con productos y coproductos libre generada por T[N], e identificando sus mor-
fismos con computaciones generalizadas sobre la red 1V que incluyen las posibilidades de
elección discutidas arriba, correspondientes a pruebas en el fragmento de lógica lineal con las
conectivas & y 5. Sin embargo, en vez de dar los detalles de esta construcción libre’0, vamos
a examinar aquí los interesantes resultados obtenidos recientemente por Lincoln, Mitchell,
Scedrov y Shankar en [97], donde el modelo de computación cambia de redes de Petri a una
clase de máquinas con dos contadores, obteniendo una buena relación entre computaciones
en estas máquinas y el fragmento de lógica lineal que incluye las conectivas O y 5. Lo que
sigue es un resumen de las Secciones 3.4—3.6 de [97], con algunos pequeños cambios en la
notación.
Lincoln, Mitchell, Scedrov y Shankar [97] usan máquinas nodeterministicas con A-ramifi-
cación y dos contadores, pero sin test de cero. Estas máquinas sustituyen una transición
explícita de test de cero por transiciones de “bifurcación”; una instrucción de “bifurcación”
(Q~ Bifurcar Q, Q,~) permite que una máquina en estado Q~ continúe la computación desde
ambos estados Qj y Q,,, cada computación con los valores actuales en los contadores.
Una Máquina con A-Ramificación y Dos Contadores sin Test de Cero, abreviado por
ACM, 1V consiste en un conjunto finito Q de estados, un conjunto finito T de transiciones de
la forma descrita a continuación, y un estado final distinguido QF.
Una descripción instantánea, o ID, de una ACM 1V es una lista finita de triples <Q~, A, E>,
donde Q1 E Q, y A y E son números naturales correspondientes a los dos contadores de la
máquina. Una íD corresponde intuitivamente a un estado distribuido de la máquina. Una ID
“‘Animamos al lector interesado a que desarrolle él mismo la construcción de esa categoría libre usando las
técnicas del Apéndice O.
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aceptante es una ID cuyos elementos son todos instancias del triple aceptante <QF, 0,0>. Por
ejemplo, {<QF, 0,0>, <QF, 0,0>, <QF, 0,0>1 es una ID aceptante. Por último, una ACM 1V acepta
una ID s si y sólo si existe alguna computación de s en una ID aceptante. Intuitivamente,
una computación de una ACM es una clase de computación paralela que termina con éxito
sólo cuando todas sus ramas de computación concurrentes terminan con éxito, o sea, cada
A-rama termina en el estado QF con ambos contadores puestos a cero, alcanzando de esta
forma el triple aceptante.
Las transiciones en 2’ pueden tener las siguientes formas:
(Q~ Incrementar A Q~) pasando de
(Q~ Incrementar E Q~) pasando de
(Q~ Decrementar A Q~) pasando de
(Q~ Decrementar E Q~) pasando de
(Q~ Bifurcar Q5,Qk) pasando de
<Q1,A,E>
<Q1,A+ 1,E>
<Q1,A,E+ 1>
a <Q5,A+l,E>
a <Q5,A,E+1>
a
a
a (<Qs, .4, E>, <Qk, A, E>)
donde QI,Q5, y Qk son estados en Q, y Q~ # Gr.
Las instrucciones Decrementar sólo pueden ejecutarse cuando el contador correspon-
diente es diferente de cero, mientras que las otras instrucciones se pueden ejecutar en cualquier
momento.
La {O, e}-teoría asociada a una ACM se define como sigue. Primero, dada una ACM
1V = <Q,T,Qr>, el conjunto de constantes no lógicas es {qi ¡ Ql E Q} U {a,b}; entonces, los
axiomas correspondientes a las transiciones en 2’ son
(Q~ Incrementar A Q) ~*
(Q~ Incrementar E Q) :
:
q, 3- q5 O a
ql 3- q~j Ob
(Ql Decrementar A Qfl F* q~, al- ejj
(Ql Decrementar E QD
(Q~ Bifurcar Qs,Qk) u
ql,b 3- qj
q~ 3- qg 5
El secuente correspondiente a un triple <Q~,n,m> de una ACM se define por
0(<Ql, it, m>) = q~, a”, 6”’ 1— qp.
Con ésto, los autores de [97] prueban el siguiente interesante teorema.
Teorema 22 [97] Una ACM 1V acepta una ID s si y sólo si para todo elemento E en .s, el
secuente 0(E) es derivable a partir de la teoría asociada a N. O
Esta correspondencia entre teorías y máquinas es usada para probar el siguiente impor-
tante resultado de indecidibilidad.
Teorema 23 [97] El problema de derivabilidad para lógica lineal proposicional (intuicionista)
es reciírsivamente indecidible. O
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Otros resultados importantes en [97] son la indecidibilidad de varios fragmentos de lógica
lineal no conmutativa (es decir, la conectiva O no es conmutativa), y la PsPAcE-completitud
del fragmento consistente en las conectivas multiplicativas y aditivas sin axiomas extra-
lógicos.
Terminamos esta sección con el ejemplo siguiente, tomado de [97], que ilustra la corres-
pondencia entre computaciones de una ACM y pruebas en el fragmento {O, ej de la lógica
lineal.
Ejemplo 24 [97] Consideremos la ACM dada por el conjunto de estados {Qí, Q2, Qa, Z~, Qr}
y las transiciones en la primera columna de la tabla siguiente. La segunda columna muestra
la {®, 5}-teoria asociada a esta ACM.
Transiciones Axiomas
Si = (Q~ Incrementar A GO q1 E q~ O a
62 = (Qa flecrementar A QF) qa,a 3- qF
63 = (Q2BifurcarZa,Qa) q2I-z~Sqa
64 = (Za Decrementar A Za) ZB,O 3- Z~
4 = (Za BifurcarQr,QF) z~I-q~$q~
Una posible computación de esta ACM viene dada por la sucesión de transiciones
{<Qí, 0,0>1 ±. {<Q2, 1,0>1 ~.§. {<Za, 1,0>, <Qa, 1,08 -~-~ {<Za, 0,0>, <Q~, 1,0>1 -.4
Esta computación empieza en el estado Qx, incrementa el contador A (6~) y pasa a
Q 2~ Entonces se “bifurca” en dos computaciones separadas (6~), una que comprueba que el
contador E está a cero, y la otra que pasa a Q~. Como el contador E está en efecto puesto
a cero, esa rama de la computación decrementa el contador A a cero (64), y salta al estado
final QF (65). La otra rama de esta computación decrementa A y se mueve del estado Q~ a
Gr (62). Así pues, todas las ramas terminan en Gr con ambos contadores puestos a cero, y
la ID {<Qí,0,0>1 es por lo tanto aceptada por esta ACM.
La derivación del secuente q~ 1- gp correspondiente a la computación de arriba aparece en
las Figuras 2.5 y 2-6. En la primera figura tenemos la subderivación del secuente z~, a I- gp
que debe sustituirse por los puntos : en la segunda figura de cara a obtener la derivación com-
pleta. Para una discusión más detallada de este ejemplo, remitimos al lector a la Sección 3.6
de [97]. 0
2.8 Lógica lineal cancelativa
La lógica lineal incluye entre sus conectivas la negación, denotada (.)I, que es “clásica” en
el sentido de que satisface la ley de la doble negación A” ~ A. Además, hay una constante
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íd íd
qF3-qF qFI-qr~~
ZB 3-q~5q»5 qr®qrl-qr’ corte
64
ZB,UI-ZB z~3-qp
ZB,a F- qp
Figura 2.5: Un fragmento de la derivación.
• íd
- q
3,a 3- q»’ qF r
ZB,a
3-qF q~,aI-q~ eL
q2 I-z~E3q~ z~5qa,al-q~ orte
q
2,aI- gp
qlI-q2®a q~®a3-qF corte
q~ 3- gp
Figura 2.6: Una derivación correspondiente a una computación.
de “falsedad” 1 tal que la negación (<Y’- es equivalente a .,—oi. Las reglas para la negación
incluyen los axiomas A 3- A”, A” 3- A y la regla
17,A 3- E,A
r,E’ 1- A’,A
Usando axiomas que aquí omitimos pero aparecen en la Sección 3.2, es fácil ver que esta regla
es equivalente al par de reglas
r,AI-A FF-E,A
rF-A’,A 17,E’I-=
Nuestra presentación aquí es algo diferente de la de [49] y otros artículos sobre lógica lineal,
donde la negación está integrada en la sintaxis de las fórmulas y se consideran secuentes
unilaterales de la forma 3- A. Como en el artículo de Seely [143], preferimos usar secuentes
normales de la forma F 3- A porque se adaptan mejor a un tratamiento categórico del tema.
La semántica categórica de la negación en lógica lineal se caracteriza por la noción de
categoría con un objeto dualizante, que estudiamos detalladamente en el Capítulo 3. Esencial-
mente, una categoría con un objeto dualizante es una categoría monoidal simétrica cerrada
C junto con un objeto especial 1 tal que para todo objeto A en C existe un isomorfismo
canonico A (A—oI)--oI, correspondiente a la ley de doble negación. En tal categoría la
conectiva 2? es interpretada por el funtor A2?R — (A’OE’)’, donde (.~)±denota.—oi (véase
la Proposición 31); el objeto dualizante 1 es entonces la unidad de 2? de la misma forma que
1 es la unidad de O. Una categoría lineal se define como una categoría con un objeto duali-
zante y productos (coproductos existen entonces automáticamente; véase la Proposición 32)
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Figura 2.7: Otra red de Petri para comprar manzanas y pasteles.
y proporciona el marco categórico adecuado para la semántica de la lógica lineal tal y como
veremos en la Sección 3.2. Este es un refinamiento de la definición original de categoría lineal
dada por Seely [143].
Tenemos un funtor de olvido y LinCat —* MonCat de la categoría de categorías lineales
en la categoría de categorías monoidales simétricas, que tiene un adjunto a izquierda
74..] : MonCat —. LinCat
llevando una categoría monoidal simétrica O a la categoría lineal libre V[C] generada por O
(Teorema 50). La construcción de esta categoría está dada por las reglas en el Apéndice C y
se explica en la Sección 3.3.
Dada una red de Petri N, extendiendo las ideas en la Sección 2.6, consideramos la cate-
goría lineal libre £[N] = V[T[1V]] generada por T[N], y observamos sus objetos y morfismos
como estados y procesos ideales o gedanken, respectivamente, que no tienen un equivalente
“real” en el habitual juego de marcas en 1V, pero pueden utilizarse para expresar otras
propiedades de una red. En la Sección 2.6 hemos visto la interpretación de A-eE como es-
tados inconclusos, y en la Sección 2.7 hemos interpretado las conectivas aditivas & y 5 como
elección externa e interna, respectivamente. En [103]propusimos interpretar la negación lin-
eal (..)±como una deuda de marcas o recursos, y 2? como acumulación de deudas, de la misma
forma que ® se interpreta como acumulación de recursos. Sin embargo, la interacción entre
recursos y deudas se complica, así como este significado intuitivo de ® o 2? cuando ambos se
mezclan.
Examinemos un ejemplo. La red de Petri en la Figura 2.7 representa otra máquina para
comprar pasteles y manzanas; un pastel cuesta un dólar y una manzana tres cuartos. Debido
a un diseño desafortunado, la máquina sólo acepta dólares, y devuelve un cuarto cuando el
usuario compra una manzana; para aliviar en parte este problema, la máquina cambia cuatro
cuartos en un dólar.
La O-teoría asociada a esta red consta de los siguientes axiomas
cmp-c:$I-c cmp-a:$F-a®q carnbio:q4I-$.
Consideremos un usuario que quiere comprar una manzana pero sólo tiene tres cuartos.
Como la categoría £[N] representa todas las computaciones de la máquina junto con las
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más generales computaciones “ideales,” el usuario puede realizar un Cedankenexperiment en
141V] para ver cómo podría conseguir una manzana con sus tres cuartos. Usando la idea de
las deudas, podría tomar prestado un cuarto, creando simultáneamente la correspondiente
deuda; esto queda reflejado en £[1Vj en la existencia de un morfismo 1 —~ q2?ej’. Entonces
podría cambiar los cuatro cuartos en un dólar, comprar una manzana, y cancelar la deuda
con el cuarto devuelto; este último paso queda reflejado en el morfismo ej O ej1 —~ 1, dual
del anterior. Si intentamos hacer esto en £[N], podemos tratar de reaiizar la siguiente
composicion:
3 3q —~ ej 01 —~ q30(q2?q’) —y (q3®q)2?q’ —~ $2?q’ —*
9
—. (aOq)2?q~ -Z* a2?(qoq’) —~ a2?.L —4 a
Todo funciona bien, excepto el morfismo señalado con ? porque simplemente no existe en
141V]. Obsérvese que este problema está relacionado con la reorganización de los recursos y
las deudas; aparte de eso, la deuda se mantiene hasta que uno consigue los recursos necesarios
para cancelarla. Otro problema relacionado es la asimetría entre 1 —y q2?q’ y ej o ej1 —~ 1;
en el primero la ausencia de recursos y deudas se indica con 1, y la composición de un recurso
con la deuda correspondiente se representa con 2?, mientras que en el segundo se representan
con .1 y 0, respectivamente.
El problema es que en la lógica lineal usual, como O y 2? son conectivas diferentes, la idea
de cancelar una deuda no puede llevarse a cabo en general. Podríamos haber previsto esto
desde el principio, ya que el usuario no puede conseguir la manzana en la máquina original,
cuyas computaciones corresponden a deducciones en el fragmento O, y la extensión ala lógica
lineal completa es conservativa sobre este fragmento [7, 8].
Nuestra solución a este problema es muy simple. Basta identificar las conectivas O y 2? y
sus respectivas unidades 1 y .1. Entonces la asimetría que hemos señalado arriba desaparece
y la reorganización de recursos es simplemente asociatividad de O. La computación que nos
interesaba se convierte en (olvidando morfismos de asociatividad)
(f) q3—*q3®I——*q3OqOq’-—.$Oq’ —*aOq®q’ —*aOI—--a.
Llamamos lógica lineal cancelativa a la lógica lineal junto con las identificaciones 1 =
.1, 0 = 2?. Las reglas para esta lógica pueden obtenerse a partir de las reglas usuales de la
lógica lineal sustituyendo 1 por 1 y O por 2? en las reglas correspondientes. En particular, las
dos reglas que resultan al hacer esta sustitución en las reglas (01?) y (2?L) son equivalentes
a la regla
FI-A F’3-&
r r’
llamada (mix) por Girard en [49, 51]. Esta regla dice que O es más fuerte que 2?, lo cual es
cierto en Gobi, la categoría lineal de espacios coherentes (véase el Ejemplo 34); sin embargo,
probaremos mas adelante en el Ejemplo 55 que (~f4 no es un modelo de la lógica lineal
cancelativa.
Los modelos categóricos de lógica lineal cancelativa son categorías lineales con isomorfis-
mos naturales (AORV- ~ A’®B’ y 1 1 que hacen las estructuras monoidales simétricas
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O y 2? isomorfas. Por lo tanto, constituyen una clase de modelos axiomatizable ecuacional-
mente que llamamos categorías lineales cancelativas y que estudiamos en la Sección 3.6.
Robert Seely nos ha señalado que estas categorías ya aparecen en el libro de Barr [9],donde
se las denomina compactas.
Usando resultados generales sobre teorías esencialmente algebraicas ([13, Teorema 4.4.1]
por ejemplo), o añadiendo simplemente reglas apropiadas a las del Apéndice C, tenemos un
adjunto a izquierda
LinCat —.÷ CLinCat
del funtor de olvido CLinCat —* LinCat, donde CLin Cat denota la categoría de categorías
lineales cancelativas y funtores que conservan la estructura.
Consideremos la categoría lineal cancelativa C[N] = 7-t[T[N]] asociada a una red de Petri
1V. En esta categoría disponemos de los morfismos deseados 1 —. a O a1 y a O a1 —* 1
para todo lugar a en la red 1V; tales modismos corresponden a computaciones que “toman
prestada” una marca creando simultáneamente la deuda correspondiente, y “cancelan una
deuda” con la correspondente marca, respectivamente. Por supuesto, disponemos también
de las computaciones básicas t 1 —. t para cada transición 1. Y además, tenemos com-
putaciones que “transfieren una deuda” t1 : (y)’ —~ (1)’-; por ejemplo, en la situación
anterior la transición cambio: ej4 —> $ da lugar a una computación cambio’ : $1 —*
que transfiere una deuda de un dólar a una deuda de cuatro cuartos (o equivalentemente a
cuatro deudas de un cuarto cada una, debido a la condición (A O E)’ ~ A’- O E’).
Esto sugiere una noción generalizada del juego de marcas que llamamos un juego fi-
nanciero. Aparte de los movimientos habituales en el juego normal, también se puede:
1. Crear una deuda, obteniendo simultáneamente una marca positiva (e) y una marca
negativa (o) en el lugar deseado. Por ejemplo, si empezamos con tres cuartos, podemos
tomar prestado otro creando una deuda:
Qq Qq
2. Transferir una deuda, jugando el juego de marcas a la inversa para marcas negativas.
Por ejemplo, podemos transformar una deuda de un dólar en una deuda de cuatro
cuartos al disparar la transición cambio a la inversa:
0$ ~Qq
3. Cancelar una deuda, aniquilando marcas positivas y negativas en el mismolugar, como
por ejemplo
Qq =~Qq
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Figura 2.8: Unas instantáneas de un juego financiero.
Por lo tanto, aunque el usuario de nuestro ejemplo no podría nunca comprar una manzana
en la máquina original, sí que podría conseguir una en una máquina más sofisticada que per-
mitiera juegos financieros. En la Figura 2.8 mostramos unas instantáneas del juego financiero
en el que la manzana se compra tomando prestado un dólar, que corresponde al siguiente
morfismo1’ en C[N] (olvidamos de nuevo morfismos de asociatividad y conmutatividad):
3 ________ 4q —* q3 ® $ ~ ~ ídGcmP~aGc&m¿i< q OaO(q4)’—*a.
Un modelo categórico de los juegos financieros para una red de Petri N = (Oo, Oí
2’ .—. SG) viene dado por la subcategoría de C[1V] consistente en los objetos y morfismos
generados sólo por O y (j’ a partir del conjunto original de lugares y de transiciones básicas
en 1V; para evitar la estructura suplementaria creada por los isomorfismos de coherencia,
sería conveniente considerar una categoría estricta donde estos isomorfismos son simplemente
identidades, como hicimos con la categoría T[N]. Es importante observar que, como los
ejemplos anteriores demuestran, la lógica lineal cancelativa no es conservativa sobre la lógica
lineal normal y por lo tanto la relación de alcanzabilidad =~ sobre 5G cambia con la
generalización del juego de marcas a los juegos financieros.
Otra posible interpretación de la negación en una red ha sido propuesta por Engberg y
Winskel en [41];ésta les permite especificar interesante información negativa sobre la red
como, por ejemplo, la satisfacción de una propiedad de exclusión mutua.
“El lector puede jugar por sí mismo eí juego para el ¡norfisino (t) presentado antes.
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2.9 Las modalidades
Al omitir las reglas estructurales de debilitamiento y contracción el poder expresivo de la
lógica lineal disminuye sobremanera (véase [54]para una clara exposición de esta cuestión).
Para poder recuperar el poder expresivo perdido, estas reglas estructurales se reintroducen de
forma controlada mediante las modalidades (también denominadas exponenciales) !, llamada
por supuesto (of course) y ?, llamada por qué no (wliy not). Brevemente, una fórmula puede
ser “contraída” o “debilitada” sólo cuando tal posibilidad está indicada por medio de estas
modalidades. Las regias para la modalidad por supuesto (!) son las siguientes:
r,A3-A FI-A
F,!A —A
F,!A,!AI- A
]7,!Al- A
Las reglas para la modalidad por qué no (?) son análogas, pero con las fórmulas relevantes
en el lado derecho del secuente. Ambas modalidades son una dual de la otra, de la misma
forma que los cuantificadores habituales V y 2 lo son; así !(A’) — (?A)±.
La interpretación intuitiva de !A es la posibilidad de disponer del recurso A de forma
ilimitada. Una conveniente metáfora usada normalmente para hablar sobre esto es el hecho
de almacenar un dato en la memoria de un ordenador, donde puede usarse tantas veces como
sea necesario.
La interpretación categórica de la lógica lineal puede extenderse para incluir también las
exponenciales, tanto en el caso intuicionista (sin negación) como en el caso clásico, siguiendo
las ideas de los trabajos de Lafont [82], de Paiva [127] y Seely [143].
Sin entrar en detalles, la interpretación de la conectiva consiste en una cornónada
e —> C que lleva la estructura de comonoide T +— A —* A&A (dada por el morfismo
“diagonal” A : A —~ ASiA) en una estructura de comonoide 1 — !A —* !A®!A a través de
isomorfismos ‘T ~ 1 y ‘(ASiA) ~ !A®!A. Lafont [82]también requiere que esta estructura de
comonoide sea colibre. Para obtener la interpretación de la modalidad dual ? basta aplicar
la dualidad ()‘. Remitimos al lector al libro de Mac Lane [99] para las definiciones de los
conceptos de comónada, comonoide, colibre, etc. y a los artículos citados anteriormente para
estudios más detallados de esta estructura categórica. Lo que tiene interés es darse cuenta
que esto equivale a añadir más estructura a una categoría lineal, y que esto puede hacerse
ecuacionalinente. Por lo tanto, nuestro marco de trabajo puede extenderse para incluir las
conectivas exponenciales sin ningún cambio en el punto de vista algebraico. En los artículos
relacionados [12, 11], M. Barr estudia bajo qué condiciones sobre la categoría C la categoría
lineal CK definida por Chu en el Apéndice de [9](véase también el Ejemplo 35) está dotada
de esta estructura adicional para interpretar las modalidades.
Es fácil ver que un secuente A1,... , A,, 3- E1, ... , E,,, es derivable en lógica lineal a partir
de un conjunto de axiomas si y sólo si el secuente 3- (A1 O . . .0 A~)—o(Bí2? . . . 2?E,,,) lo es.
Si 17 3- A denota un secuente A1,..., A,, 3- E1,..., Bm, entonces denotamos por 17—eA la
fórmula (A1 O ... O A,,)—o(Eí 2?...
2?Em). Por otra parte, al derivar un secuente a partir
de una teoría 2’, los axiomas en 2’ se usan tantas veces como sea necesario. Por lo tanto, el
siguiente “teorema de deducción” es intuitivamente claro:
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Teorema 25 [97] Dada una teoría 2’ = (S, {F1 3- A1,..., 17,, 3- A,,}), un secuente 17’ 3- A’ es
derivable a partir de 2’ si y sólo si el secuente
!(171—oAí), . . . , !(17,,—oA,,), F’ 3- A’
es derivable a partir de la teoría (S, Ql)’ es decir, sin el uso de ningún axioma extra-lógico. El
Particularizando la teoría T de arriba a la teoría tensorial asociada a una red de Petri,
obtenemos el siguiente resultado:
Corolario 26 Dada una red de Petri 1V = (Oo,Oí : 2’ ~ SG) con 2’ = {tí,... ,t,,}, y
marcados M, M’ E 5G, tenemos M => M’ su el secuente
es derivable en lógica lineal pura, es decir, sin usar ningún axioma extra-lógico. El
Éste es esencialmente el enfoque de la relación entre redes de Petri y lógica lineal consi-
derado por C. Brown en [21].
Ahora que ya hemos examinado todas las conectivas de la lógica lineal, vamos a terminar
esta sección con un bonito ejemplo debido a Yves Lafont.
Ejemplo 27 [53] Consideremos la siguiente fórmula de lógica lineal
$
20—o(ensalada&sopa) o (salmón e emperador)o !patatas fritas o (pastel&fruta).
Esta fórmula representa un menú que cuesta 20 dólares, y contiene un primer plato, un plato
principal, patatas fritas y postre. Para el primer plato, el cliente debe elegir entre ensalada o
sopa; el plato principal consiste en emperador o salmón, según la temporada, y por lo tanto,
desde el punto de vista del cliente, es el cocinero quien realiza la elección, pero no el mismo
cliente; éste puede comer todas las patatas fritas que desee, y finalmente debe elegir de nuevo
entre el pastel o la fruta para el postre. Si aplicamos la negación (..)± a esta fórmula, las
conectivas duales & y 5 son intercambiadas; esto puede interpretarse como un cambio en el
punto de vista del cliente al cocinero. Este debe elegir entre el salmón y el emperador, pero
no puede hacerlo entre la ensalada y la sopa. El
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Lógica lineal y categorías lineales
En este capitulo presentamos una semántica categórica simple para la lógica lineal, basada en
la noción de objeto dualizante en una categoría monoidal simétrica cerrada. Una categoría
lineal es justamente una categoría con un objeto dualizante y productos finitos. Esta nueva
axiomatización es considerablemente más simple que una previa, desarrollada primero por
R. Seely [143]y explicada un poco más en [103], que se basaba en la noción debida a lvi. Barr
de categoría *-autónoma [9]. En la Sección 3.1 revisamos algunas de las propiedades básicas
de una categoría con un objeto dualizante que necesitaremos luego en la sección siguiente
para establecer la semántica categórica de la lógica lineal (una exposición detallada con de-
mostraciones completas de estas propiedades está en el Apéndice A), y damos varios ejemplos
de categorías lineales. En la Sección 3.2 damos definiciones precisas de la categoría de teorías
lineales y de los modelos de una teoría lineal, hacemos explícitos los detalles de la adjunción
entre teorías lineales y categorías lineales, definimos satisfacción de un secuente en un modelo,
y demostramos las esperadas propiedades de corrección y completitud de la lógica lineal con
respecto a los modelos en categorías lineales.
3.1 Objetos dualizantes y categorías lineales
Una categoría con un objeto dualizante es una categoría monoidal simétrica cerrada junto
con un objeto que satisface una condición especial. A pesar de su definición más simple,
este concepto és equivalente a la noción de categoría *-autónoma [9], más exactamente, a la
definición ligeramente más fuerte de este concepto que presentarnos por primera vez en [103];
un estudio detallado de esta equivalencia es realizado en el Apéndice B.
Recordamos brevemente aquí la noción de categoría monoidal simétrica (C, 0, 1, a, c, e)
sin dar todos los detalles que pueden encontrarse en [99] y también en la Sección A.1 del
Apéndice A. La idea básica es que tenemos un producto binario” - O - definido como
un funtor - O - : e2 —.—~ e y un “objeto unidad” 1 en C convirtiendo a C en un monoide
conmutativo “salvo isomorfismos de coherencia” a, e y e. Estos son isomorfismos naturales
aA,B,C: A®(EOC) 2. (AOE)@C
cA,B: A®B —=-* EOA
eA: lOA —-.‘ A
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expresando asociatividad, conmutatividad e identidad “salvo coherencia,” respectivamente.
Toda categoría C con productos finitos es un ejemplo de categoría monoidal simétrica,
pero en otros ejemplos A O E no es un producto categórico; el producto tensorial de espacios
vectoriales es uno de tales ejemplos. Como veremos más adelante, la conectiva O de la lógica
lineal se interpreta en los modelos como un producto monoidal de esta clase, mientras que la
conectiva & se interpreta como un producto categórico.
El conocido concepto de categoría cartesiana cerrada puede recobrarse a partir del con-
cepto más general de categoría monoidal simétrica cerrada definido a continuación exigiendo
que - - sea un producto categórico e 1 un objeto final. Una categoría monoidal simétrica
cerrada es una categoría monoidal simétrica (t2,O,I,a,c,e) tal que para todo objeto A de
C, el funtor -® A : —* C tiene un adjunto a derecha A—e: t ——. C, o sea, para todos los
objetos A, E, C en C tenemos un isomorfismo natural -
y: Homc(E O A,C) —* Homc(B,A-oC).
La interpretación intuitiva de A—oB es la internalización de la colección de morfismos de A
en E como un objeto de C. La notación A—oB ha sido elegida para sugerir que la implicación
lineal será interpretada en los modelos por el funtor ..—o.
El ejemplo clásico de categoría monoidal simétrica cerrada es la categoría de espacios
vectoriales sobre un cuerpo 1< con aplicaciones lineales como morfismos, donde A O E es el
producto tensorial usual, 1 = K, y A—oB es el espacio de aplicaciones lineales de A en E.
Si f : E O A —~ C es un morfismo en C, fi denota el morfismo y(f) : E —~ (A—oC),
llamado la Curry-conversión de f. La counidad de esta adjunción es un morfismo denotado
5Á,C : (A-oC) O A —~
y llamado evaluación.
Este morfismo de evaluación da lugar, por Curry-conversión, a un morfismo
dA,c = (cA,A~c;eÁ,c)t : A (A—oC)--oC.
Intuitivamente, este morfismo corresponde a la función expresada en la notación del lambda
cálculo como AxÁ\f.f(x).
En el caso de espacios vectoriales de dimensión finita sobre un cuerpo K, la instancia
particular del morfismo dÁ,C donde C es el cuerpo K es un isomorfismo natural (en A),
denotado normalmente
donde A es el espacio vectorial A—oK dual de A. Este isomorfismo expresa la conocida
dualidad de los espacios vectoriales de dimensión finita [102, por ejemplo]. Es importante
observar que aunque A y A tienen la misma dimensión, no son isomorfos de forma natural.
Esta dualidad se expresa también mediante otro isomorfismo natural
A-oB 2. E*..~oA*.
que asigna a una aplicación linealf : A ——~ E su dual ft : E ~ A, definida por f(g) = f;g,
donde y es una forma lineal fi : E ~ 1<. Al nivel de matrices, este morfismo es exactamente
la transposición de matrices.
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En general, en una categoría monoidal simétrica cerrada arbitraria tenemos un morfismo
natural (en A y E)
.SA,B,C : A-oB —. (B-—oC)-o(A-.oC)
definido por la expresión
5AFB,C = (cA~n,n~c; (a~?.ec,Á~B,Á; (idBOC O EA,B);EB,c)~)~.
Este morfismo es la Curry-conversión de la internalización de la composición en la categoría
(véase la Sección A.2 del Apéndice A para los detalles) y su instancia para C = K proporciona
el isomorfismo de arriba para el caso de espacios vectoriales de dimensión finita sobre un
cuerpo K.
Dadoun objeto C en una categoría monoidal simétrica cerrada C, la relación precisa entre
el hecho de que dA,C sea un isomorfismo para todo objeto A en C, y el hecho de que .SA,B,C
sea un isomorfismo para todos los objetos A, E en es la siguiente:
Teorema 28 Dado un objeto C en una categoría monoidal simétrica cenada C, el modismo
dAc : A (A-eC)-eC
es un isomorfismo para todo objeto A en C si y sólo si el morfismo
5A,B,C : (A-oB) —* ((E-oC)-o(A-oC))
es un isomorfismo para todos los objetos A, B en tZ.
Demostración: Véase la Sección A.5 en el Apéndice A. El
La dualidad de los espacios vectoriales se generaliza a categorías monoidales simétricas
cerradas como sigue:
Definición 29 Dada una categoría monoidal simétrica cerrada (C, 0,1, a, c, e, —e), un objeto
.1 en es un objeto dualizante si, para todo objeto A en C, el morfismo natural (en A)
dA,, = (cÁ,Á±;EÁ,±)t: A —* (A—&L)—oi
es un isomorfismo.
Entonces decimos que (~, 0,1, a, c, e, —o, 1) es una categona con un objeto dualizante. EJ
Corolario 30 En una categoría monoidal simétrica cerrada (C, 0,1, a, e, e, -o), un objeto 1
es un objeto dualizante si y sólo si, para todos los objetos A, E en C, el ¡norfismo natural (en
AyB)
(A-oB) —* ((E-o 1)-o(A-o.L))
es un isomorfismo. O
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En una categoría C con un objeto dualizante 1, escribimos dA y 8A,B para denotar dA,, y
5A,B,±, respectivamente, y denotamos por (4-’- el funtor ..—oI : £2. Con esta notación
tenemos
dA : A —. A”
A—oB ~ E’—oA’
La elección de notación se justifica por la íntima conexión entre dualización y negación en
lógica lineal, así como por la relación con categorías *-autónomas estudiada en el Apéndice E.
Motivados por la correspondencia con lógica lineal, nos interesa la conectiva 2?, dual de
0.
Proposición 31 Sea (e,o,í,a,c,e,-o,±)una categoría con un objeto dualizante. Si defi-
lumos:
1. A2?B = (A’ O E’)’ para objetos A, E
2. f2?y = (f’ 09’)’ para morfismos f,g
3. aA,B,C = (idÁ.J. O ds±Gc±)’;(a1si ~J-) ,(dÁ±GB±O id~§~a.)’
4. c%~ = (cha. A’)
5. e~ = (40 idÁ±)’;(Ci)’;di’
entonces (£2,2?, 1, a’, c’, e’) es una categoría monoidal simétrica.
Demostración: Véase la Sección A.5 en el Apéndice A. El
De nuevo hemos elegido la notación para sugerir que la conectiva 2? se interpreta en los
modelos por el funtor -2?-.
Proposición 32 En una categoría con un objeto dualizante £2, el funtor (..)±: £20~~ -4 £2 es
una equivalencia de categorías, y por tanto conservalímites y colimites [99].Por consiguiente,
C is (finitamente) completa si y sólo si es (finitamente) cocompleta, es decir, £2 tiene todos
los limites (finitos) su tiene todos los colímites (finitos).
En particular, si ASiE es un producto en £2, y T es un objeto final en £2, y definimos
A5B — (A’&B’)’ paraobjetos A,B en £2, yO— T’ entonces ASE es un coproducto en
C y O es un objeto inicial en £2. Esta es una versión categórica de las leyes de de Morgan.
Demostración: Basta observar que la equivalencia “inversa” de (..)± : C”P —* £2 es
—~ Ca’, y que ambos funtores están relacionados por medio del isomorfismo natural dA
A 2. A”.
El producto A’&E’ en es un coproducto en ~ y, como (4’ conserva colimites,
obtenemos que A e E es un coproducto en £2. O
Como hemos ido señalando, nuestra elección de notación ha sido motivada en todo mo-
mento por el deseo de acentuar las conexiones con la lógica lineal. En efecto, una semántica
categórica natural para la lógica lineal interpreta la conjunción O y la implicación lineal -o
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como producto tensorial y hom interno, respectivamente, en una categoría monoidal simétrica
cerrada. La negación clásica (..3±se interpreta entonces como dualización por medio de un
objeto dualizante 1. Similarmente, las conectivas aditivas & y 5 se interpretan como produc-
tos y coproductos, respectivamente. Esto motiva nuestra definición de una categoría lineal
a continuación como la noción natural de modelo para la lógica lineal clásica1. Nuestra
definición es un refinamiento de la de Seely [143], cuyas ideas sobre los modelos categóricos
de la lógica lineal seguimos en [103].
Definición 33 Una categoría lineal es una categoría con un objeto dualizante (£2,0,1, a, c, e,
—e, 1) y con productos finitos (elegidos2), es decir, un objeto final T y para objetos cua-
lesquiera A, E, un producto binario denotado ASiE (por lo tanto, por la Proposición 32, £2
también tiene coproductos finitos).
Un funtor lineal entre dos categorías lineales (£2,0, 1, a, c, e, —o, .1, T, Si) y (£2’, 0’, 1’, a’, c’,
e’, —e’, 1’, T’, Si’) es un funtor monoidal simétrico cerrado Y de (£2,0, 1, a, c, e, —o) en (£2’, 0’,
1’, a’, c’, e’, —o’) que conserva la estructura adicional en la categoría, es decir, F(.L) = 1’,
7ff) = T’ y F(A&E) = F(A)&’F(B).
La categoría LinCat tiene categorías lineales como objetos y funtores lineales como mor-
fismos. El
Discutimos ahora varios ejemplos de categorías lineales, que también son, por supuesto,
ejemplos de categorías con un objeto dualizante.
Ejemplo 34 Sea R un semianillo conmutativo. La categoría FSmodp, cuyos objetos son
R-semimódulos libres sobre conjuntos finitos y cuyos morfismos son aplicaciones lineales, es
una categoría lineal. Como una aplicación lineal está completamente determinada por su
acción sobre los elementos de una base, una aplicación lineal desde el R-semimódulo libre
sobre X, denotado R(X), en el R-semimódulo libre sobre Y, R(Y), es lo mismo que una
función X —* R(Y), que podemos ver como una R-matriz de dimensión LXI x VI~ si ¡XJ
denota la cardinalidad del conjunto X. Por lo tanto, FSmodp es equivalente a la categoría
con conjuntos finitos como objetos y “R-matrices” (funciones X R(Y)) como modismos.
Particularizando el semianillo R, obtenemos los siguientes ejemplos de categorías lineales:
1. Para)? el álgebra de Boole {0, 1}, la categoría de conjuntos finitos y relaciones (“{0, 1}-
matrices”),
2. Para R el conjunto IN de números naturales, la categoría de conjuntos finitos y rnulti-
rrelaciones (“IN-matrices”), equivalente a la categoría de monoides conmutativos libres
sobre conjuntos finitos y homomorfismos,
3. Para R un cuerpo 1<, la categoría de conjuntos finitos y “1<-matrices,” equivalente a la
categoría EdVectk de espacios vectoriales de dimensión finita sobre 1< y aplicaciones
lineales.
‘No incluimos las exponenciales y ?; sin embargo, su tratamiento es perfectamente compatible con este en-
foque y sólo requiere proporcionar la adecuada estructura categórica suplementariadiscutida en la Sección 2.9.
2La definición categórica de productos y otras construcciones universales sólo los determina salvo isomor-
fismo; como necesitamos fijar la estructura, suponemos que se ha realizado una elección arbitraria pero fija.
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Para todas estas categorías, la involución (.)± es la conocida dualidad de álgebra lineal, donde
el objeto dualizante es el semianillo II. Al nivel de matrices, la dual de una x ¡Y¡-matriz
es su traspuesta ~ >< ¡X¡-matriz.
Un ejemplo muy importante de categoría lineal es la categoría Cohí de espacios coherentes
y funciones lineales [49],que proporcionó la primera semántica de la lógica lineal. Para una
exposición de Cohí como categoría lineal remitimos al lector a [143], y para una buena
introducción a los espacios coherentes a [84].El espacio coherente dualizante 1 viene dado
por un conjunto unitario con la relación de coherencia obvia.
Todas estas categorías, incluyendo Co/ii, tienen en común la propiedad de que sus morfis-
mos pueden verse como matrices (llamadas trazas en .G~kI). Sin embargo, al nivelde objetos
(espacios coherentes) la involución (..)± en Cohí es de un tipo diferente al de la dualidad del
álgebra lineal y da más la idea de una complementación; al nivel de morfismos, si 1 : A —~ E
es una función lineal, entonces f~ : E’ —~ A’ se define por
(x,y)e Traza(f’) -~ (y,x)e 2’raza(f).
Una clase interesante de categorías lineales se obtiene cuando la categoría es un conjunto
parcialmente ordenado; denominamos a tales conjuntos parcialmente ordenados álgebras de
Girará. Estas son para lógica lineal lo que las álgebras de Boole son para lógica clásica. Los
trabajos sobre modelos en cuantales [2, 152], que generalizan la semántica de fases de Girard
[49], se encuadran en este marco. Discutimos este tema más detalladamente en el Capítulo 4.
o
Ejemplo 35 En el Apéndice del libro de M. Barr [9], su estudiante Po-Hsiang Chu muestra
una forma general de construir una categoría con un objeto dualizante £2K a partir de una
categoría monoidal simétrica cerrada £2 que tiene productos fibrados (pullbacks), y un objeto
fijo K de £2.
Los objetos de £2K son triples <X,Y,e : X O Y 1<>’ donde X e Y son objetos de £2, y e
es un morfismo en£2. Un morfismo de <X,Y,e : X O Y —* K> en <X’,Y’,e’ X’o Y’ —* 1<>
consiste en un par de morfismos f: X —* X’y g : Y’ ~ Y en£2 tales que (idxog);e =
(f O idy’); e’, es decir, tales que el siguiente diagrama de morfismos en £2 conmuta:
xor idx®g
f0idY~j je
e K
Los productos fibrados se usan para definir el funtor de hom interno ..—o en Cg. El
objeto unidad para el producto tensorial es <1, 1<, ex : JO K —. K>, y el objeto dualizante
es <K, I,ci,x; ex KO 1—* K>. En general, para un objeto <X, Y,e : X O Y —* K> en Cx,
su objeto dual está dado por <Y,X,cy,x; e: YO X —* K>.
Si la categoría £2 es (finitamente) completa y cocompleta, es decir, tiene todos los límites
y colímites (finitos), entonces Cx es asimismo (finitamente) completa y cocompleta para
cualquier 1< [12]. Por la Proposición 32 ya sabemos que £2~< es (finitamente) completa su es
(finitamente) cocompleta.
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La categoría Carnes ,.~ definida por Lafont en [85] es la especialización de la construcción
de Chu a la categoría 5~ de conjuntos y funciones. La categoría Vectk de espacios vectoriales
sobre un cuerpo 1< y aplicaciones lineales es (isomorfaa) una subcategoría plena de Carnes ¡-.-
;
y Top, la categoría de espacios topológicos y funciones continuas, y Co/U son (isomorfas a)
subcategorías plenas de Garnes{o,í} (véase también [87]).El
Como ya hemos señalado en su definición, en una categoría lineal tenemos coproductos
finitos: un objeto inicial O y coproductos binarios denotados A e E.
La siguiente proposición enumera varios morfismos naturales, la mayoría de los cuales son
isomorfismos, que existen siempre en una categoría lineal, y que jugarán un importante papel
en la siguiente sección; algunos de ellos existen en cualquier categoría monoidal simétrica
cerrada.
Proposición 36 Sea (C,®,I,a,c,e,—e,.L,T,&) una categoría lineal. Entonces,
1. A—e(B-oC) ~ (A®B)-oC
2.I-oA~A
3.A~A”
4. A-oB ~ E~--eA1
5 J ji
6. A2?E A’—oB _
8. A-e(B2?C) ~ (A-eB)4’C
9. AO(ESC) ~ (AOE)5(AOC)yAOO ~ O
10. A2?(B&C) ~ (A2?E)&(A2?C) y A2?T ~ T
11. A-e(E&C) ~ (A-eE)&(A-eC) y A-eT ~ T
12. (As E)—oC ~ (A-—eC)&(E-oC) y 0—OC ~ T
13. A O (E2S’C) —* (A O E)2?C y dualmente, (A2?B) OC —> A2?(B OC)
14. (A O A’) O (E2?C) -4 (A O E)2?(A’ OC) y dualmente,
(A2?B) o (A’2?C) — (A2?A’fl’(B oC)
Demostración: El isomorfismo en 1 viene dado por (a; (e o id);e)t con inverso (a’;s)tt
(véase el Lema 84 en el Apéndice A).
Para 2, usamos n = J1; c; e, con inverso (e; e)t (véase el Lema 83 en el Apéndice A).
El isomorfismo para 3 es dA : A A”, proporcionado por la Definición 29 de objeto
dualizante.
Para 4, tenemos el isomorfismo 8A,B A—oB —* E’-—eA’ presentado en el Corolario 30.
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ParaS, tenemos el ruorfismo e~ : 1 .L—oi que es un isomorfismo porque coincide con
la siguiente composición, donde usamos 2 y 3:
n~’—oid
Para obtener 6 y el dual 7, basta usar el isomorfismo
1(AOB)’ — (AOE)—oi ~ A-o(E-oI) = A-oBt.
El isomorfismo en 8 se sigue de 6 y 1.
El isomorfismo de distributividad en 9 se deduce a partir del hecho de que el funtor A O -
conserva colímites puesto que tiene un adjunto a derecha [99]. Análogamente, A—o., y A2?.
(~ A’—&. por 6) conservan límites porque tienen un adjunto a izquierda. Además, ..—eC
transforma colímites en limites porque ..—oC ~ C’—e( )‘. Esto justifica 10, 11 y 12.
Para obtener los morfismos en la primera mitad de 13y 14, aplicamos 9§4 a las siguientes
composiciones, donde i~ denota la unidad de la adjunción 0 A -l A—o..:
I
1’Vd (A—o(AOE))2?C ~ A-o((AOE)2?C)
A’ O (E2?C) ~ A’ O (C2?E) -~* (A’ O C)2?E —~ (A o C)2?(A-o(A O E)) ~
8
~ (A—o(A O B))2?(A’ O C) ~ A-e((A O B)~’(A’ OC)).
Aplicando el funtor (~)~ a estos morfismos se obtienen los morfismos duales en la segunda
mitad de 13 y 14. 0
3.2 Interpretación categórica de la lógica lineal
En esta sección realizamos un análisis detallado de la semántica de la lógica lineal en términos
de categorías lineales. Nuestra presentación puede verse como el desarrollo posterior de ideas
iniciadas o implícitas en el trabajo de Seely [143]. No obstante, como ya hemos mencionado,
en este trabajo adoptamos una axiomatización de categorías lineales que es mucho más simple
que una basada en categorías *-autónomas. Nos restringimos a lógica lineal proposicional,
sin las modalidades, pero incluyendo la negación
3. De ahora en adelante llamamos a este
fragmento lógica lineaL En vez de adoptar las reglas originales de Girard [49], usamos con
ligeras modificaciones las de Seely [143], puesto que secuentes convencionales de la forma
17 3- A son más convenientes para un tratamiento categórico que secuentes de la forma 3- A.
Definimos modelos de una teoría lineal en categorías lineales, y probamos la corrección y
completitud de la lógica lineal con respecto a modelos en categorías lineales.
Una fórmula lineal es generada por las conectivas binarias o, 2?, Si, 5 y —o y por la ope-
ración unaria (..)± a partir de una colección de constantes proposicionales, que incluye las
constantes lógicas 1,1, T, 0.
Un secuente lineal consiste en un par ordenado de listas finitas de fórmulas lineales
(aunque el orden de las fórmulas en ambos lados va a ser indiferente debido a la regla (perm)
~Este es el fragmento de la lógica lineal llamado MALI. en [97].
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que presentamos mas adelante), junto con un nombre para distinguir diferentes derivaciones
del mismo secuente; en particular, este nombre nos permite distinguir axiomas con las mismas
fórmulas, si bien no vamos a desarrollar un lenguaje de pruebas4. De este modo, un secuente
lineal tiene la forma
donde, a la vista de las reglas (OL) y (2?)?) que presentamos más adelante, las comas en la
izquierda deben verse como conjunción (O) y las de la derecha como disyunción (2?).
En general, no escribiremos el nombre de una derivación y sólo lo haremos explicito en
algunas ocasiones, sobre todo cuando sea importante distinguir entre des axiomas con las
mismas fórmulas.
Dada una colección S de constantes proposicionales no lógicas, una S-fórrnula es una
fórmula lineal construida a partir de las constantes en S y las constantes lógicas, y un
secuente es un secuente lineal cuyas fórmulas son S-fórmulas.
Una teoría lineal T viene dada por una colección S de constantes proposicionales (no
lógicas) y una colección te de S-secuentes llamados axzomas.
Dada una teoría lineal T = (S, te), un S-secuente 17 3- A pertenece a la clausuro de T,
denotada 2””, si puede derivarse (del modo habitual, usando árboles finitos) a partir de los
axiomas kv y S-secuentes que son instancias de los esquemas de axiomas:
(id) A 1— A
(IR) 1-1 (rL) ±1-
(TR) 173-T,A (OL) 17,03-A
(negl) A 1- A” (neg2) A1’ 1- A
(negl) 13- 1~ (negl) 1’ 3- 1
usando las siguientes reglas de inferencia:
Reglas estructurales
173-A(perm) para permutaciones cualesquiera a y r
uF 3- rA
(corte) r3-A,A
17’ 3- A’,A
Reglas lógicas
(Negación)
f,A 3- E,A
(ivar) r,~’ 3- A’,A
4Ésta no es una tarea sencilla en absoluto y en este sentido el reciente trabajo de Abramsky [1] es una
contribución muy importante.
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(Multiplicativas)
173-A(IL) 17,13-A
(OL)
(2S’L) 17,A3-A 17’,B 1-A
’
17,17’,AYE 3- A,A’
171-A,A 17’,B3-A(-<4) 17, r’, A-oB 1- A’,A
(&L1) 17A3-AF,ÁSB 3-A
(IR) 173-A173- I,A
(2?)?)
(-o)?)
(&L2) 17 El-A
17,A&B 3-A
17F-A,A 17I—E,A(Si)?) 173-A&E,A
17,A3-/x 17,E3-A(SL)
173- A,A(sRl) r~ ASE,A 173- E,/x(e.R2) 171-A5BA
Como ya hemos señalado anteriormente, estamos interesados no sólo en saber si un se-
cuente pertenece a la clausura de una teoría o no, sino también en conocer su derivación.
La notación categórica que hemos venido usando está de acuerdo con la notación lógica
introducida por Girard; en nuestra presentación de fórmulas y secuentes lineales, el único
cambio respecto de la notación utilizada por Cirard es el uso de 1 en vez de 1 para la unidad
del producto tensorial O.
Una vez presentadas la sintaxis y la teoría de pruebas de la lógica lineal, podemos discutir
su semántica categórica. Dada una categoría lineal £2, una teoría lineal 2’ = (S,kv) y una
asignación de un objeto ~ien £2 a cada constante s E .9, es claro que podemos interpretar
cualquier .9-fórmula A como un objeto ¡A¡ en £2. Luego, podemos asociar a una derivación
deun S-secuenteAí,...,An3-Eí,..,Em unmorfismoIAíIO.-.OIA~I —* IEiL2?...2?IEmI
en £2. Sin = 0, ¡A
1j o.. ~®IA~i se reduce al, y sim = 0, IBíI2?~~2?IBmI se reduce al.
Así pues, una interpretación de una teoría lineal 2’ en una categoría lineal £2 viene dada
por la asignación de un objeto si c Ob(£2) a cada constante s E .9, extendida libremente a .9-
fórmulas, y de un modismo ¡fj : ¡Aí¡ ~ •~ ¡A~¡ —4 [Eí¡2?- - ~2?¡Emjen £2 a cada .9-secuente
f : A1,..., A~ 3- E1... .,Em en te. Sin embargo, este concepto puede definirse de una forma
mas categórica y elegante mediante el uso de morfismos de teorías lineales.
Definición 37 Dadas dos teorías lineales 2’ = (S,Az) y 2” = (S’,Az’), un morfisrno de
teorías lineales L : 2’ ~ T’ lleva .9-fórmulas a S’-fórmulas, conservando todas las operaciones,
es decir, L(1) = 1, L(A O E) = L(A) o L(E), L(A’) — L(A)’, etc., y lleva un .9-secuente
(Aditivas)
f:Ai,...,An3-Ei,...,Em E kv
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a un S’-secuente
L(f) : L(A1), . - . , L(A,,) 3- L(Bí),.. . , L(B,,.) E te’.
De este modo se define una categoría LinTh con teorías lineales como objetos y morfismos
de teorías lineales como morfismos. O
Es daro que una O-teoría es un caso especial de teoría lineal
6 y que un morfismo L
2’ —÷ 2” de O-teorías es asimismo un morfismo de teorías lineales cuando consideramos 2’
y 2” como teorías lineales. Por lo tanto, tenemos un funtor inclusión de O-Th en LinTh
.
Además, como la regla (O) de la Definición 16 es una regla derivada en lógica lineal, dada
una O-teoría 2’ tenemos 2”’ C T~.
Definición 38 Dada una categoría lineal £2, se define una teoría lineal £20 cuyas constantes
son los objetos de £2 y tal que
~ Bm
esnnaxiomadeC0siysólosif:A
1O.-.®A~-—B1~...2?E~esunmorfismoen~. O
Obviamente, un funtor lineal Y : £2-——. £2’ induce un morfismo de teorías lineales 50
£20 £2~o, y por lo tanto hay un “funtor de olvido” (..)O: LinCat —* LinTh
.
Ahora una interpretación de una teoría 2’ en una categoría lineal £2 es justamente un
morfismo de teorías lineales 2’ ~ £20 en LinTh, y un modelo de 2’ va a consistir en una
categoría lineal £2 junto con una interpretación de T en £2.
Definición 39 Dada una teoría lineal 2’, un modelo de 2’ consiste en una categoría lineal £2
y un morfismo de teorías lineales 7 : 2’ —* C~.
Un morfismo
6 entre dos modelos (£2,7) y (£2’,7’) de 2’ es un fMntor lineal Y : £2 -. £2’ tal
que 7;50 =7’en LinTh
De esta forma se define la categoría Mgj(T) de modelos de 2’. 0
La demostración del siguiente teorema es una generalización de la Proposición 13 en el
Capitulo III de la tesis doctoral de V. de Paiva. De Paiva [127]considera interpretaciones de
lógica lineal en un marco categórico ligeramente diferente que no es completamente compa-
tible con categorías lineales.
Teorema 40 Dada una teoría lineal 2’ = (S,Ax) y un modelo (£2,7) de 2’, para cada
derivación de un .9-secuente
Ai,..,AnFBi,...,Bm E T*
5Hablando estrictamente, esto no es completamente preciso, ya que en el caso de ®-teorías hemos supuesto
que ® es asociativo y conmutativo, mientras que en el caso de teorías lineales no estamos haciendo ninguna
identificación sintáctica. No obstante, éste es un detalle técnico de poca importancia cuya correción se deja
como ejercicio.
6Ésta no es la definición más general posible de morfismo. Una definición más general supondría el uso de
transformaciones naturales, cuando se ven las interpretaciones como funtores lineales (véase eí Teorema 43).
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existe en £2 un morfismo
Demostración: Si 17 es una lista A1, ... , A,, a la izquierda de un secuente, denotamos por
O el objeto 7(Aí) o .r® 7(4,), y análogamente, si A es una lista Eí,..., Bm a la derecha
de un secuente, denotamos por D el objeto 7(Bi)
2S’ . - - 2?7(Em) (induyendo los casos n = O
y m = 0). En la demostración, omitimos 7 para facilitar la notación.
Los esquemas de axiomas (id),(IR),(IL),(negl) y (neg2) así como las reglas (perra),
(IL), (1)?), (OL) y (2?)?) son obvios. Para los esquemas de axiomas (T)?),(OL),(negl) y
(negí), basta considerar los isomodismos T2?D ~ T GO O ~ 0, 1 ~ y 1’ ~ 1,
respectivamente.
Para (corte), si f: O —* A2?D,g : A 00’ —y D’, tenemos
G’OG ~¡ O’ O(A2?D)~(O’OA)2?D ~t” D’2?D.
Para (Ivar), de un morfismo O o A —* B2?D obtenemos mediante la adjunción un
morfismo 0 ~ A-o(E2?D). Usando el isomorfismo
y la adjunción de nuevo obtenemos un morfismo O O E’ —* A’-2?D.
Para(o)?), si f: O —~ A2?D, g : 0’ -~ E2?D’, componemos fo g con el morfismo
(D2?A) o (D’2?E) (D2S’D’fl’(A O E).
Para (2?L), si f : GO A —. D,g : 0’ o E —* D’, componemos el morfismo
(Go 0’) o (A2?E) —~ (GO A)2?(G’ o E)
con f2?g.
Para (—oL), si f : O —* A2?D, g : 0’ 0 E —* D’, tenemos la composición:
GOG’O(A-oE) J®id (O’O(A B))O(A2?D)
—~ (O’ O (A—oB) o A)2?D (id®4’2id (0’ o E)2?D 93~it D’2?D.
Para (-o)?), el resultado se sigue de la adjunción y el isomodismo
A-o(B2?D) ~ (A-oE)2?D.
(SiL 1),(&L2) y (SRl), (S)?2) usan las proyecciones del producto y las inyecciones del
coproducto, respectivamente.
Finalmente, para (Sil?) y (SL) se usan los isomorfismos
(A&B)2?D ~ (A2?D)&(E2?D), GO (A ® E) ~ (Go A) e (Go E)
respectivamente. El
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llemos visto cómo una categoría lineal da lugar a una teoría lineal. Recíprocamente, a
una teoría lineal se le asocia una categoría lineal “libre.”
Definición 41 Dada una teoría lineal 2’ = (S,Az), existe una categoría lineal £[T] cuyos
objetos son las S-fórmulas, y cuyos modismos son clases de equivalencia de derivaciones
de .9-secuentes 17 1- A E T* con respecto a la congruencia generada por la colección de
ecuaciones que una categoría necesita satisfacer para ser una categoría lineal. Esta colección
puede obtenerse seleccionando todas las reglas ecuacionales del Apéndice C. O
Ejemplo 42 Dadas fórmulas A,B,C,D y morfismos f : A —* E, y : C —~ D corres-
pondientes a derivaciones de los secuentes A F- E y C 3- D respectivamente, el morfismo
109 : A O C —* E O D es la clase de equivajencia de la derivación
Al—E Ci—D
A Cl- BOD
A®’Cl-BoD
obtenida usando las reglas (O)?) y (OL). (De paso, este ejemplo demuestra nuestra afirmación
de que la regla (o) de la Definición 16 es una regla derivada en lógica lineal.)
Otros ejemplos pueden encontrarse en el articulo de Seely [143]. O ¡
Esta discusión sugiere que una interpretación 7 : 2’ ~ £2~ de 2’ en £2 puede extenderse de
forma única a un funtor lineal £[T] .-.* £2.
Teorema 43 Dada una categoría lineal £2 y una teoría lineal 2’ existe una biyección natural
entre funtores lineales de £[2’] en £2 y morfismos de teorías lineales 2’ ~ £20. En otras palabras,
el funtor £[..] : LinTh —> LinCat es adjunto a izquierda del funtor (..)o : LinCat — LinTh
.
Además, existe un isomorfismo de categorías
Mn4{T) £[T]/LinCat,
entre la categoría de modelos de 2’ y la categoría de objetos bajo £[T] (slice categori,q)
£[§fl/LinCat cuyos objetos son funtores lineales 3 : £[2’] —+ £2 y cuyos modismos Y : .7 -4
3’ son funtores lineales Y : £2 ~ £2’ tales que .7; Y =3’.
Demostración: Un morfismo de teorías lineales 2’ —* C~ o interpretación de 2’ en £2 se
extiende libremente a fórmulas, es decir, objetos de ([2’], y usando el Teorema 40 a (clases
de equivalencia de) derivaciones, que son los morfismos en £[T], dando lugar a un funtor
lineal 42’] —. £2. Recíprocamente, es obvio que la restricción de un funtor lineal 42’] —~ £2
a las fórmulas que son las constantes proposicionales en la teoría lineal 2’ da lugar a una
interpretación de 2’ en £2. Y estos dos procedimientos son uno inverso del otro.
Sea Y : £2 —* £2’ un morfismo entre los modelos (£2,7) y (C’,7’) de 2’, o sea, Y es un
funtor lineal tal que 7; Y0 = 27’ en LinTh. Entonces, si 7 y 7’ son los funtores lineales
correspondientes al y 27’ respectivamente bajo la biyección de arriba, es fácil ver que 7; Y =
7’; por lo tanto, Y es también un morfismo entre 27 y 1’ en £[T]/LinCat. De esta forma, la
biyección anterior ha sido extendida a un isomorfismo de categorías. O
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Corolario 44 El modelo (C[T],T ‘—~ £[T]0) es inicial en la categoría Mod(T), donde 2’ ‘—*
es la inclusión obvia de teorías proporcionando la unidad de la adjunción I2[..] -H (.)o.
Demostración: El modelo (E[2’],2’ <.~* I74T]~) corresponde, bajo el isomorfismo de cate-
gorías del Teorema 43, al funtor identidad £[T] —~ 41], que es el objeto inicial en la
categoría £[T]/LinCat. O
Corolario 45 Si T = (0,0) es la teoría lineal pura, la categoría lineal ¡¿[2’] es un objeto
inicial en la categoría LinCat
.
Demostración: Basta notar que para 2’ la teoría lineal pura, la categoría M24(T) de
modelos de 2’ puede identificarse con LinCat. O
Estos resultados, así como los ejemplos de categorías lineales presentados en el Ejemplo 34,
sugieren que las categorías lineales constituyen una noción de “modelo” muy general para la
lógica lineal7. Este punto de vista es completamente análogo a la forma en que categorías
cartesianas cerradas proporcionan una nocion de modelo muy general para el lambda cálculo
con tipos.
Definición 46 Dada una teoría lineal 2’ = (S,Ax), un modelo (£2,27) de 2’ y un .9-secuente
Aí,. . . , A,, 1- E
1,... , E,,,, decimos que (£2,27) satisface este secuente y escribimos
(£2,27)h Aí,...,Anl-Bi,...,Em
si existe en £2 un morfismo 7(A1) o 07(A,-.) —~ 7(Eí)2? . . . 2?7(E~).
Similarmente, (£2,1) satisface una colección Q de .9-secuentes, denotado (£2,7) 1= Q, si
(£2,27) satisface todos los secuentes en Q. El
Desde este punto de vista, el Teorema 40 afirma la corrección de las reglas de inferen-
cia con respecto a esta noción de modelo. También obtenemos fácilmente un resultado de
completitud:
Teorema 47 (Completitud) Dada una teoría lineal 2’ = (2, kv) y un .9-secuente 17 3- A,
17l-AET* ~ (42’tT’—*4Tflh 173-A.
Demostración: Basta notar que la interpretación 2’ ‘—~ £[T]O asigna a una fórmula A
ella misma como objecto de £[T], y que los morfismos en ¡¿[2’] son clases de equivalencia de
pruebas. Por lo tanto, el secuente A1,.. .,A,, 3-E1,.. - ,E,,, tiene una prueba si y sólo si hay
unmorfismoAiO...OA,,—*Eí2?...~Emen4T]. El
Corolario 48 Dada una teoría lineal 2’ = (S,Az) y una colección Q de 2-secuentes,
Observación 49 Los resultados en los Teoremas 43 y 47 muestran que la lógicalineal es una
lógica categórica en el sentido de la Definición 9 en la Introducción sobre lógicas categóricas
(Capítulo 0). El
Naturalmente, para interpretar las conectivas exponenciales se necesita estructura adicional.
Capítulo 3. Lógica lineal y categorías lineales 73
3.3 Relaciones funtoriales entre redes de Petri y lógica lineal
En la Sección 2.3 hemos hecho notar que una categoría de Petri es un caso especial de cate-
goría monoidal simétrica; por lo tanto, hay un funtor inclusión de la categoría PetriCat de
categorías de Petri en la categoría MonCat cuyos objetos son categorías monoidales simétricas
y cuyos morfismos son funtores monoidales simétricos. Como una categoría lineal es una cate-
goría monoidal simétrica, también hay un funtor de olvido Y: LinCat —* MonCat. Tomando
en consideración las categorías Petri, ~fl y LinTh, nos encontramos con la situación des-
crita en el siguiente diagrama de funtores:
Petri T[] PetriCat C MonCat
u
y V[]
®-2’h G LinTh LinCal
()O
En este diagrama las flechas ‘~ denotan funtores inclusión _ denota un isomodismo de
categorías, U y Y son funtores de olvido, T[.] es adjunto a izquierda de U, 4..] es adjunto a
izquierda de (.~)o, y el funtor V[4 : MonCat -4 LinCat es el adjunto a izquierda del funtor
de olvido Y : LinCat —~ MonCat definido a continuación. La intención de este diagrama
es que, tras descartar los funtores de olvido U, Y y (..)o, deberíamos obtener un diagrama
conmutativo salvo isomorfismo, es decir, dada una red de Petri N nos gustaría tener el
isomorfismo V[T[N]] ¡¿[1V]. Sin embargo, esto no es cierto debido al desacuerdo entre el
tratamiento estricto de O en T[N] y el tratamiento no estricto de O en ¡¿[1V]. Éste no es un
obstáculo serio en absoluto, y el deseado isomorfismo puede obtenerse adoptando simplemente
un tratamiento no estricto desde el principio.
Dada una categoría monoidal simétrica (£2, o,I,a,c, e), construimos una categorta lineal li-
bre (V[£2], 0,1, a, c, e, —o,i,T,&) generada por £2. Nótese el reúso de los símbolos 0,1, a, c, e.
Esto nos permite simplificar la notación así como disminuir el número de reglas necesarias
para definir V[£2], porque evitamos tener que escribir las reglas que dicen que las nuevas
operaciones coinciden con las viejas al restringirías a £2.
Los objetos de V[C] se generan libremente a partir de los objetos de £2 y nuevos objetos
1, T, cerrando con respecto a las operaciones ~, —o y Si. Los morfismos de V[£2] se obtienen
a partir de los morfismos de £2 y familias de modismos id, a,a1 ,c,e,e1 ,s,r,ir’, <>,t1,
cerrando libremente con respecto a las operaciones -; —, .,®, (..)t, (.,> e imponiendo la
colección de ecuaciones que una categoría necesita satisfacer para ser una categoría lineal.
El conjunto completo de reglas de inferencia que definen V[£2] aparece en el Apéndice C,
clasificado de acuerdo ala estructura categórica que cada subconjunto de reglas le proporciona
a
e £2 es una subcategoria de ‘D[£2]: cada objeto y morfismo de £2 están en V[£2].
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• V[£2] es una categoría: composición -; -, identidades id y las esperadas ecuaciones de
asociatividad e identidades.
• V[£2j es monoidal simétrica: el funtor — O — y los isomorfismos naturales a, c, e satisfa-
ciendo las condiciones de coherencia de Mac Lane-Kelly; el objeto 1 está en V[£2] pues
ya pertenecía a £2.
• V[£2] es monoidal cerrada: .—o sobre objetos, el morfismo evaluación e y la funciónf ft que constituyen la adjunción
HomvIc1(E O A, C) —~ Homv[c](E, A-oC).
• V[C] tiene productos finitos: un objeto final T y para cada par de objetos A, E un
objeto ASiE y proyecciones ir, ir’, sujetas a la correspondiente condición universal.
• D[£2] tiene un objeto duailizante: un objeto 1, y para cada objeto A un inverso dÁ’
(A-oI)--oi —* A del morfismo
(cA,Á~x;eÁ,±)~: A —+ (A—o.L)---o.L.
Con la detallada presentación de la construcción de V[C] tal y como aparece en el
Apéndice C, es rutinario completar la demostración del siguiente
Teorema 50 El funtor de olvido LinCat -4 MonCat tiene un adjunto a izquierda V[.]
MonCat —* LinCat, es decir, dada una categoría monoidal simétrica £2, V[£2] es la categoría
lineal libre generada por £2. O
3.4 Combinadores categóricos
En su artículo [82], Lafont presentó una semántica categórica de la lógica lineal intuicionista
en términos de categorías monoidales simétricas cerradas, y la usó para desarrollar una
Máquina Lineal Abstracta. La idea general de este paso de lógica a categorías y de cate-
gorías a código de máquina es como sigue. Primero se define una traducción de un cálculo
lógico a una colección de morfismos especiales, llamados combinadores categóricos, sujetos a
un conjunto de ecuaciones que definen una clase de categorías; luego se define una máquina
abstracta cuyos programas son expresiones que denotan morfismos en una categoría libre y
cuya computación es reducción de tales expresiones a forma canónica usando las ecuaciones.
Esto generaliza a categorías monoidales simétricas cerradas la traducción entre pruebas de
deducción natural, escritas como términos del lambda cálculo con tipos, y combinadores
categóricos para categorías cartesianas cerradas estudiada por Cunen [34] y usada en la
Máquina Categórica Abstracta [33]. El paralelismo entre ambas ideas está hecho mucho mas
explícito en la tesis doctoral de Lafont [83].
Nuestra construcción de una categoría lineal libre, presentada en detalle en el Apéndice C,
puede verse desde esta perspectiva como una extensión del trabajo de Lafont que propor-
ciona combinadores categóricos para categorías lineales, o sea, para lógica lineal incluyendo
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negación8. Sin embargo, nuestra primera presentación en términos de categorías *-autónomas
[103]era excesivamente complicada: aparte de los combinadores categóricos que definen una
categoría monoidal simétrica cerrada, necesitábamos una negación explícita (..)1 sobre los
objetos, e isomorfismos naturales 8Á,B : (A—cE) -4 (E’—oA’) y dA : A —* A” sujetos a
cuatro ecuaciones nada intuitivas. La axiomatización en términos de un objeto dualizante
presentada en este trabajo proporciona un conjunto equivalente de combinadores mucho más
simple. Sólo necesitamos añadir un objeto especial 1 (el objeto dualizante) y un inverso para
el morfismo ya presente (c;e)t : A —> A” donde A’ — A—oi. Un aspecto interesante que
valdría la pena investigar es la noción apropiada de reducción para estos combinadores así
como también la posibilidad de extender la Máquina Lineal Abstracta a este contexto más
general.
3.5 Especificación de concurrencia mediante lógica lineal
Ésta es naturalmente una de las intenciones explicitas de la lógica lineal. Sin embargo, queda
mucho por hacer para aprovechar completamente las prometedoras conexiones entre lógica
lineal y concurrencia. En este trabajo hemos tendido un puente entre redes de Petri y lógica
lineal al nivel de su teoría de modelos en términos de su semántica categórica. Un beneficio
inmediato de tal conexión es una definición precisa de satisfacción de una fórmula de lógica
lineal por una red de Petri, como se describe a continuación.
En general, un buen método para considerar los posibles usos de (diferentes variantes de)
la lógica lineal para sistemas concurrentes es la noción de cálculo de concurrencia introducida
por Milner en [119]. De forma muy breve, tal cálculo consiste en una lógica £ usada para
escribir especificaciones y una clase de sistemas concurrentes £2, junto con una relación Q ~= so
que afirma que un sistema concurrente Q en £2 satisface una especificación so en ¡¿. Milner
[119] da varios ejemplos, incluyendo el conocido caso en que £2 es CCS y .C es la lógica de
Hennessy-Milner. El caso en que £ es lógica lineal proposicional y £2 es la clase de redes de
Petri se hace explícito en la siguiente definición.
Definición 51 Dada una red de Petri 1V = (00,31 : 2’ -. S®), y un .9-secuente 17 1- A,
decimos que N satisface 17 3- A y escribimos 1V 1= 17 1- A si y sólo si (¡¿[1V], 1V ‘—* £[1V]O) 1=
17 1- A. El
Por el Teorema 47 de completitud, sabemos que 1V 1= 17 3- A si y sólo si 17 3- A pertenece a
la clausura 1V*, es decir, su tal secuente es derivable a partir de los axiomas {t : t 3- t ¡t E 2’}
mediante los axiomas y reglas de la lógica lineal presentados en la Sección 3.2. Por lo tanto,
podemos considerar 1V* como la colección de todas las especificaciones escritas como .5’-
secuentes de lógica lineal que la red de Petri 1V satisface, y ¡¿[1V] como el modelo categórico
apropiado9 en el cual se pueden interpretar tales especificaciones.
8Aunque nosotros no tratamos la conectiva exponencial !, tratada en [82], ésta puede integra.rse en nuestro
marco mediante la adición de la estructura categórica discutida en la Sección 2.9.
9Como ya hemos señalado varias veces en este trabajo, 4N] contiene todas las computaciones de la red
de Petri N así como las adicionales «computaciones idealizadas” correspondientes por ejemplo a posibilidades
de elección externa (84, a inversiones de causalidad ((.)±), etc.
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$
Figura 3.1: La cuarta red de Petri para comprar manzanas y pasteles.
Como ya hemos visto en el Capítulo ~, la interpretación intuitiva de las conectivas Si
y e es elección externa e interna, respectivamente. Una fórmula escrita usando solamente
la conectiva O corresponde a los recursos disponibles, con O significando la acumulación de
recursos; la negación de tal fórmulamediante (...)±corresponde a una “deuda” de recursos, y
2?, siendo dual de O, corresponde a la acumulación de deudas; esta interpretación intuitiva
está de acuerdo con la dualidad (AOE)’ ~ (A’2S’B’). La conectiva —o de implicación lineal
expresa estados condicional~s donde una transición ha sido empezada consumiendo algunos
de los recursos que necesita, pero aún no ha sido concluida debido a la falta de los recursos
restantes.
Ejemplo 52 La red de Petri en la Figura 3.1 extiende la de la Figura 2.3 añadiendo las
posibilidades de comprar una manzana o un pastel con cuatro cuartos en vez de un dólar,
y de cambiar un dólar en cuatro cuartos. Esta red satisface, entre otras, las siguientes
especificaciones:
1. $3- a Si e Si q4
2. q4 1- a & c
3 $2 3-a Oc
4. $0 q4 3- q8
5. $~ q4 3- a
6. $S q4 3- q4
q
7. $S q4 3- a Sc
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8. $33- (aOcOq4)Siq12 Si c3Si (c2 0$)
9. $ 3- a 5 ~
10. a’ 3- $‘
11. a’2?c’ 3- $‘-2?$’
12. a1 Sc’ 1- $‘-
13. $F-$—o(aoc)
El significado intuitivo de las anteriores especificaciones es:
1. Con un dólar, se puede elegir entre comprar una manzana y (Si) comprar un pastel y
(Si) cambiarlo en cuatro cuartos.
2. Con cuatro cuartos, se puede elegir entre comprar una manzana y (Si) comprar un
pastel.
3. Con dos dólares, se puede comprar una manzana y (O) un pastel.
4. Con un dólar y (O) cuatro cuartos se pueden conseguir ocho cuartos.
5. Con bien un dólar o (e) bien cuatro cuartos, se puede comprar una manzana.
6. Con bien un dólar o (5) bien cuatro cuartos, se puede conseguir cuatro cuartos.
7. Con bien un dólar o (e) bien cuatro cuartos, se. puede comprar bien una manzana o
(@)bien un pastel.
8. Con tres dólares, se puede elegir entre: (i) comprar una manzana y (o) un pastel y (O)
conseguir cuatro cuartos, y (Si) (ji) cambiarlos en doce cuartos, y (Si) (iii) comprar
tres pasteles, y (Si) (iv) comprar sólo dos pasteles y (O) ahorrar un dólar.
9. Con un dólar, podemos conseguir una manzana o (e) mil dólares. Éste es un ejemplo de
elección interna que, en esta red de Petri, siempre se lleva a cabo mediante la elección
de la primera posibilidad.
10. Se puede sustituir una deuda ((..)‘-) de una manzana por una deuda ((..)‘) de un dólar.
11. Se puede sustituir una deuda ((ji’) de una manzana y (2?) un pastel por una deuda
((4~-) de dos dólares.
12. Se puede sustituir una deuda ((ji’-) de bien una manzana o (5) bien un pastel por una
deuda ((ji’) de un dólar
13. Teniendo un dólar, si uno tuviera otro dólar, entonces (—o) se podría comprar una
manzana y (O) también un pastel. o
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El objetivo de usar axiomas de lógica lineal para especificar propiedades de concurrencia
aparece también explícitamente en los trabajos de Asperti [6], Gunter y Gehlot [65],y Engberg
y Winskel [41]. En particular, Asperti [61sugiere que axiomas al nivel de lógica de predicados
de primer orden podrían ser de utilidad y corresponderían en general a descripciones al nivel
de redes de predicados/eventos [134, 46] (un trabajo relacionado es [108]).
Nuestra opinión es que axiomas de lógica lineal proposicional de segundo orden podrían ser
útiles para especificar propiedades globales de un sistema concurrente, ya que cuantificación
de segundo orden corresponde intuitivamente a cuantificar sobre todos los estados de un
sistema. No obstante, debería ser importante distinguir entre cuantificación sobre estados
“reales” e “ideales,” y esto podría hacer la lógica más complicada de lo esperado; la forma
precisa y el significado de tales especificaciones requieren más investigación en este tema.
Engberg y Winskel [41] consideran también la posibilidad de añadir recursión a la lógica.
3.6 Categorías (lineales) cancelativas
En la Sección 2.8 hemos introducido la lógica lineal cancelativa, obtenida a partir de la lógica
lineal mediante la identificación de las conectivas O y 2? y sus respectivos elementos neutros 1
y 1, como una lógica en la cual se puede expresar una noción extendida del juego de marcas
en redes de Petri, llamado juego financiero, donde la negación se interpreta como una deuda
de recursos.
Los modelos categóricos de esta lógica son categorías lineales cancelativas, llamadas com-
pactas en [9]. Ahora vamos a explicar en detalle esta noción; más en general, podemos
prescindir de los productos, y hablar de categorías con un objeto dualizante que son cance-
lativas.
Aunque nuestra motivación original para definir categorías cancelativas viene de nuestro
trabajo sobre la relación entre lógica lineal y concurrencia, esta noción puede verse también
como una axiomatización de un grado de dualidad más completo, en el cual se dispone de
isomorfismos adicionales
(AoB)½A’oE’, i~±.
Más adelante demostraremos que los espacios vectoriales de dimensión finita, o más general-
mente los semimódulos libres finitamente generados sobre un semianillo conmutativo, forman
una categoría lineal cancelativa. Por lo tanto, la dualidad del álgebra lineal es estrictamente
más rica que otras dualidades más débiles que no son cancelativas.
Definición 53 Una categoría cancelativa es una categoria con un objeto dualizante (£2, 0,1,
a, c, e, —o, .L) e isomorfismos naturales 1”Á,B : A OB —> A4E y A :1 —* .1 que hacen que las
estructuras monoidales simétricas (£2, 0,1, a, e, e) y (£2,2?, 1, a’, e’, e’), definida esta última en
la Proposición 31, sean isomorfas, es decir, los diagramas en la Figura 3.2 deben conmutar.
Una categoría lineal cancelativa es una categoría cancelativa que tiene productos finitos.
El
Ejemplo 54 La categoría lineal FdVecth de los espacios vectoriales de dimensión finita
sobre un cuerpo 1< y las aplicaciones lineales es cancelativa. Más generalmente, la misma
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AO(E OC)
uf
A2?(E o C)
id2Yuj
A2?(E2?C)
AOE
uf
A2?E
lOA
uf
FSM
a
a’
c
(AoE)oCfu
(A O E)2?C
EOA
fu
c E2?A
e
A2?id
A
I e’
fl’A
Figura 3.2: Diagramas conmutativos para una categoría cancelativa.
propiedad es satisfecha por la categoría FSmodn, cuyos objetos son los R-semimódulos libres
finitamente generados sobre un semianillo conmutativo 1? y cuyos morfismos son aplicaciones
lineales.
El isomorfismo VAR A O E —+ A2?E se define como sigue. Dada una base {a~ Ii E 11
de A y una base {b5 ¡ j E J} de B, una base para A O E es {a~ Ob5 ¡ i E I,j E J}, y
por linearidad basta dar el resultado de aplicar u a los miembros de una base. En este caso,
¡-‘(a¿ o 49 es la forma lineal
u(a~ o b5) AOE —~ 1<
>3 a¡¿f~, o h~) >3 (Yk(fk(aI) . h4b5))
Iv Iv
donde . denota el producto en el cuerpo 1<.
Supóngase que {Pi Ji E I} es la base de AS dual de {a1 ¡ i E I}, es decir, pí(aí¿) =
(donde, como es habitual, 6~ denota la delta de Kronecker definida por ~ = 1 si i = i’ y
= O si i ~ i’), y análogamente {q5 5 E J} es la base de E dual de {b5 1 5 6 una
forma lineal 1 E (A O E~) se caracteriza por los elementos {l(p~ o q5) ¡ i E 1,5 6 J}, y la
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aplicación inversa de u asigna a ¡ el elemento 2~ l(p~ O qj)(aj O b5) de A O El No es difícil
probar que estas aplicaciones son efectivamente una inversa de la otra, que
1’A,B es natural
(en A y E), y que u hace conmutar los diagramas de la Figura 3.2. Por supuesto, en el caso
de espacios vectoriales 1 = 1< = 1, y entonces A = idK. O
Ejemplo 55 La categoría Cohí de espacios coherentes y funciones lineales es un ejemplo
de categoría lineal no cancelativa, si bien en este caso 1 = 1. Recordemos que un espacio
coherente X se caracteriza por un grafo reflexivo no orientado, llamado la red de coherencia
(web) de X, que representa la relación de coherencia sobre el conjunto subyacente [XI; es más,
si dos espacios coherentes son isomorfos en Cohí, sus correspondientes redes de coherencia son
isomorfas como grafos. Sabiendo esto, si X se representa por 13 e Y es el espacio
discreto 1. •2 tenemos
X O Y = (2,1). j . (2,2) mientras que X2?Y = (2,1). • (2,2)
(3,1)1 (3,2) (3,1) (3,2)
Resumiendo, en general, X O Y ~ X2?Y eh Cohí. O
Para una categoría con un objeto dualizante queremos expresar la condición de ser can-
celativa en términos de O y (ji’ en vez de O y 2? como antes, para eludir así la complicada
definición de los isomorfismos de coherencia a’, c’ y e’. Para esto usamos el funtor (..)‘ y el
isomorfismo dA : A —* A” para definir un isomorfismo
,LLAB:(AOE) —~A’OE’
dado por la expresión $A,B = (vV¿’; d~®Bt. De esta forma obtenemos una biyección
entre las dos clases de isomorfismos, ya que u se puede recuperar por medio de la definición
= d,~®~; (RS)’. Entonces, los diagramas de la Figura 3.2 se transforman en los de la
Figura 3.3 y obtenemos la siguiente caracterización de una categoría cancelativa.
Proposicion 56 Una categoría cancelativa es una categoría con un objeto dualizante (£2,0,
1, a, c, e, —o, i) junto con isomorfismos naturales
PA,B : (AOE)’ 4A’OE’
A :
satisfaciendo las ecuaciones:
FA®B,c; (wte O idc±) = aABc; tt4,R®c; (idÁL O gaG); aAJ.BJ. CL
gB,A = cAB;UA,E;cAt,BI
= e1;((j±;A’)®idÁ±).El6A; iLLI,A
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(Ao(EOC))’ a ((AOE)®C)’
4 VI
A’O(EOC)’ (AOB)’oC’
idOuj j~Oid
A’O(E’oC’) a (A’®E-1-)OC’
(Ao E)’ C (EOA)’
AIf _________
c B’-OA’
(loA)’ A’
4 _________ jci
I’OA’ (j;A’)Oid JA’
Figura 3.3: Diagramas alternativos para una categoría cancelativa.
Es interesante observar que la composición (j±; A’) : 1 —* que aparece en la última
ecuación es igual a >;n’ -
Añadiendo a las reglas en el Apéndice C reglas generadoras para los isomorfismos ¡¿ y A y
reglas ecuacionales para las ecuaciones de la Proposición 56, y sustituyendo en todas partes
V[£2] por 7-i[£2], se prueba el siguiente resultado.
Proposición 57 Si CLinCat denota la categoría de categorías lineales cancelativas y fun-
tores que conservan toda la estructura, el funtor de olvido CLinCat -4 Lir¿Cat tiene un
adjunto a izquierda
LinCat — CLinCat. El
Denotamos por £2[2’j la imagen bajo este adjunto a izquierda de la categoría lineal £[T]
asociada a una teoría lineal 2’.
Un modelo cancelativo de una teoría 2’ es un modelo (£2,1) del, como en la Definición 39,
tal que £2 es una categoría lineal cancelativa. Con una noción de satisfacción análoga a la de
la Definición 46, tenemos un teorema de corrección y completitud:
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Teorema 58 Un secuente 1’ 3- A es satisfecho por todos los modelos cancelativos de una
teoría 2’ si y sólo si es derivable a partir de 2’ mediante los axiomas y las reglas de lógica
lineal cancelativa. O
Como antes, la completitud se demuestra usando la categoría £2[T].
Capítulo 4
Álgebras de Girard y modelos en
cuantales
Consideramos importante insistir en que, como las categorías lineales son simplemente catego-
rías con estructura algebraica adicional, pueden axiomatizarse completamente de una forma
finitaria, ecuacional y de primer orden. Esto es bien sabido en lógica categórica y remitimos,
entre otros, a los trabajos [42,93, 13] para más detalles sobre este tipo de axiomatizaciones.
Este argumento tiene gran importancia puesto que, al usar categorías lineales como modelos
de lógica lineal, podemos entender mejor y clasificar tales modelos (e incluso encontrar otros
nuevos) teniendo en cuenta axiomas ecuacionales adicionales que se pueden imponer.
Una clase de modelos para la lógica lineal basada en conjuntos parcialmente ordenados ha
sido propuesta en la forma de cuantales [2, 152] (en las referencias en estos artículos el lector
encontrará más información sobre el tema de los cuantales), que también son adecuados
para el caso no conmutativo [152].De hecho, la semántica original de fases para lógica
lineal descrita por Girard en [49]se basa en el cuantal libre sobre un monoide. En este
capitulo relacionamos esta clase de modelos con los modelos categóricos presentados en el
Capítulo 3. Nos restringimos al caso conmutativo. La relación es muy simple: es meramente
una inclusión en el sentido de que los cuantales de Girard constituyen un caso especial de
categorías lineales cuya estructura de categoría’ es un conjunto parcialmente ordenado, que
nosotros denominamos álgebras de Girard.
Definición 59 Un álgebra de Girard es una categoría lineal que es un conjunto parcialmente
ordenado. O
Esta noción corresponde a restringirnos a la clase ecuacional de modelos definida mediante
las dos ecuaciones (condicionales) adicionales:
Vf,g E Mor, dom(f) = dom(g) A cod(f) = cod(g) =~ f = g
Vf,g E Mor, dom(f) = cod(g) A cod(f) = dom(g) ~- f = g.
‘Cualquier conjunto parcialmente ordenado (1’, =)puede verse como una categoría cuyos objetos son los
elementos de P y donde hay un único niorfismo a —. b si y sólo si a <6 en (P, =).
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La primera ecuación obliga a una categoría a ser un preorden, y al añadir la segunda este
preorden tiene que ser antisimétrico, dando lugar a un conjunto parcialmente ordenado.
Como es habitual en álgebra universal (véase por ejemplo [13, Teorema 4.4.1]), cuando
tenemos una subcategoría plena definida por una colección de ecuaciones, esa subcategoría
es reflectiva dentro de la mayor que la contiene, es decir, su funtor inclusión tiene un adjunto
a izquierda llamado reflexión [99]. En nuestro caso, tenemos el siguiente resultado:
Proposición 60 Si GirAlg denota la subcategoria plena de J&inCat cuyos objetos son las
álgebras de Girard, entonces el funtor inclusión GirAlg ~—* LinCat tiene una reflexión
Q[] : LinCat GirAlg. O
En una categoría que es un conjunto parcialmente ordenado, productos y coproductos
corresponden a ínfimos y supremos, respectivamente; en particular, los objetos final e inicial
corresponden a los elementos máximo y mínimo. Un funtor - O .: —* F es exactamente
una función monótona, y dota aP de una estructura monoidal simétrica si existe un elemento
lE P tal que (P,o,I) es un monoide conmutativo. Dado un elemento a E P, un adjunto a
derecha a—o, de -O a es una función monótona a—e..: 1’ —* P tal que
cOa <b ~ cC a-ob.
Por último, un elemento 1 E 1’ es dualizante si y sólo si, para todo a E P, (a—oI)—oI = a.
Por lo tanto, un álgebra de Girard puede caracterizarse equivalentemente como un retículo
(F, e, Si) con máximo T y mínimo 0, junto con una estructura de monoide conmutativo (0,1),
una operación de “pseudo-complemento relativo” —o y un elemento dualizante 1. Esta es una
generalización del hecho bien conocido que un álgebra de Heyting es una categoría cartesiana
cerrada con coproductos finitos que es un conjunto parcialmente ordenado. De hecho, como
la negación lineal es clásica, las álgebras de Girard generalizan las álgebras de Boole, que
pueden caracterizarse ecuacionalmente como sigue:
Proposición 61 La categoría EoolAlg de álgebras de Boole es la subcategoría plena de
GirAlg definida por las ecuaciones
(O XOY=XSiY(u) I=T.
Además, cualquier categoría lineal £2 que satisface las ecuaciones (i) y (u) es un preorden,
equivalente como categoría a un álgebra de Boole.
Demostradón: Observemos primero que imponer las ecuaciones (i) y (u) significa que
la categoría lineal es una categoría cartesiana cerrada con coproductos finitos en la cual el
objeto dualizante es inicial. Entonces, tenemos
Horn(A,E) ~ Hom(A,B”) ~ Hom(AO E’,I)
y, como 1 es inicial, el último conjunto de morfismos tiene como mucho un morfismo [93,
Proposición 1.8.3]; de aquí se deduce que la categoría es un preorden y todo preorden es
equivalente, como categoría, a un conjunto parcialmente ordenado. Por supuesto, una cate-
goría que es un conjunto parcialmente ordenado, es cartesiana cerrada, tiene coproductos
finitos y un óbjeto dualizante inicial es exactamente un álgebra de Boole. O
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Del mismo modo que un álgebra de Heyting completa es una categoría cartesiana cerrada
que es un conjunto parcialmente ordenado y tiene todos los productos y coproductos (no sólo
los finitos), podemos definir
Definición 62 Un álgebra de Girard es cornpleta si tiene todos los productos (coproductos
existen automáticamente por la Proposición 32, así como por argumentos generales en teoría
de retículos; denotamos el coproducto de {a¿} por e{a~}). O
Análogamente a la forma en que la implicación se define en un álgebra de Heyting
completa, en un álgebra de Girard completa la implicación lineal —o puede definirse como
a-ob = e{c ¡ c O a =b}. Por lo tanto, tenemos el siguiente resultado.
Proposición 63 Un álgebra de Girai-d completa es un sup-semirretículo completo (Q, e)’
equipado con una estructura de monoide conmutativo (0,1) que es distributiva sobre supre-
mos arbitrarios:
Va E QVS § Q, aO(eS)=S{aObI bE S}
y con un objeto dualizante 1. Por lo tanto, un álgebra de Girard completa es exactamente
un cuantal de Girard tal y como se define en [1521.0
Por supuesto, como un álgebra de Girard es un caso particular de categoría lineal, podemos
dar una semántica a la lógica lineal en este marco. Yetter demuestra en [152]que la semántica
en cuantales es correcta y completa para el cálculo de secuentes lineal. En este caso, la
satisfacción de un secuente A1, ... , A,, 1— E1,... , E,,, significa que
Componiendo las adjunciones [99, Teorema IV.8.1] ¡¿[2] -l (..)o : LinCat —~ LinTh y
Q[.] -l’--*: GirAlg —~ LinCat, y denotando por CMod(T) los modelos de la teoría lineal 2’ en
álgebras de Girard, obtenemos, a partir del Teorema 43, un isomorfismo
GMod(T) Q[¡¿[2’]]/GirAlg,
entre la categoría de modelos de Ten álgebras de Girardy la categoría de objetos bajo Q[¡¿[T]]
(slice categorig) Q[4T]]/CirAlg cuyos objetos son funtores lineales ¿7: Q[L4T]] —* Q en un
álgebra de Girard Q, y cuyos morfismos Y : ¿7 —* ¿7’ son funtores lineales Y : Q —. Q’ tales
que ¿7;7= 3”.
Corolario 64 El modelo (Q[/.Z[T]],T ‘—* Q[J4TW’) es inicial en la categoría GMod(T). El
Teorema 65 Dada una teoría lineal 2’ = (S,Az) y un .9-secuente 17 3- A,
Si omitimos el requisito de un objeto dualizante en la definición de un álgebra de Cirard
completa obtenemos un cuantal tal y como se define en [2,152].
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Observacion 66 A partir de un cuantal (Q,®,O,1) y un elemento arbitrario d E Q se
obtiene un cuantal de Girard al restringirse al conjunto de elementos a E Q que satisfacen
(a—od)—od = a. O
Tiene interés señalar que en un cuantal arbitrario se puede dar semántica a la lógica lineal
intuicionista, es decir, al fragmento de lógica lineal que no incluye la negación (ji’ ni 2?. Es
precisamente el objeto dualizante el que permite la interpretación clásica de la negación;
naturalmente, esta observación es igualmente válida en la semántica categórica.
Dado un monoide conmutativo (M, ., i), el cuantal libre sobre M es el retículo P(M) junto
con la operación O definida sobre conjuntos A E C M por A O E = {a - b ¡ a E A,b E E}.
Si aplicamos el método general indicado en la Observación 66 para conseguir un cuantal de
Girard, se obtiene la semántica de fases en términos de hechos definida por Girard en [49].
Otras axiomatizaciones ecuacionales de modelos para lógica lineal en conjuntos parcial-
mente ordenados pueden encontrarse en [68, 74].
En su articulo [41], Engberg y Winskel asocian a una red de Petri 1V un cuantal Q[N]
cuyos elementos son los conjuntos de marcados cerrados hacia abajo con respecto a la relación
de alcanzabilidad. Más explícitamente, si 1V = (8o,O~ :2’—. S®), un conjunto de marcados
P G .9® es cerrado hacia abajo su satisface la siguiente propiedad: M E P y M’ ~> M
implican M’ e P. Entonces, el cuantal Q[1V] es el conjunto
{P G S® 1 P es cerrado hacia abajo}
ordenado por inclusión, con supremo e ínfimo dados por unión e intersección respectivamente,
y el producto tensorial definido por
FO Q = {M e .9® ¡ ~M
1 e ¡‘3M2 E Q.M => 1v!1 0 M2},
donde M1 O tv!2 denota la unión de multiconjuntos (Definición 1).
Esto les permite definir una interpretación de la lógica lineal intuicionista, y consecuente-
mente una relación de satisfacción de un secuente de dicha lógica por una red de Petri. Sin
embargo, esta relación de satisfacción no es completa con respecto a las reglas de inferencia
para el cálculo de secuentes lineal: hay secuentes satisfechos por la red que no son derivables
en el cálculo a partir de los axiomas asociados a la red. Este enfoque puede extenderse para
tratar la negación intuicionísticamente fijando un elemento del cuantal como la interpretación
de 1; ellos eligen como 1 el conjunto de marcados no alcanzables a partir del marcado inicial
vacío. De esta forma, pueden especificar información negativa interesante sobre la red como,
por ejemplo, la satisfacción de una propiedad de exclusión mutua. No obstante, el elemento
elegido como 1 no es dualizante y no parece que exista una forma fácil de recobrar la dualidad
en esta situación; por ejemplo, la restricción a un cuantal de Girard en la Observación 66 no
parece dar lugar a una interpretación significativa.
Una construcción completamente similar es llevada a cabo por C. Brown en [22],siendo
la principal diferencia que ella considera conjuntos de marcados cerrados hacia arriba con
respecto a la relación de alcanzabilidad.
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Las aplicaciones de la lógica lineal en informática son muchas y variadas. Sin intentar en
ningún modo dar una lista completa, podemos mencionar por ejemplo las aplicaciones en:
• programación funcional, por ejemplo [1, 66, 82, 149, 150];
• programación lógica, por ejemplo [5, 31, 67, 71];
• teoría de la complejidad, por ejemplo [54].
En este trabajo nos hemos restringido a un campo más limitado, la relación entre lógica
lineal y la concurrencia—destacando en especial la teoría de redes de Petri—, sin intentar
cubrir otras áreas. No obstante, queremos hacer notar la existencia de un contexto más
amplio y mencionar unas pocas referencias relevantes, tales como las anteriores, para el
lector interesado. Incluso dentro del campo de las aplicaciones en concurrencia no hemos
pretendido ser exhaustivos. Existen por ejemplo otros trabajos cuyo tema es asimismo la
relación entre lógica lineal y concurrencia, si bien desde un punto de vista diferente al que
nosotros hemos adoptado. Podemos mencionar brevemente los trabajos de Abramsky y
Vickers [3],quienes clasifican varias equivalencias para lenguajes del estilo de CCS en un
marco algebraico uniforme de cuantales, y de Brown y Gurr [23], quienes siguiendo ideas en
[127]construyen una categoría lineal cuyos objetos son redes de Petri elementales.
Otra limitación consciente del tratamiento dado en este trabajo es la restricción a lógica
lineal conmutativa. Una interesante generalización de lógica lineal que ha sido mencionada
[51,152, 97] pero que aún no ha sido estudiada en profundidad es la lógica lineal no con-
mutativa, donde la conectiva O deja de ser conmutativa. Yetter [152]considera una variante
donde algunas permutaciones son válidas y otras condiciones son exigidas, pero no incluye
la conectiva —o en su sistema. Para el estudio de la semántica categórica de la lógica lin-
eal no conmutativa necesitaríamos una categoría inonoidal (£2, 0,1) (nótese la omisión de la
condición de simetría) junto con dos adjuntos a derecha .—oA de 0A y Ao—de A0, puesto
que en esta situación ya no disponemos del isomorfismo - O A ~ A O -. Tales categorías
ya han sido estudiadas por Lambek [92].Un problema interesante es encontrar la noción
adecuada de objeto dualizante en este marco. Otro aspecto que vale la pena investigar es la
relación con la noción de categoría monoidal trenzada estudiada por Joyal y Street [76,77].
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Vamos a resumir las principales ideas que hemos presentado. Hemos hecho explícita una
correspondencia triangular entre redes de Petri, lógica lineal y categorías que proporciona
una conexión formal sistemática entre estos tres campos. Bajo esta correspondencia, una red
de Petri puede reinterpretarse como una teoría de lógica lineal que tiene una categoría lineal
como su modelo inicial asociado. Los estados de la red de Petri se convierten en proposiciones
de lógica lineal y se interpretan como objetos en esta categoría lineal; las computaciones de la
red de Petri se convierten en deducciones en lógica lineal y se interpretan como morfismos en
la semántica categórica. Esta semántica categórica tiene particular importancia puesto que
permite la identificación de computaciones concurrentes y deducciones lógicas, no a un nivel
meramente sintáctico, sino de una forma más abstracta en la que descripciones sintácticas
equivalentes de una “misma” computación se reinterpretan como descripciones sintácticas
equivalentes de una “misma” prueba. Siguiendo el trabajo [36],también hemos señalado
cómo existen varias nociones diferentes de equivalencia entre computaciones concurrentes y
entre pruebas, y hemos discutido algunas de ellas, explicando su caracterización de una forma
- axiomática abstracta. Cambiando el modelo de computación, la correspondencia con la lógica
lineal de las redes de Petri se puede extender a otras interpretaciones computacionales. Este
aspecto ha sido ilustrado mediante nuestra discusión de la interpretación lógica de máquinas
con A-ramificación y dos contadores obtenida en el trabajo [97].
Otro aspecto importante que hemos tratado en este trabajo ha sido un estudio detallado
de una noción axiomática general de modelo para la lógica lineal proposicional. En este
sentido, la teoría de categorías constituye una poderosa herramienta que permite unificar y
relacionar un amplio espectro de modelos aparentemente diferentes (basta pensar por ejemplo
en lo diferentes que parecen la semántica de espacios coherentes y la semántica de fases,
ambas introducidas por Cirard en [49]). Así pues, las nociones categóricas nos han ayu-
dado a extraer las características abstractas esenciales de un modelo e identificar de esta
forma las similitudes existentes entre diferentes modelos1. Nuestro trabajo en este tema debe
mucho al trabajo anterior de Seely [143] y otros autores; sin embargo, la axiomatización
que proponemos en términos de objetos dualizantes es considerablemente más simple que
axiomatizaciones previas usando categorías *-autónomas (la relación exacta con tales axioma-
tizaciones previas se explica en detalle en el Apéndice B). También hemos estudiado clases de
modelos definidas ecuacionalmente tales como modelos en conjuntos parcialmente ordenados
(álgebras de Girard) y modelos de lógica lineal cancelativa, y hemos mostrado cómo los
modelos en diferentes clases se relacionan mediante adjunciones.
Desearíamos concluir con algunas consideraciones que, aunque dentro del espíritu de las
conexiones entre lógica y concurrencia estudiadas en este trabajo, ilustran desarrollos poste-
riores que van más allá del caso de la lógica lineal aquí presentado. Meseguer y Montanari
propusieron en su trabajo [116, 117] categorías con una estructura de monoide conmutativo
como la semántica categórica para computaciones en redes de Petri. Como hemos visto, la
operación monoidal O tiene una interpretación natural como conjunción lineal de forma que
esta semántica categórica se puede reinterpretar como una semantica lógica. Los recientes
trabajos de Meseguer [111,112, 113] han generalizado esta idea a estructuras algebraicas
‘Aunque nuestra noción de modelo es muy general y cubre muchos de los modelos existentes, deseamos
señalar que los modelos descritos en términos de operadores en espacios de flilbert por Girard en (52] no
parecen encajar en el marco propuesto en este trabajo.
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arbitrarias sobre una categoría, mostrando que esta generalización cubre una extensa va-
ríedad de importantes modelos de concurrencia. La lógica correspondiente, que generaliza
ampliamente el fragmento O de la lógica lineal, se llama lógica de reescritura. Esta lógica
permite la identificación de computaciones de reescritura concurrente de términos (módulo
un conjunto E de axiomas estructurales) con deducción lógica. Desde un punto de vista
práctico, se adquiere de esta forma una gran flexibilidad y expresividad para estructurar el
estado distribuido de un sistema concurrente y para describir sus transiciones; el fragmento
O de lógica lineal aparece como el caso particular en que el estado distribuido se estructura
corno un multiconjunto. La correspondencia triangular que hemos estudiado en este trabajo
se extiende a una correspondencia triangular mucho más general entre lógica de reescritura,
sistemas concurrentes y categorías con estructura algebraica. Un importante beneficio del
marco mas amplio que la lógica de reescritura proporciona es que los paradigmas de progra-
mación funcional y programación concurrente dirigida a objetos surgen como casos especiales;
esto ha sido explotádo en el diseño de un lenguaje multiparadigma en el que los ¡nódulos de
programas son teorías en lógica de reescritura [112,113].
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Apéndice A
Categorías monoidales simétricas
cerradas
Comenzamos con una revisión de las propiedades básicas de las categorías monoidales simé-
tricas cerradas, dirigida a lectores que no están familiarizados con este tema, para el cual la
referencia básica es el artículo de Eilenberg y Kefly [40].Después de revisar las definiciones
básicas, pasamos a internalizar conceptos categóricos tales como identidades y composición
como modismos en una categoría monoidal simétrica cerrada. La internalización de fun-
tores y transformaciones naturales da lugar a las nociones de funtor fuerte y transformación
natural fuerte, respectivamente. Finalmente, demostramos algunas propiedades usadas en
el Capitulo 3 para la semántica categórica de la lógica lineal, y en el Apéndice B para la
equivalencia entre categorías con un objeto dualizante y categorías *-autónomas.
A.1 Definiciones básicas
La idea básica es que tenemos una categoría £2 con un producto tensorial 0 - definido como
un funtor O : £22 —* £2 y un objeto unidad len £2 de forma que £2 es un monoide conmutativo
“salvo isomorfismos de coherencia” a, c y e.
Definición 67 [99] Una categorta monozdal simétrica consiste en los siguientes datos:
• Una categoría £2
• Un funtor - O - : £2 x £2 —* C (producto tensorial)
• Un objeto 1 en £2 (unidad)
• Tres isomorfismos naturales:
Asociatividad aÁ,Bc : A O (E OC) (A O E) OC (natural en A, E y C)
Conrautatividad cA,B : A O E —e BOA (natural en A y B) -
Identidad eA 10 A ~ A (natural en A)
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Figura A.1: Condiciones de coherencia de Mac Lane-Kelly.
sujetos a las condiciones de coherencia de Mac Lane-Kelly, presentadas en los diagramas de
la Figura A.1. El
Para saber más sobre el papel que las condiciones de coherencia de Mac Lane-Kelly
desempeñan en ladefinición anterior, remitimos al lector al Capítulo VII del libro de Mac Lane
[99].
Un ejemplo sencillo de una categoría monoidal simétrica lo constituye la categoría Set
de conjuntos y funciones junto con el producto cartesiano de conjuntos usual; en efecto,
este producto es asociativo y conmutativo salvo isomorfismo, en el sentido de que tenemos
biyecciones naturales
aA,B,C : A x (E x C) —~-* (A x E) x C
cA,B:AXE --* ExA.
El conjunto unitario 1 actúa como elemento neutro salvo isomorfismo mediante una biyección
natural
:1 x A ~ A.
Es muy fácil comprobar que estos isomorfismos satisfacen las condiciones de coherencia des-
critas en la Figura A.l.
En general cualquier categoría con productos o coproductos finitos es una categoría
monoidal simétrica.
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Definición 68 Cuando a = id y e = id, decimos que (C,O,I,id,c,id) es úna categoría
estricta rnonoidal simétrica.
Cuando c = id, decimos que (£2,O,1,a,id,e) es una categoría monoidal estrictamente
simétrica.
Finalmente, cuando los tres isomorfismos naturales son identidades, (£2, 0,1, id, id, id) se
llama una categoría estricta monoidal estrictamente simétrica. El
Una estructura estricta monoidal estrictamente simétrica sobre una categoría £2 es sim-
plemente una forma algo complicada de decir que £2 tiene una estructura de rnonoide con-
mutativo en la categoría Cat de categorías pequeñas. Para darse cuenta de esto, basta
notar que un monoide conmutativo puede definirse como un conjunto M junto con fun-
ciones ® : M x M —* M y 1 : 1 —* M que satisfacen las correspondientes ecuaciones de
asociatividad, conmutatividad e identidad, que pueden expresarse como diagramas conmuta-
tivos en la categoría Set. Esta definición tiene sentido en cualquier categoría con productos
finitos y, particularizándola a la categoría Cat coincide con la noción de categoría estricta
monoidal estrictamente simétrica: una categoría £2 (o sea, un objeto de .Qg.t) junto confuntores
O : £2 x £2 —-e £2 el: 1 —* £2 (morfismos en .Cat’) satisfaciendo las ecuaciones de asociatividad,
conmutatividad e identidad, expresadas como diagramas conmutativos en Cat
.
Una categoría de Petri (véase la Definición 11) es un caso especial de una categoría estricta
monoidal estrictamente simétrica, en la cual la estructura de monoide conmutativo sobre los
objetos es libre.
Definición 69 Dadas categorías monoidales simétricas (C,O,I,a,c,e) y (£2’,O’,I’,a’,c’,e’),
un funtor monoidal sirñetrico2 entre ellas es un funtor Y £2 £2’ que conserva toda la
estructura adicional, es decir, Y(A O E) = Y(A) O’ Y(E), Y(I) = 1’, Y(a) = a’, 7(c) = e’,
y Y(e) = e’.
De esta forma se define una categoría MonCat cuyos objetos son categorías monoidales
simétricas y cuyos morfismos son funtores monoidales simétricos. El
El bien conocido concepto de categoría cartesiana cerrada puede obtenerse a partir del
concepto más general de categoría monoidal simétrica cerrada definido a continuacion im-
poniendo simplemente los requisitos adicionales de que el producto tensorial - O - sea un
producto categórico y de que el objeto unidad 1 sea un objeto final.
Definición 70 Una categoría monoidal simétrica cerrada es una categoría monoidai simé-
trica (£2, 0,1, a, c, e) tal que además, para todo objeto A en £2, el funtor -® A : £2 —-e £2 tiene
un adjunto a derecha (elegido3) A—o.. : £2 —* £2, es decir, para todos los objetos A, E, C en £2
se tiene un isomorfismo natural (en E y C)
Homc(E O A,C) + Homc(B,A-oC).El
‘Nótese que funtores de la categoría 1 con sólo un objeto y un mnorfismo identidad en C pueden identificase
con objetos de C, de la misma forma que funciones 1 .—. M se identifican con elementos de M.
2Éstano es en absoluto la noción más general posible. Para cubrir algunos ejemplos importantes es necesano
hacer ei concepto “laxo.” Por ejemplo, en vez de una igualdad F(A ® fi) = Y(A) ®‘ 7(B), se puede relajar
la condición a tener una transformación natural Y(A) ®‘ 7(B) — Y(A ® B). Véase [40] para los detalles de
esta noclon más general.
3De nuevo, la definición de adjunto sólo lo determina salvo isomorfismo y, para fijar la estructura, realizamos
una elección arbitraria pero fija.
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La interpretación intuitiva del objeto A—oE es la internalización de la colección de mor-
fismos de A en E como un objeto de £2, una idea a la que dedicaremos más atención en la
Sección A.2.
El articulo [117] estudia la estructura monoidal simétrica cerrada de varias categorías
cuyos objetos son redes de Petri.
Dada una categoría monoidal simétrica cerrada (£2,O,I,a,c,e, —o), sif: E O A —* Ces
un morfismo en £2, denotamos por It el morfismo s~A,c(f), llamado la Curry-conversión de
1, y
EA,G = (SOI-oC00
1(idAoC) : (AoC) O A —* C
denota la counidad de esta adjunción, llamada evaluación; por tanto, si g : E —~ (A—oC)
es un morfismo en £2, (<p~c»’(g) = (go idA); 5A,C En esta notación, la propiedad de que
A sea un isomorfismo se expresa mediante las dos ecuaciones
~B,C
(ftOidÁ);EAB = 1
=
De ahora en adelante, siempre que sea conveniente, omitiremos los subíndices y superíndices,
que pueden inferirse por el contexto.
Definición 71 Dadas categorías monoidales simétricas cerradas (£2,O,I,a,c,e,—o) y (£2’,O’,
1’, a’, e’, e’, —o’), un funtor monoidal simétrico cerrado entre ellas es un funtor monoidal
simétrico Y : £2 —~ £2’ que también conserva la estructura adicional, es decir, Y(A—oE) =
Y(A)—o’Y(E) y Y(s) = E’. En este caso, se deduce también Y(f~) = Y(f)t’.
De esta forma se define la categoría CMonCat cuyos objetos son categorías monoidales
simétricas cerradas y cuyos morfismos son funtores monoidales simétricos cerrados. El
Como antes, conviene notar que ésta no es la definición más general posible de un funtor
monoidal simétrico cerrado; véase [40]para una versión “laxa” de este concepto.
A.2 Internalización de morfismos, identidades y composición
En una categoría monoidal simétrica cerrada £2, tenemos el siguiente isomorfismo natural:
Hom(e íd)
Homc(A,E) —4 Homc(l O A,.B) -4 Homc(I,A—oE),
denotado (ji~ (y su inverso (4), que da lugar a una representación interna de los morfismos
en £2, siguiendo la idea de que el objeto A—oE es una representación interna del conjunto de
morfismos Homc(A, E).
En particular, tenemos representaciones internas de las identidades:
JA = (idÁ)~ = e~ : 1 (A—oA).
Y también tenemos un morfismo que internaliza la composición:
mA,B,c : (E-oC) O (A—oB) -4 (A—oC),
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10 (A-oB) JO id (E-vB) O (A-oB)
e lm
A-oB
(A—cC) O (A-eA)
ej _________ jm
IO(A-oC) e A-oC
((C-cD) O (E-oC)) ® (A-vE) a (C-oD) O ((E-oC) ® (A-oB))
mOid 1 jidOm
(E-oD) O (A-oE) (C-oD) O (A—oC)
m m
A—eD
Figura A.2: Representación interna de las identidades y la composición.
definido por tmA,B,C = (a~QCÁ~BÁ; (idBc O EA,B);Efi,c)t.
En efecto, que estos modismos corresponden internamente alas identidades y la com-
posición es confirmado por la conmutatividad de los diagramas en la Figura A.2 (véase la
Proposición 72 a continuación), que expresan en términos de morfismos en £2 las propiedades
que definen una categoría: identidades y asociatividad. Estas propiedades demuestran que
una categoría monoidal simétrica cerrada £2 es una categoría enriquecida sobre sí misma o
categoría £2-enriquecida. Esto significa que las colecciones de morfismos son objetos en la
categoría £2 y que las funciones que definen la estructura categórica son asimismo morfismos
en £2 satisfaciendo las propiedades esperadas. Para la definición general de una categoría
enriquecida, véase el libro de KeUy sobre este tema [78];el artículo [30]estudia el tiempo en
sistemas concurrentes desde un punto de vista abstracto usando categorías enriquecidas.
Proposición 72 [78]Si (£2, 0,1, a, e, e, —e) es una categoría monoidal simétrica cerrada y se
define JA = 4 y 7~AB,C = (a CA.«,BA;(idB~~Oc OEA,B);eB,c)t, entonces, para todos los
objetos A, E, C, D en £2, se tienen las siguientes igualdades:
1. (fa O idA..oB) mABB = eA~B.
2. (idÁ~c O JA); mA,A,c = cÁ~c,I; eÁ~c.
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3. (idcon O mA,E,c); mA,c,D = ac~D,B~c,A~B; (ms,c,D O idÁ~n); mA,B,D.
Demostración: Como s~ es un isomorfismo, un método muy útil para probar que dos
morfismos k,l : D —* E-eF son iguales consiste en demostrar que ~—‘(k) — sr1(l). De-
mostramos las igualdades 1 y 3 usando este método; la otra igualdad 2 se demuestra de la
misma forma.
Para la igualdad 1, tenemos
<1((Jn O idÁ~n); mABB) = (((JO íd);m) O íd); E =
((1 Oid) o id);&1; (ido s);e = a1; (ido e);(J o id);c =
C~; (ido s);e = a1 ;e;e = (eOid);e =
Y para la 3,
<1((idc.on O mARC); mA,C,D) =
(((ido m);m) O id);s = ((ido m)0 id);C’;(idO Ó;~ =
a1 ;(idO ((mo id);s));e = &‘;(ido &‘);(ido (idoc));(idos);e =
(a O id);a’; a1; (ido (ido e)); (ido s);e =
(a o íd); a1; (idos); C1; (íd Os); e = (a Oid); a1; (id Os); (mo íd); c =
((a; (mo id)) Oid); C’; (íd Oc); e = ((a; (mo íd); m) O íd); e =
<‘(ac~D,Bc,A~B; (mB,c,n O idA~s); mA,B,D).O
Dado un objeto A en £2, tenemos el funtor A—o: £2 —-. £2. Podemos considerar también
—o como un funtor contravariante en la primera componente; si f: A —~ E y y : C —~ D son
morfismos en £2, se define y-ef: (D—oA) (C—oB) mediante la expresión
y—of = ((idD~A O y); 6D,A; f)t
Si vemos el objeto A—oB como la representación interna del conjunto Homc(A, E), y—of
se convierte en la representación interna de la función Homc(y, 1) que lleva un morfismo
h E Homc(D, A) a la composición y; h; fE Homc(C, E).
Algunas de las relaciones intuitivamente esperadas entre todas estas representaciones
internas se resumen en la siguiente proposición.
Proposición 73 Sean f : A --e E, y : C —* D, Ii : D — A morfismos en una categoría
monoidal simétrica cerrada (£2, 0,1, a, c, e, —o); entonces,
1. La definición anterior de y—of da lugar a un funtor -o : £2OP x £2 —* £2 de forma que
el isomorfismo soZ0 también es natural en A.
2. (y; h)~ = e7
1; (h~ o y9; mC,D,A.
3. h~;(g—of) = (y;h;f)U.
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4. idc—of = ec~A; (1 0 idc~Á); mC,A,B
5. y—oid~ = eB~A;cID.,,Á;(idn..,Á O.q~);mc,D,A.
Demostración: Primero probamos que —-o es un funtor; conserva identidades porque
eft = id. Y asimismo conserva la composición:
f’((y—of); (g’—of’)) = (((y-ef); (g’—of’)) O id);e =
((y—of) Oid); (ido y’); e; f’ = (ido gj; ((y—cf) Oid); e; f’
(ido y’); (ido y); e; f; f’ = so1((y’;y)—o(f; f’)).
Para demostrar que s~ es natural en A debemos probar que si 1: A -—* A’ y k : E O A’ —* C
entonces ¡0; (1-oid) = ((id 01); k)t; esta igualdad se sigue de
((10; (1-oid)) O id); e = (10 0 id);(idO 1); e =
(ido¡);(ktOid);e= (ido l);k.
Para demostrar la igualdad 2, tenemos
<‘(e?; (h~ O y%; mC,D,A) =
((~1; (h~ 0g1);m)O id);e = (C’ Oid); ((¡A oy~) O id);a’; (ido é);e =
(e1 O id); a1; (¡A o ((y~ Oid); e));e = C1; (¡A O (e;y)); e =
&‘;(ido (e;y));e;h = e;g;h =
La igualdad 3 se demuestra como sigue:
so ‘(h~;(g—of)) = (((e; h)~; ((id®y);s;f)t) o id);e =
((e; h)~ o id);(id o y); e; f = (id O y); ((e; h)t O id); e; f =
(ido g);e;h; f = e;g;h; f =
Las dos igualdades restantes en 4 y 5 se demuestran de forma completamente similar. El
A.3 Funtores y transformaciones naturales fuertes
Habiendo visto en la sección anterior cómo en una categoría monoidal simétrica cerrada
podemos internalizar morfismos, identidades y composición, no resulta nada extraño que
consideremos también la internalización de un fnntor. Un funtor E : £2 —~ £2 es fuerte si
su componente sobre los morfismos puede internalizarse mediante una familia de morfismos
(A-oB) —--e (F(A)—oF(E)) satisfaciendo las esperadas propiedades de funtorialidad
con respecto a las representaciones internas de morfismos, identidades y composición tal y
como detallamos más adelante; por ejemplo, si f : A —~ E, F(f)u = f~;FÁ,n. En la sección
anterior ya hemos visto que £2 es una categoría £2-enriquecida; entonces, desde este punto
de vista, un funtor fuerte es simplemente un funtor C-enriquecido, un caso particular de la
noción general de funtor enriquecido que puede encontrarse en [78].
Como estamos interesados especialmente en el caso de un funtor contravariante, damos
los detalles para este caso; los detalles para el caso covariante son completamente análogos.
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(E-oC) o (A—esE) m A-oC
F®Fj
(F(C)—oF(B)) O (F(E)-oF(A)) E
el
(17(E)-oF(A)) o (E(C)-eE(.B)) —~— 17(C)-oF(A)
1 AyA
j ¿E
E(A)-oF(A)
Figura A.3: Diagramas conmutativos para un funtor fuerte.
Definición 74 Sea (£2,0, 1, a, e, e, —o) una categoría monoidal simétrica cerrada.
Un funtor (contravariante) fuerte de £2 en sí misma consiste en una función E sobre los
objetos de £2 y una familia de morfismos {EA,s : A—oB —* E(E)—oF(A) ¡ A,E E Ob(£2)}
satisfaciendo los diagramas conmutativos de la Figura A.3, que expresan internamente la
conservación de las identidades y la composición, es decir,
JA; FAA = frA)
7~A,B,C; FA,C = (FB,C O FA E); Cr(C»,,F(B),F(B»4,F(A>; mF(c>,F(B),F(A).Q
Un funtor fuerte puede externalizarse para obtener un funtor ordinario como muestra la
siguiente proposición.
Proposición 75 Supóngase que (£2, 0,1, a, e, e, —o) es una categoria monoidal simétrica ce-
rrada y que (E, {EÁ,s}Á,Beob(c)) es un funtor (contravariante) fuerte de £2 en si misma.
Si, para un morfismo f : A —~ E en £2, definimos 17(f) = (fi; FA,~, obtenemos un funtor
(contravariante) E : £2OP £2, llamado la externalización de (E, {EA,B}A,Beob(c)).
Además, la familia de morfismos FAB : A—oB —* F(B)—oF(A) es natural en A y E.
Demostración: En primer lugar, como E(id)11 = id11;E = J;E = J = idt sabemos que E
conserva las identidades.
En segundo lugar, E también conserva la composición pues
F(f;y)11 = (f;g)l. E — e1 (y11 O ftt); nr E —
e’; (y11 O f%; (FO E); e; m = e1; (F(y~ O F(f)11); e; m =
C~; (F(f)~ o F(y)11); m = (E(y); F(f))t
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En lo que respecta a la naturalidad de 17A,B, debemos probar que si f : A —* E y
y : C --e D entonces
17D,A; (F(f)—oF(g)) = (y—of); EC,B : D—oA —~ F(B)—oE(C),
es decir, que el siguiente diagrama conmuta:
D A D—oA E E(A)-oF(D)
y~ fj tof 1 E 1 F(f)-oE(y)
C E C—oB E(B)—oF(C)
Efectivamente,
A; (E(f)-.-oE(g))) =
((17; (E(f)—.oF(y))) Oid); E = (FO id); (ido (fm; F)~); e~ (y~ E)b —
(FO id);(idO (e’;((f11;E) Oid);e));c;e’;((y11;E) O id);e =
(ido (C’;(f11 O id)));(EO (Fo id));(idOc);e;e’;((g11;E) o id);e =
(ido (e’; (f11 Oid))); a; ((E O E) Oid); (mo id); s; C~; ((yl; F) Oid); e =
(ido e1); (ido (f11 O id));a;((c;m; 17)0 id);e;&1;((
9
11; E) O id);s =
(ido e’); a; (e Oid); ((1 Oid) Oid); ((m; F) Oid); e1; (id Oc); ((gl; E) Oid); e =
(C1 O id);(((f11 o id);m;E) O id);C1; ((g11;E) o (ido id)); (ido s);c =
((C%(f11 o id);m;E) O id);e’;a;(((y11;E) Oid)O id);(raoid);e —
((e’; (f11 Oid); m; E; e1; ((y11; E) O id); m) O id);e =
((e’; (ido (e’; (f11 Oid); m;F));((y~;E) O id);m) o id);c =
((e’; (ido e1); (gl O ((f~ Oid); m));(FO E); m) O id);e =
((e’; (ido ~1); e;(((f11 O id);m) O g~);m;F) O id);c =
e;(C’ Oid); ((f11 Oid) O y%; (mo id); m; 17)0 id);e =
((e’;e;(e’ Oid);a1;(f11 O (idO y11));(ido m);m;E)O id);e =
e; C~; (ido ((ido y11); m)); (f~ O id);m; E) O id); e =
((e’;e; (ido yí);m;e1 ; (f11 Oid); m;F) O id);s =
(((y-oid); (id-of); E) Oid); e = (((y-of); E) Oid); e =
<1((g—of); FC,B).O
A continuación presentamos un ejemplo importante de funtor fuerte. Dado un objeto
C en una categoría monoidal simétrica cerrada £2, consideramos el funtor contravariante
£2, obtenido al fijar la segunda componente en el funtor -e. : £2o1~ x £2 —~ £2.
100 Parte Ji Lógica Lineal
Tomemos en consideración el siguiente morfismo, que puede verse como la Curry-conversión
de la composición mARC:
8A,B,C = (cA.-on,B—oc; rnA,R,C)t : (A—oB) —* ((E—oC)—o(A--oC)).
Vamos a demostrar que la restricción de ..r-oC a objetos junto con la familia de morfismos
{ 8AB ,C}A,BEOb(C> constituye un funtor fuerte, cuya externalización es precisamente ..s—oC
£2OP ——* £2.
Proposición 76 Dado un objeto C en una categoría monoidal simétrica cerrada £2, la funcion
.—oC sobre objetos y la familia de morfismos {5A,B,C}A,BEOb(C) definen un funtor contrava-
riante fuerte de £2 en si misma, cuya externalización coincide con
Demostración: Primero probamos que J; s = J. En efecto,
so’ (j;(c;m)t) = (JOid);c;m= e; (ido J);m= c;c;e = e = ‘p
Luego, (sos); e; m = m; s, pues
~ 1(((c; m)t o (e; rn)~); m) =
(((e; m)~ O (e; rn)~) Oid); (e Oid); a1; (id Oc); e =
(e O id);a1; ((e; m)t O((c; m)t Oid)); (ido s);s =
(e o id);a1; ((c;m)t o (e; m));c =
(co id);C’;(ido (c;m));c;m =
(co id);C’;(ido c);c; (mo id);rn =
(co id);C’;(ido c);c;a1;(idO m);m =
e; (id Orn); m = (mo id); c; rn =
so ‘(rn; (e; m)t)
Finalmente, para un morfismo f en £2, tenemos
(1; (e; m)t)b — e1; (((e; f)f; (e; m)t) oid); e =
e1; ((e;f)t O id); e; m = C~; c; (ido (e; f)t); m = f—oid.El
Nótese que, por la Proposición 75, .SA,B,C es natural en A y E.
Por supuesto, el siguiente paso es la internalización de una transformación natural.
Definición 77 Supóngase que (£2, 0,1, a, c, e, —o) es una categoría monoidal simétrica cerra-
da, y que (E, {EA,B}) y (O, {CA,B}) son funtores (contravariantes) fuertes de £2 en sí misma.
Una transformación natural fuerte ~ de (E, {EA,B}) en (0, {CÁ,B}) consiste en una familia
de morfismos {fiA : F(-A) —÷C(A)}ÁEOb(c) tal que, para todos los objetos A, E en £2,
TA,R; (idr(B>—oI3Á) = 0A,B; (13n—oida(Á)),
es decir, el siguiente diagrama conmuta:
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A-esE E 17(E)-oF(A)
cJ jid—esis
0(B)-oC(A) /3-oid 17(E)-cG(A)
El
La motivación detrás de esta definición es simplemente el enunciado de la condición ha-
bitual de naturalidad en términos del siguiente diagrama conmutativo:
Hom(A,B) Hom(E(B),F(A))
o] I Hom(id,/3)
Hom(G(B), O(A)) Hom(f3, id) Hom(E(E), O(A))
Como era de esperar, tras la externalización de los correspondientes funtores fuertes, se
obtiene una transformación natural ordinaria:
Proposición 78 Sean (17, {FA,B}) y (0, {GA,B}) funtores contravariantes fuertes de la cate-
goria monoidal simétrica cerrada £2 en si misma, y denotemos también por E y O sus res-
pectivas externalizaciones. Entonces, una transformación natural fuerte /3 de (E, {EA,B}) en
(0, {GÁ,B}) se convierte en una transformación natural ordinaria entre las externalizaciones
EyG-
Demostración: Dado un morfismo f : A —-e E en £2, tenemos por las Proposiciones 75
y 73.3,
(F(f);13A)11 = E(fV;(idF(n)—ofiA) = f%EA,s;(idF(B>-o/3A)1; 048; (13B—oida(A)) = 0(f)11; (/3B—oida(Á)) = (Ii~; C(f))~,
de donde se sigue que 17(f); /3A = fiR; 0(f) y por tanto fi es natural. El
De la misma forma que un funtor fuerte es un caso particular de funtor £2-enriquecido,
una transformación natural fuerte es simplemente un caso particular de la noción general de
transformación natural £2-enriquecida [78].
Transformaciones naturales fuertes se componen de la forma obvia, dando lugar a una
categoría cuyos objetos son funtores fuertes (E, {EA,s}) : £2ÓP —--e £2 y cuyos modismos son
transformaciones naturales fuertes.
De nuevo hemos enunciado la definición de transformación natural fuerte para el caso
de funtores contravariantes fuertes; el caso covariante es completamente análogo. En par-
ticular, un funtor fuerte (E, {FA,B}) : £2OP —. £2 puede verse también como un funtor fuerte
(17, {EA,B}) : £2 —~ £2OP. En este caso, si tenemos otro funtor fuerte (O, {CAB}) : £2~’ £2,
podemos componerlos, obteniendo así un funtor covariante fuerte (E; 0, {F
48; CF(B),F(A)}):
£2 —* £2.
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Vamos a discutir ahora un ejemplo de transformación natural fuerte. Denotemos por dA,c
la Curry-conversión de la evaluación EA,C en una categoria monoidal simétrica cerrada £2,
dA,C = (cA,A~c;sA,c)t : A —~ (A—oC)—oC.
Entonces, podemos probar el siguiente resultado.
Proposición 79 Dado un objeto C en una categoría monoidal simétrica cerrada £2, las fa-
milias de morfismos {.SA,B,C}A,BEOb(C) y {dÁ,c}Aeob(c) satisfacen
idA—odfi,C = SA,B,C; 8B—oC,A-oC,C; (dA,c—esid(B..,c»~c).
A—esE 8 - ((E—oC)—o(A—oC))
id~odj d—oid js
A-o((E--oC)—oC) — ((A—esC)-esC)—o((E—oC)--oC)
Por tanto, d es una transformación natural fuerte entre los dos funtores (covariantes) fuertes
(Id, {idA.,B}) y ((--oC); (..-oC), {sA,R,c; sB-~C,A-oC,C}) (el primero es por supuesto el fun-
tor identidad 1c de £2 en si misma).
Demostración: La igualdad en el enunciado es equivalente a
e;d= <1(id—od) = <‘(s;s;d—oid)= (so d);c;rn.
Probamos esta igualdad aplicando de nuevo la adjunción so’ a ambos miembros. Por un
lado, obtenemos so’(s;d) = (e Oíd);c;e = c;(ido e);e.
Por otra parte,
so’((s O d); c; ni) = (c O id); ((dos) Oid); C1; (ido e); E =
(c O id); a1; (do (c; m)); E = (c Oid); a1; (ido (c;.rn)); (do id); c =
(co id);a’;(idO (c;rn));c;e = (cO id);a’;(idO c);c;a1;(idos);s =
c;(idOe);s.El
En nuestro estudio de categorías *-autónomas en el Apéndice B, necesitamos una genera-
lización del concepto de transformación natural fuerte. Esta generalización consiste en hacer
relativa la noción de transformación natural fuerte con respecto a un cambio de categoría de
base a través de un funtor monoidal simétrico cerrado.
Definición 80 Supóngase que Y: £2’ —* £2 es un funtor monoidal simétrico cerrado entre las
categorías monoidales simétricas cerradas (£2’, 0’, 1’, a’, c’, e’, —o’) y (£2, 0,1, a, e, e, —o), y que
(E, {EA,B}) : £2~o1> £2’ y (O, {GÁ,B}) : £2OP —* £2 son dos funtores (contravariantes) fuertes.
Una transformación natural fuerte ¡3 de (17, {FA,B}) en (O, {OA,s}) relativa a Y consiste
en una familia de morfismos {/3A : Y(E(A)) --e G(iP(A))}AEob(cf> en £2 tal que, para todos
los objetos A,E en £2’,
.F(EA,s); (idy(r{e»—esi?A) = 0r(A),r(B); (¡3s—oidaeqA»),
es decir, el siguiente diagrama conmuta:
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Y(A)-oY(E) Y(F) Y(E(E))-oY(F(A))
4 ________ Jid~o/3
G(Y(E))-oG(Y(A)) /3-oid Y(F(E))-oC(Y(A))
o
Nótese que una transformación natural fuerte es justamente una transformación natural
fuerte relativa al funtor identidad. Como antes, el proceso de externalización produce una
transformación natural ordinaria, pero ahora el funtor Y debe tenerse en cuenta.
Proposición 81 Sea Y : £2’ —--e £2 un funtor monoidal simétrico cerrado entre dos categorías
monoidales simétricas cerradas, y sea ¡3 una transformación natural fuerte relativa a Y entre
los funtores fuertes (E, {FA,n}) : £2”” —* £2’ y (O, {GA,n}) : £2”’ —-e £2. Si denotamos también
por E y & sus respectivas externalizaciones, fi se convierte en una transformación natural
ordinaria entre los funtores E; Y y Y0”; O : £2””’ —. £2.
Demostración: Completamente análoga a la demostración de la Proposición 78, teniendo
en cuenta que Y(f11) = Y(f)11 porque Y conserva la estructura monoidal simétrica cerrada.
o
Observación 82 Se puede definir una categoría cuyos objetos son pares <£2, E>, donde £2 es
una categoría monoidal simétrica cerrada y E es un funtor (contravariante) fuerte de £2 en si
misma, y cuyos morfismos son pares <YA>, donde Y es un funtor monoidal simétrico cerrado
y fi es una transformación natural fuerte relativa a Y. La composición de dos morfismos
—* <£2’,G> y <Y,¡3> : <£2’,G> —* <£2,17> viene dadapor <Q;Y,Yf3’;/Yg> donde
para un objeto A en £2”
(Y¡3’;f$g)Á = Y(¡3~);fic(Á) : YQ(1I(A)) —* E(Yg(A)).El
El concepto de funtor fuerte también puede generalizarse, haciéndolo relativo con respecto
a un funtor monoidal simétrico cerrado. Así se obtiene la situación más equilibrada de una
categoría en la cual tanto funtores fuertes como transformaciones naturales fuertes (en una
versión un poco más general) son ambos relativos. Además todos estos conceptos pueden
hacerse aun más generales a lo largo de las lineas descritas después de las Definiciones 69
y 71.
A.4 Algunas propiedades útiles
En esta sección enunciamos y probamos una serie de lemas válidos en una categoría monoidal
simétrica cerrada arbitraria que son importantes para los resultados en el Capítulo 3 y el
Apéndice B. Las propiedades quedemostramos hacen explicitas varias transformaciones natu-
rales interesantes que existen en cualquier categoría monoidal simétrica cerradá (£2, 0,1, a, c,
e, —o) y establecen unas cuantas igualdades algebraicas útiles entre ellas.
Parte Ji Lógica Lineal104
tema 83 El morfismo ~A = (ejj7~~; cI,L~A; sIA) : 1—eA —* A es un isomorfismo, con in-
verso = (cA,!; eA)t : A —* 1—eA.
Demostración: Por un lado,
ti 1; ~ = (e; e)t; Cí; c;s = e1; c; ((c;e)t) O id;s = e1 ;c; c;e = id.
Por otra parte,
so1(n; ti—1) = ((e1; c;s) O id); ((c;e)~ O id);e =
c;(idO (e’;c;s));e = c;e;e1 ;c;E = E =
y en consecuencia, ti; = id. El
El siguiente lema proporciona un morfismo bA,B,D : (A—o(B—oD)) —* ((AOE)—oD) que
puede verse como la internalización de la “Curry-reconversión.”
Lema 84 El morfismo bA,R,D : (A—o(B—oD)) —* ((A o E)-oD) definido mediante
bA,B,D = (aA~-O(B--~D),A,n; (CA,B—OD O ida); EB,D)t
es un isomorfismo, con inverso
bSD = (a¿i®B».,,DAB;sA®B,D)tf.
Demostración: Por una parte tenemos
so’(so’(b; b’)) = so’(((a; (e ® id); s)t Oid); (a’; s)t) =
(((a;(so id);s)~o id) O id);a1;e = C’ ;((a;(EO id);e)t O id);e =a; (e O id);e = (so id);s =
de donde deducimos que b~ b1 — id.
Por otro lado,
so1 (b1; b) = ((C1; s)l4 O id); a; (s O id); e =
a; (((a’;s)tí Oid) Oid); (so id);s =
a;((a1;s)t® id);e = a;a1 ;s = so1(id),
de donde b1; b = id. O
Como antes, dA,c denota la Curry-conversión (cÁ,A~c;eA,c)t de la evaluación 5A,C• En-
tonces d satisface la ecuación mostrada en el siguiente lema
Lema 85
dÁ~c,c; (dA,c—oidc) = idA~c.
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A-oC d ((A—oC)-oC)—oC
id I d-vid
A-oC
Demostracion:
s~1(d; (d—oid)) = (((c; E)~; ((c; E)t—oid)) O id); £ =
(((c; e)t. ((ido (c; E)~); E)t) Oid); e = ((c; s)t O id); (ido (c; E)t); E =
(ido (c;e)t);c;e = c;((c;e)toid);E = c;c;e = E = so1(id).O
Como antes, denotamos por 5A,B,C la Curry-conversión (cÁ~B,B.c; mA,R,C)t de la com-
posición rnA,B,C. El siguiente lema muestra que d puede expresarse en términos de ti (véase
el Lema 83) y .s.
Lema 86
dA C —
— A ,SI,A,C;(idA~oC-oflC).
ti—1 1—vA
(A—oC)—oC zd—on js
— (A-oC)-o(1—oC)
Demostración:
so10C’;s;id—on) = ((c;e90 id);((c; rn)t O id);((e;r¿)toid);e
((c;e)t O id);c;m;C’; c;e = c;(idO (c; e)t);e’; e; J1; (ido e);e =
c;e1 ;c;a’;(ido(c;e));e =
Lema 87 El morfismo ~A,C : A—o(1—oC) —* (A-oC) definido por la expresión
~A,C = sA,I~OC,C;(dI,C—oidA~-OG);nA~OC
es un isomorfismo, cuyo inverso viene dado por
UÁC = tiA,G~, 5I,A~C,C; (dA,0 —oid~
Además,
~A,C = idA—ona = bÁIc;((e1;c¡Á)—oidc).
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íd—en
1 .~ ((I-oC)—oC)—o(A--oC) d—oid ‘1
d-oi ((A-oC)-oC)—o(I-oC) 8
(A o 1)—oC (&~; c)—oid
—1Demostración: En primer lugar, demostramos que uA,C; uAC = idÁ~(r...,c) usando la
naturalidad de 5A,B,C en A y E, la Proposición 79 y el Lema 85.
u; u1 = s; (d—.oid); ti; n1; s; (d—oid) = s; (d—oid); s; (d—oid) =
s; s; (id—o(d—vid)); (d—oid) = .s; s; (d—oid); (id—o(d—oid)) =
(id—ed); (id—o(d—oid)) = id—o(d; (d-oid)) = id-oid = id.
La prueba de la igualdad u1c;‘UAC = idAOC es completamente análoga. Con respecto
a las otras dos igualdades, aplicamos la adjunción Q~ a los tres morfismos, obteniendo el
mismo resultado:
= so’((c; (a’; (ido E); e)t)t; ((ido (c; E)t); e)~; e’; c; e) =
so’(e’; c;((c;(a1; (ido E);E)t)t Oid); (ido (c; e)t);e) =
so’(e’; ((c; E)~ Oid); (a1; (id oc); c)~) =
(e1 O id); (((c;E)t Oid) Oid); a1; (ido e);e =
§‘(id—on) = E;ti = s;e~t ;c;s = e’;c;(eO id);e.
so’(b; ((e’; c)—oid)) =
(((a; (£0 id); E)t; ((ido (e1; c));eV) Oid); e =
((a; (e O id);e)t Oid); (ido (e1;c));c =
(id o (gl; c)); a; (e O id); e =
e’;c;(eOid);e.El
Por último vamos a probar que d también puede expresarse en términos del morfismo u
definido en el lema anterior.
b
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Lema 88
dA,c = (cA Á~Oc;(uAQ, O idA); EÁ,poc)t; UAoC,C.
Demostración: Sabemos por el Lema 87 que UA,C = idA—onc, y en consecuencia el
miembro derecho de la igualdad del enunciado es igual a
(c; ((id—on1 ) Oid); c)~; (id-vn) = (c; e; n1)~; (E~ n)~ = et; (e; n9.
Aplicando so’ a la última expresión, obtenemos:
(e~oid);c;n=e;e’ ;c;e=c;e=cp71(d).El
A.5 Dos demostraciones
Demostración del Teorema 28
Dado un objeto C en una categoría monoidal simétrica cerrada £2, el morfismo
dAC : A — (A—oC)—oC
es un isomorfismo para todo objeto A en £2 si y sólo si el morfismo
8A,B,C : (A—vE) —~ ((E.-oC)-o(A—oC))
es un isomorfismo para todos los objetos A,B en £2.
Demostración: Si 5A,R,C es un isomorfismo, entonces dA,C también lo es, puesto que por
el Lema 86 tenemos
dÁ,c = nÁ’; sI,A,C; (idÁ~c—onc)
y la expresión de la derecha, siendo una composición de isomorfismos, es asimismo un iso-
morfismo.
Recíprocamente, si dA,C es un isomorfismo, entonces 8BOC,AOC,C también lo es, porque
por la Proposición 79
((dA c—o¿Qc); SA,B,C); 8B-OC,A-OC,C =
8B-oC,A-oC,C; ~ (dnc,c—od;~,cc)) =
y de aquí, usando de nuevo la Proposición 79, SA,~C = (d’c—odB,c);s~QcA..«,CC. Por
tanto, 8A,B,C, siendo una composición de isomorfismos, es asimismo un isomorfismo. El
Demostración de la Proposición 31
Sea (£2, 0,1, a, c, e, -o, 1) una categoría con un objeto dualizante. Definimos:
1. A2S’E = (A’ OB’)’ para objetos A,B
2. f2~’g = (f’ O y’)’ para morfismos Ls
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3. ~ = (idÁ±OdB±®cL)’;(a.i Rj ~±) ;(dAi®BI Oidci)’
4.
5. e4~ = (el
donde ()± denota el funtor ..—oi; entonces, (£2,
2~’,I,a’,c’,e’) es una categoría monoidal
simétrica.
Demostración: Para empezar, 2L: £2 x £2 -~ £2 es un funtor, puesto que viene dado por
la siguiente composición de funtores:
(..)J.OPx(..).LOP
£2x£2 :£20”xC”” 24 £2OP £2.
Tenemos que demostrar que a’, c’y e’ son isomorfismos naturales que satisfacen las condiciones
de coherencia de Mac Lane-Kelly presentadas en la Figura A.1. Algunas igualdades son
inmediatas como por ejemplo e’; ¿ = id o probar que a’, e’ son isomorfismos. Vamos a
comprobar dos condiciones de coherencia y dejamos la restante condición de coherencia como
ejercicio para el lector.
La siguiente sucesión de igualdades muestra que a’; e’; a’ = (i&Xc’); a’; (c’~Yid).
UA,B,C, CA2TB,C; aC,A,B =
(idO d)’;(a’)’;(d1 o id)’;c’;(idO d)’;(a’)’;(d’ Oid)’ —
(ido d)’;(a’)’;c’;(a1)’;(d1 Oid)’ =
(ido d)’;(idoc)’;(C’)’;(coid)’;(C1oid)’
(ido c”)’;(idO d)’;(o7’)’;(C1 Oid)’;(c” Oid)’ =
(idAX4 a); aÁCB; (4c2~’idB).
Finalmente, probamos a’; (e’~’id) = e’, usando la igualdad dAI; d~¡ = idÁ±del Lema 85.
ai,A,B; (e53id) =
(ido d)’; (a1)’; (d’ O id)’; ((O Oid)” Oid)’; ((~í)±± Oid)’; ((dÁ’)’ Oid)’ =
(idOd)±;(&í)±;((etoid)Oid)±;(d1O id)’;((e1)” Oid)’;(dAx Oid)’ =
(idOd)±;(etOid)±;(&í)±;(e1Oid)’ —
(et O id)’;(idO d)’;(e’)’ = (O Oid)’;(e’)’;d~t®Ba. =
(et Oid)’; (e1)’; d¿Á±®B±>±= Q4’?B-0
Apéndice B
Categorías *-autónomas
En este apéndice realizamos una comparación detallada entre los conceptos de categoría con
un objeto dualizante y categoría *-autónoma. Primero analizamos el concepto de categoría
*-autónoma y presentamos buenas razones para añadir una condición adicional; de esta forma
obtenemos una noción más fuerte que denominamos categoría *-autónoma canónica. Luego
probamos que los conceptos de categoría con un objeto dualizante y de categoría *-autónoma
canónica son equivalentes. Esta equivalencia se encuentra implícita en algunos pasajes del
libro de Barr [9], pero ni la equivalencia ni la condición adicional son hechos explícitos en
ningún momento en tal libro. La prueba de equivalencia que presentamos más adelante
supone la definición de adecuadas categorías CatDualObj y Can*-AutCat, y la construcción
de la equivalencia entre ellas. Por otro lado, en su reciente artículo [12], Barr usa nuestra
Definición 29 de una categoría con un objeto dualizante como su definición de una categoría
*-autónoma.
B.1 Categorías *-autónomas
Esencialmente, una categoría *-autónoma es una categoría monoidal simétrica cerrada C
con una involución (..j± C0’ —* C. Dada una categoría inonoidal simétrica cerrada C, una
znvolución es un funtor (contravariante) fuerte (.)± C0P —* C junto con un isomorfismo nat-
ural dA A —* A’--’ sujeto a unas condiciones que detallamos más adelante. Es importante
observar, sin embargo, que aunque estemos usando notaciones tales como ()±,d,s, y u, que
son remznzscentes de conceptos previamente introducidos en este trabajo, en esta sección no
se asume absolutamente nada acerca de tales funtores y morfismos, excepto lo que se diga
explícitamente sobre ellos. De hecho, la intención principal de toda nuestra discusión es pre-
cisamente la de caracterizar las condiciones bajo las cuales el uso de la misma notación tanto
para categorías *-autónomas como para categorías con un objeto dualizante está plenamente
justificado.
La siguiente definición se debe a Michael Barr [9]:
Definición 89 Una categoría *-autónoma consiste en
1. Una categoría monoidal simétrica cerrada (e, ®, 1, a, e, e, —o),
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2. Un funtor (contravariante) fuerte de C en sí misma, llamado involución, dado por una
función (..)±sobre los objetos y una familia de morfismos 3Á,B A—oS —* fl1—oAt,
3. Una familia de isomorfismos dA : A —* A”, llamada isomorfismo de la involución
tales que el siguiente diagrama conmuta:
A-oB B’—oA’
js
A” —o
es decir, estos datos deben satisfacer la ecuación
dÁ’—odB = SA,B;SBI,AI.Q
El lector puede reconocer en el diagrama triangular de esta definición la propiedad análoga
a la demostrada en la Proposición 79 del Apéndice A, para el caso en que dÁ,c es un iso-
morfismo; por tanto, esta condición simplemente afirma que d es un isomorfismo natural
fuerte entre los funtores (covariantes) fuertes (Id,{idÁ..,B}) y
La primera consecuencia es que, por la Proposición 78 en el Apéndice A, d es una trans-
formación natural ordinaria. Además, del diagrama conmutativo en la definición anterior
también se deduce que 3AB es un isomorfismo para todos los objetos A,B e Ob(C), sigu-
iendo la demostración del Teorema 28 (véase la Sección A.5 en el Apéndice A).
Luego, usando el isomorfismo ~Á = (6PtA; cI,1.,Á; EI,A) : f—oÁ —* A (véase el Lema 83
en el Apéndice A), existe un isomorfismo natural
(f) A—of1 -t I”—oA’ d.
2&d 1—cA
1 ~ A’
denotado ~Á, que va a jugar un papel importante en la discusión que sigue; en particular,
su papel será fundamental en la Proposición 92 de cara a probar que, dadas las condiciones
adecuadas, 1-’- es un objeto dualizante.
Usando este isomorfismo, tenemos el siguiente isomorfismo natural:
Homc(A,B’) Hom(id,tC’> Homc(A,B—oí’) ,f:: Homc(A®B,I’) —
Hom(c,id> ~ Hom(idu)Homc(B®A,1’) Homc(B,A—oI ) —0 Homc(B,A’)
es decir, tenemos una adjunción
~B,A Homcor(B’,A) —. Homc(B, A’)
“del funtor (.)± consigo mismo.” (Para ser completamente precisos, deberíamos decir que la
adjunción es entre (.)± C0’ —* C y (...)‘ÚP C —*
¿Cuál es el objetivo de esta discusión? Podemos definir, como en la Proposición 31. un
funtor 2Y. C x C —* C mediante la igualdad A~’S’B — (A’ ® E’)’ sobre objetos y una
expresión similar para los morfismos, un objeto 1 = 1’, y correspondientes isomorfismos
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naturales a’, c’, e’, y queremos que (e, ~‘?,1, a’, e’, e’) sea también una categoría monoidal
simétrica. Para que esto sea verdad necesitamos la igualdad dAt; Q!¡= ~dÁI que en general
no se deduce de las suposiciones en la Definición 89, como el siguiente ejemplo debido a
Michael Barr [10]demuestra. Es importante darse cuenta de que esta propiedad es la análoga
a la demostrada en el lema 85 del Apéndice A, y que la hemos usado en la demostración de
la Proposición 31 (en la Sección A.5 del Apéndice A) así como en otros lugares, para probar
algunas propiedades de categorías monoidales simétricas cerradas.
Ejemplo 90 Sea (M, •, i) un monoide conmutativo con un elemento invertible d tal que
~ d1 ~ d. Y sea C la categoría con un único objeto, denotado 1, y M su monoide de
endomorfismos. Si definimos f®I = fe 1—of = f parael objeto 1, y x®y = z•y y x—oy =
para los morfismos, entonces (e, ®, 1, i, i, i, —o) es una categoría monoidal simétrica cerrada.
En esta situación, el funtor identidad sobre C es un funtor fuerte (.)í, con s = id : f ~
puesto que j = m = id. Ahora bien, d : f —* f” es un isomorfismo natural satisfaciendo
= id = s;s, pero sin embargo d’ — d # t’. o
Por otra parte, el isomorfismo ~Á también puede definirse mediante la composición
A-of1 d~
4id A” -of
1 ±~~* f-.oA1 —~-* A’
y naturalmente desearíamos que esta definición coincidiera con la dada anteriormente en la
expresión (t) (véase el diagraina en el Lema 87 del Apéndice A). Para que esto sea cierto,
necesitamos de nuevo la igualdad dÁ±;d~¿= idA±.
Si d es la unidad (y la counidad por razones de simetría, ya que = 4’Á,B) de la
adjunción definida por ~‘, entonces la igualdad dÁi;d* = idA.,. es una de las “ecuaciones
triangulares” válidas en cualquier adjunción [99]. Esta condición es muy natural y, aunque
no se exigiera en la definición original de categoría *-autónoma citada antes, la incluimos en
nuestra definición revisada de este concepto. En efecto, el mismo Michael Barr dice [10],
“La definición de [categoría] *-autónoma exige que este d sea un isomorfismo, no
que simplemente exista un isomorfismo natural cualquiera. [...] ésa es—o deberia
ser—la definición.”
Por lo tanto, nuestra definición revisada del concepto de categoría *-autónoma es la
siguiente:
Definición 91 Una categoría *-autónoma canónica consiste en
1. Una categoría monoidal simétrica cerrada (C, ®, 1, a, e,e, —o),
2. Un funtor (contravariante) fuerte de C en sí misma, llamado involución, dado por una
función J’ sobre los objetos y una familia de morfismos 3A,B : A—oB —* B’—oA’,
3. Una familia de isomorfismos dA : A —. A”, llamada isomorfismo dc ¿a involución,
sujetos a las ecuaciones
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(a) dÁ’-odB =
que dice precisamente que d es un isomorfismo natural fuerte entre los funtores
(covariantes) fuertes (Id, {idA~n}) y ((~)±;(—)~, {SA,B; SBt,A1~}).
(b) dB = (cn,BL;(u1 ®idB);en,It)t;UBI,
que expresa la propiedad de que d es la unidad (y counidad) de la adjunción
Honzcop(B’,A) — Homc(B,A’)
definida por
= Homc (idA, u~1); (so%±)‘; HOmC(CB,A, id
1t); cp~p.; Hornc(idB, UA)
donde itA es el isomorfismo (A—of’) —* A’ descrito en (f). ~
B.2 Categorías *-autónomas y categorías con un objeto dua-
lizante
Está claro que una categoría *-autónoma es bastante similar a una categoría con un objeto
dualizante. A primera vista la principal diferencia es que en una categoría *-autónoma
los isomorfismos d y s son datos básicos dados en su definición, sujetos a tres ecuaciones
nada intuitivas, es decir, no está claro si pueden reducirse a datos más elementales en la
categoría; no obstante, el objeto f~ parece comportarse como un objeto dualizante. Por
otro lado, en una categoria con un objeto dualizante podemos definir los isomorfismos d (la
Curry-conversión del morfismo evaluación) y s (la Curry-conversión de la composición m)
que satisfacen varias ecuaciones (como se demuestra en la Sección A.4 del Apéndice A), por
lo que parece muy probable que tal categoría tiene una estructura *-autónoma de forma
natural. De hecho todas estas impresiones son correctas. En general, la elección de s y
d en una categoría *-autónoma no es reducible a datos más elementales; sin embargo, las
categorías *-autónomas canónicas caracterizan el caso en que tal elección es reducible a datos
más elementales. La correspondencia entre los dos conceptos se hace entonces muy clara:
los conceptos de categoría con un objeto dualizante y de categoría *-autónoma canónica son
equivalentes, en el sentido preciso de una equivalencia de categorías [99].
Primero demostramos que en una categoría *-autónoma (C,®,I,a,c,e,—o,(..)’,s,d) el
objeto I~ es un objeto dualizante, tal y como se ha sugerido antes. Es importante notar
que en la siguiente proposición no hacemos uso de la propiedad adicional introducida en la
Definición 91.
Proposición 92 Sea (C,®,f,a,c,e,—o,(..)’,s,d) una categoría *-autónoma. Como antes,
denotamos por ~Á : (A-of’) ~. A’ el isomorfismo definido en (fl por la expresión
= SA,IL;(dI~OidAt);flAI.
Entonces
(CAOBBOIL; mAR 11)t ; UB 0UA =
es decir, el siguiente diagrama conmuta:
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(c; m)t (B—of’)—o(A—of’)
A-oB jira—oit
s
.B’-oA’
Por lo tanto, (c; m)t es un isomorfismo, y 1’ es un objeto dualizante.
Demostración: En el siguiente cálculo, vamos a usar la igualdad
(s®d);e= c;e;u
que es muy fácil de probar y se deja como ejercido para el lector. La deseada conmutatividad
del diagrama triangular se sigue de:
~~‘((c; m)~; (u’—ou)) =
((c;m)t 0 id);(id® C’);e;u=
((c; m)~ ® id); (id ® iC’); e; 8; d-oid; n =
((e; m)~ o u’); e; s; d-oid; C~; c; E =
(id ® tC’); e;ni; s; J~; e; ((d—oid) ® id); e =
(ido iC’);c;(s O s); e; m;e1;c; (ido d);e =
(id O u’); (s ® s); C1; e; (id O d); (ni O id);e =
C’ ;c;((id® tC’)®id);((s®s) o id);(id® d);C’;(id®e);e =
e~ ;c;cC’;(id® (C’ ® id));(sO(s Od));(id®e);e =
(ido (e’;c;(u’ ®id);1$s® d);e));(s® id);e =
(id ® (e—’; e; (C’ o id); e; e; u)); (s O id); e =
(s O id);e =
Vamos a ver ahora cómo una categoría con un objeto dualizante (C, 0,1, a, e, e, —o, 1) da
lugar a una categoría *-autónoma canónica.
Proposición 93 Sea (C,®,f,a,c,e,—o, .L) una categoría con un objeto dualizante. Para
objetos A, B en C, definimos
1 A’—A-oI
2. 8A,B = (et~BB«,,;mÁB,)t : A-oB —* B’—oA’
3. d~ = (cÁ,Á.,±;EA,,)t : A — A”
Entonces, (e, 0,1, a, c, e, —o, (..)‘,s,d) es una categoría *-autónoina canónica.
Demostración: En primer lugar, (.)‘ y .s definen un funtor contravariante fuerte, como se
demuestra en la Proposición 76 del Apéndice A. En segundo lugar, en la Proposición 79 y el
Lema 88 del Apéndice A demostramos que s y d satisfacen las dos ecuaciones requeridas por
la definición de categoría *-autónoma canónica, O
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Queremos probar que las construcciones definidas en las dos proposiciones anteriores son
funtoriales, o sea, que proporcionan funtores entre adecuadas categorías cuyos objetos son
categorias *-autónomas y categorías con un objeto dualizante, respectivamente. Para esto
necesitamos definir las nociones apropiadas de morfismo para estos objetos.
Comenzamos con la definición de la categoría CatDualObj cuyos objetos son categorías
con un objeto dualizante.
Proposición 94 Dadas dos categorías con un objeto dualizante (e’, ®‘, 1’, a’, c’, e’, -o’, .i’>
y (C,®,f,a,c,e,—o,I), se define un morfismo’ entre ellas como un par ~ donde Y
—* C es un funtor monoidal simétrico cerrado y a : .7(1’) —* 1 es un morfismo en C.
Esta definición proporciona una categoría CatDuaLObj
.
Demostración: Las identidades son pares <lc,id,>, y la composición de dos morfismos
(Q,a’> y <Y,a> viene dada por el par <Q; Y,F(a’); a>. E
La definición de las categorías *-AutCat y Can*-AutCat es un poco más complicada.
Este es el momento en que la noción de transformación natural fuerte relativa a un funtor
monoidal simétrico cerrado, introducida en la Sección A.3 del Apéndice A, nos va a ser muy
útil.
Proposición 95 Dadas categorías *-autónomas (C’, 0’, 1’, a’, e’, e’, —o’, (..)“,s’, d’) y (C, O,
I,a,c,e, —o,O’,s,d), se define un morfismo entre ellas como un par <,fi>, donde Y
£2’ —. £2 es un funtor monoidal simétrico cerrado, y fi es una transformación natural fuerte
relativa a Y entre los funtores fuertes ((...)í’, s’) y ((.D’ , s) que satisface además la ecuación
= dr(A);/3±,
es decir, el siguiente diagrama conniuta:
.7(A) Y(d’
)
Entonces esta definición proporciona una categoría *-AutCat. La categoría Can*-AutCat es
la subcategoría plena de *-AutCat cuyos objetos son categorías *-autónomas canónicas.
Demostración: La composición de dos de tales morfismos se define como en la Obser-
vación 82 en el Apéndice A:
=
donde, para un objeto A en £2”,
(Yfi’rBcúA = Y(PÁ);fig(Á> YQ(A”’) —* (.79(A))’.
‘Por conveniencia de notación, aquí y en el resto de esta sección, usamos primas en el dominio de un
modismo en vez de seguir la convención habitual de usar primas en el codominio.
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Para que la composición así definida sea un morfismo en *-AutCat, necesitamos compro-
bar que la condición adicional es satisfecha. Para ello usamos la propiedad de que, por la
Proposición 81 en el Apéndice A, ¡Y se externaliza a una transformación natural ordinaria
entre los funtores (..)±‘;Y y YOP; (..)~. Por lo tanto, para un modismo f : A -~ 5 en (2’,
tenemos
~(1”); ¡YA = ¡YBY(f)’.
En particular, para el morfismo /3~ : Q(A”’) —* 9(A)”, obtenemos la igualdad
= ¡YQ<A>i’;~(¡YA)
De modo que podemos realizar el siguiente cálculo:
YQ(d~j; (Y/Y; ¡Yc)Á±”= Y9(d~); Y(/t4t~¡); ~c(Á”’) =
~(
4(Á)); Y((i3~)”); ~o(A”’) = Y(4(Á)); ~c(Á)”’ Y(i3%)’ =
drg(Á); PC(A); Y(/Y~)’ = dyc(A>; (Y(
18%j; ¡YQ(Á))’ =
drc(Á); (Y/Y; ¡YQVi•~
Una vez tenemos definidas las categorías que nos interesaban, podemos probar que las
construcciones hechas en las Proposiciones 92 y 93 son funtoriales:
Proposición 96 Las asignaciones
(C,®,I,a,c,e,—o,(...)’,s,d) —. (C,®,f,a,c,e,—o,I’)
se extienden respectivamente a funtores
DO : *-AutCat —* CatDualObj
AC: CatDualObj —* Can*-AutCat
.
Demostración: Dado un inorfismo en *-AutCat
<Y, ¡Y> : ((2’, ®‘, 1’, a’, e’, e’, ‘, (..)“, s’, d’) —* (O, O, f, a, e, e, —o, (..)í, s, d),
como ¡Yp : .7(1”’) —~ Y(I’)’ y Y(f’) = 1, el morfismo en CatDualObj
DQ<Y,¡Y> : (C’,®’,I’,a’,c’,e’, —o’,f”’) —~ ((2,0, f, a, e, e, —o,I’)
se define mediante
DO<Y,f3) = <YqYp : Y(f”’) —. 1’>.
Es obvio que DO conserva identidades; y también conserva la composición, pues
DO<Q;F,Y¡Y’;¡YQ> = <Q;Y,(Y¡Y’;¡YQ)v’>
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y (Y¡Y’;¡Yg)p’ = Y(¡Yj,,);IJp.
Recíprocamente, dado un morfismo en CatDualObj
el morfismo en Con*-AutCat
((2,0,1, a, e, e,—o, —oi, (e; m)t, (e; c)t)
se define como sigue.
Primero recordemos la notación usada en la Sección A.4 del Apéndice A, y denotemos por
8A,B,I y dA,±los morfismos (e; m)t y (e; e)t, respectivamente, y análogamente con s%n,±,y
d~,,. Como Y conserva la estructura monoidal simétrica cerrada, tenemos las igualdades
= SY(Á)gr(B),r(í’)
=
Queremos definir una familia de morfismos ¡YA : Y(A—o’i’) —. (Y(A)—oX) usando el
morfismo dado a .7(1’) —* 1; para esto, usamos la propiedad de que Y conserva la estruc-
tura monoidal simétrica cerrada, y definimos
¡YA = idr(A>-oa (Y(A)-oY(1’)) —~ (Y(A)—oX).
Debemos demostrar que <Y, ¡Y> satisface las dos condiciones requeridas para ser un mor-
fismo en Car¿*-AutCat. La primera condición es
~(ú,B,,’); (idr(n~,~,¡) ..-o¡YÁ) = 8r(A)4r(B),I; (¡YB—oidr(A)-.~,,),
que es equivalente a
87(A),Y(B),Y(I’); (idr(B.g,:) —o(idr(Á)—oa)) = 85(Á),r(B),±;((idr<B)—oa)—oidr(A»,±).
Aplicando la adjunción
9r’, esta última igualdad se reduce a la naturalidad de mÁ,B,c en
C.
La segunda condición es
Y(d’A,x¡); ¡YA-o’±’= dr(A),,; (¡YA—oid,),
o equivalentemente,
dr(A) 7(J)); (idr(Á~s±~>—ea) = dr(A),,; ((idr(Á)—oa)—oidjj.
Esta igualdad se reduce de nuevo, aplicando la adjunción ~ a la naturalidad de
6A,B en
5.
Que AC conserva identidades es obvio. y que conserva la composición se sigue de
(Y/3’;Ñfl = Y(idccÁ)—o’a’);(idrg(A)—oa) =
(idrg(Á)—oY(a’)); (idrg(Á)—oa) = idrc(Á)—o(Y(a’); a).C
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Finalmente podemos demostrar nuestro resultado principal, a saber, que las nociones de
categoría *-autónoma canónica y de categoría con un objeto dualizante son equivalentes en
el sentido preciso de la existencia de una equivalencia entre las correspondientes categorías.
Teorema 97 Los dos funtores
DO!ca~,A~tc~t : Can*-AutCat —* CatDualQbj
AC: CatDualObj —* Can*-AutCat
constituyen una equivalencia de categorías.
Demostración: Dada una categoría con un objeto dualizante (2 debemos probar que existe
un isomorfismo natural DQ(AC(C)) ~ (2 en CatDualObj, y dada una categoría *-autónoma
canónica £2’, tenemos que demostrar laexistencia de un isomorfismo natural AC(DO «2’)) ~ (2’
en Can*-AutCat
.
Sea (C,®,f,a,c,e,—o,.L) una categoría con un objeto dualizante. La categoría con un
objeto dualizante que se obtiene tras aplicar el funtor AC;DO es (£2, ®,f, a, c,e, -o, f—o.L).
Usando el isomorfismo n~ = (eLA;cla-OÁ;c¡,A) : f—oA —. A (véase el Lema 83 en el
Apéndice A), se tiene e] isomorfismo <le, it,>. Es fácil ver que la naturalidad de este isomor-
fismo se reduce a la naturalidad de ~Á•
Por otro lado, sea (C,®,1,a,c,e,—o,(..)’,s,d) una categoría *-autónoma canónica. Tras
la aplicación del funtor DQ;AC tenemos la categoría *-autónoma canónica ((2,0,1, a, e, 6,—o,
..~~of’,(c;m)t,(c;s)t),y disponemos del isomorfismo <lc,UA>, donde it~: —~ A-’- fue
definido mediante la expresión (t) después de la Definición 89 (y en el enunciado de la
Proposición 92). Tenemos que comprobar que éste es en efecto un morfismo en la categoría
Can*-AutCat
El diagrama triangular conmutativo en la Proposición 92 muestraque u es un isomorfismo
natural fuerte (relativo al funtor identidad le) entre los funtores fuertes (-.—oI’, (e; m)t) y
((.)±,s). Necesitamos probar que u también satisface la segunda condición:
(c;c)t;uÁ~,¡I = dÁ;?4.
Éste es el momento preciso en el que vamos a usar la propiedad adicional introducida en la
definición de categoría *-autónoma canónica. Como d es la unidad de la adjunción
Homcop(B’,A) —* Hornc(B,A’)
descrita en la Definición 91, la igualdad buscada es equivalente a
= itA,
que es efectivamente satisfecha por u, puesto que
4~((c;c)t; u) = (e; (((c;e)t;u; u’) O id);c)t; u = (c; c;s)t; ~¿= ¿t; ~ =
Además, por la Proposición 78 en el Apéndice A, u es una. transformación natural (ordinaria)
entre los funtores (ordinarios) 1’ y (..)±;de aquí, en particular, u satisface la ecuacion
UA.L; = (uÁ—oidl±):
t1A—oÍ~’
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de la cual es fácil deducir que 201 también satisface la segunda condición. Resumiendo,
<lc, itA> es realmente un isomorfismo en la categoría Can*-AutCat
.
Nos queda por probar que este isomorfismo es natural. Dado un morfismo <YHY> en
*-AutCat de (C’,®’, 1’, a’, e’, e’, —o’, (..)“,s’, d’) en (£2, ®, 1, a, e, e, —o, (..Q’, s, d), la condición
de naturalidad se reduce a la igualdad
(idr(Ár..o/?p);urcA) =
donde u’ denota el correspondiente morfismo en £2’; en efecto,
Y(u’); ¡Y = Y(s’; (d’—o’id); n’); ¡Y = Y(s’); (Y(d’)—oid); n; ¡Y =
Y(s’); (Y(d’)—o¡Y); n = Y(s’); (id—o¡Y); (Y(d’)—víd);u =
s; (¡Y—oid); (Y(d’)-oid); n = s; ((.7(d); ¡Y)—oid); u =
s; ((d; ¡Y’)—oid); u = .s; (¡Y’—oid);(d—oid); u =
(id—o¡Y); s; (d—oid); u = (id-o¡Y); u.
En este cálculo hemos hecho uso de la naturalidad de s, garantizada por la Proposición 75
del Apéndice A. O
Con esto hemos terminado nuestro estudio de la relación entre categorías *-autónomas y
categorías con un objeto dualizante.
En nuestra opinión, los resultados en esta sección muestran que el concepto de categoría
*-autónoma es en cierto sentido demasiado general. El problema consiste en que, como el
Ejemplo 90 muestra, hay demasiada libertad en la elección de s y d de forma que, aunque
una categoría *-autónoma siempre tiene asociado un objeto dualizante, las transformaciones
naturales canónicas s y d asociadas a ese objeto dualizante no tienen ninguna relación sis-
temática con las transformaciones s y d elegidas originalmente. En cambio, el concepto de
categoría *-autónoma canónica asegura que las transformaciones s y d elegidas coinciden
salvo isomorfismo natural con las s y ti canónicas. Como la noción de categoría con un objeto
dualizante es considerablemente más simple, y no parece existir ninguna razón por la que
no queramos que .s y ti sean canónicas en las aplicaciones, concluimos que categorías con un
objeto dualizante proporcionan una base axiomática más simple sobre la cual pueden basarse
posteriores estudios de lógica lineal y de dualidad. De hecho, ésta es la axiomatización usada
por Michael Barr en su reciente artículo [12].
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Reglas de inferencia para
C es una subcategoría de V[C]
A E Ob(C)
A E Ob(V[C])
f : A -. 5 enC
f: A —* B en V[C]
V[C] es una categoría
f : A —> 5, g : 5 —* C en V[C] (composición)
f•g : A —~ C en 174(2]
A E Ob(V[C])
tdA : A —* A en 24(2] (identidades)
f A -~ 5, g : E —* C, h C —. Den ‘14(2] (asociatividad)
f;(g;h) = (f;g);h
f : A —* 5 en 24(2
]
idA;f — (id izquierda)
f : A —> E en 24(2
f; id~ = f
D[C] es monoidal simétrica
A,B E Ob(V[C])
A®5 E Ob(V[C])
f:A—*B,g:C-.DenV[C
f®g:A®C-*B®DenD[C]
f: A — B,g:B —* A’ —* 5’, 9’: C’ —* D’ en V[C] (O funtor-1)
(1; 9)0 (f’; 9’) = (1 o f’); (909’)
A,B E Ob(V[C]
)
~dÁ ® td~ = idÁ®n (0 funtor-2)
flcj
(id derecha)
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A,B,C e Ob(D[C])
aA,B,c : A O (E OC) —* (A o») OC en
A,5,C E Ob(V[C])
(A o 5) OC —~ A 0(50 C) en 174(2] (inverso)
A,5,C E Ob(274C]) A,5,C e Ob(V[C]
)
aA,B,c; -1 -1<iZA,B,c = idA®(B®C) aÁ,B,G; aA,B,c = id(A®B)®c
f : A —* A’, g :5 —* 5’, h : C —~ C’ en 24(2] (naturalidad)
aÁ,B,c; (fOg) Oh = 1®(g Oh); <1AtBÑC’
A,» E Ob(V[C])
cA,B : A OB —. BOA en D[C2] (conmutatividad)
f : A —* A’, g 5 —. 5’ en v[C] (naturalidad)
CA,B;9®1 = fOg;CA’BI
A E Ob(D[C]) (unidad)
fO A —* A en 24(2]
A E Ob(V[C]) (inverso)
A—fo A en 174(2]
A E Ob(24C]
)
—•1
eA ; e~4 = idA
A E Ob(24C]) ___________
—1
eA;eA =tdl®A
f : A —* 5 en 14(2
]
eA; f = (idi 0 f); eR (naturalidad)
A,B,C,D E Ob(V[C])
= (idA O aB,c,D); aA,B®c,D; (aA,B,C O
A,5 E Ob(V[C]
cAR; CB,Á = idÁ®B (coherencia-2)
A,B E Ob(V[C]) (coherencia-Y)
aI,A,B; (c~ O idB) = eA®B
A,B,D E Ob(V[C])
aA,B,D; cA®B,D; aDÁn = (idA O cB,D); aA,D,B; (cAo O ida) (coherencia-4)
ido) (coherencia-1)
D[C] es cerrada
A,5 E Ob(V[C]
A—oB E Ob(D[C])
A, E E Ob(V[C])
~A,B : (A—o») O A —. 5 en V[C] (connidad)
aA,B,c®D; aA®B,c,D
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f : Co A -.4 Ben 2)[C] (biyección)
ft: C .-* (A—o») en 24(2]
f : C ® A —* 5 en V[C] (adjunción-1)
(ft O idÁ);EÁ,B = f
g : C —. (A—oB) en 24(2] (adjunción-E)
((g O idA); EA,B)~ = g
D[C] tiene productos finitos
A,B E Ob(24C]
)
A&B E Ob(24CJ) (objeto producto)
f : C —~ A, g : C —~ 5 en V[C] (rnorfisrno inducido)
C —* A&B en V[(2]
A,B e Ob(V[C])
lrA,B : A&B —* A en 24(2] (proyección-1)
A,B E Ob(24C])
7rA,B : A&B —. 5 en D[C] (proyección-E)
f C .-.* A, g C —* B en 24(2] (ecuación prod-1)
= f
f C —. A, g: C —. 5 en 24(2] (ecuación prod-2)
<f,g>; 7r~
4~ = g
h : C -~ A&B en 24(2]
<h; #A,B, h; ir~ > — h (ecuación prod-3)
T E Ob(24C]) (objeto final)
A E Ob(24C]) (existencia)
A —* T en 24(2]
f : A —* T en V[C] (unicidad)
f =
‘D[C] tiene un objeto dualizante
1 E Ob(24C]) (objeto dualizante)
A E Ob(V[C])
dj~
1 : (A—oI)--o.t —* A en V[C] (inverso)
A E Ob(V[C])
= IdA
A E Ob(V[C])
=
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Capítulo 1
Introducción (Parte II)
A finales de los años 70 aparecieron dos artículos pioneros sobre la semántica de subtipos,
escritos por Goguen [56] y por Reynolds [136]. Aunque ambos enfoques poseían algunas
similitudes formales y compartían un punto de vista algebraico común, las intuiciones que
formalizaban eran diferentes, a saber:
1. una noción de subtipo como inclusión en el artículo de Goguen, y
2. una noción de conversión implícita (o coerción) en el artículo de Reynolds.
La primera intuición ha sido seguida y desarrollada posteriormente por varios autores en un
contexto de primer orden en tales trabajos como [55, 58, 129, 62, 115]; esta intuición ha dado
lugar al diseño de lenguajes de programación funcionales [43, 59] y de lenguajes que combinan
programación funcional con programación relacional, dirigida a objetos y concurrente [60, 144,
61, 112]. La segunda intuición ha sido asimismo objeto de investigación en un contexto de
orden superior; desde la aparición de artículos como [122, 25, 138] mucho ha sido hecho por
diversos autores, como explicaremos más tarde. Además, se han diseñado lenguajes basados
en estas nociones como Fun [28] y Quest [26]; estas ideas también influenciarán futuras
versiones de otros lenguajes funcionales existentes, como por ejemplo ML [120].
Sin embargo, estas dos líneas de trabajo han tenido escasa interacción mutua y—con pocas
excepciones1—casi nada se ha hecho de cara a comparar sus relativos pros y contras. Creemos
que de tal comparación se puede obtener un enriquecimiento mutuo y este trabajo debe verse
como un primer paso en esa dirección2. Concretamente, argumentamos que ninguna de estas
intuiciones es por sí sola suficiente para conseguir una semántica de subtipos completamente
satisfactoria, y proponemos un marco seinantico en el que ambas intuiciones pueden coexistir
y al mismo tiempo ser legítimamente distinguidas.
Por ejemplo, una de las características más interesantes de la noción de “subtipo como
inclusión” es que es completamente seguro mover datos y realizar operaciones desplazándose
arriba y abajo en la jerarquía de subtipos, por lo que se puede ignorar prácticamente en
1Tales como [115] que discute inclusiones y coerciones en un contexto de primer orden, y [63]que compara
propuestas para programación dirigida a objetos en ambos enfoques.
2Aunque muy diferente del nuestro en estilo y punto de vista semántico, el reciente trabajo de Z. Qian
[133] tiene objetivos bastante semejantes; no obstanie, sus deliniciones nos parecen difíciles de comparar con
los trabajos existentes en teoría de tipos de orden si’ perior.
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qué tipo se está trabajando. Esta noción de subtipo es probablemente la más natural y
la más ampliamente afianzada, y está perfectamente de acuerdo con la práctica y notación
tradicionales en matemáticas, donde por ejemplo podemos sumar el número 3 a la expresíon
compleja (—i) * i y evaluar entonces la expresión resultante al número natural 4, o en cambio
podemos evaluar primero (—i) * i a 1 y después sumar los números naturales 3 y 1 para
obtener el mismo resultado 4. Esta seguridad en el movimiento de datos arriba y abajo está
garantizada por el siguiente axioma de “conservación de la información”: si r =7~’,
Vx,y:r 2=rY ~ Zr’Y
que típicamente se encuentra implícito en trabajos como [62], donde la relación de igualdad
se define de forma independiente del tipo.
En contraste, tal seguridad no es posible en el enfoque de conversiones implícitas, donde
el anterior axioma no es cierto, incluso en el caso en que las relaciones de subtipo para los
tipos básicos son todas inclusiones. Esta situación puede ilustrarse mediante la siguiente
regla para espacios funcionales
r=r’ p=p’
(9 !=- ,o) =(r !=‘ p’)
debida a Reynolds [136], y que aparece en todos los trabajos sobre subtipos en un contexto
de orden superior de los que somos conscientes. Consideremos, por ejemplo, los tipos basícos
2 y 3, con constantes 1, 2 de tipo 2 y 1, 2, 3 de tipo 3, y una inclusión de subtipo 2 =3, y
consideremos un tipo básico IR de números reales. Entonces, en cualquier categoría semántica
razonable, sea de conjuntos (intuicionistas o no), sea de espacios topológicos o sea de otra
cosa, podemos aplicar la regla anterior con i- — 2 9 — 3, y p = p’ = IR obteniendo
(3 =~ IR) =(2 ~ IR).
Así pues lo que esta regla nos dice es que el espacioeucídeo tridimensional es, desde este punto
de vista, un subtipo (!) del plano euclídeo. Está claro que aquí por “subtipo” se entiende algo
completamente diferente de una inclusión entre tipos. El significado real es que la inclusión
j : 2 ‘—* 3 induce una restricczon
que no es otra cosa que la proyección de un punto en el espacio asus dos primeras coordenadas
y en el plano. Esta conversión implícita de puntos en el espacio a puntos en el plano no
cumple el axioma de “conservación de la información”; por ejemplo, los puntos p = (1, 1,1)
y q = (1,1,2) satisfacen p ts*fl) q, pero por supuesto p =(2~’n) q. Por lo tanto, tales
conversiones implícitas son inseguras en el sentido de que, una vez la conversión ha sido
aplicada, no hay en general ninguna forma de recuperar el dato original, porque informacion
esencial puede haberse perdido. E] caso extremo de pérdida de información aparece en el
llamado tipo universal Top, presente en muchos de los trabajos existentes, y que contiene
cualquier otro tipo i- como un subtipo r =Top, puesto que Top se interpreta como un objeto
final 1, de forma que x =Top y para cualesquiera x,y. En consecuencia, ninguna informacion
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que entre en Top puede jamás salir; esto sugiere la imagen de un “agujero negro” como una
intuición más adecuada para Top que pensar en él como el universo.
La principal cuestión que la anterior discusion intenta poner en claro es que dos intui-
ciones semánticas completamente diferentes se confunden bujo la denominación de “subtipo,”
a saber, las nociones de inclusión y de conversión implícita. Creemos que sería una equivo-
cación pensar que hay que elegir una de estas nociones a costa de la otra; efectivamente
la anterior discusión muestra que cualquier elección tendría consecuencias indeseables. Por
ejemplo, las buenas propiedades de conservación de información y las asociadas intuiciones y
facilidad en la manipulación de datos que la noción de inclusión tiene se perderían al tomar
partido por conversiones implícitas; pero por el otro lado insistir en inclusiones como la única
noción pertinente también seria indeseable, pues se perdería la capacidad proporcionada por
la regla (*) de pasar como argumentos funciones con un dominio de definición estrictamente
mayor de lo exigido.
Nuestra propuesta es intentar conseguir lo mejor de ambos mundos distinguiendo am-
bas nociones tanto sintácticamente como semánticamente. En nuestra opinión, la noción de
inclusión es la más intuitiva, posee las propiedades más interesantes, y es la noción mejor
entendida por los no especialistas; por lo tanto, usamos el nombre subtipos para tipos rela-
cionados por inclusiones y la notación r < r’ sólo en este caso. Para la noción de conversión
implícita usamos la terminología subtipos generalizados y la notación r <:,-‘. Ambas nociones
se relacionan por medio de la regla
r < r’
r <: Y
que justifica asimismo nuestra terminología. De este modo, las interesantes ventajas de
la noción de subtipo como inclusión se conservan y se hacen explícitas en la sintaxis y la
semántica, sin perder los mecanismos adicionales que la noción de subtipo como conversión
implícita proporciona. Un beneficio inmediato de este marco—ilustrado en detalle en algunos
casos, pero válido también para otros constructores de tipos que no tratamos explícitamente
en este trabajo—es la posibilidad de tener reglas más informativas para el subtipado estruc-
tural de diferentes constructores de tipos. Por ejemplo, la regla (!=~)es válida sólo para la
relación <~ para la relación < se requiere una versión más restringida. De la misma forma,
reglas para vectores (records) necesitan restricciones análogas. En contraste con los casos que
acabamos de mencionar, reglas de subtipado estructural para productos no necesitan ninguna
restricción para la relación <.
Nuestra principal tarea en este trabajo es generalizar la semántica de primer orden de
subtipos como inclusiones presentada en [62]a orden superior, consiguiendo de esta forma una
teoría de orden superior de subtipos inclusivos con interesantes propiedades, incluyendo la
de “conservación de la información,” una lógica ecuacional completamente desarrollada (algo
no disponible hasta ahora en otros enfoques de orden superior), una semántica categórica
muy general, teoremas de completitud e inicialidad, así como la flexibilidad adicional en el
tipado proporcionada por la técnica de los “retractos” [58, 62] que ha resultado ser muy
útil y conveniente en las implementaciones de 0B32 y 0BJ3 [43, 59]. Además, también
demostramos que nuestra lógica ecuacional de orden superior de subtipos es conservativa
sobre la original lógica ecuacional de primer orden.
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Nuestra intencion en este trabajo es algo modesta en el sentido de que la teoría que
desarrollamos es la más básica posible, o sea un lambda cálculo tipado con productos y
subtipos como inclusiones. Sin embargo, la extensión a cálculos más ricos no debería presentar
dificultades especiales siguiendo ideas análogas a las ya desarrolladas para la noción de subtipo
como conversión implícita en trabajos tales como [28, 24, 18, 26, 35,4, entre otros]. A pesar de
restringirnos a un cálculo muy simple, permitimos la generalidad y conveniencia adicionales
de tipos básicos definibles ecuacionalmente, para los cuales las relaciones de subtipo y ope-
raciones ambiguas (o sobrecargadas) se pueden especificar como en [62]. Tales operaciones
ambiguas soportan tanto polimorfismo de subtipos, como cuando + se define para los números
naturales, enteros, racionales y complejos, y también polimorfismo ad hoc, como cuando +
se define para tipos no relacionados entre sí como por ejemplo los valores de verdad y los
números naturales.
Nuestra noción de subtipo como inclusión es muy general y puede interpretarse en muchas
categorías, incluyendo categorías que son esencialmente “modelos de términos.” Por lo tanto,
la primera tarea en este trabajo es generalizar la teoría de primer orden de álgebra con tipos
ordenados [62] a modelos de primer orden en categorías generales siguiendo las ideas de la
semántica funtorial de Lawvere para lógica ecuacional [94]. En un segundo paso, genera-
lizamos la semántica categórica de primer orden a orden superior.
La integración de las relaciones < y <: se trata en el Capítulo 5, y discutimos un ejemplo
muy natural de esta integración en modelos de relaciones de equivalencia parciales (per’s);
sin embargo, un tratamiento completo del sistema combinado de ambas relaciones tendrá que
esperar una publicación futura. En las conclusiones finales discutimos posibles direcciones de
investigación sugeridas por el presente trabajo que desearíamos explorar en el futuro.
Capítulo 2
Álgebra con tipos ordenados
El álgebra con tipos ordenados es una generalización muy expresiva del álgebra heterogénea
obtenida al introducir una relación de orden en el conjunto de tipos, interpretada como
inclusión, y permitir el uso de símbolos de operación ambiguos. En este capítulo repasamos
las definiciones y resultados básicos del álgebra con tipos ordenados, incluyendo signatura,
álgebra, homomorfismo, la construcción del álgebra de términos, deducción ecuacional, y
los teoremas de corrección, completitud e iicialidad. Este capítulo es un breve resumen
del material contenido en las Secciones 2 y 3 de [62], donde remitimos al lector para un
tratamiento detallado, incluyendo demostraciones y aspectos aquí omitidos; un resumen más
detallado de este material aparece también en [115].
Suponemos que el lector está familiarizado con álgebra heterogénea, en particular con los
conceptos de signatura, álgebra, homomorfismo y ecuación en ese marco (véase, por ejemplo,
[114]).
Notación: Dado un conjunto 5, denotamos por ~ una lista s~ . . s,, (n =0) en 5* cuya
longitud n se deja a menudo implícita en el contexto; la lista vacía se denota E.
Si (5, =)es un conjunto parcialmente ordenado, el orden < se extiende a listas de la
misma longitud en S componente a componente, y se denota también < es decir,
Dado un 5-conjunto A = {A. 1 s E 5), es decir una familia de conjuntos con índices en
5, si ~ = s~ . . . 8,, ~¿e, escribimos A7 para denotar el producto cartesiano A,, x ... x A,~,
y si S es la lista vacía e, A~ es un conjunto unitario denotado 1. De forma análoga, si
h = {h, : A, — Ss 1 s E 5) es una 5-función entre los 5-conjuntos A y 5, escribimos h7
para denotar h,, x ... x It,,, : Ay —> Br, y h~ es id1.
En lo que sigue, abreviamos habitualmente la frase “con tipos ordenados” a “c.t.o.”.
2.1 Signaturas, álgebras y homomorfismos
Definición 1 [62] Una signatura con tipos ordenados, abreviado a signatura cÁ.o., es un
triple (5, =, E) tal que (5, E) es una signatura heterogénea (es decir, un conjunto de tipos
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3 y un S’~ x 3-conjunto E = {E¡,, ¡ ~ E S,s E S} de símbolos de operación1), (S,=)es
un conjunto parcialmente ordenado, y los símbolos de operación en la signatura satisfacen la
siguiente condición de monotonía:
a E E~. o Err y s y implican a _ 7’. 0
Cuando el conjunto parcialmente ordenado de tipos está claro, escribimos simplemente E
para denotar una signatura con tipos ordenados.
Conviene destacar el hecho de que, contrariamente a la práctica habitual en álgebra
heterogénea, los conjuntos de símbolos de operación E~, en una signatura c.t.o. no sólo
no se suponen disjuntos dos a dos, sino que se dan condiciones explicitas para el caso en
que el mismo símbolo de operación aparece con dos rangos distintos (un poco más adelante
veremos la condición de regularidad que también se aplica en este caso). Esta situación se
conoce como ambigiledad o sobrecarga (overloading) y se dice que el símbolo de operación es
ambiguo o está sobrecargado. La posibilidad de operaciones ambiguas junto con la relación de
subtipo constituye una de las características más interesantes y expresivas ala hora de escribir
éspecificaciones usando álgebra con tipos ordenados. Por ejemplo, esto permite justificar
dentro de un marco formal la práctica habitual de sobrecargar los símbolos de operaciones
aritméticas en la jerarquía numérica. El Ejemplo 15 ilustra este caso.
Definición 2 [62] Sea (3, =,E) una signatura c.t.o. Una (3, =,32)-álgebra A es una (3, E)-
álgebra heterogénea A (es decir, para cada a E 3 un conjunto A, y para cada símbolo de
operación a E 32;,, una función A~’ : A
7 —. A,) que satisface las siguientes condiciones de
monotonía:
1. s<s’ en 3 implica A, ciA8’, y
2. a E 32;,,fl E~ y ¡ Y implican que 4’ : A7 —~ A, y A7 : A~ 4 Ar coinciden en los
elementos de A7. O
Cuando el conjunto ordenado de tipos está claro, nos referimos a una (3, =,32)-álgebra A
simplemente como una E-álgebra.
Definición 3 [62] Sea (3, =,E) una signatura c.t.o. Dadas dos (3, =,32)-álgebras A y B,
un (3, =,32)-homomorfismo It : A —. 8 es un (3, 32)-homomorfisma heterogéneo (es decir,
una 3-función It = {h. : A, —* 5, 1 .s E S} satisfaciendo la condición de homomorfismo
h,(At’(a)) = BZ’(hw(a)) para todo a E E;,, y a E A;) que además satisface la siguiente
condición de restricción:
s =a’ y a E A, implican h,(a) = h,s(a). O
Observación 4 Con estas definiciones de E-álgebra y E-homomorfismo c.t.o., tenemos una
categoría denotada OSAlg~. O
‘Cuando a E E~1, decimos que a tiene rongo <,‘>, andad 7 y tipo o coanidod t A veces E tambi¿u
denota la unión U7~8. ,SES
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Observación 5 Por definición, toda (3, =,32)-álgebra es una (3,32)-álgebras y todo (3, =
,32)-homomorfismo es un (3, E)-homomorfismo, por lo que, si AIgs denota la categoría de
E-álgebras y 32-homomorfismos heterogéneos, tenemos un funtor de olvido OSAIg5 —* Alg~.
Cuando el orden en 3 es el discreto, es decir s < S~ 511 5 = s’, el anterior funtor de olvido se
convierte en la identidad y obtenemos como caso especial de la definición con tipos ordenados
la noción de álgebra heterogénea y la correspondiente categoría Alg~. O
2.2 Álgebras de términos e inicialidad
Construimos un álgebra de términos, inicial en la categoría OSA¿gs, de la misma forma que
el álgebra de términos heterogénea T5 es inicial en Aigs.
Definición 6 [62] Dada una signatura c.t.o. (3, =,E), el álgebra de términos con tipos orde-
nados 7¿ se define como el menor 3-conjunto 2~ = {tTs, ¡ s E S} que satisface las siguientes
condiciones:
1.Ees ~
Ts,s paras ES.
2. 7¿,~ ~ ~ si s < 3’.
3. Siu e E~
8yt~ e ~ (i = 1,...,n),con~= s1 ..s,, $ e,entoncesa(ti,...,t,,) E
Además, para a E Es,,, la función TL.: Ts,;—*Ys,8llevati,...,t~aa(ti,...,t,,). E
Obsérvese que la cláusula 2 en esta definición corresponde a la regla llamada de subsunción
en la literatura sobre lambda cálculo con subtipos [35].
Obviamente, T2 es un álgebra con tipos ordenados. Es importante notar que en general
no es igual a T2,8 ni tampoco a U8’<8 T5,,’. Un término con tipos ordenados puede tener
muchos tipos diferentes; en particular, si t tiene tipo s, entonces t también tiene tipo s’ para
todo .s’ > s. Es más, como un símbolo de operación a puede tener varios rangos diferentes, un
término a(ti, ... 4,,) puede tener incluso tipos que no son directamente comparables. Debido
a esta situación, el álgebra Z~ no es inicial en general; para conseguir la inicialidad, exigimos
la siguiente condición:
Definición 7 [62] Una signatura con tipos ordenados (3, =,E) es regular su dados a E
32r,r
y~<Ten S,elconjuntoderangos {<~,q> E S½S I~=~yaE E~} tieneun mínimo. O
Proposición 8 [62] Dada una signatura c.t.o. reguiar (3, =,E), para cada término 1 en
existe un mínimo s E 3, llamado el tipo mínimo de 1 y denotado ls(t), tal que 1 E 7j,,.
Demostración: Si 1 = a E E~, ls(t) es el mínimo s tal que u E Es,, (que existe por
regularidad).
Si 1 = o¡ti,. . .,t,,) donde ls(t~) = r~ (por hipótesis de inducción) y u E E
81.~.8,,,8 con
rt =s~ (i= 1,...,n),el tipo mínimo del esq tal que <~,q> es el mínimo rango con
a E E~9. O
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Nótese que el algoritmo dado en la anterior demostración no sólo proporciona el tipo
mínimo de un término t sino que también da lugar a un análisis sintáctico (parsing) canónico
de t que es mínimo con respecto al orden apropiado (cada instancia de un símbolo de operacion
o tiene un rango mínimo con respecto a los correspondientes argumentos); véase también el
artículo [79].
Como en el caso heterogéneo, términos con variables pueden verse como un caso especial
de términos básicos, usando el truco de aumentar la signatura con constantes adicionales
correspondientes a las variables: dada una 3-familia X = {X, ¡ .s E S} de conjuntos de
variables disjuntos dos a dos, y disjuntos de E, definimos la signatura c.t.o. (3, =,32(X))
mediante E(X)~,8 = Ea,, U X, y E(X»8 = ~ paraS # e. Nótese que 32(X) es regular si E
lo es; en particular, el tipo mínimo de una variable es el único tipo que tiene asignado en el
conjunto de variables. Entonces, construimos como antes
Ts(x) y, olvidando las constantes
en X, podemos verla como una E-álgebra c.t.o. denotada Tr(X).
Teorema 9 [62] Dada una signatura c.t.o. regular (3, =,E), una (3, =,32)-álgebra A, y una
asignación f de X en A (es decir, una 3-función f : X —. A), existe un único homomorfismo
c.t.o. f~ : Tz(X) —* A que extiendé f, es decir, f~(x) = f
8(x) para todo x E X8 y para todo
s E 3. Por lo tanto, 77(X) es la E-álgebra c.t.o. libre generada por X; en particular, 7~ es
el álgebra inicial en OSAlg~. O
En lo que sigue, adoptaremos las siguientes convenciones sobre la representación de con-
juntos de variables y términos:
1. Escribimos t : s para indicar que el término c.t.o. t tiene tipos, es decir, que t pertenece
a T~«X), (recuérdese que un término c.t.o. puede tener varios tipos diferentes).
2. Un 3-conjunto finito de variables X se representa como una lista z1 : si,... ,x,, : 5,,, o
más brevemente ~: 5, donde todas tas variables x~ son distintas.
3. La notación t(zi : sr,.. . , x,, : s,,), o t(~ : 5), se usa para representar un término 1 cuyas
variables están incluidas en el conjunto z : s.
Si X e Y son conjuntos de variables, una asignación de la forma 1 : X —. Ts(Y) se
llama una sustitución. Si X = x1 : .s~,.. .,z,, : 8,, y f lleva x~ a t~ (i = 1,. ..,n), entonces
la sustitución lleva 1’ E Ts(X)8 al término f(t’), donde f~ es el único homomorfismo c.t.o.
12(X) —. Tz(Y) que extiende f. El término f~Q’) se denota t’(tj/zi, .. . ,I,,/x,.) o más
brevemente t’(7/w~).
2.3 Ecuaciones, satisfacción y completitud
Consideramos la noción de ecuación en el marco de álgebra con tipos ordenados. En álgebra
heterogénea, una ecuación está dada por un conjunto de variables y un par de términos del
mismo tipo. En álgebra con tipos ordenados disponemos de más flexibilidad y simplemente
requerimos que los dos términos tengan un supertipo común. Para que esto funcione ade-
cuadamente con respecto a deducción ecuacional y satisfacción, necesitamos una condición
de coherencia en signaturas con tipos ordenados.
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Definición 10 Una signatura con tipos ordenados (3, =,32) es localmente filtrada si y sólo
si el conjunto parcialmente ordenado (3, =)es localmente filtrado, o sea, cada componente
conexa es filtrada2.
Una signatura c.t.o. es coherente su es regular y localmente filtrada. O
Definición 11 [62] Dada una signatura c.t.o. coherente (3, =,32), una E-ecuación es un
triple <~ : 3,t,t’> donde Y: S es un conjunto (finito) de variables, y t y t’ son términos en
39 tales que ls(t) y ls(t’) están en la misma componente conexa de (3, =).Denotaremos
tal ecuación por (Y: 5’) t = t’. Nótese que, al ser la signatura localmente filtrada, dada una
ecuación (Y: 5’) t = t’ siempre existe un tipo s tal que t : a y t’ : s; si queremos hacer tal tipo
explícito usamos la notación (Y: Sji = t’ : s.
Una teoría con tipos ordenados, o teoría c.t.o., consiste en una signatura c.to. coherente
(3, =,E) y un conjunto r de E-ecuaciones, O
Definición 12 [62] Una 32-álgebra A satisface una E-ecuación (Y : 5’) t = t’ si y sólo si
t(t)(t) = fj*
8(j,)(tí) en A para toda asignación f: (Y :5’) —+ A.
Esta noción se extiende de la forma obvia a un conjunto r de E-ecuaciones y en este caso
decimos que A es una (E, r)-álgebra. Denotamos por OSAlgz,r la subcategoría plena de
O3Alg~ cuyos objetos son las (E, r)-álgebras. O
Dado un conjunto r de E-ecuaciones, escribimos r F— (Y : 5’) t = t’ para denotar que la
ecuación (Y: 5’) 1 = 1’ es derivable a partir de r mediante las siguientes reglas de deducción
ecuacional con tipos ordenados (en la presentación de estas reglas, suponemos que todos los
términos y ecuaciones c.t.o. que aparecen están bien formados):
Refiexividad:
r>- Y:5’ t=t’
Simetria: ri- Y:5’ t’=t
Transitividad: rI—(Y:flí=t
U 1— (Y: 5’) 1 = 1”
Congruencia: U 1- (y :7) t”Q/Y) =
Sustitución: tj : s~ E 7j(y: 7) Ci = 1,.. .,n) (xí : si, - . .,x, : s,,)t’ = 1” E U
Teorema 13 (Corrección y Completitud) [62] Dada una teoría con tipos ordenados (3, =,
E, 17) y términos 1,1’ E Ts(Y : 39, la ecuación (Y : 5’) t = 1’ es derivable a partir de U su es
satisfecha por todas las (E, 17)-álgebras con tipos ordenados. O
2Las componentes conexos de un conjunto parcialmente ordenado (S, =)son las clases de equivalencia de la
clausura transitiva y sim¿trica de <. ¡Sn conjunto parcialmente ordenado (S, =)es fu rodo su para cualesquiera
elementos s, s’ C S existe s” E S tal que s ~ y s’ < 8v’.
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La completitud en este teorema se demuestra usando la (E, 17)-álgebra ¶i,r(~ :5’) obtenida
al hacer el cociente de la 32-álgebra ‘r(~ : 5’) por la E-congruencia con tipos ordenados
definida por 1 Er(~~ t’ su la ecuación (~ : 5’) 1 = t’ es derivable a partir de 17. Una
E-congruencia con tipos ordenados sobre una E-álgebra A es una congruencia heterogénea
— s E S} sobre A (es decir, una 3-relación de equivalencia conservada por las ope-
raciones en E) tal que si s =s’ y a,a’ E A3, entonces a ~ a’ su a ~ a’. En el caso de
esto es cierto porque la derivabilidad es independiente de los tipos. Además, tenemos
el siguiente resultado:
Teorema 14 [62] Dada una teoría con tipos ordenados (3, =,E,17),Tz,r(X) es la (32,17)-
álgebra c.t.o. libre generada por X; en particular, ?i,r(<~)) es una (E, 17)-álgebra inicial. O
La clase de equivalencia de un término c.t.o. t(~: 5’) con respecto a la congruencia c.t.o.
se denota [1],es decir, [1]= {t’ E ‘z(~ : 39¡ 17 1— (~ : 5’) t = t’}; a veces, si queremos
hacer la teoría explícita, la clase de equivalencia [t] se denota [t]sy.
Ejemplo 15 Supongamos que INT es una teoría con tipos ordenados que especifica los
números enteros como su álgebra inicial; entonces, la siguiente teoria con tipos ordenados
RAT—una ligera variante de una especificación incluida en un ejemplo mucho más completo
de la jerarquía numérica que aparece en [62]—especifica los números racionales. Usamos la
notación de OBJ [59] para presentarla; la línea protecting INT afirma que INT es una sub-
teoría de BIT, y además que los enteros no son modificados en el sentido de que no se añaden
datos de tipo mt y que números diferentes no se identifican por las nuevas ecuaciones en BIT.
Las declaraciones Eassoc cormnj afirman que las operaciones ..+ y ..* son ambas asociativas
y conmutativas. Obsérvese que las operaciones /., -- y ..* son ambiguas, siguiendo el uso
matemático habitual.
obj BIT is
protecting INT
sorts NzRat Rat
subsorts mt < Rat
subsorts Nzlnt < NzRat < Bat
op ¡ :RatNzRat->Rat
op .1.. : NzRat NzRat -> NzRat
Rat->Rat
op -— : NzRat -> NzRat
op .4... : Rat Rat -> Rat
op *_ : Bat Bat -> Rat
op *_ : NzRat NzRat ->
vars R S : Rat -
vais R’ S’ T’: NzRat
eq II ¡ CR’ 1 S’) = (R * S’) ¡ R’
eq (R ¡ E?) ¡ S’ = R ¡ (R’ * SO
eq (R’ * T’) ¡ (S’ * 1’) = R’ 1 5’
eq R ¡ 1 = R
eq 0 1 R’ = O
Eassoc conxmj
Eassoc commj
NzRat [assoc coxninj
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eq R 1 (— RO = (— R) ¡ a’
eq — (R ¡ R’) = (— R) ¡ E?
eq R + (S ¡ R’) = ((a * R’) 4 S) ¡ R’
eqR* (S ¡ R’) = (R* 5) ¡ R’
j bo
El álgebra inicial especificada por la teoría con tipos ordenados RAT es el álgebra de los
números racionales. Este ejemplo ilustra la expresividad del álgebra con tipos ordenados y su
flexibilidad para tratar operaciones parcialmente definidas. Nótese que, debido al problema
ocasionado por la división por cero, este ejemplo no puede especificarse de forma realmente
satisfactoria usando álgebra heterogénea, donde se requiere el uso de constantes de error y
operaciones auxiliares (véase, por ejemplo, [39]).0
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Capítulo 3
Semántica funtorial del álgebra
con tipos ordenados
La lógica ecuacional fue el primer ejemplo de lógica categórica considerado por Lawvere en
su tesis doctoral [94]. Dada una teoría ecuacional homogénea (E, 17), Lawvere construyó una
categoría con productos finitos £s,r tal que (E, 17)-álgebras A pueden ponerse en correspon-
dencia biyectiva con funtores
£zy —.4 Set
que conservan productos estrictamente, es decir, productos (elegidos’) en Lzy son transfor-
mados en productos cartesianos en Set. Esto puede generalizarse a (32, 17)-álgebras en una
categoría arbitraria (2 con productos finitos, que se pueden definir como funtores £s,r —. (2
que conservan productos estrictamente.
La categoría £s,r es fácil de describir. Sus objetos són los números naturales. Un mor-
fismo [t] : n —* 1 es la clase de equivalencia módulo las ecuaciones 17 de un E-término t
cuyas variables están entre z1,. . .,z,2. Un morfismo it —~ m es una nt-tupía de morfismos
it —~ 1. La composición de morfismos viene dada por sustitución en los términos. Por ejem-
pío, <[x7 * x3], [x4+ rs]>; [x2+ zl] = [(x4 + rs) + Qn7 * rs)] (para una signatura que inciuye las
operaciones aritméticas + y *, y usando orden diagramático para la composición de morfis-
mos en una categoría). Es fácil ver entonces que el objeto n es el n-ésimo producto del objeto
1 con proyecciones [x,], . . . , [x,.], y, en general, que el producto de los objetos ny mes n+m.
El funtor A asociado con el álgebra A lleva el morfismo [t] : it —* 1 a la operación derivada
tA : A” —. A asociada al término t en el álgebra A. Bajo esta correspondencia entre álgebras
y funtores, una ecuación t = t’ es satisfecha por una (E, 17)-álgebra A sil A([t]) =
Lawvere también demostró que cualquier categoría con productos finitos y con los números
naturales por objetos tal que it es el n-ésimo producto de 1 es isomorfa a £,y para una
teoría ecuacional (E, 17). De hecho, varias presentaciones equivalentes mediante operaciones
y ecuaciones son posibles para un mismo concepto, como por ejemplo grupos. Lo que la teoría
de Lawvere proporciona es una descripción independiente de presentaciones del concepto, y
considerando funtores que conservan productos en Set, también de los modelos.
‘La definición categórica de productos y otras construcciones universales sólo los determina salvo isomor-
fismo; como necesitamos fijar la estructura, suponemos que se ha realizado una elección arbitraria pero fija.
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El caso análogo de lógica ecuacional heterogénea fue estudiado por Bénabou en su tesis
doctoral [15]. La categoría £r,r se construye como en el caso homogéneo, pero ahora tiene
como conjunto de objetos el monoide libre S* generado por el conjunto 3 de tipos2. Pitts
realiza una detallada presentación de este caso en [128]junto con una extensión a tipos de
orden superior; él considera el caso en que los funtores conservan la correspondiente estruc-
tura categórica salvo isomorfismo. En este capítulo desarrollamos una semántica funtorial
para el álgebra con tipos ordenados, con funtores que conservan estrictamente la estructura
categórica; y en el siguiente capítulo extenderemos nuestra semántica categórica a teorías de
orden superior con tipos ordenados.
3.1 Álgebras, homomorfismos y satisfacción en categorías
El primer paso en este estudio es la axiomatización de la estructura que una categoría £2 debe
poseer de cara a poder definir álgebras con tipos ordenados en ella. En el caso de álgebras
heterogéneas, basta disponer de productos finitos; en el caso de álgebras c.t.o. necesitamos
productos finitos y además morfismos adecuados para poder interpretar las inciusiones entre
los conjuntos subyacentes.
Notación: Dada una categoría con (una elección de) productos finitos (2, A
1 x A2 denota
el producto binario de los objetos A1 y A2, y 1 denota el objeto final en (2.
Las proyecciones se denotan ir1 : A1 <A2 —. A1 (i = 1,2)- Si fi : C —* 4 (i = 1,2)
son morfismos enC, <fí,f2> denota el único modismo f : C —~ A1 x A2 tal que f;ir1 =
(i = 1,2). El único morfismo A -~ 1 se denota <>Á, o a veces simplemente <>.
En general, dados objetos A1,. ..,A~ (n =2) en (2, A1 >< ... x A,, denota el producto
iterado (...((Aí x A2) x Aa). .) z A~, y, dados morfismos fi : C —* 4 (i = 1,..., n) en
(2, <fí,-..,fn> denota «...«fí,f2>,fa>...>,f,,>. Finalmente, las proyecciones generalizadas
ir1 : A1 x ... x A,, —* A1 se definen mediante las expresiones
ir1 = irifli>;r
ir5 = ir1, ... , 1;ir2 (j=2,...,n).
Por supuesto, el producto de un objeto A es él mismo, y el producto de O objetos es el objeto
final 1.
Nótese el abuso de notación en <fr,..., 1~~> y ir1; los dominios y codominios están habi-
tualinente determinados por el contexto.
En este marco podemos reusar la notación introducida anteriormente para conjuntos: si
5’= S~ ...s,, ~ e, A7 denota A3, x...xA84;yh¡denotah$, x...x It3,, :A; —.4 E7; asimismo,
= 1 y It~ = id1.
Definición 16 Una estructura de inclusiones en una categoría (2 con (una elección de) pro-
ductos finitos es una subcategoría 27 de (2 tal que
1. 27 tiene los mismos objetos que (2.
2Como nos interesan funtores que conservan estrictamente la estructura categórica, vamos a considerar una
construcción ligeramente refinada.
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2. Todos los morfismos en 27 son monomorfismos en £2.
3. 27 es un conjunto parcialmente ordenado.
4. 27 es cerrada bajo la operación — x — sobre modismos, es decir, si j1 : A~ —* 5~ (i = 1,2)
son morfismos en 27, entonces jí x j2 : A1 x A2 —* Bí x B~ es también un morfismo
en 273•
Al par (£2,27) lo llamamos una PI-categoría. O
Por la condición 3, la subcategoría 27 provee a Ob((2) con un orden denotado =j definiendo
A =a5 su hay un morfismo j : A —* 5 en 27. La extensión componente a componente de
este orden a tupías de objetos de la misma longitud es denotada también =g-
Ejemplo 17 Existen muchos ejemplos naturales de PI-categorías. El ejemplo más obvio es
la categoría Set de conjuntos y funciones junto con la subcategoría Inc cuyos morfismos son
las inclusiones entre conjuntos; en general, categorías de conjuntos con estructura tales como
espacios topológicos, conjuntos parcialmente ordenados, grupos, etc. tienen normalmente
unanoción de “subestructura” (subespacio topológico, subconjunto parcialmente ordenado,
subgrupo, etc.) que proporciona una estructura de inclusiones en el sentido de la definición
anterior.
Nótese también que cualquier categoría (2 con productos finitos tiene una estructura de
inclusiones trivial Id determinada por la subcategoria cuyos morfismos son justamente las
identidades. O
Para el resto de esta sección fijamos una PI-categoría ((2,27).
Dada una signatura c.t.o. (3, =,E), definimos una E-álgebra en (2 como sigue:
Definición 18 Para una signatura c.t.o. (3, =,E), una (3, =,32)-álgebra A en 0 está deter-
minada por los siguientes datos:
1. Un objeto A, en (2 para cada tipo s E 3,
2. Un morfismo 4’ : A7—. A, en (2 para cada símbolo de operación a E E,,,
3. Si s <s’ en 3, un morfismo A,<g : A, .—* A,~ en 274,
sujetos a la siguiente condición de monotonía: a E
32z~ fl 32F,r y 5’ =
3r implican
A;c; =1= A”; A,<,. : A7 —* A~.
A.
Asi.cri >( ...>< As,,<r,, 1 As=r
AriX..XAr,, Ar
3Si 5, y Ji son monomorfismos, entonces Sí >< 12 es asimismo un monomorfismo, porque el funtor - - es
un adjunto a derecha y por tanto conserva límites.
4Corno 3 es cerrada bajo productos de morfismos si 7 < f en S, tenemos entonces un modismo AT<r:
A
7 — Aren 3.
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O
Es importante observar que la Definición 2 es precisamente la especialización de esta
definición al caso ((2,27) = (Set,Inc).
La definición categórica de homomorfismo es bastante sencilla:
Definición 19 Dadas dos E-álgebras A y B en (2, un 32-homomorfismo h : A —* B consiste
en una 3-familia de morfismos {It, : A8 —* 5, ¡ s E S} en (2 tal que
1. Condición de homomorfismo: Para cada a E 32w,,, At’; It, = It7; 5”’ : A7 —* 5,.
A,, x... x A,,, A,
It,, >< .. x It,1 ___________
0
En particular, A~9; It, = idí; ~r=
2. Condición de restricción: Si .s <5’ It_;R«,’ = A,<,’;h,’ : A, —~ 5,’.
A, A,<8’ A,t
Jhst
5, 58~
O
Observación 20 Con estas definiciones de E-álgebra y E-homomorfismo en (2, tenemos una
categoría denotada OSAlg((2, 27)~. Es claro que OSAlg~ = OSAlg(Set,Inc)s - O
Dado un E-término ct.o. t(xí : sí,...,z,, : .s~) : s y una E-álgebra A enC, definimos
el significado de t como un morfismo ~t : SJA : A,1 x - . - x A,,, —* A., en £2. El morfismo
LilA se define mediante inducción sobre la estructura de t; sin embargo, un término c.t.o. se
puede construir de varias formas diferentes y, por lo tanto, para que ese morfismo esté bien
definido, debemos probar que es independente de la construcción de t. Para esto necesitamos
la condición de regularidad en signaturas que garantiza que t posee un tipo mínimo ls(t)
así como un análisis sintáctico canónico (véase la demostración de la Proposición 8 y los
comentarios que la siguen). Es importante notar también que, aunque no lo hagamos explicito
para facilitar la notación, la definición del modIsmo [t : sjA depende de la lista de variables
s,, considerada. No obstante, hay que observar que no depende de los
nombres de las variables ~, sino sólo de sus tipos 5’, porque las variables son simplemente
proyecciones.
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Definición 21 Dadas una signatura c.t.o. regular (3,=,32)y una (3, =,32)-álgebra A en
£2, la operación derivada asociada a un E-término t(xí : .s1,. . .,z,, : s~) : a es el morfismo
ji : lA : A,, x .. - x A,,, —~ A, en £2 definido como sigue:
1. Si t : a es x~: s~, : .SJA = ir~.
2. Si t = a con a E Es,,, entonces [1:lA = <>A7; A~”.
3. Si 1: .s’ con a’ < s, entonces [1:S¡4 = ji : ~‘~A; Ag<,.
4. Si t = a(tl,...,tk) con a E
32r1...r~,8 y t~: r~ (i = 1,...,k), entonces
ji : alÁ = <[ti : JA, - . ., [4 : rkJA>; A~3••’>”. ¡~
En la notación [t : .SIA omitimos a o A cuando estén claros por el contexto.
El siguiente resultado expresa la coherencia semántica de las posibles diferentes construc-
ciones de un término c.t.o.
Lema 22 Dada una E-álgebra A en (2 y un E-término ct.o. t(M: 5’),
[1: s!A = ji : ls(t)JÁ; Als(t)~s.
Por lo tanto, el significado de t es independente de la forma en que 1 se construye como
término c.t.o.
Demostración: Si t = zj y a = a~, sabemos que ls(i) = a y A¡,(t)=,es la identidad.
Si i = a E ~ ls(t) es el mínimos tal que a E Es,,, y entonces
[1: sj = <¼~;A” = <>A
7; A¿¡s(o> A — : ls(i)J; Ai,<g>=,,a , ¿s(a)<s — r4
debido a la condición de monotonía en la definición de E-álgebra.
Si 1: s < a’, basta notar que A¡,<i>=,;A«,’ = A¡,(t)=,¡porque 27 es un conjunto parcial-
mente ordenado.
Sil = a(ií,..,t~) donde ls(ii) = r~ ya E 32’,...,,,,, con r~ =a1 (i = 1,...,n), entonces
ls(i) = q tal que <~, q> es el mínimo rango con a E E~~;q y 3’ =~. En este caso, por la hipótesis
de la inducción y ser 27 un conjunto parcialmente ordenado, tenemos
[te: ad = [4 : r,j; ATi<q¿; Aqj<,~.
De aquí, haciendo nuevo uso de la condición de monotonía,
[1: sj = <ji~ : sí],..., [t~ : s~1>; A~” =
<I[tí : y1],. - ., [1,,: r~l>; Ar.q; A~=7;A’ =
<¡[ti : qj,.. ., [1,, : q,j>; A~; Aq<, =
ji: ls(t)J; A,8<~><,. O
La siguiente proposícion muestra que sustitución de términos corresponde a composición
en la categoría.
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Proposición 23 Dada una E-álgebra A en (2 y E-términos t’(x1 : ,x,~ : s~) : s’ y
Yk : r&) : s~ (i = 1,..., n), tenemos
x. . >Ar~ A~.
Demostración: Si 1’ =
Si i’=ae E~’,
= [a~ = <>Arj x...xA A”” =O
Si 1’ : a” =a’,
= [a(1(7/E),. . . ,4(7/39)] =
<[4(7/39j,. - -, [4(T/w,91>;A~ÁS’ —
=
La siguiente proposición muestra que los homomorfismos conservan no sólo las operaciones
básicas, sino también las operaciones derivadas.
Lema 24 Dado un homomorfismo It : A — B entre dos 32-álgebras A y B en (2, y un
E-término c.t.o. t(~ : 5’) : a, tenemos
h7; [t : LIB = [1: a]Á; h8.
Demostración: Si t = :
It¡; jtIB = (h,, x .. . x It,); r~ = ir~; h,~ = HA; I¡3j~
Si 1 = ~ E 32~,,,
It7; jt]n = Itg; <>.B~; B~” = <>A7 id1; 5” = <>A7; A~”; It8 = [tíA; Ii,.
Si 1 a’ < a
It¡; ¡ji : a]B = hy; ji : s’j¡B; 5,’.c, =
¡ji : s’IA; h,~; 5,’<~ = ¡jt : s’]A; Ag<,; h, = ji: alA; It,.
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Si t = o(ií, . . .,ik) donde i1 : r~ (i = 1,.. .4) ya E ET2...rk,s,
Ity; [ijn = Itr; <[iJ~, . . ., [té>; n;~’ =
<It7; [ilIB,... ,h¡; [1dB>; flr,8 =
<LiliA, - . ., [ik]A>; (Itr, >< . . . x Itrj; 5’ =
<[tijA,..., ¡jt¡j4>; A:~s; It8 = LilA; It8. ~
Ahora pasamos a definir la noción de satisfacción en este marco categórico mucho más
general. De ahora en adelante, suponemos que nuestra signatura ct.o. (S, =,E) es coherente.
Definición 25 Dada una signatura c.t.o. coherente (S, =,E), una (3, =,32)-álgebra A en (2
satisface una E-ecuación (~ : 5’) t = 1’, denotado A 1= (~ : 3) i = 1’, si y sólo si
¡ji : S]A = [1’ : a]Á
para un tipo a común a i y t’ (que existe por la Definición 11 de ecuacióú). O
Lema 26 La noción de satisfacción definida arriba es independiente del tipo común a de 1 y
t’ considerado.
Demostración: Supóngase que a y s’ son ambos tipos comunes de 1 and i’; entonces, como
S es localmente filtrada y a, a’ están en la misma componente conexa, existe a” E 3 tal que
a =a” y a’ < .s”.
Si ¡ji :.s] = ji’ : a], usando el Lema 22, tenemos la siguiente cadena de igualdades:
[1:8’]; A.~<8~1 = [1: a”] = [1:a]; A,<.’~ = [1’: a]; A8<,1. = ¡ji’ : a”] = [1’ : a’]; A8’<8~~
de la cual se deduce [t : a’] = ji’ : a’] como se deseaba, ya que ~ es un monomorfismo.
O
Observación 27 Dada una teoría c.to. (3, =,E, 1’), denotamos por O3Alg((2, 27)s p la sub-
categoría plena de QSAlg(C, 27)s cuyos objetos son las (E, fl-álgebras en £2, es decir, las
E-álgebras en (2 que satisfacen todas las ecuaciones en 17. Está claro que OSAlgs,r =
OSAIg(Set,Inc)s,r. O
Proposición 28 (Corrección) Sea (3, =,E, 17) una teoría c-t.o. y A una (E, 17)-álgebraen £2.
Si 17 1- (~ :3)1 = t’, entonces A fr (~:5’) t = 1’.
Demostración: La corrección de las reglas Reflexividad y Simetría es obvia, y la de la
regla Transitividad también es trivial al considerar un tipo común para t, 1’ y 1”.
Para la corrección de la regla Congruencia, supóngase que a~ es un tipo común de t1 y
t~, y que jt~ :s~] = : aJ (i = 1,. ..,n). Entonces, por la Proposición 23,
= <[ii : sr],..., ji,-. : aj>; [t” : a’] =
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El caso de la regla Sustitución es muy similar:
Et”(i/tl. ~
3.2 Categorías clasificantes para teorías con tipos ordenados
Definición 29 Dadas PI-categorías (£2, 27) y (£2’, 279, un funtor que conserva productos e
inclusiones, o brevemente un PI-funtor, E : ((2,27) ((21,27’) es un funtor E : £2 —> (2’ que
conserva productos finitos estrictamente5 y tal que E(S) C 27’, es decir, si j es un morfismo
en 27 entonces F(j) es un modismo en 27’.
Denotamos por PI((C, 27), (£2’,279) la categoría cuyos objetos son PI-funtores entre (£2, 27)
y ((2’,27’) y cuyos morfismos son transformaciones naturales entre tales funtores. O
Proposición 30 Un PI-funtor E : ((2,27) —* ((2’,27’) determina un funtor
F*: OSAlg(C,27)~ —~ OSAlg((2’,27’)~
definido por
1. (PA)
8 = E(A8).
2. (PA)~ — E(AY~S)
3. (PA)8<8t =
4. (Ph)8 = E(h8) para un homomorfismo h : A B en OSAIg(£2,S)r
.
Demostración: Como E conserva productos finitos e inclusiones, los datos en el enunciado
satisfacen las condiciones exigidas en las Definiciones 18 y 19. 0
Lema 31 Si E : (£2,27) —* (£2’,]’) es un PI-funtor, A es una E-álgebra en £2, y i(~ :5’): a
es un E-término c.t.o., tenemos
¡ji: a1~r*A = F([i : 51A).
Demostración: Si i = :
[ilF*A = = EQr1) = E(¡jtlA).
Si t = a E Ea,.,,
[IIF*A = <>F(A7); (E*A)Vs — E(<>Á.); F(A%9) — F([t!A).
5Es decir, E(A, x A
2) = E(A) x E(A2), F(1) = 1 y F(r1) = ‘r~ (1 = 1,2). Entonces, se deduce también
F(<>A) = y F(<j, ,f2>) = <F(f,), F(f2)>.
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Si t : a’ < a
¡jI s~F*A = [t : SIF*A; (PA)81.<, =
EUi : s’IA); E(A81=8) = E(¡jt : alA).
Sil = a(tl,...,tk) dondei1 :r~ (z= 1,...,k)yo’e Er...rk,s,
¡[t]IF*A — <¡jtlIF*A,. .. , [4jJjp’*4>;(PA)” =
<E(Etí JA),-.., F([tkJA)>; E(A~”) =
F(<[tílA,..., EtkIA)); E(A”) =
E([iJA).O
Una fácil consecuencia de este lema es que el funtor P conserva satisfacción:
(3, =,E, 17),
Proposición 32 Si E : (£2,27) —* ((2’,]’) es un PI-fuintor y A es una E-álgebra en (2 tal
que A 1= (~: 5’) 1 = i’, entonces PA 1= (~: 391 = 1’. Por lo tanto, dada una teoría c.t.o.
0: OSAlg(£2,27)~ —* O3Alg(£2’,27’)~
se restringe a un funtor
F*:OSAIg(£2,27)rr —* O&41g(£2’, 27’),~
.
Demostración: Si A h (~: 5’) t = 1’, tenemos ¡ji : SJA = ¡ji’ : .S!A. De aquí,
¡ji : sJF*A = E([i : alA) = E<jt’ : alA) = ¡ji’: aJF*A. O
Proposición 33 Sea i~ una transformación natural entre PI-funtores E, O
(£2’,]’) y A una E-álgebra en £2; entonces ‘ir4 = OlA. : E(A,) —* O(A8) 1 a
32-homomorfismo entre PA y O*A en £2’.
Demostración: Debemos probar que ~r4satisface las condiciones:
1. Para a E ~
2. Si a < 8~,
((2,27)—.
E S} es un
(PA)3=;(nrA). = (‘t4)r; (G*A)~,
(E*A),=,,;(nrA)s’ = (nrA)8; (O*A),.<g.
Al ser una transformación natural entre funtores que conservan productos, ‘isatisface
71A,x...xA,, = ‘lA
1 X .. . X ‘lA,-..
Por lo tanto, (7fr4)7 = ‘lA7 y las anteriores condiciones pueden reescribirse como sigue:
1. ParaaeE¡,,
2. Si a < a’,
E(A~7); ‘lA. = ‘lA7;
= ‘lAAO(A,<M),
las cuales son ambas casos particulares de la naturalidad de ‘1- ~
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Proposición 34 Sean (£2,27) y (£2’,]’) dos PI-categorías y A una (E, 17)-álgebra en (2. En-
tonces, las asignaciones
E~~*F*A
‘l h—* ‘irA
definen un funtor A# : PI((£2,27),((2’,27’)) —* OSAlg(£2’,27’)~~
.
Demostración: Ya hemos visto que estas asignaciones están bien definidas, y es obvio que
la segunda conserva identidades y composición. 0
Esta proposición muestra cómo cualquier (E, 17)-álgebra c.t.o. A en cualquier PI-categoría
((2,27) da lugar a un funtor
este funtor transforma PI-funtores £2 —* (2’ en álgebras en (2’ y transformaciones naturales
en homomorfismos. Nos interesa el caso en que esta correspondencia es biyectiva, de forma
que podamos identificar álgebras con Pí-funtores y homomorfismos con transformaciones
naturales:
Definición 35 Dada una teoría c.t.o. T = (3, =,E, 1’), una PI-categoría (£2,27) se llama una
categoría clasificante de T si existe una E-álgebra O en £2, llamada álgebra genérica, tal que
para toda PI-categoría ((2’,]’) el funtor
es un isomorfismo. O
Proposición 36 Si dos PI-categorías (£2, 27) y (£2’, 27’) son categorías ciasificantes para una
teoría c.t.o. (5, =, 32,17), con respectivas álgebras genéricas O y G’, entonces existé un PI-
funtor E : (2 —~ (2’ que es un isomorfismo y tal que PO = O’.
Demostración: Por definición de categoría clasificante, disponemos de isomorfismos
G’# PI((£2’, 27’), (£2,27)) —* 03A19((2,
27)nr~
Por lo tanto, existen PI-funtores E : £2 —* £2’ y H : £2’ —* £2 tales que O#(F) = O’ y
O’#(H) = O, respectivamente; o lo que es equivalente, PO = O’ y H*Gí = O. Entonces,
G#(F;H) = (E;H)*G = H*(F*G) = H*GI = O = G#(lc)
y de aquí E; H = 1c pues es un isomorfismo. Análogamente H; E = 1c’ y por consiguiente
el funtor E es un isomorfismo. O
En consecuencia, teniendo en cuenta la unicidad salvo isomorfismo de categorías clasifi-
cantes y de álgebras genéricas para una teoría T, se puede hablar de la categoría clasificante
de T, denotada tT, y de el álgebra genérica de T, denotada 0T•
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Teorema 37 (Existencia de categorías clasificantes para teorías con tipos ordenados)
Dada una teoría c.t.o. T = (S,=,E,r),existen una categoría clasificante CT y un álgebra
genérica 0T-
Demostracion:
1. La categoría ~T se construye como sigue:
Objetos: Productos finitos formales de elementos de S; o sea, el conjunto 3X de objetos
se define inductivamente por:
(a) 3C3x.
(b) Un símbolo especial 1 e 3>’.
(c) Si a
1,a2 E ,9>’, entonces a1 x a2 E 3”.
Nótese que tenemos una función (cociente) Li : 3>’ —* S definida por [al= a,
Fil = £ y [aí x a2] = [ai] [a2].
Morfismos: Según el codominio tenemos los siguientes casos:
(a) Los morfismos con dominio a E 3” tal que [a] = ? y codominios E 3 son
generados por términos t(~ :3’): sen 7j~ :3’) sujetos ala relación de igualdad
~-
De este modo, si olvidamos los nombres de las variables usadas para escribir
los términos, un morfismo a —~ a corresponde a una clase de equivalencia
[t] en Ts,r(~ : 3’) junto con la especificación de su dominio a y codominio
a. Abusando de la notación, usaremos [t] para denotar también la clase de
equivalencia de 1 con respecto a la relación de equivalencia anterior, o sea,
como morfismo en £T.
(b) Para cada a E 3”, hay un único morfismo a —* 1, denotado <>.
(c) Para aj,a2,fi E 3”, los modismos ¡3 —* a1 x a2 son de la forma <11,12> con
f1:f3-.a~ (i= 1,2).
Dados a1,a2 E 3>’ con fail = 3’ y fa2] = ~í•- ~
5k, y una lista
tal que t~ : s~ (i = 1,. . ., n), hay una única forma de construir un morfismo
a
1 —* a2 a partir de esta lista (manteniendo el orden) y modismos <> mediante la
operación <.., .4; en efecto, es fácil ver cómo la forma del codominio determina la
construcción de este morfismo. Por ejemplo, supóngase que a2 = (ai xs2) x (lx Sa)
y 11 : a¿ (i = 1,2,3); entonces, el correspondiente morfismo a1 —* a2 viene dado
por la expresión
Por consiguiente, si tenemos en cuenta esta propiedad, un morfismo con dominio
a1 y codominio a2 puede representarse como una lista
junto con la especificación de su dominio a1 y codominio a2.
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Identidades: La identidad para 1 es <> : 1 -. 1, y para a con ra] = si ... a,, viene
dada por [x1(~ :5’)]. - . [z,,(3’ :39]: a —. a.
Composición: Usamos sustitución para definir la composición. Dados a,¡3,y E 3”
con Fal = 3’~ Pl = 5’~ y hí = ~, la composición de
con
se define como
[i~(7¡/3’)] ... [t,,Qi~/3’)]: y —* ¡3.
En particular, si ral = 3’, la composición de <> : a —* 1 con [i]8 : 1 —* .s da
[t(~ : 3’)] : a —* a, es decir, la sustitución no afecta al término básico t, pero
el conjunto de variables considerado cambia de la forma adecuada; por último,
Productos: El objeto final es 1. El producto de a1 y a2 es a1 x a2-
Dados a, ¡3 E 3” con Fa] = 3’, y Pl = 5’, las proyecciones tienen la forma
5’,1~ :3’)] ...[x,,(~§S,~:3’)] : ¡3 x a
En particular, si ¡3 = 1, la proyección correspondiente es
Dados y 6 3”, [i1] . . - [i,,] : y —> ¡3 y [t] . . . [4] : y —* a, el morfismo inducido
... [i,,], [ii] ... [4]>: y • ¡3 x a está determinado por la “concatenación de
listas”
Estructura de inclusiones: Los morfismos en jz’ se generan a partir de <>: 1 ~ 1 y
[x(x : a)] :s —* r
con s < r mediante la operación - x - sobre morfismos (que por supuesto puede
definirse en términos de <..,..), composición y proyecciones).
Es sencillo comprobar que toda esta construcción define una PI-categoría. Un aspecto
que merece ser destacado es que, para probar que los morfismos en IT son monomor-
fismos, usamos la propiedad de que derivabilidad de una ecuación (W : 5’) t = t’ es
independiente de los tipos considerados para 1 y 1’.
2. El álgebra genérica
0T se define por:
(a) (Gr» = a.
(b) (Gr)V8 = [u] : 1 —* a.
(c) (GT)~~~”’~ = [u(x
1, .. .,x,,) (~ :5’)]: ~í x . . . x a,,
(d) (GT)scs’ = jz Qn : a)] : a —. s’.
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La condición de monotonía se reduce a 171- (~: 5’)a(zi,. . .,x,,) = a(xi,. ..,x~) que es
obviamente cierto por Reflexividad.
Es también fácil probar que [i(i: 5’): 4a,. = [i] : s~ x ... x s,, —~ s, por inducción
sobre la estructura de t, y en consecuencia 0T es una (E, 17)-álgebra
3. Vamos a definir un funtor
OSAIP((2,J)rr —y PI((CT,27r),((2,27))
.
Dada una (E, 17)-álgebra B en (2, el funtor asociado W : —> £2 se define como sigue:
(a) B(a) = s*.
(b) B(í) = 1.
(c) B(ai x a
2) = B(ai) x B(a2).
(d) B([i(~ : 5’)]. : a —~ a) = (II; ji : ab) : B(a) —. 55, donde [a] = 5’ y II es
el único isomorfismo de asociatividad W(a) —* (58, x .. x B,~) que “empuja
paréntesis hacia delante” y es natural en cada componente .B,1 6•
(e) B(<>) =
(f) B(<fí,f2>) =
Como B es una (E, 17)-álgebra, W está bien definido sobre los morfismos. Además, por
la Definición 21, la Proposición 23 y la naturalidad de II, W es un PI-funtor £T —* (2.
Dado un homomorfismo It : B -. C entre las (E, 17)-álgebras E y O, definimos una
transformación natural M entre B• y V por
(a) h = It, : Rs~~ 08.
(b) h~ = id1.
(c) It,,>’0, =h,3 xIt,2.
Es realmente una transformación natural por el Lema 24 y la naturalidad del isomor-
fismo II.
Es obvio que (~ es un funtor.
4. Finalmente, demostramos que el funtor
PI((.Cr,27T), (£2,27)) —* VSA lg(£2,J)~~
es un isomorfismo, con inverso (~. Por una parte, tenemos
(a) (O~(B))8 = B(s) = B~.
6Para it < 2, fl es siempre la identidad. Si n=3 y 4 8, x (82 x B,) — B~ (i = 1,2,3) son las
proyecciones generalizadas definidas por = , ,4 = r
2; T1 y ~ = r2; r2, entonces II B, x (82 >C
83)—. (B, x B2) >c B~ se define por <1r,Irá,x>. En general, II = <4 4,> para apropiadas proyecciones
generalizadas 4 B(a) — B.~ (1 = 1 ti).
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(b) (O~(B))~~ = W([a]) = id1; ¡ja : sjs — 5t,8
(c) (O~(B))~’~”’ = B([a(xí,- . .,x,,fl) = id; [a(z1,.. .,x,,) : sIB
(d) (G~(Bfl)8.c8’ = B([z : a]) = id; [x : a’]n = ns<8’•
(e) (G~(It%, = h~0> = h3.
Por la otra parte,
(a) G~(E)(s) = (PGT)S = E(s) y ambos funtores coinciden sobre todos los objetos
porque conservan productos.
(b) O~(E)([i] : a —. a) = II; [i: .5IF*or = E(ll); E([i : SiDGT) =
usando el Lema 31, ¡jt : ~S~GT= [t], y la propiedad de que el isomorfismo II en
está determinado por la lista [xi(~: 39] . . . [x,,(~ : 5’)]. De nuevo, ambos funtores
coinciden sobre todos los morfismos porque conservan productos.
(c) G~(’i) = (‘l~T) = ‘l~ y de aquí ambas transformaciones naturales coinciden
porque ‘ies una transformación natural entre funtores que conservan productos y
satisface ‘lax13 = ‘la >< ‘lg• O
Así pues, después de haber probado este resultado, podemos identificar álgebras c.t.o.
con PI-funtores y homomorfismos con transformaciones naturales, exactamente de la misma
forma que Lawvere hizo para la lógica ecuacional homogénea. Siguiendo la Observación 5,
cuando el orden en 3 es el discreto, obtenemos como caso especial la correspondiente categoría
clasificante y el álgebra genérica para una teoría heterogénea.
El primer beneficio de esta semánticafuntorial para álgebra con tipos ordenados es un fácil
resultado de completitud. En la Proposición 28 ya hemos visto un resultado de corrección.
Completitud es una consecuencia directa de la existencia de categorías clasificantes y álgebras
genéricas:
Proposición 38 (Completitud) Dada una teoría con tipos ordenados T = (3, =,E,17),
Demostración: En el sentido (.~=) basta aplicar corrección (Pioposición 28).
En lo que respecta al sentido(r~), por definición de satisfacción, 02’ 1= (~: 5’) t = t’ su
[t sja,. = ¡ji’ : a~a~ para un tipo a común a i y t’; esto es equivalente a [i] = [t’] como
morfismos en £2’. Por lo tanto, como i y i’ son términos sobre el mismo conjunto de variables
5’, obtenemos 17 1- (~ : 5’) i = 1’ tal y como deseábamos. O
Otro beneficio es un resultado de inicialidad:
Proposición 39 Dada una teoría con tipos ordenados T = (3, =, 32,1’), definimos la cate-
goría FunctO3Alg~,r que tiene como objetos PI-funtores E : (/22’, 272’) —* (£2,27) (es decir,
(E, 17)-álgebras en cualquier PI-categoría), y en la que un morfismo de E : (£2’, Ir) —~ ((2,27)
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en E’ : (£r, 27T) —* (£2’, 27’) es un PI-funtor H : (£2,27) —. ((2’,27’) tal que E; fi = E’. En-
tonces, el PI-funtor 1~T correspondiente al álgebra genérica 0T es inicial en la categoría
EunctOSAlg~r
.
Si consideramos la categoría CralO3Alg~,r con los mismos objetos que FunctQSAlg~,r
,
pero con un morfismo de E : (£T,27T) —* (£2,27) en E’ : (£r,27T) —> ((2’,27’) dado por un
PI-funtor H : (£2,27) —~ (£2’, 27’) junto con una transformación natural O entre E; fi y E’,
entonces el PI-funtor 1~. correspondiente al álgebra genérica G
2’ es débilmente inicial [99,
p. 231] en GralOSAlg~,r. D
3.3 La adjunción entre teorías y categorías
Dada una PI-categoría (£2, 27), ¿existe una teoría cÁ.o. T tal que (2 es (equivalente a) la
categoría clasificante de T? La respuesta a esta pregunta es afirmativa, supuesto que la
categoría(2 sea pequeña, es decir, sus colecciones de objetos y morfismos sean conjuntos (pues
asumimos que las colecciones de tipos 3 y de símbolos de operación E para una teoría T son
conjuntos), y que la subcategoría 27 como conjunto parcialmente ordenado sea localmente
filtrado (pues 27 determinará el orden en el conjunto de tipos). Sin embargo, para que esta
asignación sea funtorial, la ambigiiedad o sobrecarga de los símbolos de operación, que juega
un importante papel en la expresividad del álgebra con tipos ordenados, debe ser tomada en
consideración y esto supone un tratamiento más sutil. Nuestra solución se basa en la idea
de que la ambigliedad depende de un punto de vista concreto y de ninguna forma es algo
intrínseco al nivel semántico; por lo tanto, para tomar la ambigúedad en consideración, en el
paso de categorías a teorías, debemos hacerla explícita, en el sentido de la Definición 42.
Necesitamos las siguientes definiciones auxiliares que proporcionan al nivel semántico la
propiedad correspondiente a la condición sintáctica de regularidad en signaturas con tipos
ordenados.
Definición 40 Dada una categoría con productos £2, denotamos por f : A1 x ... x A,, —> B
o bien fA, A,, un morfismo en £2 junto con una descomposición de su dominio como un
producto de n factores A1,... , A,,. Y denotamos por DMor((2) la colección de tales morfismos
con dominios descompuestos. O
Por supuesto, un morfismo f : A —* E en £2 tiene al menos una factorización de su
dominio como un producto unario; pero si es posible descomponer su dominio en más de
una factorización, entonces el modismo junto con cada descomposición da lugar a diferentes
elementos de DMor(£2).
Una signatura c.t.o. (3, =,E)es regular su cada símbolo de operación (ambiguo) u E E
satisface cierta propiedad, a saber, que si a E
32r,,- y 5’ ~ 3’ en 3* el conjunto de rangos
{<~,q> ~ 3~ >< 3 ¡ 5’ =~ Y U E E~q} tiene un mínimo; en este caso, podemos decir que
a satisface la condición de regularidad, o que a es regular. Naturalmente, una signatura
es regular su cada símbolo de operación en ella es regular. La siguiente definición captura
semánticamente la noción sintáctica de símbolo de operación ambiguo regular.
Definición 41 Una familia de morfismos Y G DMor(£2) en una PI-categoría pequeña (£2,27)
es regular si y sólo si satisface las dos condiciones siguientes:
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1. Si f:Ai x ...xA,, —*5 yg: A~ x ..,x A~, —B’son morfismos enfy A1 =3A
(con morfismos correspondientes jj : A¡ —* A~ en 27) (1 = 1,..., n), entonces 5 Sg 5’
(con j’ :5 —*5’ en 27) y además (A x ... xj~);g= fU’.
2. DadosobjetosC1,...,C,, en£2y unmorfismof : A1 x ...xA,,—45 en Ftal que
C¡ Sg A¡ (1 = 1,..., n), el conjunto
{(Dí,..,D~)¡2g:Díx..xD,,—.BEF y
tiene un mínimo con respecto al orden Sg sobre tupias (D1,.. .,D,,). O
Obsérvese que una familia que es o bien vacía o bien de cardinalidad 1 es siempre regular.
Definición 42 Dada una PI-categoría ((2,27) pequeña, un etiquetado para ella consiste en
un conjunto E y una función 1: DMor(£2) —* E tal que para cada a E E la familia ft’(a) de
morfismos es regular.
Una PI-categoría (£2,27) pequeña tal que 27 es localmente filtrada junto con un etiquetado
1 para ella se llama una LPI-categor-ía. O
Teorema 43 Dada una LPI-categoría ((2,27,1: DMor(£2) —* 32), existe una teoría c.t.o. Tc
tal que £2 es equivalente a la categoría clasificante £Tc de Tc.
Demostración: La teoría c.t.o. Tc = (S,<,E,17) se define como sigue:
Tipos: El conjunto 3 = Ob(£2) parcialmente ordenado por el orden =g. Es localmente
ifitrado por la hipótesis sobre 27.
Símbolos de operación: Para cada a E E y morfismo f : A1 x ... x A,, — 5 en
ponemos un símbolo de operación (ambiguo) a E
32A
1...A,,,B~ Nótese que las condiciones
de monotonía y regularidad se cumplen porque 1’(a) es una familia regular.
Ecuaciones: Todas las E-ecuaciones satisfechas por la E-álgebra Dc en £2 que asigna a cada
tipo A el objeto A y a cada símbolo de operación a E
32A, ...A,,,B correspondiente a un
morfismo 1 : A
1 >< ... x A,~ —* 5 con l(fÁ m.,An) = a el modismo f. De nuevo, la
condición de monotonía para álgebras se cumple porque h’(a) es regular.
Por el Teorema 37 existe un PI-funtor
E = D~ : ~ —~ £2.
Tenemos una función de “interpretación” obvia 11 : Ob(£2)” —* Ob(£2), y el funtor E está
definido sobre objetos por E(A) = ¡Al, y sobre morfismos por la extensión del caso básico
E([i] : a -4 A) = fl;¡jt : A]DC, donde a E Ob(£2)”, A e Ob(£2) y lles el isomorfismo natural
de asociatividad que “empuja paréntesis hacia delante.”
El funtor “inverso” de E es O (2 —* £Tc definido por O(A) = A para un objeto A en
£2 y 0(1) = [l(fÁ)(x)] con x : A para un morfismo f : A —+ 5 en £2, usando la propiedad
¡(fA) E
32A,B~
Como [l(fÁ)(Z)lDc = f, es fácil comprobar que O es realmente un funtor y O; E = ½.
Por otra parte, E; O no es el funtor identidad sobre £Tc, ya que O(E(a)) = ¡a¡; no obstante,
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hay un isomorfismo natural entre ellos, definido como sigue: dado un objeto a en £rc con
[al = A1 ... A,,, tenemos proyecciones generalizadas ir : ¡a¡ —* A1 y el isomorfismo de
asociatividad rl: Ial —-* (Ai z ... x A,,) tal que II = <Wj,. ..,r~> (éstas pueden definirse en
términos de ir1; véase por ejemplo la nota a pie de página 6). Entonces,
¡aj —4 a
AÓ(Y1,” .,y,,)] : a —* a¡.
En efecto, éstos son uno inverso del otro: en primer lugar,
[l(ll’)(l(r~)(x), . . -, l(irj(z))] = [x] : Jal ja¡
porque <ir,. ..,ir4>;11
1 — id en £2; recíprocamente,
porque <1rí,...,1r,,>;ll~;r¿=r
1 (i=1,...,n)en£2.
La naturalidad de [l(
11’)(yí,. ..,y,,)] se reduce a
donde [4 denota el significado de i en Dc. Esta igualdad es válida porque los morfismos
correspondientes que interpretan ambos miembros de la igualdad coinciden en O:
Definición 44 Un morfismo fi entre dos teorías con tipos ordenados T = (3, =,E, r) y
= (S’, =‘,E’, r’) consiste en
1. Una función monótona fi : (S, =)—* (3’, =‘)cuya extensión libre a 3 se denota
asimismoH,
2. Una función fi : E —* 32’ tal que, si a E E~,, entonces fi(a) E
tales que, si (~ : 5’) 1 = 1’ es una ecuación en 17, la ecuación (~ : fi(S)) 11(t) = 11(1’) es
derivable a partir de 17’, donde H(t) denota la “traducción” de i inducida por fi7~ O
Es importante observar que si a es una operación ambigua en E, entonces fi(a) es
asimismo ambigua en E’; por tanto, la traducción inducida por 1? está bien definida.
Observación 45 La condición impuesta sobre morfismos entre teorías con tipos ordenados
implica:
De este modo, tenemos una categoría denotada OSTh. O
‘la traducción inducida por Sse define por 11(x) = x y 11(o’(i¡ i~)) = H(a)(H(t,) 11(t.)).
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Definición 46 Un LPI-funtor entre LPI-categorias (£2, 3,1: DMor(£2) —~ E) y (£2’,]’, 1’
DMor(£2’) —* E’) consiste en un Pí-funtor E : ((2,27) —. ((2’,27’) junto con una función
~:S-.E’talqueparatodof:A1 x...XA,,—.-*SenflMor((3),
«l(fA A,.)) = l’(E(f)F(Á1) rNA,.>).
Así se define una categoría denotada LPICat. O
Proposición 47 La asignación de una teoría con tipos ordenados Te a una LPI-categoría
(£2, 27,1: DMor(£2) —* E) se extiende a un funtor
T : LPICat —* OSTJZ
.
Demostración: Sea (E,#) un LPI-funtor de ((2,27,1 : DMor((2) —* E) en (£2’,27’,l’
DMor(£2’) —. 329. Como E conserva inclusiones, su componente sobre los objetos es una
función monótona entre los conjuntos ordenados de tipos de
Tc y Tc~.
Si f : A
1 x... x A,, —* E es un morfismo en DMor(£2), proporcionando un símbolo de ope-
racion l(IA A,,) con rango <Aí . .A,,,5> en la signatura de Te, disponemos del correspon-
diente morfismo E(f) : E(Aí)x...xE(A,,) —* E(B)en DMor(£2’), que dalugar aun símbolo
de operación l’(E(f)F(A,) F<A,,)) = «l(fA1 A)) con rango <E(A1)... E(A,.),E(B)> en la
signatura de ~ De esta forma, e] efecto del morfismo entre teorías TF sobre los símbolos
de operación viene dado precisamente por la función 4’.
Usando la propiedad de que E es un LPI-funtor es fácil observar que, para un termino
t, ¡jTF(t)jQ~ = E(EtIDC); en consecuencia, si Dc satisface una ecuación (~‘ : 39i = i’, la
ecuación “traducida” (~ : TF(39) TF(t) = TF(t’) es satisfecha por Dci.
Finalmente, es trivial ver que T.. conserva identidades y composición. O
Teorema 48 La construcción de la categoría clasificante £2- para una teoría con tipos orde-
nados T es libre con respecto al funtor T.: LPICat —* OSTII. Así tenemos un funtor
/2: OSTh —* LPICat
adjunto a izquierda de T...
Demostración: En primer lugar, dada una teoría c.to. T = (3,=,E,r),necesitamos un
etiquetado para (£2’, 272’) de cara a conseguir un objeto de la categoría LFICaI. Consideremos
el conjunto
= DMor(£r) — {[a(xí,. . .,x,,)] :s~ x ... z a,, —* ala E ~ U (5 a E E¡,4;
el etiquetado 1 : DMor(£2’) —* E~ lleva [a(zí,. . . ,x,,)]8, ~,.a & y es la identidad sobre
los restantes elementos de DMor(12-). Es claro que la familia V
1(&) es regular, porque la
signatura E es regular; para los otros elementos fr]o~ a,. de DMor(£
2’), h’([t]0, a,,,) =
{ [t]a, a,) que es asimismo una familia regular por ser de cardinalidad 1.
Tenemos un morfismo de teorías (que va a ser la unidad de la adjunción) N : T —* Tc~
definido como sigue.
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Primero, un tipo s E 3 es un objeto de £r, y por tanto también un tipo en TCT; así pues,
N lleva .s a a y conserva trivialmente el orden < en 3.
Segundo, si a E ~ disponemos del morfismo [a(z1,..., x,,)] : s~ x ... x s,, —* a en
£r y un correspondiente símbolo de operación & con rango <sí ... a,., a> en la signatura de
Tc~. Así pues, N lleva a a a.
Dado un término c.t.o. t%’: 39: a, es sencillo probar mediante inducción sobre la estruc-
tura de 1 que
(nótese la similaridad entre 02’ y Dc7). De aquí, si (~ : 39t = 1’ es una ecuación en 17,
¡jN(tfl = ¡jN(i’)j como morfismos en £2’, y la ecuación (~: N(39) ¡‘1(1) = N(i’) pertenece a
Tc~. Con esto se completa la definición del morfismo de teorías N.
Supongamos ahora que tenemos una LPI-categoría ((2,27,1’ : DMor(£2) —* E’) y un
morfismo de teorías fi : T —* Te. Debemos encontrar un único LPI-funtor (St, 4’) de
(£~,27r,l: DMor(£r) -4 E,) en (£2,27,!’: DMor(£2) -4 E’) tal que N;THt = fi.
La ecuación N; THt = fi implica St(a) = fi(s) y la conservación de productos determina
la acción de fit en el resto de objetos. Por la misma razón, la acción del funtor fit sobre
morfismos está determinada a partir de su acción sobre los morfismos básicos de la forma
[t] : a —~ a.
La anterior ecuación también implica que, si u E E~....,.,,, entonces tenemos T11t(&) =
fi(a) con rango <~(sí)...S(s~),fi(a)> en la signatura de Te. De este modo, fi(a) E E’
determina una familia regular 1’’(S(a)) en la cual hay únicamente un morfismo de la forma
It : S(ai) x .. x fi(a,,) —. fi(s), por lo que la única posibilidad que tenemos es definir
~í x ... x s,, —* a) = h.
El funtor St debe conservar productos e inclusiones, y esto determina su acción sobre los
morfismos de la forma [x~(~: 5’)] para z¿ una variable, que representan en la categoría £r
o bien inclusiones (identidades en particular) o bien proyecciones, dependiendo del contexto
~: 5’. Cualquier morfismo [t] : a —* .s en es o bien de una de estas dos formas, o bien una
composición ([ti] . . . [t,,]); [afr1, . . . , x,,)]. Por lo tanto, fi~ está únicamente determinado a
partir de la condición N;
THt = fi. Efectivamente, su acción sobre morfismos básicos puede
defiídrse en general como
fit([i(~: 5’)]: a —.* a) = II; ¡jH(i)(r: 5(39): fi(a)~Dc,
donde TI : St(a) —+ (S(s~) st ...x fi(a,,)) es el isomorfismo natural de asociatividad que
“empuja paréntesis hacia delante,” y [a] = a.
Como fi es un morfismo entre teorías, si JI’ 1- (~ : 391 — 1’ la ecuación “traducida”
(~: 5(39)5(1) = 5(1’) es satisfecha por De; de aquí, ¡jS(t)1n~ = [fi(i’)frc y 5~ está bien
definido sobre morfismos. Es rutinario comprobar que con esta definición fit satisface todas
las propiedades exigidas.
Finalmente, la función 4’ : Ec —* E’ debe satisfacer l;4’ = SL;!’, donde ~L denota
la componente sobre los morfismos del funtor it. Esto determina el efecto de 4’ sobre el
conjunto
DMor(Cr) — {[a(xi, .. .,x,,)] : s~ x ... sta,, —> a ¡a E E
8...8,.,5}.
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Y la única definición posible para «a) es fi(o), ya que
l’(fit([a(xi, . - . , x,,)])) = ¿‘(It) = fi(a) = 4’(&) = 4’(l([a(xi, . . . ,
donde el morfismo It es como arriba. Esto completa la definición de (St, 4’) así como la
demostración de su unicidad, y por lo tanto del teorema, O
Como ya hemos señalado, la presencia de operaciones ambiguas en la signatura de una
teoría con tipos ordenados hace que todas estas construcciones sean algo complicadas. El caso
especial de teorías c.t.o. sin ambigñedad admite un tratamiento más simple, más parecido
al tratamiento usual de la semántica funtorial para el álgebra heterogénea; en efecto, como
vamos a ver a continuación, una teoría c.t.o. admite una presentación sin ambigiiedad porque
la información suplementaria de las operaciones ambiguas puede expresarse por medio de
ecuaciones. Sin embargo, conviene resaltar que el uso de operaciones ambiguas para expresar
polimorfismo de subtipos es una de las características más interesantes del álgebra con tipos
ordenados, y consecuentemente el esfuerzo adicional necesario para desarrollar su semántica
funtorial está bien justificado.
Definición 49 Una teoría c.t.o. (3, =, E,]?) se llama desambiguada silos conjuntos de sím-
bolos de operaciones E~8 son disjuntos dos ados, es decir, no hay ningún símbolo de operación
ambiguo.
Denotamos por DOSTIZ la subcategoria plena de OSTI4 consistente en las teorías desam-
biguadas, y por 1: DOSTh —> OST1Z el funtor de inclusión. O
Nótese que para una teoría desambiguada las condiciones de monotonía y regularidad son
triviales.
La siguiente proposición demuestra que la ambigijedad en los símbolos de operación es
básicamente un mecanismo de abstracción muy útil que permite escribir especificaciones más
simples y cortas, pero que, semánticamente, los modelos especificados de este modo pueden
también ser especificados sin usar la ambigiiedad.
Proposición 50 El funtor de desambiguación D: OSTh —* DOSTI
tZ se define sobre teorías
c.t.o. por D(3, =,32,17) = (3, =,
32d pd ~ M), donde
1. Ed es la familia de conjuntos E hechos disjuntos dos a dos por el método de decorar
cada símbolo de operación a E ~ con su correspondiente rango <5’, a>, denotado aa’.
2. Dado un E-término 1, obtenemos un Ed~término 1d sustituyendo cada instancia de un
símbolo de operación a por &~, donde <5’,~> es el rango de a en el análisis sintáctico
mínimo de 1 (véanse los comentarios tras la demostración de la Proposición 8).
3. _
4. iv! = {(~: 5’) atS(zi,...,z,.) — aF.r(x ...,x,.) a E ~ fl Sr,., 5’ =
3’y5’# 3’} es el
conjunto de ecuaciones llamadas reglas de morfiamos8 en [79].
8Tales reglas de morfisinos fueron primero introducidas en [58]como parte de una desambiguación hetero-
génea de álgebras con tipos ordenados.
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Si 5 es un morfismo de teorías en OSTh, D(fi) lleva a a fi(a) y a fi(a)H(¡YHN.
Entonces, el funtor inclusión 1 es adjunto a izquierda de D.
Además, O3Alg((2, ~ = 03A19(£2, ~)I(D(r» para toda teoría con tipos ordenados T y
PI-categoría (£2,27).
Demostración: No es difícil comprobar que D es efectivamente un funtor y que las cate-
gorías de álgebras coinciden. La unidad de la adjunción ‘lTo : -4 D(1(2’o)) para una teoría
ct.o. desambiguada T0 es simplemente la identidad, y la counidad e~j’ : 1(D(T)) T para
una teoría c.t.o. T es el morfismo de ambiguación que lleva 08.8 a a. O
El principal motivo de esta discusión es señalar que para teorías c.t.o. desambiguadas no
necesitamos la noción de etiquetado para una PI-categoría. Es muy fácil probar el siguiente
resultado, que demuestra que cualquier PI-categoría tiene un etiquetado trivial.
Proposición 51 Si PICat denota la categoría de PI-categorías pequeñas con una estructura
de inclusiones localmente filtrada como objetos y PI-funtores como modismos, tenemos un
funtor proyección P : LPICat —* PICat que lleva (£2, 27,1) a (£2,27) y (E, 4’) a E.
Entonces, el funtor R : PlCat —* LPICat que lleva (£2,27) a ((2,27,id : DMor(£2) —*
DMor(£2)) y E a (E, 4’) con 4’(fA, A,,) = E(f)FCÁ,) F(A,.) es adjunto a izquierda de P. O
Observación 52 Si olvidamos el etiquetado para (£2-, 27r) definido en la demostración del
Teorema 48, obtenemos un funtor
/2’ : DOSTIi —* PICat
.
Por otro lado, descartando todas las referencias a familias regulares y etiquetados en el
Teorema 43 (equivalentemente, considerando el etiquetado trivial definido en la proposición
anterior), conseguimos un funtor
T’: PICat —. DOSTiL
Y una sencilla simplificación de la demostración del Teorema 48 muestra que £‘ es adjunto
a izquierda de T’. O
Toda esta situación se resume en el siguiente diagrama de funtores adjuntos:
LPICat
FF1?
PICat
/2
1
2•1~
/2 ‘
r
O3Th
DEI
DOSTIZ
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Cada uno de los cuatro cuadrados determinados por los funtores en el diagrama es conmuta-
tivo (salvo isomorfismo). Primero, la Observación 52 muestra que /2’_ 1? 1; /2.., y por tanto
E; 2” ~ 2’..; D porque adjuntos a derecha son únicos salvo isomorfismo. Por otra parte, por
la Proposición 50, tenemos 03A19((2, 27)~, = OSAlg((2, ~)I<D(2’)>’ y la unicidad de categorías
clasificantes implica /22’ ~ £>r(D(T)); en términos de funtores, esta propiedad se expresa como
4.; E ~ ft /2’ De nuevo, la Observación 52 implica 1?; 2’ ~ T’ L
Observación 53 Los resultados en la Observación 52, el Teorema 37 y las Proposiciones 38
y 39 muestran que el álgebra con tipos ordenados desambiguada es una lógica categórica en
el sentido de la Definición 9 en la Introducción sobre lógicas categóricas (Capítulo O).
En el caso general, la adjunción entre categorías y teorías del Teorema 48 requiere el uso de
categorías con estructura adicional dada por los etiquetados, que no aparece en las categorías
usadas para interpretar las álgebras; sin embargo, por la Proposición 51 ambos niveles se
relacionan mediante una adjunción. Por lo tanto, en este caso tenemos una estructura de
lógica categórica ligeramente más general que la dada en la Definición 9. 5
Capítulo 4
Algebra de orden superior con
tipos ordenados
En esta sección, estudiamos una extensión del álgebra con tipos ordenados correspondiente
al lambda cálculo con tipos (simples) con productos y subtipos. Obtenemos esta extensión
admitiendo dos constructores de tipos: si r y r’ son tipos, r x Y y y ~- Y son asimismo tipos.
Al mismo tiempo, introducimos nuevos constructores de términos para formar términos de
los nuevos tipos: proyecciones y pares para productos, y lambda abstracción y aplicación
para los espacios funcionales. Categóricamente, un tipo r !=-Y se interpreta como el objeto
exponencial o espacio funcional de los objetos que interpretan r y r’; así pues, pasamos de
categorías con productos finitos a categorías cartesianas cerradas.
Este capítulo puede verse como una generalización de la bien conocida correspondencia
entre el lambda cálculo tipado con productos y categorías cartesianas cerradas (93], que toma
en consideración la relación de subtipo’.
En lo que sigue, abreviamos normalmente la frase “de orden superior con tipos ordenados”
a “d.o.s.c.t.o.”.
4.1 Signaturas, términos, ecuaciones y deducción
Definición 54 Dado un conjunto 3, denotamos por
3M el conjunto generado a partir de 3
y la constante 1 por las operaciones st y =~:
1. 3 C 3”.
2. Un símbolo especial 1 E 3”.
3. Sir,,r2E3”,entoncesr¶XV2 eS”.
4. Si ri,r2 ~ 5M entonces r1 * r2 E S~.
‘Aunque el siguiente estudio podría llevarse a cabo sin productos apareciendo explícitamente en los
términos, la correspondencia entre categorías cartesianas cerradas y lambda cálculo con tipos se hace en-
tonces mucho más confusa y difícil de expresar.
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Si (3, =)es un conjunto parcialmente ordenado, (SM, =M) es el conjunto parcialmente orde-
nado por el orden <“ definido como sigile:
1. Si a < a’ en 3, entonces a _ en
2. 1 <M 1.
3. Si i-~ =Mi- en 5M (i = 1,2), entonces r1 st r2 r st en
4. Sir<Nr~en3NyT¡/eSN,entoncesrt/!=~r<Nr~¡ =~-i-’.
Usaremos los nombres tipos bósicos para los elementos de 3 y tipos para los elementos de
SM. u
La disponibilidad de productos al nivel de tipos permite considerar signaturas con solo
operaciones unarias.
Definición 55 Una signatura de orden superior con tipos ordenados, abreviado a signatura
d.o.s.ct.a, consiste en un conjunto parcialmente ordenado (3, =)junto con una signatura
con tipos ordenados coherente (SM, =M,E) tal que E~y~ # 0 implica longitud(T) = 1. 0
Normalmente denotamos una signatura d.o.sct.o. por (SM, =N,E) o simplemente E si 3
y =están claros; a menudo escribiremos sólo =significando <N.
Es importante observar que el orden viene dado sólo para tipos básicos y se extiende
“estructuralmente” a los tipos restantes; por lo tanto, si r, Y, Y’ E 3, no tenemos relaciones
desubtipodelasformasr” =(r * r’), (rxr’) =(r =* r’)ór” =(rstr’). Obsérvese también
que hemos impuesto la restricción de coherencia desde el principio, pues la necesitamos para
llevar a cabo un tratamiento de las ecuaciones similar al desarrollado en el caso del álgebra
con tipos ordenados.
Como es bien sabido, una de las principales complicaciones sintácticas con las que hay
que enfrentarse en el estudio de lambda cálculos es la distinción entre variables libres y
ligadas. Por lo tanto, si deseamos usar la sintaxis habitual del lambda cálculo, no podemos
aprovechar el anterior enfoque algebraico basado en definir primero términos básicos (sin
variables) y definir después términos con variables agregando simplemente más “constantes”
a la signatura. Para el tratamiento de orden superior, dado un conjunto 3, consideramos
fijado un S”-conjunto Vs de variables tal que para cada tipo r E 3N el conjunto Vs,,- es
infinito numerable.
Definición 56 Dada una signatura de orden superior con tipos ordenados (SM, =“, 32), el
SM~conjunto Ts de términos d.o.s.c.t.o. (con variables en Vs) se define como el mínimo
S”-conjunto que satisface las siguientes condiciones:
1. Vs,,- C Tv,-.
2. Tr,. GTE,-’ sir _ en 3”.
3. Si a E E,-,,-~ y t E T2,-, entonces u(t) E ~
4. <> E Ira.
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5. Si t~ E Ts,,-~ (i = 1,2), entonces <t1,i2> E Ts,.,.,xrí.
6. Si 1 6 T~,,-, xr2, entonces p~(t) E Tsa. (i = 1,2).
7. Si t E Tr,~~,-’ y 1’ E T2,,-, entonces it’ E Tz,,-~.
8. Si 1 E Ts,-~ y Z E VS,,-, entonces Az:r.i E Tzr*r¡. O
Habitualmente no hacemos explicito el conjunto de variables Vs.
Proposición 57 Dada una signatura d.o.sx.t.o. (SM, =M,32), cada término 1 en T~ tiene un
tipo m<nimo denotado líQ).
Demostración: A los casos en la demostración de la Proposición 8 hay que añadir los
siguientes casos:
1. U(<>) = 1.
2. ¿í(Qi,12>) = ¡1(u) st ¡1(12).
3. ¿t(p1(1)) = r~ (i = 1,2) si ¡1(1) = ri st r2.
4. ¡i(tt’) = r si ¡1(1) = p * T.
5. 11(Az : T.i) = r * 11(1). 0
La definición de (instancias de) variables libres y ligadas es la habitual. Vamos a seguir
las mismas convenciones que antes en lo que respecta a la representación de términos; sin
embargo, es importante notar que ahora t(~’: 7) : r denota un término 1 de tipo r cuyas
variables libres están incluidas en la lista ~‘ : 7. La sustitución t(t’/z) de 1’ por las instan-
cias libres de z en 1 se define asimismo como es habitual en esta situación, requiriendo el
renombramiento de variables ligadas en t para evitar la captura de variables libres en 1’.
Cuando sea conveniente, adoptaremos las mismas convenciones con términos que con mor-
fismos, escribiendo <ti,.. .,t> yp~(I) (i = 1~. ..,n) para tuplasyproyecciones generalizadas,
respectivamente.
La definición de ecuación es como antes, es decir, una ecuación incluye un contexto de
variables tipadas y relaciona términos cuyos tipos mínimos están en la misma componente
conexa de S~. Las reglas de deducción ecuacional a partir de un conjunto 17 de ecuaciones
d.o.s.c.t.o. son Reflexividad, Simetría, Transitividad, Congruencia y Sustitución
como antes, junto con las siguientes reglas (donde suponemos que todos los términos y ecua-
ciones d.o.s.c.Lo. que aparecen están siempre bien formados):
Final: 171-(z:1)z=<>
Proyecciones: PH (~:T)Pi(<íi,12>) — ~ (i = 1,2)
Par: 17k- (~: 7) <pi (í),p2(t)> = 1
AIfa: 1’ 1— (?:T) Az :r.t = Ay:r.1(y/z) donde i~ no es libre en 1.
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Xi: 17k- (~Á 79Ay:p.t = Ay:p.t’
Beta: 173— (~ :7) (Az:r.t)t’ =
Eta: rk-(7.T)AX.T(tx)~tdondexnoesíibreentYt:T=~~T.
La condición adicional en la regla Eta sobre el tipo de evita situaciones como la siguiente,
que nos ha hecho notar Simone Martini.
Consideremos dos tipos diferentes a, r con o < r y variables y : a, x : r. Entonces el
término Ay: a.(Az : i-.z)y está bien formado y tiene tipo mínimo a * T. Aplicando la regla
Beta se obtiene el término Ay : a.y con tipo mínimo (a =~- a) =(a =~‘ T); así el tipo ha
disminuido pero esto no causa ningún problema. Sin embargo, la aplicación de la regla Eta
daría lugar al término Az : -r.z cuyo tipo mínimo r =~- r no está en la misma componente
conexa que los otros tipos. La restriccon en Eta elimina esta última posibilidad.
Definición 58 Una teoría d.o.s.c.t.o. consiste en una signatura d.o.s.c.t.o. (SM, =~,E) y un
conjunto 17 de 32-ecuaciones d.o.s.c.t.o. O
4.2 Algebras de orden superior en una categoría cartesiana
cerrada
Dada una categoría cartesiana cerrada
2 £2, usamos la notación 1 para el objeto final, st para
productos y r~ para proyecciones, como antes, con las mismas convenciones para productos,
tupías y proyecciones generalizados; además, usamos * para denotar el funtor exponencial,
AA,B,c(f) : A —* (5 =~ O) para la Curry-conversión de f : A st 5 —* O, y evA,p : (A *
5) st A —* E para el morfismo de evaluación. A veces omitimos los subíndices en AA,B,C y
evA,B -
Definición 59 Una estructura de inclusiones en una CCC £2 es una estructura de inciusiones
27 en la categoría £2 que satisface además la siguiente condición: si 5: A —* B es un morfismo
en 27 y O es un objeto, entonces idc r> 5: (0 * A) —* (0 => 5) es asimismo un morfismo
en 273•
Al par (£2,27) lo llamamos una OCX-categoría. O
Para el resto de esta sección fijamos una CCI-categoría (£2,27).
Definición 60 Dada una signatura de orden superior con tipos ordenados (SM, =“, E), una
(3”, <N 32)-álgebra d.o.s.c.t.o. en (2 es una (3” <M 32)-álgebra c.t.o. A en (2 tal que
1. A
1 = 1.
2. A,-, x,-2 = A,-1 st A,-2.
2Abreviado a CCC a partir de ahora.
‘Si ¡es un monomorfismo, entonces idc =t. 5 es asimismo un monomorfismo, porque el funtor C =~. - es un
adjunto a derecha y por tanto conserva límites.
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3. ~ = A,- * A,-t. O
Dado un E-término d.o.s.c.t.o. 1 y una E-álgebra do.s.c.t.o. A en £2, el significado de 1
se define como un morfismo LIlA en £2, por inducción sobre la estructura de 1. Como un
término d.o.s.c.t.o. puede construirse de varias formas diferentes, tenemos que probar que
[t~A es independiente de la construcción de 1.
Definición 61 Dada una (SM, =~,32)-álgebra d.o.s.c.t.o. A en £2, la operación derivada aso-
ciada a un 32-término do.sc.t.o. «~ : 7): -r es el morfismo [1:IjA : 4 A,- en £2 definido
por las cláusulas en la Definición 21 junto con las siguientes cláusulas adicionales4:
1. Sit=<>, Et:7iA=<>A..
2. Si t = p~Q’) con 1’: p~ st o
2, [t :1-JA = ¡t’: Pi st p21A;rÍ.
3. Si t = <i1,t2>, con t~ : p~ (i = 1,2), [1: TíA = <[11 : P1IA,[12 : p2lÁ>.
4. Si 1 = t’i” con 1’ : Y * r y 1” : Y, entonces
jI : TíA = <[1’ : 1~ ~ r¡4, J[t” : ríA>; evA,-,,A,..
5. Si 1 = Az : i-’.t’ con 1’ : Y’ y i = - Y * Y’, y el conjunto de variables ~ : 7 es vacío,
entonces
[1: TíA = Aí,A,.,,A ,,(a-2; [i’(z : r’) : ríA),
donde ,r2 : 1 x A,-~ —.~ A,.~ proporciona el esperado isomorfismo 1 x A~. ~ A,-’ (con
inverso «>Arí~tdArí> A,-1 —. 1 st A,-t).
6. Si 1 = Ax : Y.t’ con 1’ : Y’ y r = Y * Y’, y el conjunto de variables ~ : 7 no es vacío,
entonces
jt(~ :7): TíA = AAr,A,.,,A,.,,([i’(~ :7, x : r’) : TIJA). O
De nuevo, es importante darse cuenta de que ji] no depende de los nombres de las variables
que aparecen en 1, sino sólo de sus tipos, porque las variables son simplemente proyecciones.
Por lo tanto, la satisfacción del axioma Alfa va a ser trivial.
Lema 62 Dada una (SM, =~<,32)-álgebra d.o.s.c.t.o. A en £2 y un E-término d.o.s.c.t.o. 1,
¡i: TíA = ji: lt(t)IA; Áti(t)=~.
Por lo tanto, el significado de 1 es independiente de su construccion como término.
Demostración: A los casos en la demostración del Lema 22 hay que añadir los siguientes
casos:
Si 1 = <>, T = 1 = lt(t) pues 1 sólo se relaciona consigo mismo en el orden <¶ y en este
caso AU(e>c,- es la identidad.
‘Como en la Definición 21, [i j~ depende de un contexto Y 7 de variables libres para el término
r, que se deja implícito.
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Si t = p~(i’) con r = ~, 11(1’) = Pi st P2 =n st T2,
ji : r] = ji’ : T
1 st 1-21; ir~ =
ji’ : >01 st Pi; Apixnn-,x,-2; ir1 =
[1’ : Pi st pi; (A4201 st A42=,-2);~u=
[t’ : p~ st P2]; w~; ~ —
Si t = <11,12> con r = r~ st T2 y 11(t) = A (i = 1,2),
[1:i] = <[t1 : ri¡[12 : r2]> =
<[ti : pí];A41<,-1,jt2 :p2];A42<,-2> =
<[ti : pi], ji2 : >021>; (Ap,o1 st A~=,-2)=
<[ti: pi]j,jt2 :P2]>;APlXP2<,-,X,-2 =
Sit=t,’t”conli(i’)=p!=-r’<p!=-Tyt”:p,
ji : rj = <[1’ : p * 4, [1”: A>; eVAp,A,- =
<[1’: p =- T’J; A : ev =
p~,-><p*,-, ji” pU;
<ji’ : >o * Y], [1”:A>; (A4~,-’<4~,- st id4j; ev =
<ji’ : p => Y], ji” : pl>; ((idA4 * A,-’<r) st idi.,,); ~ =
<ji’ : >0 ~ Y], jt” : p~; evA,,,A,-,; Ar’=r=
Si t = : >0.1’ con r = p * T’ y lt(t’) = E = r’, y el conjunto de variables 7: 7 no es
vacío,
[1(7: 7): = AA7,A,,,A,., (ji’(7: 7, x : p) : y’]) =
A(jt’(7:7, x : p): E]; A~=,-.)=
Ai.r,i.p,i.e(jt’(7:7, x :p): E]); idA,, => A¿=r>=
A([t’(7: 7, z : p) : tJ); ~ =
El caso en el cual el conjunto de variables 7 : 7 es vacío es similar. O
Proposición 63 Dada una (3”, =M, 32)-álgebra d.o.s.c.t.o. A en £2 y términos d.o.s.c.t.o.
i~(yi : pi,..., 11k : pk) : r~ (i = 1,.. . , n) y t’(xí : T1, . . . , : r,,) : r’, tenemos
Demostración: A los casos en la demostración de la Proposición 23 hay que añadir los
siguientes casos:
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Si t’ =
Si 1’ =
= [p~(t”(?/7))) =
Si t’ =
= [Q (7/7), 4(~/~)>] =
<j4(7/w)], 14(~/~)]> =
=
Si i’ = uy,
jI’(i/7)j = [u(7/7)v(7/7)] =
<[u(7/7)j, 1~(~/~)]>; ev =
<[ti],.. •4Jtnl>; <[nl, IJv]>;ev =
Finalmente, si 1’ = Az : ¿.u (donde podemos suponer que z no aparece ni en u ni en la
lista de variables (7 : 73: fl, ya que el significado de los términos no depende del nombre
de las variables), tenemos
[1>/7)] =
jÁz:¿.u(?/7) (~ : ~)]=
AA~,Ae,ArI([U(?/7) (ji: ~, z : sc)]) =
A(ju(7/7, z/z) (~ : ~, z : 0]) =
&)1,...,[t,.(V:p,z :fl],[z(ji:~,z :~)l>;[u(7:7,z : ¿YI) =
A((<j11],. . . ,jí,,j> st idi.<I>; [u(7: tz :01) =
<jtl],...,jtnI>;AAv,A¿,A,([U(7:7,z :fl]) =
Finalmente, basta notar que si el conjunto de variables 7 : 7 es vacío, la ecuación del
enunciado se hace trivial. O
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La definición de satisfacción de una ecuación por un álgebra es como antes, y entonces
podemos probar la siguiente
Proposición 64 (Corrección) Sea (3”, =“, E,r) una teoría d.o.s.c.t.o. y
álgebra d.o.s.c.t.o. en £2. Si 17 k- (7: 7)1 = 1’, entonces A h (7:7)1 = 1’.
Demostración: A los casos en la demostración de la Proposición 28 hay
siguientes casos:
A una (32,17)-
que añadir los
Final: j<> (z :1)] = <>‘ = id1 = jz (z :1)].
Proyecciones: jp~(<t1,t2>)] = <[11], jtd>; ir~ = [tjj.
Par: [<pí(1),p2(1)>]= <jt];irí, [1;Ir2> = ji); <lri,1r2> = [t].
Alfa: Ya hemos señalado que el significado de los términos es independiente de los nombres
de las variables, pues las variables son proyecciones.
Xi: Obvio.
Beta: ((7:7) novacío}
j(Az : i-.1)t’ (7 : 7)] =
<A([t (7: 7, x : r)J), [1’ (7 :7)]>; ev =
<íd, [1’(7:7)]>; [1(7: 7, z : r)j =
<1ri,~,,r,.,[t’(7:7)]>;[t(7:7,x :r)] =
[1(7/7,t’/z) (7 : 7)] =
jt(V/x) (7: 7)].
Eta: {(7 : 7) no vac<o}
jAx:r.Qx) (7:7)1 =
A(jtx (7:7, x : r)]j) =
A(<[1 (7:7, x : r)], jz (7: 7, z : r)]>; ev) =
<Ir,.>; ji (7:7)], ir,.+í>; tv) =
A(([t (7: 7)] x id); ev) =
ji (7:7)].
{(7 : 7) vacío}
¡(Xr:r.t)t’] =
<A(ir2; ¡t (z : T))), [t’]>;ev =
It’]; [1(re : r)] =
[IQ’/x)].
{(7: 7) vac<o}
[Ax:r.(tx)] =
A(r2; [ix (re : r)]) =
A(r2; <[1 (re : r)], [re(re : r)!>; ev) =
A(r2;<<>;[1],id>;ev) =
A(r2; <<>, íd>; ([1] st íd); ev) =
A(([i] st id);ev) =
ji]. o
Todavía no hemos definido la noción de homomorfismo para álgebras d.o.s.c.t.o. Intuitiva-
mente, un homomorfismo d.o.s.c.t.o. debería ser un homomorfismo con tipos ordenados que
conserva además las nuevas operaciones sobre los términos. No hay ningún problema en lo que
a productos o aplicación respecta; sin embargo, lambda abstracción requiere hacer referencia
a términos arbitrarios
5. Siguiendo una sugerencia de Val Breazu-Tannen, presentamos a
5Más exactamente, necesitamos tina condición diciendo que un hosnomorfismo d.o.s.c.t.o. 1. debe satisfacer
la ecuación (hr, >( . .. x hrj; A([I rIn) = : ~j~); h,,=.r para todos los términos «Y: r, y : p) : it
1
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continuación una formulación equivalente, pero más compacta, usando combinadores [69,
118]. Por supuesto, junto con los combinadores ciásicos K y S, debemos usar combinadores
correspondientes a las proyecciones, los pares y los símbolos de operación en la signatura.
Definición 65 Dada una signatura d.o.s.c.t.o. (S”, =“, E), definimos las familias de combí-
nadores (SM, =M,32)-tipados, o simplemente E-combinadores, como sigue:
— >tre:p.Ay:T.re
— Are:¿ * (r !=-¡,).Ay:.~ => r.Az:E.(zz)(yz)
= Are :p st r.pi(re)
= Az:>o st r.p2(re)
— AZ:>o.Ay:r.<re,v>
— Are:p.a(x), para cada símbolo de operación u E 32,,,,-. ~
Observación 66 Dada una 32-álgebra d.o.s.c.t.o. A en £2, es mera rutina seguir las Defini-
ciones 61 y 65 para encontrar que las operaciones derivadas asociadas a los 32-combinadores,
en el conjunto vacío de variables, son las siguientes (donde por brevedad omitimos los tipos):
jK]~ = A(ir2;AQri))
jS]A = A(ir2;A(A(«ri, ir3>; ev, <ir2, ir3>; CV>; ev)))
[PIJA = A(ir2pr1) (i = 1,2)
jEJA = A(ir2;A(id))
[F~’~JA = A(ir2; Agfl. O
Definición 67 Decimos que un término d.o.s.c.t.o. 1(7 : 7) : r en I~ está en forma combi-
natoria si cae en uno de los siguientes casos:
1. Si t es <>, una variable o un E-combinador, entonces está en forma combinatoria.
2. Si t : r’ está en forma combinatoria, y Y =r, entonces 1 : r está en forma combinatoria.
3. Si 1’ : r’ * i- y 1” : Y están en forma combinatoria, entonces t’t” : 1- está en forma
combinatoria, O
Definición 68 [69, 118] Dado un término d.o.sc.t.o. 1 : r en forma combinatoria y una
variable re : >o, la abstracción de 1 : T con respecto a re : p es el término en forma combinatoria
<re : ~o>t:p * r definido como sigue:
1. <re : ~ — K~’~t si la variable re no es libre en t.
2. <re : p>re — (SP.P~PPKP.’~P)K>’~~’.
3. <re : p>t’i” — (S~’
t’}re : >o>t’)<re : >0>1” si t = t’i” con 1’: ¿ * r y 1” : .~, y el caso 1 no se
aplica, O
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Lema 69 Para un término d.o.s.c.t.o. 1(7:7) en forma combinatoria,
H (7:7) <re: = >vr:p.l.
Demostración: Omitiendo los tipos en términos y combinadores por brevedad, tenemos:
1. Kl = (Áy.Are.y)1 = Ax.t.
2. (SK)K = ((Ay..\zAre.(yz)(zre))K)K = ~z.(Kre)(Kre)= .\z.re.
3- (S<re>t’)<z>l” = (S(Are.1’))(Are.1”) = ((Ay.Az.Are.(yre)(zz))(.Xx.1’))(Az.t”) =
Are.((Are.t’)re)((Are.1”)re) = Are-l’t”. O
Proposición 70 Dado un término d.o.s.c.to. t(7: 7) r en Tz, existe un término d.o.s.c.t.o.
en forma combinatoria l~(7: 7) : r en Ts tal que k- (7:7)1 =
Demostración: Por inducción sobre la estructura de 1, tenemos los siguientes casos (donde
por brevedad omitimos los tipos en general):
te =
1=re
1 : r’ < 1-
= a(t’)
1 = pJl’)
1 = <1’, 1”>
=
1 = Are:p.l’
le = Z
Y =r
=
1 — Pi’
e
le = El~t~
=
= <re : p>1~
Usando inducción y el Lema 69, es fácil comprobar que 1— (7 : 7)1 = t0. O
Definición 71 Sea (SM, =M, E) una signatura d.o.s.c.t.o. Dadas ¿os E-álgebras d.o.s.c.t.o.
A y E en (2, un E-homomorfismo d.o.s.c.1.o. h : A —+ E viene dado por una S”-familia de
morfismos {h,- : A,- —> 5,- 1 r E 3M} en £2 tal que
1. Si T < T’
~,-«
57 5,-,
s
= ir~;h,-~ (i= 1,2)
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A,.1 st A,.,
h,-1
~
(equivalentemente, h,.1~,,, = It,., st It,-,).
3. (h,,~,. st It,,); evs,,,n,- = evi.,,,i.r;h.
(A,, * A,.) st A,,
hPl
(5,, * 5,.) st 5,,
ir1
ir1
ev
ev
A,.I It,.
5,.
(equivalentemente, h,,~,.; (It,, * 1dB,-) = idA,, * It,-).
4. Para todo E-combinador C de tipo r~, [C : Tc]Á; hrc = [C : Teja.
1
It,.~
De esta forma se define una categoría denotada HOSAlg(£2,
27)~ así como subcategorías plenas
HOSAlg(£2,27)~~. O
Si cada It,- es un isomorfismo, entonces h,,~,- = It;1 !=-It,.; en este caso, un homomorfismo
está completamente determinado a partir de sus componentes para tipos básicos a E 3. Éste
es el caso particular de álgebra heterogénea de orden superior estudiado por Pitts en [128].
Que la definición anterior, aparte de ser completamente general, captura la evasiva noción de
homomorfismo de orden superior es confirmado por el siguiente lema.
Lema 72 Dado un homomorfismo d.o.s.cÁ.o. It : A —* B entre dos E-álgebras A y B en (2,
y un E-término d.o.s.c.t.o. 1(7: 7) : r, tenemos
(It,-, st . . . st h,-j;jí : rja = ji: r]i.;It,-.
Demostración: Por las Proposiciones 70 y 64, para cada término d.o.s.c.t.o. 1 existe un
término 1,, en forma combinatoria tal que ji] = jt~]; por lo tanto, basta probar el lema para.
términos en forma combinatoria.
TeJA
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Los casos básicos de combinadores, variables y <>son todos obvios a partir de la definición
de homomorfismo d.o.s.c.t.o. Supongamos que Itr; [1’ : p !=-rin = ji’ : p !=‘ -ríA; h,,~,- y
Itr; [1”: PIE = ji” : píA; h,,, donde ¡ir denota It,., st . . - st It,-,,. Entonces,
hr; [ti” : 1-]~ = Itr; <jl’]B, jt]n>; evB,>,Br =
<nr; [l’Jn, ¡ir; [l”]B>; ev
<jí’]A, [t”JA>;(h,,~,.,. st It,,); evn,,,B,- =
<ji’]., [l”]~4>; evApÁr; It,. =
Corolario 73 Como un caso particular de este lema, obtenemos It,-; 5’~’ = A’~’; It,.’ para
todo a E E,.,->, pues A~’~’ — ja(re) (re : r)J. y análogamente para E. Por lo tanto, un
E-homomorfismo d.os.c.t.o. It: A —> B es un E-homomorfismo c.t.o. entre las (Stt=¶E)~
álgebras subyacentes- O
Es interesante comparar nuestra definición de homomorfismo de orden superior, interpre-
tada en categorías cuyos objetos son conjuntos, con la noción de relación lógica [137,123].
Por un lado, nosotros estamos interesados en funciones en vez de relaciones, y desde este
punto de vista nuestra noción de homomorfismo es más restrictiva que la de relación lógica.
Por otra parte, las componentes de una relación lógica para tipos de orden superior están
completamente determinadas a partir de sus componentes para tipos básicos, mientras que
en nuestro enfoque esto no es cierto en general, si bien silo es en algunos casos particulares
como, por ejemplo, el ya mencionado donde todas las componentes son isomorfismos; en este
aspecto, nuestra noción es menos restrictiva. El Teorema 78 proporcionará más evidencia en
el sentido de que nuestra noción de homomorfismo es muy natural, al demostrar que en la
semántica funtorial los homomorfismos se corresponden exactamente con las transformaciones
naturales.
4.3 Categorías clasificantes para teorías de orden superior
Definición 74 Un CCI-funíor E : (£2,27) —~ (£2’, 27’) entre dos CCI-categorías (£2,27) y
(£2’,.]’) es un funtor E : £2 —* £2’ que conserva la estructura cartesiana cerrada de forma
estricta6 y tal que F(27) C 27’.
Denotamos por CCJ«£2, 27), (£2’,]’)) la categoría cuyos objetos son CCI-funtores entre
(£2, 27) y (£2’,27’) y cuyos morfismos son transformaciones naturales entre tales funtores. E
Con esta definición, tenemos los siguientes resultados.
Proposición 75 Sea E: (£2,27) —* (£2’,]’) un CCI-funtor. Entonces,
6Es decir, E conserva productos finitos estrictamente y ademAs F(A * B) = E(A) =t. F(B) y F(evA,n) =
evF(AyflB>. En esta situación se deduce también F(AA,s,c(f)) = AF(A»p(B),F(c)(F(f)).
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1. Como en la Proposición 30, la aplicación de E define un funtor
0 : HOSAlg(£2,27~ —* HOSAlg((2’,27%
.
2. Si A es una 32-álgebra d.o.s.c.t.o. en £2, y 1(7: 7) : r es un E-término d.o.s.c.t.o.,
[1: TJF*A = F([t : T!A).
3. Dada una teoría d.o.s.c.to. (3, =,32,17), F* se restringe a un funtor
O : HOSAlg(£2,27)r~ —* HOSA lg(£2’, ~
Demostración: Como E es un CCI-funtor, si A es una E-álgebra d.o.s.c.t.o., entonces
es asimismo una E-álgebra d.o.s.c.t.o. Es fácil probar que [1:r]r*A = F(jt : r]~)
como en el Lema 31. Esta ecuación es necesaria para probar que si It : A ~ B es un
32-homomorfismo d.o.s .c.t.o., entonces r¡i lo es también, debido a la condición sobre con-
servación de combinadores en la Definición 71: si [C : TcJn = jC : Tc]A; ~~c’ entonces
F(jC : 1-cm) = F([C : rc]i.);E(h,-c); equivalentemente, [C : rcjp*~ = [C :
como se desea.
El funtor E~ conserva satisfacción por 2, y 3 se obtiene como en la Proposición 32. 0
Proposición ‘16 Sean (£2,27) y (£2’,.]’) dos CCI-categorías y A una (E, 17)-álgebra en £2.
1. Si i~ es una transformación natural entre CCI-funtores E, O: (£2,27) —. (£2’, 27’), la fa-
milia ~ = {flhlr : E(A,.) —* O(A,.) r E S”} constituye un E-homomorfismo d.o.s.c.t.o.
entre ~A y G*A en £2’.
2. Las asignaciones E —* F~A y i~ —* ~ definen un funtor
Ab : CCI((£2,27),(£2’,27’)) —* HOSAlg(C’,J’)~~
Demostración: Como en la Proposición 33, las condiciones para que ij~ sea un homomor-
fismo son casos particulares de la naturalidad de i~. O
Definición 77 Dada una teoría d.o.s.c.t.o. T = (S” <M E 17), una CCI-categoría (£2,27) se
llama una categoría clasificante de T si existe una E-álgebra d.o.s.c.t.o. G en O, llamada
álgebra genérica, tal que para toda CCI-categoría (£2’, 27’) el funtor
COI((£2, 27), (£2’, 27’)) —* HO3AIg(£2’, 3% r’
es un isomorfismo. O
Categorías clasificantes para una teoría d.o.sct.o. son de nuevo únicas salvo isomorfismo
y podemos hablar de la categoría clasificante de T, denotada 4, y de el álgebra genérica de
T, denotada ay.
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Teorema 78 (Existencia de categorías clasificantes para teorías dos.c.t.o.)
Dada una teoría d.o.s.c.t.o. T = (3M, =M, E, 17), existen una categoría ciasificante 4 y
un álgebra genérica G~.
Demostración: La demostración sigue exactamente los mismos pasos que la del Teo-
rema 37.
1. La categoría 4 se construye como sigue:
Objetos: Los elementos de 5M•
Morfismos: Los morfismos con dominio i- y codominio y’ se generan a partir de
términos «re : r) : T~, sujetos a la relación de igualdad
De este modo, excepto por el nombre de la variable, un modismo con dominio y y
codomiio Y es una clase de equivalencia [1(re: i-fl junto con la especificación de
su dominio y codominio.
Identidades: La identidad para r es [<re : <] : T —4 1-.
Composición: La composición de [1(re: )] : r —* p y [t’(v :p)]: p —4 ~ viene dada por
la sustitución
[t’(t/y) (re : r)] : T 4
Productos: El objeto final es 1, siendo el morfismo único de r a 1
r)]: r 1.
El producto de T1 y T2 es r~ st r2. Las proyecciones son de la forma
Dados [t~(re : p)] :>0 -4 r~ (i = 1,2), el morfismo inducido es
[<ti,t2> (re : p)] : ¡9 (ri x 1-2).
Exponenciales: El objeto exponencial de i- y r’ es T * r’. El morfismo evaluación
(T * T’) st T — r’ se define por
[pl(re)p2(re) (re : (r !=> Y) st r)].
Y la Curry-conversión de [1 (re : r st Y)1: (i- st Y) -4>0 es el modismo
[AZ:T’.t(<y,z>/x)(y : rfl :r —* (r’ * p).
Estructura de inclusiones: Los morfismos en 274. son de la forma [x(re : r)] : T —~
parar 44 r’ en
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Es sencillo comprobar que estas construcciones definen una CCI-categoría. La parte más
interesante es la que respecta al objeto exponencial. Primero, dados [t(y: r)] : ~r—*
y [1’(z : r’)] : Y ~ p’, el morfismo [t(y : r)] st [1’(z : rOl : (~ st Y) —~ (p xp’) está dado
por
[<t(pi(re)/y),t’(p2(x)/z)>(re : r st Y)].
Ahora, dado [1(re: >o st i-)] : (px r) -4 T’, tenemos que probar
,o st r)]) st íd,.); ev,.,,.~ = [1(re: >o st T)] (f)
equivalentemente
([Az:r.t(<y,z>/re)] st [w]);[pi(a)p2(a)]= [t]
o sea
[<Az:r.i(<pi(re),z>/z),p2(re)>];[p.i(a)p2(a)]= 1].
Calculemos:
{ Proyecciones}
{Beta}
r.t(<pi(x), z>/x),p2(x)>)p2(<Xz : r.t(<pi(x), z>/re),p2(re)>) =
(Az:r.t(&i(x),z>/re))p2(x) =
«<pi(re), z>/re)(p2(z)/z) =
1(<pl(re),p2(re)>/re) =
{Par} t(re/x) = 1.
La unicidad de A([t]) con respecto a la propiedad (t) se demuestra como sigue. Supon-
gamos que [t’(y :p)]: p -4 (r * Y) también satisface (j); entonces,
[<t’(pi(x)/y),p2(z)>]; [p1(a)p2(a)] = [1],
o sea, usando la regla Proyecciones,
17 l- (re :p st r) (i’(p«z)/y))p2(re) = 1.
Aplicando la sustitución re ‘—* <y, z> y la regla Proyecciones, obtenemos
rl- (y: p,z: T) (t’(y/y))z = t(<y, z>/re),
y por la regla Xi,
17k- (y:p) >z:r.Q~’z) = Az:r.t(<y,z>/re).
Finalmente, Eta nos da la ecuación deseada
17k- (y:p)1’ = Az:Td(<y,z>/x).
2. El álgebra genérica G~ se define por:
(a) (Gb) —r
(b) (Gb )T.T’ — [a(x) (re : r)] : r -4 Y.
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(c) (GY),.<,.> = [re(re:r)] :T —e. r’.
La condición de monotonía es trivial de nuevo.
Es rutinario probar que
[1(7:7) : r]c~ = [1(pi(re)/reí,.. - ,p,«re)/ren) (re : r~ st ... st
mediante inducción sobre la estructura de 1. Por ejemplo,
= ji]; (G~);’~’ —
[t(p1(re)/rei, - . . ,p,.(re)/re,~)]; [a(y)]=
[a(t(pí(re)/reí,. . . ,p~x)/x,.))] =
[a(t)(pí(re)/reí,.. . ,p,,(re)/re,.)].
Otro ejemplo:
jAz:,o.t(7:7)] =
A([1(px(y)/reí,. . .,p4y)/x,.,p,,+i(y)/z)]) =
[Az:p.1(pi(<re, z>)Irei,. . . , p,.(<re, z>)Ire,., p,,+1(<re, z>)Iz)] =
[Az:p.t(pi(re)/rei,. . .,p,.(re)/re,.,z/z)] =
,pn(re)/ren)].
Por lo tanto, ~ satisface todas las ecuaciones en 17.
3. Definimos un funtor (~ : HOSAIg(C, 27)zr — COI((L~, 274.), (£2,27))
.
Dada una (E, 17)-álgebra do.s.c.t.o. B en £2, el funtor W : 4 —~ £2 se define por
B(r) = 5,. y B([t(re : r)] : T Y) = [1(x : T) : T’!B.
W está bien definido sobre morfismos porque E es una (32,17)-álgebra, y es un CCI-
funtor por la Definición 61 y la Proposición 63.
Un homomorfismo It : E —e. O da lugar, por el Lema 72, a una transformación natural
h entreW y C, definida por It~ = It,. :5,. —* 07.
4. Finalmente, el funtor (Gy)b : CCI((4, 274.), (£2,27)) —. HOSAlg(£2,27)~~ es un iso-
morfismo, con inverso () como en la demostración del Teorema 37. 0
Proposición 79 (Corapletitud) Dada una teoría d.o.s.c.t.o. T = (SM 44, Ej’),
G~,~h(7:7)t=i’ —~ 17k-(7:7)I=i’.
Demostración: Corrección (Proposición 64) implica el sentido (‘@).
En el otro sentido. (4-), por definición de satisfacción, G~ h (7: 7)1 = 1’ si y sólo si
jt : 1-]
0b = [t’ : 4Gb siendo r un tipo común de 1 y 1’; esto es equivalente a
T T
~t(p1(x )/x;) (re : r~ st ... st r,.)] = [t’(p~(re)/re~)(re : r~ st - . . st
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como morfismos en 4. De aquí,
17 k- (re : r1 st ... st T,) I(p~(x)/re1) = 1’(p~(re)/re1).
Por lo tanto, usando la sustitución re —e. <re1,..., re,.> y la regla Proyecciones, obtenemos
17k- (reí : Tj,. . . ,re,. : r,,) t = 1’. 0
Proposición 80 Dada una teoría d.o.s.c.t.o. T = (SM, =M,32,17), consideremos la cate-
goría Func1HOSAlg~,r cuyos objetos son CCI-funtores E : (4, 274.) —e. (£2,3) (es decir,
(32,17)-álgebras d.o.sst.o. en cualquier COl-categoría), y en la cual un modismo de E
(4,274.) —e. (£2,27) en E’ : (4,274.) —e. (£2’,.]’) es un OCI-funtor H : (£2,27) —e. (£2’,.]’)
tal que E; fi = E’. Entonces, el OCI-funtor i~ correspondiente al álgebra genérica ay es
7
inicial en FunctHO3Alg~,p
.
En la categoría CralHOSAlg~,~ con los mismos objetos que FunctHO3Alg~~, pero con
un morfismo de E: (4,274.) —e. (£2,27) en E’ : (4,274.) —e. (£2’,.]’) dado por un COI-funtor
fi : (£2,3) —e. (£2’,.]’) junto con una transformación natural O entre E; fi y E’, el OCI-funtor
y correspondiente al álgebra genérica ay es débilmente inicial. ~
4.4 La adjunción entre teorías y categorías
Como en el caso de primer orden, dada una COl-categoría pequeña (£2,27) tal que 3 es
localmente filtrada, podemos definir una teoría d.o.s.c.t.o. T~ tal que £2 es (equivalente a)
la categoría clasificante de T~. Antes que nada tenemos que descomponer los dominios y
codominios de los morfismos tomando en consideración la estructura cartesiana cerrada de la
categoría, y tenemos que volver a formular la noción de familia regular y etiquetado en este
marco.
Definición 81 Dada una CCC £2, al interpretar las operaciones formales st y * en Ob(£2)”
mediante las operaciones correspondientes en la categoría £2, obtenemos una función de in-
terpretación ¡.4: Ob(£2)” —e. Ob(£2).
Para cada par y, Y de elementos de Ob(£2)” y cada morfismo f: ¡TI —e. ¡r’¡ en £2 denotamos
por f,.,,.í el morfismo f en £2 junto con las “descomposiciones” T de su dominio y r’ de su
codominio. DCMor(C) denota la colección de tales modismos. 0
Dada una COl-categoría pequeña (£2,27), el orden =gen Ob(£2) se extiende a en
Ob(£2)”; obsérvese que cuando ~r r’ en Ob(£2)”, entonces hay un morfismo j : r¡ —e.
en.].
Definición 82 Dada una COl-categoría pequeña (£2,27), una familia de morfismos Y C
DCMor(£2) es 000-regular si y sólo si satisface las siguientes condiciones:
1. Si f,.,.> y y,,,,: son morfismos en Y y r ~ (con j : rl -4 ¡p¡ en 27), entonces T’
(con j’: Ir’! ¡~‘¡ en 27) y además j;g = f;j’.
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2. Dados p, r E Ob(£2)” con p r y un modismo f,.,.í en Y, el conjunto
E Ob(£2)~ go =~st ~ ]g¿,¿’ E F}
tiene un minimo con respecto al orden <~. O
Definición 83 Dada una CCI-categoría pequeña (£2,27), un CCC-etiquetado para ella viene
dado por un conjunto 32 y una función ¡ : DCMor(C) —e. E tal que para cada a E E la familia
h1(a) de morfismos es CCC-regular.
Una CCI-categoría pequeña (£2,3) tal que 27 es localmente filtrada junto con un CCC-
etiquetado 1 para ella se llama una LCCI-categoría. O
Teorema 84 Dada una LCCI-categoría (£2,27,l : DCMor(£2) -4 E), existe una teoría de
orden superior con tipos ordenados T~ tal que O es equivalente a la categoría clasificante
de T~.
Demostración: La teoría d.o.s.c.t .o. T~ = ((5, =),S~ 44 E 17) se define como sigue:
Tipos: Los tipos básicos son los objetos de £2, ordenados por.].
Simbolos de operación: Para cada a E E y modismo f,.,~a en l’(u) hay un símbolo
de operación (ambiguo) a E 32,.,,-’. Las condiciones de monotonía y regularidad se
satisfacen porque h’(a) es una familia CCC-regular.
Equaciones: Todas las E-ecuaciones satisfechas por la E-álgebra d.o.s.c.t.o. D~ en £2 que
asigna a cada tipo r el objeto VI y a cada símbolo de operación a E E,.,-> correspondiente
a un morfismo f,.,,-> con 1(1,.,.>) = a el morfismo f: [rl -~ I~1.
Por el Teorema 78 tenemos un CCI-funtor
E = (D~fl :4, —e. £2
c
definido por E(r) = ¡-rj y E([1 (re : r)]) = [t]Db.
e
El funtor “inverso” es O : £2 —e. £yb definido por O(A) = A para un objeto A en £2 y
e
0(1) = [l(fA,B)(x)] con re : A para un morfismo 1 : A —e. 5 en £2.
El funtor O; E es el funtor identidad sobre £2. Aunque E; O no es el funtor identidad ya
que C(E(T)) = G([r¡) = Ir!, existe un isomorfismo natural dado por:
[l(id,.,
1,j)(x) (re : r)] : i —e.
Definición 85 Un morfismo fi entre dos teorías d.o.s.c.t.o. T = (SM, <tE, 17) y T’ =
(SIM <~M E> 17’) consiste en
1. Una función monótona fi : (3, =)—e. (3’, =‘), extendida libremente a ¡jM : (5”, =“)
(stM, =IM),
2. Una función fi : 32 —e. E’ tal que, si a E E,.,->, entonces fi(a) E
tales que, si (7 : 7) 1 = 1’ es una ecuación en 17, la ecuación (7 : fi”(7)) H(t) = H(t’) es
derivable a partir de 17’, donde H(1) denota la “traducción” de 1 inducida por fi
7.
TEsta traducción está deñnida por 11(z) = z, H(a(t)) = H(a)(H(l)), H(p,(fl) = pi(Jf(t)), H(Ax rl) =
Az:R(r).H(i), etc.
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Así se define una categoría denotada HOSTh. O
Definición 86 Un LCCI-funtor entre las LCCI-categorías (£2,27,l : DCMor(£2) —e. E) y
(£2’,.]’, 1’ : DCMor(£2’) —e. E’) consiste en un CCI-funtor E : (£2,27) -4 (£2’,.]’) y una función
4>: 32 —e. E’ tal que para todo f~~’ en DCMor(£2),
=
donde E” : Ob(£2)” —-4 Ob(£2’)” denota la extensión libre de la componente de E sobre
objetos, satisfaciendo ¡E”(r)¡ = F(¡rj) ya que E es un CCI-funtor.
Esta definición proporciona una categoría denotada LCCICat. O
Proposición 87 La función que asigna a una LCCI-categoría ((2,27,1: DCMor(C) —e. E)
una teoría d.o.s.c.t.o. T~ se extiende a un funtor
TK LCCICaI —e. fiOSTh
.
Demostración: Supongamos que (E, 4>) es un LCCI-funtor de (£2, .7,1: DCMor(£2) —e. E)
en (0’, 27’, 1’ : DCMor(£2’) —e. E’). Ya hemos señalado antes como la componente de E
sobre los objetos (que es una función monótona con respecto a los órdenes inducidos por las
estructuras de inclusiones) se extiende libremente a E” : Ob(O)” —e. Qb(£2’)”, satisfaciendo
IEfl{r)I = E(!T¡).
La acción del morfismo de teorías TF sobre los símbolos de operación está dada simple-
mente por la función 4~.
Entonces, para un término d.o.s.c.t.o. t, j2?r(t40~ = E(j1]D~) y esto implica que si D~
satisface una ecuación (~ : S) 1 = 1’, la ecuación “traducida” (7 : TE(S)) Tp(t) = Tp’(I’) es
satisfecha por Dg,. o
Teorema 88 La construcción de la categoría clasificante 4 para una teoría d.o.s.c.t.o. T
es libre con respecto al funtor Tb : LCCICat —e. HOST¡i. Por lo tanto, tenemos un funtor
it : HOSTA —e. LCCICaI
adjunto a izquierda de T
1.
Demostración: La demostración es esencialmente análoga a la del Teorema 48. Para ver
que, dado fi : 1 -. T~, el LCCI-funtor fit : 4 —e. £2 está completamente determinado, se
necesita comprobar más casos, debido a la estructura adicional en los términos; por ejemplo,
fit([tt’]) = fit([Q, e’>]; [p~(re)’2(x)]) =
fit([<I, e»]); fit([pi(re)p
2(z)]) =
fit(<[t],[I>]>);ev =
<Ht([t]), fit(Lí’])>; ev.
Otro ejemplo:
Ht([Az : r.t (y : T’)]) = fit(A([I(p1 (x)/y, p2(z)/z) (re : Y st r)])) =
A(fit([t(p«x)/y,p2(re)/z) (re : Y st
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Definiendo Ht([í]) = [fi(1)]DC, se comprueba que IP satisface todas las propiedades exigidas.
O
La discusión al final de la Sección 3.3 sobre las simplificaciones—expresadas en la forma de
un diagrama conmutativo de adjunciones—que son posibles para la anterior correspondencia
entre teorías y categorías en el caso de teorías desambiguadas puede asimismo aplicarse aquí,
mutatis mutandis.
4.5 Conservatividad de la lógica de orden superior con tipos
ordenados sobre su versión de primer orden
Es claro que teorías con tipos ordenados constituyen un caso particular de teorías d.o.s.c.t.o.;
hay, sin embargo, un pequeño detalle que debe ser aclarado, debido a nuestra presentación de
signaturas d.o.sct.o. con sólo símbolos de operaciones unarias. La idea es por supuesto
codificar una operación n-aria en una teoría c.t.o. (cuyo lenguaje no incluye productos
explícitamente) en una operación unaria en una teoría d.o.s.c.t.o. por medio de los productos
(que forman parte de los tipos en este caso).
Definimos una función que transforma una signatura c.t.o. (5, =,E) en una signatura
d.o.s.c.t.o. ((S,=),SM,=I2tEP).Un símbolo de operación a E 32S1...Sn,S se convierte en un
símbolo de operación a’ E ~ ,,~; en particular, en el caso de una constante a E E~,
5,
a~ E 32~,,. Los restantes conjuntos en 321’ son vacíos.
Un E-término c.t.o. 1(7 5) : a se convierte en un En-término d.osc.t.o. 11’ como sigue:
si 1 = z~ entonces IP = x~; en el caso de una constante 1 = a entonces t1’ = oP(<>); y si
= a(ti,. . .,t,.), entonces? = aP(<t~,. ..,I~>).
Como todas las reglas de deducción para la lógica ecuacional (de primer orden) con tipos
ordenados son asimismo reglas de deducción para la lógica ecuacional de orden superior con
tipos ordenados, el siguiente lema es obvio.
Lema 89 Si 1? es un conjunto de E-ecuaciones c.t.o. y 17 1- (7 : 5)1 = 1’ usando deduccion
ecuacional c.t.o., entonces 171’ ¡- (7 : 5)11’ — 111’ usando deducción ecuacional d.o.s.c.t.o., donde
171’ es el conjunto de 32
1’-ecuaciones d.o.s.c.t.o. «7: Y) IP — t>P (7: Y) 1 = 1’ E f}. O
Proposición 90 La función
(S,=,E,1’)—e.
se extiende a un funtor (..)1’: OSTII —e. HOSTII
.
Demostración: Sea fi : (5, =, 32,17) —e. (5’ <‘ 32’ 17’) un morfismo de teorías en OST¡I
Entonces 1ff : (5, =)—e. (5’, =‘)se extiende libremente a fi” : (3”, =“)-4 (5’”, =>“)~
ponemos fi1’ = fi sobre tipos.
Supongamos que a E E~, ...~,,,,; entonces, por un lado, a1’ E ~ por el otro lado,
fi(a) E 32«s,)H<.~)H(s)- De aquí, fi(a)1’ c 32>1’ y definimos fiP(aP) =H(s,)x...XH(sn),H(s)
fi(a)P E 324N(SlX XSn) HM(s)
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Sea (7:5)11’ — 1>1’ una ecuación d.os.c.t.o. en r~. Tenemos que probar
Como H es un morfismo de teorías en OSTIt y (7 : 5)1 = 1’ es una ecuación ct.o. en 17,
tenemos 17’ 1— (7: fi(S)) fi(í) = fi(t’); por el Lema 89, obtenemos
que es el resultado deseado pues fiP (11’ ) = H(1)P para todos los E-términos 1. 0
Vamos a probar el recíproco del Lema 89 mediante un argumento semántico, obteniendo
de este modo un resultado de conservatividad. Dada una E-álgebra c.t.o. A en una CCI-
categoría, la extendemos a una E1’-álgebra A1’ definiendo
1.A~= A,.
2. A~=L
3. ~ =A~ stAy
= A~ * A~,.
Un símbolo de operación a E E,, ...,~,8 se interpreta como un morfismo
Por otra parte, al nivel de orden superior, tenemos ~ = A,
1 st ... st A,,,, y la inter-
pretación semántica de a
1’ E ~ se define por A~ = A~’ : ~ —. A~. El caso
de las constantes se trata de forma completamente similar. En esta situación, es fácil ver que
j1]A = jt1’]ÁP y consecuentemente que A h (7: 5)1 — 1’ su A1’ h (7:5) IP — I’1’
Tras definir todas estas nociones, podemos probar nuestro resultado principal:
Teorema 91 El álgebra de orden superior con tipos ordenados es una extensión conservativa
(módulo (..)P) del álgebra con tipos ordenados, es decir, dado un conjunto 17 de E-ecuaciones
c.t.o., tenemos
Demostración: El sentido (=±¿-)es el Lema 89.
Recíprocamente, para el sentido (<=), supongamos que r~ k- (7: 5)11’ — 1’1’ y consideremos
la (E, 17)-álgebra ‘Tr,r(7 : 5) en (Ss.L,J~) (véanse los comentarios tras el Teorema 13 y el
artículo [62]para una construcción detallada de esta álgebra).
Por el argumento anterior, Ys,r(7 : 5)1’ es una (321’, 17P)-álgebra d.o.s.c.to., y por la
Proposición 64,
Tsr(7 : 5)1’ h (7: 5) 11’ —
De nuevo por el argumento anterior, esto es equivalente a
Is,r(7 :5) H (7:5)1 = 1’
y, por (los comentarios después del) Teorema 13, esto es equivalente a 17 k- (7: s)í = 1’, como
deseábamos. O
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Podemos resumir esta sección diciendo que hemos definido un morfismo entre lógicas
OSEqtl —y HOSEqtl
de la lógica ecuacional (de primer orden) con tipos ordenados en la lógica ecuacional de orden
superior con tipos ordenados, en el sentido preciso definido en [110]y además hemos probado
que este morfismo es conservativo.
4.6 Retractos
Dado que en álgebra de orden superior con tipos ordenados el tipo de un término puede
variar sobre una variedad de subtipos, y que las funciones pueden poseer polimorfismo de
subtipos, esta disciplina de tipos es intrínsecamente más flexible que el lambda cálculo con
tipos que generaliza8. Sin embargo, puede haber expresiones que estrictamente hablando no
se puedan tipar porque el tipo mínimo de un subtérmino es demasiado grande, pero que,
no obstante, merecen el beneficio de la duda porque la reducción de tal subtérrnino puede
rebajar el tipo y dar lugar a un término bien formado. En álgebra con tipos ordenados, esto
se consigue aumentando la signatura original con operaciones adicionales llamadas “retrac-
tos” que rellenan tales “huecos” en los tipos [58,62] y ha sido implementado en los sistemas
OBJ2 y OBJ3 [43,59]. Bajo condiciones bastante débiles, tal extensión con retractos es
conservativa y permite la evaluación de un término dudoso de forma que si el término tenía
realmente sentido los retractos desaparecerán; en cambio, si el hueco era esencial, el retracto
permanecerá proporcionando un informativo mensaje de error. Así pues, se obtiene un in-
teresante mecanismo de recuperación de errores en tiempo de ejecución, al mismo tiempo que
se aumenta la flexibilidad del tipado y se continúan descartando expresiones realmente sin
sentido, tales como por ejemplo la división de un valor de verdad por un número, que no será
tipado incluso al añadir retractos. Esta sección muestra que los interesantes resultados sobre
retractos conocidos al nivel de primer orden se generalizan a orden superior, permitiendo que
esas mismas técnicas se hagan disponibles en este contexto más general.
Consideremos por ejemplo una teoría para listas de números naturales con una signatura
E que incluye tipos Nat para los números naturales, List para las listas y NeList para las
listas no vacías, así como símbolos de operación O E 32c,Nat, S E 32Nat,Nat, empty E ECLISt,
cons E ENatrjst,NeLíst, head E ENeLíst,Nat, y taU E ENeLIst,List. Entonces, el término
head(tail(cons(O,cons(s(O) ,empty))))
no está bien formado porque head tiene andad NeList mientras que el subtérmino
tail(cons(O,cons(s(O) ,empty)))
tiene tipo List, a pesar de que el término completo tiene perfecto sentido.
Definición 92 [62] Dada una teoría c.t.o. 1 = (3,32,17), definimos una nueva teoría T® =
(3, 32®, F®) aumentando E con nuevos símbolos de operación ra>, E E~., paras =aí y a ~ a’,
llamados retractos, y añadiendo a 1’ las correspondientes ecuaciones de retractos
(re s) r
8t,8(re) = re. O
%imilarmente, añadiendo subtipos a calculos más ricos da Ingar a disciplinas de tipos mis flexibles.
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En el ejemplo anterior, el término que hemos considerado se convierte en bien formado al
insertar el retracto rLI~tN~L1~~, obteniendo
head(rLÍ5tN0L±5t(tail(cons(O,cons(s(O) ,emptyflfl);
entonces tenemos la siguiente sucesión de reducciones
head(rLÍ3t,N~LÍSt(tai1(cons(O,cons(s(O) ,empty))))) —e.
headCrLl5tN6Ll5tCcons(s(O) ,empty))) —e.
—e. headCcons(s(O),empty)) —e. s(O).
Remitimos al lector al articulo [62]donde puede encontrar más motivación y detalles sobre
retractos.
El principal resultado en [62] respecto a los retractos es que es conservativa sobre T,
en el sentido de la siguiente defixucion:
Definición 93 Dadas teorías con tipos ordenados T = (3,=,E,1’)y 2” =
tales que 2’ está incluida en 2” (es decir, (5, =)es un subconjunto parcialmente ordenado de
(S’,=’),E~ C E~- para todo Y E S ya E S, y 17 § 17’), decimos que T’ es conservativa
sobre T si y sólo si para E-términos c.lxo. 1 y 1’ (y por tanto también E’-términos),
FI- (7:5)t=i’ <~. 17’I—(7:5)t=t’.
La definición es completamente análoga para el caso de teorías d.o.ss.t.o. O
Proposición 94 Si 2’ está incluida en 2”, tenemos un morfismo inclusión J : 2’ —e. 2” en
OSTh; este morfismo da lugar a un funtor Lj : 1=—e. LT’ transformando un morfismo [tls,r
en Li’ en el modismo [1]s’,r>en Li”. Entonces, 2” es conservativa sobre 2’ si y sólo si el funtor
Lj es fiel. (En el caso de orden superior se tiene un resultado análogo.)
Demostración: Dados 32-términos 1 y 1’, sabemos por la Proposición 38 que 17 1- (7 : Y) 1 =
1’ su Gi’ h (7: Y) 1 = 1’, es decir, su [I]r,r = [1’]s,r como morfismos en Lx; con esto, es muy
fácil ver que la condición de conservatividad es equivalente a la fidelidad de Lj. O
Para probar que es conservativa sobre 2’ es necesario añadir una débil condición a
la teoría 2’, equivalente a la corrección de la siguiente regla de deducción: para E-términos
1(7:5) y 1’(7 : Y),
No-vacío: rl- Y:S,y:s’ 1=1’
FI- 7:5)1=1’
Entonces, el resultado de conservatividad se prueba en [62]demostrando que el 32-homomor-
fismo
‘Tr,r(X) — Tse p®(X)
que es la identidad sobre X y lleva [1]r,r’ a [í]~®~®es inyectivo, siendo X un conjunto de
variables tal que X, # O para todo a E 3.
En esta sección probamos un resultado análogo para el álgebra de orden superior con
tipos ordenados, usando modelos de Henkin [123, 124], más exactamente una generalización
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de modelos de l-lenkin que tiene en cuenta la relación de subtipo. Los modelos de Henkin son
más generales que las álgebras d.o.s.c.t.o. en (Set ,Inc) porque, en vez de exigir las igualdades
A,., xr2 = A,., st A,.2 y A,.~,.> = A,. * A,.>, simplemente se requieren inclusiones A,-, x,.2
A,., st A,., y A,.~,.> C A,. * A,.’. tina definición equivalente (salvo isomorfismo) de modelo
de Henkin es en términos de un S”-conjunto A = {A,. 1 r e sM} y familias de funciones
Á<,.*rt>xr —e. A,.> y proft,,., : A,-1x,-, —e. A,., (i = 1,2) sujetas a las condiciones de
extensionalidad y existencia de combinadores (véanse [123, 124] para más detalles). Lo que
nos interesa a nosotros es que la construcción de un modelo de términos para una teoría tal que
la regla No-yacío anterior es correcta y un conjunto de variables X suficientemente grande
proporciona un modelo de Henkin libre sobre X [123, 124]. Estos resultados se generalizan
al caso d.o.s.c.t.o. como sigue.
Primero, usando corrección (Proposición 64), completitud (Proposición 79) y el resul-
tado análogo a la Proposición 50 para el caso de orden superior, podemos restringir nues-
tra atención sin pérdida de generalidad a teorías d.o.s.c.t.o. desambiguadas. Dada una
teoría d.o.s.c.t.o. desambiguada 2’ = (SM, =M,32,17), definimos una teoría con tipos ordenados
— (3”, ~M, 32h, rh), donde
1. Para cada par T,>0 E 5M, tenemos un símbolo de operación ambiguo app E Ex,.,,,. (es
fácil ver que es regular). Normalmente escribimos tI’ en vez de app(1, 1’).
2. Para cada i-,p E 5M, K~’
7 E
3. Para cada r,p,¿ E 3”, S~’~’~ E
32h
4. Para cada r,p E 5N, P~’
t E 32c,(pxr)’~p y P~’7 E
5. Para cada r,>0 E 5”, E~’7 E
6. Para cada símbolo de operación a E E,,,,., F~’7 E
7. Hay una constante <> E 32%
8. El conjunto de Eh~ecuaciones c.Lo.
17h contiene las ecuaciones (7 : 7) tc = 4 para cada
ecuación (7 : ‘7)1 = 1> en 17, donde 1, se definió en la Proposición 70, junto con las
siguientes familias de ecuaciones:
(re :>0,y: r) (KP’7re)y — re(re: ~ * (T * >0),p : ~ * r,z : ~)((S~’P’~re)y)z = (rez)(yz)
(re : go, y: i) P~’7((EP’~re)y) = re
(re: go,y: T) P~’T((EP’~z)y) = y
(re :go st r) (EPr(P~’Tre))(P~’7re) — re
(re:1)re=<>.
Un (E, 17)-modelo de Hen/cin d.o.s.c.t.o. E es una (Eh, 17h).álgebra c.t.o. H en (5~L,½)que
además satisface la siguiente condición de extensionalidad: dados f,g E J’,,~,-, si para todo
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a E fi,,, fi41’1’(f, a) = fi01’p(g, a), entonces f = g. Usando el Teorema 14, para cualquier
conjunto de variables X, tenemos una (Eh, 17h)álgebra libre T5~ rh(X) si X,. # 0 para todo
r E S~, obtenemos un (E, 17)-modelo de Henkin libre al imponer la condición de extensiona-
lidad sobre Tsh,rh(X). Una presentación isomorfa de este modelo de Henkin libre se consigue
imponiendo sobre el S”-conjunto T5 de E-términos con variables en X, introducido en la
Definición 56, la siguiente relación de congruencia
para algún conjunto finito de variables 7 : 17 incluido en X (corrección con respecto a la
regla No-vacío hace que esta definición sea independiente del conjunto finito de variables
considerado). Denotamos por [1]s,r la clase de equivalencia de t con respecto a
t’~’s,r, y por
7is,r(X) el cociente de T
5 con respecto a la misma congruencia, que es la presentación del
modelo de Henkin libre sobre X en la que estamos interesados.
La razón de nuestro interés en los modelos de Henkin como instrumento técnico para
establecer el resultado de conservatividad buscado se puede resumir ahora claramente. De la
anterior construcción del modelo libre de Henkin fls,r(X) se sigue que, dada una inclusión
2’ e—e. 2” de teorías d.o.s.c.t.o, 2” es conservativa sobre 2’ si y sólo si el Eh~homomorfismo
ils,r(X) —e. ils¡,r’(X)
que es la identidad sobre X y lleva [t]s,r a [t]r.,r> es inyectivo.
Teorema 95 Dada una teoría d.o.s.c.t.o. 2’ = (SM cM E 17) tal que la regla No-vacío es
correcta, el homomorfismo
fls,r(V) —e. 7rj~® ,re(V)
que es la identidad sobre V es inyectivo (recuérdese que V es un S”-conjunto de variables
tal que para cada tipo r E S~ el conjunto y,. es infinito numerable).
Demostración: La idea clave es convertir el (E, 17)-modelo Us,r(V) en un (E®, r®).modelo.
En primer lugar, escogemos para cada T E 3M una variable re?. Entonces, para T < T~,
definimos una función y,..,,. : i-ts,r(V),-’ —-4 7-ts,r(V),. que lleva (t] E ils,r(V),. a si mismo y
los restantes elementos a re?; esta funcion satisface obviamente las ecuaciones de retractos.
Por lo tanto, por ser fl5® re(V) libre, la inclusión de V en its,r(V) induce un homomorfismo
x : i-ls®re(V) its,r(V)
que es la identidad sobre V.
Finalmente, la composición 4’; x es un homomorfismo de
7-ts dV) en sí mismo que es la
identidad sobre V y, por ser Us,r(V) libre, debe ser la identidad. De aquí deducimos que 4’
es inyectivo. O
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Capítulo 5
Subtipos generalizados
En este trabajo hemos estudiado en detalle la semántica categórica de subtipos como in-
clusiones, interpretando la relación de subtipo T =T~ como existencia de un monomorfismo
canónico A,.<,.’ : A,. —e. A,.> en una subcategoría .7 de £2. Hemos llegado a esta noción al
generalizar la noción conjuntista de subtipo propuesta en álgebra con tipos ordenados [62]
primero a categorías generales y luego a orden superior, manteniendo todas sus propiedades
más interesantes. En particular, no se pierde informacion al mover un dato a un supertipo,
y la igualdad de datos es independiente del tipo en el que se trabaje.
Como ya hemos mencionado en la Introducción de esta segunda parte, hay sin embargo
situaciones en las cuales una noción más débil de “subtipo” es deseable y natural, a saber una
correspondiente a una conversión imp Wdta entre tipos que no necesita ser inyectiva. Tales
conversiones implícitas pueden surgir en respuesta a la necesidad o conveniencia de convertir
datos (quizás con alguna pérdida de información) entre tipos básicos, así como en el contexto
de espacios funcionales al pasar funciones como argumentos de funciones de orden superior.
Por ejemplo, una función de orden superior f puede requerir un argumento de tipo go’ 4 T
pero en cambio recibir un argumento h de tipo go * T con go’ =go (interpretado como antes por
una inclusión canónica g :go —e. go). Esta situación se puede resolver fácilmente restringiendo
h al dominio go’, es decir, componiendo h con la inclusión j para tener j; h:go’ * T; de este
modo, obtenemos una conversión implícita
* T : (go!=~r) —e. (go’* r)
que no es inyectiva en general.
Como ya hemos señalado, al comparar con el caso en el cual subtipos se interpretan
como inclusiones, algunas buenas propiedades se pierden definitivamente; a saber, cierta
información puede perderse de forma irreversible al mover un dato a un supertipo mediante
una conversión implícita, y la igualdad de dos datos depende ahora crucialmente del tipo en
que se considere.
Por lo tanto, sería una seria equivocación confundir las nociones de “subtipo como in-
clusión” y de “subtipo como conversión implícita” en una única noción de subtipo, puesto
que las importantes ventajas e intuiciones adicionales del caso de “subtipo como inclusión” se
perderían entonces. Nuestra propuesta consiste en distinguir y relacionar estas dos nociones
en una semántica que conserva las ventajas de cada una. Para la noción de “subtipo como
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inclusión” mantenemos la relación de subtipo =tal y como se ha formalizado en este trabajo;
para la noción de “subtipo como conversión implícita” introducimos una relación de subtipo
generalizado <: diferente de la de subtipo =, pero conteniéndola como una subrelación, es
decir, tenemos la siguiente regla
T
T
Para espacios funcionales, subtipos obedecen la regla limitada
r<r’ gotipo
go * T =>0 ~ Y
mientras que para subtipos generalizados tenemos la regla más general
r<:Y go’<:go
>0 * T <:go’ *
Para productos, ambas relaciones se comportan de forma similar:
r=Y p=go’ T<:Y >0<:go
’
goXT=>0>stT’ gostT<:go’stY
La ventaja de estas reglas de tipado es que nos permiten discriminar entre las dos relaciones
de subtipo y, en consecuencia, soportan razonamientos más cuidadosos y precisos de lo que
sería posible en otro caso; la adición de otros constructores de tipos a este escenario es muy
natural y conduce a similares reglas de tipado que discriminan entre las dos relaciones de
subtipo para el constructor en cuestión.
Podemos definir signaturas y álgebras d.o.s.c.t.o. generalizadas en una forma que extiende
naturalmente nuestro tratamiento de subtipos como inclusiones y satisface todas las reglas
de tipado mencionadas anteriormente. Dado un conjunto 3 de tipos básicos, consideramos
el conjunto 3” de tipos generado a partir de 5 como antes (Definición 54). Dados dos
preórdenes1 (3, =,S:) con =C =:y < un orden parcial, podemos extenderlos a preórdenes
en S~ extendiendo < exactamente como antes (Definición 54), y añadiendo las siguientes
cláusulas adicionales:
1. Si r 44 Y, entonces r c2M T~
2. Sir <.M T (i= 1,2),entoncesri str
2 =:“r st 4
3. Sir <:M Y y go’ =:“go, entonces go* r =:“go> * Y.
El preorden =:Men S~ se denota también <:.
Definición 96 Una signatura generalizada de orden superior con tipos ordenados, o signatura
g.do.s.c.t.o. para abreviar, consiste en un par de estructuras de preorden (5, =, =:)sobre
‘La razón para admitir que <:sea un preorden es que, mientras que las inclusiones entre tipos son natural-
mente antisimétricas, parece bastante natural considerar conversiones implícitas que son bidireccionales. Por
ejemplo, uno puede desear la flexibilidad de convertir implícitamente de coordenadas cartesianas a polares, y
viceversa, al realizar cómputos con puntos en ei plano.
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un conjunto 5 tales que =~ =:y < es un orden parcial, junto con una signatura con tipos
ordenados (SM, 44,32) que es regular y coherente para ambos preórdenes2 =“y <.M y tal
que 32v,,. # 0 implica longitud(7) = 1. 5
La semántica de tales signaturas gd.o-s.c.t.o. viene dada por CCC’s con estructuras de
inclusiones y de conversiones implícitas, llamadas CCIC-categorázs y definidas como sigue:
Definición 97 Una CCIC-categoria es un triple (£2,J,K) tal que
1. (£2,.]) es una CCI-categoría.
2. K es una subcategoría preorden de £2 conteniendo .7, llamada la categoría de conver-
aiones implícitas.
3. K es cerrada bajo st, es decir, si k~ : A
1 —e. B1 (i = 1,2) son morfismos en K,entonces
k1 st k2 : A1 st A2 —* B1 st .82 es asimismo un morfismo en K.
4. K es cerrada bajo - * -, es decir, si k~ : A1 -. E, (i = 1,2) son morfismos en
entonces ~ * : B~ * A2 —e. A1 r> .82 es asimismo un modismo en K. O
Ejemplo 98 La categoriaE~ de relaciones de equivalencia parciales sobre los números natu-
rales proporciona un interesante ejemplo de CCIC-categoría. La subcategoría de conversiones
implícitas se obtiene como sigue: hay una conversión implícita A —e. E su nAm implica nBm,
es decir, A C E como conjuntos de pares; esta estructura ha sido estudiada en [24, 26], donde
remitimos al lector para más detalles. La subcategoría de inclusiones que nosotros queremos
distinguir es la siguiente: hay una inclusión A —e. E su dados números naturales n, m en el
dominio de A, nAm su nBm (esto no implica que A = E porque E puede tener en su dominio
elementos que no están en el dominio de A). O
En su tesis doctoral [147], P. Taylor define una estructura de coerciones en una CCC
como una subcategoría preorden cerrada bajo ...st - y - - (Definición 1.3.9). No obstante, él
no distingue la subcategoría de inclusiones en la que nosotros ponemos énfasis en la anterior
definición.
Definición 99 Para una signatura g.d.o.s.c.t.o. (3” ,=“,=:“,E), un eil9ebra g.do.s.c.1.o. A
en una CCIC-categoría (£2,.], K) consiste en una (3”, =“, 32)-álgebra d.o.s.c.t.o. A en la CCI-
categoría (£2,.]) junto con morfismos A,-<,1.> : A,. —e. A,.> en K para T =:Y en 3~, sujetos a
la condición de monotonía: a E E,.,,.> fl E,,,,’ y T =:go implican
Estas definiciones proporcionan una base sobre la cual extender la semántica categórica de
subtipos propuesta en este trabajo a subtipos generalizados. Tenemos la intención de estudiar
tal semántica en trabajos posteriores. Como subtipos generalizados constituyen una noción
intrínsecamente más débil, algunas propiedades importantes como la de “conservación de la
información” no se van a generalizar y serán ‘~alidas sólo en la subcategoría de inclusiones.
2Aunque las condiciones de regularidad y coherencia se han definido para un conjunto de tipos parcialmente
ordenado, pueden generalizarse a un preorden.
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Capítulo 6
Conclusiones finales (Parte II)
Hemos presentado un enfoque semántico de subtipos en el cual las dos nociones diferentes
de subtipos como inclusiones y de subtipos (generalizados) como conversiones implícitas son
al mismo tiempo distinguidas e integradas. Este enfoque permite exhibir los beneficios de
ambas nociones eliminando las desventajas que la restricción a una de ellas con exclusión de
la otra crearía. Este trabajo es un primer paso en la integración de ambas nociones y todavía
queda mucho por hacer. A continuación enumeramos algunas direcciones de investigación
que el trabajo presente sugiere y nosotros creemos que merecen ser seguidas:
1. Lógica ecuacional para subtipos generalizados. Tal lógica no está presente en actuales
enfoques y es muy deseable; la necesidad de esta lógica también es señalada en [18]
como una forma más directa de razonar sobre subtipos que traducciones en modelos
con coerciones explicitas que pueden introducir supuestos adicionales. La teoría ecua-
cional que hemos desarrollado completamente para el caso < debería servir como una
base a partir de la cual tal teoría se obtiene como una generalización; esto también pro-
porcionaría la construcción del modelo genérico adecuado para la semántica categórica
esbozada en el Capítulo 5.
2. Extensiones a lambda cálculos más ricos. Como ya se ha mencionado en la Introducción,
esto debería seguir las lineas de trabajo que otros investigadores han desarrollado para
subtipos generalizados [28, 24, 18, 26, 35, 4]. Sin embargo, sería deseable realizar un
tratamiento más axiomático mediante una semántica categórica general al estilo de la
presentada en este trabajo. Por ejemplo, para tipos dependientes sería natural exigir
inclusiones de subcategorías
~
donde los modismos en .7 son inclusiones, en K son conversiones implícitas, y en 1)
son morfismos privilegiados (display rnaps) [147, 109, 38, 146], siendo cada una de las
categorías estable bajo productos fibrados (pullbacks) a lo largo de morfismos arbitra-
rios en la categoría ambiente £2. Las reglas de subtipado estructural para diferentes
constructores de tipos y para las diferentes relaciones (=y <:) se derivarían entonces
como consecuencias de los axiomas categóricos.
3. Semántica operacionaL Con la excepción de [20], muy poco se ha hecho paradesarrollar
una semántica operacional para subtipos de orden superior. Este trabajo proporciona
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una nueva conexión con la completamente desarrollada teoría de la semántica opera-
cional para subtipos como inclusiones [58, 79] que merece más investigación. A este
respecto, los recientes resultados sobre la integración de reglas de reescritura con fun-
ciones de orden superior como los de [17, 19, 126] pueden ser muy útiles.
4. Verificación de tipos. El elegante trabajo de Cunen y Chelil [35], adecuadamente
extendido al marco desarrollado en este trabajo, debería proporcionar una metodología
general para derivar algoritmos de verificación de tipos para cálculos específicos. Una
cuestión interesante es cómo hacer tales algoritmos aún más flexibles al permitir la
inserción de retractos en los huecos apropiados.
5. Diseño de lenguajes de programación. El enfoque de subtipos como inclusiones a nivel
de primer orden ha acumulado una rica experiencia en el diseño y la implementación de
lenguajes funcionales que son muy expresivos y flexiblesen su estructura de tipos [43, 59]
y que proporcionan mecanismos muy útiles para tratar excepciones y parcialidad. Un
tema de investigación de gran interés es la transferencia de tal experiencia a lenguajes de
orden superior, así como su integración con las técnicas desarrolladas para lenguajes con
conversiones implícitas. Asimismo, las extensiones de OBJ a programación relacional,
dirigida a objetos y concurrente [60, 144, 61, 112] pueden sugerir similares extensiones
para lenguajes de orden superior.
6. Programación dirigida a objetos. Como éste es un campo en el que aún existe gran des-
acuerdo sobre conceptos básicos como por ejemplo el de herencia, hemos preferido de-
sarrollar nuestra teoría en un contexto puramente funcional, dejando abierta la cuestión
de las aplicaciones a programación dirigida a objetos; no obstante, tales aplicaciones
son de hecho relevantes e importantes. Varias propuestas semánticas han sido hechas,
tanto desde teorías de tipos de orden superior [151, 27, 32, entre otros] como desde
la teoría de subtipos de primer orden [61, 63, 112, por ejemplo]. El marco presente,
al proporcionar un vínculo conceptual entre estas dos líneas de trabajo, puede ofrecer
una buena base sobre la cual comparar y relacionar propuestas de esta clase, y por otro
lado puede también sugerir nuevas soluciones al estimulante problema de encontrar una
buena base semántica para la programación dirigida a objetos.
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