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ABSTRACT 
Structural properties of the inverses of band matrices are discussed. The defini- 
tion of semiseparable matrices is given, and the theorem is proved that the inverse of 
a strict band matrix is a semiseparable matrix and vice versa. Finally, a recurrence 
algorithm is recommended for computing the blocks of the inverses of strict band 
matrices. 
1. INTRODUCTION 
A new proof will be given for the structural properties of the inverses of 
band matrices. In order to formulate the main theorem let us recall the basic 
definitions (see [6]). 
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DEFINITION 1. A matrix A = [ aij] is called a strict {p, 9} band matrix if 
aij = 0 for j - i > p and i - j > 9 and if furthermore aij f 0 for j - i = p 
and i- j=q. 
DEFINITION 2. A matrix R = [rap] is called a (9, p) semiseparable 
matrix if 
[ 
L ~PV~~ if a-P<p, 
/.L=l 
rnp = 
5 w&Q3 if P--a<y, 
u=l 
(1.1) 
and further 
5 UWZ-‘rP - i wavzvp = 0 for -9<a-P<p, (1.2) 
p=l u=l 
and 
I? UaFvPP - i w,,Qj+O for cy-P=p, p-cu=9. (1.3) 
Making use of these definitions, the result can be stated in the following 
theorem. 
THEOREM. A nonsingular matrix A is a strict (p, 9) band matrix a? and 
only if its inverse is a (9, p) semiseparable matrix. 
A proof of the above theorem has already been given in [5] by making use 
of the basic idea of the proof of Asplund’s theorem [l]. Another proof was 
given by the authors in [6]; it was shown that in the special case when the 
order of the nonsingular strict band matrix is a multiple of p + 9, the above 
theorem is a straightforward consequence of the structural properties of the 
inverses of b2ock tridiagonal matrices. Similar results have been obtained for 
the case of the square blocks in earlier papers of the authors [2, 41. 
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The main idea of the proof was based on recognizing that an appropriate 
“bordering” of the block tridiagonal matrices into block triangular matrices 
enables us to formulate the basic structural properties of the partitioned 
inverses. This idea has already been applied in [3] for block Hessenberg 
matrices containing square blocks only; it was extended in [6] for block 
matrices of (p, 4) partitioning. In the present paper it will be shown that the 
assumption on the order of the band matrices can be relaxed and a slightly 
modified version of the bordering enables the proof to be completed for band 
matrices of arbitrary order. The proof is based on the partitioning of the 
given band matrix in two different ways. The uniqueness of the inverse 
implies the result without any restriction on the order of the given band 
matrix. 
Comparing this proof with that presented in [5], it should be emphasized 
that the new proof enables us to develop a constructive method for finding 
the blocks of the inverse. This method is based on the recurrence algorithms 
according to which the blocks of the first and the last block rows and block 
columns of the inverse can be obtained-as it was presented in [3]. In this 
way the parallel computation of the blocks of the inverse is possible as well. 
Research on the properties of block band matrices can be regarded as a 
further opportunity for applying the new partitioning. 
Before presenting the proof of the theorem, let us recall some useful 
relations (see (1.1)~( 1.11) in [6]). Let us consider a persymmetric partitioning 
of a square matrix A: 
*,I x12 
A = x,, [ 1 x,, ’ 
where X,, and X,, are nonsingular square matrices of order q and p, 
respectively. Let 
P 11 
A-’ = P,, 
PI2 
[ 1 P22 
be the complementary partitioning of the inverse where the order of P,, and 
P,, is equal to the order of X,, and Xi,, respectively. Then 
(I.41 
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is the Schur complement for Pi,, and 
is the Schur complement for Pa,. Further, 
det Xi, = ( - 1)“” det A det Pi, : 
det X,, = ( - 1)” det A det Pa,. 
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(1.5) 
(1.6) 
(1.7) 
2. PROOF OF THE MAIN THEOREM 
Proof Let the order of A be 
n=k(p+q)+r (r<p+4). (2.1) 
The proof is based on recognizing that the given band matrix A can be 
partitioned in two different ways: either all upper codiagonal blocks or all 
lower codiagonal blocks are square matrices. (The shape of A is shown in 
Figure 1 in the case k = 2 and 9 < r < p when all upper codiagonal blocks 
A= 
FIG. 1. Example of the shape of A in the case k = 2, y < r < p. 
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are square matrices.) Thus the matrix A can be bordered in the first case SO 
that a nonsingular lower block triangular matrix A, is obtained, while in the 
second case a nonsingular upper block triangular matrix A,,,, is obtained: 
A,= 
A,= 
P 9 
1, O 
A, 4 
Cl A2 
0 c2 
. . 
0 0 
0 0 
0 0 
P P 4 r P 
0 . . . 0 0 0 0 
0 . . . 0 0 0 0 
B, ... 0 0 0 0 
A, “* 0 0 0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . C&a Ask_, &-r 0 0 
. . . 0 L, Ask %k 0 
. . . 0 D Gk &k+l 1, 
9 P 4 P 
1, Al Bl 0 
0 C, A, B, 
0 0 C, A, 
. . . . . . . . . . . . . . 
0 0 0 ... 
0 0 0 ... 
0 0 0 ... 
0 0 0 ... 
P r 4 
. . . 0 0 0 
. . . 0 0 0 
. . . 0 0 0 
. . . . . . . . . . . . . . . . . . . . . . . 
&k-2 Au-1 &k-l E 
0 &k-l &k hk 
0 0 &k &k+ 
0 0 0 1, 
1 
P 
4 
P 
(2.2) 
9 
r 
P 
Y 
P 
4 
q (2.3) 
P 
r 
4 
It should be noted that D = 0 if p < r and E = 0 when q < r. 
Since the given matrix is a strict band matrix, the blocks Ci (also C,,_ 1 
and Cak) are nonsingular upper triangular matrices and the blocks Bi (also 
B^ sk _ 1 and tisk) are nonsingular lower triangular matrices. Therefore Ai ’ is 
a lower triangular and A, - ’ is an upper triangdar matrix. Let us denote 
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their blocks according to the following scheme: 
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A+ 
P 4 P r I’ 
u, 0 0 0 ... 0 0 
u2 L 21 0 0 ..* 0 0 
4 L 31 L,, 0 ... 0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
u 2k+l L 2k+l,l ’ ’ ’ L 2k+ 1,2k 0 
- hk+2 U,k,,V, . . * u2k+2v2k U2k+2V2k+1 
‘I I’ ‘I ?- [i 
w,z, w,z, w,z, ... wOz2k+, -w” ‘I 
0 MI, M,, ..’ M, 2k+l WI P 
A+ o 0 M,, . . * M2‘2k+1 w, 'I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2.5) 
0 0 . . . 0 M2k,2k+l w2k r 
0 0 . . . 0 0 w2k+, ” 
In order to get the inverse of A, which is the lower left n X n submatrix 
of A, and/or the upper right R X n submatrix of A,, let us make use of the 
formulas (1.4)-(1.7). It is easy to see that the nonsingularity of A implies the 
nonsingularity of the blocks uzk +2 and W,,; further, the blocks of the inverse 
A-’ = R = [ Rjj] (2.6) 
are obtained in the following form: 
R,, = Lij + U& (L,,=O for i<j) 
or 
Rij = Mij + WiZj (M,,=O for i>-j). 
(2.7) 
(2.8) 
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Thus we have 
i< j, 
i> j. 
(2.9) 
LVe notice that the two partitionings coincide on the upper left [k(p + CJ) - 
q]X[k(p + y)- p] submatrix of A-‘. 
From (2.2)-(2.5) we see that the square blocks 
Bi ’ if i = 1,2,...2k -2. 
Li+l,i = 
ly if i=2k-l,gk 
are lower triangular matrices, and the square blocks 
cl: ’ if i = 1,2 ,..., 2k -2, 
Mi.i+l = 
CT- ’ if i=Zk-1,2k 
(2.10) 
(2.11) 
are upper triangular matrices. Introducing the block column vectors 
~=[U,l, w=[wJ, i = l,Z ,...,Zk+l, 
and the block row vectors 
v=[v;], z=pi]> j = 1,2 ,...,Zk +I, 
(2.7) and (2.8) imply that all elements of the inverse (2.6) uboue the p th 
subdiugonul are products of certain rows of U and columns of V, and all 
elements belou: the y th superdiagonal are products of certain rows of W and 
columns of Z. Because of the uniqueness of the inverse, the corresponding 
products are equal within a band strip containing p - 1 subdiagonals and 
q - 1 superdiagonals. Thus the elements of the inverse R = [rap] can he 
written in the form (1.1). Th 1’ tse e ements 1 satis& the conditions (1.2) and also 
(1.3) since the triangular blocks Lj+ l,i and Mi,i+, have nonzero diagonal 
elements. Consequently R is a {y, p} semiseparable matrix. 
Now let us return to the inverse problem: let R he a given nonsingular 
(y, p} semiseparable matrix of order n = k(p + q>+ r. It has to be proved 
that its inverse is a strict {p, y) hand matrix. 
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By definition, the elements of the given (4, p} semiseparable matrix can 
be expressed in the form (1.1) satisfying the conditions (1.2) and (1.3). In 
other words, it can be written as 
R=L+UV, (2.12) 
where the elements of L = [1,,] satisfy 
l,, = 0 for cr--P<p, (2.13) 
or in a similar way 
R=M+WZ, (2.14) 
where the elements of M = [map] satisfy 
m ap = 0 for p-cr<q. (2.15) 
The expressions (2.12) and (2.14) can be regarded as Schur complements 
for the blocks - Z in the bordered matrices 
(2.16) 
(2.17) 
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Since R, is a lower and R,$, is an upper block triangular matrix, their 
inverses are block triangular matrices as well. From the corresponding 
partitioning of these inverses it is to be seen that the Schur complement 
(2.12) is the inverse of the lower left submatrix of RL’ and the Schur 
complement (2.14) is the inverse of the upper right submatrix of R,‘. Since 
the nonsingular {y, p} semiseparable matrix R has a unique inverse, these 
two submatrices are identical, and this is possible only if they are strict (p, y} 
band matrices. n 
Finally it should be noted that the algorithm for the computation of the 
blocks Uiii, y, Wj, Z,, is the same as presented in [3], with the difference that 
some recurrences with three terms may occur; e.g., for i = 3,4,. ,2k - 1 we 
get 
U, = - B,‘,(C,_,U,-, + A,-,U,_,), U,=l, rr,=-B;‘A,, 
U,, = - B^;j1_l(C2k-eU21i-2 + A2k_1U21;-,), 
%+1= - B^;~l(~‘pI,-lU~&, + ii&k)> 
Uzk+z = RU,,-, + c^,,rr,, + &k+,u2k+*. 
In the case y < r < p, obviously E = 0, and in the case q < p < r, also 
D = 0, i.e., all recurrences contain two terms. 
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