Abstract. We describe some results on quantization of discrete time dynamical systems (\quantum maps"). We focus our attention on a number of examples including the cat, Kronecker, and standard maps. Our main interest lies in studying the ergodic properties of these quantum dynamical systems.
Why Quantum Maps?
In classical dynamics, systems with a discrete time variable are referred to as maps. In this talk, we will describe some mathematical results concerning quantum maps (this term was coined in 2]), i.e. discrete time quantum systems. Their time evolution is not governed by the Schr odinger equation; rather it is given by a discrete unitary group acting on a Hilbert space.
There are several reasons for studying maps in classical and quantum dynamics: They arise as Poincar e section maps of ows; Often they are easier to study analytically; They serve as paradigms of various phenomena in ergodic theory; They are easier to simulate on a computer than ows; Interesting maps arise in applications, e.g. in statistical mechanics, the theory of quantum computation and quantum information theory, etc. We will work within the operator algebra framework, as this is the natural setup for addressing the structural issues of quantum dynamics. Other approaches abound in the physics and mathematics literature, see e.g. 2] , 5], 7], 11], and references therein. We shall focus on a somewhat restricted class of quantum dynamical systems, namely those which arise as quantizations of classical maps.
Classical dynamics
Classical mechanics is formulated in terms of a phase space M which is usually assumed to be a symplectic manifold. Points x = (q; p) on M describe the state of the system. Their coordinates are canonical positions q and canonical momenta p. Functions f on M represent classical observables. The algebra C 1 (M) of smooth functions on M is equipped with a Lie structure given by the Poisson bracket f ; g. There is a measure d (x) on M which describes the distribution of states throughout M. It is used to de ne the ensemble average of an observable f 2 C 1 (M): (1) 1991 Mathematics Subject Classi cation. Primary 47-06; Secondary 47A35, 47D45. The rst author was supported in part by the National Science Foundation under grant DMS-9500463. The second author was supported in part by the National Science Foundation under grant DMS-9424344. 1 We will consider systems for which the total volume of the phase space is nite, (M) = 1, so that has the meaning of a probability distribution.
A map T of the phase space M to itself which is one to one, preserves the phase space volume (T A) = (A) generates a discrete time dynamics. We think of T as the evolution of the system over one time unit. Powers of T, T n (n integer), describe the evolution of the system over n time units.
Examples. We take M to be a torus. The volume element is simply given by d (x) = dqdp, and the observables are Fourier series in q and p. The ensemble average of f is then equal to the term f 00 in the Fourier expansion of f. 3. Classical ergodicity The ergodic problem in classical mechanics consists in the following: What can be learned about the (statistical) behavior of an ensemble of mechanical (deterministic) systems from the long time behavior of an individual system? Integrable systems do not exhibit any stochastic behavior as the motion takes place along periodic trajectories. Hence, ergodicity is intimately connected to classical non-integrability. We list below some fundamental concepts and results of classical ergodic theory. This property means that the dynamics spreads the set of initial states uniformly throughout the phase space. Not all ergodic systems are mixing. For instance, Kronecker's map is ergodic but not mixing. The mixing property is equivalent to the following fact about the long time behavior of the ensemble average of a product of observables:
4. Kolmogorov-Sinai (KS) entropy measures how strongly mixing is the system. is called the KS entropy. The KS entropy is a measure of chaos in a system as it is zero for periodic systems; it is zero for ergodic but not mixing systems (e.g. Kronecker's dynamics); it is related to the Lyapunov exponents (Pesin's theorem). For Kronecker's map the KS entropy is zero, for bakers map, S (T bak ) = log 2; while for the cat map, S (T cat ) = log j 1 j :
For kicked and Harper's maps, the KS entropy is unknown.
4. Quantum mechanics 4.1. Quantization. In quantum mechanics, the commutative world of classical mechanics is replaced by the non-commutative world of operators on Hilbert spaces (Heisenberg, Born, Jordan, Schr odinger, Dirac, von Neumann,...). The quantum phase space is no longer a set of points. Rather, it is a non-commutative space de ned in terms of a non-commutative algebra of observables. In the simplest case of the quantized at space, this algebra is generated by the canonical position and momentum operators.
Quantization of a dynamical system has two components: kinematic and dynamic. The kinematic component involves the construction of a suitable quantized phase space of the system. This quantized phase space is given in terms of a non-commutative algebra A } of observables. In the language of non-commutative geometry, A } is an algebra of functions on the quantized phase space. Speci c choices of the structure of A } can be made: a C -algebra, a von Neumann algebra, or some suitably de ned locally convex algebra. Throughout this talk, we will assume that A } is a von Neumann algebra with a countable predual. In other words, A } acts on a separable Hilbert space, an assumption usual made in physics. A classical observable f is mapped onto a quantum observable Q~(f) 2 A } .
The \suitability" of the choices made, namely that of the algebra A } and of the time evolution, is settled by the correspondence principle. This amounts to showing that limits of the quantized objects, as } ! 0, yield the corresponding classical objects. Quantization is a highly non-unique procedure, and the correspondence principle is the only physical principle allowing one to decide whether a particular procedure is correct. A natural mathematical framework for quantization is \strict The ensemble average of a quantum system is given by a state ~o ver the algebra A } : For technical reasons, we will assume that this state is faithful and normal.
Physically, this means that an ensemble average is given by a density matrix whose pure components form a separating set for A } .
De nition 4.1. A quantum map is a triple (A } ; ; ~) arising as a quantization of a discrete time dynamical system in the sense described above. This de nition is somewhat tentative, and we make it here merely for the sake of convenience. We leave out, for example, the issue of whether each meaningful quantum system arises as a quantization of a classical system. There is a simple quantum analog of this theorem. Let 1 ; 2 : : : ; be a sequence of normalized vectors in the Hilbert space of states, and let = X n p n n be the corresponding density matrix. Here n = P n is the projection operator onto the vector n . It is easiest to state the quantum recurrence theorem for the case of ows rather than maps.
Theorem 5.1. Let be a density matrix, and let F have a purely discrete spectrum. ergodicity. Ergodic, weakly mixing and mixing systems can be characterized in terms of the properties of the spectrum of the automorphism . We will say that has continuous spectrum if 1 is its only eigenvalue and the corresponding eigenvectors are the multiples of the identity operator. (ii) A quantum map is weakly mixing if and only if the spectrum of is continuous; (iii) A weakly mixing quantum map is mixing if the spectrum of is absolutely continuous.
Hence, quantum maps for which has pure point spectrum cannot be mixing.
Theorem 5.3. (i) Quantum Kronecker's dynamic is ergodic but not mixing;
(ii) Quantum cat dynamics is mixing.
In fact, quantum Kronecker's maps are uniformly ergodic 15].
Connes-Stormer entropy (quantum KS entropy)
. Given an algebra of observables A, a faithful normal trace , and an automorphism , there is a construction of an entropy associated with mixing of the quantum phase space resulting from the time evolution. This entropy, denoted here by H( ), is called the ConnesStormer (CS) entropy. The construction of the CS entropy is, roughly, parallel to the construction of the KS entropy. The CS entropy is a measure of chaos in a quantum dynamical system, very much like the KS entropy is a measure of chaos in a classical system. For simple dynamics, like the cat, Kronecker, and baker's dynamics, the CS entropy can be calculated explicitly. The result is that the quantum entropy equals the classical entropy 13]. This means that, in these systems, chaotic behavior persists quantization.
