We consider the utility maximization problem for a general class of utility functions defined on the real line. We rely on existing results which reduce the problem to a coupled forward-backward stochastic differential equation (FBSDE) and concentrate on showing existence and uniqueness of solution processes to this FBSDE. We use the method of decoupling fields for strongly coupled, multi-dimensional and possibly non-Lipschitz systems as the central technique in conducting the proofs.
Introduction
The central problem to which we apply techniques of forward-backward stochastic differential equations (FBSDE) in this paper originally comes from securitization, i.e. insuring market exogenous risk by investing on a capital market. Typically, a small agent whose preferences are described by a utility function U wants to insure a random liability H arising from her/his usual business. She/he, therefore, has two sources of income: her/his random liability, and the wealth obtained from trading on the capital market up to a terminal time with appropriate investment strategies. The stochastic control problem she/he faces results in the maximization of her/his terminal utility obtained from both sources of income with respect to all admissible strategies. More formally, given her/his initial wealth x > 0, she/he wants to attain the value
where A is the set of admissible trading strategies, T < ∞ the trading horizon, X π T the agent's terminal wealth related to an investment strategy π ∈ A. This wealth is obtained from investing in a financial market composed of a zero interest rate bond, and d ≥ 1 stocks given by dS Here X t,T is the wealth obtained in the investment period [t, T ], and (F t ) t∈[0,T ] describes the evolution of information.
The most common technique employed to obtain optimal strategies π * is related to convex analysis and duality (see Bismut [4] , Pliska [20] , Karatzas and co-workers (Karatzas et al. [13] , [14] , [5] ), Kramkov and Schachermayer [16] ). A direct stochastic approach to characterize optimal trading strategies in the case of non-linear, even non-convex trading constraints is provided by an interpretation of the martingale optimality principle by (forward) backward stochastic differential equations (FBSDE) (see El Karoui et al. [21] , Sekine [22] , and Hu et al. [11] ). If the utility function is exponential, or power or logarithmic (and H = 0), it has been shown by Hu et al. [11] that the control problem (1) can essentially be reduced to solving a quadratic BSDE. This is made possible by exploiting the specific structure of the respective utility function to decouple the forward and backward components of the investment dynamics. However, in [10] the problem (1) has been tackled for a larger class of utility functions, and shown to lead to a fully-coupled system of FBSDE with a driver of quadratic growth in the control variable. More precisely, the authors show that an optimal trading strategy π * is given by
assuming the processes X, Y, Z solve the FBSDE
where θ is the price of risk process associated to the price dynamics of the market, π 1 denotes the projection on the first d 1 coordinates in R d and π 2 the one on the remaining d 2 coordinates. The above of course only translates the original utility optimization problem into another problem the solvability of which is far from obvious and remains largely unanswered in [10] . In this paper we use the technique of decoupling fields to show in a reasonable framework that solution triples of systems as the one above exist and are unique. Let us point out that in this paper we successfully study the real line case, i.e. the class of problems for which the utility function U has R as its domain, while the equally important half-line case, i.e. the situation where [0, ∞) is the domain, leads to a different FBSDE and is therefore subject to future work.
To sketch the tool of decoupling fields we apply to treat the above forward-backward system, consider a general FBSDE of the form X and Y may be multidimensional, and the particular nature of the underlying problem is encoded in the parameter functions µ, σ, f which may be random, but at least progressively measurable. The terminal condition ξ, besides the terminal value of the forward process X, may have a further dependence on randomness, and is required to be measurable w.r.t. F T . The system is called decoupled if either µ, σ do not depend on Y, Z, or if ξ,f do not depend on X. In these two cases the problem can be treated by solving one of the equations first, and then simply substituting the solution processes obtained into the other one.
Coupled FBSDE have been extensively studied, but essentially for Lipschitz coefficients (see [17] , see also [6] ). The so called Four Step Scheme (see [17] ) is based on reducing the problem to a quasi-linear parabolic PDE. This works for parameter functions which are deterministic and sufficiently smooth. The Method of Continuation (e.g. [12] ) is purely stochastic, but relies on monotonicity assumptions for the parameter functions that are hard to verify. A more general technique is developed by Zhang et al. with the concept of Decoupling Fields in [18] . The Contraction Method proposed by Antonelli [2] (see also [19] ) is extended to construct solutions on large intervals by patching together solutions defined on small intervals. [18] concentrates on one-dimensional problems, while in Chapter 2 of [8] a theory in a multi-dimensional setting has been developed which provides existence as well as uniqueness and regularity of solutions on maximal intervals characterized by properties of the decoupling field. Global Lipschitz continuity is required only in the non-Markovian case, while in the more special Markovian case a form of local Lipschitz continuity suffices.
In this work we apply the general results obtained in Chapter 2 of [8] to the particular setting of (3) in order to obtain existence and uniqueness of solutions. This requires some conditions concerning the structure of the utility functions considered, expressed by boundedness conditions for quotients of its derivatives up to order 3 together with the condition (ln(−U )) ≤ 0 which is motivated in Remark 1.1. The extension of existence and regularity results for decoupling fields to the situation of FBSDE generators with quadratic growth also leads us to consider a (Markovian) scenario in which the market price of risk process together with the terminal condition ξ may depend on randomness, but only through the values of an external, possibly high-dimensional, diffusion. In this scenario, the case in which the driver is only locally Lipschitz is reduced to the Lipschitz case by obtaining effective bounds on the control process through its description by the decoupling field and its derivatives.
The paper is organized as follows. In Section 1 we introduce and discuss the assumptions we make on the parameters U , θ and H of the initial problem for the corresponding FBSDE to be solvable using the method of decoupling fields. In the following Section 2 we briefly sum up the method for a class of problems called MLLC, standing for Modified Local Lipschitz Conditions. In the last section we show existence and uniqueness of the FBSDE (3) by first showing a more general result of Theorem 3.3 and then applying it to the more specific structure of (3) in Theorem 3.4.
Preliminaries
We require the utility function U : R → R to satisfy the following condition:
(C1) U has the form
with some κ : R → R satisfying:
• κ is twice differentiable,
Remark 1.1. In the terminology of exponential utility functions, which are a special case of utilities U considered above, κ (x) can be interpreted as the "local risk aversion" which unlike in the case of exponential utility is allowed to change with x. We essentially require that κ is strictly positive, which is self evident, but also, that it is increasing. The latter means, that if our position x is small, we will trade aggressively with low risk aversion, because we have nothing to lose, but if our position is large, for instance due to good profits in the past, we will prefer more conservative trading strategies to lock in the gains.
The fact that we require U to have the structure − exp(−κ(x)) with some sufficiently smooth function κ is not really restrictive due to the fact that it already follows from assuming that U is strictly concave (it already has to be concave in order to be a utility function) and sufficiently smooth. Neither do we consider differentiability and boundedness assumptions related to κ structurally restrictive. The only "hard" restrictions are κ ≥ ε > 0 and κ ≥ 0 both of which make sense in general as we have motivated above.
Let us state some properties of utility functions U with the above structure: Lemma 1.2. Assume that U : R → R satisfies condition (C1). Then the following holds:
• U < 0 everywhere,
• (ln(−U )) is non-positive and bounded,
An interested reader will find a proof of the above in the appendix. In addition to condition (C1), we make the following assumption (C2) on θ and H: (C2) θ and H depend on ω only through a standard, possibly high dimensional, diffusion.
More precisely we assume that there is an R 1×N -dimensional progressively measurable processX on [0, T ] such that
for somex ∈ R 1×N and such that H(X T ) :=H(X T , X T ) and θ s :=θ(s,X s ), for all s ∈ [0, T ], where • LH ,x < 1, where x ∈ R refers to the second component.
Remark 1.3. This assumption can be motivated by the following heuristic arguments:
• We suspect that it is possible to adequately approximate every "non-pathological" measurable H ∈ L ∞ (Ω, F T ) by an H with the above structural properties: First approximate H by a deterministic function of (W t i ) i=1,...,N for finitely many times t i and then approximate every W t i by the terminal value of a standard forward diffusion with vanishing drift and a volatility process given by the indicator function for the time interval [0, t i ].
• A similar approximative argument could be applied to θ.
• In general, when trying to treat FBSDEs numerically assumptions which make the problem Markovian are usually made anyway (see e.g. [3] ).
We show in section 3.2 that under assumptions (C1) and (C2) the problem (3) has a unique solution (X, Y, Z). As already mentioned this leads to an optimal strategy via (2). Consult [10] , Theorem 3.5 for the proof of optimality (note also Remark 3.5 in this context). To show existence and uniqueness of (X, Y, Z) in section 3.2 we rely on a general theory which is outlined in the now following section.
The method of decoupling fields
In this section we will briefly summarize the key results of the abstract theory of Markovian decoupling fields, we rely on later in the paper. The presented theory is derived from the SLC theory (standing for Standard Lipschitz Conditions) of Chapter 2 of [8] and is proven in [9] .
We consider families (µ, σ, f ) of measurable functions, more precisely
where n, m, d ∈ N and T > 0. Let further (Ω, F, P, (F t ) t∈[0,T ] ) be a complete filtered probability space, such that F 0 consists of all null sets, F = F T and
Note that contrary to Chapter 2 of [8] we restrict ourselves to deterministic coefficients µ, σ, f and ξ : R n → R m . In this, so-called Markovian, case we can somewhat relax the Lipschitz continuity assumptions of Chapter 2 of [8] and still obtain local existence together with uniqueness. What makes the Markovian case so special is the property
which comes from the fact that u will also be deterministic. This property allows us to bound Z by a constant if we assume that σ and u x are bounded. This potential boundedness of Z in the Markovian case motivates the following definition, which will allows to develop a theory for non-Lipschitz problems:
for all s ∈ [t 1 , t 2 ] and such that Z ∞ < ∞ holds. In particular, we want all integrals to be well-defined and X, Y, Z to have values in R n , R m and R m×d respectively. Furthermore, we call a function u :
Observe that contrary to standard decoupling fields we are only interested in solution processes (X, Y, Z) such that Z is bounded.
In the following we will be working with weak derivatives. This allows us to obtain variational differentiability (i.e. w.r.t. the initial value x ∈ R n ) of the processes X, Y, Z for Lipschitz (or locally Lipschitz) continuous µ, σ, f, ξ. We start by fixing notation and giving some definitions:
If x ∈ R m×d or x ∈ R n×d , the expression |x| denotes the Frobenius norm of the linear operator x, i.e. the square root of the sum of the squares of its matrix coefficients. We denote by S n−1 := {x ∈ R n | |x| = 1} the (n − 1) -dimensional sphere. If x ∈ R n×n or x ∈ R m×n or x ∈ R m×d×n or x ∈ R n×d×n , we define |x| v := |x · v| for all v ∈ S n−1 , where · is the application of the linear operator x to the vector v such that x · v is in R n or R m or R m×d or R n×d respectively. We refer to sup v∈S n−1 |x| v as the operator norm of x.
For a measurable map ξ : R n → R m we define
is some measure space with finite measure ρ and Λ ⊆ R N is open, N ∈ N. We say that X is weakly differentiable w.r.t. the parameter λ ∈ Λ, if for almost all ω ∈ M the mapping X(ω, ·) : Λ → R is weakly differentiable. This means that there exists a mapping
for any real valued test function ϕ ∈ C ∞ c (Λ), for almost all ω ∈ M. In particular, X(ω, ·) and the weak derivative ∂ ∂λ X(ω, ·) have to be locally integrable for a.a. ω. If X is merely a function of λ then the above definition of weak differentiability becomes equivalent to X being in the Sobolev space W 1,1 loc (Λ). Weak differentiability for vector valued mappings is defined component-wise. If needed please consult Section 2.1.2 of [8] for more on weak derivatives.
Note that if L u,x < ∞ is satisfied and, therefore, u is Lipschitz continuous in x then u(s, ·) is classically differentiable almost everywhere (Rademacher's theorem). If not otherwise specified we refer to ∂ ∂x u : [t, T ]×R n → R m×n as the mapping which is identical to the classical derivative in all points for which a classical derivative exists and is zero in all other points. Note that, in accordance with Lemma A.3.1. of [8] (which is essentially Corollary 3.2 of [1]), we have a chain rule for an object of the form u(s, X), assuming X is an R n -valued function of a parameter λ ∈ R n having a weak derivative ∂ ∂λ X which is, for almost all λ, an invertible matrix. Applying that Lemma to the case X = λ = x ∈ R n yields that u itself is weakly differentiable in x and the particular mapping ∂ ∂x u as introduced above is a version of the weak derivative. For other admissible X we would have that
We denote by L σ,z the Lipschitz constant of σ w.r.t. the dependence on the last component z (and w.r.t. the Frobenius norms on R m×d and R n×d ), by which we mean the minimum of all Lipschitz constants or ∞ in case σ is not Lipschitz continuous in z.
σ,z and sup s∈[t,T ] |u(s, 0)| < ∞. Furthermore, we call a weakly regular u strongly regular if for all fixed t 1 , t 2 ∈ [t, T ], t 1 ≤ t 2 , the processes X, Y, Z arising in the defining property of a Markovian decoupling field are a.e. unique for each constant initial value X t 1 = x ∈ R n and satisfy
In addition they must be measurable as functions of (x, s, ω) and even weakly differentiable w.r.t. x ∈ R n such that for every s ∈ [t 1 , t 2 ] the mappings X s and Y s are measurable functions of (x, ω) and even weakly differentiable w.r.t. x such that ess sup x∈R n sup
where S n−1 is the (n − 1) -dimensional sphere. We say that a Markovian decoupling field u on [t, T ] is strongly regular on a subinterval
Furthermore, we say that a Markovian decoupling field u :
• is weakly regular if u restricted to [t , T ] is weakly regular for all t ∈ (t, T ],
• is strongly regular if u restricted to [t , T ] is strongly regular for all t ∈ (t, T ].
For the following class of problems an existence and uniqueness theory is developed:
Definition 2.3. We say that ξ, µ, σ, f satisfy modified local Lipschitz conditions (MLLC) if
where B ⊂ R m×d is an arbitrary bounded set
The following natural concept introduces a type of Markovian decoupling field for nonLipschitz problems (non-Lipschitz in z), to which nevertheless standard Lipschitz results can be applied.
Definition 2.4. Let u be a Markovian decoupling field for (ξ, (µ, σ, f )). We call u controlled in z if there exists a constant C > 0 such that for all t 1 , t 2 ∈ [t, T ], t 1 ≤ t 2 , and all initial values X t 1 , the corresponding processes X, Y, Z from the definition of a Markovian decoupling field satisfy
If for a fixed triple (t 1 , t 2 , X t 1 ) there are different choices for X, Y, Z, then all of them are supposed to satisfy the above control.
We say that a Markovian decoupling field u on
Furthermore, we call a Markovian decoupling field on an interval (s, T ] controlled in z if it is controlled in z on every compact subinterval [t, T ] ⊆ (s, T ] (with C possibly depending on t).
We now briefly sum up the main results for MLLC problems, which are obtained by means of reduction to the SLC case. Firstly, let us note that existence of weakly regular Markovian decoupling fields implies existence and uniqueness of classical solutions: Lemma 2.5 (Theorem 3.18 in [9] .). Let µ, σ, f, ξ satisfy MLLC and assume that there exists a weakly regular Markovian decoupling field u on some interval [t, T ]. Then for any initial condition
In order to study existence of (global) solutions to a given MLLC problem we need the following notion:
Theorem 2.7 (Global existence in weak form, Theorem 3.21 in [9] .). Let µ, σ, f, ξ satisfy MLLC. Then there exists a unique weakly regular Markovian decoupling field u on I M max . This u is also controlled in z, strongly regular and continuous. Furthermore, either
The following result basically states that for a singularity t M min to occur u x has to "explode" at t M min . It is the key to showing well-posedness for particular problems via contradiction.
Lemma 2.8 (Lemma 3.22 in [9] .). Let µ, σ, f, ξ satisfy MLLC. If
where u is the unique weakly regular Markovian decoupling field from Theorem 2.7.
Remark 2.9. Note that, although not needed for the rest of this work, it is of particular interest that the FBSDE given by µ, σ, f, ξ can also be interpreted as a PDE. More precisely, if we assume that u is sufficiently smooth, we can apply the Itô formula to the process s → Y s = u(s, X s ) to deduce:
where we write u for u(t, x) for short and where z = z(t, x, u, u x ) is some function satisfying
for arbitrary values of (t, x, u, u x ), where we also wrote u x for u x (t, x) for short. Thus, the theory presented in this section can also be interpreted as an existence and uniqueness theory for the above class of PDEs which is, however, developed using stochastic techniques only. Recall that for µ, σ, f, ξ we merely require Lipschitz continuity or even local Lipschitz continuity in z such that u itself is just Lipschitz continuous in space and continuous in time and space (Theorem 2.7). Under such conditions the derivatives appearing in (7) are not all well-defined in general and (7) is to be viewed as a purely heuristic statement.
Solving the FBSDE
Before showing well-posedness of (3) we first prove the more abstract Theorem 3.3:
An abstract result
For some ε > 0 consider a forward-backward system of the form
a.s., for all s ∈ [t, T ], whereX is N -dimensional, N ∈ N, and X, Y are real-valued. We assume that 
Lipschitz continuous in the last four components and satisfies σ(·, ·, ·, ·, 0) ∞ < ∞, 
where B ⊆ R d is an arbitrary bounded set. We also assume f (·, 0, 0, 0, 0) ∞ < ∞.
• ξ : R 1×N × R → R is Lipschitz continuous in both components with the two Lipschitz
σ,z , where L σ,z refers to the Lipschitz constant of σ w.r.t. the last component. Furthermore, L ξ refers to the Lipschitz constant of ξ w.r.t. the Euclidian norm on R 1×N × R.
The problem is to find progressively measurable processesX, X, Y, Z s.t.X is R 1×N -valued, X and Y are both R -valued, Z is R d -valued and such that (8) is satisfied.
Note that for varying ε > 0 the different problems are equivalent to each other in the following sense: If for an ε 1 > 0 the processesX
solve (8) on the same interval, but for the initial conditionsX
and X t = x. Assuming that we want to investigate the solvability of a given problem for allx ∈ R 1×N , the above means that we can choose the parameter ε > 0 as we like without changing the nature of the problem. In particular, if we define the terminal condition ξ ε via ξ ε (x, x) := ξ(εx, x), we can ensure that the overall Lipschitz constant L ξ ε of ξ ε w.r.t. (x, x) satisfies L ξ ε < L σ,z by choosing ε small enough! This explains why we work with the parameter ε > 0. It allows us to bring L ξ ε sufficiently close to L ξ,x , such that the condition L ξ ε < L −1 σ,z , which is necessary for MLLC and, therefore, for all results of Section 2, is satisfied. Note that this "trick" works becauseσ does not depend on Z. In a sense, making ε very small and, thereby,X possibly very volatile does not "cost" us anything, sinceσ does not depend on the control process Z anyway.
Observe that (8) describes a Markovian problem, which satisfies MLLC (for ε small enough), such that the theory previously described is well applicable: The forward equation is (N + 1) -dimensional and the backward equation has dimension 1. Also, observe that the first N components of the forward equation do not depend on the rest of the problem, i.e. X depends only on the parametersx,μ,σ and ε.
Assume that we have
which is the dimension of our Brownian motion W . We denote by π 1 : R d → R d the linear operator which sets the last d 2 components of a vector to zero and leaves the first d 1 unchanged. Similarly, π 2 is the operator which sets the first d 1 components of a vector in R d to zero without changing the others. To be able to treat the above MLLC problem we make the following structural requirements for f :
• f can be written as a function of t,x, x + y, π 2 (z),
for all s,x, x, y, z with some constant C > 0,
In addition, we make the following structural assumptions for σ and ξ:
•
• σ is differentiable in (x, x, y, z) everywhere with bounded derivatives, Under the above conditions we can prove the following abstract result, which will be applied to the particular FBSDE later on. It basically states that for I M max = [0, T ] to hold it is enough to control the Lipschitz constant of u w.r.t. x ∈ R: The Lipschitz constant w.r.t. x ∈ R 1×N is then controlled automatically as well. 
Then there exists an ε > 0 such that for the above problem I M max = [0, T ] holds true.
Proof. We conduct an indirect proof: Assume that for any ε > 0 the maximal interval is strictly smaller than [0, T ]. In particular, for any ε ∈ (0, ε 0 ] we have I M max = (t M min , T ] with some t M min ∈ [0, T ). Let from now on u = u ε be the weakly regular Markovian decoupling field from Theorem 2.7 defined on the whole of I M max . Note also that u is strongly regular. Choose any t 1 ∈ (t M min , T ], anyx ∈ R N , x ∈ R and consider the corresponding FBSDE on [t 1 , T ]:
Our strategy for the rest of the proof is to calculate the dynamics of the processesV s := ∂ ∂x u (s,X s , X s ) andR s := ∂ ∂x u (s,X s , X s ) using elaborate but straightforward calculations and then to show that these objects can be controlled independently of t 1 ∈ (t M min , T ], thus producing a contradiction to Lemma 2.8.
We proceed by differentiating the FBSDE w.r.t.x and x using strong regularity and the chain rule of Lemma A.3.1. in [8] :
a.s. for all s ∈ [t 1 , T ], for almost all (x, x) ∈ R 1×N × R with the following progressively measurable and bounded processes:
• Firstly we have δμ ,x , δσ ,x , δ µ,x which we define as ∆X xμ ε , ∆X xσ ε , ∆X x µ ε , with these objects being obtained from Lemma A.3.2. in [8] applied toμ ε (X),σ ε (X), µ ε (X) witĥ X referring to the internal mapping given by (ω, r,x, x) → (r,X r (ω)), whileμ ε refers to the mapping given by (r, x) → 1 ε µ(r, εx) andσ ε , µ ε are given by an analogous scaling. Note thatμ ε ,σ ε , µ ε have the same Lipschitz constants asμ,σ, µ w.r.t. the space variable. Thus, ∆X xμ ε , ∆X xσ ε , ∆X x µ ε are bounded by Lμ ,x , Lσ ,x and L µ,x respectively according to the aforementioned Lemma A.3.2. in [8] .
According to the above construction δμ ,x , δσ ,x , δ µ,x are in fact bounded independently of t 1 and ε. We further define Uniform boundedness of δμ ,x , δσ ,x , δ µ,x , δ σ,x , δ f,x , δ σ,x , δ σ,y , δ σ,z is a consequence of the Lipschitz continuity assumptions we have made. Boundedness of δ f,x+y and δ f,z , however, follows from the structural assumptions on f together with the boundedness of Z. Note also that δσ ,x is R (d×N )×(1×N ) -valued and can also be interpreted as a vector δσ ,x,i i=1,...,d
, where δσ ,x,i are R (1×N )×(1×N ) -valued. According to the structural assumptions for f we have that δ f,x+y is real-valued and δ f,z is an R 1×d -valued vector, where the first d 1 components vanish. In addition, according to the structural assumptions for σ we have: (12) and (13)) by means of the Itô formula. In our calculations we make use of the structural properties discussed in Remark 3.1. Because of these properties the generator of the above BSDE forV is not quadratic inV , since the respective term disappears. However, we still have a quadratic dependence onẐ. Note that Lemma A.1 also provides that the BM O(P) -norms ofẐ and the bounded process δ f,z can be controlled independently of t 1 ∈ (t M min , T ] and ε ∈ (0, ε 0 ]. This is obtained using the growth restrictions on Again, an interested reader will find the respective calculation in the appendix (see Lemma A.2). As in the previously cited result (Lemma A.1) the structural properties of our FBSDE discussed in Remark 3.1 are of particular importance. Now observe that whileV s = ∂ ∂x u (s,X s , X s ) has non-linear dynamics in (V ,Ẑ) the process R s = ∂ ∂x u (s,X s , X s ) has linear dynamics in (R,Ż) with linear coefficients which depend on (V ,Ẑ). This makesR easy to control if a sufficient control on (V ,Ẑ) is given or known. Note that this simplification of the dynamics ofR is a consequence of the fact thatμ,σ depend on time andX only. According to the particular structure of G r and using Lemma A.1 the processR has dynamics
• µ is an R 1×d -valued BMO process and
such that the BM O(P) -norms of α, β, µ and the supremum norms of γ i can be controlled independently of t 1 and ε. Also, note the relationshipR T = ε ∂ ∂x ξ (εX T , X T ), which is a direct consequence of the terminal condition u(T,x, x) = ξ(εx, x). So,R T is bounded by εL ξ,x . We know thatR s = ∂ ∂x u (s,X s , X s ) is a bounded process but not necessarily bounded independently of t 1 , ε (at this point). However, we can now apply Lemma A.1.7. of [8] 
where C ∈ (0, ∞) depends only on T , µ BM O(P) , β BM O(P) and γ ∞ and is monotonically increasing in these values. This shows that for ε > 0 small enough
σ,z will hold independently of t 1 , whereC is a constant, which does not depend on t 1 and ε. This contradicts the statement of Lemma 2.8. Therefore, the assumption I M max = (t M min , T ] was wrong and so, I M max = [0, T ] for ε > 0 small enough is proven.
Main result
Now, let us apply the above abstract result to solve the actual FBSDE (3):
We want to investigate the solvability of the forward backward system given by the forward equationX
and the backward equation
So, the problem is about finding progressively measurable processesX, X, Y, Z such that X is R 1×N -valued, X and Y are both R -valued while Z is R d -valued and such that the above FBSDE is satisfied.
We assume from now on that U satisfies condition (C1) and thatμ,σ,H,θ satisfy condition (C2).
Observe that, in caseH(X T , X T ) is a function ofX T only, we have the Markovian version of (3), with H :=H(X T , X T ) =H(X T ) and θ s = θ
It is worth noting that if we were to construct a solution triplet (X, Y, Z) to (3) from the optimizerD of the so-called dual problem inf
whereŨ is the Fenchel-Legendre transform of U and D the set of densities D = dQ dP of probability measures Q ∼ P such that E[Ũ (D)] < ∞ and such that s → W
is a local martingale under Q, thenD = U (X T + Y T ) would be this optimizer and the process U (X + Y ) a martingale. Consult Section 5.2 of [10] for the derivation of this construction and property. Proof. Note that the forward equation forX has a unique solution which can be obtained independently of the other parts of the problem, sinceX satisfies a rather standard SDE. So, our task is really about establishing existence and uniqueness of X, Y, Z.
We define a Brownian motion with drift B via
Note that B is a Brownian motion under some probability measure Q ∼ P.X has dynamics
which describes a uniquely solvable Lipschitz problem, soX is adapted w.r.t. the filtration generated by B (and augmented by F 0 ), which in turn implies that W = B − · 0 π 1 (θ(r,X r ) dr is adapted w.r.t. the filtration generated by B as well. So, W and B generate the same (augmented) filtration (F t ) t∈[0,T ] . We now introduce a slightly modified problem: For an ε > 0 and a t ∈ [0, T ] consider the system given by the forward equatioň
This new forward-backward system is completely equivalent to the preceding one in the sense thatX, X, Y, Z solve the initial system on [t, T ] if and only ifX := 1 εX , X, Y, Z solve the new system (but for an adjusted initial condition). Note here that there is no need to distinguish between weak and strong solutions to FBSDE or to consider different notions of solvability, since W and B generate the same (augmented) filtration and the measures Q, P are equivalent. So, it remains to show, that for some ε > 0 the new system will have a unique solution with bounded Z. For that purpose we seek to apply Theorem 3.3 to show that for the above problem I M max = [0, T ] will hold for some ε > 0. It is straightforward to read the parameter functions µ, σ, f, ξ used in Section 3.1 from equations (15), (16) above, withX playing the role ofX, X playing the role of X and B playing the role of W . It turns out that these parameter functions µ, σ, f, ξ that the equations (15), (16) are driven by in fact satisfy all structural requirements listed for Theorem 3.3. In addition, δ f,x+y := ∂ ∂(x+y) f (·,X, X, Y, Z) is a non-negative process. An interested reader will find the proof of these two statements in the appendix under Lemma A.3. Our requirements for the utility function U are of key importance for the proof of the Lemma. Let us assume from now on that ε > 0 is merely sufficiently small for the above FBSDE to satisfy MLLC.
In order to apply Theorem 3.3 we merely need to control ∂ ∂x u uniformly for every weakly regular Markovian decoupling field u : [t, T ] × R 1×N × R → R to the above problem for small ε > 0. This control has to be independent of u, t and ε. For this purpose we seek to controlV r := ∂ ∂x u (r,X r , X r ), r ∈ [t, T ]. Note that by the definition of a weakly regular decoupling field the modulus of ∂ ∂x u and, therefore, ofV is bounded by L u,(x,x) < L −1 σ,z = 1. In analogy to the processes δ σ,x , δ σ,y , δ σ,z , δ f,x+y and δ f,z on some interval [t 1 , T ] as considered in the beginning of the proof of Theorem 3.3 we may now define processes δ σ,x , δ σ,y , δ σ,z , δ f,x+y and δ f,z on the interval [t, T ] instead. We can also deduce a formula for the dynamics ofV similar to the one in Lemma A.1, using thatV and
σ,z . However, we do not yet have bounds which are uniform in u, t and ε. We procede by claiming that
a.s. for s ∈ [t, T ], where Z is an R d -valued process s.t.
T t |Z r | 2 dr < ∞ a.s. An interested reader will find the proof in the appendix under Lemma A.4. Equation (17) is an adaptation of equation (21), for which no K and ε 0 as in the statement of Theorem 3.3 are needed and the structural requirements of the respective FBSDE are sufficient to obtain the dynamics of V via a straightforward calculation (see also proof of Lemma A.1).
Equation (17) is what allows to controlV and, therefore, ∂ ∂x u by exploiting the nonnegativity of δ f,x+y , as we will see in the following:
To control ∂ ∂x u from above let us rewrite (17) as
Since ln(1 +V ) is a bounded process (with a bound which is unknown at this point), Z is a BMO process under Q according to (17) and Theorem A.1.11. in [8] . Furthermore, Z and, thereby, δ f,z is bounded. Therefore, using a Girsanov measure change we get after exploiting δ f,x+y ≥ 0:
under some probability measure Q 1 ∼ Q ∼ P. This simplifies to
, since the same arguments can be applied to the weakly regular Markovian decoupling field u| [s,T ] .
Uniformly controlling ∂ ∂x u from below is, however, a bit more challenging and will be based on a rather deep exploitation of the specific structure of the forward-backward system:
Define a Brownian motion with drift viã
The BSDE (17) can also be rewritten as
B is a Brownian motion under some probability measureQ ∼ Q (see Theorem 2.3. in [15] ), so
In order to control EQ[ln(1+V t )] from below we need to control EQ
from above. Remembering the structure of f we have: 
with some uniformly bounded progressively measurable processes α, β. Again, please refer to the appendix for a detailed proof (Lemma A.5). It is a rather straightforward calculation based on the dynamics of X and Y and the definition ofB. Now using negativity of ϕ equation (20) implies:
Now, note that δ f,x+y r = 1 2 |π 2 (Z r )| 2 κ (P r ) + γ r , with some uniformly bounded process γ, according to (19) . This implies considering ϕ < 0:
This is a uniform bound we were looking for. This means that
, where C > 0 does not depend on t, or u or ε which immediately implies that ∂ ∂x u(t, ·, ·) is uniformly bounded away from −1. The same bound works for
And so we have controlled ∂ ∂x u(s, ·, ·) from both sides such that its modulus is bounded uniformly away from 1 (independently of t, u, ε, as long as ε is sufficiently small for the problem to satisfy MLLC). This shows that Theorem 3.3 is applicable and we have I M max = [0, T ] for some ε > 0. In particular, the FBSDE given by (15) and (16) for the interval [0, T ] has a solutionX, X, Y, Z s.t. Z ∞ < ∞ for any initial value (x, x) ∈ R 1×N × R. Furthermore, this solution is unique: Assume there is another such triple (X , X , Y , Z ). Then, due to boundedness of Z and the dynamics of Y , the process Y must be bounded as well. At the same time the dynamics of X imply that it satisfies sup s∈[0,T ] E Q [(X s ) 2 ] < ∞. Similar properties hold true for X and Y , so Lemma 2.5 is applicable and the triples must coincide.
Remark 3.5. Using the Itô formula it is straightforward to verify that the processes X, Y, Z from Theorem 3.4 satisfy:
where
This implies that t → U (X t + Y t ) describes a square integrable martingale due to boundedness of U U , Z and θ. In particular, in caseH does not depend on X T , Theorem 3.5. of [10] is applicable and we obtain that
is an optimal trading strategy for the utility maximization problem.
A Appendix
Proof of Lemma 1.2: Note that κ is non-decreasing and bounded, therefore lim x→∞ κ (x) and lim x→−∞ κ (x) exist. Also, lim x→−∞ κ (x) ≥ ε > 0. For very large or very small values κ behaves linearly. It is also convex and strictly increasing. We have U (x) = − exp(−κ(x)),
Note that exp(−κ(x)) ≤ exp(−γx) for some fixed γ > 0 and sufficiently large x. Therefore, the expression ∞ x exp(−κ(y)) dy is well-defined for all x ∈ R and bounded by 1 γ exp(−γx) for sufficiently large x. Therefore, the expression
is also well-defined. We observe furthermore:
• (ln(−U )) = −κ (x) is non-positive and bounded.
We claim that 
> −∞ and similarly
Since U U is continuous inf x∈R U U (x) > −∞ must hold and so U U is bounded. Also, we see that
is bounded:
Finally we have to demonstrate that U U is bounded as well: This is again done by taking into account that U U is negative and continuous. Using L'Hôpital's rule:
Lemma A.1. Assume that the conditions of Theorem 3.3 hold and recall the objects ε, t M min , u, t 1 ,x, x, δ σ,x δ σ,y , δ σ,z , δ f,x+y , δ f,z ,V r , etc. introduced in the beginning of its proof. The processV has a time continuous modification and we have for all s ∈ [t 1 , T ] 
a.e., whereẐ is an R d -valued BMO-process. Furthermore, the BM O(P) -norms ofẐ and the bounded process δ f,z can be controlled independently of t 1 ∈ (t M min , T ] and ε ∈ (0, ε 0 ]. Proof. Let τ ∈ [t 1 , T ] be any stopping time such thatǓ is positive on [t 1 , τ ]. We will argue later that we can choose τ = T . For s ∈ [t 1 , τ ] we have, using the chain rule of Lemma A.3.1. in [8] , that for almost all (x, x) the relationship 
σ,z and also that the operator norm of δ σ,z is universally bounded by L σ,z , so the essential supremum of the operator norm ofV r δ a.s. for all s ∈ [t 1 , T ], for almost all x ∈ R. Note that this BSDE is quadratic inẐ. Now, let us demonstrate that we can actually set τ = T : Let
Note here thatǓ is a continuous process starting in 1.Ẑ is well-defined on [t 1 , τ 0 ). Furthermore, due to (24) and the boundedness ofV on [t 1 , T ],Ẑ is a BMO-process on [t 1 , τ ] for every stopping time τ < τ 0 , with a BM O(P) -norm which can be controlled independently of τ (Theorem A.1.11. in [8] ). Because of (23) Also, q r := f (r,X r , X r , Y r , 0) is bounded by f (·, ·, ·, ·, 0) ∞ , and, furthermore, the difference f (r,X r , X r , Y r , Z r ) − f (r,X r , X r , Y r , 0) = p r Z r , where the bounded process p is defined via p r := 1 |Z r | 2 f (r,X r , X r , Y r , Z r ) − f (r,X r , X r , Y r , 0) Z r , is bounded by C(1 + |Z r |) due to our requirements for Theorem A.1.11. in [8] is applicable to (21) and we have thatẐ is also a BMO -process with a BM O(P) -norm controlled independently of t 1 and ε.
Lemma A.2. Assume that the conditions of Theorem 3.3 hold true, recall the objects ε, t M min , u, t 1 ,x, x, δμ ,x , δσ ,x , δ µ,x , δ σ,x , δ f,x , δ σ,y , δ σ,z δ f,x+y , δ f,z ,V r , etc. introduced in the beginning of its proof and considerR s := U . Boundedness is already known. Furthermore,
(ln(−U )) = −U (3) −U = U (3) U , which implies
where both marked expressions are bounded.
≥ 0 and
The second inequality is clear, since
= (ln(−U )) ≤ 0 as we saw. The first requires a bit more calculation: Using the product rule together with (30) and (31):
Using the notation of the previous section the parameter functions µ, σ, f implied by the above problem (15), (16) satisfy:
• µ vanishes,
• σ and f are differentiable inx, x, y, z such that all of the partial derivatives are uniformly bounded except for ϕ κ + ϕ − 2κ ϕ (P r ) + ϕ ϕ(P r )π 1 (θ(r, εX r )) Z r dr.
We have using the chain rule:
• ϕ = U U −U U (3) (U ) 2 = 1 + ϕκ , which is bounded. Furthermore,
• ϕ = ϕ κ + ϕκ , which is also bounded. Finally
• ϕ κ + ϕ − 2κ ϕ = ϕ κ + ϕ κ + ϕκ − 2κ ϕ = ϕκ .
And so after applying expectations we obtain (34).
