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 Linear Programming Bounds for Codes of Small Size
 I LIA  K RASIKOV AND  S IMON  L ITSYN
 Combining linear programming with the Plotkin – Johnson argument for constant weight
 codes , we derive upper bounds on the size of codes of length  n  and minimum distance
 d  5  ( n  2  j ) / 2 ,  0  ,  j  ,  n
 1 – 3 .  For  j  5  o ( n
 1 – 3 ) these bounds practically coincide with (are slightly better
 than) the Tieta ¨  va ¨  inen bound . For  j  fixed and for  j  proportional to  n
 1 – 3  , j  ,  n
 1 – 3  2  (2 / 9)ln  n ,  it
 improves on the earlier known results .
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 1 .  I NTRODUCTION
 Let  C  be a binary ( n ,  M ,  d ) code of length  n ,  size  M  and minimum distance
 d  5  ( n  2  j ) / 2 .  Let  B  5  ( B 0  ,  B 1  ,  .  .  .  ,  B n ) denote its distance distribution . For  c  P  C ,
 define the relative weight distribution  A ( c )  5  ( A 0 ( c ) ,  .  .  .  ,  A n ( c )) w . r . t .  c , where  A i ( c )
 denotes the number of codewords of  C  being at distance  i  from  c . So ,  B i  5
 M 2 1  o c P C  A i ( c ) .
 The MacWilliams transform of  B  is  B 9 k  5  M
 2 1  o n i 5 0  B i P k ( i ) , k  5  0 ,  .  .  .  ,  n ,  where
 B 0  5  B 9 0  5  1  and  B 9 k  >  0 [3] .
 The tight bounds (given the existence of Hadamard matrices of all sizes divisible by
 4) due to Plotkin and Levenshtein describe the best parameters of codes with  j  <  0 ,  and
 also  j  5  1 , n  5  3  mod  4 (see , e . g ., [8 ,  § 2 . 2 , 2 . 3]) . Even in the case  j  5  1 , n  5  1  mod  4 , the
 exact value of the maximum possible size of a code is unknown .
 In what follows , we deal with the case  j  .  0 .  In 1973 , R . J . McEliece (unpublished ,
 see [8 , Theorem 38 , Chapter 17]) , using the linear programming approach established
 a bound valid for  j  5  o ( 4 n ) :
 M  ,  M M E  : 5  n (  j  1  2) .  (1)
 Sidel’nikov [12] (see also [4]) constructed codes with parameters  n  5  (2 4 m  2  1) /
 (2 m  1  1) , j  5  2 m  2  1 and  M  5  2 4 m  ; thus for  j  <  n
 1 – 3 the McEliece bound is of the correct
 order of magnitude . We are not aware of other general constructions of codes with  n
 1 – 3
 the McEliece bound is of the correct order of matnitude . We are not aware of other
 general constructions of codes with  n
 1 – 3  ,  j  5  o ( 4 n ) ,  of size close to (1) .
 Tieta ¨  va ¨  inen [17] developed an ingenious approach resulting in an essential improve-
 ment on (1) for  j  5  o ( n
 1 – 3 ) .  Namely , for fixed  j ,
 M  ,  M T  : 5  (5  2  4 2  1  ln(  j  1  1)) n ,  (2)
 and for  j  increasing with  n , j  5  o ( n
 1 – 3 ) ,
 M  ,  M 9 T  : 5
 n  ln  j
 2
 (1  1  o (1)) .  (3)
 Actually , Tieta ¨  va ¨  inen’s method still yields meaningful results while 2 j  ,  n  1 – 3 .
 It is known [6 ,  13] that direct use of linear programming cannot lead to a better
 bound than (1) . The following modification of the method for second-degree
 polynomials is used .
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 L EMMA 1 .  Let f  ( x )  5  ( x  2  x 1 )( x  2  x 2 )  5  f 0  1  f 1 P 1 ( x )  1
 1 – 2 P 2 ( x ) , where f 0  , f 1  >  0 , x 2  >
 x 1  >  d . Then , pro y  ided that f 0  .  f  ( d ) ,
 M  <
 f  (0)  1  o n i 5 x 2  f  ( i ) B i
 f 0  2  f  ( d )
 .  (4)
 P ROOF .  By the MacWilliams transform ,
 Mf 0  <  M (  f 0 B 9 0  1  f 1 B 9 1  1
 1 – 2 B 9 2 )  5  O n
 i 5 0
 f  ( i ) B i  <  f  (0) B 0  1  O x 1
 i 5 d
 f  ( i ) B i  1  O n
 i 5 x 2
 f  ( i ) B i
 <  f  (0)  1  Mf  ( d )  1  O n
 i 5 x 2
 f  ( i ) B i .  h
 For  x 1  <  d  and  x 2  >  n ,  we obtain the standard linear programming bound :  M  <
 f  (0) / f 0 .
 An upper bound on  o n i 5 x 2  f  ( i ) B i  can be derived from the Plotkin – Johnson arguments
 (see Lemma 2) . The main result of the paper is as follows .
 T HEOREM 1 .  Let d  5  ( n  2  j ) / 2 ,  0  ,  j  ,  n
 1 – 3 . Then , in e y  ery  ( n ,  M ,  d )  code , M is less
 than :
 (i)  for j fixed ,
 min
 ¨
 H n (2 j  ln(  j  /  ¨  2  1)  1  5 j  1  6 ¨  )
 4(1  2  ¨  ) j
 J  1  o ( n ) ;
 (ii)  for j increasing with n , n  .  j 3 (2  ln  j  1  1) 2 ,
 n  ln  j (2  ln  j  1  2  ln  ln  j  1  5)
 4(ln  j  2  1)
 1  o ( n )  <
 n  ln  j
 2
 ;
 (iii)  for j increasing with n , j 3  ,  n  ,  j 3 (2  ln  j  1  1) 2 , and  k  5  4 n  j 2
 3 – 2  ,
 k n
 2( k  2  1)  ln  j
 S ln 2  j  1  ln  j  ln  ln  j  1  ln  k
 k  2  1
 ln  j  2  k  ln( k  2  1)  1  o (ln  j  ln  ln  j ) D
 <
 k n  ln[  j  / ( k  2  1)]
 2( k  2  1)
 .
 For fixed  j ,  the theorem gives  M  ,  constant  3  n  with a better constant (depending
 only on  j ) than that in the Tieta ¨  va ¨  inen bound (see Table 1 for the explicit values for
 T ABLE 1  Bounds for  j  fixed












 0 ? 136088
 0 ? 140426
 0 ? 138345
 0 ? 135567
 0 ? 132940
 0 ? 130595
 0 ? 128522
 0 ? 126685
 0 ? 125046
 0 ? 123574
 0 ? 095474
 2 ? 75285
 3 ? 07947
 3 ? 28887
 3 ? 44259
 3 ? 56383
 3 ? 66383
 3 ? 74887
 3 ? 82281
 3 ? 88820
 3 ? 94679
 5 ? 22704
 2 ? 86472
 3 ? 27019
 3 ? 55787
 3 ? 78101
 3 ? 96333
 4 ? 11748
 4 ? 25101
 4 ? 36880
 4 ? 47416
 4 ? 56947
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 first few  j ’s) . Still , those constants can be further improved at the expense of more
 accurate calculations .
 For  j  5  o ( n
 1 – 3 ) ,  increasing in  n ,  our bound , although slightly better , practically
 coincides with  M 9 T .  In view of Sidel’nikov’s construction , there is no hope of amending
 (1) for  j  <  n
 1 – 3 .  Nevertheless , for  j  ,  n
 1 – 3  2  2 – 9  ln  n ,  our results still surpass (1) .
 Machinery similar to ours can be applied to polynomials of higher degrees .
 Apparently , it can lead to an improvement on the Levenshtein bounds [6] ; see also [2] .
 The Tieta ¨  va ¨  inen bound has been generalized to the case of non-binary [10] , constant
 weight [16] , Lee [16] and spherical [1] codes . Clearly , our results can also be expanded
 to these situations .
 Everywhere in this paper , we assume  n  to be suf ficiently large to justify all
 approximations .
 2 .  P ROOFS
 We start with the auxiliary lemma , which employs the well known Johnson – Plotkin
 argument usually used for constant-weight codes . However—and this is crucial for our
 purposes—the same arguments are valid as well for estimating the maximal size of a
 code of a given distance within a Hamming sphere . We present here the sought after
 modification of the standard proof for this situation (see also [9]) .
 L EMMA 2 .  For e y  ery  c  P  C ,
 S O n
 i 5 x
 (2 i  2  n ) A i ( c ) D 2  <  nm c ( x )(( m c ( x )  2  1) j  1  n ) ,  (5)
 and , if x  .  ( n  1  4 jn ) / 2 ,
 m c ( x )  5  O n
 i 5 x
 A i ( c )  <
 dn
 2 x 2  2  2 nx  1  dn
 .  (6)
 P ROOF .  Fix  c  P  C .  Consider the matrix  V  Ú ,  consisting of the codewords being at
 distance at least  x  from  c  with zeros replaced by ( 2 1)’s . The number of its rows is
 precisely  m  5  m c ( x )  5  o n i 5 x  A i ( c ) .
 Let  v 1 ,  .  .  .  ,  v m  denote the rows of  V  Ú ,  while  u 1 ,  .  .  .  ,  u n  be its columns . Denote by  s i
 the number of 1’s in the  i th column , and by  s  the average number of 1’s in a column




 i 5 1




 k 5 x
 kA k ( c ) .  (7)
 The usual scalar product of any two distinct rows is at least  n  2  2 d  5  j ; therefore
 S  5  O m
 i 5 1
 O m
 k 5 1
 ( v i  ,  v k )  <  m ( m  2  1) j  1  mn .
 On the other hand , by the Jensen inequality ,
 S  5  O n
 i 5 1
 ( s 2 i  1  ( m  2  s i )
 2  2  2 s i ( m  2  s i ))  5  O n
 i 5 1
 (2 s i  2  m )
 2  >  n (2 s  2  m ) 2 .
 So ,  n (2 s  2  m ) 2  <  m ( m  2  1) j  1  mn ,  which is equivalent to (5) . Finally , since  s  >  xm  / n ,
 solving the inequality , we obtain (6) provided that  x  .  ( n  1  4 jn ) / 2 .
 We need the following technical lemma .
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 L EMMA 3 .  The maximum in z , z  .  0 , of the function u ( z )  5  4 nz (( z  2  1) j  1  n )  2  wz ,
 is
 ( n  2  j )( w  2  4 w 2  2  jn )
 2 j
 ,
 pro y  ided that w  >  4 jn , and u ( z )  is increasing in z if  u w u  ,  4 jn .
 The next theorem presents the key inequality .
 T HEOREM 2 .  Put y  5  2 x  2  n  2  ( r  1  j ) / 2 , and let x  >  ( n  1  r ) / 2  and r  .  4 jn . Then
 O n
 i 5 x
 S i  2  x  1  r  1  j
 4
 D B i  <  g ( x )
 n ( n  2  j )( r  1  j )
 4((2 x  2  n ) 2  2  jn )
 if  2( n  1  r )  ,  4 x  ,  2 n  1  r  1  j  1  2 4 jn ,
 : 5
 n  2  j
 4 j
 (  y  2  4 y 2  2  jn )  if  2 n  1  r  1  j  1  2 4 jn  <  4 x  <  3 n  1  j ,  (8)
 n  2  x  1
 r  1  j
 4
 if  4 x  .  3 n  1  j .
E
 P ROOF .  Let  c  be a codeword . Observe that for  x  .  n  / 2 we have 2 s  2  m  5
 o n i 5 x  (2 i  / n  2  1) A i ( c )  >  0 . Using  d  5  ( n  2  j ) / 2 ,  from (5) we derive  n (2 s  2  m )  5
 o n i 5 x  (2 i  2  n ) A i ( c )  <  4 nm (( m  2  1) j  1  n ) .  This is equivalent to 2  o n i 5 x  ( i  2  x ) A i ( c )  <
 4 nm (( m  2  1) j  1  n )  2  (2 x  2  n ) m .  Adding
 r  2  j
 2
 O n
 i 5 x
 A i ( c )  5




 2  O n
 i 5 x
 S i  2  x  1  r  1  j
 4
 D A i ( c )  <  4 nm (( m  2  1) j  1  n )  2 S 2 x  2  n  2  r  1  j 2  D m .
 If 4 x  >  2 n  1  r  1  j  1  2 4 jn ,  the previous lemma , with  w  5  2 x  2  n  2  ( r  1  j ) / 2  >  4 jn  and
 z  5  m ,  gives the maximum of the right-hand side in  m .
 If 2( n  1  r )  ,  4 x  ,  2 n  1  r  1  j  1  2 4 jn ,  then  u w u  ,  4 jn ,  and the maximum of the
 right-hand side is attained for the maximal possible value of  m  given by (6) .
 Now , for  x  .  (3 n  1  j ) / 4 ,  there is at most one codeword of weight in the range [ x ,  n ] .
 So , for such  x ,
 O n
 i 5 x
 A i ( c ) S i  2  x  1  r  1  j 4  D  <  max i  S i  2  x  1  r  1  j 4  D  5  n  2  x  1  r  1  j 4  .
 Averaging over all  c  P  C ,  we obtain the claim .
 L EMMA 4 .  Let  b  ( x )  be a non - negati y  e polynomial for all integer x  P  [( n  1  r ) / 2 ,  n ] ,
 r  .  4 jn . Then
 O n
 i 5 ( n 1 r )/2
 B i  O i
 x 5 ( n 1 r )/2
 ( i  2  x  1  a ) b  ( x )  <  O n
 x 5 ( n 1 r )/2
 g ( x ) b  ( x ) .  (9)
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 P ROOF .  Multiplying both sides of (8) by  b  ( x ) and summing over  x  P  [( n  1  r ) / 2 ,  n ] ,
 we obtain the claim , changing the order of summation in the left-hand side .
 R EMARK 1 .  Although , in what follows , we use  b  ( x )  5  1 ,  for  j  greater than  n  1 – 3 one
 should use a polynomial  b  ( x ) of larger degree .
 T HEOREM 3 .  For r  .  4 jn , y  5  2 x  2  n  2  ( r  1  j ) / 2 ,
 O n
 i 5 ( n 1 r )/2
 ( n  1  r  2  2 i  2  2)( n  2  j  2  2 i ) B i  <  8  O n
 x 5 ( n 1 r )/2
 g ( x )
 2( n  2  j ) S 1
 j
 O (3 n 1 j )/4
 x 5 ( n 1 r )/2
 (  y  2  4 y 2  2  jn )  1  ( n  1  j  1  2 r ) D  for  r  >  j  1  2 4 jn ,
 5  2( n  2  j ) S n ( r  1  j )  O
 x 5 ( n 1 r )/2
 1
 (2 x  2  n ) 2  2  jn
 (10)




 O (3 n 1 j )/4  (  y  2  4 y 2  2  jn )  1  ( n  1  j  1  2 r ) D  for  r  ,  j  1  2 4 jn .
 x 5 (2 n 1 r 1 j 1 2 4 jn ) / 4
E
 P ROOF .  The proof follows from Theorem 2 and Lemma 4 , with  b  ( x )  5  1 .  h
 T HEOREM 4 .
 M  ,  inf
 ( n  2  j )( n  1  r  1  2)  1  8  o n x 5 ( n 1 r )/2  g ( x )
 n  2  jr  1  2 j
 .
 r P ( 4 jn , 2 1 n  / j )
 P ROOF .  In Lemma 1 , choose
 f  ( x )  5  1 – 4 ( n  2  j  2  2 x )( n  1  r  2  2 x  2  2)  5
 ( n  2  jr  1  2 j )  1  ( r  2  j  2  2) P 1 ( x )  1  2 P 2 ( x )
 4
 .
 Moreover ,  x 1  5  d ,  and so  f  ( d )  5  0 .  To have  f 0 and  f 1 non-negative along with  r  .  4 jn ,
 we require
 4 jn  ,  r  ,  nj 2 1  1  2 .  (11)
 Substituting the chosen  f  ( x ) into (4) , we obtain
 M  <
 ( n  2  j )( n  1  r  2  2)  1  o n x 5 ( n 1 r )/2 ( n  2  j  2  2 x )( n  1  r  2  2 x  2  2) B x
 n  2  jr  1  2 j
 <
 ( n  2  j )( n  1  r  2  2)  1  8  o n x 5 ( n 1 r )/2  g ( x )
 n  2  jr  1  2 j
 .  (12)
 h
 To derive an explicit upper bound , we optimize in  r  the inequality of Theorem 4 . It
 turns out that the main term of the bound is not essentially sensitive to the choice of  r .
 Case j is a constant independent on n .  Choose  r  5  ¨  n  / j ,  for some constant  ¨  5  ¨  (  j )  .  0 ,
 to be chosen later . Then  4 jn  5  o ( r ) ,  and 4 x  >  2 n  1  2 r  .  2 n  1  r  1  j  1  2 4 jn .  By
 1  2  4 1  2  z  <  z  / 2  2  z  2 / 2 , z  P  [0 ,  1] ,
 g ( x )  < 5
 n ( n  2  j )
 8 y
 1
 n ( n  2  j ) j
 8 y 3
 n  2  x  1
 r  1  j
 4
 for  4 x  <  3 n  1  j ,
 for  4 x  .  3 n  1  j
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 where  y  5  2 x  2  n  2  ( r  1  j ) / 2 .  This gives
 M  ,
 ( n  2  j )( n  1  r )  1  n ( n  2  j )  o (3 n 1 j )/4 x 5 ( n 1 r )/2  (  y  2 1  1  jy 2 3 )  1  8  o n x 5 (3 n 1 j )/4  ( n  2  x  1  ( r  1  j ) / 4)
 n  2  jr  1  2 j
 ,
 n S 5 n  1  6 r  1  2 n  ln  n  2  r
 r
 D
 4( n  2  jr )
 1  o ( n ) .
 To find the minimum of the right-hand side , we determine (unique)  ¨  P  [0 ,  1] ,  from the
 condition
 ¨  2 (2 j  ln(  j  2  ¨  )  2  2 j  ln  ¨  1  5 j  1  6)  1  ¨  j (2 j  ln  ¨  2  2 j  ln(  j  2  ¨  )  2  7 j  2  6)  1  2 j 2  5  0 .
 R EMARK 2 .  Actually , the Plotkin bound for  j  5  1 and  n  5  3  mod  4 yields  M  <
 2 n  1  2 ,  and this bound is achieved . For  j  5  1 and  n  5  1  mod  4 , the upper bound ,
 M  <  2 ? 75285  ?  ?  ?  n  1  o ( n ) ,  seems to be the best known . The conference-matrix codes in
 this case give  M  5  2 n  1  2 [14] .
 R EMARK 3 .  For small  j ,  the bound that we propose can be further tightened . This
 can be done if in Lemma 2 we take into account that the number of 1’s and ( 2 1)’s in
 each column is integer (see [5]) . For instance , there can be at most four codewords of
 weight greater than 0 ? 7 n  1  o ( n ) ,  five of weight greater than (25 / 36) n  1  o ( n ) ,  and so
 on .
 Case j is increasing , n  .  j 3 (2  ln  j  1  1) 2 .  Choose  r  5  n  / (  j  ln  j ) .  Then again , 4 x  >  2 n  1
 2 r  .  2 n  1  r  1  j  1  2 4 jn ,  and , proceeding as in the previous case , we obtain (ii) of
 Theorem 1 .
 Case j is increasing , j 3  ,  n  ,  j 3 (2  ln  j  1  1) 2 .  Let  n  5  k  2 j 3 ,  where 1  ,  k  ,  2  ln  j  1  1 .  Set
 r  5  τ  4 jn ,
 1  ,  τ  5  1  1
 k  2  1
 ln  j
 ,
 n  1  2 j
 j 4 jn
 .  (13)
 Then
 M  ,
 1
 n  2  jr
 S ( n  2  j )( n  1  r )  1  2 n ( n  2  j )( r  1  j )  O
 x 5 ( n 1 r )/2
 1
 (2 x  2  n ) 2  2  jn
 (2 n 1 r 1 j 1 2 4 jn ) / 4
 1
 2( n  2  j )
 j
 O (3 n 1 j )/4  (  y  2  4 y 2  2  jn )  1  8  O n
 (3 n 1 j )/4
 S n  2  x  1  r  1  j
 4
 D D
 x 5 (2 n 1 r 1 j 1 2 4 jn ) / 4
 5
 1
 n  2  jr
 S 2( n  2  j )
 j
 O (3 n 1 j )/4  (  y  2  4 y 2  2  jn )  1  8  O n
 (3 n 1 j )/4
 S n  2  x  1  r  1  j
 4
 D D
 x 5 (2 n 1 r 1 j 1 2 4 jn ) / 4
 5
 n  2  j
 n  2  jr
 (5 n  1  6 r  1  I 1  1  I 2 ) ,  (14)
 where
 I 1  5  2 n ( r  1  j )  O
 x 5 ( n 1 r )/2
 1
 (2 x  2  n ) 2  2  jn
 ,
 (2 n 1 r 1 j 1 2 4 jn ) / 4
 I 2  5
 2
 j
 O (3 n 1 j )/4  (  y  2  4 y 2  2  jn ) .
 x 5 (2 n 1 r 1 j 1 2 4 jn ) / 4
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 We now estimate  I 1 and  I 2  ,  replacing the sums by integrals :
 I 1  5 — n j  (  j  1  r ) S arth  r 4 jn  2  arth  j  1  r  1  2 4 jn 2 4 jn  D  1  o ( n )
 5  4 n ( τ  4 n  1  4 j ) S arth  τ  2  arth S 1  1  1
 2  —  j n  1  τ 2 D D  1  o ( n )
 5  1 – 2 4 n ( τ  4 n  1  4 j )  ln
 ( τ  1  1)( 4 j  1  τ  4 n )
 ( τ  2  1)( 4 j  1  ( τ  1  4) 4 n )





 τ  ( τ  1  1)
 ( τ  2  1)( τ  1  4)
 1  o ( n ) .
 I 2  5
 1
 8 j
 S ( n  2  r ) 2  2  4 jn  2  ( n  2  r ) 4 ( n  2  r ) 2  2  4 jn  1  4 jn  ln  n  2  r  1  4 ( n  2  r ) 2  2  4 jn
 2 4 jn
 D  1  o ( n )
 5
 n (4 jn  2  ( n  2  r ) 2 )





 ( n  2  r ) 2
 jn




 (2  ln( 4 n  2  τ  4 j )  2  ln  j  2  1)  1  o ( n )  5
 n
 4
 S ln  n
 j
 2  1 D  1  o ( n ) .
 Now (14) gives
 M  ,
 n  2  j
 n  2  τ j 4 jn
 S 5 n  1  6 τ j 4 jn  1  τ n
 2
 ln
 τ  ( τ  1  1)




 S ln  n
 j
 2  1 D  1  o ( n ) D
 5
 n ( n  2  j )
 4( n  2  jr )
 S ln  n
 j
 2  2 τ  ln
 ( τ  2  1)( τ  1  4)
 τ  ( τ  1  1)
 2  19  1  o (1) D .
 Substituting  τ  from (13) and simplifying , we obtain (iii) of the main theorem . Note that
 this bound is better than the McEliece bound while  j  ,  n
 1 – 3  2  2 – 9  ln  n  1  o (ln  n ) .  h
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