Quadratic Projection Based Feature Extraction with Its Application to
  Biometric Recognition by Yan, Yan et al.
Quadratic Projection Based Feature Extraction
with Its Application to Biometric Recognition
Yan Yan a , Hanzi Wang a∗, Si Chen b , Xiaochun Cao c , David Zhang d
a Fujian Key Laboratory of Sensing and Computing for Smart City, School of
Information Science and Engineering, Xiamen University, Fujian 361005, China
b School of Computer and Information Engineering, Xiamen University of Technology,
Fujian 361024, China
c State Key Laboratory of Information Security, Institute of Information Engineering,
Chinese Academy of Sciences, Beijing 100093, China
d Biometrics Research Centre, The Hong Kong Polytechnic University, Hong Kong
Abstract
This paper presents a novel quadratic projection based feature extraction
framework, where a set of quadratic matrices is learned to distinguish each
class from all other classes. We formulate quadratic matrix learning (QML)
as a standard semidefinite programming (SDP) problem. However, the con-
ventional interior-point SDP solvers do not scale well to the problem of QML
for high-dimensional data. To solve the scalability of QML, we develop an
efficient algorithm, termed DualQML, based on the Lagrange duality theory,
to extract nonlinear features. To evaluate the feasibility and effectiveness
of the proposed framework, we conduct extensive experiments on biometric
recognition. Experimental results on three representative biometric recogni-
tion tasks, including face, palmprint, and ear recognition, demonstrate the
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superiority of the DualQML-based feature extraction algorithm compared to
the current state-of-the-art algorithms.
Keywords: Biometric recognition, Feature extraction, Quadratic
projection, Semidefinite programming, Lagrange duality
1. Introduction
A typical statistical pattern recognition system usually consists of four
modules: a sensor module, a preprocessing module, a feature extraction mod-
ule, and a classification module [1]. Among these four modules, the feature
extraction module plays a critical role in the success of the system. The ob-
jective of feature extraction is to find a specific representation which encodes
relevant information from input data, so that not only is the computational
complexity of subsequent classifiers reduced but also the useful features can
be used to perform the desired tasks [2].
Usually, the real-world data can be represented as a high-dimensional
vector [3]. For instance, an image of size 80× 80 can be viewed as a point in
a 6, 400 dimensional feature space. However, the high dimensionality of data
prevents from direct usage of learning techniques in a high-dimensional space.
A common way to deal with this problem is to make use of feature extraction
techniques, or more specifically, use dimensionality reduction techniques [2,
4, 5] to project the original high-dimensional data onto a low-dimensional
space.
Recently, biometric recognition, which refers to the task of automatic
identification of individuals based on their physiological and/or behavioral
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characteristics, has received much attention due to its wide range of ap-
plications, such as law enforcement, access control, and video surveillance
[1, 3, 7]. A number of biometrics have been proposed in recent years (e.g.,
[8, 9, 10, 11, 12]). Two kinds of biometric characteristics are usually used, i.e.,
physiological characteristics (such as face, palmprint, and ear) and behavioral
characteristics (such as gait, signature). Despite decade-long efforts, building
an automatic and robust biometric recognition system remains a challenging
problem due to variations in illumination, pose, occlusion, etc.
During the fast few decades, numerous feature extraction methods have
been put forward to deal with the biometric recognition problems. For ex-
ample, Qian et al. [13] proposed the discriminative histograms of local dom-
inant orientation (D-HLDO) method for biometric image feature extraction.
Shekhar et al. [14] developed a joint sparse representation for robust multi-
modal biometrics recognition. Beside feature extraction, feature selection is
also extensively investigated to discover the knowledge related to biometric
data. Different from feature extraction, which generates new features from
functions of the original features, feature selection returns a subset of the
features from a large feature pool. Boosting [15, 16] and Lasso [17] have
been successfully used to perform feature selection in face detection and
recognition. Sun et al. [18] proposed an optimization formulation for ordinal
feature selection for iris and palmprint recognition. Guo et al. [19] presented
the feature band selection for the online multispectral palmprint recognition.
Ghoualmi et al. [20] proposed a feature selection method based on the genetic
algorithm for ear authentication. Kumar et al. [21] suggested to use feature
selection and combination to improve the performance of bimodal biometric
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system.
Until now, a large number of feature extraction methods have been de-
veloped. However, many methods mainly consider the first order statistics
of data, which are indeed non-linearly distributed. Even though nonlinear
feature extraction methods are introduced to handle the non-linearly distri-
butions, the computational cost of these methods is high. On the other hand,
high order statistics which capture the complex statistical relationship of the
data can be beneficial for feature extraction and feature selection, potentially
leading to superior performance.
In this paper, we propose a novel nonlinear feature extraction framework,
which takes advantage of the quadratic projection technique. Compared
with the traditional linear projection technique, the quadratic projection
technique exploits the second order statistics of data. It is well-known that
the quadratic classifiers are optimal for the data under Gaussian distribu-
tions. Even when the data is not Gaussian-distributed, we can still expect
quadratic projection to perform better than linear projection under general
conditions since more high-order information is taken into consideration in
quadratic projection.
More specifically, we propose a novel nonlinear feature extraction frame-
work based on the quadratic projection technique. Different from the tradi-
tional linear projection technique (which obtains a feature vector based on
a linear form), the quadratic projection technique uses a quadratic form to
extract a feature vector, where each feature is extracted by using the homo-
geneous polynomial of degree two in a number of original features. In the
proposed framework, a set of quadratic matrices is learned to distinguish each
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class from all other classes. Mathmatically, we formulate quadratic matrix
learning (QML) as a standard semidefinite programming (SDP) problem.
To solve the scalability of QML, we further develop an efficient algorithm
which significantly reduces the computational complexity of the conventional
interior-point SDP solvers [6].
In this paper, we will motivate and study this new framework within the
context of biometric recognition. We use biometrics data as a case study to
illustrate the effectiveness of the proposed framework. Experimental results
on three representative biometric recognition tasks (including face, palm-
print, and ear recognition) show that the proposed algorithm achieves better
performance than the linear projection based and kernel/tensor based feature
extraction algorithms.
In summary, the main contributions of our work are summarized as fol-
lows:
1. A novel feature extraction framework based on the quadratic projection
technique is proposed to extract discriminative features, where a set
of quadratic matrices is learned. Experimental results on biometric
recognition tasks show the effectiveness of the proposed framework.
2. We develop an efficient algorithm for quadratic matrix learning (QML)
via the Lagrange duality theory. Our proposed algorithm is much
more scalable than the traditional SDP solvers. The importance of
this improvement is that it thereby allows us to apply QML to high-
dimensional data.
The rest of this paper is organized as follows. Section 2 describes related
work. Section 3 presents the details of the proposed quadratic projection
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based feature extraction framework, where a novel algorithm is developed
for efficient QML. Experimental results on three biometric recognition tasks
are given in Section 4. Finally, Section 5 provides the concluding remarks.
2. Related Work
Feature extraction can be performed in a linear or nonlinear way. The lin-
ear feature extraction based algorithms usually perform a linear mapping of
input data onto a low-dimensional feature space. Typical algorithms include
principal component analysis (PCA) [22], linear discriminant analysis (LDA)
[23, 9], locality preserving projections (LPP) [24], margin Fisher analysis
(MFA) [4], class-dependence feature analysis (CFA) [25, 26], local discrimina-
tive Gaussians (LDG) [27], and low rank matrix factorization [28]. Recently,
a large number of distance metric learning algorithms [29, 30, 31, 32] have
been proposed to perform linear feature extraction. These algorithms are
computationally efficient. However, their performance can degrade in cases
with non-linearly distributed data existing in many real-world applications.
Nonlinear feature extraction algorithms are based on the intuition that
input data lies on a nonlinear manifold in a high-dimensional space. A direct
and natural way to extend the linear feature extraction algorithms to nonlin-
ear cases is to take advantage of the kernel technique [33, 34], which does not
have to explicitly compute the nonlinear mapping between the input space
and the feature space. The kernel-based nonlinear algorithms find nonlinear
projections by nonlinearly mapping data onto a higher-dimensional feature
space, but it still performs linear projections in the new feature space.
Other types of nonlinear algorithms include manifold learning techniques,
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such as ISOMAP [35], locally linear embedding (LLE) [36], and local tan-
gent space alignment (LTSA) [37]. Nevertheless, many manifold learning
algorithms suffer from the so-called out-of-sample problem [38], i.e., these
algorithms provide mapping only for training data but not for unseen test
data.
The multilinear subspace learning (MSL) techniques [39, 40] have also
been developed for finding a low-dimensional representation of high-dimensional
tensor data through direct mapping. There are three types of multilinear pro-
jections according to the forms of input and output of a projection [39], i.e.,
vector-to-vector projection (VVP), tensor-to-tensor projection (TTP), and
tensor-to-vector projection (TVP). Although the MSL algorithms preserve
the structure in original data by operating on natural tensor representations,
most of these algorithms are based on iterative schemes and usually converge
to local solutions.
Generally speaking, the distributions of real-world data (such as biomet-
ric data) show highly non-linear and non-convex. Therefore, the non-linear
feature extraction is beneficial for the subsequent classification. However, the
kernel extension is computationally expensive, while the multi-linear based
algorithms often offer local optimal solutions. In this paper, we develop a
novel nonlinear feature extraction framework, which leverages the quadratic
projection technique to encode high order statistics of the biometric data.
Note that both the proposed algorithm and the MSL algorithms (using 2D
matrix data) [39, 40] aim to optimize a matrix. However, in the proposed
framework, the optimized matrix is a quadratic matrix required to satisfy
the positive semidefinite constraint (usually not required in the MSL algo-
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rithms). Furthermore, compared with the MSL algorithms which attempt
to obtain one matrix to distinguish all classes, the proposed framework ob-
tains multiple quadratic matrices, where each quadratic matrix is trained to
separate one class from the other classes.
3. Quadratic Projection Based Feature Extraction
In this section, we present a quadratic projection based feature extrac-
tion framework. We begin with an overview of the proposed framework in
Section 3.1. The optimization problem of Quadratic Matrix Learning (QML)
is formulated in Section 3.2. An efficient algorithm, termed DualQML, to
solve the problem of QML is derived in Section 3.3. We give the complete
algorithm in Section 3.4. Finally, we discuss some important issues about
the proposed algorithm in Section 3.5.
Before formally presenting the proposed algorithm, we describe some no-
tations used in this paper. A column vector is represented by a bold lower
case letter and a matrix is represented by a bold upper-case letter. For a
positive semidefinite (p.s.d.) matrix M, we denote it as M  0. Given a
symmetric matrix A and its eigen-decomposition A = UΣUT, where U is
an orthonormal matrix and Σ is a diagonal matrix, we define the positive
part of A as [6]:
A+ = U[max(Σ,O)]UT,
and the negative part of A as:
A− = U[min(Σ,O)]UT,
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where, O is a square matrix in which all elements are zeros. max(Σ,O) and
min(Σ,O) compute the element-wise maximum and minimum of two matri-
ces, respectively. Therefore, the positive (or negative) part of A is composed
of the positive (or negative) eigenvalues and the associate eigenvectors. Ob-
viously, A = A+ + A− holds.
3.1. Overview of the Proposed Framework
Traditional linear feature extraction algorithms project high-dimensional
data onto a lower-dimensional feature space by using a linear projection ma-
trix, which computes the first order statistics of data. However, in many
real-world applications, higher order statistics of data are more beneficial
for feature extraction. In this subsection, we propose a quadratic projec-
tion based feature extraction framework, which exploits the homogeneous
quadratic polynomials in the variables for feature extraction.
Inspired by CFA [25], where a correlation filter is designed for each class,
we propose a feature extraction framework where a quadratic matrix is
learned for each class. The proposed framework contains two main steps.
First, a set of quadratic matrices is obtained, where each quadratic matrix is
learned to separate a specific class from all other classes during the training
stage. Then, all the learned quadratic matrices are used to perform feature
extraction. More specifically, each component of a feature vector is gener-
ated by applying a quadratic projection (defined as the form of xTPx) to an
input sample image x (x ∈ <m) according to a specific quadratic matrix P
(P ∈ <m×m is a symmetric matrix).
As we can see, the key step of the proposed feature extraction frame-
work is QML by which a quadratic matrix can be learned. In the following
9
subsections, we will describe the problem of QML in detail.
3.2. Quadratic Matrix Learning
Suppose that we have a set of sample images S = {xi}ni=1 ∈ <m, and
given a class c, the sample images can be classified as:
Ic = {xi | sample image xi belonging to the c-th class},
Ec = {xi | sample image xi not belonging to the c-th class}.
where Ic is the image set consisting of the intra-class sample images of the c-
th class, while Ec is the image set consisting of the extra-class sample images
of the c-th class.
Let us write the quadratic matrix learned for the c-th class as Pc. The
objective of QML is to find a matrix so that the projected values of the
data belonging to the c-th class and the other classes are well-separated after
quadratic projections. Therefore, a simple way to define a criterion for QML
is to require that the quadratic projections of the samples in Ec are minimized
while at the same time, the quadratic projections of the samples in Ic should
be as large as possible. This yields the following optimization criterion:
min
Pc
∑
xi∈Ec
xTi Pcxi
s. t. xTi Pcxi ≥ 1, ∀xi ∈ Ic
Pc  0. (1)
Notice that Pc is required to be a p.s.d matrix, which means the quadratic
projections (constituting the components in the extracted feature vector) of
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samples are not less than 0. This is consistent with the correlation oper-
ation in CFA, where the correlation outputs (corresponding to the linear
constraints during the design process of correlation filters) are non-negative.
In fact, non-negative constraints of feature vectors are also beneficial for met-
ric comparison [25]. Note that the choice of the constant on the right hand
side of (1) is arbitrary. This is due to the fact that changing the constant 1
to any other positive constant c will result in Pc being replaced by cPc.
However, one problem with (1) is that it may not be suitable to solve real-
world biometric recognition tasks, where data could be noisy and include a
limited number of training samples as well.
To enhance the generalization capability and robustness of QML, we pro-
pose a new objective function by considering the regularization principle. It
is well-known that regularization plays a critical role in many machine learn-
ing algorithms to prevent overfitting [41]. Therefore, we propose a general
regularization formulation of QML as follows:
min
Pc
1
2
||Pc||2F + λ
∑
xi∈Ec
xTi Pcxi
s.t. xTi Pcxi ≥ 1,∀xi ∈ Ic
Pc  0, (2)
where ||Pc||F =
√∑m
i,j=1 p
2
i,j represents the Frobenius norm of Pc, if Pc =
[pi,j]m×m.
There are two items in the objective function of (2). The first item serves
as a regularization term which prevents the value of any element within the
matrix Pc from being too large. The second item stands for the summed
projected values corresponding to the extra-class samples. λ is a regularized
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parameter to balance the two items. In addition, the first constraint in (2)
makes sure that each sample from the c-th class yields an output whose value
is at least larger than 1. Thus, a discriminative quadratic matrix is learned
such that the projected values corresponding to the intra-class samples and
extra-class samples are well-separated.
To solve the above optimization problem, the second item and the first
constraint in the objective function of (2) can be respectively rewritten as:∑
xi∈Ec
xTi Pcxi =
∑
xi∈Ec
tr(Pc · xixTi )
= tr(Pc ·
∑
xi∈Ec
xix
T
i )
= tr(Pc ·Oc), (3)
and
xTi Pcxi = tr(Pc · xixTi ), ∀xi ∈ Ic
= tr(Pc · Ii), ∀xi ∈ Ic, (4)
where the product ‘·’ is a point-wise matrix multiplication operator, and tr(·)
represents a trace operator that computes the sum of the diagonal elements of
a matrix. Oc and Ii can be represented as
∑
xi∈Ec xix
T
i and xix
T
i , respectively.
Thus, problem (2) can be rewritten as:
min
Pc
1
2
||Pc||2F + λtr(Pc ·Oc)
s.t. tr(Pc · Ii) ≥ 1, ∀xi ∈ Ic
Pc  0, (5)
Problem (5) is a convex optimization problem, since the objective func-
tion is convex (this can be easily proved by using the second-order convexity
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conditions), the inequality constraints are linear, and the p.s.d. constraint
is convex. As a matter of fact, problem (5) can be formulated as a stan-
dard SDP problem [42], using a standard trick which converts a quadratic
objective function into a linear matrix inequality and a linear objective func-
tion. Hence, it can be directly solved by using the off-the-shelf SDP solvers
[6]. However, the conventional interior-point SDP solvers suffer from a high
computational complexity of O(m6.5), where m is the dimensionality of data,
and it can only deal with the problems involving up to a few hundreds of
variables [6]. This hampers the application of the conventional SDP solvers
to high-dimensional data, such as data in biometric recognition (usually in-
volving thousands of variables).
3.3. The DualQML Algorithm
In this section, we propose to use the Lagrange duality theory [6] to make
(5) applicable to high-dimensional data.
We introduce a dual multiplier u associated with the inequality con-
straints, and a matrix K associated with the p.s.d. constraint in the primal
problem (5). According to the Lagrange duality theory, a non-negative dual
variable is associated with an inequality constraint in the primal problem.
Therefore, the dual variable u should satisfy the non-negative property. In
addition, due to the fact that the p.s.d. cone is self-dual, K should be a p.s.d.
matrix. Hence, the Lagrangian of (5) can be written as follows:
L( Pc︸︷︷︸
primal
,u,K︸︷︷︸
dual
)
=
1
2
||Pc||2F + λtr(Pc ·Oc)−
∑
xi∈Ic
uitr(Pc · Ii) +
∑
i
ui − tr(Pc ·K) (6)
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with u  0 and K  0. Here u  0 denotes that all elements in u are
non-negative, and ui represents the i-th element of u.
The Karush-Kuhn-Tucker (KKT) conditions [6] are necessary and suffi-
cient conditions for any pair of primal and dual optimal points of a convex
problem. Any points that satisfy the KKT conditions are primal and dual
optimal, and thus have zero duality gap. One of the KKT conditions is that
the gradient of the Lagrangian with respect to the primal variable vanishes
at the primal optimal point. Therefore, we can minimize the Lagrangian over
Pc by setting the first derivative of (6) with respect to Pc to zero. Thus, we
obtain
P∗c = K
∗ − λOc +
∑
xi∈Ic
u∗i Ii. (7)
where P∗c and (u
∗
i ,K
∗) are respectively the primal and dual optimal solutions.
Therefore, (7) is one KKT condition which enables us to recover the
primal variable from the dual ones.
Based on the above expressions, the dual function which is defined as the
minimum value of the Lagrangian over the primal variable can be obtained
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as follows:
g(u,K) = inf
Pc
L(Pc,u,K)
= inf
Pc
1
2
||Pc||2F + λtr(Pc ·Oc)−
∑
xi∈Ic
uitr(Pc · Ii) +
∑
i
ui − tr(Pc ·K)
= inf
Pc
1
2
||Pc||2F − tr(Pc · (K− λOc +
∑
xi∈Ic
uiIi)) +
∑
i
ui
=
1
2
||K− λOc +
∑
xi∈Ic
uiIi||2F − ||K− λOc +
∑
xi∈Ic
uiIi||2F +
∑
i
ui
= −1
2
||K− λOc +
∑
xi∈Ic
uiIi||2F +
∑
i
ui. (8)
Therefore, we obtain the Lagrange dual of (5) as:
max
K,u
− 1
2
||K− λOc +
∑
xi∈Ic
uiIi||2F +
∑
i
ui
s. t. K  0, u  0. (9)
The Lagrange dual problem (9) is always convex, since the objective func-
tion to be maximized is concave and the constraints are convex. So, both
the primal and dual problems are convex. On the other hand, due to the
convexity of the primal problem, and strict convexity of the Lagrangian with
respect to the primal variable Pc, the primal problem is strictly feasible (i.e.,
there exist Pc  0 which satisfies the linear inequalities in (5)). Slater’s
condition [6] is satisfied and thus strong duality between (5) and (9) holds.
Therefore, the objective values of the two problems meet at optimality and
we can obtain the solution of the primal problem by solving the dual problem.
Problem (9) still has the p.s.d. constraint and it is not obvious to see how
to solve it in an efficient way other than using off-the-shelf SDP solvers. How-
ever, by taking the idea of alternating optimization technique, we can derive
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an efficient solution. To be specific, we first fix u and solve the optimiza-
tion problem with respect to K. Then, we fix K and solve the optimization
problem with respect to u.
Given a fixed u, problem (9) can be rewritten as:
max
K
− 1
2
||K− λOc +
∑
xi∈Ic
uiIi||2F
s. t. K  0. (10)
The above optimization problem finds a p.s.d. matrix so that ||K−λOc+∑
i uiIi||2F is minimized. This problem has a closed-form solution, which can
be written as:
K∗ = (λOc −
∑
xi∈Ic
uiIi)+, (11)
where (λOc−
∑
xi∈Ic uiIi)+ is the positive part of (λOc−
∑
xi∈Ic uiIi). Thus,
according to the definition of (·)+ , K∗ is a p.s.d. matrix.
Since the optimal K∗ is expressed as a function with respect to u, the
optimization problem (9) can be simplified into a problem where only u needs
to be optimized. Therefore, we can simplify (9) as:
max
u
− 1
2
||(λOc −
∑
xi∈Ic
uiIi)−||2F +
∑
i
ui
s. t. u  0. (12)
Problem (12) does not involve any matrix variables and it only has a sim-
ple constraint on u. Therefore, we can use the first-order Newton algorithm,
such as L-BFGS-B [43], to solve the problem. To use L-BFGS-B, we only
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need to compute the gradient of the objective function of (12), which is
g(ui) = 1 + tr((λOc −
∑
xi∈Ic
uiIi)− · xixTi ),∀xi ∈ Ic. (13)
Finally, once the optimal u∗ is obtained, the optimal K∗ can be calculated
accordingly.
It is worth mentioning that the computational complexity of the proposed
DualQML algorithm is much lower than the conventional SDP solvers during
the training stage. This is because that at each iteration in the DualQML
algorithm, the computation of (13), which runs the full eigen-decomposition,
is only implemented once to obtain all the gradients. In our case, since
the number of constraints is much smaller than the dimensionality of data,
eigen-decomposition dominates the computational cost during each iteration.
Hence, the overall computational complexity is only O(t ·m3) with t being
around 30∼50. Recall that the complexity of the conventional SDP solvers
is about O(m6.5). Therefore, the computational cost of the proposed Du-
alQML algorithm for training is significantly reduced, especially when the
dimensionality of data is high.
3.4. The Complete Algorithm
As we mention previously, the key step of the quadratic projection based
feature extraction framework is to obtain a set of quadratic matrices by
solving the problem of QML. We have shown the elements of the proposed
DualQML based feature extraction algorithm in previous subsections. In
Algorithm 1, we give the detailed outline of the proposed algorithm for image
classification.
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Algorithm 1: The DualQML-based feature extraction algorithm
for image classification
Input: The training data S = {xi}ni=1 ∈ <m with C classes, where
m is the dimensionality of data and a test image.
Output: The class label of the test image.
Training Stage:
Step 1 : Do for l = 1,· · · , C:
1.1 Calculate Oc and
∑
xi∈Ic uixix
T
i based on Ic and Ec of the
c-th class;
1.2 Calculate the gradient of the objective function in (13),
and use L-BFGS-B to optimize (12);
1.3 Calculate
∑
xi∈Ic uixix
T
i according to the output of L-
BFGS-B (i.e., u) and compute Pc according to (7).
Step 2 : Obtain the quadratic matrices for all the classes {Pc}Cc=1.
Step 3 : Compute the feature matrix F = [f1, f2, · · · , fn], where the
j-th element in fi is written as fij = x
T
i Pjxi, j = 1, 2, · · · , C.
Test Stage:
Step 1 : Compute the feature vector p of the test image, where the
j-th element of p is: pj = p
TPjp, j = 1, 2, · · · , C.
Step 2 : Assign a class label to the test image by using the nearest
neighbor classifier based on F and p.
3.5. Discussions
Next, we discuss a couple of important issues about the proposed algo-
rithm. First, compared with the linear feature extraction algorithms (such
as PCA, LDA), the computational complexity of the proposed algorithm is
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higher since an iteration scheme is used to obtain the quadratic matrix dur-
ing the training stage. Nevertheless, the proposed algorithm allows for higher
flexibility of the decision boundary due to the usage of a nonlinear feature
extraction framework. Second, QML is an asymmetric two-class problem
since the number of extra-class samples is usually larger than that of intra-
class samples. Methods to tackle the asymmetry problem include the cascade
classification structure [44], AdaBoost-based algorithms [45], and asymmet-
ric weighting of covariance matrices [46]. In contrast, during the formulation
of QML, we minimize the sum of quadratic projections of the extra-class
samples while constraining the quadratic projections of each intra-class sam-
ple to be larger than 1, which alleviates the overemphasis on extra-class
samples. Third, regularization is critical to ensure excellent generalization
performance for many algorithms. For instance, an effective eigenspectrum
regularization framework [47] was developed to extract discriminative fea-
tures. In this paper, we use a Frobenius norm based regularization term
to enhance the generalization and robustness performance of feature extrac-
tion, which can lead to scalable and simple optimization by considering the
dual formulation. Finally, we note that both distance metric learning (DML)
[29, 30] and QML attempt to learn a p.s.d. matrix. However, their objective
functions are intrinsically different: DML finds a metric for measuring simi-
larity between samples, while QML learns a matrix for feature extraction.
4. Experiments
In this section, the performance of the proposed DualQML-based feature
extraction algorithm is evaluated on three different biometric recognition
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tasks. Experimental configurations are presented in Section 4.1. Experiments
on face recognition, palmprint recognition, and ear recognition are given in
Sections 4.2, 4.3 and 4.4, respectively. The computational complexity of
different methods is analyzed in Section 4.5. Finally, discussions between
different algorithms are shown in Section 4.6.
4.1. Experimental configurations
Seven databases, including four face databases, two palmprint databases,
and one ear database, are used for evaluation. We compare the proposed
algorithm with several state-of-the-art linear feature extraction algorithms,
including the LDA [23], MFA [4], CFA with two correlation filters (i.e., OTF
[25], OEOTF [26]) algorithms, and several nonlinear feature extraction al-
gorithms, including the general tensor discriminant analysis (GTDA) [40],
kernel LDA (K-LDA) [33], maximal linear embedding (MLE) [48], and the
eigenspectrum regularization based kernel LDA (ER-KDA) algorithms [34].
Besides, we also compare with the asymmetric principal component analy-
sis (APCA) [46] and eigenfeature regularization and extraction (ERE) algo-
rithms [47], which address the asymmetric data distribution problem and the
regularization problem, respectively.
All the images are normalized and cropped to the size of 32×32. A series
of experiments is designed to compare the performance of all the competing
methods under conditions with different numbers of training samples. Specif-
ically, in all the experiments, a subset (consisting of m images per individual)
of each database is randomly taken from the database to form the training
set, while the rest of the database is used as the test set. For a fixed value
of m, the experiments with randomly sampled subsets are implemented 30
20
times. We report the average error recognition rate and the standard vari-
ance of the achieved error rates obtained by each competing algorithm as the
final results, where the lowest error recognition rate for each case is formatted
in the bold font. The regularization parameter λ is tuned by using 10-fold
cross-validation, where we set the value of the regularization parameter to
be within [0.1, 10]. To be specific, the training set is randomly partitioned
into 10 equal sized non-overlapping subsets. Among the 10 subsets, a sin-
gle subset is retained as the validation data for testing the model, while the
remaining 9 are used as the training data. The cross-validation process is
then repeated 10 times. Finally, the parameter with the lowest recognition
accuracy is chosen (similar to [49]).
Note that the training process of a quadratic matrix is to produce a
correlation peak only for the authentic samples from the class of interest,
which means that the maximal value criterion, i.e., the class index of the
maximal component in the feature vector, can be used as the classification
rule. Thus, the label of a test sample can be given according to
Label(p) = arg max
i=1,··· ,C
(p[i]), (14)
where p = (p[1],p[2], · · · ,p[C])T is the extracted feature vector correspond-
ing to the test sample.
The maximal value criterion, however, does not consider the features in
the training set, which is beneficial for classification. In this paper, the
nearest neighbor (NN) classifier with the cosine similarity is also employed.
Therefore, for the proposed DualQML algorithm, we respectively evaluate
the method with the cosine similarity for the NN classifier (denoted as Du-
alQML) and that with the maximal value criterion for classification (denoted
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as DualQML (max)). For the other competing algorithms, the NN classifier
with the cosine similarity is employed except for APCA, where the Maha-
lanobis distance is used (APCA with the Mahalanobis distance performs
better than that with other distances [46, 50]).
4.2. Experiments on Face Recognition
In this section, we show the experimental results on face recognition. Four
public face databases, including the AR database1, PIE database2, FERET
database3, and FRGC database4, are used for evaluation.
The AR database consists of over 4,000 face images from 126 individuals,
including frontal views of faces with varying illumination conditions, facial
expressions and occlusions. The images of most individuals were taken twice
at a two-week interval. Therefore, there are two sections on the AR database,
where each section contains 13 face images and 120 individuals (including 65
men and 55 women) participated on both sessions. The images of these
120 individuals are used in our experiments and only the full facial images
are selected here (those facial images with occlusions are excluded since no
attempt is made to handle occluded face recognition for all the competing
methods). Therefore, the selected AR subset contains 120 individuals (each
individual has 14 face images). The PIE database contains a large number of
pose and illumination conditions along with different facial expressions. The
whole PIE database has 41,368 images obtained from 68 individuals, where
1http://www2.ece.ohio-state.edu/∼aleix/ARdatabase.html
2http://www.ri.cmu.edu/research project detail.html?project id=41&menu id=261
3http://www.itl.nist.gov/iad/humanid/feret/feret master.html
4http://www.nist.gov/itl/iad/ig/frgc.cfm
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each individual were recorded under 43 illumination conditions, 13 poses
and 3 facial expressions. Because all the competing methods mainly focus
on frontal/near-frontal face recognition, we use the frontal images (with all
illumination and facial expression changes) for each individual. Hence, the
selected PIE subset contains 68 individuals (each individual has 46 face im-
ages). The AR and PIE face databases are used to evaluate the performance
of different methods under various illumination and facial expression changes.
Several examples on the AR and PIE face databases are shown in Fig. 1.
The FERET database is a result of the FERET program sponsored by
the US Department of Defense. It contains various facial expressions, illu-
mination conditions, pose variations. To evaluate the performance of the
method under small pose variations, we choose the pose subset of FERET
which contains 1,400 images of 200 subjects (each subject has 7 images with
pose angle ranging from −25◦ to +25◦).
The FRGC version 2.0 is a large-scale face database established under
uncontrolled indoor and outdoor settings. To evaluate the performance of the
method under both indoor and outdoor environments, we use 6,000 images of
300 subjects (40 images for each subject). The face images in this subset are
captured in controlled and uncontrolled conditions with severe illumination
variations. Several examples on the FERET and FRGC face databases are
shown in Fig. 2. For all the databases, the values of m (i.e., the number of
images for each individual) to compose the training set are set to 2, 4, 6,
8, respectively (expect for FERET where the values of m are set to 2, 4, 6,
respectively).
The average error recognition rates and standard variances obtained by
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Figure 1: Sample images of two individuals on the AR (first row) and PIE
(second row) face databases.
Figure 2: Sample images of two individuals on the FERET (first row) and
FRGC (second row) face databases.
all the competing algorithms versus different values of m on different face
databases are shown in Tables 1 and 2. From the results, we can see that
the proposed DualQML-based feature extraction algorithm achieves the best
performance. Compared with DualQML (max), DualQML with the cosine
similarity improves the error rates, which demonstrates the advantages of
using the cosine similarity measure as a metric. Due to the usage of the
eigenspectrum regularization, ER-KDA and ERE obtain lower error recog-
nition rates compared with the linear-based algorithms, such as LDA, MFA
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Table 1: The average error recognition rates (mean%±std.dev.) obtained by
the competing algorithms on the AR and PIE face databases.
Algorithm
AR PIE
m = 2 m = 4 m = 6 m = 8 m = 2 m = 4 m = 6 m = 8
APCA 9.35±2.2 6.47±1.5 5.90±2.1 4.57±2.0 20.11±2.1 16.90±1.8 13.34±1.4 10.54±1.4
LDA 10.88±2.1 7.04±1.8 6.34±1.8 4.11±1.7 22.54±2.3 15.24±1.7 13.01±1.5 9.56±1.4
MFA 10.86±2.2 6.95±1.7 6.21±2.0 5.43±1.5 22.98±2.4 17.38±1.9 14.80±1.7 12.23±1.6
CFA-OTF 10.02±2.0 6.40±1.6 5.53±1.4 4.34±1.7 20.01±1.7 16.12±1.6 14.01±1.2 11.86±1.5
CFA-OEOTF 8.27 ±1.8 6.13±1.3 4.22±1.4 3.38±1.5 18.43±1.4 15.10±1.5 14.43±1.3 11.21±1.4
GTDA 10.10±2.0 7.38 ±1.4 6.62±1.6 .5.58±1.5 17.11 ±1.3 15.00±1.3 14.21±1.4 10.76±1.5
ERE 6.34±1.6 4.57±0.9 3.86±1.1 2.82±1.0 15.24±0.8 10.79±0.6 8.23±0.6 6.23±0.5
K-LDA 12.46±2.5 7.13±1.2 5.65±1.5 4.87±1.1 21.90±1.2 18.10±1.1 16.23±1.0 14.42±1.1
MLE 11.17±2.7 7.10±1.2 6.29±1.5 5.20±1.4 17.02 ±1.1 14.95±1.0 12.10±1.2 11.32±0.9
ER-KDA 9.30±1.3 5.26±1.1 4.65±1.2 3.99±1.2 15.88 ±1.2 10.42 ±1.1 9.90±1.2 7.54±1.0
DualQML (max) 10.80±2.1 7.35±1.5 5.21±1.2 3.121±1.1 18.24 ±1.3 15.06 ±1.1 13.00±0.9 11.02±1.1
DualQML 6.20±1.5 4.21±1.0 3.39±1.2 1.93±1.0 13.12 ±0.5 8.34±0.6 6.45±0.5 5.32±0.4
and CFA-OTF. In contrast, by exploiting the quadratic form, DualQML
makes feature extraction more effective and discriminative. In summary,
DualQML shows more effectiveness for feature extraction in the application
of face recognition than the other competing algorithms.
Note that several algorithms (such as ERE and DualQML) also achieve
the good performance on the AR, PIE and FERET databases when m =
4, 6, 8. However, these algorithms obtain higher error rates on the FRGC
database which is captured under uncontrolled conditions. Therefore, how
to further improve the performance of the feature extraction algorithms for
databases under uncontrolled environments needs more investigation.
Both CFA (based on correlation filters) and the proposed algorithm (based
on quadratic matrices) distinguish one specific class from all other classes for
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Table 2: The average error recognition rates (mean%±std.dev.) obtained by
the competing algorithms on the FERET and FRGC face databases.
Algorithm
FERET FRGC
m = 2 m = 4 m = 6 m = 2 m = 4 m = 6 m = 8
APCA 30.25±1.5 26.81±1.7 20.80±1.5 67.23±2.5 58.90±2.4 46.17±2.2 35.42±2.1
LDA 34.27±1.9 25.18±1.6 18.43±1.6 65.34±2.6 57.54±2.5 44.75±2.4 32.14±1.9
MFA 31.15±2.0 24.15±1.8 20.64±1.9 62.05±2.7 56.94±2.5 45.56±2.3 33.11±2.2
CFA-OTF 42.96±2.0 27.05±1.8 22.39±1.7 59.43±2.2 50.12±1.8 42.25±1.7 30.41±1.5
CFA-OEOTF 28.14±1.6 11.31±1.9 8.12±1.7 55.01±1.6 45.07±1.5 39.84±1.5 27.91±1.0
GTDA 30.15±2.0 20.72±2.2 15.55±2.0 68.23±2.5 60.01±2.3 46.96±2.4 35.65±2.5
ERE 20.17±1.5 6.33±1.7 5.19±1.8 50.49±1.8 41.94±1.7 35.23±1.5 25.09±1.6
K-LDA 25.33±2.1 14.95±1.5 10.29±1.4 54.82±2.2 43.93±2.0 39.11±1.8 26.64±1.7
MLE 25.30±2.0 15.13±1.3 12.10±1.2 58.21±2.4 44.10±2.2 37.95±1.9 25.19±1.9
ER-KDA 22.54±1.8 10.15±1.5 8.34±1.4 51.13±1.7 41.53±1.6 34.00±1.8 26.66±1.8
DualQML (max) 23.47 ±2.1 12.10±1.7 11.68±1.8 50.96±1.6 40.21±1.4 35.12±1.9 25.21±1.7
DualQML 19.21 ±1.6 6.15±1.2 5.43±1.0 43.22±1.4 35.14±1.3 29.14±1.4 20.45±1.1
one projection axis. However, the design of correlation filter usually uses
the equality constraints while the optimization problem of QML adopts the
inequality constraints, which effectively improve the generalization ability of
the learned quadratic matrix.
4.3. Experiments on Palmprint Recognition
In this section, we conduct experiments on palmprint recognition. The
PolyU palmprint database [8] contains 7,752 gray-scale images of 386 different
palms. The CASIA palmprint database [51] contains 5,502 palmprint images
captured from 312 subjects. We use the two databases for evaluation. The
values of m to compose the training set are set to 2, 4, 6 and 8, respectively.
Several examples of the palmprint images in the database are shown in Fig.
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3.
Figure 3: Sample images of two palmprints on the PolyU (first row) and
CASIA (second row) palmprint databases.
Table 3: The average error recognition rates (mean%±std.dev.) obtained by
the competing algorithms on the PolyU and CASIA palmprint databases.
Algorithm
PolyU CASIA
m = 2 m = 4 m = 6 m = 8 m = 2 m = 4 m = 6 m = 8
APCA 25.61 ± 1.8 16.19 ±1.7 9.43±1.7 6.20 ±1.5 19.59 ±2.3 16.53±1.4 13.29±1.2 10.33 ±1.1
LDA 27.12±2.0 19.50±1.8 12.23±1.6 9.09±1.6 21.34 ±2.2 15.51±1.3 12.20±1.3 8.93 ±1.2
MFA 23.94±2.1 15.19±1.9 9.21±1.8 7.40±1.7 23.54 ±1.5 13.50±0.9 11.49±1.2 8.10±1.3
CFA-OTF 22.85±1.9 15.01±1.8 10.23±1.7 7.29±1.6 25.59 ±2.1 21.41±1.3 16.23±1.4 12.98 ±1.3
CFA-OEOTF 21.12±1.8 13.81±1.7 9.10±1.5 6.93±1.5 17.93 ±2.2 15.05±1.2 13.10±1.1 9.34 ±1.2
GTDA 24.15±2.1 18.32±2.0 13.92±1.9 10.10±1.8 20.54 ±1.6 17.53±1.0 15.51±1.2 11.29±1.0
ERE 19.27±1.6 12.43±1.5 9.13±1.6 7.02±1.4 14.56±1.3 8.95±1.3 6.23±1.2 5.12±1.1
K-LDA 26.23±2.0 19.43±1.9 10.90±1.6 8.11±1.7 19.02 ±3.2 14.95±1.1 13.93±1.0 10.02±0.9
MLE 23.11±1.9 16.53±1.8 13.12±1.6 11.42±1.7 20.64±1.8 15.91±0.8 13.90±1.0 11.31±1.1
ER-KDA 20.01±1.6 12.96±1.7 9.20±1.6 7.90±1.5 14.67 ±1.5 10.54±1.2 7.94±1.1 5.99±0.9
DualQML (max) 18.32±1.7 12.10±1.5 10.39±1.6 8.44±1.6 18.09 ±1.8 14.94±1.0 12.12±1.1 10.45 ±0.8
DualQML 16.07±1.4 10.69±1.3 7.87±1.3 5.13±1.1 13.55±1.3 8.78±0.7 5.31±1.1 4.92±0.7
The experimental results are shown in Table 3. We can see that the
DualQML-based feature extraction algorithm achieves the lowest error recog-
nition rates among all the competing algorithms. In this experiment, LDA
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achieves high error recognition rates. This is due to the fact that the linear
projection technique extracts less discrimination information than the non-
linear projection one in dealing with variations of palmprints. Specifically,
ER-KDA and ERE achieve lower error recognition rates compared with LDA,
MFA, and CFA-OTF. The performance obtained by CFA-OEOTF is better
than that obtained by CFA-OTF due to the fact that CFA-OEOTF empha-
sizes the separation of intra-class and extra-class samples, while CFA-OTF
focuses on the minimization of the correlation energy. GTDA considers an
image as a tensor (i.e., a matrix), so that the internal geometric structure
is kept. However, GTDA is still based on linear projections of data. Al-
though APCA addresses the issue of asymmetric data distribution, it might
not be effective to extract a compact feature set for classification. In compar-
ison, DualQML learns different quadratic matrices for different classes. Even
though the possibility of similar classes in the training set exists, the trained
models of similar classes are largely different to each other. Therefore, Du-
alQML can extract more discriminative features than the other competing
algorithms.
4.4. Experiments on Ear Recognition
In this section, we use the IIT Delhi ear database [52] for ear recognition.
The database consists of the images of 212 subjects with 754 ear images
(each subject has at least three ear images). The whole database is used for
evaluation. Since some subjects in this database only have three ear images
per subject, the values of m to compose the training set are set to 2 and
3, respectively. Several examples of the two ear images in the database are
shown in Fig. 4.
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Figure 4: Sample images of two ears on the IIT Delhi ear database.
Table 4: The average error recognition rates (mean%±std.dev.) obtained by
the competing algorithms on the IIT Delhi ear database.
Algorithm m = 2 m = 3
APCA 24.28±1.0 17.90±0.9
LDA 24.98±0.8 16.31±0.7
MFA 18.12±0.7 15.11±0.8
CFA-OTF 16.88±0.7 13.54±0.6
CFA-OEOTF 15.50 ±0.8 11.13±0.7
GTDA 16.67±0.9 13.10 ±0.8
ERE 13.98±0.9 6.57 ±0.6
K-LDA 17.23±0.7 14.64±0.5
MLE 16.69±0.8 9.23±0.9
ER-KDA 16.46±0.7 8.29±0.6
DualQML (max) 15.86±0.7 9.13±0.9
DualQML 13.83±0.4 5.72±0.4
The experimental results are given in Table 4. The proposed DualQML
algorithm achieves the best results, with at least ∼2% improvements on the
error rates than all the other algorithms. Especially, APCA and LDA get the
worst error recognition rates, which are much higher than the proposed Du-
alQML. This validates that DualQML is more effective for feature extraction
than APCA and LDA. The error recognition rates obtained by GTDA and
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K-LDA are higher than ER-KDA. This is because that ER-KDA considers
the information in both the range space and the null space. ERE achieves
the error rates comparable to DualQML due to an effective eigenspectrum
model to alleviate problems of instability and overfitting when the number
of training samples is not large. Both MLE and DualQML are the nonlinear
feature extraction methods. However, MLE uses the combination of local
linear models, which requires a large number of training samples. In con-
trast, DualQML considers the regularization principle to effectively handle
the situation when data contain a limited number of training samples.
4.5. Computational Complexity
We give the computational time comparisons between the proposed Du-
alQML method and several representative feature extraction methods, in-
cluding APCA, LDA, K-LDA, ER-KDA. All the computational time is re-
ported on a workstation with 2 Intel Xeon E5620 (2.40GHz) CPUs (only one
core is used) on the MATLAB platform. Table 5 shows the total time spent
on the training and the average time for testing a single image on the AR
database (when m = 2).
The computational time of DualQML used for training is higher than
that the of other methods. This is because the iterative procedure is used
to obtain the quadratic matrices by considering the positive semidefinite
constraint. However, the computational time of DualQML used for test is
faster than the kernel-based nonlinear algorithms, such as K-LDA, ER-KDA
(note that the time complexity of DualQML for test is O(Cp2 + Cp), where
C is the number of classes and p is the input dimensionality, while that of
the kernel-based nonlinear projection based algorithms is O(dnp), where d
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Table 5: Comparisons of the computational time (in seconds) used by the
competing algorithms on the AR database.
Algorithm Training time Average test time
APCA 65.83 0.008
LDA 83.54 0.008
K-LDA 522.21 3.501
ER-KDA 1031.53 3.802
DualQML 5201.27 1.431
is the reduced dimensionality and n is the number of data points). The
proposed DualQML achieves lower error rates compared with the competing
algorithms on different biometric tasks. On the other hand, the average
test time of the proposed algorithm is about 1 seconds per image. As the
training stage is usually performed offline, the computational complexity of
the proposed method will not limit its applications to real-world tasks.
4.6. Discussions
There are two reasons to explain why the proposed DualQML algorithm
shows a better performance than the state-of-the-art algorithms, such as
LDA, MFA, CFA, K-LDA, MLE, and ER-KDA:
1) The problem of DualQML is cast as a constrained optimization frame-
work, which tries to optimize the separation between the extra-class samples
and intra-class samples. LDA and MFA try to find a global projection that
can maximize the between-class scatter and minimize the within-class scatter
simultaneously. CFA obtains a linear projection that can discriminate one
class from the other classes. Both K-LDA and ER-KDA techniques extend
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LDA to nonlinear projections based on the kernel technique. MLE aligns
local linear models in a global coordinate space. Most methods attempt
to learn a projection that shrinks distances between the same classes and
expands distances between different classes in a global sense. However, the
local structures in each class might not be well learned by these methods [30].
In contrast, the proposed algorithm explicitly encourages unconstrained pro-
jected value for each sample of the class of interest, which can better adapt
to different class distributions.
2) DualQML extracts features in a class-specific manner while other algo-
rithms extract features in a generic way. For each class in the training set, a
class-specific model is learned to distinguish one class from the other classes.
Based on the design criterion of QML, the features extracted from the same
class are similar while those from different class are different. Therefore,
DualQML can better discriminate similar classes.
5. Conclusions
In this paper, we have presented a novel quadratic projection based fea-
ture extraction framework and applied it to biometric recognition. The key
step is to obtain a set of quadratic matrices by solving the problem of the
quadratic matrix learning (QML). To address the scalability of QML, we
have developed an efficient DualQML algorithm. The key idea is that, rather
than solving the primal problem, we solve the Lagrange dual problem by ex-
ploiting the special structure of QML. The proposed algorithm is simple to
implement and scalable to high-dimensional biometric data. Experimental
results on three types of biometric recognition tasks have shown the superi-
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ority performance of the proposed feature extraction algorithm.
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