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En este documento se presenta una técnica para simplificar nubes de puntos, la cual se 
basa en la información espacial contenida en una nube de puntos no estructurada. Para 
lograr esto, se pretende reorganizar el conjunto de datos de manera tal que al inicio del 
archivo se ubiquen los puntos más significativos para el modelo 3D, esto permite que el 
conjunto de datos pueda ser cargado, visualizado o almacenado de forma progresiva. 
Para clasificar los puntos de acuerdo a su importancia dentro del conjunto de datos,  el 
modelo 3D es dividido en segmentos relativamente planos usando un algoritmo de 
crecimiento de regiones, luego cada región es analizada para clasificar los datos dentro 
de ella como puntos pertenecientes a algún borde o puntos pertenecientes a zonas 
intermedias de la superficie. Finalmente se realiza un muestreo de los datos clasificados 
y se ordenan en el archivo. De esta forma el usuario puede tener el control de la cantidad 
de puntos que desea cargar del archivo y así se obtiene un modelo de diferentes 
resoluciones. 
  
Palabras clave: Simplificación de nubes de puntos, estructuras de datos espaciales, 
sistemas multirresolución, algoritmo de niveles de detalle, carga progresiva.  
 
Abstract 
Design of a data sampling scheme for the progressive loading and storage of point 
clouds. In this document a technique to simplify point clouds is presented, which is based 
in the spatial information contained in a unstructured point cloud. To achieve this, the 
intention is to reorganize the data set in such a way that the most significant dots for the 
3D model are located at the beginning of the file, which allows that the data set can be 
uploaded, viewed or stored in a progressive way. To classify the dots according to their 
importance within the data set, and in this way re arrange the file, the 3D model is split 
into segments relativity plane using a region growing algorithm, next each region is 
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analyzed to classify the data inside it as dots belonging to any border or dots belonging to 
intermediate zones of the surface. Finally, a sampling of the classified data is made and 
they are arranged in the file. In this way the user can control the amount of dots that he 
wants to upload from the file and so he gets a model of different resolutions. 
 
Keywords: Point cloud simplification, spatial data structures, multiresolution systems, 
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a visión artificial o visión por computadora es una área de gran interés debido a que 
los humanos percibimos nuestro entorno en términos de imágenes. Esta área de 
estudio está compuesta por una gran cantidad de procesos que sirven para mejorar la 
información gráfica y de este modo facilitar la interpretación por el ojo humano. Estos 
procesos también pueden ser usados para almacenar, transmitir y/o adecuar la 
información en sistemas de percepción autónomos, este campo de estudio se conoce 
con el nombre de procesamiento digital de imágenes. Una de las ramas de la visión por 
computadora es el área que se encarga del procesamiento de imágenes en tres 
dimensiones (3D), las cuales representan la entrada básica a un sistema de percepción 
en formato 3D [1]. Cada una de las muestras adquiridas, además de su correspondiente 
coordenada  , ,x y z  en el espacio, pueden llevar asociada información de carácter físico, 
como color de la superficie, índice de reflectividad del material, temperatura, etc. Al 






Figura 1.1. A la izquierda de la figura se observa una nube de puntos sin una malla definida, mientras 
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Pero, ¿por qué utilizar nubes de puntos si existen imágenes en 2D las cuales son mucho 
más sencillas de procesar?, simple, porque el mundo real es en 3D no en 2D, las 
imágenes en dos dimensiones no siempre infieren suficiente información del mundo real, 
en cambio las nubes de puntos entregan información precisa, como por ejemplo las 
dimensiones reales del modelo. El propósito de estos conjuntos de datos habitualmente 
es ser objeto de algoritmos de carácter espacial que pueden sustraer información 
relevante para un usuario, como por ejemplo adquirir planos CAD (Computer Aided 
Design), reconstruir superficies  y curvas de nivel o analizar estructuras civiles. Las nubes 
de puntos pueden representar explícitamente superficies, por ejemplo, en ciencias de la 
tierra [2], superficies volumétricas o iso-superficies de datos como en aplicaciones 
médicas [3] o en la visualización de campos vectoriales [4].  
 
Además sus aplicaciones van desde el entretenimiento hasta la investigación científica, 
son usadas por compañías como PIXAR® para realizar películas animadas, pueden 
recrear un museo como el museo de ciencia de Londres, son usadas también para 
simular partes mecánicas o estructuras civiles, recrear mapas de ciudades en 3D o por 
ejemplo, utilizarlas para que un robot pueda conocer su entorno con precisión; sus 
aplicaciones son bastante amplias [1]. 
 
Los recientes avances en las técnicas de adquisición de nubes de puntos, permiten que 
las representaciones 3D del mundo real sean digitalizadas con precisión milimétrica. 
Existen, en la actualidad, digitalizadores 3D para la adquisición de superficies con la 
capacidad de producir nubes de puntos que contienen millones de muestras del modelo 
real [5] y dado que cada vez se utilizan para problemas más complejos que requieren 
mayor precisión, esto puede llegar a suponer varias decenas o centenas de Gigabytes de 
información lo cual es computacionalmente muy costoso sólo para almacenarla, incluso 
en los últimos niveles de la jerarquía de memoria (discos duros) [6], hasta la visualización 
3D más simple se torna problemática debido a su gran tamaño. 
1.1 Motivación 
Como se mencionó anteriormente, una de las principales dificultades que ha 
obstaculizado el desempeño en el procesamiento de modelos 3D es la gran cantidad  de 
datos. Por ejemplo, los investigadores del proyecto de digitalización del David de Miguel 
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Ángel [5], escanearon la estatua con el propósito de conservar un modelo digital para el 
estudio de su estructura, este trabajo necesitó cientos de millones de puntos. Por otra 
parte, los sistemas LIDIAR [6] (Light Detection And Ranging), recolectan puntos en el 
espacio a partir de un sensor ubicado en una aeronave, estos sistemas capturan billones 
de puntos de la superficie muestreada. Manejar esta cantidad de datos, se ha convertido 
en un desafío para poderlos procesar, visualizar o transmitir. 
 
La salida más cruda de un digitalizador 3D consiste generalmente en una nube de puntos 
que tiene una redundancia considerable en sus datos. Parte del proceso típico para el 
procesamiento de una modelo 3D consiste en convertir una nube de puntos en una malla 
construida a partir de polígonos a través de algoritmos de reconstrucción de superficies, 
los cuales son computacionalmente costosos. Reducir la complejidad de estos conjuntos 
de datos es un punto clave en las técnicas de pre-procesamiento para poder visualizarlas 
o trabajar con ellas. Es una práctica común realizar procesamientos posteriores para 
modificar o simplificar el tamaño de estas superficies basadas en modelos poligonales, a 
menudo la simplificación de las mallas resulta tan costosa computacionalmente que se 
vuelve un proceso difícil de realizar [7] [8] [9]. 
 
Este es el caso del proyecto del David de Miguel Ángel, desde el año 1992 el profesor 
Marc Levoy y su grupo de estudiantes han investigado en métodos para la digitalización 
de objetos usando digitalizadores 3D basados en escáneres que proyectan una luz láser 
sobre el modelo real [10]. En 1997 comenzaron a trabajar en el proyecto del David de 
Miguel Ángel, para el año 1999 el modelo digital poseía 2 mil millones de polígonos y 
7000 imágenes en color. Este volumen de información era algo que difícilmente se podía 
visualizar en un computador de aquella época, por tal motivo surgió la necesidad de 
desarrollar un software que tuviera la capacidad de procesar esta información de una 
manera eficiente. Por tal motivo durante el curso del proyecto del David, se diseño un 
programa para la visualización de modelos geométricos de gran volumen de información, 
a este proyecto se le conoce con el nombre de QSplat.  
 
QSplat [11], permite el renderizado de modelos que poseen millones de datos de 
información espacial, ya que se basa en técnicas que cargan el modelo de forma 
progresiva. Este combina técnicas de jerarquías de estructuras de datos basado en 
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esferas envolventes y un sistema de renderización basado en puntos primitivos de la 
tarjeta de memoria gráfica. Este tipo de sistemas se basaban en modelo poligonales. 
 
Sin embargo, el surgimiento de nuevas tecnologías ha conducido al desarrollo de 
sistemas de adquisición 3D más sofisticados, debido a esto los modelos de nubes de 
puntos poseen cada vez un mayor número de muestras de la superficie. Por tal motivo,  
los polígonos que se forman entre puntos son cada vez más pequeños, esto ha 
incrementado el interés en representaciones basadas en nubes de puntos sin una malla 
definida. Los polígonos en la superficie han sido reducidos en tamaño para obtener mejor 
precisión y fidelidad de estos modelos, consecuentemente durante la renderización la 
resolución de la pantalla se ve saturada y muchos de estos polígonos son innecesarios, 
por esta razón los modelos basados en nubes de puntos pueden llegar a ser más 
eficientes en este tipo de casos [12]. 
 
Este es el caso de Moenning y Dodgson [13], los cuales presentan un algoritmo para la 
simplificación de nubes de puntos en el cual se obtienen diferentes densidades del 
conjunto de datos, el algoritmo es computacionalmente eficiente y no requiere que la 
nube de puntos tenga una malla construida previamente, este algoritmo hace uso de una 
técnica desarrollada por los mismos autores conocida con el nombre de Fast Marching 
farthest point sampling for implicit surfaces and point clouds [14]. Esta técnica se basa en 
diagramas de Voronoi para muestrear la nube de puntos, los resultados de esta técnica 
son muy buenos, sin embargo los nuevos puntos no tienen las mismas coordenadas de 
los puntos originales ya que el conjunto de datos nuevo es una versión muestreada de la 
nube de puntos original. El la ¡Error! No se encuentra el origen de la referencia. de 
[13], Moenning y Dodgson presentan se una nube de puntos en varias resoluciones 
muestreada con esta técnica. 
 
Otra técnica es propuesta por Dey et al. [15], en la cual plantean un algoritmo para 
simplificar nubes de puntos el cual detecta puntos redundantes en el conjunto de datos 
de entrada basándose en diagramas de Voronoi y características locales de los puntos. 
El objetivo principal de este trabajo es eliminar puntos dentro del conjunto de datos y 
determinar un parámetro que sirve para determinar el nivel de diezmado del conjunto de 
datos. Sin embargo este método es muy sensible a los valores de la curvatura, además 
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necesita mantener durante toda su ejecución los diagramas 3D de Voronoi, lo cual tiende 
a ser computacionalmente costoso y necesita mucho espacio en memoria. En la Figura 2 
de [15], Dey et al. presentan algunos resultados de esta técnica. 
 
Por otra parte, Boissonnat and Cazals [16], presentan un algoritmo para simplificación de 
nubes de puntos, este algoritmo toma un conjunto de puntos aleatorio del conjunto de 
datos original y usa triangulación de Delaunay para definir una función de distancias 
alrededor del conjunto. Esta función implícita se utiliza para extender el conjunto inicial 
hasta que se encuentre una cantidad de puntos que estén dentro de una tolerancia de 
error aproximado definido por el usuario.  Posteriormente, se construye una malla a partir 
del subconjunto extendido utilizando triangulación de Delaunay [17]. Si la superficie 
reconstruida no cumple con la condición de error preestablecida, se insertan puntos 
adicionales, organizados a partir de su distancia con respecto a la cara más cercana de 
la superficie. Este método para simplificar nubes de puntos es computacionalmente 
costoso, puesto que se debe mantener la triangulación de Delaunay durante todo el 
proceso. Por lo tanto no aprovecha un procesamiento basado únicamente en la nube de 
puntos, ya que este está restringido a la triangulación. 
 
Mohan y Narayanan presentan un algoritmo de descomposición progresiva de nubes de 
puntos sin planos locales [12], el cual tiene como objetivo el reordenamiento de los datos  
para descomponer la nube de puntos en diferentes niveles de resolución basándose en 
la proximidad que existe entre los puntos. Este método reordena los puntos en conjuntos 
de aproximaciones de los datos y conjuntos de niveles de detalles, algo parecido a la 
descomposición a través de la transformada de wavelet. 
 
Los puntos se reordenan de forma recursiva basándose en un emparejamiento óptimo 
usando la técnica propuesta en [18], viendo el conjunto de datos como si fuera un grafo. 
Luego realizan una cuantización balanceada en cada nivel de división, esto resulta en 
una mayor compresión de los datos. Después de cuantizar los datos, realizan una 
compresión sin pérdida usando un codificador aritmético [19].  
 
Finalmente también plantean un esquema para la representación progresiva de los 
puntos  usando la transformada discreta de wavelet para comprimir los vectores de 
detalles. Con este último proceso se pueden incluir selectivamente diferentes números de 
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coeficientes de la descomposición de wavelet en cada nivel de detalle y así se van 
añadiendo detalles selectivamente de forma que la nube de puntos se va refinando a 
medida que se le añaden puntos, hasta llegar de nuevo a la nube original. 
 
Este esquema no requiere de los planos o reconstrucción de la superficie para codificar o 
decodificar el conjunto de datos, además la posición de los puntos se mantiene en sus 
coordenadas originales en todos los niveles de descomposición y la nube de puntos 
original puede ser reconstruida sin pérdida a partir de la descomposición. 
 
Pauly et al. [20] adaptan varias técnicas comunes para la simplificación de mallas a la 
simplificación de nubes de puntos sin una malla definida. Uno de ellos es el método 
iterativo de simplificación basado en errores cuadráticos, el cual produce conjuntos de 
puntos con errores bajos de aproximación al modelo original, sin embargo este método 
es muy sensible en tiempo de ejecución al tamaño de la nube de puntos. Otro método 
propuesto es una técnica basada en la simulación de partículas para simplificar nubes de 
puntos, este método también presenta un error bajo al comparar la nube simplificada con 
el modelo original, no obstante es computacionalmente ineficiente. Pauly et al. además 
destacan dos métodos basados en la segmentación del conjunto de datos en regiones o 
clusters, la idea principal de este tipo de métodos es dividir el modelo en subconjuntos y 
reemplazar todos los puntos que pertenecen a un mismo subconjunto por un punto 
común. El primero es un método incremental uniforme el cual segmenta la nube de 
puntos usando un algoritmo de crecimiento de regiones, posteriormente se analiza cada 
segmento individualmente para simplificarlo. El segundo método es un algoritmo de 
agrupamiento jerárquico, el cual calcula los subconjuntos de la nube de puntos 
dividiéndola de forma recursiva usando una técnica conocida con el nombre de división 
binaria del espacio (BSP). Ambos métodos son computacionalmente eficientes, aunque 
el error con respecto al conjunto de datos original es un poco más alto que los otros 
métodos propuestos por ellos, además hay que tener en cuenta que estos métodos son 
sensibles a ciertas características asociadas a las nubes de puntos, conocidas con el 
nombre de características principales, las cuales serán abordadas más adelante. 
 
Gobbetti y Marton, en su artículo Layered Point Clouds [21], exponen un sistema para la 
visualización y renderización de nubes de puntos. Dentro de su trabajo proponen una 
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técnica para ordenar la nube de punto en un árbol binario, de tal forma que cada nivel del 
árbol representa un nivel de detalle (LOD). En otras palabas, se construye un árbol 
jerárquico a partir de la nube de puntos, reordenando y agrupando el conjunto de puntos 
en subconjuntos, donde cada subconjunto es un nodo de un árbol binario. El modelo final 
tiene exactamente la misma cantidad de puntos y estos no son movidos de sus 
coordenadas originales, solo que este está dividido en segmentos y cada segmento 
corresponde a un nivel de detalle. Para construir el árbol, primero se escogen M  
cantidad de puntos uniformemente distribuidos sobre toda la nube de puntos y se 
agregan al nodo raíz del árbol, los puntos restantes pertenecerán a los nodos hijos de la 
raíz. Para definir los nodos hijos, se  encierran la nube de puntos en una caja envolvente 
(bounding box) y se divide el conjunto de datos a lo largo del eje más largo, los puntos 
restantes a la izquierda de la división pertenecen al hijo de la izquierda y los de puntos 
restantes a la derecha de la división pertenecen consecuentemente al hijo de la derecha 
y se repite el mismo proceso con cada subconjunto, teniendo en cuenta que siempre se 
deben escoger M  puntos distribuidos uniformemente sobre todo el subconjunto; por lo 
tanto los nodos hoja son aquellos que son indivisibles, ya que tienen una cantidad de 
puntos menor al límite preestablecido M . La raíz del árbol representa el modelo 
completo pero en baja resolución, esta estructura se puede comprender mejor en la 
Figura 1.2. 
 
Figura 1.2. Esquema del árbol binario para generar niveles de detalles propuesto por Gobbetti y 
Marton. Esta figura fue tomada de [21]. 
 
Por lo tanto resulta interesante plantear una alternativa al proceso de simplificación de 
nubes de puntos antes que esta sea procesada para la reconstrucción de su superficie a 
través de polígonos. La simplificación de nubes de puntos es un proceso mucho más 
eficiente y tiende a ser computacionalmente menos demandante, además tiene un uso 
de memoria menor ya que no se tiene que mantener la estructura de los datos de la 
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malla. Una vez sea simplificada la nube de puntos, se puede proceder a realizar 
cualquier procesamiento sobre esta, es común que uno de los primeros pasos sea la 
reconstrucción de la superficie a partir de polígonos que conectan los puntos del conjunto 
de datos como el algoritmo de los cubos marchantes [22].  
 
1.2 Estado del arte 
Benhabiles et al. en su trabajo titulado Fast simplification with sharp feature preserving for 
3D point clouds [23], proponen un algoritmo para simplificar nubes de puntos, este 
método está basado en una técnica hibrida que combina técnicas de segmentación y 
técnicas de coarse-to-fine, con el fin de identificar regiones que contengan bordes 
sobresalientes o agudos. La nube simplificada resulta en un conjunto de datos que posee 
baja densidad de puntos en las áreas planas y una mayor densidad de puntos en áreas 
de curvatura alta. Para evitar calcular la curvatura de todos los puntos, primero 
segmentan el modelo original en voxels de tamaño uniforme, posteriormente todos los 
puntos que están dentro de un mismo voxel son aproximados a su centroide y finalmente 
calculan la curvatura de los puntos de este nuevo conjunto de datos. Luego escogen los 
puntos de mayor curvatura en este nuevo conjunto de datos y seleccionan sus vecinos 
más cercanos de la nube original, los cuales son incluidos en el modelo nuevo.  En la 
Figura 1 de [23] se ilustra este proceso. Sin embargo, este algoritmo no conserva la 
totalidad de los puntos del conjunto de datos original y no es posible revertir el proceso o 
recuperar el modelo original a partir del modelo resultante. Además, la técnica de 
simplificación usada es muy sensible al ruido. 
 
Zhaoxia y Wenming en su documento Kd-tree Based Nonuniform Simplification of 3D 
Point Cloud [24], presentan una técnica para simplificar nubes de puntos de manera no 
uniforme, es decir que la densidad de puntos alrededor de toda la superficie no es la 
misma. Este método utiliza estructuras arboles k-dimensionales (Kd-trees) para calcular 
los vecinos más cercanos a cada punto y la normal de cada punto, luego se calcula la 
tasa de cambio del vector normal de cada punto con respecto a sus vecinos más 
cercanos y se eliminan los puntos que estén por debajo de un umbral   definido por el 
usuario. Sin embargo esta es una simplificación con perdidas y no se puede controlar la 
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cantidad de puntos que se quieren eliminar. En la Figura 3 de [24], Zhaoxia y Wenming 
ilustran un modelo simplificado con esta técnica. 
 
Li et al. presentan un algoritmo para simplificar nubes de puntos basado en la desviación 
estándar del vector normal en su artículo titulado A Self-adaption Fast Point Cloud 
Simplification Algorithm Based on Normal Eigenvalues [25]. Primero organizan los datos 
en un Kd-tree y encuentran los vecinos más cercanos a cada punto, en el articulo 
proponen encontrar 4 vecinos para cada punto y posteriormente calculan la distancia 
promedio entre cada punto y sus vecinos. Luego realizan un muestreo de puntos 
teniendo en cuenta la estructura del Kd-tree, las dimensiones de cada voxel y la distancia 
promedio entre puntos para simplificar el modelo tridimensional. Finalmente calculan los 
puntos de alta curvatura en la nube de puntos y combinan la nube de puntos simplificada 
con los puntos de alta curvatura. En la Figura 10 de [25], Li et al. presentan uno de los 
resultados de este método. 
 
Xianglin y Mingyong en su trabajo Point Sets Simplification Using Local Surface Analysis 
[26], desarrollaron un algoritmo el cual preserva la información de cambios bruscos en la 
superficie, como por ejemplo las esquinas agudas del modelo original. El diezmado del 
conjunto de datos se realiza eliminando puntos de la nube original y no cargándolos en 
un nuevo modelo. El principio que utilizan para simplificar las nubes de puntos se basa 
en el análisis de la superficie subyacente a cada punto del conjunto de datos. Primero se 
calculan los k  vecinos más cercanos a cada punto dentro del conjunto de datos y 
también calculan la densidad local de puntos   de cada vecindario. Luego organizan 
todas las muestras a partir de la densidad asociada a cada punto y comienza el proceso 
de simplificación a partir del punto 
ip  de menor densidad, con respecto a este último se 
elimina el vecino más cercano y se actualizan los datos de densidad y distancia del 
vecindario de 
ip , los cuales son introducidos nuevamente a la lista de puntos organizada 
según la densidad local. Este proceso se repite hasta que se haya alcanzado el tamaño 
de reducción deseado del modelo. Una de las implementaciones de este algoritmo es 
ilustrada en la Figura 5 de [26]. 
 
XiWei et al. proponen un algoritmo que simplifica modelos tridimensionales a partir de las 
características principales de cada punto del conjunto de datos en su trabajo 
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Simplification of Scattered Point Cloud Based on Feature Extraction [27]. Primero dividen 
el conjunto de datos en cubos de tamaño uniforme con el fin de dividir el conjunto de 
datos en listas pequeñas y de este modo acceder más rápido a los datos espaciales, 
donde cada cubo es una lista. Posteriormente construyen esferas envolventes alrededor 
de cada punto del conjunto de datos, a partir de las cuales calculan los vecinos más 
cercanos. Para cada punto de la nube se calcula su curvatura y se etiquetan los puntos 
como puntos característicos y puntos no característicos; los puntos característicos los 
definen a partir del punto de mayor curvatura de cada esfera envolvente y el resto de 
puntos se etiquetan como no característicos, este proceso se realiza recursivamente 
hasta etiquetar todos los puntos. 
 
El proceso de simplificación depende del radio de la esfera envolvente, si la distancia 
entre los puntos no característicos y los puntos característicos es igual o menor al radio 
de la esfera envolvente, esto quiere decir, según XiWei et al., que estos puntos no 
característicos son redundantes y se pueden eliminar. 
 
Por otra parte Park and Lee  [28], construyen un octree de profundidad uniforme, cada 
nodo almacena un plano el cual ha sido calculado a partir de una análisis de 
componentes principales a partir de los datos de cada nodo, luego codifican estos planos 
guardando la distancia a lo largo de la dirección normal de cada plano contenido en los 
nodos hijos con respecto al plano contenido en su nodo padre en toda la estructura 
octree usando el codificador propuesto por Shapiro en [29]. En la Figura 7 de [28], se 
ilustra la reconstrucción progresiva de un modelo 3D. 
 
Un desarrollo similar es propuesto por Smith et al. [30], ellos presentan un algoritmo para 
compresión de superficies generadas a partir de nubes de puntos, en este desarrollo se 
construye un octree a partir de la nube de puntos, donde cada nodo hoja del árbol 
corresponde a un sub-conjunto de datos que puede ser aproximado a una superficie 
plana utilizando un ajuste de mínimos cuadrados para determinar la ecuación del plano, 
donde la profundidad del octree es especificada por el usuario. Luego, dado un octree 
que contiene en cada nodo un plano, reconstruyen la superficie usando un algoritmo de 
cubos marchantes [22]. A partir los polígonos resultantes se calculan los coeficientes de 
la transformada de wavelet de la función que encierra cada nodo usando el algoritmo de 




Una vez la nube de puntos está organizada bajo esta estructura, proceden a reducir el 
tamaño del octree removiendo la información redundante en cada nodo. Finalmente 
Smith et al. codifican la estructura octree y las ecuaciones de los planos con un 
codificador aritmético [32]. En la Figura 13 de [30] se muestra un resultado de este 
algoritmo. Sin embargo en este desarrollo se modifican los valores de la nube de puntos 
original en casi todos sus procesos. 
 
1.3 Contribución 
Este trabajo presenta un algoritmo para simplificar las nubes de puntos basado en la 
reordenación de los datos para descomponer el modelo en niveles de detalles. Por lo 
general los datos en un archivo asociado a una nube de puntos no tienen un orden que 
dependa de la geometría del modelo o de la relevancia que tiene cada punto para formar 
la superficie. En la Figura 1.3, se han cargado progresivamente el 10%, 30%, 50%, 80% 
y el 100% de los puntos de un modelo 3D respetando el orden original de los datos, este 
modelo pertenece al repositorio de la Universidad de Stanford. Como se puede ver en la 
Figura 1.3, los puntos para este modelo están en el orden en el cual este fue digitalizado. 
 
Figura 1.3. Carga progresiva de una nube de puntos sin estructura. 
 
Un algoritmo de muestreo de datos para la carga y almacenamiento progresivo de nubes 
de puntos, pretende reordenar el conjunto de datos teniendo en cuenta la relevancia de 
los puntos dentro de la geometría de la superficie basándose en modelos sin una malla 
definida, lo cual permite simplificar el conjunto de datos sin la preocupación de mantener 
la conectividad entre los puntos. 
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Esta técnica consiste en determinar qué información es la más relevante dentro del 
modelo 3D y de esta forma reordenar los puntos  teniendo en cuenta la posición de cada 
uno de ellos dentro de la superficie. Así, se puede trabajar con la información más 
importante manteniendo la geometría de la nube original. El volumen de información 
puede ser reducido considerablemente, incluso en un 90%1 del modelo original y no 
perder la esencia morfológica matemática de este.  
 
La carga progresiva de puntos plantea un sistema que permita cargar el conjunto de 
datos en niveles de detalles definidos en porcentajes. Teniendo en cuenta que las 
primeras posiciones del archivo contienen la nube de puntos en baja resolución o en baja 
densidad de puntos, estos son cargados progresivamente y a medida que se cargan 
puntos se mejora la resolución de la nube hasta llegar al modelo original. Por lo tanto una 
técnica de carga progresiva de puntos permite que el usuario o un sistema, puedan 
escoger el nivel de detalle para procesar el conjunto de datos,  ya sea para un algoritmo 
de investigación, para una renderización o animación, para un sistema de percepción 3D 
de un robot, etc. 
 
Para lograr este objetivo, se deben clasificar los datos según la relevancia de cada uno 
de ellos dentro del conjunto de datos, la relevancia de cada punto está definida por 
parámetros asociados a la geometría subyacente alrededor de cada punto que pertenece 
al modelo, estos parámetros son conocidos como características principales y serán 
abordados en el capítulo segundo de esta tesis. Uno de estos parámetros se conoce con 
el nombre de curvatura, el cual define la tasa de cambio de los vectores normales a la 
superficie, por lo tanto las zonas de baja curvatura son regiones suaves, mientras que las 
zonas de alta curvaturas son regiones de cambios bruscos como los bordes. La idea 
principal del algoritmo es segmentar la nube de puntos en regiones de baja curvatura, lo 
que da resultado a regiones relativamente planas, este tema se tratará en el capítulo 
tercero.  
 
Posteriormente se analiza el tamaño de cada segmento para determinar la importancia 
de cada uno de estos dentro de la geometría de la superficie y los puntos de cada región 
                                               
 
1
 Este valor será justificado en el cuarto capítulo. 
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son clasificados a partir de este tamaño en conjuntos que discriminan la relevancia de los 
puntos. Una vez los datos son clasificados en zonas de relevancia, se realiza un 
muestreo uniforme de cada zona y se ordenan estratégicamente en un nuevo archivo, 
este análisis y muestreo de la información será abordado en el capítulo cuarto. 
 
En el quinto capítulo se presentan los resultados del trabajo a partir de un sondeo de 
percepción que se realizó a través de encuestas, también se hace un análisis de los 
tiempos que toma el algoritmo en procesar diferentes tamaños de nubes de puntos. 
Finalmente en el sexto capítulo se presentan las conclusiones de la tesis. 
 
2. Estimación de parámetros para determinar 
el muestreo en nubes de puntos 
n punto 
ip , que pertenece a una nube de puntos  es representado únicamente 
por sus coordenadas con respecto al origen. Sin embargo, el procesamiento de una 
nube de puntos requiere algo más que la ubicación coordenada de cada dato. En 
muchas aplicaciones se necesita comparar cada punto de la nube con el resto de puntos 
o por lo menos con sus puntos adyacentes. Por lo tanto no se puede considerar a un 
punto como una entidad singular, por el contrario se representa por sus coordenadas 
locales acompañado de sus características geométricas locales también llamadas 
características principales. En el Apéndice A se explica el proceso de adquisición de 
nubes de puntos y se establecen conceptos matemáticos que serán usados durante este 
documento. 
 
En esta sección se explicarán tres características principales en nubes de puntos: el 
concepto de puntos vecinos, estimación de normales a la superficie y la curvatura de 
cada punto. Estas tres características son de gran importancia dentro de este 
documento, ya que a partir de ellas, como se verá en el cuarto capítulo, se determina la 
relevancia que tiene cada punto para la geometría de la nube de puntos. Además, al final 
de este capítulo, se explica el filtro de puntos espurios, el cual hace parte del algoritmo 
de “muestreo de datos para la carga y almacenamiento progresivo de nubes de puntos”. 
 
2.1 Puntos vecinos 
Como su nombre lo indica, los puntos vecinos son aquellos puntos 
k
jp  más cercanos en 
términos de distancia a un punto específico 
ip . En otras palabras, dado un punto que 
U 
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pertenece a una nube de puntos, 
ip  , existe un conjunto de puntos 
k
 el cual 
contiene todos los k  puntos jp  más cercanos a ip . Se conoce a  1 2, ,...,k k k kjp p p  
como la vecindad de un punto 
ip , matemáticamente los vecinos 
k
jp   de un punto ip  se 
consideran vecinos sí  y solo sí cumplen con la Ecuación 2.1, donde 
maxd  especifica la 
distancia máxima permitida para que un punto 
k
jp  se considere vecino del punto ip . 




jp , el valor de k  indica el número 
de vecinos del punto 
ip . Si la distancia 
k
j ip p  es mayor a maxd , entonces se dice que 
k
jp  y ip  hacen parte de vecindades diferentes [33]. 
                                               
max
k
j ip p d 
 
(2.1) 
Sin embargo, este proceso contempla comparar la distancia entre cada uno de los puntos 
de la nube  y el punto de interés 
ip , luego se ordenan todas las distancias y se 
escogen las k  distancias más pequeñas que cumplan con la condición de la Ecuación 
2.1. Esto se conoce como un proceso de fuerza bruta y computacionalmente es muy 
costoso, por lo tanto pierde sentido usar esta técnica en aplicaciones donde es necesario 
conocer frecuentemente los k  vecinos más cercanos a un punto 
ip  [33]. 
 
Figura 2.1. Árbol k-dimensional de dos dimensiones. 
 
La técnica usada en esta tesis para encontrar los k  vecinos más cercanos a un punto, se 
basa en arboles k-dimensionales, también conocidos como k-d trees [34] [35] [36], el cual 
es un método que divide el conjunto de datos de un espacio k-dimensional de manera 
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recursiva, esta división genera una representación del conjunto de datos por medio de 
una estructura en forma de árbol binario (ver Figura 2.1), la cual facilita la búsqueda de 
puntos dentro del conjunto de datos. Este tipo de técnicas son conocidas como partición 
binaria del espacio (BSP), los k-d trees son una rama de estas técnicas, en el Apéndice B 
se explica la construcción de un árbol k-dimensional. 
 
Ahora, para encontrar los k  vecinos más cercanos a un punto, primero se debe conocer 
cómo encontrar el vecino más cercano a un punto 
ip . Suponga que se tiene la hipótesis 
que el vecino más cercano al punto 
4p  es el punto 1p , como se muestra en la Figura 2.2. 
 
Figura 2.2. División del espacio 2D a partir de un árbol k-dimensional. 
 
Ahora, esta hipótesis posiblemente este equivocada, pero permite hacer una importante 
observación, si existe algún punto en el conjunto de datos que esté más cerca al punto 
de interés 
4p  , este debe existir dentro de la circunferencia marcada por el radio entre el 
punto 
4p  y 1p . Si se tratara de un espacio 
3
, la región sería encerrada con una esfera. 
Conocer el radio de esta circunferencia permite descartar las partes del árbol que no 
contienen el vecino más cercano. En particular, se puede observar en la Figura 2.2 que la 
circunferencia no toca la recta del nodo raíz que divide el espacio, consecuentemente se 
pueden descartar todo los nodos a la izquierda de la raíz.  
 
18 
Diseño de un esquema de muestreo de datos para la carga y 
almacenamiento progresivo de nubes de puntos 
 
A partir de la Figura 2.2 es fácil observar que la circunferencia no cruza la híper-recta del 
nodo raíz, sin embargo esto debe ser implementado matemáticamente. Para saber si un 
circulo y una híper-recta se traslapan (para el caso 3D sería una esfera y un híper-plano), 
se debe tener en cuenta que la híper-recta solo corta a lo largo de una dimensión (ver 
Apéndice B), por lo tanto sólo basta comparar el valor donde la híper-recta corta el 
espacio con la misma dimensión de la circunferencia, como se muestra en la Figura 2.3. 
Del mismo modo, solo se tienen en cuenta los nodos que pertenecen a las híper-rectas 
que cortan con la circunferencia de la hipótesis [37] [38] [39]. 
 
Como se puede observar en la Figura 2.3, la distancia entre la circunferencia de la 
derecha y la híper-recta 
0y y  es equivalente al valor absoluto de la diferencia entre 0y  
y la dimensión de la circunferencia correspondiente a la híper-recta, en este caso es la 
dimensión y , note que 
1 0 1y y r  , por lo tanto esta circunferencia no corta la híper-
recta, mientas que la circunferencia de la derecha de la Figura 2.3 si corta la híper-recta 
debido a que 
2 0 2y y r  .  
 
Figura 2.3. A la izquierda de la figura se observa una circunferencia que no es cortada por una híper-
recta, a la derecha se observa una circunferencia que si es cortada por la híper-recta.  
 
La técnica mencionada hasta el momento sirve para encontrar el vecino más cercano a 
un punto, para encontrar los k  vecinos más cercanos a un punto 
ip  se debe 
implementar la técnica anterior recursivamente, teniendo en cuenta que siempre se debe 
usar el radio mayor de las circunferencias existentes entre cada vecino y el punto de 
interés.   
 
Estimación de parámetros para determinar el muestreo en nubes de puntos 19 
 
Ahora, se podría decir que, desde un punto de vista práctico, existen dos formas de 
calcular los vecinos más cercanos a un punto a partir de un árbol k-dimensional. La 
primera sería haciendo una k-búsqueda (k-search) de los puntos más cercanos, la 
segunda opción es buscar todos los vecinos alrededor de un radio específico. En el 
desarrollo de esta tesis se utilizó la primera opción, la cual fue implementada usando una 
librería llamada FLANN (Fast Library for Approximate Nearest Neighbors) [40], esta 
contiene una colección de algoritmos escritos en C++ que permiten encontrar los vecinos 
más cercanos de un punto específico que pertenece a un conjunto de datos. 
2.2 Normal y curvatura asociadas a un punto 
Los vecinos más cercanos a un punto pueden ser usados para estimar características 
locales que capturan la geometría de la superficie subyacente alrededor de un punto 
ip , 
una característica importante es  la normal asociada a la superficie. 
 
Las normales de una superficie son propiedades importantes que permiten conocer la 
orientación de esta en un sistema de coordenadas, en el área de visión artificial son 
ampliamente usadas para determinar la iluminación de la superficie y otros efectos 
visuales. En este documento son de gran importancia, ya que a partir de las normales de 
una superficie se pueden calcular las curvaturas asociadas a cada punto, las cuales son 
un dato clave para determinar la importancia de un punto dentro de la geometría de una 
nube.  
 
Existen diferentes métodos para encontrar las normales asociadas a una nube de puntos 
[41] [42] [43], uno de los métodos más simples es el propuesto por Berkmann y Caelli en 
[44], el cual se basa en la estimación de un plano tangente a la superficie. Hay que tener 
en cuenta que un punto 
ip  geométricamente no tiene ningún vector normal asociado, los 
vectores normales están asociados a las superficies y estos son perpendiculares a la 
misma. Por lo tanto, el problema de determinar la normal a un punto, se aproxima al 
problema de estimar un plano tangente a la superficie que pase a lo largo de la vecindad 
de un punto 
ip  y calcular la normal a este plano. 
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El primer paso para poder calcular el vector normal asociado a un punto 
ip , es entonces 
estimar la ecuación del plano tangente que pasa a lo largo de la vecindad de dicho punto. 
Como se menciona en el Apéndice A sección A.2, un plano que contiene un punto 
 0 0 0, ,q x y z  y tiene un vector normal  , ,n a b c , puede representarse de forma 
canónica como se muestra en la Ecuación 2.2, donde las variables  , ,x y z  representan 
un punto p  genérico, el cual pertenece al plano, por lo tanto el producto punto entre el 
vector  0 0 0, ,qp x x y y z z     y el vector normal  , ,n a b c  tiene que ser igual a cero 
ya que son perpendiculares entre sí, 0qp n  .  
                                  
     0 0 0 0a x x b y y c z z       (2.2) 
Este plano se debe estimar a partir de los k  vecinos a un punto 
ip , lo que quiere decir 
que se estima el mejor plano utilizando el conjunto de datos de los vecinos 
k
. Para 
realizar esto se tiene en cuenta que la distancia desde cualquier punto 
k
jp  que 
pertenezca a 
k
 y el plano tangente, debe estar definida como la proyección del vector 
k
jvp  sobre el vector normal n , así: 
                                              
 kj jd p v n    (2.3) 
Donde v  es un punto que pertenece al plano tangente y su valor está definido como el 
centro de masa del conjunto de vecino 
k
, se calcula como la media aritmética, así: 









   (2.4) 
Por lo tanto, para estimar el plano tangente se debe utilizar un algoritmo de mínimos 
cuadrados de forma que: 





d n p v    
   (2.5) 
Donde el vector normal n  es el parámetro que se quiere encontrar y éste tiene que ser 
diferente de cero, por lo tanto se debe minimizar la expresión  
2
k
jp v , de forma tal que 
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la Ecuación 2.5  tienda a cero. Para minimizar la expresión anterior el algoritmo realiza un 
análisis de componentes principales (PCA, ver Apéndice C), de la siguiente forma: 
 
 Se calcula el centro de masa de todos los 
k
jp  , a partir de la Ecuación 2.4. 
 Se calcula la matriz de covarianza 
3 3C   de los datos con respecto al centro 
de masa, así:  
                         





C p v p v C
k k 
       (2.6) 
 A partir de la matriz de covarianza se analizan los vectores propios  y los valores 
propios de esta. 
 De este análisis resultan 3 valores propios 
j  y tres vectores propios 
3
jv  , 
los vectores son ortogonales entre sí, lo que indica que dos vectores propios son 
paralelos al plano y uno de ellos es perpendicular a él, ver Figura 2.4. El vector 
propio asociado al valor propio más pequeño es la aproximación del vector normal 
n . 
 
Figura 2.4. Vectores propios asociados a la matriz de covarianza. 
 
La curvatura es una medida de cuán rápidamente se comba una superficie o una curva. 
Como se muestra en la Figura 2.5, una curva en 
2
 que tiene dos puntos p  y q  se 
comba más rápido en p  que en q  debido a que la magnitud de la pendiente de la recta 
tangente es mayor en p  lo cual indica que su curvatura es mayor. 
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Figura 2.5. La longitud de la tasa de cambio de T con respecto a la longitud de arco es la curvatura. 
 
Por lo tanto, la curvatura se define en 
2
, como la tasa de cambio del vector unitario 
tangente a la curva con respecto al tiempo. Para el caso 
3
, la definición es similar, la 
curvatura denota qué tan rápido cambia el vector normal de un plano tangente a la 
superficie con respecto al tiempo. Entonces en una nube de puntos, las áreas en las que 
la superficie es relativamente plana, tienen curvatura baja y las áreas donde la superficie 
que tienen cambios bruscos en su geometría, tienen alta curvatura. Hay muchas formas 
para definir la curvatura de una superficie en un determinado punto 
ip , pero por lo 
general estas técnicas necesitan que la superficie tenga definida una malla que conecte 
los puntos. Sin embargo, en [45] y [46] se definen dos métodos para encontrar la 
curvatura de un punto que pertenece a una nube que no tiene una malla definida.  
 
Una solución para encontrar la curvatura asociada a un punto 
ip  es la propuesta en [47], 
esta técnica hace uso de los valores propios calculados en el análisis de componentes 
principales anteriormente mencionado, con los cuales se encuentra el vector normal a la 
superficie.  
 
Para encontrar la curvatura, se escoge el valor propio más pequeño asociado al vector 
normal n , cuantitativamente el valor propio  min j  describe la variación a lo largo del 
vector normal, es decir estima qué tanto los puntos vecinos  se desvían del plano 
tangente. 












La Ecuación 2.7 define la variación de una superficie alrededor de 
ip  en un vecindario 
k
, por lo tanto el resultado de esta operación lleva a la aproximación de la tasa de 
cambio de la superficie alrededor de 
ip . Si   0k p  , esto indica que todos los k  
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vecinos de 
ip  yacen sobre el plano tangente a la superficie. La máxima desviación es 
  1 3k p  , esto indica que los puntos están distribuidos de manera isotrópica en el 
conjunto de vecinos.  
 
A la izquierda de la Figura 2.6, se observa una superficie irregular, la cual tiene áreas 
relativamente planas y áreas donde el cambio en la superficie es notable; a la derecha de 
la misma figura se observa la misma nube de puntos, solo que esta vez sus curvaturas 
están calculadas y representadas con un color, donde el color que se aproxima más al 
espectro rojo significa alta curvatura, mientras que el color que se aproxima más al 




Figura 2.6. A la izquierda se observa una nube de puntos de una superficie irregular, a la derecha se 
observa la misma nube de puntos coloreada según su curvatura. 
  
Hay que tener en cuenta que la curvatura y la normal a un punto en la superficie son 
parámetros que no depende exclusivamente del punto 
ip , estos parámetros dependen 
del conjunto de sus k  vecinos más cercanos, lo cual indica entonces que la cantidad de 
vecinos que se escoja influye en la estimación de estas características, por eso es 
importante que los vecinos se calculen teniendo en cuenta el valor de k  y no el valor del 
radio de la híper-esfera, de este modo estas características se calculan de manera 
uniforme alrededor de toda la nube de puntos. 
 
2.3 Filtro de puntos espurios 
Un scanner de rango genera nubes de puntos a partir de la proyección de un láser sobre 
una superficie, estos pueden generar nubes de diferentes densidades. Sin embargo, el 
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láser no es del todo exacto y puede tener lecturas de ruido o medidas erróneas que 
generan puntos espurios en la nube de puntos (outliers). Estos puntos, por lo general, 
son puntos que están situados en coordenadas por fuera de las desviaciones estándar 
de la mayoría de los puntos, y por lo tanto afectan las medidas de características locales 
como la normal y la curvatura. Por lo tanto antes de estimar las características de un 
punto con respecto a sus vecinos, es importante analizar si estos vecinos son una buena 
representación de la superficie subyacente. 
 
El ruido en las nubes de puntos puede aparecer debido a que el material de la superficie 
escaneada refleja el láser del scanner, también puede ocurrir cuando el láser se desplaza 
entre dos superficies debido a la oclusión, la cual también es conocida como salto en los 
bordes, discontinuidades en profundidad u oclusión en los bordes. En la Figura 2.7 se 
puede observar el ruido en una nube de puntos, el cual ha sido marcado con círculos. 
 
Figura 2.7. Nube de puntos adquirida con un digitalizador 3D, algunos puntos que se consideran 
ruido se encuentran encerrados en círculos rojos. 
 
Algunas de estas irregularidades se pueden resolver con un análisis estadístico en los 
vecinos de cada punto y remover el ruido de acuerdo a ciertos criterios. El filtro utilizado 
en este desarrollo se basa en las distribuciones de distancia desde un punto 
ip  y sus k
vecinos más cercanos. Para cada punto 
ip  se calcula la distancia media entre él y todos 
sus vecinos. Esto conlleva a una distribución gaussiana con una media y sus 
desviaciones estándar, todos los puntos en los cuales la distancia esté por fuera del 
intervalo de confianza definido por la desviación estándar pueden ser considerados 
puntos espurios y se eliminan del conjunto de datos [48] [49], todos los puntos dentro del 
intervalo de confianza son aquellos que no son considerados como ruido y se conocen 
con el nombre de inliers. En la Figura 2.8 se observan los puntos que han sido 
removidos, ya que se consideran ruido según el análisis estadístico y en la Figura 2.9 se 
observa la nube sin ruido (inliers). 
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Figura 2.8. Puntos espurios de la nube de puntos de la Figura 2.7. 
 
Este filtrado sólo se debe realizar cuando la nube de puntos no es sintética, ya que este 
elimina puntos espurios producto de la adquisición de la nube de puntos, si se aplica a 
una nube sintética se pueden perder datos que no son ruido. 
 




3. Segmentación del conjunto de datos en 
regiones de baja curvatura 
a segmentación tiene como objetivo principal separar grandes cantidades de 
información en trozos más pequeños, con el fin de procesar individualmente cada 
uno de estos. Los subconjuntos resultantes tienen la ventaja de estar compuestos por 
puntos agrupados que poseen propiedades y características similares, como podría ser 
la curvatura o el color.   
 
Un algoritmo de segmentación tiene entonces como propósito principal agrupar 
estructuras similares con el fin de obtener conjuntos más simples de analizar. La 
segmentación se puede usar para localizar primitivas geométricas (planos, cilindros, 
esferas, conos, etc.) que se ajusten en secciones del conjunto de datos, o también 
pueden ser usada para encontrar limites en una nube de puntos [50]. 
 
Un algoritmo de segmentación que busca estructuras o patrones en una nube de puntos 
depende básicamente de la complejidad de la estructura a buscar y el nivel de ruido 
presente en el conjunto de datos. RANSAC (RANdom Sampling and Consensus) es un 
método iterativo propuesto por Fischer and Bolles [51], esta técnica busca ajustar 
regiones en un conjunto de datos a un modelo geométrico, basándose en generadores 
de hipótesis heurísticos, el cual realiza un número de iteraciones predefinido para 
alcanzar un nivel de probabilidad satisfactorio. 
 
La segmentación, como se mencionó anteriormente, también puede buscar límites dentro 
del conjunto de datos, asignando una etiqueta a cada punto 
ip  de acuerdo a ciertas 
características. El algoritmo de segmentación usado en este trabajo se conoce con el 
nombre de segmentación por crecimiento de regiones [52], region growing segmentation 
L 
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algorithm. Este algoritmo asocia, en un conjunto o clúster, puntos que están cerca en 
términos de suavidad de la tasa cambio del vector normal alrededor de una superficie. 
 
Para diseñar un esquema de muestreo de datos para la carga y almacenamiento 
progresivo de nubes de puntos, el cual es el objetivo de este trabajo, es necesario 
encontrar en primera instancia regiones en la nube de puntos que sean lo más planas 
posibles, lo cual será discutido a fondo a lo largo de este capítulo.  
 
Una vez el conjunto de datos es segmentado en grupos que poseen características 
similares, se realiza un proceso de análisis estadístico de cada una de las regiones, con 
el fin de etiquetar cada segmento según sus características geométricas dentro del 
conjunto de datos para darles un grado de importancia dentro de la superficie y 
posteriormente reordenar los puntos teniendo en cuenta estas etiquetas, como se verá a 
lo largo del capítulo cuarto.   
 
3.1 Segmentación por crecimiento de regiones 
El algoritmo de crecimiento de regiones es apropiado usarlo en este contexto, ya que 
permite encontrar límites en el conjunto de datos a partir de la tasa de cambio del ángulo 
  que existe entre el vector normal asociado a un punto 
ip  y  el vector normal asociado 
a cada uno de sus vecinos [53] (ver Figura 3.1), por lo tanto si se agrupan los puntos que 
tengan ángulos relativamente bajos entre ellos, cada región se podría etiquetar como 
relativamente plana [54]. 
 
Figura 3.1. Ángulo θ que existe entre las normales de dos puntos. 
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El algoritmo de crecimiento de regiones trabaja con base en dos características 
principales, las curvaturas de los puntos y el ángulo entre las normales de un punto 
ip  y 
sus vecinos 
k
jp  [52]. Por tal motivo primero se deben encontrar las normales y las 
curvaturas asociadas a cada uno de los puntos del conjunto de datos. 
 
Una vez determinadas las normales y las curvaturas, el algoritmo comienza a crecer una 
región a partir de un punto llamado seed (semilla) y detiene su crecimiento cuando la 
región llega a los limites definidos por los parámetros del algoritmo; luego el algoritmo 
cambia de semilla y crea una nueva región, esto se repite hasta que la totalidad de la 
nube de puntos ha sido evaluada.  
 
En el algoritmo de crecimiento de regiones, se organizan los puntos en una lista según su 
curvatura, de menor a mayor. El punto con menor curvatura se le conoce como la 
primera semilla y este es el punto a partir del cual comienza el crecimiento de la primera 
región (la curvatura mínima representa el área más plana en la superficie). Se repite el 
siguiente proceso hasta agotar los puntos existentes en la lista de de curvaturas: 
 
i. El primer punto de la lista de curvaturas es añadido a un conjunto de semillas 
llamado seeds. Para cada semilla se calculan sus k  vecinos más cercanos y se 
procede como sigue: 
a. Se calcula el ángulo entre la normal de la semilla y cada vecino. Si el 
ángulo es más pequeño que un umbral 
th  previamente determinado, 
entonces el vecino 
jp  es añadido a la región actual. 
b. Para cada vecino 
jp  que es añadido a la región, se debe comparar su 
curvatura con cierto umbral de 
thc  definido previamente, si la curvatura es 
menor a dicho umbral, entonces este punto es agregado al conjunto de 
semillas. 
c. La semilla actual es retirada del conjunto seeds. 
 
ii. Si el conjunto de semillas queda vacío, significa que el algoritmo ha hecho crecer 
une región y todos los puntos evaluados son retirados de la lista de curvaturas. El 
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proceso se repite desde el paso número i con el siguiente punto de la lista de 
curvaturas. 
 
Según Ushakov [55], el pseudo código del algoritmo de crecimiento de regiones es: 
 
Inputs: 
Point cloud =    
Point normals =  N  
Points curvatures =  C  
Neighbour finding function =  .  
Curvature threshold = 
thc  
Angle threshold = 
th  
Initialize: 
Region list: R    Available points list:    1,...,A     
Algorithm: 
While  A  is not empty do: 
 Current region:  cR     
 Current seeds:  cS    
 Point with minimum curvature in   minA P  
     minc cS S P   
     minc cR R P   
     min\A A P  
 For i=0 to size   cS  do: 
  Find nearest neighbours of current seed point     
c c
B S i   
  For j=0 to size   cB  do: 
   Current neighbour point  j cP B j    




N S i N S j 

   then 
       c c jR R P   
        \
j
A A P  
    If  j thC P c  then 
        c c jS S P   
    End if 
   End if 
  End for 
 End for 
 Add current region to global segment list      cR R R     
End while 
Return  R   
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Como se puede observar en el pseudo código, el algoritmo requiere tres parámetros para 
poder segmentar la nube de puntos en regiones. El primer parámetro es la cantidad k  de 
vecinos, el segundo parámetro es el umbral de ángulo entre las normales 
th , el cual 
define que tan plana es cada región y por último el umbral de la curvatura 
thc , éste 
parámetro define qué tanto crece cada región ya que a partir de éste las semillas de cada 
una se pueden seguir expandiendo. 
 
3.2 Análisis para segmentar el conjunto de datos en 
regiones de baja curvatura  
Es importante conocer el motivo por el cual se habla de segmentar la superficie en 
regiones relativamente planas. Una superficie plana se puede representar con menos 
puntos que una superficie curva, ya que un plano tiene una tasa de cambio baja en su 
curvatura, entonces este puede ser representado a partir de sus esquinas, mientras que 
una superficie que tenga una tasa de cambio alta en su curvatura, necesitará puntos 
intermedios que permitan su correcta representación. Por lo tanto, una región que sea 
plana permite omitir puntos, a excepción de sus bordes. 
 
En la tabla 3.1, se presentan varios resultados del algoritmo bajo diferentes parámetros, 
teniendo en cuenta que el umbral de curvatura 
thc  se tomó en todos los casos como la 
curvatura media de la nube de puntos. 







   (3.1) 
En el análisis comparativo de la tabla 3.1, se usaron dos nubes de puntos, ver Figura 3.2. 
Una de estas nubes de puntos es sintética, es decir creada a partir de un software 
(izquierda de la Figura 3.2) y la otra nube de puntos fue tomada con un digitalizador 3D 
(derecha de la Figura 3.2).  
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Figura 3.2. a) Nube de puntos sintética de una cabeza humana, contiene 100000 puntos. b) Nube de 
puntos de una mesa, la cual tiene un envase rectangular sobre ella y una porción de una silla a la 
derecha, esta nube fue adquirida con un digitalizador 3D, contiene 460400 puntos. 
 
La tabla 3.1 está dividida en tres secciones por cada resultado, la primera sección es la 
fila superior, en esta fila se encuentra de izquierda a derecha:  
 
 La cantidad de segmentos en los cuales la nube de puntos ha sido dividida. 
 La cantidad de puntos que contiene el segmento más pequeño. 
 La cantidad de puntos que contiene el segmento más grande. 
 El número k  de vecinos, el cual se utiliza para estimar las normales, las 
curvaturas y para definir la cantidad de vecinos de un punto 
ip  con los cuales se 
van a comparar sus normales,  
 En las dos últimas columnas de la primera fila se definen el umbral 
th  entre los 
vectores normales y el umbral de curvatura 
thc  el cual se tomó como la media 
aritmética de todas las curvaturas.  
 
En la segunda fila de la tabla se observa: en la primera columna el resultado gráfico de la 
segmentación, en el cual se etiqueta cada segmento con un color y en la columna 
siguiente hay un histograma que indica los tamaños de segmentos vs. La cantidad de 
segmentos que hay por cada tamaño. 
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A partir de los resultados de la tabla 3.1, se puede observar que el parámetro que define 
el ángulo máximo 
th  que puede haber entre los vectores normales de dos puntos, tiene 
un papel importante en la cantidad de regiones resultantes. A la izquierda de la Figura 
3.3 se grafica la cantidad de segmentos vs. el umbral 
th  para las nubes de puntos 
sintéticas que se segmentaron con una vecindad de 30k   vecinos y a la derecha de la 






Figura 3.3. a) Gráfico de la cantidad de segmentos vs. el umbral θth de la nube sintética de la Figura 
3.2 con k=30. b) Gráfico de la cantidad de segmentos vs. el umbral θth  de la nube sintética de la 
Figura 3.2 con k=100. 
 
La tendencia de los datos de la Figura 3.3 supone que la cantidad de segmentos tiene un 
decaimiento exponencial con respecto al ángulo 
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aumenta el umbral del ángulo permitido entre los vectores normales que existe entre un 
punto 
ip  y sus vecinos 
k
jp ,  el número de regiones en la segmentación será menor.  
 
Esto tiene sentido ya que si el ángulo es pequeño, la cantidad de puntos etiquetados 
como vecinos a un punto 
ip  será menor y por lo tanto la cantidad de segmentos total en 
la nube de puntos será grande, es decir que esta será segmentada en una gran cantidad 
de regiones de pocos puntos, como se puede observar en el resultado número uno de la 
tabla 3.1, donde se observa que la nube de puntos tiene una gran cantidad de regiones 
debido a que 1th   , lo cual considera que el ángulo entre los vectores normales es tan 
pequeño que ambos vectores son “casi paralelos entre sí” por decirlo de alguna forma y 
esto indica que las regiones definidas son planas con respecto a sus vecinos.  
 
Por el contrario, si se toma un umbral grande, entonces la nube será segmentada en 
pocas regiones de muchos puntos, ya que a partir de cada semilla, la región 
iR  asociada 
a ella puede crecer con más libertad debido a que el ángulo entre los vectores normales 
no es tan sesgado. Por ejemplo, la segmentación número 5 de la tabla 3.1, muestra que 
la nube de puntos tiene una región muy grande alrededor de la forma ovalada de la 
cabeza y las zonas que tienen cambios bruscos en torno al ángulo entre las normales 
(e.g. la zona de transición entre la cabeza y una oreja) se etiquetan como regiones 
diferentes. 
 
Esta segmentación no indica que las regiones sean planas con respecto a sus vecinos, 
por el contrario, si el ángulo 
th  tiende a 360 , el resultado de la segmentación sería una 
sola región que contiene a todos los puntos de la nube. Por lo tanto, cuando el ángulo es 
muy grande, no es una buena opción para el propósito de este trabajo. 
 
En resumen, un ángulo 
th  muy pequeño es una buena elección para buscar regiones 
planas, sin embargo produce muchas regiones en la segmentación si este tiende a 
valores muy pequeños, lo cual es contraproducente ya que se necesitaría analizar 
muchas regiones que posiblemente podrían ser agrupadas entre ellas. Por otro lado, un 
ángulo muy grande segmenta el conjunto de datos en pocas regiones, sin embargo no se 
puede garantizar que estas sean regiones relativamente planas. Por lo tanto se debe 
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escoger un ángulo 
th  bajo y que segmente el conjunto de datos en la menor cantidad 
posible de regiones. Una buena elección para el ángulo 
th  está entre 4 15th    , 
según las pruebas realizadas con diferentes ángulos y diferentes nubes de puntos.  
 
Un caso satisfactorio de esta última conclusión se evidencia en la segmentación número 
8 de la tabla 3.1, se observa que las regiones que son planas han sido agrupadas 
correctamente, mientras que la segmentación número 7 dividió el segmento plano de la 
mesa en varias regiones y en la segmentación número 9 el piso de la escena y las patas 
de la mesa fueron etiquetadas como una misma región. 
 
Debido a que la cantidad de vecinos influye en la estimación de la normal y la curvatura, 
entonces también afecta directamente la segmentación, escoger este parámetro es una 
labor que sobrepasa los alcances de esta tesis, la mayoría de los resultados se 
obtuvieron usando entre 30 y 50 vecinos, ya que entre este rango los resultados fueron 
más satisfactorios. Este tema en particular ha sido investigado en trabajos como Scale 
Selection for Classification of Point-sampled 3-D Surfaces [56] y Estimating surface 
normals in noisy point cloud data [57], en los cuales tratan de definir un número k  de 
vecinos de manera automática para estimar los vectores normales de una nube de 
puntos. Sin embargo estos métodos son lentos y dependen de suposiciones con respecto 
a una constante relacionada a la densidad del conjunto de datos. Una discusión acerca 
de esto puede encontrar en la sección 4.6 de [1].  
 
El algoritmo de crecimiento de regiones usado en esta tesis es el propuesto por Ushakov 
en [55], el cual entrega en el resultado de la segmentación en un vector de la librería 
standard de C++, el tipo de dato de cada posición del vector es de tipo pcl::PointIndices, 
este tipo de dato está definido en la librería de PCL [58]. pcl::PointIndices es un vector de 
datos enteros, donde cada valor entero hace referencia a un punto 
ip  en la nube de 
puntos ver Figura 3.4. 
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4. Clasificación, muestro y reordenación del 
conjunto de datos 
El muestreo de puntos consiste en asignar a cada punto del conjunto de datos una 
etiqueta que permita determinar el peso que tiene un punto 
ip  dentro de la nube de 
puntos. En otras palabras, éste tiene como objetivo principal escoger cuáles puntos son 
más relevantes para la geometría de la superficie y de este modo organizar los puntos 
del conjunto de datos según su importancia, con el fin de poderlos cargar y almacenar de 
forma progresiva y tener diferentes porcentajes de resolución. Esto permite que la 
cantidad de puntos de una nube sea reducida sin comprometer la geometría de la misma.  
 
El primer paso que se debe dar para lograr este objetivo es escoger las categorías en las 
cuales se clasificarán los puntos para determinar su relevancia dentro del conjunto de 
datos. Esto se puede realizar a partir de los histogramas de segmentación, los cuales se 
mencionaron en la sección 3.2, teniendo en cuenta que todas las regiones de la 
segmentación, independientemente de la cantidad de puntos que cada región tenga, se 
asumen como regiones planas.  
 
4.1 Clasificación de puntos a partir del análisis de la 
segmentación del modelo 
Suponga que las regiones de la segmentación se clasificarán como regiones grandes o 
pequeñas. Las regiones grandes en la segmentación representan trozos de la superficie 
que no tienen cambios bruscos en los ángulos que existen entre las normales de los 
puntos de la región, además la tasa de cambio de las curvaturas asociadas a cada punto 
es baja, por tal motivo estas regiones grandes representan regiones suaves, las cuales 
aportan puntos intermedios a la superficie.  
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Las regiones que son pequeñas, son regiones que no se expandieron lo suficiente debido 
a que los ángulos entre sus vecinos superan el umbral 
th , además estos puntos poseen 
curvaturas muy altas con respecto a la curvatura media 
thc , lo cual indica que el cambio 
en la geometría entre las regiones pequeñas y las regiones alrededor de ellas es un 
cambio significativo con respecto a los parámetros de la segmentación, por lo tanto estas 
regiones contienen puntos que representan detalles pequeños y bordes en la superficie. 
 
Sin embargo, resulta limitado clasificar las regiones de la segmentación únicamente 
como regiones pequeñas y  grandes. Por tal motivo, en este trabajo se consideran cuatro 
clasificaciones en las cuales se agruparan las regiones resultantes de la segmentación.  
 
 Zona I: puntos que pertenecen a regiones con muy pocos elementos, se 
interpretan como los bordes de la nube, estos elementos poseen alta 
curvatura. 
 Zona II: puntos que pertenecen a regiones de tamaño medio, estos se 
interpretan como detalles intermedios en la nube de puntos.  
 Zona III: acá se sitúan los puntos que pertenecen a regiones 
relativamente planas, es decir, regiones donde la curvatura es baja, estos 
pertenecen a regiones grandes con respecto a su número de elementos.  
 Zona IV: por último, se ubican los puntos que se filtraron con el filtro de 
puntos espurios, estos puntos no son relevantes en la geometría de la 
nube. 
 
Tres de estas clasificaciones resultan al analizar los histogramas de segmentación, en 
los cuales se puede observar que estos siguen una distribución normal. En la Figura 4.1,  
se observa un histograma dividido en tres zonas, que denotan las tres primeras 
clasificaciones de los puntos en el conjunto de datos. 
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Figura 4.1. Histograma del resultado número ocho de la Tabla 1. 
 
Para determinar estas clasificaciones se realizó un estudio de probabilidad sobre los 
datos del histograma. Al realizar una segmentación, su resultado arroja una cantidad de 
regiones y cada región contiene un conjunto de puntos. Por ejemplo, el histograma de la 
Figura 4.1, el cual corresponde al resultado número 8 de la Tabla 3.1, se observa en este 
que sus valores extremos indican  que existen 53602  regiones que contiene solamente 
un punto y existe una región que contiene 135115 puntos. Por lo tanto el eje horizontal 
denota las regiones existentes, mientras que el eje vertical representa su frecuencia de 
ocurrencia en la segmentación. Dicho esto, se puede plantear la variable aleatoria X  
como la probabilidad que un punto 
ip   esté ubicado en una región iR  de la 
segmentación.  
 
Ahora, a partir de la variable aleatoria X , se calcula un estadístico de tendencia central 
conocido con el nombre de valor medio esperado o esperanza matemática, el cual 
representa la media aritmética de la distribución de los valores de la segmentación. 
Todas las regiones que estén por encima del valor esperado, se consideran regiones de 
la zona III. 
                                     





E X x P X x

    (4.1) 
La esperanza matemática se calcula a partir de la Ecuación 4.1, donde 
ix  representa el 
tamaño de cada región y  iP X x  la probabilidad que un punto ip  pertenezca a una 
región de tamaño 
ix , la cual se calcula a partir de la Ecuación 4.2, donde if  representa 
la frecuencia de aparición y N  la cantidad de tamaños de regiones. 
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P X x x
N
   (4.2) 
Por otra parte, si se conoce la esperanza matemática de los datos, es posible calcular la 
desviación estándar, la cual es una medida de dispersión que permitiría conocer cuáles 
regiones están muy alejadas de la media y así poderlas clasificar como grandes o 
pequeñas con respecto a esta, sin embargo, debido a la naturaleza de los datos, se 
puede observar que la distribución tiene valores en sus colas que son extremos entre sí, 
cuando se tiene una distribución de datos con colas tan pesadas como las de la Figura 
4.1, se recomienda usar otras medidas de dispersión más robustas ya que la desviación 
estándar es muy sensible a estas colas.  
 
El estimador de dispersión utilizado en este trabajo se basa en percentiles, este método 
consiste en ordenar los datos de la variable aleatoria X  de menor a mayor y se dividen 
en una escala equidistante de 0 a 100%, por ejemplo, el percentil 50 indica la mediana de 
los datos y el percentil 30 indica todos los datos que están por debajo del 30% de los 
tamaños de las regiones. La zona I son todas las regiones que están por debajo del 
décimo percentil, es decir, todas las regiones por debajo del 10% de los tamaños de las 
regiones, este valor se determinó a partir del análisis de los histogramas de 
segmentación, donde se encontró que en promedio la mayoría de las curvaturas altas se 
encuentran por debajo de este valor. 
 
Finalmente, la zona II son todas las regiones que se encuentran entre el décimo percentil 
y la esperanza matemática. La zona IV, como se mencionó anteriormente, son todos los 
puntos que pertenecen al conjunto de puntos espurios, los cuales son filtrados al 
comienzo del algoritmo, esto ocurre solamente si la nube de puntos es adquirida con un 
digitalizador 3D, en nubes de puntos sintéticas la zona IV es un conjunto vacío. 
 
En la Figura 4.2, se observa la nube de puntos utilizada en el resultado número 8 de la 
Tabla 3.1, los puntos de la nube han sido coloreados según su clasificación. La zona I, la 
cual busca los puntos de mayor curvatura, corresponde a todos los puntos en color rojo, 
se observa que todos estos datos hacen parte de zonas de la superficie que deben ser 
representadas con muchos puntos para no perder la geometría de la misma, por ejemplo 
en la Figura 4.3.a se observa que la superficie tiene un cambio aproximadamente de 90° 
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en el borde de la mesa y en la Figura 4.3.b la superficie constituye el asiento de una silla 
el cual tiene una forma curva, en ambos casos el número de puntos para representar 
este tipo de cambios en la superficie debe ser alto para que no se pierda resolución en 
los bordes y quede incompleta la superficie. 
 
Figura 4.2. Resultado número 8 de la Tabla 1, los puntos de la nube han sido coloreados según su 
clasificación, zona I en rojo, zona II en verde, zona III en amarillo y zona IV en azul. 
 
Ahora, los puntos coloreados en verde han sido clasificados como puntos de la zona II, 
estos puntos son relevantes en la geometría de la nube de puntos, pero no se necesita 
un gran número de estos para representar la superficie subyacente a ellos, por lo tanto 
su importancia dentro del conjunto de datos es menor a los etiquetados en la zona I. 
 
Figura 4.3. a) Borde de la mesa. b) Borde de la silla. 
 
La zona III ha sido coloreada en amarillo, ésta representa las grandes áreas de la 
superficie que son uniformes con respecto a sus vecinos, por lo tanto la cantidad de 
puntos necesarios para representar la geometría subyacente son pocos debido a que no 
son necesarios muchos puntos intermedios ya que la tasa de cambio de la curvatura en 
estas regiones es baja con respecto a las otras zonas. Por último, en color azul se 
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digitalización 3D, estos hacen parte de la zona IV, son los puntos menos relevantes en la 
clasificación. 
4.2 Muestreo y reordenación de nubes puntos 
Una vez clasificados los puntos del conjunto de datos, se procede a re-organizar la nube 
de puntos de forma tal que al cargarla se pueda escoger un porcentaje de detalle. Para 
lograr esto se deben mezclar las zonas en una sola lista de puntos, teniendo en cuenta 
que los puntos más relevantes estarán al comienzo de la lista y los menos relevantes al 
final de la misma, esta lista representa una nueva nube de puntos, solo que esta vez sus 
puntos están organizados teniendo en cuenta la relevancia de cada uno de ellos y de 
esta forma al cargar un determinado porcentaje de datos de la lista se obtienen diferentes 
resoluciones. 
 
Como se acabó de mencionar, es necesario agrupar todas las zonas en una sola lista, la 
pregunta es, ¿Cómo agrupar estas zonas de manera adecuada? Este proceso no es 
simplemente agrupar las zonas en un sólo vector, en este proceso se debe tener en 
cuenta que el objetivo de este trabajo es realizar una carga progresiva de nubes de 
puntos, por lo tanto para un porcentaje de detalle dado, se debe garantizar una carga 
uniforme de toda la superficie, en otras palabras, suponga el caso en el cual todos los 
puntos de la zona I queden al comienzo de la lista y se decide cargar la nube de puntos 
en baja resolución, podría ocurrir entonces que solamente sean cargados los puntos que 
corresponden a los bordes y esto no representa la nube de puntos en su totalidad debido 
a que los detalles intermedios que proporcionan las otras zonas también son importantes 
para representar la nube de puntos de manera uniforme. 
 
Para crear la lista se toma un punto de cada zona de manera aleatoria, de forma tal que 
el primer punto aleatorio se toma de la zona I, el segundo de la zona II, el tercero es 
nuevamente un punto de la zona I y el cuarto punto se toma aleatoriamente de la zona III. 
Cuando se agotan los puntos de la zona I, se procede a terminar de llenar la lista usando 
un punto aleatorio de la zona II y un punto aleatorio de la zona III hasta agotar los puntos 
de la zona II, una vez esto ocurre se termina de completar la lista con los puntos 
restantes de la zona III. Finalmente, en la cola de la lista se ponen los puntos espurios. 
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Sin embargo, existe un problema en este planteamiento, éste sólo puede ser correcto si 
la zona I tiene menos puntos que la zona II, consecuentemente la zona II debe tener 
menos puntos que la zona III. Suponga que la zona II tiene un número mayor de puntos 
que la zona I, cuando se agoten los puntos de la zona I, ya se habrán agotado mucho 
antes los de la zona II, esto generaría un error en el algoritmo. Con los puntos 
correspondientes a la zona IV no existe este problema ya que estos en cualquier caso 
sólo se cargan hasta el final de la lista. 
 
Para resolver este inconveniente se debe evaluar el tamaño de cada zona, de forma tal 
que los puntos aleatorios que se escogen de cada una de ellas, se tomen teniendo en 
cuenta un orden según el tamaño de la zona y de esta forma agotar cada una de manera 
uniforme. El proceso para crear la lista se resume así: 
 
 La zona I se etiqueta con el nombre de edgesZone. 
 Se busca cuál es la zona más grande entre la zona II y la zona III. La más grande 
entre ambas se etiqueta con el nombre bigZone y la más pequeña entre las dos 
se etiqueta con el nombre smallZone. Se repite el siguiente proceso hasta que se 
acaben los puntos de la zona etiquetada como edgesZone: 
 
i. Se toma un punto aleatorio de edgesZone y es agregado a la cola del 
archivo. 
ii. Si la iteración es par y aún existen puntos en smallZone, se toma un punto 
de este conjunto y se agrega a la cola del archivo. 
iii. Si la iteración es impar y aún existen puntos en bigZone, se toma un punto 
de este conjunto y se agrega a la cola del archivo. 
 
 Una vez se acaben los puntos de edgesZone, se repite el siguiente proceso si 
aún existen puntos en smallZone hasta que se agoten los mismos: 
 
i. Se toma un punto aleatorio de smallZone y es agregado a la cola del 
archivo. 
ii. Si aún existen puntos en bigZone, se toma un punto de este conjunto y se 
agrega a la cola del archivo. 
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 Una vez se acaben los puntos de smallZone, se toman los puntos restantes de 
bigZone hasta que se agoten los mismos. 
 Finalmente se agregan todos los puntos espurios al final del archivo. 
 










Al desarrollar un esquema de muestreo de datos que permita la carga y almacenamiento 
progresivo de nubes de puntos, se logra una lista que tiene los mismos puntos que la 
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nube original, pero sus datos están organizados de manera que se puedan cargar 
progresivamente. En la tabla 4.1 se presentan algunos resultados del algoritmo de 
muestreo de datos para la carga y almacenamiento progresivo de nubes de puntos, las 
nubes usadas para estos resultados son las de la Figura 3.2  y los parámetros usados 
para segmentar las nubes fueron 5th    y el número de vecinos es 30k  , estos son 
las únicas entradas del algoritmo a parte de la nube de puntos. En la tabla 4.1 se 





Figura 4.4. a) Borde de la mesa de la nube de puntos original. b) Borde de la mesa con el 2% de los 
puntos cargados del modelo original después de haber aplicado el algoritmo de carga y 
almacenamiento progresivo de nubes de puntos. 
 
Se evidencia que a medida que la resolución va disminuyendo la cantidad de puntos es 
menor, sin embargo la superficie se mantiene uniforme. El cambio en la nube de puntos 
que solo contiene el 50% de los datos iniciales sigue manteniendo la misma forma que la 
nube original. Ahora, las nubes de puntos que tienen una resolución de 2% siguen 
manteniendo la geometría de la nube inicial, y lo que es más importante aún, lo bordes 
que marcan cambios en la geometría de la superficie se mantienen correctamente, en la 
Figura 4.4 se ve el borde de la mesa de perfil, al lado izquierdo el de la nube original y el 




Para determinar la valoración perceptual del esquema del muestreo de datos para la 
carga y almacenamiento progresivo de nubes de puntos, se desarrolló una encuesta que 
busca comparar la percepción visual del esquema de muestreo propuesto en este 
documento con otros dos algoritmos, el primero es el propuesto por Gobbetti y Marton, 
en su artículo Layered Point Clouds [21] y el segundo es una técnica de simplificación 
clásica la cual consiste en realizar un muestreo aleatorio uniformemente distribuido de 
datos sobre toda la superficie. Este estudio pretendía determinar si el algoritmo mantiene 
los detalles y los bordes de las superficies teniendo en cuenta la geometría del modelo.  
 
De aquí en adelante se denominará a la técnica de muestreo aleatorio uniformemente 
distribuido como técnica I, al algoritmo propuesto por Gobbetti y Marton en [21] como 
técnica II y a la técnica propuesta en este documento como técnica III.   
 
La percepción se considera como la capacidad de obtener información por parte de un 
sujeto sobre su ambiente, a partir de los estímulos que llegan a sus sentidos sensoriales. 
En el caso de la percepción visual se refiere a la capacidad de obtener información de 
una imagen de su entorno físico, a partir de la luz emitida por cada uno de los objetos 
[59]. 
 
En el proceso de valoración perceptual del algoritmo propuesto en este documento y en 
el desarrollo de la encuesta,  se tuvieron en cuenta las tres fases de la percepción, las 
cuales son la visión temprana, la organización perceptiva y el reconocimiento. 
 
En la primera fase, que corresponde a la visión temprana, el sistema visual crea una 
representación básica de los elementos que componen la imagen tales como el 
movimiento, la posición y la disposición espacial de los objetos, entre otras. En la 
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segunda fase, que es la organización perceptiva, el sistema visual confirma la 
información obtenida en la primera fase, además de determinar el modo como se 
organizan los elementos de la imagen como una totalidad para poder relacionar los 
distintos objetos entre sí y las superficies que conforman la misma [60] [61] [62].  
 
La última fase permite obtener información de la imagen sobre aspectos como la 
identidad, el significado y la función de los elementos de la imagen. En general, se 
considera que el reconocimiento perceptivo está basado en establecer algún tipo de 
correspondencia entre la información visual obtenida en cada momento con conocimiento 
almacenado a largo plazo sobre el aspecto visual de las cosas. Normalmente, el 
resultado final de todo este conjunto de procesos es la percatación consciente de las 
distintas características y aspectos de los diversos objetos y entidades que nos rodean 
[59]. 
 
La encuesta se diseñó  teniendo en cuenta estos tres aspectos fundamentales de la 
percepción visual, un ejemplo de una de las encuesta se muestra en el Apéndice D, se 
usaron diferentes modelos para no sesgar el estudio a un único modelo. Se plantearon 
tres preguntas las cuales tenían la siguiente dinámica: En la primera pregunta al 
encuestado se le presentaron tres nubes de puntos del mismo modelo, las cuales se 
mostraron usando el visualizador de PCL (pcl_pcdViewer) [58], dos de estos modelos 
fueron simplificados utilizando los algoritmos de la técnica I y la técnica II y el tercer 
modelo fue simplificado con la técnica III, teniendo en cuenta que las tres nubes de 
puntos tenían la misma cantidad de datos. 
 
A partir de estas tres nubes de puntos, el encuestado debía escoger la técnica con la 
cual le parecía que el modelo se veía mejor. Con esto se pretendía determinar, a través 
de aspectos como la visión temprana y la organización perceptiva,  la técnica que le 
permitiera reconocer de forma más clara y detallada el modelo presentado, en otras 
palabras, lo que se quiere medir es la capacidad que tiene el algoritmo propuesto en este 
documento, frente a los otros dos algoritmos evaluados, de mantener una buena 




En la segunda pregunta el encuestado debía dar una lista de aspectos y características 
que lo llevaron a escoger una de las tres opciones de la primera pregunta, esto pretende 
evaluar cuáles aspectos se resaltan más del modelo seleccionado en la pregunta 
anterior, identificando así los detalles de la escena y de este modo determinar el 
reconocimiento de la misma por parte del encuestado, lo cual corresponde a la tercera 
fase de la percepción visual. De esta forma se busca comparar de manera perceptual la 
capacidad que el algoritmo tiene para mantener  los detalles con respecto a los otros dos 
algoritmos.  
 
En la tercera pregunta de la encuesta se presentaron tres nubes de puntos de diferentes 
modelos, cada una se presentó con resoluciones de 0.5%, 1%, 2%, 10% y 20%. Al 
encuestado se le presentó cada nube de puntos progresivamente desde la resolución 
más baja hasta la resolución en la cual él identificó completamente el modelo, esta 
resolución fue anotada como el resultado de esta pregunta. Se buscó nuevamente a 
partir de aspectos como la visión temprana y la organización perceptiva, determinar la 
calidad del algoritmo en resoluciones bajas con respecto a la resolución usada 
comparándolo con los algoritmos de la técnica I y II. 
 
Se encuestaron 100 personas de la Universidad Católica de Manizales y de la 
Universidad de Caldas, todos los encuestados fueron estudiantes y profesores de 
carreras afines a la ingeniería, arquitectura, diseño visual y publicidad. A la primera 
pregunta, en la cual los encuestados debían decidir con cuál de las tres técnicas le 
parecía que el modelo se veía mejor, los encuestados respondieron como se muestra en 
la Tabla 5.1, se puede observar que la moda corresponde a la técnica III, el 9% de los 
encuestados prefirieron la técnica I con respecto a las otras dos, mientras que el 12% de 
los encuestados prefirieron la técnica II y el 79% de los encuestados coincidieron con la 
técnica III, la cual corresponde al algoritmo propuesto en este documento. 
 






Técnica I 9 
Técnica II 12 
Técnica III 79 
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Ahora, para la segunda pregunta la cual busca establecer las características que llevaron 
a los encuestados a escoger una técnica sobre las otras, se pudo tabular usando las 
características mencionadas por cada encuestado. El grupo de personas que escogieron 
la técnica I y la técnica II piensan que estas técnicas son mejores ya que el modelo se ve 
más poblado de puntos alrededor de toda la superficie. Por otra parte, para los que 
escogieron la técnica III fueron más específicos en sus respuestas. De los 79 de 100 
encuestados que escogieron esta técnica, el 81% (64 encuestados) mencionaron que los 
bordes de esta técnica se ven mejor que en las otras dos, el 72% (57 encuestados) 
mencionaron que los detalles como la cabeza y extremidades de los modelos se veían 
mejor definidas y a los que se les mostraron nubes de puntos de escenas de exteriores o 
interiores, mencionaron que seleccionaron esta técnica debido a que los objetos se veían 
mejor gracias a la definición que tenían en los contornos. 
 
Figura 5.1. Grafico de resultado primera pregunta de la encuesta de percepción. 
 
Para la tercera pregunta, en la cual los encuestados debían seleccionar el nivel de 
resolución en el cual reconocían claramente el modelo que representaba la nube de 
puntos, se obtuvieron los resultados de la Tabla 5.2. para cada técnica, el encuestado 
observaba una nube de puntos y se iba incrementando la resolución de la misma hasta 
que este reconociera el modelo.  
 
Tabla 5.2. Resultados tercera pregunta de la encuesta de percepción 
Resolución Técnica I Técnica II Técnica III 
0,5% 9 11 48 
1% 28 37 41 
2% 52 43 9 
10% 11 9 2 
20% 0 0 0 











Para la técnica I, el 52% de los encuestados coinciden en que reconocieron el modelo 
con el 2% de los puntos de la totalidad del modelo y el 28% dice que con una resolución 
de 1% de los puntos es capaz de reconocer el modelo. Para la técnica II, se puede 
observar que el 43% de los encuestados dicen que es necesaria una resolución del 2% 
para identificar el modelo mientras que el 37% solo necesito el 1% de los datos. Ahora 
para la técnica III propuesta en este documento, hay que resaltar, que el 48% de los 
encuestados fueron capaces de reconocer el modelo con tan solo el 0.5% de los datos y 
el 41% reconocieron el modelo con el 1%, lo cual indica que esta técnica mantiene la 
forma de la nube de puntos más clara que las otras dos técnicas. 
 
Figura 5.2. Gráfico de resultado tercera pregunta de la encuesta de percepción. 
 
Por otra parte, se tomaron varias nubes de puntos de diferentes tamaños con el fin de 
medir el tiempo que tardó el algoritmo en procesar cada conjunto de datos para 
reordenar los puntos teniendo en cuenta las condiciones ya mencionadas. Las nubes de 
puntos usadas, el tamaño de cada una y el tiempo de ejecución del algoritmo para 
procesarlas se observar en la Tabla 5.3. Las características del computador que se utilizó 













Diseño de un esquema de muestreo de datos para la carga y 
almacenamiento progresivo de nubes de puntos 
 
 
Figura 5.3. Gráfico de la cantidad de puntos de diferentes nubes vs. el tiempo que le tomó al 
algoritmo procesar cada una con diferentes ángulos θth. 
Como era de esperarse, a medida que el tamaño del conjunto de datos aumenta, 
también lo hace el tiempo que requiere el algoritmo para procesar la nube, es decir que 
existe una relación directamente proporcional entre el tamaño de la nube de puntos y el 
tiempo de procesamiento. Sin embargo se observaron algunos valores en los que el 
conjunto de datos aumentó y el tiempo de procesamiento del algoritmo disminuyó. 
 
Debido a esto se decidió hacer una segundo prueba, esta vez con dos ángulos 
th  
diferentes, el primer ángulo fue de 3  y el segundo de 5 , de aquí se dedujo que a 
medida que el umbral 
th  aumenta, el tiempo de procesamiento disminuye (ver Figura 
5.3), lo cual indica que el algoritmo de crecimiento de regiones influye en el tiempo.  
 
Además, también se pudo observar que la complejidad en la geometría del modelo 
influye en el tiempo que tarda el algoritmo en procesar cada nube. Como se puede 
observar en la Tabla 5.3, la nube Happy Budda tiene 543.652 puntos mientras que la 
nube Duck tiene 651.342 puntos, sin embargo el algoritmo tardo un tiempo menor en este 
último. Incluso, el algoritmo tardo un tiempo relativamente similar en las nubes Duck y 
Hand, la cual posee aproximadamente la mitad de los datos que Duck. Este último es un 
modelo con una geometría simple, por lo tanto, el algoritmo lo procesa más rápido en 












































































































































Tabla 5.3. Tiempo de ejecución del algoritmo para procesar diferentes tamaños de nubes de puntos.  
Nube de puntos Tamaño en puntos 
Tiempo en segundos 
3th    
Tiempo en segundos 
5th    
Bunny 35.947 6,04 4,06 
Horse 48.485 8,43 5,10 
Armchair 62.406 18,56 11,57 
Model 100.000 15,81 8,14 
Armadillo 172.974 75,22 50,72 
Pez 234.226 143,71 84,99 
Stairs 312.833 155,26 93,52 
Hand 327.323 143,40 92,66 
Dragon 437.645 358,49 215,32 
Table 460.400 595,67 298,22 
Happy Budda 543.652 628,07 422,18 
Duck 651.342 169,75 101,38 
Laura 733.318 917,26 610,74 
Shell 853.521 657,91 354,87 
Room 968.520 2.772,28 1.674,86 
Cell Tower 2.219.774 28.196,38 17.429,02 
Denver Pipes Portion 3.801.816 23.372,25 14.824,91 
 
Tabla 5.4. Características del equipo donde se ejecutó el algoritmo. 
Marca TOSHIBA 





i5 – 2410M CPU @ 2.30GHz
 
Memoria RAM 4 GB 
Disco de almacenamiento SATA 50 GB 
Sistema operativo Ubuntu 14.04 de 64 bits 
 
Finalmente, se evaluó la capacidad que tiene el algoritmo para mantener una densidad 
de puntos mayor en las regiones de alta curvatura que en las de baja curvatura. Para 
realizar esto se simplificó una nube de puntos con dos técnicas y se generó una malla 
sobre cada modelo con el fin de comparar estos resultados, la malla de ambas nubes de 
puntos simplificadas se reconstruyó usando el algoritmo propuesto por Bernardini et al. 
en su artículo The Ball-Pivoting Algorithm for Surface Reconstruction [63], ver Figura 5.4. 
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Figura 5.4. Ambos modelos tienen el 2% de sus puntos originales, el modelo de la izquierda fue 
simplificado con la técnica de muestreo aleatorio uniformemente distribuido y el modelo de la 
derecha fue simplificado con la técnica propuesta en este documento. La reconstrucción de la malla 
se realizó con el algoritmo propuesto en [63].  
  
Los modelos presentados en la Figura 5.4 solo poseen los primeros puntos que 
corresponden al 2% de la totalidad de los datos, el modelo de la izquierda de la Figura 
5.4 fue simplificado usando el algoritmo muestreo aleatorio uniformemente distribuido y el 
modelo de la derecha fue simplificado con la técnica propuesta en este documento.  Se 
puede observar en la Figura 5.4 que este último mantiene mayor densidad de puntos en 
las zonas de curvatura alta y baja densidad de puntos en zonas donde la superficie es 
suave. 
 
Es claro que la forma del rostro y las orejas se ven mejor definidos en el modelo de la 
derecha y que en las zonas donde la superficie es suave los polígonos son más grandes, 
mientras que en el modelo de la izquierda los polígonos son aproximadamente del mismo 
tamaño en toda la superficie, lo cual indica que el rostro y las orejas, los cuales requieren 
más detalles que el resto de la superficie, tienen la misma densidad de puntos que el 
resto del modelo. 
 
6. Conclusiones y trabajo futuro. 
En este documento se presentó un algoritmo de simplificación para nubes de puntos, el 
cual se basa en el reordenamiento de los datos, los cuales se almacenan en un archivo 
de formato estándar para modelos 3D y así cargar este archivo reorganizado de forma 
progresiva. El algoritmo es fácil de implementar y no requiere la existencia de una malla 
definida que conecte los puntos, es decir, el algoritmo se basa únicamente en la 
información de la ubicación espacial de cada punto. 
  
Este reorganiza los puntos teniendo en cuenta las características locales que capturan la 
geometría de la superficie subyacente alrededor de un punto, a partir de las cuales, se 
calcula el cambio en la curvatura con respecto a los vecinos de cada punto y de esta 
forma identificar las zonas de la superficie en las cuales es necesario mantener una 
mayor densidad de puntos con respecto a zonas donde la curvatura tiene cambios 
suaves, las cuales se pueden interpretar como zonas relativamente planas y que no 
necesitan una gran densidad de puntos para su representación. 
 
Es así como el algoritmo etiqueta cada punto a partir de la información de la curvatura de 
la superficie, donde da paso a que los puntos en el conjunto de datos puedan 
reorganizarse a partir de las etiquetas o pesos que han sido asignados teniendo en 
cuentas las características ya mencionadas.  
 
Para reordenar el conjunto de datos, el algoritmo le da prioridad a los puntos de zonas  
de alta curvatura, sin embargo estos son mezclados con puntos que pertenecen a zonas 
de baja curvatura, con el fin de preservar no solamente los bordes de la nube de puntos, 
si no también datos de regiones suaves. De este modo se garantiza que los cambios 
bruscos en la superficie se preserven con una alta densidad de datos y que sean 
acompañados con puntos que permitan representar las zonas intermedias entre bordes. 
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Además, el algoritmo entrega una estructura simple de cargar, ya que los datos están 
organizados estratégicamente de forma que se pueda representar el modelo con la 
cantidad de puntos que el usuario desee.  
 
Hay que tener en cuenta que el algoritmo es sensible a la estimación de las 
características principales como la normal y la curvatura asociada a cada punto, además 
que estas estimaciones son lentas computacionalmente hablando. Por otra parte el 
algoritmo de crecimiento de regiones también es computacionalmente costoso, por tal 
motivo el trabajo futuro para esta tesis es mejorar el desempeño del algoritmo 




A. Apéndice A: Nubes de puntos y 
adquisición 
na nube de puntos  es una estructura digital en tres dimensiones del mundo real, 
tal como un objeto, una persona, un animal o escenas de exteriores o interiores. 
Como su nombre lo indica, esta es un conjunto de puntos coordenados en un espacio 
tridimensional que forman una superficie. Usualmente cada punto ip  es definido por 
coordenadas ( , , )x y z , donde ip  , aunque cada punto podría también tener más 
información tal que 1 2 3( , , , , , , )i np x y z f f f f , donde 1 2 3, , , nf f f f  son características 
adicionales de cada punto como el color en RGB, la información de reflectancia o 
absorbancia  de la luz en ese punto, una propiedad física, la distancia desde el sensor 
que capturo la nube hasta el punto o simplemente una etiqueta con información 
necesaria según la aplicación para la cual será utilizada la nube de puntos. 
 
En este apéndice, se presentan las bases que describen el proceso de formación de la 
imagen, lo que lleva al desarrollo de ecuaciones que permiten la recuperación de un 
modelo tridimensional a través de un proceso de triangulación geométrica. Además se 
introducen conceptos básicos de geometría analítica (e.g. puntos, vectores, líneas, rayos 
y planos), los cuales son útiles para comprender el modelo geométrico. 
 
A.1 Adquisición de datos 
Las coordenadas de un punto ip   ubicadas en un plano tridimensional, por lo general, 
tienen como origen coordenado el dispositivo de sensado utilizado para adquirir la nube. 
Esto indica que cada punto ip  representa la distancia que hay entre el punto de vista en 
que se capturo la nube de puntos y la superficie original.  
U 
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Existen muchas formas de muestrear una superficie y convertirla en una nube de puntos, 
aquí mencionaremos dos de las técnicas sin contacto con la superficie, más comunes 
para realizar este proceso [1]. En la Sección A.2 se explicará el principio matemático que 
rige a la técnica utilizada para capturar nubes de puntos en esta tesis.  
 
La primer categoría son los sistema que proyectan ondas de luz (e.g. laser) o sonido (e.g. 
sonar) sobre la superficie, las cuales será reflejadas de nuevo hacia el origen del sensor. 
Por ejemplo podemos encontrar los sistemas de tiempo de vuelo o TOF (por sus siglas 
en ingles Time Of Flight) [64], los cuales miden el retardo que hay desde que se emite 
una señal que golpea la superficie a muestrear hasta que esta regresa al transmisor, de 
esta forma se calcula la distancia desde el sensor hasta la superficie, también existen 
otros dispositivos como los sistemas laser de medida (LMS) o LIDIAR, radares y sonares. 
Para trabajar con estos dispositivos es necesario conocer la velocidad de propagación de 
la onda y se mide el tiempo que tarda la onda en ir hasta la superficie y retornar hasta el 
sensor, con lo cual se calcula la distancia a partir de: 
                                                                  2
ct
d   (A.1) 
Donde c  representa la velocidad de propagación de la onda y t  representa el tiempo que 
tardo la señal en ir y volver, como la onda hace el mismo recorrido dos veces, entonces 
se debe dividir entre dos [1]. 
 
La segunda categoría son los sistemas que utilizan técnicas de triangulación a partir de 
dos sensores, este tipo de técnicas estiman la distancia a la superficie por medio de las 
correspondencias de dos puntos de vista tomados con ambos sensores al mismo tiempo 
[65]. Para calcular las distancias a la superficie, ambos sensores deben ser calibrados 
uno con respecto al otro, además sus propiedades intrínsecas y extrínsecas deben ser 
conocidas. Usualmente las distancias se estiman así: 







Donde f  representa la distancia focal de ambos sensores, T  es la distancia entre los 
sensores, 1x  y 2x  son los puntos correspondientes en cada sensor. Un ejemplo de esta 
técnica es la visión estéreo [1]. 
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Las nubes de puntos que se utilizaron en este documento fueron tomadas usando 
técnicas de triangulación [66]. El equipo para obtener las nubes hace uso de un tipo de 
sensor que proyecta luz estructurada sobre el objeto para obtener modelos 3D de 
manera precisa. Este tipo de sensores obtienen las nubes de puntos de una superficie a 
partir de la combinación de una cámara que captura imágenes y un espejo rotativo que 
refleja luz laser con un patrón determinado [67]. Específicamente se utilizó un 
digitalizador 3D Konica Minolta VIVID 9i [68], el cual pertenece a la Universidad Nacional 
de Colombia Sede Manizales, el patrón de la luz laser de este digitalizador 3D es un 
plano. La ventaja de los equipos de adquisición de nubes de puntos basados en 
triangulación que hacen uso de luz estructurada sobre los sistemas de visión estéreo que 
usan dos cámaras, es que se evita el problema de correspondencia de puntos entre los 
planos de la imagen de ambas cámaras [1]. 
 
Las imágenes capturadas con el digitalizador 3D Konica Minolta VIVID 9i solo cubren la 
superficie de la escena o del objeto de forma parcial, es decir, desde un punto de vista 
especifico. Por lo tanto, se tienen que tomar varias capturas desde diferentes ángulos 
con respecto a la superficie para poder cubrirla en su totalidad sin tener oclusiones. 
Como se verá en la Sección A.3, las coordenadas de cada punto toman la posición del 
sensor como origen del sistema coordenado. Por tal motivo, cuando se realizan capturas 
desde diferentes puntos de vista (ver Figura A.1), estas deben ser alineadas en un 
mismo espacio coordenado. Al proceso de obtener capturas desde diferentes ángulos y 
alinear cada una de estas se le conoce con el nombre de registro [69]. 
 
Figura A.1. Registro para la digitalización completa de un modelo, figura tomada de [69].  
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Una vez se realice el proceso de registro, comienza un proceso llamado integración, el 
cual consiste en generar una sola nube de puntos utilizando la información de las 
capturas parciales tomadas durante el registro, por lo tanto se deben encontrar 
correspondencias entre cada captura para poder integrarlas de manera precisa [70]. Hay 
que tener en cuenta que la ubicación cartesiana de cada punto 
ip  no es suficiente para 
encontrar estas correspondencias, se necesita información adicional de cada punto, esta 
información adicional se le conoce con el nombre de características principales o 
características geométricas. El proceso de integración también busca eliminar 
información redundante en los traslapes que se presentan al encontrar los puntos de 
correspondencia entre capturas y rellenar las oclusiones presentes, con el fin de llegar a 
un único modelo [71]. 
 
A.2 Principio matemático de la triangulación 
Para estimar las coordenadas de cada punto ip   de un objeto o superficie es 
necesario proyectar sobre este una luz con un patrón conocido y captar estos patrones 
con una cámara. El patrón de luz proyectado sobre la superficie consiste en un laser que 
es reflejado en una superficie cilíndrica, la cual convierte el rayo de luz en un plano, y 
este a su vez es reflejado sobre un espejo que puede cambiar de ángulo para cubrir el 
área de la superficie a escanear. En esta sección se estudiaran los principios básicos 
para calcular las coordenadas de un punto en la superficie. 
 
A.2.1 Representaciones geométricas 
Ya que la luz se propaga en línea recta, en medios homogéneos como el aire, entonces 
se deducen las ecuaciones de reconstrucciones 3D a partir de construcciones 
geométricas que implican la intersección de líneas y planos. Estas ecuaciones se basan 
en algebra y geometría analítica. Las letras en minúscula denotan un punto en el espacio 
y las letras en minúscula, como v , denotan un vector en el espacio, todos los vectores 
serán tratados como vectores columna con coordenadas en valores reales 
3( , , )x y z  , 
los cuales también se pueden considerar matrices tres filas y una sola columna 3 1xv . 
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El tamaño de un vector v  es un escalar tal que 
2 2 2
x y zv v v v    . Se utilizarán 
multiplicaciones de matrices para el producto interno o producto punto de dos vectores: 
1 2
Tv v   el cual es un escalar; aquí 1
Tv  es un vector fila  , el cual es el resultado de 
calcular la matriz transpuesta de 1v . El valor del producto interno de dos vectores 1v  y 2v  
es igual a  1 2 cosv v  , donde   es el ángulo formado por los dos vectores. El 
producto vectorial o producto cruz de dos vectores 3
1 2v v   es un vector 
perpendicular a ambos vectores 1v  y 2v , el tamaño de este vector esta dado por 
 1 2v v sen  , y la dirección está determinada por la ley de la mano derecha; en 
particular dos vectores 1v  y 2v  son linealmente dependientes si y solo si el producto 
vectorial es igual a cero [72] [73]. 
 
A.2.2 Cámara esteneopeica 
Una cámara proyecta los rayos de luz del mundo real 3D (espacio del objeto) sobre un 
plano 2D conocido como el plano de la imagen. Una cámara esteneopeica (ver Figura 
A.2), también conocida como pin hole camera por su nombre en inglés, es una cámara 
en la cual  se considera como centro de proyección o foco, el origen del sistema 
coordenado Euclidiano y además el plano z f  como el plano de la imagen o plano 
focal. 
 
Figura A.2. Proyección de perspectiva bajo el modelo de la cámara esteneopeica. 
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Bajo este esquema, un punto p  en el espacio con coordenadas ( , , )
Tx y z , es 
proyectado en un punto sobre el plano de la imagen, donde una línea une el punto p  
con el centro de proyección y el punto q  (2D). La proyección del punto 3D p  es donde la 
línea intersecta el plano de la imagen, es decir que cualquier punto 3D (diferente al 
centro de proyección) determina una línea única que pasa a través del centro de 
proyección o foco, si esta línea no es paralela al plano de la imagen entonces esta debe 
intersecar a este en algún punto q  (image point). En matemática, este mapeo de puntos 
2D a partir de puntos 3D se conoce como proyección de perspectiva. Por similaridad de 
triángulos, podríamos decir que el punto ( , , )Tp x y z  es proyectado sobre el plano de la 
imagen como el punto  , ,
T
q fx z fy z f  [72].   
 
A.2.3 Puntos y vectores 
Ya que los vectores forma un espacio vectorial, estos pueden ser multiplicados por 
escalares y pueden ser sumados unos con otros. Los puntos, por otro lado, no forman 
espacio vectoriales, sin embargo los puntos y los vectores están relacionados así: un 
punto más un vector ( p v ) es otro punto y la diferencia entre dos puntos ( p q ) es un 
vector. Si p  es un punto,   es un escalar y v  es un vector, entonces q p v   es otro 
punto, en esta expresión v  es un vector de tamaño v . Multiplicar un punto por un 
escalar p , no está definido.  
 
A.2.4 Representación paramétrica de líneas y rayos 
Una línea L  puede ser descrita especificando uno de sus puntos q  y un vector director 
v . Cualquier otro punto p  sobre la línea L  puede ser descrito como el resultado de 
añadir un múltiplo escalar v  del vector director v  al punto q  (  puede ser negativo, 
positivo o cero). 
                              
 :L p q v      (A.3)
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Esta es la representación paramétrica de una línea (ver Figura A.3), donde el escalar   
es el parámetro, ver Ejemplo A.1 y Ejemplo A.2. 
  
Esta representación no es única, ya que q  puede ser representado por cualquier otro 
punto sobre la línea L  y v  puede ser reemplazado por cualquier otro vector con la 
misma dirección diferente de cero. Sin embargo, para cada q  y v  que se escojan, la 
correspondencia entre p  y   es única [72]. 
 
Un rayo es un segmento de una línea, mientras que en una línea el parámetro   puede 
tomar cualquier valor, en un rayo   solo puede tomar valores positivos. 
                            
 : 0R p q v      (A.4)
 
En este caso, si el punto q  cambia, resulta en un rayo diferente, ya que el punto q  se 
conoce como el origen del rayo. El vector director v  puede ser reemplazado por 
cualquier múltiplo escalar positivo de este. Si se reemplaza el vector director v  por un 
múltiplo escalar negativo de este, resultará en un rayo con dirección opuesta. Por 
convención, en los proyectores los rayos de luz atraviesan a lo largo de la dirección 
determinada por el vector director, mientras que en las cámaras, la luz atraviesa en la 
dirección opuesta al vector director, es decir, en la dirección en la que disminuye   [72]. 
 
Figura A.3. Representación paramétrica de líneas (figura de la izquierda) y rayos (figura de la 
derecha). 
 
Ejemplo A.1: Hallar un conjunto de ecuaciones paramétricas de la recta que pasa por los 
puntos  2,1,0  y  1,3,5 . A partir de ( 2,1,0)p    y (1,3,5)q  , construimos un vector 
director pq  así: 
 (1 ( 2),3 1,5 0)v pq q p         
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 ( , , ) (3,2,5)v a b c    
Usando los números de dirección 3a  , 2b  , 5c   y el punto ( 2,1,0)p   , 
obtenemos: 
  : 3 2, 2 1, 5L m p v x y z             
Donde m  tiene coordenadas ( , , )x y z , m  es cualquier punto sobre la recta. 
 
Ejemplo A.2: Encontrar la ecuación de la recta en el espacio (
3
). 
Si q L oq op d     
     0 0 0, , , , , ,x y zx y z x y z d d d     
Si 
0 0 0| ; ;x y zq L x x d y y d z z d               
Hallar la ecuación de la recta L  que pasa por  3,2,1p    y  5,1,4q  . Además 
demostrar si los puntos  21, 1,10w L    y  20,10, 2m L   .   
 
Figura A.4. Ecuación de la recta en el espacio. 
 
Como la recta pasa por los puntos q  y p , entonces el vector director d  lo encontramos 
a partir de de      3,2,1 5,1,4 8,1, 3d qp p q         . Una vez definido d , se 
puede definir L  como: 
  L u L q d      
Donde u  es un punto cualquiera que pertenece a la recta L . 
      , , 5,1,4 8,1, 3x y z       

















Ahora, si los puntos w  y m  pertenecen al plano debe existir un mismo   que 
satisfaga la expresión anterior. Para  21, 1,10w    tenemos que: 
 
5 8 21 5 8 2
1 1 1 2







       

        
        
  
Como si existe un   que satisfaga el sistema de ecuaciones, entonces 
 21, 1,10w L   . Ahora para  20,10, 2m    tenemos que: 
 
155 8 20 5 8
8
1 10 1 9







       

      
        

  
Como no existe un   que satisfaga las tres ecuaciones, entonces el punto 
 20,10, 2m    no pertenece a la línea L . 
 
A.2.5 Representación paramétrica de planos 
Similar a como las líneas son representadas de forma paramétrica, un plano   puede 
ser descrito especificando uno de sus puntos q  y dos vectores directores linealmente 
independientes 1v  y 2v , ver Figura A.5. Cualquier otro punto p  sobre el plano   puede 
ser descrito como el resultado de añadir múltiplos escalares 1 1v  y 2 2v  de los dos 
vectores al punto q  [72], así: 
                  
 1 1 2 2 1 2: ,p q v v          (A.5) 
Donde 1 2,   , si    0 0 0 1 1 2 2( , , ) , , , ,p x y z x y z x y z v v         para cada 
punto p  del plano existe un único 1  y 2 . Además, las ecuaciones paramétricas del 
plano serían: 
                  0 0 0 1 1 1 1 2 2 2 2
( , , ) ( , , ) ( , , ) ( , , )x y z x y zx y z x y z v v v v v v     (A.6) 
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0 1 1 2 2
0 1 1 2 2




x x v v
y y v v







   
 
(A.7) 
Si dado un ( , , )x y z , se encuentra un 1  y un 2  que cumpla con las tres ecuaciones, 
entonces el punto pertenece al plano  . Si no existe un 1  y un 2  tal que se cumplan 
las tres ecuaciones, entonces el punto no pertenece al plano, ver Ejemplo A.3. 
 
Figura A.5. Representación paramétrica de planos. 
 
Como en el caso de las líneas, esta representación no es única, el punto q  puede ser 
reemplazado por cualquier otro punto en el plano y los vectores 1v  y 2v  pueden ser 
reemplazados por cualquier otro par de vectores linealmente independientes, 1v  y 2v  que 
sean paralelos al plano. 
 
A.2.6 Representación implícita de planos 
Un plano   también se puede representar de forma implícita como un conjunto de ceros 
de una ecuación lineal de tres variables. Geométricamente, el plano puede ser descrito 
por uno de sus puntos q  y un vector normal n  al plano (ver Figura A.6). Un punto p   
si y solo si los vectores ( )qp p q   y n  son ortogonales [72], de forma que: 
                                
  : 0Tp n p q      (A.8) 
De nuevo, esta representación no es única, el punto q  puede ser reemplazado por 
cualquier punto que pertenezca al plano   y el vector normal puede ser reemplazado por 
Apéndice A: Nubes de puntos y adquisición 71 
 
cualquier vector n , normal al plano, multiplicado por un escalar  , tal que   sea 
diferente de cero ( n ), ver Ejemplo A.3. 
 
Para convertir de la forma paramétrica a la forma implícita, podemos tomar el vector 
normal como el producto cruz de los vectores base 1v  y 2v , 1 2n v v  . Ahora, para 
convertir de la forma implícita a la forma paramétrica, debemos encontrar dos vectores 1v  
y 2v  linealmente independientes y que sean ortogonales al vector n  o paralelos al plano 
 . De hecho, es suficiente con encontrar un solo vector v , el otro se puede encontrar a 
partir de 2 1v n v  . En ambos casos, q  puede ser el mismo. 
 
Figura A.6. Representación implícita de planos. 
 
Ejemplo A.3: Hallar la ecuación paramétrica y la forma implícita del plano   a partir de 
la forma ecuación general: 
   3, , : 2 3 8 0x y z x y z         
Para encontrar la forma implícita del plano   : 0Tp n p q      (Ecuación A.8) se 
necesita un punto q  y un vector normal al plano n . A partir de la forma general del plano 
     0 0 0 0a x x b y y c z z      , se sabe que los valores de  , ,a b c  son las 
coordenadas del vector normal n   al plano y  0 0 0, ,x y z  son las coordenadas de un 
punto que pertenece al plano [74]. Entonces se puede deducir que el vector normal al 
plano   es  2,3, 1n   . Ahora, para obtener el punto q  que pertenece al plano se 
pueden, por ejemplo, dar valores arbitrarios a x  y y , así: 
 2 3 8 0 2 3 8x y z z x y          
 3; 5x y    (Valores arbitrarios)  
    2 3 3 5 8z       
 1z     
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Por lo tanto, el punto q   es  3, 5, 1q    . Ahora con q  y n  definidos, se puede 
escribir la ecuación implícita del plano así: 
  : n 0Tp pq      
     : 2,3, 1 3, 5, 1 0Tp x y z         
Para encontrar la forma paramétrica del plano  1 1 2 2 1 2: ,p q v v         , se 
debe realizar una descomposición del punto genérico p  a partir de 2 3 8 0x y z    , 
así:  
  1 1 2 2 1 2: ,p q v v           
 1 1 2 2p q v v      
    0 0 0 1 1 2 2, , , y ,zx y z x v v      
Despejando z  de la ecuación general del plano, el punto genérico  , ,p x y z queda: 
    , , , ,2 3 8x y z x y x y    
Ahora, se debe descomponer p  en tres componentes principales así: 
      , , ,0,2 0, y,3 (0,0,8)x y z x x y    
      , , 1,0,2 0,1,3 (0,0,8)x y z x y     
Por último se reemplaza 1x v  y 2y v ,  de tal modo que la forma paramétrica del plano 
quede así: 
     
1 1 2 2




     
Se debe verificar que 1v  y 2v  sean perpendiculares al vector normal n , de esta forma se 
asegura que 1v  y 2v  sean paralelos al plano. 
    1 1,0,2 2,3, ,1 0v n      
    2 0,1,3 2,3, ,1 0v n      
Si son perpendiculares ya que el producto punto entre el vector normal n   y cada vector 
directo iv  es igual a cero. Además se debe verificar que el punto  0,0,8p   si 
pertenezca al plano   :  
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    2 3 8 0 2 0 3 0 8 8 0x y z p              

















      
 
A.2.7 Representación implícita de líneas 
Una línea L  puede ser descrita de forma implícita como la intersección de dos planos, 
ambos representados de forma implícita [72], de manera que: 
                           
 1 2: 0T TL p n pq n pq      (A.9) 
Donde los dos vectores normales 1n  y 2n  son linealmente independientes (si 1n  y 2n  son 
linealmente dependientes, las dos ecuaciones describirían el mismo plano). Cuando 1n  y 
2n  son linealmente independientes, las representaciones implícitas de los dos planos 
pueden ser definidas con respecto a un punto en común que pertenece a ambos planos 
(ver Figura A.7). 
 
Figura A.7. Representación implícita de líneas. 
 
Ya que una línea puede ser descrita como la intersección de muchos pares de planos, la 
representación no es única. El punto q  puede ser reemplazado por cualquier otro punto 
que pertenezca a la intersección de ambos planos. Para convertir la forma paramétrica 
de una línea (Ecuación A.3)  a la forma implícita (Ecuación A.9), se necesita encontrar 
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dos vectores linealmente independientes 1n  y 2n  (Ecuación A.9) ortogonales al vector 
director v  (Ecuación A.3). Una forma de hacerlo es encontrando un vector no nulo 1n  
que sea ortogonal a el vector director v  y luego tomar 2n  como el producto cruz, 
2 1n v n  . Para convertir la forma implícita a la forma paramétrica, se necesita encontrar 
un vector director no nulo v  que sea ortogonal a 1n  y 2n , 1 2v n n   y también cualquier 
múltiplo escalar de v , ver Ejemplo A.4. 
 
Ejemplo A.4: Una de las formas de la ecuación de la recta es plantearla como la 
intersección de dos planos. 
 
Figura A.8. Línea como la intersección de dos planos. 
 
A partir de la Figura A.8,  se encuentran las ecuaciones de los planos 
1  (blanco) y 2  
(amarillo), teniendo por donde cada plano corta los ejes del espacio coordenado se 





    






       
El área coloreada en gris es la porción del plano 
1  que intersecta el plano 2 , 
simplificando las ecuaciones  la línea L  queda definida como:   





3 3 4 12






   
 
     
Para llevar esta expresión a la ecuación paramétrica del la línea en el espacio, donde 


























      
Entonces, la descomposición, en este caso se está descomponiendo en términos de x , 
queda de la siguiente forma: 
  
3
, , ,4 ,6
2
p x y z x x x
 
    
 
   
    
3




x y z x

 
    
 
  
Para comprobar si es la ecuación de la línea L  en el espacio, la cual corta los plano 
1  y 
2 , se debe verificar que el vector director  31, 1, 2v     sea paralelo al vector rm  (ver 
Figura A.8), es decir que rm  es una versión escalada de v . 
 
      0,4,6 4,0,0 4,4,6rm      
  
3




       
 
  
Por lo tanto son paralelos, ya que el vector rm  es un múltiplo del vector v . También se 
puede encontrar la ecuación de la línea L  buscando un punto que pertenezca a la 
intersección entre 
1  y 2 , por ejemplo, en la Figura A.8 se puede observar que el punto 
  1 24,0,0r     . Debido a que el punto r  pertenece a la intersección de los planos, 
también pertenece la línea L , por lo tanto solo resta encontrar el vector director v  el cual 
tiene que ser perpendicular a los vectores normales de los planos, 
1 2v n n  . 
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Ejemplo A.5: Calcular la intersección entre las rectas 
1L  y 2L , además encontrar el 
ángulo entre ellas.  
       1 , , 2,0, 2 1,4,2 :L x y z          
 
      2 , , 3,10, 2 4,1,3 :L x y z          
 
Figura A.9. Intersección entre dos rectas. 
 
El punto q  donde ambas rectas intersectan (ver Figura A.9) debe tener las mismas 
coordenadas en ambas ecuaciones de 






























   
  








   
 
       
Donde se deduce que 3   y 2  . Para encontrar el punto de intersección se 



















3 4 2 5
10 2 12




   

   
      
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Por lo tanto, el punto de intersección  5,12,4q  . Finalmente para calcular el ángulo  , 
se usan los vectores directores 
1v  y 2v  y se calcula el ángulo   a partir de la definición 
del producto punto. 






   
 
Ejemplo A.6: Calcular la distancia de un punto a una recta en el espacio, se tiene una 
línea L  en 3  y un punto q  que no pertenece a L , así: 
 
Figura A.10. Distancia entre una recta y un punto. 
 
Se necesita encontrar algo que permita calcular la distancia más corta entre ambos, para 
esto se hace uso del teorema de Pitágoras y la proyección de un vector sobre otro vector 
(ver Figura A.11), teniendo en cuenta que: 
 
 El cateto opuesto es equivalente a la proyección del vector pq  sobre v . 
 La distancia más corta a la recta es el modulo del cateto opuesto, .odist c . 
 Se puede plantear al vector pq  como las suma del vector .c a  y el vector .oc . 
 
Figura A.11: Distancia entre una recta y un punto. 
 
Por lo tanto, para calcular la distancia mínima se puede proceder de la siguiente forma: 
 
.vpq proy pq c o 
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Ejemplo A.7: Calcular la distancia entre dos rectas paralelas en el espacio. 
 
Figura A.12. Distancia entre dos líneas paralelas. 
 
El vector 1 2p p  es la proyección de 1 2p p  sobre 1v , además, teniendo en cuenta el 
ejemplo anterior, se puede deducir que 1 2 1 2p p p p x  , por lo tanto: 
 1 21
1 2 1 2
v p pproy












Donde la distancia mínima entre ambas rectas es igual al modulo de x , x . 
 
Ejemplo A.8: Calcular la distancia entre líneas alabeadas en el espacio. En el espacio 
dos líneas pueden ser oblicuas entre sí (no paralelas) y no cortarse en ningún punto, ver 
Figura A.13. Esto quiere decir que son líneas que no perteneces al mismo plano. Sin 
embargo el cálculo del ángulo que forman entre ellas es el mismo que el del Ejemplo A.5. 
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Figura A.13. Distancia entre líneas alabeadas. 
 
Si se tienen dos planos paralelos, la distancia entro esos dos planos se debe medir sobre 
la perpendicular a ambos. Como son paralelos debe existir una línea perpendicular a 
ambos planos y cualquier vector definido por un punto del plano y un punto del otro plano 
proyectado sobre la dirección de la normal, será entonces la distancia mínima.  
 
Figura A.14. Distancia entre líneas alabeadas. 
 
No importa qué puntos se tomen de los planos, si un punto pertenece al plano 
1  y el 
otro pertenece al plano 
2 , la distancia siempre es la misma porque los planos son 
paralelos. 
 
Se debe encontrar un vector normal al plano 
1  y al plano 2 , el cual tiene que ser 
perpendicular a 
1L  y 2L . Entonces, el vector normal a los planos n  puede ser calculado 
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a partir del producto vectorial de los vectores directores de cada línea, 
1 2n v v  . Por lo 
tanto la distancia mínima entre los dos vectores sería  el modulo del vector 
1 2nx proy p p , (la distancia mínima es x ). 
 
A.3 Reconstrucción a través de triangulación 
Es una práctica común que los patrones de iluminación contengan líneas o punto 
identificables. Bajo el esquema de un proyector, una línea proyectada sobre la superficie 
crea un plano de luz [75]. Ahora, la intersección de un rayo de luz de la cámara con el 
objeto escaneado, se considera como un punto iluminado, mientras que la intersección 
de un plano de luz con el objeto generalmente contiene varios segmentos curvos 
iluminados [73].  
 
Dichos segmentos curvos está compuesto de muchos puntos iluminados, se asumirá que 
la posición y la orientación del proyector y la cámara [72] con respecto al sistema 
coordenado son conocidas. Bajo este supuesto, la ecuación del plano proyectado así 
como el del rayo de la cámara, correspondientes a los puntos iluminados, son definidos 
por parámetros medibles. A partir de estas medidas, la ubicación de los puntos 
iluminados puede ser recuperada a partir de la intersección del plano de luz proyectado 
con los rayos correspondientes de la cámara a los puntos iluminados. Mediante estos 
procedimientos se puede corregir la ambigüedad al calcular la profundidad con una 
cámara esteneopeica [76] [77] [78]. 
 
A.2.8 Intersección entre líneas y planos 
Calcular la intersección entre una línea y un plano se realiza de manera directa si la línea 
es representada de forma paramétrica (Ecuación A.3). 
  :LL p q v       
Y si el plano está definido de forma implícita (Ecuación A.8). 
   : 0Tp n p q       
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La línea y el plano puede que no se intersecten, en cuyo caso se dice que la línea y el 
plano son paralelos, este es el caso en el que el vector director v  de la línea L  y el 
vector normal n  del plano  , son ortogonales. También podrían no intersectarse si la 
línea L  pertenece al plano  , en ambos casos se tiene que 0
Tn v  . Si los vectores n  
y v  no son ortogonales, entonces la línea y el plano se intersectan en exactamente un 
punto p . Ya que el punto p L , puede ser escrito como 
Lp q v  , para un valor de 
  que debe ser calculado teniendo en cuenta que el punto p  también pertenece al 
plano, p  . El valor de   debe satisfacer la siguiente ecuación lineal: 
                                 
    0T T Ln p q n v q q         (A.10)   
Despejando   de la ecuación queda: 












Figura A.15. Triangulación a partir de la intersección entre un plano y una línea. 
 
Ya que se asume que la línea L  y el plano    no son paralelos ( 0Tn v  ) esta 
expresión es válida [72]. Geométricamente podemos interpretar la intersección entre una 
línea y un plano como se muestra en la Figura A.15, teniendo en cuenta que la línea se 
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interpreta como el rayo de luz en dirección hacia la cámara y el plano se interpreta como 
el plano del laser que es proyectado sobre el objeto [76]. 
 
B. Apéndice B: KD-tree 
Cada nivel de un kd tree divide a todos los nodos hijos a lo largo de una dimensión 
específica (ya sea x , y  o z ), usando un híper-plano el cual es perpendicular a un 
determinado eje, en BSP (Binary Space Partitioning) es común hablar de híper-planos, 
estos son planos que pasan a través de un punto especifico que parte el espacio en dos.  
 
Cada nodo en un árbol puede tener dos hijos, hijo izquierdo y derecho, estos serán 
seleccionados basándose en la dimensión por la cual fue dividido el espacio, teniendo en 
cuenta que los hijos del lado izquierdo serán los puntos menores a la mediana de los 
valores en la dimensión en la cual se dividió el espacio y los hijos del lado derecho serán 
los mayores a la mediana en dicha dimensión. Si un nodo no tiene hijos, este nodo se 
conoce con el nombre de nodo hoja.  
 
La raíz del árbol es el punto que más se acerca a la mediana de los datos en una 
dimensión específica. Este proceso se repite hasta que se analicen todos los puntos, 
teniendo en cuenta que en cada iteración se usa la dimensión siguiente. En la primera 
iteración del algoritmo,  se puede escoger la dimensión por la cual se dividirá el espacio 
teniendo en cuenta en cuál de los ejes los datos estén más dispersos. 
 
Ejemplo B.1: Encontrar el k-d tree del conjunto de datos  de dos dimensiones. 
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Lo primero que se debe hacer es partir el espacio con una híper-recta, ya que el espacio 
es de dos dimensiones, la cual divide en dos el conjunto de datos,  a lo largo de una 
dimensión. La pregunta es, ¿a lo largo de que dimensión se debe partir el espacio?, pues 
hay varias técnicas para hacerlo, acá se encontrará la dispersión de los datos en x  y en



































Figura B.1. Conjunto de datos ubicado en el espacio coordenado. 
 
Como la mayor dispersión en los datos se encuentra en el eje x , entonces la híper-recta 
corta a lo largo de este eje. Ahora se debe encontrar la mediana de los datos en la 
dimensión x  ( 0.7235mediana  ). A partir del valor de la mediana encontramos la raíz 
del árbol, la cual será el valor que más se acerque a ella por debajo en la dimensión x , 
este valor corresponde al punto 
6p , a lo largo de este se traza una línea en 0.6324x   
que divida el espacio coordenado en dos. La raíz no se considera en los subconjuntos de 
la izquierda y derecha de la híper-recta. El conjunto  queda dividido así: 
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 5 0.6324,0.8003raiz p   


















































Figura B.2. Partición binaria del espacio usando un árbol k-dimensional. 
 
Ahora se repite el mismo proceso para los hijos de la izquierda y para los de la derecha, 
solo que esta vez se divide el espacio a lo largo del eje y , los puntos que se obtengan 
como raíces de estas particiones, serán el hijo izquierdo y el hijo derecho de la raíz 
principal, ver Figura B.2. Este proceso se repite hasta que se procesen todos los puntos, 
teniendo en cuenta que a medida que se baja de nivel en el árbol, la dimensión por la 
cual se divide el espacio se va intercalando. Finalmente el árbol k-dimensional se puede 
ver en la Figura B.3. 
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Figura B.3. Árbol k-dimensional. 
 
Si se quisiera encontrar el punto 
2p  en el árbol, por ejemplo, se comienza la búsqueda 
siempre a partir del nodo raíz, como este nodo parte el espacio a lo largo del eje x , 
entonces se compara la coordenada x  del punto 
2p  con la del nodo raíz, ya que 
2 50.9649 0.6324x xp p   , la búsqueda del punto se realiza hacia el lado derecho del 
árbol, lo cual indica que todos los nodos a la izquierda de la raíz son descartados. Ahora 
se continúa la búsqueda a partir del hijo derecho de la raíz, el cual parte el espacio a lo 
largo del eje y , por lo tanto comparamos la coordenada y  del punto 
2p  con la del punto 
9p , como 2 90.9706 0.7922y yp p   , entonces la búsqueda continúa hacia la derecha 
del árbol. Es aquí donde se encuentra el punto, al notar que las coordenadas son iguales. 
 
 
C. Apéndice C: Calculo de la normal 
asociada a un punto 
A lo largo de este apéndice se pretende calcular el vector normal de un punto 
ip  , 
donde  está definido como una nube de puntos que representan la superficie de un 
camaleón, ver Figura C.1.   
 
Figura C.1. Nube de puntos de un camaleón, en el recuadro se muestra la información de los puntos 
de interés. 
 
El punto señalado en la Figura C.1, es el punto de interes 
76p  a partir del cual se 
calculará el vector normal n  a la superficie. Teniendo en cuenta el analisis de 
componente principales mencionado anteriormente en esta seccion, el primer paso para 
poder estimar la normal es encontrar los k  vecinos mas cercanos, por motivos practicos 




entonces el conjunto de los 10 vecinos mas cercanos a 
76p  es: 
 10 10 10 10 10 101 2 3 9 10, , ,... ,p p p p p  donde los valores de los 
10 10
jp   son: 
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Ahora, dada una vecindad 
k
de un punto 
ip , el siguiente paso es encontrar el centro de 












    
 
Figura C.2. Puntos vecinos del punto de interés. 
 
A partir del centro de masa se debe minimizar  
2
k
jp v , de forma tal que la Ecuación 2.5 
tienda a cero. Para realizar esto se calcula la matriz de covarianza así: 





C p v p v
k 








    
Donde, cada 
jC  está definida de la siguiente manera:  
    
jx x
T
j j j jy y jx x jy y jz z
jz z
p v




             
  
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       
       




jx x jx x jy y jx x jz z
j jx x jy y jy y jy y jz z
jx x jz z jy y jz z jz z
p v p v p v p v p v
C p v p v p v p v p v
p v p v p v p v p v
     
 
 
      
 
      
  
La sumatoria de todos los 
jC , dividido el número de vecinos, da como resultado la matriz 












La solución para el vector normal n  es dada a partir del análisis de los vectores y valores 
propios de C . 































Donde, el vector propio asociado al valor propio mas pequeño es la estimación de la 
normal en el punto de interés, como el valor propio mas pequeño equivale a 
1=0.0244 , 
entonces el vector normal n  equivale a  1 0.9431,0.3282,0.0527v  , ver Figura C.3. El 
plano tangente a la superficie, en este ejemplo, se calcula a partir de los vectores 
2v , 3v  
y el vector normal 
1n v . 
 
Figura C.3. Vectores propios asociados a la matriz de covariancia. 
 
D. Apéndice D: Encuesta de 
percepción 
1) ¿En cuál de las tres nubes de puntos le parece que es más clara para reconocer el 
modelo? 
Técnica I Técnica II Técnica III 
 
 
Figura D.1. Modelo de dragón de la Universidad de Stanford. El modelo fue muestreado con la 
Técnica I, II y III respectivamente, las tres nubes de puntos tienen 8753 puntos, lo cual corresponde al 
2% del total de puntos. 
 






2) ¿Con cuál resolución identifica el modelo para cada una de las tres nubes de puntos 
presentadas?  
 
TÉCNICA I TÉCNICA II TÉCNICA III 
○ 0.5 ○ 0.5 ○ 0.5 
○ 1 ○ 1 ○ 1 
○ 2 ○ 2 ○ 2 
○ 10 ○ 10 ○ 10 
○ 20 ○ 20 ○ 20 
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Figura D.2. El primer modelo de la figura es un caballo que pertenece al repositorio de la Universidad 
de Stanford, este fue muestrea con la técnica I. El modelo del centro es una cabeza, este pertenece al 
repositorio de PCL, este fue muestreado con la técnica II. Finalmente el modelo de la derecha es un 
conejo que pertenece al repositorio de la Universidad de Stanford, este fue muestreado con la técnica 
III. Cada modelo está representado por el 0.5% de la totalidad de sus datos. 
 
En todas las preguntas de las encuestas se utilizaron nubes de puntos diferentes. Para la 
tercera pregunta, se presentaron tres nubes de puntos diferentes y se iba aumentando la 
resolución de cada uno según lo pidiera el encuestado. Las nubes de puntos que fueron 
mostradas en la encuesta  se pueden ver en el Apéndice E. 
 
E. Apéndice E: Modelos 3D 
En este apéndice se muestran algunas imágenes de los modelos usados a lo largo del 
documento, sin embargo muchos de estos modelos no se pueden apreciar correctamente 
debido a que estos modelos son tridimensionales y no poseen una malla definida ni color. 
Por lo tanto, adjunto a esta tesis se encuentran los archivos de los modelos usados, 
estos han sido convertidos en formato pcd (Point Cloud Data), el cual es el formato 
estándar de la librería PCL [58]. 
 
Tabla E.1. Lista de nubes de puntos usadas a lo largo de este trabajo. 
Nube de puntos Repositorio 
Cantidad de 
puntos 
Armadillo.ply The Stanford 3D Scanning Repository 172.974 
Bunny.ply The Stanford 3D Scanning Repository 35.947 
Dragon.ply The Stanford 3D Scanning Repository 437.645 
Skeleton Hand.ply 
Large Geometric Models Archive at Georgia 
Institute of Technology 
327.323 
Happy Buddha.ply The Stanford 3D Scanning Repository 543.652 
Horse.ply 
Large Geometric Models Archive at Georgia 
Institute of Technology 
48.485 
Model.pcd PLC Repository 48.485 
Table_scene_lms400.pcd. PLC Repository 460.400 
Room.pcd PLC Repository 968.520 
Armchair.pcd PLC Repository 62.406 
duck_triangulate.ply Meshlab samples 651.342 
Pez.ply Universidad Nacional sede Manizales 234.226 
Seashell.ply Meshlab samples 853.521 
CellTower.pcd PLC Repository (Trimble) 2’219.774 
Laura.ply Meshlab samples 733.318 
Denver_Pipes_Portion.pcd PLC Repository (Trimble) 3.801.816 
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Figura E.1. Armdillo.ply 
 
Figura E.2. Bunny.ply 
 
 
Figura E.3. Dragon.ply 
 
 
Figura E.4. Skeleton Hand.ply 
 
 
Figura E.5. Happy Buddha.ply 
 
Figura E.6. Horse.ply 
 
Figura E.7. model.pcd 
 
Figura E.8. table_scene_lms400.pcd 




Figura E.9. room.pcd 
 
 
Figura E.10. Armchair.pcd 
 
 
Figura E.11. duck_triangulate.ply 
 
 
Figura E.12. Pez.ply 
 
Figura E.13. Seashell.ply 
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