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Abstract
We present a lower bound for the minimum distance of certain afﬁne variety codes which
is better than the Feng–Rao bound. We also introduce a minimum distance estimate which, at
times, can serve as a lower bound as well.
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1. Introduction
This paper examines some families of afﬁne variety codes [7] that have the best
known error-correcting capability given ﬁxed parameters of length and dimension. We
also introduce a bound on the minimum distance that is at least as good and in some
cases an improvement of the bounds due to Feng and Rao [6] and Miura [10]. In the
last section, we shall consider linear codes resulting from both curves and surfaces and
compare the bounds thoroughly.
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We begin with some basic deﬁnitions. Let Fq denote the ﬁnite ﬁeld with q elements,
and let Fkq be the set of all k-tuples of elements in Fq .
Deﬁnition 1. Let I be an ideal of the polynomial ring Fq [x1, . . . , xk]. Put
Iq := I + (xq1 − x1, . . . , xqk − xk).
The afﬁne variety of Iq , denoted V (Iq), is given by
V (Iq) := {(a1, . . . , ak) ∈ Fkq : f (a1, . . . , ak) = 0 for all f ∈ Iq}.
Let R be the coordinate ring of the variety V (Iq); i.e. R = Fq [x1, . . . , xk]/Iq .
Suppose that P1, . . . , Pn is an ordering of the points of V (Iq). We deﬁne a mapping
 : R → Fnq such that (f¯ ) = (f (P1), . . . , f (Pn)) where f¯ represents the equivalence
class f + Iq . It is well known (cf. [7]) that this evaluation map  is an isomorphism
of Fq -vector spaces.
Let L denote an Fq -vector subspace of the coordinate ring R.
Deﬁnition 2. The afﬁne variety codes C(I, L) and C⊥(I, L) are deﬁned as follows:
C(I, L) = (L),
C⊥(I, L) = (L)⊥,
where (L)⊥ is the orthogonal complement of (L) with respect to the usual inner
product on Fnq .
In 1995, Feng and Rao [6] deﬁned a lower bound on the minimum distance of
the afﬁne variety codes of the form C⊥(I, L). To introduce this Feng–Rao bound, we
begin with the following deﬁnitions, adopting the terminology of Feng and Rao, in the
context of afﬁne variety codes.
Deﬁnition 3. Let T k denote the set of monomials of Fq [x1, . . . , xk]. In other words,
T k := {x11 . . . xkk : i ∈ N for 1 ik}.
We shall deﬁne a total ordering <t on the elements of T k according to the follow-
ing weighted-degree lexicographic ordering. Assign a weight, that is, a positive value
denoted wt(xj ) to each variable xj for 1jk. Then, the weight of the monomial
x
1
1 . . . x
k
k is deﬁned to be
wt(x
1
1 . . . x
k
k ) =
k∑
j=1
jwt (xj ).
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Moreover, we will say that
x
1
1 . . . x
k
k <t x
1
1 . . . x
k
k if either
(i) wt(x11 . . . xkk ) < wt(x
1
1 . . . x
k
k ) or
(ii) wt(x11 . . . xkk ) = wt(x11 . . . xkk ) and there exists an m
such that l = l for 1 l < m and m < m.
Deﬁnition 4. The -set of an ideal I ⊆ Fq [x1, . . . , xk], denoted (I ), is deﬁned to be
(I ) := T k \ {lm(f ) : f ∈ I, f = 0} where lm(f ) denotes the leading monomial of f
under the ordering <t .
Given an ideal I, we wish to consider two sequences resulting from (Iq).
Deﬁnition 5. For I ⊆ Fq [x1, . . . , xk], we deﬁne the H-sequence as H := {hi}ni=1 the
increasing sequence (under <t ) of the elements of (Iq). The corresponding weight
sequence is deﬁned by W := {wt(hi)}ni=1.
We note that W is a nondecreasing sequence and the elements of the set {h¯1, . . . , h¯n}
form a basis for R = Fq [x1, . . . , xk]/Iq [1, Exercise 1.6.10].
Deﬁnition 6. Let L(r) be the linear subspace of dimension r of R generated by the
set {h¯1, . . . , h¯r}. More generally, let L(r, v1, . . . , vl) denote the subspace of dimension
r + l generated by {h¯1, . . . , h¯r , h¯v1 , . . . , h¯vl } where r + 1 < v1 < · · · < vl for some
l0.
Note that if l = 0, then we have L(r, v1, . . . , vl) = L(r).
Deﬁnition 7. A monomial m is said to be consistent with hr if wt(m) = wt(hr) and
m¯ ∈ L(r) \ L(r − 1). If m is consistent with hr , then we write m ∼ hr .
Lemma 8. If m <t hr , then m¯ ∈ L(r − 1).
Proof. Suppose m <t hr and m¯ ∈ L(s) \ L(s − 1) for some sr . Then, m + Iq =∑s
i=1 (kihi)+ Iq for some ki ∈ Fq for 1 is with ks = 0. Thus, f =
∑s
i=1 (kihi)−
m ∈ Iq and lm(f ) = hs since ks = 0 and m <t hr t hs . This is a contradiction since
the monomial hs ∈ (Iq). 
As a consequence, we obtain the following result:
Corollary 9. If m ∼ hr , then hr tm.
Deﬁnition 10. For hr = x11 . . . xkk ∈ H , let Dr denote the set of divisors of hr . Also,
put Dr := |Dr | = ∏ki=1 (i + 1).
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For hi and hj in H, we shall denote the product hihj simply as hi,j .
Deﬁnition 11. Suppose hi,j is a monomial such that hi,j ∼ hr . The monomial hi,j is
well-behaving if for each (u, v) where 1u i and 1vj with (u, v) = (i, j), we
have h¯u,v ∈ L(r − 1).
Deﬁnition 12. Let hi,j be a monomial such that hi,j ∼ hr . The monomial hi,j is said
to be weakly well-behaving if for each (u, v) where either u < i and v = j or u = i
and v < j , we have h¯u,v ∈ L(r − 1).
Deﬁnition 13. For each monomial hr ∈ H , deﬁne
Nr := {(i, j) : hi,j ∼ hr and hi,j is well-behaving}.
Similarly, deﬁne
N˜r := {(i, j) : hi,j ∼ hr and hi,j is weakly well-behaving}.
Put Nr := |Nr | and N˜r := |N˜r |.
The integer Nr is due to Feng and Rao and the integer N˜r is due to Miura. Moreover,
by construction we see that NrN˜r .
Lemma 14. Let hi, hj , and hr ∈ H . If hi,j = hr , then hi,j is a well-behaving term
consistent with hr .
Proof. Suppose hi, hj , hr ∈ H such that hi,j = hr . Clearly, hi,j ∼ hr . Let (u, v) be
such that 1u i, 1vj and (u, v) = (i, j). Then, hu,v <t hi,j = hr . Hence, by
Lemma 8 h¯u,v ∈ L(r − 1). 
As a direct result, we obtain the following corollary.
Corollary 15. For hr ∈ H , we have NrDr . That is, Nr is at least the number of
monomial divisors of hr .
Given these preliminary deﬁnitions, we may now deﬁne the Feng–Rao and weakly
Feng–Rao minimum distance bounds.
Proposition 16. Consider the code C⊥(I, L) where L = L(r, v1, . . . , vl). Put
WFR := min{N˜v : v /∈ {1, . . . , r, v1, . . . , vl}}.
Then, the code C⊥(I, L) has minimum distance at least WFR, where WFR will be
referred to as the weakly Feng–Rao bound or the Miura bound.
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Proof. [10, Proposition 2.4]. 
Deﬁnition 17. Put FR := min{Nv : v /∈ {1, . . . , r, v1, . . . , vl}}. The integer FR is
referred to as the Feng–Rao bound on minimum distance for the code C⊥(I, L) where
L = L(r, v1, . . . , vl).
Note that since Nr ⊆ N˜r , we have FRWFR; this is shown in [10], although the
authors indicate that they have not found an algebraic geometry code in which there
was inequality. In Sections 3.1 and 3.2 we discuss two families of codes from which
the inequality can be seen.
Example 18. We examine a family of codes ﬁrst deﬁned in [11] . Consider the ideal
I = 〈g〉 ⊂ Fq [x1, x2] where g = xa1 +cxb2 +f (x1, x2) along with the weight assignment
wt(x1) = b and wt(x2) = a. Suppose that we have gcd(a, b) = 1, c = 0, and
wt(lm(f )) < ab. The plane curve over Fq deﬁned by the equation g = 0 is known as
a Cab curve. Codes from these curves are also discussed in [12,15]. In addition, special
cases of the Cab curve are considered in [8,16]. Note that lm(g) = xa1 and therefore
we have
(Iq) ⊆ {x11 x22 : 01 < a and 02 < q}.
It can be easily seen that any two distinct monomials in this set must have different
weights. As a result, W is a strictly increasing sequence.
Suppose hi, hj , hr ∈ H with wt(hi) + wt(hj ) = wt(hr). If hi,j = hr , then by
Lemma 14 we know that (i, j) ∈ Nr . If hi,j = xe11 xe22 = hr , then from the structure
of (Iq) we observe that hr = xe1−a1 xe2+b2 and
x
e1−a
1 x
e2
2 g = hi,j + chr + xe1−a1 xe22 f (x1, x2) ∈ I.
As a result, h¯i,j ∈ L(r)\L(r − 1) and hi,j ∼ hr . By Corollary 28 and Deﬁnition 7 this
implies that
Nr = {(i, j) : hi,j ∼ hr} = {(i, j) : wt(hi) + wt(hj ) = wt(hr)}.
In fact, since W is strictly increasing we know that
Nr = |{(a, b) : a, b ∈ W and a + b = wt(hr)}|.
The corresponding Feng–Rao bound (as in Deﬁnition 17) for this case has been termed
the order bound and has been used to bound the minimum distance of evaluation
codes [9] where wt is a weight function and W is the associated value semigroup. This
includes the one-point algebraic geometry codes [3,4,13] for which W is the Weierstrass
semigroup of the point.
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2. An improved minimum distance bound for afﬁne variety codes
In this section we will introduce several new deﬁnitions and concepts which will
lead to the description of a better minimum distance bound.
Deﬁnition 19. Let Sr := {m1, . . . , mlr } denote the complete ordered set of monomials
consistent with hr such that m1 <t m2 <t · · · <t mlr .
By Corollary 9 and Lemma 14, we must have m1 = hr . In general, most afﬁne
variety codes considered in the past have had no more than 2 elements in Sr , for all
r such that 1rn.
Deﬁnition 20. Put Br := {(i, j) : hi,j = mp ∈ Sr and there does not exist an hu ∈ H
such that either hi,u or hu,j equals mv ∈ Sr for some v<p}. Let Br denote the
cardinality of Br .
Remark 21. Since v < p if and only if mv <t mp, an alternate description of Br is
the following: Br = {(i, j) : hi,j ∈ Sr and for all (u, v) such that either u = i and
v < j or u < i and v = j we have that hu,v /∈ Sr}.
Deﬁnition 22. Let S∗r := {m1, . . . , ms} be the ordered set of all monomials mp ∈ Sr
such that mp <t hr+1. That is, hr = m1 <t · · · <t ms <t hr+1.
Note that if r = n, then we have by convention that S∗r = Sr .
Deﬁnition 23. Deﬁne B∗r := {(i, j) : hi,j = mp ∈ S∗r and there does not exist an
hu ∈ H such that either hi,u or hu,j equals mv ∈ S∗r for some v < p}. Let B∗r denote
the cardinality of B∗r .
Remark 24. Since hr ∈ S∗r , we have {(i, j) : hi,j = hr} ⊆ B∗r ⊆ Br and therefore,
BrB∗r Dr .
An alternate way of viewing B∗r is provided in the following proposition.
Proposition 25. Let hr ∈ H and S∗r be its corresponding consistency set. Then, B∗r =
{(i, j) : hi,j ∈ S∗r and hi,j is weakly well-behaving}.
Proof. Put B′r := {(i, j) : hi,j ∈ S∗r and hi,j is weakly well-behaving}. We shall prove
by contradiction that B′r ⊆ B∗r . Suppose (i, j) ∈ B′r . Without loss of generality, assume
there exists an hu such that hi,u ∈ S∗r with hi,u <t hi,j . Therefore, u < j and hi,u ∼ hr
implies that h¯i,u ∈ L(r) \ L(r − 1). Hence, hi,j is not weakly well-behaving, which is
a contradiction. Thus, B′r ⊆ B∗r .
Suppose (i, j) ∈ B∗r . Let (u, v) be such that either u = i and v < j or u < i and v =
j . Since hu,v <t hi,j <t hr+1 and wt(hi,j ) = wt(hr), we know that wt(hu,v)wt(hr).
If wt(hu,v) < wt(hr), then hu,v <t hr and by Lemma 8, we have h¯u,v ∈ L(r − 1). If
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wt(hu,v) = wt(hr), then h¯u,v ∈ L(r − 1) since hu,v <t hr+1 and hu,v /∈ S∗r . Hence,
hi,j is weakly well-behaving. Thus, B∗r ⊆ B′r . 
Theorem 26. For each hr ∈ H , we have B∗r ⊆ N˜r ⊆ Br .
Proof. From the description of B∗r in Proposition 25, we see that B∗r ⊆ N˜r . Next, we
show by contradiction that N˜r ⊆ Br . Suppose (i, j) ∈ N˜r . Without loss of generality,
assume there exists an hu such that hi,u ∈ Sr with hi,u <t hi,j . Therefore, u < j and
hi,u ∼ hr implies that h¯i,u ∈ L(r) \L(r − 1). Hence, hi,j is not weakly well-behaving,
which is a contradiction. 
This theorem allows us to bound the somewhat cumbersome set N˜r with two sets
whose cardinalities only depend on the number of monomial divisors of monomials
from the consistency sets (with a certain property).
Corollary 27. Let hr ∈ H and Sr = {m1, . . . , mlr } be its corresponding consistency
set. If mlr <t hr+1, then B∗r = N˜r = Br .
Proof. Suppose that mlr <t hr+1. Then, Sr = S∗r implies that Br = B∗r . By the
inclusion established in Theorem 26, this implies that B∗r = N˜r = Br . 
Corollary 28. If W is a strictly increasing sequence, then for all rn we have B∗r =
Br = Nr = N˜r = {(i, j) : hi,j ∼ hr}.
Proof. Let hr ∈ H and Sr = {m1, . . . , mlr } be its corresponding consistency set.
If W is strictly increasing, then we have wt(mlr ) = wt(hr) < wt(hr+1). Therefore,
mlr <t hr+1 and by Corollary 27 we have B∗r = N˜r = Br .
Suppose hi,j ∼ hr . Let (u, v) be such that u i and vj with (u, v) = (i, j). Since
W is increasing, we have wt(hu,v) < wt(hi,j ) = wt(hr). Therefore, hu,v <t hr and by
Lemma 8 h¯u,v ∈ L(r − 1). Thus, hi,j is well-behaving. By Deﬁnition 13 this implies
Nr = N˜r = {(i, j) : hi,j ∼ hr}. 
Corollary 29. If |Sr | = 1, then B∗r = Br = Nr = N˜r with cardinality Dr .
Proof. Suppose |Sr | = 1. Then, hr is the only element of Sr and hr <t hr+1. So by
Corollary 27 and Remark 24, B∗r = N˜r = Br = {(i, j) : hi,j = hr}. From Lemma 14,
we have {(i, j) : hi,j = hr} ⊆ Nr . On the other hand, Nr ⊆ N˜r . Hence, we must have
equality. 
Remark 30. If |Sr | = 2 (i.e. Sr = {hr,m2}), then by Deﬁnition 20 we know that Br
can be expressed as the disjoint union of two sets, namely,
Br = {(i, j) : hi,j = hr} ∪ {(i, j) : hi,j = m2 with hi, hj ∈ Dr}.
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Deﬁnition 31. We deﬁne the symmetric n × n monomial product matrix
M := [hi,j ] for 1 i, jn.
Deﬁnition 32. For all a ∈ W , put Wa := {i : wt(hi) = a}.
Deﬁnition 33. For a, b ∈ W , let M(a,b) denote the submatrix of M of all entries hi,j
such that i ∈ Wa and j ∈ Wb. We will refer to M(a,b) as an iso-weight box.
Lemma 34. If there exists at least one hi,j ∈ M(a,b) such that hi,j ∼ hr , then there
exists at least one hu,v ∈ M(a,b) such that (u, v) ∈ Br .
Proof. For Sr := {m1, . . . , mlr } put p′ = min{p : mp ∈ M(a,b)}. Then, hu,v = mp′ ∈
M(a,b) implies that (u, v) ∈ Br . 
Deﬁnition 35. We will say that the submatrix M(a,b) is extreme for hr if there exists
at least one hi,j ∈ M(a,b) with hi,j ∼ hr and for all such hi,j we have that hi,j is not
weakly well-behaving.
Deﬁnition 36. Deﬁne Pr := {(a, b) : a, b ∈ W and a+b = wt(hr)}. Let Cr denote the
following set of submatrices of M,
Cr := {M(a,b) : (a, b) ∈ Pr}.
We note that no two submatrices in Cr share a common row or column of M. Also,
for each M(a,b) ∈ Cr we have M(b,a) = MT(a,b) ∈ Cr since M is symmetric.
Deﬁnition 37. Put Er := {(a, b) ∈ Pr : M(a,b) is extreme for hr}.
Deﬁnition 38. Put Ar := N˜r + |Er |. We shall call Ar the advisory number for hr .
Observe that every matrix extreme for hr contains an element hu,v such that (u, v) ∈
Br (by Lemma 34 and Deﬁnition 35), but no element hi,j such that (i, j) ∈ N˜r .
Therefore, we have N˜rArBr .
Remark 39. Suppose hi,j ∈ M(a,b) with hi,j ∼ hr . Then by Deﬁnition 35, M(a,b)
either contains a weakly well-behaving term consistent with hr or is extreme for hr .
Hence,
Ar |{M(a,b) : there exists an hi,j ∈ M(a,b) with hi,j ∼ hr}|.
As a consequence of Lemma 34, we know that if each hu,v such that (u, v) ∈ Br lies
in a separate iso-weight box, then Ar = Br .
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Deﬁnition 40. For the afﬁne variety code C⊥(I, L) where L = L(r, v1, . . . , vl), we
deﬁne two numbers:
A := min{Av : v /∈ {1, . . . , r, v1, . . . , vl}}
and
A+ := min{Bv : v /∈ {1, . . . , r, v1, . . . , vl}}.
We will call A the advisory bound and A+ the strong advisory estimate.
We note that since N˜vAvBv , we then have WFRAA+ . The number A+
seems to be a good predictor of the true minimum distance of C⊥(I, L). However, in
the general setting A+ may even be an overestimate of the actual minimum distance.
Example 41. Consider the ideal I = 〈x21 + x1 + x22 + x2〉 ⊂ F4[x1, x2] with the
weight assignment wt(x1) = wt(x2) = 1. Then, the afﬁne variety V (I4) has 8 points
with (I4) = {xa1xb2 : 0a1 and 0b3} and H = {1, x2, x1, x22 , x1x2, x32 , x1x22 ,
x1x
3
2}. We observe that S6 = {x32 , x21x2} and B6 = {(1, 6), (2, 4), (4, 2), (6, 1), (3, 5),
(5, 3)} by Remark 30. We also know by Remark 24, that B7D7 = 6 and B8D8 = 8.
For the code C⊥(I, L(5)) the strong advisory estimate A+ predicts a minimum dis-
tance of min{B6, B7, B8} = 6. However, by the Griesmer bound (cf. [17]) there cannot
exist a quaternary code with parameters [8, 3, 6]. Therefore, A+ is an overestimate of
the true minimum distance.
On the other hand, we shall prove that A is a lower bound for the minimum distance
and thus an improvement of WFR. In Section 3.2 we will examine a family of codes
for which we can argue that A+ may be used as a lower bound as well. The proof
of A as a lower bound will resemble the proofs of those for FR and WFR found in
[6,10], respectively.
Deﬁnition 42. For each c = (c1, . . . , cn) ∈ Fnq and 1 i, jn deﬁne the following
syndrome values: si(c) := (h¯i)cT and si,j (c) := (h¯i,j )cT .
Remark 43. Note that c is a codeword of C⊥(I, L) where L = L(r, v1, . . . , vl) if
and only if si(c) = 0 for all i ∈ {1, . . . , r, v1, . . . , vl}. Also, si,j (c) = 0 if h¯i,j ∈
L(r, v1, . . . , vl).
Deﬁnition 44. Let Sc := [si,j (c)] be the n × n matrix of syndromes for c. The sym-
metric matrix Sc is called the syndrome matrix for c.
Remark 45. From [9], we ﬁnd that rank Sc = wt(c). Moreover, when c is a codeword
we know that the rank of the syndrome matrix is precisely the weight of the codeword.
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Deﬁnition 46. For a, b ∈ W , let [Sc](a,b) denote the submatrix of Sc of all entries
si,j (c) such that i ∈ Wa and j ∈ Wb.
Deﬁnition 47. Let C′r denote the following set of submatrices of Sc,
C′r = {[Sc](a,b) : (a, b) ∈ Pr}.
We note that every submatrix [Sc](a,b) of C′r corresponds in a natural way to the
submatrix M(a,b) of Cr . Furthermore, no two submatrices of C′r share a common row
or column of Sc. In addition, for each [Sc](a,b) ∈ C′r , we have [Sc](b,a) = [Sc]T(a,b) ∈ C′r
since Sc is symmetric.
Theorem 48. Suppose c is a nonzero codeword of C⊥(I, L). Suppose sw(c) = 0 and
sv(c) = 0 for all v < w. Then, wt(c)Aw.
Proof. From the above remarks, we know that
wt(c) = rank Sc
∑
(a,b)∈Pw
rank [Sc](a,b)
=
∑
(a,b)∈Pw\Ew
rank [Sc](a,b) +
∑
(a,b)∈Ew
rank [Sc](a,b).
For each (i, j) ∈ N˜w, we know that for all (u, v) such that either u < i and v = j or
u = i and v < j , we have h¯u,v ∈ L(w − 1) and therefore su,v(c) = 0. On the other
hand, hi,j ∼ hw and sw(c) = 0 imply that si,j (c) = 0. Therefore, there exists N˜w rows
of Sc that have their ﬁrst nonzero entry in different columns. Hence,
∑
(a,b)∈Pw\Ew
rank [Sc](a,b)N˜w.
Since each matrix M(a,b) extreme for hw contains an entry consistent with hw, we
know that [Sc](a,b) is nonzero and hence rank [Sc](a,b)1. Therefore, we have
∑
(a,b)∈Ew
rank [Sc](a,b) |Ew|.
Thus, we have wt(c)N˜w + |Ew| = Aw. 
We note here that if c is a codeword of C⊥(I, L) such that sv(c) = 0 for 1vn,
then by Remark 43 c is also a codeword of the zero-dimensional code C⊥(I, L(n)).
Thus, c must be the zero vector.
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Theorem 49. The minimum distance of the afﬁne variety code C⊥(I, L) where L =
L(r, v1, . . . , vl) is at least A.
Proof. Let c be a nonzero codeword. Let w be the unique index such that sv(c) = 0
for all v < w and sw(c) = 0. By Remark 43 we must have w ∈ {1, . . . , r, v1, . . . , vl}
since c is a codeword. Therefore, by Theorem 48 we know that
wt(c)Aw min{Av : v /∈ {1, . . . , r, v1, . . . , vl}} = A. 
Remark 50. Let w be such that Aw = Bw. If it can be shown that
∑
(a,b)∈Pw
rank [Sc](a,b)Bw
for all c that satisfy w = min{v : sv(c) = 0}, then we could restate Theorem 48 with
Bw in place of Aw. If this is veriﬁed for each such w, then we can restate Theorem
49 with A+ in place of A.
One possible method to show the above inequality is to prove that
rank [Sc](a,b) |{hi,j ∈ M(a,b) : (i, j) ∈ Bw}|
for all (a, b) ∈ Pw. In fact, by Lemma 14 and the proof of Theorem 48 we would
only need to examine those (a, b) ∈ Pw for which M(a,b) contains an entry hu,v such
that (u, v) ∈ Bw with hu,v = hr . In Section 3.2 we provide an example for which this
can be proved. As a result, the strong advisory estimate can be used as a lower bound
for the minimum distance.
3. Family ties
The remainder of this paper describes certain families of polynomials and codes. We
shall say that codes C⊥(I, L) and C⊥(I ′, L) are members of the same family if the two
corresponding -sets, namely (I ) and (I ′), are the same and for each monomial in
the -set the corresponding consistency sets are equal as well. Each of our polynomial
families will be described by the following concept deﬁned by Rédei [14].
Deﬁnition 51. Let Fs be a subﬁeld of Fq . A polynomial f (x) ∈ Fq [x] is called an
(Fq, Fs)-polynomial if for each  ∈ Fq , we have f () ∈ Fs .
It is well known (cf. [5]) that each function mapping Fq into Fq can be represented
uniquely by a polynomial in Fq [x] of degree less than q. We shall consider (F4, F2)-
polynomials of degree at most 3 and (F8, F2)-polynomials of degree at most 7.
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Proposition 52. (1) The polynomial f (x) = 3x3 + 2x2 + 1x + 0 ∈ F4[x] is an
(F4, F2)-polynomial if and only if 0, 3 ∈ F2 and 2 = 21.
(2) The polynomial g(x) = 7x7 + 6x6 + . . . + 1x + 0 ∈ F8[x] is an (F8, F2)-
polynomial if and only if 0, 7 ∈ F2 and 2 = 21, 4 = 22, 6 = 23, and 3 = 25.
Proof. These are just two cases of Theorem 2 in [14, p. 13]. 
Let [n,,d] denote a code of length n, dimension , and minimum distance d. For
each family considered (with ﬁxed n) there exist some  such that there is a gap
between the highest known distance and the best theoretical upper bound on distance.
Furthermore, the advisory bound yields a code with the best known error-correcting
capability for that particular length and dimension. The upper and lower bounds on the
minimum distance were determined by the Linear Bounds server [2].
3.1. A family of codes from nonsingular curves
Let F be the set of polynomials speciﬁed by F = {f (x1) + g(x2) : f and g
are (F8, F2)-polynomials with deg(f ) = 4 and deg(g) = 6}. By the classiﬁcation of
(F8, F2)-polynomials in Proposition 52 and by simple combinatorics, the family F can
be shown to have 784 members. Furthermore, since every quartic (F8, F2)-polynomial
has 4 distinct roots over F8, each member of our family has 32 roots in F28.
Choose a G ∈ F and let I = 〈G〉. Also, put wt(x1) = 3 and wt(x2) = 2. Therefore,
the monomials x41 and x
6
2 have maximal weight among all the monomials in the support
of G. We observe that G ∈ I8 with lm(G) = x41 . As a result
(I8) = {xa1xb2 : 0a3 and 0b7}.
To simplify notation, put x = x1 and y = x2. The H-sequence is *****
H = {1, y, x, y2, xy, y3, x2, xy2, y4, x2y, xy3, x3, y5, x2y2, xy4, x3y, y6, x2y3, xy5,
x3y2, y7, x2y4, xy6, x3y3, x2y5, xy7, x3y4, x2y6, x3y5, x2y7, x3y6, x3y7}.
We note that most hr ∈ H satisfy |Sr | = 1. In this case by Corollary 29 we know
that Br is minimal, namely Br = Dr . There are just 8 monomials in H that have
nontrivial consistency sets. They are h17 = y6, h21 = y7, h23 = xy6, h26 = xy7, h28 =
x2y6, h30 = x2y7, h31 = x3y6, and h32 = x3y7. We shall individually examine each of
these monomials along with their associated numbers Nr , N˜r , Ar , and Br . By Lemma
14, we only need to examine those hi,j such that hi,j ∼ hr but hi,j = hr .
For h17 = y6, we have S17 = {y6, x4} with
B17 = {(1, 17), (2, 13), (4, 9), (6, 6), (9, 4), (13, 2), (17, 1)}
∪ {(3, 12), (7, 7), (12, 3)}.
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Consider the two iso-weight boxes M(3,9) and M(6,6). First,
M(3,9) =
[
x2y3 x4
] = [ h18 x4 ] .
We note that h3,12 = x4 ∈ M(3,9) is not weakly well-behaving since h3,11 = h18. Thus,
M(3,9) is extreme for h17. Since M(9,3) = MT(3,9) we know that M(9,3) is extreme for
h17 also. Second,
M(6,6) =
[
y6 x2y3
x2y3 x4
]
=
[
h17 h18
h18 x4
]
.
Notice that h7,7 = x4 ∈ M(6,6) is not weakly well-behaving since h7,6 = h18. However,
M(6,6) is not extreme for h17 since h17 ∈ M(6,6). Therefore, we have N17 = N˜17 = 7,
A17 = 9, and B17 = 10.
For h21 = y7, we have S21 = {y7, x4y} with
B21 = {(1, 21), (2, 17), (4, 13), (6, 9), (9, 6), (13, 4), (17, 2), (21, 1)}
∪ {(3, 16), (5, 12), (7, 10), (10, 7), (12, 5), (16, 3)}.
Examine the three iso-weight boxes M(3,11), M(5,9), and M(6,8). First,
M(3,11) =
[
x2y4 x4y
] = [ h22 x4y ] .
Note that h3,16 = x4y ∈ M(3,11) is not weakly well-behaving since h3,15 = h22.
Therefore, M(3,11) and M(11,3) are both extreme for h21. Second,
M(5,9) =
[
x2y4 x4y
] = [ h22 x4y ] .
Observe that M(5,9) = M(3,11). As a result, we know that neither h5,12 ∈ M(5,9) nor
h12,5 ∈ M(9,5) is weakly well-behaving. Furthermore, M(5,9) and M(9,5) are extreme
for h21 as well. Third,
M(6,8) =
[
y7 x2y4
x2y4 x4y
]
=
[
h21 h22
h22 x4y
]
.
Note that h7,10 = x4y ∈ M(6,8) is not weakly well-behaving since h7,9 = h22. However,
M(6,8) is not extreme for h21 since h21 ∈ M(6,8). By symmetry, h10,7 is not weakly
well-behaving and M(8,6) is not extreme for h21. As a result, we have N21 = N˜21 = 8,
A21 = 12, and B21 = 14.
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For h23 = xy6, we have S23 = {xy6, x5} with B23 = 16. Since D23 = 14, we only
need to examine h7,12 and h12,7. Consider the iso-weight box
M(6,9) =
[
xy6 x3y3
x3y3 x5
]
=
[
h23 h24
h24 x5
]
.
We can see that h7,12 = x5 ∈ M(6,9) is not weakly well-behaving since h7,11 = h24.
However, M(6,9) is not extreme for h23 since h23 ∈ M(6,9). By symmetry, h12,7 is
not weakly well-behaving and M(9,6) is not extreme for h23. As a result, we have
N23 = N˜23 = A23 = 14.
For h26 = xy7, we have S26 = {xy7, x5y} with B26 = 20 and D26 = 16. We need
to examine h7,16, h10,12, h12,10, and h16,7. Consider the two iso-weight boxes M(6,11)
and M(8,9). First,
M(6,11) =
[
xy7 x3y4
x3y4 x5y
]
=
[
h26 h27
h27 x5y
]
.
Note that h7,16 = x5y ∈ M(6,11) is not weakly well-behaving since h7,15 = h27.
However, M(6,11) is not extreme for h26 since h26 ∈ M(6,11). By symmetry, h16,7 is
not weakly well-behaving and M(11,6) is not extreme for h26. Second,
M(8,9) =
[
xy7 x3y4
x3y4 x5y
]
=
[
h26 h27
h27 x5y
]
.
Observe that M(8,9) = M(6,11). As a result, we know that neither h10,12 ∈ M(8,9) nor
h12,10 ∈ M(9,8) is weakly well-behaving. Furthermore, neither M(8,9) nor M(9,8) is
extreme for h26. Therefore, N26 = N˜26 = A26 = 16.
For h28 = x2y6, we have S28 = {x2y6, x6} with B28 = 22 and D28 = 21. Since
x6<th29 we know by Corollary 27 that N˜28 = A28 = B28. We see that h12,12 = x6 is
not well-behaving since h11,11 = h28. Thus, N28 = D28 = 21.
For h30 = x2y7, we have S30 = {x2y7, x6y} with B30 = 26 and D30 = 24. Since
x6y <t h31 we know by Corollary 27 that N˜30 = A30 = B30. On the other hand, h12,16
and h16,12 are not well-behaving since h11,15 = h15,11 = h30. Thus, N30 = D30 = 24.
For h31 = x3y6 and h32 = x3y7, we have S31 = {x3y6, x7} and S32 = {x3y7, x7y}
with B31 = D31 = 28 and B32 = D32 = 32.
We summarize the above observations in Table 1.
In order to create codes with relatively good parameters, we shall follow the Feng–
Rao construction of improved geometric Goppa codes in [6]. Suppose that you desire
a code with designed minimum distance , i.e. you want C⊥(I, L) to have minimum
distance at least . For example, suppose that  = 12. If we use the N or N˜ numbers
as a guide, we see that C⊥(I, L) where L = L(17, 21) has minimum distance at least
12. In other words, the largest such code we can build from this family using WFR or
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Table 1
Comparison of Nr , N˜r , Ar , and Br for each hr ∈ H
hr 1 y x y2 xy y3 x2 xy2
Nr 1 2 2 3 4 4 3 6
N˜r 1 2 2 3 4 4 3 6
Ar 1 2 2 3 4 4 3 6
Br 1 2 2 3 4 4 3 6
hr y
4 x2y xy3 x3 y5 x2y2 xy4 x3y
Nr 5 6 8 4 6 9 10 8
N˜r 5 6 8 4 6 9 10 8
Ar 5 6 8 4 6 9 10 8
Br 5 6 8 4 6 9 10 8
hr y
6 x2y3 xy5 x3y2 y7 x2y4 xy6 x3y3
Nr 7 12 12 12 8 15 14 16
N˜r 7 12 12 12 8 15 14 16
Ar 9 12 12 12 12 15 14 16
Br 10 12 12 12 14 15 16 16
hr x
2y5 xy7 x3y4 x2y6 x3y5 x2y7 x3y6 x3y7
Nr 18 16 20 21 24 24 28 32
N˜r 18 16 20 22 24 26 28 32
Ar 18 16 20 22 24 26 28 32
Br 18 20 20 22 24 26 28 32
FR as our lower bound on minimum distance is a [32, 14, 12] code. On the other
hand, if we use the advisory bound, then we see that L = L(17) yields a [32, 15] code
with the best known minimum distance (cf. [2]). In fact, for any  such that 812,
the advisory numbers yield a code with a larger dimension than the code that the N˜
numbers will produce. Lastly, it is worth mentioning that this family yields several
good codes. For example, when  ∈ {3, 4, 6, 12} the corresponding [32, ] code has
the best known minimum distance.
3.2. A family of codes from nonsingular surfaces
Let F be the set of polynomials speciﬁed by F = {f (x1) + g(x2) + h(x3) : f , g,
and h are (F4, F2)-polynomials with deg(f ) = deg(h) = 3 and deg(g) = 2}. By the
classiﬁcation of (F4, F2)-polynomials in Proposition 52 and by simple combinatorics,
the family F can be shown to have 96 members. Furthermore, since every quadratic
(F4, F2)-polynomial has 2 distinct roots over F4, each member of our polynomial family
has 2 · 42 = 32 roots in F34.
Choose a G ∈ F and let I = 〈G〉. Also, put wt(x1) = 2, wt(x2) = 3, and
wt(x3) = 2. Therefore, the monomials x31 , x22 , and x33 have maximal weight among
all monomials in the support of G. We observe that G ∈ I4 with lm(G) = x31 and
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G1 = x1G − (x41 − x1) ∈ I4 with lm(G1) = x1x22 . As a result,
(I4) = {xa1xb2xc3 : 0a2 and 0b, c3; if a = 0, then b1}.
To simplify notation, put x = x1, y = x2, and z = x3. The H-sequence is
H = {1, z, x, y, z2, xz, x2, yz, xy, z3, y2, xz2, x2z, yz2, xyz, x2y, y2z, xz3, x2z2,
yz3, y3, xyz2, x2yz, y2z2, x2z3, y3z, xyz3, x2yz2, y2z3, y3z2, x2yz3, y3z3}.
We note that most hr ∈ H satisfy |Sr | = 1. In this case, Br = Dr by Corollary
29. There are 12 monomials in H that have nontrivial consistency sets. They are
h11 = y2, h17 = y2z, h18 = xz3, h21 = y3, h24 = y2z2, h25 = x2z3, h26 = y3z, h27 =
xyz3, h29 = y2z3, h30 = y3z2, h31 = x2yz3, and h32 = y3z3. We shall individually
examine each of these monomials along with their associated numbers Nr , N˜r , Ar ,
and Br . By Lemma 14, we only need to examine those hi,j such that hi,j ∼ hr but
hi,j = hr .
For h11 = y2, we have S11 = {y2, x3} with
B11 = {(1, 11), (4, 4), (11, 1), (3, 7), (7, 3)}.
We can see that for each (u, v) ∈ B11 we have that hu,v lies in a separate iso-weight box
from the others. As a result, by Remark 39 A11 = B11 = 5. On the other hand, h3,7 and
h7,3 are not weakly well-behaving since h3,6 = h6,3 = h13. Therefore, N11 = N˜11 = 3.
For h17 = y2z, we have S17 = {y2z, x3z} with
B17 = {(1, 17), (2, 11), (4, 8), (8, 4), (11, 2), (17, 1)}
∪ {(3, 13), (6, 7), (7, 6), (13, 3)}.
Examine the two iso-weight boxes M(2,6) and M(4,4). First,
M(2,6) =
[
z4 y2z xz3 x2z2
xz3 xy2 x2z2 x3z
]
=
[
z4 h17 h18 h19
h18 xy2 h19 x3z
]
.
Note that h3,13 = x3z ∈ M(2,6) is not weakly well-behaving since h3,12 = h19. However,
M(2,6) is not extreme for h17 since h17 ∈ M(2,6). By symmetry, h13,3 is not weakly
well-behaving and M(6,2) is not extreme for h17. Second,
M(4,4) =
⎡
⎣ z
4 xz3 x2z2
xz3 x2z2 x3z
x2z2 x3z x4
⎤
⎦ =
⎡
⎣ z
4 h18 h19
h18 h19 x3z
h19 x3z x4
⎤
⎦ .
Observe that neither h6,7 nor h7,6 is weakly well-behaving since h6,6 = h19. Hence,
M(4,4) is extreme for h17. Thus, N17 = N˜17 = 6, A17 = 7, and B17 = 10.
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For h18 = xz3, we have S18 = {xz3, xy2} with
B18 = {(1, 18), (2, 12), (3, 10), (5, 6), (6, 5), (10, 3), (12, 2), (18, 1)}
∪ {(4, 9), (9, 4)}.
Since xy2 <t h19 we know by Corollary 27 that N˜18 = A18 = B18 = 10. Upon further
inspection, both h4,9 and h9,4 are well-behaving. Thus, N18 = 10.
For h21 = y3, we have S21 = {y3, x3y} with
B21 = {(1, 21), (4, 11), (11, 4), (21, 1), (3, 16), (7, 9), (9, 7), (16, 3)}.
Observe that for each (u, v) ∈ B21 we have that hu,v lies in a separate iso-weight box
from the others. Thus, by Remark 39 A21 = B21 = 8. Upon further inspection, h3,16,
h7,9, h9,7, and h16,3 are not weakly well-behaving. Thus, N21 = N˜21 = 4.
For h24 = y2z2, we have S24 = {y2z2, x3z2} with
B24 = {(1, 24), (2, 17), (4, 14), (5, 11), (8, 8), (11, 5), (14, 4), (17, 2), (24, 1)}
∪ {(3, 19), (6, 13), (7, 12), (12, 7), (13, 6), (19, 3)}.
Consider the two iso-weight boxes M(2,8) and M(4,6). First,
M(2,8) =
[
y2z2 xz4 x2z3
xy2z x2z3 x3z2
]
=
[
h24 xz4 h25
xy2z h25 x3z2
]
.
Note that h3,19 = x3z2 ∈ M(2,8) is not weakly well-behaving since h3,18 = h25.
However, M(2,8) is not extreme for h24 since h24 ∈ M(2,8). By symmetry, h19,3 is not
weakly well-behaving and M(8,2) is not extreme for h24. Second,
M(4,6) =
⎡
⎣ z
5 y2z2 xz4 x2z3
xz4 xy2z x2z3 x3z2
x2z3 x2y2 x3z2 x4z
⎤
⎦ =
⎡
⎣ z
5 h24 xz4 h25
xz4 xy2z h25 x3z2
h25 x2y2 x3z2 x4z
⎤
⎦ .
We can see that neither h6,13 nor h7,12 is weakly well-behaving since h6,12 = h25.
However, M(4,6) is not extreme for h24 since h24 ∈ M(4,6). By symmetry, h13,6 and
h12,7 are not weakly well-behaving and M(6,4) is not extreme for h24. As a result,
N24 = N˜24 = A24 = 9 and B24 = 15.
For h25 = x2z3, we have S25 = {x2z3, x2y2} with B25 = 15 and D25 = 12. Since
x2y2 <t h26 we know by Corollary 27 that N˜25 = A25 = B25. Upon further inspection,
N25 = 15 as well.
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For h26 = y3z, we have S26 = {y3z, x3yz} with
B26 = {(1, 26), (2, 21), (4, 17), (8, 11), (11, 8), (17, 4), (21, 2), (26, 1)}
∪ {(3, 23), (6, 16), (7, 15), (9, 13), (13, 9), (15, 7), (16, 6), (23, 3)}.
Examine the three iso-weight boxes M(2,9), M(4,7), and M(5,6). First,
M(2,9) =
[
yz4 y3z xyz3 x2yz2
xyz3 xy3 x2yz2 x3yz
]
=
[
yz4 h26 h27 h28
h27 xy3 h28 x3yz
]
.
Note that h3,23 = x3yz ∈ M(2,9) is not weakly well-behaving since h3,22 = h28.
However, M(2,9) is not extreme for h26 since h26 ∈ M(2,9). By symmetry, h23,3 is not
weakly well-behaving and M(9,2) is not extreme for h26. Second,
M(4,7) =
⎡
⎣ yz
4 xyz3 x2yz2
xyz3 x2yz2 x3yz
x2yz2 x3yz x4y
⎤
⎦ =
⎡
⎣ yz
4 h27 h28
h27 h28 x3yz
h28 x3yz x4y
⎤
⎦ .
Observe that neither h6,16 nor h7,15 is weakly well-behaving since h6,15 = h28. Thus,
M(4,7) and M(7,4) are both extreme for h26. Third,
M(5,6) =
[
yz4 y3z xyz3 x2yz2
xyz3 xy3 x2yz2 x3yz
]
=
[
yz4 h26 h27 h28
h27 xy3 h28 x3yz
]
.
Observe that M(5,6) = M(2,9). As a result, we know that neither h9,13 ∈ M(5,6) nor
h13,9 ∈ M(6,5) is weakly well-behaving. Furthermore, neither M(5,6) nor M(6,5) is
extreme for h26. Thus, N26 = N˜26 = 8, A26 = 10, and B26 = 16.
For h27 = xyz3, we have S27 = {xyz3, xy3} with B27 = D27 = 16.
For h29 = y2z3, we have S29 = {y2z3, x3z3} with B29 = 20 and D29 = 12. Since
x3z3 <t h30 we know by Corollary 27 that N˜29 = A29 = B29. Upon further inspection,
N29 = D29.
For h30 = y3z2, we have S30 = {y3z2, x3yz2} with B30 = 24 and D30 = 12. It can
be veriﬁed that if hu,v = x3yz2 with (u, v) ∈ B30 and uv, then hu,v lies in one of
M(2,11),M(4,9),M(5,8), or M(6,7). Furthermore,
M(2,11) =
[
y3z2 xyz4 x2yz3
xy3z x2yz3 x3yz2
]
=
[
h30 xyz4 h31
xy3z h31 x3yz2
]
,
M(4,9) =
⎡
⎣ yz
5 y3z2 xyz4 x2yz3
xyz4 xy3z x2yz3 x3yz2
x2yz3 x2y3 x3yz2 x4yz
⎤
⎦ =
⎡
⎣ yz
5 h30 xyz4 h31
xyz4 xy3z h31 x3yz2
h31 x2y3 x3yz2 x4yz
⎤
⎦ ,
G. Salazar et al. / Finite Fields and Their Applications 12 (2006) 313–335 331
Table 2
Comparison of Nr , N˜r , Ar , and Br for each hr ∈ H
hr 1 z x y z2 xz x2 yz
Nr 1 2 2 2 3 4 3 4
N˜r 1 2 2 2 3 4 3 4
Ar 1 2 2 2 3 4 3 4
Br 1 2 2 2 3 4 3 4
hr xy z3 y2 xz2 x2z yz2 xyz x2y
Nr 4 4 3 6 6 6 8 6
N˜r 4 4 3 6 6 6 8 6
Ar 4 4 5 6 6 6 8 6
Br 4 4 5 6 6 6 8 6
hr y
2z xz3 x2z2 yz3 y3 xyz2 x2yz y2z2
Nr 6 10 9 8 4 12 12 9
N˜r 6 10 9 8 4 12 12 9
Ar 7 10 9 8 8 12 12 9
Br 10 10 9 8 8 12 12 15
hr x
2z3 y3z xyz3 x2yz2 y2z3 y3z2 x2yz3 y3z3
Nr 15 8 16 18 12 12 24 16
N˜r 15 8 16 18 20 12 24 32
Ar 15 10 16 18 20 12 24 32
Br 15 16 16 18 20 24 24 32
M(5,8) = M(2,11), and M(6,7) = MT(4,9) = M(9,4). We see that each hu,v = x3yz2 with
(u, v) ∈ B30 is not weakly well-behaving since either hu−1,v = h31 or hu,v−1 = h31. In
addition, no iso-weight box is extreme for h30. Therefore, N30 = N˜30 = A30 = D30.
For h31 = x2yz3, we have S31 = {x2yz3, x2y3} with B31 = D31 = 24.
For h32 = y3z3, we have S32 = {y3z3, x3yz3} with B32 = 32 and D32 = 16. By
Corollary 27 we know that N˜32 = A32 = B32. Upon further inspection, N32 = D32.
We summarize the above observations in Table 2.
For this family we shall show that the strong advisory estimate A+ is a lower
bound on the minimum distance of C⊥(I, L) as well. Observe that Aw = Bw only for
w = 17, 24, 26, and 30. By using the method mentioned in Remark 50 we will show
that for each of these 4 cases, we have
∑
(a,b)∈Pw
rank [Sc](a,b)Bw
when c satisﬁes sw(c) = 0 and sv(c) = 0 for all v < w. Hence, by Remark 50 we can
replace A with A+ in Theorem 49.
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Suppose s17(c) = 0 and sv(c) = 0 for all v < 17. By the examination of A17 earlier,
it sufﬁces to show that rank [Sc](2,6)2 and rank [Sc](4,4)2. To simplify notation,
let si denote the syndrome si(c) and si,j denote si,j (c). Since z4 ∈ L(2) and x3z ∈ S17,
we see from M(2,6) that
[Sc](2,6) =
[
0 ∗ s18 s19
s18 s3,11 s19 ∗
]
,
where ∗ indicates a known nonzero entry. It can be veriﬁed that for any values of s18
and s19, we have rank [Sc](2,6) = 2. Since x4 ∈ L(3) we obtain from M(4,4) that
[Sc](4,4) =
⎡
⎣ 0 s18 s19s18 s19 ∗
s19 ∗ 0
⎤
⎦ .
Clearly, the last two rows are linearly independent and rank [Sc](4,4)2.
Suppose s24(c) = 0 and sv(c) = 0 for all v < 24. By the examination of A24 earlier,
it sufﬁces to show that rank [Sc](2,8)2 and rank [Sc](4,6)3. Since xz4 ∈ L(6) and
x3z2 ∈ S24, we see from M(2,8) that
[Sc](2,8) =
[ ∗ 0 s25
s3,17 s25 ∗
]
.
For any value of s25, we easily ﬁnd rank [Sc](2,8) = 2. Since z5 ∈ L(5) and x4z ∈ L(6),
we obtain from M(4,6) that
[Sc](4,6) =
⎡
⎣ 0 ∗ 0 s250 s6,11 s25 ∗
s25 s7,11 ∗ 0
⎤
⎦ .
It can be shown that for any value of s25, we have rank [Sc](4,6) = 3.
Suppose s26(c) = 0 and sv(c) = 0 for all v < 26. By the examination of A26 earlier,
it sufﬁces to show that rank [Sc](2,9)2 and rank [Sc](4,7)2. Since yz4 ∈ L(8) and
x3yz ∈ S26, we see from M(2,9) that
[Sc](2,9) =
[
0 ∗ s27 s28
s27 s3,21 s28 ∗
]
and rank [Sc](2,9) = 2. Since x4y ∈ L(9) we obtain from M(4,7) that
[Sc](4,7) =
⎡
⎣ 0 s27 s28s27 s28 ∗
s28 ∗ 0
⎤
⎦
and rank [Sc](4,7)2.
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Suppose s30(c) = 0 and sv(c) = 0 for all v < 30. By the examination of A30 earlier,
it sufﬁces to show that rank [Sc](2,11)2 and rank [Sc](4,9)3. Since xyz4 ∈ L(15)
and x3yz2 ∈ S30, we see from M(2,11) that
[Sc](2,11) =
[ ∗ 0 s31
s3,26 s31 ∗
]
and rank [Sc](2,11) = 2. Since yz5 ∈ L(14) and x4yz ∈ L(15), we obtain from M(4,9)
that
[Sc](4,9) =
⎡
⎣ 0 ∗ 0 s310 s6,21 s31 ∗
s31 s7,21 ∗ 0
⎤
⎦
and rank [Sc](4,9) = 3.
This family helps to reveal the discrepancies among the 4 minimum distance bounds.
From Table 2 we can determine that for any two of the 4 bounds there exists a wide
range of designed minimum distances for which the stronger bound can guarantee a
larger code. In fact, for each pair of bounds there exists at least two values of  for
which the difference in dimension is at least 2.
Example 53. Suppose you desire a code with designed minimum distance  = 15. If
we use FR as the lower bound, we see from the N numbers that the largest code
C⊥(I, L) that we can construct is when L = L(24, 26, 29, 30). Thus, the dimension
is 5. On the other hand, if we were to use either WFR or A, then we know that
for L = L(24, 26, 30) we obtain a [32, 6, 15] code. However, notice that the strong
advisory estimate A+ ensures that for L = L(23) we have a [32, 9, 15] code that
can correct 7 errors.
3.3. Another family from nonsingular surfaces
Let F be the family of polynomials in F4[x1, x2, x3] speciﬁed by the following:
F = {x21x3 + 2x1x23 + f (x1) + g(x2) + h(x3) :  = 0 and f, g, and h are (F4, F2)-
polynomials with deg(g) = 2, deg(f )2, and deg(h)3}. The family F can be shown
to have 576 members, each with 32 roots in F34.
Choose a G ∈ F and let I = 〈G〉. Suppose we want to assign weights to the variables
so that only x21x3 and x
2
2 have maximal weight among the monomials in the support
of G. We note that G ∈ I4 with lm(G) = x21x3, G1 = x21G − x3(x41 − x1) ∈ I4 with
lm(G1) = x21x22 , and G2 = x33G − x21 (x43 − x3) ∈ I4 with lm(G2) = x22x33 . As a result,
(I4) = {xa1xb2xc3 : 0a, b, c3; if a2, then b1 and c = 0; if b2, then c = 3}.
We observe that for each monomial in (I4) its corresponding consistency set is ﬁxed,
i.e. the consistency set is independent of the position of the monomial in the H-
sequence. In order to make the advisory numbers as large as possible, Corollary 28
suggests we assign the weights (if possible) so that every monomial in H has unique
weight.
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Table 3
Advisory numbers for each hr ∈ H
hr 1 z z2 z3 x y xz yz
Ar 1 2 3 4 2 2 4 4
hr xz
2 yz2 xz3 yz3 x2 xy y2 xyz
Ar 6 6 8 8 3 4 7 8
hr y
2z xyz2 y2z2 xyz3 x3 x2y xy2 y3
Ar 11 12 15 16 4 6 10 12
hr xy
2z y3z xy2z2 y3z2 x3y xy3 xy3z xy3z2
Ar 16 18 22 24 8 16 24 32
One such possibility is to put wt(x1) = 8, wt(x2) = 9, and wt(x3) = 2. To simplify
notation, put x = x1, y = x2, and z = x3. Then, the H-sequence is
H = {1, z, z2, z3, x, y, xz, yz, xz2, yz2, xz3, yz3, x2, xy, y2, xyz, y2z, xyz2, y2z2,
xyz3, x3, x2y, xy2, y3, xy2z, y3z, xy2z2, y3z2, x3y, xy3, xy3z, xy3z2}
and W is strictly increasing. As a result, Ar = Br and we obtain Table 3.
Example 54. For a designed minimum distance of 7 we can see that C⊥(I, L) where
L = L(10, 13, 14, 21, 22) is a [32, 18, 7] code that can correct 3 errors.
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