We investigate certain binary labelings of the angles of plane quadrangulations, which are called weak labelings and strong labelings. The definition of strong labelings is similar to the labelings of the angles of plane triangulations as introduced and investigated in [W. Schnyder, Embedding planar graphs on the grid, in Proceedings of the 1st ACM-SIAM Symposium on Discrete Algorithms 138- 148, 1990]. It turns out that the similarity in the definition extends to similarities in the theory: In both cases the labelings are equivalent to tree decompositions. Paths in the trees allow to define the regions of a vertex such that the count of faces in these regions yields an algorithm for an embedding of the graph. In the quadrangulation case this is a book embedding on two pages.
Introduction
Schnyder labelings are by now a classical tool to deal with planar graphs. A Schnyder labeling is a special labeling of the angles of a plane graph with three colors. Schnyder [26] introduced this concept for triangulations, or maximal (in the number of edges) planar graphs: These angle labelings are in bijection with Schnyder woods, i.e., special partitions of the inner edges into three trees. Felsner [7] defined Schnyder labelings and Schnyder woods for the more general class of 3-connected plane graphs.
Other classes of finite planar graphs, such as quadrangulations, i.e., maximal bipartite planar graphs, and planar Laman graphs, admit a decomposition of the edge set into two trees. Our motivation for this work was to look for a binary labeling for these classes of graphs analogous to Schnyder's. This program could quite successfully be realized. Strong labelings resemble Schnyder labelings in many properties, e.g., they induce a tree decomposition. Even a generalization of strong labelings to a larger class of bipartite graphs is possible. These generalized angle labelings are still in bijection to pairs of trees.
A main application of the Schnyder labeling are straight-line embeddings of triangulations on small grids. It turns out that a strong labeling yields a one-dimensional embedding of a quadrangulation. A book embedding of a graph, also known as stack layout [5] , consists of an embedding of the nodes along a line (the spine of the book) and a number of halfplanes supported by that line (the pages) that contain the edges of the graph, so that no two edges intersect in the interior of a page. The minimum number of pages needed for a book embedding of a graph G is called its page number. Using strong labelings we reprove the following theorem from [10] :
Theorem 1 (De Fraysseix, Ossona de Mendez and Pach). The page number of any quadrangulation Q is at most two. Moreover, the edges of Q can always be drawn on two pages so that each page contains a tree.
And we prove in addition that each page contains an alternating tree, i.e. containing no two edges v i v j and v j v k for i < j < k.
Tree decompositions and 2-orientations of plane quadrangulations have already received quite some attention; see [1, 10, 17, 18, 22, 23] for work on these topics. The tree decomposition which is implied by the strong labeling has the nice property that at each vertex the two trees are "separated", meaning that from each vertex we can draw two rays which separate the edge sets of the two trees incident to that vertex. Related results about separated trees in quadrangulations have been obtained by de Fraysseix and Ossona de Mendez [9] .
We propose a weak variant of strong labelings for plane Laman graphs. These graphs are well known in the context of rigidity theory [16] . A Laman graph on n vertices contains 2n − 3 edges and every subgraph which is induced by k vertices contains at most 2k − 3 edges. Every planar Laman graph can be embedded as a pointed pseudo-triangulation [13] . A vertex v of a plane straight-line graph is called pointed if it has an incident angle greater than π. A pointed pseudo-triangulation is a maximal pointed plane straight-line graph; this means that every vertex is pointed and adding any (non-crossing) edge yields a non-pointed vertex. In particular, the weak variant of a strong labeling can be defined for every pointed pseudo-triangulation. We discuss these labelings and propose two variations. Other labelings of the angles of a Laman graph have been investigated previously by Haas et al. [13] and Orden et al. [20, 21] , in the context of rigidity, and also by Souvaine and Tóth [27] .
Quadrangulations and plane Laman graphs are structurally different, because quadrangulations are bipartite graphs, whereas every pointed pseudo-triangulation contains a triangle. However, adding a (non-crossing) edge to a maximal bipartite plane graph yields a plane Laman graph, which in turn can be embedded as a pointed pseudo-triangulation. Thus, we believe that many concepts for pseudo-triangulations apply to quadrangulations and vice versa. The strong labeling represents only one aspect of this interesting fact.
Binary labelings
Let G be a plane graph. A weak labeling for G is a mapping from the angles of G to {0, 1} which satisfies the following conditions:
(G0) Special vertices: There are two special vertices s 0 and s 1 on the outer face of G, such that all angles incident to s i are labeled i.
(G1) Vertex rule: For each vertex v / ∈ {s 0 , s 1 }, the incident labels form a non-empty interval of 1s and a non-empty interval of 0s.
(G2) Edge rule: For each edge, the incident labels coincide at one endpoint and differ at the other.
(G3) Face rule: For each face (including the outer face), its labels form a non-empty interval of 1s and a non-empty interval of 0s.
Observation 2. A weak labeling induces both a 2-coloring and a 2-orientation of the edges: Every edge is colored according to its endpoint with the two coincident labels and oriented towards that endpoint. Moreover, the vertex rule implies that every vertex except s 0 , s 1 has outdegree two; such an orientation will be called a 2-orientation. See It follows that a plane graph with n vertices that admits a weak labeling must have exactly 2n − 4 edges. This is the number of edges of a quadrangulation and indeed quadrangulations admit weak labelings (they even admit a strong labeling, see Section 2.1). Weak labelings also exist for some graphs which are not quadrangulations; consider e.g. the graph obtained by inserting into the cycle C 6 the edges 15 and 24.
Let G be a plane graph with a weak labeling. According to the induced 2-coloring, the edges of G are then partitioned into T 0 and T 1 , where we denote by T i the set of edges colored i. Considering also the induced 2-orientation, we can further define T −1 i as the set of edges colored i with their orientation reversed. In figures, e.g. Figure 1 , and sometimes in the text we will identify color 0 with gray and color 1 with black.
The following proposition is very much like Schnyder's main lemma in [25] . However, in a weak labeling a vertex can have out-degree two in T i wherefore T i need not be a tree.
Proposition 3. If G is a plane graph with a weak labeling, then there is no directed cycle
Proof. Suppose that there is a directed cycle C in T 0 ∪ T −1 1 . Clearly we may assume that C is simple, hence, has a well defined interior. Consider G with the original 2-orientation T 0 ∪ T 1 and define the following counters: k = #vertices on C. t = #vertices in the interior of C. s = #faces in the interior of C. p = #edges pointing in T 0 ∪ T 1 from C into the interior. q = #edges on C with two different labels on the inner side. Claim A. p = q. Figure 2 shows all types of vertices which can occur on C. Associate each edge that has two different labels on the inner side with its tail-vertex. We find that q equals the number of vertices of types a, d and e. The value of p is the number of vertices of types a, c and e. Since vertices of type d correspond to a transition from 0-colored edges to 1-colored edges while vertices of type c correspond to a transition from 1-colored to 0-colored edges, it follows that they are equinumerous. This proves the claim.
△ We now observe that the number g of edges which are on C or in the interior of C can be expressed in several ways:
Formula (1) is nothing but Euler's formula for the graph restricted to C and its interior. Formula (2) is obtained by counting the out-degrees: Every vertex in the interior of C has out-degree 2 and the sum of all out-degrees of vertices on C is k + p. Formula (3) follows from counting changes of labels along edges: By the edge rule (G2) the number of these changes equals the number of edges. By the face rule (G3) each of the s faces interior to C contributes two such changes. In addition there are k − q edges on C which have the label change in the outside.
Subtracting (2) and (3) from the double of (1) yields 0 = −2−p+q, which is a contradiction to Claim A.
Strong labelings for quadrangulations
Let Q be a quadrangulation, i.e., a maximal bipartite plane graph. Throughout this paper we always assume that one color class of a bipartite graph has been selected to be the white class, the other one is the black class.
A weak labeling of a quadrangulation is a strong labeling if it obeys:
(G3 + ) Strong face rule: Each face has exactly one pair of adjacent 0-labels and one pair of adjacent 1-labels. In addition, the edge on the outer face F out which contains s 0 and which has F out to its right when traversed from its white end to the black end has two adjacent labels 0 in F out .
We have stated the strong face rule such that it can be used without changes later, when it comes to strong labelings for graphs which are not quadrangulations. As long as we talk of quadrangulations, we think of the special vertex s 0 as being black. The edge rule implies that a neighbor of a special vertex is not special. Therefore, s 0 and s 1 are the two black vertices on the outer face.
Lemma 4 (Walking rule). In a strong labeling of a quadrangulation the following is true: Walking along an interior face in clockwise order the labels change precisely when moving from a black to a white vertex.
Proof. Let F and F ′ be two faces sharing an edge e. Suppose that F obeys the walking rule.
If the clockwise walk in F sees a change of labels along e, then this walk traverses e from the black to the white vertex, what determines the partition into black and white for all vertices on F and F ′ . The edge rule implies that the two labels on the other side of e are the same. This observation together with the strong face rule for F ′ yields the validity of the walking rule for F ′ . The other possibility, when the clockwise walk in F sees the same label on both ends of e, is similar. The walking rule determines the black/white partition, the edge rule implies two different labels in F ′ and the strong face rule enforces the walking rule for F ′ . From the definition of labels at the outer face we obtain the validity of the walking rule for the bounded face F 0 which is incident to the edge containing s 0 and having two labels 0 on the outer face. Any face F can be connected to F 0 with a dual path avoiding the outer face. The above reasoning allows to transfer the validity of the walking rule along this path to F .
The following strong edge rule is an immediate consequence of the edge rule together with the walking rule. Actually, the walking rule also follows from the strong edge rule, i.e., the two rules are equivalent.
Lemma 5 (Strong edge rule). In a strong labeling of a quadrangulation the following is true: For each edge, the incident labels coincide at one endpoint and differ at the other. Moreover if the latter is a white (respectively black) vertex, the right (respectively left) side of the edge, oriented as in Observation 2, has coincident labels. See Figure 3 .
Yet another useful property of strong labelings is given with the next lemma, whose proof is immediate from the strong edge rule. Observe that, as in the previous lemma, the rule is "white-right", "black-left".
Lemma 6 (Turning rule). In a strong labeling of a quadrangulation the following is true: If v is a white (respectively black) vertex and uv an incoming edge, then the outgoing edge at v with the same color as uv is the next outgoing edge to the right (respectively left) of uv. See Figure 4 . Figure 5 shows a quadrangulation with a strong labeling. Before further studying strong labelings of quadrangulations we prove that every quadrangulation has such a labeling. Proof. We use induction on the number of vertices n of a quadrangulation Q. If n = 4 then a binary labeling exists, as shown in Figure 6 (left). For the induction step we distinguish two cases.
For the first case, assume that Q contains an interior vertex v of degree two. Removal of v and its two incident edges yields a quadrangulation Q ′ which, by induction, admits a binary labeling. Reinsertion of v and its incident edges into Q ′ can be done in a unique way such that the rules of strong labelings are maintained. One of the possible cases is shown in Figure 6 (right). For the second case, assume that Q contains no interior vertex of degree two. Then, there exists a face incident to the special vertex s 0 which can be contracted towards s 0 : A face q incident to s 0 is contractible if it does not contain the other special vertex s 1 . The contraction of q = {e ′ , e, f, f ′ }, where {e ′ , e, f, f ′ } are the edges of q in clockwise order starting at s 0 and p is the vertex opposite to s 0 , identifies e with e ′ , f with f ′ and p with s 0 . This can be interpreted as a continuous movement of p and its incident edges to s 0 , see Figure 7 . The contraction of q yields a quadrangulation which by induction admits a binary labeling. Now, reversing the contraction maintains the binary labeling outside of the face q and it only remains to label the angles inside q. First, the rule for the special vertex s 0 requires that the angle at this vertex is labeled 0. The other labels have to be chosen according to the walking rule. Figure 7 shows an example. The vertex and edge rules at the boundary of the new face are easily verified.
Consider the coloring and orientation of the edges induced by a strong labeling of a quadrangulation (c.f. Observation 2). For this coloring and orientation we obtain results which are in nice correspondence to those obtained by Schnyder [26] for triangulations and Felsner [7] for 3-connected plane graphs. As before, we denote by T i the set of oriented edges colored i and by T −1 i the set of edges colored i with reversed orientation. Proof. This follows from the strong edge rule (Lemma 5).
The next lemma is a special case of Proposition 3. In particular, it implies that T 0 and T 1 are trees.
Although the statement is already settled with Proposition 3 we indicate a second proof, which is conceptually simpler.
Suppose that there is a cycle in T 0 ∪ T −1 1 . Choose C to be such a cycle with the least number of faces in its interior. Claim 1: There is no vertex in the interior of C. Otherwise the black and the gray path leaving the vertex can be used to identify a cycle with less interior faces. Claim 2: C has no chord. Again this follows from the minimality assumption.
To complete the proof it can be checked that there is no directed facial cycle in T 0 ∪T −1 1 .
, is a directed tree with sink s i that spans all vertices but s 1−i .
Proof. Lemma 9 implies that T i is cycle-free, hence a forest. Lemma 8 implies that T i spans all vertices except s 1−i . The same lemma implies that T i is directed and has only one sink, s i . This implies the claim.
Observation 11. Two paths of the same color can not cross, because every vertex has outdegree 1 in this color. Two paths of different colors can not cross, because this would violate the vertex rule.
we know that v j is black because of the turning rule (Lemma 6). The same rule at the white vertex v i implies that the outgoing edge at v i points into the interior of the cycle v i , v i+1 , . . . , v j , v i . This implies a crossing between the paths P i (v i ) and P 1−i (v i ) which contradicts Observation 11. The other case where v j v i lies to the left of P i (v) is essentially symmetric. Because of Observation 11, the paths P 0 (v) and P 1 (v) have v as only common vertex. Therefore they split the quadrangulation into two regions which we denote by R 0 (v) and R 1 (v), where R i is the region to the right of P i (v) and including both paths.
Lemma 13. Let u, v be distinct interior vertices. For i ∈ {0, 1}, the following implications hold:
.
Proof. If u ∈ int(R i (v)), Observation 11 implies that both paths P 0 (u), P 1 (u) and the region they enclose are contained in
, because of the turning rule. In the first case we obtain R 0 (u) ⊂ R 0 (v) and
, in the second case we obtain the reversed inclusions. Similar arguments work if u ∈ P 1 (v).
Embedding a quadrangulation in a 2-book
For each non-special vertex v, we define f i (v) as the number of faces contained in R i (v). For the two special vertices s 0 , s 1 , we set f 0 (s
where n is the number of vertices. As shown in Lemma 13 there is an inclusion between the i-regions of any two vertices, therefore, the following holds:
All the points (f 0 (v), f 1 (v)) lie equally spaced on the line f 0 + f 1 = f , where f is the total number of bounded faces (which equals n − 3 by Euler's formula). For the sake of convenience, we can choose a reference system in which this line is the horizontal axis and the f 1 -values increase from left to right. Given this as spine, we draw the edges of each tree T i on one side. As a convention, we will draw T 0 gray and above the line, and T 1 black and below. In Theorem 15 we prove that the trees are non-crossing (and hence we get a 2-book embedding for the quadrangulation Q). In Theorem 16 we prove that, additionally, both trees are alternating, meaning that the tree contains no two edges v i v j and v j v k for i < j < k. This is equivalent to saying that either all neighbors of v j have indices bigger than j or they all have indices smaller than j. Figure 8 shows an example for the book embedding.
Non-crossing alternating trees are counted by the Catalan numbers. They came up in research about pseudo-triangulations where they have been identified as one-dimensional analogs to pseudo-triangulations [24] . In that paper it has been shown that the "flip graph" on alternating trees is the 1-skeleton of the associahedron. Proof. We will prove that the gray tree T 0 can not have crossings. Let us suppose that there is a crossing in T 0 , i.e., four points a, b, c, d with
and edges ac, bd. We focus on the edge ac. The two possible configurations are shown in Figure 9 . Any other situation would violate either the relations in (4) or the vertex rule (G1). Furthermore, from f 0 (c) > f 0 (d) and Lemma 13, we know that d ∈ int(R 1 (c)) and analogously that b ∈ int(R 0 (c)). This gives us the feasible zones for points b and d, denoted as band d-zones in Figure 9 . Note that in both cases shown in the figure the path P 1 (c) separates the two zones, hence, the existence of a gray edge bd implies that b or d is on this path. From Lemma 12 we know that at most one of the is on the path.
In this case the edge bd is to the left of P 1 (c) and hence the same holds for all the gray edges incident to b. Therefore,
In this case the edge bd is to the right of P 1 (c) and hence the same holds for all the gray edges incident to d. This leads to the contradiction f 0 (d) > f 0 (c).
A similar analysis shows that the black tree T 1 has no crossings.
Theorem 16. For our choice of coordinates, T 0 and T 1 are alternating.
Proof. We focus on the black tree T 1 . The case for the gray tree T 0 is analogous. Exterior vertices have all their neighbors on one side, hence, they are alternating. Let us consider an interior black vertex v j . The successor v s of v j on the black path P 1 (v j ) is a white vertex. From the turning rule (Lemma 6) it follows that the gray outgoing edge of v s is to the left of P 1 (v j ), i.e., it points into
Now consider a black edge v p v j which is incoming at v j . This edge belongs to the black path P 1 (v p ). The fact that v j is black and the turning rule implies that the gray outgoing edge of v j points into
The case where v j is a white vertex is similar, in that case all neighbors in the black tree have indices smaller that j.
Strong labelings and separating decompositions
The following definition was essentially (with reversed orientations) proposed by de Fraysseix and Ossona de Mendez [9] .
Definition 17. Let Q be a quadrangulation, with vertices of the bipartition properly bicolored as black and white. Let s 0 and s 1 be nonadjacent vertices at the outer face. A separating decomposition of Q is a partition of the edges into two directed trees T 0 , T 1 with sinks s 0 , s 1 , such that the incident edges at each vertex but s 0 and s 1 are gathered as follows, in clockwise order for black vertices and counterclockwise order for white vertices:
• The incoming edges (if any) from T 0 ,
• The outgoing edge from T 0 ,
• The incoming edges (if any) from T 1 ,
• The outgoing edge from T 1 .
Note that the above condition about the orientations of edges at a vertex is exactly the turning rule (see Figure 4 ). Proof. Let Q be a quadrangulation with a distinguished vertex s 0 on the outer face. A strong labeling of Q induces a coloring and orientation of the edges. By Corollary 10 this yields a partition into trees T 0 and T 1 rooted at s 0 and the opposite vertex of the outer face s 1 . The coloring and orientation of the edges obeys the turning rule (Lemma 6). This rule is precisely the condition required for a separating decomposition.
Conversely, let a separating decomposition be given. Given a directed edge uv color both angles incident to uv at v with the color of the edge. The separation property implies that angles with two incident incoming edges get the same label from both edges. Angles which are unlabeled at this point are labeled according to the strong edge rule (see Figure 3 ). It is obvious that the vertex conditions (G0) and (G1) hold for this labeling. All edges conform to the strong edge rule and hence the edge rule (G2). The strong edge rule also implies the walking rule (Lemma 4) which in turn implies the strong face rule (G3 + ). Together this shows that the implied labeling of angles is a strong labeling.
To enhance the picture we quote the following theorem from [9] . In the statement 'quadrangulation' is again to be understood as a quadrangulation together with a distinguished vertex s 0 on the outer face.
Theorem 19 (De Fraysseix and Ossona de Mendez). Separating decompositions and 2orientations of a quadrangulation are in bijection.
Theorems 18 and 19 imply that there is a bijection between 2-orientations and strong labelings: We already know how a strong labeling, actually even a weak labeling, induces a 2-orientation. For the revers mapping, suppose a 2-orientation of Q with s 0 is given and we want to find the corresponding strong labeling. Note that by the walking rule (Lemma 4) we know all the labels of a face if we know just one. If the labels on one side of an oriented edge are given, then we can copy the label at the tip of the edge to the other side and deduce all labels in the face of that side by the walking rule. This allows to infer all angle labels of an 2-oriented quadrangulation just from the labels at s 0 . An example is given in Figure 10 . For a complete proof of Theorem 19 it remains to check that the above method will not yield a conflicting assignment of labels to an angle and that the resulting labeling has the properties required for a strong labeling. 
Flipping labelings
Given a 2-orientation, we can reverse any directed cycle and obtain another 2-orientation. Such a local modification of an object in more general terms is often called "flip". Below in Lemma 20 we show that for the strong labeling, such a flip means that we invert all labels inside the cycle to obtain another strong labeling of the same graph, see Figure 11 . Proof. Recall the description of how to compute the strong labeling corresponding to a 2orientation ( Figure 10 ). From the edge rule it follows that whenever an edge is used to infer the labels in a face the reoriented edge will imply the complementary labels in that face. The computation of labels starts at s 0 which is at the outer face, hence, outside of C. The deduction of the label of an angle outside of C always uses an even number of edges of C, hence, the label is not changed by reorienting C. But the computation of the label of an angle inside C uses an odd number of edges of C and the label is complemented.
Schnyder woods of triangulations are in bijection to 3-orientations. In this context Brehm [3] has investigated the reversal of directed cycles (flip) for 3-orientations. He proved that the set of 3-orientations forms a distributive lattice. More generally Ossona de Mendez [19] and Felsner [8] found lattice structures on the set of α-orientations of a planar graph. A particular instance of the general theorem is that the set of all 2-orientations of a quadrangulation can be enhanced with an ordering which is a distributive lattice. The order relation is the transitive closure generated by X < X C whenever X is a 2-orientation which has a simple directed cycle C which runs clockwise around its interior and X C is obtained by reverting C in X. The flip structure on 2-orientations of quadrangulations was also investigated by Nakamoto and Watanabe [18] . A simple consequence of the distributive lattice structure is:
The flip graph of strong labelings is connected.
Generalized strong labelings
We already deduced from Observation 2 that graphs G with n vertices having a weak labeling must have 2n − 4 edges. Then, simple counting shows that further requiring the strong face rule (G3 + ) implies that G must be a quadrangulation. Therefore, in order to have similar labelings on a larger class of graphs we have to modify the rules. The following is inspired by the generalization [7] of Schnyder woods for 3-connected plane graphs.
(G2 + ) Extended edge rule: For each edge, the incident labels form one of the six patterns shown in Figure 12 . A strong labeling for a bipartite plane graph G is a mapping from its angles to the set {0, 1} which satisfies (G0), (G1), (G2 + ) and (G3 + ). This definition is justified by the following:
Lemma 22. A strong labeling of a quadrangulation, in the sense just defined, has only edges of the four types of the strong edge rule (Lemma 5).
Proof. A quadrangulation on n vertices has n − 2 faces and 2n − 4 edges. Every face requires two color changes in its face walk. Every edge contributes at least one color change to a face walk.
It should be noted that the degree of the special vertices s 0 and s 1 in a graph with a special labeling can be one, e.g., the 2-path s 0 -v-s 1 admits a generalized strong labeling.
Bonichon et al. [4] have introduced operations on Schnyder woods which they call merge and split. A split takes a bidirected edge and opens it up into two unidirected edges. A merge is the inverse operation; it takes an angle with two unidirected edges, one of them incoming the other outgoing, and turns the outgoing edge into the incoming thus making it bidirected. We define similar operations for strong labelings. Figure 13 shows the four possible instances for split and merge. A split is done by replacing a situation from the upper row by the situation below. A merge, conversely, replaces a situation in the lower row by the one above it. Proof. Assuming that B obeys the vertex rules (G0) and (G1) these rules are easily seen to hold for B ′ as well. All edges in the figure are legal in the sense of (G2 + ). The least trivial thing is to verify (G3 + ) for the split. Let us concentrate on the split of the first column where we have given names to the objects. The two black vertices u and x have different labels inside F . Hence, when walking clockwise from the edge vu towards x we have to pass at exactly one of the two edges which have identical labels at both ends inside F , by rule (G3 + ). Before reaching this edge we always see a 0 at black vertices and a 1 at white vertices. From Figure 12 we find that a clockwise traversal of an edge with identical labels always goes from the white to the black vertex. Hence, the edge we meet has two labels 1. This is what we need to show that (G3 + ) holds for F 1 . Similar arguments show that (G3 + ) holds for F 2 and indeed that it holds for the two new faces after each of the four possible splits.
Lemma 24. Let G be a graph with a strong labeling. If G is not a quadrangulation then there is an edge which is feasible for a split.
Proof. If G is not a quadrangulation then it has more edges than twice the number of faces. Therefore there is a bidirected edge uv. Let u be black and v be white and consider the face F whose clockwise traversal sees e as the edge from v to u. We assume that the label of v in F is 1. From the proof of the previous lemma we deduce that clockwise from vu we reach the edge with labels 1, 1 and that the second vertex x of this edge is black. This shows that a split of the edge uv towards x is possible. The case in which the label of v in F is 0 works analogously.
A special case occurs if the face F is the outer face. To handle this case think of G as being embedded on the sphere and note that the special conditions of (G3 + ) for the outer face impose the same structure we have noted for the other faces. Hence splits are possible but special care must be put into the choice of the vertex x towards which an edge is split, a careless choice could split the outer face such that there is no face containing both s 0 and s 1 .
Corollary 25. If G is a graph with a strong labeling then there is a sequence of edge splits which lead to a quadrangulation with a strong labeling.
This corollary has quite strong consequences, e.g., we may observe that the turning rule (Lemma 6) is invariant under splitting and merging. Hence the turning rule holds for general graphs with a strong labeling.
Given a graph G with a strong labeling let T 0 be the set of oriented gray edges and let T 1 be the set of oriented black edges. Again T −1 i is the set of edges of T i with reversed orientation.
Proof. Use edge splits to get from G to a quadrangulation Q. The acyclicity of T 0 ∪ T −1 1 where T i are the edge sets defined by the orientation of Q was shown in Lemma 9. Note that since a merge has precisely the effect of deleting an edge from T 0 ∪ T −1 1 , this can not introduce cycles.
The statement about the trees again follows from the acyclicity of T i and the fact that every non-special vertex has outdegree one in T i .
In Section 2 we showed that strong labelings for quadrangulations are in bijection to 2orientations. This allowed us to identify a flip operation on strong labelings which generates a distributive lattice on the set of all strong labelings. The following construction allows to prove equivalent results in the case of general strong labelings.
The orientation induced by a strong labeling on G has the somewhat strange property that it may contain bidirected edges. We encode this orientation by a "regular" orientation of a bigger graph: Let G be a connected bipartite plane graph with distinguished color classes black and white and two special vertices s 0 and s 1 on the outer face. Define a graph S G as follows: As vertices of S G take the union of the vertices, edges and faces of G. Every edge-vertex has degree three and is connected to the two endpoints and to the face on its right when traversed from white to black. Figure 14 shows an example. The construction somewhat resembles the primal dual completion of a plane graph as defined in [8] .
Proposition 27. Strong labelings of G are in bijection with orientations of S G which have the following outdegrees
Proof. Figure 15 shows how to translate from a strong labeling of G to an orientation of S G . There is a clear correspondence between the rules (G0) and (G1) and the prescribed outdegrees of original vertices. The extended edge rule and outdegree 1 for edge-vertices are both assumed for the translation. The face rule (G3 + ) corresponds to outdegree 2 for facevertices. Note that this also holds for the outer-face, the two edges on the outer face which should have repeated labels to confine with (G3 + ) connect to the vertices s 0 and s 1 which have prescribed outdegree 0. Therefore, these two edge-vertices receive the two outgoing edges of the vertex of the outer face.
The orientations of S G described in the proposition are α-orientations in the sense of [8] . Hence, the set of all strong labelings of G can be ordered as a distributive lattice. In particular the strong labelings are again flip-connected, where a flip is defined as the complementation of all labels inside a cycle C which is directed in the corresponding orientation of S G .
Graphs admitting a strong labeling
So far we have shown that strong labelings have a nice structure. However, we have not yet answered the question of which graphs admit strong labelings. To provide an answer to this question is the goal for this subsection.
To introduce into the topic we have two figures. Figure 16 shows some examples of graphs with strong labelings. The four examples on the left illustrate how the colors of the special vertices influence the labeling along the outer face. The strong labelings in these cases are unique. The strong labeling of the larger graph on the right is not unique, e.g., exchanging the two underlined labels leads to another strong labeling. Figure 17 shows some graphs which do not admit strong labelings for different reasons. The first two examples fail to admit a strong labeling simply because their two special vertices are adjacent. Rule (G0) would force the connecting edge to have two identical labels on both ends, which is infeasible by the edge rule. In the middle example there is a cut vertex between x and the two special vertices. The two paths P 0 (x) and P 1 (x) would both contain z which forces a cycle in T 0 ∪ T −1 1 , what is impossible by Lemma 26.
An undirected graph with special vertices s 0 and s 1 is called weakly 2-connected if it is 2-connected or adding an edge s 0 s 1 makes it 2-connected. This is equivalent to saying that every vertex x has a pair of disjoint paths one leading to s 0 and the other to s 1 . From the above it follows that being weakly 2-connected is a necessary condition for admitting a strong labeling. Now consider the sketch on the right of Figure 17 . It illustrates the following situation: There is an edge ab, vertex a is black and vertex b white. Removing a and b we disconnect a component C with x ∈ C from the special vertices s 0 and s 1 . Moreover, component C is to the left of ab. If a graph contains such an edge we say that it contains a block with a right chord. Suppose that a graph containing a block with a right chord admits a strong labeling. Disjointness forces the two paths P 0 (x) and P 1 (x) to leave the component C through vertices a and b. From Lemma 26 it can be concluded that there is no edge oriented from a or b into C. Now consider the orientation of the edge ab, if it is directed from b to a, then the turning rule for white vertices makes the path P i (x) leaving at b continue through a where the two paths meet, contradiction. If the direction of ab is from a to b, then it is the turning rule for the black vertex a which leads to the same kind of contradiction.
With the three cases we have identified all the obstructions against admitting a strong labeling:
Theorem 28. Let G be a bipartite plane graph with color classes black and white and two special vertices s 0 , s 1 on the outer face. G admits a strong labeling if, and only if, the following conditions are satisfied.
(1) s 0 and s 1 are nonadjacent,
(3) G contains no block with a right chord.
Proof. The "only if" part comes from the above discussion. The proof for the "if" part is by induction on the number of edges. Let G be a graph satisfying the conditions. We concentrate on the case where s 0 is a black vertex. Let e = s 0 v be the edge incident to s 0 which has the duplicate label 0 on the outer face (in our figures it is the leftmost edge at s 0 ). Remove e from G and let G ′ be the resulting graph. There are several cases. Figure 18 shows how to deal with them.
The first case is that G ′ satisfies the conditions and we can by induction assume a strong labeling for G ′ . Consider the edge uv on the boundary of the outer face of G ′ which is interior in G. In the labeling of G ′ on the outer face the black vertex u has label 1 and the white vertex v has label 0. The extended edge rule (G2 + ) implies that the labels on the opposite side of this edge are inverse, 0 at u and 1 at v. Therefore, it is consistent with edge and vertex rules to label the angle between e and uv with 1 and the outer angle of e at v with 0. This yields a strong labeling of G.
If G ′ does not satisfy the conditions then, necessarily, it is condition (2) which fails. If G ′ is not connected it has s 0 as an isolated vertex. Choose v as the special vertex s ′ 0 for the component of G ′ which contains s 1 . If this component admits a strong labeling we can extend this to the full graph. Otherwise, condition (1) is not satisfied. Hence either the component is just the single edge s ′ 0 s 1 or this edge is a left chord to a block which satisfies all three conditions. In both cases it is easy to get to a strong labeling of G.
If G ′ is connected but fails to satisfy (2), then it has a cut vertex. Let w be the cut vertex such that one of the components is weakly 2-connected between v and w and the other is weakly 2-connected between s 0 and s 1 . The first of these components is either a single edge or it satisfies the conditions. The second component also satisfies the conditions. By induction both components have strong labelings. Again it is straightforward to define a strong labeling based on the strong labelings of the components. The right part of Figure 18 shows the case where w is a white vertex. 
Weak labelings for plane Laman graphs
A Laman graph on n vertices is a graph with 2n − 3 edges such that any induced subgraph on k vertices has at most 2k − 3 edges. As mentioned in the introduction, there are other characterizations of Laman graphs and even a generalization in the context of rigidity and pseudo-triangulations [13, 21] . Figure 19 : A weak labeling for a pointed pseudo-triangulation.
In Theorem 29 below we show that each plane Laman graph admits a weak labeling. For the proof, we use yet another characterization of Laman graphs: They can be built via Henneberg constructions [13, 20, 28, 29] .
A Henneberg construction starts with a triangle and iterates vertex insertions of the following types (see Figure 23 ):
• Add a degree-two vertex (Henneberg I step)
• Place a vertex on an existing edge and connect it to a third vertex (Henneberg II step).
For every plane Laman graph, there exists a Henneberg construction such that all intermediate graphs are plane and, at each step, the topology is changed only on edges and faces involved in the Henneberg step. Furthermore, if the outer face is triangular all insertions are in the interior [13] .
The smallest graph resulting from a Henneberg construction is a triangle. This leads to the problem that a binary labeling of a triangle cannot simultaneously satisfy (G0) and the edge rule (G2), since the two special vertices must be adjacent and the edge between them violates (G2). Therefore, we have to allow this one exception and modify our definition to match (G0 ′ ) Laman special vertices: There are two adjacent special vertices s 0 and s 1 such that all angles incident to s i are labeled i.
(G2 ′ ) Laman edge rule: For each edge except s 0 s 1 , the incident labels coincide at one endpoint and differ at the other. Figure 19 shows a weak labeling for a plane Laman graph, embedded as a pointed pseudotriangulation.
Theorem 29. Every plane Laman graph admits a weak labeling.
Proof. Starting with a triangle labeled as in Figure 20 , the weak labeling can be maintained at each step of the Henneberg construction. A Henneberg I step involves only one face of the graph. A new vertex is placed inside the face and connected to two vertices on the boundary. Either the two angles at the boundary vertices are labeled the same, or they are labeled differently. These two cases and the respective completions of the weak labeling are shown in Figure 21 . It is well known that a Laman graph can be decomposed into two trees [29] . These trees can be obtained via the Henneberg construction, as indicated in Figure 23 . The new vertex is a leaf either in both trees (Henneberg I step) or in one tree (Henneberg II step).
Henneberg I step
Henneberg II step Figure 23 : Constructing a decomposition into two trees via Henneberg steps.
Although the weak labeling is based on the Henneberg construction too, it does not always give a decomposition of the graph into two trees; see Figure 24 for a simple example: The angles around the special vertex s 0 , respectively s 1 , have label 0, respectively 1. All edges incident to s 0 are gray, all edges incident to s 1 are black. Thus, if there is a decomposition of the edge set into two trees, then the edge f has to be black and oriented towards s 1 , and the edge e has to be gray and oriented towards s 0 . But then, the angle formed by e and f has to labeled with 1 and with 0, contradicting the definition of the weak labeling.
Variants of the weak labeling for plane Laman graphs
Depending on how we choose to label the initial triangle in the Henneberg construction, we obtain different variants of the weak labeling. The cases of the Henneberg construction in these variants are analogous to the version we analyzed in Theorem 29. Figure 24 : The weak labeling for plane Laman graphs does not induce a decomposition into two trees.
• Variant 1:
There is only one special vertex s 0 all whose angles have label 0 and there is one special edge with labels 0, 1 − 1, 0. The labeling of the left triangle in Figure 25 shows the corresponding starting configuration.
• Variant 2: There are two adjacent special vertices s 0 and s 1 such that all their incident angles are labeled 0. In particular, the special edge connecting these two vertices has incident labels 0, 0 − 0, 0. All angles of the outer face are labeled 0. The labeling of the right triangle in Figure 25 shows the corresponding starting configuration. Other variants are also possible. For example, the two special vertices do not need to be connected. It should also be remarked that the new vertex inserted with a Henneberg step need not be in an inner face, hence, the outer face of a Laman graph with any of these labelings need not be a triangle. Even more generality is possible since the special vertices may become interior vertices.
Open problems
A main application of the Schnyder labeling for triangulations is a straight-line embedding of a triangulation on an n − 2 by n − 2 grid. Straight-line embeddings for quadrangulations on a small grid have recently been obtained by Biedl and Brandenburg [2] and by Fusy [11] . What is the corresponding grid size for planar Laman graphs? We did not succeed in applying the weak labeling. Another related question, posed by Haas et al. [13] , is the following: Can every planar Laman graph be embedded as a pseudo-triangulation on a grid of small size?
