Although arti cial neural networks are employed in an ever growing variety of applications, their inner workings are still viewed as a black box, which is due to the complexity of the non-linear dynamics that govern neural network learning. The key parameters in this learning process are the so called interconnection strengths or weights of the connections between the neurons. Because of the lack of data, mathematical approaches for studying the`inside' of neural networks have to resort to assumptions like a Normal distribution of the weight values. In order to better understand what goes on inside neural networks, a thorough study of the real probability distribution of the weight values is important. Besides this, knowledge about weight distributions is also a main ingredient for weight reduction schemes enabling the creation of partially connected neural networks and for network capacity calculations. This paper reports on the ndings of an extensive empirical study of the distributions of weights in backpropagation neural networks, and tests formally whether the weights of a trained neural network have indeed a Normal distribution.
Introduction
When a large set of numbers is studied, it is usually assumed that its probability distribution is a Normal distribution. This is supported by the Central Limit theorem, which states that a large enough set of independent random variables tends to be Normally distributed. Although the distribution 1 of the weights in a trained neural network is often assumed to be Normal, the Central Limit theorem may not be valid for this case because of the mutual dependencies of the weights due to the learning process. Since the distribution of the weights in a trained neural network is often used in neural network analysis and weight reduction methods Nowlan-91, , it is important to examine how weights are distributed by the backpropagation learning process. For example, Hanson and Burr Hanson-90] observed \Normalness" with large kurtosis (peakedness) in the three large experiments they conducted.
To test whether trained weights are really Normally distributed, a set of widely known benchmark problems with a range of di erent topologies and complexities, including realworld problems, were selected: six encoder problems , the three Monks problems Thrun-91], the sonar identi cation problem , a genetic sequences identi cation of the promoters activity problem , and a Finnish vowel phoneme recognition problem . proportional to the goodness-of-t of the weight distribution to the Normal distribution. This value, together with the number of elements of the data set determines the level of signi cance 2 . For example, a level of signi cance of 0.005 means that if the hypothesis is rejected, the probability that the distribution is Normal is less than or equal to 0.5%. In this publication, the hypotheses of Normality are rejected with a xed level of signi cance. Non-rejected weight distributions are assumed to correspond to Normal distributions.
In order to provide further information, the third and fourth momentums have also been calculated. These statistics give information about the shape of the distribution with respect to the Normal distribution. If the third moment value is smaller than zero, the distribution is skewed to the right, if the value is larger than zero, the distribution is skewed to the left. If the fourth moment (kurtosis) value is larger than three, the distribution is more peaked, and if the value is smaller than three, it is less peaked than the Normal distribution.
Graphical Representation
The main problem in visualizing a weight distribution is how to transform one-dimensional (density) data into a two dimensional weight distribution graph. One solution is to create a histogram of the distribution, dividing the observed weights into several classes and counting the number of weights whose value lies inside those classes. This set of frequencies can be plotted to show the distribution. This method is sensitive to the parameters chosen; small changes in the width of the classes or in the choice of the centers often causes deviations in the obtained graphs. It also requires a large number of classes to obtain an accurate picture.
A second solution is to create as many classes as there are elements in the data set, and to count how many neighbors are inside the interval w i ?d; w i +d], where d is a xed distance and w i is a weight. After all the elements of the distribution have been processed, a plot can be generated joining the obtained ordinates by straight lines. One problem of this representation is that in areas where the density is supposed to be zero, like large distances between two consecutive weights, the plotted density is not zero. To avoid this problem, the following heuristic can be applied: if the distance between two weight values is larger than 2d, two zero density values will be introduced between them, one at w i +d and the other at w i+1 ?d, assuming that the weights are sorted. The selection of d depends on the number of elements available in the data set. If a very small distance is chosen, a very noisy representation (spikes at each weight) is obtained. On the other hand, if a very large distance is chosen, the representation obtained approaches a uniform distribution.
Several key characteristics of these problems are also listed: the topology used (the number of layers and the number of units per layer), the number of weights used, and the way in which the inputs and outputs are encoded. The topology notation expresses the number of units per layer from input to output layers (left to right). W is the number of weights of the network (including biases) and P is the number of input-output pairs used for training. 
The Results
The above benchmark problems listed in table 1 have been implemented, their weight distributions have been plotted, and goodness-of-t techniques have been applied to them. Graphical results show di erences in weight distributions depending on the number of weights of the network and the desired training accuracy. For most experiments the same convergence criterion has been used: a maximum error ( = 4jt ? oj) of 0:1 for all the output neurons (this implies a large accuracy in learning that can lead to poor generalization). Only in the Finnish vowel recognition problem a maximum error ( ) of 0.4 is used. Each problem has been evaluated repeatedly with di erent initial conditions (weight values) to obtain di erent experiments.
The way the A and the D tests have been used (see section 2.1) implies the choice of a level of signi cance. The level of signi cance selected for this study is 0.005 for both tests, which implies a very small number of invalid rejections and a very generous acceptance criterion. Table 2 shows the percentage of rejected experiments for each benchmark. It also shows the percentage of experiments that were rejected by both tests. The values in the table for the skewness (third momentum) represent the percentage of cases for which the distribution is deviated to the left or to the right, and the values for kurtosis (fourth momentum) represent the percentage of the experiments with larger or smaller kurtosis (peakedness) as compared to the Normal distribution.
It can be observed from the table that for all the benchmarks but three, the A test rejects more than the 60% of the cases, and often more than 95%. The D test rejects a slightly smaller percentage of cases. The di erences between the tests used may be caused Figure 1 shows an example of the distribution of weights in a monks-2 problem compared to its corresponding Normal distribution. Two large maxima can be observed in this case, which was reported as non-Normal by both the A and the D tests. Figure 2 corresponds to a distribution of weights for the sonar signal identi cation problem. The kurtosis given by the fourth momentum test is clearly seen. The third gure corresponds to the gene promoters problem, which yielded minimal rejection ratios. 
