Abstract. The variability of thermoelastic stresses at the Earth's surface is investigated on different scales with a three-dimensional numerical model. Energy transfer by heat conduction and radiation of sun, atmosphere and Earth's surface is regarded. It is shown that thermoelastic stresses are considerably high, so that they are able to assist faulting and thus force weathering of rocks. Their morphological distribution strongly depends on the spatial scale of the relief; on large scales it is governed by the temperature distribution, on small scales (below a few meters) the surface morphology plays the dominant part.
Introduction
Thermal stresses are recognized to be an important phenomenon in geoscience. More than 20 years ago, Meskhiia [1975] pointed out the dominance of thermoelastic stresses over gravitational and centrifugal stresses in the Earth's model. Thermal stresses in cooling pluton environments have been investigated by Knapp and Norton [1981] , Gerla [1988] , and Bergbauer et al. [1998] ; they showed that thermal stresses reach some tens of MPa and thus support faulting. Germanovich and Lowell [1995] showed that hydrothermal circulation is a major source of thermal stresses near the Earth's surface. These stresses are able to drive crack growth and even crater formation in phreatic eruptions.
The daily and yearly temperature variations due to solar radiation may induce stresses, too. The highest effects can be expected for bare rocks in arid regions. Performing numerical simulations, we analyze if these stresses are high enough to assist weathering and what their controlling factors are.
The model approach Fig. 1 shows the processes considered in this paper. The temperature evolution is determined by heat conduction and by a boundary condition at the surface which regards solar radiation as well as the radiation of the surface and of the atmosphere. According to the direction of the solar radiation, the boundary condition varies with time. Concentrating on dry regions, we neglect effects of moisture.
In a second step, the thermal stresses are calculated using the equation of elasticity and the Duhamel-Neumann relation. Finally, these stresses are interpreted with respect to fracture mechanics [Nur and Simmons, 1970; Wang et al., 1989; Fredrich and Wong, 1996] .
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In order to investigate the scale dependence of the stress distribution, we consider a simple sinusoidal surface (Fig. 2) :
The amplitude a and the wavelength λ define the spatial scale. With respect to the periodicity, it is sufficient to consider the region 0 ≤ x1, x2 ≤ λ with periodic boundary conditions.
Heat conduction
The heat conduction equation for isotropic rocks reads:
where c and k denote the volumetric heat capacity and the thermal conductivity. We choose typical parameter for granitic rocks: c = 3 · 10 Turcotte and Schubert, 1982] . The evolution of the temperature is driven by the boundary condition at the surface. It consists of solar radiation S, infrared atmospheric radiation A, surface radiation σT 4 (Stefan-Boltzmann law, σ = 5.67 · 10 −8 W m −2 K −4 ), and convective atmospheric energy transport. In humid regions, the latter is dominated by transport of latent heat as vapor; this process reduces the variation of surface temperature significantly. Thus, the highest thermoelastic effects may be expected where the atmospheric heat transport is a minor effect, i. e., in arid regions. We neglect the atmospheric energy transport in a first approximation and will come back to this point later; so the boundary condition reads:
n denotes the unit vector perpendicular to the surface. Assuming an albedo of 30 %, the time dependent solar radiation is given by S = 950 cos φ W m −2 , where φ is the actual angle between n and the direction towards the sun. If the considered point is shaded, S is set to zero.
The remaining boundary conditions are less important than the upper one. If the depth of the considered block is at least 10 meters, the daily and annual temperature variations do not affect the bottom strongly. Restricting our model to scales of some ten meters and a few years, we neglect the heat flow from below because it only causes rapid variations in special situations such as eruptions. Therefore a homogeneous Neumann boundary condition, which expresses that the total heat flux vanishes, can be applied at the bottom. As mentioned before we assume periodic boundary conditions at the sides of the domain.
In order to avoid running the simulation over several years until the annual periodic behaviour is approached, we have to introduce an appropriate initial condition which takes the annual and daily variations into account. Such an initial condition can be obtained by solving the corresponding one-dimensional problem for a flat surface using Fourier methods. Because modeling the atmospheric radiation A is costly, we use it as a fitting parameter. We split it up into a constant part and a part which is proportional to the surface radiation:
As an example, we choose Luxor in Egypt (25 • 40 north), a dry site with a precipitation of about 1 mm per year. In order to obtain the local mean temperature of 298 K [Müller, 1983] , the average of A must be 180 Wm −2 ; the remaining degree of freedom is used to fit the temperature variations. Table 1 compares the simulated surface temperatures (spatially averaged) for A0 = 0 and ν = 0.41 with measured air temperatures. Although A0 = 0, the daily variations are not overestimated; however, in winter they are underestimated by the model. This justifies our neglection of atmospheric heat transport and our choice A0 = 0 for this location; any positive value of A0 would decrease the daily variations as atmospheric heat transport does.
Thermoelastic stresses
To calculate the stresses we have to solve the equation of elasticity:
where the stress tensor σ is determined by the DuhamelNeumann relation: T• = temperature of vanishing thermal expansion 1 = unity tensor Gravititional forces are neglected because they are not significant on scales of a few meters. In the following, T• is set to the local mean temperature (298 K), i. e., the rock is assumed to be mechanically relaxed at this temperature. The material parameters are: α = 2.4 · 10 −5 K −1 , λ = 10 10 Pa, and µ = 2.5 · 10 10 Pa. As the thermal properties did, these values describe granitic rocks [Turcotte and Schubert, 1982] .
The surface of the model is a free one and is thus represented by a homogeneous Neumann boundary condition (σ n = 0). Because the thermal expansion is small near the bottom, the bottom is assumed to be fixed (homogeneous Dirichlet boundary condition, u = 0); in this case there is no risk of inducing artificial stresses. At the sides of the domain we assume periodic boundary conditions. Depending on the stress tensor σ, different types of crack propagation can occur. The simplest mechanism -called mode 1 -is growth due to tensile stresses; it is controlled by the highest eigenvalue of the stress tensor. In contrast, mode 2 crack growth occurs in presence of shear stresses, but not independently of tensile stresses. The maximum Figure 2 . A sinusoidal surface as an example of a morphological element which can occur at different scales. shear stress which is given by half of the difference between the highest and the lowest eigenvalue of the stress tensor σ is a rough criterion for mode 2 crack growth.
Numerical solution
The model equations (2-6) represent a one-way coupled system of partial differential equations for the temperature T and the displacement vector u; the temperature affects the displacements, but the displacements have no feedback on the temperature. Hence, in each timestep the temperatures can be computed prior to the displacements and stresses, so that the coupling does not require an additional iteration scheme. Both differential equations are of elliptic, respectively parabolic type; therefore standard finite element techniques can be applied. The domain is dissected into tetrahedra (240 000 in the example shown below); the solutions are represented in a set of linear basis functions. The time discretization of the parabolic heat conduction equation (2) is performed using a fully implicit scheme. This scheme does not require any limitation of timestep length with respect to the spatial resolution, so that the timestep length can be chosen accordingly to the variation of the solar radiation.
Results
In the following, we show two examples of simulations on different spatial scales for Luxor, Egypt. Fig. 3 shows some cross sections through a large scale domain (λ = 32 m, a = 5 m) at high noon on a summer's day. As expected, high temperatures (left) are restricted to a thin layer below the surface, especially to the areas which are actually exposed to strong solar radiation. The maximum shear stresses (right) are clearly correlated with the temperature, that means the temperature governs the stresses rather than the mechanical and geometrical properties of the domain. Thus, the surface morphology affects the stresses only indirectly by means of the temperature. This behaviour can be understood by analyzing the spatial scales; compared to the intrusion depth of the daily temperature variation k/πc × 1 day ≈ 17 cm, the surface is sufficiently smooth, to that it mechanically behaves similarly to flat surface.
On smaller scales, this picture changes significantly; Fig large scale case because distances for lateral heat transfer are shorter. In clear contrast to the large scale example, the shear stresses are not significantly correlated with the temperature; the highest shear stresses occur within depressions of the surface and do not follow the highest temperatures. At the cusps, the stresses are quite low; below the cusps there are zones with intermediate shear stresses. Obviously, the curvature at the cusps allows a nearly free expansion of the rock, so that high stresses are avoided. The highest shear stresses are 12.5 MPa; they are nearly twice as high as in the large scale example (7.5 Mpa). Fig. 5 shows daily stress cycles for that point of the small scale surface which reaches the highest shear stress in summer. As expected, significant differences between summer and winter occur. In winter the stress regime is dominated by positive tensile stresses due to thermal contraction. The highest tensile stresses vary daily between 12 and 24 Mpa; they may be sufficient to drive mode 1 crack propagation in weak rocks; according to Germanovich and Lowell [1995] the threshold for mode 1 crack growth may be less than 10 MPa in sandstones. Even for rocks with higher tensile strengths, the temporal variation may cause fatigue; during typical times of weathering (several 1000 years) the rock undergoes a high number of daily 'winter' cycles, in summer the maximum tensile stress decreases to zero.
In summer, the stress regime is governed by compressive and by shear stresses; the highest tensile stresses are small. In this regime, mode 2 crack propagation is preferred; but the stresses appear to be too low, although effects of fatigue may weaken the rock, too. Thus, mode 1 crack growth in winter should be the major effect of the thermal stresses obtained in this paper.
Conclusions
In arid regions, thermal stresses caused by daily and yearly temperature may be as high as those caused by other sources such as hydrothermal circulation. In bare, weak rocks they are able to drive mode 1 crack growth. Although the stresses may not be sufficient for a complete destruction of the rock, crack growth may assist weathering, especially because the area exposed to chemical weathering processes increases. Even for stronger rocks where the stresses are below the threshold of crack propagation, fatigue due to the daily and yearly variations of tensile stresses can weaken the rock over long times.
Small scale surface structures (up to a few meters) affect the stress distribution strongly; in general, they lead to an increase of stresses. Depressions tend to be exposed to high stresses, whereas cusps are nearly unaffected. Thus, the most significant effects may not occur where the are expected from the temperature distribution.
