We reduced the reaction volume in microfabricated suspended-membrane titration calorimeters to nanoliter droplets and improved the sensitivities to below a nanowatt with time constants of around 100ms. The device performance was characterized using exothermic acidbase neutralizations and a detailed numerical model. The finite element based numerical model allowed us to determine the sensitivities within 1% and the temporal dynamics of the temperature rise in neutralization reactions as a function of droplet size. The model was used to determine the optimum calorimeter design (membrane size and thickness, junction area, and thermopile thickness) and sensitivities for sample volumes of 1 nl for silicon nitride and polymer membranes. We obtained a maximum sensitivity of 153 pW/√Hz for a 1 µm SiN membrane and 79 pW/√Hz for a 1 µm polymer membrane. The time constant of the calorimeter system was determined experimentally by using a pulsed laser to increase the temperature of nanoliter sample volumes. For a 2.5 nanoliter sample volume, we experimentally determined a noise
INTRODUCTION
Essential to all chemical reactions, molecular interactions, biological processes, and in fact every event in the universe changes the enthalpy or total energy of a thermodynamic system according to the laws of thermodynamics. The change in total enthalpy can only be measured according to the first law of thermodynamics:
where ΔS is the change in total energy, Q is the heat added or taken out of the system, and W is the work performed by or on the system respectively. At constant pressure and volume all changes in enthalpy result in temperature changes. The field of isothermal titration calorimetry deals with measuring this heat and characterizing reactions and processes based on it. When the change in temperature of an isolated reaction is integrated over time, the change in enthalpy due to that reaction can be determined. The more accurately that temperature can be measured, the smaller the enthalpy changes that can be detected. Similarly, the quicker the measurement system reacts to changes in temperature, the more details about the process can be elucidated.
In the interest of maximizing calorimeter performance and accessing a higher bandwidth, there is a drive towards smaller sample volumes. This maximizes sensitivity and minimizes the time constant by reducing the thermal mass of the sample and measurement system. At the same time, the sample must be well insulated from the environment to reduce the loss of heat from the sample. With the reduction of sample volumes to nanoliter levels, the possibility of single cell biological measurements become feasible. Directly measuring the energy evolved by a single cell would allow for the measurement of previously inaccessible physiological processes. This information could provide insight into hypertrophic cardiomyopathy, cancer, and other metabolically altering disease states. It could also be used to investigate normal cellular processes with large energy signatures like muscle contraction, neurotransmitter release, and apoptosis. Small volume calorimeters could also be utilized in array formats for high throughput drug screening.
Specific Aims
In order to develop and utilize a calorimetric system sensitive enough for measuring single cell processes, several goals must be achieved:
1) Design a measurement system around a commercially available thin film infrared sensor that we already know has the potential to measure nanowatt range reaction energies. By utilizing an off-the-shelf device we reduce start up time by avoiding establishing microfabrication processes, and can focus on calibration, liquid handing, and environmental isolation of the measurement chamber.
2) Gain a clear understanding of the kinetics involved in small volume reactions. At these small volumes, evaporation, perturbation of the sample drop, and non-linear processes can have profound effects on the measurements and must be accounted for.
3) Construct a finite element heat conduction model capable of accurately predicting the outcome of these reactions to aid in our understanding and to validate our results. 
Introduction
Isothermal titration microcalorimetry is one of the most powerful techniques to characterize chemical binding mechanism and biological processes through enthalpy changes at constant temperatures 1 . In a series of additions, reagent are injected into a sample volume under isothermal conditions and by integrating small temperature increases over time, as compared to the baseline temperature, reaction enthalpies are determined 2-3 .
Micromachined membrane based calorimeters allow for a dramatic reduction in sample volumes and thermal mass and therefore enable measurements with very small heat capacities 4 .
Combined with a sensitive thermometer relying on the Seebeck effect, these devices reach detection limits in the nanowatt range 5 . Since change in enthalpy is a nearly universal fingerprint of binding reactions and phase transitions, these devices are used in areas such as bioscience 6 , biophysical chemistry 7 , chemical engineering 8 , drug development 9 , antibody engineering 10 and cellular assays to determine cellular growths or metabolic rates 11 .
Many biothermodynamic processes occur at characteristic time constants linked to intrinsic physical kinetics or metabolic/signaling activity of living cells. Of particular interest is protein binding/folding/unfolding 12 , phase transitions, 4 or physiometry to determine the activity of living cells 13 .
The reduction of the sample volume implies a decrease in the time constant; allowing the temporal dynamics of the chemical and biological processes become accessible. In this study we reduced the reaction volume to nanoliter droplets and utilized a membrane based calorimeter to obtain time constants on the order of 100 ms and detection of nJ reaction energies. The response time of the system depends on the location of the heat generated, the diffusion of heat in the sample volume, and the thermal coupling of the sample volume to the heat sink. To understand these different contributions, we derived a detailed finite element model to represent the data and used the model to optimize the device performance.
Experimental Section

Sensor Description
In order to measure sub-nanowatt reaction enthalpies and characterize chemical processes, very small ΔT (<100 µK) must be detected. A commercial infrared (IR) radiation sensor (S-25, wide chamber is formed on top of the membrane by the sensor casing and is an ideal size for holding small, nanoliter sample droplets ( Figure 1B ).
Amplifier Design
The intrinsic noise of the micromachined calorimeter is dominated by the Johnson-Nyquist noise of the thermopiles and can be described by the spectral noise density:
where k B is the Boltzmann's constant, T the resistors absolute temperature, and R the resistance of the thermopile. The 23 kΩ thermopile resistance results in a noise density of 19.4 nV/√Hz. In order to operate the calorimeter close to the intrinsic noise floor, the amplifier noise should be much smaller so as not to contribute substantially to the overall noise. Since isothermal PCI-6024E A/D card. Through oversampling and decimation, its effective bit count was increased to 16 and therefore the digitization noise was reduced to 7 nV/√Hz at a gain of 25,000.
All measurements were performed at room temperature (22-24 °C). During setup and measurements, the chamber of the sensor was covered by a glass cover slide with an access hole drilled for sample delivery ( Figure 1A ). The cover slide was sealed with mineral oil to prevent sample evaporation. Thermal fluctuations were greatly reduced by adding additional copper shielding to the sensor casing. Without the additional thermal shielding the sensor was extremely susceptible to any air drafts or changes in the ambient temperature. In addition, the grounded copper ring and a metal amplifier enclosure reduced EMF noise. The combined effects of the low noise amplifier, shielding, and filtering reduced the RMS noise to 30.1 nV in the 0-1 Hz bandwidth and the peak-to-peak noise of the system to approximately 290 nV over a 10 second window under actual experimental conditions.
Sample Delivery
Liquid sample injections were performed using a micromanipulator (MP-285, Sutter Instrument Co.) and a pressure driven injection system (PicoSpritzer II, Parker Hannifin Corp.), both controlled through LabVIEW. This allowed automated pipette placement and sample injection of sample volumes between 25 pl and 50 nl onto the sensor. Pipettes were prepared by pulling on a Flaming/Brown pipette puller (P-87, Sutter Instrument Co.) and fire polished to a 1-20 um ID using a microforge (MF-9, Narishige). Pipettes were calibrated before and after measurements by making repeated injections into a small diameter tube and measuring the total volume dispensed. In comparison to microfluidic based calorimeter devices, there is no noise contribution from the flow of reactants 14
Sample Stabilization
Since our sample volume is a free standing nl sized droplet, evaporation is a major issue.
In an unsealed sensor chamber, 2.5 nl of water would evaporate in a few seconds, so we have to stabilize the sample volume and reduce evaporation. The main strategy involved the use of a glass lid with a sealed sample injection port ( Figure 1A ). Since pipette access to the sensor surface was necessary for sample delivery, mineral oil was used as vapor tight seal that a micron sized delicate pipette tip could penetrate. However, sample evaporation was never completely reduced to zero and becomes critical as the sample volume is reduced 14 beginning. As the evaporating droplet changes geometry or droplets are injected, the evaporative flux will be altered. Therefore, injections of liquid reagent into a sample drop results in a lower signal baseline ( Figure 3 ). When smaller water drops were repeatedly injected to increase the base droplet, it was found that the baseline shift scaled with the change in surface area of the drop (Figure 4 ). Though the evaporative flux per area remains constant during an experiment, it varies between experiments due to changes in sensor sealing efficiency. In order to account for the baseline shift when determining the energy evolved in a reaction, the shift occurs instantly and can be approximated as a step function with amplitude x. When the signal is convolved with a step function of amplitude -x, the original signal can be easily recovered ( Figure 3B ). The evaporative sample cooling leads to a temperature difference (ΔT) between the sample volume and the injected reactants. This temperature difference causes a slight peak during any injection and the peak energy equals the specific heat of the injected sample multiplied by ΔT.
The water injection peaks in Figure 4 have energies of 4.6 -8.2 nJ, giving a calculated ΔT of 4.8 -8.6 mK which is a realistic ΔT. We were able to eliminate, and even drive this peak negative, by holding the base drop several mK above ambient temperature using a focused laser.
Time Constant Measurements
The sensor time constant (τ) was measured at different sample volumes using a 650 nm laser as a heat source. The laser was focused through the microscope optics to a point in the center of the sensor ~100 µm wide. Starting with an empty membrane, the laser was pulsed slowly (0.1 Hz) and 1 nl of ddH 2 O was repeatedly injected onto the sensor until 50 nl was reached. τ was calculated from the 1/e rise and fall time at 0-50 nl using MATLAB.
Sensitivity Calibration
Sensitivity was determined using the neutralization reaction between HCl and NaOH.
Stocks of HCl and NaOH were freshly prepared in ddH 2 
Sensor Modeling
In order to validate our findings and provide insights on how to optimize measurement sensitivity, a 2-D radial heat conduction model of the sensor was constructed in Comsol Multiphysics. The model included the sensor casing, glass cover, Si substrate, membrane, thermopiles, air spaces, and sample droplet. The heat origin was a sphere the same size as the injected HCl in the middle of the NaOH drop. Since some parameters (membrane thermal conductivity (G mem ) and total thermopile Seebeck coefficient (S tot )) were not provided by the sensor manufacturer, these were determined by least squares fitting of the model to experimental data. Using these parameters, sensitivity and τ were calculated in MATLAB using the Comsol data at several volumes between 0-50 nl. This model was then utilized in designing a 2 nd generation calorimeter with optimized dimensions at small sample volumes for improvements in sensitivity and τ.
Results and Discussion
Modeling
The use of Comsol Multiphysics allowed for rapid modeling and the ability to least squares fit the modeling parameters to the experimental data in MATLAB. The three main parameters characterizing a calorimeter are power sensitivity (P), minimum detectable power (Pmin), and time constant (τ). They are related through the following equations:
where S tot is the total Seebeck coefficient of the thermopiles and G tot is the total thermal conductance away from the sample drop. The minimum detectable power is predicted by:
where Φ is the total electronic and thermal noise of the system. The temporal response is predicted by (4) where C tot is the total thermal mass of the sample and device. Since S tot and Φ are intrinsic quantities of the device, G tot and C tot are the only variables dependent on the droplet size. C tot can be calculated from the sample and membrane mass, however G tot encompasses all heat fluxes away from the sample through the membrane, thermopiles, air, and radiation. Therefore, a numerical model of the device is required to predict G tot .
Ideally, a full 3-D model would be used to encompass all device geometries. However, the thin 1.5 μm thick membrane in combination with a 2 mm wide chamber resulted in an overly complex mesh that could not be solved efficiently. Therefore, we pursued a radial 2-D model.
The only feature of the sensor not radially symmetric was the thermopile traces, as can be seen in Figure 1C , so the thermal conductivity of the thermopile traces was combined into the overall conductivity of the membrane (G mem ). Though constant, initially the Seebeck coefficient was unknown and not provided by the device manufacturer. Based on the dimensions and resistance of the thermopile traces, it was presumed that they were made of bismuth and antimony. Bi/Sb thermopiles are reported to have thermopowers of 90-410 μV/K per junction depending on dopants and crystal orientation 15 . Even if the exact composition of the materials was known, it would still be difficult to predict their properties as these deviate from the normal bulk properties in thin films 16 . It would also be difficult to determine experimentally the thermopower of our sensor by applying a known temperature difference across the thermopile due to its small size and high sensitivity. Instead it was easier to fit the model to independent experimental calibrations at various different sample volumes. As can be seen in Figure 5 , by varying G mem , S tot , and the location of the heat origin, the model can be fit to the data accurately, in terms of both amplitude and temporal response. G mem most directly affected τ, while S tot is a scaling factor, as expected from equations 2 and 4. The residual sum of squares of the data in Figure 5 showed less than 1% error between the experimental and modeling data. 50 nl sample in Figure 5 varied depending on the heat origin location and disappeared when the heat origin was near the top of the sample drop. However, this reduced the curve areas and sensitivity by 30%. The effect decreased to <7% at smaller drop sizes as the volume-to-surfacearea ratio of the drop decreased.
Determination of the Power Sensitivity
The acid-base neutralization injections provided a straightforward way to calibrate our sensors. Unlike calorimeters utilizing a built in heater for calibrations, our sensors are calibrated in the same fashion in which they will be used. Resistor heating on the underside of the membrane produces localized heating at the thermopile junctions and a temperature gradient throughout the sample 14 . This can lead to overestimations of sensitivity and does not take into account properties like surface area changes and finite diffusion rates that occur during reactant injections 18 . The binary reaction of HCl and NaOH was chosen for calibrations due to fast diffusion and reaction rates. When low concentration HCl is injected into an excess of equimolar concentration NaOH, the reaction occurs almost instantaneously and with very little variation between injections due to dilution of the NaOH 18 . Diffusion modeling of dilute HCl diffusion within our samples revealed that it could take up to 10 s to reach 99% uniformity. However, in all experimental cases, the reactions appeared to occur in <200 ms. This can be seen in Figure 5 where the time from the start of the injections at 0.1 s to the peaks is ~150ms. The faster than expected reaction is likely due to the turbulent flow produced during injection and the reaction completing long before concentration equilibrium was reached.
The calibration results show that a sensitivity of up to 60 V/W can be achieved by reducing the sample volume to 2.5 nl which was verified by the model results ( Figure 6 ). In Figure 6 
with an R 2 = 0.992 for 2.5 to 60 nl. The noise equivalent power of 0.5 nW/√Hz at 2.5 nl translates to a minimum power resolution of 1.5 nW/√Hz at a SNR of 3:1. To verify these results, model predictions of G tot and S tot were fed into equation 2 and the result matched well with the experimental data ( Figure 6 ). The model revealed that G tot ranged from 65 μW/K at 2.5 nl to 220 μW/K at 50 nl, with the membrane providing the main heat flow path away from the 
Device Optimization
Modeling revealed important information about our sensor that allowed us to find areas for improvement in its design. In an optimal device, S tot must be maximized while C tot , G tot , and noise minimized. These parameters are determined by factors including the composition, thickness, and area of the membrane and thermopile, number of junctions, and sample droplet volume. Our current minimum sample volume of 2.5 nl is dictated by evaporative losses and sample delivery inaccuracy. Improvements in these areas could enable a minimum sample volume of 1 nl which would improve both τ and G tot according to our model. Assuming a fixed sample volume of 1 nl it was then possible to find the optimal device dimensions and geometry.
At first glance an increase in the number of thermopile junctions through feature size reduction would seem to benefit Pmin by increasing S tot ; however any benefit is equally offset by an increase in noise. With the best amplifiers typically contributing at least 5 nV/√Hz noise 19 , it provides little benefit to reduce V n past that level. It is more advantageous to keep V n around 10 -15 nV/√Hz so that amplifier noise is not a dominant factor. Therefore, calculations for Pmin were carried out with enough junctions to keep V n in that range.
Since the membrane is the dominant factor in G tot , using a membrane material with a lower Gmem, like a polymer, Pmin could be improved and at the same time the dependence on membrane thickness by Pmin is reduced ( Figure 7C ). The limiting factor is mechanical stability of the thin membranes, with 1 um being a realistic minimum thickness 20 . By using previously reported membranes like Su-8 21 or parylene-C 17 , membrane heat flux could be reduced from 70% to 5% of G tot . However, even with our current Gmem, higher sensitivities than previous studies 17 can be achieved due to our higher S tot .
The Bi/Sb thermopiles used in our current device are ideal in terms of high Seebeck coefficient and low resistance. While optimizing the thermopile thickness we found that decreased thickness leads to reduce G tot are at the expense of noise ( Figure 7D ). We selected the ideal thermopile thickness to be 1um for SiN membranes and 0.5 um for polymer membranes.
It is advantageous to have a large membrane area in order to reduce G tot , however as membrane size increases, thermopile length also increases, resulting in an increased Johnson-Nyquist noise. Similarly, higher ΔT is realized at the thermopile junctions when they are situated centrally under the sample droplet, but this leads to more noise due to longer junctions and increases G tot through conduction along the thermopile traces. By modeling a matrix of different sensing area widths (SA) and membrane widths (MW) using parameters from previous modeling, we found minima for both SiN and polymer membranes ( Figures 7A-B) . For both membranes, the optimal SA was ~200 um wide, placing the thermopile junctions just at the edge of a 1 nl droplet. This optimization also revealed the 2 fold improvement in Pmin by utilizing a polymer membrane over a SiN membrane ( Figures 7A-B) .
Error
A source of error in these reactions can be attributed to injection volume uncertainties. The PicoSpritzer II injection system used relies on air pressure and not on positive displacement to deliver samples. At small (<100 pl) injection volumes, this results in short (<20 ms) injection pulses that are not far above the 3 ms air valve opening time. Random error determined experimentally with a series of injections is greatest at 2.5 nl base volume with a relative standard deviation of 2.3%, decreasing to 1.2% at 50 nl. Additional error is introduced at small volumes due to changes in the base drop volume. If the injection of reactants changes the base drop volume from 2.5 to 3.0 nl, sensitivity drops from 60.5 to 56.1 V/W, as shown in Figure 6 and in the decrease in peak amplitude seen in Figure 3 . To attain sample volumes below 2.5 nl a more accurate injection system and better evaporation control is needed.
Determination of Time Constant
Time constant measurements of the system are higher than predicted by equation 4, but
verified by the numerical model (Figure 8 ). Since τ was determined empirically by applying a 650 nm laser heating step function to the sensor with various volumes of water on it, little energy 
Minimum Detectable Energy
Pmin as predicted by equation 3 and shown in Figure 3 is 0.5 nW/√Hz at 2.5 nl and translates to a minimum power resolution of 1.5 nW/√Hz at a SNR of 3:1. Nanowatt resolution energy measurements were performed using our current calorimeter setup and achieved this level of sensitivity. When small droplets (12.5 pl -800 pl) of dilute HCl were injected into a 2.5 nl drop of NaOH, as little as 1.4 nJ could be detected ( Figure 9A ). At 0.7 nJ, the peak was too small to be seen against the noise background. Injection artifacts were not seen until at least 100 pl of reactant was being injected ( Figure 9B ). The short time constant in conjunction with high sensitivity allows for the detection of these small, fast peaks that would be missed using other calorimeters.
Conclusions
We have described the use and optimization of a highly sensitive calorimeter which exceeds the capabilities of previously described calorimeters in both sensitivity and temporal response. Through reduction in sample volume and improvements in calibration, we showed, at 2.5 nl sample volume, a functional power resolution of 1.5 nW/√Hz and a sensitivity of 60 V/W, both an order of magnitude better than previously reported 5, 17, 20 . The reduction in sample volume also greatly enhanced τ, allowing for the first time sub-second measurements at high sensitivity. Modeling of the calorimeter allowed us to verify our results and determine if extending sample volumes smaller was warranted. Since only a 25% gain was predicted, we focused on using the model to design a calorimeter optimized for 1 nl samples. This showed the possibility for a polymer based calorimeter with P min of less than 100 pW/√Hz and τ of 160 ms. 
CHAPTER III
CONCLUSIONS AND FUTURE WORK
Conclusions
We have shown that nanowatt power resolution can be achieved using off-the-shelf IR sensors adapted to calorimetry. We successfully characterized the devices and showed that they can be used to measure small, fast reactions in as little as 2.5 nl volume. With 1.4 nJ power resolution and 110 ms τ, the door to single-cell energy measurements is opened. The combined power sensitivity and τ of our device exceeds that of any other published calorimeter: we have achieved this performance by utilizing a high S tot and pushing the sample volume smaller.
Computer modeling of the devices allowed us to verify our findings and explain measurement artifacts encountered during the study. This model also showed that a new generation of calorimeter could be built with a power resolution of less than 100 pW while still maintaining a fast τ.
Future Work
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