1-Introduction
For climate change (CC) impact studies, hydrologic models have to adequately represent physical processes under future conditions. In other words, they have to achieve satisfactory performances for periods with climatic conditions different from those used to train the model.
However, it is generally common in Hydrology to assess model robustness (i.e. the model capacity to produce satisfactory simulations in validation) with using the conventional splitsample test -which consists in using calibration and test periods of similar (climatic) properties (Klemeš 1986) . When it comes to CC applications, Xu (1999) and Seiller et al. (2012) recommend using a differential split-sample test (DSST, Klemeš 1986 ) which aims at evaluating the skills of a hydrologic model on a period with (climatic) conditions dissimilar from the calibration data.
Another important issue (among many others, see Xu et al. 2005) of CC impact studies pertains to the difficulty of implementing hydrologic models over very large areas. There are several possibilities to represent the detailed hydrologic behavior of a region. One could, for example, apply numerous versions of the same model and locally calibrate them at each gauging site (local calibration). But that leaves open the question of ungauged basins within that same region, and remains labor-intensive in the case where the large area is covered with a high number of streamgauges.
Distributed hydrologic models can partly overcome this problem, simulating flows at any point within the defined hydrographic network; this was explored for example by Pietroniro et al. (2007) over the Great Lakes. However, limitations associated with the lack of observed streamflows may remain an issue because the internal hydrologic simulation (i.e., the simulation D r a f t at a point located upstream of the outlet) of a distributed hydrologic model is not always reliable (Andersen et al. 2001) . Transferring parameters to ungauged catchments (which could be a solution to both aforementioned approaches' limitations) also remains hazardous (Xu et al. 2005, Gotzinger and Bárdossy 2007) , mostly because of equifinality issues (Beven and Freer 2001, Bárdossy 2007) . To overcome such limitations, a macroscale hydrologic model (Xu et al. 2005 ) may be locally calibrated using as many gauges as possible.
Another possibility would be to use a single physically-based distributed and calibrationfree hydrologic model over the whole area (see for example Mauser and Bach 2009) . At large scales however, construction of such model is labor intensive and limited by data availability and quality Soulis 2001, Xu et al. 2005) .
There is no easy solution to achieve a detailed representation of the hydrologic behaviors of a wide region. The Centre d'Expertise Hydrique du Québec opted for a lumped conceptual regionalization of the parameters of their operational model (Ricard et al., 2013) . It follows the work of Fortier Filion (2011) and consists in identifying a unique parameter set for the semi-distributed hydrologic model Hydrotel (Fortin et al. 2001 a, b) . This way, the hydrologic simulation still benefits from the many spatial heterogeneities of the southern portion of the (Figure 1 ). As previously stated, it is common practice to identify an optimal model parameter set for each of them (local calibration). This however leaves uncalibrated the rest (75 %) of the 388 000 km² territory targeted for a climate change impact study (Province of Québec, Canada - Figure 1 ). To circumvent this problem, it is proposed, following Ricard et al. (2013) , to identify a global (unique) parameter set suitable to all 36 catchments (global calibration), which could be applied afterward to the other rivers of the area flowing into the St. Lawrence River. Because of the vastness of the territory, a semi-global calibration is also explored at the end, considering separately the western, eastern and northern sections of the global watershed ( Figure 1 ) to independently perform a global calibration on each of these three main catchments.
D r a f t
The manuscript is organized as follows: in section 2, the model, data base and study area are described. In section 3, the DSST framework used in this study is carefully explained, while sections 4 and 5 respectively present the results and conclusions emanating from this study.
2-Model and data
The territory in Figure 1 is drained by three large river systems: the Ottawa (west), the Saguenay (north), and the Saint Lawrence (east) rivers. The first two systems extend 144 000 and 87 000 km 2 , respectively, and lay on the low altitude orogenic system of the Canadian Shield (highest point reaching 1000 m). The portion of the Saint Lawrence basin studied here (157 000 km 2 ), encompassing the land between the outlets of the Ottawa River and of the Saguenay River, is constrained to the south by the Appalachian Mountains, and is mainly composed of sedimentary material (limestone, sandstone). Urban and agricultural developments are mainly restricted to the Saint Lawrence valley.
Most of the 36 watersheds are exposed to the humid continental climate of the boreal forest, with variations driven by latitude and topography. The average total annual precipitation amounts to about 1000 mm with a substantial portion (about 25%) falling in solid form, leading to a nivo-pluvial hydrologic regime dominated by a spring freshet (Dolores Bejarano et al. 2010 ).
Yet the territory beyond the 50 th parallel is subjected to lower sub-arctic temperature and receives lesser precipitation totals. The semi-distributed hydrologic model Hydrotel (Fortin et al. 2001a, b; Turcotte et al. 2003 ) was implemented following Ricard et al. (2013) , leaving 13 free parameters for the simulation of the snowmelt, potential evapotranspiration, vertical water budget, and routing.
Hydrotel is a physically based, semi-distributed Hydrologic model (Fortin et al. 2001a, b; Turcotte et al. 2003) . It simulates snow-related processes, evapo-transpiration, surface and subsurface runoff, vertical water budget, and streamflow routing. Since it does not take into account energy balance, Hydrotel's complexity can be considered as intermediary. It was implemented in this study following Ricard et al. (2013) , i.e. by calibrating 13 free parameters.
3-Differential Split-Sample Test methodology
The general framework of the DSST methodology adopted here follows Seiller et al. (2012) . Annual total precipitation (P, mm) and mean temperature (T, ˚C.) are exploited for the allocation of each hydrologic year into one of the four following climatic categories: Humid Cold . In a second step, the parameter sets are tested on contrasted climate: the model may be calibrated on HC (DC) and tested on DW (HW), which is here referred to as the diagonal 1 (diagonal 2) in Figure 2 . Each of the two climatic diagonals can be used with the aforementioned direction (from cold to warm), or in the reverse direction (warm to cold).
Note that non-continuous years are selected for the DSST, but simulation is conducted using a continuous period covering all selected calibration (or testing) years to avoid interruptions.
Other authors such as Vaze et al. (2010) , Merz et al. (2011 ), or Coron et al. (2012 , used sliding windows of several continuous years or decades to perform the calibrations and tests, instead of the strategy chosen here. However, using a small number of non-continuous years leads to higher climatic contrasts for the DSSTs than long continuous periods (Seiller et al. 2012 ).
D r a f t
The climatic contrast issue
The aim of a DSST is to evaluate the robustness of a model under contrasted climate, an issue that is raised by CC applications for which one has to assume that calibrations performed under actual climate hold for future conditions. Even if it would be appropriate to recreate a DSST contrast that is of similar magnitude than the one expected under CC (i.e. try to "match" the projected contrast during the selection process), it will still not be a direct evaluation of the model robustness under CC, since it would strictly be based on contrasted portions of an observed (actual) time series. It is preferable to interpret the DSST as an indicator of the robustness. This is also why we explore all diagonals in Figure 2 and not just the expected direction of the climate projections.
Furthermore, large uncertainties persist in climate projections. Hence "matching" these projections does not make any sense unless one also matches their associated uncertainties. It means that it is not possible to try to assess the impact of CC without taking the associated uncertainties into account. In other words, it is not possible to argue that a model will be robust in the context of a CC study because it is robust under a DSST involving a climatic contrast of the same magnitude as the average CC forecasted one. Also, as stated before, P and T consist in rough representatives of a year's climate. Consequently, matching these variables anticipated evolutions does not guarantee that the CC will be matched, because the term "climate" encompasses variables, statistics, and interactions way more numerous and complex than the two climatic variables considered in this study. Finally, CC impacts on the land use and vegetation characteristics are unaccounted for in a DSST (Refsgaard and Knudsen 1996) . D r a f t
DSST protocol
A global selection (same years' selection for all catchments) was conducted. To do so, the total P and average T of each hydrologic year were computed for a given catchment using all meteorological grid points located inside it. Hydrologic years span from the 15th of November of the previous year to the 14th of November of the current year, in order to include the snow accumulation and melting processes of the winter season. P and T values were finally averaged over all 36 catchments.
The DSST exploited the 30-year period from 1980 to 2009. Selection of the 5 most extreme years per climatic quadrant relied on the distance with the median intersection in Figure 2 . From experience, it is acceptable to calibrate the selected model on 5-year time series.
The selected hydrologic years, for each climatic quadrant, are identified in Table 1 and drawn in Figure 3 . Note that a test was made by selecting these years independently for each of the three main hydrologic regions of Figure 1 , but this led to the exact same final set of selected years.
The DSST climatic contrast of the study is evaluated by the following two indicators:
where P1 and P2 are the mean P values, and Tmoy ଵ and Tmoy ଶ are the mean T values, of opposite quadrants. Subscripts 1 and 2 respectively refer to the destination and original quadrants of a DSST, where by "original" we designate the quadrant used in calibration. ‫ܥ‬ stands for "Contrast in precipitation" and ‫ݐܥ‬ for "Contrast in temperature". Results are given in D r a f t Table 2 for Diagonal 2 in its normal direction (from Dry Cold to Humid Warm, see Figure 6 , and as expected by CC projections, see below), for which the percentiles represent the variability among the 36 catchments.
For comparison, contrasts reported on the same geographical region by Logan et al. (2011) for 2050 range between +2 and +4˚C. (10 th and 90 th percentiles) for temperature and between 0 and +25% (10 th and 90 th percentiles) for precipitation. Hence, the contrasts constructed by the DSST built here are lower than the anticipated ones.
Calibration details
13 free parameters of the hydrologic model Hydrotel were calibrated with the SCE-UA algorithm (Shuffled Complex Evolution algorithm from the University of Arizona, see Duan et al., 1994) . This algorithm has been extensively used in the context of the calibration of complex hydrologic models. It is able to handle a large number of free parameters and avoids being trapped in local bumps or pits in the objective function surface, among other abilities. Table 3 below presents the description and ranges of these parameters.
The local objective function is the mean squared error
between the simulated ܳ ௦ and observed flows ܳ where n is the number of observations, while the global objective function ‫ܱܨ‬ ீ applied to the 36 catchments is
where NS ୋ ሺiሻ is the Nash-Sutcliffe coefficient (Nash and Sutcliffe 1970) of catchment ݅ and NS ሺiሻ is the same coefficient but from the local calibration procedure:
During the global calibration procedure, the aim is thus to simultaneously match, for the 36 catchments, the performances obtained from the local calibration procedure.
Evaluation
The whole concept behind the NS is that a reference model is used to standardize the MSE for facilitating comparison between watersheds of different sizes and climates. It is however well known that the NS standardization is not perfect in that respect (Krause 2005) . It is thus unadvisable to calculate the difference between two NS values, unless they originate from the same time series and watershed, for example comparing different versions of a model.
In DSST, one encourages contrast between the calibration and test series, precluding a direct comparison of the NS values computed from these dissimilar climates. A way to circumvent this problem is to compare the calibration performance (say on DC) to the test performance (also on DC) exploiting the parameter set obtained for the opposite series (HW), since both NS would then be computed on the same times series (DC). This alternative evaluation was used in Finally, the Nash-Sutcliffe efficiency coefficient and the relative error for the mean flow were calculated for each month of the calibration and validation (or test) periods, in order to investigate a scheme's performances as a function of the period of the year considered.
4-Results
The local calibration strategy logically leads to better performances than the global one, negative result depicts the logical superiority of the calibration over the test. This procedure is repeated for each calibration scheme. Ultimately, the global calibration presented in Figure 4 has more robustness than the local one (i.e., less performance difference between calibration and test periods), probably because the latter focuses on finding specialized parameters. Overspecialized calibration parameter sets may compensate for errors in the model structure and/or observed data (Merz et al. 2011 ). However, this errors' magnitude or influence may not be the same over the test period and the parameter set which was (too) appropriate over calibration is often less appropriate for testing. The global calibration is, by nature, less subject to overspecialization since it trades off parameters over numerous catchments. The observed data D r a f t errors are therefore less compensated for, probably because they differ from one catchment to the other. This confers global calibration an important advantage.
Other tests were performed to investigate the potential benefits of conducting global calibration schemes on smaller areas than the one of 388 000 km 2 used in this study. More precisely, a global calibration was independently performed for each of the three main catchments of the studied area (see Figure 1 ). This strategy is here referred to as a semi-global calibration. This investigation is based on the assumption that using a unique parameter set for such a wide geographical zone may not be optimal. This strategy was only tested in the conventional direction of the CC, i.e. diagonal 2 in Figure 2 . A priori, it seems that a semi-global calibration is beneficial to the model robustness, while limiting its loss in performance when compared to local calibration. In Figure 7 , NS values in calibration and validation are not directly comparable because they were obtained over periods with different climatic properties (see above).
No climatic period (among the four climatic quadrants of this study, see Figure 2) simultaneously led to better performance in calibration and temporal robustness for all the criteria considered here, when compared to the other climatic quadrants.
In agreement with Ricard et al. (2013) , it was noticed that high flows are generally underestimated ( Figure 5 ) and low flows overestimated ( Figure 6 ). This difficulty encountered by Hydrotel to simulate extreme flows (even with the local calibrations) may be due to inadequate model structure, the low resolution of the implemented models, but also partly to the difficulty of measuring the high spatial rainfall variability which can occur during summer periods (the rain gauge density inside a catchment is sometimes low).
D r a f t
Investigating the mean flows relative errors on a monthly basis, one can see that it is generally overestimated during summer (June -October) and underestimated during winter (November, March -May) Figure 8 ). This situation is consistent whatever the climatic diagonal, direction, or period.
Performance obtained over winter is generally better than for summer (not shown here). This may be due to the fact that winter processes are easier to simulate since they are mostly governed by temperature during snowmelt and by the soil water content depletion at the beginning of the winter season. Summer periods are characterized by more complex events, involving a higher rainfall spatial variability caused by convective events, which are less common during winter. However, high winter flows present strong underestimations, as well as summer periods.
Finally, a discussion follows concerning a tendency relative to the simulated flows' behavior when moving from calibration to tests. This tendency is linked to the climatic contrast of the DSST. Moreover, it seems to be predominantly governed by temperature. Indeed, the mean simulated flows tend to increase when moving from warm to cold periods (i.e. when calibrating on warm and testing on cold periods), and vice-versa. This can be seen for example on Figure 9 , but also on Figure 8 . Of course, when moving from a cold to a warm period, evaporation is expected to increase, leading to a decrease in runoff. But what is observed in this work, and displayed on Figures 8 and 9 , is that it is the relative error between observed and simulated flows which presents a tendency associated to the climatic change involved with the DSST. To give an example by putting Figure 9 into words, if observed flows are generally underestimated by the model in calibration over a cold (humid) period, they will be even more D r a f t during validation over a warm (dry) period, as illustrated by local calibration on Figure 9 . Hence this is independent from the expected change related to the climatic properties of the periods.
Such a tendency was also observed by Vaze et al. (2010) and Seiller et al. (2012) , but it is assumed here that it can sometimes be more governed by precipitation than by temperature, maybe depending on each climatic variable's involved contrast. Other studies identified an opposite behavior, namely that the simulated flows can conserve the dynamic with which they were trained (see for example Klemeš 1986 , Xu 1999 , Merz et al. 2011 , Coron et al. 2012 . In other words, in such cases the observed flows can be underestimated in validation when training on dry (and/or warm) periods (and hence testing on humid and/or cold periods), and overestimated in validation when calibrating in runoff-favored situations like humid and/or cold periods.
It is hard to explain the reasons for such phenomena because it requires to link the calibrated parameter values (and their interactions) to model structure and behavior under different climatic conditions (Vaze et al. 2010) . No explanation could be found in literature.
Moreover, when looking at the aforementioned studies, no strong correlation could be established between the flows' tendency and either the catchment size, location, climate, model type (semi-distributed or global lumped conceptual), or objective function involved.
In situations where the model overestimates flows during test, when trained on a humid and/or cold period (and vice-versa), it seems that it tries to generate more runoff in order to simulate (i.e. mimic) the high flows of the calibration time series. In other cases like ours, for which the mean simulated flows decrease (possibly leading to underestimation) when moving D r a f t from humid (and/or cold) to dry (and/or warm) periods, it seems that the model tries to take away water or at least to decrease runoff (i.e., to "fight" the climatic conditions) during calibration.
This behavior may be due to the global water balance of the model: if it does not produce enough runoff compared to what should be produced with its given inputs, it will try to increase it (by modifying the way precipitation is partitioned between evaporation and runoff, for example), which will result in overestimating low flows when exploited over dry periods.
Otherwise (like for our findings), if it produces too much runoff when compared to what should be expected, it will compensate the water balance excess. This happens here with global calibration, for which the thickness of the third soil layer and the PET compensation factor tend to increase (which both decrease runoff) when the calibration period is humid and/or cold, and vice-versa (not shown here), as was envisioned by Vaze et al. (2010) . This parameter's behavior is depicted in Figure 10 that illustrates the thickness of the third soil layer. The overspecialization of the local parameter sets hides this behavior that, associated to the parameter interdependency, leads to equi-finality and hence to a high variability of the parameter values.
No hypothesis was found as to why third layer thickness values ( Figure 10 ) are generally higher with global than with local calibration, as no in-depth analysis was performed in this study about the calibrated parameter values as a function of the climatic period used for calibration.
Another argument in favor of the explanation given here consists in the more pronounced tendency along the climatic diagonal 1, which involves a higher climatic contrast than the second one. Indeed, climatic diagonal 1 involves combinations of P and T with both variables being either in favor or against the generation of runoff.
To confirm the hypotheses formulated here in regard of the behavior of a model general water balance when submitted to a DSST, the following test is proposed. One should calibrate and evaluate the model over a relatively long period (let's say 10 years in calibration and 10 in validation) using a standard SST procedure and local calibration, and assess if the model has a tendency of under or over-underestimating the overall water balance (using a bias criteria). If such a tendency is highlighted for the model using the conventional SST, then the DSST could be performed to see if the general tendency of the model can be linked to one of the two types of behavior discussed above when in DSST. Of course, several models and sub-catchments should be used to strengthen the resulting conclusions. This was done here as it would imply recalibrating the model using a conventional SST, whereas this paper focuses on DSST.
5-Conclusion
As was logically expected, local calibration leads, for a given gauged site, to better performance than global calibration, from the view point of all studied criteria and whatever the climatic diagonal or direction considered. However, local calibration is not devoid of drawbacks.
Parameter sets can be over-specialized and lacking spatial (Bàrdossy 2007) or temporal transferability. Global calibration, however, allows preserving a spatial consistency of the parameter set and avoiding over-specialization, which can result in a better temporal robustness than local calibration. The semi-global strategy, which consists in performing the global calibration over a limited area, may even perform better than global calibration, depending on the degree of the spatial heterogeneities of the total area considered. Table 1 : Selected hydrological years for each climatic quadrant Table 2 : DSST climatic contrast along diagonal 2 (Figure 6 ) for the 36 catchments Table 3 : Description and ranges of the free parameters used to calibrate the model; PET: Potential Evapo-Transpiration. See CEHQ (2012a) for the work originally proposing these ranges. 
