Nighttime lights data are a measure of economic activity whose error is plausibly independent of the measurement errors of most conventional indicators. Therefore, we can use nighttime lights as an independent benchmark to assess existing measures of economic activity (Pinkovskiy and Sala-i-Martin (2016) ). We employ this insight to find out which vintages of the Penn World Tables and of the World Development Indicators better estimate true income per capita. We find that revisions of the PWT do not necessarily dominate their predecessors in terms of explaining nighttime lights (and thus, predicting unobserved true income). In particular, we find that the PWT 7.1 chain-based GDP series substantially outperforms the constant-price series in both PWT 8.0 and PWT 8.1, the two most recent vintages of the PWT. We additionally find that the World Development Indicators are as good, and often better, measures of unobserved true income as are any recent vintages of the Penn World Tables. Furthermore, we find that each new round of the International Comparisons Programme (ICP) has improved the WDI's ability to predict log unobserved true income. We also find that vintages tend to be good or bad at predicting unobserved true income roughly equally across the sample period, and do not tend to be particularly good at predicting unobserved income in the year of their price survey. We conclude that GDP series based on unadjusted domestic growth rates alone predict growth rates of true income better than series based on PPP adjustments to growth rates.
Introduction
The Penn World Table (PWT) is This problem is magni…ed further when one considers that the PWT no longer is the only source of PPP-adjusted GDP estimates. The World Bank's World Development Indicators (WDI) have been using a di¤erent methodology from the PWT in order to adjust their estimates of national accounts data to purchasing power parity for many years. Given that there are di¤erences in the PWT and WDI estimates of GDP per capita for the same countries and years, it is also not obvious a priori which set of estimates to use. One way to attempt to answer this is to examine the methodology of construction of the various datasets, and select the one whose methods appear to have the most reasonable assumptions. For example, Johnson et al. (2009) suggest that the WDI growth rate estimates may be subject to fewer sources of error than those of the PWT, and may be preferable in that regard. Often, researchers just use the most recent dataset available on the assumption that progress in dataset construction is linear, and because that dataset has the most up-to-date coverage. However, absent a measure of GDP per capita that is independent of the di¤erent PWT and WDI datasets, this methodology of dataset choice cannot really test that it is selecting the right 2 dataset.
In this paper, we propose a di¤erent approach. We employ a data-driven way to assess how well di¤erent series of GDP estimates measure unobserved true income relative to each other. If we had a measurement of GDP per capita whose measurement error was uncorrelated with the measurement errors of the di¤erent vintages of the Penn World Tables, it would be a straightforward matter to see which vintage was better by comparing them both to the independent measure. We follow Pinkovskiy and Sala-i-Martin (2016) and argue that such an independent measurement can be constructed using data on satellite-recorded nighttime lights, which were …rst studied by Elvidge et al. (1993) and in economics by Henderson, Storeygard and Weil (2012) and Chen and Nordhaus (2011) . While errors in di¤erent vintages of the PWT and WDI come from errors in the underlying national accounts data (such as faulty assumptions about economic relationships like input-output tables), or from errors in calculating indicators of purchasing power parity between di¤erent currencies, errors in the relationship between nighttime lights and economic output come from weather and atmospheric disturbances that a¤ect how light is captured by the orbiting satellites.
It is important to note that our approach is much more reduced-form than traditional analyses of the virtues and defects of di¤erent ways of constructing national income statistics. For our empirical tests to yield valid answers, we do not need to know anything about the way that the statistics that we are comparing were constructed, except that we can assume their measurement error to be orthogonal to the measurement error in the nighttime lights. As long as this assumption holds, our method yields impartial assessments on how best to combine the statistics at hand to predict unobserved true income. On the other hand, our method does not shed light on the methodological reasons why one estimator of GDP per capita might be better than another.
Our answer to the …rst question is that in general, newer versions of the Penn World Tables are not necessarily better than their predecessors. In particular, the chain series index in PWT 7.1 appears to have been more accurate than the closest variables to it in PWT 8.0 and PWT 8.1. This …nding is not driven by nighttime lights being a biased indicator of output across industries and is not driven by any subsample of the data (although there is interesting regional heterogeneity in the relative quality of the two PWT vintages). More generally, no version of the PWT appears to have been unequivocally better than its predecessor. On our second question, we …nd that the current version of the WDI better predicts nighttime lights than any of the three latest versions of the PWT. This …nding, which dovetails with the conclusion Johnson et al. (2009) note that the variability in PWT growth rates increases the further one goes away from a given version's benchmark year (the year of the price survey used to compute the PPP adjustments), which is consistent with each price survey being most accurate in its benchmark year and losing accuracy subsequently as prices change. In light of this fact, Johnson et al. (2009) propose that one should interpolate between data in successive PWT versions (or create a chained index of adjacent PWT prices) to measure cross-country di¤erences in any given year. We …nd only partial evidence for this suggestion. Instead, PWT 7.1 appears to perform well in all years even far away from 2005 (its benchmark year), while other vintages also perform uniformly well or uniformly poorly regardless of which was their benchmark year. On the other hand, the WDI 2011 vintage is unambiguously superior to its predecessors in all years, including long before its benchmark year of 2011.
The rest of the paper is organized as follows. Section 2 describes the data. Section 3 explains the empirical approach, which is very close to Pinkovskiy and Sala-i-Martin (2016). Sections 4, 5 and 6 present the results. Section 7 concludes.
Data

Penn World Tables
We use vintages 6.1 through 8.1 of the Penn World Table. The current version of the Penn World Table   (version 8) and its relationship to its predecessors is described in detail in Feenstra, Inklaar and Timmer (2015) . Before version 8, the Penn World Table took national accounts data in local currency from di¤erent countries, as well as the results of price surveys from the International Comparisons Project (ICP) in a given benchmark year, and then assigned purchasing power parities to countries with missing survey data in the benchmark year by predicting them with a regression. 1 Then, the PWT computed PPP-adjusted GDP away from the benchmark year by weighting together national growth rates of consumption, investment and government spending, with the weights being the current (PPP-adjusted) price component shares. 2 Starting with vintage 8.0, the PWT begun to present measures (such as "rgdpe") that use all available price survey years to compute GDP in constant prices away from the benchmark year, and that thus rely less on national growth rates. Feenstra, Inklaar and Timmer (2015) argue that these measures are invariant to future price data, and should not change over time unless the underlying national accounts data is revised, a feature that was not present in earlier PWTs.
We use the variable "rgdpch" from Penn World Tables vintages 6.1, 6 .2, 6.3, 7.0, and 7.1. This variable is no longer available for PWT version 8; however, the variable correspondence between PWT 7.1 and PWT 8.0 indicates that "rgdpe" is the closest corresponding variable to the GDP concept of "rgdpch."
This is intuitive since both "rgdpe" and "rgdpch" are constructed using growth rates that have been modi…ed by price surveys, rather than using national growth rates alone. Feenstra, Inklaar and Timmer (2015) suggest the use of "rgdpe" for "comparing living standards across countries and across years." PWT 8.0 and 8.1 also includes a version of real GDP that uses only national growth rates to compute GDP away from the 2005 benchmark year, called "rgdpna." 3 Feenstra, Inklaar and Timmer (2015) recommend using this variable to "compare growth of GDP over time in each country," as opposed to comparing living standards across countries, stating that "if the sole object is to compare the growth performance of economies, we would recommend using the "rgdpna" series (and this is closest to earlier versions of PWT)."
In our analysis, we will consider the performance of both "rgdpna" and "rgdpe" because we wish to assess whether using national growth rates is worse or better at estimating unobserved true income than is using earlier ICP surveys to compute constant-dollar estimates of true income. However, we will focus on "rgdpch" and "rgdpe" because one of the key e¤orts of the Penn World Tables is to provide estimates of GDP in constant prices both across space and over time, which is the speci…c purpose of these variables.
World Development Indicators
We use the variable "GDP per capita, constant (year of ICP) international dollars" from the 2006, 2013 and 2015 editions of the World Development Indicators. These editions correspond to the latest measurements of GDP per capita using 1996 PPP, 2005 PPP and 2011 PPP respectively. Unlike the PWT, the World Development Indicators do not modify national growth rates with information from the price surveys at all, but simply use them as they appear in the national accounts. In particular, and again unlike the PWT, the WDI take national growth rates directly from the national accounts without any further editing, while the PWT performs some editing of the growth rates before using them (Johnson et al. 2009 ) 3 Feenstra, Inklaar and Timmer (2016) note that this variable is conceptually similar to "rgdpl" and "rgdpl2" 5 There are also well-known problems with the relation between nighttime lights and economic development, which we need to take into account. Pixels with DN equal to 0 or 63 are top-or bottom-censored.
Nighttime Lights
The light data also are a¤ected by overglow and blooming: light tends to travel to pixels outside of those in which it originates, and light tends to be magni…ed over certain terrain types such as water and snow cover (Doll 2008 ). Given that we will compute national-level estimates of aggregate lights, it is unlikely that these sources of error will be large enough or su¢ ciently correlated with important variables that they will confound our analysis. Another problem may be that satellites age in space and are eventually retired.
Hence, they might give inconsistent readings from year to year, or new satellites may give fundamentally di¤erent readings from old ones. While some evidence of this problem exists, we will show in Section 3 that our calculations are supported by assumptions that allow nighttime lights to have all of the data problems described above, so long as nighttime lights are correlated with true income. 
Other Data
We use a number of covariates to test the crucial maintained assumption of our paper; that nighttime lights are correlated with di¤erent vintages of the PWT or the WDI only through their joint correlation with true income (see the introduction and Section 3 below). These covariates are log capital formation as percent of GDP, log export share, log import share, log general government expenditure share of GDP, and log consumption share. All these covariates are from the World Development Indicators. The covariates will be discussed at greater length in Section 4.
Mathematical Framework
In this paper, we use the methodology of Pinkovskiy and Sala-i-Martin (2016) to determine which datasets do a better job of computing unobserved true income per capita. Therefore, this section largely parallels the exposition of that paper. As we will consider using more than two measurement variables to predict true income per capita, we extend the approach of Pinkovskiy and Sala-i-Martin (2016) to multiple variables. The general approach is closely related to the measurement error literature in econometrics, including Adcock (1878), Griliches (1986) , Fuller (1987) , and Hausman (2001).
Our goal is to …nd the best unbiased linear predictor of log true income per capita y i;t , which is the log total per capita value added in country i and year t that we would compute if national statistical systems could record all income being earned and if PPPs were perfectly computed. We will assume that this true income per capita is generated through some exogenous stochastic process that may not be stationary (if there is economic growth, for example). We cannot observe y i;t directly. Instead, we can observe data on log light intensity per capita (y L i;t ) and on K di¤erent measurements of log GDP per capita (y 1 i;t ; y 2 i;t ,...,y
) for a sample of countries i and years t. These data are related to log true income per capita according to the following system of equations (partialling out constants and other covariates):
. . .
We can express this system of K equations in vector form as
where 
In other words, each of the measured variables is a linear function of log true income per capita, perturbed by some error. 5 This framework is very similar to the one used by Henderson, Storeygard and Weil (2012) and Chen and Nordhaus (2011), except that both of these papers used only one additional measure of log GDP per capita and assumed that 1 = 1, which means that log GDP per capita is an unbiased proxy for log true income per capita. Instead, we do not assume that any of our measured proxies are unbiased, and allow them to deviate from log true income per capita along a linear trend. 6 We assume that the error terms in all three processes are mean independent of true income. That is, E " L i;t jy i;t = E "
The critical assumption of this paper is that the error term in the lights equation (1), " 
so long as cov y i;t ; f i;t y i;t 6 = 0 (The analogous assumption in our framework is L 6 = 0. We test and con…rm both of these assumptions in Section 4). This is a much more general framework that allows for errors in the lights data such as nonlinearity, top-and bottomcoding, di¤erences in the lights-to-income relationship as satellites age and are replaced, and di¤erences in the lights-to-income relationship across countries because of cultural attitudes to nighttime light and light pollution, as long as this heterogeneity does not dominate the positive relation between nighttime lights and true income within our sample. 6 Pinkovskiy and Sala-i-Martin (2016) …nd that when the measurement variables are log GDP per capita and log survey means, it is the case that GDP > Surveys , with the di¤erence between the two slope coe¢ cients being signi…cant. In the current paper, we do not typically …nd that the coe¢ cients on di¤erent measurements of log GDP per capita are statistically (or economically) signi…cantly di¤erent from each other. Nevertheless, for the sake of generality, we allow the richer model with potentially di¤erent coe¢ cients i , since it nests the model in which all the i 's are the same. 9 on true income:
Assumption A2 is the key reason for the use of the lights data. This assumption has also been made in Henderson, Storeygard and Weil (2012) and Chen and Nordhaus (2011) . This is a plausible assumption because the data generating processes of the lights data and of the di¤erent measures of GDPare largely disjoint; lights data is collected by satellites without respect for the statistical assumptions and methods of the underlying countries, whereas measurements of GDP are obtained primarily by using business surveys and the government's accounts, as well as by using price surveys, all of which depend on asking people about their income or about the prices that they face or o¤er.
We are interested in …nding the best unbiased linear predictor of log true income per capita (y i;t ) in terms of the vector y i;t ,
where is a vector of weights on each of the GDP measurements that we are considering:
Hence, we want to compute the vector , which minimizes the mean squared error
subject to the constraint that the proxy be unbiased, that is:
This constraint can be reformulated as
Now, plugging equation (4) into the value function equation (6), we obtain
where we de…ne
and applying the constraint equation (8) eliminates the …rst term.
Therefore, our constrained optimization problem becomes
subject to
Solving this problem with traditional constrained optimization techniques, we obtain the relation
The population parameters and on the right hand-side of equation (12) are unknown, and we cannot recover them without further assumptions. However, we now proceed to show that we can use the lights data to recover a vector that is proportional to 1 , and thus to . To do so, we compute the population regression
which is the regression of log lights per capita on all our proxies of log GDP per capita as well as on a constant. It will be easy to show that
for some unknown constant . In other words, the vector of regression coe¢ cients on the measurment variables is proportional to the vector of optimal weights of these measurement variables in the best unbiased linear predictor (5). This …nding does not allow us to compute , but permits us to compute ratios of the optimal weights to each other. For example, we can estimate the relative weight of GDP per capita measurement #1, which will be given by
To prove the equality (14), we note that the formula for the vector of regression coe¢ cients on the log GDP per capita measures, b, is:
Under Assumptions A1 and A2, as well as equations (1) and (4), these variances and covariances can be expressed as follows:
The expression for the inverse of var (y i;t ) can be simpli…ed using the Sherman-Morrison Formula to
Substituting equations (18) and (17) into equation (15) Therefore, we can estimate the weight that should be placed on any measure of log GDP per capita relative to the total weight on the K proxies for log true income per capita. We cannot estimate each weight individually, or their sum, but we can estimate their ratios.
The core of our analysis in Section 4 will be running regressions similar to equation (13) presenting estimates of the optimal relative weights on the measurements of GDP per capita (1) and (4) -and hence, regression equation (13) -are aug- 7 In the more general model in which we assume a general functional form for the lights-true income relation (see footnote 8), equation (17) replaces the term L var y i;t with the term cov y i;t ; f i;t y i;t .
mented by covariates, when they are estimated on di¤erent samples, or when when they are estimated using di¤erent lights measures.
4 Results 1: Is Newer Really Better? Table IIA presents We can formalize these observations by considering the optimal weights on each pair of successive PWT vintages implied by these bivariate regressions. They are presented in Table IIB . Since these weights are quotients of regression coe¢ cients, their distribution may di¤er substantially from normality in …nite samples, so instead of reporting asymptotic standard errors, we report boostrapped 95% con…dence intervals. 9 A natural null hypothesis to consider if newer PWT vintages should indeed be better is that the newer vintage of the PWT should receive unit weight (and the older vintage should receive zero weight). We …nd that this null hypothesis is rejected for 12 out of the 28 cells of this table (7 comparisons with 4 di¤erent types of …xed e¤ects), or for nearly half the tests, which is very unlikely to happen by chance if the null hypothesis is indeed true. Moreover, we often fail to reject the null hypothesis that the old vintage should receive unit weight. In particular, regardless of which …xed e¤ects are included, we can always reject the null hypothesis that the newer vintage has unit weight, we can always fail to reject the null hypothesis that the old vintage has unit weight, and we can almost always reject the null hypothesis that the weights are equal for the comparisons between PWT 7.1 and PWT 8.0, as well as between PWT 7.1 and PWT 8.1 (columns 2 and 7 respectively). For example, in row 1, column 2, we regress log nighttime lights per capita on log PWT 8.0
GDP per capita and log PWT 7.1 GDP per capita, as well as on a constant. We obtain that the optimal weight on log PWT 8.0 GDP per capita is 0:13, with a con…dence interval of ( 0:38; 0:54), which excludes unity. On the other hand, the optimal weight on log PWT 7.1 GDP per capita is 0:86, with a con…dence interval of (0:45; 1:3), which includes unity. In fact, for this cell, the hypothesis that we should use only the older vintage to calculate unobserved true income per capita would be maintained.
For comparisons between the other vintages, the estimated optimal weights vary much more with whether the regression tries to …t the log or the growth rate of output (whether or not country …xed e¤ects are Particularly provocative is the …nding that PWT 7.1 appears to outperform PWT 8.1, the latest vintage of the PWT. To illustrate this …nding, we plot the partial correlation between nighttime lights and PWT 7.1 in Figure III , and the partial correlation between nighttime lights and PWT 8.1 in Figure IV , both of the partial correlations having been taken from the bivariate regression of log nighttime lights per capita on log GDP per capita from PWT 7.1 and log GDP per capita from PWT 8.1 without further …xed e¤ects.
Recall that the slopes of the lines of best …t on these graphs are the regression coe¢ cients. 10 We see that there is a visible partial correlation between the residuals of log nighttime lights and the residuals of PWT 7.1 log GDP per capita once PWT 8.1 log GDP per capita has been controlled for. On the other hand, once PWT 7.1 log GDP per capita is controlled for, the correlation between the residuals of log nighttime lights and of PWT 8.1 log GDP per capita is virtually nil. This …nding is contrasted with the very robust raw correlations of either series with log nighttime lights per capita ( Figures I and II) .
In tables III and IV we further subject the comparison of PWT 7.1 and PWT 8.1 to greater scrutiny by adding control variables to test our identi…cation assumption, varying the nighttime lights measure, reweighting the speci…cation, and investigating robustness to and heterogeneity across subsamples. A concern in using nighttime lights as a measure of output is that errors in the nighttime lights may be correlated with errors in the PWT through the component-by-component methodology of PWT construction. We recall that the PWT separately constructs and extrapolates PPPs for consumption goods, investment goods and government purchases. Therefore, it is possible (or at least conceivable) that mistakes in the PWT could take the form of systematic underestimation (or overestimation) of either one of these categories. Now, consumption, investment and government spending may have di¤erent ratios of light to economic output, for example if investment and government spending are very light-intensive (as it might involve building infrastructure), while consumption is not as light intensive (if it involves getting haircuts or other services). If di¤erent PWT vintages systematically understate or overstate some of these components, this could generate a correlation between their measurement error and that of the nighttime lights, violating Assumption A2. To address this concern, in column 2 of Table III we re-run our baseline speci…cations for the optimal weights on PWT 7.1 and PWT 8.1 while controlling for the log fractions of output constituted by consumption, investment (gross capital formation), government spending, imports and exports. In column 3 of the same table, we additionally include both the levels and the squares of the control variables to allow for nonlinear associations. The optimal weight on PWT 7.1, which is close to unity in the baseline speci…cations, remains larger than unity when all controls are included without country …xed e¤ects, but declines to a statistically signi…cant 0.73 if country and year …xed e¤ects are included along with the controls. However, if all the controls are included together with their squares, the optimal weight on PWT 7.1 in the country and year …xed e¤ects speci…cation rises back to 0.77. Hence, these regressions provide some evidence that PWT 7.1 remains of value even when compared to the current version of the PWT. The next three columns of Table   III (columns 4, 5 and 6) reestimate the baseline speci…cation with di¤erent ways of parametrizing nighttime lights: using light density in place of lights per capita, calibrating the function aggregating digital numbers into a single index to best match GDP per capita in the OECD, and using the fraction of the population residing in lit areas (DN > 0) instead of lights per capita. For all of these robustness checks, the optimal weight on PWT 7.1 does not fall below 0.57, and is either statistically signi…cantly di¤erent from zero or above unity in magnitude. Furthermore, we may be interested in how the two PWT vintages compare for the more populous countries, rather than treating each country equally. Therefore, in column 7, we reestimate our baseline speci…cations weighing each observation by population. Regardless of …xed e¤ects, the optimal weight on PWT 7.1 exceeds unity in all speci…cations.
Feenstra, Inklaar and Timmer (2015) show that estimates of the Balassa-Samuelson e¤ect depend on whether or not the sample of countries and years is restricted to the ones for which contemporaneous price data is available, or the ones for which prices need only to be interpolated rather than extrapolated. We present estimates of the optimal weights on PWT 7.1 and PWT 8.1 using only this sample (the benchmarkinterpolated sample) in Column 8 of Table III In Table IV we investigate whether our counterintuitive result that PWT 7.1 is better than the more recent PWT 8.1 is driven by speci…c regions of the world. Columns 2 through 6 exclude one at a time the developed world, Asia, Latin America, post-Communist countries and Africa from the baseline regression.
The optimal weight on PWT 7.1 drops to a statistically signi…cant 0.67 if Asia is excluded in the year …xed e¤ects speci…cation, but most of the estimates of the optimal weight are close to or above unity (including estimates when Asia is excluded but with country …xed e¤ects). Therefore, our …nding is not driven by any speci…c region. However, there is substantial heterogeneity in the optimal weight on PWT 7.1 across regions. Columns 7 through 11 present estimates of our baseline regression on each of the above regions taken separately. Not surprisingly, PWT 7.1 receives a very high weight (224% in the no …xed e¤ects speci…cation) when the regression is ran for Asia (column 8), but it also receives a greater weight than does PWT 8. We have shown in the preceding section is that the variable "rgdpch" from PWT 7.1 is better correlated with nighttime lights than is the variable "rgdpe" from PWT 8.1. However, both PWT 7.1 and PWT 8.1 present alternative measures of GDP to these variables. As we discussed in Section 2, PWT 7.1 also provides a variable, "rgdpl2", which uses edited national accounts growth rates to compute real GDP away from the benchmark year without incorporating any information about prices. PWT 8.1 provides a variable, "rgdpna", which is also based on national accounts growth rates instead of price data. Feenstra, Inklaar and Timmer (2015) describe "rgdpna" as "similar to the series 'rgdpl2'... except that (i) 'rgdpl2'used the real growth rate of absorption from the national accounts of each country rather than the real growth rate of GDP." Additionally, PWT 8 presented real PPP-adjusted output-based measures of economic activity for the …rst time within the sequence of PWT datasets. The dataset now includes a new variable "rgdpo,"
which Feenstra, Inklaar and Timmer (2015) describe as useful for "comparing the productive capacity across countries and across years."
We have focused our analysis on the variables "rgdpch" and "rgdpe" because the "rgdpch" variable has been the one most widely used by the economics literature, while "rgdpe" is the closest variable in concept to "rgdpch" out of the PWT 8 real GDP measures. Moreover, the "rgdpch" and "rgdpe" line of variables in the PWT captures the dataset's distinctive approach of modifying national accounts growth rates by using information from one or more price surveys, while its "rgdpl2" and "rgdpna" line of variables does not, and is conceptually closer to the real GDP measures in the WDI. As we mentioned in Section 2, Feenstra, Inklaar and Timmer (2015) recommend using "rgdpna" over "rgdpe" for pure time-series comparisons of growth rates, stating that "rgdpna" measures are closest to national accounts growth rates. However, Feenstra, Inklaar and Timmer (2015) also suggest that the conceptual foundation for "rgdpe" is stronger than it is for "rgdpna," as the former is expressed in prices that are constant over both time and space, while the latter is calculated only in constant national prices. In this subsection, we explore how well these alternative measures of economic activity explain nighttime lights.
Table V presents estimates of optimal weights on di¤erent measures of economic activity in the best unbiased linear estimator on true income, as derived from a regression of nighttime lights on these measures.
Column 1 shows the results of the comparison between "rgdpna" from PWT 8.1 and "rgdpch" from PWT 7.1.
As in our previous analysis, for the speci…cations without country …xed e¤ects, PWT 7.1 "rgdpch" receives a much higher and statistically signi…cant optimal weight (0.86), although we cannot reject at 5% the null hypothesis that the weights are equal. However, when we add country …xed e¤ects, PWT 8.1 "rgdpna" now has the much higher optimal weight (1.91), which is statistically signi…cantly di¤erent from 0 (as well as from 0.5) with 95% con…dence, which is consistent with Feenstra, Inklaar and Timmer (2015)'s recommendation to use this variable to measure growth rates. Column 2 shows the results of a similar comparison between PWT 8.1 "rgdpchna" and PWT 7.1 "rgdpl2," the variable in PWT 7.1 that is conceptually closest to "rgdpna" in using national accounts growth rates alone. The results are almost identical to Column 1; the PWT 7.1 variable receives the higher weight in speci…cations without country …xed e¤ects, while the PWT 8.1 variable receives the higher weight in speci…cations with …xed e¤ects. Therefore, while the PWT 8.1 variable "rgdpe" appears to predict nighttime lights worse than PWT 7.1 "rgdpch" does, other variables in PWT 8.1 have improved over PWT 7.1 in predicting growth rates of nighttime lights.
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In fact, we can show that there are good reasons to prefer "rgdpna" over "rgdpe" among the PWT 8.1
variables. Column 3 presents optimal weights on "rgdpna" and "rgdpe" in a best unbiased linear predictor of true income. Not surprisingly, "rgdpna" receives the much larger weight whenever country …xed e¤ects are included. However, when country …xed e¤ects are excluded, "rgdpna" still receives the higher weight (around 0.6), although this weight is not signi…cantly di¤erent from 0.5 (or from 0) with 95% con…dence.
Hence, the variable "rgdpna" may have better cross-sectional performance than "rgdpe," and may be better to use for cross-sectional, as well as for pure time-series comparisons of economic activity.
Lastly, we compare the capacity of expenditure-based ("rgdpe") and output-based ("rgdpo") measures of economic activity in PWT 8.1 to explain nighttime lights. Column 4 presents the resulting optimal weights. We see that in all speci…cations (with and without country …xed e¤ects), the expenditure-based measure "rgdpe" has the larger weight, which is statistically signi…cantly di¤erent from 0 in all speci…cations, and statistically di¤erent from 0.5 in all speci…cations but the country and year …xed e¤ects one. This may not be surprising, as nighttime lights do not measure productivity alone, but rather consumption.
Results 2: Is Newer Better for the WDI?
The Penn World Tables are not the We present estimates of optimal weights and their bootstrapped standard errors for comparisons between di¤erent vintages of the WDI and di¤erent vintages of the PWT in We selected these vintages for comparison because they are the most recent vintages and because PWT 7.1 appeared to outperform PWT 8.0 and PWT 8.1 in the tests of Table IIB . We observe that in all these regressions, the WDI receives a larger weight than does the PWT. Out of the 24 tests in these columns, only In light of our discussion of alternative measures of economic activity in PWT 8.1, it is worth asking whether the WDI outperforms measures of economic activity in the PWT that are based on national accounts growth rates alone. We have seen that PWT 8.1 "rgdpna" improves over PWT 7.1 "rgdpch" in measuring growth rates. Columns 5 and 6 of Table V present comparisons of PWT 8.1 "rgdpchna" to WDI 2011 and WDI 2005, respectively. In all speci…cations, the WDI variables have a weight higher than unity (although it is typically not statistically signi…cantly di¤erent from 0.5, or, when country …xed e¤ects are included, from zero), consistent with our conclusion in the previous paragraph.
Performance of the PWT and WDI against Market Exchange Rates
The rationale for creating PPP-adjusted measures of economic activity such as the PWT and the WDI is the idea that market exchange rates do not accurately re ‡ect the prices of many goods (in particular, nontradeable goods) that are important in an economy. If nighttime lights are good measures of economic 20 activity, then we should see that regressing log nighttime lights per capita on log GDP per capita at PPP and log GDP per capita at market exchange rates produces a high partial correlation of nighttime lights with the PPP-adjusted measure and a low one with GDP per capita at market exchange rates. However, the methodology of PPP adjustment has been best developed for cross sections, with the problem of how best to combine very incomplete information on prices across time still being open. When comparing PPPadjusted growth rates with growth rates measured with market exchange rates, the noise coming from PPP adjustment might dominate the bias coming from the use of market exchange rates rather than actual prices.
In Table VII we present optimal weights on various PPP-adjusted measures of log GDP per capita and on log GDP per capita at market exchange rates with and without country and year …xed e¤ects. When country …xed e¤ects are excluded, all PPP-adjusted measures of GDP per capita except the WDI in 1996 receive a weight of greater than 0:5 (and statistically signi…cantly larger than 0:5 in 13 out of the 22 such speci…cations). However, when country …xed e¤ects are included (so that we are essentially looking at growth rates), the PPP-adjusted measures from the PWT chain series receive a much lower weight than does GDP per capita at market exchange rates. On the other hand, the PPP-adjusted measures from the WDI, and the national accounts-based measure "rgdpna" in PWT 8.1 all receive a much higher weight than does GDP per capita at market exchange rates (which receives a negative weight, usually less than 1, and sometimes statistically signi…cant). These results suggest that the approach to calculating growth rates taken by the WDI improves over using market exchange rates, while the approach taken in all vintages of the PWT has not. 12 
Results 4: Should We Use More than One Series?
While head-to-head comparisons of di¤erent GDP series are instructive, it is obvious that the optimal way to compute GDP may be to combine several di¤erent GDP series into a single proxy. All of the tests that we have done so far have essentially asked how we can best combine two GDP series to form such a proxy. But why should we stop at using only two series?
We are not the …rst to suggest using multiple GDP series to form an optimal combination to measure WDI would also be an improvement (although this is not a suggestion made in their paper). We investigate this hypothesis in Table IX , in which we include all the three WDI series in the regression. Each series corresponds to its benchmark year, or the year of the price survey that was used to construct the estimates.
Notably, the estimates from PPP 2011 have already been incorporated into the WDI, so the benchmark years to consider are 1996, 2005 and 2011 (the modi…cation of the 1996 data in 2000 apparently not having been incorporated into a WDI series). We see an even starker result. In all years, including those that are far from 2011, the WDI 2011 series receives a weight that is large (never less than 0:75) and statistically insigni…cantly di¤erent from unity. All the other series receive much smaller weights (never in excess of 0:25), and their con…dence intervals always contain zero and never contain unity. Hence, using the latest WDI series appears to strongly dominate using a weighted average of the preceding series.
Therefore, while Johnson et al. (2009) appear to be right in claiming that incorporating historical data may be useful in improving present estimates, it seems that assigning relatively time-constant weights to each series is better than assigning shifting weights that are functions of the benchmark year. In particular, for the WDI, there is strong evidence that using the current vintage is the optimal approach. For the PWT, a weighted average of several vintages (in particular, PWT 7.1 and PWT 6.2) may be better than any individual vintage, but the weights should not vary over time except after PWT 6.2 is discontinued.
Conclusion
In this paper, we show that if nighttime lights are an independent measure of output, they can act as an impartial referee between two other measures of output (Pinkovskiy and Sala-i-Martin 2016). We use this result to assess the quality of di¤erent ways of computing PPP-adjusted GDP per capita. Our investigation yields several conclusions, both for the methodologist attempting to improve existing measures of GDP, and for the practitioner deciding on which of the existing GDP series to use.
First, we …nd that the latest vintage of the Penn World Tables (PWT8) is not the best available measure of GDP. Instead, the updating process of the Penn World Tables has generally not involved linear improvement of the dataset, and has in particular produced a deterioration since vintage 7.1 in measuring cross-country di¤erences in levels of economic activity. Moreover, the latest vintage of the World Development Indicators better explains variations in both the level and the growth rate of nighttime lights than does PWT8.
Second, we learn that each successive price survey of the International Comparisons Programme has generally led to better estimates of PPP-adjusted GDP per capita, including the controversial 2005 round.
In particular, successive versions of the World Development Indicators have shown steady improvement in measuring di¤erences in income levels across countries (however, it may be the case that older versions of the WDI capture economic growth better than newer versions do).
Third, and more fundamentally, we show that so long as nighttime lights growth rates can be taken as unbiased predictors of the growth rates of true income, the best way to measure growth rates of true income is to use growth rate series based on the national accounts alone, and without the adjustments employed by almost all the versions of the Penn World Tables. The GDP series most successful in explaining nighttime lights growth rates (the WDI and PWT 8.1 "rgdpna") compute growth rates based on national accounts alone, and without incorporating any information about PPPs. On the other hand, the series that goes furthest in attempting to construct a GDP index in prices that were truly constant across space and over time (PWT 8.1 "rgdpe") is less useful in explaining nighttime lights growth than any of the above series.
Finally, our results also provide guidance for researchers seeking a GDP series to use, for example in investigating the determinants of cross-country income di¤erences, or in modeling the macroeconomy. One Tables   Table I (I)
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Number of Obs. Table IIB presents estimates for the optimal weights within a best unbiased linear predictor of log unobserved true income using log GDP per capita at PPP from each vintage of the PWT and from its preceding vintage, as described in Section 4. We provide country-block-bootstrapped 95% con…dence intervals for each weight in parentheses below the estimate. Data on nighttime lights from the NOAA, data on measures of log GDP per capita from the Penn World Tables and from the World Development Indicators. Table III presents estim ates for the optim al weights within a b est unbiased linear predictor of log unobserved true incom e using log GDP p er capita at PPP from PW T 8.1 and the sam e variable from PW T 7.1, as describ ed in Section 4. We provide country-block-b ootstrapp ed 95% con…dence intervals for each weight in parentheses b elow the estim ate. Colum ns 2 and 3 include log fractions of W DI GDP constituted by consum ption, gross capital form ation, governm ent sp ending, exp orts and im p orts as controls in the regression equation (13) , which is used to construct the optim al weights. Colum ns 4, 5 and 6 use log nighttim e light density p er square kilom eter, a calibrated-param eter aggregator of nighttim e lights and the fraction of the p opulation of a country residing in lit areas as dep endent variables in the regression equation (13) . Colum n 7 weights each country-year by its p opulation. Colum n 8 estim ates the baseline sp eci…cation over countries and years with b enchm ark or interp olated price data. Data on p opulation from the Gridded Population of the World database. Table IV presents estimates for the optimal weights within a best unbiased linear predictor of log unobserved true income using log GDP per capita at PPP from PWT 8.1 and the same variable from PWT 7.1, as described in Section 4. We provide country-block-bootstrapped 95% con…dence intervals for each weight in parentheses below the estimate. Columns 2 through 6 perform estimation excluding the listed region. Columns 7 through 11 perform estimation only on the listed region. Data on nighttime lights from the NOAA, data on measures of log GDP per capita from the Penn World Tables and from the World Development Indicators Table V presents estimates for the optimal weights within a best unbiased linear predictor of log unobserved true income using various measures of log GDP per capita at PPP from PWT 8.1, PWT 7.1 and the World Development Indicators, as described in Section 4.1. We provide country-block-bootstrapped 95% con…dence intervals for each weight in parentheses below the estimate. Table VI presents estimates for the optimal weights within a best unbiased linear predictor of log unobserved true income using two measures of PPP-adjusted log GDP per capita, as described in Sections 5 and 6. The newer / WB measure is the one listed …rst in the column heading, while the older / PWT measure is the one that is listed second. We provide country-block-bootstrapped 95% con…dence intervals for each weight in parentheses below the estimate. .38
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(10) Table VI presents estimates for the optimal weights within a best unbiased linear predictor of log unobserved true income using two measures of PPP-adjusted log GDP per capita, as described in Section 5. The newer / WB measure is the one listed …rst in the column heading, while the older / PWT measure is the one that is listed second. We provide country-block-bootstrapped 95% con…dence intervals for each weight in parentheses below the estimate. Data on nighttime lights from the NOAA, data on measures of log GDP per capita from the Penn World Tables and from the World Development Indicators.
