Accurate reconstruction of the divergence times among individuals is an essential step toward inferring population parameters from genetic data. However, our ability to reconstruct accurate genealogies is often thwarted by the evolutionary forces we hope to detect, most prominently natural selection. Here, I demonstrate that purifying selection acting at many linked sites can systematically bias current methods of genealogical reconstruction, and I present a new method that corrects for this bias by allowing a class of sites to have a time-dependent rate. The parameters influencing the time dependency can be estimated from the data, allowing for a general method to detect the presence of selected sites and correcting for their distortion of the apparent mutation rate. The method works well under a variety of scenarios, including gamma-distributed selection coefficients as well as entirely neutral evolution. I also compare the performance of the new method to relaxed clock models, and I demonstrate the method on a data set from the mitochondrion of the North Atlantic whale-"louse" Cyamus ovalis.
Introduction
The increasing availability of genetic data from many individuals in the same population has spurred demand for accurate inference of genealogical divergence estimates. Often, researchers use the models and techniques originally developed for phylogenetic inference in these situations. However, the assumptions and approximations that hold for interspecific comparisons may not be valid for intrapopulation data, and the potential for systematic bias is present (Ho et al. 2005a (Ho et al. , 2005b (Ho et al. , 2007 Emerson 2007) . In particular, natural selection has been proposed to cause an apparent change in evolutionary rate over the course of a genealogy (Nielsen and Weinreich 1999; Woodhams 2006; Seger et al. 2010) . Such a shift in rate, if not appropriately accounted for, may cause inferred branch lengths and coalescence times to differ from their true values. The extent to which selection may bias common methods of genealogical inference is not well characterized nor are many techniques available to detect or correct for the distortions selection may produce.
Of particular concern is the role of tightly linked, weakly deleterious mutations. Essentially every functional nucleotide sequence is likely to contain many sites at which mutations are not immediately lethal but are nonetheless deleterious enough to be purged from the population eventually. Previous work has established that when selection of weak-to-moderate strength affects many closely linked sites, gene genealogies may become distorted, in some cases significantly, from their neutral expectation (Williamson and Orive 2002; O'Fallon et al. 2010; Seger et al. 2010) . Genealogies are expected to be shorter than under neutrality because the distant ancestors of the current sequences were not drawn from the population as a whole but from the smaller subset of it that lacked deleterious mutations. This smaller effective ancestral population leads to an increased rate of coalescence and shorter trees, primarily though a shortening of the most basal (rootward) coalescent intervals. In addition, these basal branches of the tree show relatively few mutations per unit time when compared with the rate near the tips. Several studies have documented a relative enrichment of deleterious mutations near the tips of genealogies (Nielsen and Weinreich 1999; Kivisild et al. 2006; Pybus et al. 2007 ). This effect may lead to an apparent time dependency of evolutionary rate, such that the probability that a mutation exists in the genealogy is a decreasing function of (backward) time (Ho et al. 2005a (Ho et al. , 2005b (Ho et al. , 2007 Woodhams 2006) . Peterson and Masel (2009) found that a similar effect may occur when two populations have recently diverged. Models that assume a constant rate throughout the tree may therefore predict incorrect branch lengths, model parameters, or both. Although both the distortion of the genealogies and the nonuniform distribution of mutations on genealogies are factors that may bias the reconstruction process, here, I focus entirely the second factor and ignore the nonneutral shape of the trees.
Several authors have proposed methods to correct for the effects of selection on genealogical inference. One promising approach is the relaxed molecular clock (Sanderson 1997; Thorne et al. 1998; Drummond et al. 2006) . Relaxed clocks allow each branch in the tree to have a different evolutionary rate and have been used in many recent studies to allow for variation in mutation rate among species in a phylogeny. Nonetheless, relaxed clock models may not be entirely appropriate for population-level studies because the mutation rate is unlikely to vary greatly between individuals at the same depth in the genealogy, but the apparent mutation rate may change systematically Purifying Selection and Genealogical Inference · doi:10.1093/molbev/msq132 MBE with genealogical depth. Additionally, because each branch in the tree can have its own rate, a substantial number of rates may need to be accurately estimated to infer the correct genealogy.
Another approach is to divide the data into multiple partitions, often representing synonymous and nonsynonymous sites, and then estimate the rate in each partition independently (Kivisild et al. 2006; Loogvali et al. 2009; Subramanian et al. 2009; Soares et al. 2009 ). However, synonymous mutations are not always free from selective constraint (Hurst and Pal 2001; Comeron 2004; Lu and Wu 2005) , and in nongenic but conserved sequences, there may be no a priori method of determining a reasonable partitioning. Furthermore, although data partitioning allows different sites to have different rates, it does not incorporate the notion of time-dependent rates and therefore may suffer from the same biases as constant rate models.
To address some of these concerns, I have developed a model that allows for a class of sites to experience a decreasing apparent mutation rate with genealogical depth. The model is similar in spirit to the discretized gammadistributed rates models developed by Yang (1994) but allows for time-dependent rates in site classes. Specifically, the new model allows for two classes of sites, one neutral and the other "selected." The rate at selected sites is time dependent and therefore allows nucleotide changes to occur with a different probability near the tips of the tree than near the root. Similar to the commonly used gamma-distributed rates model, this model assumes that each site has a constant probability of being in either rate class and attempts to infer only the parameters associated with the rate functions and not the probability that individual sites are in the selected or neutral classes. I refer to this new method as the "purifying rate model."
To avoid semantic confusion, throughout I use the term "mutation rate" to describe only the rate parameter governing the number of sites at which an individual "randomly selected from the population" differs from its immediate parent. (The rate μ is defined such that the expected number of differences is L μ when L sites are under consideration.) The μ may differ considerably from the probability that a parent and offspring differ at x sites "given that they are the ancestors of the present generation of the population under consideration". I term the "apparent mutation rate" this second time-dependent rate because a superficial analysis may conclude that the mutation rate has decreased with backward time. Neither term is synonymous with "substitution rate," which is sometimes used to describe longterm evolutionary rates and refers to the rate at which newly arising mutations reach fixation in a population.
In this work, I first examine the manner in which purifying selection may cause a nonuniform distribution of mutations on a genealogy. Using forward simulation of a haploid population with nonrecombining genetic sequences, I investigate the role of population size, the population genetic parameter θ, and the distribution of selection coefficients in influencing evolutionary rate. I then demonstrate that the presence of these mutations causes a systematic bias in the common methods of genealogical inference. Finally, I demonstrate that a model that allows for a class of sites with a time-dependent evolutionary rate corrects for the bias present in current models and allows for an estimation of parameters governing the time-dependent rate.
Methods
The following analysis is divided into three parts. First, using forward simulation, I examine and characterize the distribution of mutations on genealogies under several models of purifying selection. Second, I demonstrate that the presence of these mutations can significantly bias commonly used methods of genealogical inference. Third, I introduce a new method that allows for a class of sites with a time-dependent rate and I show that the method accurately recovers genealogies in a variety of selective scenarios.
Forward Simulation
I examine the effect of selection at many linked sites on the distribution of nucleotide changes on genealogies through forward simulation. The simulations assume a basic WrightFisher structure with constant population size, haploid asexual reproduction, and discrete nonoverlapping generations. I track the genealogy and genetic state of the population and all ancestors of the present generation. This level of information tracking allows for comparison of the genetic state of parents and offspring at any genealogical depth. New generations are created by sampling the parental generation in proportion to the relative fitness of each individual and when sampled a parent produces a single offspring. The parental generation is sampled with replacement until exactly N new offspring have been created.
Each individual carries a genome of L completely linked sites. Throughout I use the Jukes-Cantor model of mutation, which assumes that each nucleotide has equal probability of mutating to the three other possible states (thus, each mutational event changes the base in question). Mutations occur independently at each site each generation with probability μ.
The fitness of individuals is determined by designating an initial "master" sequence that defines the most fit state and assigning to each site i a fitness effect,
An individual with a genome that exactly matches the master sequence is assigned an absolute fitness of 1. A mutation at site i reduces fitness by fraction 1 − e −s i . Fitness effects multiply, such that if sites 3, 7, and 10 are mutated, fitness is e −s3 × e −s7 × e −s10 = e −(s3+s7+s10 ) . Because mutations may occur in both the "forward" and the "backward" directions, individuals may become more or less fit over time.
I examine several selection scenarios. The first is neutral, where all fitness effects are zero. In the second model, exactly one half of the fitness effects are zero, the fitness effects at other sites are set to the same value s, I label this model the 50/50 model. Third, I examine a case in which all sites are under selection with the same coefficient s. In the last model, fitness effects at all sites are drawn from a gamma (Γ ) distribution. Gamma distribution models are reported in terms of the mean and standard deviation of the MBE distribution, for example, the Γ (0.005, 0.01) model denotes gamma-distributed selection coefficients with mean 0.005 and standard deviation 0.01.
Effects of Selected Sites on Current Methods of Reconstruction
In this section, I examine the extent and manner in which inclusion of selected sites in data sets used to reconstruct genealogies biases current reconstruction methods. I focus not on tree topology, but instead the timing of the inferred coalescent events, with emphasis on the inferred time to most recent common ancestor (TMRCA) of the sample. I use data generated from the forward simulation described above, and thus, the true genealogy underlying the data set is known. At least 20 data sets were generated for each comparison, and the same data sets were used in all the following models below.
Two models are compared, both using the Bayesian genealogy sampler BEAST . The first is a simple gamma-distributed rates model (Hasegawa-Kishino-Yano [HKY] + Γ 4 ), which assumes that each site may exist in one of four rate classes, where the classes are chosen to approximate a gamma distribution with mean 1 and a shape parameter whose value is estimated from the data (Yang 1994 ). The HKY model is more general than the Jukes-Cantor model that was used to generate the data and permits the transition to transversion ratio and base frequencies to be estimated (the Jukes-Cantor model assumes that the transition to transversion ratio is one and that base frequencies are equal).
The second model is a relaxed clock model with uncorrelated log-normally distributed rates across branches as implemented in BEAST. This model allows each branch to be assigned a different rate, in this case drawn from a lognormal distribution, where the parameters describing the distribution are estimated from the data. Although several choices for relaxed clock models exist, the uncorrelated lognormal model has been found to perform well in a variety of different scenarios (Drummond et al. 2006 ). All BEAST runs were conducted for at least 5 × 10 6 steps, which was sufficient to yield effective sample sizes (ESSs) of at least 1,000 for the estimated parameters in nearly all runs.
To assess performance of the models, I use three methods. First, the inferred mean time for each coalescent event is tabulated for each run. The sets of inferred coalescent times are then averaged across data sets to produce a single list of inferred average coalescent times. Because the true trees are known, the inferred average times can be compared with the true average across data sets. This comparison is a rough overall measure of accuracy and can identify systematic biases but does not capture individual differences between the trees inferred from each data set and the true tree.
Second, for each data set i , I compute a mean squared error (MSE) statistic using the following formula:
where x j is the mean inferred time of the j th coalescent event, t j is the true coalescent event time, and n is the number of individuals in the sample. This statistic is then averaged over data sets to produce a global mean squared deviation. Third, I examine the fraction of data sets in which the true TMRCA is contained in the 95% highest posterior density (HPD) of the inferred posterior distribution. Although this measure is focussed only on a single coalescent interval (the most basal interval), the TMRCA is often of particular interest in empirical studies and is sensitive to the effects of selection. Unlike the MSE statistic, which reflects only the accuracy of the method, this statistic assesses the degree of spread of TMRCA values in addition to their proximity to the true value.
A New Likelihood Calculation: The Purifying Rate Model
At the core of the method lies calculation of the probability of observing the data given a particular genealogy. Introductions to these methods may be found in Felsenstein (2004) and Yang (2006) . Throughout I use the F84 model of nucleotide substitution, which is similar to the HKY model implemented in BEAST and allows for separate estimation of the transition to transversion ratio and base frequencies. As mentioned above, these models are more general than the simple Jukes-Cantor model that was used to generate the data. I assume that the branch lengths of the tree in question are scaled in units of expected number of neutral mutations per site. Let λ(t ) be the instantaneous apparent mutation rate t time units back (rootward) in a genealogy. If mutations occur according to a Poisson process, then the expected number of mutations between time t 1 and t 2 is given by
If λ(t ) ≡ 1, as is the case in models that assume a constant rate of evolution, then
where n denotes mutations at neutral sites. To describe the effect of time on apparent mutation rate here, I use the function
where α describes the maximal amount of rate decrease when t = ∞. If α is 0, the model collapses to the simple case where rate is not dependent on time. The maximum allowable value is 1, and, to prevent biases when dealing with neutral data, I allow values in the range −1 < α < 1. The parameter β describes how rapidly the rate changes with time and must be positive but has no theoretical upper bound. The choice of function for λ(t ), given appropriate values of α and β, is capable of closely approximating the various types of rate decrease observed in the simulation data. Equation (4) is easily integrated and yields If t 1 and t 2 are small relative to β, this rate will not differ greatly from f n . For large values of t 1 and t 2 , the rate will be close to (1 − α)f n .
To compute the likelihood of the data conditional on the tree, I assume that each site has probability p of belonging to the neutral class and probability 1 − p of belonging to the selected class. The probability of observing nucleotide X at time t 2 given that nucleotide Y occupied the position at more recent time t 1 is then computed as
where Pr{X |Y , f Z (t 2 , t 1 )} is computed as in Felsenstein (2004, eqs. (13.10 ) and (13.11)), using either f n (t 2 , t 1 ) or f s (t 2 , t 1 ) in place of t , as appropriate. A similar model of time dependency that did not include site classes was presented in Rodrigo et al. (2008) . Likelihood computations were implemented in the software package LAMARC (Kuhner 2006) . A final note is that the trees resulting from the analysis are scaled by the mutation rate (in the strict sense defined in the Introduction) and ignore time-dependent rates. This facilitates analysis because dividing a node height by the mutation rate yields the number of generations prior to the present that the coalescent event occurred.
Although it may be possible, in principle, to identify the proportion of sites under selection p as well as the rate parameters governing the selected class (α and β), simultaneous estimation of all parameters often leads to poor Markov chain Monte Carlo (MCMC) mixing and highly biased results (data not shown). For the work here, I fix p at 0.5. This is similar to the approach taken in gamma-distributed rates models, where the probability that a site is in one of the rate classes is fixed, and only the parameter(s) describing the shape of the rate distribution are estimated. Although the fraction of selected sites will seldom be exactly 0.5, the flexibility involved with inferring α and β appear to compensate for the inaccurate choice of p.
Although LAMARC can perform both likelihood and Bayesian computations, here I restrict analysis to only the Bayesian method for computational efficiency and for more direct comparison to the models implemented in BEAST. Previous comparisons have noted only minor differences in results between likelihood and Bayesian methods when data sets are informative, which is the case I consider here (Kuhner and Smith 2006) . Both parameters α and β were estimated from the data and both were given uniform priors in the range [−1, 1] and [1, 5, 000], respectively. LAMARC MCMC runs were conducted for at least 2×10 5 steps, which resulted in ESSs between 100 and 1,000.
Results

Distribution of Mutations on Genealogies
To examine the effect of selection at multiple linked sites on the distribution of mutations on a genealogy, I have plotted the probability of observing a nucleotide change on a genealogy as a function of genealogical depth ( fig. 1 ). For these simulations, all sites have the same selection coefficient s, and I have systematically varied N , s, and μ. All simulations were run for at least 5,000,000 generations, with data collection every 250 generations.
In accordance with expectations, increasing the intensity of selection increases the magnitude of rate reduction and decreases the number of generations until the maximal reduction is reached ( fig. 1a) . When selection coefficients are near the reciprocal of the population size, such that Ns ≈ 1, only a small amount of rate reduction is detectable, but as s increases, both the total amount of reduction and the rate of approach to the maximally reduced level increase. In general, results appear similar to the "J-shaped curve" identified by other authors (Penny 2005) .
Increasing the mutation rate μ while holding both N and s constant diminishes the amount of rate reduction ( fig. 1b ) in a manner superficially similar to decreasing s.
The functional form of the apparent mutation rate also follows the predictions of diffusion theory, such that only the compound parameters Ns and N μ are important. Scaling time in units of N generations, increasing N while holding Ns and N μ constant recovers apparently identical rate functions ( fig. 1c ). This result is not trivial because few studies have examined the dynamics of coalescent rate when mutations at multiple linked sites interfere. However, it may facilitate future analyses that seek to calculate N μ and Ns after having estimated a rate function.
The functional form chosen for the rate function (eq. 4) is capable of closely approximating the form of rate decrease observed in the simulations ( fig. 2 ). Greater intensity of selectionin general increases both α and β, such that mutations persist for less time in the population and are very unlikely to appear deep in the genealogy.
Performance of Current Methods
When selected sites are included in data used to infer genealogies, both the models assuming a relaxed molecular clock and gamma-distributed rates are prone to underestimating the time until the basal coalescent events are reached ( fig. 3 ). This is because relatively few nucleotide changes appear deep in the genealogy, and this deficit of change is interpreted by the methods as evidence for short branch lengths. In some cases, the relaxed clock model is able to accurately infer the correct timing of coalescent events ( fig. 3a) , but both models underestimate TMRCA, often by 25-30%, when selection is strong ( fig. 3b and c) .
These results suggest that when closely linked selected sites are included in data sets used to infer genealogical relationships, current methods of reconstruction may underestimate the total depth of the tree. Although the inferred time of coalescent events near the tips is often accurate, times near the root of the tree may be considerably less than the true value. However, the relative performance of the models is influenced by the distribution of selection coefficients. If selection coefficients are modest, then relaxed clock models may perform well. However, if selection coefficients are on average large and have substantial variance, then both relaxed clock models and traditional methods that assume constant rates (such as HKY + Γ ) may perform poorly. 
Performance of Purifying Rate Model
To assess the performance of the purifying rate method, I have generated simulated data from a variety of selection models including entirely neutral data, 50/50 neutral and selected sites, all selected sites, and gamma-distributed selection coefficients for several population sizes and values of the population genetic parameter θ. The purifying rate method performs admirably in all cases, accurately inferring (on average) the correct coalescence times regardless of the fraction of sites under selection or the distribution of selection coefficients (fig. 4) . When compared with the relaxed clock and HKY + Γ rates model, the new method performs at least as well, if not much better, in nearly all the scenarios analyzed. One exception to this is the case of entirely neutral data, where the new method exhibits an upward bias of roughly 5-10% in the inferred time of the most basal events.
The analysis in figure 4 identifies only gross trends and does not specifically compare the posterior distribution of trees for each data set to the associated true tree. In table 1, I demonstrate that in most cases, the MSE, averaged over coalescence intervals within each data set and then across data sets, is generally much reduced when the new method is used, indicating that genealogies inferred with the new method are closer to the true tree than when other methods are used. However, the MSE for neutral data sets is somewhat greater for the new method, reflecting a loss of some accuracy and/or precision in these cases. 69% and 84% of the inferred included TMRCA distributions contained the true value. Nonetheless, in all cases, the new method performs better than other models in which the 95% HPD contains the true value only in some 50% or less of data sets.
A final note is that relaxed clock models may sometimes perform very poorly, even with neutral data, when θ is small, as evidenced by the very high MSE statistic for the θ = 0.004 run (see table 1). Although the results in this case were often inaccurate, no obvious signs of MCMC failure were evident, and ESS values were in general high (at least 100 and >1,000 for most statistics in most runs) and posterior distributions showed little or no sign of multimodality. As a precaution, run lengths for these data sets were increased by a factor of 5, to 2.5×10 6 steps, with little increase in accuracy. Accuracy and bias of relaxed clock models have been investigated more thoroughly elsewhere (e.g., Wertheim et al. 2010) . 
Bayesian Estimation of Rate Decrease
A unique feature of the new method is that it allows for Bayesian inference of the parameters governing the rate decreasing function. In the parameterization employed here, the α parameter affects the total amount of rate decrease (such that α measures the difference in rate between neutral and selected sites at t = ∞ generations ago), and β affects the rate at which this maximally reduced rate is approached. Large α and β indicate very strong selection, such that deleterious mutations are unlikely to exist anywhere except very close to the tips of the tree. If α is near 0, β may take on any (nonnegative) value and not affect the rate function and similarly if β is 0. Examination of the posterior distributions for α and β, averaged over all MCMC runs, reveals that including selected sites in the data produces a strong signal of rate decrease. The signal is most apparent for α, which is strongly skewed toward 1. The β statistic is less clearly defined, especially if selection coefficients are not particularly strong ( fig. 5b ). The posterior distributions for neutral data are essentially flat, although α is weakly skewed in the positive direction. This appears to be a general feature of neutral data and occurred in several other neutral data sets (results not shown). Although examination of the posterior distributions can help to identify the specificity with which a particular parameter is determined, it does not take into account the correlations between parameters. In the present case, the quantity of more general interest may be not the particular values of α and β, but the overall shape of the estimated rate function. One way to visualize this information is to take every sampled pair of α and β and build the corresponding rate function (using eq. 4). With many rate functions "sampled" from the posterior, one can construct a 2D histogram (or heat map) of the resulting densities, with time on one axis and the amount of rate increase (or decrease) on the orthogonal axis ( fig. 6 ). Such diagrams capture the correlation between parameters and, perhaps more importantly, provide an overall visual description of the quantity and character of rate decrease at a particular locus. In figure 6 , for instance, it can be seen that neutral data are not informative of rate decrease, whereas selected data, in both the 50/50 and the gamma-distributed selection models, provide clear evidence of reduced evolutionary rate with increased genealogical depth.
The North Atlantic Cyamus ovalis Mitochondrial Genealogy
As an empirical test case, I have estimated the mitochondrial genealogy of the North Atlantic whale-"louse," Cyamus ovalis. Cyamus ovalis is an ectoparasitic crustacean that feeds on the dead epidermal tissue of right whales (Eubalaena spp.). Two previous analyses have documented considerable deficits of genetic diversity and strongly negative values of Tajima's D and related statistics, most likely as a result of purifying selection (Kaliszewska et al. 2005; Seger et al. 2010) . Excluding a recent decrease from whaling that is too recent to affect genealogical properties, population size is thought to be largely constant . Thus, C. ovalis genealogies are likely to be relatively free of confounding demographic effects and represent likely candidates for selection-related reconstruction biases.
The data set examined was an alignment of 820 nucleotides from cytochrome oxidase I sampled from 105 individuals, available in GenBank under accession numbers GU172208-GU172279 and DQ094899-DQ094931. I estimated the genealogy using the newly developed method, a HKY + Γ 4 model, and a relaxed clock model with uncorrelated log-normally distributed branch rates as implemented in BEAST . Both the HKY + Γ and relaxed clock methods gave similar results, with estimated TMRCA near 0.01 (in expected number of mutations; fig. 7 ). The new method provided strong evidence for a rate decrease in the selected category, with α near 1 and a maximum posterior probability of β near 1,500, although the 95% HPD bounds were wide for this statistic (526-94,598). The new method implied a TMRCA of near 0.015. Given a neutral mutation rate of 2 × 10 −8 and three generations per year (e.g., Kaliszewska et al. 2005) , the HKY + Γ and relaxed clock models predict TMRCAs of approximately 183 and 187 KYA, whereas the purifying rate model predicts a TMRCA of 250 KYA.
Results produced using the cyamid data closely mirror the patterns observed with simulated data, with relaxed clock models producing a marginally higher estimate of the TMRCA than the constant rate HKY + Γ model, and the new model yielding a strong positive value of α and a less clear but distinctly nonneutral posterior distribution for β. Given the lack of recombination, high mutation rate, nonneutral genealogical structure, and obvious selective constraint on the mitochondrion, there is a compelling
Discussion
Accurate inference of the divergence dates among members of the same population is a key step toward reconstructing demographic patterns (Strimmer and Pybus 2001; Minin et al. 2008) , identifying disease loci (Zollner and Pritchard 2005) , and constructing species trees (Maddison 1997; Maddison and Knowles 2006) . Researchers are often interested in the histories of functionally important and conserved loci, wherein mutations at many sites are likely to impact fitness. Here, I have shown that inclusion of these selected sites in data sets leads to a systematic bias of current reconstruction methods. Specifically, current methods tend to underestimate the total depth of the genealogy (by as much as 30% for the parameters considered in the simulation analysis here), with most of the biasing occurring in the basal coalescent intervals ( fig. 3 ). In general, relaxed clock models perform better than traditional models that assume entirely constant rates, but both methods may be inaccurate when the intensity of selection is high (Ns > 10). Additional information, such as time calibration points on interior nodes or use of the serial coalescent, is likely to improve the accuracy of all methods and when used with the relaxed clock can yield rate estimates for particular branches or nodes. The exploration of the use calibration is left to future investigations.
The new method introduced here addresses some of the biases of the other models and produces more accurate estimates of the coalescence times under a variety of selection regimes, at the price of some accuracy when faced with entirely neutral data ( fig. 4 and table 1 ). If researchers are confident that the data in question are free from selection, then traditional models are likely to perform well and will yield estimates with greater accuracy and lower variance. However, if the data under consideration include genes or a significant fraction of apparently conserved sequence, models that explicitly incorporate time-dependent rates are likely to produce more accurate estimates than models assuming a constant rate of evolution or a relaxed clock model.
One advantage of the purifying rate method is that it does not require a priori division of nucleotides into neutral and selected partitions (for instance, nonsynonymous and synonymous sites or codon positions). Instead, the method naively assumes that each site has equal probability of falling into the neutral or selected class and then attempts to estimate the rate parameters affecting the selected class. The assumption of equal class probabilities will seldom be exactly correct (see Methods) but does appear to yield largely accurate results across several selective regimes. Preliminary analyses with data partitioning have indicated that it can work well if sites are accurately partitioned into neutral and selected classes and if the sites within the selected class have similar selection coefficients. The purifying rate method would also likely increase in accuracy if sites were assigned to appropriate rate classes. However, such knowledge is often unavailable in empirical studies, and the purifying rate model represents one way of handling the uncertainty involved in assigning sites to rate classes.
It should be noted that the purifying rate method is prone to error if other forces, such as population structure, change the distribution of mutations across the genealogy. For instance, if the samples are taken from two distinct populations that have been separated for many generations, a relatively high fraction of nucleotide changes will appear in the basal branches of the tree. This preponderance of change may be interpreted as evidence for negative values of α, leading to inference of increasing evolutionary rate with time and thus basal branches that are too short. Explicitly accounting for population structure is possible in LAMARC and is likely to alleviate, if not remove, this issue (Kuhner M, personal communication) .
A number of extensions of the new method are plausible and would likely be easy to implement, including a fraction of invariant sites, additional constant rate or time-dependent rate classes, or calibration of internal node heights using archeological evidence. However, the method as given appears to work well in a variety of scenarios, and I leave the investigation of more complex scenarios to future work.
The new likelihood calculation presented here has been implemented in the LAMARC software package (Kuhner 2006) , which is also capable of estimating a number of other population parameters. Source code for the current model is available on request, and the new likelihood model will be included in the next release of the package.
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