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Abstract
We prove that the fluctuations of mesocopic linear statistics for
orthogonal polynomial ensembles are universal in the sense that two
measures with asymptotic recurrence coefficients have the same asymp-
totic mesoscopic fluctuations (under an additional assumption on the
local regularity of one of the measures). The convergence rate of the
recurrence coefficients determines the range of scales on which the lim-
iting fluctuations are identical. Our main tool is an analysis of the
Green’s function for the associated Jacobi matrices. As a particular
consequence we obtain a Central Limit Theorem for the modified Ja-
cobi Unitary Ensembles on all mesosopic scales.
1 Introduction and statement of results
Let µ be a Borel measure on R with finite moments (i.e.,
∫
R
|x|kdµ(x) <∞
for k = 0, 1, 2, . . .). The orthogonal polynomial ensemble of size n ∈ N is
defined as the probability measure on Rn proportional to∏
1≤i<j≤n
(xi − xj)2dµ(x1) · · · dµ(xn). (1.1)
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Many interesting models in probability, particularly in random matrix the-
ory, lead to orthogonal polynomial ensembles, (for a survey of such models
we refer to [28]). A relevant example here are the modified Jacobi Unitary
Ensembles. These are the orthogonal polynomial ensembles with
dµ(x) = h(x)(1 − x)γ1(1 + x)γ2dx, on [−1, 1], (1.2)
with γ1, γ2 > −1 and h a function that is analytic in a neighborhood of
[−1, 1] and strictly positive on [−1, 1]. When h = 1 this weight is the
classical Jacobi weight.
A significant amount of research on orthogonal polynomial ensembles
(and other random matrix models) has focused on proving universality re-
sults, with a large part focusing on what may be called microscopic univer-
sality. To give an example, in the case of the Jacobi weight (1.2) the random
points xj accumulate on the interval [−1, 1] as n→∞, and, with probabil-
ity one, their configuration (that is, the empirical measure) converges to the
arcsine law on [−1, 1], see [26]. This means that when we zoom in around a
point in the bulk x0 ∈ (−1, 1), the distance between neighboring points is of
order ∼ 1/n. On this scale, the local correlations between these neighboring
points near x0 are governed by the sine process [27]. The universality con-
jecture says that this is not special for the Jacobi weight. Indeed, the sine
process appears as a limit in the bulk for a wide class of measure µ. In the
past two decades, this has been proved in many different settings but we do
not review this here.
In this paper, we will be interested in a different type of universality,
namely that of the mesoscopic fluctuations in the bulk. We shall prove a
Central Limit Theorem (i.e., asymptotic normality of these fluctuations) for
a large class of measures supported on an interval.
To be more explicit, let x0 ∈ (−1, 1) and 0 < α < 1. For a function
f : R→ R we define the linear statistic X(n)f,α,x0 by
X
(n)
f,α,x0
=
n∑
j=1
f(nα(xj − x0)). (1.3)
Note that if f has compact support, the linear statistic will only depend on
particles that are at distance ∼ n−α to x0. Since 0 < α < 1 we refer to
such distances as the mesoscopic scales, compared to the microscopic and
macroscopic scales that would correspond to α = 1 and α = 0 respectively.
A consequence of our main result is the following result for the Jacobi
weight:
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Theorem 1.1. Consider the orthogonal polynomial ensemble with the mod-
ified Jacobi weight (1.2) with γ1, γ2 > −1 and h a function that is analytic in
a neighborhood of [−1, 1] and strictly positive on [−1, 1]. For any f ∈ C1c (R)
(the continuously differentiable functions with compact support) and for any
0 < α < 1 we have that
X
(n)
f,α,x0
− EX(n)f,α,x0 → N(0, σ2f ), (1.4)
where
σ2f =
1
4π2
∫∫ (
f(x)− f(y)
x− y
)2
dxdy. (1.5)
The conclusion of the theorem is striking for several reasons. First of all,
in contrast to the independent variable case where a normalization of
√
n
is needed, Central Limit Theorems for these correlated systems generally
hold without any normalization. This is due to the repulsion between the
random points [16]. Note also that the limiting variance is scale invariant,
in the sense that if g(x) = f(px) then σ2f = σ
2
g . This seems to be connected
to the independence of the variance from α as well. Finally, the limiting
variance in (1.5) does not depend on γ1, γ2 and h, making the theorem
universal with respect to these parameters of the orthogonal polynomial
ensemble. In fact, it is believed (see for example [30]) that (1.4) holds for
a large class of measures µ as long as x0 is in the bulk. In the context of
random matrix models similar results have been proved for the CUE and
other classical compact groups [38], GOE [6], symmetric Wigner matrices
[7], GUE [19], in the context of Brownian motion [17] and for Gaussian
β-ensembles [5].
The purpose of the present paper is to prove (1.4) and (1.5) for a wider
class of measures, validating universality of the mesoscopic fluctuations for
this class. We shall in fact show that whenever two measures are sufficiently
‘close’ in a certain sense, their associated orthogonal polynomial ensembles
have the same asymptotic fluctuations down to a corresponding mesoscopic
scale. The approach that we follow is inspired by our earlier work [9] where
we use the recurrence coefficients associated with the orthogonal polyno-
mials associated with µ to understand the asymptotics of the macroscopic
fluctuations of the orthogonal polynomial ensemble.
Given a measure, µ, we denote the orthonormal polynomials with respect
to µ by {pn(x)}∞n=0. Here each pn is a polynomial of degree n and∫
R
pn(x)pm(x)dµ(x) = δnm, n,m = 0, 1, 2 . . .
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These polynomials famously satisfy a three term recurrence relation
xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x),
with an ≥ 0, bn ∈ R, and we assume that a0 = 0. For later reference
we introduce here the associated Jacobi matrix as well. This is simply the
tridiagonal matrix
Jµ =

b1 a1 0 . . .
a1 b2 a2 . . .
0 a2 b3 . . .
...
...
...
. . .

which we view as an operator on ℓ2(N). For the intimate connection be-
tween the spectral theory of Jacobi matrices and the theory of orthogonal
polynomials see, e.g., [14].
Our first main result says that if the recurrence coefficients of µ and µ0
are asymptotically sufficiently close, then their respective orthogonal poly-
nomial ensembles have the same fluctuations around a given point x0 at a
corresponding mesoscopic scale. More precisely, the difference of the mo-
ments X
(n)
f,α,x0
with respect to the two different orthogonal polynomial en-
sembles tends to zero as n→∞, and α depends on the rate of approach of
the recurrence coefficients to each other.
Theorem 1.2. Let µ and µ0 be two measures with finite moments and
denote by {an, bn}∞n=1 and {a0n, b0n}∞n=1 the respective associated recurrence
coefficients. Let x0 ∈ R be such that there exists a neighborhood x0 ∈ I on
which the following two conditions are satisfied:
(i) µ0 restricted to I is absolutely continuous with respect to Lebesgue mea-
sure and its Radon-Nikodym derivative is bounded there.
(ii) The orthonormal polynomials for µ0 are uniformly bounded on I.
Assume further that
an − a0n = O(n−β), bn − b0n = O(n−β), (1.6)
as n→∞ for some 1 > β > 0.
Then for any f ∈ C1c (R) and any 0 < α < β we have∣∣∣E(X(n)f,α,x0 − EX(n)f,α,x0)m − E0 (X(n)f,α,x0 − E0X(n)f,α,x0)m∣∣∣→ 0 (1.7)
as n→∞. Here E and E0 denote the expection with respect the orthogonal
polynomial ensemble corresponding to µ and µ0 respectively.
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Note that this theorem is a true ‘universality’ result: without specifying
the limiting distribution (if it exists at all), the conclusion of the theorem is
that the moments of the fluctuation are the same for all OPE’s that share
the same asymptotic behavior for the associated recurrence coefficients.
A few remarks are in order:
Remark 1.1. A different way of thinking about Theorem 1.2 is as a stability
result. It gives the conditions under which a perturbation of a Jacobi matrix
does not change the asymptotics of the associated orthogonal polynomial
ensemble on a particular scale. Stability of universality in the microscopic
scale under perturbations of the recurrence coefficients has been recently
studied in [10]. We note that the conditions given here on the perturbation
are restricted to its rate of decay. It is an interesting problem to consider
if one may get a stronger conclusion by imposing more regularity on the
perturbation (such as monotonicity).
Remark 1.2. Condition (ii) above is slightly stronger than the one we ac-
tually need, which is a boundedness condition on certain Cesaro averages
of polynomials on shrinking neighborhoods of x0 (see Proposition 3.3 and
in particular (3.16)). However, in many sufficiently nice cases, this stronger
condition is known to hold. In fact, for the modified Jacobi Unitary En-
sembles (1.2) one can even compute precise asympotics for the orthogonal
polynomials using Riemann-Hilbert techniques, as was done in [26, Theo-
rems 1.6 and 1.12], which prove the boundedness of the polynomials.
The phrasing in condition (ii) also emphasizes the interesting connection
to the natural problem of bounding orthogonal polynomials in a general con-
text. The connection between the boundedness of orthogonal polynomials
and absolute continuity of µ has been quite extensively studied in both
the orthogonal polynomial and Schro¨dinger operator community. In fact,
boundedness of both the orthogonal and second-kind orthogonal polyno-
mials implies absolute continuity of the measure µ and the bound on the
polynomials even gives a bound on the Radon-Nikodym derivative of the
measure. This has been known for some time now [20, 24, 35]. The reverse
direction, however, was recently shown to be false (see [31] for discussions of
the related Steklov conjecture, and [2] for a counterexample to the associated
Schro¨dinger conjecture).
Remark 1.3. Finally, although this theorem refers to the mesoscopic scales,
and thus is a ‘local’ result, we note that an− a0n → 0 and bn− b0n → 0 imply
that the supports of µ0 and µ coincide up to at most a countable discrete
set (i.e., their essential supports coincide). This follows immediately from
Weyl’s theorem on the essential spectrum of self-adjoint operators [32] ap-
5
plied to J0 and J . Furthermore, although no apriori information is given on
the regularity of µ, for sufficiently large β some regularity may be deduced.
In particular, if β > 1, µ will be purely absolutely continuous precisely where
µ0 is [33]. If β > 1/2 and {a0n, b0n}n are constant or periodic then it is known
that one may define a set where the Radon-Nikodym derivatives of both
µ and µ0 with respect to Lebesgue measure are simultaneously finite and
positive and both vanish outside this set [15, 22] (this is conjectured to be
true for general bounded a0n and b
0
n [23]). For β ≤ 1/2 there is no guarantee
that µ has any absolutely continuous component, and in fact µ may even be
a pure point measure.
A particular consequence of Theorem 1.2 is that if we can prove a meso-
scopic CLT for a given special measure µ0, then we have a mesocopic CLT for
any orthogonal polynomial ensemble that can be compared to that special
case. We will prove such a CLT for the case of dµ0(x) =
√
4−x2
2π χ[−2,2](x)dx
which corresponds to a0n = 1 and b
0
n = 0. This case, for which the orthogonal
polynomials are the (rescaled) Chebyshev polynomials of the second kind, is
known as the ‘free case’ because of the fact that the associated Jacobi matrix
is the free Laplace operator on ℓ2(N). In this case, the resolvent (J0 − z)−1
is an exponentially decaying perturbation of a Toeptliz matrix. We shall use
the connection of Toeplitz and Fredholm determinants in proving the CLT
directly for this free case. Combined with Theorem 1.2, this then leads to
the following theorem:
Theorem 1.3. Suppose there exists a > 0, b ∈ R and 0 < β < 1 such that
an = a+O(n−β), bn = b+O(n−β),
as n → ∞. Then for any f ∈ C1c (R), x0 ∈ (b − 2a, b + 2a) and 0 < α < β
we have that
X
(n)
f,α,x0
− EX(n)f,α,x0 → N(0, σ2f ), (1.8)
where
σ2f =
1
4π2
∫∫ (
f(x)− f(y)
x− y
)2
dxdy. (1.9)
Theorem 1.1 follows from Theorem 1.3 and the results in [26]. Indeed,
in the latter paper the authors compute various precise asymptotics for
the orthogonal polynomials for the modified Jacobi Unitary Ensembles and
their features, based on the Riemann-Hilbert approach, and in particular,
[26, Theorem 1.10]
an = 1/2 +O(n−2), and bn = O(n−2),
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as n→∞.
As remarked above (see Remark 1.3), the condition that the recurrence
coefficients have a limit implies that the essential support of µ consists of a
single interval, and if β > 1 we may also deduce that µ is purely absolutely
continuous there. This however does not imply that any purely absolutely
continuous measure µ supported on an interval satisfies the conclusion of
Theorem 1.3. Although it is known [37, Theorem 1.4.2] that the recurrence
coefficients for such a measure will have a limit, our analysis requires the
knowledge of the rate of approach as well. Whether our condition on the
decay rate may be weakened by combining them with regularity properties
of µ is a problem we currently leave open.
It is known that the one-interval assumption on the support of the mea-
sure µ is necessary for a macroscopic Central Limit Theorem (i.e. α = 0)
[34]. However, on the mesoscopic scale, the number of intervals in the sup-
port is believed to be irrelevant. Hence it should be possible to extend
Theorem 1.3 to the case of multi-interval case, for which it is sufficient by
Theorem 1.2 to prove a Central Limit Theorem for a particular multi-cut
case. To the best of our knowledge, no such example exists and we leave
this as an open problem.
As remarked above, our approach is inspired by our work in [9] where we
deduce a macroscopic CLT for polynomial f by studying the asymptotics
of the recurrence coefficients associated with µ. The main idea is that each
cumulant of X
(n)
f may be expressed as the trace of a linear combination of
powers of f (Jµ) multiplied by Pn, where Pn is the projection onto the first n
coordinates in ℓ2 (see (2.11) below). What makes the analysis go through in
that case is the fact that for polynomial f , f(J) is a banded matrix, which
then implies that only a finite number of recurrence coefficients determine
each cumulant.
The issue with using this approach in the mesoscopic scale is the fact that
polynomial f are inappropriate for studying this scale. Rather, to study the
mesoscopic scale one needs an f that decays at infinity. The problem is that
for such f , f(J) will no longer be banded. However, for f(x) = 1x−(x0+η)
with Im η > 0 the Combes-Thomas estimate (see Proposition 2.3 below) says
that the entries of f(J) decay exponentially with their distance from the
main diagonal. Thus, f(J) is ‘effectively’ banded, which leads to the hope
that with some technical effort it should be possible to apply the strategy
described above to deduce a CLT for f . That this is indeed the case is
demonstrated and exploited in Section 3.
The rest of the paper is structured as follows. In Section 2 we discuss the
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cumulant approach and mention some results of our previous works [8, 9]
that we will need here. Some preliminaries from operator theory, including
the Combes-Thomas estimate, are described in Section 2 as well. In Section
3 we prove Theorem 1.2 in the case f(x) =
∑N
j=1 cj Im(x − ηj)−1. For
that same class of functions Section 4 has both a proof of a Central Limit
Theorem for the free case (i.e., an = 1 and bn = 0), and of Theorem 1.3.
Finally, in Section 5 we extend our results so that they hold for f ∈ C1c (R).
2 Preliminary considerations on cumulants
In this section we fix some notation and recall some basic facts regarding
cumulants for linear statistics. We also review some results from our earlier
works [8, 9] that will be needed later on. Finally, we formulate the classical
Combes-Thomas estimate [12] that is central to everything that follows.
2.1 Cumulants
We recall that for a fixed measure, µ, we consider the corresponding or-
thogonal polynomial ensemble (1.1) and study the asymptotic behavior, as
n→∞, of the linear statistic
X
(n)
f,α,x0
=
n∑
j=1
f(nα(xj − x0)). (2.1)
where f : R→ C is a bounded function that decays at ±∞. The sum above
is over the points of the ensemble, and the decay of f at ±∞ implies that
small weight is given to points that are at a distance greater than ∼ n−α
from x0.
The proof of Theorems 1.1, 1.2 and 1.3 follow from an analysis of the
cumulants. The cumulants C(n)m (X(n)f,α,x0) of the linear statistic X
(n)
f,α,x0
are
defined by the following generating function
logE[e
itX
(n)
f,α,x0 ] =
∞∑
m=1
tmC(n)m
(
X
(n)
f,α,x0
)
. (2.2)
It is not difficult to see that the m-th cumulant can be expressed in terms
of the first m moments and, vice versa, the m-th moment can be expressed
in terms of the first m cumulants. Therefore in order to prove that the
difference of the moments tends to zeros in Theorem 3.1, it is enough to
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show that the the difference of the cumulants tends to zero. To prove a
Central Limit Theorem we need to show that
C(n)m
(
X
(n)
f,α,x0
)
→ 0
for m > 2 and that C(n)2
(
X
(n)
f,α,x0
)
has a limit as n→∞.
2.2 Determinantal structure and a first rewriting
It is well-known that the OPE of size n with reference measure µ defines a
determinantal point process whose kernel is the Christoffel-Darboux kernel
associated with µ:
Kn(x, y) =
n−1∑
j=0
pj(x)pj(y)
where the pj’s are the orthonormal polynomials associated with µ. This is
the kernel of the projection onto the space of polynomials of degree ≤ n−1.
The determinantal structure of the orthogonal polynomial ensemble says
that
E
(
exp
(
tX
(n)
f,α,x0
))
= det
(
1 +
(
etf
(n)
α,x0 − 1
)
Kn
)
L2(µ)
where we write
f (n)α,x0(x) = f(n
α(x− x0))
and the determinant on the right hand side is a Fredholm determinant of the
integral operator on L2(µ) with integral kernel (etf
(n)
α,x0
(x) − 1)Kn(x, y), and
1 stands for the identity operator. For an excellent review on determinantal
point processes (incuding a proof of this statement) we refer to [21]. We will
omit the notation L2(µ) in the index from now on.
Since ‖f‖∞ < ∞ and Kn is a bounded operator, we have that for |t|
sufficiently small ∥∥∥(etf(n)α,x0 − 1)Kn∥∥∥ < 1.
Thus we may rewrite the determinant as a sum of traces
det(1 + (etf
(n)
α,x0 − 1)K) = expTr log(1 + (etf(n)α,x0 − 1)K)
= exp
∞∑
j=1
(−1)j+1
j
Tr
(
(etf
(n)
α,x0 − 1)K
)j
.
By expanding the exponential in a Taylor series we obtain
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det(1 + (etf
(n)
α,x0 − 1)K)
= exp
∞∑
j=1
(−1)j+1
j
∞∑
l1,...,lj=1
tl1+···+lj
Tr
(
f
(n)
α,x0
)l1
K · · ·
(
f
(n)
α,x0
)lj
K
l1! · · · lj! ,
which, by an extra reorganization, can be turned into
log det(1 + (etf
(n)
α,x0 − 1)K)
=
∞∑
m=1
tm
m∑
j=1
(−1)j+1
j
∑
l1+···+lj=m
li≥1
Tr
(
f
(n)
α,x0
)l1
K · · ·
(
f
(n)
α,x0
)lj
K
l1! · · · lj ! . (2.3)
By equating coefficients we have a standard formula for the cumulants of
the linear statistic for a determinantal point process
C(n)m
(
X
(n)
f,α,x0
)
=
m∑
j=1
(−1)j+1
j
∑
l1+...+lj=m,li≥1
Tr
(
f
(n)
α,x0
)l1
Kn · · ·
(
f
(n)
α,x0
)lj
Kn
l1! · · · lj ! .
We note that this formula was also the starting point in [38] in the analysis
of the fluctuations of mesosopic linear statistics for the CUE.
As in [8] we will rewrite this formula by using the fact that for m ≥ 2,
m∑
j=1
(−1)j+1
j
∑
l1+...+lj=m,li≥1
1
l1! · · · lj ! = 0,
(which follows from expanding the logarithm and exponential in log (1 + (ex − 1))),
to note that
m∑
j=1
(−1)j+1
j
∑
l1+...+lj=m,li≥1
Tr
(
f
(n)
α,x0
)m
Kn
l1! · · · lj ! = 0.
This immediately implies that
C(n)m
(
X
(n)
f,α,x0
)
=
m∑
j=1
(−1)j+1
j
∑
l1+...+lj=m,li≥1
Tr
(
f
(n)
α,x0
)l1
Kn · · ·
(
f
(n)
α,x0
)lj
Kn −Tr
(
f
(n)
α,x0
)m
Kn
l1! · · · lj ! ,
(2.4)
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for m ≥ 2, which is the formula we want to use for the cumulants. The
cancellation captured in this formula for the cumulants allowed us in [8] to
prove the following bound.
Lemma 2.1 (Lemma 2.2 in [8]). There exists a universal constant, A > 0,
such that for any bounded function h : R→ R∣∣∣logE [et(X(n)h −EX(n)h )]∣∣∣ ≤ A|t|2VarX(n)h , (2.5)
for |t| ≤ 13‖h‖∞ .
Note that this Lemma also implies that for m ≥ 2, we have∣∣∣C(n)m (X(n)f,α,x0)∣∣∣ ≤ cm VarX(n)f,α,x0 ,
for some constant cm that does not depend on n (in fact, in [8] the latter was
proved first, obtaining (2.5) as a corollary). Since the cumulants and the
moments can be expressed in terms of each other, the same statement holds
when we replace the cumulants with the moments of X
(n)
f,α,x0
− EX(n)f,α,x0 .
We will need the following simple corollary on the continuity of the gen-
erating function (and hence the moments and the cumulants) as a function
of h.
Lemma 2.2. There exists a universal constant, C > 0, such that for any
bounded functions g : R→ R and h : R→ R∣∣∣E [et(X(n)g −EX(n)g )]− E [et(X(n)h −EX(n)h )]∣∣∣
≤ |t|(VarX(n)g−h)1/2e
C|t|2
(
VarX
(n)
h
+VarX
(n)
g−h
)
, (2.6)
for |t| ≤ min( 16‖g‖∞ , 16‖h‖∞ ).
Proof. We will use the notation
Rn(f) = E
[
e(X
(n)
f
−EX(n)
f
)
]
.
We first write
|Rn(th)−Rn(tg)| =
∣∣∣∣∫ t
0
d
ds
Rn(th+ s(g − h))ds
∣∣∣∣
≤
∫ t
0
∣∣∣∣ ddsRn(th+ s(g − h))
∣∣∣∣ ds. (2.7)
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Now note, by the linearity of f 7→ X(n)f ,
d
ds
Rn(th+s(g−h)) = E
[(
X
(n)
g−h − EX(n)g−h)
)
et(X
(n)
h
−EX(n)
h
)+s(X
(n)
g−h−EX
(n)
g−h)
]
,
which, by applying the Cauchy-Schwarz inequality, implies that∣∣∣∣ ddsRn(th+ s(g − h))
∣∣∣∣ ≤√VarX(n)h−g√Rn(2Re th+ 2Re s(g − h)). (2.8)
Moreover, by (2.5) and 2ab ≤ |a|2 + |b|2 for a, b ∈ R,
|Rn(th+ s(g − h))| ≤ e2A|t|
2 VarX
(n)
h
+2|s|2 VarX(n)
(g−h) . (2.9)
By inserting (2.9) in (2.8) and applying the result to (2.7) we get the state-
ment.
2.3 Cumulants in terms of the Jacobi operator
The consideration in the previous paragraph are not special for OPE’s but
hold for general determinantal point processes that have a kernel that is
a self-adjoint projection, see [8]. The additional structure for OPE’s is ex-
ploited in [9] by using the spectral theorem to replace functions in (2.4) with
matrices. Thus we have
C(n)m
(
X
(n)
f,α,x0
)
=
m∑
j=1
(−1)j+1
j
∑
l1+...+lj=m,li≥1
Tr
(
f
(n)
α,x0(J)
)l1
Pn · · ·
(
f
(n)
α,x0(J)
)lj
Pn −Tr
(
f
(n)
α,x0(J)
)m
Pn
l1! · · · lj ! ,
(2.10)
where now J is the Jacobi matrix associated with µ acting on ℓ2(N), and Pn
is the projection onto the first n coordinates, i.e.,
Pnv(j) =
{
v(j) j ≤ n
0 otherwise.
(2.11)
The trace in (2.10) is taken in ℓ2. The benefit of (2.10) is the fact that
J is banded (in fact, tri-diagonal) and therefore so is f(J) whenever f is
a polynomial. For banded f(J) it is simple to see that the cumulants only
depend on a finite number of entries of f(J) and, since f is a polynomial, only
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on a finite number of entries J . Moreover, the number of relevant entries of
J does not depend in n. A comparison result similar to Theorem 3.1 follows
from these considerations almost immediately. To prove a universal Central
Limit Theorem it is then enough to deal with an OPE for a special choice
of µ for which a Central Limit Theorem is relatively straightforward.
This strategy, however, breaks down in the mesoscopic scales, since poly-
nomials are not suitable test functions for these scales. To get around
this, we turn to the resolvent of J . More precisely, for any fixed N ∈ N,
η1, . . . , ηN ∈ {η ∈ C | Im η > 0} and c1, . . . , cN ∈ R we want to consider
f(x) = fη1,...,ηN ;c1,...,cN (x) =
N∑
j=1
cj Im
1
x− ηj Im ηj > 0. (2.12)
To write the cumulants of X
(n)
f,α,x0
for such f using (2.10) we use the
following notation. For a Jacobi matrix, J , and λ ∈ C \R, let
G(λ) = G(J ;λ) = (J − λ)−1 (2.13)
and
F (λ) = F (J ;λ) = ImG(J ;λ) =
1
2i
(
G(J ;λ) −G(J ;λ)) (2.14)
where J will be suppressed whenever there is no danger of confusion. We
will also write
F (~λ,~c) =
N∑
j=1
cjF (λj) (2.15)
Letting λj = x0 +
ηj
nα we get from (2.10) that
C(n)m
(
X
(n)
f,α,x0
)
=
m∑
j=1
(−1)j+1
jnαm
∑
l1+...+lj=m,li≥1
TrF (~λ,~c)l1Pn · · ·F (~λ,~c)ljPn −TrF (~λn,~cj)mPn
l1! · · · lj! .
(2.16)
This is the starting point of our analysis in the next section.
The benefit of working with the resolvent is the following. Although
F (~λ,~c) is not banded, its diagonals decay exponentially in their distance
from the main diagonal. This fact, known as the Combes-Thomas estimate,
holds for multidimensional Schro¨dinger operators as well and has extensive
applications in spectral theory. Its method of proof goes back to a general
argument of Combes and Thomas [12]. We present it here in the form most
suited for our purposes, with a proof for completeness.
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Proposition 2.3. Let
J =

b1 a1 0 . . .
a1 b2 a2 . . .
0 a2 b3 . . .
...
...
...
. . .

be a Jacobi matrix with bn ∈ R and 0 < an ≤ A for some constant A > 0.
Then for any λ ∈ C with Imλ > 0 and any n,m ∈ N∣∣∣(G(λ))n,m∣∣∣ ≤ 2Imz e−min(1, Imz4eA)|n−m|. (2.17)
Proof. Since (G(λ))n,m = (G(λ))m,n, we may assume without loss of gener-
ality that n ≤ m. Let θ = min (1, Imz4eA) and define the diagonal matrix R
by
Rj,j = e
θj.
It follows that
eθ|n−m| (G(λ))n,m =
(
R−1G(λ)R
)
n,m
,
which implies that∣∣∣(G(λ))n,m∣∣∣ ≤ e−θ|n−m| ∥∥R−1G(λ)R ∥∥∞ , (2.18)
where ‖ · ‖∞ is the operator norm. Now note that
R−1G(λ)R = R−1 (J − λ)−1R = (R−1 (J − λ)R)−1 = (R−1JR − λ)−1
so that, by the resolvent formula A−1 −B−1 = A−1 (B −A)B−1,
R−1G(λ)R = G(λ) +R−1G(λ)R
(
J −R−1JR)G(λ).
Thus∥∥R−1G(λ)R∥∥∞ ≤ ‖G(λ)‖∞ + ∥∥R−1G(λ)R∥∥∞ ∥∥J −R−1JR∥∥∞ ‖G(λ)‖∞ .
(2.19)
To finish the proof we note that
∥∥J −R−1JR∥∥∞ ≤ 2A ∣∣eθ − 1∣∣ ≤ 2Aeθ and
that, since J is self-adjoint, ‖G(λ)‖∞ ≤ (Imλ)−1. Plugging these facts into
(2.19) we get
∥∥R−1G(λ)R∥∥∞ ≤ (Imλ)−1 + ∥∥R−1G(λ)R∥∥∞ 2eAθImλ ,
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which implies, since 2eAθImλ ≤ 1/2, that∥∥R−1G(λ)R∥∥∞ ≤ 2Imλ.
Plugging this into (2.18) finishes the proof.
The estimate (2.17) means that F (~λ,~v) is, in a sense, approximately
banded. It is this property that allows us to apply the strategy of [9] to f
as above. We demonstrate this in the next section.
2.4 Further notation
We end this section by discussing some notation that we will use. If A is an
operator on a (seperable) Hilbert space we let
(i) ‖A‖∞ be the operator norm,
(ii) ‖A‖1 be the trace norm,
(iii) ‖A‖2 be the Hilbert-Schmidt norm.
It is standard that
‖AB‖j = ‖A‖j‖B‖∞, ‖AB‖j = ‖A‖∞‖B‖j ,
for j = 1, 2,∞. Moreover,
‖AB‖1 ≤ ‖A‖2‖B‖2.
It A is trace class then
|TrA| ≤ ‖A‖1,
and
|det(I +A)− 1| ≤ ‖A‖1 exp(‖A‖1 + 1),
where the left-hand side is the Fredholm determinant. For further details
on trace class and Hilbert-Schmidt operators we refer to [36].
In the upcoming analysis we will frequently use the following estimates:
if A = (Ai,j)
∞
i,j=1 is an infinite matrix then, viewed as an operator on ℓ2(N),
we have
‖A‖∞ ≤
∞∑
j=−∞
sup
k
|Ak,k+j|,
‖A‖1 ≤
∞∑
i,j=1
|Ai,j |
‖A‖2 =
 ∞∑
i,j=1
|Ai,j|2
1/2 .
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3 Universality of the cumulants
In this section we discuss a comparison principle for the cumulants for meso-
scopic linear statistics for two different OPE’s. In particular, we will prove
Theorem 1.2 for functions of the form 2.12. The proof of the complete state-
ment then follows by extending this class of function to C1c (R), which will
be done in Section 5.
3.1 A general comparison principle
Since we want to apply the comparison principle in a slightly more general
setting than that of resolvents, we first formulate precisely the hypothesis
we need.
Hypothesis 3.1. Given 0 < α < 1, we focus on matrix sequences, {A(n)}∞n=1,
satisfying the following two conditions:
1. The matrices {A(n)}∞n=1 are uniformly bounded in operator norm.
2. For some constants C,C ′ > 0, independent of n,∣∣∣A(n)r,s ∣∣∣ ≤ Ce−C′|r−s|nα . (3.1)
We shall say that a matrix sequence satisfies Hypothesis 3.1 (for α), if these
two conditions are satisfied.
For a matrix A we shall abuse notation and write
C(n)m (A) =
m∑
j=2
(−1)j
j
∑
l1+l2+···lj=m
li≥1
TrAl1Pn · · · AljPn − TrAmPn
l1! · · · lj ! . (3.2)
Finally, for any two positive numbers ℓ1 < ℓ2, we let
Pℓ1,ℓ2 = P[ℓ2]+1 − P[ℓ1]−1,
where [x] is the integer value of x. We can now state the main technical
result of this paper.
Theorem 3.1. Fix 0 < α < 1 and let {A(n)}∞n=1 {B(n)}∞n=1 be two matrix
sequences, each satisfying Hypothesis 3.1 with α. Then, for any β > α and
any m ≥ 2,∣∣∣C(n)m (B(n))− C(n)m (A(n))∣∣∣
≤ C(m,β)
∥∥∥P{n−2mnβ ,n+2mnβ} (B(n) −A(n))P{n−2mnβ ,n+2mnβ}∥∥∥1 + o(1)
(3.3)
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as n → ∞, where C(m,β) is a constant that depends on m and β but is
independent of n.
Proof. We may assume that the constants in Hypothesis 3.1 for A(n) and
B(n) are the same.
First, write
A(n) = A(n)1 +A(n)2 ,
B(n) = B(n)1 + B(n)2
where (
A(n)1
)
r,s
=
{
A(n)r,s |r − s| ≤ nβ
0 otherwise
and similarly for B(n), so that A(n)1 and B(n)1 are banded matrices of band
size 2nβ. By Hypothesis 3.1∥∥∥∥(A(n)2 )r,s
∥∥∥∥
∞
≤
∞∑
j=nβ
Ce−
C′j
nα ≤ C˜nαe−C′nβ−α (3.4)
and ∥∥∥∥(B(n)2 )r,s
∥∥∥∥
∞
≤
∞∑
j=nβ
Ce−
C′j
nα ≤ C˜nαe−C′nβ−α (3.5)
Now write each term in the sum in (3.2) as
Tr
(
Al11 +Al12
)
Pn · · ·
(
Alj1 +Alj2
)
Pn − Tr (Am1 +Am2 )Pn
l1! · · · lj !
After opening the paranthesis and collecting terms we get
C(n)m (A) =
m∑
j=2
(−1)j
j
∑
l1+l2+···lj=m
li≥1
Tr (A1)l1 Pn · · · (A1)lj Pn − Tr (A1)m Pn
l1! · · · lj!
+ rn (A) .
were rn (A) is a sum of terms, each of which contains a factor of (A2)lk for
some lk ≤ m. The number of terms in the sum is a constant that depends
solely on m, all matrices involved are bounded, and so, since the trace is
over an n-dimensional subspace, we get from (3.4)
‖rn (A)‖∞ ≤ C˜(m)n1+αe−C
′nβ−α → 0
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as n→∞. The same can be done for C(n)m (B).
Thus we see that up to an o(1) term, C(n)m (B)−C(n)m (A) is a sum of terms
of the form(
Tr
(
B(n)1
)l1
Pn · · ·Pn
(
B(n)1
)lj
Pn − Tr
(
A(n)1
)l1
Pn · · ·Pn
(
A(n)1
)lj
Pn
)
−
(
Tr
(
B(n)1
)m
Pn − Tr
(
A(n)1
)m
Pn
)
(3.6)
where 2 ≤ j ≤ m, and {l1, l2, . . . , lj} are positive integers satisfying l1+ l2+
. . . + lj = m.
Writing the first difference as a telescoping sum(
B(n)1
)l1
Pn · · ·
(
B(n)1
)lj
Pn −
(
A(n)1
)l1
Pn · · ·
(
A(n)1
)lj
Pn
=
(
B(n)1
)l1
Pn · · ·
(
B(n)1
)lj
Pn
−
(
A(n)1
)(
B(n)1
)l1−1
Pn · · ·
(
B(n)1
)lj
Pn
+
(
A(n)1
)(
B(n)1
)l1−1
Pn · · ·
(
B(n)1
)lj
Pn
−
(
A(n)1
)2 (
B(n)1
)l1−2
Pn · · ·
(
B(n)1
)lj
Pn
+ . . .
+
(
A(n)1
)l1
Pn · · ·
(
A(n)1
)lj−1 (B(n)1 )Pn
−
(
A(n)1
)l1
Pn · · ·
(
A(n)1
)lj
Pn
(3.7)
and similarly for the second term(
B(n)1
)m
Pn −
(
A(n)1
)m
Pn =
(
B(n)1
)m
Pn −
(
A(n)1
)(
B(n)1
)m−1
Pn
+ . . .
(
A(n)1
)m−1
B(n)1 Pn −
(
A(n)1
)m
Pn,
(3.8)
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we see that (3.6) is a sum of m terms of the form
Tr
(
A(n)1
)l1
Pn · · ·Pn
(
A(n)1
)lk−i (B(n)1 )i Pn · · · (B(n)1 )lj Pn
− Tr
(
A(n)1
)l1
Pn · · ·Pn
(
A(n)1
)lk+1−i (B(n)1 )i−1 Pn · · ·(B(n)1 )lj Pn
− Tr
(
A(n)1
)l1+...+lk−i (B(n)1 )m−l1...−lk+i Pn
+Tr
(
A(n)1
)l1+...+lk+1−i (B(n)1 )m−l1...−lk+i−1 Pn
= Tr
((
A(n)1
)l1
Pn · · ·
(
B(n)1 −A(n)1
) (
B(n)1
)i−1
Pn · · ·
(
B(n)1
)lj
Pn
)
− Tr
((
A(n)1
)l1+...+lk−i (B(n)1 −A(n)1 )(B(n)1 )m−l1...−lk+i−1 Pn) .
(3.9)
Now, for any two matrices, A and B,
Tr (APnBPn)− Tr (ABPn) = Tr (A(I − Pn)BPn) =
n∑
s=1
∑
r>n
As,rBr,s.
Extending this fact to a product of j matrices we get that
Tr
((
A(n)1
)l1
Pn · · ·
(
B(n)1 −A(n)1
) (
B(n)1
)i−1
Pn · · ·
(
B(n)1
)lj
Pn
)
− Tr
((
A(n)1
)l1+...+lk−i (B(n)1 −A(n)1 )(B(n)1 )m−l1...−lk+i−1 Pn)
=
n∑
s=1
∑
(r1,r2,...,rj−1)∈Ij,n
((
A(n)1
)l1)
s,r1
· · ·
×
((
A(n)1
)lk−i (B(n)1 −A(n)1 )(B(n)1 )i−1)
rk−1,rk
· · ·
((
B(n)1
)lj)
rj−1,s
(3.10)
where
Ij,n =
{
(r1, r2, . . . , rj−1) ∈ Nj−1 | ∃q : rq > n
}
.
However, recall that A1 and B1 are banded with band size nβ. Thus, by
the definition of Ij,n and since there are m matrices in the product, we see
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that
[n−mnβ ]∑
s=1
∑
(r1,r2,...,rj−1)∈Ij,n
((
A(n)1
)l1)
s,r1
· · ·
×
((
A(n)1
)lk−i (B(n)1 −A(n)1 )(B(n)1 )i−1)
rk−1,rk
· · ·
((
B(n)1
)lj)
rj−1,s
= 0
so that
Tr
((
A(n)1
)l1
Pn · · ·
(
B(n)1 −A(n)1
) (
B(n)1
)i−1
Pn · · ·
(
B(n)1
)lj
Pn
)
− Tr
((
A(n)1
)l1+...+lk−i (B(n)1 −A(n)1 )(B(n)1 )m−l1...−lk+i−1 Pn)
=
n∑
s=[n−mnβ ]
∑
(r1,r2,...,rj−1)∈Ij,n
((
A(n)1
)l1)
s,r1
· · ·
×
((
A(n)1
)lk−i (B(n)1 −A(n)1 )(B(n)1 )i−1)
rk−1,rk
· · ·
((
B(n)1
)lj)
rj−1,s
.
(3.11)
Applying (3.10) again we get
Tr
((
A(n)1
)l1
Pn · · ·
(
B(n)1 −A(n)1
) (
B(n)1
)i−1
Pn · · ·
(
B(n)1
)lj
Pn
)
− Tr
((
A(n)1
)l1+...+lk−i (B(n)1 −A(n)1 )(B(n)1 )m−l1...−lk+i−1 Pn)
= TrP{n−mnβ ,n}
((
A(n)1
)l1
Pn · · ·
(
B(n)1 −A(n)1
)(
B(n)1
)i−1
Pn · · ·
(
B(n)1
)lj
−
(
A(n)1
)l1+...+lk−i (B(n)1 −A(n)1 )(B(n)1 )m−l1...−lk+i−1 ),
where recall that Pℓ1,ℓ2 = P[ℓ2]+1 − P[ℓ1]−1.
To summarize, we have shown C(n)m
(B(n))−C(n)m (A(n)) is a sum of terms
of the form
TrP{n−mnβ ,n}
(
A˜
(
B(n)1 −A(n)1
)
B˜ − C˜
(
B(n)1 −A(n)1
)
D˜
)
where A˜, B˜, C˜, D˜ are all banded matrices of band size at most mnβ and the
number of terms in the sum depends only on m.
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However, note that if A˜ is a banded matrix with band size mnβ, then
P{b−mnβ ,n}A˜
(
I − P{n−2mnβ ,n+2mnβ}
)
= 0.
This immediately implies that
TrP{n−mnβ ,n}
(
A˜
(
B(n)1 −A(n)1
)
B˜ − C˜
(
B(n)1 −A(n)1
)
D˜
)
= TrP{n−mnβ ,n}A˜P{n−2mnβ ,n+2mnβ}
(
B(n)1 −A(n)1
)
P{n−2mnβ ,n+2mnβ}B˜
− TrP{n−mnβ ,n}C˜P{n−2mnβ ,n+2mnβ}
(
B(n)1 −A(n)1
)
P{n−2mnβ ,n+2mnβ}D˜.
Putting it all together and recalling that A(n) and B(n) are uniformly
bounded, we see that∣∣∣C(n)m (B(n))− C(n)m (A(n))∣∣∣
≤ C(m)
∥∥∥P{n−2mnβ ,n+2mnβ} (B(n) −A(n))P{n−2mnβ ,n+2mnβ}∥∥∥1 + o(1).
As this is (3.3), we are done.
The ‘almost-banded’ structure of matrices satisfying Hypothesis 3.1 im-
plies also
Lemma 3.2. Suppose that {B(n)}∞n=1 satisfies Hypothesis 3.1. Then, for
any β > α and any m = 1, 2, 3, . . . there exist constants D and D′ such that∥∥∥(I − P{n−4mnβ ,n+4mnβ})B(n)P{n−2mnβ ,n+2mnβ}∥∥∥1 ≤ Dnβ+αe−D′nβ−α ,
(3.12)∥∥∥P{n−2mnβ ,n+2mnβ}B(n) (I − P{n−4mnβ ,n+4mnβ})∥∥∥1 ≤ Dnβ+αe−D′nβ−α ,
(3.13)∥∥∥(I − P{n−4mnβ ,n+4mnβ})B(n)P{n−2mnβ ,n+2mnβ}∥∥∥2 ≤ Dnβ+αe−D′nβ−α ,
(3.14)
and∥∥∥P{n−2mnβ ,n+2mnβ}B(n) (I − P{n−4mnβ ,n+4mnβ})∥∥∥2 ≤ Dnβ+αe−D′nβ−α
(3.15)
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Proof. We compute∥∥∥(I − P{n−4mnβ ,n+4mnβ})B(n)P{n−2mnβ ,n+2mnβ}∥∥∥1
≤
∑
n−2mnβ≤i≤n+2mnβ
∑
1≤j≤n−4mnβ ,n+4mnβ≤j<∞
∣∣∣B(n)i,j ∣∣∣
≤ 4mnβ
 sup
n−2mnβ≤i≤n+2mnβ
∑
1≤j≤n−4mnβ ,n+4mnβ≤j<∞
∣∣∣B(n)i,j ∣∣∣

≤ 4mnβ
2 ∞∑
j=2m[nβ ]
Ce−
−C′j
nα

≤ 8Cmnβe−2mnβ−α 1
1− e− C′nα
≤ 16 C
C ′
mnβ+αe−2mn
β−α
for sufficiently large n (depending on α and C ′). This proves (3.12). The
proof of (3.13) is the same. The same computation, with
∑∣∣∣B(n)i,j ∣∣∣ replaced
by
∑∣∣∣B(n)i,j ∣∣∣2 proves (3.14) and (3.15).
3.2 Proof of Theorem 1.2 in case f(x) =
∑n
j=1 cj Im
1
ηj−x
We first formulate conditions on a perturbation of a Jacobi matrix under
which cumulant asymptotics are preserved.
Proposition 3.3. Let J0 and J be two bounded Jacobi matrices and fix η
with Imη > 0 and x0 ∈ R. For 1 > α > 0 let
λn = x0 +
η
nα
and let G0(λn) = (J0 − λn)−1 and G(λn) = (J − λn)−1. Fix m and assume
that there exists 1 > β > α such that [n+4mnβ ]∑
j=[n−4mnβ ]
Im (G0(λn))j,j
 = O(nβ), (3.16)
and ∥∥∥(J − J0)P{n−6mnβ ,n+6mnβ}∥∥∥∞ = o(n−β) . (3.17)
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Then
1
nα
∥∥∥P{n−2mnβ ,n+2mnβ} (G(λn)−G0(λn))P{n−2mnβ ,n+2mnβ}∥∥∥1 → 0
(3.18)
as n→∞.
Alternatively, (3.18) holds if we replace both (3.16) and (3.17) with the
single condition∥∥∥(J − J0)P{n−4mnβ ,n+4mnβ}∥∥∥∞ = o(n−(β+α)) . (3.19)
Proof. First recall that for any self-adjoint Jacobi matrix, J , and λ ∈ C with
Imλ > 0,
‖G(J ;λ)‖∞ ≤
1
Imλ
. (3.20)
Combining this with Proposition 2.3, we see that both A(n) = G0(λn)nα and
B(n) = G(λn)nα satisfy Hypothesis 3.1.
For notational simplicity we write
P˜ 1n = P{n−2mnβ ,n+2mnβ},
P˜ 2n = P{n−4mnβ ,n+4mnβ}
P˜ 3n = P{n−6mnβ ,n+6mnβ}.
Now use the resolvent formula
G(λn)−G0(λn) = G(λn) (J0 − J)G0(λn) (3.21)
to write
P˜ 1n (G(λn)−G0(λn)) P˜ 1n = P˜ 1nG(λn) (J0 − J)G0(λn)P˜ 1n
= P˜ 1nG(λn)P˜
2
n (J0 − J) P˜ 2nG0(λn)P˜ 1n +Rn. (3.22)
By Lemma 3.2, the fact that G0(λn)nα and
G(λn)
nα satisfy Hypothesis 3.1, and
by the boundedness of J0 and J , we see that for some D1,D2,D3
‖Rn‖1 ≤ D1nD2e−D3n
β−α
. (3.23)
Thus we are left with showing
1
nα
∥∥∥P˜ 1nG(λn)P˜ 2n (J0 − J) P˜ 2nG0(λn)P˜ 1n∥∥∥
1
→ 0 (3.24)
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as n→∞.
Let us first assume that we have (3.19). Since ‖G0(λn)‖∞ , ‖G(λn)‖∞ ≤
Cnα and P˜ 2n has rank 4mn
β, we then get∥∥∥P˜ 1nG(λn)P˜ 2n (J0 − J) P˜ 2nG0(λn)P˜ 1n∥∥∥
1
≤ C2n2α
∥∥∥(J0 − J) P˜ 2n∥∥∥
1
≤ 4C2mnβ+2α
∥∥∥(J0 − J) P˜ 2n∥∥∥∞ , (3.25)
so that indeed (3.24) follows.
Now let us show that (3.24) follows from (3.16) and (3.17). We first use
the resolvent identity a second time to write
P˜ 1nG(λn)P˜
2
n (J0 − J) P˜ 2n G0(λn)P˜ 1n
= P˜ 1nG0(λn)(I + (J0 − J)G(λn))P˜ 2n (J0 − J) P˜ 2nG0(λn)P˜ 1n (3.26)
and so∥∥∥P˜ 1nG(λn)P˜ 2n (J0 − J) P˜ 2n G0(λn)P˜ 1n∥∥∥
1
≤
∥∥∥P˜ 1nG0(λn)∥∥∥
2
∥∥∥(I + (J0 − J)G(λn))P˜ 2n∥∥∥∞ ∥∥∥(J0 − J) P˜ 2n∥∥∥∞ ∥∥∥G0(λn)P˜ 1n∥∥∥2 .
(3.27)
As before, we may write
(J0 − J)G(λn)P˜ 2n = (J0 − J) P˜ 3nG(λn)P˜ 2n + R˜n,
where R˜n also satisfies (3.23) with the ‖ · ‖∞ norm. By combining this with
the condition (3.17) and the fact that ‖G(λn)‖∞ = O(nα), we find∥∥∥(J0 − J)G(λn)P˜ 2n∥∥∥∞ ≤ ∥∥∥(J0 − J) P˜ 3n∥∥∥∞ ∥∥∥G(λn)P˜ 2n∥∥∥∞ + o(1) = o(1),
as n→∞. This implies that∥∥∥(I + (J0 − J)G(λn))P˜ 2n∥∥∥∞ ≤ D
for some constant D > 0 which, combined with (3.27), implies that∥∥∥P˜ 1nG(λn)P˜ 2n (J0 − J) P˜ 2n G0(λn)P˜ 1n∥∥∥
1
= D
∥∥∥P˜ 1nG0(λn)∥∥∥
2
∥∥∥(J0 − J) P˜ 2n∥∥∥∞ ∥∥∥G0(λn)P˜ 1n∥∥∥2 . (3.28)
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To estimate the Hilbert-Schmidt norms, first note that
2iIm (G0(λn))j,j =
(
(J − λn)−1
)
j,j
−
((
J − λn
)−1)
j,j
=
(
(J − λn)−1
(
λn − λn
) (
J − λn
)−1)
j,j
= 2iImλn
(
(J0 − λn)−1
(
J0 − λn
)−1)
j,j
so that
Im (G0(λn))j,j = Imλn
∞∑
k=1
∣∣∣(G0(λn))j,k∣∣∣2 . (3.29)
It follows that
∥∥∥P˜ 1nG0(λn)∥∥∥2
2
=
∥∥∥G0(λn)P˜ 1n∥∥∥2
2
=
[n+2mnβ ]∑
j=[n−2mnβ]
∞∑
k=1
∣∣∣(G0(λn))k,j∣∣∣2
=
nα
Im η
[n+2mnβ ]∑
j=[n−2mnβ]
Im (G0(λn))j,j .
Combining this with (3.28), we immediately get∥∥∥P˜ 1nG(λn)P˜ 2n (J0 − J) P˜ 2nG0(λn)P˜ 1n∥∥∥
1
≤ Dn
α
Im η
∥∥∥(J0 − J) P˜ 2n∥∥∥∞
 [n+2mnβ ]∑
j=[n−2mnβ ]
Im (G(λn))j,j
 (3.30)
which, when combined with (3.16) and (3.17), implies (3.24). This ends the
proof of the theorem.
We are now ready to prove Theorem 1.2 for the case f(x) =
∑n
j=1 cj Im
1
ηj−x .
Theorem 3.4. Let µ and µ0 be two measures with finite moments and
denote by {an, bn}∞n=1 and {a0n, b0n}∞n=1 the respective associated recurrence
coefficients. Let x0 ∈ R be such that there exists a neighborhood x0 ∈ I on
which the following two conditions hold:
(i) µ0 restricted to I is absolutely continuous with respect to Lebesgue mea-
sure and its Radon-Nikodym derivative is bounded there.
(ii) The orthonormal polynomials for µ0 are uniformly bounded on I.
Assume further that
an − a0n = O(n−β), bn − b0n = O(n−β),
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as n→∞ for some 1 > β > 0.
Let
f(x) =
N∑
j=1
cj Im
1
x− ηj
where N ∈ N, c1, c2 . . . cN ∈ R, and η1, η2, . . . , ηN ∈ {η ∈ C | Im η > 0} are
arbitrary. Then for any 0 < α < β we have∣∣∣E(X(n)f,α,x0 − E(X(n)f,α,x0)m − E0 (X(n)f,α,x0 − E0(X(n)f,α,x0)m∣∣∣→ 0 (3.31)
as n→∞. Here E and E0 denote the expection with respect the orthogonal
polynomial ensemble corresponding to µ and µ0 respectively.
Proof. First we note that (3.31) is equivalent to∣∣∣C(n)m (X(n)f,α,x0)− C(n)m,0 (X(n)f,α,x0)∣∣∣→ 0, m ≥ 2
as n → ∞, where C(n)m,0 (resp., C(n)m ) are the cumulants with respect to µ0
(resp., µ).
Further, letting J0 (resp., J) be the Jacobi matrix corresponding to µ0
(resp., µ), we note that the matrices f (nα(J0 − x0)) and f (nα(J − x0))
satisfy Hypothesis 3.1 (by Proposition 2.3 and since minj Im ηj > 0). Thus,
by (2.10) and Theorem 3.1, we see that∣∣∣C(n)m (X(n)f,α,x0)− C(n)m,0 (X(n)f,α,x0)∣∣∣
≤ C(m)
nα
∥∥∥P{n−2mnβ ,n+2mnβ} (∑ cj ImG(n,λj) −∑ cj ImG(n,λj)0 )P{n−2mnβ ,n+2mnβ}∥∥∥1
+ o(1),
where λj = λj,n = x0+
ηj
nα . Therefore, using the triangle inequality, we now
see that it suffices to prove that the conditions of the theorem imply those
of Proposition 3.3 for any m and for some β′ > α.
Fix m and β > β′ > α. We shall show that (3.16) and (3.17) hold for
β′. To prove (3.17) note that by the conditions of the theorem
nβ
′
∥∥∥(J − J0)P{n−6mnβ ,n+6mnβ}∥∥∥ ≤ C(m)nβ′ (n− 6mnβ′)−β → 0
as n→∞.
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To prove (3.16), let {pj}∞j=0 be the orthonormal polynomials with respect
to µ0, and recall that
Im
(
Gn,λ0
)
j,j
= Im
∫ |pj(x)|2dµ0(x)
x− x0 − ηnα
=
Im η
nα
∫ |pj(x)|2dµ0(x)(
x− x0 − Reηnα
)2
+ Im η
2
n2α
=
Im η
nα
∫
R\I
+
Im η
nα
∫
I
.
(3.32)
The first integral in the sum vanishes as n → ∞, whereas, by the uniform
boundedness of the pj on I, the second integral is bounded by a constant
times the Poisson transform of dµ0 restricted to I. This, by condition (i)
of the theorem, is bounded. This proves (3.16) and ends the proof of the
theorem.
Before we end this section we note the following additional consequence
of the arguments above, which will come in handy later on.
Proposition 3.5. Let µ0 and µ be as in Theorem 3.4. Then for any fixed
j, k ∈ Z
(G(λn))n+j,n+k − (G0(λn))n+j,n+k → 0,
as n→∞.
Proof. First note that∣∣∣(G(λn))n+j,n+k − (G0(λn))n+j,n+k∣∣∣ = ∥∥∥P̂ 1n(G(λn)−G0(λn))P¯ 1n∥∥∥
1
,
where P̂ 1n = P{n+j−1,n+j−1} and P¯ 1n = P{n+k−1,n+k−1}. Now let
P˜ 1n = P{n−M,n+M}
where M ≥ max(|j|, |k|). and note that P̂ 1n = P̂ 1n P˜ 1n and P¯ 1n = P˜ 1n P¯ 1n . Thus∥∥∥P̂ 1n(G(λn)−G0(λn))P¯ 1n∥∥∥
1
≤
∥∥∥P˜ 1n(G(λn)−G0(λn))P˜ 1n∥∥∥
1
.
Now, we know from the proof of Theorem 3.4 that (3.16) and (3.17) hold
and so we may repeat the proof of Proposition 3.3 with P˜ 1n as defined here
and everything else unchanged to see that
∥∥∥P˜ 1n(G(λn)−G0(λn))P˜ 1n∥∥∥
1
≤ Dn
α
Im η
∥∥∥(J0 − J) P˜ 2n∥∥∥∞
 n+M∑
j=n−M
Im (G(λn))j,j
 .
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But (3.32) and the discussion following it show that
(∑n+M
j=n−M Im (G(λn))j,j
)
is bounded and so the right hand side vanishes as n → ∞, proving the
claim.
4 The free Jacobi operator and the proof of The-
orem 1.3 in case f(x) =
∑N
j=1 cj Im
1
x−ηj
In order to deduce a general Central Limit Theorem from Theorem 3.1 we
need a model for which a Central Limit can be proved directly. We therefore
consider in this section the special case of dµ0(x) =
√
4−x2
2π χ[−2,2](x)dx. The
associated Jacobi operator in this case is known as the free Jacobi operator
and has the simple form
an ≡ 1 and bn ≡ 0.
By exploiting the fact that the free Jacobi operator is also a Toeplitz oper-
ator, we will prove Theorem 1.3 for functions f of the form (cf. (2.12))
f(x) =
N∑
j=1
cj Im
1
x− ηj (4.1)
where N ∈ N, c1, c2 . . . cN ∈ R, and η1, η2, . . . , ηN ∈ {η ∈ C | Im η > 0}
are arbitrary. At the end of the section we then combine this Central Limit
Theorem for the free Jacobi operator with Theorem 3.1 and obtain Theorem
1.3 for such functions.
4.1 Reduction to a Toeplitz operator
Recall ((2.13), (2.14) and (2.15)) we use G(λ) for the resolvent, F (λ) for the
imaginary part of the resolvent and F (~λ,~c) =
∑N
j=1 cjF (λj) for a general
linear combination of the imaginary part of the resolvent at various points.
In the free case, it is well-known (and easy to verify) that
(G(λ))j,k =
ω(λ)|j−k| − ω(λ)j+k
ω(λ)− 1/ω(λ) , j, k = 1, 2, . . . (4.2)
where
ω(λ) =
λ−√λ2 − 4
2
,
28
where the square root is taken such that λ→ ω(λ) is analytic in C \ [−2, 2]
and ω(λ) = O(1/λ) as λ → ∞. Note that this map maps C \ [−2, 2] onto
the open unit disk and hence |ω(λ)| < 1.
Given a Laurent series a(z) =
∑
k akz
k, recall that the associated Toeplitz
matrix T (a) and Hankel matrix H(a) are defined as the one-sided infinite
matrices
(T (a))j,k = aj−k, and (H(a))j,k = aj+k−1, j, k = 1, 2, 3, . . .
From (4.2) we thus see that the resolvent G(λ) for the free Jacobi operator
can be written as a sum of a Toeplitz and a Hankel operator, and hence also
F (λ) = T (aλ) +H(bλ)
where
aλ(z) =
∑
j∈Z
(
Im
ω(λ)|j|
ω(λ)− ω(λ)−1
)
zj
=
1
2i
(
z
(z − ω(λ))(z − 1/ω(λ)) −
z
(z − ω (λ)) (z − 1/ω (λ))
)
, (4.3)
and
bλ(z) = −z−1aλ(z)
= − 1
2i
(
1
(z − ω(λ)) (z − 1/ω(λ)) −
1(
z − ω (λ)) (z − 1/ω (λ))
)
.
For N ∈ N, η1, . . . , ηN ∈ H+ = {η ∈ C | Im η > 0} and c1, . . . , cN ∈ R we set
λj = λj(n) = x0 +
ηj
nα
and define
φ(n) =
1
nα
N∑
j=1
cjaλj . (4.4)
Note that
1
nα
F (~λ,~c) = T (φ(n)) +H(−z−1φ(n)). (4.5)
Clearly, Proposition 2.3, together with the fact that ‖G(λ)‖∞ ≤ 1Imλ ,
implies that both 1nαG
(
~λ,~c
)
and 1nαF
(
~λ,~c
)
satisfy Hypothesis 3.1 as long
as η1, η2, . . . , ηN ∈ a compact subset of H+. In fact, the following lemma
shows that in the free case a substantially stronger bound is true by giving
a useful bound on the coefficients of φ(n).
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Lemma 4.1. Let x0 ∈ (−2, 2), 0 < α < 1 and fix a compact K ⊂ H+ =
{η ∈ C | Im η > 0}. Write φ(n) =∑k∈Z φ(n)k zk. Then there exist d1, d2 > 0
such that
|φ(n)k | ≤
d1
nα
 N∑
j=1
|cj |
 exp(−d2|k|/nα), (4.6)
for k ∈ Z, n,N ∈ N, η1, . . . , ηN ∈ K and c1, . . . , cN ∈ R. In particular,
n−αG and n−αF satisfy Hypothesis 3.1.
Proof. By the triangle inequality, it is sufficient to deal with the case N = 1.
Hence we consider φ(n) = caλ(n).
To prove (4.6) we first note that,
ω(λ) =

x0−i
√
4−x20
2
(
1 + iη
nα
√
4−x20
+O(n−2α)
)
, Im η > 0
x0+i
√
4−x20
2
(
1− iη
nα
√
4−x20
+O(n−2α)
)
, Im η < 0
(4.7)
as n→∞, uniformly for η ∈ K. Thus there exist constants d1, d2 > 0 such
that such that
|ω(λ)| ≤ 1− d1
nα
≤ exp(−d2/nα),
and 1/|ω(λ) − 1/ω(λ)| ≤ d1. By inserting these inequalities into (4.3), we
obtain (4.6).
Using the notation (3.2), we see from Theorem 3.1 that for m ∈ N we
have∣∣∣∣C(n)m ( 1nαF (~λ,~c)
)
− C(n)m
(
T (φ(n))
)∣∣∣∣
≤ C(m)
∥∥∥P{n−2mnβ ,n+2mnβ}H(zφ(n))P{n−2mnβ ,n+2mnβ}∥∥∥1 + o(1)
≤ C˜(m)n2βed2nβ−αe−d2n1−α = o(1)
(4.8)
as n→∞, by (4.5) and (4.6).
Our problem is thus reduced to computing the limits of C
(n)
m
(
T
(
φ(n)
))
.
Repeating the calculation at the beginning of Section 2.2 and keeping in
mind that C
(n)
1
(
T
(
φ(n)
))
= TrPnT
(
φ(n)
)
we see that
exp
( ∞∑
m=2
tmC(n)m
(
T
(
φ(n)
)))
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= det
(
I + Pn
(
etT(φ
(n)) − I
)
Pn
)
e−tTrPnT(φ
(n)). (4.9)
We will proceed by analyzing the asymptotic behavior of the Fredholm de-
terminant at the right-hand side.
4.2 A Fredholm determinant identity
The first step in analyzing the right-hand side of (4.9) is a rewriting of the
determinant. The arguments given in this subsection are based on ideas
that lie behind the Strong Szego˝ Limit Theorem for Toeplitz determinants.
Let us consider a general symbol φ(z) =
∑
j φjz
j . Split T (φ) as
T (φ) = T (φ+) + T (φ−),
where φ+ =
∑
j≥0 φjz
j and φ− =
∑
j<0 φjz
j .
Lemma 4.2. We have that
det
(
I + Pn(e
tT (φ) − I)Pn
)
e−TrPnT (φ)
= det
(
I + Pn
(
e−tT (φ+)etT (φ)e−tT (φ−) − I
))
. (4.10)
Proof. The idea is standard and in this form has been used in, for example,
[3, 9]. For completeness we include a proof.
Since T (φ+) is lower triangular we have PnT (φ+)Pn = PnT (φ+) and
hence also
Pne
−tT (φ+)Pn = Pne−tT (φ+),
and
e−tPnT (φ+)Pn = (I − Pn) + Pne−tT (φ+)Pn.
In the same way, since T (φ−) is upper triangular we have
Pne
−tT (φ−)Pn = e−tT (φ−)Pn,
and
e−tPnT (φ−)Pn = (I − Pn) + Pne−tT (φ−)Pn.
From these identities we find
e−tPnT (φ+)Pn
(
I + Pn(e
tT (φ) − I)Pn
)
e−tPnT (φ−)Pn
=
(
I − Pn + Pne−tT (φ+)Pn
)(
I − Pn + PnetT (φ)Pn
)(
I − Pn + Pne−tT (φ−)Pn
)
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= I − Pn + Pne−tT (φ+)PnetT (φ)Pne−tT (φ−)Pn
= I − Pn + Pne−tT (φ+)etT (φ)e−tT (φ−)Pn
= I + Pn
(
e−T (φ+)eT (φ)e−T (φ−) − I
)
Pn.
Therefore,
det
(
e−tPnT (φ+)Pn
(
I + Pn(e
tT (φ) − I)Pn
)
e−tPnT (φ−)Pn
)
= det
(
I + Pn
(
e−T (φ+)eT (φ)e−T (φ−) − I
)
Pn
)
. (4.11)
By factorizing the the determinant on the left-hand side we find
det
(
e−tPnT (φ+)Pn
(
I + Pn(e
tT (φ) − I)Pn
)
e−tPnT (φ−)Pn
)
= det e−tPnT (φ+)Pn det
(
I + Pn(e
tT (φ) − I)Pn
)
det e−tPnT (φ−)Pn
= det
(
I + Pn(e
tT (φ) − I)Pn
)
e−Tr tPnT (φ).
By inserting the latter into (4.11) we obtain (4.10), proving the statement.
To see how (4.10) brings us closer to proving a Central Limit Theorem,
replace Pn by I on its right-hand side. We then obtain the determinant of the
product of three exponentials, which can be computed using the following
principle: Suppose A,B are two bounded operators such that [A,B] is trace
class. Then
e−AeA+Be−B − I is trace class,
and
det e−AeA+Be−B = e−
1
2
Tr[A,B]. (4.12)
This beautiful identity was first proved by Ehrhardt [18] and is a general-
ization of the Helton-Howe-Pincus formula. By considering A = tT (φ+),
B = tT (φ−), and under the condition that [T (φ+), T (φ−)] is trace class,
the right-hand side of (4.12) is immediately seen to be the generating func-
tion for a Gaussian random variable. For fixed φ, as in [9], the proof of a
Central Limit Theorem in the case of Toeplitz matrices follows from this
almost immediately. In our case, however, φ depends on n. This requires
a somewhat more subtle reasoning, and in particular, control of the trace
norm of the remainder term. The following formula for e−AeA+Be−B − I in
terms of the commutator [A,B] will allow us to do this, also showing along
the way that e−AeA+Be−B − I is indeed trace class.
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Lemma 4.3. For any bounded operators A,B we have
e−AeA+Be−B − I
=
∞∑
m1,m2,m3=0
m2−1∑
j=0
(−1)m1+m3Am1(A+B)j[A,B](A +B)m2−j−1Bm3
m1!m2!m3!(m1 +m2 +m3 + 1)
.
(4.13)
Moroever, if [A,B] is trace class then e−AeA+Be−B − I is trace class.
Proof. A direct computation shows that
d
dt
e−tAet(A+B)e−tB = e−tA[B, et(A+B)]e−tB ,
and by expanding the right-hand side we find
d
dt
e−tAet(A+B)e−tB =
∞∑
m1,m2,m3=0
tm1+m2+m3(−1)m1+m3
m1!m2!m3!
Am1 [A, (A+B)m2 ]Bm3 .
By inserting the telescoping sum [c, dm] =
∑m−1
j=0 d
j [c, d]dm−1−j and using
[A,A +B] = [A,B] we find
d
dt
e−tAet(A+B)e−tB
=
∞∑
m1,m2,m3=0
m2−1∑
j=0
tm1+m2+m3(−1)m1+m3Am1(A+B)j [A,B](A+B)m2−j−1Bm3
m1!m2!m3!
.
By integrating the left- and right-hand side from t = 0 to t = 1 we obtain
the statement.
We want to use the above results, (4.12) in particular, with A = tT (φ+)
and B = tT (φ−). By a direct computation, or by using the general formula
for Toeplitz matrices
T (ab) = T (a)T (b) +H(a)H
(
b˜
)
(4.14)
where b˜(z) = b(1/z), one easily computes that
[T (φ+), T (φ−)] = −H(φ)H
(
φ˜
)
. (4.15)
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Moreover, if
∑
k∈Z |k|φ2k <∞ then the commutator is trace class since
‖[T (φ+), T (φ−)]‖1 =
∥∥∥H(φ)H (φ˜)∥∥∥
1
≤
∥∥∥H(φ)‖1/22 H (φ˜)∥∥∥1/2
2
=
( ∞∑
k=1
k|φk|2
)1/2( ∞∑
k=1
k|φ−k|2
)1/2
<∞. (4.16)
Lemma 4.4. If
∑
k∈Z |k|φ2k <∞ we have that
det
(
I + Pn(e
tT (φ) − I)Pn
)
e−TrPntT (φ)
= e
t2
2
TrH(φ)H(φ˜) det(I +Qn(R(t, φ)
−1 − I)), (4.17)
where
R(t, φ) = e−tT (φ+)etT (φ)e−tT (φ−).
Proof. From (4.10)
det
(
I + Pn(e
tT (φ) − I)Pn
)
e−TrPntT (φ) = det(I + Pn(R(t, φ)− I))
= det(R(t) +Qn(I −R(t, φ))) = detR(t, φ) det(I +Qn(Rn(t, φ)−1 − I)).
(4.18)
Now use (4.12) and (4.15) to deduce
detR(t, φ) = e−
t2
2
Tr[T (φ+),T (φ−)] = e
t2
2
TrH(φ)H(φ˜).
This proves the statement.
Remark 4.1. The identity (4.17) is similar to the celebrated identity for
Toeplitz determinants as found by Case and Geronimo [11], and rediscoved
by Borodin and Okounkov [4]. In fact, the second proof of the latter identity
in [3] by Basor and Widom was an inspiration for the proof that we present
here (see also [9]).
4.3 Asymptotic behavior of the Toeplitz determinant
We return now to the determinant on the right-hand side of (4.9) and con-
sider φ = φ(n) as defined in (4.4). To apply the results of the previous sub-
section, and in particular (4.17), we need to check that
∑
k∈Z |k|
∣∣∣φ(n)k ∣∣∣2 <∞.
To this end, we note that it follows from (4.6) that for n ∈ N we have∑
k∈Z
|k|
∣∣∣φ(n)k ∣∣∣2 ≤ C (4.19)
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for some constant C > 0 that is independent of n.
We divide the analysis of the right-hand side of (4.17) into two parts.
We will compute the limiting behavior of the trace in the exponential, and
show that the determinant converges to 1. We start with the latter.
We recall that Fredholm determinants are continuous with respect to
the trace norm, which means that to prove that det(I + An) → 1 for some
sequence of operators An it suffices to prove that ‖An‖1 → 0.
Lemma 4.5. Fix x0 ∈ (−2, 2) and 0 < α < 1. Let N ∈ N, η1, . . . , ηN ∈ H+,
c1, . . . , cN ∈ R and set λj = x0+ ηj/nα. Then with φ(n) as in (4.4) we have∥∥∥∥Qn(R(t, φ(n))−1 − I)∥∥∥∥
1
→ 0,
as n → ∞, uniformly for ηj in compact subsets of H+ and t in sufficiently
small neighborhoods of the origin.
Proof. Note that for fixed φ independent of n, the lemma would be a trivi-
ality, since R (t, φ)−1 − I is trace class and Qn → 0 weakly. However, since
φ(n) depends on n this is not a priori obvious and thus requires a proof.
We use the expansion (4.13) with A = −tT
(
φ
(n)
+
)
and B = −tT
(
φ
(n)
−
)
.
Qn
(
R(t, φ(n))−1 − I
)
= Qn
(
e
−tT
(
φ
(n)
+
)
etT(φ
(n)))e
−tT
(
φ
(n)
−
)
− I
)
=
∞∑
m1,m2,m3=0
m2−1∑
j=0
(−1)m1+m3tm1+m2+m3+1
m1!m2!m3!(m1 +m2 +m3 + 1)
×QnT
(
φ
(n)
+
)m1
T
(
φ(n)
)j [
T
(
φ
(n)
+
)
, T
(
φ
(n)
−
)]
T
(
φ(n)
)m2−j−1
T
(
φ
(n)
−
)m3
.
(4.20)
By (4.6) we see that for each compact set K ⊂ H+ there exists a constant
C > 0 such that∥∥∥T (φ(n)± )∥∥∥∞ = ∥∥∥φ(n)± ∥∥∥∞ ≤
±∞∑
j=0
∣∣∣φ(n)j ∣∣∣ ≤ C, ∥∥∥T (φ(n))∥∥∥∞ ≤ C.
By (4.16) and (4.19), we find∥∥∥[T (φ(n)+ ) , T (φ(n)− )]∥∥∥
1
≤
∥∥∥H (φ(n))∥∥∥
2
∥∥∥H (φ˜(n))∥∥∥
2
≤ C
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for n ∈ N and ηj ∈ K. Hence, by using together with ‖AB‖1 ≤ ‖A‖1 ‖B‖∞ , ‖AB‖1 ≤
‖A‖∞ ‖B‖1 and ‖Qn‖∞ = 1,we find∥∥∥∥QnT (φ(n)+ )m1 T (φ(n))j [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
≤
∥∥∥T (φ(n)− )∥∥∥m1∞ ∥∥∥T (φ(n))]∥∥∥m2−1∞ ∥∥∥[T (φ(n)+ ) , T (φ(n)− )]∥∥∥1 ∥∥∥T (φ(n)− )∥∥∥m3∞
≤ Cm1+m2+m3 ,
for n ∈ N and ηj ∈ K. Therefore we see that, by dominated convergence, it
is sufficient to prove that∥∥∥∥QnT (φ(n)+ )m1 T (φ(n))j [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
→ 0,
(4.21)
for each m1,m2,m3 ∈ N and j ∈ {0, 1, . . . ,m2 − 1}.
To prove (4.21) we exploit the fact that the Toeplitz matrices are essen-
tially banded, in the sense that they satisfy Hypothesis 3.1. Hence, if we
take 1 > β > α and M ≥ nβ, and then split
QMT
(
φ(n)
)
= QMT
(
φ(n)
)
QM−nβ +QMT
(
φ(n)
)
PM−nβ ,
then the norm of QMT
(
φ(n)
)
PM−nβ can be estimated to be∥∥∥QMT (φ(n))PM−nβ∥∥∥∞ ≤
∞∑
j=nβ
∣∣∣∣(φ(n))j
∣∣∣∣ ≤ exp(−Dnβ−α) ,
for some constantD > 0 independent ofM . Clearly, sinceQMT
(
φ(n)
)
PM−nβ =
QMT
(
φ
(n)
+
)
PM−nβ the same estimate holds forQMT
(
φ
(n)
+
)
PM−nβ . Hence,
by combining this esimate with the straightforward estimate from above, we
obtain∥∥∥∥QnT (φ(n)+ )m1 T (φ(n))j [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
≤ C
∥∥∥∥Qn−nβT (φ(n)+ )m1−1 T (φ(n))j [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
+O
(
exp
(
−Dnβ−α
))
,
as n→∞. By iterating this procedure we obtain
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∥∥∥∥QnT (φ(n)+ )m1 T (φ(n))j [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
≤ Cm1+j
∥∥∥∥Qn−(m1+j)nβ [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
+O(exp
(
−Dnβ−α
)
),
as n→∞. Hence, to prove (4.21) it is sufficient to prove∥∥∥∥Qn−(m1+j)nβ [T (φ(n)+ ) , T (φ(n)− )]T (φ(n))m2−j−1 T (φ(n)− )m3∥∥∥∥
1
→ 0.
By estimating the trace norm as before we are left with proving∥∥∥Qn−(m1+j)nβ [T (φ(n)+ ) , T (φ(n)− )]∥∥∥1 → 0, (4.22)
as n→∞. But also the latter is exponentially small as n→∞. Indeed, by[
T
(
φ
(n)
+
)
, T
(
φ
(n)
−
)]
= −H (φ(n))H (φ˜(n)) we have∥∥∥Qn−(m1+j)nβ [T (φ(n)+ ) , T (φ(n)− )]∥∥∥1 ≤ ∥∥∥Qn−(m1+j)nβH (φ(n))∥∥∥2 ∥∥∥H (φ˜(n))∥∥∥2 .
Now,
∥∥∥H (φ˜(n))∥∥∥
2
is again uniformly bounded and
∥∥∥Qn−(m1+j)nβH(φ(n))∥∥∥22 =
∞∑
ℓ=1
ℓ
∣∣∣φ(n)n−(m1+j)nβ+ℓ∣∣∣2 ,
which, by (4.6) is exponentially small as n→∞. We therefore obtain (4.22)
and the statement follows.
It remains to compute the limiting behavior of the trace of the commu-
tator in (4.17), which we do in the next lemma.
Lemma 4.6. Fix x0 ∈ (−2, 2) and 0 < α < 1. Let N ∈ N, η1, . . . , ηN ∈ H+,
c1, . . . , cN ∈ R and set λj = x0+ ηj/nα. Then with φ(n) as in (4.4) we have
lim
n→∞TrH
(
φ(n)
)
H
(
φ˜(n)
)
= −1
2
∑
1≤i,j≤N
cicj Re
1
(ηi − η¯j)2 . (4.23)
Moreover, the convergence is uniform for cj in compact subsets of R and ηj
in compact subsets of the upper half plane.
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Proof. We use the notation
gλ(z) =
1
nα
1
ω(λ)− 1ω(λ)
∑
j∈Z
ω(λ)|j|zj =
z
(z − ω(λ))(z − 1/ω(λ)) ,
and hence 1nαaλ =
1
2i (gλ − gλ¯). By a direct verification or using (4.14) we
find
TrH(gλ1)H(g˜λ2) =
∞∑
j=1
k(gλ1)k(gλ2)−k.
The latter sum can be explicitly computed and we obtain
TrH(gλ1)H(g˜λ2) =
1
n2α
ω(λ1)ω(λ2)
(1− ω(λ1)ω(λ2))2
1
1
ω(λ1)
− ω(λ1)
1
1
ω(λ2)
− ω(λ2)
.
Now if λ = x0 + η/n
α then
ω(λ) =

x0−i
√
4−x20
2
(
1 + iη√
4−x20nα
+O(n−2α)
)
, Im η > 0,
x0+i
√
4−x20
2
(
1− iη√
4−x20nα
+O(n−2α)
)
, Im η < 0,
as n→∞, uniformly for η in compact subsets of H+. Hence
lim
n→∞TrH(gλ1)H(g˜λ2) =
{
0, if Im η1 · Im η2 > 0,
− 1
(η1−η2)2 , if Im η1 · Im η2 < 0.
Futhermore, if we assume that Im η1, Im η2 > 0 we have
lim
n→∞TrH
(aλ1
nα
)
H
(
a˜λ2
nα
)
=
1
2
lim
n→∞ReH(gλ1)H(g˜λ2)
= −1
2
Re
1
(η1 − η¯2)2 .
By using φ(n) =
∑N
j=1 cjaλj the statement now follows.
4.4 Proof of Theorem 1.3 in case f(x) =
∑N
j=1 cj Im
1
x−ηj
We are now ready to prove a Central Limit Theorem 1.3 for functions of the
form (4.1). By then using Theorem 3.4 we then obtain a proof of Theorem
1.3 for functions of that type.
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Theorem 4.7. Consider the OPE with an = 1 and bn = 0. Fix x0 ∈ (−2, 2)
and 0 < α < 1. Let N ∈ N, η1, . . . , ηN ∈ H+, c1, . . . , cN ∈ R and set
f(x) =
n∑
j=1
cj Im
1
x− ηj .
Then
X
(n)
f,α,x0
− EX(n)f,α,x0 → N(0, σ2f )
in distribution, where σ2f is given in (1.9).
Proof. It is enough to prove that
C(n)m (X(n)f,α,x)→
{
σ2
f
2 , if m = 2
0, if m > 2.
By (2.16) we have that
C(n)m (X(n)f,α,x) = C(n)m
(
n−αF
(
~λ,~c
))
,
so by (4.8) we have
lim
n→∞ C
(n)
m
(
X
(n)
f,α,x
)
= lim
n→∞ C
(n)
m
(
T
(
φ(n)
))
.
Now, by combining (4.17) with Lemmas 4.5 and 4.6 we see that
lim
n→∞ det
(
I + Pn(e
tT (φ(n))) − I)Pn
)
e−tTrPnT (φ
(n))
= exp
− t2
4
n∑
j=1
cicj Re
1
(ηi − ηj)2
 ,
uniformly for t in sufficiently small neighborhoods of the origin. By (4.9),
this implies that
C(n)m (X(n)f,α,x)→
{
−14
∑n
j=1 cicj Re
1
(ηi−ηj)2 , if m = 2
0, if m > 2.
It remains to show that for m = 2 this is indeed the variance σ2f as in (1.9).
To this end, we note that
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∫∫ (
f(x)− f(y)
x− y
)2
dxdy
=
N∑
i,j=1
cicj
∫∫ ( Im 1x−ηi − Im 1y−ηi
x− y
)(
Im 1x−ηj − Im 1y−ηj
x− y
)
dxdy (4.24)
Each of the double integrals can be written in the following way
∫∫ ( Im 1x−ηi − Im 1y−ηi
x− y
)(
Im 1x−ηj − Im
1
y−ηj
x− y
)
dxdy
=
∫∫
Im
1
x− ηi
1
y − ηi Im
1
x− ηj
1
y − ηj dxdy
= −1
2
Re
∫∫
1
x− ηi
1
y − ηi
1
x− ηj
1
y − ηj dxdy+
1
2
Re
∫∫
1
x− ηi
1
y − ηi
1
x− ηj
1
y − ηj dxdy
= −1
2
Re
(∫
1
x− ηi
1
x− ηj dx
)2
+
1
2
Re
(∫
1
x− ηi
1
x− ηj dx
)2
The last two integrals can be easily computed by a residue calculus. We
recall that both Im η1, Im η2 > 0. Then the first integral vanishes and the
second gives (by taking (2πi)2 into account)
1
4π2
∫∫
Im
1
x− ηi
1
y − ηi Im
1
x− ηj
1
y − ηj dxdy = −
1
2
Re
(
1
ηi − ηj
)2
By inserting this back into (4.24) we see that indeed
C(n)m
(
X
(n)
f,α,x0
)
→ 1
2
σ2f ,
and the statement is proved.
Corollary 4.8. Theorem 1.3 holds for f(x) =
∑N
j=1 cj Im
1
x−ηj with the
same parameters as in Theorem 4.7.
Proof. Without loss of generality we can assume that an → 1 and bn → 0.
Indeed, if an → a > 0 and bn → b then the map x 7→ (x − b)/a maps
the measure dµ(x) to a measure dµ˜ for which the recurrence coefficients
converge as a˜n → 1 and b˜n → 0.
To prove that the linear statistic converges to a normal distribution with
given variance it is sufficient to prove that the cumulants converge to the
cumulants of that normal distribution. We already proved that this is true
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for an = 1 and bn = 0. The general case now follows by Theorem 3.4 after
showing that conditions (i) and (ii) of that theorem hold for the measure,
µ0, corresponding to the free case an ≡ 1 and bn ≡ 0.
Condition (i), namely that µ0 is absolutely continuous on [−2, 2] with
respect to the Lebesgue measure with a Radon-Nykodim derivative that is
bounded on compact subsets, holds since dµ0(x) =
√
4−x2
2π dx. Moreover, the
orthonormal polynomials with respect to µ0 are the Chebyshev polynomials
of the second kind, which are clearly bounded on any compact subsets of
(−2, 2). This is condition (ii), and therefore the statement follows.
5 Proofs of Theorems 1.2 and 1.3 for f ∈ C1c (R)
In this section we extend the results in Theorem 3.4 and Corollary 4.8 so
that they hold for functions f ∈ C1c (R). This allows us to prove Theorems
1.2 and 1.3.
5.1 Estimating the variances
An important role in the extension argument is played by the following space
of functions. Let f : R→ R be a function such that
1. limx→−∞ f(x) = 0
2. ‖f‖Lw := supx,y∈R
√
1 + x2
√
1 + y2
∣∣∣ f(x)−f(y)x−y ∣∣∣ <∞.
The space of all functions that satisfy these two properties is a normed
space with norm ‖f‖Lw (which is a weighted Lipschitz norm). This space is
denoted by Lw and is very useful for extending fluctuation results to allow
more general classes of functions in the linear statistic. For this reason it
was also used for example in [17].
Obviously, the functions in Lw have the property that√
1 + x2
√
1 + y2
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ ≤ ‖f‖Lw
for all x, y ∈ R and by setting y → −∞ we see that
|f(x)| ≤ ‖f‖Lw√
1 + x2
.
Second, in case f is differentiable, we can take the limit y → x and find
|f ′(x)| ≤ ‖f‖Lw
1 + x2
.
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Hence, we have a bound on the behavior at infinity of both these functions
and their derivative (in case it exists). Moreover, we have ‖f‖∞ ≤ ‖f‖Lw
and ‖f ′‖∞ ≤ ‖f‖Lw .
A first indication that Lw is a useful space for extending Central Limit
Theorems is the fact that the limiting variance in (1.9) is continuous with
respect to ‖ · ‖Lw . More precisely,
σ2f =
1
4π2
∫∫
R2
(
f(x)− f(y)
x− y
)2
dxdy ≤ 1
4
‖f‖2Lw . (5.1)
But more is true: the next lemma says that the variance for any OPE for
finite n ∈ N and any f ∈ Lw can be estimated in terms of ‖f‖Lw and the
variance of the linear statistic associated with g(x) = (x − i)−1. Note that
since g is complex valued, the variance is also that of a compex random
variable, i.e.
VarX(n)g =
∫ ∫
R2
|g(x)− g(y)|2Kn(x, y)2dµ(x)dµ(y).
Proposition 5.1. Let g(x) = (x− i)−1. There exists a constant c > 0 such
that
VarX
(n)
f,x0,α
≤ ‖f‖2Lw VarX(n)g,x0,α, (5.2)
for any f ∈ Lw and n ∈ N.
Proof. For any function h : R→ R the variance of the linear statistic takes
the form
Var
n∑
j=1
h(xj) =
1
2
∫∫
R2
(h(x)− h(y))2Kn(x, y)2dµ(x)dµ(y).
Hence if ψ : R → C is another function we can compare the linear statistic
by writing
Var
n∑
j=1
h(xj) ≤ 1
2
(
sup
x,y∈R
∣∣∣∣ h(x)− h(y)ψ(x)− ψ(y)
∣∣∣∣
)2 ∫∫
R2
|ψ(x)−ψ(y)|2Kn(x, y)2dµ(x)dµ(y).
(5.3)
We apply this inequality to the special case h(x) = f(nα(x − x0)) and
ψ(x) = g (nα(x− x0)) = (nα(x− x0)− i)−1. With this choice we find
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sup
x,y∈R
∣∣∣∣ h(x)− h(y)ψ(x)− ψ(y)
∣∣∣∣ = sup
x,y∈R
∣∣∣∣ f(nα(x− x0))− f(nα(y − x0))(nα(x− x0)− i)−1 − (nα(x− x0)− i)−1
∣∣∣∣
= sup
x,y∈R
∣∣∣∣ f(x)− f(y)(x− i)−1 − (y − i)−1
∣∣∣∣ = sup
x,y∈R
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ |x− i||y − i|
= sup
x,y∈R
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣√1 + x2√1 + y2 = ‖f‖Lw . (5.4)
By inserting this back into (5.3) the statement follows
Hence, to obtain a bound for for the variance for any f ∈ Lw it suffices
to bound the variance for the single test function g(x) = (x− i)−1. The next
proposition establishes such a bound under the local reularity conditions on
the measure µ specified in Theorem 1.2. The generality and independence of
scale of this bound make this a result of independent interest. In particular,
by [8, Theorem 2.1] this implies that for µ0, x0, and α > 0 as in Proposition
5.2 below, and any f ∈ Lw
P (|Xf,α,x0 − EXf,α,x0 | > ε) ≤ 2exp (−Aε)
for some constant A.
Proposition 5.2. Let µ0 be a compactly supported Borel measure on R with
finite moments and with Jacobi coefficients {an, bn}∞n=1. Let 0 < α < 1 and
x0 ∈ S(µ0) such that there exists a closed interval I around x0 for which
(i) the measure µ0 is absolutely continuous on I with respect to the Lebesgue
measure and its Radon-Nikodym derivative is bounded there.
(ii) the orthonormal polynomials pn for µ0 are uniformly bounded on I.
Then there exists a constant c > 0 such that for any n ∈ N
VarX(n)g,α,x0 ≤ c. (5.5)
In particular, for any f ∈ Lw and any n ∈ N
VarX
(n)
f,α,x0
≤ c‖f‖2Lw . (5.6)
Moreover, if µ is a second measure Borel measure with finite moments
for which a˜n − an = O(n−β) and b˜n − bn = O(n−β) as n → ∞, for some
β > α. Then (5.6) also holds for the OPE corresponding to µ.
Proof. In view of Proposition 5.1 we only need to prove that
VarX(n)g,α,x0 =
1
2
∫∫
R2
|g(x)− g(y)|2Kn(x, y)2dµ0(x)dµ0(y) < c, (5.7)
43
for some constant c > 0. To this end, we first note that
|g(x) − g(y)|2 = 1
n2α
(x− y)2
|x− x0 − i/nα|2|y − x0 − i/nα|2
= (x− y)2 Im 1
x− x0 − i/nα Im
1
y − x0 − i/nα
and hence, by the Christoffel-Darboux formula for Kn(x, y), we have∫∫
R2
|g(x) − g(y)|2Kn(x, y)2dµ0(x)dµ0(y)
=
∫∫
R2
Im
1
x− x0 − i/nα Im
1
y − x0 − i/nα
× (pn(x)pn−1(y)− pn(y)pn−1(x))2dµ0(x)dµ0(y).
By expanding the brackets we obtain three terms, each of which is a product
of two single integrals∫∫
R2
|g(x) − g(y)|2Kn(x, y)2dµ0(x)dµ0(y)
= a2n
∫
R
Im
pn(x)
2
x− x0 − i/nαdµ0(x)
∫
R
Im
pn−1(y)2
y − x0 − i/nαdµ0(y)
− 2a2n
∫
R
Im
pn(x)pn−1(x)
x− x0 − i/nαdµ0(x)
∫
R
Im
pn−1(y)pn(y)
y − x0 − i/nαdµ0(y)
+ a2n
∫
R
Im
pn−1(x)2
x− x0 − i/nαdµ0(x)
∫
R
Im
pn(y)
2
y − x0 − i/nαdµ0(y). (5.8)
Now using he fact that the resolvent has the form
(G0(λ))jk =
∫
pj(x)pk(x)
x− λ dµ0,
we thus find that∫∫
R2
|g(x) − g(y)|2Kn(x, y)2dµ0(x)dµ0(y)
= 2a2n
(
Im (G0(λn))n,n (Im (G0(λn))n−1,n−1 − (Im (G0(λn))n,n−1)2
)
,
(5.9)
with λn = x0 + i/n
α. Hence the variance is a determinant of a 2× 2 matrix
where the entries are particular entries of the resolvent (This is an interesting
observation in its own right).
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The first part of the proposition now follows after observing that the con-
ditions for µ0 imply that Im (G0(λn))n−1,n−1,Im (G0(λn))n,n−1 and Im (G0(λn))n,n
are bounded, which we already proved in (3.32) and the discussion directly
below. The second part then follows from Proposition 3.5.
The question now rises as to which functions we can approximate in Lw-
norm by functions of the form f(x) =
∑N
j=1 cj Im
1
x−ηj . While the optimal
space of functions may be larger than indicated by the following lemma, the
resulting space, C1c (R), suffices for our purposes here.
Lemma 5.3. Let f ∈ C1c (R) (the space of continuously differentiable func-
tion with compact support). For any ε > 0, there exists N ∈ N, c1, . . . , cN
and η1, . . . , ηN ∈ H+ = {Im η > 0} such that∥∥∥∥∥∥f(x)−
N∑
j=1
cj Im
1
x− ηj
∥∥∥∥∥∥
Lw
< ε.
Proof. For δ > 0 define
fδ(x) =
1
π
∫
R
f(s) Im
1
s− x− iδds.
It is a standard approximation result that ‖f − fδ‖∞ ↓ 0 as δ ↓ 0. In
fact, [17, Lemma 4.5] shows that this approximation also holds in Lw, i.e.
‖f − fδ‖Lw ↓ 0 as δ ↓ 0. Hence it is sufficient to prove the statement for fδ
with 0 < δ < 1.
Note that for any φ we have
‖fδ − φδ‖Lw ≤
∫
R
|f(s)− φ(s)|
× sup
x,y∈R
∣∣∣∣∣
√
1 + x2
√
1 + y2
x− y Im
(
1
x− s− iδ −
1
y − s− iδ
)∣∣∣∣∣ ds
=
∫
R
|f(s)− φ(s)| sup
x,y∈R
∣∣∣∣∣Im
√
1 + x2
√
1 + y2
(x− s− iδ)(y − s− iδ)
∣∣∣∣∣ ds.
We simplify the weight in the integral using
4(1 + a2)(1 + b2) ≥ 2(1 + (a+ b)2), for a, b ∈ R. (5.10)
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After some algebra (by choosing a = (s − x)/δ and b = s/δ and using the
fact that 0 < δ < 1), we see that
√
1 + x2√
(x− s)2 + δ2 ≤ δ
−1√2(1 + s2/δ2),
and therefore
‖fδ − φδ‖Lw ≤
2
δ2
∫
|f(s)− φ(s)|(1 + s2/δ2)ds. (5.11)
Moreover, if
φ(x) =
N ′∑
j=1
c′j Im
1
x− η′j
, (5.12)
then it is a simple calculation (by either a residue calculation or by comput-
ing Fourier transforms) that
φδ(x) =
N∑
j=1
c′j Im
1
x− ηj − iδ , (5.13)
for some cj ∈ R and ηj ∈ H+. Hence if we can approximate f with a function
φ of the form (5.12) in L1(R, (1 + s
2/δ2)ds), then φδ approximates fδ in Lw
and φδ is of the desired form.
From (5.10) we see that the weight function w(s) = 2(1 + s2/δ2) is a
Beurling weight (i.e., w(s1)w(s2) ≥ w(s1 + s2)) and hence by Beurling’s ex-
tension (see for example [25, Theorem V.4.1]) of Wiener’s Tauberian Theo-
rem we see that the linear span of {s 7→ ψ(s−t)}t∈R is dense in L1(R, w(s)ds)
if and only if the Fourier transform ψˆ never vanishes. We choose this func-
tion to be
ψ(s) = Im
(
1
s− i −
1
s− 2i
)
=
1
1 + s2
− 1
4 + s2
.
Note that by the asymptotic behavior at±∞, we have that ψ ∈ L1(R, w(s)ds).
Moreover, one easily checks that the Fourier transform satisfies ψˆ > 0 and
hence, for any ε > 0 there exists N ′ ∈ N, c′1, . . . , c′N ∈ R and τ1, . . . , τN ∈ R
such that the function defined by
φ(x) =
N ′∑
j=1
c′jψ(s− τj),
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satisfies ∫
|f(s)− φ(s)|(1 + s2/δ2)ds ≤ δ2ε/2.
Together with (5.11) and the fact that φδ is of the desired form (5.13), this
proves the statement.
5.2 Proofs of Theorems 1.2 and 1.3
We are now ready to prove Theorem 1.2 and 1.3.
Proof of Theorem 1.2. Theorem 1.2 for functions of the form f(x) =
∑N
j=1 cj(x−
ηj)
−1 is Theorem 3.4. For general f ∈ C1c (R) we use∣∣∣E(X(n)f,α,x0 − EX(n)f,α,x0)m − E0 (X(n)f,α,x0 − E0X(n)f,α,x0)m∣∣∣
≤
∣∣∣E(X(n)f,α,x0 − EX(n)f,α,x0)m − E(X(n)g,α,x0 − EX(n)g,α,x0)m∣∣∣
+
∣∣∣E(X(n)g,α,x0 − EX(n)g,α,x0)m − E0 (X(n)g,α,x0 − E0X(n)g,α,x0)m∣∣∣∣∣∣E0 (X(n)f,α,x0 − E0X(n)f,α,x0)m − E0 (X(n)g,α,x0 − E0X(n)g,α,x0)m∣∣∣ ,
where g(x) =
∑N
j=1 cj(x− ηj)−1. By Lemma 2.2 together with Proposition
5.2 and Lemma 5.3, we see that we can choose N, cj and ηj such that both
the first and the third term can be made arbitarily small. By Theorem 3.4
the middle term on the right-hand side then tends to zero as n→∞. This
proves the statement.
Proof of Theorem 1.3. We already proved Corollary 4.8 which is the state-
ment in case f is of the form f(x) =
∑N
j=1 cj(x − ηj)−1. For general
f ∈ C1c (R), we use Lemma 2.2 and Proposition 5.2 to deduce that for any
g(x) =
∑N
j=1 cj(x− ηj)−1 we have, for m ≥ 3,
lim sup
n→∞
∣∣∣C(n)m (X(n)f,α,x0)∣∣∣
≤ lim sup
n→∞
∣∣∣C(n)m (X(n)g,α,x0)∣∣∣+ lim sup
n→∞
∣∣∣C(n)m (X(n)f,α,x0))− C(n)m (X(n)g,α,x0)∣∣∣
≤ D1‖f − g‖Lw expD2 (‖f |Lw + ‖f − g‖Lw) .
for some constants D1,D2 > 0. By Lemma 5.3 the latter can be made
arbitrarily small and hence
lim
n→∞ C
(n)
m (X
(n)
f,α,x0
) = 0,
47
for m ≥ 3.
For m = 2 we use in addition (5.1) and find
lim sup
n→∞
∣∣∣∣C(n)2 (X(n)f,α,x0))− 12σ2f
∣∣∣∣ = lim sup
n→∞
∣∣∣∣C(n)2 (X(n)g,α,x0)− 12σ2g
∣∣∣∣
+
∣∣∣∣12σ2f − 12σ2g
∣∣∣∣+ lim sup
n→∞
∣∣∣C(n)2 (X(n)f,α,x0)− C(n)2 (X(n)g,α,x0)∣∣∣
≤ D˜1 ‖f − g‖Lw exp D˜2 (‖f‖Lw + ‖f − g‖Lw) .
for some constants D˜1, D˜2 > 0. Again, by Lemma 5.3 the left-hand side can
be made arbitrarily small and so
lim
n→∞ C
(n)
2 (X
(n)
f,α,x0
) =
1
2
σ2f .
This proves the statement.
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