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In this paper we give necessary and suﬃcient conditions for the approximate controllability
of the following system of parabolic equations with delay:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= Dz + Lzt + Bu(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω,
where Ω is a bounded domain in RN , D is an n × n nondiagonal matrix whose
eigenvalues are semi-simple with nonnegative real part, the control u ∈ L2([0, r];U ) =
L2([0, r]; L2(Ω,Rm)) and B ∈ L(U , Z) with U = L2(Ω,Rm), Z = L2(Ω;Rn). The standard
notation zt(x) deﬁnes a function from [−τ ,0] to Rn (with x ﬁxed) by zt(x)(s) = z(t + s, x),
−τ  s  0. Here τ  0 is the maximum delay, which is supposed to be ﬁnite. We
assume that the operator L : L2([−τ ,0]; Z) → Z is linear and bounded, and φ0 ∈ Z ,
φ ∈ L2([−τ ,0]; Z). To this end: First, we reformulate this system into a standard ﬁrst-order
delay equation. Secondly, the semigroup associated with the ﬁrst-order delay equation on
an appropriate product space is expressed as a series of strongly continuous semigroups
and orthogonal projections related with the eigenvalues of the Laplacian operator (A =
− ∂
∂2
); this representation allows us to reduce the controllability of this partial differential
equation with delay to a family of ordinary delay equations. Finally, we use the well-known
result on the rank condition for the approximate controllability of delay system to derive
our main result.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we give necessary and suﬃcient conditions for the approximate controllability of the following system of
parabolic equations with delay:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= Dz + Lzt + Bu(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω,
(1.1)
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real part, the control u ∈ L2([0, r];U ) = L2([0, r]; L2(Ω,Rm)) and B ∈ L(U , Z) with U = L2(Ω,Rm), Z = L2(Ω;Rn). The
standard notation zt(x) deﬁnes a function from [−τ ,0] to Rn (with x ﬁxed) by zt(x)(s) = z(t + s, x), −τ  s  0. Here
τ  0 is the maximum delay, which is supposed to be ﬁnite. We assume that the operator L : L2([−τ ,0]; Z) → Z is linear
and bounded and φ0 ∈ Z , φ ∈ L2([−τ ,0]; Z). To this end: First, we reformulate this system into a standard ﬁrst-order
delay equation. Secondly, the semigroup associated with the ﬁrst-order delay equation on an appropriate product space
is expressed as a series of strongly continuous semigroups and orthogonal projections related with the eigenvalues of the
Laplacian operator (A = − ∂
∂2
); this representation allows us to reduce the controllability of this partial differential equation
with delay to a family of ordinary delay equations. Then, we use the well-known result on the rank condition for the
approximate controllability of delay system to derive our main result. Finally, our method is general and can be used to
study other systems of partial differential equation with delays as the thermoelastic plate equation, the strongly damped
wave equation, etc.
As a particular case we shall consider the following controlled system of parabolic equations with delay:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= Dz +
p∑
i=1
Ai z(t − hi, x)+ Bu(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω,
(1.2)
where 0< h1 < h2 < · · · < hp represent the point delays, τ = hp , B, Ai ∈L(Rn), i = 1,2, . . . , p, u belong to L2([0, r];U ) (U =
L2(Ω,Rn)), φ0 ∈ Z , φ ∈ L2([−τ ,0]; Z) with Z = U and the operator L : ([−τ ,0]; Z) → Z is given by Lϕ =∑pi=1 Aiϕ(−hi, ·).
A very important particular case is the nD heat equation:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= z + z(t − τ , x)+ u(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω.
Our work was motivated by the system (5.1) without diffusion coeﬃcients; that is to say, the system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dz(t)
t
=
p∑
i=1
Ai z(t − hi)+ Bu(t), t > 0,
z(0) = z0,
z(s) = φ(s), s ∈ [−τ ,0),
(1.3)
where 0 < h1 < h2 < · · · < hp represent the point delays, τ = hp , B, Ai ∈ L(Rn), i = 1,2, . . . , p, u belong to L2([0, r];Rm),
z0 ∈Rn , φ ∈ L2([−τ ,0];Rn) and the operator L : ([−τ ,0];Rn) →Rn is given by Lϕ =∑pi=1 Aiϕ(−hi).
The controllability of the system (1.3) is studied in [7] using the work done by J.U.G. Borisovic and A.S. Turbabin (see [4])
and H.T. Banks (see [3]), where they found a variational of constant formula for the following system of nonhomogeneous
differential equation with delay:⎧⎪⎨⎪⎩
z′(t) = Lzt + f (t), t > 0, z ∈Rn,
z(0) = z0,
z(s) = φ(s), s ∈ [−τ ,0),
(1.4)
where f :R+ → Rn is a suitable function. The function zt is deﬁned from [−τ ,0] to Rn by zt(s) = z(t + s), −τ  s  0.
Here τ  0 is the maximum delay, which is suppose to be ﬁnite. We assume that the operator L : L2([−τ ,0];Rn) → Rn is
linear and bounded, and z0 ∈ Rn , φ ∈ L2([−τ ,0];Rn). Under some conditions they prove the existence and the unique-
ness of solutions for this system and associate to it a strongly continuous semigroup {T (t)}t0 in the Banach space
M2([−τ ,0];Rn) = Rn ⊕ L2([−τ ,0];Rn) and prove that the system (1.4) is equivalent to the following system of ordinary
differential equations in M2:⎧⎨⎩
dW (t)
dt
= ΛW (t)+Φ(t), t > 0,
W (0) = W0 =
(
z0, φ(·)
)
,
(1.5)
where Λ is the inﬁnitesimal generator of the semigroup {T (t)}t0 and Φ(t) = ( f (t),0).
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W (t) = T (t)W0 +
t∫
0
T (t − s)Φ(s)ds. (1.6)
This formula has been extended in [1,2,5,8] to partial differential equations with delay. Particularly in [5], where they
express the associated semigroup as a series of strongly continuous semigroups and orthogonal projections related with the
eigenvalues of the Laplacian operator (A = − ∂
∂2
); this representation allows us to reduce the controllability of this partial
differential equation with delay to a family of ordinary delay equations and prove the main result of this work.
To the best of our knowledge, this is the ﬁrst time that this formula is used to characterize the approximate controlla-
bility of parabolic equations with delay, and could be applied to those system of PDEs that can be rewritten in the form
∂
∂t z = Dz, like damped nonlinear vibration of a string or a beam, thermoplastic plate equation, etc.; for information about
this, one can see the paper by Luiz de Oliveira [9].
2. Abstract formulation of the problem
In this section we choose a Hilbert Space where system (1.1) can be written as an abstract functional differential equation,
to this end, we consider the following hypotheses:
(H1) The matrix D is semi simple (block diagonal) and the eigenvalues di ∈ C of D satisfy Re(di)  0. Consequently, if
0 = λ1 < λ2 < · · · < λ j → ∞ are the eigenvalues of − with homogeneous Neumann boundary conditions, then there
exists a constant M  1 such that ‖e−λ j Dt‖ M , t  0, j = 1,2,3, . . . .
(H2) For all I > 0 and z ∈ L2loc([−τ ,0); Z) we have the following inequality:
t∫
0
|Lzs|ds M0(t)|z|L2loc([−τ ,I),Z),
where M0(·) is a positive continuous function on [0,∞).
Consider H = L2(Ω,R) and 0 = λ1 < λ2 < · · · < λ j → ∞ the eigenvalues of −, each one with ﬁnite multiplicity γ j
equal to the dimension of the corresponding eigenspace. Then:
(i) There exists a complete orthonormal set {φ j,k} of eigenvectors of −.
(ii) For all ξ ∈ D(−) we have
−ξ =
∞∑
j=1
λ j
γ j∑
k=1
〈ξ,φ j,k〉φ j,k =
∞∑
j=1
λ j E jξ, (2.1)
where 〈·,·〉 is the inner product in H and
E jξ =
γ j∑
k=1
〈ξ,φ j,k〉φ j,k. (2.2)
So, {E j} is a family of complete orthogonal projections in H and ξ =∑∞j=1 E jξ , ξ ∈ H .
(iii)  generates an analytic semigroup {T(t)} given by
T(t)ξ =
∞∑
j=1
e−λ j t E jξ. (2.3)
Now, we denote by Z the Hilbert space L2(Ω,Rn) and deﬁne the following operator:
A : D(A) ⊂ Z → Z , Aψ = −Dψ,
with D(A) = H2(Ω,Rn)∩ H10(Ω,Rn).
Therefore, for all z ∈ D(A) we obtain,
Az =
∞∑
j=1
λ j D P j z
and
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j=1
P j z, ‖z‖2 =
∞∑
j=1
‖P j z‖2, z ∈ Z ,
where
P j = diag(E j, E j, . . . , E j) (2.4)
is a family of complete orthogonal projections in Z .
Finally, the operator A generates a strongly continuous semigroup {T A(t)} given by
T A(t)ξ =
∞∑
n=1
e−λnDt Pnξ.
Remark. Since dim(Rang(E j)) = γ j then dim(Rang(P j)) = nγ j . That is to say, the matrix representation of P j has dimension
nγ j × nγ j .
Consequently, system (1.1) can be written as an abstract functional differential equation in Z :⎧⎪⎪⎨⎪⎪⎩
dz(t)
dt
= −Az(t)+ Lzt + Bu(t), t > 0,
z(0) = φ0,
z(s) = φ(s), s ∈ [−τ ,0),
(2.5)
where u ∈ L2([0, r];U ) and B :U → Z .
We shall use the following result from [1,2,5,8]: Eq. (2.5) can be written as an ordinary differential equation in the
Hilbert space M2([−τ ,0]; Z) = Z ⊕ L2([−τ ,0]; Z) as follows:⎧⎨⎩
dW (t)
dt
= ΛW (t)+Bu(t), t > 0,
W (0) = W0,
(2.6)
where
Λ
(
φ0
φ(s)
)
=
(−Aφ0 + Lφ(s)
∂φ(s)
∂s
)
, −τ  s < 0,
is the inﬁnitesimal generator of a strongly continuous semigroup {T (t)}t0 deﬁned by
T (t)
(
φ0
φ(·)
)
=
(
w(t)
w(t + ·)
)
, (2.7)
where w(·) is the only one mild solution of the system⎧⎪⎪⎨⎪⎪⎩
dz(t)
dt
= −Az(t)+ Lzt , t > 0,
z(0) = φ0,
z(s) = φ(s), s ∈ [−τ ,0),
(2.8)
and B :U →M2 is given by Bu = (Bu,0)T .
3. Approximate controllability of the system
For all W0 ∈M2 and a control u ∈ L2([0, r];U ), Eq. (2.6) admits only one mild solution given by
W (t) = T (t)W0 +
t∫
0
T (t − s)Bu(s)ds, 0 t  r. (3.1)
Deﬁnition 3.1. The system (2.6) is said to be approximately controllable on [0, r], if for all W0,W1 ∈ M2 and ε > 0, there
exists a control u ∈ L2([0, r];U ) such that the corresponding solution W (t) of (3.1) satisﬁes∥∥W (r)− W1∥∥< .
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Bru =
r∫
0
T (s)Bu(s)ds and LBW = BrBr∗W =
r∫
0
T (s)BB∗T ∗(s)W ds.
Then, the following theorem can be found in a general form for an evolution equation in [6].
Theorem 3.2. System (2.6) is approximately controllable on [0, r] if and only if any one of the following conditions holds:
(a) Rang(Br) =M2 .
(b) B∗T ∗(s)z = 0, ∀s ∈ [0, r] ⇒ z = 0.
(c) LB > 0.
In [5] it was proved that the semigroup {T (t)}t0, associated to (2.6) can be represented as follows
T (t)W =
∞∑
j=1
T j(t)Q jW , W ∈M2, t  0, (3.2)
where
Q j =
(
P j 0
0 P˜ j
)
,
with ( P˜ jφ)(s) = P jφ(s), φ ∈ L2([−τ ,0]; Z), s ∈ [−τ ,0), and {T j(t)}t0 is a family of strongly continuous semigroups in
M
j
2 = Q jM2 deﬁned by
T j(t)
(
w0j
w j
)
=
(
W j(t)
W j(t + ·)
)
,
(
w0j
w j
)
∈M j2,
where W j(·) is the only solution of the initial value problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
dw(t)
dt
= −λ j Dw(t)+ L jwt , t > 0,
w(0) = w0j ,
w(s) = w j(s), s ∈ [−τ ,0),
(3.3)
and L j = L P˜ j . The inﬁnitesimal generator of this semigroup is given by
Λ j
(
w0j
w j(·)
)
=
(−λ j Dw0j + L jw j(·)
∂w j(·)
∂s
)
,
with
D(Λ j) =
{(
w0j
w j(·)
)
∈M j2: w j(·) is a.c.,
∂w j(·)
∂s
∈ L2([−τ ,0]; P j Z), and w j(0) = w0j} .
Remark. The idea here is to reduce the controllability of system (2.6) to the controllability of the following functional
differential equation:
y′(t) = Q jΛy(t)+ Q jBu(t), y ∈ Rang(Q j),
obtained when we apply the projections Q j to Eq. (2.6), which is equivalent to study the controllability of the following
family:⎧⎪⎪⎪⎨⎪⎪⎪⎩
dw(t)
dt
= −λ j Dw(t)+ P j Lwt + P jBu(t), t > 0,
w(0) = w0j ,
w(s) = w j(s), s ∈ [−τ ,0),
(3.4)
where P j is the projection on the eigenspace corresponding to the eigenvalue λ j of the − (Laplacian operator −), given
by (2.4).
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each of the following systems is approximately controllable on [0, r]:
y′(t) = Q jΛy(t)+ Q jBu(t), j = 1,2, . . . , y ∈ Rang(Q j). (3.5)
Proof. For the purpose of contradiction, let us assume that system (2.6) is approximately controllable on [0, r] and there
exists J such that the system
y′(t) = Q JΛy(t)+ Q JBu(t), y ∈ Rang(Q J ),
is not approximately controllable on [0, r]. Then, there exists V J ∈ Rang(Q J ) such that:
(Q JB)∗T ∗J (t)V J = 0, t ∈ [0, r] and V J = 0. (3.6)
On the other hand, from part (b) of Theorem 3.2 we have that:
B∗T ∗(t)W = 0, ∀t ∈ [0, r] ⇒ W = 0.
Now, letting W = Q J V J = V J , we obtain
B∗T ∗(t)W = B∗
∞∑
k=1
T ∗k QkW = B∗T ∗J (t)Q J V J = (Q JB)∗T ∗J (t)W = 0.
This implies that V J = 0, which contradicts the assumption (3.6). 
Theorem3.4 (Suﬃcient condition for approximate controllability). Suppose that P j BB∗ = BB∗P j , j = 1,2, . . . . Then the approximate
controllability of all the following systems on [0, r]:
y′(t) = Q jΛy(t)+ Q jBu(t), j = 1,2, . . . , (3.7)
implies the approximate controllability of the system (2.6) on [0, r].
Proof. Suppose that each of the systems (3.7) is approximately controllable on [0, r] and deﬁne the operators
Brj : L2
([0, r];U)→ Rang(Q j), LB j : Rang(Q j) → Rang(Q j),
by
Brju =
r∫
0
T j(s)B ju(s)ds, LBj = Brj
(Brj)∗,
where B j = Q jB. Then,
LBj y =
r∫
0
T j(s)B jB∗j T ∗j (s)y ds, y ∈ Rang(Q j).
Therefore, from Theorem 3.2(c) (or Theorem 4.1.7 from [6]) we have that LBj > 0, j = 1,2, . . . .
On the other hand, if P j BB∗ = BB∗P j , then Q jBB∗ = BB∗Q j , and hence
LBW =
r∫
0
( ∞∑
j=1
T j(s)Q j
)
BB∗
( ∞∑
k=1
T ∗k (s)QkW
)
ds =
r∫
0
∞∑
j=1
T j(s)B jB∗j T ∗j (s)Q jW ds
=
∞∑
j=1
r∫
0
T j(s)B jB∗j T ∗j (s)Q jW ds =
∞∑
j=1
LB j Q jW .
Since LBj > 0, j = 1,2, . . ., then LB > 0, and the system (2.6) is approximately controllable on [0, r]. 
As a consequence of Theorem 3.4 and Theorem 4.2.10 from [7] we can prove the following theorem.
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Rank
(
 j(λ) : B j
)= nγ j,
Rank(P j Ap : B j) = nγ j, (3.8)
where
 j(λ) = λI R(P j) − λ j P j D −
p∑
i=1
P j A je
−λh j , j = 1,2, . . . .
Proof. Necessity: If the system is approximately controllable on [0, r], then from Theorem 3.3, we obtain that each of the
systems:
y′(t) = Q jΛy(t)+ Q jBu(t), j = 1,2, . . . ,
where
Q jΛ =
(−λ j D +∑pi=1 Ai
∂(·)
∂s
)
is approximately controllable on [0, r]. In this case the operator L : L2([−τ ,0]; Z) → Z is given by
Lψ =
p∑
i=1
Aiψ(−hi),
and trivially satisﬁes the hypothesis (H2). Finally, from Theorem 4.2.10 from [7], we get that
Rank
(
 j(λ) : B j
)= nγ j,
Rank(P j Ap : B j) = nγ j .
Suﬃciency: Suppose that (3.8) holds. Then the systems (3.7) are approximately controllable on [0, r]. On the other hand,
we have that P j BB∗ = BB∗P j . So, applying Theorem 3.4, we obtain that the system (5.1) is approximately controllable
on [0, r]. 
4. Conclusion and applications
As one can see, this work can be generalized to a broad class of functional reaction–diffusion equation in a Hilbert
space Z of the form:⎧⎪⎪⎨⎪⎪⎩
dz(t)
dt
=Az(t)+ Lzt + Bu(t), z ∈ Z , u ∈ U , t > 0,
z(0) = φ0,
z(s) = φ(s), s ∈ [−τ ,0),
(4.1)
where A is given by
Az =
∞∑
n=1
An Pnz, z ∈ D(A), (4.2)
Z and U are Hilbert spaces, L : L2([−τ ,0]; Z) → Z is linear and bounded, B ∈ L(U , Z), the control u belong to L2([0, r];U )
and φ0 ∈ Z , φ ∈ L2([−τ ,0]; Z). Some examples of this class are the following well-known systems of partial differential
equations with delay.
Example 4.1. The equation modeling the damped ﬂexible beam:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2z
∂2t
= −∂
3z
∂3x
+ 2α ∂
3z
∂t∂2x
+ z(t − τ , x)+ u(t, x), t  0, 0 x 1,
z(t,1) = z(t,0) = ∂
2z
∂2x
(0, t) = ∂
2z
∂2x
(1, t) = 0,
z(0, x) = φ0(x), ∂z
∂t
(0, x) = ψ0(x), 0 x 1,
z(s, x) = φ(s, x), ∂z
∂t
(s, x) = ψ(s, x), s ∈ [−τ ,0), 0 x 1,
(4.3)
where α > 0, u ∈ L2([0, r]; L2[0,1]), φ0,ψ0 ∈ L2[0,1] and φ,ψ ∈ L2([−τ ,0]; L2[0,1]).
852 A. Carrasco, H. Leiva / J. Math. Anal. Appl. 345 (2008) 845–853Example 4.2. The strongly damped wave equation with Dirichlet boundary conditions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2w
∂2t
+ η(−)1/2 ∂w
∂t
+ γ (−)w = Lwt + u(t, x), t  0, x ∈ Ω,
w(t, x) = 0, t  0, x ∈ ∂Ω,
w(0, x) = φ0(x), ∂z
∂t
(0, x) = ψ0(x), x ∈ Ω,
w(s, x) = φ(s, x), ∂z
∂t
(s, x) = ψ(s, x), s ∈ [−τ ,0), x ∈ Ω,
(4.4)
where Ω is a suﬃciently smooth bounded domain in RN , u ∈ L2([0, r]; L2(Ω)), φ0,ψ0 ∈ L2(Ω) and φ,ψ ∈ L2([−τ ,0]; L2(Ω))
and τ  0 is the maximum delay, which is supposed to be ﬁnite. We assume that the operators L : L2([−τ ,0]; Z) → Z is
linear and bounded and Z = L2(Ω).
Example 4.3. The thermoelastic plate equation with Dirichlet boundary conditions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂2w
∂2t
+2w + αθ = L1wt + u1(t, x), t  0, x ∈ Ω,
∂θ
∂t
− βθ − α∂w
∂t
= L2θt + u2(t, x), t  0, x ∈ Ω,
θ = w = w = 0, t  0, x ∈ ∂Ω,
w(0, x) = φ0(x), ∂w
∂t
(0, x) = ψ0(x), θ(0, x) = ξ0(x), x ∈ Ω,
w(s, x) = φ(s, x), ∂w
∂t
(s, x) = ψ(s, x), θ(s, x) = ξ(s, x), s ∈ [−τ ,0), x ∈ Ω,
(4.5)
where Ω is a suﬃciently smooth bounded domain in RN , u1,u2 ∈ L2([0, r]; L2(Ω)), φ0,ψ0, ξ0 ∈ L2(Ω) and φ,ψ, ξ ∈
L2([−τ ,0]; L2(Ω)) and τ  0 is the maximum delay, which is supposed to be ﬁnite. We assume that the operators
L1, L2 : L2([−τ ,0]; Z) → Z are linear and bounded and Z = L2(Ω).
5. An open problem
In this section we consider as a possible future investigation the interior controllability of the following system of
parabolic equations with delays:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= Dz +
p∑
i=1
Ai z(t − hi, x)+ B1ωu(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω,
(5.1)
where Ω is a bounded domain in RN of class C2, ω is an open nonempty subset of Ω , 1ω denotes the characteristic
function of the set ω, D is an n × n nondiagonal matrix whose eigenvalues are semi-simple with nonnegative real part,
0 < h1 < h2 < · · · < hp represent the point delays, τ = hp ; C, Ai ∈ L(Rn), i = 1,2, . . . , p, u belong to L2([0, r];U ) (U =
L2(Ω,Rn)) and φ0 ∈ Z , φ ∈ L2([−τ ,0]; Z) with Z = U .
A very important particular case is the nD heat equation:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂z(t, x)
∂t
= z + z(t − τ , x)+ 1ωu(t, x), t ∈ (0, r],
∂z
∂η
= 0, x ∈ ∂Ω, t ∈ (0, r],
z(0, x) = φ0(x), x ∈ Ω,
z(s, x) = φ(s, x), s ∈ [−τ ,0), x ∈ Ω.
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