A low-complexity orthogonal multiplierless approximation for the 16-point discrete cosine transform (DCT) was introduced. The proposed method was designed to possess a very low computational cost. A fast algorithm based on matrix factorization was proposed requiring only 60 additions. The proposed architecture outperforms classical and state-of-the-art algorithms when assessed as a tool for image and video compression. Digital VLSI hardware implementations were also proposed being physically realized in FPGA technology and implemented in 45 nm up to synthesis and place-route levels. Additionally, the proposed method was embedded into a high efficiency video coding (HEVC) reference software for actual proof-of-concept. Obtained results show negligible video degradation when compared to Chen DCT algorithm in HEVC.
Introduction
The discrete cosine transform (DCT) [1, 2] is a pivotal tool for digital image processing [3] [4] [5] .
Indeed, the DCT is an important approximation for the optimal Karhunen-Loève transform (KLT), being employed in a multitude of compression standards due to its remarkable energy compaction properties [5] [6] [7] [8] [9] . Because of this, the DCT has found at applications in image and video coding standards, such as JPEG [10] , MPEG-1 [11] , MPEG-2 [12] , H.261 [13] , H.263 [14] , and H.264 [15] .
Moreover, numerous fast algorithms were proposed for its computation [16] [17] [18] [19] [20] [21] [22] .
Designing fast algorithms for the DCT is a mature area of research [17, [23] [24] [25] ; thus it is not realistic to expect major advances by means of standards techniques. On the other hand, the development of low-complexity approximations for DCT is an open field of research. In particular, the 8-point DCT was given several approximations, such as the signed DCT [26] , the level 1 DCT approximation [27] , the Bouguezel-Ahmad-Swamy (BAS) series of transforms [4, 5, 7, 28, 29] , the rounded DCT (RDCT) [8] , the modified RDCT [30] , the multiplier-free DCT approximation for RF imaging [31] , and the improved approximate DCT proposed in [9] . Such approximations reduce the computational demands of the DCT evaluation, leading to low-power consumption and highspeed hardware realizations [9] . At the same time, approximate transforms can provide adequate numerical accuracy for image and video processing.
In response to the growing need for higher compression rates related to real time applications [32] , the high efficiency video coding (HEVC) video compression format [33] was proposed.
Different from its predecessors, the HEVC employs not only 8×8 size blocks, but also 4×4, 16×16, and 32×32. Several approximations for 16-point DCT based on the integer cosine transform [34] were proposed in [35] , [36] and [37] . These transformations are derived from the exact DCT after scaling the elements of the DCT matrix and approximating the resulting real-numbered entries to integers [36] . Therefore, real multiplications can be completely eliminated, at the expense of a noticeable increase in both the additive complexity and the number of required bit-shifting operations [2] .
A more restricted class of DCT approximations prescribe transformation matrices with entries defined on the set C = {0, ±1/2, ±1, ±2}. Because the elements of C imply almost null arithmetic complexity, resulting transformations defined over C have very low-complexity, requiring no multiplications and a reduced number of bit-shifting operations. In this context, methods providing 16-point low-cost orthogonal transforms include the Walsh-Hadamard transform (WHT) [38, 39] , BAS-2010 [4] , BAS-2013 [29] , and the approximate transform proposed in [40] , here referred to as BCEM approximation. To the best of our knowledge, these are the only 16-point DCT approximations defined over C archived in literature. Approximations over C are adequate the HEVC structure [9] and are capable of minimizing the associated hardware power consumption as required by current multimedia market [32] .
The aim of this paper is to contribute to image and video compression methods related to JPEG-like schemes and HEVC. Thus, we propose a 16-point approximate DCT, that requires neither multiplications nor bit-shifting operations. Additionally, a fast algorithm is sought, aiming to minimize the overall computation complexity. The proposed transform is assessed and compared with competing 16-point DCT approximations. The realization of the propose DCT approximation in digital VLSI hardware as well as into a HEVC reference software is sought.
This paper unfolds as follows. In Section 2, we propose a new 16-point DCT approximation and detail its fast algorithm. Section 3 presents the performance analysis of the introduced transformations and compare it to competing tools in terms of the computational complexity coding measures, and similarity metrics with respect to the exact DCT. In Section 4, a JPEG-like image compression simulation is described and results are presented. In Section 5, digital hardware architectures for the proposed algorithm are supplied for both 1-D and 2-D analysis. A practical real-time video coding scenario is also considered: the proposed method is embedded into an open source HEVC standard reference software. Conclusions and final remarks are given in the last section.
Proposed transform
Several fast algorithm for the DCT allow recursive structures, for which the computation of the N -point DCT can be split into the computation of N 2 -point DCT [1, 2, 17, [41] [42] [43] . This is usually the case for algorithms based on decimation-in-frequency methods [23, 41] .
In account of the above observation and judiciously considering permutations and signal changes, we designed a 16-point transformation that splits itself into two instantiations of the low-complexity matrix associated to the 8-point RDCT [8] . The proposed transformation, denoted as T, is given by: 
Because the entries of T are in {0, ±1} ⊂ C, the proposed matrix is a multiplierless operator.
Bit-shifting operations are also unnecessary; only simple additions are required. Additionally, the above matrix obeys the condition: T · T ⊤ = [diagonal matrix], where superscript ⊤ denotes matrix transposition. Thus, the necessary conditions for orthogonalizing it according to the methods described in [44] , [8] and [45] are satisfied. Such procedure yields the following orthogonal 16-point DCT approximation matrix:Ĉ = S · T,
In the context of image and video compression, the diagonal matrix S can be absorbed into the quantization step [4, 5, 7, 8, 25, 45, 46] . Therefore, under these conditions, the complexity of the approximationĈ can be equated to the complexity of the low-complexity matrix T [40, 46] .
Matrix-based fast algorithm design techniques yield a sparse matrix factorization of T as given below:
where 
(1) and matrix P 2 performs the simple permutation (0)( 1 8) (2 4 3 11 10 7 12 2)(5 9 13 14 6 5)(15) in cyclic notation [47, p. 77] . Matrices I n andĪ n denote the identity and counter-identity matrices of order n, respectively.
Computational Complexity and Evaluation
In this section, we aim at (i) assessing the computational complexity of the proposed approximation,
(ii) evaluating it in terms of approximation error, and (iii) measuring its coding performance [2] .
For comparison purposes, we selected the following state-of-the-art 16-point DCT approximations:
BAS-2010 [4] , BAS-2013 [29] and the BCEM method [40] . We also considered the classical WHT [38] and the exact DCT as computed according to the Chen DCT algorithm [42] . This latter method is the algorithm employed in the HEVC codec by [48] . 
Arithmetic Complexity
The computational cost of a given transformation is traditionally measured by its arithmetic complexity, i.e, the number of required arithmetic operations for its computation [2, 41, 49] . Considered operations are multiplications, additions, and bit-shifting operations [41] . Table 1 lists the operation count for each arithmetical operation for all considered methods. Total operation count is also provided.
The proposed transform showed 6.25% less total operation count when compared with the WHT or BAS-2013 approximation. Considering BAS-2010 or the BCEM approximation, the introduced approximation required 16.67% less operation overall. As a more strict complexity assessment, even if we take only the additive complexity into account, the proposed transformation can still outperform all considered methods. It is also noteworthy that the proposed method has the lowest multiplicative complexity among all considered methods. Moreover, to the best of our knowledge, the proposed transformation outperforms any meaningful 16-point DCT approximation archived in literature.
Similarity Measures
For the approximation error analysis, we considered three tools: the DCT distortion [50] , the total error energy [8] , and the mean square error (MSE) [1, 2] . This set of measures determines the similarity between the exact DCT matrix and a given approximation. These quality metrics are briefly described as follows.
Let C be the exact N -point DCT matrix andC be a given N -point DCT approximation.
Adopting the notation employed in [37] , the DCT distortion ofC is given by:
where · is the Euclidean norm [51] . The DCT distortion captures the difference between the exact DCT matrix and a candidate approximation by quantifying the orthogonality among the basis vectors of both transforms [37] .
Taking the basis vectors of the exact DCT and a given approximation as filter coefficients, the total error energy [8] , measures the spectral proximity between the corresponding transfer functions [26] . Invoking Parseval theorem [52] , the total error energy can be evaluated according to:
where · F is the Frobenius norm [51] .
The MSE is a well-established proximity measure [2] . The MSE between C andC is given by [2, 24] :
where tr ( · ) is the trace function [53] and R is the covariance matrix of the input signal. Assuming the first-order stationary Markov process model for the input data, we have that
. . , N , and the correlation coefficient ρ is set to 0.95 [2, 24] . This particular model is suitable for real signals and natural images [2, 24, 45] . The minimization of MSE values indicates proximity to the exact DCT [2] .
Coding Measures
We adopted two coding measures: the transform coding gain [37] and the transform efficiency [2] .
The transform coding gain quantifies the coding or data compression performance of an orthogonal transform [2, 37] . This measure is given by [2, 54] :
where s ij andc ij are the (i, j)-th entry ofC · R ·C ⊤ andC, respectively.
On the other hand, the transform efficiency [2] is an alternative method to compute the compression performance. Denoted by η, the transform efficiency is furnished by:
Quantity η(C) indicates the data decorrelation capability of the transformation. The KLT achieves optimality with respect to this measure, presenting a transform efficiency of 100 [2] . Table 2 summarizes the results for the above detailed similarity and coding measures. For each figure of merit, we emphasize in bold the two best measurements. The proposed transform displays consistently good performance according to all considered criteria. This fact contrasts with existing transformations, which tend to excel in terms of similarity measures, but perform limitedly in terms of coding performance; and vice-versa. Therefore, the proposed transform offers a compromise, while still achieving state-of-the-art performance.
Results

Application to image compression
The proposed approximation was submitted to the image compression simulation methodology originally introduced in [26] and employed in [4, 5, 7, 8, 29, 40] . In our experiments a set of 45 512×512 8-bit grayscale images obtained from a standard public image bank [55] was considered to validate the proposed algorithm. We adapted the JPEG-like compression scheme for the 16×16 matrix case, as suggested in [4] .
The adopted image compression method is detailed as follows. An input 512×512 image was divided into 16×16 disjoint blocks A k , k = 0, 1, . . . , 31. Each block A k was 2-D transformed according to B k =C · A k ·C ⊤ , where B k is a frequency domain image block andC is a given approximation matrix. Matrix B k contains the 256 transform domain coefficients for each block.
Adapting the zigzag sequence [56] for the 16×16 case, we retained only the r initial coefficients and set the remaining coefficients to zero [4, 5, 7, 8, 26, 29, 40] , generating B ′ k . Subsequently, the inverse transformation was applied to B ′ k according to:
The above procedure was repeated for each block. The rearrangement of all blocks A ′ k reconstructs the image, which can be assessed for quality.
Image degradation was evaluated using two different quality measures: (i) the peak signal-tonoise ratio (PSNR) and (ii) the structural similarity index (SSIM) [57] -a generalization of the universal image quality index [58] . In contrast to the PSNR, SSIM definition takes advantage of known characteristics of the human visual system [57] . Following the methodology adopted in [8] and [40] , we calculated average PSNR and SSIM values for all 45 images. According to Figs. 1 and 2 , the proposed transform outperforms other methods for r ≤ 50, which correspond to high-compression rates. Therefore, the proposed transform is in consonance with ITU recommendation for high-compression coding in real time applications [32] . For r > 50, discussed methods are essentially comparable in terms of image degradation.
As a qualitative comparison, Fig. 3 shows the compressed Lena image at r = 16 (93.75% compression) obtained from each considered method. The proposed transform offered less pixelation and block artifacts; demonstrating its adequacy for high-compression rate scenarios.
Digital Architecture and Realization
In this section, hardware architectures for the proposed 16-point approximate DCT are detailed. to assess the performance of the proposed algorithm in real time video coding, the introduced approximation was also embedded into an HEVC reference software [59] . 
FPGA and ASIC realizations and results
The above discussed architecture was physically realized on a FPGA based rapid prototyping system for various register sizes and tested using on-chip hardware-in-the-loop co-simulation. The architecture was designed for digital realization within the MATLAB environment using the Xilinx System Generator. Xilinx Virtex-6 XC6VLX240T-1FFG1156 device was employed to physically realize the architecture on FPGA with fine-grain pipelining for increased throughput. The realization was verified on FPGA chip using a Xilinx ML605 board at a clock frequency of 50 MHz.
The FPGA realization was tested with 10,000 random 16-point input test vectors using hardware co-simulation. Test vectors were generated from within the MATLAB environment and routed to the physical FPGA device using JTAG based hardware co-simulation. Then measured data from the FPGA was routed back to MATLAB memory space.
Evaluation of hardware complexity and real time performance considered the following metrics:
the number of used configurable logic blocks (CLB), flip-flop (FF) count, critical path delay (T cpd ), and the maximum operating frequency (F max ) in MHz. The xflow.results report file was accessed to obtain the above results. Dynamic (D p ) and static power (Q p ) consumptions were estimated using the Xilinx XPower Analyzer. Results are shown in Table 3 .
For the ASIC implementation, the hardware description language code was ported to 45 nm CMOS technology and subject to synthesis and place-and-route steps using the Cadence Encounter. Table 4 .
Among the considered competitors, the BAS-2010 [4] showed arithmetic complexity and coding to synthesis and place-and-route steps using the Cadence Encounter. The results are shown in Table 5 and Table 6 . Compared to the BAS-2010, the proposed transform is faster when both the FPGA implementation and CMOS synthesis is considered while having similar performance in hardware usage and dynamic power consumption. Importantly, the proposed is better in image quality as evidenced by Fig. 3 .
Real time video compression software implementation
In order to assess real-time video coding performance, the proposed approximation was embedded into the open source HEVC standard reference software by the Fraunhofer Heinrich Hertz Institute [59] . The original transform prescribed in the selected HEVC reference software is the scaled approximation of Chen DCT algorithm [42, 48] and the software can process image block sizes of 4×4, 8×8, 16×16, and 32×32.
Our methodology consists of replacing the 16×16 DCT algorithm of the reference software by the proposed 16-point approximate algorithm. Algorithms were evaluated for their effect on the overall performance of the encoding process. For such, we obtained rate-distortion (RD) curves for The RD curves and selected frames reveal that the difference between the original HEVC and the implementation with the proposed approximation is negligible. In fact, in Fig. 6 the maximum PSNR difference is 0.56 dB, which is very low. Fig. 7 shows that both encoded video streams are almost identical. These results confirm the adequacy of the proposed scheme.
Conclusion
This work proposed a new orthogonal 16-point DCT approximation. The introduced transform offers a very low computational cost, outperforming-to the best of our knowledge-all competing methods. Moreover, the proposed transform performed well as an image compression tool, specially at high compression rate scenarios. By means of (i) comprehensive computational simulations, (ii) hardware implementation (both in FPGA and ASIC), and (iii) software embedding, we demonstrated the adequacy and efficiency of the proposed method, which is suitable for codec schemes, like the HEVC. Additionally, the introduced transformation offers an unusual good performance balance among several metrics, as shown in Table 2 . This suggests that the applicability of proposed transform is not limited in scope to the image and video compression context. 
