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Aquaculture is a growing industry globally; however, genomic resources are lacking for 
the aquaculture farming industry. The Greenshell™ Mussel (GSM) is an endemic species 
of economic importance to the New Zealand aquaculture industry and is currently the 
largest aquaculture export by both volume and value. The development of a mussel 
hatchery has enabled establishment of breeding program for GSM, reducing the 
industry’s reliance on sources of wild mussels. Current breeding approaches rely on the 
accurate recording of pedigrees to select mating pairs and destructive methods to record 
phenotypes. 
The advent of Next Generation Sequencing, lower sequencing costs and 
new genotyping technologies such as Genotyping-By-Sequencing (GBS) have resulted in 
the development of genomic tools for industries where the cost was previously 
prohibitive. Here, we have developed a genomic toolbox for GSM to enable the 
implementation of genomic tools for applications including parentage assignment, 
genomic selection, estimating relatedness between individuals and genome wide 
association studies. In order to do this, we have assembled a draft de novo genome using 
a combination of Illumina short-read sequencing, Illumina TruSeq Synthetic Long Reads 
and a de novo transcriptome assembly. Bivalve mollusc genomes have features that 
increase the difficulty of de novo assemblies, including significant levels of 
heterozygosity and high levels of repeats. Therefore, a range of genome assembly 
methods were tested to generate a high quality, 1.1Gb genome assembly for the GSM. 
This assembly will provide a foundation for further research into this economically and 
culturally important species for both breeding purposes and conservation efforts. 
An additional advantage of whole genome sequencing was that high depth coverage of 
the GSM mitochondrial genome was obtained, enabling assembly into a complete contig 
and clarity of the relationship of GSM to other Perna species and species from the 
Mytilidae family. Furthermore, the mitogenome enabled insight into unique features of 
bivalve mitochondrial inheritance patterns and the identification of a putative 
truncated atp8 gene that was previously thought to be absent in Mytilid mitogenomes. 
 
   
 
The nuclear genome assembly was utilised to develop a high throughput GBS 
platform for use as a cost effective tool for GSM breeding. In order to develop this, three 
enzyme combinations were tested along with five GBS SNP calling pipelines, including 
two de novo methods and two reference based methods, to identify an optimal, high-
throughput, cost effective GBS method. Furthermore, the effects of different filtering 
pipelines were tested on biologically relevant outcomes, utilising breeding populations to 
assess the accuracy of genomic parentage assignment and validate the pipeline to ensure 
quality for implementation in industry. 
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The GreenshellTM Mussel (Perna canaliculus) is a native New Zealand shellfish species 
of economic importance to the New Zealand aquaculture industry and also considered a 
taonga, or treasure, by Māori. Mussels are found naturally around the New Zealand 
coastline and farmed mainly in the Coromandel and Marlborough but also in Auckland, 
Golden Bay, Canterbury and Southland (Aquaculture New Zealand, 2018). P. canaliculus 
is a bivalve mussel from the Mytilidae family. It has two sister species from the Perna 
genus, Perna perna  and Perna viridis that are found around the eastern coastlines of 
South America and around Africa (P. perna) and around the coast of Asia and Australia 
(P. viridis) (Cunha et al. 2014).  
 Overview of current farming methods for the 
Greenshell™ Mussel  
 
The Greenshell™ Mussel (GSM) is the NZ aquaculture industries largest export by both 
volume and value (Aquaculture New Zealand, 2018). In 2017, 99,716 tonnes of mussels 
were harvested, generating export revenues of $307 million (Aquaculture New Zealand, 
2018) and exporting mussels to over 70 countries (Symonds et al. 2018).  
 
Current farming methods rely on the collection of wild mussel spat (seaweed with small, 
juvenile mussels attached) that are washed up on Ninety Mile Beach (Northland) or 
collected via specifically designed drop ropes in Golden Bay and Marlborough Sounds 
(Carton et al., 2007). The wild spat is transported and then re-seeded onto drop ropes 
using a Japanese method. The spat is seeded onto the ropes by holding it near the ropes 
using a mesh material, until they attach to the growing ropes. Furthermore, re-seeding 
onto new ropes occurs again during their growth period to thin out and encourage growth. 
The mussels are harvested when they have grown to 90 – 120 mm, usually between April 
and December. Depending on the growing conditions, mussels usually take between 12 
– 24 months to reach a harvestable size (Symonds et al. 2018).  
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Globally, bivalve mollusc farming is heavily reliant on reseeding of wild spat onto farms, 
as the life cycle of only a handful of mollusc species is fully understood (Hollenbeck & 
Johnston 2018). The reliance on wild spat collection for bivalve farming is neither cost 
effective nor sustainable and results in variations in stock levels and variability due to 
natural variations in the environment, such as El Niño events and leaves farming methods 
vulnerable to climate change (Alfaro et al. 2010). In addition, there is no room for genetic 
improvement of livestock, which has been shown to improve terrestrial and finfish 
farming methods (Yáñez et al. 2015; Gjedrem 2005; Ashby et al. 2018).  
 
The NZ aquaculture industry has set an ambitious goal of increasing the value of exports 
to over $1 billion by 2025 (Aquaculture New Zealand 2018). To aid this achievement, a 
GSM breeding programme was started by the Cawthron Institute in 2002 with a founding 
cohort of 75 families generated from wild stock. 
These families are added to on a yearly basis with 
crosses from top-performing families and 
introduction of additional wild stock. Pedigree has 
been recorded for breeding crosses and mating 
selection is chosen through Pedigree-based Best 
Linear Unbiased Prediction (PBLUP) (Camara & 
Symonds 2014). A world first, state of the art 
mussel hatchery has been developed in Nelson, 
New Zealand by BreedCo Ltd, a joint-partnership 
between SPATnz (primary growth partnership 
cofounded between the crown and Sanford) and 
Cawthron, generating spat in captivity. Figure 1.1 
outlines the process used by SPATnz for breeding. 
Mussel crosses are chosen based on performance 
from existing families and crosses from related 
individuals are avoided using the recorded 
pedigree. The crosses are reared as single families in tanks in the mussel hatchery and 
nursery. These are grown until 50mm when they are engraved with a unique family 
identifier and seeded onto mixed-family drop ropes. The mussels are grown until harvest 
size where they are destructively sampled to record desirable phenotypes while single 
Figure 1.1 – Overview of the process used by 
SPATnz for breeding mussels. Overview of the 
mussel breeding process used by SPATnz to 
generate spat and select broodstock families. 
Reprinted with permission from SPATNZ. Source 
http://www.spatnz.co.nz/.   
 
   
 
3 
family drop ropes are maintained for broodstock (Camara & Symonds 2014; Symonds et 
al. 2018).  
 
Although the life cycle of GSM has been established, allowing for hatchery breeding, 
limitations in mussel farming still exist (Camara & Symonds 2014). During the early 
rearing stages, mussels are highly susceptible to bacterial and viral infections, as well as 
other conditions that are still not understood (personal communications, Rodney Roberts, 
SPATnz, 2016). This can result in entire batches of spat being lost. In addition, families 
are reared in the same tanks from a juvenile stage as they cannot be engraved until they 
reach 50mm, this can confound family effects in later data analysis (Camara & Symonds 
2014). During the juvenile rearing, tanks are cleaned by removing the mussels using a 
sieve. When the mussels are at a very juvenile stage, they can get caught in the sieves and 
accidentally transferred to a different family tank. This can lead to mislabelling and 
misinformation contained in pedigree records (Personal Communication, Camara and 
Roberts, Cawthron and SPATnz, 2015). Due to the current reliance on pedigree-based 
methods for breeding, this can have flow on effects for the breeding programme. While 
pedigree-based breeding methods are cheaper than genomic-based methods, they are not 
as accurate as full siblings are given the same genetic merit regardless of the genomic 
inheritance (Goddard & Hayes 2007). The reliance on between family selections, 
recorded pedigrees and phenotype selection, contrasts with terrestrial farming methods 
that have developed and use genomic-based methods, which has been shown to increase 
gains and farming productivity (Gjedrem 2005). As global demand in aquaculture is 
increasing, there is a need for sustainable farming in order to meet the growing market 
and ambitious goals (Symonds et al. 2018). Current aquaculture farming methods are 
heavily dominated by Salmonids and other finfish (Robledo et al. 2017) whereas most 
bivalve farming methods are reliant on the collection and re-seeding of wild spat. The use 
of wild stocks makes it impossible to implement genomics in farming. The establishment 
of a mussel hatchery in Nelson (New Zealand) by SPATnz in 2012 has enabled the 
breeding of mussels with the aim to reduce the reliance on wild spat and select for 
desirable traits such as shell length and meat weight (Camara & Symonds 2014). 
However, current methods rely heavily on the use of recorded pedigrees, between family 
selection and destructive phenotyping. Developing and implementing genomic tools 
would allow methodologies routinely utilised in terrestrial breeding including more 
accurately assessment of mating pairs; enable parentage assignment and verification; 
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genomic selection for desirable traits; genome wide association studies (GWAS) and to 
provide genomic merit to traits inherited by families rather than scoring all based on 
phenotypes. Furthermore, breeding schemes may be altered to include, for example, 
mixed mating with known parents to avoid tank affects and other genetics by environment 
affects (Camara & Symonds 2014). 
Despite being a large and highly diverse phylum accounting for a quarter of marine 
species (Takeuchi 2017), very few genomic resources are available for molluscs.  At the 
time of commencing this PhD thesis, there were only two bivalve assemblies available; 
the Pacific Oyster (Zhang et al. 2012) and the Pearl Oyster (Takeuchi et al. 2012). Despite 
great resource allocation to each of these genomes, both are fragmented assemblies and 
highlight the difficulty of generating de novo assemblies for these highly heterozygous 
species (Takeuchi 2017). In addition, there is no genome assembly available for the Perna 
clade, hence the P. canaliculus reference genome will be the first of the clade and 
generation of genomic tools will further the current limited knowledge of the genomics 
of the mollusca phylum and Perna clade. Furthermore, the resulting bioinformatics 
methods and difficulties of generating tools for highly heterozygous species and 
providing bioinformatics methods that can be utilised for the development of tools and 
pipelines in other species. 
Very little research has been carried out to date on the genome of GSM and there are very 
limited genomic resources available. Previous research has identified GSM has 15 pairs 
of chromosomes and an estimated genome size of 1.1 Gb (Thiriot-Quievreux 2002). In 
addition, the high levels of heterozygosity identified in bivalve molluscs (Takeuchi 2017) 
suggest there will be similar levels in GSM that will influence the de novo assembly.  
This thesis focuses on the de novo assembly of a draft genome of GSM and the 
development and implementation of a genotyping-by-sequencing (GBS) pipeline for the 
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 De novo Genome Assembly 
 
The decreasing cost of Next Generation Sequencing (NGS) has enabled an abundance of 
sequence information for a species, and potentially even a genome assembly, even 
without previous genomic research into that species (Goodwin et al. 2016). In addition, 
the proliferation of such genome projects has created a framework in which comparison 
of target species to other related references further supports the process of sequencing and 
annotation.  A wealth and abundance of de novo genome projects are now available on 
NCBI, with 6,560 eukaryote genomes publicly available as of September 17th 2018. The 
proliferation of draft genome assemblies has enabled evolutionary and comparative 
genomic studies to identify commonalities and evolutionary differences in genomes 
(Baker 2012; Berthelot et al. 2014; Lien et al. 2016) and enabling research to unique 
features of species, such as the stress response of oysters (Zhang et al. 2012). In addition, 
assembled genomes provide the blueprint of an organism enabling a template to base and 
compliment further genomic studies, including genome structure, modification, 
expression and variation (Baker 2012; Narzisi & Mishra 2011).  
 
 Sequencing Technologies  
 
Early sequencing projects, such as the Human Genome (Lander et al. 2001; Venter et al. 
2001), used bacterial artificial chromosomes (BACs) and yeast artificial chromosomes 
(YACs) to clone regions of the genome that were then sequenced using capillary-based 
Sanger sequencing. This method works by denaturing the double stranded DNA and 
binding primers near the genomic regions of interest. A polymerase is used to extend the 
complimentary strand, and when dideoxynucleotides are incorporated the extension 
reaction stops, so that no further nucleotides can be added to the DNA chain. Each 
dideoxynucleotide has its own fluorescent label, making it possible to determine and 
record the terminal dideoxynucleotide. The length of the fragments are sorted by capillary 
electrophoresis and the terminating dideoxynucleotide is read via laser, building up the 
nucleotide sequence downstream of the primer. Sanger sequencing is still seen as the 
‘gold standard’ of sequencing methods and is used to validate parts of genomes and 
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sequence hard to assemble regions (Goodwin et al. 2016), as it generates medium reads 
850 – 1,000 bp, with high accuracy of ~99.999% (Shendure & Ji 2008). However, it is 
a low-throughput and high-cost method for sequencing whole genomes (Goodwin et al. 
2016). 
Assembling long Sanger reads uses overlap consensus graphs and hashing algorithms to 
assemble low coverage long reads and enable sequencing across long repetitive regions, 
arguably generating better quality de novo assemblies than using short reads. However, 
these methods were expensive and generally only used for large scale, consortium 
assemblies of model organisms, reviewed in Goodwin et al. 2016.  
High-throughput sequencing technologies were developed in the mid 2000’s, reducing 
the cost of sequencing a genome 50,000-fold, while improvements in chemistry and 
technology increased sequencing capabilities. The length of the reads reduced, resulting 
in changes to de novo assembly strategies from medium sequence lengths with low 
coverage (~5x) to short reads with high coverage (60 – 100x) (Desai et al. 2013). High 
coverage was also required to account for a higher error rate in reads compared to Sanger 
sequencing. Two of the first NGS technologies to become commercially available and 
economical use sequencing by synthesis chemistry were pyrosequencing (Roche 454) and 
sequencing by synthesis (Solexa and Illumina).  
Roche 454 sequencing uses emulsion PCR (emPCR) to sequence 400 – 500 nt paired 
reads. Sequencing starts with the ligation of two adaptors onto each end of fragmented 
DNA. The 5’ adapter is labelled with a biotin, enabling the separation of the two strands 
of DNA by binding the biotin to streptavidin beads. The free strands are bound to beads 
and titrated and emulsified by reagents. Each bead contains a single template of DNA, 
which is amplified on the bead. Beads are placed on a PicoTiterPlate with DNA 
polymerase and additional beads containing sulfurylase and luciferase. The plate is placed 
in a sequencer and each nucleotide is added sequentially. Complimentary nucleotides 
bind to DNA strands on the bead, generating a light signal that is read by a camera in the 
sequencing machine. As more nucleotides bind to the complimentary template, the 
strength of the signal increases and this is proportional to the number of bound 
nucleotides. This can result in errors in homopolymer regions (Goodwin et al. 2016).    
Illumina sequencing generates large volumes of 100 – 350 nt paired-end reads, depending 
on the machine and flow cells (Illumina 2017). The sequencing workflow starts with 
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sample preparation. Adapters containing sequencing binding sites and complimentary 
oligonucleotides that attach to the flow cell are ligated to the ends of DNA fragments. 
The library is amplified using PCR and added to the flow cell. The 5’ adaptors ligate to 
complimentary oligonucleotides on the flow cell, bridge over and the 3’ adaptors ligate 
to other complimentary oligonucleotides. The cluster is bridge amplified, the strands 
denatured, generating two copies of each strand, and repeated. This generates clusters of 
single stranded fragments. After clustering, a template binds to the adaptor and 
sequencing is initiated with the addition of a fluorescently-labelled nucleotide to the 
sequencing primer. An image of the flow cell is taken, the location and fluorescence from 
the nucleotide is recorded and another nucleotide is added to the chain. This repeats for a 
specified number of cycles, the number of cycles equals the length of the read sequenced. 
At the completion of sequencing the first read, the product is washed; the sequencing 
template for the 3’ end added and sequencing for a pair to the original read is started. This 
process generates pairs of reads, usually 2×100 nt in length but depending on the machine 
and chemistry can increase to 2×300 nt. For fragments with short insert sizes, these pairs 
can be overlapped to generate longer reads. It also allows for the ends of longer fragments 
to be sequenced, generating reads that span a longer region with a gap of known size 
between the reads (Goodwin et al. 2016,). 
Illumina sequencing reads have a quality, or phred score (Ewing et al. 1998), predicted 
for each base. The error rate of the reads is ~0.1%, but varies depending on length and 
quality. The quality reduces towards the ends of the reads as the reagents become less 
active. In addition, the multiple PCR steps increases the risks of random errors 
incorporated into sequencing and PCR bias occurring in genomic regions with low GC 
coverage (Ross et al. 2013). Illumina sequencing has also shown a bias against regions 
with low or high GC content and the short read lengths prevent regions with long repeats 
from being accurately assembled with Illumina sequencing alone (Goodwin et al. 2016). 
To overcome some of the disadvantages of Illumina sequencing, samples are sequenced 
to a high depth to correct errors; PCR substitutions and assist with assembly by allowing 
for computational algorithms to piece together short reads into longer contiguous regions 
of sequence (contigs).  
Advancement in library preparation techniques has enabled Illumina short read 
technology to be applied to multiple applications. In particular, the sequencing of the ends 
of large fragment sizes enables the pseudo-sequencing of longer fragments, enabling 
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reads to span longer regions and link contigs together into scaffolds. Figure 1.2 depicts 
the three main Illumina sequencing technologies used for genome assembly. Paired-end 
reads are used to sequence regions with short insert sizes (200 bp, 350 bp or 500 bp) and 
mate-pair reads sequence regions with insert sizes in the thousands (3,000 bp to 10,000 
bp). The development of TruSeq Synthetic Long Reads (TSLR) (Kuleshov et al. 2014) 
utilised fragments of length 8,000 – 10,000 bp, diluting and labelling the fragment sizes 
and using an in silico approach to re-assemble the fragment sizes post-sequencing to 
generate synthetic long-reads.  
The introduction of more cost-effective long-read technologies such as Pacific 
Biosciences SMRT (Single Molecule Real Time) (PacBio) (Mccarthy 2010), Oxford 
Nanopore (ONT) reads (Mikheyev and Tin 2014) and 10x Genomics (Mostovoy et al. 
2016) have allowed for cost-effective alternatives to Sanger sequencing. These 
sequencing technologies have become mainstream since the commencement of this 
thesis. However, application of these technologies to species such as GSM has only 
recently become economically feasible because the high error rates of PacBio and ONT 
reads require high depth for accurate de novo assembly. In addition, TSLR reads could 
only be obtained in New Zealand through an established HiSeq platform, whereas access 
to long-read sequencing technology required sample export. This is an important 
consideration when sequencing native New Zealand species because of concerns around 
cultural safety that could emerge where samples or genome sequence information have 
been sent to overseas parties that do not understand or respect the requirements of the 
Nagoya agreement (Wynberg & Laird 2018). The TSLR reads also have many of the 
same benefits as other long reads and can be used for improving genome assembly using 
hybrid approaches, de novo assembly from long-reads or whole-genome haplotyping 
(Kuleshov et al. 2014). Another approach to improve genome assemblies uses 
transcriptome reads to scaffold contigs based on linking together exons which can appear 
on multiple contigs. Tools such as L_RNA_Scaffolder (Xue et al. 2013) have been shown 
to improve de novo genome assemblies with the aid of transcriptome data by increasing 
both the scaffold length and also the accuracy of the genome. Transcriptomes have been 
utilised to improve genome assemblies from short read data for multiple species, 
including a nematode (Mortazavi et al. 2010); the American eel (Pavey et al. 2017) and 
two species of beetles (Wu et al. 2018).  
  
 




Figure 1.2 - Overview of Illumina sequencing technologies used for genome assembly. Paired-end 
libraries are sequenced from small fragments of DNA with short insert sizes. After DNA extraction, the 
DNA is fragmented and size selected. Adapters are ligated to the ends of the DNA and these are amplified 
and sequenced from both ends, generating pairs of sequencing reads for each fragment. The sequenced reads 
are between 100 – 125 bp in length (Illumina HiSeq 2500) or up to 250 bp using an Illumina rapid flow cell. 
The paired-end reads allow for DNA fragment libraries of 200, 350 or 500 bp to be sequenced. Mate-pair 
libraries allow for fragments to span longer regions of the genome using 100 bp reads. After DNA extraction, 
DNA is fragmented and size selected for 3,000, 5,000 or 8,000 bp in length. A biotin label is ligated to one 
end, the DNA is then circularised with the other end ligated to the biotin. Circularised DNA is fragmented, 
generating linear fragments and the biotin label is pulled down. The DNA is sequenced from the biotin 
outwards, capturing the ends of the fragments. These reads are used for scaffolding contigs in an assembly. 
Synthetic long-read libraries are 10 – 12 kb in length and sequenced as short (100 bp) paired end libraries 
before being re-assembled in silico. DNA is extracted and size selected. The fragments diluted and placed 
into 384 wells, at around 3,000 fragments per well. Fragments are amplified in each well using long range 
PCR, pooled and sequenced using paired-end sequencing. Post sequencing, the pools are demultiplexed and 
assembled separately, generating synthetic long reads that can be used for scaffolding and assembly gap 
filling.  
 
   
 
10 
 De Bruijn graph assembly 
 
Short read assemblers employ de Bruijn graph assembly algorithms to reduce the 
computational requirements needed to order short 
reads into longer contiguous sequences. De Bruijn 
graph assemblers split reads into all possible 
kmers (all the possible substrings of a string that 
are of length k) of a specified length. The kmer 
graph is then traversed to identify a path which 
links kmers together into contigs. An Eulerian 
path, where each kmer is travelled once to 
generate edges, is used rather than a Hamiltonian 
path, where edges are generated through pairwise 
alignment before being traversed. Hamiltonian 
paths are computationally expensive as there is no 
simple way of solving them classing them as NP-
complete algorithms. Eulerian paths are easier to 
solve and thus reduce computational time, making 
them more efficient and useful for de novo 
genome assembly, as shown in Figure 1.3 
(Compeau et al. 2011).  
 
 Short read de novo 
assemblers  
 
To date, there is no one assembler that produces 
optimal assemblies across all species. One of 
the practical considerations for de novo genome 
assembly from Assemblathon 2 (Bradnam et al. 2013) was that several genome 
assemblies should be generated from multiple assemblers and adjusted parameters rather 
than relying on one assembler. Assemblers such as Velvet (Zerbino & Birney 2008) 
perform well on bacterial genomes and other small genomes while assemblers such as 
Figure 1.3 – De Bruijn graph assembly of short 
reads into contiguous sequences. Short reads are 
broken into smaller sequences called kmers of a 
length specified, in this case a kmer size of 4. 
Redundancy in the kmers are removed, and a graph 
is generated of all possible overlaps and relationships 
between the kmers. The kmers are aligned, and 
assembled into a long contiguous sequence, or 
contig.  
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ALLPATHS-LG are designed for large genomes (Gnerre et al. 2011). Assemblathon 1 
(Earl et al. 2011) used simulated short reads to determine which assemblers work well. 
The assemblers were assessed on different characteristics such as N50 (the length for 
which 50% of the total length of the assembly is contained in sequences as long as or 
longer than), average contig/scaffold length, total number of residues and maximum 
length of contig/scaffold. The ALLPATHS-LG assembler had the highest overall ranking 
in Assemblathon 1, therefore was chosen to be used with the mussel data for this thesis.  
Assemblathon 2 used data from three different organisms, a bird, a fish and a snake. Again 
each entry was assessed using different characteristics and this time included CEGMA 
(Parra et al. 2007), which uses a group of 248 highly Conserved Eukaryotic Genes (CEGs) 
and identifies how many of these genes are present in a de novo genome assembly, as a 
way of measuring the completeness of a new assembly. The SOAPdenovo2 assembler 
(Luo et al. 2015) was highly ranked amongst the three different organisms, and thus was 
chosen for use with the mussel dataset as well. In addition, the Platanus assembler 
(Kajitani et al. 2014) was developed for sequencing highly heterozygous genomes and 
was used effectively for the assembly of the Philippine horse mussel (Modiolus 
philippinarum) and a deep-sea mussel (Bathymodiolus platifrons) genome. The ABySS 
assembler, although not highly ranked, produced assemblies with high CEGMA values, 
therefore was also chosen due to the apparent accuracy of the assembler. The recently 
published ABySS 2.0 assembler (Jackman et al. 2016) is an update to version 1 and 
employs a bloom filter to reduce the memory requirements of the de Bruijn graph from 
short reads. This assembler was chosen at a later date for a comparison to the first ABySS 
assembler.  
 
 Bivalve mollusc genome assemblies  
 
At the commencement of this thesis, only two mollusc genomes had been assembled, 
these were the Pacific Oyster (Zhang et al., 2012) and the Pearl Oyster (Takeuchi et al. 
2012).  The Pacific Oyster genome assembly used an inbred individual from four 
generations of full-sibling mating. The original approach for assembly used 155x of 
Illumina reads. This was found to generate a highly fragmented assembly due to high 
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levels of heterozygosity and repeats. A second approach used fosmid-pooling and 
sequencing to a depth of 60x coverage.  Zhang et al investigated stress response, looking 
at differentially expressed genes in relation to apoptosis and heat shock and comparing 
them to human and sea urchin.  This indicated an increased natural response to stress and 
changing environment present in molluscs, also identifying 8,654 oyster-specific genes.   
The Pearl Oyster genome assembly (Takeuchi et al., 2012) used whole genome shotgun-
sequencing approach, incorporating longer Roche 454 reads (~450 nt) as well as short 
Illumina reads.  The Pearl Oyster has a similar genome size and GC content to GSM.  
Thus, the genome assembly of the Pearl Oyster shows similarities to the GSM assembly, 
allowing a comparison of assembly metrics to help determine the quality of the mussel 
assembly. 
These genome assemblies highlighted the complexity of bivalve mollusc genomes and 
the challenges of de novo assembly. Both oyster genome assemblies identified high level 
of repeats, 31.9% in Pacific oyster (Zhang et al. 2012) and 37.5% in pearl oyster 
(Takeuchi et al. 2012).  Repeats are difficult to assemble from short read data due to the 
short kmer sizes used are unable to traverse the de Bruijn graph (Compeau et al. 2011). 
Reads with longer insert sizes can be used to link together fragmented contigs into 
scaffolds, enabling the estimation of the gap size based on the insert sizes and linking the 
gaps with ‘N’s. In addition to high levels of repeats, molluscs are highly heterozygous 
species, the Chilean mussel has an estimated heterozygosity rate of 1 in 25 bases 
(Peñaloza et al. 2014). This causes bubbles to form in the de Bruijn graph as discrepancies 
between kmers occur. In order to resolve these, short fragments, or branches, are 
generated, resulting in fragmented assemblies (Compeau et al. 2011).  
 
 Outline of sequencing approach for P. canaliculus draft genome 
assembly  
 
The draft genome assembly of P. canaliculus began in mid-2012. This was prior to the 
publication of the Pacific Oyster genome that highlighted issues with de novo assemblies 
of bivalve molluscs. At the time, the approach used for cost-effective de novo assemblies 
was using high coverage (144x) short reads with varying insert size (200 bp and 500 bp) 
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and mate-pair libraries with long (3 kb and 8 kb) insert sizes. This is outlined in Figure 
1.4. As the project progressed, Illumina TruSeq Synthetic long reads became available 
and were sequenced at a very low coverage to gap-fill and further extend the scaffolds. A 
transcriptome for GSM was also assembled to aid the genome assembly. The assembled 
transcripts were used to link together exons assembled across multiple scaffolds.  
 
 




Figure 1.4 Outline of de novo assembly using different sequencing technologies. Paired-end 
libraries of varying short insert sizes are assembled into contiguous sequences (contigs) using de Bruijn 
graph algorithms. Mate-pair libraries are mapped to the contigs, linking contigs together into scaffolds. 
Gaps between contigs are filled with ‘N’s for the approximate length of the gap based on the insert size 
of the mate pair. Long-reads are used to further link scaffolds together by mapping the long reads to 
the contigs/scaffolds. They are also used to fill in the gaps generated by the mate pairs. A 
Transcriptome can be used to further scaffold an assembly into ‘super scaffolds’. The transcriptome 
is mapped to the exonic regions of the scaffolds. If multiple scaffolds map to the same scaffold, these 
are joined together to create super scaffolds.  
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 Mitochondrial Genome  
 
Whole genome sequencing (WGS) is a powerful tool for sequencing the nuclear genome 
of a species. In addition to the nuclear genome, organelles such as the mitochondria and 
chloroplasts are also captured in WGS (Wu et al. 2012; Ekblom et al. 2014). The 
abundance of mitochondria in a eukaryote cell results in multiple copies of the 
mitogenome being extracted and sequenced along with the nuclear genome. This results 
in high coverage of the mitogenome sequenced alongside the nuclear genome (Ekblom et 
al. 2014). 
The mitochondrion is a cellular organelle that acts as the ‘power house’ for the cell. It is 
responsible for the generation of energy in the form of Adenosine triphosphate (ATP) by 
way of metabolic pathways (Burger et al. 2003). The mitochondria possess their own 
genome (mitogenome), which is compact when compared to the nuclear genome. 
Eukaryotic mitogenomes are 15 - 60 kb in length and circular (Burger et al. 2003), 
encoding ~37 genes comprising: two ribosomal RNAs (rRNA) that are a component of 
ribosomes and used for protein synthesis; 22 transfer RNAs (tRNA) that is used in the 
translation of messenger RNA to protein and 13 protein coding genes involved in 
respiration pathways. Mitochondrial tRNAs contain different sequences to nuclear tRNAs 
and among mitochondria of different species, there are variations in the genetic code. 
Mitochondrial genes are specific for use in the mitochondrion and other components 
needed by mitochondria are imported from the nuclear genome (Burger et al. 2003).  
Due to the small size and compactness of the mitogenome, it is often assembled as an 
entire contig during the de novo assembly of the nuclear genome. This can be easily 
identified and a useful aid for further understanding the species of interest. Due to the 
inheritance of the mitogenome, typically in animals via the maternal line, and lack of 
recombination, the mitogenome is an ideal resource for phylogenetic analysis between 
species. Both the Perna viridis (Li et al. 2012) and Perna perna (Uliano-Silva et al. 2016) 
mitogenomes have been sequenced. The sequencing of Perna canaliculus completes the 
Perna genus and enables accurate phylogenetic research to identify the ancestry of the 
clade. Wood et al (2007) used intergenic spacers ITS1 and ITS2 from the nuclear genome 
and the COI gene from the mitogenome to predict P. perna and P. canaliculus diverged 
more recently than P. viridis and P. canaliculus. Tools are now available that utilise the 
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whole mitogenome to build phylogenetic trees (https://github.com/igorrcosta/phylomito). 
This will allow for further investigation into the relationships of the clade and other 
mussel species.  
The inheritance patterns of mitogenomes in mammalian species show the mitogenome is 
generally inherited solely through the maternal line (Birky 2001). However, some mussel 
species have a unusual pattern of inheritance where mitogenomes are inherited from both 
the maternal (F) and paternal (M) lineage, with male mussels displaying doubly 
uniparental inheritance (DUI) patterns, while females inherit just the maternal copy 
(Breton et al. 2007). Some, but not all species of mussels follow DUI while others follow 
the mammalian pattern of maternal inheritance (Breton et al. 2007). It has been 
hypothesised that DUI could be responsible for sex determination in species of mussels 
with this trait (Breton et al. 2017).  
In addition to DUI, the absence of atp8, which encodes ATP synthase membrane subunit 
8, is another unique characteristic of some bivalve mitogenomes. It was thought that all 
Mytilid mitogenomes lacked an atp8 until a putative open reading frame (ORF) was 
identified (Breton et al. 2010). This gene is truncated in several Mytilids, including P. 
viridis (Li et al. 2012), suggesting it may be undergoing selection that is resulting in its  
translocation to the nuclear genome (Breton et al. 2010). The presence of atp8 in P. viridis 
(Li et al. 2012) and absence in P. perna (Uliano-Silva et al. 2016) highlights the plasticity 
of mitogenomes in the Perna clade. There is currently no understanding of this in P. 
canaliculus, therefore, the assembly and annotation of the P. canaliculus mitogenome 
provides the resources to give insight into the presence, absence and truncation of atp8 in 
the Perna clade in addition to providing genomic resources to further study DUI in 
mussels.     
 
 Genotyping technologies  
 
The reduction in cost of sequencing technologies has enabled the development of low-
cost methods to detect single nucleotide polymorphisms (SNPs) in individuals. There is 
now a wealth of marker platforms developed to genotype individuals, scaling from a few 
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dozen markers (microsatellites) to hundreds of thousands of markers (Genotyping-by-
Sequencing) depending on the downstream application (Dodds et al. 2015).  
 
 Oligonucleotide based sequencing technologies 
 
1.4.1.1 Microsatellite markers  
Microsatellite or short simple repeat (SSR) markers are derived from short tandem repeats 
found throughout eukaryote genomes. Microsatellite markers are amplified using primers 
that flank the repeat and PCR to assess amplicon size variation resulting from variations 
in tandem repeats. Therefore, are subject to biases and polymorphisms in primer regions 
i.e., resulting in null alleles (Zane et al. 2002; Goddard & Hayes 2007). A panel of 
microsatellite markers was developed in 2008 for parentage assignment in P. canaliculus 
(MacAvoy et al. 2008). Of 49 markers developed and tested, only 10 were successfully 
amplified and implemented in this species. Similarly, in Mytilus galloprovincialis, a panel 
of 135 microsatellites were developed to assign parentage and for genomic selection of 
commercial traits. Of these 135 microsatellites, only 10 PCR-amplified successfully 
across the 2,536 mussel progeny. Of these, only 62.5% were able to be assigned to parents 
(Nguyen et al. 2011). This highlights the difficulty of identifying, successfully 
amplifying, and accurately genotyping microsatellites in mussels, most likely due to the 
high levels of heterozygosity observed in mussels interfering with primer binding across 
a wide range of individuals. In addition, microsatellite markers are low density and also 
not suitable for the high throughput implementation required by industry.  
 
1.4.1.2 SNP Chip arrays 
Microarrays comprising multiple SNPs (SNP Chips) are currently considered a ‘gold 
standard’ for genotyping thousands of SNPs simultaneously (Lipshutz et al. 1999; 
Gunderson et al. 2005; Kijas et al. 2012). The development of SNP chip arrays requires 
sequencing and SNP calling across large numbers and populations of the species of 
interest, requiring large upfront development cost. In addition, they rely on monomorphic 
oligonucleotide primers of at least 20 bases flanking the SNP, similar to microsatellites 
markers, and can result in ascertainment bias as the markers can be derived from different 
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populations to those being assessed, therefore not all SNPs will necessarily be present 
and/or absent in different populations (Heslot et al. 2013). 
Two oyster SNP chips have been developed and are available. The first is a high density 
SNP chip for Pacific oyster (Crassostrea gigas) consisting of 190,000 (190k) SNPs 
Affymetrix Axiom genotyping technology. This was developed using whole genome 
sequencing from 472 oysters, of which, 54 million SNPs were called and heavily filtered 
to 886 k; 190 k of which were added to the chip. These included SNPs with associated 
Quantitative Trait Loci (QTLs) for desirable traits. Of the 190 k SNPs, 70% were found 
to be polymorphic (Qi et al. 2017). The second SNP chip is dual species, medium density 
chip for both Pacific oyster and European flat oyster (Ostrea edulis). SNPs were identified 
from whole genome pool sequencing of 203 Pacfic oysters, identifying 12.4 million 
putative SNPs and from de novo Reduced Site-associated DNA sequencing (RADseq) of 
160 European flat oysters using PstI restriction enzyme, identifying 588,266 putative 
SNPs. These were filtered down to 40,625 SNPs and 14,950 SNPs for Pacific oyster and 
European flat oyster, respectively, which were combined for the SNP chip. Of these, 
68.2% and 74.6% of the SNPs were identified as high quality for Pacific oyster and 
European flat oyster, respectively (Gutierrez et al. 2017).  
While SNP Chip arrays generate high confidence, high throughput genotypes, the 
development of high-quality SNP chips require large-scale sequencing of multiple 
individuals and populations of a species to generate enough information and coverage for 
even a medium density chip (Gutierrez et al. 2017). However, the use of reduced 
representation sequencing methods such as RADseq and GBS to identify SNPs can 
complement array design, but still requires large upfront sequencing, development and 
testing time. In addition, the cost of purchasing SNP chips is prohibitive except for species 
with a large consortium and a guaranteed number of purchased chips. This makes them 
economically unfeasible for small, niche species with relatively low throughput.  
1.4.1.3 Sequenom MassARRAY  
Sequenom MassARRAY (San Diego, CA) genotyping is a high-throughput method for 
detecting biallelic SNPs using MALDI-TOF (matrix-assisted laser desorption/ionization 
time-of-flight) mass spectrometry to genotype up to 40 markers in several thousand 
samples efficiently. To do this, oligonucleotide primers are designed and regions of 
interested amplified by PCR. Nucleotides are added and a complimentary base is added 
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to the position after the primer, where the SNP is located. The MALDI-TOF mass 
spectrometry detects the mass of the added nucleotide, detecting differences in the mass 
of each nucleotide and thus the difference in base (Bradic et al. 2011).  
Sequenom MassARRAY assays have been used for parentage assignment in blue mussels 
(Nguyen et al. 2014). To do this, a de novo genome was assembled using Illumina short 
read sequencing, generating 2.3 million contigs with an N50 of 846 bp. SNPs were 
detected using the same mussel and sequence data used for the assembly, identifying 422 
SNPs of which, 227 were validated. Parentage assignment was done on 1,538 progeny 
using 179 SNPs and validated with pedigree recorded information. Of those, 92.5% of 
the parentage assignments were concordant with the pedigree. It was hypothesised that 
the 7.5% of progeny that were non-concordant were due to unintentional gamete 
contamination and unintentional half-siblings occurring due to late fertilisation from 
mating pairs (Nguyen et al. 2014).  
 Reduced-Representation Sequencing Technologies  
The increase in availability and use of NGS has reduced the cost of high-throughput 
sequencing (Metzker 2010; Goodwin et al. 2016). This combined with the development 
of technologies such as reduced-representation sequencing (RRS) has allowed for cost-
effective and efficient sequencing of multiple samples in a single lane of sequencing by 
using molecular barcoding to multiplex samples. There are now several methods for 
generating RRS sequencing, including RADseq (Baird et al. 2008), 2b-RAD (Wang et al. 
2012), ddRAD (Peterson et al. 2012), ezRAD (Toonen et al. 2013), SLAF-seq (Sun et al. 
2013) and Genotyping-by-Sequencing (GBS) (Elshire et al. 2011; Dodds et al. 2015; 
Poland et al. 2012). These methods are based on restriction enzyme digests to generate 
size fractions of genomes and methodologies vary during library preparation stage and 
the combinations of enzymes used (Andrews et al. 2016); however, all the methods listed 
work via a similar principle. The DNA of each sample is digested using the restriction 
enzymes, reducing the complexity of the genome and allowing for a small percentage of 
the genome of each sample to be sequenced. In addition, some of the methods utilise a 
size selection step, allowing for the same regions across individuals to be sequenced and 
further reducing the chances of sequencing repeat regions (Baird et al. 2008; Dodds et al. 
2015).  
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One of the main advantages of RRS is that little previous knowledge of the species of 
interest is required (Rowe et al. 2011). The libraries generated from RRS simplify the 
downstream analysis stage, reducing the computational resources needed to analyse the 
data. In addition, tools have been developed and optimised for de novo analysis of the 
sequencing, therefore, a reference genome is not an absolute requirement (Catchen et al. 
2011; Glaubitz et al. 2014). However, it has been shown that a reference genome or a 
genome of a closely related species will improve the quality of the SNPs generated 
(Shafer et al. 2017). In addition, RRS does not require upstream research needed for the 
implementation of oligonucleotide based marker identification. Due to this, RRS has been 
widely adopted for use in multiple areas of research that rely on genomic analysis, 
including livestock (De Donato et al. 2013; Gurgul et al. 2018), plant breeding (Chung et 
al. 2017) and conservation genomics (Narum et al. 2013; Andrews et al. 2016). Another 
advantage of RRS is the SNPs called using the methodology can be used directly for 
downstream applications, and also for discovery of SNPs for the implementation of 
oligonucleotide-based methods and targeted approaches to genotyping (Gutierrez et al. 
2017).   
AgResearch has developed a GBS method based on the Cornell method (Elshire et al. 
2011) with modifications as outlined in Dodds et al. 2015, as shown in Figure 1.5. This 
method has been developed into a commercial, low-cost, high-throughput method with 
fast turnaround time for industry (Ashby et al. 2018; GenomNZ 2018). This is ideal for 
species such as the GSM, which is highly polymorphic and would benefit significantly 
from high-throughput genomic markers but cannot justify the cost or the sample 
throughput required for the development of SNP Chip arrays. This GBS method can be 
tailored by choice of restriction enzyme depending on the desired outcome and size of the 
genome. Restriction enzymes with short recognition sites or wobble bases such as ApeKI 
(G’CWGC), are found more frequently in the genome, therefore generating shorter 
fragments, whereas restriction enzymes with longer recognition sites, such as PstI 
(CTGCA’G), are less frequent in the genome and generate longer fragments. Combining 
enzyme choice with fragment size selection allows for the proportion of genome selected 
and subsequent read depth can be optimised depending on the desired downstream 
applications of the data. The combination of these adjustments allows for either a large 
proportion of the genome to be sampled, i.e., using ApeKI with a large fragment size, or 
a small proportion of the genome to be sampled, i.e., PstI with a small fragment size. 
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Altering the proportion of the genome sampled increases or decreases the read depth of 
sequenced fragments within a lane. Another consideration is the number of samples 
multiplexed for sequencing. A low number of samples with a low proportion of the 
genome sequenced increases the read depth per SNP; therefore, is useful for experiments 
that require high depth and low number of SNPs and can be used for absolute genotype 
calls (Hendricks et al. 2018). By increasing the number of samples sequenced, this 
reduces the depth per SNP but also reduces the cost per sample sequenced and utilising 
probabilistic based methods (Dodds et al. 2015; Korneliussen et al. 2014) that can be used 
for industry purposes such as parentage assignment and genomic selection. 
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Figure 1.5 Overview of generation of GBS libraries. 1. DNA is extracted from an individual and 2. digested using 
restriction enzymes. 3. The digested fragments are size selected using a Pippin. Unique barcodes for each individual and 
sequencing adapters are ligated to the ends of the fragments. 4. This is done in a 96 well plate. Each sample is amplified 
using PCR, 5. before all samples are pooled, PCR amplified again and 6. sequenced to 100 nt using single-end sequencing 
on an IIllumina HiSeq 2500.  
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 Use of Reduced-Representation Sequencing in Aquaculture  
 
Since the development of single digest RADseq in 2008 (Baird et al. 2008), RRS has been 
adopted by the Aquaculture industry as a low-cost method to generate SNPs (Robledo et 
al. 2017). To date, most research has focussed on finfish for applications including the 
identification of disease resistance quantitative trait loci (QTL); genomic selection; sex 
determination; generation of genetic linkage maps; parentage assignment and SNP 
identification, as reviewed by Robledo et al 2017. In addition to RADseq, GBS has been 
used for selection of disease resistance in Atlantic salmon (Kristjansson et al. 2017).  
To date, the focus of RRS in bivalves has been on the generation of genetic linkage maps 
and identification of QTL for a range of traits in oysters and scallops (Shi et al. 2014a; Li 
& He 2014; Jiao et al. 2014). In addition, 2b-RAD has been utilised for genomic selection 
in scallop breeding (Dou et al. 2016) and RADseq has been used as a tool to distinguish 
between Mytilus species (Wilson et al. 2018).  
 Research Aims 
 
The overall aim of this PhD is not only to provide the genomic resources required to 
enhance the New Zealand Greenshell™ Mussel (GSM) industry, but also increase our 
current limited knowledge of the genetics of this bivalve. To achieve this, a high-quality 
draft genome for P. canaliculus will be assembled using a combination of Illumina 
paired-end, mate-pair and TruSeq Synthetic Long-Reads. Several bioinformatics 
pipelines and data processing steps will be analysed to assess an optimal pipeline for 
assembling the genome of a highly heterozygous organism. In addition, a de novo 
transcriptome assembly will be utilised for scaffolding. There will be sufficient sequence 
data to derive an assembled mitochondrial genome that can be annotated and utilised to 
investigate mitochondrial anomalies found in bivalve molluscs including doubly 
uniparental inheritance and the presence/absence of atp8. These combined resources will 
give an insight into the P. canaliculus species itself, as well as relationships among sister 
mussel species and more distant relatives.  
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The draft genome will be utilised to develop and assess a cost-effective genotyping tool 
in collaboration with the GSM industry to ensure a high-throughput method is developed 
and optimised for GSM for downstream applications of interest for industry including 
parentage assignment.  
 
 Thesis Outline 
 
Consultation and permission for this project was sought from the Ngāi Tahu Research 
Consultation Committee in July 2011.  
Chapter 2 describes the comparison of four commonly used de novo assemblers to 
identify a short-read assembler that generates a de novo assembly of high-quality from 
paired-end reads and mate-pair reads. The assembly was optimised by comparing three 
different filtering methods, and the kmer value was optimised. The assembly was further 
improved with use of TruSeq Synthetic Long-Reads (TSLR) and a de novo transcriptome 
assembly. The quality of the assembly was assessed using traditional assembly metrics 
such as N50 and mean sample length. Additionally, the tool CEGMA was utilised to 
identifying the percentage of core eukaryotic genes found completely or partially in the 
assembly. This in turn provides an assessment of the genome quality. Genes marked as 
missing by CEGMA were searched against the scaffolds and raw data to identify if the 
raw data and subsequent assembly did not cover the whole genome or if the genome was 
too fragmented for all genes be to identified by CEGMA.  
The work covered in this chapter was conceived by Professor Neil Gemmell, Dr. Shannon 
Clarke and Rachael Ashby. DNA was extracted by Hayley Baird (AgResearch); the short-
read and mate-pair libraries were generated and sequenced by NZGL; the ‘clean’ dataset 
was generated by Anar Khan (AgResearch); the TSLR library was generated and 
sequenced by Rayna Anderson and Tracey Van Stijn (AgResearch). The bioinformatics 
steps and QC for generating the TruSeq Synthetic Long Reads was performed by Dr. 
Rudiger Brauning (AgResearch). The Perna canaliculus sample was obtained from a 
local commercial source.  
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Chapter 3 outlines the identification, validation and annotation of the Perna canaliculus 
mitochondrial genome. In addition, the absence of Double Uniparental Inheritance (DUI) 
and presence of truncated atp8 are investigated. RNA-Seq data is used as a first look for 
potential differential gene expression patterns in the mitochondrial genome.  
All work in this chapter is conceived and performed by Rachael Ashby in consultation 
with Professor Neil Gemmell, Dr. Chris Brown and Dr. Shannon Clarke.  
Chapter 4 identifies an optimal pipeline for calling SNPs using GBS by comparing three 
different restriction enzyme combinations and five commonly used SNP calling pipelines 
and two short-read sequencing aligners.  
The concept was developed and implemented by Rachael Ashby in consultation with Dr. 
Shannon Clarke with Dr. Jane Symonds and Nick King (Cawthron) and Dr. Rodney 
Roberts (SPATnz), in consultation with Professor Neil Gemmell. Samples were supplied 
by SPATnz and DNA extraction, library preparation and sequencing performed by 
Hayley Baird (AgResearch). Advice for bioinformatics and statistics were given from Dr. 
Rudiger Brauning and Dr. Ken Dodds (AgResearch).  
Chapter 5 describes the validation of the SNP calling pipeline outlined in Chapter 4 and 
implementation of the SNPs called for applications that are of interest to industry, 
including parentage assignment and validation. In addition, existing data was used for 
development of an initial linkage map to aid QTL identification and GWAS studies.  
Consultation for this chapter was done by Rachael Ashby and Dr. Shannon Clarke with 
Dr. Jane Symonds and Nick King (Cawthron) and Dr. Rodney Roberts (SPATnz). Advice 
on statistic methods was given by Dr. Ken Dodds (AgResearch) and aid with the 
generation of the linkage by Timothy Bilton (Otago University/AgResearch).  
Chapter S1 describes the de novo assembly of the GSM transcriptome from six samples 
and four tissue samples. The transcriptome assembly and RNA-Seq data was used in 
Chapters 2 and 3. Annotation identified transcripts from non-mussel origin including 
from bacteria, viral, fungi, algae and protists.  
RNA was extracted from commercially-sourced mussels by Rachael Ashby. Library 
preparation and sequencing was done by NZGL limited. Experimental concept was 
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designed and implemented by Rachael Ashby in consultation with Dr. Chris Brown 
(Otago), Professor Neil Gemmell (Otago) and Dr. Shannon Clarke (AgResearch).  
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2 De novo genome assembly of the New 




Bivalve molluscs are an important species in the aquaculture industry, yet despite this are 
an inherently understudied and underrepresented species in genomic databases. We have 
generated a draft assembly of the New Zealand Greenshell™ Mussel using a combination 
of Illumina paired-end; mate-pair; TruSeq Synthetic Long-Reads and a transcriptome 
assembly. It is the first assembly of the Perna genus and the second of the Mytilidae 
family to be assembled. The draft assembly has a total length of 870 Mb with an N50 of 
10.7 Kb spread across 296k scaffolds. An additional metric of genome completeness 
based on a set of 248 core genes found conserved amongst eukaryote genomes. This 
identified 42% CEGMA genes found completely assembled and 80% CEGMA genes 
found partially assembled. This is a genetic framework upon which genetic tools may be 
built for the mussel industry, and provides more information on the limited knowledge of 
mussel genomics for future research to be based. 
 Introduction 
 
The Mollusca phylum is a highly species rich phylum, the second largest with over 
100,000 species (Halanych & Kocot 2017). Yet despite this, there are limited genomes 
available and most assemblies are highly fragmented drafts (Takeuchi 2017). Mussels are 
highly divergent bivalve molluscs that have adapted to survive in many environments, 
including extreme conditions such as hydrothermal vents (Sun et al. 2017). Being highly 
adaptive, they are found globally and can become invasive species (Uliano-Silva et al. 
2014), as well as an important aquaculture species (Camara & Symonds 2014; Nguyen et 
al. 2014). The Greenshell™ Mussel (GSM) (Perna canaliculus) is an important species 
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to the New Zealand aquaculture industry, currently worth over $300m per year in exports 
(Aquaculture New Zealand 2018). Despite this there is currently no reference genome 
available for GSM and very limited genomic resources. In addition, there is no genome 
assembly for the Perna genus and only a highly fragmented genome of a distantly related 
mussel, the Mediterranean mussel Mytilus galloprovincialis (Murgarella et al. 2016), 
severely limiting any research into comparative genomics and research into why and how 
mussels are such a divergent group.   
The advent of short-read (less than 150 nt), shotgun sequencing required new methods of 
genome assembly. Early genome assemblies such as the human genome (Venter et al. 
2001) used Sanger sequencing (800 – 1,000 bp) and assembled the reads into long 
contiguous reads known as contigs using Overlap Layout Consensus (OLC) Graphs.  
With the introduction of short reads, new assembly algorithms were required to manage 
the huge growth in raw data and also to be able to assemble the short reads into contigs. 
Other methods were subsequently developed to sequence the ends of large kilobase length 
DNA fragments. These mate-pair reads are used to help link the contigs together into 
longer scaffolds. With de novo genome assembly, the overall aim is to assemble scaffolds 
into chromosomes. However, most genome assemblies remain incomplete and in a draft 
state. This is mainly due to the expense of completing genomes and restrictions in 
computational resources.  
There are currently multiple de novo assemblers available; however, most comparisons 
to date have been unable to identify a consensus approach for de novo assembly of all 
organisms. This is because many assemblers are developed for particular assemblies and 
work more effectively with genomes similar to those that they have been developed for. 
The effectiveness of an assembler is inhibited by differences at the genomic level, 
including variation in percentages of repeats; differing levels of heterozygosity; 
differences between wild type and inbred samples, often resulting in different assemblers 
being required for specific species and not necessarily optimal for all species. 
Comparisons of de novo assemblers have identified that different algorithms perform 
significantly different with the same data (Earl et al. 2011; Bradnam & Fass 2013; 
Salzberg et al. 2012). Bivalve molluscs have been shown to have high levels of repeats 
and heterozygosity (Takeuchi 2017), resulting in difficulties when assembling these sort 
of mollusc genomes from short reads (Zhang et al. 2012). Due to the low number of 
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mussel genomes currently published, there is currently no consensus method for 
assembling mussel genomes.  
This chapter uses a novel approach to assemble a highly repetitive and heterozygous 
genome of GSM using a mixture of high depth short-reads, mate-pair reads and TruSeq 
Synthetic Long-Reads. In addition, a de novo transcriptome assembly was used to 
scaffold the genome assembly further. This chapter also highlights differences among 
short-read de novo genome assemblers and identifies the power of long read sequencing 
and a transcriptome assembly for gap filling and linking fragmented contigs into 
scaffolds. 
   
 Methods 
 
 DNA Extractions and Library Preparations 
 
DNA was extracted from the mantle and abductor muscle of a male mussel purchased 
from a local supermarket in late 2012, likely originating from Kaitaia (Northland, New 
Zealand) spat. DNA was extracted by Hayley Baird, AgResearch. The mantle and 
abductor muscle tissue was cut and 20 – 40 mg was placed into a 1.5 mL microcentrifuge 
tube containing 500 μL of TNES and 25 μL of freshly prepared proteinase K (200 
mg.mL-1) then vortexed to mix. This was incubated overnight at 37C and 1,400 rpm then 
centrifuged at full speed for 10 mins. The resulting supernatant was transferred to a fresh 
microcentrifuge tube and an equal volume of chloroform:isoamyl alcohol (24:1) was 
added and the tube was shaken vigorously then centrifuged at 13,000 rpm for 5 mins. The 
aqueous layer was removed, and the chloroform steps repeated. A 50 μL aliquot of 7.5 
M Ammonium Acetate and 1.25 volumes ice cold absolute ethanol (200 μL solution and 
250 μL ethanol) was added and the tube was inverted to mix and incubated at -20C for 
one hour before being centrifuged at full speed for 10 mins. The supernatant was 
discarded and 1 mL of 70% ethanol was added, the tube was then incubated at room 
temperature for thirty minutes then centrifuged at full speed for ten minutes. The 
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supernatant was discarded and the pellet was left to air dry before being re-suspended in 
TE buffer.  
Library preparation and sequencing was undertaken by New Zealand Genomics Limited. 
Two paired-end libraries were prepared, one with an insert size of 200 bp and one 500 
bp. These were sequenced on a full lane each of an Illumina HiSeq2000, as well as 
combined in a single lane with both libraries barcoded. The sequencing generated 100 nt, 
paired-end reads. Two mate-pair large insert libraries were prepared from the same 
mussel, one with a 3,000 bp insert and one with an 8,000 bp insert. Each library was 
sequenced on an Illumina MiSeq, producing 150 nt paired-end sequence. 
 
 Quality Control Analysis and Pre-assembly Processing and 
Analysis  
 
The quality of the FASTQ files was analysed using FastQC version 0.10.1 (Andrews, 
2010). This determines the sequencing quality and identifies any over-represented 
sequences that are indicative of adaptor contamination. FastQC analyses the quality of 
reads by using the phred score at each base call. The phred score (Ewing et al. 1998) is a 
value between 0 (low quality) and 40 (high quality). This indicates the probability of a 
base call being correct at that position in the read, for example a phred score of 20 equals 
one incorrect base call in 100, and 40 equals one incorrect base call in 10,000. FastQC 
also identifies any adaptor contamination in the reads and estimates sequence duplication.  
Prior steps were taken before the commencement of the PhD research to check for 
contamination in the sequence and to generate a trimmed and normalised dataset. To do 
this, the raw data was assessed for contamination by searching a subset of the data against 
the BLAST nt database (Camacho et al. 2009) to identify if there were high levels of 
bacterial, viral, human or other species contamination. The data was cleaned to remove 
low quality reads and normalised to remove redundancy by Anar Khan (AgResearch), an 
approach similar to that described for the Tobacco genome (Sierro et al. 2014) and the 
White Clover genome (Griffiths et al, submitted The Plant Cell). The reads were first 
hard-trimmed by removing seven bases on the 5’ end of all paired-end reads using the 
‘Fastx Trimmer’ from the Fastx Toolkit (Gordon and Hannon, 2010). The reads were then 
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further trimmed of bases that had a phred score below 20 across the length of the read 
using the ‘DynamicTrim’ tool (Cox et al. 2010). Reads shorter than 50 bases in length 
were removed using the ‘LengthSort’ tool while maintaining pairs. Where one read in a 
paired-end pair is discarded, the other read is retained and classed as a widow read to 
keep as many high quality reads as possible. Reads were also checked for adaptors and 
clipped using the cutadapt tool (Martin 2011). Following trimming and adaptor clipping, 
the remaining high quality reads were normalised to reduce redundancy using DigiNorm 
package (Brown et al. 2012). The ‘Normalize-by-Median script’ was used with the –C 
flag of 20 and –k flag of 21, followed by ‘Filter-Abund’ with a –C flag set to 1. The 
resulting FastQ files were sorted back into paired files where the mate was still available 
and widow files where the mate had been filtered.  
The raw paired-end reads were extended in length using FLASH (Fast Length Adjustment 
of Short reads) (Magoč & Salzberg 2011). This identifies any overlaps in the pairs and 
combines the reads to extend the length. A library with a 200 bp insert size should have 
a small overlap and a library with a 500 bp insert size should not overlap unless the insert 
size is not accurate. Based on this, an overlap of 20 was used to ensure the overlap was 
not caused by long repeats and a phred score of 20 was selected to ensure the overlaps 
were based on good quality.   
The above pre-assembly processes generated three datasets, the raw data (Raw Data), data 
that had been adapter clipped, trimmed, and then normalised (Clean Data), and the data 
that had been extended using FLASH (FLASH Data). These datasets are referred to in 
consequent parts of the thesis by the description in brackets.  
 
 Short-read de novo Genome Assembly  
 
All genome assemblies are assessed based on: the total number of residues; scaffold N50; 
longest scaffold; the average scaffold length for scaffolds greater than 500 bp; as well as 
the percentage of complete and partial genes identified by CEGMA in the scaffolds. A 
total of four assemblers were assessed.  
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1) The ALLPATHS-LG assembler (Gnerre et al. 2011) was run using the Raw Data 
set and default settings. ALLPATHS-LG prefers raw data as it does its own data 
processing steps before assembly and also advises against altering the default 
parameters.  
2) The SOAPdenovo2 assembler (Luo et al. 2015) was run on the Raw Data using 
several kmer values to determine the optimal kmer value for the Greenshell™ 
Mussel (GSM) genome. Kmer values used for assessment were 65, 75 and 85.  
3) The Platanus assembler (Kajitani et al. 2014) is designed to be effective for highly 
heterogeneous genomes. An initial kmer value of 65 was chosen with a step size 
of 5 and a memory limit of 500 for the initial assembly for the Raw Data. The 
Platanus scaffold option was used to scaffold the resulting contigs further using 
the 3 kb and 8 kb mate-pair libraries.  
4) The ABySS assembler (Simpson et al. 2009) was used with each of the three 
different datasets (Raw Data; Clean Data; FLASH Data) at a kmer value of 64 to 
determine with the mate-pair data.  
 
 Long-Read Quality Control and Assembly 
 
Three long-read libraries were created using Illumina’s TruSeq Synthetic Long-Reads 
(TSLR) protocol from the DNA extracted from the same animal utilised for the short-
read libraries (Section 3.2.1). The wet lab protocol was performed by Rayna Anderson 
(AgResearch), and the bioinformatics stage by Dr. Rudiger Brauning (AgResearch). 
Library One and Two are technical replicates. The raw long-read data was run through 
CEGMA to assess the number of core genes present in the data. 
The first approach was to treat the synthetic long-reads in a similar manor to corrected 
Pacific Bioscience (PacBio) long-reads using the PBJelly protocol (English et al. 2012) 
with default settings. PBJelly scaffolds de novo assemblies using longer reads to merge 
contigs together.  
The second approach, due to the TSLR having a larger N50 than the short read de novo 
assemblies, used the Celera overlap assembler (Myers 2000) to overlap existing contigs 
from the ABySS-k64 assembly with the Illumina TSLR. The short-read assembly contigs 
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were converted from a FASTA file to a FASTQ file by manually assigning the contigs a 
phred score of 40. The FASTQ files were converted to the Celera CA format using the 
provided ‘FastqToCA’ script. The long-read libraries were specified as ‘Moleculo’ and 
the short-read assembly contigs were specified as ‘Sanger Reads’. The ‘RunCA’ script 
was used to run the overlap assembler using the default parameters. 
Following the protocol in McCoy et al 2014, ‘Minimus2’ from the AMOS toolkit 
(Treangen et al. 2011) was used to merge the short read assembly contigs from the ABySS 
k84 assembly. The reads were first converted to an AFG format file using the ‘ToAmos’ 
tool and the ‘Minimus2’ wrapper script was used with default settings to merge the 
Illumina TSLR with the short-read assembly. The long-read files were merged and 
referred to as the ‘reference file’ for the input.  
The ABySS assembler (Simpson et al. 2009) has the ability to use long reads to scaffold 
existing assemblies produced by ABySS. The long reads were incorporated into the 
ABySS assemblies using the same parameters above for each kmer value.  
The FLASH Data was adapter clipped using trimmomatic (Bolger et al. 2014). A 
mismatch in the adaptor of two bases was allowed, as were reads with a phred score below 
an average of 15 across a four-base window. This was assembled using the ABySSv2 
assembler (Jackman et al. 2016) with a kmer value of 84. 
 
 Using RNA-seq Transcripts to further scaffold the assembly   
 
The ABySS assembly using a kmer value of 84 and scaffolded with the long reads was 
further scaffolded using the transcripts assembled from the RNA-seq data using the 
program L_RNA_Scaffolder (Xue et al. 2013). The program BLAT (Blast-Like 
Alignment Tool) (Kent 2002) was first used to map the transcripts to the assembly 
scaffolds before L_RNA_Scaffolder used the results to link exons on multiple scaffolds 
together based on alignment information. The resulting scaffolds were evaluated using 
N50, longest scaffold, average scaffold length for scaffolds greater than 500 bp, as well 
as the number of complete and partial genes identified by CEGMA. The resulting 
assembly is here after referred to as ABySS-k84-LR-RNA.  
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 Analysing Mate-paired insert sizes 
 
The mate-pair reads (Table 2.1) were mapped back to the ABySS-k84-LR-RNA assembly 
to check the average insert sizes for the libraries. The 3 kb and 8 kb insert size libraries 
were each mapped to the assembly using bowtie2 (Langmead & Salzberg 2012). The 
resulting SAM (Sequence Alignment Map) file for each library was sorted by coordinate 
using picard tools (http://picard.sourceforge.net) ‘SortSam’ tool, and analysed using the 
‘CollectInsertSizeMetrics’ tool.  
 
 Identifying CEGMA Genes in Raw Reads 
 
Post-assembly, the raw reads were analysed to determine the proportion of core eukaryote 
genes (CEGs) identified by CEGMA that were present as this is a metric of assembly 
quality. CEGMA generates a FASTA file containing the mussel specific nucleotide 
sequence of the CEGs as predicted from the transcriptome (Supplementary Chapter S1). 
The CEGs missing from the ABySS-k84-LR-RNA assembly scaffolds were extracted 
from the FASTA file based on the KOG identifier. The sequences were indexed, and the 
raw reads mapped using bowtie2. The mapped reads were extracted from the sorted BAM 
file using SAMtools (Li et al. 2009). Statistics based on the mapped reads were generated 
using the SAMtools idxstats function, read into R and the log fold coverage of raw reads 
per gene was calculated and graphed.  
To determine if there were regions of the genome that were not present in the Raw Data, 
the raw reads were mapped back to the CEGs identified to be complete and partial in the 
genome assembly, as well and the CEGs that were identified as missing from the genome 
assembly. In addition, the missing CEGs were searched against the contigs using 
BLASTN with an evalue set to 10-3 to identify if the missing CEGs were contained in the 
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 Repeat Masker 
 
To identify the level of repeats in the genome assembly, Repeat Masker (Smit et al., 1996) 
was run on the ABySS-k84-LR-RNA assembly. The Rep Base libraries from 31/01/2014 
were used to search against Mollusca, Bivalvia and Metazoan species. A de novo 
approach was then taken, using RepeatModeler, to generate a database of repeats based 
on the mussel abyss-k84-LR-RNA assembly. The same assembly was searched against 




 Data Trimming and Filtering 
 
The metrics for the raw data is shown in Table 2.1. The total number of paired end reads 
generated was 598 million, generating a fold coverage of 109x based on the estimated 
genome size of 1.1 Gb (Thiriot-Quievreux 2002). Figure 2.1 shows an example of the 
FastQC report per base sequence quality graphs for one lane of data with an insert size of 
500 bp. This shows a box plot for the quality score at each position of the reads for 
positions 1 – 9, then 10 bp intervals for the subsequent reads. Part A shows the quality of 
the raw reads and part B shows the quality of the clean reads, after they have been trimmed 
and normalised. This shows that the quality of the raw data becomes poorer towards the 
ends of the reads, which is typical of 100 bp Illumina reads (generated in November 
2012). The clean reads show the quality to be more consistent across the sequence length.  
Bases with a quality less than a phred score of 20 were removed.  
 




Figure 2.1 - FastQC Per Base Sequence Quality Graphs. A. The per base sequence quality graph of a lane of raw 
data with an insert size of 500 bp produced by the FastQC Package. B. The per base sequence quality graph after 
trimming and normalisation. 
 
After trimming, the number of paired-end reads was reduced from 598 million to 584 
million as shown in Table 2.2, reducing the fold coverage from 109x to 98x. After 
normalisation, the number of paired-end reads decreased further to 196 million reads and 
a fold coverage of 42x. Trimming and normalising raw reads aims to increase the overall 
quality of the reads while maintaining as many reads as possible. Trimming is performed 
to increase the quality of the raw reads, while normalisation removes redundancy and 
repetitiveness in the data to reduce the complexity and thus computational power needed 
to execute the assembly. 
Table 2.1 - Summary of raw data generated for genome assembly (Raw Data)  
Library Read Length 
(nt) 





200 bp Paired-End 2x100 338 67,664 
109x 
500 bp Paired-End 2x100 260 51,978 
3 kb Mate-Pair  2x150 10 3,040  
8 kb Mate-Pair 2x150 12 3,466 
 
 
Table 2.2 - Summary of data after pre-processing steps to generate the Clean Data 
Dataset Num. of Read 
Pairs (Millions) 
Num. of Single 
Reads 
Average Read Length 
(nt) 
Fold Coverage 
Raw Data 598  0 100 109x 
Trimmed Data 584  41 k 92 98x 
Normalised Data 196  111,000 k 92 42x 
A. B. 
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One of the disadvantages of the Illumina platform is the short read-length. This can 
complicate the assembly of large, complex genomes and increase the computational 
power needed for de novo assembly (Alkan et al. 2011). To help overcome this problem, 
libraries with large insert sizes are sequenced in place of long reads to link sequences 
assembled from reads with shorter insert sizes. Two paired-end libraries were generated, 
one with short 200 bp insert size, and one with longer 500 bp insert sizes. In addition, two 
mate-pair libraries were sequenced with larger insert sizes of 3 kb and 8 kb.  
Shorter insert sizes, such as the 200 bp reads, can result in an overlap between the pairs. 
This can then be used to generate longer single end reads that can improve a de novo 
assembly. Using a tool called FLASH, the paired-end reads combined to generate longer, 
artificial single-end reads. The results are shown in Table 2.3. Sixty two percent of the 
200 bp insert paired-end reads were merged, increasing the length from 100 nt to an 
average length of 154 nt and 7% of the 500 bp insert size reads were merged, generating 
an average length of 150 nt.  
Table 2.3 - Summary of the reads extended using FLASH (FLASH Data) 
Library Num. of Reads 
(millions) 
Num. of Residues 
(billions) 
Average Length of 
Reads (nt) 
Extended reads – 200bp insert 209 32 154 
Extended reads – 500bp insert 18 2.7 150 
Paired reads – 200bp insert 129 26 100 
Paired reads – 500bp insert 242 48  100 
 
 De novo Genome Assembly  
 
The ALLPATHS-LG assembler (Gnerre et al. 2011) has its own data processing functions 
and it is strongly recommended that raw data is used with this assembler. This assembler 
also optimises for kmer value internally, therefore requiring the user to do little more than 
put the raw data into the program. This resulted in the assembly of 407 Mb assembled 
into 79,572 scaffolds with an N50 of 17 kb as shown in Table 2.4. The CEGMA results 
shown in Error! Reference source not found. identified 3.6% of complete genes and 
10.9% of partial genes in the sequence. This indicates ALLPATHS-LG assembled just 
under a third of the genome based on total length and the low proportion of CEGMA 
genes indicates the assembly is very poor, lacking a large region of the genome.  
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SOAPdenovo2 has been used successfully in multiple genome assemblies including the 
recently published scallop genome (Wang et al. 2017). The raw dataset was used across 
multiple kmers and the results are summarised in Table 2.4. A kmer value of 75 produced 
the best assembly, with 450,386 scaffolds, a total of 1.4 billion residues with a max 
scaffold length of 557,843 bp and an N50 of 9,508 for scaffolds greater then 500 bp. 
CEGMA identified 10% complete core genes were identified in the scaffolds and 30% 
partially identified in the scaffolds, Figure 2.2. This assembly is larger than the predicted 
size of the genome (1.1 Gb), has a large N50 of 9,508 bp, and has the largest single 
scaffold of all assemblies of 557,843 bp. The CEGMA results, shown in Figure 2.2, are 
higher than those from the ALLPATHS-LG assembly; however, still low at only 10% 
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Table 2.4 - Summary statistics of assemblies utilising different assemblers, datasets and kmers.  










N50 Average Length 
(bp) 
ALLPATHS-LG Raw Data N/A 79,572 407 878 402,906 17,362 5,119 
 
SOAPdenovo2 
Raw Data 33 366,455 990 500 161,470 4,238 2,702 
Raw Data 65 449,261 1,315 500 501,975 7,540 2,927 
Raw Data 75 450,386 1,382 500 557,843 9,508 3,068 
Raw Data 85 496,456 1,364 500 459,352 6,612 2,747 
Platanus Raw Data 65 405,750 564 500 41,315 1,725 1,390 
ABySS (V1) Raw Data 64 288,696 546 500 70,261 2,588 1,890 
ABySS (V1) Clean Data 64 331,070 748 500 69,500 3,493 2,258 
ABySS (V1) FLASH Data 64 368,723 1,035 500 85,571 4,515 2,806 
ABySS (V1) FLASH Data 45 324,966 772 500 75,851 3,538 2,375 
ABySS (V1) FLASH Data 64 368,674 1,035 500 85,571 4,515 2,806 
ABySS (V1) FLASH Data 74 372,475 1,107 500 98,823 4,959 2,970 
ABySS (V1) FLASH Data 84 381,800 1,148 500 135,084 5,099 3,007 
ABySS (V1) FLASH Data + Long Reads 64 337,420 1,040 500 109,406 5,265 3,082 
ABySS (V1) FLASH Data + Long Reads 74 342,237 1,113 500 98,823 5,785 3,250 
ABySS (V1) FLASH Data + Long Reads 84 351,643 1,155 500 135,084 5,955 3,283 
L_RNA_Scaffolder FLASH Data + Long Reads + 
Transcriptome 
84 332,002 1,159 500 165,912 7,018 3,492 
v1_repeat FLASH Data 84 317,807 863 500 99,593 7,509 2,716 
all_data FLASH Data + Long Reads 84 303,273 864.2 500 139,308 9,123 2,849 
adapter_clipped FLASH Data 84 304,448 863.5 500 149,202 9,094 2,836 
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L_RNA_Scaffolder (V2) FLASH Data + Long Reads + 
Transcriptome 








  Figure 2.2 – CEGMA results for different assemblers, datasets and kmer values. The percentage of 248 conserved eukaryotic genes (CEGs) identified as complete or partial in the genome 
assembly using the tool CEGMA can be used to assess the completeness of genome assemblies. The above shows the differences in CEGs identified in different assemblers. These are the 
ALLPATHS-LG and Platanus Assemblers, the SOAPdenovo2 Assembler optimised by selected different kmer values, the ABySS assembler for four different datasets (Raw Data, Clean Data and 
FLASH Data) and the ABySS assembler with using FLASH Data with additional long reads and optimised by testing four kmer values. In addition, the ABySS V2 assembler was tested as a 
replicate for the ABySS V1 assembly (V1 Repeat); the addition of another lane of TruSeq Syntehtic Long-Read sequencing (All Data) and the All Data after sequencing adapters had been clipped 
(FLASH Adaptor Clipped). The V2 assembly includes further scaffolding utilising the transcriptome.  
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The raw data set was used with the Platanus assembler as a benchmark to compare it to 
the other assemblers used. The Platanus assembler is reported to work well with highly 
heterozygous genomes and was used for the two recently published mussel genome 
assemblies (Sun et al. 2017). The results of the assembly are summarised in Table 2.4 and 
the CEGMA results are shown in Error! Reference source not found.. The total 
sequence length of the assembly was 564 kb, with a total of 405,750 scaffolds and an N50 
of 1,725 bp for scaffolds greater than 500 bp. The CEGMA results show the assembly 
contained 30% partial genes and 9.7% complete genes. The Platanus assembly was about 
half the predicated size of the genome, with the largest scaffold length spanning 41,315 
bp, the shortest of the assemblies. The low N50 indicates a poor and fragmented assembly. 
While the CEGMA results are better than that produced by ALLPATHS-LG and similar 
to those produced using SOAPdenovo2, over half of the core eukaryotic genes are 
missing.  
The ABySS assembler produced the best assembly from the raw read data set based on 
CEGMA results, but performed poorly based on assembly metrics. Table 2.4 shows a 
summary of the metrics produced from the different datasets with a kmer value of 64. The 
FLASH Data produced the best assembly based on an N50 of 4,515 bp compared to 3,493 
bp and 2,588 bp for the Clean Data and the Raw Data respectively. The CEGMA results 
shown in Figure 2.2 support these results, the FLASH Data assembled the most complete 
genes (31%) and partial genes (62%) compared to the Clean Data and the Raw Data.  
Based on the results above, ABySS was used to optimise the assembly by adjusting the 
kmer values using the FLASH Data. The results shown in Table 2.4 present the summary 
metrics for the kmer values of 45, 64, 74 and 84. There was an increase in N50, largest 
scaffold and average scaffold length as the kmer value increases, with k84 producing the 
largest scaffold of 135,084 bp, the largest N50 of 5,099 and the largest average length of 
3,007 bp. The CEGMA results are depicted in Figure 2.2. There was a slight decrease in 
complete genes for the k74 assembly (34%) compared to the k84 assembly (33%); 
however, the same percentage of partial genes were identified for k74 and k84 (69%). 
The CEGMA values indicate a slightly higher number of complete genes for k74 than 
k84, with k84 possessing longer scaffolds. 
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 Long Read Assembly 
 
A synthetic long read dataset (TSLR) was generated to improve the assembly further. A 
summary of the TSLR data is shown in Table 2.5, where Sample 1 and Sample 2 are 
technical replicates (the same library and index plate run over two lanes of a HiSeq) 
resulting in a 0.5x coverage of long reads. An additional lane (Sample 3) was sequenced 
at a later date generating additional 0.5x coverage.  
CEGMA was run on the combined reads from Sample 1 and Sample 2, showing the reads 
contained 12% complete genes and 31% partial.  
The PBJelly pipeline designed to scaffold short-read assemblies using long PacBio reads 
did not fill any gaps using TSLR, resulting in no change of the assembly metrics.  
The Celera overlap layout consensus (OLC) assembler identifies regions of long reads 
that overlap, then merges the overlapping sequences. This was used to merge the long 
scaffolds generated from the short-read ABySS-k84 contigs with the synthetic long reads. 
This resulted in an assembly of 66,284 sequences with a total of 398 Mb, which is 36% 
of the predicted genome size. The N50 was 8,681 bp, average sequence length 6,005 bp, 
shortest contig 1,000 bp and longest contig 55,130 bp. The CEGMA results show a total 
of 15% complete genes and 33% partial, indicating that approximately two thirds of the 
genome was not assembled and most of the ABySS scaffolds were discarded, including 
the longest scaffold of 109,406 bases. This suggests that the OLC could not effectively 
overlap the scaffolds and long synthetic reads. 
An approach used by McCoy et al, 2014 first used Celera to assemble synthetic long reads 
before using Minimus2 to further merge the overlapping contigs. A similar approach was 
taken in this study to merge the contigs from the ABySS k64 assembly with the TSLR. 
This resulted in 125,791 sequences, totalling 126 Mbp with an average length of 1,206 
bp and an N50 of 7,394. The smallest contig length was 64 bp and largest contig was 
71,966 bp. This approach was less effective than the Celera assembler with only 11% of 
the genome successfully assembled using Minimus2.  
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Table 2.5 - Summary statistics of Long Read data 
Library Num. of 
Reads 










Sample1 104,224 596 1,500 19,528 5,724 0.54 
Sample2 103,077 586 1,500 19,660 5,686 0.53 
Sample 3 111,597 663 1,500 18,409 5,939 0.6 
 
ABySS was able to scaffold existing assemblies using long reads. The results are shown 
in Error! Reference source not found.. This shows an improvement of the N50 by 856 
bp for the kmer value of 84 and also reduced the number of scaffolds and increased the 
maximum scaffold length. Error! Reference source not found. shows the increase in 
CEGMA results from 33% to 39% for complete and 69% to 71% for partial genes.  
 
 L_RNA_Scaffolder  
 
L_RNA_Scaffolder (Xue et al. 2013) uses transcripts assembled from RNA-Seq data to 
link exons in multiple contigs together into long scaffolds (Figure 1.4). 
L_RNA_Scaffolder uses the results from BLAT to link scaffolds, increasing the length 
and reducing the total number. The ABySS-k84 assembly which had been further 
scaffolded using the synthetic long reads was selected as this assembly had the best 
metrics.  It was scaffolded with L_RNA_Scaffolder using the RNA-seq assembly 
(Supplementary Chapter S1).  
The results are shown in Table 2.4. There is a decrease in the number of scaffolds, a slight 
increase in the total number of residues and an increase in the length of the largest scaffold 
from 135 kb to 166 kb. The average scaffold length increased slightly and the N50 
increased from 5,955 to 7,018. The CEGMA results show the complete genes remained 
at 39% and the partial genes increased from 71% to 77%, showing that 
L_RNA_Scaffolder had merged smaller fragments of genes together. This is unexprected 
given that the transcriptome contained 99% partial and 98% complete CEGMA genes, 
therefore the information was present in the raw data yet the genome assembly failed to 
assemble it into more complete scaffolds. This could be due to the fragmented nature of 
 
   
 
45 
the genome assembly. We refer to this genome assembly as version 1 (V1) of the GSM 
genome.  
 
 Version Two (V2) Assembly 
 
The additional assemblies using an updated version of the ABySS Assembler (v2) are 
summarised in Table 2.4. The first assembly (v1_repeat) is a repeat of the previous 
ABySS k84 Long Read Scaffolds assembly summarised in Table 2.4. This was to allow 
a fair comparison between ABySS V1 and ABySS V2. The ‘all_data’ assembly is the 
FLASH extended dataset with the three TruSeq Synthetic Long Read datasets and the 
‘adapter_clipped’ dataset is the FLASH extended reads which were adapter clipped and 
all the long reads. Error! Reference source not found. shows an increase in N50 from 
5,955 to 7,509 on the repeated lane. This indicates the updated software is assembling 
longer scaffolds and reducing the fragmentation. The addition of an extra 0.5x coverage 
of long reads increased the N50 further to 9,123. In addition, Error! Reference source 
not found. shows an increase in both the partial and complete CEGs identified in the 
assembly compared to the v1_repeat.  
 
The scaffolds from the ‘adapter_clipped’ dataset were scaffolded further using 
L_RNA_Scaffolder as shown in Error! Reference source not found.. This shows a 
decrease in the number of scaffolds from 304,448 to 296,369, an increase in N50 from 
9,094 to 10,651 and an increase in the complete CEGs from 34% to 42% and partial CEGs 
from 69% to 80%. This is a similar gain to the further scaffolding of the V1 assembly. 
 
 Analysing Mate-paired insert sizes 
 
The mate-pair insert sizes were analysed by aligning the reads to assembly V1. The results 
are summarised in Table 2.6. Mate-paired fragments are sequenced towards the biotin 
label and correct read pairs are therefore in the reverse-forward (RF) orientation. 
Sequencing reads in the forward-reverse (FR) orientation are often chimeric reads, i.e., 
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they are not read from the biotin label.  Table 2.6 shows 48% of the 3 kb library and 18% 
of the 8 kb library are in the correct orientation, with an average insert size of 200 for 
each library. The median insert size shows 2,552 bp for the 3 kb library and 7,973 bp for 
the 8 kb library.  
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Table 2.6 – Insert size of Mate Pair reads. 
Library Pair orientation Num. of read pairs Pairs in RF 
orientation (%) 
Min. insert size (bp) Max. insert size (bp) Average insert size 
(bp) 
Median insert size 
(bp) 
3 kb FR 637,436 
48% 
123 55,338 314 310 
 RF 593,305 126 45,830 200 2,552 
8 kb FR 1,082,374 
18% 
124 50,759 305 295 
 RF 243,076 127 86,436 200 7,973 
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 Identifying CEGMA Genes in Raw Reads 
 
The distribution of raw reads across the missing CEGs are shown in Figure 2.3. The fold 
coverage for each gene was calculated by multiplying the length of reads by the number 
of reads, then dividing the length of the gene by this value. The log of the fold change 
was taken to normalise the distribution of the data. All genes missing from the CEGMA 
analysis have good depth of coverage of raw reads; the lowest fold coverage of a gene 
was 27x and the highest was 351x, indicating a wide variation of coverage for these 
missing genes. For comparison, reads which mapped to genes that are present in the 
assembly, i.e., genes that are found either completely or partially assembled, are also 
calculated and are shown in Figure 2.4. A similar distribution of raw reads mapped back 
to that observed for the missing CEGs. The fold coverage of reads to non-missing genes 
ranges from 20x to 3,211x, further indicating that the coverage of raw data does not 
explain why these genes are missing from the assembly. The mapped reads were 
visualised using Tablet to ensure an even distribution across the missing genes.  
Figure 2.5 shows the number of contigs that match the missing genes. Some genes have 
as low as one contig matching whereas others have as high as 482 contigs. There are three 
genes that do not have any mapped contigs, indicating they have not been assembled. A 
high number of contigs map to genes, implying CEGMA is unable to detect these genes 
due to the fragmented genome assembly.  
 
 




Figure 2.3 - Raw reads mapped to CEGMA genes missing from assembly. The log of the fold coverage of raw reads mapped to core eukaryotic genes missing from genome assembly.  
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Figure 2.4 - Raw reads mapped to CEGMA genes that are partial or complete in assembly. Number of raw genes mapped to CEGMA genes normalised by gene length. 
 
 










 Identifying repeats in V1 of the genome assembly  
 
Genomes can contain multiple long repeats that can result in problems with de novo 
genome assemblies. The abyss-k84-LR-RNA assembly was run through RepeatMasker 
(Smit et al., 1996), a tool that uses a database of known repeats to identify repeat 
elements in sequences. This identified 4% of genome sequences as repeats. This was 
lower than predicted and inconsistent with other bivalve genomes searched against the 
databases (Murgarella et al. 2016) so a de novo approach was taken to identify repeats. 
A database of mussel-specific repeats was generated using Repeat Modeler and this was 
used to assess the genome for repeats; the results are shown in Table 2.7. Table 2.8 
shows the predicted repeats and N50 for currently published bivalve assemblies for 
comparison (Murgarella et al. 2016; Sun et al. 2017; Wang et al. 2017).  
 
Table 2.7 - Classification of Repeats in Perna canaliculus Genome Assembly V1 
 Number of Elements Length Occupied (bp) Percentage of total 
sequence (%) 
SINEs: 29,350 3,853,364 0.24 
LINEs: 285,293 60,407,351 3.72 
 LINE1 2,225 416,940 0.03 
 LINE2 14,338 3,323,488 0.2 
 L3/CR1 6,160 1,326,270 0.08 
LTR elements: 38,010 8,700,973 0.54 
DNA elements: 238,693 40,115,138 2.47 
 hAT-Charlie 587 95,845 0.01 
 TcMar-Tigger 2,612 291,309 0.02 
Unclassified: 3,041,808 441,303,211 27.18 
Total interspersed repeats:  554,380,037 34.14 
Satellites: 1,170 276,806 0.02 










Table 2.8 – Summary of predicted repeats and N50 from current published bivalve genomes. 
Species Predicted Repeats (%) Estimate genome size 
(Gb) 
N50 (Kb) 
Mytilus galloprovincialis 36.1 1.6 2.7 
Crassostrea gigas 31.9 0.6 401.3 
Pinctada fucata 37.5 1.1 14.5 
Lottia gigantea 22.5 0.4 1870.1 
Artemisia californica 43.7 0.9 264.3 
Modiolus philippinarum 47.9 1.6 100.2 
Bathymodiolus platifrons 62 2.4 343.4 
Patinopecten yessoensis 39 1.4 804.0 









Next generation sequencing (NGS) technologies have made it economically feasible to 
sequence whole genomes, which together with increases in computational power and the 
development of new assembly algorithms, make relatively inexpensive de novo 
assemblies of eukaryotic genomes achievable. This has enabled researchers to obtain an 
insight into the genetics and evolution of many species.  
To date, there is still no single pipeline that generates an optimal de novo assembly from 
NGS data and there is still some debate on the data pre-processing steps required for a 
high quality assembly, such as trimming raw data. Genome assembly comparisons such 
as the Assemblathons (Earl et al. 2011; Bradnam et al. 2013) and critical analyses of 
genome assemblers such as GAGE (Salzberg et al. 2012) aim to identify the best 
workflow. However, because the underlying biology of each species differs, leading each 
genome to have different characteristics, it may not be possible to develop a one-model 
fits all approach. For example, bird genomes are known to be small and compact due to 
their ability to self-edit, resulting in a lack of repeat elements (Zhang et al. 2014). On the 
other hand,  mollusc genomes are highly repetitive and heterozygous (Halanych & Kocot 
2017), resulting in more complex genomes, which are harder to assemble. It may be 
possible to develop approaches generic for particular taxonomic groups, with bird 
genomes certainly appearing highly tractable with existing pipelines, but other taxa will 
be more challenging. Mollusca are the second most species rich Phylum, with over 
100,000 recognised species, therefore the task of developing a generic genome assembly 
pipeline for molluscs represents a significant challenge (Halanych & Kocot 2017).  
At the time this GSM assembly project was initiated, there were two oyster genomes had 
been published: the Pearl oyster (Pinctada fucata) (Takeuchi et al. 2012), which used 
Roche 454 reads; and the Pacific oyster (Crassostrea gigas) (Zhang et al. 2012), 
assembled using sanger sequencing of fosmid plasmids. Based on the lack of mussel 
genomes and low number of mollusc genomes, it was decided that a comparison of 
different pre-processing steps and assemblers was needed to identify an optimal pipeline 





Next generation sequencing datasets are usually generated from multiple short-read 
libraries and rely on high-fold coverage to generate enough copies of the genome for 
assembly. Although Illumina sequencing has a low error rate of 0.4% (Quail et al. 2012), 
large datasets such as the 338 million read pairs generated for the 200 bp insert library in 
this thesis represents 67.6 billion bases, with potentially 270 million incorrectly called 
bases. The use of tools that remove bases of low quality based on their individual phred 
scores improves the overall quality of the reads, with the trade-off of reduced coverage; 
however, this is not an issue if read depth is sufficient. Reads are often hard trimmed i.e., 
the first 5 – 10 bases of each read are removed as it takes a few initial bases for the 
sequencer to increase the accuracy of the calls. This is apparent in the per base sequence 
quality graph on a FastQC report as shown in Figure 2.1. The use of tools such as 
SolexaQA’s Dynamic Trim (Cox et al. 2010) to trim low quality bases from the middle 
of reads reduces the length of the reads and often creates widow reads i.e., reads where 
one of a paired-end read pair is absent. The reduction in read length of already short reads 
increases problems with genome assembly (Li et al. 2010) and reduces the number of 
kmers available from each read. ABySS assembly results based on read pairs joined using 
FLASH show that for the GSM genome assembly, longer length reads are optimal.  
Normalisation of reads involves the removal of high coverage reads, reducing the data set 
size by removing redundancy (Brown et al. 2012). This reduces the computational 
resources needed for de novo assembly and therefore is useful for large genomes when 
computational resources are limited. However, this has its disadvantages as removing 
redundancy can have a negative effect for repetitive genomes and has an inhibitory effect 
on some genome assemblers (http://ivory.idyll.org/blog/why-you-shouldnt-use-
diginorm.html). The high level of repeats in the GSM genome, 34% of the total sequence 
as calculated using RepeatMasker, could explain why normalisation resulted in a poor 
assembly when compared to the use of the raw data and FLASH extended data. It was 
also found that normalisation of the mussel data was not necessary as the computational 
resources available were able to assemble the raw data set.  
The extension of the reads using FLASH resulted in a better assembly. Assembling large 
genomes using short reads such as Illumina derived reads (100 nt) can be difficult for 
assemblers to process, and result in fragmented genomes often missing genes and key 
regions (Alkan et al. 2011). Therefore, supplementing genome assemblies with longer, 





Nanopore and 10x genomics data are becoming the norm (Goodwin et al. 2016). Long 
fragment sizes can be used to simulate long reads, such as mate-paired reads. Assemblers 
such as ALLPATHS-LG require such libraries. Scaffolding of contigs uses reads from 
these long insert libraries to link contigs together into scaffolds based on a known insert 
size.  
The results from the assemblers were surprising. ALLPATHS-LG has been heralded 
as an ‘all in one’ genome assembler and has produced successful genome assemblies 
such as the kiwifruit genome (Huang et al. 2013). The total number of nucleotides in 
the GSM assembly from ALLPATHS-LG was approximately half that of the predicted 
genome size and while it produced the best N50, the CEGMA results (3.6% complete 
and 10.9% partial) indicated a poor quality assembly. SOAPdenovo2 has been used 
successfully to assemble bivalve genomes such as the recently published Scallop 
genome (Mizuhopecten yessoensis) (Wang et al. 2017) and the Mediterranean mussel 
(Mytilus galloprovincialis) genome (Murgarella et al. 2016). The results of the 
SOAPdenovo2 assemblies showed a promising N50, scaffold length and total size. The 
assembled total size was similar to that of the predicted size of the GSM genome. The 
CEGMA results (10% complete and 30% partial), although better than ALLPATHS-
LG, were still poor. The poor assemblies of the GSM genome by these assemblers is 
likely due to the large number of predicted repeats and heterozygosity of GSM.  
The Platanus assembler is designed to assemble highly heterozygous genomes from short 
reads (Kajitani et al. 2014), therefore this assembler was also used to assemble the GSM 
genome. It was successfully used in the deep-sea mussel (Bathymodiolus platifrons) and 
Philippine horse mussel (Modiolus philippinarum) assemblies (Sun et al. 2017). For the 
assembly of GSM, Platanus produced poor assembly metrics such as N50 and scaffold 
length; however, the CEGMA results (9.7% complete and 30% partial) were similar to 
those produced by SOAPdenovo2 at the same kmer value of 65. Along with the ABySS 
assemblies, which based on CEGMA produced the most accurate assemblies (21% 
complete and 57% partial), the Platanus results suggest that traditional metrics of 
assessing de novo genome assemblies such as N50 and longest scaffold length do not 
necessarily indicate the best assembly.  
The work in this thesis demonstrates that metrics based on assembly fragment size should 





the genome assembly. It was previously suggested by Earl et al., 2011, that N50 correlates 
to other metrics, suggesting N50 measurements are a strong measure of the quality of the 
assembly and can be used as a comparison metric between assemblies (Earl et al. 2011). 
However, the use of tools such as CEGMA to identify core genes were not used in the 
first Assemblathon (Earl et al. 2011). Metrics such as N50 are useful when comparing 
multiple assemblies from the same assembler, but they do not actually assess the accuracy 
of the assembly itself.  
The Pacific oyster (Crassostrea gigas) genome was sequenced from an in-bred oyster 
(four generations of brother-sister breeding) using sanger sequencing from fosmids after 
an original attempt using short-read shotgun sequencing was unsuccessful (Zhang et al. 
2012). An initial coverage of 155x of short reads was generated for the C. gigas project 
with insert sizes of 170 bp; 500 bp and 800 bp and long mate paired reads of 2 kb; 5 kb; 
10 kb and 20 kb. Using SOAPdenovo with a kmer size of 67, the contig N50 was 914 bp 
and the scaffold N50 was 137.4 kb. These data were also used to generate an assembly 
with ALLPATHS-LG, which produced a contig N50 of 4.5 kb and scaffold N50 of 102 
kb. This strategy was deemed ineffective, producing an assembly that was highly 
fragmented due to the high level of heterozygosity typical of oysters and an abundance 
of repeat elements (Zhang et al. 2012, Supplementary Data). The scaffold N50 metrics of 
the assembly of GSM using SOAPdenovo2 and ALLPATHS-LG were lower than these 
C. gigas assemblies. The fold-coverage of mate-pair reads was 6x for the GSM genome 
and comprised 3 kb and 8 kb insert sizes. The C. gigas assembly has a fold-coverage of 
mate-pair reads of 50x comprised 2 kb; 5 kb; 10 kb and 20 kb. No CEGMA data was 
reported for the C. gigas short-read assemblies therefore it is unclear how many core 
eukaryotic genes were present.  
The Pearl oyster genome, Pinctada fucata, was sequenced using a combination of Roche 
454 data and Illumina mate-pair reads. A total coverage of 16.3x of 454 reads were 
assembled into contigs with an N50 value of 1.6 kb using the newbler assembler, which 
is specific for 454 data. Scaffolding using 3 kb and 10 kb mate-pair reads with a 26.7x 
coverage generated scaffolds with an N50 of 14.5 kb. Scaffolding was done using 
SSPACE (Takeuchi et al. 2012). The scaffold N50 of the P. fucata is longer then that 
generated for GSM and again there is a higher fold-coverage of mate-pair reads. This 
further indicates that a higher coverage of mate-paired reads could be used to improve the 





The short-read assembly of the GSM genome has identified the need to use multiple 
assemblers and pre-processing methods in order to generate an optimal genome assembly 
from short reads. Of the three currently published mussel genome assemblies (Murgarella 
et al. 2016 and Sun et al. 2017), GSM has the smallest estimated genome size of 1.1 Gb 
(Thiriot-Quievreux 2002), compared with estimated sizes of 1.6 Gb for Mediterranean 
mussel (Mytilus galloprovincialis); 1.64 Gb for deep-sea mussel (Bathymodiolus 
platifrons) and 2.38 Gb for Philippine horse mussel (Modiolus philippinarum). The 
Mediterranean mussel (Mytilus galloprovincialis) assembly used a combination of insert 
sizes (180 bp, 500 bp and 800 bp) from three sequencing libraries. This generated a 40x 
paired-end coverage, which is less than a third of the GSM coverage. This is reflected in 
the poor N50 of 2,651 bp and a mean scaffold size of 916 bp. The CEGMA results are 
also lower than that of the GSM, with 16% complete and 43% partial genes identified in 
the assembly. In comparison the deep-sea mussel has a fold coverage of 280x from three 
paired-end libraries, with 180 bp; 500 bp and 800 bp insert sizes. In addition, it has seven 
libraries of mate-paired reads: a 2 kb; two 3 kb; two 5 kb; a 10 kb and a 16 kb insert 
library. These supplemental mate-pair libraries had a considerable impact of the assembly 
metrics, with a scaffold N50 of 343.4 kb. The Philippine horse mussel has four lanes of 
paired-end data from four libraries, one 180 bp; two 500 bp and one 800 bp insert 
libraries. In addition, it had two lanes of mate-paired reads, one 3 kb and one 5 kb. This 
generated a fold coverage of 380x from the paired-end reads. The assembly has a scaffold 
N50 of 100.2 kb. This indicates that high coverage of mate-pair libraries, with a large 
range of insert sizes links contigs together, increasing the N50 and reducing the level of 
fragmentation.  
CEGMA scores are not available for the B. platifrons and M. philippinarum assemblies, 
therefore were generated in this thesis as an effective comparison to the GSM assembly. 
The B. platifrons assembly contained 28% complete and 81% partial and the M. 
philippinarum assembly contained 15% complete and 59% partial. This shows that while 
both assemblies had a high coverage of mate-pair libraries, this reduced the fragmentation 
but the CEGMA scores are lower, particularly for the complete CEGs and suggests there 
still remains a high level of fragmentation in genic regions in the assemblies.  
The fragmentation identified in the analysis of the missing CEGMA genes from the GSM 
assembly could be reduced with the inclusion of additional mate-pair libraries. The mate-





contained a high percentage of chimeras. The lower than expected scaffold N50 of the 
GSM assembly could be explained by the poor mate-pair sequencing.  
The mate-pair libraries were prepared and sequenced as some of the first by NZGL in late 
2012, at the time it was still very new technology. In addition, the sequencing was done 
on two lanes of a MiSeq platform, resulting in a low number of reads. This further 
indicates that re-sequencing additional lanes of mate-pair data will likely further improve 
the assembly.  
The addition of synthetic long reads (TSLR) to the GSM genome was aimed to improve 
the assembly by both increasing the assembly metrics and also increasing the CEGMA 
results. There is little current literature using synthetic long reads to scaffold genome 
assemblies further, therefore multiple methods were examined in order to utilise the long 
reads effectively. The ABySS-k84 short-read assembly appeared to be the most accurate 
of the short read assemblies and was used as a basis for testing long-read scaffolding. The 
long reads produced a half-fold coverage in technical replicate.  Two main approaches 
were used: using pipelines for scaffolding the pre-existing assemblies using PacBio tools 
such as PBJelly; and using the reads as contigs and merging them with the existing 
assemblies with tools such as ‘minimus2’ (AMOS toolkit) and the Celera Overlap 
Assembler. A hybrid de novo approach using ALLPATHS-LG was also tried; however, 
failed to run to completion.  
Using the long reads to scaffold the existing assembly was unsuccessful using the PacBio 
PBJelly pipeline. None of the short-read assembly scaffolds were extended using the long 
reads, implying there was an issue with the pipeline. The Celera Overlap Assembler had 
been used to successfully re-assemble the Drosophila melanogaster genome using 
synthetic long reads (McCoy et al. 2014). McCoy et al used a 34x coverage for the de 
novo assembly using the long reads, therefore the mussel short-read assembly contigs and 
the long reads were assembled together using Celera. The results were poor and the 
proportion of the assembled genome was much lower than the predicted genome size. 
This was also the case when minimus2 was used to merge the synthetic long reads dataset 
with the ABySS-k64 short-read assembly. This was done to remove shorter contigs from 
the assembly and incorporate the long reads, thus increasing both the quality of the 





The ABySS assembler has a long-read scaffolding step incorporated into the assembly 
using intermediate files generated from short-read assemblies, effectively creating a 
hybrid assembler for long reads. This hybrid assembler was used to scaffold the short-
read assemblies further and generate the best assembly from all the long-read assembly 
methods used, resulting in higher percentages of complete and partial CEGs. The 
assembly metrics such as N50 and longest scaffold also increased, further substantiating 
the hypothesis that the long reads reduced assembly fragmentation.  
The V2 assembly incorporated an additional 0.5x coverage of long reads which further 
improved the N50 from 7,509 bp to 9,094 and reduced the number of scaffolds from 
317,807 to 304,448. The CEGMA results also increased from 28% to 34% complete and 
62% to 80% partial. In addition to increasing the percentage of complete genes as would 
be expected, increasing the fold coverage of long reads also linked highly fragmented 
scaffolds together improving the percentage of partial CEGs. Based on these results, 
additional libraries of TSLR would reduce the fragmentation and greatly improve the 
assembly. A comparison of the ABySS V1 and ABySS V2 assemblers using the same 
data showed the inclusion of the bloom filter appears to improve the N50 and scaffolds 
lengths of this heterozygous assembly, indicating branches caused by the de Bruijn graphs 
are being reduced by the bloom filter. The increase in N50 and scaffold length was further 
validated with an increase in CEGMA complete and partial genes metrics.  
The use of RNA-seq transcripts to link together multiple scaffolds containing exons from 
the same gene has been used to aid genome assemblies such as the Caenorhabditis 
elegans genome (Mortazavi et al. 2010) and the two recent (deep-sea and Philippines 
horse) mussel assemblies (Sun et al. 2017). The RNA-seq transcripts were used to 
enhance scaffolding of the genome assembly produced by ABySS with the kmer value of 
84 and scaffolded with the TSLR. The L_RNA_scaffolder tool (Xue et al. 2013) was used 
due to its success at improving the P. fucata genome (Takeuchi et al. 2012), in which the 
N50 increases from 14.5 kb to 62.8 kb and the overall number of scaffolds reduced from 
23,321 to 9,206. The use of L_RNA_Scaffold for the GSM genome improved the N50 by 
over 1,500 and reduced the number of scaffolds by 8,000 to just under 300,000. The 
assembly is still heavily fragmented and has worse metrics than the P. fucata, M. 
philippinarum and B. platifrons genome assemblies. The increase in the number of 
partially assembled CEGMA genes does; however, indicate that some scaffolds were 





Analysis of the V1 assembly was used to gain insight into how it could be improved. The 
results based on the mate-pair reads for scaffolding were not as good as expected. The 
actual insert size of the mate-pair libraries and the direction of the reads showed the 
percentage of reads in the correct orientation was low and the average insert size was a 
lot smaller than stated by the sequencing company for both libraries. The longer 8 kb 
insert size library had a smaller number of reads in the correct orientation than the 3 kb, 
possibly due to the large fragments of DNA that are needed for the 8 kb insert size. The 
poor results from the mate-pair libraries could be partly due to the reads being mapped 
back to an already fragmented assembly; however, a significant proportion of the read 
pairs would still not be the correct insert size or direction. This decreases the fold-
coverage of the mate-pair reads further, lending weight to the theory that a higher fold-
coverage of large insert reads would further improve the assembly. 
The CEGMA results show 39% complete genes and 77% partial genes from the V1 
assembly. The large percentage of partial genes indicates there are still many gaps in the 
assembly and the possibility of core eukaryotic genes missing completely from the 
assembly. The transcriptome assembled from RNA-seq data (Chapter S1) contained 98% 
complete core genes and 99% partial core genes. CEGMA produces a species-specific 
file containing the sequences of the core eukaryotic genes identified in the sequence data. 
Based on the sequences from the transcriptome, we could confirm that these core genes 
are present in the GSM assembly as expected. The distribution of raw reads that mapped 
to the missing CEGs show a good level of coverage, indicating these genes are in fact 
present in the raw data. Furthermore, the distribution of raw reads that mapped back to 
the genes that were present in the CEGMA results showed a similar distribution to that of 
the missing CEGs. This implies that the coverage of raw reads across the CEGs is not the 
reason behind the absence of the genes in the assembly. The contigs found to match the 
missing genes shows these have been assembled into multiple separate contigs, insome 
cases with close to 500 contigs matching a single gene. This could be due to the gene 
containing a repetitive region present in multiple regions across the genome. CEGMA 
classifies a partial gene as having at least 10% amino acid coverage with no more than 
five gaps longer than ten amino acids. A complete gene needs to have 70% amino acid 
coverage (Parra et al. 2007). Therefore, these contigs must contain only partial exon 
sequence. CEGMA will also not consider a gene if contained across multiple contigs, 





CEGs; however, some are not able to be classified as partial because they are found in 
multiple contigs.  
The overall fold coverage of the genome was high, further suggesting that the 
fragmentation of the genome assembly is due to intrinsic features of the species rather 
than the sequencing per se. Such features includes large repeats in the genome which can 
cause issues with genome assembly. With short reads it can be difficult to assemble a 
genome with long repeats. An analysis of the repeats in the abyss-k84-LR-RNA assembly 
showed a low number of repeats from known databases. This is consistent with the Pacific 
oyster genome (Zhang et al. 2012, Supplementary) and most likely due to the lack of 
information on the Mollusca phylum. The de novo approach with RepeatModeler 
identified repeats in 34% of the genome, 22% of which are unclassified. The presence of 
a large percentage of repeats in the genome suggests this could have affected the 
assembly, significantly contributing to its fragmentation. The percentage of repeats in the 
V1 assembly was lower than the currently published Mediterranean mussel (36.13%), 
Philippine horse mussel (47.9%) and deep-sea mussel (62.04) assemblies. However, the 
low N50 of the GSM and Mediterranean mussel assemblies could be hindering the 
identification of repeats and therefore would indicate a conservative assessment of 
repeats. However, the genome size of GSM is much smaller than the published mussel 
assemblies, suggesting it would have a lower percentage of repeats due to its more 
compact genome size.  
Molluscs are known to be highly heterozygous species (Saavedra & Bachère 2006), the 
mussel is no exception to this. The Chilean mussel is reported to have a SNP rate of 1 in 
25 bp (Peñaloza et al. 2014), therefore analysis of the level of heterozygosity in GSM 
would help explain the level of fragmentation seen in the assembly. A high SNP rate in a 
species can cause issues for the genome assembly. Both the pacific oyster and scallop 
genomes were sequenced using inbred samples to reduce this problem. SNPs cause 
bubbles in the de Bruijn graph and multiple closely spaced SNPs generate large bubbles. 
To remove bubbles, the assemblers split them into branches. These branches can result in 
short, fragmented contigs, as seen in the GSM assembly (Simpson et al. 2009).  
The addition of long reads to scaffold the assembly further improved the CEGMA results 
and increased the assembly metrics. We present these results as version one of the draft 





‘landing-pad’ genome to aid Genotyping-by Sequencing (GBS) (Elshire et al. 2011; 
Dodds et al. 2015) experiments. The analysis into what caused the fragmentation of the 
assembly will help to improve the genome assembly in the future and also gives insight 












3 Complete mitochondrial genome of the 
New Zealand GreenshellTM Mussel Perna 




This study shows the de novo assembly and annotation of the complete mitochondrial 
genome of Perna canaliculus. It uses the published sequence of Perna viridis for 
reference-guided alignment of the P. canaliculus mitogenome from both our initial 
assemblies and from raw reads. Subsequently we employed de novo assembly strategies, 
have annotated our assemblies, and have compared our mtDNA assemblies against the 
two published Perna mitochondrial genomes and with other Mytilidae mitogenomes. 
These comparisons, along with RNA-seq data from individual male and female mussels, 
enable us to test the accuracy of the different assembly strategies routinely employed to 
reconstruct mtDNA genomes. It also enabled us to examine the possibility that the doubly 
uniparental inheritance (DUI) of mtDNA common to many mussel species (Breton et al. 
2007) might extend to the genus Perna. Last we were able to look for unique features 
among Perna mtDNAs, such as a truncated atp8 hypothesised as being divergent to other 




The characteristics of bivalve mollusc mitochondrial genomes make them an interesting 
and challenging class of species to study. The presence and absence of characteristics 
such as doubly uniparental inheritance (DUI) and absence or truncation of atp8 raises 






sequencing of the Perna canaliculus mitogenome adds an important piece of knowledge 
to enable the investigation of both DUI and truncation of atp8 found in bivalve molluscs 
(Breton et al. 2010). 
Mitochondrial genomes are a popular molecule for exploring evolutionary relationships 
as they are easily isolated; inherited in a predominantly maternal fashion; relatively  
compact; and do not have the complication of recombination found in the nuclear genome 
(Boore 1999).  This last feature means the rate of mtDNA evolution is much slower than 
nuclear DNA and therefore provides insight into divergence between species. Given the 
high abundance of mtDNA in a cell, upwards of 1% of the total DNA, there is often 
sufficient data from even modest amounts of next generation sequence to enable the 
sequencing and annotation of a mitochondrial genome as a subcomponent of any larger 
scale genome project. Publications of the Perna perna (Uliano-Silva et al. 2015) and 
Perna viridis (Li et al. 2012) mitogenomes have increased the information about the 
Perna genus and mussels in general. Wood et al., 2007 identified P. perna as the most 
closely related species to P. canaliculus based on phylogenetic analyses using the 
intergenic spacers ITS1 and ITS2 from the nuclear genome and the COI gene sequence 
from the mitochondria. P. perna and P. canaliculus are predicted to have diverged 
between 5.8 and 32.1 Mya, while P. viridis is predicted to have diverged from the 
common ancestor of P. perna and P. canaliculus 9.4 – 32.1 Mya. Allowing for a 
comparison of all three species and enable analysis to further our knowledge of mussel 
and bivalve evolution. The addition of Perna canaliculus would add clarity to the 
relationships of the Perna genus and also enable analysis to further our knowledge of 




 Mitochondrial Genome Assembly 
 
The 16 kb mitochondrial genome sequence of P. viridis was obtained from NCBI 






generated from the V1 assembly of P. canaliculus. The P. viridis mitogenome was 
searched against the P. canaliculus BLAST database using blastn. An E value of 10e-3 
was set to allow for a moderate level of dissimilarity between the sequences due to 
expected diversity between the two related species. The scaffold IDs from the blastn 
results were extracted and an in-house script was used to extract the contig sequences 
matching these IDs from the original contig file. A 16 kb contig was identified with a 
length that is expected for a mitochondrial genome along with three other shorter contigs. 
Each contig was then searched using blastn against the NCBI nr database. 
The shorter contigs were mapped to the 16 kb mitochondrial genome sequence using 
EMBOSS Water local pairwise alignment tool (McWilliam et al. 2013) to identify if these 
sequences were part of the mitochondrial genome and if so, why they do not assemble 
into the main contig. The alignments showed single nucleotide variants (SNV) found in 
one position in each of the sequences. 
 
 Raw Read Mapping and Extraction 
 
The raw genomic sequence reads were mapped back to the P. canaliculus 16 kb 
mitogenome using Bowtie2 (Langmead & Salzberg 2012). The resulting SAM file was 
converted to a BAM file and sorted using the Samtools toolset (Li et al. 2009). The sorted 
BAM file was filtered, leaving only paired reads that mapped to the reference remaining. 
The FASTQ reads were extracted from the BAM file using the bam2fastx tool from the 
TopHat package (Trapnell et al. 2009).  
 
 De novo Mitochondrial Genome Assembly 
 
A read depth of 100 – 150 fold is recommended for de novo assembly (Desai et al. 2013), 
therefore an appropriate sized subset of the 500 fold depth reads was generated by 
extracting the ID of each FASTQ file, then taking every 10th read and retrieving the 
corresponding sequence from the FASTQ file. This subset was then assembled using the 






The optimal kmer value was selected based on the number of contigs and total length of 
sequence. The assembly that produced the largest single contig, 16 kb, was compared to 
the reference genome using command line BLAST.  
 
 Genome Annotation and tRNA structure prediction  
 
The mitochondrial genome was annotated using MITOS (Bernt et al. 2013). The FASTA 
file was submitted using the default parameters, with the exception of specifying the 
invertebrate mitochondrial genetic code. An observed overlap at the ends of the 
mitogenome due to the circular nature of the mitogenome was removed, then the 
mitogenome was reverse complimented as it was identified to be the negative strand with 
the genes coded on the positive strand. The mitogenome was then re-oreintated to allow 
for an easy comparison to the other Perna mitogenomes. The coding genes were 
confirmed using BLAST and the position of the start and stop codons adjusted manually 
as required. The intergenic regions were calculated spanning the base after the stop codon 
of the previous gene and the base before the start codon of the gene. The length of the 
gene was calculated from the start and stop positions of the genes and the amino acid 
length was calculated from the length of the protein coding genes. The anticodons were 
predicted from the MITOS software as were the structures of the tRNA and rRNA.  
 To verify the presence of atp8, the coding regions from P. viridis (region 12,262-12,411 
from JQ970425.1), Mytilus edulis (Accession: HM489874), Mytilus trossilis 
(Accession:KF220397.1) and Mytilus galloprovincialis (Accession: HM489865.1) were 
transcribed using ExPASy translate, with invertebrate mitochondrial selected for the 
genetic code (Gasteiger et al. 2003). The resulting protein sequences were aligned using 
Clustal Omega (Sievers et al. 2011). The mitogenome was screened for the presence of a 
second tRNA-Met by extracting the two tRNA-Met sequences from the P. viridis 
mitogenome (2,881-2,945 and 11,217-11,280) and the P. perna mitogenome (Accession: 
KM655841.1; 2,197-2,257 and 4,083-4,155). These sequences were searched against the 







 Phylogenetic analysis of Mytilidae mitogenomes 
 
Phylogenetic analysis was undertaken using the whole mitogenomes from currently 
available Mytilidae genomes (as shown in Table 3.1) and Crassostrea gigas (Accession: 
NC_001276.1) as an outgroup. The package Phylomito 
(https://github.com/igorrcosta/phylomito) was selected as it constructs phylogenetic trees 
using entire mitogenomes. It acts as a python wrapper script that starts by generating a 
super matrix of all genes aligned using CLUSTALW. This super matrix is the input for 
PhyML that uses maximum likelihood and boostrap (value of 1,000 resamples) to build 
the phylogenetic tree.  
 
 
Table 3.1 – Mytilidae mitogenomes used for phylogenetic analysis 
Mytilidae species GenBank accession number 
Brachidontes exustus NC_024882 
Limnoperna fortunei KP756905 
Musculista senhousia NC_014590 
Mytilus californianus NC_015993 
Mytilus coruscus NC_024733 
Mytilus edulis NC_006161 
Mytilus galloprovincialis AY497292 
Mytilus trossulus AY823625 
Perna viridis NC_018362 
Perna perna NC_026288 
Perna canaliculus TBA 
 
 
 Identifying mitochondrial sequences amongst RNA-seq 
transcripts 
 
RNA-seq transcripts from the mantle samples of two males and two female mussels were 






absence of DUI in Perna canaliculus. A BLAST database was created from the 
mitochondrial genome sequence of P.a canaliculus and the transcripts for each sample 
were searched against the database using the BLASTn function. The transcripts that 
matched the reference were extracted from the transcript files using the IDs.  
 
 Differential gene expression analysis of mitochondrial genes 
 
RNA-seq reads from the mantle of two male and two female mussels were mapped back 
to the mitogenome using Bowtie2. Read alignment was visualised using ggplot2. 
Differential gene expression analysis of the mitochondrial genes was assessed with 




 Mitochondrial Genome Assembly 
 
The BLAST results of the P. viridis mitogenome searched against the putative 
mitogenome (Version 1) and three contigs from P. canaliculus are shown in Appendix 
5.1. This shows that a large contig (16,405 bp) aligns with 80% identity to P. viridis. The 
three smaller contigs, each 167 bp, mapped in two different regions, one at position 9,333 
and the other two at positions 2,215 and 2,218 in the P. viridis reference (Accession: 
JQ970425.1). The alignments show a single base variation with no gaps, indicating the 
differences are not insertions and/or deletions (indels). The 16 kb contig showed good 
alignment scores with an overall score of 1561, showing regions of the 16 kb contig 
mapped to the P. viridis mitochondrial genome with high confidence, indicating the 16 
kb contig is likely to be the P. canaliculus mitochondrial genome.  
The 16 kb sequence was curated by: reverse complimenting due to the genes being coded 






facilitate comparison with P. viridis. The three smaller contigs were aligned to the P. 
canaliculus mitogenome (Figure 3.1). This alignment identifies a SNV in each 167 bp 
contig, which is suggestive of heteroplasmy in P. canaliculus. It would be highly unlikely 
for these to be sequencing errors due to the assembler having assembled reads into 
separate contigs, indicating there was a sufficient number of raw reads containing these 
SNVs to be valid. 
 
 Raw Read Mapping and Extraction 
 
Raw reads were mapped back to version 1 of the mitogenome and a FASTQ file was 
generated. A total of 88,643 100 bp paired-end reads mapped to the mitogenome. This 
produced 1,107 fold coverage of the mitogenome. Widow reads, i.e., pairs where only 
one read mapped, were discarded because all reads should be paired as a consequence of 







 De novo Mitochondrial Genome Assembly 
 
A de novo assembly of a subset of the mapped paired-reads was performed to test the 
original assembly and to test for evidence of doubly uniparental inheritance (DUI) 
(Breton et al. 2007). If DUI was present, this would fragment the genome assembly as the 
male and female variants would cause bubbles in the de Bruijn graphs and be unable to 
Figure 3.1 – Alignment of single contigs to Perna canaliculus mitogenome. Single contigs which mapped to the 
P. viridis genome are shown mapped to the P. canaliculus positive strand (2971066_167_418) and the negative 







resolve the differences between the two mitogenome copies. The ABySS assembler was 
used and a range of kmer values were chosen to optimise the assembly. A kmer value of 
34 produced one contig of length 16,011 bp, which is longer than the original contig 
indicating an overlap of 9 bp. This contig (Version 2) was aligned to Version 1 with 100% 
identity between the two sequences. This confirmed the order of the mitogenome obtained 
from the genome assembly. The lack of other contigs in the assembly strongly suggests 
there is no DUI in Perna canaliculus. The additional contigs with SNVs obtained from 
the genome assembly are not present in the de novo mitogenome assembly, indicating 
they are low frequency SNVs without a sufficiently high presence in the subset for the 
assembler to consider them as a separate contig. However, the alignment of raw reads to 
the mitochondrial genome viewed in Tablet (Milne et al. 2009) indicates a level of 
heteroplasmy in the mitochondrial genome and further indicates an absence of DUI. The 
Version 1 mitogenome assembly was used in subsequent analyses.   
 
 Genome Annotation and tRNA structure prediction  
 
The annotation of the mitogenome is shown in Figure 3.2 and Table 3.2. The mitogenome 
contains 13 protein coding genes, two ribosomal RNAs and 23 tRNA genes. The tRNA 
genes include two copies of tRNA serine (S) and leucine (L). An initial assessment using 
MITOS detected only one copy of tRNA methionine (M), which is uncharacteristic of a 
bivalve mitochondrial genome. Manual scanning of the mitogenome using orthologous 
sequences identified a second tRNA-Met. An alignment between P. viridis tRNA-Met(2) 
was found with a 90% identity from position 10,919 – 10,977 in the P. canaliculus 
mitogenome, as shown in Figure 3.3. The identification of a second tRNA-Met 








Figure 3.2 – Diagram of Perna canaliculus mitogenome. This shows the arrangement of the mitogenome.  
 



























































































Figure 3.3 – Alignment of tRNA-Met(2) from Perna viridis against Perna canaliculus mitogenome. 
 
An open reading frame (ORF) for atp8 was identified based on orthology with the atp8 
gene identified previously in P. viridis. The atp8 gene is reported as absent in many 
bivalve mitogenomes, such as the oyster Crassostrea gigas, and was presumed to be 
missing from mussels. However, further analysis identified a novel ORF in Mytilus 
species which is transcribed and consistent with that of atp8 (Breton et al. 2010). The P. 
canaliculus putative atp8 gene is 40 amino acids in length, shorter than the Mytilus gene 
which is 87 – 112 amino acids and shorter again than the  
Figure 3.4 - Alignment of ATP8 genes from Perna and Mytilus. Species names are shown at the start of each 
sequence along with accession numbers where applicable and sequence positions for P. canaliculus and P. viridis. 
Fully conserved residues marked with an asterix, conservation of groups with strong similarities with a colon and a full 
stop indicates conservation of groups with weakly similar properties. Red amino acids are small and hydrophobic, blue 







P. viridis atp8 gene which comprises 49 amino acids (Li et al. 2012). The predicted P. 
canaliculus transcription of ATP8 was aligned to M. edulis, M. trossulus, M. 
galloprovincialis and the region predicted in the P. viridis mitogenome. The alignment 
Figure 3.4 shows the Perna genus to have a reasonable alignment similarity with some 
peptide differences, which would be as expected. 
The alignment of the predicted atp8 to the Mytilus genus (Figure 3.4) shows the two 
Perna sequences have strong similarity between residues or contains residues with strong 
group conservation, further indicating the sequence is similar to atp8. However, the Perna 
sequences are severely truncated suggesting that it is the atp8 gene in the Perna genus is 
disappearing, possibly via transfer to the nucleus. A BLAST search of the P. canaliculus 
and P. viridis atp8 genes against the P. perna (Uliano-Silva et al. 2015) genome identify 
no region of alignment. Evidence accumulated from the Perna genus suggests that atp8 
is undergoing a translocation to the nuclear genome, as suggested by Breton, Stewart and 
Hoeh (2010). 
The presence of two tRNA-Ser and two tRNA-Leu is consistent many other invertebrate 
and vertebrate mitochondrial genomes. The tRNA lengths range from 61 – 67 nucleotides 
in length, again consistent with other tRNA genes from other species. The predicted tRNA 
structures are shown in Figure 3.5. The tRNAs fold into four arms except for trnS(2), 
which does not have a DHU stem and loop, but possesses an unpaired loop which is 
common in metazoan mtDNA (Boore & Brown 1994). Some tRNAs have unusal 
properties. For example: trnF, trnT and trnW all have additional small supplemental stem 
loops; trnH, trnL(1) and trnL(2) are missing a bond on the acceptor stem below the 
discriminator nucleotide; and trnD, trnV, trnT and trnW all contain short TC loops. The 
P. viridis mitogenome was analysed using the same prediction software and similar 
features were found on some of those tRNAs, indicating these are either common 









Table 3.2 – Mitochondrial Genome annotation of P. canaliculus 
Name 
Position  Length  
Intergenic 
Nucleotides Codon  
Anticodon Start Stop Nucleotides 
Amino 
Acids  Start Stop 
atp6 2 715 714 237 2 ATG TAG  
cob 773 1924 1152 383 58 ATG TAA  
cox2 1937 2629 693 230 13 GTG TAA  
trnR 2628 2688 61  -1   TCG 
trnK 2698 2760 63  10   TTT 
trnM 2998 3060 63  238   CAT 
trnT 3067 3128 62  7   TGT 
trnE 3167 3231 65  39   TTC 
trnQ 3869 3933 65  638   TTG 
trnS1 3940 4004 65  7   GCT 
trnD 4007 4070 64  3   GTC 
nad1 4071 5003 933 310 1 ATG TAA  
trnP 5010 5072 63  7   TGG 
nad4l 5146 5412 267 88 74 ATG TAA  
trnY 5424 5486 63  12   GTA 
nad3 5500 5850 351 116 14 ATT TAA  
trnL2 5857 5923 67  7   TAA 
trnN 5927 5990 64  4   GTT 
nad6 6045 6521 477 158 55 ATG TAA  
trnC 6532 6593 62  11   GCA 
trnW 6599 6664 66  6   TCA 
trnK 6683 6745 63  19   TTT 
nad5 6772 8499 1728 575 27 ATG TAA  
trnS2 8618 8676 59  119   TGA 
trnA 8677 8740 64  1   TGC 
trnL1 8739 8803 65  -1   TAG 
rrnS 8815 9595 781  12    
trnI 9596 9665 70  1   GAT 
trnG 9666 9728 63  1   TCC 
trnV 9729 9792 64  1   TAC 
rrnL 9821 11018 1198  29    
trnM2 10918 10979 61  -100   TAT 
trnF 10980 11041 62  -38   GAA 
trnH 11051 11114 64  10   GTG 
cox3 11117 11962 846 281 3 ATG TAA  
nad2 11981 12934 954 317 19 ATG TAG  
nad4 12996 14249 1254 417 62 ATT TAG  
atp8 14249 14371 123 40 0 GTG TAA  









Figure 3.5 - Cloverleaf structures of tRNA genes in P. canaliculus mitogenome. 
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The two rRNA genes, rrnL and rrnS, are 1,198 and 781 bp in length respectively. This is 
comparable to the P. viridis rRNA which are 1,147 and 788 bp respectively. There is a 
large intergenic region of 638 bp between the trnE and trnQ genes, which is apparently 
non-coding. Non-coding regions are a common feature of mitochondrial genomes and 
this of a similar size to that of the major non-coding region in P. viridis (659 bp) (Li et al. 
2012). This putative non-coding region was aligned against a nucleotide database using 
BLAST to confirm no genes were present. An additional smaller non-coding region of 
238 bp is present between trnK and trnM genes.  
 
 Phylogenetic analysis of Mytilidae mitogenomes 
 
The maximum likelihood (ML) phylogenetic tree of P. canaliculus with 10 other publicly 
available Mytilidae mitogenomes is shown in Figure 3.6. This shows that among the three 
Perna species, P. canaliculus is the most closely related to P. viridis, whereas P. perna 
is the most distantly related. Furthermore, P. perna is in a separate clade with 
Brachidontes exustus with a mitogenome that diverged from the other Perna, Musculista 
and Mytilus mussel species assessed (Figure 3.6). The close mitogenome relationship 
between P. viridis, P. canaliculus and Musculista senhousia contrasts with previous 
suggestions that P. canaliculus is more closely related to P. perna than P. viridis (Wood 








Figure 3.6 - Phylogenetic analysis of available Mytilidae mitochondrial genomes. The phylogeny is generated from 
analysis of all mitochondrial genes in ten publicly available Mytilidae mitogenomes plus the new Perna canaliculus 
mitogenome and Crassostrea gigas used as an outgroup. The tree was rooted to C. gigas. It was generated using 
maximum likelihood and a bootstrap value of 1,000. 
 
 
 Identification of mitochondrial transcripts and differential 
expression analysis of mitochondrial genes  
 
The mitochondrial genome is fully transcribed into RNA, therefore the mitogenome can 
be identified from RNA-seq transcripts, these results are shown in Appendix 5.3. Each 
set of mitochondrial transcripts were aligned back to the reference mitogenome to confirm 
the transcripts are from the mitochondria. The number of mismatches were calculated for 







Previously, it has been hypothesised that DUI is linked to sex determination in bivalve 
molluscs (Breton et al. 2010). The analysis of sex-specific RNA-seq data showed no 
evidence for DUI, therefore it was decided to investigate differentially expressed genes 
between male and female mantle tissue to determine if there are any target regions of the 
mitogenome that differ in lieu of DUI. Figure 3.7 shows the log fold coverage of RNA-
seq reads for each of the samples aligned to the reference mitogenome. It shows a 
difference in the expression of genes across the mitochondria, previously thought to be 
transcribed as a single transcript. It also identifies potential differences in mitogenome 
gene expression between males and females. To quantify the differences in expression 
level, the DEseq2 package was used and the results are summarised in Table 3.3. Two 
adjusted p-values were chosen, 0.05 and the more conservative 0.01. Mitogenome genes 
differentially expressed between males and females with an adjusted p-value greater than 







Table 3.3 – Summary of mitogenome genes identified as being differentially expressed between male and female 
mussels.  
 log2 Fold Change pvalue Adjusted pvalue  
Adjusted pvalue > 0.05 
cox1 -1.1480653 4.89E-13 6.36E-12 
nad4 1.0285382 7.30E-12 4.74E-11 
nad1 0.769308 4.95E-07 2.15E-06 
atp6 -0.582183 1.16E-04 3.76E-04 
cob -0.2600882 7.27E-03 1.66E-02 
cox2 0.524587 7.67E-03 1.66E-02 
Adjusted pvalue > 0.01 
cox1 -1.148065 4.89E-13 6.36E-12 
nad4 1.028538 7.30E-12 4.74E-11 
nad1 0.769308 4.95E-07 2.15E-06 
atp6 -0.582183 1.16E-04 3.76E-04 
 
 
Figure 3.7 – Transcriptome expression of mitogenome. The log fold coverage of RNA-seq reads aligned to the 
mitogenome, the top two are the two male samples and the bottom two are the two female the samples. The annotation 








The identification and annotation of the mitochondrial genome of P. canaliculus has 
completed the mitogenomes of all three members of the Perna genus. This information 
forms a basis to investigate further the mitochondrial genomes of bivalves and gain 
insight into why this taxa displays a wide range of variance and plasticity of the 
mitogenome compared to other metazoa.  
An in silico approach was taken to search for evidence of doubly uniparental inheritance 
(DUI) in P. canaliculus. DUI is a common feature of bivalve mitogenomes, where two 
sets of mitogenomes are inherited by males, one through the male lineage and another 
through the female lineage (Breton et al. 2007). For female bivalves which have DUI, 
only one copy of the mitochondrial genome is inherited through the female line. Two 
small contigs were identified which mapped to the proposed mitochondrial genome with 
a single SNV. These SNVs would have been required to be significant enough and not 
due to sequencing error for the assembler to have generated contigs which differ from 
another by a single SNV. Therefore, a de novo assembly of the mitochondrial genome 
across a wide range of k-mer values was done to ensure the correct version of the 
mitogenome was assembled. RNA transcripts assembled for the individual mussels were 
also mapped back to the mitochondrial genome to further determine if the multiple contigs 
were due to mitochondrial heteroplasmy or DUI.  The presence of no duplicate transcripts 
in either male or female mussels strongly suggests there is no DUI in P. canaliculus. We 
therefore conclude that the presence of multiple contigs results from heteroplasmy. From 
this, the level of heteroplasmy in the single male mussel used for genome sequencing 
could be calculated, as well as the levels of divergence between the individual. 
The identification of putative differentially expressed genes between male and female 
mussels adds further evidence to the hypothesis that mitochondria in mussels is involved 
in sex determination (Breton et al. 2010). Validation of the genes differentially expressed 
is needed using quantitative PCR in a larger sample size. In addition, this needs to be 
tested across multiple species in the Mytilidae family, in species that are shown to have 
DUI and other which are shown to not have DUI. This could explain the presence and 
absence of DUI in mussels, or identify if the differential expression is independent to DUI 






The P. canaliculus mitochondrial genome at 16,002 bp is the smallest mtDNA found 
among the Perna genus. It is very similar to that of P. viridis which is 16,014 bp, but 
distinct from the larger P. perna mtDNA which spans 18,415 bp. Unlike for the Mytillus 
species, where both an F and an M mitotype is present in male, there appears to be only 
one mitochondrial genome in Perna. The order of the protein coding genes differs slightly 
among the Perna species. Compared to P. viridis, we find in P. canaliculus that the nad2 
gene appears after cox3 instead of between nad3 and nad6 and nad4, and that the atp8 
and cox1 are in a different order. The gene order of the P. perna mitogenome differs 
further. The tRNA order in all three mitogenomes is highly variable from one another. 
This suggests P. viridis and P. canaliculus diverged from each other more recently than 
from P. perna. The high levels of plasticity in the gene structure of these mitogenomes is 
not uncommon in bivalves (Boore 1999; Gissi et al. 2008). Phylogenetic analysis differs 
from the current published phylogeny by Wood et al 2007, in that P. viridis more closely 
related to P. canaliculus than P. perna. In addition, P. canaliculus and P. viridis appear 
to be more closely related to Musculista senhousia, the Asian date mussel, which 
coincidentally is geographically closer to P. viridis than P. perna.  
The atp8 gene was thought to be lacking in Mytilids until a novel open reading frame 
(ORF) was identified as a modified version of atp8 (Breton et al. 2010). The absence of 
atp8 has been reported in other Bivalves, where it is hypothesised to have transferred to 
the nuclear genome. The presence of a truncated atp8 gene in P. canaliculus, and P. 
viridis, and the absence of atp8 in P. perna provides some of the best support for the 
sequential loss of atp8.  The absence of atp8 in one member of the genus makes this a 
good genus to study the possible translocation and loss of atp8 from the mitochondrial 
genome to the nucleus, which would provide important information for both the evolution 
of atp8 and mtDNA in bivalves. A search of the nuclear genome assembly for a sequence 
similar to the mitochondrial copy of atp8 from P. canaliculus and P. viridis yielded no 
results, suggesting if a nuclear copy is present, it may have diverged and therefore would 
need a gene predictor to find it in the nuclear genome. The availability of both a draft 
genome and transcriptome data allows for the further investigation of this. However, this 
is not straight forward as the mtDNA codon usage differs from that of the nuclear DNA 
and Hidden Markov Model gene prediction tools would have to be trained on the current 






The presence of a second tRNA-Met is a common feature of bivalves. The tRNA-Met(1) 
encodes a CAT anticodon loop, as with other metazoan mitogenomes, and the second 
tRNA-Met(2) encodes a TAT anticodon loop and has been detected in Mytilus 
mitogenomes (Hoffmann et al. 1992) and was also reported in P. viridis. A second tRNA-
Met was identified in P. perna; however, the anticodon was not reported in the paper 
(Uliano-Silva et al. 2015). All genes (protein coding; tRNA and rRNA), were coded on 














4 Development of an optimal Genotyping-by-
sequencing (GBS) SNP-calling pipeline for 
the highly polymorphic Greenshell™ 
Mussel (Perna canaliculus) 
 Abstract 
 
Reduced Representation Sequencing (RRS) is a cost-effective, efficient technology for 
high density genomic analysis of a large number of individuals. To date, most studies and 
comparisons of the downstream analysis tools have focused on well-studied species with 
high-quality genome assemblies. Here, we investigate a highly heterozygous bivalve 
mussel with no previous high-density genomic data to develop an optimal pipeline for 
SNP-calling. We compared three different restriction enzymes combinations 
(ApeKI, PstI and PstI-MspI) to determine which regime enriched for an optimal 
proportion of the genome and generated an optimal read depth and call rate. In addition, 
we compared five SNP-calling pipelines:  two de novo pipelines (UNEAK and Stacks de 
novo); and three reference-based pipelines (Stacks, FreeBayes, Tassel 5)  assessed with 
two short-read aligners (BWA and Bowtie2). Comparisons between pipelines were based 
on relatedness estimates and genomic relatedness matrices, and concluded the most 
accurate GBS pipeline comprised PstI-MspI as an optimal enzyme 
combination and with SNPs identified by first aligning reads to the reference genome 












The aquaculture industry is a growing field of research; however, it has many challenges 
and current genomic resources are limited. Aquaculture species also have high fecundity, 
which while advantageous for farming and selection, features including high 
heterozygosity, large population sizes and mussel farms relying on the re-seeding of wild 
spat make it unfeasible for the development of SNP Chip arrays due to ascertainment 
biases. For these reasons, RRS has been widely adopted in the aquaculture industry to 
generate SNPs for downstream applications such as QTL identification, linkage mapping, 
genomic selection and sex determination, as reviewed by Robledo et al. 2017. 
Reduced representation sequencing (RRS) encompasses methods that use restriction 
enzymes to digest the genome and reduce the proportion of the genome that is sequenced 
(Andrews et al. 2016), including RADseq (Baird et al. 2008), 2b-RAD (Wang et al. 2012), 
ddRAD (Peterson et al. 2012), ezRAD (Toonen et al. 2013), SLAF-seq (Sun et al. 2013) 
and Genotyping-by-sequencing (GBS) (Elshire et al. 2011). The reduction in the 
proportion of genome sequenced enables the generation of high throughput genomic data 
at a cost affordable to industries where the cost of sequencing was previously prohibitive. 
The resulting SNPs can be used in applications including parentage assignment and 
estimating relatedness between individuals (Dodds et al. 2015).  
One challenge of RRS is the data generated are often of low depth with high levels of 
missing data (Dodds et al. 2015). The low depth can result in genotype errors where 
heterozygous SNPs are seen as homozygous as the other allele has not been sampled 
(Nielsen et al. 2011). To overcome those issues, the data can be treated in multiple ways. 
One is to sequence at a high depth, thus increasing coverage and reducing the proportion 
of missing data then treating the data like absolute genotype calls and subsequently using  
pipelines developed for SNP chip arrays. This method can be costly and discards a lot of 
data that could otherwise be utilised in the analysis. In addition, the high heterozygosity 
of mussels would likely result in higher levels of missing data than other species, therefore 
heavily reducing the number of SNPs available. Other methods include imputing missing 
data, thus generating more SNPs, although, these methods are computationally inefficient 
and time consuming. The high level of heterozygosity in mussels and the requirement of 







optimal for handling RRS for mussel. Methods are now being developed which take into 
account low depth and high levels of missing data for handling RRS that use probabilistic 
genotype calls (Dodds et al. 2015; Korneliussen et al. 2014). These include methods for 
generating genomic relationship matrices (Dodds et al. 2015) and that use Hidden Markov 
Models to account for errors in the data to generate high density linkage maps from GBS 
data (Bilton et al. 2018).  
The majority of genomic studies in aquaculture focus on fin fish, as reviewed by Li & 
Wang 2017; and Robledo et al. 2017. In addition, genomes for many fin fish have been 
well assembled, with reasonable annotation, such as Atlantic salmon (Lien, et al. 2016); 
Rainbow trout (Berthelot et al. 2014)  and Coho salmon  (GenBank:MPKV00000000.1). 
Molluscs too are of growing importance to the industry, and recent advances in farming 
techniques have highlighted a need to develop genomic tools to aid the industry (Camara 
& Symonds 2014). The use of RRS in molluscs has been limited to a few species, focusing 
mainly on oysters (Shi et al. 2014b; Wang et al. 2016; Lal et al. 2016); however there are 
also a few examples of RRS in mussels. This has been limited to SLAF-seq in Triangle 
shell mussel (Hyriopsis cumingii) used to generate a linkage map (Bai et al. 2016)  and a 
2b-RAD study in deep-sea mussel (Bathymodiolus platifrons) that focused on population 
genetics with a small number of samples (Xu et al. 2017). These studies have 
predominantly concentrated on a proof of concept rather than on the downstream 
applications of RRS in mussels. Among these early studies was a RAD-seq investigation 
of Chilean mussels that explored the levels of heterozygosity and patterns of Mendelian 
inheritance in two full-sibling families (Peñaloza et al. 2014). This paper reported high 
levels of heterozygosity, including a surprising increase in heterozygosity over the 
lifetime of the mussel, and segregation patterns that suggest null alleles existed in these 
mussels. 
These factors further complicate both the SNP-calling processes and the downstream 
generation of genomic relationships between individuals in mussels. In addition to 
challenges in the SNP-calling pipelines, the reported increase in heterozygosity observed 
in adults compared to juveniles can affect the enzyme choice of the library preparation as 
de novo mutations can cause changes in restriction enzyme cut-sites, affecting the regions 
of the genome that are sequenced. This affects the SNP call rate and the reproducibility 







is vital to reduce the likelihood of de novo mutations in restriction enzyme cut sites. The 
choice of restriction enzyme, and specifically the length of the restriction cut-site, alters 
the percentage of the genome sequenced; the percentage of the same regions seen in each 
sample and coverage depth of the sequencing. Restriction enzymes with longer restriction 
sites PstI (CTGCA’G) are not as common in the genome as those with shorter restriction 
cut sites such as ApeKI (G’CWGC) and will therefore affect the distribution and size class 
of DNA fragments produced. The high rate of de novo mutations in mussels (Takeuchi 
2017) adds extra challenges to enzyme choice, the conservation of restriction profile 
between individuals, and downstream analysis.  
The de novo assembly of draft genomes for non-model organisms is now common place 
(Narzisi & Mishra 2011; Goodwin et al. 2016). Using a reference genome to call SNPs 
for RRS has been widely compared (Torkamaneh et al. 2016; Shafer et al. 2017; Wickland 
et al. 2017), with the number of SNPs and quality of the SNPs increasing when a reference 
for the species of study or a closely related species is available. These comparisons use 
well assembled genomes; however, it can be an expensive step to generate a high quality 
reference genome for aquaculture species, specifically for species with highly 
polymorphic genomes such as molluscs (Takeuchi 2017). Calling SNPs without the use 
of a reference genome generates fewer SNPs but arguably results in more conservative 
and higher quality SNPs than the reference-based SNP callers. This is largely a 
consequence of the algorithms used to call de novo SNPs relying on ‘stacking’ the raw 
reads containing a single base difference together to call the SNP (Catchen et al. 2011, 
Lu et al. 2013). However, these methods may not be optimal for use with highly 
heterozygous genomes, for example, UNEAK permits only a single SNP in each 64 bp 
‘tag’ (Lu et al. 2013) and some mussel species have a heterozygosity rate of 1:25 bp 
(Peñaloza et al. 2014), hence many 64 bp ‘tag’ will be discarded for containing more than 
one SNP. Due to the fragmentation of the genome assembly (Chapter 2), the choice of 
SNP calling pipeline is not straightforward and it can be more complicated to align short 
reads to a fragmented genome for calling.  
This study aimed to identify an optimal pipeline for calling SNPs in a highly heterozygous 
mussel (GSM) of economic and cultural importance to New Zealand (Camara & Symonds 
2014). Different restriction enzymes were investigated at the library preparation step to 







compare them back to an in silico digest of the fragmented genome to compare the output 
from the two methods. Five SNP calling pipelines were also compared, two de novo 
pipelines (reference-free) and three reference-based pipelines, as well as two different 
short-read aligners to determine the best approach for analysing highly heterozygous data 
and to compare the SNPs called de novo and using a low-cost ‘landing-pad’ genome 
assembly. The resulting pipeline was optimised and can be used for a range of 
applications including studies to rapidly and cost-effectively survey population structure 
and relatedness and diversity for this endemic species. Furthermore, the pipeline is a tool 
that can be utilised by industry to establish and enhance quantitative genetics and breeding 
tools such as genomic selection in a cost and compute efficient manner.  
 
 Methods 
 In silico digest of Greenshell™ Mussel draft genome 
 
An in silico digest of the Greenshell™ Mussel draft genome assembly was performed to 
assess the approximate proportion of the genome that would be captured and sequenced 
depending on different restriction enzymes and enzyme combinations and size selection. 
The size of the fragments was determined using the ‘Restrict Tool’ from the EMBOSS 
suite (Rice, Longden and Bleasby 2000). The output was run through into an in-house 
AgResearch script (personal communication Rudiger Brauning) and additional R code 
was written to generate graphs and summary statistics of the fragment sizes.  
 
 GBS Library Preparation and Sequence Quality Control  
 
The GBS sequencing libraries were prepared at the AgResearch Animal Genomics 
research lab based on a method described in Elshire et al. (2011) and Dodds et al. (2015) 
using multiple restriction enzyme combinations as specified below. DNA was extracted 







Research, USA). A Pippin Prep (Sage Science Inc., USA) was used to size select DNA 
fragments after digestion and ligation. The Pippin window selection size (inclusive of 
adaptor sequences) was 150-500 bp when running 96 samples per lane and 193-318 bp 
when 192 samples were run on a lane.  Each library was prepared as a 96-well plate 
containing one positive control (a mussel which had been sequenced on a previous lane) 
and one negative control (a blank well), referred to as 96 samples assayed per lane. When 
sequencing 192 samples per lane, samples were prepared in 96 well plates as described 
above (i.e., 188 individuals with two positive and two negative controls) and pooled 
before sequencing. Libraries were sequenced on a single lane of an Illumina HiSeq 2500 
(Illumina Inc., USA) using v4 chemistry and 101 nt single end reads. The pipeline used 
is shown in Figure 4.4.  
 
 Library Demultiplexing  
 
Libraries were demultiplexed according to sample-specific barcodes within the adapter 
sequence using the GBSX tool (Herten et al. 2015). No mismatches in the barcode or the 
cut site were allowed. The reads were aligned to Version 2 of the draft genome of the 
Greenshell™ Mussel described previously in Chapter 2.  
 
 Sequence Alignment  
 
Two aligners were used for comparisons. The Bowtie2 (Langmead & Salzberg 2012) 
version 2.1.0 aligner was run using the ‘--very-sensitive-local’ and default parameters. 
The BWA (Li 2013) version 0.7.9-r783 aligner was run using the ‘mem’ package with 
default parameters. For both aligners, the output was converted to a sorted BAM file using 
SAMtools (Li et al. 2009) version 0.1.19.  
 








Five GBS SNP-calling pipelines were used. Three were reference-based (Stacks, 
FreeBayes and Tassel 5), while a further two (Stacks de novo and UNEAK) were 
reference free and used de novo methodologies to make SNP calls. Of these, both Stacks 
pipelines and FreeBayes used the demultiplexed reads while Tassel 5 and UNEAK have 
built in demultiplexers.  
4.3.5.1 UNEAK 
 
The UNEAK SNP-caller is part of the Tassel 3 package version 3.0.173 (Lu et al. 2013) 
and is a de novo SNP caller. The different steps of the pipeline and flags set are listed 
below.  
 
Where –c denotes the minimum number of tags seen; -s the maximum number of good, 
barcoded reads per lane; -m the maximum tag number for the library; -x maximum tag 
number per individual; -e error tolerance; -mnMAF minimum minor allele frequency; -
mxMAF maximum minor allele frequency and –mnC minimum call rate.  
 
4.3.5.2 Stacks reference 
The aligned BAM files were passed to the ref_map.pl wrapper script of the stacks 
reference pipeline version 1.46 (Catchen et al. 2011). A minimum coverage of three reads 
needed per SNP was set. All other parameters were defaults. Stacks version 1.46 was 
used. As default, this version removes any reads which map to multiple places on the 
genome and also removes any reads with a mapping quality below 10.  
For all output, a VCF file was generated from the catalogue files using the populations 
program that is part of the Stacks package. 
UFastqToTagCountPlugin -w ./ -c 1 -e PstI-MspI -s 300000000 
UMergeTaxaTagCountPlugin -w ./ -m 600000000 -x 100000000 -c 5  
UTagCountToTagPairPlugin -w ./ -e 0.03  
UTagPairToTBTPlugin -w ./  
UTBTToMapInfoPlugin -w ./ 








4.3.5.3 Stacks de novo 
The demultiplexed fastq files were passed to stacks de novo version 1.46 (Catchen et al. 
2011) using the ‘denovo_map.pl’ wrapper script. A minimum coverage of three reads per 
SNP was set. All other parameters were defaults. When necessary, the pipeline was run 
using the ‘ustacks’, ‘sstacks’ and ‘cstacks’ components separately, with ‘ustacks’ run in 
parallel on a compute farm to increase run speed.  
 
4.3.5.4 Tassel 5 
The Tassel 5 pipeline version 5.2.19 (Glaubitz et al. 2014) was run as outlined below. 
Where: –aProp is the minimum alignment proportion needed to store the SAM alignment 
(default 0.0); aLen is the minimum alignment length needed to store the SAM alignment 
(default 0); sC is the start chromosome and eC is the end chromosome; mnLCov the 
minimum proportion of individuals needed for a genotype to be called; mnMAF is the 
minimum minor allele frequency. All SNPs with a negative read-depth recorded were 
filtered from the VCF file.  
 
4.3.5.5 FreeBayes 
The aligned BAM files were passed into FreeBayes (Garrison & Marth 2012) v0.9.21. A 
minimum number of reads needed to call a SNP was set at 5; the ploidy set at 2 and the 
minimum proportion of individuals needed to record a genotype was set to 0.01. By 
default, FreeBayes discards reads mapped to multiple locations.  
GBSSeqToTagDBPlugin -e PstI-MspI -i ./illumina/ -k key/SQ0133.txt -db 
database/SQ0133.db  
TagExportToFastqPlugin -db database/SQ0133.db -o tagsForAlign.fa.gz  
SAMToGBSdbPlugin -i SQ0133.sam -db database/SQ0133.db -aProp 0.0 -aLen 0  
DiscoverySNPCallerPluginV2 -db database/SQ0133.db -sC 1 -eC 3645507 -mnLCov 0.1 -
mnMAF 0.01  
ProductionSNPCallerPluginV2 -db database/SQ0133.db -e PstI-MspI -i ./illumina/ -k 
key/SQ0133.txt -o SQ0133.h5  









 In silico digest of Greenshell™ Mussel draft genome 
 
An in silico digest of the draft genome of the Greenshell™ Mussel was performed to 
assess the proportion of the genome and putative fragment sizes generated by different 
enzymes cut sites. Three different enzyme combinations were selected due to their 
availability, including access to adapter sets, and prior use in the AgResearch Animal 
Genomics research laboratory. These are ApeKI, (G’CWGC), which has a five-base 
recognition cut site with a wobble base at position 3, therefore is likely to be common in 
the genome. PstI (CTGCA’G), has a six-base recognition cut site and likely to be found 
in fewer places in the genome; and a double digest combination of PstI-MspI. MspI 
(C’CGG) has a four base recognition cut site. The combination of frequent and rarer cut-
site enzymes provides an opportunity to generate a set of fragments that is intermediate 
in terms of numbers between the single PstI enzyme and the common ApeKI enzyme 
fragment profile.  
Table 4.1 shows the accessible sequence of the draft genome based on the different 
enzyme digests and Pippin size selection. As a general rule of thumb, approximately 8% 
of the genome is accessible for sequencing following ApeKI digest; PstI 0.1% and PstI-
MspI 1% (personal communication, Dr. Rudiger Brauning, AgResearch). The reduced 
estimated percentages in GSM (Table 4.1) are likely due to the fragmented draft genome. 
The broken contigs reduce the percentage of accurate fragments lengths because if two 
cut sites are on different contigs, these are not counted as being a valid fragment. With a 
complete, full genome the total fragment length before size selection would be similar to 
the length of the genome. However, the in silico digest shows very low percentages of 
the genome are contained in fragments. For ApeKI, 43% of the draft genome is seen in 
the total length of the fragments; 19% for PstI and 14% for PstI-MspI.  
The trend across the in silico digest was consistent with theory, with a greater percentage 
of the genome seen using the common restriction enzyme ApeKI enzyme, the smallest 
percentage seen with the rarer PstI cutter and an intermediate percentage seen when 







also consistent with the theory, with lower depths detected for ApeKI compared to PstI, 
and the depth of PstI-MspI was intermediate.  
The size selection step using the Pippin isolates fragments with a given size range to 
improve the consistency of sequencing across libraries and increase the SNP depth. The 
Pippin size selection showed a reduction in the percentage of the genome selected, with 
the narrow size window of 70-190 bp sampling less of the genome with a higher read 
depth than the wider size of 70-377 bp (Table 4.1).  
The frequency of fragment lengths for the three enzyme combinations are shown in Figure 
4.1. This shows a higher frequency of fragments of less than 500 bp for ApeKI; a high 
frequency of fragment lengths greater than 10,000 bp for PstI and PstI-MspI shows a 
good frequency of small fragment sizes. This is consistent with the predicted frequency 
of the recognition sites of the restriction enzymes within the genome, with the five-base 
ApeKI recognition sites found more frequently in the genome and therefore generating a 
larger proportion of small fragments compared with PstI with six-base recognition site 
which produced a high proportion of longer fragments. The addition of the four-base 
recognition site enzyme MspI to the PstI reduces the long fragment sizes seen with only 
PstI, but without the high number of short fragments seen with ApeKI.  
The frequency of fragment lengths for the two Pippin sizes are shown in Figure 4.2 and 
Figure 4.3. The PstI graph shows a peak of high frequency at approximately 135 bp. This 
is likely to be a repeat region containing the restriction site. The distribution is similar for 
ApeKI and PstI-MspI, although there were fewer fragments for PstI-MspI. This in silico 
digest suggests less of the genome will be sequenced using PstI-MspI, but the fragments 







Table 4.1 - Summary of in silico digest of Greenshell™ Mussel draft genome using a range of restriction enzymes.  













average read depth 
per SNP at 96 
samples per lane 
Hypothesised 
average read depth 
per SNP at 192 
samples per lane 
Hypothesised 
average read depth 
per SNP at 384 





NA 406,462 475,814,079 60,144,339 5.5% 25.6 12.8 6.4 
70 - 190 46,441 5,798,428 5,787,372 0.5% 224.1 112.1 56.0 




NA 58,292 214,915,252 9,557,122 0.9% 178.6 89.3 44.6 
70 - 190 4,937 594,332 593,622 0.1% 2,108.2 1,054.1 527.1 






I NA 141,408 157,308,739 22,278,981 2.0% 73.6 36.8 18.4 
70 - 190 17,148 2,175,114 2,170,839 0.2% 606.0 303.5 151.7 










A B C 
Figure 4.1 – Fragment lengths of in silico digests of Greenshell Mussel Version 2 genome using different restriction enzymes. A. An in silico digest using the restriction enzyme ApeKI. B.  







A B C 
Figure 4.2 – Fragment lengths between 70 and 190 nucleotides in length of in silico digests of Greenshell Mussel Version 2 genome using different restriction enzymes. A Pippin is used 
in the library preparation step to select fragment sizes. A ‘narrow’ size selects fragments between 70 – 190 nucleotides in length, not including barcode and adaptor. A. An in silico digest using 
the restriction enzyme ApeKI. B. An in silico digest using restriction enzyme PstI. C. An in silico digest combining two restriction enzymes, PstI and MspI. The fragments need to have both 










A B C 
Figure 4.3 – Fragment lengths between 70 and 377 nucleotides in length of in silico digests of Greenshell Mussel Version 2 genome using different restriction enzymes. A Pippin size selector 
is used in the library preparation step to select fragment sizes. A ‘wide’ size selects fragments between 70 – 377 nucleotides in length, not including barcode and adaptor. A. An in silico digest using 
the restriction enzyme ApeKI. B. An in silico digest using restriction enzyme PstI. C. An in silico digest combining two restriction enzymes, PstI and MspI. The fragments need to have both 






Figure 4.4 - The differences in SNP calling pipelines. The diagram above shows the stages of each SNP calling pipeline and the different implementations for running them. 
The UNEAK and Tassel 5 pipeline start by removing the barcodes and trimming the reads to 64 bases. It then consolidates the read set to tags pairs, where two reads are the same 
except for a single SNP. For the UNEAK pipeline, the raw data is compared back to the tag pairs and a HapMap file of counts per individual for each tag is generated. For the 
Tassel 5 pipeline, the tags are aligned to a reference genome to get positional information for the SNPs and the raw reads are then compared back to the tag pairs and a VCF file 
is generated. The FreeBayes, Stacks, and Stacks de novo pipelines all start with demultiplexed data and work with a file for each individual. The reads are demultiplexed using 
GBSX, and aligned to the reference for FreeBayes and Stacks. The resulting alignment files are used by the SNP callers to identify SNPs. FreeBayes uses a Bayesian statistical 
approach to call SNPs. It then links the individuals together and generates a VCF file. Stacks identifies SNPs from the alignment based on the stacks created by the reads aligning 
to the genome. It then consolidates the catalog of SNPs called into a large catalog across all individuals and generates a VCF file. Stacks de novo takes the demultiplexed reads 
for each individual, creates stacks of similar reads and calls SNPs, generating catalogues for each individual. As with the referenced based pipeline, it then consolidates the 






 Comparison of SNP-calling pipelines for Genotyping-by-
Sequencing  
 
A fast, efficient and accurate Genotyping-By-Sequencing (GBS) SNP-calling pipeline is 
needed for both biological and ecological studies and particularly for application in 
industry. Due to variations in the algorithms and implementation of GBS SNP-callers, a 
comparison between five commonly used pipelines was performed to identify an optimal 
pipeline. Figure 4.4 illustrates an overview of the pipelines, from raw data in FASTQ 
format to either a HapMap file (tabulated file with counts of reference and alternate alleles 
for each SNP and individual) or VCF (Variant Calling File) for each of the pipelines. This 
figure highlights the key variations in the pipelines. Among the most striking is that 
UNEAK and Tassel 5 consolidate raw reads into pairs of reads, (a reference and an 
alternate with a SNP) called ‘tags’. They then use these consolidated reads to call SNPs, 
compare the raw reads with sample barcodes to the SNPs, and either create a HapMap 
file de novo (UNEAK) or align the tags to a reference genome and use this to generate 
positional information across all samples and generate a VCF file. In comparison, Stacks 
and FreeBayes process the reads on a per sample basis before either combining the 
samples into a VCF file (FreeBayes) or consolidating the samples into a ‘population’ 
(Stacks).  
A comparison of SNP-calling pipelines used with data generated from three different 
enzyme combinations (PstI, ApeKI and PstI-MspI) are shown in Table 4.2. The SNP 
callers include three that use a reference genome (FreeBayes; Tassel 5 and Stacks) and 
two that do not use a reference genome (Stacks de novo and UNEAK). Two different 
short read aligners, BWA and Bowtie2, were also tested. Table 4.2 shows variation 
between both the enzymes used to generate the data; the different short read aligners used 
to align the data to the reference genome and differences in the SNP callers. All SNPs 
were filtered using a Genomic Relatedness Matrix generated by KGD with SNPs below 
Hardy-Weinberg disequilibrium -0.05 removed. Chapter 5 discusses filtering methods in 
further detail.  
Table 4.2 shows large variation among the enzyme combinations in terms of the number 
of SNPs called; average call rate (proportion of samples with the SNP sequenced); mean 





enzyme combination and the BWA aligner, FreeBayes called the highest number of 
filtered SNPs with 288,260; Tassel 5 called 209,473 filtered SNPs and Stacks called 
200,390. The call rate for FreeBayes and Tassel 5 are very similar with 0.65 and 0.64, 
respectively, while Stacks has the lowest call rate of 0.55. The mean number of reads per 
SNP is highly variable, with 27.9 for FreeBayes; 45.9 for Tassel 5 and 18.5 for Stacks. 
The mean self-relatedness is similar for FreeBayes (1.85) and Tassel 5 (1.83) and lower 
for Stacks (1.46).  
There was a large variation between the two aligners. Using the PstI-MspI enzyme and 
the Stacks reference pipeline, the number of SNPs increased from 200,390 filtered SNPs 
using BWA to 274,097 based on Bowtie2; and for the ApeKI enzyme, the number of SNP 
increased from 389,546 to 533,436. The call rate and mean read depth per SNP are 
consistent; however, the mean self-relatedness varied slightly from 1.46 with BWA and 
1.5 for Bowtie2. The trend was similar between the two SNP callers for FreeBayes and 
Tassel 5, with FreeBayes showing the largest difference in self-relatedness with 1.85 and 
1.92 for BWA and Bowtie2, respectively. This suggests large variations in the 
downstream SNP calling pipelines based on the choice of short-read aligner. 
The two de novo SNP callers show varied results. Stacks de novo shows a similar number 
of filtered SNPs compared to Stacks using BWA, except a slightly higher number of SNPs 
for the PstI enzyme. The call rate was much lower than that of the other SNP calling 
pipelines (0.37, 0.43 and 0.45 for ApeKI, PstI and PstI-MspI, respectively). The mean 
SNP depth was similar to that of Stacks for ApeKI and PstI-MspI but smaller for PstI. 
The mean self-relatedness was higher than the reference-based SNP callers for the ApeKI 
enzyme dataset; lower than FreeBayes and Tassel 5 and slightly higher than Stacks for 
the PstI-MspI dataset; however, for PstI it was smaller than FreeBayes and Tassel 5 and 
similar to Stacks. The UNEAK SNP caller identified fewer SNPs than all other pipelines. 
It also had the lowest call rate and mean read depth per SNP. However, the self-
relatedness estimates were also the lowest, indicating the SNPs called were most likely 
highly conservative.  
Figure 4.5 shows a low overlap of 10.7% of raw SNPs called using the three reference-
based pipelines for the PstI-MspI enzyme combination. It shows the highest overlap 
between Stacks and FreeBayes with 26.1%; compared to 14.7% between FreeBayes and 





percentage of independently called SNPs, i.e., SNPs not seen in other SNP callers, with 
7.8% compared to FreeBayes which had the largest at 35.9% and Tassel 5 with 21.8%. 
Stacks had the highest SNP overlap of the three callers with 30.5% of SNPs seen in other 
SNP callers. FreeBayes was marginally lower than Stacks with 30.1% and Tassel 5 had 
the lowest with 19.1%.  
Figure 4.5 also shows the comparison of SNPs called using the PstI-MspI enzyme and 
the Stacks reference-based pipeline using BWA or Bowtie2 short read aligners. This 
shows a lower percentage overlap than would be expected at 63.5%. BWA had the lowest 
percentage of independently called SNPs with 5.4% whereas Bowtie2 had 31.1%. This is 
consistent with the raw number of SNPs, as Bowtie2 called 37% more SNPs than BWA.  
Figure 4.6 shows a boxplot of the self-relatedness of each individual for the five pipelines. 
This shows the median self-relatedness generated from FreeBayes and Tassel 5 was 
higher than expected Tassel 5 and Stacks de novo also appeared to have a greater number 
of outliers with high self-relatedness, where self-relatedness is the diagonal of a GRM 
and how related an individual looks to itself. It is calculated as one plus relatedness, 
therefore for a diploid species with no inbreeding a value of 1 is expected. The spread of 
self-relatedness is lower for Stacks and UNEAK and the median is closest to one with all 






Table 4.2. Comparisons of enzymes; aligners and SNP callers to identify an optimal approach for GBS in 
Mussels. All data generated from 96 samples per lane of a HiSeq 2500 sequencer.  





















ApeKI 243,451 239,514 0.69 9.6 1.36 
PstI 65,306 58,540 0.75 122   2.79 






 ApeKI 439,691 430,802 0.66 17 1.56 
PstI 147,078 137,882 0.75 117.5 4.27 











ApeKI 306,255 297,721 0.67 7.89 1.37 
PstI 79,855 73,922 0.7 242.4 2.66 







ApeKI 302,779 293,446 0.65 7.7 1.39 
PstI 22,494 21,076 0.67 204 3.1 









ApeKI 394,209 389,546 0.48 4.7 1.4 
PstI 82,758 81,520 0.66 83.5 1.51 







ApeKI 544,396 533,436 0.48 5.5 1.42 
PstI 124,016 120,262 0.59 79.4 1.66 














ApeKI 386,647 363,889 0.37 4.4 1.52 
PstI 105,941 96,515 0.43 41.2 1.63 










ApeKI 52,542 51,946 0.39 2 1.39 
PstI 8,396 8,091 0.44 19.8 1.49 
















Figure 4.7 shows the fin plots generated from the genomic relatedness matrices produced 
by the raw SNPs from the different SNP calling pipelines. The minor allele frequency 
(MAF) is plotted against Hardy-Weinberg disequilibrium (HWD) (the proportion of 
observed homozygotes minus the expected proportion under Hardy-Weinberg 
equilibrium) and the SNPs are coloured by depth, with light grey representing low depth 
SNPs and dark blue representing very high depth SNPs. The plots show a graphical 
representation of the Mendelian inheritance patterns of the SNPs and can be used for 
filtering. These show SNPs with a high level of heterozygosity in the lower edge of the 
SNP plot. Highly repetitive SNPs are seen with high depth and low MAF. SNPs in the 
upper edge of the fin plot are more homozygous than expected. Low depth homozygous 
SNPs are likely due to sampling one allele and not the other, making a heterozygous SNP 
appear to be homozygous due to the depth.  
A. B. 
Figure 4.5 – Venn Diagrams of the overlap of SNPs called using different GBS pipelines. A. Shows the 
overlap of SNPs called between three different SNP callers, Stacks; Tassel 5 and FreeBayes. B. The overlap of 
SNPs called when two different short read aligners, Bowtie2 and BWA, were used to align the reads to the 





The fin plots for the five 
SNP-calling pipelines show 
the SNPs called have 
different properties. 
FreeBayes has a lot of low 
depth SNPs with a high 
HWD. There was a good 
distribution of SNPs with 
high depth through the rest of 
the fin plot, with some SNPs 
in the lower right region 
showing some highly 
heterozygous SNPs. The fin 
plot for Tassel 5 shows 
similar trends to FreeBayes, 
except more highly 
heterozygous SNPs in the 
lower right corner. Stacks 
had few SNPs with low HWD, most likely due to Stacks filtering reads which map to 
multiple places on the genome, therefore SNPs from repeat and poorly assembled regions 
will not be included. Stacks de novo is similar to Stacks, except it called more SNPs with 
low MAF and more SNPs with low HWD, suggesting SNPs from repeat regions are being 
included. The fin plot from the UNEAK pipeline varies significantly from the other 
pipelines, but follows the trends seen in other results from the UNEAK pipeline. It shows 
a sparse fin plot, as was expected due to the low number of SNPs. Most of the SNPs called 
using UNEAK had low read depth and low MAF, very few SNPs were in HW and most 
of these are low MAF. UNEAK calls conservative, low variant SNPs and is therefore not 




Figure 4.6 – Self relatedness estimates generated from SNPs called 
using different pipelines. The boxplot above shows the differences in self 
relatedness estimates based on the pipeline used to call SNPs. Data was 
generated using a PstI-MspI digest and aligned to the GSM V2 reference 





A. B. C. 
D. E. 
Figure 4.7 - Fin Plots of raw SNPs for different enzymes. The Fin plot shows Hardy-Weinberg disequilibrium against the minor allele frequency for each SNP 
called and coloured based on depth with a low SNP depth in grey and a large SNP depth in blue. This shows SNPs which are highly homozygous in the top right 
corner and high heterozygous in the bottom left corner. All SNPs were called using the Stacks reference pipeline. A. FreeBayes B. Tassel 5 C. Stacks D. Stacks de 























Figure 4.8 – Comparison of genomic relatedness matrices (GRM) generated from different SNP-calling pipelines. Each box shows the comparison between the GRMs of two different 
SNP-calling pipelines, a graphical plot of the relatedness estimate, by relatedness estimate or the equation of the line and correlation between the two pipelines. A. uses raw data to show the 
diagonal comparisons of the GRMs. The diagonals are the self-relatedness estimates of each individual sample. A high self-relatedness indicates possible inbreeding in the individuals. B.. 
uses raw data to show the off-diagonal comparisons of the GRMs. The off-diagonal is the relatedness estimates between different individual samples. C and D shows data filtered using the 
GRM removing SNPs with a Hardy-Weinberg Disequilibrium value less than -0.05 removed. E and F shows data filtered using the GRM removing SNPs with a Hardy-Weinberg 
Disequilibrium value less than -0.05 and greater than 0.05 removed.  
F. E. 





The SNPs called from the five pipelines were filtered using a lenient method of filtering 
(Hardy-Weinberg Disequilibrium (HWD) filtering of SNPs with HWD less than -0.05) 
and the stringent method (HWD filtering of SNPs with HWD less than -0.05 and greater 
than 0.05). These methods are compared and outlined in Chapter 5. Genomic relationship 
matrices (GRMs) were generated from the SNP derived from each pipeline and the 
diagonal (self-relatedness) and off diagonal (relationship of sample to each other samples) 
were compared to identify if the SNPs called from the pipelines produced the same 
relatedness estimates.  
Table 4.3 shows the summary metrics of the filtered SNPs for the different SNP-calling 
pipelines, highlighting the differences in the SNPs called after HWD filtering. This shows 
that for the reference-based pipelines with a strict filter applied, the number of filtered 
SNPs for FreeBayes was much higher (199,307) than for Stacks and FreeBayes (125,989 
and 121,537 respectively). The mean depth per SNP (74) and call rate (0.81) for Tassel 
was higher than the other reference-based pipelines, whereas FreeBayes had a mean depth 
per SNP of 39 and call rate of 0.79 and Stacks the lowest mean depth per SNP of 25 and 
call rate of 0.7. However, the mean self-relatedness (i.e., how related a sample appears to 
be with itself) was highly variable: FreeBayes had a mean self-relatedness of 1.9; Tassel 
1.7 and Stacks the lowest with 1.2. Self-relatedness of non-inbred individuals should be 
1, therefore the SNPs called from Tassel and FreeBayes had less diversity than they 
should, making the individuals appear more inbred than they are based on known 
pedigree. The SNPs called using Stacks had a mean self-relatedness closest to 1, 
indicating these SNPs were a closer representation to the biology than the other reference-
based pipelines. 
Figure 4.8 shows the comparisons of the GRMs derived from raw SNPs (A and B); SNPs 
filtered using lenient cut offs (C and D) and SNPs filtered using strict cut offs (E and F). 
A and B show a high correlation in the diagonals derived from GRMs of Stacks and 
FreeBayes (0.78) and a low correlation between FreeBayes and Tassel derived GRMs 
(0.027). The off-diagonals show high variations in the comparisons of the Stacks de novo 
GRM compared to the GRMs derived other pipelines, suggesting the SNPs called by 
Stacks de novo have different characteristics to the SNPs called by the other pipelines. C 
and D show similar trends to A and B, suggesting lenient filtering was not removing many 
additional SNPs and retaining a similar relationship to that of the raw SNPs. E and F 





SNP callers, suggesting the strict filtering removed erroneous SNPs that altered the 
relatedness estimates. However, the correlation between GRM derived via FreeBayes and 
the other SNP callers was lower than the raw and lenient filters, suggesting strict filtering 
with FreeBayes removed SNPs that were negatively affecting relatedness. GRMs derived 
via Stacks were consistent across the different filtering methods and had a high correlation 
with UNEAK derived GRM, suggesting that Stacks was the more accurate reference-
based SNP caller compared to a conservative de novo SNP-caller.  
 
Table 4.3 – Metrics of SNPs called for each pipeline and effect of filtering. Two filtering methods were applied to 
the SNPs based on Hardy-Weinberg Disequlibrium (HWD) calculated from a Genomic Relationship Matrix. Lenient 
filtering removes SNPs with a HWD less than -0.05 and stringent filtering removes SNPs with a HWD less than -0.05 
and greater than 0.05.  









 None 292,221 0.65 29 1.9 
Lenient 288,260 0.65 28 1.9 







None 216,320 0.65 50 1.8 
Lenient 209,483 0.64 46 1.8 





None 203,121 0.55 18 1.4 
Lenient 200,390 0.55 18 1.5 











None 212,529 0.43 17 1.6 
Lenient 203,866 0.45 18 1.6 






 None 38,583 0.37 6.3 1.4 
Lenient 38,175 0.36 5.8 1.4 
Stringent 9,885 0.63 16 1.1 
 
For the non-reference-based pipelines, Stacks de novo follows the same trend as the 
reference-based Stacks SNP-caller; however, the call rate and mean read depth per SNP 
was lower. The SNPs called using UNEAK were the lowest, at 7,344 SNPs with a call 
rate of 0.66 and the lowest mean read depth per SNP of 18.33. The mean self-relatedness 
values generated from SNPs called vis Stacks de novo and UNEAK were 1.18 and 1.17 
respectively. Due to the more conservative methods used to called SNPs without a 





would be more accurate than the reference-based SNP callers. Furthermore, the similarity 
of the self-relatedness estimates derived from the reference-based stacks pipeline and the 
non-reference pipeline suggests that the Stacks reference-based SNP caller is more 
accurate than the other reference-based SNP callers assayed.  
Further analysis into the relatedness estimates between parents and progeny (seven trios) 
included in the PstI-MspI library was done to gain insight into the self-relatedness 
variations seen in the different SNP calling pipelines and filtering methods outlined 
above. The parentage was verified according to the methods outlined in Chapter 5. The 
estimated relatedness between parents and progeny is expected to be ~0.5 for non-inbred 
individuals. The trios used had recorded pedigree, and were confirmed as non-inbred. 
Figure 4.9A shows the differences in the estimated relatedness between the progeny and 
the father (left) and the progeny and the mother (right) for estimates derived from the five 
different pipelines. This shows SNPs called using Tassel 5 and FreeBayes inflated the 
relatedness estimates for both parents while UNEAK derived SNPs underestimated the 
relatedness of the father for two of the progeny. Stacks de novo derived SNPs revealed a 
different trend from the other SNP callers, suggesting it is not an optimal pipeline for 
GSM. In contrast, the reference-based Stacks pipeline derived SNPs generated the most 
consistent relatedness estimates between parents and was the closest to 0.5, further 
suggesting this is the best pipeline for GSM. Based on the trio test data, it appears the 
Stacks-reference based pipeline using a stringent filtering gave the best results for GSM. 
Figure 4.9B looks at the read depth for each of the samples, with some of the progeny 
sharing parents. This revealed high variation in the read depth for the fathers, which could 
explain the higher variation in relatedness to the fathers than to the mothers. Due to the 
KGD method generating a GRM independent of read depth and missing data, this could 
indicate that the pipelines are affected by different read depths for individuals. This is 
seen particularly in UNEAK and can be explained by UNEAK filtering any SNPs with a 






Figure 4.9 – Effect of SNP-calling pipelines on relationship estimates between parents and progeny. A. 
Estimated relatedness of progeny to the father (left) and mother (right) with different filtering parameters. Raw has 
no filter applied to the SNPs called by each pipeline. Lenient has been filtered by Hardy-Weinberg Disequilibrium 
with a cut off of -0.05 and strict has been filtered by Hardy-Weinberg Disequilibrium with a cut off of -0.05 and 






 Comparison of restriction enzymes used to generate Genotyping-
by-Sequencing (GBS) data  
 
A comparison of three different restriction enzyme combinations was performed to assess 
which enzyme combination gives the best metrics for downstream applications. To do 
this, three GBS libraries were generated from 96 individuals and summarised in Table 
4.2. The following section describes comparisons between the SNPs called using the 
BWA aligner and the Stacks reference pipeline. This was selected as the SNPs derived 
from this pipeline is optimal compared to others tested earlier in this Chapter.  
The ApeKI library generated a large number of SNPs (394,209) which were filtered to 
389,546 using a lenient filter resulting in an average call rate of 0.48 and mean sample 
depth of 4.7. The PstI library generated the smallest number SNPs (82,758) which were 
filtered to 81,520 resulting in both the higher mean read depth per SNP (83.5) and call 
rate (0.66). The PstI-MspI library had properties intermediate between PstI and ApeKI, 
with a raw number of SNPs of 203,121, which filtered to 200,390. The mean read depth 
per SNP of 18.5 and call rate of 0.55, which was lower than ApeKI and higher than PstI. 
The trends of the three different restriction enzyme libraries were consistent with the in 
silico digests; however, the differences in number of SNPs and depth further suggest the 
accuracy of the in silico digest was lower than real data likely reflecting the quality of the 
draft reference genome used.  
The fin plots in Figure 4.10 show the differences in the characteristics of the SNPs called 
from the different enzyme combinations. This shows the ApeKI library generated a large 
number of low-depth SNPs, the higher-depth SNPs were mostly in HWD and the lower-
depth SNPs appeared homozygous (top right corner) with a small number of highly 
heterozygous SNPs (lower right corner) which had a higher depth. For PstI, the fin plot 
shows there were fewer SNPs compared with ApeKI but as the expected SNP depth was 
a lot higher for most of the SNPs, as was the minor allele frequency, as seen in the left-
centre part of the plot. There are fewer highly heterozygous and highly homozygous PstI 
derived SNPs than ApeKI. In contrast, the PstI-MspI library shows a more even 
distribution of SNP depth and minor allele frequency compared with either PstI and 
ApeKI. There were very few highly heterozygous SNPs and more highly homozygous 





Figure 4.11 shows the frequency of the mean read depth per SNP for each of the three 
restriction enzyme libraries. This shows further that ApeKI had a high frequency of SNPs 
with a low read depth per SNP and a low frequency of SNPs with a high SNP depth. PstI 
had a much lower frequency of low read depth per SNP with some SNPs showing a very 
high mean read depth per SNP, again indicating possible repeats containing PstI sites, 
hence being over-represented in the GBS libraries relative to other fragments. PstI-MspI 
has a good distribution of SNP depths, with a high frequency of lower read depth per SNP 
and a much lower maximum mean read depth per SNP than PstI, although higher than 
ApeKI, the lower mean PstI-MspI SNP depth frequency indicated a higher mean SNP 
depth than ApeKI, this is to be expected due to the higher proportion of the genome that 
is assayed with ApeKI, resulting in more ApeKI fragments hence a lower per fragment 
read depth.  
Figure 4.12 shows the distributions of SNP depth across the same samples sequenced 
using the three different enzyme combinations. This shows the SNPs called using the 
ApeKI have a low mean sample depth and a high number of outliers, showing a large 
number of SNPs with high read depths > 95% percentile. The large spread in SNP read 
depths resulting in ApeKI being less consistent across multiple lanes of sequencing. The 
PstI library showed a high mean SNP read depth with a large distribution of SNP read 
depths and outliers at lower depths. There was a wide range of very high and very low 
SNP depths. This is consistent with what is seen in the in silico digest and Figure 4.11. 
As with the ApeKI library, the SNP depth was not sufficiently consistent for multiple 
lanes across multiple years of sampling. The PstI-MspI library showed a more consistent 
mean sample depth with a low number of outliers compared to PstI and ApeKI. It has a 
tighter distribution than ApeKI and the mean sample depth of PstI-MspI will allow more 
individuals to be sequenced per lane, reducing the sequencing cost for industry without 
affecting the downstream analysis.  
Comparisons on the effect of number of SNPs per sample (Figure 4.13) and call rate 
(Figure 4.14) further demonstrate PstI-MspI is an intermediate between a higher number 
of SNPs with a low call rate and SNP depth (ApeKI) and a lower number of SNPs with a 
high SNP depth and high call rate (PstI). Based on all the results discussed, the best 






 A B C 
Figure 4.10- Fin Plots of raw SNPs for different enzymes. The Fin plot shows Hardy-Weinberg disequilibrium against the minor allele frequency for each SNP called and coloured based 
on depth with a low SNP depth in grey and a large SNP depth in blue. This shows SNPs which are highly homozygous in the top right corner and high heterozygous in the bottom left corner. 
All SNPs were called using the Stacks reference pipeline. A. SNPs generated using the ApeKI enzyme. B. SNPs generated using the PstI enzyme and C. SNPs generated using the combine 




















Figure 4.11 – Histogram of frequency of mean SNP depth for different enzymes. The histograms show the frequency of the mean SNP depth for each raw SNP for a lane of sequencing with 
95 samples digested with different enzyme combinations. The reads were aligned using BWA and SNPs called using the Stacks reference pipeline. A. SNPs called from the ApeKI restriction 






Figure 4.12 – Effect of restriction enzyme choice on SNP depth distribution. The boxplot shows the variation in SNP depth amongst the same individuals sequenced at a depth of 96 per lane 






Figure 4.13 – Effect of restriction enzyme choice on number of SNPs seen in each sample. The histogram shows the total number of SNPs with a sequence depth greater than 5 for each 






Figure 4.14 Effect of restriction enzyme choice on sample call rate. The histogram shows the call rate percentage for each individual. The call rate is the percentage of all SNPs with sequence 







The development of Reduced-Representation Sequencing  (RRS) technologies, such as 
GBS (Elshire et al. 2011) and RAD-seq (Baird et al. 2008), have enabled a low cost, 
efficient sequencing method to enable high-density genomic analyses for species that 
alternative methods such as whole genome sequencing and SNP chip arrays have been 
unobtainable and unaffordable. The data generated from RRS technologies has allowed 
for the development of de novo methods to call SNPs (Catchen et al. 2011; Lu et al. 2013), 
allowing for previously understudied species to be studied without the need of a reference 
genome.  
Technologies based on restriction digested sequencing have been used in a wide variety 
of fields, including conservation genomics, as reviewed by Narum et al. 2013 and 
Andrews et al. 2016; population genomics, as reviewed by Davey & Blaxter 2010 and 
Reitzel et al. 2013; plant breeding, as reviewed by Chung et al. 2017 and animal breeding, 
reviewed by Gorjanc et al. 2015. However, there is little consensus on an optimal pipeline 
to call SNPs from the data generated from these technologies. Research areas such as 
conservation and population genomics often focus on species without a reference genome 
(Andrews et al. 2016), with the Stacks de novo pipeline a popular choice for researchers 
in these fields. The Tassel pipelines were developed and used for plant based breeding 
methods (Lu et al. 2013; Glaubitz et al. 2014) and as has FreeBayes (Byrne et al. 2013). 
The UNEAK pipeline is fast and efficient, and can be run on a personal computer, 
allowing de novo based SNP-calling to be available to researchers with few computational 
resources (Lu et al. 2013). It can also be scaled up efficiently to large datasets containing 
several thousand individual samples. It has successfully been used for calling SNPs on 
1,881 individual Atlantic salmon for disease resistance selection (Kristjansson et al. 
2017).  
For this study, we chose to use SNP-callers commonly used for RRS. The two reference-
free de novo methods compared, UNEAK and Stacks de novo, identified some issues with 
de novo SNP-calling pipelines in mussel and therefore further de novo based pipelines 





FreeBayes) were chosen for their ability to perform SNP calling with a draft, fragmented 
genome assembly.  
Several papers have compared RRS data (Puritz et al. 2014; Torkamaneh et al. 2016; 
Shafer et al. 2017; Wickland et al. 2017). Torkamaneh et al 2016 and Wickland et al 2017 
looked at GBS data for Soybean lines, which were compared with whole-genome 
sequencing to generate a ‘gold standard’ database of SNPs called across the whole 
genome. While the focus of these papers was the commonality of SNPs called using the 
two sequencing methods, neither focused on the biological information generated by the 
SNP-callers. Both papers showed a low percentage of overlap in the SNPs called between 
the pipelines. This thesis compares multiple GBS SNP calling pipelines, as shown in the 
research above, highlighting that different reference-based SNP calling pipelines detected 
SNPs in different positions of the genome. In addition, the research in this thesis shows 
differences in the genomic relationship matrices (GRM) generated from the different 
datasets and relatedness estimates between trios. Shafer et al 2017 used Galápagos sea 
lion and population genomics to compare reference and de novo based pipelines and 
filtering with an emphasis on population genomic based analysis such as F statistics 
including FIS and FST; nucleotide diversity and observed heterozygosity. These analyses  
showed similar results to the study in this thesis, with inheritance patterns in trios varying 
depending on SNP calling pipeline, filtering methods and variations in the number of 
SNPs used.  
The downstream implications of bias in SNP calling methods can affect the biological 
questions the data is being used to answer. Exploration of the self-relatedness estimates 
suggest this is a useful metric for comparing the utility of the different SNP-calling 
pipelines. Self-relatedness is an estimate of one plus the inbreeding. The self-relatedness 
estimate should not be greater than two as it is one plus the probability of two alleles 
being identical by descent. The large variation seen between the SNP-calling pipelines 
and the enzyme digest combinations suggest the SNPs being called have different 
biological characteristics. The high self-relatedness of the SNPs called using the 
FreeBayes pipeline suggests the individuals are inbred, which contrasts with the recorded 
pedigree of these individuals. The self-relatedness estimates generated from the Stacks 
reference-based pipeline suggested that the SNPs called generated self-relatedness 
estimates of 1.5±0.1. The low variation in self-relatedness using this pipeline across 





relatedness estimates were also similar to those seen in the two de novo pipelines, 
UNEAK and Stacks de novo. As the SNPs called using UNEAK are more conservative 
than reference-based methods due to the algorithms used by the SNP caller, therefore 
comparing the reference-based pipelines to the UNEAK pipeline is a good estimate of the 
expected results. However, the UNEAK pipelines calls a very low number of SNPs 
compared to the reference-based approaches, therefore is not considered to be an optimal 
pipeline to use.  
We used recorded parentage assess relatedness estimates between parents and offspring 
and compared these for the different pipelines. Low depth sequencing data can result in 
a biological heterozygous SNP that appears homozygous in the data if the second allele 
has not been sampled. This is referred to as a Type 1 error. The increase in homozygosity 
will make individuals appear to be more inbred than they are, due to the mis-sampling of 
the alleles, hence incorrect under calling at heterozygous loci. A very high read depth, on 
the other hand, can have the opposite affect, where PCR errors and sequencing errors can 
be incorporated into the data. This can make a homozygous SNP appear as heterozygous, 
referred to as a Type 2 error. The KGD method used for generating a GRM does not 
consider SNP depth or call rate across each SNP. Therefore, if a SNP is called as 
heterozygous due to the SNP calling pipeline not taking the allele frequency of each SNP 
into account, the GRM would reflect this. This can have significant flow on effects for 
SNP calling, where some individuals could appear to be more inbred due to Type 2 
sequencing errors.  
The sample depth of the progeny and parents show large variation, with one of the fathers 
having a large SNP depth and some of the progeny having a low SNP depth. The variation 
of sequencing depth in the mothers is quite low. This appears to have less of an effect on 
the estimated relatedness of the progeny compared to the highly variable fathers using the 
UNEAK pipeline. There is also more variation in the estimated relatedness values of the 
fathers than of the mothers, indicating the SNP calling pipelines are affected by variations 
in read depth.  
 
Shafer et al 2017 discusses the difference between reference and de novo based SNP-
calling and concludes having a reference genome or a closely related genome increases 
the number of SNPs and suggests using a closely related genome over de novo where ever 





versus a ‘landing pad’ assembly of a genome and to two closely related species of the 
Salmonid lineage (Ashby et al 2018, manuscript in preparation). This study found the 
number of SNPs called by the de novo method was approximately a quarter of the number 
of SNPs called using the reference-based method and while the landing pad genome is 
sufficient for calling SNPs, in agreement with Shafer et al., using a genome of a closely 
related species can be used to call SNPs in regions conserved between the related species 
and is sufficient for downstream applications. This is consistent with the reference and de 
novo comparisons we have seen. Although Stacks de novo calls a large number of SNPs, 
the quality of these SNPs is questionable and the correlation between the other reference-
based pipelines suggests Stacks de novo is not calling consistent SNPs.  
An in silico digest of the draft reference genome was done to help identify an optimal 
enzyme and Pippin size selection setting for the generation of the GBS libraries. It has 
previously been found that using a draft reference genome can aid RADseq experimental 
design (Van Tassell et al. 2008). We found the in silico digest of the fragmented draft 
genome resulted in inaccurate simulations of the GBS libraries. The in silico digest 
showed a similar trend to what was expected for the different enzyme digest; however, 
the predicted number of reads, average depth and percentage of genome sequenced were 
a lot higher than expected and therefore could not be reliable. Due to this, GBS libraries 
were made to assess the three restriction enzyme combinations ApeKI; PstI and PstI-MspI 
from 96 samples in a lane of sequencing, of this, 19 individuals were sequenced on all 
three lanes, comprising of parents and offspring. The number of reads and average read 
depth differed from that derived from the in silico digest; however, the trend was similar. 
The ApeKI library generating a large number of SNPs with low depth and low call rate; 
the PstI library generated the smallest number of SNPs with the largest depth and highest 
call rate which the PstI-MspI library generated a good number of SNPs at a good average 
SNP depth and call rate for the required downstream applications of the data. The average 
SNP depth was also high enough to increase the number of samples per lane for purposes 
such as parentage assignment, therefore reducing the cost of genotyping each sample for 
wider ecological studies or for industry purposes.  
Overall, this chapter has shown the considerations necessary for developing a GBS 
pipeline for a highly heterozygous species with a draft, fragmented reference assembly. 
It has highlighted that draft genomes, while not accurate in predicting finer metrics, can 





different enzyme combinations. However, the use of a reference genome, even a 
fragmented one, can greatly improve SNP calling and is vital for an industry-based 
application for an accurate and efficient pipeline for SNP calling.  
The chapter also highlights that different SNP calling pipelines will generate different 
datasets of SNPs. These SNPs can also have different characteristics that will alter and 
inflate genomic values such as self-relatedness and estimated relatedness between parents 
and progeny. In addition, there is little correlation between the GRMs generated from the 
SNPs called using different pipelines. This information is valuable as it highlights the 
requirement to develop a standardised SNP calling which can be adhered to across the 
life of a programme i.e., with each years breeding stock. It also highlights the need to be 
careful when comparing results back to the literature if different pipelines have been used. 
Further work is needed to identify specifically what is causing the differences; however, 
this is non-trivial for an understudied species and further insights are only likely to be 
gained using well characterised, study species.  
This chapter has focused on single SNP callers. One of a caveats of some of these SNP 
callers, particularly the de novo ones, is that they are limited in the number of SNPs they 
can call for each read. The development and introduction of haplotype callers (Tinker et 
al. 2016; Bekele et al. 2018), could be better suited for handling highly polymorphic 
species. However, the downstream analysis tools need to be updated in order to handle 












5  Applications of Genotyping-By-




The Greenshell™ Mussel is New Zealand aquaculture’s largest export by both value and 
volume. Exports are worth $348 million per year and New Zealand aquaculture aims to 
grow to $1 billion industry by 2025. To do this, genomic tools are required to help 
improve current farming methods that heavily rely on pedigree-based breeding methods 
and shell engravings to mark families and broodstock. The development of low-cost 
genotyping methods such as Genotyping-by-Sequencing (GBS) allow for industries 
focused on species with little prior genomic information to generate high throughput tools 
for applications including genomic selection, that previously would have been 
unobtainable. Here we show the utility of SNPs generated from an optimised GBS 
pipeline in a variety of downstream applications in the Greenshell™ Mussel industry.  
 Introduction 
 
The New Zealand Greenshell™ Mussel (GSM) is an economically important species for 
the New Zealand aquaculture industry; with exports valued at $348 million NZD for 
2018, an increase of $130 million since 2011($212 million) (Aquaculture New Zealand, 
2012; Aquaculture New Zealand 2018), making it the industry’s largest species by both 
value and volume with considerable increases in export revenue with the introduction of 
farming management. Despite this importance, current farming methods are limited to 
the collection of wild spat from beaches such as 90 Mile Beach in Northland and around 
the Marlborough area. The spat are reseeded onto drop ropes around the coastline of New 
Zealand where they are grown until harvested (Symonds et al. 2018). This process is 





2012 with the aim of establishing a mussel hatchery that would generate hatchery-
produced spat for industry. In addition, a government goal to increase New Zealand 
aquaculture exports to over $1 billion per annum by 2025 was established (Aquaculture 
New Zealand 2018). To meet this goal, genomic tools are being developed and 
implemented to aid and validate current phenotype and pedigree-based selection methods.  
The recent closure of several bivalve mollusc life cycles has enabled the development of 
hatcheries for the generation of spat, reducing the reliance on wild caught stocks 
(Hollenbeck & Johnston 2018). However, bivalve aquaculture industries currently have  
very few genomic tools available (Takeuchi 2017) and, therefore, remain heavily reliant 
on pedigree-based methods (Camara & Symonds 2014; Symonds et al. 2018). To date, 
only six bivalve mollusc species with significance in global aquaculture have assembled 
and annotated genomes (Hollenbeck & Johnston 2018) which has, thus far, limited the 
application of genomic selection approaches to this industry. The implementation of 
genomic selection in terrestrial farming and finfish has vastly increased genetic 
improvement of farmed species (Meuwissen et al. 2013; Robledo et al. 2017). Genomic 
selection has been shown to increase selection accuracy in Pacific oyster compared to 
pedigree-based methods. Heritability of three traits (shell weight, shell length and wet 
weight) was estimated by integrating pedigree-based methods and SNPs from the Oyster 
low-density SNP chip. This showed an increase in shell length by ~25% and wet weight 
by ~30% (Gutierrez et al. 2018). Highlighting the power of using genetic markers for 
selection over pedigree-based methods alone. In addition, genomic selection methods 
using genetic markers are predicted to increase traits such as  average growth rates by 
10% per generation (Hollenbeck & Johnston 2018). Thus, the current challenge for 
bivalve mollusc farming is the development and implementation of cost-effective, high-
throughput genomic tools that can be applied to hatchery farming to implement such 
genetic gains. The availability of several generations of phenotype data for GSM has 
enabled phenotype-based selection methods to be used to identify the best mating 
selections (Camara & Symonds 2014); however, recording of traits such as meat weight, 
shelf life and meat cover (proportion of the shell covered by meat) require destructive 
methods. This means the reliance on sibling trait inheritance is higher than average. In 
addition, current hatchery methods rely on families being reared in the same tank. This 
can cause confounding between genetic effects and those caused by the environment or 





engraving the shell with a specific family identifier. This can cause stress to the animal 
and is a laborious task, increasing the cost of family-based rearing. In addition to shell 
engraving, the recording of pedigrees can also be prone to human error (Camara & 
Symonds 2014; Symonds et al. 2018; Ashby et al. 2018).   
The development of cost-effective marker platforms such as Genotyping-by-Sequencing 
(GBS) (Elshire et al. 2011) have enabled development of high density SNPs to be utilised 
for species that genomic technologies were previously unobtainable due to high costs 
(Robledo et al. 2017). Markers obtained from these methods can be used for a variety of 
purposes. This includes parentage testing for assignment of progeny to parents and 
pedigree construction, enabling the development of mixed mating approaches and pooled 
family rearing, and verification of pedigree recordings (Ashby et al. 2018). In addition, 
the SNPs can be used for the development of genomic selection pipelines to improve 
accuracy and optimise traits desired by the export market (Ashby et al. 2018; Nguyen et 
al. 2011; Goddard & Hayes 2007). While it is not always possible nor imperative to 
identify the causative SNPs in genomic selection using GBS, SNPs linked to a particular 
trait can be identified through studies such as Genome Wide Association Studies (GWAS) 
using GBS data to identify potential markers and/or markers linked to QTLs of interest 
(Robledo et al. 2017).  
The availability of a genome assembly (albeit fragmented) has enabled the development 
of an optimised GBS SNP-calling pipeline, but the fragmentation of the assembly makes 
it difficult for annotation and accurate identification of quantitative trait locus (QTL). In 
order to improve the genome, a linkage map can be assembled from SNPs following 
Mendelian segregation patterns between parents and progeny. The distance between these 
SNPs can be calculated based on the recombination frequency of these markers, where 
the greater the frequency the more distant the markers are on the chromosome (Bilton et 
al. 2018; Wang et al. 2017; Du et al. 2017; Jiao et al. 2014; Shi et al. 2014b; Li & He 
2014; Wang et al. 2016; Bai et al. 2016). These maps can be used to order a genome by 
calculating the recombination frequency between scaffolds. In addition, it can be also be 
used to link phenotypes to QTLs. Methods such as GUSMap (Bilton et al. 2018); Lep-
MAP2 (Rastas et al. 2016);  JoinMap 4.1 (Van Ooijen 2011) and OneMap (Margarido et 
al. 2007) have been developed to build linkage map from low depth data such as GBS 
and take into account genotype errors due to low depth and introduced sequenced errors 





maps are generated from large, full-sibling families to estimate a high density linkage 
map with minimal inflation.  
The GBS pipeline optimised and described in Chapter 4 has been utilised for SPATnz to 
verify their pedigree and inform mating decisions. Further optimisation of the pipeline to 
increase the number of samples that can efficiently be sequenced per lane of sequencing, 
therefore, reducing the cost per sample to make genotyping more viable for industry was 
also achieved and discussed in this chapter. In addition, a parentage assignment pipeline 
has been developed and validated using recorded pedigree. This recorded pedigree and 
technical replicates was used to investigate the impact filtering methods have on the 
estimations of relatedness that impact parentage assignment. In addition, a full sibling 
family was utilised to investigate if GBS data can be used for the development of a linkage 
map in mussels for downstream applications such as GWAS and QTL identification and 
to improve the current draft genome of GSM.  
 Methods 
 
All data was generated using the PstI-MspI restriction enzyme double digest and SNPs 
were called using the optimised method using the reference-based Stacks v1.4.7 pipeline, 
aligning to the Version 2 reference utilising BWA v0.7.9-r783, as developed in Chapter 
4.  
 
 Filtering of SNPs called using GBS data  
 
5.3.1.1 Filtering SNPs using a genomic relationship matrix  
A genomic relationship matrix was generated using KGD (Dodds et al. 2015) and derived 
from SNPs called using the Stacks reference-based pipeline outlined in Chapter 4. Variant 
Calling Files (VCF) were converted to a reference/allele depth file before being passed 
into KGD. SNPs were filtered based on Hardy-Weinberg disequilibrium (HWD) and 





5.3.1.2 Heavy filtering of VCF file 
Raw SNPs from the Stacks pipeline (Catchen et al. 2013) were filtered using VCFtools 
(Danecek et al. 2011) and PLINK (Purcell et al. 2007). SNPs were filtered from the VCF 
file using a MAF cut off of 0.05; a minimum call rate of 0.8 using VCFtools. The filtered 
VCF file was read into PLINK v1.9 to calculate the linkage disequilibrium of each SNP. 
The PLINK –indep-pairwise parameter was used, specifying a genome window size of 1 
kb and step size of 1, with an r2 (measure of LD) threshold of 0.8. The remaining SNPs 
were further filtered based on Hardy-Weinberg equilibrium (HWE) using VCF tools. 
Each SNP was evaluated using an exact test, SNPs with a p-value less than 0.05 are 
considered to be out of HWE and therefore were filtered.  
 
 Parentage assignment and pedigree concordance  
 
SNPs were called from both progeny and parents using the Stacks pipeline. The resulting 
VCF file was re-formatted to a TAB delimited file containing the read count of the 
reference and alternate reads per SNP for each individual. The file was read into KGD 
and filtered according to the text. The filtered SNPs were passed to the KGD parentage 
pipeline, setting the minimum relatedness threshold at 0.2 and excess mismatch threshold 
at 0.025 (Dodds et al. 2019).  
 
 Linkage Map 
 
A full-sibling family comprising two parents and 33 progeny was used to generate a 
linkage map. SNPs were called using the Stacks pipeline (Chapter 4) and parentage was 
confirmed using the KGD parentage assignment pipeline. The resulting allele count file 
was passed into the GUSMap R package (Bilton et al. 2018), which was used to filter 
SNPs with a MAF less than 0.05 and call rate less than 80% in progeny, each SNP was 
required to be present in both parents.  The filtered SNPs were classified as: maternally 
informative, (i.e., segregating in the mother); paternally informative (i.e., segregating in 





chi-square test was used to ensure each SNP was following HW. The maternal and 
paternal SNPs were used to generate a maternal map and a paternal map separately. The 
recombination frequency between SNPs was calculated and used with a logarithm (base 
10) of odds (LOD) score of eight to generate linkage groups. The maternal and paternal 
two point recombination frequencies were plotted on a heat map and any obvious 
misclassification of groups or errors were removed manually. The groups were ordered 
using GUSMap and further filtered as required. The resulting maps were generated, 
compared back to the heatmaps and again manually filtered as needed.  
 Results 
 
 Comparison sequencing 96, 182 and 384 samples per lane  
 
GBS offers a significant reduction in genotyping costs compared to other technologies; 
however, the cost per sample remains a significant impediment to its application in some 
industries. One way to reduce the cost per sample is to increase the number of individuals 
sequenced on a single lane of sequencing. The cost of the lane remains constant as the 
number of samples increases, but the costs of library preparation varies depending upon 
the number of samples included. To determine the feasibility of increasing the number of 
samples sequenced in each lane, hence reducing the per sample cost, and its utility for 
estimating metrics such as relatedness, was compared for a lane of sequencing undertaken 
using libraries containing 96, 192 and 384 samples. 
 














Call rate* Mean self-
relatedness* 
96 96 150-500 125,989 25.0 0.70 1.2 
367† 192 193-318 61,089 32.3 0.73 1.1 
367 384 193-318 55,027 17.3 0.72 1.1 
*After filtering using Hardy-Weinberg Disequilibrium cut offs of -0.05 and 0.05. 






Table 5.1 shows a summary of the SNPs called from the three different libraries. The 
Pippin size was reduced for the ‘192’ and ‘384’, reducing the size of the genome sampling 
with the aim to increase the SNP depth and call rate as the number of individuals 
increases. The ‘192 library’ had the same samples as for the ‘384 library’ but was 
sequenced over two lanes of sequencing, therefore generating an equivalent sequencing 
depth of 192 samples per lane. The size-selection window was reduced for the 192 and 
384 library to reduce the proportion of the genome sampled further, resulting in a 
reduction in the number of SNPs but increasing the number of reads supporting these 
SNPs effectively increasing the depth and subsequent call-rate. This is shown in Table 
5.1, where there are 125,989 SNPs from the ‘96 library’ with a Pippin size of 150-500 
bases and 61,089 SNPs for the ‘192 library’ with a Pippin size of 193-318. The average 
read depth per SNP and call-rate both increase in the ‘192 library’ compared to the ‘96 
library’. The ‘384 library’ was generated with the same Pippin size selection window as 
the 192 library and had a similar number of SNPs (55,027), and call rate (72%), compared 
with the ‘192 library’ of 73%. The mean read depth per SNP was reduced by 46% for the 
‘384 library’ compared to the ‘192 library’, which is expected. The self-relatedness 
estimates for all three libraries was constant at ~1.1, suggesting the properties of the SNPs 
were consistent between the different libraries.  
The SNP properties were similar for the three libraries irrespective of the number of 
samples per lane, as displayed in Figure 5.1. Although there is an increase in the variance 
of the parameters with the 192 and 384 libraries due to reduced depth. The mean self-
relatedness of the samples shows a higher number of outliers in the 192 and 384 libraries, 
likely due to low-depth SNPs.  
Overall, this analysis shows the increase in number of samples per lane from 96 to 384 is 
having little effect on determining call-rate and self-relatedness. The mean read depth per 
SNP of the 384 library also remained high, (17.3). This suggests two further options. 
There is sufficient sequence depth per sample to allow a wider Pippin size selection 
window to enable sampling of a larger number of SNPs at a higher sample rate of 384. 
The other option is to increase the number of samples per lane further i.e., to 768, which 






Figure 5.1 – Distributions of metrics derived from the SNPs called across different sequencing depths. A. Mean 








 Comparison of filtering approaches and parentage verification 
 
Chapter 4 used a self-relatedness approach to compare filtering methods. A larger dataset 
and recorded pedigree were utilised in this chapter to investigate further the effects of 
different filtering methods. An optimal filtering pipeline is required to deliver SNPs that 
reflect the biology of the species to allow for accurate relatedness values to be estimated. 
Therefore, a comparison of filtering methods was performed using 11 technical replicates 
sequenced both on the same lane and across lanes to minimise bias. In addition, the 
filtered pipelines were validated against the recorded pedigree of a cohort of 423 parents 
and progeny, calculating assignment concordance as an additional metric to measure the 
effects of filtering and the genomic relatedness estimates compared to the relatedness 
estimated from the recorded pedigree (A Matrix).  
Table 5.2 shows seven different filtering methods that were applied to the raw data, 
ranging from lenient to strict to two heavy filters. Five of the filtering methods were based 
on the ‘finplot’ produced by the generation of a genomic relationship matrix using KGD 
(Chapter 4). The ‘Heavy’ pipeline filters SNPs with a minor allele frequency (MAF) less 
than 0.05 and a call rate greater than 80%, while the ‘Heavy Plus’ pipeline further filters 
SNPs that are in linkage disequilibrium (LD) and SNPs not in Hardy-Weinberg 
equilibrium (HW).  
Lenient filtering removes any SNPs with HWD lower than -0.05, removing highly 
heterozygous SNPs that are likely from repetitive regions of the genome. This reduced 
the number of SNPs from 184,809 to 183,775. Call rate, mean read depth per SNP and 
mean self-relatedness estimates remain similar, showing the filtering method had little 
effect compared to the raw SNPs (Table 5.2).  
Lenient + depth filtering adds a further filter to the HWD, filtering any SNPs with a depth 
below 5 and greater than 200. This reduced the number of SNPs by over 100,000; from 
184,804 unfiltered SNPs to 82,852 filtered SNPs. The call rate increased from 0.39 to 
0.76; mean read depth per SNP increased from 18.9 to 38.9 and mean self-relatedness 
reduced slightly from 1.47 to 1.43. 
Strict filtering applies an upper HWD filter, filtering SNPs with an HWD higher than 





expected, most of which also had a low depth as verified by the increase in mean SNP 
depth from 18.8 to 24.9 between lenient and strict filtering. The number of SNPs 
decreased from 184,802 raw SNPs to 122,865 strictly filtered SNPs. The call rate 
remained constant; whereas the mean read depth per SNP increased0 from 18.9 (raw 
SNPs) to 24.9 (strict-filtered SNPs). The mean self-relatedness decreased, from 1.47 
(unfiltered) to 1.23 (strict filtered), indicating the SNPs being filtered are influencing the 
within sample relatedness estimates of the samples as the self-relatedness are expected to 
be ~1 for non-inbred individuals.  
In addition to the second HWD filter, and two low MAF filters (0.01 and 0.05) were 
applied to the data with the aim to see the effect of low MAF SNPs. For strict filtering + 
0.01 MAF, the number of SNPs reduced from 184,802 to 87,847 filtered SNPs. The other 
metrics were similar to the SNPs remaining after strict filtering. The call rate increased 
from 0.39 (unfiltered) to 0.45 and the mean SNP depth increased marginally, from 18.9 
(unfiltered) to 22.6. The mean self-relatedness decreased from 1.47 (unfiltered) to 1.22. 
A higher MAF filter of 0.05 was applied (strict + 0.05 MAF). This markedly decreased 
the number of SNPs to 28,645. The other metrics remained constant (call rate of 0.48; 
mean read depth per SNP of 25.7) except for the mean self-relatedness which decreased 
to 1.17. This indicates a high proportion of the SNPs called have a MAF less than 0.05, 
most likely due to high levels of heterozygosity with many mussels displaying private 
SNPs.  
Two ‘Heavy’ filtering pipelines were used. These are based on current trends in literature 
that filtering SNPs with low MAF and out of HWE removes SNPs that are likely caused 
due to sequencing error. The first filter, Heavy, filters SNPs with a MAF less than 0.05 
and call rate less than 80%. This greatly reduced the number of SNPs from 184,802 to 
13,888, and increased the call rate from 0.39 to 0.94 and the mean read depth per SNP 
from 18.9 to 56.2. It also decreased the mean self-relatedness from 1.47 to 1.22, similar 
to other filters above. The ‘Heavy Plus’ filter reduced the SNPs further by removing SNPs 
in LD and SNPs not in HWE. This further reduced the set of SNPs to 833, with a call rate 
of 0.97, mean SNP depth of 65.5 and mean self-relatedness of 1.04.  
Each of the ‘Heavy Plus’ filter steps was broken down to observe the impact each step 
had on the SNPs remaining (Table 5.2). The MAF filter reduced the SNPs from 184,802 





increase in heterozygosity in GSM generating a large number of SNPs seen in few 
individuals, therefore presenting with a low MAF. The call rate decreased from 0.39 to 
0.28 and mean read depth per sample decreased from 18.9 to 12.8, suggesting that 
sequence data was present across a large proportion of individuals to support the low 
MAF SNPs and therefore, these SNPs are valid. Adding an additional filter for call-rate 
(call rate less than 80%), further decreased the number of SNPs to 13,888 with an average 
call rate of 0.94, mean read depth per SNP of 56.2 and self-relatedness estimate of 1.22. 
This suggests there was increased missing data as a whole that could be due to variations 
in enzyme cut sites or SNPs introducing new cut sites altering the regions sequenced for 
each individual and is unlikely to be an optimal filtering strategy for GSM. Filtering SNPs 
that are in linkage disequilibrium is common when reducing the dataset of SNPs that are 
being analysed to reduce computational load (Shafer et al. 2017). This reduced the 
number of SNPs to 3,051. The call rate, SNP depth and mean self-relatedness remain 
similar to the call rate filtered SNPs. A HWE filter was applied, based on the hypothesis 
that SNPs out of HWE are likely a result of sequencing error (Shafer et al. 2017). This 
reduced the number of SNPs down further to 833, with a call rate of 0.97, mean SNP 
depth of 65.5 and call rate of 1.03.  
To further investigate the effect filtering had on the SNPs, 11 technical replicates from 
the same sample were extracted from the GRM generated from each filtering method. A 
boxplot summarising the relatedness estimates of each replicate to the others, effectively 
identifying the self-relatedness of the replicates, is shown in Figure 5.2. This showed the 
raw (unfiltered) dataset inflated relatedness estimates between 1.3 and 1.4 and with a 
large variance. The Lenient Filter (HWD > -0.05) showed a similar trend to the raw data, 
albeit with slightly higher relatedness. Adding a depth filter to the lenient dataset reduced 
the variance of relatedness but the values remained similar to that of the raw and lenient 
datasets. The Strict Filter (HWD > -0.05 and < 0.05) reduced the relatedness estimates, 
(mean ~1) and reduced variance in relatedness compared to the ‘Raw’, ‘Lenient’ and 
‘Lenient + depth’ filtering. The addition of a MAF filter (0.01) to the Strict Filtering 
increased the relatedness estimates, therefore reduced accuracy while retaining similar 
variance. The addition of a more stringent MAF filter (0.05) to the Strict Filtering 
increased the relatedness further, suggesting the addition of a MAF filter to the Strict 
Filter altered the within relatedness estimates, indicating the MAF filter removed altered 





relatedness; however, the relatedness was higher than 1.2 suggesting the filtering reduced 
variability between the samples, most likely due to the high call-rate (SNPs in common), 
but also this inflated the relatedness estimates. The ‘Heavy Plus’ filter showed large 
variance in relatedness estimates, with two lower outliers and relatedness estimates 
around 0.9. This suggests the heavy filtering is making the individuals appear less related 








Table 5.2 – Metrics of SNPs for each filtering method.  
Dataset Filtering Number of 
SNPs 




Raw NA 184,802 0.39 18.86 1.47 
Lenient HWD < -0.05 183,775 0.4 18.8 1.48 
Lenient + 
Depth  
Depth 5 < X < 
200 
82,852 0.76 38.9 1.43 
Strict  HWD -0.05 < 
X < 0.05 
122,865 0.4 24.9 1.23 
Strict + MAF 
(0.01) 
HWD -0.05 < 
X < 0.05 
MAF > 0.01 
87,847 0.45 22.6 1.22 
Strict + MAF 
(0.05) 
HWD -0.05 < 
X < 0.05 
MAF > 0.05 
28,645 0.48 25.7 1.17 
Heavy  MAF > 0.05 
Call Rate > 
0.8 
13,888 0.94 56.2 1.22 
Heavy Plus MAF > 0.05 




833 0.97 65.5 1.04 
MAF MAF > 0.05 
 
90,582 0.28 12.8 1.49 
Call Rate MAF > 0.05 
Call Rate > 
0.8 
13,888 0.94 56.2 1.22 
LD LD  3,051 0.94 57.04 1.2 






Figure 5.2 – Estimated relatedness of 11 technical replicates with different filtering criteria applied. Box plot of 
relatedness estimates of 11 technical replicates to each other using four different filtering methods. A. Raw data, all 
SNPs with no filtering; KGD Lenient is SNPs with a lenient filter applied using KGD with a Hardy-Weinberg 
disequilibrium cut off of -0.05; KGD Stringent is a more stringent filtering criteria using KGD with Hardy-Weinberg 
disequilibrium cut offs of -0.05 and 0.05 and a minor allele frequency cut off of 0.05. The steps for Strict filtering are 
shown in B. The raw data was filtered using a minor allele frequency cut off of 0.05, MAF filter, a minimum Call 
Rate Filter of 80%, SNPs not in linkage equilibrium were filtered, LD Filter, and SNPs in Hardy-Weinberg 





 Parentage assignment and verification in GSM 
 
Parentage assignment and verification utilising GBS is a key interest of the aquaculture 
industry. A dataset of mussel progeny and parents with recorded pedigree was utilised to 
develop and validate a pipeline for parentage assignment. In addition, the parentage 
assignment dataset was used to assess differences seen in GRMs after different filtering 
pipelines were applied.  
A set of 423 progeny and 68 parents were sequenced and SNPs called using the Stacks 
pipeline outlined in Chapter 4. The filtering pipelines applied to the data is outlined in 
Table 5.3 and shown in Figure 5.3 with the percentage of progeny assigned both parents, 
no parents, only a mother assigned or only a father assigned. This shows Raw, Lenient 
and Lenient + Depth filtering correctly assigned the most progeny; 403, 402, and 403, 
respectively. The number of assigned progeny decreased with increasing stringency as 
Strict, Strict MAF (0.01) and Strict + MAF (0.05) filtering to 389, 397 and 389, 
respectively. Heavy filtering resulted in 253 progeny being assigned both parents and 
Heavy Plus filtering assigned 353 progeny.  
Of the assigned progeny, the percentage that were concordant with the recorded pedigree 
was calculated. In addition, the percentage of concordant mother and concordant father 
assigned for each of the filtering methods was calculated. The concordance rate for the 
Raw, Lenient and Lenient + Depth was consistent at 89% for both parents, 91% for 
mother and 90% for father. The concordance decreased marginally for the Strict filtering 
to 88% for both parents, 90% for mother and 89% for father. The concordance rates for 
the Strict + MAF (0.01) filtered dataset with 88% concordant to both parents, 89% to 
mother and 90% to father. The Strict + MAF (0.05) filter had a slightly reduced 
concordance of 87%. The mother and father concordance were both 90%. Heavy filtering 
showed a large decrease in concordance rates, with 54% of both parents assigned 
concordant with the recorded pedigree, 77% concordant with the mother and 74% to the 
father. There was a slight increase in concordance with the Heavy Plus filtering (79%), 
indicating there are some SNPs in the Heavy filtering that affected relatedness. The 






The steps in the the Heavy and Heavy Plus filtering process showed interesting patterns 
for progeny assignment and concordance. Filtering by MAF (0.05) alone reduced the 
number of progeny assigned both parents to 12, with a concordance of 2% with both 
parents, mother concordance of 28% and father concordance of 12%. This further 
suggests filtering by MAF removed SNPs that are inherited and affected relatedness 
estimates. Adding the call-rate filter (Heavy filtering) improved the relatedness estimates, 
but this filtering method did not generate the high levels of concordance seen with the 
Lenient and Strict filtering. Of the additional steps added for the Heavy Plus filtering, the 
LD filter decreased the concordance rate of both parents to 32%, mother concordance to 
62% and father concordance to 58%. The HWE filter increases the concordance rate from 
that seen with the LD filter, to 79% for both parents and 86% for both mother and father 
concordance.  
To further validate the parentage verification, two mothers and two fathers were removed 
from the parent groups as a negative control to see if the progeny would be assigned to 
an alternate parent. The results of the progeny verification are shown in Table 5.3. This 
shows for the progeny with sequenced parents and known pedigree, 91% assigned with 
86% matching the known pedigree. For the father and mother assignment, this was 93% 
and 96% assigned, respectively, and 86% concordance for both. The negative control test 
is also shown in the table, and shows the assignment percentage and concordance for all 
to be less with the four parents removed. The progeny with the missing fathers and 
mothers were checked for assignment. Of the progeny from the two mothers removed, 34 
progeny were originally matched, 29 of these were no longer assigned a mother and four 
had a high mismatch rate exceeding the threshold and therefore could not be assigned. Of 
the 18 progeny corresponding to the two fathers, 17 of them were no longer assigned a 
father and for one the excess mismatch rate exceeded the set threshold and therefore could 
not be assigned to an alternate father.  
Of the five progeny which had a high excess mismatch rate for the negative control 
assignment, one did not have the other parent assigned and the other four the best parent 
match with the parent missing assigned a full sibling of the other parent, i.e., an aunt or 
uncle was being assigned due to the unavailability of the parent. Therefore, the excess 






Table 5.3 - Summary of parentage assignment and concordance rate to recorded pedigree with different filtering criteria 




















Raw NA 423 403 9 9 2 89% 91% 90% 
Lenient HWD < -0.05 423 402 10 9 2 89% 91% 90% 
Lenient + depth filter Depth 5 < X < 200 
HWD < -0.05 
423 403 11 7 2 89% 91% 90% 
Strict  HWD -0.05 < X < 0.05 423 389 14 17 3 88% 90% 89% 
Strict + MAF (0.01) HWD -0.05 < X < 0.05 
MAF > 0.01 
423 397 17 7 2 88% 89% 90% 
Strict + MAF (0.05) HWD -0.05 < X < 0.05 
MAF > 0.05 
423 398 16 7 2 87% 90% 90% 
Heavy  MAF > 0.05 
Call Rate > 0.8 
423 253 60 66 44 57% 77% 74% 
Heavy Plus MAF > 0.05 
Call Rate > 0.8 
LD  
HWE  
423 353 44 18 8 79% 86% 86% 
MAF MAF > 0.05 
 





Call Rate MAF > 0.05 
Call Rate > 0.8 
423 253 60 66 44 57% 77% 74% 
LD  423 144 107 102 70 32% 62% 58% 








Figure 5.3 – Comparison of parentage assignment and concordance to recorded pedigree from different filtering methods. SNPs called from a set of 423 progeny and 68 parents were 
filtered using six different pipelines (Filtering Method). The percentage of progeny assigned to each parent, the percentage of parentage assignemnt concordant with the recorded pedigree for 
both parents; mother and father are shown above. The Raw data is generated from a VCF file with no SNPs filtered. The Lenient data uses a genomic relationship matrix (GRM) to calculate 
Hardy-Weinberg Disequilibrium (HWD) and Minor Allele Frequency (MAF) filtering SNPs with a HWD below -0.05. The Lenient + depth filter has a deoth filter applied to the VCF, removing 
SNPs with a depth below 5 and above 200, before applying the same Lenient filter HWD cutt off of -0.05. Strict filtering uses the GRM and applies an upper HWD cut off of 0.05 and lower cut 
off of -0.05. Strict + low MAF applies an additional MAF filter of 0.01 to the Strict filter and Strict + high MAF applies a MAF filter of 0.05 to the Strict filters. The Heavy filtering removes 
SNPs with a MAF below 0.05; a call rate below 0.8; SNPs that are in linkage disequilibrium with an r2 value higher than 0.8 and SNPs not in Hardy-Weinberg Equilibrium, with a cut off of 0.5. 








Figure 5.4 – Relationship between Pedigree Relationship Matrix (A Matrix) and Genomic Relationship Matrix (GRM) for 423 progeny to the Father (left) and Mother (right). Three sets of filtering 
methods are shown, Raw data (no filtering applied); Lenient filtered data (SNPs with a HWD of less than -0.05 removed) and Strict filtered data (SNPs with HWD of less than -0.05 and greater than 0.05 
filtered). Each progeny is coloured based on the parent with assignment, Y is assigned to a parent; N not assigned; E the expected mismatch rate of the progeny to the best parent is higher than expected 





 Comparison of genomic relationship estimates to recorded 
pedigree relationship estimates 
 
The recorded pedigree of the 423 progeny is useful for validation of the parentage 
assignment pipeline; however, it is possible for the recorded pedigree to have errors due 
to mis-assignment and mislabelling of mussels and families. To validate the recorded 
pedigree, an A Matrix was calculated based on the theoretical relatedness values from the 
pedigree, for example, a progeny has a 0.5 relatedness estimate to each of the parents and 
0.25 relatedness to each full sibling. For each progeny assigned a mother or a father, the 
genomic relatedness estimate and pedigree relatedness estimate was plotted as shown in 
Figure 5.4. In addition, each progeny was coloured based on the assignment code given. 
A progeny assigned a parent has a ‘Y’, a progeny not assigned a parent an ‘N’, ‘E’ for a 
progeny where the excess mismatch rate is too high for the progeny to be assigned to the 
closest related parent and ‘B’ is where the parent is not the best match in less than the 
bootstrap threshold cut off.  
The A matrix highlighted the father assignments had four progeny with a pedigree 
relatedness estimate higher than 0.6. The mother assignment showed a higher number of 
progeny with a pedigree relatedness estimate above 0.5, five with an estimate higher than 
0.6 and 12 with pedigree relatedness estimates slightly above 0.5. This suggests there has 
been some level of inbreeding; however, it is low and genomic tools can aid with reducing 
this in future. The plot used the results of the GRMs derived from SNPs generated by 
three filter methods, Raw, Lenient and Strict as described in Table 5.3. This showed little 
difference between the Raw and Lenient filtering method, with the Lenient filtering 
having very little effect on relatedness estimates. The Strict filtering showed the progeny 
with a 0.5 relatedness estimate from the A matrix had a lower relatedness estimate from 
the GRM, reducing the spread in genomic relatedness from 0.4 - 0.9 to 0.3 - 0.8. This 
highlighted the further filtering used between Lenient and Strict reduced the genomic 
relationship estimates further towards 0.5 and was consistent with the decrease seen in 
self relatedness Table 5.2 and relatedness estimates of the technical replicates seen in 






Figure 5.4 shows the relatedness estimated by recorded pedigree (A matrix) values and 
those estimated by the GRM for each progeny to the assigned father and mother. This 
shows there are pedigree estimates higher than 0.5, suggesting some mating with distantly 
related individuals in some families. The relatedness estimates from the GRM show a 
spread from ~0.3 to 0.85. Based on the pedigree recorded information these progeny are 
not inbred and this shows genomics is a better estimate of inbreeding as it can better 
estimate levels of inbreeding than pedigree. There are a number of individuals with zero 
pedigree relatedness but assigned parents and have high genomic relatedness. This 
suggests discrepancies in the recorded pedigrees and highlights the advantage of using 
genomic tools for pedigree verification and assignment. The spread seen by the progeny 
with a pedigree relatedness estimate of 0.5 show a relatedness estimate cut off of 0.3 is 
necessary for mussels.  
All progeny without an assigned mother or father have low genomic relationship with the 
best parent and this agrees with the pedigree. There are two fathers with a pedigree 
relationship of 0.1 and a genomic relationship of 0.15, both showing some relationship 
but not a parent. There are single progeny in both the mother and father assignments 
whose best parent does not meet the brootstrap threshold for assigning a parent. These 
progeny look likely to be assigned a parent based on their positions in the plot. The 
bootstrap threshold has been developed to assign parents over other closely related 
alternatives such as siblings of the parents i.e., aunts and uncles. The raw and lenient 
filtered assignments have three progeny assigned to a father and one to a mother with a 
high excess mismatch rate. These do not show for the Strict dataset, suggesting the 
addition of an upper HWD cut off of 0.05 in the Strict dataset is removing SNPs that 
appear homozygous, which could be increasing the mismatch rate likely due to common 
errors in GBS data where one of the alleles being sampled, making that SNP appear 
homozygous when it could be heterozygous. The Strict filter would remove these errors.  
 
 Generation of Linkage Map using GBS SNP Markers 
 
Linkage maps are useful genetic resources for ordering scaffolds from de novo 
assemblies, grouping scaffolds into chromosomes, quantitative trait loci (QTL) 





using SNP data from a full-sibling family by using informative segregating SNPs 
inherited from the mother or father. A linkage map for the maternal segregating SNPs and 
the paternal segregating SNPs was generated from 37 full-sibling progeny assigned to 
parents based on a mixed-mating experiment from 1,193 mussel parents and progeny. 
Table 5.4 summarises the raw SNPs called for the 1,193 cohort and the subset extracted 
from the VCF for the family used for the linkage map. This reduction in the number of 
SNPs to 24,305 is due to the SNPs initially being called across a cohort of 1,193 to 
determine the family structure of a mixed-mating approach (not included as part of this 
thesis) and therefore will not include SNPs specific to that family due to the SNP calling 
parameters used.  
The SNPs were filtered using GUSMap with informative SNPs for linkage retained. This 
reduced the number of SNPs to 1,569 paternally informative SNPs and 1,370 maternally 
informative SNPs as summarised in Table 5.5. Of these, 1,439 SNP markers were used 
in the paternal map, covering 893 scaffolds and building 14 linkage groups with a total 
length of 2,379 cM. For the maternal map, 1,268 SNP markers were used across 749 
scaffolds creating 15 linkage groups (as expected) totaling 1,758 cM in length. The maps 
are shown in Figure 5.5. The maternal maps range in length from 42 cM to 260 cM with 
relatively even distribution of markers along the map and regions with high density of 
markers. The paternal map shows similar trends to the maternal, but the map lengths are 
longer, ranging from 44.3 cM to 372 cM and therefore showing inflation in the linkage 
groups compared to the maternal map. The linkage map group nomenclature of the male 
and female maps does not correspond to the same linkage group in the other map.  
The heatmap in Figure 5.6 shows the 2-point recombination fractions between SNPs 
divided into linkage groups. The SNPs are coloured based on a recombination fraction 
gradient, with high recombination in red and low recombination in white. The SNPs in 
red have a high recombination fraction and therefore are likely to be located close together 
on the genome while the SNPs in white have a low recombination fraction and therefore 
are not likely to be close on the genome. The high level of yellow in the heatmap is likely 
due to the low number of progeny used, resulting in poor resolution and messy 
recombination fraction calculations. We have been unable to align the male and female 





A conversion rate of 1.15 cM per Mb was assumed based on the recombination frequency 
estimated in Pearl oyster (Shi et al. 2014b), estimating a size of 2,021 Mb for the maternal 
map and 2,735 Mb for the paternal map. The estimated genome size of GSM is 1.1 Gb, 
therefore both the maternal and paternal maps are inflated.  
  
Table 5.4 – Summary of raw SNPs used to generate the linkage map  








All families 1,193 201,420 0.3 12 1.4 
Family 1 39 (37 
progeny) 
24,305 0.5 16 1.04 
 
















Paternal 1,569 893 1,439 2,379 2,735 
Maternal 1,370 749 1,268 1,758 2,021 










Figure 5.5 – Length of linkage maps (centimorgan (cM)) generated from 37 full-sibling progeny. A. length of 15 maps generated from maternally segregating SNPs and B. length of 14 






Figure 5.6 – Heatmap of 2-point recombination fractions between SNPs. Linkage Groups (LG) M1 – M15 are 








The reduction in costs of next generation sequencing (NGS) technologies and 
development of Reduced Representation Sequencing (RRS) methodologies such as GBS 
has resulted in a reduction of genotyping costs. Despite this, the cost per sample for 
emerging industries such as aquaculture remain prohibitive and the uptake is low. In order 
to reduce the cost further and improve uptake, the cost per sample can be reduced. One 
way to do this is to increase the number of samples sequenced per lane of sequencing. 
With the emergence of techniques such as KGD (Dodds et al. 2015), ANGSD 
(Korneliussen et al. 2014) and polyRAD (Clark et al. 2018), that use probabilistic 
genotype calling rather than absolute genotypes, low depth sequencing with higher levels 
of missing data can be utilised to generate relationship matrices for applications such as 
parentage. The cost of a lane of sequencing for a GBS library is fixed, while the number 
of samples and cost of library preparation vary. Sequencing more samples per lane results 
in a reduction in cost per sample, which is important to keep sampling commercially 
viable for industry. As shown, the number of SNPs post filtering for 192 samples (Pippin 
size 192 – 318) compared to 96 (Pippin size 150 – 500) reduces by about half, but the 
mean sample depth and call rate remain constant. Increasing the number of individuals to 
384 samples decreases the cost per sample further, marginally decreasing the number of 
filtered SNPs to 55,027 with a call rate of 0.72 and mean sample depth of 17.3. This 
option still generates enough SNPs to construct a GRM for parentage assignment and 
genomic selection, while reducing the cost for industry. With the call rate and mean 
sample depth still well above the suggested recommendations outlined in Dodds et al 
2015, it is feasible to increase the number of samples per lane further to 768 samples, 
further reducing the cost per sample and therefore providing an affordable genotyping 
method for industry.  
Bivalve molluscs have genetic characteristics that makes the development of genomic 
pipelines more complicated compared to fin fish and other farmed species. The high 
levels of fecundity resulting in high levels of genetic diversity and heterozygosity, 
deviations from Hardy-Weinberg Equilibrium and high levels of null-segregation alleles 
as well as gains of de novo mutations as the species age (Peñaloza et al. 2014). These 





species while reducing chances of genetic bottlenecks and inbreeding that are possible 
due to the natural spawning mechanisms (Hollenbeck & Johnston 2018). Due to these 
characteristics, genomic pipelines for applications such parentage assignment and 
genomic selection need to be well designed and validated. Therefore, a strict comparison 
and validation approach was taken to identify optimal and accurate pipelines to filter 
SNPs called from reduced representation sequencing methods such as GBS.  
There are multiple methods for filtering GBS and RADseq data that have been used. One 
method is to heavily filtering SNPs for missing alleles, low and high depth, SNPs with 
low minor allele frequencies, removing SNPs in linkage and removing SNPs not in 
Hardy-Weinberg equilibrium (Shafer et al. 2017). These methods are developed to 
remove error prone SNPs due to Type Two sequencing errors which result from PCR bias 
and sequencing errors (Shafer et al. 2017). This reduces the number of SNPs to a very 
small subset where genotypes can be inferred and used with commonly available tools 
and applications originally developed for SNP chip arrays and microsatellite markers 
(Hendricks et al. 2018). While these methods generate a low number of high quality 
SNPs, they do not take into account the characteristics of GBS data and remove 
uncommon SNPs that could be of interest to the downstream applications (Dodds et al. 
2015; Bilton et al. 2018). Genotyping methods based on sequencing, such as GBS, 
generate data with significant levels of missing data particularly with low depth 
sequencing. To correct for missing data before using the data for genomic selection and 
GWAS, missing data can be imputed based on the SNPs available across the samples 
sequenced and the known relationships between the samples (Poland & Rife 2012). 
Imputation can be computationally expensive and result in errors being introduced to the 
data (Rutkoski et al. 2013).  
Tools have been developed specifically for GBS data, that take into account low read 
depth, missing alleles and Type Two errors (Dodds et al. 2015). These methods use allele 
frequencies as an alternative to absolute genotype calls (Bilton et al. 2018; Dodds et al. 
2015; Korneliussen et al. 2014; Clark et al. 2018). One of these methods, KGD (Dodds 
et al. 2015) generates genomic relationship matrices from datasets with low read depth, 
high proportion of missing data and calculates the MAF and Hardy-Weinberg 
Disequilibrium which in turn can be utilised to filter SNPs. A comparison of filtering 
methods was carried out using a positive control that had been sequenced 11 times 





extracted from a GRM. This showed large variations between relatedness estimates 
depending on the filtering method chosen. The use of a strict filtering using an allele 
frequency-based filtering method KGD generates relatedness estimates closest to that 
expected, while heavy filtering and comparison used in the heavy filtering show a skew 
in relatedness estimates, suggesting these methods are altering the biological ‘ground 
true’ that may be inferred from the remaining SNPs and allele frequency-based methods 
such as using KGD filter SNPs while preserving the biological characteristics used for 
downstream applications. 
Parentage assignment and verification is an important tool for the GSM industry where 
families are grown in tanks and individuals are engraved with family identifiers once they 
are grown to a certain size. This is labour intensive and can introduce mislabelling of 
individuals. A parentage assignment pipeline is desired as a utility to verify parentage and 
allow for mixed-mating and mixed-family rearing. A cohort containing progeny from 68 
parents of recorded pedigree was used to develop and verify a parentage assignment 
pipeline. This dataset was also used as further validation of filtering. This showed the 
assignment rate of progeny to parents varied based on filtering method. Looking at each 
step of the heavy filtering method, this showed using a MAF filter reduced the parentage 
assignment to 3%, indicating SNPs with low MAF, most likely inherited de novo 
mutations from parents, has a large effect on relatedness estimates. The distribution of 
MAFs in oysters from SNPs generated using SNP Chip arrays has shown skewed 
distribution, with a high proportion of low MAF SNPs (Gutierrez et al. 2017; Lapègue et 
al. 2014). Further filtering for missing data increased the parentage assignment, most 
likely by removing unrelated SNPs and increasing the relatedness estimates. Further 
filtering by LD and HWE increased the assignments further; however, they were not as 
high as strict filtering using KGD. Based on these results and the results from the positive 
control filtering, using a GRM derived from SNPs filtered to remove excess levels of 
heterozygosity and homozygosity was decided as optimal.  
To validate this approach and the parentage assignment pipeline further, the multi-
generational pedigree recorded since 2002 was used to generate a relatedness matrix 
based on estimated relatedness, i.e., parents and progeny have a relationship of 0.5 and 
full sibling progeny of 0.25, known as an A Matrix. The comparison of the A and G 
matrices identified progeny with no pedigree relatedness assigned a parent from the 





relatedness. It also showed a large variation of genomic relatedness between progeny and 
parents that match the pedigree, highlighting the need for tuning settings when applying 
parentage assignment tools.  
 
Figure 5.7 Discovery, validation and implementation cycle of genomic data. This represents the cycle of data 
collection, genotyping, analysis and validation of genomic data. In addition to DNA samples, phenotypes are 
routinely collected and these measurements and information are included in the analysis stage to add further depth for 
the discovery, validation and implementation of causative and linked QTLs.  
 
Linkage maps have been widely used in biology to obtain an overview of chromosome 
structures and location of specific traits long before de novo genome assembly was 
common (Fierst et al. 2015). Early linkage maps were generated using a limited number 
of markers from powerful resources such as AFLP and microsatellites. Advances in 
technologies has allowed for the generation of large volumes of genomic data for multiple 
samples, increasing the density of markers that can be used for the generation of linkage 
maps. These maps can be used to aid genome assemblies by ordering scaffolds into 
pseudo-chromosome level assemblies, identifying misassembled scaffolds and improving 
the quality of de novo references (Fierst et al. 2015; Griffiths et al. submitted The Plant 
Cell). The generation of the GSM linkage map was done using existing data repurposed 





informative SNPs that are shared between both parents makes biological inference from 
the maps difficult. Currently, SPATnz are working to breed larger family sizes to allow 
us to generate a high-density linkage map that can be utilised for downstream applications 
such as anchoring scaffolds from the assembly to the map to create pseudo-scaffolds that 
will enable annotation and aid GWAS. In addition, SPATnz are collecting a large wealth 
of phenotype data on samples and families that are genotyped. Figure 5.7 demonstrates 
the cyclic generation of data, with each breeding and sampling adding more genotype and 
phenotype information into the breeding pool and developing a large wealth of data. 
These data can be utilised downstream for experiments such as QTL identification and 
GWAS. However, in order to do these experiments, high quality genomic tools such as 
quality genomes and linkage maps need to be developed.  
Aquaculture species have the advantage of large family sizes that can be utilised for the 
generation of linkage maps. Due to this, linkage maps for finfish are widely available 
(Robledo et al. 2017) and there is a growing number of mollusca linkage maps, as 
reviewed by Hollenbeck and Jonston, 2018. Of these, the majority are generated from less 
than 200 AFLP or microsatellite markers, with most generating male and female maps. 
Of the ones using SNPs, the number of markers ranged from 1,300 to 9,658 and are able 
to generated combined male and female maps. The linkage map estimated as part of this 
thesis was generated as a proof-of-concept using a low family size and small number of 
SNPs. The male and female maps did not have enough SNPs segregating across both 
parents to form a consensus map. The female map successfully generated 15 linkage 
groups, as expected, whereas the male map generated 14 groups. This is most likely due 
to the low density of markers and individuals used to generate the linkage maps. The low 
number of scaffolds with markers present in the linkage map creates challenges for 
improving and orientating the assembly. However, the use of GBS SNPs to generate maps 
was a success and a full map could be generated with a larger family size and multiple 
families and a wider Pippin size to select more regions of the genome for SNP discovery 
to encompass more scaffolds. This would reduce the inflation seen in size of the maps 
and generate more SNPs segregating in both parents, therefore be able to combine the 
maps.  
Overall this chapter has shown the implementation of the GBS pipeline outlined in 
Chapter 4 for use in industry, providing tools to assign parentage. In addition, this chapter 





to SNP chips. This identified that utilising probabilistic genotyping methods such as KGD 
for filtering were more accurate biologically than filtering methods that result in absolute 
genotype calls. In addition, this chapter has outlined, tested and optimised tools that can 
be used for industry for downstream applications including parentage assignment, 







6  Discussion 
 Overview 
 
The increase in genomic technologies and capabilities since the sequencing of the human 
genome in 2001 (Lander et al. 2001; Venter et al. 2001) has resulted in the development 
and implementation of an astonishing number and diversity of genomic tools for 
exploiting biology of species as well as for use in industry such as agriculture and 
aquaculture (Gorjanc et al. 2015; Robledo et al. 2017; Yáñez et al. 2015). In addition, the 
reduction in costs and development of new genotyping methodologies utilising Next 
Generation Sequencing (NGS) technologies has enabled the development of genomic 
toolkits for species that previously would have been unobtainable due to high costs (Rowe 
et al. 2011).  
The overall aim of this PhD is not only to provide the genomic resources required to 
enhance the New Zealand Greenshell™ Mussel industry, but also increase our current 
limited knowledge of the genomics of this bivalve. To achieve this, a high-quality draft 
genome assembly for P. canaliculus, the first for the Perna clade, was assembled by 
comparing four commonly used de novo genome assemblers and assessing the effect of 
different methods to filter the raw data before the assembly. The assembly was further 
improved by using Illumina TruSeq Synthetic Long-Reads and a transcriptome assembled 
for P. canaliculus (Supplementary Chapter S1). Different metrics used for assessing the 
quality of genome assemblies were compared to determine the best metrics and methods 
for assessing the quality of the reference genome.  
From the assembly, the mitochondrial genome was assembled as a complete contiguous 
sequence. This allowed for mitochondrial genomes from male and females to be identified 
in the transcriptomes. These allowed us to identify an absence of doubly uniparental 
inheritance (DUI) patterns observed in some bivalve molluscs. In addition, a small atp8 
region in the mitogenome was annotated, providing further resources for the current 





The resulting high-quality reference genome was used to aid the development of a high 
throughput cost-effective Genotyping-by-Sequencing (GBS) method to provide tools to 
further understand biology of the species and give insight into relationships between P. 
canaliculus and other mussel species. Furthermore, the methodology was developed to 
provide a significant toolset and resource for the GSM industry. To do this, five 
commonly used SNP-calling pipelines were assessed and three different restriction 
enzyme combinations were used to identify an optimal GBS pipeline. The pipeline was 
validated using data with a combination of parents and progeny with recorded pedigree 
to verify. The SNPs called using the pipeline were used to generate a mid-density linkage 
map to provide a low-density structure for future genomic studies.  
Overall, the discoveries and tools developed in thesis have already been applied to the 
GSM industry, just under 5,000 mussels have been sequenced using GBS and results 
including parentage analysis and genomic selection have been applied using the SNPs 
called and are in use by industry.  
 
 Future improvements for the genome assembly 
 
The Mollusca phylum is a diverse phylum consisting of at least 70,000 species 
(Rosenberg 2014). Despite this, it is highly underrepresented in biological databases such 
as NCBI and as of June 2018, only 20 genome assemblies have been submitted of which 
40% were bivalves. Of these, seven have been submitted since 2017, indicating a growing 
interest in mollusc genomes.  
Table 6.1 summarises the mollusca genomes submitted to NCBI and the metrics of the 
assemblies, all assemblies were downloaded from NCBI and ran through the same 
pipelines used to generate metrics for GSM. The first mollusca genomes were submitted 
to NCBI in 2012, the Pacific oyster (Crassostrea gigas) (Zhang et al. 2012) used fosmid 
plasmids after identifying the challenges of assembling highly repetitive and polymorphic 
species using short reads alone. The Owl Limpet (Lottia gigantea) genome (Simakov et 
al. 2013) used Sanger Sequencing to generate a near complete genome with 98% of 





comparison of N50 for all mollusca genomes available on NCBI with the CEGMA partial 
and complete results. This highlights that N50 alone is not an accurate way of assessing 
the completeness of a genome assembly, with Akoya pearl oyster (Pinctada martensil) 
having a near complete genome based on N50 but containing very few CEGMA genes. 
It also highlights the GSM draft assembly although having a low N50, has high CEGMA 
results, suggesting the completeness of the genome is higher than that suggested by the 
N50. Although CEGMA has been superseded by BUSCO, not all published bivalve 
genomes reported BUSCO results. In addition, the BUSCO results reported in Sun et al. 
2017 could not be reproduced as the version and database used to generate the results was 
not reported in the paper. This highlights the need of better reporting of the methods used 
to generate common metrics used for genome benchmarking and comparisons. Therefore, 
due to its reliability and reproducibility, CEGMA was used in this thesis to benchmark 
these different mollusc assemblies.   
When the genome sequencing of the GSM commenced in mid-2012, the standard 
approach was to use high-depth coverage, short-read, Illumina sequencing using libraries 
of varied insert lengths to generate cost-effective, high-quality de novo genomes (Gnerre 
et al. 2011). Since then, sequencing technologies and assembly approaches have evolved 
to produce higher quality genomes, as reviewed by Goodwin et al 2016. The availability 
of long-read technologies has been used for hybrid assemblies, similar to the approach 
taken in this thesis, to reduce gaps and increase scaffold lengths, as shown in the Table 
6.1. Table 6.2 summarises the evolution of Next Generation Sequencing technologies 
since 2003 and highlights the increase in read length.   
Third generation sequencing technologies such as Pacific Biosciences (PacBio) (PACB, 
USA, Eid et al. 2009), and Oxford Nanopore Technologies (ONT) (Oxford Nanopore 
Technologies, UK, Clarke et al. 2009) utilise different chemistry to generate long reads 
from single strands of DNA. These methods rely heavily on DNA extraction methods to 
extract high quality DNA free of contaminants such as carbohydrates and lipids and to 
enrich for high molecular weight fragments to minimise shearing of the DNA and using 
size selection steps. In addition, the sequencing process is error prone. PacBio sequencing 
uses polymerases to sequence long reads in real time, resulting in random errors and 
indels being introduced into the reads (English et al. 2012). Oxford Nanopore Technology 
(ONT) sequencing is also prone to errors. This technology uses electrophoresis to pass 





per five bases is not exact, therefore the algorithm can have trouble distinguishing 
homopolymers which results in systematic errors being incorporated into the reads 
(Clarke et al. 2009; Goodwin et al. 2015). The random errors of PacBio can be corrected 
by sequencing to a higher depth; however, ONT reads need to be error-corrected using 
Illumina short reads which have a very low error rate per se (English et al. 2012; Goodwin 
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  Figure 6.1 – Comparison of assembly N50 and percentage of complete and partial CEGMAs identified in publicly available mollusc genome assemblies. 
The plot shows the percentage of a subset of 258 core eukaryotic genes identified completely (CEGMA Complete) or partially (CEGMA Partial) in the mollusc 
assemblies. In addition, the log of the N50 (Kb) of each assembly is plotted as a comparison of assembly completeness based on identified genes and the length of 








Table 6.2 History of significant Next Generation Sequencing technologies, read length and yield.  
Year Technology Sequencer Average read length Reads per run 
2002 ABI Sanger  600 96 
2005 454 GS 20 100 200 
2007 454 GS FLX 250 400 
2007 illumina Genome Analyzer 35 138,000,000 
2010 illumina HiSeq 2000 100 1,000,000,000 
2011 454 GS FLX Titanium + 700 1,000,000 
2011 SOLiD 5500 W 75 3,000,000,000 
2011 Ion Torrent PGM 314 400 400,000 
2011 PacBio RS C1 1,300 432 
2013 Ion Torrent PGM 318 400 4,000,000 
2013 PacBio RS II 4,600 564 
2014 illumina X10 250 6,000,000,000 
2015 Ion Torrent Ion S5 400 60,000,000 
2015 Oxford Nanopore MinION 9,345 100 





As sequencing chemistry has improved, an alternative strategy to generate long reads has 
been the development of synthetic long reads. Illumina’s TruSeq Synthetic Long Reads 
and Chromium’s 10x genomics technology (10x Genomics, USA) use barcoding 
strategies to sequence discrete regions of the genome, which are broken down into smaller 
fragments, barcoded then re-assembled into long reads (Goodwin et al. 2016). This 
strategy results in 10 – 20 kb reads with the same error rate as Illumina reads. All of the 
long-read technologies listed above allow for haplotype phasing which makes for easier 
assemblies of heterozygous genomes and can result in true diploid assemblies.   
Genome assembly has moved from draft, fragmented assemblies to chromosome level 
resolution with the aid of mapping technologies such as Dovetail Chicago and HiC 
(Dovetail Genomics, USA) and Bionano (Das et al. 2010). Dovetail captures DNA that 
is cross-linked via chromatin and sequences these regions (Adey et al. 2013). The reads 
are similar to those generated using mate-pairs, but have longer fragment lengths. These 
fragments are on the same chromosome allowing for high-level scaffolding that can 
resolve fragmentation and generate chromosome level assemblies (Adey et al. 2013). 
Bionano uses proprietary enzymes to label DNA at short motifs, this is known as Direct 
Label and Stain (DLS) technology. The labels are visualised in the preserved order of 
each chromosome, therefore enabling the de novo construction of a physical map of the 
whole genome. The maps can be used to order and orientate contigs and scaffolds from a 
draft assembly, improving the N50 and enabling chromosome level assemblies. In 
addition, Bionano can be used to identify chimeric contigs and break these. The distance 
between the labels is recorded, allowing for accurate estimations of the size of gaps in the 
genome assembly, often due to long repeats or poor sequencing regions (Das et al. 2010).  
With the cost and error-rate of long-read sequencing still high for de novo assemblies at 
the commencement of this thesis, hybrid strategies have been utilised to scaffold and gap 
fill fragmented genome assemblies using long reads to improve the quality of de novo 
assemblies (Sheep genome v4.0, RefSeq GCF_000298735.2). This approach was taken 
with the GSM in the infancy of long-read technology, using only 1x coverage of Illumina 
TruSeq Synthetic Long Reads (TSLR) the assembly N50 and CEGMA scores increased. 
The hybrid assembly approach was used for the Limnoperna fortune genome (Uliano-
Silva et al. 2018), resulting in a higher N50 and lower number of scaffolds than GSM. 
The snail, Pomacea canaliculate, is currently the highest quality mollusc genome 





and 79% complete. This genome assembly used a hybrid approach of Illumina HiSeq 
reads, PacBio reads and used HiC to generate maps. It is not reported what coverage of 
reads was used for this assembly. The Eastern oyster (Crassostrea virginica) genome is 
the only mollusc to be sequenced de novo using 87x coverage of PacBio reads. This 
generated 11 scaffolds with an N50 of 76 Mb and CEGMA scores of 96% partial and 
78% complete CEGMA genes. This suggests that de novo assemblies using PacBio reads 
can generate high-quality mollusc assemblies. However, the Eastern oyster (C. virginica) 
genome was assembled using an inbred oyster, reducing the level of heterozygosity in the 
individual and generating a more contiguous assembly. Table 6.1 shows genomes 
sequenced from inbred samples are less fragmented than wild-type samples, further 
indicating the high levels of heterozygosity seen in molluscs and in particular bivalves 
affect the quality of de novo assemblies, resulting in highly fragmented assemblies.  
The GSM genome assembly is highly fragmented with 296,369 scaffolds and an N50 of 
10,651 bp (Error! Reference source not found.); however, the high CEGMA scores 
(80% partial and 42% complete, Chapter 2.4.5) and additional analysis on the missing 
CEGMA genes (Chapter 2.4.7) show the genes have been captured in the fragments but 
there are issues linking the scaffolds together. The use of TSLR improved the scaffold 
N50 from 5,099 to 5,955 (Error! Reference source not found.), therefore further long 
reads would be needed to improve the current assembly. However, long read technology 
heavily relies on extracting high-quality, non-degraded DNA. The original mussel used 
for sequencing has now been stored in a -20 freezer for nearly six years and, therefore, 
further DNA extractions from this sample are unlikely to be of a sufficient quality for 
current long-read sequencing approaches. Due to the high levels of heterozygosity and 
diversity in mussels, using DNA from a different individual mussel is likely to introduce 
challenges to the bioinformatics steps which could reduce effectiveness of the long reads. 
The current bivalve mollusc assemblies shown in Table 6.1 highlight the difficulty of de 
novo assembly of bivalves from short reads. Therefore, a de novo long-read assembly 
would be more advantageous than the hybrid assembly approach used in this thesis. To 
improve the current assembly, GBS data from full-sibling families were sequenced and 
used to generate a linkage map with the aim to create bins of scaffolds for each 
chromosome. The family of 33 progeny resulted in a low number of informative SNPs 
seen across at least 80% of progeny, therefore the maps generated were not able to obtain 





Based on knowledge gained in this thesis and the current mollusc genome assemblies, I 
would recommend doing a de novo assembly of a different mussel using a minimum of 
75x coverage of PacBio reads. In addition, sequencing larger family sizes using GBS of 
at least 96 full-sibling progeny and two additional families of at least 50 full-sibling 
progeny to generate a high quality, high density linkage map to anchor and orientate the 
assembly into chromosomes. This high-quality genome assembly can be used to gain 
more knowledge of the GSM and be used for genome wide association studies (GWAS) 
to identify SNPs linked to specific traits of interest for the mussel industry. In addition, 
sequencing a female mussel would allow for comparisons between the current male 
mussel assembly to identify possible regions in the genome which could be responsible 
for single gene traits. A reduction in the fragmentation of the genome assembly would 
also allow for primer-based targeted genotyping technologies such as GT-seq (Campbell 
et al. 2015) to be developed for specific traits.  
 Methylation patterns in mussels  
 
DNA methylation is an epigenetic modification involved in genome regulation. Patterns 
and levels of methylation differ between species, and invertebrate methylation is very 
diverse and species-dependent (Bird & Taggart 1980). For example, Fruit fly 
(Drosophilia melanogaster) has few methylation patterns (Gowher et al. 2000) and 
Honey bee (Apis mellifera)  has more complex methylation patterns (Elango et al. 2009). 
Marine invertebrates such as echinoderms have regions of the genome that are methylated 
and other regions which lack methylation (Bird et al. 1979). Little research has been done 
on bivalve mollusc methylation, in particular bivalves. Research is currently limited to 
Pacific Oyster (Wang et al. 2014; Gavery & Roberts 2013; Gavery & Roberts 2010) and 
Scallop (Sun et al. 2014) with no recent methylation studies performed in mussels. The 
assembly of the GSM genome has provided a blue print to allow for studies such as 
methylation patterns in mussels to be researched. Preliminary bisulphite sequencing data 
shows cytosine methylation is present in mussels, a comparison of GC percentage 
between raw sequence data and bisulphite treated sequence data shows the GC percentage 
decreases from 32% to 21%, suggesting a high level of methylation is present in GSM. 





and transcriptomics would provide an invaluable resource for studying genomics in 
mussels.   
 Potential use of Genotyping-by-Sequencing pipeline  
 
Genotyping-by-Sequencing (GBS) (Elshire et al. 2011) is a low cost, high throughput 
method that uses restriction enzymes to reduce the complexity of a genome and allows a 
subset to be sequenced. The method can be multiplexed, allowing for 96 – 384 individuals 
to be sequenced on a lane of an Illumina HiSeq 2500, and the percentage of the genome 
being interrogated can be varied based on the choice of restriction enzyme (Hamblin & 
Rabbi 2014b). Variations in the sequence at an individual level can be identified either 
with or without a reference genome, allowing for species with no prior genomic 
information to be studied. However, this thesis has shown care and optimisation needs to 
be taken when choosing enzyme combinations and SNP-calling pipeline. Furthermore, 
for highly polymorphic and divergent species, such as GSM, incorporating a reference 
genome, even a highly fragmented one, to call SNPs is advantageous over de novo 
methods (Chapter 4.4.2). In addition, we have validated and optimised a pipeline 
generating genomic relationship matrices (GRMs) to assign parentage and validated the 
assignment using known, recorded pedigree (Chapter 5.4.3).  
One advantage of GBS is the multitude of applications the data can be applied to. This 
thesis has demonstrated application of GBS data for parentage assignment and identifying 
the genomic relationships among and within individuals. Currently, pedigree records of 
the mussel broodstock are used to assign mating pairs. This has limitations as the genetic 
relationship between the broodstock are reliant on pedigree recordings and recording of 
blood lines from introduced wild stocks and data in this thesis has shown pedigree 
recordings can be error prone. Genomic tools can be used to assess the genetic diversity 
of the broodstock and therefore, generate optimised mating matches and identify potential 
genetic bottlenecks in the breeding program.  
Mating matches are decided using pedigree inferred breeding values using best linear 
unbiased prediction (PBLUP) based on recorded phenotypes of desirable traits such as 
shell length, meat weight and meat cover.  A low cost genotyping method such as GBS 





more accurate selection than pedigree based methods and removing the family biases 
pedigree based selection methods have (Ashby et al 2018; Yoshida et al. 2018; Tsai et al. 
2016; Palaiokostas et al. 2018). Based on these examples, the implementation of genomic 
selection over pedigree-based methods in GSM can improve farmed stock and increase 
the commercial value of the product.  
A genomic pipeline for parentage assignment was developed in Mediterranean mussel 
(Mytilus galloprovincialis) using SNPs designed for a Sequenome assay (Nguyen et al. 
2014). Probes were designed for 422 SNPs from whole genome sequence, of these only 
179 were able to amplify and be informative. These SNPs were successfully used for 
parentage assignment in a cohort of 3,671 mussels with a success rate of 92.5% and it 
was predicted that the use on genomics in addition to pedigree-based selection methods 
would improve selection in four traits. However, the low number of informative SNPs 
highlights issues of using oligo-dependent methods for identifying SNPs in mussel 
species. The cost of oligo-based methods is dependent on the volume purchased, therefore 
requiring a large number of samples to be assayed to make it cost-effective. In 
comparison, GBS does not use oligos; has no up-front development cost for simultaneous 
SNP discovery and genotyping and is cost-effective for low numbers of samples.  
Genome reduction-based sequencing methods, such as GBS, sequence a small percentage 
of the genome. Due to the reduction in the proportion of genome captured, it is unlikely 
the causative SNP itself for a specific trait will be sequenced, therefore SNP marker trait 
associations will reply upon SNPs that are in linkage with a causative SNP. High 
throughput multiplex amplicon sequencing methods such as GT-Seq (Campbell et al. 
2015) have enabled a targeted approach to genotype individuals for a desired trait. This 
method relies on primers and PCR to amplify a targeted region, which is subsequently 
sequenced. Due to the low number of regions targeted and coverage of ~20 – 100x of 
small regions, this means the data can be included together with GBS sequencing or 
sequenced independently on an Illumina MiSeq sequencer. The genome, transcriptome 
and GBS pipeline can be utilised to identify desirable alleles and assays such as GT-Seq 
can be used to select for these alleles in potential broodstock. However, the primers are 
~25bp therefore having potential issues in the development of primers for markers in 
molluscs due to the high levels of heterozygosity. As more genomic resources become 
available for molluscs, genes and alleles such as those involved in the production of 





available transcriptomes and genomes (Kabeya et al. 2018). Omega-3 fatty acid 
supplements have been prescribed for inflammatory and cardiovascular diseases in 
humans (Kabeya et al. 2018), therefore the biosynthesis of these could be a desirable trait 
to test for in GSM and the development of genomic resources provide the tools required 
to identify potential target regions and desirable alleles which can be targeted using GT-
Seq.  
The GBS pipeline developed in this thesis is not limited to establishing genetic merit for 
mussel farming. The use of reduced representation sequencing methods such as GBS in 
other fields of interest such as conservation and population genetics is now common place 
(Narum et al. 2013; Kimberly R. Andrews et al. 2016; Davey & Blaxter 2010; Reitzel et 
al. 2013a). To date, little population genetic and phylogeographic studies of wild 
populations of GSM have been performed, and those that have rely on the use of a limited 
number of microsatellite markers (Apte & Gardner 2002; Star et al. 2003). Microsatellite 
markers are powerful and accurate markers; however, they are low density and low 
throughput, relying on oligo-based detection and result in null alleles between populations 
making them unable to tease minor relationships between populations and are of too low 
density to be of use for genomic selection (Zane et al. 2002; Goddard & Hayes 2007). 
High density SNP methods such as GBS are able to identify genomic relationships 
between individuals, therefore able to identify structure in sub-populations (Andrews et 
al. 2016).  
The New Zealand Greenshell™ mussel (GSM) is a highly valued export product, in 
addition it is a native species and a taonga, therefore protecting the product and the brand 
is of economic and cultural importance. Traceability of agricultural products are 
becoming more important and consumers are becoming more concerned in the origins 
and welfare of their food. The tools outlined in this study can be used for traceability of 
the product, both for use in the hatchery to monitor the movements of their stock to the 
wild and other farms; and also from a brand sustainability view point, where the products 
being marketed overseas need the origin verified. Technologies including GBS can 
clearly identify differences at a species level as well as establishing genetic relationships 
between individuals in the same species, making it an excellent tool to identify an 





 Hitchhikers  
 
The transcriptome assembly of GSM provided an insight into the power of high-
throughput sequencing and sensitivity of DNA and RNA extraction methods. While we 
were able to sequence and assemble a transcriptome, subsequent annotation and 
taxonomic analysis identified and assembled transcripts of non-mussel origin. Current 
methods and pipelines for assembly and annotation of transcriptomes use tools such as 
CD-HIT (Li & Godzik 2006) to remove human, bacterial and viral sequences from 
transcriptomes or use BLAST (Altschup et al. 1990) against custom databases of potential 
contaminants to reduce the run time it takes to search a transcriptome or genome against 
big databases such as NCBI’s nr and nt. The BLAST approach was used to identify 
contigs from non-mussel origin from a genome assembly of Mediterranean mussel 
Mytilus galloprovincialis used to identify SNPs for genomic selection (Nguyen et al. 
2014). The contigs were searched against a custom database of human, bacteria, fungi 
and bovine. However, the BLAST results of the GSM transcriptome against SWISS-
PROT and TrEMBL identified bacteria, virus, archaea, fungal, protest, algae and parasite 
transcripts in the annotation amongst likely-mussel transcripts. This shows the RNA 
extractions were non-specific to the species of interest and also extracted RNA from 
organisms living in the mussel, a likelt by-produce of GSM filter feeding lifestyle.  
While most researchers refer to this as contamination, species level analysis of the data 
would provide an invaluable insight into the ecosystem of the mussel and differences at 
a metagenomic level. The identification of contamination, or hitchhikers, suggests it is 
possible the genome assembly contains scaffolds assembled from sequences extracted 
from non-mussel origin and raises questions of the presence of hitchhikers in the nuclear 
genome assembly. Transcriptome assemblies do not have intronic regions, therefore can 
be utilised to link scaffolds from a de novo assembly if exons are assembled on multiple 
scaffolds. Hitchhiker transcripts would need to be present in the genome, and across 
multiple scaffolds, in order for these to be incorporated from the transcriptome to the 
genome assembly. In addition, if the same hitchhikers are present in both the 
transcriptome and genome, increasing the length of sequencing will make them easier to 





This is not a new challenge. Bacterial, viral and parasite sequences have been identified 
in the Bos taurus assembly (Merchant et al. 2014) and the parasite load in Bos taurus has 
been identified using raw DNA and RNA sequencing (Whitacre et al. 2015). In the plant 
kingdom, whole genome samples of Cassava (Manihot esculenta) were used to identify 
strains of Cassava Virus as a diagnostic tools for African farmers (Boykin et al. 2018). 
Most genomic tools have been developed to aid filtering of hitchhikers rely on publicly 
available data to filter against. Kraken, for example, builds kmer databases of bacterial 
and viral sequences for assembled contigs and transcripts to be searched against (Wood 
& Salzberg 2014). Although this is faster than using BLAST, it is not as accurate, whereas 
BLAST identified more hitchhiker contigs in the Bos taurus genome (Merchant et al. 
2014). A machine learning approach to filtering genome assemblies has been developed; 
however, the volume of data required for the eight predictors used requires extensive 
sequencing and therefore is not a solution for NGS applications such as GBS. We tested 
current tools used for metagenomic analysis to identify a pipeline to accurately bin the 
raw data into taxa using simulated data. However, using simulated data we found the tools 
were inaccurate and error-prone. In addition, tools such as BLAST (Altschup et al. 1990) 
do not handle short-reads well, resulting in many unassigned reads. These methods are 
also very slow to process a lane of raw data. A new pipeline for identifying potential 
contamination in NGS data using kmer based approaches has been recently published 
(McCulloch et al. 2018). This can be used to identify reads with potential hitchhikers and 
contamination; however, further work is required to bin reads into taxa.  
It has been shown that using linkage maps generated from HiC data can be utilised to 
remove hitchhikers from a multi-species genome. The ordering of scaffolds into 
pseudochromosomes filtered hitchhiker species from the assembly, in addition to 
ordering scaffolds into pseudochromosomes (Chagne et al. 2017). A linkage map for 
GSM was generated in this thesis as a proof-of-concept approach using 37 full-sibling 
progenies sequenced using GBS. The low number of scaffolds incorporated into the 
linkage map was likely due to the low resolution of recombinants resulting from the low 
number of individuals used to generate the map. Sequencing a larger family size and 
increasing the proportion of genome sampled could result in a pseudochromosome level 
assembly that would reduce the number of scaffolds in the assembly and aid the 





The generation of GBS data is more complicated than RNA-seq or whole genome 
sequencing libraries. The generation of GBS libraries uses restriction enzymes to digest 
DNA followed by a size-selection step (Dodds et al. 2015). This results in a reduction of 
the genome sequenced, reducing the chances of sequencing Hitchhikers compared with 
RNA-seq and WGS. In addition, the fragments require a variation in the first 64 – 80 bp 
after the cut site (Catchen et al. 2011; Lu et al. 2013; Glaubitz et al. 2014) to be called as 
a SNP. Hitchhiker SNPs would be more commonly identified in de novo based methods; 
however, using a reference genome acts as a further filter. While it is possible for 
hitchhiker sequences to also be in the genome assembly, the use of a commercial mussel 
for the genome and transcriptome assemblies makes it less likely that the same hitchhikers 
are present in the GBS samples. In addition, the DNA for GBS is extracted from 
haemolymph and the genome was assembled from mantle tissue. If hitchhiker SNPs are 
identified, they are unlikely to be in Hardy-Weinberg Equilibrium, therefore would be 
removed as part of the filtering pipeline.    
The development of a pipeline with the capability to separate raw reads de novo into 
taxonomic groups would allow researchers to gain additional new insight into already 
sequenced data and allow for species to be studied as ecosystems and the importance of 
symbiotic species, such as endophytes in plants, to add depth and dimensionality to 
genomic studies.  
 Conclusion 
 
This thesis has developed and implemented genomic tools for the New Zealand 
Greenshell™ Mussel with the aim to improve mussel stocks and breeding spat for 
commercial endeavours and thus increase the economic value of GSM in the aquaculture 
industry. In addition, this thesis has developed bioinformatic pipelines for species with 
high heterozygosity and repeats. It has also compared a range of pipelines for both de 
novo genome assembly using a mix of short and long reads and highlighted the need to 
use biological standards to measure the quality of de novo assemblies. Furthermore, an 
optimal SNP-calling pipeline was developed using GBS data and validated using 
technical replicates and pedigree recorded datasets. Comparisons of SNP-calling 





downstream biological applications of the data, further highlighting the need for technical 
replicates when developing new pipelines for species rather than relying on previously 
published experiments. To date, 4,791 mussels have been sequenced using the GBS 
double-digest pipeline outlined in this thesis. The SNP-calling pipeline has been used and 
downstream analysis for parentage assignment is now routinely implemented. In addition, 













Adey, A. et al., 2013. Chromosome-scale scaffolding of de novo genome assemblies 
based on chromatin interactions. Nature Biotechnology, 31. 
Albertin, C.B. et al., 2015. The octopus genome and the evolution of cephalopod neural 
and morphological novelties. Nature, 524(7564), pp.220–224. 
Alfaro, A.C., McArdle, B. & Jeffs, A.G., 2010. Temporal patterns of arrival of beachcast 
green-lipped mussel (Perna canaliculus) spat harvested for aquaculture in New 
Zealand and its relationship with hydrodynamic and meteorological conditions. 
Aquaculture, 302(3–4), pp.208–218. 
Alkan, C., Sajjadian, S. & Eichler, E.E., 2011. Limitations of next-generation genome 
sequence assembly. Nature methods, 8(1), pp.61–65. 
Altschup, S.F. et al., 1990. Basic Local Alignment Search Tool. J. Mol. Biol, 215, pp.403–
410. 
Andrews, K.R. et al., 2016. Harnessing the power of RADseq for ecological and 
evolutionary genomics. Nature Publishing Group, 17. 
Andrews, K.R. et al., 2016. Harnessing the power of RADseq for ecological and 
evolutionary genomics. Nature Reviews Genetics, 17(2), pp.81–92. 
Andrews, S., 2010. FastQC: a quality control tool for high throughput sequence data. 
Anon, 2012. New Zealand Aquaculture. 
Apte, S. & Gardner, J.P. a, 2002. Population genetic subdivision in the New Zealand 
greenshell mussel (Perna canaliculus) inferred from single-strand conformation 
polymorphism analysis of mitochondrial DNA. Molecular ecology, 11(9), pp.1617–
28. 
Aquaculture New Zealand, 2011. Industry Overview. Available at: 
https://www.aquaculture.org.nz/industry/overview/ [Accessed October 26, 2018]. 





industry. , 11. 
Bai, Z.-Y. et al., 2016. Construction of a high-density genetic map and QTL mapping for 
pearl quality-related traits in Hyriopsis cumingii. Scientific Reports. 
Baird, N.A. et al., 2008. Rapid SNP discovery and genetic mapping using sequenced RAD 
markers. PLoS ONE. 
Bairoch, A. & Apweiler, R., 2000. The SWISS-PROT protein sequence database and its 
supplement TrEMBL in 2000, 
Baker, M., 2012. De novo genome assembly: What every biologist should know. Nature 
Methods, 9(4), pp.333–337. 
Barghi, N. et al., 2016. Structural features of conopeptide genes inferred from partial 
sequences of the Conus tribblei genome. Molecular Genetics and Genomics, 291(1), 
pp.411–422. 
Bekele, W.A. et al., 2018. Haplotype based genotyping-by-sequencing in oat genome 
research. Plant Biotechnology Journal. 
Bernt, M. et al., 2013. MITOS: Improved de novo metazoan mitochondrial genome 
annotation. Molecular Phylogenetics and Evolution, 69(2), pp.313–319. 
Berthelot, C. et al., 2014. The rainbow trout genome provides novel insights into 
evolution after whole-genome duplication in vertebrates. Nature Communications, 
5, p.3657. 
Bilton, T.P. et al., 2018. Accounting for Errors in Low Coverage High-Throughput 
Sequencing Data When Constructing Genetic Maps Using Biparental Outcrossed 
Populations. Genetics, p.genetics.300627.2017. 
Bird, A.P. & Taggart, M.H., 1980. Variable patterns of total DNA and rDNA methylation 
in animals. Nucleic Acids Research, 8(7), pp.1485–1497. 
Bird, A.P., Taggart, M.H. & Smith, B.A., 1979. Methylated and unmethylated DNA 
compartments in the sea urchin genome. Cell, 17(4), pp.889–901. 
Birky, C.W., 2001. The Inheritance of Genes in Mitochondria and Chloroplasts: Laws, 





Bolger, A.M., Lohse, M. & Usadel, B., 2014. Trimmomatic: a flexible trimmer for 
Illumina sequence data. Bioinformatics (Oxford, England), 30(15), pp.2114–2120. 
Boore, J.L., 1999. Animal mitochondrial genomes. , 5347(8), pp.209–210. 
Boore, J.L. & Brown, W.M., 1994. Complete DNA sequence of the mitochondrial 
genome of the black chiton, Katharina tunicata. Genetics, 138, pp.423–443. 
Boykin, L.M. et al., 2018. Real time portable genome sequencing for global food security. 
bioRxiv, p.314526. 
Bradic, M., Costa, J. & Chelo, I.M., 2011. Molecular Methods for Evolutionary Genetics. 
, 772(July). 
Bradnam, K. & Fass, J., 2013. Assemblathon 2: evaluating de novo methods of genome 
assembly in three vertebrate species. arXiv preprint arXiv: …. 
Bradnam, K.R. et al., 2013. Assemblathon 2: evaluating de novo methods of genome 
assembly in three vertebrate species. GigaScience, 2, p.10. 
Breton, S. et al., 2017. The extremely divergent maternally- and paternally-transmitted 
mitochondrial genomes are co-expressed in somatic tissues of two freshwater mussel 
species with doubly uniparental inheritance of mtDNA. , pp.1–13. 
Breton, S. et al., 2007. The unusual system of doubly uniparental inheritance of mtDNA: 
isn’t one enough? Trends in genetics : TIG, 23(9), pp.465–74. 
Breton, S., Stewart, D.T. & Hoeh, W.R., 2010. Characterization of a mitochondrial ORF 
from the gender-associated mtDNAs of Mytilus spp. (Bivalvia: Mytilidae): 
Identification of the “missing” ATPase 8 gene. Marine Genomics, 3(1), pp.11–18. 
Brown, C., Howe, A. & Zhang, Q., 2012. A reference-free algorithm for computational 
normalization of shotgun sequencing data. arXiv preprint arXiv: …, pp.1–18. 
Burger, G., Gray, M.W. & Lang, B.F., 2003. Mitochondrial genomes: Anything goes. 
Trends in Genetics, 19(12), pp.709–716. 
Byrne, S. et al., 2013. Genome Wide Allele Frequency Fingerprints (GWAFFs) of 





Camacho, C. et al., 2009. BLAST+: architecture and applications. BMC bioinformatics, 
10, p.421. 
Camara, M.D. & Symonds, J.E., 2014. Genetic improvement of New Zealand aquaculture 
species: programmes, progress and prospects. New Zealand Journal of Marine and 
Freshwater Research, 48(3), pp.466–491. 
Campbell, N.R., Harmon, S.A. & Narum, S.R., 2015. Genotyping-in-Thousands by 
sequencing (GT-seq): A cost effective SNP genotyping method based on custom 
amplicon sequencing. Molecular Ecology Resources, 15(4), pp.855–867. 
Carton,  a. G. et al., 2007. Evaluation of methods for assessing the retention of seed 
mussels (Perna canaliculus) prior to seeding for grow-out. Aquaculture, 262(2–4), 
pp.521–527. 
Catchen, J. et al., 2013. Stacks: An analysis tool set for population genomics. Molecular 
Ecology, 22(11), pp.3124–3140. 
Catchen, J.M. et al., 2011. Stacks: building and genotyping Loci de novo from short-read 
sequences. G3 (Bethesda, Md.), 1(3), pp.171–82. 
Chagne, D. et al., 2017. Manuka Genome Assembly using Chromosome Conformation 
Capture Hi-C Analysis. In Plant and Animal Genome. 
Chung, Y.S. et al., 2017. Genotyping-by-sequencing: a promising tool for plant genetics 
research and breeding. Horticulture, Environment, and Biotechnology, 58(5), 
pp.425–431. 
Clark, L. V, Lipka, A.E. & Sacks, E.J., 2018. polyRAD: Genotype calling with 
uncertainty from sequencing data in polyploids and diploids. bioRxiv, p.380899. 
Clarke, J. et al., 2009. Continuous base identification for single-molecule nanopore DNA 
sequencing. 
Compeau, P.E.C., Pevzner, P. a & Tesler, G., 2011. How to apply de Bruijn graphs to 
genome assembly. Nature Biotechnology, 29(11), pp.987–991. 
Cox, M.P., Peterson, D. a & Biggs, P.J., 2010. SolexaQA: At-a-glance quality assessment 





Cunha, R.L. et al., 2014. Wider sampling reveals a non-sister relationship for 
geographically contiguous lineages of a marine mussel. Ecology and Evolution, 
4(11), p.n/a-n/a. 
Danecek, P. et al., 2011. The variant call format and VCFtools. Bioinformatics, 27(15), 
pp.2156–2158. 
Das, S.K. et al., 2010. Single molecule linear analysis of DNA in nano-channel labeled 
with sequence specific fluorescent probes. Nucleic acids research, 38(18), p.e177. 
Davey, J.W. & Blaxter, M.L., 2010. RADSeq: next-generation population genetics. 
Briefings in Functional Genomics, 9(5–6), pp.416–423. 
Desai, A. et al., 2013. Identification of Optimum Sequencing Depth Especially for De 
Novo Genome Assembly of Small Genomes Using Next Generation Sequencing 
Data. PLoS ONE, 8(4). 
Dodds, K.G. et al., 2015. Construction of relatedness matrices using genotyping-by-
sequencing data. BMC genomics, 16(1), p.1047. 
Dodds, K.G. et al., Exclusion and genomic relatedness methods for assignment of 
parentage using genotyping-by-sequencing data Address for Correspondence. 
De Donato, M. et al., 2013. Genotyping-by-Sequencing (GBS): A Novel, Efficient and 
Cost-Effective Genotyping Method for Cattle Using Next-Generation Sequencing. 
PLoS ONE, 8(5). 
Dou, J. et al., 2016. Evaluation of the 2b-RAD method for genomic selection in scallop 
breeding. Scientific Reports, 6(1), p.19244. 
Du, X. et al., 2017. The pearl oyster Pinctada fucata martensii genome and multi-omic 
analyses provide insights into biomineralization. GigaScience, 6(8). 
Earl, D. et al., 2011. Assemblathon 1: a competitive assessment of de novo short read 
assembly methods. Genome research, 21(12), pp.2224–41. 
Eid, J. et al., 2009. Real-time DNA sequencing from single polymerase molecules. 
Science (New York, N.Y.), 323(5910), pp.133–8. 





revealed by ultra-deep sequencing of vertebrate mitochondria. BMC Genomics, 
15(1), p.467. 
Elango, N. et al., 2009. DNA methylation is widespread and associated with differential 
gene expression in castes of the honeybee, Apis mellifera. Proceedings of the 
National Academy of Sciences of the United States of America, 106(27), pp.11206–
11. 
Elshire, R.J. et al., 2011. A robust, simple genotyping-by-sequencing (GBS) approach for 
high diversity species. PloS one, 6(5), p.e19379. 
English, A.C. et al., 2012. Mind the gap: upgrading genomes with Pacific Biosciences RS 
long-read sequencing technology. PloS one, 7(11), p.e47768. 
Ewing, B. et al., 1998. Base-calling of automated sequencer traces using phred. I. 
Accuracy assessment. Genome research, 8(3), pp.175–85. 
Fierst, J.L., 2015. Using linkage maps to correct and scaffold de novo genome assemblies: 
methods, challenges, and computational tools. Frontiers in Genetics, 6, p.220. 
Garrison, E. & Marth, G., 2012. Haplotype-based variant detection from short-read 
sequencing. arXiv preprint arXiv:1207.3907, p.9. 
Gasteiger, E. et al., 2003. ExPASy: The proteomics server for in-depth protein knowledge 
and analysis. Nucleic Acids Research, 31(13), pp.3784–3788. 
Gavery, M.R. & Roberts, S.B., 2010. DNA methylation patterns provide insight into 
epigenetic regulation in the Pacific oyster (Crassostrea gigas). BMC Genomics, 
11(1), p.483. 
Gavery, M.R. & Roberts, S.B., 2013. Predominant intragenic methylation is associated 
with gene expression characteristics in a bivalve mollusc. PeerJ, 1, p.e215. 
GenomNZ, 2018. GenomNZ. Available at: https://www.agresearch.co.nz/genomnz 
[Accessed October 18, 2018]. 
Gissi, C., Iannelli, F. & Pesole, G., 2008. Evolution of the mitochondrial genome of 






Gjedrem, T., 2005. Status and scope of aquaculture. In Selection and Breeding Programs 
in Aquaculture. Berlin/Heidelberg: Springer-Verlag, pp. 1–8. 
Glaubitz, J.C. et al., 2014. TASSEL-GBS: A high capacity genotyping by sequencing 
analysis pipeline. PLoS ONE, 9(2). 
Gnerre, S. et al., 2011. High-quality draft assemblies of mammalian genomes from 
massively parallel sequence data. Proceedings of the National Academy of Sciences 
of the United States of America, 108(4), pp.1513–8. 
Goddard, M.E. & Hayes, B.J., 2007. Genomic selection. Journal of Animal Breeding and 
Genetics, 124(6), pp.323–330. 
Goodwin, S. et al., 2015. Oxford Nanopore sequencing, hybrid error correction, and de 
novo assembly of a eukaryotic genome. Genome research, 25(11), pp.1750–6. 
Goodwin, S., McPherson, J.D. & McCombie, W.R., 2016. Coming of age: ten years of 
next-generation sequencing technologies. Nature Reviews Genetics, 17(6), pp.333–
351. 
Gorjanc, G. et al., 2015. Potential of genotyping-by-sequencing for genomic selection in 
livestock populations. Genetics Selection Evolution, 47(1), p.12. 
Gowher, H., Leismann, O. & Jeltsch, A., 2000. DNA of Drosophila melanogaster 
contains 5-methylcytosine. The EMBO journal, 19(24), pp.6918–23. 
Grabherr, M.G. et al., 2011. Full-length transcriptome assembly from RNA-Seq data 
without a reference genome. Nature biotechnology, 29(7), pp.644–52. 
Gunderson, K.L. et al., 2005. A genome-wide scalable SNP genotyping assay using 
microarray technology. Nature Genetics, 37(5), pp.549–554. 
Gurgul, A. et al., 2018. Genotyping-by-sequencing performance in selected livestock 
species. Genomics. 
Gutierrez, A.P. et al., 2017. Development of a Medium Density Combined-Species SNP 
Array for Pacific and European Oysters ( Crassostrea gigas and Ostrea edulis ). 
G3&amp;#58; Genes|Genomes|Genetics, 7(7), pp.2209–2218. 





(Crassostrea gigas): Potential of Low-Density Marker Panels for Breeding Value 
Prediction. Frontiers in Genetics, 9, p.391. 
Halanych, K.M. & Kocot, K.M., 2017. Genome evolution: Shellfish genes. Nature 
Ecology & Evolution, 1(April), p.0142. 
Hamblin, M.T. & Rabbi, I.Y., 2014a. The Effects of Restriction-Enzyme Choice on 
Properties of Genotyping-by-Sequencing Libraries: A Study in Cassava (). Crop 
Science, 54(6), p.2603. 
Hamblin, M.T. & Rabbi, I.Y., 2014b. The effects of restriction-enzyme choice on 
properties of genotyping-by-sequencing libraries: A study in Cassava (Manihot 
esculenta). Crop Science. 
Hendricks, S. et al., 2018. Recent advances in conservation and population genomics data 
analysis. Evolutionary Applications, 11(8), pp.1197–1211. 
Herten, K. et al., 2015. GBSX: a toolkit for experimental design and demultiplexing 
genotyping by sequencing experiments. BMC Bioinformatics, 16(1), p.73. 
Heslot, N. et al., 2013. Impact of Marker Ascertainment Bias on Genomic Selection 
Accuracy and Estimates of Genetic Diversity Q. Wu, ed. PLoS ONE, 8(9), p.e74612. 
Hoffmann, R.J., Boore, J.L. & Brown, W.M., 1992. A novel mitochondrial genome 
organization for the blue mussel, Mytilus edulis. Genetics, 131, pp.397–412. 
Hollenbeck, C.M. & Johnston, I.A., 2018. Genomic tools and selective breeding in 
molluscs. Frontiers in Genetics, 9(JUL), p.253. 
Huang, S. et al., 2013. Draft genome of the kiwifruit Actinidia chinensis. Nature 
communications, 4(May), p.2640. 
Illumina, 2017. Sequencing Platforms | Compare NGS platforms (benchtop, production-
scale). Illumina: Illumina sequencing platforms. Available at: 
https://sapac.illumina.com/systems/sequencing-platforms.html [Accessed October 
18, 2018]. 
Jackman, S.D. et al., 2016. ABySS 2.0: Resource-Efficient Assembly of Large Genomes 





Jiao, W. et al., 2014. High-resolution linkage and quantitative trait locus mapping aided 
by genome survey sequencing: Building up an integrative genomic framework for a 
bivalve mollusc. DNA Research, 21(1), pp.85–101. 
Kabeya, N. et al., 2018. Genes for de novo biosynthesis of omega-3 polyunsaturated fatty 
acids are widespread in animals. Science Advances, 4(5), p.eaar6849. 
Kajitani, R. et al., 2014. Efficient de novo assembly of highly heterozygous genomes 
from whole-genome shotgun short reads. Genome research. 
Kent, W.J., 2002. BLAT — The BLAST -Like Alignment Tool. Genome research, 
pp.656–664. 
Kijas, J.W. et al., 2012. Tracking the emergence of a new breed using 49,034 SNP in 
sheep. PloS one, 7(7), p.e41508. 
Korneliussen, T.S., Albrechtsen, A. & Nielsen, R., 2014. ANGSD: Analysis of Next 
Generation Sequencing Data. BMC Bioinformatics, 15(1), p.356. 
Kristjansson, T. & Mcewan, J.C., 2017. Selection for Piscirickettsia salmonis ( SRS ) 
resistance in Atlantic salmon ( Salmo salar ) using genotyping by sequencing ( GBS 
). , (July). 
Kuleshov, V. et al., 2014. Whole-genome haplotyping using long reads and statistical 
methods. Nature biotechnology, 32(3), pp.261–6. 
Kumar, S. et al., 2013. Blobology: exploring raw genome data for contaminants, 
symbionts and parasites using taxon-annotated GC-coverage plots. Frontiers in 
genetics, 4(November), p.237. 
Lal, M.M. et al., 2016. Fishing for divergence in a sea of connectivity: The utility of 
ddRADseq genotyping in a marine invertebrate, the black-lip pearl oyster Pinctada 
margaritifera. Marine Genomics, 25, pp.57–68. 
Lander, E.S. et al., 2001. Initial sequencing and analysis of the human genome. Nature, 
409(6822), pp.860–921. 
Langmead, B. & Salzberg, S.L., 2012. Fast gapped-read alignment with Bowtie 2. Nature 





Lapègue, S. et al., 2014. Development of SNP-genotyping arrays in two shellfish species. 
Molecular Ecology Resources, 14(4), pp.820–830. 
Leung, P.T. et al., 2014. De novo transcriptome analysis of Perna viridis highlights tissue-
specific patterns for environmental studies. BMC Genomics, 15(1), p.804. 
Li, H., 2013. Aligning sequence reads, clone sequences and assembly contigs with BWA-
MEM. 
Li, H. et al., 2009. The Sequence Alignment/Map format and SAMtools. Bioinformatics, 
25(16), pp.2078–2079. 
Li, R. et al., 2010. De novo assembly of human genomes with massively parallel short 
read sequencing. Genome research, 20(2), pp.265–72. 
Li, W. & Godzik, A., 2006. Cd-hit: a fast program for clustering and comparing large sets 
of protein or nucleotide sequences. Bioinformatics (Oxford, England), 22(13), 
pp.1658–9. 
Li, X., Wu, X. & Yu, Z., 2012. Complete mitochondrial genome of the Asian green 
mussel Perna viridis (Bivalvia, Mytilidae). Mitochondrial DNA, 23(October), 
pp.358–360. 
Li, Y.-H. & Wang, H.-P., 2017. Advances of genotyping-by-sequencing in fisheries and 
aquaculture. Reviews in Fish Biology and Fisheries, 27(3), pp.535–559. 
Li, Y. & He, M., 2014. Genetic Mapping and QTL Analysis of Growth-Related Traits in 
Pinctada fucata Using Restriction-Site Associated DNA Sequencing G. H. Yue, ed. 
PLoS ONE, 9(11), p.e111707. 
Lien, S., Koop, B.F., et al., 2016. The Atlantic salmon genome provides insights into 
rediploidization. Nature, 533(7602), pp.200–205. 
Lien, S., Koop, B.F., et al., 2016. The Atlantic salmon genome provides insights into 
rediploidization. Nature, 533(6020). 
Lipshutz, R.J. et al., 1999. High density synthetic oligonucleotide arrays. Nature 
Genetics, 21(1s), pp.20–24. 





insight into stress tolerance and invasive adaptation. GigaScience, 7(9). 
Lu, F. et al., 2013. Switchgrass Genomic Diversity, Ploidy, and Evolution: Novel Insights 
from a Network-Based SNP Discovery Protocol G. P. Copenhaver, ed. PLoS 
Genetics, 9(1), p.e1003215. 
Luo, R. et al., 2015. Erratum to “SOAPdenovo2: An empirically improved memory-
efficient short-read de novo assembler” [GigaScience, (2012), 1, 18]. GigaScience, 
4(1), p.1. 
MacAvoy, E.S., Wood, A.R. & Gardner, J.P.A., 2008. Development and evaluation of 
microsatellite markers for identification of individual GreenshellTM mussels (Perna 
canaliculus) in a selective breeding programme. Aquaculture, 274(1), pp.41–48. 
Magoč, T. & Salzberg, S.L., 2011. FLASH: Fast length adjustment of short reads to 
improve genome assemblies. Bioinformatics, 27, pp.2957–2963. 
MARGARIDO, G.R.A., SOUZA, A.P. & GARCIA, A.A.F., 2007. OneMap: software for 
genetic mapping in outcrossing species. Hereditas, 144(3), pp.78–79. 
Martin, M., 2011. Cutadapt removes adapter sequences from high-throughput sequencing 
reads. EMBnet.journal, 17, p.10. 
Mccarthy, A., 2010. Third generation DNA sequencing: Pacific biosciences’ single 
molecule real time technology. Chemistry and Biology, 17(7), pp.675–676. 
McCoy, R.C. et al., 2014. Illumina TruSeq Synthetic Long-Reads Empower De Novo 
Assembly and Resolve Complex, Highly-Repetitive Transposable Elements N. 
Singh, ed. PLoS ONE, 9(9), p.e106689. 
McCulloch, A.F. et al., 2018. An entropy-reducing data representation approach for 
bioinformatic data. Database, 2018. 
McWilliam, H. et al., 2013. Analysis Tool Web Services from the EMBL-EBI. Nucleic 
acids research, 41(May), pp.597–600. 
Merchant, S., Wood, D.E. & Salzberg, S.L., 2014. Unexpected cross-species 
contamination in genome sequencing projects. PeerJ, 2, p.e675. 





Genetics, 11(1), pp.31–46. 
Meuwissen, T., Hayes, B. & Goddard, M., 2013. Accelerating Improvement of Livestock 
with Genomic Selection. Annu. Rev. Anim. Biosci, 1, pp.221–237. 
Mikheyev, A.S. & Tin, M.M.Y., 2014. A first look at the Oxford Nanopore MinION 
sequencer. Molecular ecology resources, 14(August), pp.27–31. 
Milne, I. et al., 2009. Tablet-next generation sequence assembly visualization. 
Bioinformatics, 26(3), pp.401–402. 
Mortazavi, A. et al., 2010. Scaffolding a Caenorhabditis nematode genome with RNA-
seq. Genome research, 20(12), pp.1740–7. 
Mostovoy, Y. et al., 2016. A hybrid approach for de novo human genome sequence 
assembly and phasing. Nature Methods, 13(7), pp.587–590. 
Murgarella, M. et al., 2016. A first insight into the genome of the filter-feeder mussel 
Mytilus galloprovincialis. PLoS ONE, 11(3), pp.1–22. 
Myers, E.W., 2000. A Whole-Genome Assembly of Drosophila. Science, 287(5461), 
pp.2196–2204. 
Narum, S.R. et al., 2013. Genotyping-by-sequencing in ecological and conservation 
genomics. Molecular Ecology, 22(11), pp.2841–2847. 
Narzisi, G. & Mishra, B., 2011. Comparing de novo genome assembly: the long and short 
of it. PloS one, 6(4), p.e19175. 
Nguyen, T.T.T. et al., 2011. Use of a microsatellite-based pedigree in estimation of 
heritabilities for economic traits in Australian blue mussel, Mytilus 
galloprovincialis. Journal of Animal Breeding and Genetics, 128(6), pp.482–490. 
Nguyen, T.T.T., Hayes, B.J. & Ingram, B.A., 2014. Genetic parameters and response to 
selection in blue mussel (Mytilus galloprovincialis) using a SNP-based pedigree. 
Aquaculture, 420–421, pp.295–301. 
Nguyen, T.T.T., Hayes, B.J. & Ingram, B.A., 2014. Genetic parameters and response to 






Nielsen, R. et al., 2011. Genotype and SNP calling from next-generation sequencing data. 
Nature Reviews Genetics, 12(6), pp.443–451. 
VAN OOIJEN, J.W., 2011. Multipoint maximum likelihood mapping in a full-sib family 
of an outbreeding species. Genetics Research, 93(05), pp.343–349. 
Palaiokostas, C. et al., 2018. Accuracy of Genomic Evaluations of Juvenile Growth Rate 
in Common Carp (Cyprinus carpio) Using Genotyping by Sequencing. Frontiers in 
Genetics, 9, p.82. 
Parra, G., Bradnam, K. & Korf, I., 2007. CEGMA: a pipeline to accurately annotate core 
genes in eukaryotic genomes. Bioinformatics (Oxford, England), 23(9), pp.1061–7. 
Pavey, S.A. et al., 2017. Draft genome of the American Eel ( Anguilla rostrata ). 
Molecular Ecology Resources, 17(4), pp.806–811. 
Peñaloza, C. et al., 2014. RAD Sequencing reveals genome-wide heterozygote deficiency 
in pair crosses of the Chilean mussel Mytilus spp. Asas.Org, pp.2–4. 
Peterson, B.K. et al., 2012. Double digest RADseq: An inexpensive method for de novo 
SNP discovery and genotyping in model and non-model species. PLoS ONE, 7(5). 
Poland, J.A. et al., 2012. Development of High-Density Genetic Maps for Barley and 
Wheat Using a Novel Two-Enzyme Genotyping-by-Sequencing Approach T. Yin, 
ed. PLoS ONE, 7(2), p.e32253. 
Poland, J.A. & Rife, T.W., 2012. Genotyping-by-Sequencing for Plant Breeding and 
Genetics. The Plant Genome Journal, 5(3), p.92. 
Purcell, S. et al., 2007. PLINK: A Tool Set for Whole-Genome Association and 
Population-Based Linkage Analyses. The American Journal of Human Genetics, 
81(3), pp.559–575. 
Puritz, J.B., Hollenbeck, C.M. & Gold, J.R., 2014. dDocent : a RADseq, variant-calling 
pipeline designed for population genomics of non-model organisms. PeerJ, 2, 
p.e431. 
Qi, H. et al., 2017. Construction and evaluation of a high-density SNP array for the Pacific 





Quail, M. et al., 2012. A tale of three next generation sequencing platforms: comparison 
of Ion torrent, pacific biosciences and illumina MiSeq sequencers. BMC Genomics, 
13(1), p.1. 
Rastas, P. et al., 2016. Construction of Ultradense Linkage Maps with Lep-MAP2: 
Stickleback F 2 Recombinant Crosses as an Example. Genome Biology and 
Evolution, 8(1), pp.78–93. 
Reitzel, A.M. et al., 2013a. Going where traditional markers have not gone before: utility 
of and promise for RAD sequencing in marine invertebrate phylogeography and 
population genomics. Molecular Ecology, 22(11), pp.2953–2970. 
Reitzel, A.M. et al., 2013b. Going where traditional markers have not gone before: Utility 
of and promise for RAD sequencing in marine invertebrate phylogeography and 
population genomics. Molecular Ecology, 22(11), pp.2953–2970. 
Rice Peter, Longden Ian, B.A., 2000. EMBOSS: The European Molecular Biology Open 
Software Suite. Trends in Genetics, 16(6), pp.276--277. 
Robledo, D. et al., 2017. Applications of genotyping by sequencing in aquaculture 
breeding and genetics. Reviews in Aquaculture, pp.1–13. 
Rosenberg, G., 2014. A New Critical Estimate of Named Species-Level Diversity of the 
Recent Mollusca *. American Malacological Bulletin, 32(2), pp.308–322. 
Ross, M.G. et al., 2013. Characterizing and measuring bias in sequence data. Genome 
Biology, 14(5). 
Rowe, H.C., Renaut, S. & Guggisberg, A., 2011. RAD in the realm of next-generation 
sequencing technologies. Molecular Ecology, 20(17), pp.3499–3502. 
Rutkoski, J.E. et al., 2013. Imputation of unordered markers and the impact on genomic 
selection accuracy. G3 (Bethesda, Md.), 3(3), pp.427–39. 
Saavedra, C. & Bachère, E., 2006. Bivalve genomics. Aquaculture, 256, pp.1–14. 
Salzberg, S., Phillippy, A. & Zimin, A., 2012. GAGE: A critical evaluation of genome 
assemblies and assembly algorithms. Genome …, pp.557–567. 





contamination from genomic and metagenomic datasets. PloS one, 6(3), p.e17288. 
Shafer, A.B.A. et al., 2017. Bioinformatic processing of RAD-seq data dramatically 
impacts downstream population genetic inference. Methods in Ecology and 
Evolution, 8(8), pp.907–917. 
Shendure, J. & Ji, H., 2008. Next-generation DNA sequencing. Nature Biotechnology, 
26(10), pp.1135–1145. 
Shi, Y. et al., 2014a. High-density single nucleotide polymorphisms linkage and 
quantitative trait locus mapping of the pearl oyster, Pinctada fucata martensii 
Dunker. Aquaculture, 434, pp.376–384. 
Shi, Y. et al., 2014b. High-density single nucleotide polymorphisms linkage and 
quantitative trait locus mapping of the pearl oyster, Pinctada fucata martensii 
Dunker. Aquaculture, 434, pp.376–384. 
Sierro, N. et al., 2014. The tobacco genome sequence and its comparison with those of 
tomato and potato. Nature communications, 5(May), p.3833. 
Sievers, F. et al., 2011. Fast, scalable generation of high-quality protein multiple sequence 
alignments using Clustal Omega. Molecular Systems Biology, 7(539). 
Simakov, O. et al., 2013. Insights into bilaterian evolution from three spiralian genomes. 
Nature, 493(7433), pp.526–531. 
Simpson, J.T. et al., 2009. ABySS: a parallel assembler for short read sequence data. 
Genome research, 19(6), pp.1117–23. 
Star, B., Apte, S. & Gardner, J., 2003. Genetic structuring among populations of the 
greenshell mussel Perna canaliculus revealed by analysis of randomly amplified 
polymorphic DNA. Marine Ecology Progress Series, 249, pp.171–182. 
Sun, J. et al., 2017. Adaptation to deep-sea chemosynthetic environments as revealed by 
mussel genomes. , 1. 
Sun, X. et al., 2013. SLAF-seq: An Efficient Method of Large-Scale De Novo SNP 
Discovery and Genotyping Using High-Throughput Sequencing J. Aerts, ed. PLoS 





Sun, Y. et al., 2014. Genome-Wide Analysis of DNA Methylation in Five Tissues of 
Zhikong Scallop, Chlamys farreri H. Niemann, ed. PLoS ONE, 9(1), p.e86232. 
Symonds, J. et al., New Zealand aquaculture selective breeding: from theory to industry 
application for three flagship species. , 11. 
Takeuchi, T. et al., 2012. Draft genome of the pearl oyster Pinctada fucata: a platform for 
understanding bivalve biology. DNA research : an international journal for rapid 
publication of reports on genes and genomes, 19(2), pp.117–30. 
Takeuchi, T., 2017. Molluscan Genomics: Implications for Biology and Aquaculture. 
Current Molecular Biology Reports, 3(4), pp.297–305. 
Van Tassell, C.P. et al., 2008. SNP discovery and allele frequency estimation by deep 
sequencing of reduced representation libraries. Nature Methods, 5(3), pp.247–252. 
Thiriot-Quievreux, C., 2002. Review of the literature on bivalve cytogenetics in the last 
ten years. Cahiers de Biologie Marine, 43(1), pp.17–26. 
Tinker, N.A., Bekele, W.A. & Hattori, J., 2016. Haplotag: Software for Haplotype-Based 
Genotyping-by-Sequencing Analysis. G3 (Bethesda, Md.), 6(4), pp.857–63. 
Toonen, R.J. et al., 2013. ezRAD: a simplified method for genomic genotyping in non-
model organisms. PeerJ, 1, p.e203. 
Torkamaneh, D., Laroche, J. & Belzile, F., 2016. Genome-Wide SNP Calling from 
Genotyping by Sequencing (GBS) Data: A Comparison of Seven Pipelines and Two 
Sequencing Technologies H. Candela, ed. PLOS ONE, 11(8), p.e0161333. 
Trapnell, C., Pachter, L. & Salzberg, S.L., 2009. TopHat: discovering splice junctions 
with RNA-Seq. Bioinformatics (Oxford, England), 25(9), pp.1105–11. 
Treangen, T.J. et al., 2011. Next generation sequence assembly with AMOS, 
Tsai, H.Y. et al., 2016. Genomic prediction of host resistance to sea lice in farmed Atlantic 
salmon populations. Genetics Selection Evolution, 48(1), p.47. 
Uliano-Silva, M. et al., 2018. A hybrid-hierarchical genome assembly strategy to 






Uliano-Silva, M. et al., 2015. Complete mitochondrial genome of the brown mussel              
Perna perna              (Bivalve, Mytilidae). Mitochondrial DNA, 00(00), pp.1–2. 
Uliano-Silva, M. et al., 2014. Gene discovery through transcriptome sequencing for the 
invasive mussel Limnoperna fortunei. PLoS ONE, 9(7). 
Uliano-Silva, M. et al., 2016. The complete mitochondrial genome of the golden mussel 
Limnoperna fortunei and comparative mitogenomics of Mytilidae. Gene, 577(2), 
pp.202–208. 
Venter, J.C. et al., 2001. The sequence of the human genome. Science (New York, N.Y.), 
291(5507), pp.1304–51. 
Wang, J., Li, L. & Zhang, G., 2016. A High-Density SNP Genetic Linkage Map and QTL 
Analysis of Growth-Related Traits in a Hybrid Family of Oysters (Crassostrea gigas 
× C. angulate) Using Genotyping-by-Sequencing. G3 (Bethesda, Md.), 6(May). 
Wang, S. et al., 2012. 2b-RAD: a simple and flexible method for genome-wide 
genotyping. Nature Methods, 9(8), pp.808–810. 
Wang, S. et al., 2017. Scallop genome provides insights into evolution of bilaterian 
karyotype and development. Nature Ecology & Evolution, 1(April), p.0120. 
Wang, X. et al., 2014. Genome-wide and single-base resolution DNA methylomes of the 
Pacific oyster Crassostrea gigas provide insight into the evolution of invertebrate 
CpG methylation. BMC Genomics, 15(1), p.1119. 
Whitacre, L.K. et al., 2015. What’s in your next-generation sequence data? An 
exploration of unmapped DNA and RNA sequence reads from the bovine reference 
individual. BMC Genomics, 16(1), p.1114. 
Wickland, D.P. et al., 2017. A comparison of genotyping-by-sequencing analysis 
methods on low-coverage crop datasets shows advantages of a new workflow, GB-
eaSy. BMC Bioinformatics, 18(1), p.586. 
Wilson, J. et al., 2018. New diagnostic SNP molecular markers for the Mytilus species 
complex. PLoS ONE, 13(7). 





(Bivalvia: Mytilidae) based on nuclear (ITS1&2) and mitochondrial (COI) DNA 
sequences. Molecular Phylogenetics and Evolution, 44(2), pp.685–698. 
Wood, D.E. & Salzberg, S.L., 2014. Kraken: ultrafast metagenomic sequence 
classification using exact alignments. Genome Biology, 15(3), p.R46. 
Wu, J. et al., 2012. Sequencing of Chloroplast Genome Using Whole Cellular DNA and 
Solexa Sequencing Technology. Frontiers in Plant Science, 3, p.243. 
Wu, Y.-M., Li, J. & Chen, X.-S., 2018. Draft genomes of two blister beetles Hycleus 
cichorii and Hycleus phaleratus. GigaScience, 7(3). 
Wynberg, R. & Laird, S.A., 2018. Fast Science and Sluggish Policy: The Herculean Task 
of Regulating Biodiscovery. Trends in Biotechnology, 36(1), pp.1–3. 
Xu, T. et al., 2017. Genome-wide discovery of single nucleotide polymorphisms (SNPs) 
and single nucleotide variants (SNVs) in deep-sea mussels: Potential use in 
population genomics and cross-species application. Deep Sea Research Part II: 
Topical Studies in Oceanography, 137, pp.318–326. 
Xue, W. et al., 2013. L_RNA_scaffolder: scaffolding genomes with transcripts. BMC 
genomics, 14(1), p.604. 
Yáñez, J.M., Newman, S. & Houston, R.D., 2015. Genomics in aquaculture to better 
understand species biology and accelerate genetic progress. Frontiers in Genetics, 
6(APR). 
Yoshida, G.M. et al., 2018. Single-step genomic evaluation improves accuracy of 
breeding value predictions for resistance to infectious pancreatic necrosis virus in 
rainbow trout. Genomics. 
Zane, L., Bargelloni, L. & Patarnello, T., 2002. Strategies for microsatellite isolation: a 
review. Molecular Ecology, 11(1), pp.1–16. 
Zealand, A.N., 2018. New Zealand Aquaculture, 
Zerbino, D.R. & Birney, E., 2008. Velvet: algorithms for de novo short read assembly 
using de Bruijn graphs. Genome research, 18(5), pp.821–9. 





Zhang, G. et al., 2012. The oyster genome reveals stress adaptation and complexity of 
shell formation. Nature, 490(7418), pp.49–54. 
S1 A transcriptome assembly to support genome assembly  
 
S1.1   Summary 
 
This supplementary chapter describes the methods and results utilised for the 
Greenshell™ Mussel (GSM) transcriptome assembly – a tool used to aid the genome 
assembly (Chapter 2). It was also utilised in Chapter 3 to validate the Mitochondrial 
genome assembly, identify the absence of Doubly Uniparental Inheritance (DUI) in GSM 
and identify potential differences in gene expression levels of mitochondrial genes 
between males and females. The contents of this supplementary chapter have been 
discussed in Chapter 6 regarding to ‘hitchhiker transcripts’ identified during annotation 
of the transcriptome. Although the presence of hitchhikers and current limitation in tools 
to successfully identify and remove these from raw data likely limits the stand alone 
utility of this transcriptome assembly, it is nonetheless a valuable supporting genomic 
resource for this thesis.  
A draft assembly of the transcriptome from four tissues and six individual mussels in 
presented in this appendix.  In addition, some limitations of de novo transcriptome 
assembly of a non-model species and the power of high-throughput sequencing has also 
been presented.  
S1.2   Materials and Methods 
 
S1.2.1   RNA extraction and library preparation 
 
In order to obtain broad representation of the transcripts expressed in mussels, RNA was 
extracted from four different tissues (mantle; gill; foot and adductor muscle) of two males 





incubation at 37˚C for 30mins, with RNA extracted 30 minutes following the heat stress. 
Total RNA was extracted using a TRIzol reagent (Invitrogen, USA), cleaned up using a 
QIAGEN RNeasy minikit (QIAGEN, USA) and DNA removed using DNAase. Libraries 
were made from the mantle of two males; mantle of two females; pools of the foot, 
adductor muscle and gill of the same mussels and pools of the mantle; foot; adductor 
muscle and gill of the stressed male and female.  
 
S1.2.2   RNA Sequencing and transcriptome assembly  
 
The resulting 10 libraries were sequenced on one lane of an Illumina HiSeq 2500. This 
generated 113 million 100nt paired-end reads in FASTQ format. The reads were quality 
checked using FastQC (Andrews 2010), adapter clipped and trimmed using Trimmomatic 
v0.30 removing quality scores below 20 and retaining reads with a minimum length of 50 
(Bolger et al. 2014).  
The libraries were sequenced individually, then combined using the Trinity assembler 
release 20131110 (Grabherr et al. 2011) using default parameters. The transcripts were 
checked for bacterial contamination using Deconseq v0.4.3 and default settings 
(https://sourceforge.net/projects/deconseq/) against the bacterial database and reduced 
based on protein clustering using CD-Hit-EST v4.6.1 and default settings (Li & Godzik 
2006). The transcripts were searched against a database of 248 core eukaryotic genes 
using the tool CEGMA with default parameters.   
 
S1.2.3   Transcript BLAST and taxa identification 
 
The transcriptome was annotated by searching the transcripts against the SWISS-PROT 
and TrEMBL databases version uniprot-2014-10-01 using BLASTx v2.2.29 specifying 
an Evalue of 10e-3. The taxonomy was pulled from NCBI using the species names from 
the transcripts with annotations and filtered based on taxonomy. Any transcript with the 





mussel origin. Other annotated transcripts were assigned as potential ‘hitchhikers’, i.e., 
species that are unlikely of mussel origin but living in or around the mussel.  
 
S1.3   Results 
 
S1.3.1   Transcriptome sequencing and quality control  
 
The RNA-seq generated 113 million paired end reads with a length of 100 bases. The reads were quality and 
adaptor trimmed using Trimmomatic, reducing the number of paired end reads to 105 million with an average 
length of 99.6 bases and six million singleton reads with an average length of 85.2 bases. The data per lane is 
summarised in Table S1.1.  
 
Table S1.2. The overall data assembled produced 274,569 transcripts with a length greater 
then 200 bases and an average length of 883 bases. The maximum transcript length was 
174,801 bases and the N50 was 1,862 bases. Assessing transcripts for contamination 
using DeconSeq (Schmieder & Edwards 2011) identified 655 transcripts of bacterial 
origin that were removed from the assembly. The transcripts were further reduced and 
clustered  using CD-HIT-EST (Li & Godzik 2006), which reduced the number of 
transcripts to 252,651. A quality check of the assembled transcripts was done using the 
tool CEGMA (Parra et al. 2007) that searches nucleotide sequences against a set of 248 
core eukaryotic genes that are conserved amongst eukaryotes. This identified 98% of the 
core eukaryotic genes in the assembly were complete and 99% were partially present, 
indicating the transcriptome assembly is of a high quality.  
The resulting 252,651 transcripts were searched against two databases from the 
UNIPROT databases from EMBL (Bairoch & Apweiler 2000). The SWISS-PROT 
database contains well curated annotated protein sequences. The TrEMBL database 
contains protein sequences that are not as well validated as those in SWISS-PROT. 
Searches were done against each other these databases separately. The SWISS-PROT 
database annotated 38,853 of transcripts (15.4%) and the TrEMBL database annotated 
54,787 (21.7%). The taxonomy search of these annotated transcripts identified 4,091 





annotations that were not likely of mussel origin. These are summarised in Table S1.3 
and identify transcripts of likely bacteria, viral, fungi, algae, protist, archaea and parasitic 
origins.  
Table S1.1 – Summary of raw and trimmed RNA-seq reads per sequencing library 















1 Male Mantle 9.4 100 8.8 99.7 0.49 85 
2 Male Mantle 12.5 100 11.8 99.7 0.54 86 
3 Female 
Mantle 15.3 100 13.8 99.7 1.27 84 
4 Female 
Mantle 13.8 100 12.8 99.7 0.9 85 
5 Male Pool 9.3 100 8.7 99.7 0.45 85 
6 Male Pool 9.7 100 9.02 99.6 0.51 86 
7 Female Pool 11.4 100 10.8 99.6 0.5 86 
8 Female Pool 9.03 100 8.4 99.6 0.46 85 
9 Male 
Stressed 
Pool 11.5 100 10.7 99.7 0.62 85 
10 Female 
Stressed 







Table S1.2 – Summary of Trinity assembly metrics for each sequencing library and all data combined.  









1 Male Mantle 81,743 201 14,637 741 1,231 
2 Male Mantle 77,430 201 14,187 816 1,457 
3 Female Mantle 107,289 201 7,960 473 548 
4 Female Mantle 122,608 201 12,033 625 996 
5 Male Pool 77,512 201 9,955 677 1,032 
6 Male Pool 65,341 201 10,452 585 796 
7 Female Pool 86,144 201 14,394 781 1,311 
8 Female Pool 71,417 201 15,811 654 963 
9 Male Stressed Pool 69,804 201 7,484 662 990 
10 Female Stressed 
Pool 82,864 201 11,706 592 834 
All 
 








Table S1.3 – Summary of non-Metazoan transcripts for both Swissprot and TrEMBL databases.  







Bacteria Bacteria 1,556 898 
Fungi Fungi 539 859 
Apicomplexa Parasite 276 186 
Streptophyta Plant 238 599 
Trichomonadida Protist 185 0 
Ciliophora Protist 130 33 
Chlorophyta Algae 81 26 
Mycetozoa Amoebozoa 74 859 





Pyrenomonadales Algae 36 2 
Stramenopiles Algae 36 0 
Virus Virus 34 424 
Archamoebae Protist 34 4 
Oomycetes Fungi 33 2 
Foraminifera Protist 27 0 
Discosea Amoebozoa 26 12 








S1.4   Conclusion 
 
The de novo assembly of a transcriptome and initial annotation of transcript species for 
GSM is presented. This resource, while incomplete, has improved the scaffolding of the 
GSM assembly N50 from 9,094 to 10,651 and increased the CEGMA scores from 34% 
complete and 69% partial to 42% complete 80% partial. The individual libraries also 
provide full mitochondrial genomes for four mussels, providing resources that indicate 
DUI is not present in GSM. This is an important resource for researching the evolutionary 
adaptation and loss of DUI present in bivalve molluscs (Breton et al. 2007). The draft 
transcriptome also provides the framework to generate a database of annotated genes for 
GSM, providing resources for future projects and research into the species.  
The BLAST annotation of the transcriptome was performed in early 2014, at a time when 
few bivalve sequences were publicly available. Since then, several mussel transcriptomes 
have been published, including the closely related transcriptome of Perna viridis (Leung 
et al. 2014). It is unclear if these transcriptomes contain hitchhiker transcripts as there is 
no report of any present hitchhiker or contaminants; however, there is also no report of 
taxonomic analysis used to identify any potential hitchhiker transcripts. In addition, since 
2014, the number of mollusc genomes has increased from three to 14 (as of June 2018). 
Therefore, it would be advantageous to re-annotate the transcriptome with the additional 
information now available in the databases. In addition, the large number of transcripts 
without annotations could also be reduced by searching all transcripts against additional 
databases, including nr and nt databases from NCBI, and consolidating annotations across 
the databases. This would aid the identification and confirmation of hitchhiker transcripts 
and potentially reduce the number of transcripts without annotations. However, time 
constraints mean that such an analysis is beyond the scope of the current thesis. The large 
number of transcripts without blast annotation  
Despite a reduction in the number of transcripts following the use of tools such CD-HIT-
EST, there remain large numbers of transcripts in our transcriptome, which increase the 
computational time required to annotate. Filtering non-annotated transcripts and 
removing multiple copies of the same transcript would reduce this computational demand. 
However, such filtering could remove transcripts with no annotation that are still relevant. 





however, the current genome assembly utilised the transcriptome for scaffolding 
therefore it would not be beneficial to use this to further filter the current transcriptome.  
In addition to producing a draft transcriptome, this experiment has highlighted both the 
power and potential limitations of high-throughput sequencing. We identified large 
number of mussel RNA transcripts, but also a host of RNA transcripts from species likely 
not of mussel origin. In hindsight, this is not unexpected given the filter-feeding lifestyle 
of mussels, but was an initial surprise to us when significant efforts had been made to 
sample tissues expected not to contain such a diversity of other species. Our findings 
illustrate that consideration of potential hitchhiking species is an important aspect to 
consider when generating genomic resources for species that may be hosts to a variety of 
other species. Prior consideration of this point has led to filtering tools for bacteria and 
viral genomes and transcripts, but as of yet there are few tools that can identify eukaryotic 
contaminants. It also demonstrates tools such as DeconSeq do not effectively filter 
hitchhikers, identifying 655 transcripts when a further 1,556 were identified post 
annotation from the SWISS-PROT database. Identifying the percentage of GC bases of 
hitchhiker and mussel transcripts revealed no clear distinction of which to filter, and tests 
of currently available filtering tools such as ‘Blobology’ (Kumar et al. 2013) and ‘Kraken’ 
(Wood & Salzberg 2014) showed high level of false positives and false negatives when 
using simulated whole genome sequenced data. This was an unforeseen complication of 
the transcriptome assembly, and therefore further work and method development is 
required to effectively filter and annotate the transcriptome assembly.  
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Summary
Genotyping by sequencing (GBS) allows aquaculture species with limited availability of
genomic tools to establish a low cost genotyping strategy, in turn, enabling the use of
genomic selection to drive genetic progress. Furthermore, the genetic diversity can be
assessed in already established brood stocks. Here we have genotyped 2,218 GreenshellTM
mussels supplied by SPATnz utilising a double restriction digest GBS protocol coupled with
construction of genomic relationship matrices (GRM) to investigate the utility of GBS for
parentage and genomic selection for GreenshellTM mussel. A bioinformatic pipeline
consisting of GBSX, BWA, and STACKS together with a de novo draft genome assembly
resulted in ~430K SNPs. Further filtering based on minor allele frequency and disequilibrium
from Hardy Weinberg resulted in a SNP set of ~61K SNPs utilised for parentage verification
and generation of the GRM for use in GBLUP to establish the accuracy of prediction of the
shell length phenotype. It was found that the heritability for shell length to be 0.17 ± 0.010
and 0.31 ± 0.04 when estimated with the recorded pedigree and GRM respectively. The
resulting accuracies of prediction for shell length were 0.22 ± 0.25 and 0.46 ± 0.14for
pedigree based prediction and GBLUP, respectively. This preliminary study has shown the
potential for GBS in the construction of a GRM for direct use in GBLUP enabling genomic
selection to complement selective breeding programs to optimise traits to deliver benefits for
New Zealand’s economy.
Keywords: genotyping, sequencing, aquaculture, Greenshell mussel
Introduction
Aquaculture is a growing industry globally but genetic progress can be limited in species
with difficult to measure, often sex limited traits combined with modest genomic tool
availability. The Greenshell™ mussel (GSM) is an endemic mollusc of economic importance
for the New Zealand aquaculture industry. The process of mussel farming has relied on
collecting wild spat (baby mussels) from the coast line and transporting them to mussel farms
where the spat is subsequently seeded onto rope. SPATnz (www.spatnz.co.nz) runs a Primary
Growth Partnership programme (a collaboration between industry and the Ministry for
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Primary Industries) with the aim to produce innovations to advance New Zealand’s mussel
aquaculture industry and deliver benefits for New Zealand’s economy. SPATnz has been
developing techniques for large scale spat production and selective breeding to optimise traits
for producers and consumers. To aid the GSM breeding program (Camara and Symonds,
2014), we have investigated the potential use of genotyping-by-sequencing (GBS; Elshire et
al., 2011; Dodds et al., 2015), a restriction enzyme based reduced representational
sequencing method, for parentage assignment and utility for genomic selection. GSM are a
highly heterozygous species, making GBS an attractive genomic tool compared to
oligonucleotide directed genotyping (e.g. amplicon sequencing, microarray technology)
which can require expensive and difficult assay design, often resulting in null alleles.
Materials and Methods
Haemolymph samples from pedigree recorded families were supplied by SPATnz in ethanol
and DNA was extracted utilising the Zymo DNA extraction kit. GBS was carried out as
described in Dodds et al. (2015) using PstI/MspI restriction enzymes with the following
modifications. A total of 2,218 individuals were sequenced on an Illumina HiSeq2500
containing 188 samples per lane and were run with v4 chemistry and 100bp single end reads.
The Pippin window selection size was modified to 193-318bp. On average, a total of 27
Gb/lane of data was obtained, with 95% of the sequence reads passing quality control
(indexed and restriction enzyme cut site present). To aid SNP calling, a draft Greenshell™
Mussel genome assembly (Perna canaliculus; Ashby et al., in prep.) was utilised.
Of the individuals sequenced, 67 parents and 622 progeny were used for parentage
verification. The reads were demultiplexed based on barcodes using GBSX demultiplexer
(Herten et al., 2015), no mismatches in barcode or cut site were allowed; mapped to the
references using BWA mem (Li, 2013) and the stacks pipeline (v1.46) was utilised to call
SNPs (Catchen et al., 2011). A minimum coverage of three reads was used, with a minimum
mapping quality score of 10 and using reads that mapped uniquely to the genome. All other
parameters were set as default. The SNPs were filtered based on Hardy-Weinberg
disequilibrium (between -0.05 and 0.05) and minor allele frequency (> 0.05) using KGD
(Dodds et al., 2015) prior to parentage verification utilising GBS (Dodds et al., in prep.).
To investigate GBS utility for genomic selection in GSM, shell length, collected and
provided by SPATnz, was selected as the phenotype, for which both genotype and phenotype
information were available on 1470 animals born in 2014. After filtering (described above), a
GRM was constructed using the KGD method (Dodds et al. 2015), which uses the observed
calls for an individual and the shared calls between animals to estimate relationships. A
pedigree consisting of 20,854 individuals was also available. The heritability of shell length
was estimated using ASReml v3.0 fitting assessment (equivalent to fitting experiment) as a
fixed effect and random effects of animal, assessment nested within replicate, and family.
The random effect of animal, was assumed to have a variance–covariance structure
proportional to the genomic relationship matrix (or numerator relationship matrix when using






N(0,Aσ2a) when using pedigree), respectively. Accuracy of
prediction was assessed by 6-fold cross-validation, whereby families (78 in total) were
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randomly assigned to each fold. One group’s phenotypes were masked per fold, and accuracy
was calculated as , where length* is length adjusted for assessment, assessment nested within
rep, and family.
Results and discussion
Utilising the double restriction digest (PstI/MspI) to create GBS libraries containing 188
samples/lane resulted in ~430K SNPs with a mean depth of 13. Applying a filter of Hardy-
Weinberg disequilibrium (greater than -0.05 and less than 0.05) and minor allele frequency
greater than 0.05 resulted in ~61,000 SNPs that were further utilised for parentage
verification and generation of the GRM for use in GBLUP to establish the accuracy of
prediction of the shell length phenotype.
Figure 1: Relationship between raw mismatch rate and estimated relatedness between the
best matching father (A) and best mother (B) and each progeny.
The results of the best father and mother matches is presented as relatedness value plotted
against genotype mismatch rate in Figure 1. Utilising a relatedness value greater than 0.3
and mismatch rate less than 0.025, 466 of the 622 progeny were assigned a father and 520
progeny assigned a mother. Note that it was known that some parents were missing from the
genotyping and subsequent analysis. Therefore some un-assigned progeny were expected. .
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Figure 2: Comparison of mismatch genotype rates between the best parentage pair and the
2nd best parentage pairs. The solid dots are the assigned progeny and the crosses are the
unassigned progeny (in this case, those that failed the relationship threshold).
In Figure 2, the mismatch rate for the best match parentage pair (F1M1) is compared to that
of different combinations of the best and 2nd best parentage pairs (F2M2). The mismatch rate
increases when the second best parent is substituted for the best match and an overlap
between the assigned and un-assigned is generated. Of particular importance are dots below
the line in the last column of the figure. This indicates there are other parent combinations
giving lower mismatch rates. For example, there are 2 under the line for F2M1, which may
indicate questionable father assignments. Also for F1M2 there is one sample in particular
where the second best mother is likely to be a better match. In a number of these cases the
aunt or uncle have been assigned as the mother or father, respectively.
Although GBS could be utilised to assign parentage in the GSM breeding program, the true
value is to make full use of the genomic information and to construct a GRM for GBLUP to
produce genomic breeding values. To investigate this, 1470 animals with length phenotype
were genotyped with GBS. Heritability estimates were determined using both the recorded
pedigree to calculate a numerator relationship matrix (NRM) and the GRM constructed from
the sequence data. It was found that the h2 for shell length was 0.17 ± 0.01 and 0.31 ± 0.04
when estimated with the NRM and GRM respectively. The resulting accuracies of prediction
for shell length were 0.22 ± 0.25 and 0.46 ± 0.14 (109% increase)for pedigree based
prediction and GBLUP respectively. To our knowledge, this is the first study comparing
accuracy of pedigree-based and genomics-based breeding values in mussels.
The results from this preliminary study into the utility of GBS to construct a GRM for direct
use in GBLUP are encouraging and we are in the process of genotyping additional animals to
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investigate further traits for SPATnz. Furthermore, the number of samples per lane of
sequence was 188 samples which generated a mean read depth of 13; it is therefore
anticipated that additional samples in a lane could be achieved (e.g. 376 samples/lane)
resulting in reduced genotyping costs without affecting the ability to construct the genomic
relationship for downstream application (Dodds et al., 2015).
Acknowledgements
We would like to thank the AgResearch Animal Genomics team based at Invermay for the
DNA sequencing, SPATnz for allowing access to animal samples and phenotypic information
and funding from both SPATnz and the Ministry of Business, Innovation and Employment
via its funding of the “Genomics for Production & Security in a Biological Economy”
programme (Contract ID C10X1306).
List of References
Ashby, R., S.M. Clarke, R. Brauning, H. Baird, K Rutherford, C. Brown, & N. Gemmell. in
prep. Genome assembly of the Greenshell mussel, Perna canaliculus.
Camara, M, J. Symonds 2014. Genetic improvement of New Zealand aquaculture species:
programmes, progress and prospects. NZ J of Marine and Freshwater Research 48:3
Catchen J., A. Amores, P. Hohenlohe, W. Cresko, & J. Postlethwait. 2011. Stacks: building
and genotyping loci de novo from short-read sequences. G3: Genes, Genomes, Genetics,
1:171-182
Dodds, K.G., J.C. McEwan, R. Brauning, R.A. Anderson, T.C. Van Stijn, T. Kristjánsson &
S.M. Clarke, 2015. Construction of relatedness matrices using genotyping-by-sequencing
data. BMC Genomics 16:1047.
Dodds, K.G., J.C. McEwan, R. Brauning, T.C. Van Stijn, S.J. Rowe, K.M. McEwan & S.M.
Clarke, in prep. Assignment of parentage using genotyping-by-sequencing data.
Elshire, R.J., J.C. Glaubitz, Q. Sun, J.A. Poland, K. Kawamoto, E.S. Buckler & S.E.
Mitchell, 2011. A robust, simple genotyping-by-sequencing (GBS) approach for high
diversity species. PLoS ONE 6:e19379.
Herten, K., M.S. Hestand, J.R. Vermeesch, & J.K.V. Houdt, 2015. GBSX: a toolkit for
experimental design and demultiplexing genotyping by sequencing experiments. BMC
Bioinformatics, 16, 73.
Li, H., 2013. Aligning sequence reads, clone sequences and assembly contigs with BWA-
MEM. arXiv preprint arXiv:1303.3997.
