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Abstract
In this paper we consider the finite time minimum survival probability
and ultimate minimum survival probability in a two ? dimensional risk modal
perturbed by diffusion Using some properties of the minimum survival prob-
ability we obtain the equation of the finite time minimum survival probability
and ultimate minimum survival probability that they are satisfied and, the ex-
plicit expressions for ultimate minimum survival probability are given in a
special case.
Keywords: ruin probability, minimum survival probability,
two-dimensional risk process
1 Introduction
In recent years a lot of work has been done with study of dependent classes of insur-
ance business. Among other [1](2003) considered most first, the ruin probability
in the two-dimensional risk modal no perturbed by diffusion, and the problem to
solve of sum ruin probability. And [2](2008) studied the express of equation satis-
fying the ruin probability and a method to solve of the ruin probability in a special
two- dimensional risk modal no perturbed by diffusion. [3](2007) considered the
problem to obtain of Lundbergs lower bound for maximum ruin probability and
studied the asymptotic estimation for finite time maximum ruin probability in a
two-dimensional risk modal perturbed by diffusion. Consider the a two- dimen-
sional risk process that is perturbed by diffusion:
1
dR(t) = Cdt+ σdW (t) +
∫
|z|<1
α(z)(µ − ν)(dt, dz)
+
∫
|z|>1
α(z)µ(dt, dz) (1)
R(0) = u
C = (C1, C2) σ =
(
σ11 σ12 . . . σ1d1
σ21 σ22 . . . σ2d1
)
α(Z) =
(
α11(Z) α12(Z) . . . α1d2(Z)
α21(Z) α22(Z) . . . α2d2(Z)
)
where u = (u1, u2)
′ is the initial reserve of two insurance business and,W (t) =
(W1(t), . . . , W1d1(t))
′ is independent and d1− dimensional Wiener process
vector, µ(dt, dz) = (µ1(dt, dz), . . . , µd2(dt, dz))
′ is independent and Poisson
measure vector and that E(µi(dt, dZ)) = νi(dt, dZ) = νi(dZ)dt,and R(t) =
(R1(t), R2(t))
′ is the surplus reserve of two insurance business. Then process
R(t) = (R1(t), R2(t))
′
that is the surplus of two insurance company is homoge-
neous Markov process.
We can rewriter R(t)
R(t) = u+ Ct+ dW (t) +
∫ 1
0
∫
|Z|<1
α(Z)(µ − ν)(ds, dZ)
+
∫ 1
0
∫
|Z|>1
α(Z)µ(ds, dZ) (2)
Now one assume that
∫
|z|>1 |αki(Z)|νk(Z) < +∞ for any k ∈ ¯1, d2,
i = 1, 2
Then (1) can rewriter
dR(t) = C¨(t) + σdW (t) +
∫∫
R2
0
α(Z)(µ − ν)(dt, dZ) (1)
′
where C¨ = C +
∫∫
|z|≥1 α(Z)µ(dZ)
For the predicable three characteristics (C, σ, ν) of two-dimensional random pro-
cess {R(t)}t∈R, and λ = (λ1, λ2)
′
∈ R2,
lnϕ(λ) = {i(C, λ) + 1
2
(λ
′
σ, σ
′
λ) +
∫∫
R2
[eiln(Z) − 1−
− iλ
′
α(Z) + I{|Z| < 1}]ν(dZ)}t
We consider a σ− algebra ℑt that following way:
ℑt = σ{R(s) : s ≤ t}
⋃
N
where N = σ{Aα;P (Aα) = 0}
2
Definition 1 For 0 ≤ s, x ∈ R2+
Ts,x = inf{t ≥ s,R1(t) < 0orR2(t) < 0|R(s) = x} (3)
is called minimum ruin time of state x at time s.
Then Ts,x is (ℑt)− stop time.
Definition 2 For 0 < s < T < +∞, x ∈ R2+
φmin(s, x, T ) = p(Ts,x < T )
Φmins, x, T = 1− φmin(s, x, T ) (4)
is called respectively finite time minimum ruin probability and finite time minimum
survival probability of state at time s.
And when T = +∞, i.e
φmin(s, x) = lim
T→+∞
φmin(s, x;T )
Φmin(s, x) = lim
T→+∞
Φmin(s, x;T ) (5)
is called respectively ultimate minimum ruin probability and ultimate minimum
survival probability of state x at time s. We leads to the equations that satisfied for
finite time and ultimate minimum survival probability, and consider a method of
solution for finite time minimum survival probability.
2 Ultimate minimum survival probability equation.
Theorem 1 For any 0 ≤ s < t < Tφmin(t, R(t);T ) is (ℑt−) martingale, and
Φmin(t, R(t);+∞) = Φmin(R(t))
proof Let As,t = {ω|mins≤t<T {R1(t), R2(t)} > 0} and
IAs,T (ω) =
{
1 ω ∈ As,t
0 ω /∈ As,t
Then can write Φmin(s, x;T ) = E{IAs,T (ω)|R(s) = x}
This can represent Φ(s,R(s);T ) = E{IAs,T (ω)|R(s)}.
For any t(s < t < T ) since {R(t)}t ∈ R+
E{Φmin(t, R(t);T )|ℑt} = E{E{IAT |R(t)}|R(s)} = E{IAT |R(s)} =
= Φmin(s,R(s);T )
i.e.Φmin(t, R(t);T )t∈[0,T ) is martingale , and taking into account that risk process
(2) is time homogeneous Markov process for s < t ,we obtain that
3
p{Ts,x < +∞} = p{Tt,x < +∞}.
There fore Φmin(t, x;T ) = p{Ts,x ≥ T} = p{Tt,x ≥ T}
Thus for s, t(s < t)
Φmin(t, x) = Φmin(s, x) = Φmin(x). This implies theorem 1.
Now let Φmin(s, x;T ) = Φmin(s, x; ), Φmin(s, x; +∞) = Φmin(x).
Theorem 2 If Φmin(s, x) ∈ C1,2 ([0, T ]×R2+) (Φmin(x) ∈ C1,2(R2+))
for any (s, x) ∈ [0, T ]×R2+ (x ∈ R2+) then{
ð
ðs
Φmin(s, x) + L˜Φmin(s, x) = 0
Φmin(s, (x1, 0)
′
) = 0,Φmin(s, (x2, 0)
′
) = 0,Φmin(T, (x1, x2)
′
) = 1
(6)
{
L˜Φmin(x) = 0
Φmin(x1, 0) = 0,Φmin(0, x2) = 0
(7)
where oparation L˜ is
L˜Φmin(s, x) =
2∑
i=1
Ci
ðΦmin(s, x)
ðxi
+
1
2
2∑
i=1
2∑
j=1
(
d1∑
k=1
σikσjk) ·
·
ð2Φmin(s, x)
ðxiðxj
+
d2∑
k=1
∫∫
R2
(Φmin(s, x)− αk(z))− Φmin(s, x)−
− I|z|≤1
2∑
i=1
αik(z)
ðΦmin(s, x)
ðxi
)νk(dz) (8)
proof From theorem 1 since {Φmin(t, R(t))}t∈[0,T ] is martingale,applying
ZhoZhuGyong transformation formula [1].
Φmin(t, R(t)) = Φmin(s,R(s)) +
∫ t
s
{
ðΦmin(u,R(u))
ðu
+
2∑
i=1
Ci
ðΦmin(u,R(u))
ðxi
+
1
2
2∑
i=1
2∑
j=1
ð2Φmin(u,R(u))
ðxiðxj
·
d1∑
k=1
σikσjk}du+
∫ t
s
2∑
i=1
ðΦmin(u,R(u))
ðxi
·
·
d1∑
j=1
σijdωj(u) +
d2∑
k=1
∫ t
s
∫∫
|z|<1
[Φmin(u,R(u) + αk(z)) −
− Φmin(u,R(u))] −
2∑
i=1
αik(z)
ð
ðxi
Φmin(u,R(u))νk(du, dz) +
+
d2∑
k=1
∫ t
s
∫∫
|z|<1
[Φmin(u,R(u) + αk(z)) − Φmin(u,R(u))](µk − νk)
(du, dz) +
d2∑
k=1
∫ t
s
∫∫
|z|<1
[Φmin(u,R(u) + αk(z)) − Φmin(u,R(u))]
(µk − νk)µk(du, dz) (9)
4
where
α(z) =
(
α1(z)
α2(z)
)
Thus from this theorem condition and result of theorem1, applying conditional
Expectation of ℑs, to (9), we obtain
E{Φmin(t, R(t))|ℑs} = Φmin(s,R(s)) + E{
∫ t
s
E{
ð
ðu
Φmin(u,R(u)) +
+
2∑
i=1
ð
ðxi
Φmin(u,R(u)) · Ci +
1
2
2∑
i=1
2∑
j=1
(
d1∑
k=1
σikσjk)Φmin(u,R(u)) +
+
∫∫
R2
d2∑
k=1
[Φmin(u,R(u) + αk(z))− Φmin(u,R(u)) − I{|z|≤1} ·
·
2∑
i=1
αik(z)
ð
ðxi
Φmin(u,R(u))]νk(dz)}du}
Therefore ð
ðu
Φmin(u, x) + L˜Φmin(u, x) = 0 , where L˜ is same to (8) and boundary
conditions obtain from theorem 2 for finite time minimum survival probability.
In similar way applying same variation we obtain equation (7) for Φmin(R(t)).
In case consider for Equation (1)′ . One obtain from result of theorem2.
ð
ðs
Φmin(s, x) +
2∑
i=1
ð
ðxi
Φmin(s, x) · C˜i +
1
2
2∑
i=1
2∑
j=1
(
d1∑
k=1
σikσjk) ·
·
ð2
ðxiðxj
Φmin(s, x) +
d2∑
k=1
∫∫
R2
[Φmin(s, x+ αk(z)) −
− Φmin(s, x)−
2∑
i=1
αik(z)
ð
ðxi
Φmin(s, x)]νk(dz) = 0 (10)
And taking into account KimZhuGyong [2] that the random measure ν(dz) rep-
resent νk(dz) = λkpk(z) for hyper density function pk(z) and α(z) = z in case
α(z) = z we obtain from (10)
ð
ðs
Φmin(s, x) +
2∑
i=1
C˜i
ð
ðxi
Φmin(s, x) +
1
2
2∑
i=1
2∑
j=1
aij
ð2Φmin(s, x)
ðxiðxj
−
− a0Φmin(s, x) +
∫∫
R2
+
Φmin(s, z)
d∑
k=1
λkpk(z − x)dz = 0
5
where
C˜i = Ci −
d2∑
k=1
λkak, i = 1, 2
a0 =
d∑
k=1
λk, aij =
d1∑
k=1
σikσjk, i = 1, 2, j = 1, 2
ak =
∫∫
R+
zpk(z)dz, k = ¯1, d2
3 Finite time minimum survival probability
We consider two compound Poisson process
x1(t) =
M1(t)∑
k=1
z1k, x2(t) =
M2(t)∑
k=1
z2k
where {z1k}, {z2k} are independent and have same distributions F1(z), F2(z), re-
spectively. Then for two process we construct two-dimensional random measures
in the following way:
1. Case M1(t) = M2(t) = N(t) and N(t)t∈Rk is time homogeneous Poisson
process that EN(t) = λt for any t ∈ R+ and Γ ∈ B2 we define the measure µ
that
µ((0, t],Γ) =
N(t)∑
k=1
IΓ(z1kz2k) (11)
Then measure µ have the following property
Lemma 1
(1) µ((0, t],Γ)is integral random measure on B2
(2) µis non decreasing function and independent increment process oft
(3) ν((0, t],Γ) = E(µ((0, t],Γ)) = λt
∫∫
Γ
dF1(z1)dF2(z2)
2. CaseM1(t) = N1(t)+N3(t),M2(t) = N2(t)+N3(t) and any {Ni(t)}, i =
1, 2, 3 are independent and have Poisson distribution with parameter λi(i = 1, 2, 3)
we define the measures that
6
µ1((0, t],Γ
′
) =
N1(t)∑
k=1
IΓ(z1k, z3k)
µ2((0, t],Γ
′
) =
N1(t)∑
k=1
IΓ(z4k, z2k) (12)
µ3((0, t],Γ
′
) =
N1(t)∑
k=1
IΓ(z1k, z2k)
Then the measures µ1, µ2, µ3 are independent and satisfy the results of Lemma
1. Let d1 = 2, d2 = 3 in model (1) and (2), and using integral random measure
(13) we can represent model (1) in the following way:

dR(t) = Cdt+ σdW (t)−
∫∫
R2
+
z(1)µ1(dt, dz)−
−
∫∫
R2
+
z(2)µ2(dt, dz) −
∫∫
R2
+
zµ3(dt, dz)
R(0) = u
(13)
where R(t) = (R1(t), R2(t))
′
, C = (C1, C2)
′
ω =
(
ω1(t)
ω2(t)
)′
σ =
(
σ1 0
0 σ2
)
z(1) = (z1, 0)
′
, z(2) = (0, z2)
′
, z = (z1, z2)
′
u = (u1, u2)
′
Then taking into account the equation of Theorem 2 which satisfied for model
(14) we obtain the following equation
LΦmin(t, x) + λ1
∫ ∞
0
Φmin(t, x− z
(1))p1(z1)dz1 +
+ λ2
∫ ∞
0
Φmin(t, x− z
(2))p2(z2)dz2 +
+ λ3
∫ ∞
0
∫ ∞
0
Φmin(t, x− z)p1(z1)p2(z2)dz1dz2 = 0 (14)
Φmin(t, (x1, 0)
′
) = Φmin(t, (0, x2)
′
) = 0,Φmin(T, (x1, x2)
′
) = 1
where operation L is
L =
∂
∂t
+
2∑
i=1
Ci
∂
∂xi
+
1
2
2∑
i=1
∂2i
∂2
∂2xi
− λ (15)
(λ = λ1 + λ2 + λ3)
7
Now we consider new part derivative operation
L∗ = −
∂
∂t
−
2∑
i=1
Ci
∂
∂xi
+
1
2
2∑
i=1
∂2i
∂2
∂2xi
− λ (16)
(λ = λ1 + λ2 + λ3)
Theorem 3 For t(τ ≤ t ≤ T 2+), x ∈ R2+, the solution of a part derivative
equation 

L∗k(t, x, z, ξ) = 0
k(t, (0, x2)
′
) = 0, k(t, (x, 0)
′
) = 0
k(τ, x; τ, ξ) = δ(ξ − x)
(17)
is obtained by the following formula :
k(t, x, τ, ξ) = exp {β(t− z)+ < α, x− ξ >} ·
2∏
i=1
1√
2piσ2i (t− τ){
exp
{
−
(xi − ξi)
2
2σ2i (t− τ)
}
− exp
{
−
(xi + ξi)
2
2σ2i (t− τ)
}}
(18)
where α = (α1, α2)
′
, αi =
Ci
σ2i
, β = −(
∑2
i=1
Ci
σ2i
+ λ), ξ = (ξ1, ξ2)
′
, and < ·, · >
is the symbol of scalar product.
Denote the solution of (18) by k(t, x; τ, ξ). Taking into following transforma-
tion:
s(t, x; τ, ξ) = e−<α,x>k(t, x; τ, ξ) (19)
then the equation (18) can represent
∂s(t, x; τ, ξ)
∂t
−
{
< C,α > +
1
2
α
′
σ
′
α− λ
}
s(t, x; τ, ξ)+
+
[
−C1 + σ
2
1α1
] ∂s(t, x; τ, ξ)
∂x1
+
[
−C2 + σ
2
2α2
] ∂s(t, x; τ, ξ)
∂x2
+
(20)
+
1
2
[
σ21
∂2s(t, x; τ, ξ)
∂x21
+ σ22
∂2s(t, x; τ, ξ)
∂x22
]
= 0
Denoting αi = Ciσ2i , i = 1, 2, β = −
(
λ+
C2
1
2σ2
1
+
C2
2
2σ2
2
)
, then for t(τ ≤ t ≤
T ) and x, ξ ∈ R2+ the equation (21) can represent the following way:

{
− ∂
∂t
− 12
[
σ21
∂2
∂x2
1
+ σ22
∂2
∂x2
2
]
+ β
}
s(t, 0; τ, ξ) = 0
s(t, x; τ, ξ) = 0
s(τ, x; τ, ξ) = e−<α,x>δ(x− ξ)
(21)
8
If Γ(t, x; τ, ξ) is an extended solution of (21) in definite domain [τ, T ] × R2,
we can represent
Γ(t, x; τ, ξ) =


s(t, (x1, x2); τ, ξ), x1 ≥ 0, x2 ≥ 0
−s(t, (−x1, x2); τ, ξ), x1 > 0, x2 ≥ 0
−s(t, (x1,−x2); τ, ξ), x1 ≥ 0, x2 < 0
s(t, (−x1, x2); τ, ξ), x1 < 0, x2 < 0
(22)
Then initial condition of (22) can represent.
Γ(τ, x; τ, ξ) =


e<α,x>δ(x1 − ξ1, x2 − ξ2), x1 ≥ 0, x2 ≥ 0
−eα1x1−α2x2δ(x1 − ξ1, x2 + ξ2), x1 > 0, x2 < 0
−e−α1x1+α2x2δ(x1 + ξ1, x2 − ξ2), x1 < 0, x2 > 0
e<α,x>δ(x1 + ξ1, x2 + ξ2), x1 < 0, x2 < 0
Thus the boundary value problem of (21) leads to the initial value problem of
Γ(t, x; τ, ξ) { [
− ∂
∂t
+ 12
(
σ21
∂2
∂x2
1
+ σ22
∂2
∂x2
2
)
+ β
]
Γ(t, x; z, ξ) = 0
Γ(t, x; z, ξ) = 0 = ϕ(x, ξ)
(23)
From the solving method of Kolmogorov-Feller equation
Γ(t, x; z, ξ) = ϕ(x, ξ) ∗
(
1
2pi
)2 ∫∫
R2
e−i<θ,X>·
· exp
{
−
1
2
(
σ21θ
2
1 + σ
2
2θ
2
2
)
(t− τ) + β(t− τ)
}
dθ1θ2
= ϕ(x, ξ) ∗
2∏
i=1
1√
2piσ2i (t− τ)
exp
{
−
x2i
2σ2i (t− τ)
}
exp{β(t− τ)}
9
where ∗ is convolution symbol and θ = (θ1, θ2)
′
. Thus,
Γ(t, x; z, ξ) =
∫∫
R2
ϕ(x, y, ξ)
2∏
i=1
1√
2piσi(t− τ)
·
· exp
{
−
y2I
2σi(t− τ)
}
exp{β(t− τ)}dy1y2 =
= exp{− < α, ξ >} 1√
2pi(t− τ)σ1σ2
·
· {exp

−
(x1−ξ1)2
σ2
1
+ (x2−ξ2)
2
σ2
2
2(t− τ)

−
− exp

−
(x1−ξ1)2
σ2
1
+ (x2+ξ2)
2
σ2
2
2(t− τ)

−
−

−
(x1−ξ1)2
σ2
1
+ (x2−ξ1)
2
σ2
2
2(t− τ)

+
+

−
(x1−ξ1)2
σ2
1
+ (x2+ξ2)
2
σ2
2
2(t− τ)

}exp{β(t− τ)}
Taking into account he (20) and (23), the solution of equation (18) is
K(t, x; z, ξ) = e<α,X>S(t, x; z, ξ) =
= exp{< x, x− ξ > +β(t− τ)}
1
2pi(t− τ)σ1σ2
·
·
2∏
i=1
{
exp
{
−
(xi − ξi)
2
2(t− τ)σ2i
}
− exp
{
−
(xi + ξi)
2
2(t− τ)σ2i
}}
Theorem 4 A part derivative equation (15) is equivalent to the following inte-
gral equation
Φmin(τ, ξ) =
∫ T
τ
∫∫
R2
+
Φmin(t, x)G(t, x; τ, ξ)dxdt + F (τ, ξ) (24)
10
where
F (τ, ξ) =
∫∫
R2
+
K(T, x; τ, ξ)dx
G(t, x; τ, ξ) = −λ1
∫ +∞
x1
K(t, (z1, z2); τ, ξ)P1(x1 − z1)dz1−
− λ2
∫ +∞
x2
K(t, (x1, z2); τ, ξ)P2(x2 − z2)dz2−
− λ3
∫ +∞
x1
∫ +∞
x2
K(t, (z1, z2); τ, ξ)P1(x1 − z1)P2(x2 − z2)dz1dz2
Theorem 5 Integral equation (25) in domain Σ = {(t, ξ) ∈ [τ, t]×R2+} has a
unique solution
Φmin(τ, ξ) = F (τ, ξ) +
∑
k=1
∞
∫ T
τ
∫∫
R2
+
G∞(t, x; z, ξ)F (t, x)dxdt (25)
where
G(1)(t, x; z, ξ) = G(t, x; z, ξ)
G(k)(t, x; z, ξ) =
∫ T
τ
∫∫
R2
+
Gk−1(t, x; s, z)dzds
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