We consider, using theory (herein) and associated synthetic seismograms (in a companion paper), the seismic response of a site comprising a horizontal, homogeneous, soft viscoelastic layer of infinite lateral extent overlying, and in welded contact with, a homogeneous, hard elastic substratum of half-infinite radial extent. We show that for shear-horizontal motion:
INTROD U C T I O N
This investigation is relevant to several topics of broad interest in seismic wave propagation: (a) regional path effects in connection with seismic response in urban environments (Novikova & Trifunac 1993; Singh & Ordaz 1993; Novikova & Trifunac 1995; Furumura & Kennett 1998; Hisada et al. 1988; Shapiro et al. 2000 Shapiro et al. , 2001 Shapiro et al. , 2002 Panza et al. 2001; Cárdenas & Chávez-Garcia 2003; Celebi 2004; Savage 2004; Shoji et al. 2004; Balendra & Kong 2004) , (b) effects of the underlying soil heterogeneities, lateral variations of the underlying soil layer and built environment on seismic ground response at various (particularly urban) sites (Hisada et al. 1988; Romanelli 1996; Chen et al. 1998; Furumura & Kennett 1998; Panza et al. 2000a,b; Semblat et al. 2000; Boore 2003; Semblat et al. 2003; Tsogka & Wirgin 2003; Celebi 2004; Sandi et al. 2004) , (c) analysis of surface wave response on the ground to determine the structure and composition of the crust (Ben-Zion & Aki 1990; Chen et al. 1998; Pollitz 1999; Snieder 2000; Savage 2004 ) and underground fault zones Jahnke et al. 2002) and (d) analysis of surface wave response on the ground to identify earthquake sources (Mendiguren 1977; Kanamori & Given 1981; Ben-Zion & Aki 1990 ).
Research on topic (a) was rekindled by efforts to explain some puzzling features of the devastating Michoacan earthquake which struck Mexico City in 1985 (Furumura & Kennett 1998) . Other than the fact that the response in downtown Mexico varied considerably in a spatial sense, was quite intense and of very long duration (as much as ∼3 min) (the notion of duration is examined in e.g. Trifunac & Brady 1975; Trifunac & Westermo 1976) at certain locations, and often took the form of a quasi-monochromatic signal with beating, a remarkable feature of this earthquake was that such strong (in the sense just mentioned) response could be caused by a seismic disturbance so far (its epicentre was in the subduction zone off the Pacific coast approximately 350 km) from the city (Chávez-Garcia & Bard 1994; Chávez-Garcia et al. 1995; Furumura & Kennett 1998) . A part of the cause of the large intensity and long duration was attributed in Singh & Ordaz (1993) to multipathing between the source and the site. This hypothesis was further explored in Chávez-Garcia & Bard (1994) Chávez-Garcia et al. (1995) and Furumura & Kennett (1998) , while being associated with surface wave propagation of the Rayleigh and Love types, presumably between the source and the entry to the Mexico City basin, via the intervening crust.
The theoretical investigation herein (and the numerical study in the companion paper) is (are) focused on topics (a) and (b) . In contrast to the inverse-scattering topics (c) and (d) (to which our analysis could be applied) wherein the response is known and the propagation medium and/or the source are to be determined, the problem we are faced with herein deals with forward scattering: given the seismic source and the characteristics of the propagation medium, determine the response (displacement in the frequency and/or time domain) on the ground. More specifically, we shall be concerned with a (deceivingly) simple canonical scattering problem: that of a cylindrical SH pulse wave impinging on a soft homogeneous layer, the latter being horizontal, of infinite lateral extent, bounded above by the free surface and below by an interface with a half-space filled with hard homogeneous rock. The questions we address, and that we think can be answered with the help of such a simple model, are: (i) is it possible to obtain anomalous (in the sense mentioned above in connection with the Michoacan earthquake) response without any lateral heterogeneity (arising from volumetric inclusions or unevenness of interfaces) in the underground medium?
(ii) what is the relation of 1-D to 2-D response and how adequate is it to model the general response of the configuration by its response to a (nearly) vertically incident plane wave?
(iii) how does the focal depth of the source affect the response? In the companion paper (Groby & Wirgin 2005) , we shall provide answers to the following questions (in addition to the previous ones, whenever numerics are judged to be necessary):
(iv) how does the epicentral distance affect the response? (v) how does the contrast of mechanical properties between the layer and the half-space affect the ground response? (vi) how does the thickness of the layer affect the response? (vii) how do the spectral characteristics of the incident pulse affect the response?
It will be shown that a source radiating cylindrical waves in a fully elastic soft layer/hard half-space medium produces a ground response which is the sum of three terms corresponding to various combinations of two types of waves in the soft layer (SL) and hard half-space (HHS):
(1) standing body waves (SBW) in the SL and body waves (BW) in the HHS, (2) standing body waves in the SL and surface waves (SW) in the HHS and (3) standing surface waves (SSW) in the SL and surface waves in the HHS.
Only type (2) waves correspond to Love modes (at the resonance frequencies of these modes) and the conditions for optimal excitation and maximal contribution of these modes will be rendered explicit. It will be shown theoretically that large-duration (i.e. anomalous) response generally requires a preponderant contribution of at least one (usually the lowest-order) of the Love modes to the overall response. The type (1) waves dominate in the situation in which the focal depth is large and do not usually produce long-duration response, although they can produce strong (but normal) response when the contrast of mechanical properties between the SL and HHS is large. Beating phenomena will be shown to be a consequence (for impulsive solicitations with predominantly low-frequency spectra) of interference between type (1) and type (2) waves which both lead to maxima in response at nearly the same (low) frequency. Type (3) waves turn out to have negligible contribution to overall response. Most of these features carry over to the case in which the layer is lossy. The practical consequences of these results, in relation to topics (a) and (b), will be discussed. Fig. 1 represents a cross-section (sagittal plane) view of a generic bare (i.e. all the constructions are eliminated) urban site. g is the ground, assumed to be flat and horizontal, above which is located the air medium, assumed to be the vacuum. 1 is the laterally infinite domain occupied by the mechanically soft layer and h is its thickness. 0 is the semi-infinite domain (substratum) occupied by a mechanically hard medium, and h the flat, horizontal interface between the layer and the substratum. A Ox 1 x 2 x 3 Cartesian coordinate system is attached to this configuration such that O is on the ground, x 2 increases with depth and x 3 is perpendicular to the (sagittal) plane of the figure. With i j the unit vector along the positive x j axis, we note that the unit vectors normal to g and h are i 2 . The media filling 0 and 1 are M 0 and M 1 , respectively and the latter are assumed to be initially stress free, linear, isotropic and homogeneous. We assume that M 0 is non-dissipative and M 1 is generally (unless specified otherwise) dissipative. The seismic disturbance is delivered to the site in the form of a shear-horizontal (SH) cylindrical pulse wave radiated by a line source (perpendicular to the sagittal plane) located at x s := (x s 1 , x s 2 ), with, by hypothesis, x s 2 > h (i.e. x s ∈ 0 ). The SH nature of this wave means that the motion associated with it is strictly transverse (i.e. in the x 3 direction and independent of the x 3 coordinate). Both the SH polarization and the invariance of the incident wave with respect to x 3 are communicated to the fields that are generated at the site in response to the incident wave. Thus, our analysis will deal only with the propagation of 2-D SH waves (i.e. waves that depend exclusively on the two Cartesian coordinates x 1 , x 2 and that are associated with motion in the x 3 direction only).
DESC R I P T I O N O F T H E C O N F I G U R AT I O N
We shall be concerned with a description of the elastodynamic wavefield on the ground (i.e. on g ) resulting from the cylindrical seismic wave solicitation of the site. 
GOVERN I N G E Q UAT I O N S

Space-time domain wave equations
In a generally inhomogeneous, isotropic elastic or viscoelastic medium M occupying R 3 , the time-domain wave equation for SH waves is:
wherein u is the displacement component in the i 3 direction, f the component of applied force density in the i 3 direction, µ the Lamé descriptor of rigidity, ρ the mass density, t the time variable, ω the angular frequency, ∂ n t the nth partial derivative with respect to t, and x = (x 1 , x 2 ). Since our configuration involves two homogeneous media and the applied force is assumed to be non-vanishing only in 0 , we have
wherein m superscripts designate the medium (0 for M 0 or 1 for M 1 ), δ m0 = 1 for m = 0 and equal to zero otherwise, and c m is the generally complex velocity of shear body waves in M m , related to the density and rigidity by
it being understood that ρ m , µ m (ω) ; m = 0, 1 are constants with respect to x.
Space-time domain representation of the force
In all that follows we choose a line source force function
wherein δ( ) is the Dirac delta distribution and x s designates the position of the line source.
Space-frequency domain wave equations
The frequency-domain versions of the wave equations are obtained by expanding the force density and displacement in Fourier integrals:
so as to give rise to the Helmholtz equations
wherein
is the generally complex wavenumber in M m . Actually, due to the assumptions made in Section 2:
wherein S(ω) is the spectrum of the incident pulse.
Material constants in the dissipative medium
A word is now in order about the dissipative nature of the layer. When a medium M is lossy, the wavenumber therein is complex and can be written (omitting, for the moment, the ω dependence) as
where, by convention,
We now refer to (7) and note that complex k implies complex µ, due to the fact that it is advisable to consider the mass density to be a real quantity. Thus, we write
In order to retain the positive real aspect of the rigidity for elastic materials, we take
and inquire as to the sign of the imaginary part of µ. Introducing (12) into (7) gives
We assume, as is generally the case for moderately dissipative media, that |µ /µ | 1, so that a Taylor series expansion of [ ] −1/2 limited to the first two terms yields
wherein, by definition,
Making use of (11) and (12) thus necessarily leads to
We define the positive real quantity known as the quality factor Q by the ratio
and note that it is infinite for a lossless medium such as M 0 (because µ = 0 in this case). Furthermore, the complex wavenumber becomes
from which we find
A question arises as to the proper definition of the complex body wave velocity c in M. We write
and require
due to the fact that the body wave velocity is positive in a non-lossy medium. We have
from which we see that in order for k = k ≥ 0, we must have
The remaining question is that of the ω-dependence of µ and Q (the ω-dependence of k and c follows from that of µ and Q). In seismological applications involving viscoelastic media the quality factor is found to be either constant or a weakly varying function of frequency . We shall assume that Q 1 (ω) = Q 1 = const., and it can be shown (Kjartansson 1979 ) that this implies
wherein: ω ref is a reference angular frequency, preferably as close as possible to zero, but chosen herein, for numerical reasons, to be equal to 9 × 10 −2 Hz. Hence 
Note should be taken of the fact that even though Q 1 is non-dispersive (i.e. does not depend on ω) under the present assumption, the phase velocity c 1 is dispersive.
Boundary and radiation conditions
We assume the layer and the substratum to be in welded contact so that the displacement and the tangential components of traction are continuous across the interface h :
Since the air/layer interface g (i.e. the ground) is assumed to separate the vacuum from an elastic medium, the tangential component of traction must vanish on this boundary, that is,
The uniqueness of the solution to the forward-scattering problem is assured by the radiation condition in the substratum:
Statement of the boundary-value (forward-scattering) problem
The problem is to determine the time record of the ground displacement field u 1 (x g , t) (with x g := (x 1 , 0)) from the spectrum of the ground displacement u 1 (x g , ω) via the Fourier transform
Note that due to the fact that u 1 (x g , t) is a real function, we must have
(wherein the symbol * designates the complex conjugate operator) from which it follows that
EXAC T S O L U T I O N S I N T H E F R E Q U E N C Y D O M A I N B Y S E PA R AT I O N O F VA R I A B L E S
Preliminaries
Although the material in this section is classical as regards the way that plane wave integral representations of the fields are obtained, the manner in which these integrals are decomposed and analysed is somewhat different from previous investigations (e.g. Attwood 1951; Collins 1960; Harkrider 1964; Ben-Menahem & Harkrider 1964 , 1970 Tuan & Ponamgi 1972; Bouchon 1982; Kennett 1983; Panza 1985; Van der Hijden 1987; Dravinski & Mossessian 1988; Ling et al. 1998; Zhang et al. 2003) . The considerable quantity and variety of these publications attests to the richness and importance of the subject (which concerns electromagnetic, ultrasonic as well as seismic waves), and to the fact that certain features of the subject are still obscure. In a first subclass of these investigations (to which we devote a discussion in an appendix of the companion paper Groby & Wirgin 2005) , the plane wave integrals (with the horizontal wavenumber as the variable of integration) are reduced to residue series (so-called modal series) plus branch cut integrals, the latter being usually neglected if the source-to-observation point is large compared to the wavelength. In a second subclass of the aforementioned investigations, various devices are employed to evaluate, in numerically efficient, accurate, or asymptotic manners, the plane wave integrals. A third approach, associated with the so-called Cagniard -De Hoop method (Van der Hijden 1987), involves obtaining the time history without first determining the response spectrum in explicit manner. Our contribution is essentially twofold: (1) establish the physical significance of the terms entering into our choices of the decomposition of the integrals, and (2) verify by numerical means, whenever possible, the theoretical predictions and discover new features of the ground response not immediately apparent in the theoretical formulae. The first task is undertaken in the present work, whereas the second task is accomplished in the companion paper (Groby & Wirgin 2005) .
Frequency-domain solutions in the absence of the layer and the free surface
In the absence of the layer and the free surface, the problem is that of the radiation of a SH wave from a line source in 2-D free space (R 2 ) occupied by the homogeneous medium M 0 . We term this radiated wave the 'incident wave' and designate it by u i . By applying separation of variables in the Cartesian coordinate system to the Helmholtz equation and using the radiation condition, it can be shown that u i takes the form (Morse & Feshbach 1953) 
or
wherein H
0 ( ) is the zeroth-order Hankel function of the first kind and:
for real k 1 . We shall make use in Section 4.4 of the form taken by u i in the region
Field representations in Cartesian coordinates for the configuration including the layer and the free surface
When the layer and free surface are present, the incident field described in the previous section cannot proceed in an unobstructed manner, that is, it gives rise to a 'diffracted' field (indicated by the superscript 'd') so that by re-use of separation of variables in Cartesian coordinates and the radiation condition we are led to represent the total fields in the substrate and the layer by
wherein:
it being understood that the diffraction coefficients B 0 , A 1 , B 1 are, as yet, undetermined.
Determination of the diffraction coefficients and frequency-domain fields by application of the boundary conditions
The free-surface boundary condition entails:
whence
The continuity of displacement condition leads to:
whereas the continuity of tangential traction boundary condition implies:
(47) The solution of this linear system of equations is:
so that the solutions for the fields in the frequency domain are:
Finally, the frequency-domain ground response takes the form:
STRU C T U R E O F T H E F R E Q U E N C Y-D O M A I N R E S P O N S E I N T H E C A S E O F A N O N -L O S S Y L AY E R
Frequency-domain response in the layer
When the layer is free of dissipation, that is, elastic, then µ 1 is real and does not depend on ω, and k 1 (ω) is real (recall that we assumed the substratum to be elastic, which means that µ 0 is real and does not depend on ω, and k 0 (ω) is real also). Consequently, in the integrals of the previous section we encounter intervals of k 1 over which k 0 2 and k 1 2 are either purely real or purely imaginary:
It is important to note that the terms 'soft layer' and (relatively) 'hard substratum' have the following meaning in the present context:
so that (51) can be expressed as:
with:
We write:
which, together with (58), express the fact that a part (i.e. I 1 1 ) of the field in the layer is composed of a sum of standing body waves (SBW), each of which is the sum of two plane body waves having wavevectors with the same length.
In the same manner, we write:
which, together with (60), express the fact that another part (i.e. I 1 2 ) of the field in the layer is again composed of a sum of standing body waves, each of which is the sum of two plane body waves with wavevectors having the same length. Note however that neither the wavevectors nor the amplitudes of these SBW are the same as those of the SBW (henceforth termed SBW1) in I 1 1 (because the range of integration in the latter is different from that in I 1 2 ). In fact, (67) tells us that the amplitudes G 1 2 of the SBW in I 1 2 (henceforth termed SBW2) decrease exponentially as the focal depth (i.e. x s 2 ) increases, so that the SBW2 make themselves felt all the less the farther the source is (in the vertical direction) from the ground. On the other hand, the amplitudes of the SBW1 are sinusoidal functions of focal depth, so that the SBW1 can possibly make themselves felt strongly for a large variety of source locations.
Finally, we write:
which, together with (62), express the fact that the third part (i.e. I 1 3 ) of the field in the layer is composed of a sum of standing surface waves (SSW), each of which is the sum of two plane surface waves with wavevectors having the same length (note that each such plane surface wave is an inhomogeneous wave (with complex wavevector) whose phase is constant on x 1 = const. and whose amplitude either increases or decreases as x 2 approaches some horizontal surface x 2 = const.). Eq. (69) tells us that the amplitudes G 1 3 of the SSW in I 1 3 decrease exponentially as the focal depth increases, so that the SSW make themselves felt all the less the farther the source is (in the vertical direction) from the ground.
The main conclusion of this discussion is that for focal depths of the source that are sufficiently large, the frequency-domain response in the layer is essentially given by I 1 1 and is expressed by a sum of SBW1. This corresponds more or less to the situation in the quasi-1-D analysis of the forward-scattering problem, but, as we shall see further on, it is, by no means, a valid picture of the response of the configuration when the focal depth of the source is not large.
Frequency-domain response in the hard half-space
We shall concentrate our attention exclusively on the diffracted field in the subdomain − 0 although the essence of what will be written applies to the whole half-space 0 . Proceeding as in Section 5.1 we find:
which, together with (71), express the fact that a part (i.e. I 0 1 ) of the diffracted field in the half-space is composed of a sum of plane body waves (BW). Thus, to each horizontal wavenumber k 1 in the interval [−k 0 , k 0 ], correspond a SBW1 in 1 and a BW in − 0 . In the same manner, we write:
which, together with (73), express the fact that another part (i.e. I 0 2 ) of the diffracted field in the half-space is composed of a sum of plane surface waves (SW), henceforth denoted by SW2. Eq. (80) tells us that the amplitudes G 0 2 of the SW2 in I 0 2 decrease exponentially as the focal depth increases, so that the SW2 make themselves felt all the less the farther the source is (in the vertical direction) from the ground. On the other hand, the amplitudes of the BW in I 0 1 are sinusoidal functions of focal depth, so that these BW can make themselves felt strongly for a large variety of source locations. In addition, we note that to each horizontal wavenumber k 1 in the intervals [ 
which, together with (75), express the fact that the third part (i.e. I 0 3 ) of the diffracted field in the substratum is composed of a sum of plane surface waves (henceforth denoted by SW3). Eq. (82) . The main conclusion of this discussion is that for focal depths of the source that are sufficiently large, the frequency-domain response in the half-space is essentially given by I 0 1 and is expressed by a sum of BW. This corresponds more or less to the situation in the quasi-1-D analysis of the forward-scattering problem, but, as we shall see further on, it is, by no means, a valid picture of the response of the configuration when the focal depth of the source is not large.
Amplitudes of the SBW1
Henceforth, we restrict our attention to the field in the soft layer, and, in particular, to the three individual types of standing waves (SBW1, SBW2, SSW) of which it is composed. Here, we focus on a generic SBW1 and note that its amplitude G 1 1 is the product of three factors: the factor S(ω) associated with the spectrum of the incident pulse, a geometric factor associated with the location of the source (whose influence was already discussed), and a so-called interference factor F 1 1 . We first discuss the interference factor and then close the discussion with some remarks on S(ω).
We rewrite I 1 1 as
We make the change of variables
and adopt the definitions:
Note that γ > 1 and υ < 1 due to previous assumptions. Then
We now examine E 1 1 in the interval ζ ∈ [0, 1]. Since η and ζ are real, the denominator in E 1 1 cannot vanish; however, it does attain minima for certain values of these parameters. Let us consider ζ to be constant and inquire for what values of η
attains its minima. A necessary condition is:
There exist three possibilities, the first one of which is φ = 0, but this implies ζ = γ > 1 which is in contradiction with the fact ζ must lie in [0, 1] . The second possibility is that ψ = υφ; we will reconsider this case further on. The third possibility is sin (2φη) = 0 whence φη = nπ/2 ; n = 0, 1, . . . . To determine for what values of n these roots correspond to actual minima of |F 1 1 (ζ , η)| −2 we must have
This condition gives rise to two types of solutions depending on the sign of υ 2 φ 2 − ψ 2 . The first type, which we call even body wave solutions (designated by the superscript Be) is:
The second type, which we call odd body wave solutions (designated by the superscript Bo) is:
Let ζ B be the value of ζ for which υφ = ψ. We find
from which it follows that ζ B < 1, this meaning that the second possibility (i.e. υφ = ψ) is not contradictory with the constraint ζ ∈ [0, 1]. Thus, the three types of solutions leading to minima of E 1 1 are:
The meaning of all this is that E 1 1 has regularly spaced (in terms of η) maxima for all values of ζ , which is another way of saying that E 1 1 is a periodic function of η for all ζ . The period of this function is π/φ (even when ζ = ζ B , because a constant is a periodic function with arbitrary period). However, the function takes different forms in the three cases (95)-(97). In fact, (i) for ζ > ζ B : E 1 1 has maxima equal to ψ −1 = at η = mπ/φ and minima equal to (υφ)
1 has minima equal to ψ −1 at η = mπ/φ and maxima equal to (υφ) −1 at η = (2m + 1)π/2φ.
A numerical example will help to give a measure of the relative importance of these three types of solutions. Recall that:
so that
Let us choose parameters that might be pertinent in the context of topics (a) 
which, in the present numerical example, is equal to 15. The lowest frequency (ν = ω/2π) for which this value is attained (obtained from η = π/2φ ≈ π/2γ ) is
and is often called either the 'fundamental Haskell resonance frequency' (Bard & Bouchon 1980) or the '1-D resonance frequency' (Bard & Bouchon 1985; Semblat et al. 2000) of the soft soil layer/hard substratum configuration. However, a sinusoidal response function of the type E 1 1 is not consistent with resonant response (which is large at the resonance frequencies in the absence of a dissipation mechanism) which would arise, for instance, in the context of excitation of some sort of structural mode; in fact, this sinuoidal response results from interference C 2005 RAS, GJI, 163, of waves, which is the reason why we termed F 1 1 the 'interference factor'. Thus, it is questionable whether it is appropriate to employ the term 'resonances' (Bard 1985; Bard & Bouchon 1980 in connection with body wave response (embodied in I 1 ) of the configuration. To conclude this discussion, we now consider the spectral factor S(ω). It is obvious that if S(ω) = S(ηc 0 /h) is significantly large near the frequencies η = (2m + 1)π/2φ ; m = 0, 1, . . . , at which F 1 1 is large, then the product of these two functions, embodied in I 1 1 will be large at these frequencies. In particular, if S(ω) = S(ηc 0 /h) is maximal near the low frequency η = π/2φ, then the response will be large over a large range of horizontal wavenumbers due to the contribution of the m = 0 maximum of the interference factor E 1 1 . This has been noted repeatedly in the past (Bard 1985; Bard & Bouchon 1980 , and termed a 'resonant response', although (as pointed out in the preceding paragraph) η = (2m + 1)π/2φ ; m = 0, 1, . . . are not resonance frequencies.
Amplitudes of the SBW2
We now direct our attention to the SBW2 component of the field in the soft layer. We note that the amplitude G 1 2 of the generic SBW2 is the product of three factors: the factor S(ω) associated with the spectrum of the incident pulse, a geometric factor associated with the location of the source (whose influence was already discussed), and a so-called interference factor F 1 2 dk 1 . Here we discuss the product of the interference factor with S(ω) in order to evaluate the contribution of generic SBW2 to the overall response in the layer and on the ground.
We rewrite I 1 2 as
and make the same change of variables as in the previous section, employing the additional definition
Thus
Let us examine E 
this being none other than the dispersion relation of Love modes. The roots of this relation are:
wherein the arctan function is defined in [−π/2, π/2] and can be expressed either by the series
or by the series
It is easily shown that θ = υφ when
so that ζ L > 1, as it should be for the constraint ζ ∈ [1, γ ] to be satisfied. Thus, three types of solutions lead to a zero in the denominator of F 1 2 : for:
for:
and correspond to the existence of three types (even, neutral, odd) of Love modes whose eigenfrequencies are η This
2 is a periodic function of η for all ζ . The period of this function is π/φ (even when ζ = ζ L because a constant is a periodic function with arbitrary period). However, the function takes different forms in the three cases (111-113). In fact, (1) contrary to what may be inferred from works such as Bard & Bouchon (1980 , Bard (1985) and Chávez-Garcia & Bard (1994) , the individual Love modes do not have the structure of surface waves in the layer (and, therefore, on the ground) since the SBW2 are actually standing body waves; the only feature they share with surface waves (i.e. the SW that coexist in the hard substratum when Love modes are excited) is their phase velocity
wherein it can be noted that due to the fact that
which means that the phase velocity of Love modes (shared by the SBW2 in the layer and the SW in the hard substratum) is less than the phase velocity of body waves in the hard substratum,
contrary to what occurs in connection with the SBW1, the excitation of Love modes is indeed a resonant process, because Love modes are actually structural modes of the soft layer/hard substratum configuration and because the response associated with each of these modes is large at resonance in the absence of dissipation in both of the media of the configuration and (3) the resonant frequencies of the Love modes are not identical to the frequencies at which the SBW1 attain their maxima; for instance, the difference of these frequencies, for the mth prevalent odd-type SBW1 and SBW2, is:
which means that the frequency of occurrence of the maxima of the mth order SBW1 is higher than (although it can be close to) that of the corresponding SBW2 (note that the difference in (116) does not depend on m).
To conclude this discussion, we again consider the spectral factor S(ω). It is obvious that if S(ω) = S(ηc 0 /h) is significantly large near the frequencies η 
Amplitudes of the SSW
We direct our attention to the SSW component of the field in the soft layer. We note that the amplitude G 1 3 of the generic SSW is the product of three factors: S(ω) which is associated with the spectrum of the incident pulse, a geometric factor associated with the location of the source (whose influence was already discussed), and the interference factor F 1 3 . Here we discuss the product of the interference factor with S(ω) in order to evaluate the contribution of generic SSW to the overall response in the layer and on the ground.
We rewrite I 1 3 as
and make the same change of variables as in the previous two sections, employing the additional definition
Since χ ≥ 0 for ζ ∈ [γ , ∞[, and η > 0, sinh (χη) ≥ 0 and cosh (χη) > 0 for ζ ∈ [γ , ∞[, which means that the denominator in the previous formula cannot vanish for real η and ζ . It can however exhibit minima for ζ ∈ [γ , ∞[. Let us consider ζ to be constant and inquire for what values of η the denominator E 1 3 has minima. This requires that
However, [ ] = 0 except for χ = 0, i.e. for ζ = γ and ∀ η. When χ = 0 we find |E Since the maximum of E 1 3 is attained at all frequencies (i.e. for all η), the spectrum function S(ω) does not influence the relative contribution of I 1 3 to the ground response. Thus, to conclude this discussion, we can say that the SSW contribute relatively little to the ground response in comparison to the SBW1 and SBW2, except perhaps at frequencies close to the minima of the functions E 
THE POL E -B R A N C H C U T R E P R E S E N TAT I O N O F T H E S P E C T R A O F T H E T O TA L F I E L D I N T H E L AY E R A N D O F T H E D I F F R A C T E D F I E L D I N T H E H A L F -S PA C E
This subject matter is treated in more detail in Appendix B of the companion paper (Groby & Wirgin 2005) . Here, we present only the main features, assuming, once again, that the media filling the layer and half-space are free of dissipation and that k 1 > k 0 . We can rewrite (50)- (51) as follows (taking into account (40):
The material in Section 5.4 indicates that D(k 1 , ω) can vanish at a denumerable set of real values of k 1 (the resonance wavenumbers of the Love modes) in the interval [k 0 , k 1 ]. Assume that the frequency is such (i.e. is low) that only one such value exists and call it k 1 . Then the integrands in (122)-(123) are singular for k 1 = k * 1 , which suggests that the corresponding integrals be evaluated with the help of Cauchy's theorem (Whittaker & Watson 1922; Carrier et al. 1983) .
Consider the first of these two integrals. To apply Cauchy's theorem, we evaluate an auxiliary closed contour (this contour is described in Appendix B of Groby & Wirgin (2005) ) integral having the same integrand as the previous one, whose contour comprises the real k 1 axis and suitable branch lines extending from the branch point k 1 = k 0 to k 1 = ± i∞. Cauchy's theorem tells us that the auxiliary closed-contour integral equals 2πi times the residue of the pole located within the integration path, so that, due to the fact that the contribution of the integral along the semi-circle of infinite radius is nil, one finds
and u 0d B (x, ω) is the contribution from the branch cut integrals (see Appendix B of Groby & Wirgin 2005 , for the full expressions of these integrals).
Proceeding in the same manner for u 1 results in
Remark 1 The pole contribution to u 0d (first term on the right hand side of (127)) has the structure of a (type SW2) surface wave whose wavenumber k 1 is that of the fundamental Love mode.
Remark 2 The amplitude of this pole contribution to u 0d is all the larger, the smaller is the distance of the source from the lower boundary of the layer (recall that the source was assumed to lie in the lower half-space).
Remark 3 The pole contribution to u 1 (first term on the right-hand side of (130)) has the structure of a (type SBW2) standing bulk wave whose wavenumber k * 1 is that of the fundamental Love mode. Remark 4 The amplitude of this pole contribution to u 1 is all the larger, the smaller is the distance of the source from the lower boundary of the layer.
Remark 5 We have not given an explicit expression to the branch cut contributions u 0d b to u 0d and u 1 b to u 1 , but it is shown in Groby & Wirgin (2005) that these are all the smaller, with respect to the pole contribution, the larger is the hypocentral distance; thus, for all but perhaps very small hypocentral distances, the frequency-domain ground response is dominated by the Love mode contribution, whereas at small hypocentral distances it is possible for something else to interfere with the Love modes. This 'something else' was associated with the so-called Haskell 'modes' in the SBW1+SBW2+SSW representation of Section 5. We shall give a more accurate appraisal of their influence in the companion paper (Groby & Wirgin 2005) .
COMM E N T S O N T H E T H E S B W 1+S B W 2+S S W A N D P O L E+B R A N C H C U T R E P R E S E N TAT I O N S O F T H E G RO U N D R E S P O N S E
Although the theoretical analysis carried out in Section 5 may be useful for underlining the role played by the different types of body and surface waves that appear in the fields in the layer and substratum, it does not resolve the practical problem of the actual evaluation of the integrals I 1 1 , I 1 2 and I 1 3 for the frequency-domain ground response. Another apparent drawback of this analysis is that it was restricted to the case in which the layer is elastic, but the conclusions that were drawn for the elastic layer case should not be radically different for the case of a weakly or moderately viscoelastic layer.
Although the analysis of Section 6 leads to an apparently simple result (i.e. for the pole contributions), in point of fact we are generally faced with the problem of evaluating the branch cut integrals.
Consequently, we resort, in the companion paper (Groby & Wirgin 2005) , to a purely numerical approach for the evaluation of I and I 1 3 and of their sum to determine the frequency-domain response on the ground of the layer/substratum configuration. Since physically realistic configurations involve viscoelastic layers, we evaluate these integrals and the total frequency response u(x g , ω) under the assumption of viscoelastic layers. Once u(x g , ω) are computed, we determine the temporal signal u(x g , t), again by purely numerical means, via (34).
In Groby & Wirgin (2005) we also evaluate numerically the roots of the dispersion relation of Love modes to determine the pole contributions as well as the branch cut integrals for both elastic and viscoelastic layers. We subsequently proceed, as in the previous paragraph, to obtain the time history of ground response from the spectrum of this response, embodied in the sum of the pole and branch cut terms.
The weakness of these essentially numerical approaches lies in the difficulty of discerning the mechanisms underlying the observed time history of ground response. To overcome this drawback, we develop, in the next section (Section 8), an analysis for obtaining the time history in direct manner which appears to facilitate the comprehension of particular features of the time histories of ground response.
DIRE C T A N A LY S I S O F T H E T I M E H I S T O RY O F G RO U N D R E S P O N S E
Before going into the details of this analysis, we stress the facts that: (i) the layer is generally anelastic, and (ii) the layer is softer than the substratum, which, at present, means that µ 1 and c 1 are generally complex and
General features of the time-domain response on the ground
The point of departure is (34) wherein we make the change of variables described in (84) and (85). The time-domain ground response becomes
with, by virtue of (52),
in which:
Note that on account of (131),
Changing the orders of integration in (132) and (133) gives
We note from (134) that α is real for |ζ | < 1 and imaginary for |ζ | > 1, or, in other words:
For future use, we define:
with
Complex zeros of D 1
Let us first consider D 1 in which: ζ and ψ are real, whereas υ and β are generally complex due to the fact that µ 1 and k 1 (and consequently γ ) are generally complex (because the layer is generally dissipative).
We search for the complex roots
of the equation
The reason for assigning the superscript 'B' will become apparent further on. With the definitions:
the real and imaginary parts of (151) yield
which constitutes a coupled system of two non-linear equations in the two unknowns a B , b B . One can show that these two equations imply
Remark 1 In the non-dissipative case, υ and γ are real, and β is real due to eqs (135) and (136) and to the fact that |ζ | ≤ 1, so that d = 0 and (153)- (154) yield
This is the relation defining the wavenumbers of the so-called Haskell 'modes', called SBW1 in Section 5, which we showed take the form of body (B) waves in the substratum and layer. This is the reason why the superscript B was attached to the roots of (153)- (154). It was shown in Section 5.3 that the so-called even solutions of (156) are
and the so-called odd solutions of (156) are
Furthermore, the fact that b B < 0 implies (since b B = (η B β) and β is real)
Remark 2 In the case of weak dissipation, the terms containing d in eqs (153) and (154) 
which constitutes a set of two coupled equations for obtaining η B and η B from a B and b B . This shows that it might be better to solve eqs (153) and (154) directly in terms of η B and η B .
Complex zeros of D 2
Let us next consider D 2 in which: ζ and θ are real, whereas as before, υ and β are generally complex. We search for the complex roots
wherein the reason for assigning the superscript 'L' to solutions of (164) will become apparent further on. With the definitions:
and c and d as previously, the real and imaginary parts of (164) yield
Once again, we are faced with the problem of solving a coupled system of two equations, now in terms of the unknowns a L and b L . As previously, we can show that
Remark 1 In the non-dissipative case, υ and γ are real, and β is real due to (135)- (136) and to the fact that, in the present case γ ≥ |ζ | ≥ 1, so that we find from eqs (166) and (167) −
which is none other than the dispersion relation of Love modes in the case of a non-dissipative layer in welded contact, and overlying, a non-dissipative substratum of half-infinite extent.
One shows that another consequence of (166)- (167) is
In other words, the natural frequencies of Love modes in non-dissipative media are real. Proceeding as in Section 5.4 we find (in the absence of dissipation):
Remark 1 The terms involving d in eqs (166) and (166) add a small perturbation to the natural frequencies of the (even (e) and odd (o)) Love modes when account is taken of (small) dissipation.
Remark 2 See Remark 4 of Section 8.1.1.
Complex zeros of D 3
Let us next consider D 3 in which: ζ and θ are real, whereas υ and χ are generally complex. We search for the complex roots
wherein the reason for assigning the superscript 'S' to solutions of (174) is to distinguish the latter from the 'B' and 'L' solutions. With the definitions:
the real and imaginary parts of (174) yield
which constitutes a coupled system of two nonlinear equations for the two unknowns a S and b S . It can be shown that a consequence of these two equations is:
In the non-dissipative case, we obtain from (eqs 177 and 178) the two sets of solutions:
Remark 1 In the case in which there is a small amount of dissipation, the terms containing d = 0 in (177)-(178) constitute a small perturbation to the solutions (180)-(181), which fact suggests using the dissipationless solutions as starting solutions in an iterative scheme to obtain the solutions in the case in which there is dissipation.
Specific features of the time-domain response on the ground
Approximate evaluation of an integral along the real axis of a function that has complex poles
We saw in Section that the time-domain response on the ground reduces to a sum of integrals of the type
wherein: (i) η has been replaced by η to stress the fact that this integration variable is real, and (ii) N (ζ, η ) is of the generic form
The important point is that
it being understood that η m is a generic designation for η 
or, on account of (184):
whereiṅ
Consequently,
Expanding the exponential in a Taylor series gives
If, as is assumed, the spectrum of the incident pulse is slowly varying compared to each Gaussian in the series, we can write
Due to the concentrated nature of the Gaussians, if the limits of each integral were extended beyond the interval [η m , η m+1 ], the contribution of the extended interval integrals would be negligible, so that we can make the approximation
wherein (see (183))
wherein we assume that η m , and use (Abramowitz & Stegun 1986, p. 302 
(in which erf is the error function, so that erf( η m ) ∼ erf(∞) = 1) to find
which approximates to, We had
where
Thus, On account of (143) and (147) we have
More explicitly:
Remark 1 u
is the time history corresponding to the frequency domain response function I 1 1 (x g , ω), which was shown previously to take the form of an integral over the variable ζ (or, equivalently, over the horizontal wavenumber k 1 ), of type 1 standing body waves (SBW1) (modified somewhat when the layer is dissipative). Here, the same type of integral makes its appearance, but the integrand involves a generic wavefunction of the form
wherein the amplitude function is is positive for large enough t, it is correct to say that the generic waveform U 1 1m (x g , t, ζ ) is an exponentially attenuated sinusoid as a function of the temporal variable t for large-enough t.
Remark 2 The attenuation rate can vary from being a linear function of t for small t to a quadratic function of t for large t, and both of these functions depend on the vertical distance of the source from the lower boundary of the layer, as well as on the epicentral distance (through the functions X 1 and X 2 ).
Remark 3
The term e
is generally small (and therefore, the attenuation is large) due to the fact that (η B m ) 2 is small; the only situation in which this term can possibly be O(1) is for large X 2 , which occurs when the focal depth is large, or more precisely, when the vertical distance between the the source and the lower boundary of the layer is much greater than the layer thickness. This means that the U 1 1m (x g , t, ζ ) generally contributes significantly to the overall time history only if the the source is relatively deep and/or if P B m (x g , x s , ζ ) is large for some reason (there is some indication that this might be the case for large contrast of densities and/or body wave velocities between the layer and substratum). This indication is in agreement with what was found concerning the SBW1. Remark 4 U 1 1m (x g , t, ζ ) is the time history corresponding to the mth order Haskell 'mode' with reduced horizontal wavenumber ζ . The total SBW1 time history u 1 1 (x g , t, ζ ) represents a sum over all these (even and odd) Haskell 'mode' time histories. If, as is often the case, the spectrum of the source pulse S(ω) is such as to be significant only for low frequencies, only the m = 0 Bo mode contributes to a great extent to u 1 1 (x g , t, ζ ).
Contribution of u 1 2 to the time-domain ground displacement
On account of (143) and (208) we have
Remark 1 u 1 2 (x g , t) is the time history corresponding to the frequency domain response function I 1 2 (x g , ω), which was shown previously to take the form of an integral over the variable ζ (or, equivalently, over the horizontal wavenumber k 1 ), of type 2 standing body waves (SBW2) (modified somewhat when the layer is dissipative). Here, the same type of integral makes its appearance, but the integrand involves a generic wavefunction of the form
wherein the amplitude function is
] . Remark 2 The attenuation rate can vary from being a constant with respect to t for small t to a quadratic function of t for large t; only the small-t function depends significantly on the vertical distance of the source from the lower boundary of the layer and (to a lesser extent) on the epicentral distance, whereas the large-t function does not depend significantly either on the focal depth or on the epicentral distance. Remark 3 The term e −X 2 θη L m in Q 2m is generally small (and therefore the attenuation is large) due to the fact that η L m is positive and relatively large; the only situation in which this term can possibly be O(1) is for small X 2 , which occurs when the focal depth is small, or more precisely, when the vertical distance between the the source and the lower boundary of the layer is much smaller than the layer thickness. This means that U 1 2m (x g , t, ζ ) contributes all the more significantly to the overall time history the closer the source is, in the vertical direction, to the lower boundary of the layer, and/or if P L m x g , x s , ζ is large for some reason. This indication is in agreement with what was found concerning the SBW2. Remark 4 U 1 2m (x g , t, ζ ) is the time history corresponding to the m-th order Love mode with reduced horizontal wavenumber ζ . The total SBW2 time history u 1 2 (x g , t, ζ ) represents a sum over all these (even and odd) Love mode time histories. If, as is often the case, the spectrum of the source pulse S(ω) is such as to be significant only for low frequencies, only the m = 0 Lo mode contributes to a great extent to u 1 2 (x g , t, ζ ).
Contribution of u 1 3 to the time-domain ground displacement
On account of the remarks at the end of Section 5.5 the contribution of u 1 3 to the time-domain ground displacement can be considered to be negligible.
Characteristics of the time history of total ground response
The material in the previous three sections suggests that the time domain response takes the form:
or, with the notations
wherein L is a postive integer, ω l is a resonance (i.e. of a Love mode) or pseudo-resonance (of a Haskell 'mode') frequency, S l the source spectrum function at angular frequency ω l , H l an amplitude function at angular frequency ω l , F l an attenuation function at angular frequency ω l , f l the sharpness of a resonance or pseudo-resonance peak at angular frequency ω l , l the angular frequency of the sinuoidal variation of the contribution of the resonance or pseudo resonance term at angular frequency ω l , and ς l the phase of the sinuoidal variation of the contribution of the resonance or pseudo resonance term at angular frequency ω l . Note that the sharpness is 1/width at half-height of a frequency-domain resonance or pseudo-resonance peak, so that the sharpness is all the larger the more the peak resembles a Dirac delta distribution. Using the complex representations of S l and H l :
and the designations
we get
Consider the case L = 1. Then
which simply represents a time-attenuated sinuoidal function of time. The frequency of the sinuosoid is 1 and the attenuation rate is inversely proportional to the sharpness f 1 which means that the smaller is the sharpness, the shorter is the duration of ground response signal. We shall see in the companion paper (Groby & Wirgin 2005 ) that (relatively) short-duration time-domain response is typically obtained for deep sources whose spectrum is such as to give a dominant contribution from the fundamental Haskell pseudo-resonance. This response is similar to what one obtains with the 1-D analysis and obviously cannot account for the long-duration signals with beating that has frequently been observed in urban sites such as Mexico City. Let us next consider the case L = 2. Then it is easy to show that: (231) generally describes a time-attenuated carrier (sinuoidal) signal exhibiting irregular beating effects (due to the sinusoidal modulation functions. Remark 2 If the carrier frequency is close to the fundamental Love mode resonance and fundamental Haskell pseudo-mode resonance frequencies (both of these having been shown previously to be close to each other), then we can conclude that the response is dominated by coupling to the fundamental Love mode and Haskell pseudo-mode. Remark 3 If, on the other hand, the carrier frequency is much larger than either the fundamental Love mode resonance and fundamental Haskell pseudo-mode resonance frequencies, than we can conclude that the response is dominated by coupling to either the fundamental Love mode and first-order Haskell pseudo-mode, or to the fundamental Haskell pseudo-mode and first-order Love mode (under the assummption that the fundamental and first-order resonances and pseudo-resonances are dominant in the spectra).
Remark 4 An interesting, although perhaps academic, situation arises when C 2 e t , in which case we obtain
which represents a pure time-attenuated sinuoidal carrier signal of angular frequency + , amplitude-modulated by a pure cosinusoidal function of angular frequency − . We shall see in the companion paper (Groby & Wirgin 2005 ) that such ground response time histories can actually be found to occur, and that they are due essentially to coupling to the fundamental Love mode and Haskell pseudo-mode due to the fact that the carrier frequency of the modulated signal is close to the resonance frequencies of this mode and pseudo-mode.
DISC U S S I O N
We shall now attempt to provide answers to the questions raised in Section 1. These are completed in the companion paper. The first question was: is it possible to obtain anomalous response without any lateral heterogeneity in the underground medium? The configuration studied herein was laterally homogeneous. We have shown that the 1-D response only accounts for interference effects (as embodied by the SBW1), but not for coupling to Love modes (as embodied by the SBW2) in the layer, which is particularly strong when the source is in the neighborhood of the lower boundary of the layer.
Insofar as anomalous effects are essentially characterized by long duration and beating phenomena in the signals, the answer to this question is negative as concerns the 1-D response. However, when the contrast of material properties between the layer and substratum is very large, it is possible to obtain fairly long duration signals (albeit without beating), which are essentially associated with the 1-D response, even when the source is far from the lower boundary of the layer.
More generally, that is, when coupling to Love modes is achieved, the answer to the question is positive. The second question was: what is the relation of the 1-D to the 2-D response and how adequate is it to model the general response of the configuration by its response to a (nearly) vertically incident plane wave?
We have shown that not only does the 1-D model not give rise to resonance phenomena, but that truly resonant phenomena associated with the excitation of Love modes can only be described by a fully 2-D (or 3-D) model.
For a source deep below the lower boundary of the layer, the response is essentially due to the contributions of the SBW1 (more or less equivalent to the 1-D response), but when the depth of the source is close to that of the lower boundary of the layer the waves (SBW2) not included in the 1-D model play a major role in the overall response in that they either overwhelm the 1-D response (long duration response without beating) or combine with the 1-D response to produce signals with long duration and beating, which facts were revealed in explicit manner by the direct time-domain analysis in Section 8. These findings should be taken into account in relation to studies (e.g. Sandi et al. 2004 ) that attempt to predict seismic response of urban sites from 1-D type of analysis.
The third question was: how does the focal depth of the source affect the response? The answer to this question is provided in the previous two paragraphs. However, it is opportune to reconsider this question in the light of topic (b) concerning the effects of underlying soil heterogeneities, lateral variations of the underlying soil layer, and built environment on seismic response in urban sites. One can show (Wirgin 2002 ) that a wave incident on a heterogeneous medium gives rise to a diffracted wave which can be considered to be radiated by induced sources (as opposed to the active source associated with the primary seismic disturbance) located within the medium. These induced sources can also appear on the boundary of the medium (especially at endpoints, corners and irregularities of the boundary), so that the edges of a soft basin or the stress-free ground which includes the buildings overlying a homogeneous soft layer in a city-like site, can also constitute the locations of intense induced sources in response to an incident seismic wave. The fields radiated by all these induced sources can be represented in a manner similar (provided the basic geometry of the configuration is similar) to that of the present work, so that much of what was written and found above, notably concerning the response to active sources located outside, and in the vicinity of the soft layer (and, by extension, to induced sources located within or on the boundaries of the soft layer), should apply to city-like sites built on soft layers or basins.
The most important point (mentioned in references such as Tsogka & Wirgin (2003) , implicit in Igel et al. (2002) , Jahnke et al. (2002) , and proven herein as concerns active sources) is the following: the presence of these active or induced sources, located near or within the soft layer overlying a relatively hard substratum, enables coupling to Love-type modes which may be responsible for a part of the anomalous ground response observed in cities such as Mexico, notably motion characterized by long durations and beatings. Naturally, the above remarks apply only to the 2-D SH polarization case studied herein; it will be interesting to find out if they carry over to the 2-D P-SV case, with Rayleigh-Lamb modes playing the role of the Love modes described above. Scattering may, of course, add to the duration-lengthening effects, insofar as it can be attributed to radiation by induced sources, but this question will probably require more sophisticated theoretical models and confirmation via numerical studies (as is done in publications such as Furumura & Kennett 1998) .
The answers to the fourth, fifth, sixth and seventh questions are provided in the companion paper (Groby & Wirgin 2005) wherein concluding comments will be given for the contents of the two papers.
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