We propose inference tools for least angle regression and the lasso, from the joint distribution of suitably normalized spacings of the LARS algorithm. From this we extend the results of the asymptotic null distribution of the "covariance test" of Lockhart et al. (2013) . But we go much further, deriving exact finite sample results for a new asymptotically equivalent procedure called the "spacing test". This provides exact conditional tests at any step of the LAR algorithm as well as "selection intervals" for the appropriate true underlying regression parameter. Remarkably, these tests and intervals account correctly for the adaptive selection done by LARS.
Introduction
Given an outcome y ∈ R n , predictor matrix X ∈ R n×p , we consider the Gaussian model:
with ∼ N (0, 1). Throughout this work, we consider X as fixed, hence all statements are made conditional on X.
1 The linear regression model assumes
where β * ∈ R p are unknown coefficients to be estimated, and the components of the noise vector ∈ R n are i.i.d. (given X) with E[ i ] = 0 and Var( i ) = 1. We do not always explicitly require (2) in this work, and will make it clear when we are assuming only (1) or more specifically (2).
We consider the lasso estimator (Tibshirani 1996) for penalized regression,
with the regularization parameter λ ≥ 0. The least angle regression (LARS) algorithm Efron et al. (2004) computes the piecewise linear solution path for this problem, with the pieces joined at the "knots" λ 1 ≥ λ 2 ≥ · · · λ N . In its simplest LAR mode, the algorithm adds a predictor to the model at each successive knot. If instead one allow predictors to be dropped when their coefficient hits zero, then the resulting algorithm solves the lasso problem (3) exactly; this is called the lasso mode.
In this paper we provide a set of inference tools for assessing the significance of predictors as they are successively entered by LARS, and selection intervals for any functions of the parameters at any knot. Remarkably, these intervals have exact coverage even after the selection process.
As an example, we consider a dataset of 67 observations and 8 predictors, the goal being to predict log of the PSA level of men who had surgery for prostate cancer. For more details see Hastie et al. (2008) and the references therein. Table 1 shows the results of the LARS algorithm (LAR mode) applied to these data. The covariance statistic-reviewed in the next Section, measures the improvement in fit due to adding that predictor. The third column shows the p-value from its Exp(1) asymptotic null distribution, derived in Lockhart et al. (2013) . The results of the spacing test-introduced in this paper-are shown in the rightmost column. This test is asymptotically equivalent to the covariance test, but makes fewer assumptions about the predictor matrix X and is exact in finite samples, requiring only Gaussian errors in model (1).
Step Predictor Covariance Statistic Exp (1) Suppose we decide to select the second model, containing variables lcavol and lweight. Table  2 shows selection intervals for the model parameters, proposed in this paper. These are interpreted as follows. If S(y * ) is the set of variables selected by LARS for a new realization of y * from model (1), then the intervals will contain the true regression parameters for the true population model, projected onto the subset S(y * ). This statement is unconditional in that it averages over the selection process that yields the two-predictor model.
Lower 5% Upper 95% lcavol 0.46 0.83 lweight 0.20 0.50 Table 2 : 90% selection intervals for the prostate data example.
Here is an outline of the rest of this paper. We briefly describe related work in Section 2. In Section 3 we review the covariance test of Lockhart et al. (2013) , give the main results of this paper, and show some examples. Section 4 describes the special properties of the lasso solution path. In Section 5 we derive the truncated Gaussian distribution that provides the basis for our pivot and tests. Section 6 we present some new forms of the asymptotic test, proving a result for the covariance test closely related to a conjecture in Lockhart et al. (2013) . In Section 7 we end with some general comments.
Related Work
There is quite a lot of recent work on inference for adaptively fitted regression models. One class of approaches carries out inference for the true regression vector β, or some subset of it, using the lasso estimate at some fixed regularization parameter λ. For example, Zhang & Zhang (2011) derive confidence intervals for contrasts of high-dimensional regression coefficients, by replacing the usual score vector with the residual from a relaxed projection (i.e., the residual from sparse linear regression). Buhlmann (2012) constructs p-values for coefficients in high-dimensional regression models, starting with ridge estimation and then employing a bias correction term that uses the lasso. Even more recently, van de Geer et al. (2013) , Javanmard & Montanari (2013a) , and Javanmard & Montanari (2013b) all present approaches for debiasing the lasso estimate based on estimates of the inverse covariance matrix of the predictors. (The latter work focuses on the special case of a predictor matrix X with i.i.d. Gaussian rows; the first two consider a general matrix X.) These debiased lasso estimates are asymptotically normal, which allows one to compute marginal p-values for each individual coefficient.
In their "POSI" proposal, Berk et al. (2013) construct valid post-selection inference by considering all possible model selection procedures that could have produced the given submodel. As the authors state, the inferences are generally conservative for particular selection procedures, but have the advantage that do not depend on the correctness the selected submodel. This same advantage is shared by the spacing test that we propose here.
These approaches differ from our proposal here, in that our focus is on the sequential steps taken by the LARS algorithm in constructing the lasso path. The analogy with linear regression helps to clarify the difference. The approach of Zhang & Zhang (2011) and others above is analogous to fixing a subset size in regression, finding the best subset of that size and then making inferences about the true regression parameters using the estimated coefficients conditional on that subset. In Zhang & Zhang (2011) , the regularization parameter λ plays the role of the subset size. In practice one has to estimate λ or the best subset size, and it is not clear how this estimation affects the validity of the inference. In this paper, we focus on sequential inference in LARS, which is to analogous constructing p-values for each step in a forward stepwise regression. Most recently Lee et al. (2013) use methods very closely related to those in this paper to construct intervals for the coefficients of active variables in a lasso fit at a fixed value of λ.
Background and summary of main results
We first review the covariance test of Lockhart et al. (2013) and then give a summary of the new results in this paper.
Suppose that we run least angle regression for k − 1 steps, yielding knots λ 1 ≥ λ 2 ≥ · · · λ k . and the active set of predictors A k at λ = λ k . Now we take one more step, entering a new predictor j(k), and producing estimatesβ(λ k ) at λ k+1 We wish to test if the j(k)th component β j(k) is zero. We refit the lasso, keeping λ = λ k+1 but using just the variables in A k . This yields estimatesβ A k (λ k+1 ). The covariance test statistic is defined by
Roughly speaking, this statistic measures how much of the covariance between the outcome and the fitted model can be attributed to the j(k)th predictor, which has just entered the model. Lockhart et al. (2013) show that under the global null hypothesis β = 0, and other assumptions,
as n, p → ∞. Further they conjecture that for testing the kth null step,
In this paper we do not prove (6) per say, but we prove a nearly equivalent result. Moreover, we present the spacing test, an alternative to the covariance test. In fact, this test is asymptotically equivalent to the covariance test, but its null p-value is correct for finite n and p. Finally, we use the same machinery to present selection intervals for the estimated parameters from any LARS model.
We now summarize the new results in this paper. As above, suppose that we run LAR, yielding knots λ 1 ≥ λ 2 ≥ · · · λ N . This procedure produces a sequence of active sets and signs which we denote byẐ
with the subset of variables by A q = A q (Z q ) and their signs by s Aq = s Aq (Z q ). Our approach is to provide valid inference for the mean vector µ conditional on the event
for some fixed sequence Z q . We refer to this as post-selection inference after running the LAR algorithm.
Much of the detailed work involves writing the event (8) in a form that is computationally tractable. Lemma 5 shows that (for many Z q )
where Γ(Z q ) is some fixed q ×n matrix and the random vector U (Z q ) is independent of Γ(Z q )y. This characterization supplies our main inferential tool: the multivariate truncated Gaussian distribution discussed in Section 5. The statement about many Z q above refers to the fact that it in order to use the truncated Gaussian it is sometimes necessary to augment the information inẐ q (y) with additional (usually small) subsets of variables and signs that appear as constraints discovered along the LAR path. We denote these byŜ q (y). Of course, the event (8) could be written as
though forming this union may be computationally expensive. The computational expense is that the difference between truncating a multivariate Gaussian to a convex set versus a polyconvex set, i.e. a union of convex sets.
We denote by F q the sigma algebra generated by (Ẑ q (y),Ŝ q (y)). Our first main result provides pivotal quantities for linear functions ν T µ where ν is allowed to depend on the selected variables and their signs along with this auxiliary information. In other words, it is allowed to be measurable with respect to F q . Theorem 1. Exact pivots for adaptively chosen linear functions of the regression parameters. Given a linear function ν T µ ∈ F q there are observable random variables V − and V + which are measurable with respect to F q such that
The details of V + (y), V − (y) are given in Section 5. This result provides an exact pivot for any function ν T µ, whose simple uniform distribution accounts for the adaptive choice of of predictors and signs in the first q steps of LAR. This pivotal distribution can be inverted to yield intervals for ν T µ: this is what we did to produce the intervals in Table 2 . The details of the interval construction are given in Section 3.1.
Typically, ν will actually be measurable with respect to the sigma algebra generated byẐ q (y) rather than the full F q . The additional information in F q is likely not of significance interest for inference, and not particularly "large", at least for q not too much larger than the number of strong signals in the data.
Our second main result gives an exact finite sample test that tests the contribution of the q-th variable to the current active set A q−1 (y). It is formally a corollary of Theorem 1, combined with our characterization of the LAR path in Section 4. We construct a conditional test of the hypotheses H 0,q that the (partial regression) coefficient of the variable added at step q is zero. We first define the weights
Then we have the following definition and result:
Theorem 2. The spacing test. For the LARS algorithm, the following test statistics are valid conditional tests of the hypotheses H 0,q :
where the explicit forms of V This result was used to yield the p-values in the righthand column of Table 1 .
Remark 1. It is often the case that V − q = λ q−1 and V + q = λ q+1 . In particular it holds whenever Z q is such that (9) holds. All of our numeric experiments use this approximation to the characterization of the LAR path.
Remark 2. We note that for q = 1, λ 0 = ∞ and we have
This test for q = 1 was derived in Taylor et al. (2013) , and in that case, it easily shown to asymptotically equivalent the covariance test result (5).
Now fixing V
− q , it is easy to show that T q is a monotone increasing function of the spacing λ q −V + q . Hence the name "spacing test". The distribution in (13) is exact for finite n, p and holds no matter how many strong signals have already entered the model.
Our final main result resolves the conjecture in (6), taken from Lockhart et al. (2013) . We describe the asymptotic behavior of the spacings under more stringent assumptions than Theorems 1 and 2. While Lockhart et al. (2013) consider the case that there may be some strong signals in the model, we only prove the result under the global null. We claim, without proof, that the analogous strong signals result holds under assumptions on X similar to those invoked in Lockhart et al. (2013) .
Above, we point out that not every Z q satisfies (9). In Section 4 we show that Z q satisfies (9) if and only if I(Z q ) = ∅ for some set-valued function I. On the other hand, we observe a random value sequence of active sets and signsẐ q (y) and we can ask whether or not I(Ẑ q (y)) = ∅ with high probability or not. This is our only asymptotic result in this work: everything else is exact for finite (n, p).
Theorem 3. Asymptotics for the spacings. Suppose for some fixed q that µ n ≡ 0 and (y n , X n ) is such that
where p n is the number of features in the n-th model. Then,
converge in distribution to a sequence of q IID Exp(1) random variables.
We note that for orthonormal X, j l=1 ω 2 j (Ẑ k (y n )) = j and result (16) is equivalent to conjecture (6). Examples of sufficient conditions to ensure (15) can be found in Theorem 2 of Lockhart et al. (2013) . If there were some number, K strong signals in the model, the main modification needed to generalize Theorem 3 would be to only start the spacings after adding the first "noise" variable. Further, the weights should be accumulated only beginning at this first noise variable. In the interest of space, we do not pursue this here.
Selection intervals
The pivotal quantities in Theorem 1 can be inverted to form intervals for any linear function ν T µ which we refer to as "selection intervals." These intervals contain ν T µ with probability 1 − 2α, and this statement is unconditional over y and the selection events in the LARS procedure. Most importantly, we can choose ν so that η T µ is the coefficient of any predictor X k (entered the kth step of LAR) in the projection of µ onto the set of active variables A k at the kth LAR step. Denote this parameter by β j|A k (y) . Then we construct θ α , θ 1−α such that
We used this result to form the selection intervals in Table ( 2). Interpretation of this statement can be tricky, because the identity of the predictor j may change with different realizations of y. (as made clear by the notation j(y). This is why we call it a "selection" interval rather than a confidence interval. But under a strong signal assumption, it will not change and β j|A k (y) will refer to the coefficient of predictor X j entered the jth step of LAR in the fit to the observed data. Theorem 1 can also be used to test form a set of k p-values at the k-th step of LAR: these are tests that the corresponding β j|A k (y) = 0.
Some intuition from the orthogonal design case
To help to understand the main result (11), it is helpful to look at the orthogonal design case, where the corresponding version of result (13) has a simple intuitive form. Suppose X T X = I and the y i are centered so thatȳ = 0. Assume for notational simplicity that the y i are ordered in decreasing absolute value, |y 1 | ≥ |y 2 | . . . ≥ |y n |. Then λ 0 = ∞, λ 1 = |y 1 |, λ 2 = |y 2 | and so on. Further, it can be shown following the arguments in Section 5 that
) and we observeβ conditioned on λ k+1 <β < λ k−1 . Let this random variable be W with survival function that of a truncated Gaussian random variable:
and density function
Notice that this coincides with the general form (11) when the design is orthogonal (the weights ω k being equal to one). Hence in the orthogonal design setting, result (11) is simply the conditional Gaussian distribution of the observed knotβ =λ k given that it falls in the interval of the surrounding knots (λ k+1 , λ k−1 ). This conditioning produces an exact distribution, free of n and p.
In the general X case, the event λ k ∈ (λ k+1 , λ k−1 ) is replaced by the event Γ k y ≥ 0, where the matrix Γ k contains the linear constraints on y that lead to the observed sets of active variables and signs in the LAR algorithm before step k. The details of V + , V − and ω k change, but the form of the result is the same.
An example
We generated n = 100 observations, each with p = 10 independent standard Gaussian features. The true β vector was (6, 3, 0, . . . 0) with σ = 0.5. We applied the LARS algorithm in LAR mode. This was repeated for 1000 simulations. The signals are strong enough so that the predictors 1 and 2 always entered in that order. Table 3 .3 shows the proportion of p-values from the spacing test (13) Table 3 : Demonstration of the tests derived from the pivots in Theorem 1. Shown is the proportion of p-values from the spacing test (13) less than the nominal size, ranging from 0.01 to 0.20. There are two signal predictors, and we see that the (null) coverage is about right from the third predictor on.
first two predictors, for the model fit at step two of LARS. The plot shows 100 simulations, with the intervals in red indicating cases where the true value (broken line) was not covered. The coverage is close to the nominal 90% level. The bottom panel of Figure 1 shows the 90% selection intervals for the coefficient of the first predictor entered, as a function of the LAR step. They widen as more steps are taken.
For Figure 2 the setup is the same except that β = (1, −1, 0, 0, . . .). The signal is weaker now: at step 1, predictors 1 and 2 were chosen 3% and 39% of the time, while at step 2 it was 23% for each. The remaining selections were distributed across the other 8 predictors. The Figure shows the resulting selection intervals, with the coefficient for the true β indicated by the black dot. Intervals marked in green cover the true value, while the red ones do not. The coverage is about 90%, as expected.
Comparison to simulated forward stepwise p-values
This second example reveals the unique properties of the spacing p-values (13) and the asymptotic covariance test (16). With n = 50, p = 10 we generated standardized Guassian features x j,j with correlation 0.5 |j−j | . The true coefficients β were all zero, and σ = 1. The middle and bottom panels of Figure 3 show the quantile-quantile plots of the covariance p-values based on (16) and spacings p-values based on (13), for the first four steps of LAR. In the top panel we have applied forward stepwise regression, using the test statistic The coefficient for the true β is indicated by the black dot: this the first component of µ after it is projected onto the active set. These are equal to 6 and 3, respectively, except for one realization in each case. Green intervals cover the true value, while the red ones do not. Bottom panel shows the selection intervals for the first predictor entered, at the jth LARS step, for j = 1, 2, . . . 9. The interval widens as the steps progress. The black dots indicate the "true value". The coefficient for the "true value" β is indicated by the black dot. Green intervals cover the true value, while the red ones do not. A few of the endpoints are at −∞, indicated by the blue circles.
Here A is the set of predictors currently in the model and X j·A denotes the data matrix orthogonalized with respect to those predictors. Note that we have used the true σ in (18) (and in the spacing and covariance tests as well). We simulated ∼ N (0, σ 2 I) and used this to estimate the p-value Prob(t max ( ) > t max(y) )
All three tests look good at the first step, but the forward stepwise test becomes more and more conservative for the later steps. The reason is that the covariance test and the spacing test (even more so) properly account for the selection events up to and including step k. To be more explicit, the forward stepwise test ignores the fact that at the second step, the observed t max is the second largest value of the statistic in the data, and erroneously compares it to a null distribution of largest t max values. This creates a conservative bias in the p-value. Suppose that predictor 1 is chosen at the first step of the forward stepwise procedure. Then a correct numerical simulation for t max would generate y * = Xβ A + , only keep those y vectors for which predictor 1 is chosen at the first step, and for these vectors compute t max (y * ) (which equals t max ( )). This simulation might be practical for a few steps, but would not be practical beyond that. Remarkably, the covariance and spacings tests are able carry out this conditioning analytically! 4 The lasso solution path and its special properties
We begin by reviewing the form of the lasso solution path. In fairly compact form, the least angle regression or LARS algorithm to compute the lasso path can be described as follows (Efron et al. 2004 , Tibshirani 2012 ).
Algorithm 1. [Path algorithm for LASSO mode]
Given y and X.
• Set the initial active set A 0 = ∅, active signs s A0 = ∅, knot λ 0 = ∞, and solutionsv(λ 0 ) = 0, β(λ 0 ) = 0.
• For k = 0, 1, 2, . . .:
1. Compute the next joining time, λ join k+1 , by
2. Compute the next leaving time λ leave k+1 , by
3. Compute the next knot λ k+1 , by
4. (Optional) Record the solution at λ k+1 ,Step= 10.0 0.4 0.8 0.0 0.2 0.4 0.6 0.8 1.0
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The pathβ(λ) is continuous and piecewise linear with respect to λ, so once the algorithm has found the knots λ k and corresponding solutionsβ(λ k ) for k = 0, . . . N , the path is just given by interpolating between these values. In fact, computing the solutions at the knots (i.e., Step 4 above) does not actually need to be performed at runtime, because, given that we are already recording the knots and the sequences of active sets A k and signs s A k , k = 0, . . . N , the solutions at the knots could conceivably be computed from these quantities at any time, as is apparent from (22). Also, recall that we are assuming general position for the columns of X, which ensures that X T A k X A k is invertible at all steps along the path.
An important variant of Algorithm 1 is the LARS algorithm in its original, unmodified state, which only considers the joining times of variables, and not leaving times, at each iteration. In the R implementation lars of the LARS algorithm, this is achieved by setting the option mode="lar". Keeping this nomenclature, we also refer to this variant as the "LAR" mode of the algorithm, and for completeness, describe it below.
Algorithm 2 (Path algorithm for LAR mode). (3)
Same as Algorithm 1, except replace Steps 2 and 3 by λ k+1 = max{λ join k+1 , 0}. The LARS algorithm in LAR mode received a good amount of attention around the time of its proposal (Efron et al. 2004 ), but since, its study has been mostly abandoned in favor of studying the lasso path. For our purposes, it is actually somewhat easier mathematically to characterize the sequence of models (active sets and signs) produced by the algorithm in LAR mode. [Note that the paths produced by Algorithms 1 and 2 agree up until the first leaving time, i.e., for all λ ≥ λ k , where k is the first step in Algorithm 1 at which λ k = λ leave k .] For this reason, we focus on the LAR path henceforth; however, a similar characterization can be made for the lasso path, and we leave this for future work (see Section 7. In fact, the arguments presented in the following sections can be further extended beyond the case of 1 regularization, to the setting of arbitrary polyhedral regularization; see Section 4.4.
A naive characterization of the selected variables in LAR mode
We point out a seemingly simple but important property of the LAR path that allows us to characterize the sequence of selected models, i.e., the sequence of selected variable and sign pairs, visited along the path. This property: all joining times in consideration, in Step 1 of Algorithm 2, are just linear functions of y. That is, the joining time of variable j / ∈ A k , associated with a candidate sign s, can be written as the linear function
and the next joining time in (19) is just given by taking the maximum over all (j, s) of such joining times, subject to the joining times being strictly smaller than λ k . This means that the optimality of a given pair (j k , s k ) at iteration k of the algorithm is equivalent to a conic constraint on y, and in fact, the entire path can be characterized in this spirit, as we show next. Recall our notation in (7), (8), where we denote the sequence of variables and signs selected in LAR mode byẐ
Hence, in this notation, the result below describes the event
where Z q is some fixed sequence of variables and signs.
denote some fixed sequence of variables j k ∈ {1, . . . p} and signs s k ∈ {−1, 1}, with the variables j 1 , . . . j q being distinct. ThenẐ q (y) = Z q , i.e., Algorithm 2 selects variable j k to add to the active set at iteration k, with corresponding sign s k , for k = 1, . . . q, if and only if γ
Here Γ = {γ 1 , . . . γ m } is a collection of vectors that depends entirely on the given sequence (j k , s k ), k = 1, . . . q, and S(y) ⊆ {1, . . . m} is a subset of indices that depends on y (as our notation suggests). The number of vectors in the collection Γ satisfies m ≤ 2pq.
Proof. At the first iteration, Algorithm 2 selects j 1 as the first variable to add to the active set, with sign s 1 , if and only if
where recall that A 0 = s A0 = ∅. We can trivially rewrite these inequalities as
and hence the above determine the first 2p − 1 vectors in the collection Γ. At any iteration k ≥ 2, we know that variable j k is selected by Algorithm 2, with sign s k , if and
T y ≤ λ k−1 , and
T y, the optimality of (j k , s k ) is captured by adding to the collection Γ the vectors
and adding to S(y) the indices that correspond to the vectors in (27) with c(j, s,
Lemma 1 completely characterizes the sequence of variable-sign pairs (j k , s k ), k = 1, 2, . . . added by the LAR algorithm, showing that the realization of any given sequence is equivalent to a cone condition (26) on y. We call this characterization naive because the collection Γ = {γ 1 , . . . γ m } can grow very large (on the order of 2pq for a sequence of length q), and more importantly, the actual elements of Γ that determine the cone depends on y. The next sections work to reparametrize this cone so that (i) it is generated by fewer vectors, and (ii) its dependence on y is both more explicit and more manageable.
An alternative characterization for a single iteration
We consider an alternative characterization for the optimality of a pair (j k , s k ) at an iteration k of Algorithm 2. In fact, this characterization is essentially already proved in Lemma 7 of Lockhart et al. (2013) , and we present it here for reference.
Lemma 2 (Lemma 7 of Lockhart et al. 2013) . Consider an iteration k of Algorithm 2, and define
for variables j, j / ∈ A k−1 and signs s, s . (Note that Σ j,j actually depends on s, s , but we suppress this notationally suppress this for brevity.) Also define
and
Then Algorithm 2 selects j k and s k at iteration k if and only if
Further, the triplet (M
Just following the definition of
, it is straightforward to see that the characterization of optimality for (j k , s k ) given in (34)-(38) above also reduces to some number of linear functions of y being nonnegative. Therefore, transparently, Lemma 2 may look like it has made matters quite a bit more complicated, without providing much of a benefit. However, when we examine this characterization over successive iterations of the path, k = 1, . . . q, it turns out that there is a natural ordering to the inequalities which greatly simplifies the final description.
A refined characterization for the selected variables in LAR mode
We apply Lemma 2 of the previous section [Lemma 7 of Lockhart et al. (2013) ] to successive iterations. First, we note another result of Lockhart et al. (2013) that is important in our context. Lemma 3 (Lemma 9 of Lockhart et al. 2013) . At any iteration k of Algorithm 2, we have
Now, intersecting Lemma 2 across iterations and using Lemma 3 to simplify the inequalities, we present our refined characterization for a sequence of variable-sign pairs in the LAR algorithm. j k to add to the active set at iteration k, with corresponding sign s k , for all k = 1, . . . q, if and only if
In the above, we are to interpret
Proof. The proof follows by collecting the conditions (34)- (38) from Lemma 2, over iterations k = 1, . . . q, and noting that for each k = 1, . . . q − 1, the inequality in (36) can be dropped, because it is implied by (34) and the result of Lemma 3,
At the risk of stating the obvious, the characterization simplifies even further if we exclude (41), (42) from Lemma 4. These can be excluded if the index sets over which the supremum or infimum is taken are in fact empty. Let us denote the collection of these index sets by
When all of these index sets are empty, which we write as I(Z q ) = ∅, then the above characterization is particularly simple.
Lemma 5. Suppose Z q is such that I(Z q ) = ∅. Then, the characterization in Lemma 4 can be rewritten as
where γ 1 , . . . γ q ∈ R n are the fixed vectors
and m + q is the random variable M + (j q , s q , c(j q−1 , s q−1 , A q−2 , s Aq−2 ) T y) which is independent of γ T k y for k = 1, . . . , q. We write this as
Though it may look like a trivial modification of Lemma 4, Lemma 5 is actually a useful representation for the sequence of selected variables and signs in LAR mode, in that it can be expressed as a set of q random affine constraints on the vector γ T k y, k = 1, . . . q with the randomness coming from U . The asymptotic results presented in Section 6 assume that I(Ẑ q (y)) = ∅ with probability tending to 1. In fact, all simulations in this work assume I(Ẑ q (y)) = ∅.
Nevertheless, we can describe what happens when I(Z q ) = ∅. A characterization similar to Lemma 5 holds for I(Z q ) = ∅. The main difference is the matrix Γ will have more than q rows, the exact number of rows being a function of Z q only. Of course, the random vector U (Z q ) will also change.
To be clear, this characterization describes the event that fixes the index sets
to be some fixed subsets of {1, . . . , p}. Call these subsets S q . Having fixed these subsets, one can form an explicit matrix Γ(Z q , S q ) and a random vector U (Z q , S q ) that characterizes all y such that have the same (Z q , S q ). In other words,
Further, as in Lemma 5 the random vector can be constructed to be independent of Γ(Z q , S q )y.
Polyhedrally regularized regression problems
It is worth mentioning that analogues of all results in this section, from the path algorithms, Algorithms 1 and 2, up through the characterizations in Lemmas 1-5, can all be extended to the more general problemβ
where P is a convex polyhedral function (meaning that its epigraph is a convex polyhedron). Aside from the lasso, examples in this problem form include the generalized lasso (Tibshirani & Taylor 2011) , and hierNet (Bien et al. 2013 ). Selected models, instead of being indexed by a pair of active set and signs (A, s A ), are now indexed by a face of a particular polyhedron determined by P (actually, determined by its dual seminorm). Modulo this change in nomenclature, much is the same with this general problem: the paths constructed by the analogues of Algorithms 1 and 2 are still piecewise linear with respect λ, and the sequence of selected models (now, faces) can still be characterized using a conic constraint on y. We will pursue this in future work.
Inference for parameters of a truncated Gaussian distributions
All finite sample results in this work results are essentially special cases of Theorem 1. The results all follow from the basic principle that knowing the selection done by the LARS algorithm, i.e. knowing the first k variables and k signs chosen by LARS, places a restriction on the allowable values of y. In other words, selection truncates the original y ∼ N (µ, σ 2 I). Lemma 5 and the above remarks tells us that when I(Z q ) = ∅ the event
is (up to a null set) equivalent to the event
where U (Z q ) is a random vector independent of Γ(Z q )y. As noted above, when I(Z q ) = ∅ such a characterization exists though we have not written out an explicit form for the matrix Γ or the random vector U . Hence all results in this section also hold when I(Z q ) = ∅, though the reader must recall that the size of Γ may be larger than q. As U (Z q ) is independent of Γ(Z q )y we will also condition on the event U (Z q ) = u(Z q ). Having fixed U (Z q ) at u(Z q ), we see that fixing the LAR sequence truncates y to lie in
which we denote by C for the remainder of this section. Hence, conditional on C, y has the distribution N (µ, σ 2 I) truncated to the convex set C. We denote this distribution by P µ,σ,C . We now gather a few general facts about the distribution P µ,σ,C . Most of this also appears in Lee et al. (2013) and some in Taylor et al. (2013) so we do not include detailed proofs. We are most interested in one-dimensional projections
of this distribution, as this is what is needed for inference about linear functions of µ.
The distribution of a Gaussian y ∼ N (µ, Σ) conditional on being in C, while easy to describe, still involves the intractable normalizing constant P µ,σ 2 (Γy ≥ u). In this section, we derive pivotal quantities for ν T µ. This pivot is denoted by
The key step to deriving this pivot is the following lemma:
Lemma 6. For every ν = 0 ∈ R n , u ∈ R q , the following events are equivalent:
This, combined with the following lemma, can be used to prove Theorem 1.
Lemma 7. Let Φ(x) denote the CDF of a N (0, 1) random variable, and let F
Then
is a pivotal quantity under P µ,σ 2 ,C :
where V − and V + are defined in (53) and (54). Further, suppose δ α , δ 1−α satisfy Figure 4 gives a geometric view of Lemma 7. It is also useful to look at the density f
which is the basis of the tests (13) and the intervals presented in 1. In Figure 5 , we plot the density of the truncated Gaussian, noting that its shape depends on the location of µ relative to [a, b] as well as the width relative to σ.
V z :Γz ≥u y µ Figure 4 : A picture demonstrating truncation to a set C = {z : Γz ≥ u}. The direction ν is denoted by the large black arrow while the truncation interval for the observed y is depicted by the brown line V. The other cones in this picture are meant to illustrate the fact that the LARS algorithm partitions the sample space into several cones indexed by the LAR sequence and y happens to fall into a particular one of these cones. Our inference is conditional on this selected cone.
Lemma 7 can therefore be used to test any hypothesis generated after taking k steps of the LARS algorithm, or to form intervals fori ν T µ where the contrast is chosen after k steps. The validity of these statements seems very strong and must come at some price. One of the prices to be paid here is in the form of possibly long selection intervals, which can be seen for a fixed truncated Gaussian. Consider the event that a random variable W with distribution
lands very near one boundary of the truncation interval which we suppose to be b for definiteness. The values of δ for which this is most likely to occur are values of δ that are large. Inverting the pivotal quantities 
The density of the truncated Gaussian with distribution
. This density depends on the width of the interval [V + , V − ] relative to σ as well as the location of µ relative to [a, b] . When µ is within the interval, the shape is similar to a Gaussian shape as long as the interval is sufficiently wide. As µ varies drifts outside this interval, the density begins to converge to an exponential density with mean inversely proportional to the distance between µ and its projection onto [V + , V − ].
implicitly returns an interval for which it is fairly likely to have observed the W we did observe. Hence, the intervals will tend to be large when W lands near the boundary. On the other hand, for directions ν such that ν T µ is large relative to the shrinkage of the LAR path, and for which the intervals [V − , V + ] are relatively large, then the intervals tend to be relatively short, reaching the nominal Gaussian level as the size of the interval grows and the distance of ν T y from the boundary points of the truncation interval grows. This is illustrated in Figure 6 . We leave an exhaustive study of such selection intervals for the LAR path to future work, noting that the truncation framework described can be used to form intervals with exact coverage properties.
Proof of Theorem 1
We now prove our main result, Theorem 1. In fact, there is little remaining to prove. Our assumption that ν is measurable with respect to F q means that ν is constant on the set (Ẑ q (y),Ŝ q (y)) = (Z q , S q ) for any (Z q , S q ). This means that Lemma 7 applies directly. Upper and lower bounds of 90% selection intervals based on (V + , V − ) = (3σ, ∞) as a function of W/σ. We see that as long as the observation is roughly 0.5σ away from either boundary, the size of the intervals is comparable to an unadjusted confidence interval.
Asymptotic results
Our main asymptotic result, Theorem 3, concerns a sequence of (y n , X n ) with y n |X n ∼ N (0, σ 2 n I). The content of the result is that there exists explicitly computable weights W j (y n ) = j l=1 ω l (Ẑ q (y n )) 2 such that conditional on the event I(Ẑ q (y)) = ∅
the following convergence in distribution holds:
We see, then, that the above is a generalization of the main result of the global null result (Lockhart et al. 2013 ).
To demonstrate this limiting behavior we simulated an equicorrelated design matrix (Cor(X i , X j ) = 0.5 in the population) of size 100 × 50 and formed the first 9 steps in (61). The results of 1000 simulations are shown in Figure 7 . The observed correlation matrix for these 9 steps was is shown in Table 4 .
The proof of Theorem 3 is a straightforward application of the following result on the extremes of sequences of centered, independent Gaussians with different variances combined with the assumed growth of λ q+1 (y n ). On the event (60) Γ(Ẑ q (y n )) formed after q steps of LAR is a matrix with Table 4 : Correlations between covariance test values over 9 steps of the LAR algorithm orthogonal rows. FixingẐ q (y n ) = Z q produce independent Gaussian variables (Γ(Z q )y) j , 1 ≤ j ≤ m. The growth condition (15) takes the place of assumption (23) in Lockhart et al. (2013) and takes into account the O(p q ) possible choices for Z q . Define Consider now the event E m,t = {Z 1 ≥ Z 2 ≥ · · · ≥ Z q ≥ m, U j ≥ t j , 1 ≤ j ≤ q} and the conditional probability P(E m,t |E m ) = P(E m,t |E m,0 ) = P(E m,t ) P(E m,0 )
.
