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ABSTRACT 
A new algorithm for treating numerically a pentadiagonal matrix is given. As an application 
the evaluation of the eigenvalues i performed• Also the stability of the solution of some 
difference quations is examined• 
1. INTRODUCTION 
In the paper [1 ] a complicated algorithm using divi- 
sion for recursive computation of all leading princip- 
al minors of a pentadiagonal matrix is developed. 
According to the author this algorithm can be ar- 
ranged on a very complicated 7-term recurrence rela- 
tion relating principal minors of this matrix not ex- 
plicitely given in [1]. In this paper two new simple 
recurrence relations without division for computa- 
tion of all principal minors of a pentadiagonal 
matrix are given whereby their possible applications 
are also shown. 
2. THE RECURRENCE RELATIONS 
Let us consider the pentadiagonal matrix 
b I a I 1 
c 2 b 2 a 2 1 
d 3 c 3 b 3 a 3 
0 d 4 c 4 b 4 
• • *• 
0 
© 
1 
a 4 1 
• . •°  - .  
• . • 
• • ° 
di_l ci_ 1 bi_l ai_l 
d i c i b i 
(17 
which are computed recursively. 
The algorithm for D i given in [1] needs also division 
and therefore in (17 it is supposed that aj_ 2. Cj_l =/= 0, 
j=3 ,4  .... i. 
Further we set up two relations for D i without divi- 
sion which can be executed without any assumptions. 
Each relation will be preceded by an auxiliary lem- 
n la•  
Lemma I : For the computation of determinants 
D. (k) = det 
1 
~k7 1 0 
f(2 k7 a 2 1 
f(3 k) b 3 a 3 1 
k7 c 4 b 4 a 4 1 
f(5 k) d 5 c 5 b 5 a 5 1 
: " .  . .  • .  , .  - .  
• -•  ••  -•  *•  • .  
f[k) di_ 1 ci_ 1 bi_ 1 ai_ 1 1 
f(ik7 O 0 d i c i b i a i 
(2) 
whereby its principal minors denote Dj = det [~l, 
j=1 ,2  . . . .  ,i. 
Supposing that Dj =~ 0, j = 1, 2 . . . .  i-1, the current 
method for computation of D i is the Gauss elimina- 
tion of (17. In this algorithm D i is given by the pro- 
duct of diagonal elements of the eliminated matrix 
the recurrence relation holds 
D! k) = a. D (k) b.D(k)~ j -4  
, 
(k7 ,  =1,2 .... i (37 
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where for j = -3, -2, -1,0 D(k)= 0. 
j 
column, respectively. Thus we get 
Proof : For i = j in (2) after the expansion by a last 
row we get, after some rearrangement, relation (3). 
We can now prove our basic relation for Di 
Theorem 1 : If in Dj(k), k, 1,2 we have ff) = bl, 
fy) = c2, f’3’) =d3, $‘)=O, j=4,5 ,... i and 
f?) = aly 5 (2) = b,, f(32) = c3, fr) = d r(2)= 0, 4’ j 
j = 5,6,...i then 
D. = D(l) DJ2) - D(2) D(l) 
J J 1-l j j-l ’ 
j = 2,3, . . . i (4) 
where Djki> Djk) k = 1,2 are given by (3). 
Proof : Let ps, s = 1,2,. . . j be the vector which 
contains fast (j -1) - st components of the s-th 
column in Pa i. e. 
3 
p, = Pl p2 . * 
( 
’ . Pj-3 Pj-2 Pj_1 Pj 
J 
0 0 . . . - 0 dj cj bj 1. 
Let g= (g,), s = 1, 2, . . . j-l be the vector with 
gs = 0, s zz 1,2, . ..j. %_1 = 1 and 8 be the zero 
vector of (i-1) -st order. For j > 1 construct the 
determinant of (2j -1) -st order 
P1P2P3P4°'m'Pj-lPjge 
D=det 
p1 p2 8 6 .--. 6 8 g P4 
0 0 0 0 . . . . 0 0 aj 0 
6 . . . . 8 e eee 
P5"" Pj-3 Pj-2 Pj-1Pj P3 
0 . . . . 0 dj cj bj 0 
I 
It holds D = 0, since by addition of the k-th column 
of D to its (k-j+2) -nd column, kzj+2,j+3,...2j-2 
and the (2j-1) -st column to its 3-rd column and, 
further substracting the k-th row from its (k+j-l)-st 
row, k= 1,2 , .--j-l, we get the determinant which, 
expanding by the Laplace theorem according to its 
first (i-1) -st rows, has all relevant algebraical ad- 
jugates = 0. Now expand the original D analogically. 
Because of.the special form of D in this sum of 
products of all minors of the (i-1) -st order with 
competent algebraical adjugates, only three terms are 
non-zero. There will be terms with minors contain- 
ing 3-rd, 4-th, . . ..j-th column from the first (i-l)-st 
rows of D together with 1-st, 2-nd, (i+l)-st 
. Djtl det 
I 
P2 g P4 P5"*Pf2 Pj-1 Pj p3 
0 aa 0 0 . . . d 
J 
j cj bj 0 
+ t-1) Dc2) . j-l 
.det p1 g p4 p5 “’ Pj-2 Pj-1 Pj P3 
ib2-l)+j-* 
0 aj 0 0 .a. d* b 0 +(-l) 
J “j j 
adet P3 P4 '*. Pj-2 Pj_1 Pj g a 
I I 
.det pl P2 P4 P5 *'* Pj-2 Pj-1 Pj P3 
0 0 0 0 . . . d. 
= o 
J “j 
bjO . 
The value of the 3-rd minor is equal to 1. If in the 
first and second algebraical adjugate we exchange the 
j-th column for 2-nd and in the 3-rd adjugate the 
j-th column for (j-I)-st, the (j-l)-st for (j-2)-nd... 
the 4-th for 3-rd, then the 1-st, 2-nd, 3-rd algebraic- 
al adjugate is equal to D. (2), D(l), 
J J 
Dj, respectively, 
and thus, considering sign changes because of permuta- 
tions of relevant columns, we get (4). 
The second relation for Di is obtained from the five- 
term nonhomogeneous recurrent relation 
xj+:! ="j-"j"j+l J J J J-I-djxj-2y 
-b.x.-c.x. 
j=1,2,... (5) 
where coefficients aj, bj, cj, dj, ej and xs, SE-1,0,1,2 
are given constants. About xj+2 computed from (5) 
it holds 
Lemma 2 : If Xj+2 satisfies (5) then it holds 
xj+2 = (_lj (DS_2)+Dj-1) x-1 + Die) x0 
+D!l)xl + D!2)x2) 
J J 
(6) 
where Dik) 
J 
, k=-2, -1, 0, 1, 2 are given by (3) 
whereby 
fie2) = -ej, 
J 
j = 1,2, . . . . . f\-‘) = d,, f!-l) = 0, 
J 
j=2,3 ,.... ;f(P)=cl, f!t)=d2, $O)= 0, j=3,4 ,... 
a.ndfik), k=l,2, j=1,2 ,... 
J 
are as in Theorem 1 
whereby for j > i $k)= 0 too. 
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Proof: will be made by induction. 
The validity of (6) for j = 1, 2, 3, 4 can be proved 
directly by expressing D~ k)," k = -2, -1, 0, 1, 2, 
from (3) after substitution of these values into (6). 
Suppose that (6) holds for xj_2, xj_!, xj and xj +1" 
Thus for xj+ 2 we get from (5) a relation which, con- 
sidering (3), after rearrangement gives (6). 
Let now for the sake of simplicity in (5) set 
x_ 1 =x  0=0ande j=0, j= l ,2  . . . . .  i (theseas- 
sumptions need not be satisfied). 
Choose x 1 = x~ k), x 2 = x(2k) , k = 0, 1, 2 and com- 
pute from (5) x j+ 2 = xj(k) 2 , j = 1, 2 . . . . .  i. Denote 
further 
x (0) x(O) j+l j+2 i 
de t @1+1 @1) 2 1 , j=0 ,1  .. . . .  i. 
x (2) x (2) j+ l  j+2  1 
It holds. 
Theorem 2: If the points [x~ k), x~k)], k=0,1 ,2  
do not lie on one line andx(k) , j=1 ,2 ,  . . iare 
j+2 "" 
computed from (5) then 
Dj = ~¢~ , j = 1,2 ..... i. (7) 
M 0 
Proof:If for x~k21 , @k+)2, k = O, 1 ,2we substitute 
into Mj (6) then we get 
4" 4" j-1 + j-1 
D(1) x (0 ) j  1 + D.(2) x~ 0) J  1 
D(1)x (2) + D! 2) x~ 2) I 
j i j 
no problem to choose x~ k), x(2k) so that M 0 :~ 0 
(e. g. for x~0)= 1, x~0)= 0; x i l )=  0, x~l)= 1; 
x~2)= 0, x~ 2) = 0, there is M 0 =1) both these 
algorithms do not require division. 
The calculation of D i can be done under the as- 
sumption Dj =/= 0, j = 1, 2,...i also by elimination 
D! 1) and 9! 2). If, after transposition, we eliminate 
1 1 
units under diagonal in D! 2) or D! 1) then on the 
1 1 
diagonal we get h52), ~1), respectively, j= l ,2  . . . . .  i 
where 
hi 2) a 1, h (2) a b2 ,  h(32)= b3 c3 
= 2 = 2 [42) a3- h(22-----y-~ hi2)h~2)' 
h!2) = bj + . cj _ dj 
J aj h~ -2~ h~ 2g h~ 2~ h!2! h (2) h(2) 
j -a j -2  j-1 
j = 4, 5 . . . . .  i (8) 
whereby, substituting in (8) a I with bl, b 2 with c 2 , 
c 3 with d 3 and d 4 with 0, we get the formulae for 
h!l). 
3 
Substitute D(k)= ~ t'(k) = j - l , j  k=1,2  into 
m s,_~ i .  s , m 
(4) we get 
Dj = (hj(1)-hj (2)) j~/ls_l h(1)s h(2)'s (9) 
Formulae (8) can be constructed also by dividing (3) 
by 
D (2) J[I 1 h (2) which =/= 0 at Dj =~ 0. 
j-1 = s=l  s 
In the following table the number of arithmetical 
operations +, X and : of various algorithms for com- 
putation of D i and Dj, j = 1, 2 .... i are given. [a l 
means integer part of a. 
By calculation of this determinant we have 
Mj = M0(D~ !) Dj(_2~ - D(2) D(1) ) ' j  j-1 If the points 
[x~ k) , x(2 k) ], k = 0, 1, 2 satisfy the assumption 
then M 0 4:0 and thus, considering (4), it holds (7). 
Computation of D i by means of Theorem 1 requires 
the calculation of two relations (3) and (4), by means 
of Theorem 2 three relations (5) and M i. Since it is 
3. SOME APPL ICAT IONS 
Formula (6) can be succesfully used if relation (5) 
has to be computed for j = 1, 2 .. . . .  n for large 
number of combinations of initial values xj, 
j=- l ,  0, 1, 2. In this case it is sufficient o calculate 
from (3) once and for all Dlk), k =-2, -1 ,  0, 1, 2, J 
j = 1, 2 .. . . .  n-2 whereby xj + 2' J = 1, 2 . . . . .  n are 
given by (6 7 • 
Further applications of our relations will relate to 
computation of pentadiagonal systems of linear 
equations and to the computation of eigenvalues of 
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Computation of 
Algorithm 
given by 
Assumptions 
of using 
(4) 
(7) M0q= 0 
(97 Dj e0; j  =1,2,...i 
Gauss elimin- 
ation of Pi D j=~0; j=l '2 ' " ' i -1  
relation in aj_ 2. cj_ 1 ¢0;  
[1] j=3 ,4  .... i 
D i 
_+ X : 
6i-12 8i-18 
9i -4 12i -7 
6i-12 10 i+2[~] -20  2i 
4 i -7  7 i - l l  i-1 
7i-16 
Dj, j= l ,  2 . . . .  i 
+ X : 
7i-14 10i- 22 
12i-10 14 i - l l  
7 i -14  13i-26 2i'-2 
4 i -7  7 i - l l  i -  1 
15i-35 i-3 7i-16 15i-35 i-3 
pentadiagonal matrices. 
Consider (5) with X_l = x 0 = 0 as the infinite penta- 
diagonal system of linear equations. Because of (6) 
we have 
x j+2=( - I : (D~-2)+D! I )x l j  +DJ2)x27 
j= i - l , i  
and thus supposing that Di4= 0 setting xi+l___xi+2=0 
we get 
# 
(lo7 
where D! k), k = -2, 1, 2 are computed from (3). 
J 
From (10) we obtain the first two unknowns of the 
pentadiagonal system Pi x = e where x = (Xs), 
e = (es), s = 1, 2 . . . .  i whereby further x s, s = 3,4,...i 
can be calculated from this system recursively. 
Fast computation of D i by means of (4) can be used 
also to calculate eigenvalues of a pentadiagonal 
matrix i.e. for the computation of 
Di(k 7 = det [ Pi - k E i ] = 0 where E i is unit matrix 
of order i. 
For this computation we can use e. g. Newton's 
method whereby the derivative of Di(k 7 is obtained 
by differentiation of (4) i. e. 
}27'(k 7 - D(2)tk~ D (17 rk5 -D  D (1)(k) i ' ' i - l '  ' i-1 
where D~k)(k) means D! k)J in which, instead of b s 
we substitute bs-  X, s = 1, 2,... i. According to (3) 
we have  
D} = (k) - ( -k )  D (k) ck~ + (k) j -2 ,  ' 
j j -4  (k) + (X) + ( -1 :+1 f!k) (k) 
J 
where D.~k)'(X 7 t  = 0, j = -3, -2, -1, 0. 
J 
In the last chapter we use our results for the stabil- 
ity investigation of recurrence relation (57. 
4. STABILITY OF FIVE-TERM RECURRENCE 
RELATION 
Substitute into (5) fixed X_l, x 0 and x I and for 
a rb i t ra ryx2=x(2k) ,k=0,1andhavex}k)  2, 
j= l ,  2 . . . . .  from (5). Let 6 j+2=@l+Ti -x~? 2. 
In the following we shall study the behaviour of 
6 ;+2 , J  j = 1, 2 . . . . . .  
Def in i t ion 1 : Let for each e > 0 for which 
1621 <= e holds 16j+2i__< t je , j= l ,2  .. . . . .  
If tj -< c where c is a fixed number, then relation (57 
is very stable. If tj <-_ j then (5) is stable, otherwise 
unstable. 
From (6)we have 6 j+2= (-1:  D~ 27 6 2 i. e. the in- 
creasing 6j+2, J -= 1, 2 . . . . .  depends on the growth 
of D! 2) . Since < IDj(2)I<= cj [6j+21=tDJ2)le then if 
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(or =< j) then (5) is very stable (or stable), other- 
wise unstable. 
Consider the infinite matrix 
A= 
a 1 1 
b 2 a 2 1 
c3 b 3 a 3 1 
d4 c 4 b 4 a 4 1 
0 
. + . • • 
c+.. 
and denote the matrix consisting of the first j rows 
and columns of A by A! 2).j Let A~ 2), j = 1, 2 .... .  
have eigenvatues X (j), s = I, 2 . . . . .  j. 
S 
Definition 2 : Matrix A is diagonally dominant if 
ta l l= l+f  1, !a21=!+lb2 l+f  2, 
In31 = 1 + Ib31 + Ic31 + f3' 
l as l= l+ ibs l+ lcs l+ lds l+f  s, s=4,5  . . . . .  
where fs >=0' s=1,2  . . . . . .  If allfs >0 thenA is  
strictty diagonally dominant. 
It holds 
Lemraa 3 : If A is diagonally dominant hen in (8) 
1@2)1=>1, j = 1, 2 . . . . .  and the sequence 
IDj(2)I,-- j = 1, 2 . . . . .  is non-decreasing. 
Proof: will be made by induction. 
For a diagonally dominant matrix it holds Ih~2)l >_- 1, 
b 2 ih 2)l _>_ In21-1 h- ;t _->la21-1b21 1 and 
sL~ailarly th(32) I >= 1• 
Supposing that I h~2)[ >= 1, s = j-3, j -2, j -1 then, 
analogically, 
= bj cj I-I dj Ih}2)l > l a j i - I - -  I-I ...... =>lajl 
h (2) h (2) h (2) h (2) h (2) h(2)' 
j-1 j -2 j-1 j -3 j -2 j-1 
-Ibjl- Icjl- Idjl =~ 1. 
D! 2) 
Since [hj(2)l = I J----J--- 
j =2 ,3  . . . . . .  
= I)J = D (2) I > 1 then I 2)1 >1 j-1 ' 
Further we formulate three simple theorems about 
stability (57. 
Theorem 3 : Let the matrix A be strictly diagonally 
dominant. I f fs +1~=q>1'  s = 1, 2,.... where 
q is a fixed number then (57 is unstable. 
Proof: Similarly as in Lemma 3 it can be shown 
Ih~2) l> l+fs ,  s=1,2  . . . . .  and then that 
s=l  S S~_l 
i. e. ID~2)I , /  J = 1, 2,... grows faster than the geo- 
_ 1  
metrical sequence with quotient q i. e. the relation 
(5) is unstable. 
Theorem 4 : Let the matrix A be diagonally dominant. 
Denotingb 1=c l=d 1=c 2=d 2=d 3=0 if 
J 
s I l l ( l as [+ lbs l+ lcs l+ lds f  )_-<j then (5) is stable• 
Proof: Because of (8) it holds 
Ih12)l --< lasl + Ibsl + ICsl + Idsl, s = 1, 2 . . . . . .  Thus 
J 
if IDj(2)I ----< s=±lI ([aol +o  lbsl + I%1+ Idsl) --<j then 
(5) is stable. 
Theorem 5 : If the arbitrary norm of matrices A! 2), 
J 
j = 1, 2 . . . . .  is =< 1 then (5) is very stable. 
Pro#:  Let for each A! 2) holds IIAj(2)II(j) < 1 
3 
where II 11'9u is the arbitrary norm of matrix A! 2). 
J 
Since [)ks(J) [ <_- IIA!2)ll(j)a <= 1, s = 1, 2, - - • . j ;  
j = 1, 2 . . . . .  then for each j holds ID!2)l_- fi @) J< 1, 
3 s=l  
and thus (57 is very stable. 
Remark : We supposed that X l ,  x 0 and x I in (5) are 
fixed and x 2 is arbitrary. Analogical investigations 
of stability can be made also under a different 
distribution of fixed and arbitrary initial values of 
(57. 
m,,  
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