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(57) ABSTRACT 
A method and system for identifying a subject comprises 
obtaining a digitised recording of an electrocardiogram 
measurement of the subject to be identi?ed, the digitised 
recording being a cyclic Waveform having a peak amplitude. 
The digitised recording is normalised to reduce variations 
due to physiological effects, and the normalised recording is 
processed to determine a feature vector in the frequency 
domain. The distance betWeen the determined feature vector 
and a predetermined feature vector is measured to identify 
the subject. 
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Figure 1: An ideal ECG cycle showing different diagnqstic feature points 
'1» a, :h m m 15 via \m‘u» “TH: 10 in in ‘50121: 1h16a u 
' ‘II-kph V 
c d 
Figures 2a to 2d: An ideal ECG cycleshowing different diargnostic feature points 
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Figure 3: Distance between adjacent ECG cycies 
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Figure 4: Normalized Error Distribution with a Gaussian superimposed 
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Figure 5: Metric from a typical ECG cycle 
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METHOD FOR IDENTIFYING INDIVIDUALS 
BACKGROUND OF INVENTION 
[0001] The present invention relates to methods for iden 
tifying human individuals. The term “identifying individu 
als” is used particularly to include detecting or con?rming 
the identity of a given individual. 
[0002] Avariety of methods are knoWn to identify human 
individuals, ranging from ?ngerprint identi?cation to voice 
identi?cation. There is a risk of fraudulent reproduction in 
each method. Many such methods also suffer from the 
drawback that the results are unreliable (eg because at 
different times humans have different vocal characteristics) 
or require relatively sophisticated measurement devices (eg 
a ?nger print sensor). 
[0003] One conventional technique [3] proposes the mea 
surement of a subject’s heart beat pro?le and the extraction 
of characteristics of the heart beat pro?le Which are then 
compared to a database of heart beat pro?les from a plurality 
of individuals to identify Whether the individual is one of the 
plurality of individuals and, if so, the identity of the subject. 
[0004] The heart beat pro?les used in the technique 
described in [3] are electrocardiograms (conventionally 
abbreviated as ECG or EKG). In this technique, extracting 
facilities are contained in the ECG machine for extracting a 
number of selected features of a subject’s ECG readings. 
The selected features are processed by soft independent 
modeling of class analogy (SIMCA) Which applies auto 
matic clustering algorithms to the data to build a principal 
component analysis model enabling the identi?cation of 
sample subjects. 
[0005] One disadvantage of the system described in [3] is 
that it requires a complicated ECG machine ?tted With the 
feature selection equipment and supervised operation and 
training to operate the machine. 
SUMMARY OF INVENTION 
[0006] The present invention aims to provide a neW and 
useful method of identifying individuals based on the con 
cept that the ECG of a subject shoWs a characteristic 
constancy Which is suf?cient for the individual to be iden 
ti?ed, although it also includes a variability due to a number 
of factors (both knoWn and unknown). Preferably, the 
present invention aims to provide a method of identifying 
individuals by processing the output from an ECG machine 
such that variations are normalised, or modeled, to accen 
tuate the constant characteristics in the signal. 
[0007] In general terms, the present invention in a ?rst 
aspect proposes a method for identifying a subject compris 
ing the steps of: 
[0008] (a) obtaining a digitised recording of an electro 
cardiogram measurement of the subject to be identi?ed, said 
digitised recording being a cyclic Waveform having a peak 
amplitude; 
[0009] (b) normalising the digitised recording for reducing 
variations due to physiological effects; 
[0010] (c) processing the normalised recording to deter 
mine a feature vector in the frequency domain; and 
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[0011] (d) measuring the distance betWeen the determined 
feature vector and a predetermined feature vector to identify 
the subject. 
[0012] Preferably, the step of normalising comprises nor 
malising the peak amplitude of the digitised recording. 
[0013] In a preferred embodiment, if the digitised Wave 
form has a DC component, the step of normalising com 
prising removing the DC component. 
[0014] In a preferred embodiment, the step of normalising 
comprises taking an average of the peak amplitude of a 
number consecutive cycles to reduce statistical errors, and, 
preferably, prior to taking the average of the peak amplitude, 
aligning the peaks of the cyclic Waveforms. 
[0015] Preferably, the step of normalising comprises resa 
mpling the digitised recording, for example, using FFT 
resampling techniques. 
[0016] Preferably, the step of normalising comprises 
obtaining a quadrature distance for each cycle against a 
running average of the cycles and rejecting a cycle When the 
distance is more than a predetermined distance until a 
predetermined number of cycles has been averaged. 
[0017] In a preferred embodiment the step of processing 
comprises processing the normalised recording to determine 
a frequency response and may comprise obtaining the qua 
dratic distance betWeen the feature vector and a predeter 
mined vector. 
[0018] Preferably, the step of measuring includes obtain 
ing the quadratic distance betWeen the feature vector and a 
predetermined vector, applying a correction for standard 
deviations in both vectors to obtain an error-compensated 
distance and comparing the error-compensated distance With 
a predetermined value to identify the subject. 
[0019] According to a further aspect of the invention there 
is provided a system for identifying a subject using a 
digitised recording of an electrocardiogram measurement of 
the subject to be identi?ed, said digitised recording being a 
cyclic Waveform having a peak amplitude the system com 
prising: 
[0020] (a) a normalising device for normalising the digi 
tised recording; 
[0021] (b) a processor for processing the normalised 
recording to determine a feature vector in the frequency 
domain, the processors being arranged to measure the dis 
tance betWeen the determined feature vector and a prede 
termined feature vector to identify the subject. 
[0022] Preferably, the system for identifying a subject 
using a digitised recording of an electrocardiogram mea 
surement of the subject to be identi?ed, is arranged to carry 
out the method de?ned above. 
BRIEF DESCRIPTION OF DRAWINGS 
[0023] Preferred features of the invention Will noW be 
described, for the sake of illustration only, With reference to 
the folloWing ?gures in Which: 
[0024] FIG. 1 is a graph shoWing the variation of voltage 
output over one cycle of an ECG and the different diagnostic 
feature points; 
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[0025] FIGS. 2a, 2b, 2c and 2d are graphs showing the 
variation of voltage output over a number of cycles of an 
ECG at different stages of the analysis of the voltage output; 
[0026] FIG. 3 is a graph shoWing a distribution of metric 
distances (Qd) betWeen an ECG cycle and the average ECG 
cycle used to compute the metric; 
[0027] FIG. 4 shoWs the distribution of normalised errors 
With a Gaussian distribution superimposed thereon; 
[0028] FIG. 5 is a graph shoWing the frequency compo 
nents of the metric obtained from a typical ECG cycle; 
[0029] FIG. 6 is a graph shoWing, for tWo conditions, a 
distribution of metric distances (Qd) against the probability 
that the metrics are taken from the same subject, one 
condition being Where the measurements are taken from the 
same subject and the other condition being Where the 
measurements are taken from different subjects; 
[0030] FIG. 7a is a graph shoWing, for tWo conditions, a 
distribution of metric distances (Qd) against the probability 
that the metrics are taken from the same subject, one 
condition being Where the measurements are taken from the 
same subject and the other condition being Where the 
measurements are taken from different subjects With 
samples taken at intervals of more than one hour; 
[0031] FIG. 7b is a graph shoWing a distribution of 
distances betWeen metrics alloWing for statistical errors (12) 
against the probability that the metrics are taken from the 
same subject, one condition being Where the measurements 
are taken from the same subject and the other condition 
being Where the measurements are taken from different 
subjects With samples taken at intervals of more than one 
hour; and 
[0032] FIG. 8 is a graph shoWing a distribution of dis 
tances betWeen metrics alloWing for statistical errors (7.2) 
against the probability that the metrics are taken from the 
same subject, one condition being Where the measurements 
are taken from the same subject and the other condition 
being Where the measurements are taken from different 
subjects. 
DETAILED DESCRIPTION 
[0033] There have been a number of advances in ECG 
(electrocardiogram) measurement techniques recently 
Which enhance both the accuracy and convenience of the 
data collection Such techniques have made it possible to 
identify, for example, that an individual’s ECG depends 
upon the orientation of the individual’s heart 
[0034] Such dependence suggests that an identifying sig 
nature based on ECG can be robust against fraudulent 
reproduction. The previous Work in this direction [3] used 
supervised clustering techniques on time domain parameters 
and reported encouraging results. We employ robust fre 
quency domain techniques after eliminating or minimiZing 
knoWn sources of variabilities. 
[0035] An Electro-Cardiogram is a representation of the 
heart’s electrical activities. Typically, an ECG measures and 
records different electrical potentials on the surface of the 
human body. These potentials arise from the electrical 
activities of the heart. An ECG cycle may roughly be divided 
into the phases of depolariZation and repolariZation of the 
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muscle ?bers making up the heart. The depolariZation 
phases correspond to the P-Wave (atrial depolarization) and 
QRSWave (ventricles depolariZation). The repolariZation 
phases make up the T-Wave and U-Wave (ventricular repo 
lariZation). The different peaks of the ECG-complex are 
shoWn in FIG. 1. 
[0036] An ECG is typically measured by placing ten 
electrodes on selected spots on the human body surface. The 
most common ECG measurement makes use of 10 elec 
trodes placed on the body. Out of these ten electrodes, six 
electrodes are placed on the chest, and four electrodes are 
placed on the extremities. A comprehensive discussion of 
Electro-Cardiogram and measurement principles can be 
found in The electrical potential differences in 12 
different directions out of the ten electrodes are measured. 
[0037] These 12 different electrical vieWs of the activity in 
the heart are normally referred to as leads. The 12 leads are 
made up of three bipolar and nine monopolar leads. The 
three bipolar leads are the electrical potentials betWeen the 
right and left arm (lead I), the right arm and left foot (lead 
II), and betWeen the left arm and left foot (lead III). 
[0038] For the monopolar leads, four different arti?cial 
reference points are constructed. These reference points are 
the average of the signals seen at tWo or more electrodes. 
Using these reference points, the potentials appearing on the 
left arm (aVL), the right arm (aVR), the left foot (aVF), and 
on the six chest electrodes (V1-V6) are measured. The right 
foot is normally used for grounding purposes only. 
[0039] It is true that there is substantial variability among 
individuals, as demonstrated by several studies [5, 6, 7]. This 
inter-individual variability is a problem from a medical 
diagnostic point of vieW. Furthermore, there is an intra 
individual variability. For example, one study [8] has 
reported the effects of exercises on the shape of the ECG 
cycle (i.e. normaliZed slopes) in addition to the more pal 
pable variations in overall rate and amplitude. 
[0040] The method proposed by the present invention does 
not model the variations in slope of the ECG cycle, but 
concentrates on the qualitative constancy in the shape, and 
formaliZes Ways of reducing the intra-individual variability 
to a point Where it is not signi?cant. 
[0041] An ECG depends on physical conditions such as 
exertion, medical condition such as fever and emotional 
states such as anger or fear. In addition to such intrinsic 
variations, the measurement techniques introduce another 
set of uncertainties. Noise pickup, electrode position and 
conductive differences all contribute to the intra-individual 
variability. There are also statistical effects to Worry about. 
[0042] The statistical errors in the ECG signal are mini 
mised by taking an average of a number of consecutive ECG 
cycles. Note that a simple minded averaging based on the 
average time period does not Work in the case of bio-electric 
signals because of the tiny uncertainties in the time period 
(see FIG. 2(b)). It is necessary to line up the different ECG 
cycles at some prominent feature point. In a preferred 
embodiment of the invention the QRS complex (see FIG. 1) 
is used to line up different cycles. The algorithm described 
in [9] is used to search for the QRS complex in a cycle. 
[0043] The systematic variations (sloW drifts, calibration 
issues) are handled by normaliZing the amplitude. The R 
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peak is normalised to have a value of one and ensure that the 
average DC component is Zero. It is important to have Zero 
DC value as a Fourier analysis is used in the frequency 
domain and non-Zero DC value induces arti?cial differences 
in any distance measured betWeen spectra. 
[0044] The variations due to (non-medical) physiological 
reasons typically shoW up as changes in the fundamental 
frequency, ie the heart beats faster or sloWer. In order to 
normalise this systematic variability, the averaged cycle is 
“stretched” or “compressed” to a constant time period using 
resampling techniques. Resampling is trivial in the fre 
quency domain. Sampling up implies padding the frequency 
spectrum With Zeros, and sampling doWn is the same as 
band-limiting. 
[0045] In order to reduce knoWn variabilities further, ECG 
cycles are validated before averaging, i.e. ensuring that they 
are not very different from each other. This is done by 
studying the quadrature distance betWeen each cycle used in 
computing the average ECG cycle and the running average. 
[0046] FIG. 3 shoWs the distribution of the quadrature 
distance betWeen an ECG cycle and the average ECG cycle 
used to compute the metric. Based on this distribution, it is 
preferred that the distance be less than 1 before averaging is 
performed. This selection criterion removes about 10% of 
the cycles and improves the statistical quality of the metric. 
[0047] The data sample used in this Work Was proposed by 
Physionet [10] and the tools available therefrom for access 
ing the data Were used in preferred embodiments of the 
present invention. The records Were visually inspected and 
it Was subjectively decided Which records to use. The 
decision Was based on the shape of the ECG being close to 
an ideal ECG (FIG. 1). A qualitatively reasonable de?nition 
of the QRS complex is required for the algorithm used in 
preferred embodiments of the present invention to Work. For 
the general studies, the QT Database Was used, Which 
contains a total of 105 ?fteen-minute excerpts of tWo 
channel ECGs. A detailed description of this database is 
available in [11]. Out of these, 84 samples Were chosen for 
the folloWing studies. From each ECG signal, multiple 
sections of 10 cycles Were studied, each at about 40 second 
intervals. 
[0048] For robustness studies, the MIT-BIH Normal Sinus 
Rhythm Database Was used. This database includes 18 
long-term ECG recordings of subjects referred to the 
Arrhythmia Laboratory at Boston’s Beth Israel Hospital 
(noW the Beth Israel Deaconess Medical Center). Subjects 
included in this database Were found to have had no sig 
ni?cant arrhythmias; they include 5 men, aged 26 to 45, and 
13 Women, aged 20 to 50. 11 of these 18 data sets Were used 
for the present robustness studies. Multiple sections of about 
10 cycles at more than 1 hour interval (100 times longer than 
the general studies) Were studied and the metrics betWeen 
same and different persons Were compared. 
[0049] An ideal cardiac cycle is shoWn in FIG. 1. A 
measured ECG cycle is quite a bit more noisy. The shape and 
constancy of a measured cycle (e.g. FIG. 2(a)) depend on 
measurement effects, electrode placement, noise, etc. The 
different steps in the analysis are aimed at getting to the ideal 
picture starting from a measurement. 
[0050] After reading the data, an attempt is made to 
minimiZe statistical effects by averaging over a number of 
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cycles (10 in the current version). As shoWn in FIG. 2(b), a 
straightforWard Wrapping around of the cycles using the 
average time period is disastrous. The QRS complex of each 
ECG cycle is lined up before taking an average. This results 
in a Waveform shoWn in FIG. 2(c). Note that even in this, 
there is some systematic variation betWeen cycles, as evi 
denced by the thickness of the overlaid curves. This is 
minimiZed by normalising each cycle so that the R peak is 
at 1 and the average DC is Zero. This is shoWn in FIG. Also shoWn on FIG. 2(a') is the averaged aveform. 
[0051] Any selection on a statistical ensemble can skeW 
the error distribution and bias the conclusions. Hence, it is 
necessary to verify that the error distribution is normal after 
the selection in validating the ECG cycles. 
[0052] FIG. 4 shoWs the distribution of normaliZed devia 
tions from the mean for each point in the ECG cycles. If X 
is the measurement, 1% the mean and I the estimated 
standard deviation, then the distribution plotted is that of I‘. 
[0053] If the I is Well estimated and the errors are unbi 
ased, then the distribution is supposed to be a normal 
Gaussian. Superimposed on the distribution in FIG. 4 is a 
free ?t to a Gaussian. The ?t values correspond Well to a 
normal distribution, verifying that the errors are not skeWed 
in anyWay. 
[0054] Once the average typical ECG cycle is obtained 
With normalised amplitude, it is necessary to consider the 
variations in the time axis. Such variations are likely to come 
from physiological causes. In preferred embodiments of the 
present invention, time period variations are handled by 
stretching or compressing the Wave to a standard time period 
using FFT resampling techniques. 
[0055] Then a metric is de?ned as the ?rst 64 components 
of the frequency spectrum. Note that the spectrum is Well 
behaved and has Zero value at 0 HZ since We normalised the 
ECG cycle. Also, note that the spectrum is independent of 
time shifts in the averaged cycle, ie the QRS complex can 
be anyWhere Within the period Without affecting the spec 
trum. Despite this property, in a preferred embodiment of the 
present invention, the average cycle Was rotated so that the 
QRS complex alWays falls at a certain ?xed position. This is 
done so to enable the extraction of more information from 
the phase spectrum later. FIG. 5 shoWs a typical metric. 
[0056] In order to estimate the statistical signi?cance of 
any measure of distance betWeen tWo metrics, it is essential 
to understand the errors associated With the metric. The 
standard deviation of the 10 cycles of ECG used to compute 
the metric is a measure of the statistical error associated With 
the ECG measurement. It can be shoWn that the errors on the 
metric are completely determined by the errors on the 
typical, averaged ECG cycle and the phase response of the 
FFT. The folloWing describes hoW these errors can be 
propagated to the metric. Once the errors are understood, it 
is possible to construct an 12 and use it as a measure of 
distance betWeen tWo metrics. Consider a signal in the time 
domain de?ned by n time samples and the corresponding 
errors. Using a vector notation, it can be represented as X 
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AzX. (X is an n dimensional vector). The FFT of X is to be 
referred to as Y. The Fast Fourier Transform (FFT) of X is 
de?ned as: 
[0057] In terms of the components, 
(3) 1 
1'10 
[0058] The errors on Y are I-Y. Taking the differential of 
Equation (3), these errors may be computed as 
[0059] The metric is the frequency response F and the 
errors on the components fk are of interest. F can be 
expressed in n dimensional vector notation Which translates 
to component notation as 
YEFei‘l’ 
[0060] Which translates to component notation 
yk=7'(Yk)+ig‘0/k)=fk COS ¢k+lfk Sin (Pk (5) 
[0061] Equation (5) de?nes IIk by equating real and imagi 
nary parts. Also, 
[0062] Equation (6) can be reWritten in terms of the 
components as 
I Zk-IYQZ-‘IYO’QZ (7) 
[0063] The errors on yk may be propagated to those in fk 
by taking the differentials of Equation (7) 
[0064] Using 1(yk)=fk cos 4) and i”s(yk)=fk sin (pk from 
Equation (5) 
|5fk|=|1(5yk)COS <I>k|+|$(5yk)Sin <I>k| 
[0065] Substituting for I‘yk from Equation (4), and going 
back to the vector notation: 
[0066] Thus, the errors on the metric can be com 
pletely calculated from the errors on the typical, averaged 
ECG cycle and the phase response of the FFT. The 
standard deviation of the 10 cycles of ECG used to compute 
the metric is a measure of the statistical error IX. This is 
propagated and IF computed as described above. 
[0067] Since the frequency components de?ne an orthogo 
nal basis, the metric may be thought of as a vector in a 64 
dimensional space. Then a measure of distance betWeen tWo 
metrics may be de?ned as the quadrature distance in the 64 
dimensional space. The Quadratic Distance (Qd) betWeen 
tWo metrics (N11 and N12 Whose components are M1j and M2j) 
is de?ned as: 
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[0068] For ECGs from the same person at different times, 
the distribution of this metric distance should peak around 
Zero. For different people, the peak should be at a positive 
value. FIG. 6 shoWs these tWo distributions, Which con?rm 
expectations. As the statistical errors to the metric have been 
propagated, a more accurate measure of the signi?cance of 
the distance may be de?ned as the 12 difference betWeen the 
metrics. The 7.2 is de?ned as 
(10) 
[0069] Where, in addition to the symbols used in Equation 
(1), the errors on the components of the tWo metrics In and 
I~2j are included 
[0070] For tWo ECGs from the same person at different 
times, it is anticipated that the distribution of this metric 
distance Will peak around Zero. For different people, the 
peak should be at a positive value. FIGS. 7a and 7b shoW 
these tWo distributions, Which con?rm expectations. 
[0071] The analysis has the folloWing steps: 
[0072] 1. The ECG data is read. 
[0073] 2. The time period is dynamically recomputed, and 
the beginning of each ECG cycle is identi?ed by matching 
the qrs complex. 
[0074] 3. The amplitude in each cycle is normalised so that 
the R peak is 1.0 and the DC value is Zero. 
[0075] 4. The data is Wrapped at the dynamically recom 
puted periods so that the R peaks overlie each other. 
[0076] 5. The average ECG (and the statistical error on it) 
is found by summing up the overlying ECG cycles. 
[0077] 6. The time period is normalised to a constant. 
[0078] 7. The frequency spectrum (and the error) of the 
average, normalised ECG cycle is computed. 
[0079] 8. The frequency response of the normalised aver 
age cycle is compared to study the inter- and intra-individual 
variability. 
[0080] FIGS. 6 and 8 shoW the results of the Applicant’s 
studies as histogram distributions of the distance measures 
(Quadrature Distance in FIGS. 6 and 12 distance in FIGS. 8.) 
On the X axis is plotted the distance value and on the Y axis 
is plotted the number of times such a distance value is 
obtained. Since the areas under each histogram is normal 
iZed to unity, these distributions represent the probability 
density functions of Qd and 12. In each ?gure, the Qd and I2 
from same person’s ECG taken at different times and 
different people’s ECG have been super-imposed. With an 
arbitrary selection criterion (the “cut” value chosen to coin 
cide Where the tWo curves intersect, for example) on Qd or 
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7.2, it is possible to compute the Ef?ciency, False Acceptance 
Rate and False Rejection Rate as de?ned beloW. 
[0081] Ef?ciency describes hoW often the method 
embodying the present invention succeeds in identifying the 
right person using ECG metric. It is de?ned as the fraction 
of the right combinations accepted. It corresponds to the area 
of the right combination curve beloW the “cut” value. 
[0082] False Acceptance Rate FAR describes hoW often 
the method embodying the present invention falsely identi 
?es a Wrong person using ECG metric. It is the fraction of 
the Wrong combinations accepted. It corresponds to the area 
of the Wrong combination curve beloW the “cut” value. 
[0083] False Rejection Rate FRR is a measure of the 
frequency of the right person being rejected. It corresponds 
to the area of the right combination curve above the “cut” 
value. 
[0084] Equal Error Rate EER is traditionally used as a 
measure of the “goodness” of a biometric system. It is 
de?ned as the point Where False Acceptance Rate equals the 
False Rejection Rate. 
[0085] FIGS. 6 and 8 establish the inter-individual vari 
ability that can be used for identi?cation purposes. i.e., these 
?gures shoW that the ECGs from different individuals are 
different in a consistent Way and that the feature metrics 
extracted from these ECGs amplify the characteristics, 
Which can be used for identi?cation. HoWever, they do not 
establish that for the same subject, the ECG taken at 
different times under different conditions may not confuse 
the identi?cation algorithms. In order to verify that this 
intra-individual variability does not pose a threat to results, 
a series of long term data ?les are analyZed. (See the section 
on data sampling described above for details.) Similar to the 
general analysis, multiple sections of about 10 cycles Were 
chosen and the metrics compared betWeen the same and 
different persons. HoWever, for robustness studies, the inter 
val betWeen the chosen samples Was increased by a factor of 
about 100 (compared to our general analysis). 
[0086] FIGS. 7a and 7b shoW the results of the robustness 
studies. The statistics available for long term data are 
limited. HoWever, FIG. 6 shoWs remarkable consistency 
With FIGS. 6 and 8. 
TABLE 1 
Summary of Results 
Short Data Long Data 
Qd X2 Qd X2 
“Cut” 9.5 300 7.5 125 
E?iciency 73% 77% 79% 75% 
FAR 23% 24% 19% 24% 
FRR 27% 23% 21% 25% 
EER 25% 23.5% 20% 24.5% 
[0087] The results obtained from the studies are tabulated 
in Table 1. The entries in this table are derived from FIGS. 
6, 7a, 7b and 8 and they summariZe both the general analysis 
and the robustness studies. Particular attention should be 
paid to the folloWing: 
[0088] 1. The 12 distance betWeen the metric gives better 
results. This Was expected because proper treatment of the 
Dec. 9, 2004 
measurement errors must reduce the erroneous estimate of 
signi?cance in distance measurements. 
[0089] 2. The long term data, though statistically limited, 
gives numbers similar to the short term data. This proves that 
even relatively long periods (of almost 24 hours), ECG 
Waveform from a person retains distinctive features that the 
analysis embodying the present invention is able to extract. 
[0090] It has been shoWn in the present study that knoWn 
variabilities in a user’s ECG signal may be normaliZed out 
to come up With a robust metric. This metric can be used to 
identify different users. By looking at the data to Which 
access Was obtained, it Will be seen that about 77% of the 
Wrong combinations are rejected While keeping about 77% 
of the right combinations (i.e., an Equal Error Rate of 23%). 
The data used contained medical pathologies Where the ECG 
data really changed during the measurements (i.e., heart 
conditions manifesting themselves during the measurement 
time). It is anticipated that the acceptance rate Will go up for 
normal subjects. 
[0091] Conversely, Whereas the data used in the present 
experiments contains consecutive data for a number of 
patients under controlled conditions, it may be useful for the 
database to include data for normal healthy subjects under 
varying conditions. 
[0092] Although only a single embodiment of the inven 
tion has been described, many variations are possible Within 
the scope of the invention as Will be evident to a skilled 
reader. 
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1. A method for identifying a subject comprising the steps 
of: 
(a) obtaining a digitised recording of an electrocardio 
gram measurement of the subject to be identi?ed, said 
digitised recording being a cyclic Waveform having a 
peak amplitude; 
(b) normalising the digitised recording for reducing varia 
tions due to physiological effects; 
(c) processing the normalised recording to determine a 
feature vector in the frequency domain; and 
(d) measuring the distance betWeen the determined fea 
ture vector and a predetermined feature vector to iden 
tify the subject. 
2. A method according to claim 1, Wherein the step of 
normalising comprises normalising the peak amplitude of 
the digitised recording. 
3. A method according to claim 1, Wherein the digitised 
Waveform has a DC component, the step of normalising 
comprising removing the DC component. 
4. A method according to claim 1, Wherein the step of 
normalising comprises taking an average of the peak ampli 
tude of a number consecutive cycles to reduce statistical 
errors. 
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5. A method according to claim 4, Wherein the step of 
normalising comprises aligning the peaks of the cyclic 
Waveforms prior to taking the average of the peak amplitude. 
6. A method according to claim 1, Wherein the step of 
normalising comprises resampling the digitised recording. 
7. A method according to claim 6, Wherein the step of 
resampling comprises resampling using EFT resampling 
techniques. 
8. A method according to claim 1, Wherein the step of 
normalising comprises obtaining a quadrature distance for 
each cycle against a running average of the cycles and 
rejecting a cycle When the distance is more than a prede 
termined distance until a predetermined number of cycles 
has been averaged. 
9. A method according to claim 1, Wherein the step of 
processing comprises processing the normalised recording 
to determine a frequency response. 
10. A method according to claim 1, Wherein the step of 
processing comprises obtaining the quadratic distance 
betWeen the feature vector and a predetermined vector. 
11. A method according to claim 1, Wherein the step of 
measuring includes obtaining the quadratic distance 
betWeen the feature vector and a predetermined vector, 
applying a correction for standard deviations in both vectors 
to obtain an error-compensated distance and comparing the 
error-compensated distance With a predetermined value to 
identify the subject. 
12. A system for identifying a subject using a digitised 
recording of an electrocardiogram measurement of the sub 
ject to be identi?ed, said system being arranged to carry out 
the method according to claim 1. 
13. A system for identifying a subject using a digitised 
recording of an electrocardiogram measurement of the sub 
ject to be identi?ed, said digitised recording being a cyclic 
Waveform having a peak amplitude the system comprising: 
(a) a normalising device for normalising the digitised 
recording; 
(b) a processor for processing the normalised recording to 
determine a feature vector in the frequency domain, the 
processors being arranged to measure the distance 
betWeen the determined feature vector and a predeter 
mined feature vector to identify the subject. 
* * * * * 
