The formation mechanism of the hot gaseous halo associated with the Milky Way Galaxy is still under debate. We report new observational constraints on the gaseous halo using 107 lines-of-sight of the Suzaku X-ray observations at 75
INTRODUCTION
The evolution of galaxies is regulated by inflowing gas from the intergalactic medium and outflowing gas from the disk region (Tumlinson et al. 2017 , and references therein). In a spiral galaxy with a mass of 10 12 M , inflowing gas is expected to form a hot gaseous halo (T > 10 6 K) via accretion shocks and adiabatic compression extending to the viral radius (Kereš et al. 2009; Crain et al. 2010; Joung et al. 2012) , while stellar feedback forms superbubbles in the disk and drives multiphase gas outflows up to several kpc above the disk (Hill et al. 2012; Kim & Ostriker 2018) . Numerical simulations show divergent behavior in the formation of gaseous halos due to different implementations of feedback and star formation (Stewart et al. 2017 ). Therefore, observational constraints on the properties of hot gaseous halos are essential to understanding the amount of accreting and outflowing gas.
A hot gaseous halo around the Milky Way Galaxy (hereafter MW) has been confirmed via X-ray observations. Early X-ray missions found a diffuse X-ray background in the 0.5-1.0 keV band (Tanaka & Bleeker 1977; McCammon & Sanders 1990 , and references therein), and the ROSAT all-sky survey revealed the detailed spatial distribution of the X-ray emissions (Snowden et al. 1997) ; in addition to the prominent features around the center of the MW, significant excesses that cannot be explained by the superposition of extragalactic active galactic nuclei are found. After the advent of grating spectrometers and microcalorimeters, absorption and emission lines of O VII and O VIII at zero-redshift were observed, which provide evidence of the association of hot gas with the MW (e.g., Fang et al. 2002; McCammon et al. 2002) .
The detailed spatial distribution of the MW hot gaseous halo has been extensively investigated using emission and absorption lines over the past decade. Combined with emission and absorption line measurements toward LMC X-3, Yao et al. (2009) constructed a disk-like distribution model with a scale height of a few kpc, suggesting a significant contribution of hot gas produced by stellar feedback rather than accretion shocks. Similar results were obtained in other two lines-of-sight (Hagihara et al. 2010; Sakai et al. 2014) . Conversely, Gupta et al. (2012) presented a hot gas distribution extending up to ∼ 100 kpc using absorption lines data toward several extragalactic sources. Miller & Bregman (2013 analyzed 29 absorption-lines and 649 emission-lines measurements and formulated an extended spherical morphology represented by the β model. The cause of the discrepancy between these results is not clear but might be due to different assumptions, such as the temperature profile and metallicity.
As a complement to the above line data analyses, broadband X-ray spectroscopy including the continuum has been performed. In contrast to the line data analyses, where temperature and metallicity need to be assumed, broadband spectroscopy can self-consistently determine the temperature, emission measure, and metallicity. This approach has been widely used for observations of nearby dark clouds with CCD detectors (Smith et al. 2007; Galeazzi et al. 2007; Henley et al. 2007 Henley et al. , 2015a . However, systematic analyses with large samples are limited due to limited photon statistics compared to line measurements. Yoshino et al. (2009) analyzed 13 lines-of-sight of the Suzaku observations, and Henley & Shelton (2013) analyzed 110 lines-of-sight of the XMM-Newton observations.
In this paper, we present new broadband spectroscopic results of the MW hot gaseous halo using 107 lines-of-sight of the Suzaku observations. The X-ray CCDs aboard Suzaku (XIS; Koyama et al. 2007 ) have low and stable instrumental background and good spectral responses below 1 keV compared to the X-ray CCDs aboard Chandra and XMM-Newton . Therefore, it is suitable for the spectroscopy of faint diffuse emission. The data selection and screening are explained in Section 2. The spectral modeling and results are shown in Section 3, and the interpretations of the results are discussed in Section 4.
OBSERVATIONS AND DATA REDUCTION

Data selection from the Suzaku archive
We used archival data of the Suzaku/XIS, which is sensitive to 0.2-12.0 keV X-rays. The XIS consists of three front-illuminated (FI) type CCDs (XIS0, XIS2, and XIS3) and one back-illuminated (BI) type CCD (XIS1) located at the focal planes of four independent X-ray telescopes (Serlemitsos et al. 2007 ). XIS2 has not been functioning since 2006 November, and was not used in our analysis. The effective area at 1.5 keV is ∼ 1030 cm 2 combined with the remaining three sensors. The field-of-view (FoV) is ∼ 18 × 18 with a spatial resolution of ∼ 2 in a half-power diameter.
We accumulated the observations pointing to the Galactic anticenter (75 • < l < 285 • ) and outside the Galactic plane (|b| > 15
• ). Observations toward the Galactic center were not used because additonal diffuse hot gas associated with past Galactic Center activities would contaminate the results for the hot gaseous halo (e.g., Su et al. 2010; Nakashima et al. 2013; Kataoka et al. 2013; Miller & Bregman 2016) .
The observations contaminated by other X-ray emitting extended objects such as clusters of galaxies, galaxies, supernova remnants, and superbubbles were excluded. Bright compact objects are other contaminant sources due to the wide point spread functions of the Suzaku telescopes. Referring to the HEASARC Master X-ray Catalog 1 , we removed observations aimed at sources brighter than 10 11 erg s cm −2 . Photons from extremely bright sources outside the XIS FoV are also scattered into the detector; that is so-called "stray light" (Serlemitsos et al. 2007 ). Therefore, observations within a 90 radius of sources of F X > 10 10 erg s cm −2 were discarded. In addition, the observations of specific targets, such as the Moon, Jupiter, nearby dark clouds (MBM16, MBM20, and LDN1563), and helium focusing cone were excluded. Finally, observations of which effective exposures were less then 10 ks after the screening described in the next section were also excluded. As a result of these selections, we accumulated 122 observations with a total exposure of ∼ 6.4 Ms ( Figure 1 and Table 1 ). Some observations cover the same sky regions. To identify line-of-sight directions, we assigned the region IDs; the same region ID was assigned to the observations of the same sky region. The total number of lines-of-sight is 107.
Data reduction
The selected XIS data were reprocessed via the standard pipeline with HEASOFT version 6.22 and the calibration database as of 2016 April 1. We then removed additional flickering pixels that were found in the longterm background monitering 2 . Due to the charge leak- Figure 2 . XIS count image in the 0.7-5.0 keV band for OB-SID 502047010 (region #7) aiming at (l, b) = (86.
• 0, −20.
• 8). The data of XIS 0, XIS 1, and XIS 3 were co-added. The vignetting effect was not corrected, and Gaussian smoothing with σ = 16 was applied. Point source candidates detected by the wavdetect tool are shown in the green circles.
age, segment A of the XIS0 was not used for the data taken after 2009 June 27 3 . To remove point sources in the XIS FoVs, we created 0.7-5.0 keV raw count images where data from all the sensors were co-added and searched for source candidates using the wavdetect tool in the CIAO package 4 . Figure 2 shows an example of the results. We found 13 candidates in that image including possible false detections with a significance of < 3σ. The number of detected sources in one observation ranged between 1 and 16, depending on the effective exposure times. All the detected candidates from the event list were removed via circular regions (Figure 2 ).
The geocoronal solar wind charge exchange (SWCX) emission is a possible contaminant source below 1 keV. Its flux varies on a time scale of hours and correlates with the proton flux of the solar wind (e.g., Fujimoto et al. 2007; Ishikawa et al. 2013) . Previous studies have successfully reduced geocoronal SWCX contamination by screening out durations where the solar wind proton flux exceeds 4 × 10 8 protons cm −2 s −1 (e.g., Yoshino et al. 2009; Henley & Shelton 2013; Miller & Bregman 2015) . We followed these screening criteria with the proton flux calculated from the OMNI database 5 .
For the data below 0.7 keV, we adopted one additional screening criterion to suppress contamination by the O I K α emission from the sunlit Earth atmosphere. As reported by Sekiya et al. (2014) , the O I K α contamination has become significant since 2011 even after excluding periods where the angle between the satellite pointing direction and the sunlit Earth's rim (DYE ELV) is less than 20
• . This phenomenon is likely due to increasing solar activity. The O I K α contamination can be reduced by applying a higher DYE ELV threshold. Therefore, we used a new DYE ELV threshold for individual observations; we calculated the 0.5-0.6 keV count rates for each DYE ELV with a binning of 10
• , and determined the DYE ELV threshold where the count rate significantly increases. The actual values are listed in Table  1 . The standard screening criteria (DYE ELV > 20 • ) is still applicable to some observations. We extracted spectra from 0.4-0.7 keV and 0.7-5.0 keV separately; the day-Earth screening was only applied to the former spectra. Spectra of the FI CCDs (XIS0 and XIS3) were co-added to increase the photon statistics. The Instrumental backgrounds were estimated from the night-Earth database using xisnxbgen (Tawa et al. 2008) . Energy responses of each sensor were generated by xisrmfgen and xissimarfgen (Ishisaki et al. 2007 ). 
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ANALYSIS AND RESULTS
We constructed a spectral model (Section 3.1) and fitted it to the data to derive the parameters of the hot gaseous halo (Section 3.2). Correlations between the parameters were also investigated (Section 3.3).
Spectral model
Our spectral model consisted of three components: the hot gaseous halo, the local emission component, and the cosmic X-ray background (CXB). This model is similar to those used in previous broadband spectroscopy of the soft X-ray background (e.g., Henley & Shelton 2013) but it included recent updates of the atomic database, the solar metallicity, and the Galactic hydrogen column density as described below.
The hot gaseous halo component is described by a single temperature plasma in collisional ionization equilibrium (CIE). We used the APEC plasma spectral model (Foster et al. 2012 ) with AtomDB version 3.0.9. The latest solar abundance table of Lodders et al. (2009) was adopted as a reference of the metallicity. In the spectral fitting, the plasma temperature (kT halo ) and the emission measure (EM halo ) were treated as free parameters. The metallicity is difficult to determine in a CCD spectrum because lines and radiative recombination continua from oxygen and iron exceed bremsstrahlung from hydrogen in kT = 0.2 keV plasma. Therefore, we allowed only the iron abundance (Z Fe ) to vary and fixed the other metal abundances to the solar values. The setting allowed us to obtain the abundance ratio of oxygen to iron ([O/Fe] halo = log 10 (Z O /Z Fe )). When Z Fe was not constrained within 0.1-10 times the solar value during the fitting procedure, we fixed it to the solar value. Previously, several studies have assumed a metallicity of 0.3 solar instead of the solar value for the hot gaseous halo (e.g., Miller & Bregman 2015) . We confirmed that fixing the abundances (except iron) to 0.3 solar increases EM halo by a factor of 3 without affecting the other parameters.
The local emission originates from the local hot bubble and the heliospheric SWCX (e.g., Fujimoto et al. 2007; Liu et al. 2017) . Despite their debatable physical properties, a spectrum is empirically described by a single CIE plasma of kT ∼ 0.1 keV with the solar metallically in the CCD spectra (e.g., Smith et al. 2007; Yoshino et al. 2009; Henley & Shelton 2013) . We used the same phenomenological model; the temperature was fixed to 0.1 keV and the emission measure (EM local ) was allowed to vary.
The cosmic X-ray background (CXB) is a superposition of unresolved extragalactic sources. An absorbed power-law function with a photon index of Figure 3 . The upper panel shows the XIS1 spectrum of OBSID 502047010 (region #7). For plotting purposes, the spectrum is binned so that each bin has at least 25 counts after subtracting the instrumental background. The black curve is the best-fit model, which consists of three components: the Galactic hot gaseous halo (red), the local emission component (blue), and the CXB (purple). The lower panel shows the residuals between the data and the model.
1.45 represents the CXB spectrum in the 0.3-7 keV band (Cappelluti et al. 2017 ). The normalization of the power-law function at 1 keV (N CXB ) is ∼10 photons cm −2 s −1 sr −1 keV −1 , but spatially fluctuates by ∼15% for the XIS FoV (∼ 0.8 deg 2 ) due to the cosmic variance (Moretti et al. 2009 ). Therefore, we treated N CXB as a free parameter in our spectral model.
The hot gaseous halo emission and the CXB are subject to absorption due to the Galactic cold interstellar medium. This absorption was modeled using TBabs code version 2.3 (Wilms et al. 2000) , in which cross sections of dust grains and molecules are taken into account. The absorption hydrogen column density (N H ) of each line-of-sight was fixed to the value estimated by Willingale et al. (2013) , in which the contribution of not only neutral hydrogen atoms (N HI ) but also molecular hydrogen (N H2 ) were included. We confirmed that using only the N HI values from Kalberla et al. (2005) , which has been widely used in previous studies, has no significant impact on our results.
Spectral fitting results
Spectral fitting was performed with Xspec version 12.9.1n. Spectra in the same region IDs were simultaneously fitted. The best-fit parameters were determined by minimizing the C-statistic (Cash 1979 ) with a Poisson Figure 3 shows an example of the fitting results. The local emission (blue curve) dominates the spectrum below 0.6 keV whereas the CXB (purple curve) dominates the spectrum above 1.2 keV. The hot gaseous halo emission (red curves) fills the remaining excess in the range of 0.6-1.0 keV. A histogram of the best-fit kT halo is shown on the left side of Figure 4 . The median is 0.26 keV and the 16-84th percentile range is 0.19-0.32 keV. The shape of the distribution is nearly symmetric with respect to the median value; however, six regions show significantly high temperatures (kT > 0.4 keV). Spectra of these hightemperature regions are shown in Figure 5 . They exhibit an excess of Fe L-shell lines between 0.7-0.9 keV and no clear O VIII Lyα line. That is because the bestfit temperatures of these regions are higher than those of other regions. The lack of an O VIII Lyα line is not caused by interstellar absorption because the transmission of O VIII Lyα is > 50% for those regions, where N H is in the range of 1.3-10.3 × 10 20 cm −2 . The middle and the right side of Figure 4 show kT halo versus |l| and |b|, respectively, where |l| is defined as
Spearman rank correlations for those two plots are shown in Table 2 . We found a marginal negative correla-tion of ρ = −0.24 between kT halo and |b| with a p-value of 0.019. Conversely, no correlation was observed between kT halo and |l|. Figure 6 is the same as Figure 4 but for EM halo . The histogram of EM halo is spread over more than one order of magnitude; the minimum is 0.6 × 10 −3 cm −6 pc, the maximum is 16.4 × 10 −3 cm −6 pc, and the median is 3.1 × 10 −3 cm −6 pc. As shown in Table 2 , no significant correlation was found between EM halo and |l|, whereas a weak negative correlation of ρ = −0.25 was found between EM halo and |b| with the p-value of 0.012. Figure 7 is the same as Figure 4 Table 2) .
The 68% interval with the median of N CXB is 9.0
photons cm −2 s −1 sr −1 keV −1 . The median value is ∼ 10% lower than the value reported by Cappelluti et al. (2017) but is within the systematic uncertainty of the different measurements (Moretti et al. 2009 ). The fluctuation of N CXB is consistent with the cosmic variance expected in the Suzaku FoV (∼15%).
The range of EM local is 6.4-33 × 10 −3 cm −6 pc with a median of 18 × 10 −3 cm −6 pc. The surface brightness of the local emission component spans 1.3-6.8×10
−12 erg cm −2 s −1 deg −2 in the 0.4-1.0 keV band. These parameter ranges roughly agree with those obtained by previous observations with Suzaku and XMMNewton (Smith et al. 2007; Galeazzi et al. 2007; Henley & Shelton 2015; Ursino et al. 2016) 
Correlations between the parameters
Correlations between the parameters (EM halo , [O/Fe] halo , and EM local versus kT halo ) are shown in Figure 8 . The corresponding Spearman correlation factors (ρ data ) are also shown. The EM halo -kT halo and [O/Fe] halo -kT halo plots show negative and positive correlations, respectively, whereas the EM local -kT halo plot shows no correlation.
These correlations might be artifacts due to intrinsic correlations in the spectral model, because, even if all the fields have the same true values, the obtained fitting parameters may have some correlations due to statistical uncertainties. To investigate this effect, we created 10 4 simulated spectra of XIS1 with a typical exposure time of 50 ks and the median values of the parameters obtained in the previous section. We derived the best-fit parameters from these mock spectra and created statistical contours on Figure 8 , which indicated the intrinsic correlations between the parameters. The Spearman correlation factors for the simulated dataset (ρ sim ) are also shown in Figure 8 . In the plots of EM halo -kT halo and EM local -kT halo , the scatter of the data points is larger than the contours derived from the simulation, suggesting that the observed scatters do not originate from intrinsic correlations. On the other hand, the scatter of the data in the [O/Fe] halokT halo plot agrees with the contours, suggesting that the observed correlation is likely artificial.
DISCUSSION
We obtained the temperatures, the emission measures, and the [O/Fe] abundances of the hot gas for the 107 lines-of-sight. We compared our result with those of previous studies in Section 4.1. The contamination from unresolved stellar sources was estimated in Section 4.2. We then examined the spatial distribution model with our emission measure data in Section 4.3 and discussed the origin of the hot gaseous halo in Section 4.4. We also discussed the metallicity and the high-temperature regions in Section 4.5 and Section 4.6, respectively.
Comparison with previous studies
Previous Suzaku results
Yoshino et al. (2009) (hereafter Y09) analyzed 13
Suzaku observations, 9 of which are also included in our dataset. Before making a comparison with our result, we need to note the differences between their spectral model ("model2") and our model. Y09 used the solar abundance of Anders & Grevesse (1989) and the old AtomDB version 1.3.1. They fixed EM local to 7 × 10 −3 cm −6 pc, which is lower than our best-fit median value by a factor of 2.5. The neon abundance is a free parameter in Y09 in contrast to the fixed solar value used in our analysis. Their CXB is modeled by two broken power-law functions instead of a single power-law function. They calculated the absorption column densities from Dickey & Lockman (1990) , which are slightly lower than those from Willingale et al. (2013) . Figure 9 compares our results to those of Y09 using the nine overlapped regions. Y09 analyzed the two Lockman Hole observations (LH-1 and LH-2) and the two north ecliptic pole observations (NEP1 and NEP2) separately; however, we showed only a comparison with the LH-1 and NEP1 results in Figure 9 because the same lineof-sight data were simultaneously fitted in our analysis. We found that for our results kT halo is ∼ 20% higher, EM halo is ∼ 60% higher, and Z Fe is 80% lower compared to the Y09 results on average. These discrepancies results from the model differences described below. First is the lower EM local in Y09 compared to our best-fit values. The lower EM local deceases kT halo to compensate for the O VII line flux. This tendency is illustrated in the right panel of Figure 8 . Second is the difference in the solar abundance. Y09 used the solar abundance of Anders & Grevesse (1989) , in which the oxygen abundance was 41% higher than that shown in Lodders et al. (2009) . The oxygen abundance directly affects the flux (and therefore EM halo ) of the hot gaseous halo model because emissions from oxygen, including the radiative recombination continua, dominate the 0.4-1.0 keV flux of a hot gas with kT ∼ 0.26 keV. Third is the difference in the AtomDB versions. The emissivities of the Fe L-shell lines in the 0.7-0.9 keV band for AtomDB 1.3.1 were ∼ 60% lower than those for AtomDB 3.0.9. That leads to higher iron abundances in Y09 compared to our results. Forth is the treatment of the neon abundance. The free neon abundance has a slight effect on kT halo and EM halo . When we re-analyzed our data with the same settings as Y09 for the above four points, we obtained the results consistent with those of Y09. We also confirmed that the differences in the CXB model and the absorption column density hardly affect the results.
The parameter differences between this study and Y09's study are not considered to be systematic uncertainties for the following reasons. First, there is no incentive to fix EM local to a certain value, considering the one order of magnitude flux variation in the local component found by other observations (e.g., Henley & Shelton 2015; Liu et al. 2017) . Second, using an up-todate database of the solar abundance and the atomic database provides the current best estimates of the parameters. In particular, the emissivities of the strong Fe L-shell lines have been calibrated with grating spectrometer observations over the past decade. Third, fixing the neon abundance to the solar value as same as the oxygen is physically motivated as both neon and oxygen are primarily synthesized by core-collapse supernovae, and therefore they are likely to have the same abundance relative to the solar values. Indeed, the abundances of oxygen and neon relative to the solar values are consistent with each other in the intracluster medium (e.g., Mernier et al. 2016 ).
Previous XMM-Newton results
Henley & Shelton (2013) (hereafter HS13) analyzed 110 lines-of-sight out of the Galactic plane (|b| > 30
• ) using the XMM-Newton observations. They derived temperatures and emission measures from the 0.4-5.0 keV spectral modeling assuming solar metallicity for the hot gas.
We compared kT halo and EM halo from our study with those of HS13 (Figure 10) . In this plot, we only show the data at 75
• < l < 285
• and |b| > 30
• , areas that both this study and HS13 analyzed. The scatter plot shows a similar trend between the two. However, the median temperature from our result is ∼ 0.1 keV higher than that of HS13, and the median emission measure from our result is ∼ 50% higher than that of HS13. Difference of parameters Figure 9 . Comparison of the best-fit parameters between our results and those of Y09 for the same observations. The region numbers in this paper are shown on the horizontal axis with the corresponding region names in Y09. Statistical errors from the two results are added quadratically. The downward-pointing triangles indicate the upper limits. The square indicates that the parameter is fixed in both this study and Y09.
The shift in the median kT halo is likely due to the differences in EM local . We allowed EM local to vary, while HS13 fixed EM local according to the count rates of the ROSAT R12 band obtained from the shadowing observations of nearby dark clouds (Snowden et al. 2000) because it is difficult to determine EM local from the XMM-Newton spectrum itself due to the heavy contamination of the soft proton background below 1 keV. The median ROSAT count rate in the HS13 analysis is ∼ 600 counts s −1 arcmin −1 . Assuming a temperature of 0.1 keV and solar metallicity, this count rate can be converted to anEM local of ∼ 4 × 10 −3 cm −6 pc, which is lower than our median value of 15 × 10 −3 cm −6 pc by a factor of ∼ 4. Lower EM local leads to lower kT halo as shown by the contours in the right panel of Figure 8 ; if we fixed EM local to 4×10 −3 cm −6 pc, the median kT halo decreases to 0.18 keV and becomes consistent with that of HS13 but the fitting statistics become considerably worse. The result indicates that the extrapolation of the ROSAT R12 band (0.11-0.28 keV) flux to the analysis energy band (0.4-5.0 keV) has systematic uncertainties due to the different contributions of the SWCX emission between those two bands and/or the different solar activity between the ROSAT era and the Suzaku/XMMNewton era.
The shift in the median EM halo is caused by the difference in the solar abundance. As shown in the case of Y09, HS13 used the solar abundance of Anders & Grevesse (1989) . The 41% higher oxygen abundance in Anders & Grevesse (1989) Kuntz & Snowden (2001) estimated the contribution of unresolved stellar sources to the soft X-ray background flux measured with ROSAT, and concluded that that is negligible at least for |b| > 30
Contamination of unresolved stellar sources
• . Yoshino et al. (2009) calculated the flux of unresolved dM stars assuming the stellar distribution model and found that the integrated flux is lower than the observed flux by a factor of 5. Even though minor contributions of stellar sources to the soft X-ray background were shown in previous studies, we re-evaluated the possible contamination of stellar sources at low Galactic latitudes using recent observations of stellar sources.
According to the log N -log S plot of active coronae reported by Nebot Gómez-Morán et al. (2013) , the integrated surface brightness of the unresolved stars below a flux of 5 × 10 −14 erg cm
That is < 20% of the surface brightness of the hot gaseous halo at 15
• < |b| < 20
• . Therefore, the contribution of unresolved stellar sources to the observed flux is not significant.
Spatial distribution of the hot gas
Two types of density distribution models for the hot gaseous halo have been proposed. One is a disk-like morphology suggested by the combined analysis of emission and absorption line measurements (e.g., Yao et al. 2009 ). The other is a spherical distribution model, in particular, the modified β-model constructed by Miller & Bregman (2013 . We compared these two models with our emission measure data.
Spatial correlations between EM halo and the Galactic coordinates are key to distinguishing the models. The disk-like morphology predicts that EM halo is proportional to csc |b| (= 1/ sin |b|). Conversely, the spherical distribution model predicts decreasing EM halo with increasing angle from the Galactic Center (θ = arccos(cos l cos b)). We examined these points in Figure 11 . The binned data (red crosses) are also shown in the figure to smooth out the large scatter of the data points. A positive correlation is shown in the left panel (EM halo -csc |b| plot), whereas no clear correlation is shown in the right panel (EM halo -θ plot). Therefore, a disk-like morphology is qualitatively favored.
To perform quantitative analyses, we formulated the models as follows. According to Li & Bregman (2017) , the disk model (n disk ) is parameterized by the scale length (R 0 ) and the scale height (z 0 ) such that
where R is the distance from the Galactic Center projected onto the Galactic plane, z is the vertical height from the Galactic plane, and n 0 is the normalization factor corresponding to the number density at the Galactic Center. The spherical distribution model (modified β model) used by Miller & Bregman (2015) is described as
where n sphe is the number density, r is the distance from the Galactic Center, n c is the core density, r c is the core radius, and β is the slope of the profile. Assuming a line-of-sight distance from the Sun (s), R, z, and r are described as a function of the Galactic coordinates:
where D is the distance between the Sun and the Galactic Center (8 kpc). We then derive the emission measures predicted by these density models at a certain line-of-sight as
where s max is the maximum path length of the integration. We assumed a s max of 100 kpc in the following discussion. Values of s max larger than 100 kpc did not affect the results. First, we fitted the EM disk model to the data using the Markov chain Monte Carlo (MCMC) package emcee (Foreman-Mackey et al. 2013 ). The maximum likelihood estimator was constructed from the χ 2 values. We ran 10 7 steps with an ensemble of 100 walkers. We confirmed that the autocorrelation times of each parameter were shorter than the step numbers by a factor of > 10. Posterior distributions were constructed from the last 10 5 steps (hence 10 7 samples). Figure 12 shows the resulting posterior distribution of the EM disk model. The medians of the parameters are shown Table 3. The quoted uncertainties are the 16th to 84th percentiles. The dashed curves in Figure 13 show representatives of the EM disk model at |l| = 90
• , 120
• , 150
• , and 180
• . Observed emission measures in the corresponding |l| ranges are also shown by the gray points. The model approximates the observed data even though a large scatter (≈ 40%) of the data around the model is present. To smooth out the possible intrinsic scatter of the data, we also show the binned data in Figure 13 with the red crosses. The binned data roughly agree with the EM disk model. The obtained n 0 and z 0 are consistent with those derived from previous studies toward LMC X-3, PKS 2155-204, and Mrk 421, where n 0 = 1-5 × 10 −3 cm −3 and z 0 = 2-9 kpc (Yao et al. 2009; Hagihara et al. 2010; Sakai et al. 2014) .
Then, we fitted the EM sphe model in the same manner as the above EM disk fitting. Because r c and β were not well constrained in our fitting, we fixed them to 2.4 kpc and 0.51, respectively, according to the results of Li & Bregman (2017) . The fitted parameters are shown in Table 3 , and the representative mode curves (dotdashed curves) are shown in Figure 13 . In contrast to Note-Uncertainties are the 16th to 84th percentile ranges of the posterior distributions the EM disk model, the EM sphe model increases with increasing |b| and therefore is not in line with the tendency of the data especially at 75 • < |l| < 105
• and 105
• < |l| < 135
• . The obtained n c is consistent with the value shown in Miller & Bregman (2015) and is approximately a half of that in Li & Bregman (2017) .
Finally, we constructed a composite of the disk and the spherical models where the density and the emission measure are described as
and
respectively. In this composite model, we fixed r c and β as in the fitting of the EM sphe model. In addition, R 0 was fixed to 7.0 kpc, which was obtained from the EM disk model fitting, because this parameter was not well constrained in the composite model fitting. The fitting with the MCMC simulation gives the posterior distributions shown in Figure 14 and the parameter ranges summarized in Table 3 . The fitted parameters of the disk-model component are consistent with those obtained from the EM disk model fitting, while the normalization of the spherical-model component is lower than that obtained from the EM sphe model fitting by a factor of ∼ 4. The blue curves in Figure 13 are representatives of the EM disk+sphe model at |l| = 90
• . As shown in this figure, the EM disk+sphe model is nearly the same as the EM disk model and the contribution of the spherical-model component is minor.
A similar composite model was also examined by Li & Bregman (2017) using the emission line data of XMMNewton. For comparison, we calculated the model densities at the solar neighborhood; n disk, was calculated from the disk model at R = 8 kpc and z = 0 kpc, and n sphe, was calculated from the spherical model at r = 8 kpc. These values are shown in The large scatter of the EM halo around the model is also naturally explained by the stellar feedback model.
One problem with the stellar feedback model is that it underpredicts the hot gas density (and therefore the X-ray flux) as reported by Henley et al. (2015b) . As pointed out by the authors, considering a spherically distributed hot gas and/or other driving mechanisms such as cosmic-ray driven outflows would mitigate the discrepancy between the observations and the numerical simulations.
The metal abundance of the hot gaseous halo
For the first time, we derived a median [O/Fe] halo of 0.25 using 46 lines-of-sight. Even though this is subject to future updates of the atomic database and/or high resolution spectroscopy that resolves the Fe L-shell lines, this value is currently the best estimate with the latest databases.
The abundance ratio of [O/Fe] halo provides complementary information concerning the origin of the hot gaseous halo. Recent systematic observations of clusters of galaxies show that the ratio of α-elements to Fe is consistent with the solar value in the intracluster medium (Matsushita et al. 2007; Mernier et al. 2016 ). This trend holds even at cluster outskirts, where the metallicity is as low as ∼ 0.2 Z (Simionescu et al. 2015) . Therefore, the intergalactic medium also likely holds [O/Fe] abundance ratio of the solar value. On the other hand, chemical composition of the outflowing hot gas from the MW disk reflects the recent rate of core-collapse supernova (SN cc ) to type Ia supernova (SN Ia ) in the MW because the cooling time of the hot gas is ≈ 1 Gyr. Because the estimated SN cc to SN Ia rate for the recent MW is ≈ 5 (Li et al. 2011), [O/Fe] is expected to be ∼0.17 according to metal yields of SN cc and SN Ia described in Kobayashi et al. (2006) . The observed [O/Fe] roughly agrees with the above simple estimation, even though the actual abundance ratio is also affected by the mass loading factor which is highly uncertain. Therefore, it supports the stellar feedback scenario for the X-ray emitting hot gas rather than accretion from the intergalactic medium.
High-temperature regions
We found six lines-of-sight (22, 53, 70, 72, 75, and 94) that have temperatures of > 0.4 keV, which is higher than the typical temperature range of 0.19-0.32 keV ( Figure 5 ). These high-temperature regions are not concentrated in a specific sky region but are distributed randomly (Figure 4) . Such a high-temperature region was also reported by Henley & Shelton (2013) at (l, b) = (237.
• 924, −54.
• 594). The origin of these high-temperature regions is still unclear. However, spatial fluctuations in the temperature are natural if the stellar feedback scenario is correct. Indeed, the observed temperature range is consistent with the typical temperature range of middle-aged Galactic supernova remnants. Therefore, the high temperature regions might reflect fresh hot gases outflowing from the MW disk. Another possibility is extragalactic hot gas associated with galaxy filaments (Mitsuishi et al. 2014) . Further observations covering large fractions of the blank X-ray sky are necessary to further examine the origins of these regions.
CONCLUSIONS
We derived the properties of the MW hot gaseous halo from an X-ray spectral analysis of 107 lines-of-sight from the Suzaku observations at 75
• < l < 295
• and |b| > 15
• . The spectral model in the 0.4-5.0 keV band consists of three components: the hot gaseous halo component represented by a single-temperature CIE plasma, the local emission component empirically mimicked by a singletemperature CIE plasma, and the CXB component with a single power-law function. We used the latest atomic database and solar abundance table, which affect the emission measure and the iron abundance.
The median temperature in the observed fields is 0.26 keV (3.0×10 6 K), and the 16-84th percentile range is 0.19-0.32 keV (2.2-3.8×10
6 K) showing a ∼ 30% spatial fluctuation in the temperature. The derived emission measure ranges over 0.6-16.4 × 10 −3 cm −6 pc. We also constrained [O/Fe] halo for the 46 lines-of-sight, and its median is 0.25. The emission measure marginally correlates with csc |b|.
The spatial distribution of EM halo is approximated by a disk-like density distribution with n 0 ∼ 4×10 −3 cm −3 , R 0 ∼ 7 kpc, and z 0 ∼ 2 kpc, even though there is a ∼ 40% scatter of the data around the model. We also found that the contribution of the extended spherical hot gas to the observed X-ray emission is minor but its mass contribution is much higher than that of the disklike component. This is because the X-ray flux, which is proportional to the square of the density, is biased toward high density regions.
The disk-like hot gas component likely results from stellar feedback in the MW disk, according to its small scale height and the large scatter of EM halo . The oversolar [O/Fe] halo indicates a significant contribution of core-collapse supernovae and supports the stellar feedback scenario.
In addition, we found six lines-of-sight that has significantly high temperatures (> 0.4 keV). The possible origin of these high temperature regions is hot gas recently outflowing from the MW disk and/or extragalactic hot gas filaments between galaxies.
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