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Titre : Conception d’environnement instrumenté pour la veille à la personne
L’instrumentation permet à notre environnement, maison ou bâtiment, de devenir intelligent en
s’adaptant à nos modes de vie et en nous assistant au quotidien. Un environnement intelligent est
sensible et réactif à nos activités, afin d’améliorer notre qualité de vie. La fiabilité d’identification
des activités est ainsi essentielle pour cette intelligence ambiante : elle est directement dépendante
du positionnement des capteurs au sein de l’environnement. Cette question essentielle du
placement des capteurs est très peu considérée par les systèmes ambiants commercialisés ou
même dans la littérature. Pourtant, elle est la source principale de leurs dysfonctionnements où
une mauvaise reconnaissance des activités entraîne une mauvaise assistance fournie. Le placement
de capteurs consiste à choisir et à positionner des capteurs pertinents pour une identification
fiable des activités. Dans cette thèse, nous développons et détaillons une méthodologie de
placement de capteurs axée sur l’identifiabilité des activités d’intérêt. Nous la qualifions en nous
intéressant à deux évaluations différentes : la couverture des intérêts et l’incertitude de mesures.
Dans un premier temps, nous proposons un modèle de l’activité où nous la décomposons en
actions caractérisées afin d’être indépendant de toute technologie ambiante (axée connaissances
ou données). Nous représentons actions et capteurs par un modèle ensembliste unifiant,
permettant de fusionner des informations homogènes de capteurs hétérogènes. Nous en évaluons
l’identifiabilité des actions d’intérêt au regard des capteurs placés, par des notions de précision
(performance d’identification) et de sensibilité (couverture des actions). Notre algorithme
de placement des capteurs utilise la Pareto-optimalité pour proposer une large palette de
placements-solutions pertinents et variés, pour ces multiples identifiabilités à maximiser. Nous
illustrons notre méthodologie et notre évaluation en utilisant des capteurs de présence, et en
choisissant optimalement la caractéristique à couvrir pour chaque action.
Dans un deuxième temps, nous nous intéressons à la planification optimale des expériences où
l’analyse de la matrice d’information permet de quantifier l’influence des sources d’incertitudes
sur l’identification d’une caractéristique d’action. Nous représentons les capteurs continus et
l’action caractérisée par un modèle analytique, et montrons que certaines incertitudes doivent
être prises en compte et intégrées dans une nouvelle matrice d’information. Nous y appliquons
directement les indices d’observabilité pour évaluer l’identifiabilité d’une action caractérisée
(incertitude d’identification). Nous illustrons cette évaluation alternative en utilisant des capteurs
d’angle, et nous la comparons à la matrice d’information classique. Nous discutons des deux
évaluations abordées et de leur complémentarité pour la conception d’environnement instrumenté
pour la veille à la personne.
Mots clés : placement de capteurs, modèle des activités, modèle des capteurs, identifiabilité,
fiabilité, Pareto-optimalité, analyse de l’incertitude, planification optimale des expériences,
système d’assistance à l’autonomie à domicile
Title : Design of instrumented environment for human monitoring
Instrumentation enables our environment, house or building, to get smart through self-adjustment
to our lifestyles and through assistance of our daily-life. A smart environment is sensitive and
responsive to our activities, in order to improve our quality of life. Reliability of activities’
identification is absolutely necessary to such ambient intelligence : it depends directly on sensors’
positioning within the environment. This fundamental issue of sensor placement is hardly
considered by marketed ambient systems or even into the literature. Yet, it is the main source of
ambient systems’ malfunctions and failures, because a bad activity recognition leads to a bad
delivered assistance. Sensor placement is about choosing and positioning relevant sensors for
a reliable identification of activities. In this thesis, we develop and detail a sensor placement
methodology driven by identifiability of activities of interest. We quantify it by looking at two
different evaluations: coverage of interests and uncertainty of measures.
First, we present an activity model that decomposes each activity into characterised actions to
be technology-free (either knowledge or data driven one). We depict actions and sensors by a set
theoretic model, enabling to fuse homogeneous informations of heterogeneous sensors. We then
evaluate each action of interest’s identifiability regarding placed sensors, through notions of
precision (identification’s performance) and sensitivity (action’s coverage). Our sensor placement
algorithm use Pareto-optimality to offer a wide range of relevant solution-placements, for these
multiple identifiabilities to maximise. We showcase our methodology and our evaluation through
solving a problem featuring motion and binary sensors, by optimally choosing for each action the
characteristic to cover.
Finally, we look into optimal design of experiments by analysing the information matrix to
quantify how sources of uncertainties influence the identification of an action’s characteristic.
We depict continuous sensors and the characterised action by an analytical model, and we show
that some uncertainties should be considered and included in a new information matrix. We
then apply directly observability indexes to evaluate identifiability of a characterised action
(uncertainty of identification), and compare our new information matrix to the classical one. We
showcase our alternate evaluation through solving a sensor placement problem featuring angular
sensors. We discuss both covered evaluations and their complementarity towards the design of
instrumented environment for human monitoring.
Keywords: sensor placement, activity model, sensor model, identifiability, reliability, Pareto-
optimality, uncertainty analysis, optimal design of experiments, ambient assisted living system
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En 2080, selon les projections d’Eurostat [Eur15], un quart de la population européenne
serait âgée de 65 ans ou plus : il y aurait ainsi plus d’une personne âgée de +65 ans pour
deux personnes actives de 20-64 ans. La population européenne augmenterait en âge avancé et
subirait une diminution similaire de sa population active : +55,2 millions1 de +65 ans, pour
-41,5 millions1 de 20-64 ans.
D’ici vingt ans (2040) en France, selon les projections de l’Insee [Bla+16], le quart de la
population française serait âgée de 65 ans ou plus. Dans un demi-siècle (2070), la population des
personnes âgées de +75 ans doublerait, et celle des personnes très-âgées de +85 ans quadruplerait.
Or la population française à cet horizon 2070 serait légèrement plus élevée que l’actuelle, subissant
une augmentation quasi-similaire de sa population âgée et souffrant d’une population active
stagnante : +10,7 millions2 de personnes, pour +10,4 millions2 de +65 ans et −138 mille2 de
20-64 ans. À ce terme, la population active constituerait la moitié de la population française
pour le tiers de personnes âgées de +75 ans.
Afin de permettre d’accompagner au mieux l’avancée en âge de la population, le Parlement
français a promulgué le 28 décembre 2015, la Loi n°2015-1776 relative à l’adaptation de la société
1 par rapport à 2014, scénario central (Eurostat) [Eur15] 2 par rapport à 2013, scénario central (Insee) [Bla+16]
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au vieillissement [Min], entrée en vigueur au 1er janvier 2016. Cette loi acte la volonté sociétale
d’anticiper, de prévenir, de repérer, de solutionner et d’accompagner la perte d’autonomie des
personnes en leur permettant d’être actrice de leur parcours et de disposer d’une réponse adaptée
à la richesse et la pluralité de leur parcours de vie [Min16]. Elle repose sur trois piliers essentiels :
1) Anticipation de la perte d’autonomie ; 2) Adaptation de la société ; 3) Accompagnement des
personnes en perte d’autonomie.
Aujourd’hui, le domicile est perçu comme un atout majeur dans la prévention et l’ac-
compagnement de la perte d’autonomie devant être modernisé afin de s’adapter aux enjeux du
vieillissement.
1.1 L’habitat intelligent
L’essor technologique et le bouleversement de nos modes de vie ont conduit à l’émergence
du concept d’habitat intelligent3. Ces habitats sont conçus technologiquement de telle sorte
à s’adapter et à accompagner nos modes de vie [Sad11][Jeu12]. Ils sont équipés de capteurs,
de moniteurs biomédicaux voire d’actionneurs [Cha+09]. Intégrés à l’habitat, ces dispositifs
électroniques constituent un réseau relié à un système centralisé de collecte et de traitement
des données [Cha+09]. Ils permettent de mesurer, d’analyser, voire d’agir sur l’environnement
pour le bien de l’occupant [Din+11]. L’habitat devient ainsi un environnement instrumenté
où des technologies d’assistance sont déployées. Il s’agit d’envisager un environnement discret,
interconnecté, adaptable, dynamique, intégré et intelligent [Sad11] afin de fournir une assistance
sans limiter ni perturber les activités quotidiennes de l’occupant [Cha+08]. Ce récent paradigme
est intitulé intelligence ambiante4.
Diverses technologies d’assistance fondées sur ce concept existent afin de fournir des services
proactifs visant à améliorer l’expérience de l’occupant [Din+11]. La plupart des technologies
d’assistance ont trait à la domotique afin de rendre l’habitat confortable, communicant, évolutif,
autonome, sûr et économe [Jeu12]. Pour la santé, les technologies d’assistance permettent de
soutenir l’autonomie des personnes et sont utilisées afin de prévenir, de soigner, d’améliorer le
bien-être et l’état de santé des personnes âgées [Ras+13]. Ces technologies sont appelées systèmes
d’assistance à l’autonomie à domicile5 (SAAD).
1.1.1 Assistance à l’autonomie à domicile
Dans le cadre de la santé, l’intérêt d’un environnement instrumenté est sa capacité à veiller
aux activités quotidiennes de la personne et à sa sécurité [Din+11]. En étant capable d’identifier
des activités essentielles à la personne, ces environnements permettent d’extraire des motifs
reflétant son état de santé physique et cognitif, afin de reconnaître quand son comportement
s’écarte de normes individualisées voire un comportement atypique indiquant des problèmes ou
nécessitant une intervention [Sku+09]. L’intérêt de ces environnements est double [Gen09] :
1. Soutenir les personnes fragiles dans leur vie quotidienne (à domicile) ;
2. Réduire les efforts sur les familles ou le personnel soignant.
L’environnement instrumenté se révèle être un moyen prometteur et rentable pour améliorer
les soins à domicile des personnes âgées et handicapées de manière non-intrusive, permettant une
plus grande indépendance, maintenant en bonne santé et prévenant l’isolement social [Cha+09].
3 angl. smart home 4 angl. ambient intelligence 5 angl. ambient assisted living system (AALS)
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Dans la littérature, des études se sont penchées sur les divers environnements
instrumentés opérationnels et les technologies de capteurs utilisées pour la santé
[Cha+08][Cha+09][Din+11][Gok+13]. De nos jours, les avancées en technologie d’acqui-
sition (capteurs) et en puissance de calcul (processeurs) permettent l’instrumentation
d’environnements par des capteurs à taille réduite, à moindre coût et à faible consommation
énergétique [De +12]. Les capteurs fréquemment utilisés dans les environnements instrumentés
pour la veille à la personne sont notamment des : capteurs binaires (contacteurs, capteurs
de mouvement. . . ), caméras, puces RFID6, microphones, capteurs de température, capteurs
d’humidité, capteurs de luminosité, capteurs de pression [Din+11]. Cependant, certains capteurs
se révèlent très intrusifs à cause de la richesse des informations pouvant être observées ; i.e. une
caméra [Cai+05][Dem+06]. Ces dispositifs se doivent d’être discrets et acceptés par la personne
[Cha+09].
L’intégration avec succès des technologies d’acquisition –i.e. des capteurs– au quotidien,
dépend grandement de l’acceptation par la personne de la technologie et de la façon dont elle
affecte sa vie quotidienne [Din+11].
1.1.2 Acceptation des technologies d’assistance
L’acceptation7 désigne l’action d’accepter la technologie dans son environnement de vie
au quotidien. Elle est un compromis réalisé par la personne entre les bénéfices (e.g. autono-
mie, indépendance) et barrières (e.g. confidentialité, sûreté) perçues [Hee+17]. Cette notion est
liée à de nombreuses mesures de qualité, pouvant être regroupées en deux catégories princi-
pales : l’Acceptabilité8 (utilisabilité, abordabilité) et la Confiance9 (sûreté, sécurité, fiabilité,
confidentialité, intimité) [Por+13].
Actuellement, il n’existe pas de définition standardisée sur l’acceptabilité des personnes
dans le domaine de l’assistance à l’autonomie à domicile [Aug09]. Les personnes peuvent rejeter
une nouvelle technologie car elle est trop complexe, trop intrusive, pas naturelle, ne correspondant
pas à leur éducation ou à leur religion, ou ne répondant pas à leurs besoins [Por+13]. En réalité,
l’acceptabilité est un facteur clé afin d’intégrer de nouvelles technologies au domicile, notamment
pour les personnes âgées et les personnes mal sensibilisées aux technologies de l’information et de la
communication (TIC) [Por+13]. Au cours d’une étude sur l’acceptation des systèmes d’assistance
à l’autonomie à domicile, les personnes participantes manifestèrent une volonté forte de participer
au développement et au processus d’évaluation ainsi qu’un désir d’être consultées et impliquées
plus régulièrement [Hee+17]. Par ailleurs, l’intimité et la confidentialité (liées à la confiance) des
personnes est la principale critique à l’égard de ces systèmes [Cai+05][Cha+09][Dem09][Din+11].
Les professionnels s’accordent sur le fait qu’il est nécessaire de les respecter [Cha+09], bien qu’une
définition concrète de l’intimité reste un défi [Dem09].
Il est important de s’assurer que la conception et l’installation des capteurs dans les envi-
ronnements ne soient pas déterminées simplement par l’essor technologique mais par les besoins
réels des intéressés incluant les utilisateurs finaux, les soignants et les cliniciens [Din+11]. Sans
une estimation appropriée des besoins des personnes, de leurs peurs et attentes, le développement
des technologies d’assistance serait vain [Por+13]. De plus, de nombreux problèmes techniques
persistent : e.g. l’analyse des données en temps réel, la génération d’un résumé détaillé à partir
d’une grande quantité de données capteurs, la gestion de l’incertitude des capteurs et de leur
fiabilité à long terme, les problèmes de robustesse et de maintenance [Din+11]. Ces problèmes
techniques doivent être résolus au préalable afin de déployer avec succès les systèmes d’assistance
à l’autonomie dans des environnements domiciliaires réels [Sta+05].
6 fr. identification par radiofréquence 7 angl. acceptance 8 angl. acceptability 9 angl. trustworthiness
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1.1.3 Préalable des technologies d’assistance
Afin de fournir une intelligence ambiante, les technologies d’assistance nécessite une
reconnaissance des activités de la personne au sein de l’environnement. Cette reconnaissance est
réalisée à partir des données captées à disposition (i.e. capteurs installés) mais surtout pour les
activités d’intérêt définies et modélisées.
L’intelligence ambiante (domotique ou assistance à l’autonomie) exige l’instrumentation
de l’environnement afin de répondre aux besoins d’acquisition voire d’actuation des technologies
d’assistance. La conception d’un environnement instrumenté nécessite de sélectionner les capteurs
et leur configuration afin de pouvoir identifier au mieux les activités de la personne. Seules les
activités d’intérêts pour l’assistance doivent nécessairement être identifiées et identifiables, ainsi
l’instrumentation est optimisée de sorte à maximiser leur identifiabilité : la fiabilité d’identification
de l’activité. L’identification de l’activité est inhérente au réseau de capteurs : une activité
est identifiable s’il est possible de la déterminer et de la différencier à partir du réseau de
capteurs installé. Par conséquent, l’identification des activités doit être fiable afin d’améliorer
leur reconnaissance ; où la reconnaissance est une identification en situation réelle. Le système
traitant les données captées se charge de reconnaître les activités à partir de données réelles, il est
appelé module de reconnaissance d’activité. À partir de la reconnaissance d’activité, le système
d’assistance peut fournir des services proactifs à l’occupant.
Ainsi, la reconnaissance d’activité est au cœur de l’intelligence ambiante tant elle est
primordiale pour les technologies d’assistance. Or, elle ne saurait se soustraire des données
recueillies sur l’environnement par les capteurs. Le réseau de capteurs et sa conception sont
un préalable aux technologies d’assistance tant ils influent sur la qualité du service proposé
aux personnes. La conception d’environnement instrumenté nécessite ainsi de disposer
d’un réseau de capteurs (une fois installé) permettant l’identification des activités d’intérêts et
maximisant leur identifiabilité pour la veille à la personne. Dans notre thèse, nous considérons
que la conception doit être effectuée et optimisée au préalable d’une installation de capteurs. Il
nous est nécessaire de définir formellement les activités afin d’évaluer leur fiabilité d’identification
–i.e. leur identifiabilité– hors données réelles, et de déterminer les informations capteurs pertinentes.
1.2 État de l’art
Dans la littérature, la plupart des travaux s’intéressent aux habitats intelligents pour la
santé et l’assistance à l’autonomie à domicile. Bien que notre travail s’appuie fortement sur le
domaine de la santé pour la veille à personne, la conception d’environnement instrumenté est
applicable à d’autres domaines (e.g. domotique) et environnements (e.g. bâtiment, commerces).
De plus, bien que nous évoquons la reconnaissance d’activité, ce présent travail s’intéresse
seulement aux outils utilisés pour exploiter le réseau de capteurs à dessein d’intelligence ambiante,
ainsi qu’aux travaux effectués pour automatiser la mesure des activités.
De nombreuses questions apparaissent concernant la conception d’environnement instru-
menté pour la veille à la personne :
• Qu’est-ce qu’une activité humaine du quotidien ?
• Comment sont reconnues automatiquement les activités ?
• Comment concevoir un réseau de capteurs intérieur pour la veille automatisée ?
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1.2.1 Activités du quotidien
Tous les jours, chaque personne réalise de multiples activités : la vie quotidienne est
en réalité « un mélange d’habitudes, de routines et d’imprévus » [Pra+06]. Les activités sont
complexes et très différentes selon les individus, variant selon les âges ; certaines n’étant pas
quotidiennes pour tous [Pra+06].
Dans la littérature en santé, chercheurs et cliniciens préfèrent se concentrer sur les activités
effectuées usuellement au quotidien tant il est ardu de développer un modèle générique permettant
de représenter toutes les activités. Ces activités du quotidien sont décrites par le corps médical
étant les choses que nous effectuons habituellement dans notre vie quotidienne, incluant toute
activité liée à la santé personnelle, au travail, au ménage et aux loisirs [Fle+10]. Les activités
du quotidien sont reconnues stables dans le temps et l’espace pour une grande majorité de la
population [Pra+06][Fie+11]. Elles sont ainsi largement étudiées pour les systèmes d’assistance à
l’autonomie à domicile [Gok+13].
L’ensemble de ces activités du quotidien est réparti en deux catégories :
1. Activité de vie quotidienne10 regroupant les activités relatives à la santé personnelle,
telles que : l’hygiène corporelle, l’habillage, la toilette, la locomotion, la continence, la
prise de repas. . . [Fit+93][Fri13]
2. Activité instrumentale de vie quotidienne11 regroupant les activités domestiques
et communautaires, telles que : les courses, la cuisine, le ménage, la lessive, l’utili-
sation des transports ou du téléphone, la gestion de l’argent ou des médicaments. . .
[Fri13][Kat+63][Pes+06]
Même si les activités du quotidien sont bien documentées, il n’existe aucun modèle com-
munément établi dans la littérature. Cependant, il existe différents indicateurs utiles permettant
de définir les activités : les comportements périodiques [De +14], la mobilité [Sca+06], voire la
position et le mouvement [Vla+15]. De plus, les activités d’intérêt se révèlent très hétérogènes
dans la littérature. Dans leur revue, Gokalp et Clarke [Gok+13] rapportent les différentes activités
et caractéristiques mesurées dans l’ensemble des études considérées ; s’intéressant notamment au
sommeil de la personne, à la préparation de repas, aux chutes, à la continence.
Rares sont les études adressant cette hétérogénéité lors de la modélisation des activités.
Celles qui s’y intéressent proposent une description approfondie des activités à travers la notion
d’action [Kim+11]. Une activité humaine complexe peut être décrite étant une séquence d’actions
simples [Che+12] ; e.g. une durée courte, une interaction avec un objet. Ainsi, l’activité humaine
peut être considérée comme un ensemble de caractéristiques rassemblées dans un composant
élémentaire : l’action. Dans leur revue, Teixeira et al. [Tei+10] proposent une taxonomie12 senso-
rielle humaine complète distinguant des caractéristiques comportementales spatio-temporelles et
physiologiques.
Cette modélisation des activités permet ainsi d’identifier les indicateurs pertinents afin de
déterminer les informations capteurs d’intérêt : ces informations sont essentielles pour le module
de reconnaissance d’activité. Selon la méthode de conception du module, les informations capteurs
sont, soit apprises automatiquement à partir d’expériences, soit construites manuellement à partir
de connaissances d’experts (ci-dite modélisation).
10 angl. activity of daily living (ADL) 11 angl. instrumental activity of daily living (IADL)
12 un système de classification
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1.2.2 Reconnaissance d’activités
La reconnaissance d’activité13 s’attaque au problème d’interpréter les données réelles
nombreuses et variées issues des capteurs afin de déterminer quelles activités sont réalisées. Dans
la littérature, nous distinguons deux catégories pour reconnaître les activités : l’approche axée
données et l’approche axée connaissances.
1.2.2.1 Différentes approches
Approche axée données14 ambitionne d’apprendre à partir d’ensembles de données d’entraî-
nement les caractéristiques des activités. La qualité et la quantité des données d’entraînement
impactent grandement la performance de l’algorithme d’apprentissage et par conséquent la
classification quelle que soit la technique employée ; e.g. une machine à vecteurs de support15
[Fle+10][Kad+10], un modèle de markov caché16 [Via+16]. De plus, les données réelles brutes
issues des capteurs doivent être filtrées ou pré-traitées afin de sélectionner celles pertinentes
; e.g. par une analyse en composantes principales17 [Fle+10], un algorithme de sélection des
caractéristiques par machine à vecteurs de support18 [Kad+10], ou des règles d’association éditées
par un expert [Via+16].
Approche axée connaissances19 vise à exploiter la connaissance d’experts du domaine afin
de modéliser les activités. Les activités peuvent être modélisées par une séquence d’états de
capteurs, et comparée –par une fonction de concordance20– à des motifs sélectionnés par une
approche d’extraction de motifs21 fréquents [Chi+11]. Elles peuvent être décrites par un réseau
de Petri temporel22 pour la détection, reliées à un ensemble de capteurs adéquats [Fan+14]. Des
motifs élémentaires capteurs peuvent être modélisés par un automate fini étendu23 afin qu’un
expert puisse analyser les habitudes fondamentales de la personne pour les regrouper en activités
[Sai+15]. Les activités peuvent être décrites par des propositions en logique temporelle24 afin
d’être vérifiées formellement à chaque évènement [Mag+13].
Selon la méthode utilisée, les performances de la reconnaissance d’activité sont évaluées
soit en la comparant avec la vérité terrain d’un expert (au moyen d’une matrice de confusion
[Fle+10] ou d’une table de reconnaissance [Chi+11]), soit en vérifiant les propriétés du modèle
(réseau de Petri vivant, borné et réversible) [Fan+14], ou simplement reste en dehors du champ de
l’étude [Sai+15]. Dans la littérature, les performances de ces modules sont extrêmement variables
lors de leur évaluation : elles dépendent du réseau de capteurs installé.
1.2.2.2 Des réseaux de capteurs déjà installés
Chaque étude abordée dans cette sous-section 1.2.2 considère un réseau de capteurs déjà
installé, ayant, soit un accès direct à un appartement instrumenté [Fle+10][Kad+10][Chi+11],
soit un accès à une base de données capteurs [Via+16][Sai+15].
Par ailleurs, aucune de ces études n’adresse ou ne décrit la logique derrière la conception du
réseau de capteurs : le choix et la configuration des capteurs appelé placement de capteurs25.
De plus, lorsque des capteurs pertinents doivent être installés, leur placement est considéré
13 angl. activity recognition (AR) 14 angl. data-driven approach (DDA) 15 angl. support vector machine (SVM)
16 angl. hidden markov model (HMM) 17 angl. principal component analysis
18 angl. support vector machine (SVM) 19 angl. knowledge-driven approach (KDA)
20 angl. mapping function. 21 angl. pattern mining approach (PMA) 22 angl. time petri net (TPN)
23 angl. extended finite automaton (EFA) 24 angl. temporal logic (TL) 25 angl. sensor placement
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futile et simple : Fleury et al. [Fle+10] « ont installé, dans un appartement réel et utilisable,
des capteurs qui étaient utiles pour leur application ». Finalement, l’ensemble approprié de
capteurs (l’ensemble optimal de capteurs et son coût associé) est usuellement déterminé lors de
l’expérimentation au lieu de l’être au préalable. Par conséquence, certains capteurs installés ne
sont pas réellement utilisés, voire sont désinstallés [Kad+10].
Ainsi, le placement de capteurs influence les performances du module de reconnaissance
d’activité à déployer. Le réseau de capteurs doit être conçu soigneusement.
1.2.3 Réseau de capteurs
Un réseau de capteurs26 est un ensemble de capteurs installés dans l’environnement afin
d’en acquérir des informations spécifiques, dépendantes de la nature des capteurs. L’intérêt
est d’utiliser ces capteurs de concert, de combiner leur informations afin de permettre aux
technologies d’assistance de remplir leurs objectifs de services ; e.g. assistance à l’autonomie à
domicile, domotique de confort ou d’économie.
1.2.3.1 Divers réseaux de capteurs
Dans la littérature, les recherches concernant les réseaux de capteurs foisonnent, adressant
principalement : les réseaux sans-fil voire mobiles.
Réseau de capteurs sans-fil27 est un réseau de capteurs autonomes répartis dans l’environ-
nement afin d’acquérir et de transférer des informations environnementales à travers un réseau
sans-fil vers un système centralisé de traitement [Zhu+12]. Chaque capteurs est un nœud du
réseau, recevant et convoyant des données. De par sa nature, le réseau est limité en portée, en
débit voire en énergie. Leur utilisation requiert de s’assurer de la connectivité et la durée de vie
du réseau, en optimisant la transmission des données et au préalable le placement initial des
capteurs.
Réseau de capteurs sans-fil mobiles28 est un réseau de capteurs sans-fil où les capteurs
sont mobiles. Cette mobilité des capteurs complexifie les objectifs de connectivité et durée de vie
du réseau : les capteurs peuvent disperser la consommation énergétique des capteurs pour fournir
des données [Eki+06]. Leur utilisation requiert aussi de gérer le dynamisme de la topologie du
réseau, la non-fiabilité des maillons de communications, les besoins énergétiques élevés et la
nécessité d’une connaissance précise des positions de chaque nœud [Zhu+14].
Ainsi, des objectifs principaux de l’application peuvent s’ajouter d’autres objectifs critiques,
ayant trait au bon fonctionnement de l’ensemble du réseau notamment la connectivité, la durée
de vie ou le dynamisme du réseau. Ces derniers objectifs restent en dehors du champ de notre
étude : nous nous concentrons sur des réseau de capteurs simples, statiques et sans problème
de connectivité ou d’alimentation. Il est nécessaire d’évaluer le réseau de capteurs au regard
d’objectifs afin de juger sa qualité à les remplir.
26 angl. sensor network (SN) 27 angl. wireless sensor network (WSN)
28 angl. mobile wireless sensor network (MWSN)
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1.2.3.2 Différentes évaluations des réseaux de capteurs
Dans la littérature, l’évaluation des réseaux de capteurs simples est fondée principalement
sur la Couverture ou sur l’Observabilité.
Couverture29 vise à qualifier la densité de couverture d’une région de l’espace identifiée à des
fins spécifiques, appelée région d’intérêt30. En général, un réseau de capteurs axé sur la couverture
essaie, soit de couvrir entièrement la région d’intérêt [Dav+07][Gon+09][Kou+10][Akb+13], soit
d’assurer la k-couverture de la région d’intérêt en ayant au minimum k capteurs couvrant chaque
position [Kou+12][Li+14]. Les métriques qualifiant la couverture consistent simplement à calculer
pour chaque position de la région d’intérêt le nombre de capteurs la couvrant (k-couverture), au
pire, vérifier si la position est couverte (1-couverture).
Concernant les capteurs binaires, Emmons et Kamangar [Emm+13] ont proposé une
métrique afin de qualifier l’utilité générale comprenant : la couverture effective, la précision et le
nombre de capteurs. Cette métrique est définie étant la somme pondérée de ces trois objectifs.
Cependant, la performance d’objectifs pondérés est grandement sensible à la normalisation des
objectifs et aux valeurs relatives des poids.
Les capteurs binaires et continus sont éligibles à la Couverture étant donné qu’il suffit
de déterminer la région de couverture de chaque capteur : sa région d’acquisition effective dans
l’environnement.
Observabilité31 vise à qualifier une estimation de paramètres vis-à-vis de la quantité et
de la qualité des données expérimentales utilisées. En général, l’observabilité d’un réseau de
capteurs quantifie l’incertitude de l’estimation de paramètres relativement à la disposition des
capteurs vis-à-vis de l’intérêt. Elle est utilisée lors de la conception afin de déterminer des
dispositions minimisant les futures incertitudes d’estimation. L’observabilité s’intéresse à qualifier
l’identifiabilité du réseau de capteurs au regard des paramètres d’intérêt, autrement nommée
optimalité32 en planification optimale des expériences33.
Bishop et al. [Bis+10] fournissent des métriques afin de déterminer le placement optimal de
capteurs à dessein de localisation34 pour des capteurs de distance, d’angle et de temps d’arrivée.
Ils montrent que le positionnement optimal des capteurs vis-à-vis de l’objet d’intérêt n’est pas
unique pour un nombre arbitraire de capteurs. Par ailleurs, leurs métriques reposent sur les
techniques de planification optimale des expériences basée modèle35, et plus précisément sur
la D-optimalité36 [Fed+13]. Ces techniques se basent sur un modèle analytique décrivant les
relations entre des paramètres (à estimer), des états (à choisir) et des mesures (à observer) ; e.g.
position de la personne, configuration des capteurs et leurs mesures réelles.
Dans le cadre d’une triangulation37, Kelly [Kel03] définit le critère d’affaiblissement
géométrique de la précision38 (GDOP) étant le rapport entre l’incertitude des états et des
mesures ; pour deux capteurs de distance ou d’angle. Ce critère est une D-optimalité, étant le
déterminant de la Jacobienne inverse du modèle. Contrairement à Bishop et al., les perturbations
ou erreurs considérées par Kelly ne sont pas normalement distribuées : sa méthodologie est valide
quelle que soit la nature de perturbations centrées, qu’elles soient systématiques ou aléatoires.
29 angl. coverage 30 angl. region of interest (RoI), ou interest region (IR) 31 angl. observability
32 angl. optimality 33 angl. optimal design of experiments (ODOE)
34 étant l’action de situer dans un lieu défini, de déterminer la position précise
35 angl. model-based optimal design of experiments 36 angl. D-optimality 37 étant une technique de localisation
utilisant des angles mesurés en des positions références 38 angl. geometrical dilution of precision (GDOP)
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Cependant ses résultats analytiques sont exprimés uniquement pour un système simplement
déterminé ; non sur-déterminé.
Seuls les capteurs continus sont éligibles à l’observabilité étant donné qu’un modèle
analytique est nécessaire pour la planification optimale des expériences.
1.2.3.3 Problème de la galerie d’art
En réalité, la couverture de l’entièreté des régions d’intérêt est un problème commun
de visibilité en Géométrie Algorithmique39 intitulé problème de la galerie d’art40. Il s’agit de
déterminer un nombre minimal de gardes et leur position statique au sein d’un environnement
polygonal afin de couvrir l’ensemble des positions de la région d’intérêt, étant la galerie d’art
et représentée par un polygone [Urr00]. La topologie de l’environnement ainsi que les régions
d’acquisition des capteurs influent sur les éléments visibles par le réseau de capteurs ; les capteurs
sont rarement omnidirectionnels, nécessitant de déterminer aussi l’orientation optimale de chaque
garde.
Similairement, l’observabilité est confrontée au problème de visibilité. La région de couver-
ture des capteurs ainsi que les obstacles présents dans l’environnement intérieur sont généralement
négligés [Mar+06][Doğ+08][Bis+10]. Lors de l’évaluation de l’observabilité d’une estimation –i.e.
une valeur des paramètres– d’intérêt, il est nécessaire de déterminer si cette estimation est
couverte par le réseau de capteurs et par quels capteurs elle est visible afin de s’assurer de son
existence. Par conséquent, la détermination de la visibilité pour chaque élément d’intérêt41 ou
estimation d’intérêt est un préalable à toute évaluation, qu’il s’agisse de la couverture ou de
l’observabilité.
Ainsi, en environnement intérieur, nous ne pouvons pas négliger la visibilité des éléments
tant elle est essentielle afin de recueillir des informations sur l’environnement et ses occupants.
Similairement au problème de la galerie d’art, les conceptions de réseaux de capteurs en envi-
ronnement intérieur se focalisent sur l’amélioration de la localisation des personnes en évaluant
précisément la visibilité de chaque élément, ainsi qu’en couvrant au maximum les régions d’intérêt
voire en priorisant certains éléments d’intérêt.
1.2.3.4 Placement de capteurs en intérieur pour l’assistance à domicile
Dans la littérature, les recherches concernant la conception d’environnement instrumenté
pour la veille à la personne sont récentes. Leur préoccupation principale est de concevoir un
réseau de capteurs non-porté, non-intrusif et à bas coût. À notre connaissance, [Vla+15] et
[Fan+16][Fan+17] sont les recherches les plus pertinentes dans ce domaine restreint.
Vlasenko et al. [Vla+15] proposent de générer des chemins de mobilité anticipés à l’intérieur
du domicile, en identifiant les plus courts chemins entre chaque paire d’objets d’intérêt. À partir de
ces chemins, ils calculent une carte de densité représentant le nombre de visite de chaque position
afin de maximiser la couverture de chaque position ayant autant de capteurs la couvrant que sa
valeur associée ; forçant la réjection des régions attractives (i.e. à forte densité) suffisamment
couvertes pour répartir les capteurs dans l’environnement. Pour ce faire, ils ont développé un
algorithme glouton de conception, optimisant itérativement la position d’un nouveau capteur de
mouvement infrarouge passif selon un ensemble de capteurs placés (un par un) précédemment.
39 angl. computational geometry 40 angl. art gallery problem 41 élément de la région d’intérêt
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Pour développer leur algorithme de conception, ils se sont fondés sur [Bis+10] afin d’émettre
l’hypothèse que : la géométrie du placement de capteurs peut être optimisée par rapport aux
mesures prises, améliorant ainsi la localisation des occupants sans modifier l’algorithme de
localisation existant. Cependant, une telle hypothèse est uniquement valide pour des expériences
–fournissant des données capteurs réelles– étant donné que les techniques de planification optimale
des expériences sont développées pour choisir (e.g.) la prochaine position du capteur. En réalité,
les positions des capteurs doivent toutes être optimisées simultanément. De plus, en couvrant les
chemins au lieu des objets ou des régions d’intérêt, les points de croisement sont favorisés en dépit
de la pertinence réelle de ces points. Cette méthode ne garantit pas directement l’identification
fiable des interactions de la personne avec les objets d’intérêt.
Fanti et al. [Fan+16] proposent de diviser l’appartement pièce par pièce afin de définir des
régions d’intérêt indépendantes, toutes associées à un problème de placement de capteurs. Ils
considèrent de minimiser le coût des capteurs et d’assurer la couverture complète de chaque
région d’intérêt. Dans leur article suivant [Fan+17], ils s’intéressent à maximiser l’enchevêtrement
de régions ou de minimiser le coût des capteurs. Pour ce faire, ils ont utilisé un algorithme de
programmation linéaire en nombre entiers42 pour chaque pièce afin d’optimiser le placement de
tous les capteurs et de satisfaire leurs exigences de couverture : au moins un capteur doit couvrir
chaque région dépourvue d’obstacles.
Pour développer leur algorithme de conception, visant à améliorer la localisation des
occupants, ils se sont fondés sur [Dan+13] afin d’émettre l’hypothèse que : une région doit être
couverte par au moins un capteur afin de permettre de détecter la présence des occupants.
Cependant, en posant que chaque pièce est une région d’intérêt, il est impossible de détecter les
interactions de la personne avec les objets d’intérêt, étant donné que plusieurs objets peuvent être
présents dans la pièce. De plus, ils ont émis l’hypothèse que seulement la localisation des habitants
en 2D est requise pour l’assistance à l’autonomie à domicile. Or, ces systèmes d’assistance utilisent
différents types de capteurs qui ne sont pas nécessairement pour la localisation [Ras+13][Gok+13].
Ainsi, les travaux les plus prometteurs concernant la conception d’environnement ins-
trumenté pour la veille à la personne se focalisent sur le placement de capteurs pour acquérir
des informations de positions, et supposent que les activités peuvent être bien déterminées
exclusivement par localisation des personnes.
1.3 Problématique
Force est de constater que la veille automatisée à la personne est ardue. Techniquement, il
est nécessaire de :
1. Lier par expérience ou par connaissance les activités à des indicateurs utiles observables
de manière automatisée, voire directement à des informations capteurs : Modélisation
des Activités
2. Choisir et configurer les capteurs pour acquérir les informations utiles : Placement
de Capteurs
3. Traiter les informations captées pour en extraire celles pertinentes afin de reconnaître
l’activité ou l’action : Reconnaissance d’Activité
42 angl. integer linear programming (ILP)
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1.3.1 Placement de capteurs : au cœur de la veille automatisée
Dans la littérature d’assistance à l’autonomie à domicile, la conception du réseau de
capteurs ou placement de capteurs est peu abordée. Cependant, elle est primordiale se situant
au cœur du processus de veille automatisée.
En amont, la modélisation des activités permet d’identifier les indicateurs utiles à acquérir
par le réseau de capteurs. En aval, la reconnaissance d’activité exploite les informations observées
par le réseau de capteurs installé. Si le placement de capteurs est mal conçu, le module de
reconnaissance d’activité ne pourra combler les lacunes informationnelles du réseau. Nous ne
pouvons nous satisfaire de devoir constater à posteriori si le réseau de capteurs installé fournit
des informations utiles pour le système d’assistance à l’autonomie à domicile [Car+16], voire de
devoir délaisser certains capteurs installés [Kad+10]. Ces deux aspects entrainent l’installation
de capteurs très riche en informations (intrusivité du réseau), ou l’installation de multiples
capteurs (invasivité du réseau) pour améliorer les performances de la reconnaissance d’activité.
Or, psychologiquement, l’installation de capteurs pouvant être ressentis intrusifs par la
personne constitue un obstacle majeur à l’instrumentation : la personne étant atteinte, perturbée
voire épiée dans sa vie intime. Une solution au caractère intrusif de l’instrumentation est d’utiliser
des capteurs aux détails moindres. Or, afin de pallier la perte informationnelle, la multiplication
des capteurs s’opère, entraînant un sentiment d’invasion. L’acceptabilité des capteurs par la
personne est primordiale afin d’offrir un système de veille discret : elle est un mélange complexe
inhérent à la personne entre intrusivité et invasivité du réseau de capteurs.
Ainsi, l’instrumentation du domicile doit être l’équilibre entre acceptabilité par la personne
et performance de la reconnaissance. Il est nécessaire de proposer une méthodologie et un outil
d’aide au placement de capteurs permettant de répondre aux attentes de la personne et aux
besoins des soignants.
1.3.2 Information de position : une mauvaise information sensorielle essen-
tielle
Les travaux les plus prometteurs concernant la conception d’environnement instrumenté
pour la veille à la personne se focalisent sur le placement de capteurs pour acquérir des informations
de position en utilisant des capteurs de présence.
1.3.2.1 Présence : une localisation imprécise
Leur méthodologies supposent que les activités peuvent être déterminées à partir d’une
localisation imprécise des personnes : présence dans une pièce [Fan+16], région d’intérêt englobée
dans une ou un enchevêtrement de régions de couverture [Fan+17], voire différentes positions
d’intérêt rassemblées en une intersection de régions de couverture [Vla+15]. De part leur nature,
les capteurs de présence ne permettent pas une localisation précise des personnes mais de situer
la présence de la personne dans un lieu défini : un ensemble de positions constituant sa région de
couverture. Si la granularité du réseau de capteurs de présence est trop importante (i.e. faible
densité de capteurs), à chaque région de couverture correspondra une grande incertitude de
mesures où la personne est considérée présente alors qu’elle n’est pas dans la région d’intérêt
[Fan+16][Fan+17] voire à la position d’intérêt [Vla+15].
Les capteurs de présence permettent de réduire l’intrusivité au prix de l’invasivité du réseau
de capteurs lorsqu’ils sont utilisés afin de localiser les personnes. La localisation de personnes à
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partir de capteurs de présence est très imprécise, tant elle estime une position de la personne avec
une forte incertitude. D’une part, il serait préférable d’utiliser des capteurs différents plus précis
pour la localisation ; e.g. capteur de distance (trilatération) ou d’angle (triangulation). D’autre
part, il serait préférable d’acquérir d’autres indicateurs utiles plus précis pour l’identification ;
e.g. l’interaction avec les objets.
1.3.2.2 Position : un indicateur peu précis mais très sensible
En général, la position de la personne est généralement une mauvaise mesure indirecte
de l’interaction avec un objet pertinent à l’action. La position n’est pas l’unique indicateur
utile ni le plus pertinent (pour l’activité) ni le plus précis (pour l’action). Si l’indicateur est
peu pertinent, à chaque mesure effective correspondra une grande incertitude d’identification
de l’activité : où l’activité est considérée réalisée alors que l’action ne concerne pas l’activité
(fausse alarme). Si l’indicateur est peu précis, à chaque mesure effective correspondra une grande
incertitude d’identification de l’action : où l’action est considérée réalisée alors qu’elle ne l’est
pas (fausse alarme). Cependant, l’information de position est un indicateur très sensible pour un
grand nombre d’actions. Si l’indicateur est très sensible, à chaque action réalisée correspondra
une mesure effective du réseau de capteurs : où l’action est considérée identifiable bien qu’elle
puisse l’être difficilement (mauvaise identifiabilité). La précision et la sensibilité des indicateurs
permettent de qualifier la fiabilité de l’identification des actions vis-à-vis des indicateurs retenus
et captés : i.e. les informations capteurs.
Ainsi, la veille automatisée nécessite un réseau de capteurs hétérogènes pour l’acquisi-
tion d’informations hétérogènes afin d’améliorer l’identifiabilité des actions en choisissant les
indicateurs les plus adéquats à capter.
1.4 Conception d’environnement instrumenté pour la veille à
la personne
1.4.1 Motivations et objectifs
Nous nous intéressons à la conception d’environnements instrumentés permettant une veille
abordable, fiable, acceptable et robuste. À partir d’un domicile donné (plan, meubles. . . ) et d’à-
priori sur les actions et leurs indicateurs utiles, nous développons une méthodologie de placement
de capteurs déterminant le type et la configuration des capteurs afin d’optimiser l’identifiabilité
des actions en sélectionnant les indicateurs les plus adéquats. Nous devons ainsi pouvoir évaluer
l’identifiabilité d’un réseau de capteurs au regard des actions –des activités– d’intérêt. Nous nous
intéressons à deux méthodes d’évaluation à dessein : la fiabilité et l’observabilité.
Afin de concevoir un réseau de capteurs systématique non basé sur l’expérience pure
d’experts, nous définissons leur logique tacite en modélisant les activités afin d’évaluer précisément
le réseau de capteurs. Afin de concevoir un réseau de capteurs écologique, il est nécessaire de
considérer un modèle probabiliste de capteurs afin d’éviter une modélisation irréaliste des
performances des capteurs, amenant à concevoir un placement sous-optimal [Akb+13]. Afin de
concevoir un réseau de capteurs personnalisé, nous devons modéliser les régions d’intérêt par
différentes densités pour prioriser leur couverture [Chr+14].
Afin de concevoir un réseau de capteurs non-intrusif et non-porté, nous devons avoir une
méthodologie compatible avec les capteurs binaires. L’avantage de simples capteurs binaires
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sont leur faible coût, leur facilité d’installation et leur faible intrusivité [Din+11]. Ces capteurs
sont largement utilisés dans les systèmes d’assistance à l’autonomie à domicile : des capteurs
principalement binaires (e.g. barrière de porte, capteur de mouvement), voire des capteurs
continus binarisés par une fonction de seuil (e.g. consommation d’électricité, débit d’eau ou
capteur de pression) [Dan+16][Via+16].
1.4.2 Hypothèses
Nous considérons qu’une activité est décomposable en actions pouvant être commune à plu-
sieurs activités. Chaque activité est un ensemble d’actions, devant être réalisées séquentiellement
ou parallèlement. Chaque action est caractérisée par des indicateurs mesurables par capteurs.
Notamment, nous considérons qu’une action consiste à une interaction de la personne avec des
objets spécifiques de l’environnement. Ainsi, un objet est un outil nécessaire à la réalisation de
l’action : nous pouvons soit détecter l’interaction d’un objet, soit supposer son utilisation en
détectant la personne dans une région d’intérêt de l’environnement propice à l’interaction.
Nous considérons que les spécificités inter-individuelles, i.e. les caractéristiques propres à
l’individu, sont des paramètres du système fournis en amont : les régions d’intérêt peuvent être
ajustées en fonction de la personne. De plus, nous écartons tout aspect temporel et dynamique
de notre conception : la temporalité est gérée par le module de reconnaissance d’activité. La
reconnaissance d’activité est hors cadre de cette thèse : notre méthodologie est conçue sans
à-priori sur la nature du module installé en aval.
Nous considérons un réseau de capteurs simple, statique et sans problème de connectivité
ou d’alimentation. Par ailleurs, nous excluons les capteurs portés, nous concentrant uniquement
sur les capteurs devant être installés dans l’environnement.
1.4.3 Contributions
Dans cette thèse, nous développons :
• Un modèle d’activité dédié à l’assistance à l’autonomie à domicile fondé sur les travaux
en Ergothérapie
• Un modèle ensembliste unifiant de capteurs (du binaire au continu) et d’actions (aux
caractéristiques diverses), permettant de fusionner des informations homogènes de
capteurs hétérogènes
• Une évaluation de la fiabilité du réseau de capteurs au regard des actions, fondée sur
la couverture des intérêts (F-mesure)
• Un algorithme de conception du réseau de capteurs Pareto-optimal, maximisant l’en-
semble des fiabilités de chaque action d’intérêt
• Un exemple opérationnel de notre algorithme de conception Pareto multi-objectifs,
améliorant les fiabilités du réseau de capteurs
• Un modèle analytique simplifié décrivant l’influence des incertitudes sur les informations
captés, fondé sur l’identification de paramètres
• Une évaluation de l’incertitude du réseau de capteurs au regard d’une information,
indépendamment de la nature du bruit et sans nombre limite de capteurs (observabilité)
• Un exemple de conception Pareto multi-objectifs, améliorant l’incertitude de paramètres
par l’observabilité et la comparant avec l’incertitude évaluée à partir de notre modèle
ensembliste
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1.4.4 Organisation
Afin de conclure ce chapitre 1 introductif, nous détaillons l’organisation de cette thèse et
présentons un bref aperçu des chapitres.
Chapitre 2 Dans ce chapitre, nous présentons un état de l’art sur l’activité, sa définition et son
étude en Ergothérapie afin de mesurer les activités humaines. Nous présentons une modélisation
des activités en actions à dessein de veille automatisée. Nous illustrons le modèle d’activité et
le processus de veille par un exemple où nous décomposons une activité d’intérêt en vue d’une
acquisition par des capteurs intégrés à l’environnement.
Chapitre 3 Ce chapitre présente la première contribution de cette thèse : la modélisation des
actions et capteurs en une représentation unifiée, unique et flexible. Il introduit les concepts
primordiaux du modèle (région) pour définir le problème de placement de capteurs en intérieur.
Plusieurs augmentations sont présentées afin de représenter au mieux la réalité de la veille :
fusion des informations, hétérogénéité du réseau, importance des actions et performances des
capteurs. Ce chapitre est essentiellement théorique et permet de mettre en place un ensemble de
notions qui ont des applications directes pour l’évaluation du réseau de capteurs.
Chapitre 4 Ce chapitre présente la deuxième contribution de cette thèse : l’évaluation de la
fiabilité d’un réseau de capteurs représenté par notre modélisation en régions. Il introduit la notion
de fiabilité (Sensibilité et Précision) et son évaluation (matrice de confusion). Plusieurs complétions
sont développées afin d’évaluer au mieux la réalité de la veille : fusion des informations, importance
des actions et incertitudes des capteurs. Ce chapitre permet de sélectionner optimalement
les informations pertinentes puis d’en déterminer une expression logique pour la réalisation
vraisemblable de l’action, ayant des applications directes pour la reconnaissance d’activité.
Chapitre 5 Dans ce chapitre, nous proposons un algorithme de conception du réseau de
capteurs Pareto multi-objectifs adapté ainsi qu’une implémentation de notre méthodologie de
conception. Nous en présentons un cas applicatif en nous limitant au capteur de présence mais
en choisissant optimalement les indicateurs de l’action à couvrir. Ce chapitre permet d’illustrer
l’intérêt des notions présentées dans les chapitres précédents pour les problèmes de placement de
capteurs en intérieur, ainsi que la force et flexibilité de notre méthodologie de conception.
Chapitre 6 Ce chapitre présente la troisième contribution de cette thèse : le calcul simplifié de
l’observabilité d’une information estimée et son application au placement de capteurs préalable. Il
introduit les concepts utilisés en planification optimale des expériences et en calibration robotique
pour réduire l’incertitude des indicateurs utiles43. Dans ce chapitre, nous illustrons la notion
d’observabilité pour des problèmes de placement de capteurs en intérieur. Nous présentons un cas
applicatif en nous limitant au capteur d’angle mais en explorant l’incertitude de positionnement
des capteurs. Ces travaux ont permis la publication suivante [Mas+16], pour la localisation en
robotique.
Chronologiquement, nous nous sommes intéressé aux techniques de planification optimale
des expériences afin d’évaluer l’identifiabilité en utilisant l’observabilité du réseau de capteurs ;
43 étant estimés à partir des informations captées
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i.e. réduction de l’incertitude des informations estimés. Or, ces techniques ne sont pas adaptés
aux capteurs binaires, très utilisés pour l’assistance à l’autonomie à domicile. Au cours de cette
thèse, nous avons réorienté nos travaux en deuxième année pour développer une modélisation
compatible avec toutes natures de capteurs (binaire au continu) –présentée dans les chapitres 3
à 5– fondée sur une autre évaluation de l’identifiabilité : la F-mesure. Nous sommes convaincu
que l’incertitude44 et la fiabilité sont des évaluations complémentaires pour la conception mais
concernant des objectifs et contraintes différentes.
44 où l’observabilité est une “approximation” de l’incertitude des indicateurs utiles estimés

Chapitre 2
Modèle des activités pour une veille
automatisée
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Dans ce chapitre, nous nous intéressons à définir un modèle des activités afin de lier la veille
automatisée –i.e. identification des actions– et le réseau de capteurs. Ce modèle permet de nous
affranchir du problème aval de reconnaissance d’activité pour nous concentrer sur le placement
de capteurs, qui sera abordé dans les chapitres suivants. En aval, le système d’assistance à
l’autonomie à domicile s’appuie sur des observations du monde réel fournies par le réseau de
capteurs et exploitées par le module de reconnaissance d’activité afin de veiller à la personne. En
amont, nous avons des activités d’intérêt à identifier et à décrire. Nous modélisons les activités à
partir d’observations du monde réel pouvant être acquises par des capteurs. Notre approche –axée
sur la connaissance– est particulièrement adaptée pour la veille aux activités de vie quotidienne et
activités instrumentales de vie quotidienne : ces activités sont réalisées dans « des circonstances
relativement spécifiques à une temporalité, un lieu ou un espace » et/ou impliquant « de multiples
interactions avec l’environnement » [Che+12]. Dû au contexte de cette thèse, notre travail s’appuie
fortement sur les activités de vie quotidienne très étudiées en Ergothérapie. Le modèle gagnerait
à être éprouvé et adapté pour des activités réalisées dans d’autres contextes ; e.g. clients dans un
commerce.
Afin de proposer un modèle simple et générique, nous nous intéressons aux travaux menés
en Ergothérapie sur l’activité humaine. Ce domaine étudie l’activité dans sa diversité, dans des
contextes et environnements variés. Nous proposons de reprendre leur définition de l’activité
afin d’en extraire un modèle compatible avec la veille automatisée. Nous nous fondons sur deux
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outils d’Ergothérapie décrivant la performance des activités : le cadre OTPF [Rol+08][Rol+14] et
l’échelle AMPS [Fis+13a][Fis+13b].
2.1 L’activité
Le premier défi à relever pour le déploiement des systèmes d’assistance à l’autonomie
à domicile est la définition formelle des activités. Il est intéressant de développer un modèle
générique mais simple permettant de représenter la majeure partie des activités. Depuis un siècle,
l’Ergothérapie étudie l’activité humaine dans sa complexité et sa diversité afin de veiller à la
personne dans son environnement quotidien.
2.1.1 L’Ergothérapie : l’étude des activités pour le bien des personnes
La fédération mondiale des ergothérapeutes1 (WFOT) définie l’Ergothérapie2 comme une
« profession de santé s’intéressant à soutenir la santé et le bien-être à travers l’occupation »
(2012) [oOcc17]. Elle consiste en l’utilisation thérapeutique des activités3 du quotidien avec des
personnes ou des groupes afin d’améliorer ou permettre leur participation aux rôles, habitudes
et routines réalisées au sein d’une maison, une école, au travail, une communauté et d’autres
environnements [Rol+14]. Son objectif est ainsi « de maintenir, de restaurer et de permettre les
activités humaines de manière sécurisée, autonome et efficace, et ainsi, de prévenir, réduire ou
supprimer les situations de handicap pour les personnes, en tenant compte de leurs habitudes de
vie et de leur environnement »4 [oOcc17].
Cette profession est convaincue de la relation positive entre occupation et santé, et de sa
vision de la personne en tant qu’être occupationnel5 : elle valorise la nature occupationnelle5 des
personnes pour une vie saine, productive et satisfaisante [Unr04][Rol+14]. Telle qu’énoncée par
Hooper et Wood [Hoo+14] :
« Une hypothèse philosophique fondamentale de la profession, par conséquent, est que
en vertu de nos dons biologiques, les personnes de tous âges et de toutes compétences
ont besoin de grandir et de se porter bien ; à la poursuite de l’occupation, l’humain
exprime la totalité de son être, une union du corps et de l’esprit. Parce que l’existence
humaine ne pourrait pas être autrement, l’humanité est, en substance, occupationnelle
par nature. »
Veiller à la personne consiste ainsi à s’intéresser à ses activités, et à évaluer leur réalisation.
Depuis sa création en 1917 [Rol+14], l’Ergothérapie étudie l’activité humaine dans sa diversité,
touchant des contextes6 et environnements7 variés. Dans sa pratique, l’ergothérapeute collabore
directement avec la personne et son entourage (e.g. la famille, le personnel soignant) :
• en veillant simultanément à ses fonctions corporelles et structurelles, à ses compétences,
à ses rôles, à ses habitudes, à ses routines et au contexte ;
• en considérant la personne étant un être occupationnel ;
• en priorisant la connaissance (due à l’expérience du praticien) des effets bénéfiques sur
la santé et la performance des engagements occupationels.
1 angl. world federation of occupational therapists (WFOT) 2 angl. occupational therapy 3 angl. occupations
4 selon l’association nationale française des ergothérapeutes (ANFE) 5 angl. occupational
6 e.g. maintenir, restaurer et permettre les activités humaines ; e.g. prévenir, réduire ou supprimer les situations
de handicap
7 e.g. une maison, une école, au travail, une communauté
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À travers ces jalons, l’ergothérapeute procède en trois étapes : évaluation, intervention
et résultat8 ; cf. figure 2.1. Cette première étape fondamentale nous intéresse pour la veille
automatisée : l’évaluation consiste à élaborer le profil occupationnel de la personne, et à analyser
ses performances occupationnelles.
Figure 2.1 – Champ d’expertise et processus de l’Ergothérapie [Rol+14]
Ces performances occupationnelles sont évaluées par une observation directe de la personne,
en situation de réalisation. Au préalable, pour une observation efficace, il est nécessaire d’analyser
et de définir la notion d’activité.
2.1.2 Définition de l’activité
2.1.2.1 Activité et occupation : une confusion de sens
La notion d’occupation, liée à celle d’activité, est complexe et délicate à définir : Roley et al.
[Rol+14] identifient sept définitions différentes. En Ergothérapie francophone, la notion d’activité
réfère au terme anglais occupation, introduisant ainsi une confusion de sens car un même terme
(activité pour angl. occupation, et activité pour angl. activity) recouvre deux concepts différents
[Van16].
8 angl. respectivement evaluation process, intervention process, targeting of outcomes
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Nous dénotons la difficulté lexicale de nommer occupation et activité, et d’en comprendre
le sens. Van Bruggen [Van16] propose l’exemple du verbe Boire pouvant être une habilité (e.g.
boire signifiant avaler du liquide), une activité (e.g. Boire son café), une occupation (e.g. boire
signifiant être alcoolique) voire une tâche, une habitude ou une routine. Elle dénote dans sa
lecture que « tout dépend du concept qu’il est nécessaire de mobiliser pour saisir ce qui nous
intéresse dans boire à un moment donné en rapport au contexte » [Van16]. Ainsi, il faut distinguer
les concepts liés à la taxonomie de l’occupation/activité –e.g. Regarder la télévision étant un
loisir– des actions qu’ils désignent –e.g. Regarder la télévision signifiant l’observer–.
Dans les faits, les termes activités et occupations sont considérés étant interchangeables
(pour décrire la participation aux passe-temps quotidiens) voire différents selon les spécialistes
[Rol+14]. D’après l’association américaine d’Ergothérapie9 (AOTA), une définition liante serait :
« l’occupation dénote les engagements de vie qui sont constitués de multiples activités » [Rol+14].
Dans cette thèse par activité, nous entendons la notion anglaise activity.
2.1.2.2 Décomposition de l’activité en actions
Selon l’organisation mondiale de la santé, une activité « désigne l’exécution d’une tâche
par une personne » (2002) [Cha02], elle est « une suite structurée d’actions ou de tâches qui
concourt aux occupations » [Mey13].
Réaliser une activité consiste ainsi à accomplir différentes étapes successivement ou en
parallèle, dans des ordres différents voire avec des chronométrages10 différents [Mag+13]. En terme
comportemental, ces étapes sont appelées actions d’activité [Kim+11]. Une action est ainsi le
composant élémentaire d’une activité, pouvant être possiblement caractérisée par des contraintes
temporelles10 quantitatives différentes [Mag+13]. Nous pouvons définir une activité étant un
ensemble d’actions [Ber+08][Coo+15]. Par exemple, l’occupation Faire sa toilette est composée
des activités Prendre un bain, Se laver les mains, Se brosser les cheveux etc. , elles-mêmes
composées respectivement des actions Ouvrir le robinet de la baignoire ou du lavabo, Prendre un
peigne dans la coiffeuse etc. ; cf. tableau A.1 pour une liste catégorisée d’occupations.
2.1.2.3 Pertinence vis-à-vis de l’activité de l’action
L’action permet de décrire de manière simplifiée le phénomène complexe qu’est l’activité,
où des actions peuvent-être communes à plusieurs activités. Pour chaque action, nous qualifions
leur pertinence vis-à-vis de chaque activité ; étant nulle si l’action n’intervient pas dans la
réalisation de l’activité. Nous introduisons ainsi la Précision des actions afin de lier les actions
aux activités d’intérêt.
Nous définissons la Précision de chaque action d’intérêt a au regard de l’activité A étant
la probabilité de réaliser l’activité A sous conditions de réalisation de l’action a, notée P (A | a) ;
e.g. la probabilité de Préparer un repas chaud en ouvrant le réfrigérateur. Elle est considérée
générale pour l’action, étant constante quelqu’en soit la mesure11 m (et sa nature12) ; e.g. la
probabilité de Préparer un repas chaud en ouvrant le réfrigérateur est identique quelque soit
l’angle d’ouverture de la porte. Considérer que la Précision est dépendante de la mesure11 m
nécessite une étude poussée pour évaluer en chaque mesure11 possible cette Précision P (A | a,m)
; e.g. en toutes les positions possibles de visionnage pour l’activité Regarder la Télévision et son
9 angl. american occupational therapy association (AOTA) 10 angl. timing
11 un élément donné de la région d’intérêt associée l’action, similaire à l’Occurrence en section 3.3.2.1
12 caractéristique mesurée de l’action, cf. section 2.2.2
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action éponyme.
Ainsi, nous pouvons décrire l’activité en la décomposant en actions, pouvant être communes
à plusieurs activités. Afin de veiller aux activités, nous devons nous intéresser à l’action et
déterminer les indicateurs utiles à mesurer et observables de manière automatisée.
2.2 L’action
Dans la pratique de l’Ergothérapie, il est nécessaire d’évaluer la réalisation de l’activité
afin d’intervenir pour le bien de la personne. Cette évaluation est codifiée par de nombreux outils,
dont l’OTPF et l’AMPS, pour être valide et robuste, permettant ainsi d’obtenir des informations
fiables.
2.2.1 Outils d’Ergothérapie: l’évaluation valide et robuste des actions pour
des informations fiables
Nous nous intéressons à deux outils utilisés dans la pratique de l’Ergothérapie : 1) l’OTPF,
un cadre conceptuel de pratique en Ergothérapie [Rol+08][Rol+14] ; 2) l’AMPS, une échelle
d’évaluation des habilités motrices et opératoires [Fis+13a][Fis+13b].
2.2.1.1 Cadre conceptuel de pratique en Ergothérapie : l’OTPF
Dans la littérature d’Ergothérapie, il existe de nombreux cadres conceptuels détaillés
décrivant les actions. Le cadre conceptuel de pratique en Ergothérapie13 (OTPF) est certainement
l’un des plus utilisés [Rol+08] : il synthétise les concepts interdépendants qui régissent les pratiques
en Ergothérapie.
L’OTPF est un document officiel rédigé par l’association américaine d’Ergothérapie
(AOTA), en constante évolution. Il est mis à jour par cycle de 5 ans, en collectant les re-
tours des membres, spécialistes, auteurs, praticiens et autres acteurs en Ergothérapie. Cette
révision bi-décennale garantie que l’OTPF est un document au fait des concepts émergents et
des avancées en Ergothérapie. L’OTPF est actuellement à sa troisième édition (2014) [Rol+14] ;
révision de la seconde édition (2008) [Rol+08].
Champ d’expertise : aspects nécessaires à l’analyse L’OTPF précise le champ d’expertise
de l’Ergothérapie, nommé domaine, en décrivant l’ensemble des connaissances et savoir-faire de
la profession dans : l’occupation, les caractéristiques individuelles, les habilités de réalisation, les
schémas de réalisation, le contexte et l’environnement ; cf. tableau 2.2 et figure 2.1 [Rol+14].
L’occupation réfère aux activités du quotidien dans lesquelles les personnes s’engagent. Les
caractéristiques interindividuelles14 réfèrent aux capacités, propriétés ou croyances spécifiques qui
résident dans la personne et influencent la réalisation des activités. Les habilités de réalisation15
réfèrent aux actions à but précis notables, qui sont considérées comme un engagement élémentaire
; la plus petite unité d’engagement possible pour l’activité. Les schémas de réalisation16 réfèrent
aux rôles, habitudes, routines et rituels effectifs qui peuvent soutenir ou gêner la réalisation de
l’activité. L’environnement réfère à l’environnement physique et social, tandis que le contexte
13 angl. occupational therapy practice framework (OTPF) 14 angl. client factors 15 angl. performance skills
16 angl. performance patterns
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Figure 2.2 – Aspects du champ d’expertise de l’Ergothérapie [Rol+14]
réfère aux autres éléments moins tangibles influençant la réalisation ; étant culturel, personnel
temporel et virtuel.
La compréhension des relations complexes entre ces aspects, ainsi que des exigences de
l’activité17 pour sa réalisation, sont requises afin d’analyser la réalisation de l’activité.
Analyse et évaluation des activités : exigences des activités D’après l’OTPF [Rol+14],
analyser l’activité consiste à déterminer les fonctions corporelles et structurelles, les habilités
et motifs requis, ainsi que les exigences génériques que l’activité demande à la personne. Les
exigences des activités17 sont les caractéristiques spécifiques de l’activité qui influencent le type
et la quantité des efforts requis pour sa réalisation. Ces exigences « contraignent le comportement
de l’individu dans la réalisation de l’activité » [Mey13], elles incluent les points majeurs suivants :
• les Outils et Ressources nécessaires à la réalisation de l’activité : Quels objets pertinents
sont utilisés dans l’activité ?
• le Lieu de réalisation de l’activité : Quels espaces physiques sont sollicités ?
• le Processus de réalisation : Comment l’activité est réalisée, comprenant séquence et
minutage des étapes ainsi que les procédures et règles nécessaires ?
Une liste exhaustive des exigences est présentée en tableau A.2, avec leur définition et
exemples ; nous en avons présenté certains, jugés pertinents pour la veille automatisée.
En connaissant ces préalables à la réalisation d’une activité, il est ainsi possible d’évaluer
l’activité de manière fiable et valide. L’évaluation de la réalisation des activités nécessite l’utili-
sation de méthodes standardisées afin de fournir des données objectives sur les divers aspects
du domaine ; recommandation de l’association américaine d’Ergothérapie (AOTA) [Rol+14].
L’AMPS en est une.
2.2.1.2 Évaluation des habilités motrices et opératoires : l’AMPS
L’évaluation des habilités motrices et opératoires18 (AMPS) est un outil d’évaluation
qualitative et quantitative par observations comportementales directes, largement utilisé en
Ergothérapie [Par+94].
L’AMPS fut développé afin d’évaluer des personnes en situation d’activités du quotidien :
il est un outil standardisé et validé adressant la fiabilité des observations. Par conséquence, il
17 angl. activity demands 18 angl. assessment of motor and process skills (AMPS)
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est utilisé afin de mesurer les déviations lors de la réalisation des activités [Par+94]. À sa 8ème
version, il contient 125 activités du quotidien [Sol17], comprenant des activités de vie quotidienne
(AVQ) et des activités instrumentales de vie quotidienne (AIVQ), qui sont autant d’exercices
servant de support à l’ergothérapeute pour évaluer la personne. Cette version a été standardisée
sur un échantillon international de plus de 196 000 personnes âgées de 2 à 100 ans et plus [Sol17].
Évaluation des activités : liste des éléments à observer Par définition, cette évaluation
adresse la qualification précise des performances motrices19, opératoires20 et adaptatives de la
personne. Pour ce faire, l’AMPS propose, pour chaque activité listée ,une description de 36
éléments à observer durant sa réalisation [Sol17], divisés seulement en deux catégories étant
l’habileté motrice et l’habilité opératoire.
L’aspect moteur s’intéresse aux actions réalisées par la personne, afin de se déplacer ou
déplacer des objets nécessaires ; l’aspect opératoire s’intéresse à l’organisation et au savoir-faire
dans la réalisation des actions : leur séquence de réalisation et l’utilisation des objets nécessaires.
La qualité de la performance est évaluée en notant l’effort, l’efficacité, la sécurité et l’indépendance
démontrés par la personne dans chacune des habiletés opératoires et motrices.
Nous exploitons cette liste exhaustive afin d’identifier les caractéristiques communes des
actions : ces caractéristiques constituent le cœur du modèle des activités proposé ci-dessous pour
la conception du réseau de capteurs.
2.2.1.3 Des actions jusqu’alors mesurées par l’humain
En résumé, l’OTPF est un guide d’Ergothérapie, développant et définissant les divers
concepts de la profession, structurant la pratique en trois étapes (i.e. Évaluation, Intervention et
Résultat) afin d’améliorer santé, bien-être et implication quotidienne de la personne. L’AMPS est
une échelle d’évaluation intervenant en fin de la première étape du travail de l’ergothérapeute.
Cependant, ces deux outils d’Ergothérapie préconisent quels éléments clés sont à observer
par le thérapeute lors de la réalisation d’une activité ; l’AMPS les quantifiant [Sol17]. Nous
remarquons que les habiletés motrices et opératoires sont communes aux deux outils ; cf.
tableau A.3 en annexe. Cependant pour la veille automatisée, nous souhaitons des caractéristiques
aisément observables par capteurs, simples et objectives ne nécessitant pas d’interprétations
cliniques. Ces caractéristiques sont primordiales et prioritaires pour promouvoir et déployer
largement les systèmes d’assistance à l’autonomie à domicile.
Par exemple, l’habilité motrice Soulever21 est définie étant le fait de (sou)lever efficacement
des objets pertinents sans aucune manifestation d’effort accru [Rol+14] : l’ergothérapeute
interprète soit la dynamique du mouvement de la personne, soit les expressions corporelles
(e.g. faciales) pour juger de l’intensité de l’effort déployé par la personne. Un autre exemple
d’interprétation forte, l’habilité opératoire Utiliser21 est définie étant le fait d’utiliser un objet et
un matériel comme conçu/prévu et de manière hygiénique [Rol+14] : l’ergothérapeute interprète
les interactions avec l’objet pour juger de son utilisation correcte.
Nous remarquons que la plupart des habilités, quelles qu’elles soient, sont fortement sujettes
à l’interprétation de l’ergothérapeute. De fait, toutes ces habilités et leurs éléments sont subtils à
évaluer par l’ergothérapeute et de surcroît complexes par des capteurs. En réalité, les recherches
menées en Ergothérapie accordent une importance prépondérante au thérapeute, résultant à
déterminer des indicateurs utiles mesurables par l’humain. L’humain est ainsi un instrument
19 angl. motor 20 angl. process 21 cf. tableau A.2 en annexe
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de mesures, comparable à un capteur, utilisé pour l’évaluation des activités (i.e. les habilités).
Par nature, les données mesurées par le capteur humain sont subjectives, tant elles dépendent
de l’interprétation et de l’appréciation de l’humain. En conséquence, l’Ergothérapie effectue un
travail constant de standardisation au sein de leur communauté « afin de fournir des données
objectives » [Rol+14] : établir des outils d’évaluation robustes à l’humain et valides pour chacun
afin d’obtenir des informations fiables. Le cadre OTPF et l’échelle AMPS fournissent ainsi des
indicateurs les plus objectifs possibles pour l’humain.
Or, cette exclusivité du « capteur humain » a conduit à déconsidérer des indicateurs
pertinents car difficilement mesurables par l’humain. D’une part, nous pouvons envisager, grâce
à l’essor en technologie d’acquisition (capteurs) et en puissance de calcul (processeurs) [De +12],
la recherche et le développement de nouveaux indicateurs plus objectifs et plus fiables. D’autre
part, nous devons considérer de concevoir une méthodologie de placement de capteurs flexibles
pouvant s’adapter à de nouveaux indicateurs (par son modèle), anticipant dès à présent les
avancées scientifiques en Ergothérapie et l’essor technologique.
Ainsi, il est nécessaire de caractériser l’action de sorte à pouvoir instrumenter la mesure par
des capteurs (non-humains). Nous nous concentrons sur des éléments plus génériques, inhérents
aux habilités et liés aux exigences d’activité. Nous en extrayons trois caractéristiques majeures
décrivant l’activité et constituant des indicateurs utiles pour la mesurer par des capteurs.
2.2.2 Caractéristiques des actions
Ces caractéristiques sont présentes quelle que soit l’action d’activité, étant : l’interaction,
le lieu et la temporalité22. Chaque action implique ainsi une interaction de la personne avec
son environnement (e.g. mobilier, objet) dans un lieu de son environnement avec une temporalité.
Par exemple, l’action S’asseoir à table pour l’activité Prendre un repas implique d’interagir avec
une assise (e.g. une chaise) d’être situé à côté de la table lors des heures de repas. Autrement,
l’action Regarder la télévision pour l’activité Regarder la télévision implique d’interagir avec
la télévision (e.g. la regarder ou l’entendre) d’être situé dans son champ d’émission (e.g. le
canapé) lors des heures de visionnage.
Activité
→ Action Objet
Position
→ Action → Interaction → Vitesse
Lieu Trajectoire
→ Action Temporalité Durée
Rythme
Figure 2.3 – Modèle d’activité en actions, décrivant les caractéristiques de l’action et présentant
des informations potentielles
Ces caractéristiques permettent aux systèmes d’assistance à l’autonomie à domicile d’obtenir
des informations sensorielles utiles ; cf. figure 2.3. Nous les décrivons et les contextualisons
dans ce cadre. Elles constituent une contribution forte à la description des actions en vue
de l’automatisation de l’observation des actions d’activité (i.e. la veille à la personne), où
l’identification de l’action est possible par ces caractéristiques évaluées afin de la différencier.
22 angl. resp. interaction, location, temporality
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2.2.2.1 Interaction
Réaliser une activité implique d’interagir avec des objets ; qu’il s’agisse du mobilier (e.g.
porte, tiroir, chaise, lit) ou d’objets électriques (e.g. télévision, four, luminaire) voire d’autres
objets (e.g. robinet, crayon, semainier médical).
Dans le cadre des systèmes d’assistance à l’autonomie à domicile, le mobilier de l’environ-
nement est généralement équipés de capteurs tout-ou-rien [Ras+13][Gok+13][dMig+13] ; e.g. sur
le tiroir des couverts ou la porte du frigo pour détecter la préparation des repas, sur le placard
des vêtements pour détecter l’habillage. Parfois, les dispositifs de l’environnement sont équipés de
capteurs de consommation électrique [Gup+10] ou hydraulique [Fro+09] ; e.g. sur l’alimentation
particulière23 ou générale24 pour détecter la préparation des repas (four ou évier), la toilette
(sèche-cheveux ou lavabo) voire le visionnage de la télévision.
Bien que la mesure de l’interaction de la personne avec un objet est la manière la plus
fiable pour déterminer la réalisation d’une action, en général, les objets ne sont pas directement
instrumentés étant entravés par la faisabilité, le coût financier voire la commodité d’utilisation.
Par exemple, les aliments (la nourriture) ne sont pas instrumentables contrairement à leur
contenant ; instrumenter l’ouverture/fermeture de tous les tiroirs (des commodes) est coûteux,
et porter un gant lecteur de puces RFID25 est gênant, voire encombrant.
Ainsi, l’interaction est souvent mesurée indirectement voire déduite : e.g. des capteurs
de portes pour détecter la préparation des repas (frigo ou tiroir) ou l’habillage (placard ou
commode), des capteurs de pression pour détecter le sommeil (lit) ou la prise de repas (chaise).
La mesure indirecte n’est pas une information fiable concernant la réalisation de l’action et
de surcroît de l’activité ; i.e. l’ouverture du frigo ou la consommation en eau n’implique pas
nécessairement la préparation d’un repas (activité) : l’utilisation du frigo ou du robinet peut
servir à se servir une boisson (action) et non à la prise de nourriture ou respectivement au rinçage
de nourriture (actions). Ces informations nécessitent d’être associées à d’autres afin d’améliorer
la reconnaissance.
2.2.2.2 Lieu
Réaliser une action implique souvent de se situer dans un lieu précis, qu’il s’agisse d’être
dans une pièce (i.e. toilette, chambre d’habillage), à proximité du mobilier (e.g. table, armoire)
ou d’objets (e.g. four, miroir), voire sur (e.g. canapé, chaise) ou dans (e.g. lit, douche) le mobilier
ou objet.
Dans le cadre des systèmes d’assistance à l’autonomie à domicile, l’environnement est
généralement équipé de capteurs de présence ou de localisation [Ras+13][Gok+13][dMig+13] ;
e.g. dans les toilettes pour détecter la continence, au dessus de la table pour détecter la prise de
repas. Parfois, l’environnement est équipé de microphones [Fle+10] ou caméras [Sku+09].
Par lieu de réalisation de l’action, nous désignons généralement une région de l’environne-
ment plutôt qu’une position précise ; e.g. dans la chambre pour dormir, autour de la table pour
manger, sur les toilettes pour faire ses besoins. Chaque lieu (soit une région de l’environnement)
est définie selon les paramètres anthropométriques de la personne, si une position permet physi-
quement la réalisation de l’action ; e.g. être à une distance minimale afin de pouvoir ouvrir le
frigo, manger à table, ou dormir dans le lit.
Par ailleurs, pour une action similaire, le lieu de réalisation peut varier selon les personnes26,
23 un wattmètre au niveau de la prise électrique 24 un wattmètre au niveau du compteur électrique [Gup+10]
25 les objets étant équipés d’étiquettes RFID [Phi+04] 26 inter-personnel
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voire varier pour la personne27 ; e.g. une personne préférera s’habiller à son chevalet alors qu’une
autre s’habillera devant son placard, la personne préféra déjeuner en cuisine et dîner dans le
séjour. Ainsi selon l’action, le lieu permet de fournir des informations précises pour déterminer
sa réalisation : e.g. la position du frigo ou lit est immuable tandis que la position de tables ou
chaises est variable.
2.2.2.3 Temporalité
Réaliser une activité implique une temporalité à sa réalisation : une organisation variant au
gré des attentes et contraintes des personnes [Kay+11]. Toutes les autres caractéristiques de l’action
sont englobées dans cette temporalité. L’identification d’action serait difficile en ne considérant
uniquement la temporalité, où l’action serait supposée réalisée sans avoir d’informations capteurs
résultantes. Une information d’interaction ou de lieu –possiblement adjoint à une temporalité–
est nécessaire pour l’identification. Les deux aspects principaux de la temporalité sont : la durée
et le rythme.
Durée réfère au temps requis afin de réaliser l’action. Bien que variant selon les personnes, il
est possible d’encadrer cette durée par un minimum et maximum : e.g. ]0 ; 2] min.
Rythme ou la répétition périodique de l’action réfère à la fois au rythme biologique et au
rythme social [Vir+02] :
1. le rythme biologique est physiologique (rythme veille-sommeil, cardiaque, respiratoire)
: ces rythmes influent sur la mémoire, l’attention, la capacité voire la concentration
agissant par conséquence sur la réalisation de l’action ; e.g. la fatigue ralentissant la
performance, le sommeil incapacitant la réalisation.
2. le rythme social est assujetti aux exigences sociales (travail, éducation, culture) : ces
exigences sont des contraintes agissant sur l’initiation de l’action ; e.g. heure de réveil,
durée des repas.
Ces rythmes sont interdépendants et ne peuvent être ignorés pour la veille quotidienne
[Vir+02]. Dans la littérature, cette dualité du rythme est étudiée sur une journée, étant qualifiée
ainsi de rythme circadien des activités (RCA). Les rythmes sont représentés par un graphique
circadien figure 2.4, dont l’analyse permet d’estimer l’organisation des activités au cours de la
journée [Car+14].
De plus, ces rythmes se renforcent avec l’âge, dénotant la nature très routinisée des
personnes âgées dans leur quotidien : leur vie quotidienne est organisée autour de routines fixes
dans leur environnement, comportement ou relations sociales. De par leur nature, ces rythmes
sont largement utilisés pour la veille à la personne [Kay+11][Wan+12].
Bien que les habilités sont des indicateurs utiles et très précis pour une évaluation valide
et robuste de l’activité (par l’humain), il était nécessaire de modéliser l’activité et de carac-
tériser l’action en contexte, prenant en compte l’état actuel des technologies d’acquisition et
informatiques.
27 intra-personnel
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Figure 2.4 – Illustration du rythme circadien de deux personnes ; chaque jour d’activité forme
un cercle concentrique, chaque couleur représente un capteur différent [Kay+11]
2.3 Application du modèle d’activité aux systèmes d’assistance
à l’autonomie à domicile
Nous discutons de l’application du modèle d’activité développé au contexte des systèmes
d’assistance à l’autonomie à domicile et du placement de capteurs. Dans le tableau 2.1, nous
décrivons pour l’activité Préparer un repas chaud le processus de veille automatisée de manière
simplifiée.
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2.3.1 Processus de veille
Le processus de veille à l’activité proposé en tableau 2.1 décrit les étapes nécessaires pour
concevoir la veille automatisée de l’activité humaine au module de reconnaissance. Il est organisé
en quatre grandes étapes :
1. Comportement humain, référant à l’activité et à sa description en actions ;
2. Indicateurs utiles, référant aux indicateurs choisis pour caractériser chaque action, étant
: l’interaction, le lieu et la temporalité (moment et durée) ;
3. Réseau de capteurs, référant aux informations sensorielles acquises par les capteurs ;
4. Système de veille, référant aux informations traitées par le module de reconnaissance
d’activité.
À chaque étape, l’activité est précisée voire réduite afin d’être simplifiée pour être identi-
fiable. En premier, l’expert en comportement humain analyse l’activité afin de la décomposer
en actions : il précise l’activité en la décrivant. Ensuite, il caractérise chaque action afin de la
définir généralement : il réduit chaque action à seulement quatre indicateurs, perdant toutes
les habilités utiles à la qualification et réalisation de l’action. Cette deuxième étape permet de
résumer l’activité en des informations observables par capteurs, simples et objectives.
En troisième, un expert en instrumentation analyse ces caractéristiques afin de déterminer
les informations capteurs adaptées : il réduit chaque indicateur à des quantités/mesures au
préalable de l’instrumentation. Enfin, il lie chaque état (voire événement) de capteurs à une
interprétation d’utilisation (ou d’action) : il associe chaque état à des actions possibles réalisées.
Cette dernière étape nécessite la mise en placement d’un module de reconnaissance qui à partir
des états des capteurs (et de leur lien possible avec les actions) reconnaîtra l’activité.
2.3.1.1 Des simplifications à chaque étape : une frontière entre la réalité compor-
tementale et sensorielle
Qu’il s’agisse d’un apprentissage par les données ou par l’expérience, la reconnaissance
d’activité doit à partir d’une connaissance/vision incomplète de l’environnement reconnaître un
comportement si complexe et précis qu’est l’activité. Qu’il s’agisse des capacités d’analyse du
système de veille, des capacités d’acquisition du réseau de capteurs, ou de la caractérisation des
actions voire de leur exhaustivité, la veille à la personne est fortement contrainte et ardue à
automatiser tant les étapes de simplification sont nombreuses et nécessaires.
Au niveau du réseau de capteurs, il existe une étape cruciale du processus de veille et forte
de conséquence : une frontière entre la réalité comportementale (activité, action) et la réalité
sensorielle (prise de mesure automatisée) où l’acquisition par capteurs des indicateurs dans leur
complexité est difficile. Dans notre exemple en tableau 2.1, nos indicateurs utiles sont simplifiés
et préformatés afin d’être aisément instrumentables. Or, chaque action peut-être décrite en
indicateurs plus complexes (e.g. avoir un ingrédient en main) mais plus précis (où les ouvertures
non-pertinentes sont écartées). Cependant, les capteurs et ressources logicielles nécessaires à
la reconnaissance de ces indicateurs constituent un frein à l’acceptation des personnes de la
technologie d’assistance (e.g. intrusivité et invasivité) ; cf. introduction 1.1.2. Étant donné les
contraintes28 imposées et légitimes par les personnes au système d’assistance à l’autonomie à
domicile, il est nécessaire d’utiliser des capteurs spécifiques afin de concevoir un réseau non-
28 l’intimité et la confidentialité des personnes est la principale critique à l’égard des système d’assistance à
l’autonomie à domicile [Cai+05][Cha+09][Dem09][Din+11] : le réseau de capteurs doit être discret et accepté par la
personne [Cha+09]
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intrusif, non-invasif et non-porté. Par conséquent, le franchissement cette frontière nécessite une
simplification en amont des indicateurs utiles afin d’être en accord avec les exigences des personnes
en terme de confiance et d’acceptabilité. En passant du cadre théorique au réel –symbolisé par
cette frontière–, nous devons adapter la veille au monde sensible, à ce qui est possible de faire
technologiquement mais surtout humainement.
Ainsi, au préalable de l’instrumentation, sa conception –particulièrement le choix des
informations à capter, à partir des indicateurs utiles– est une étape cruciale du processus de
veille automatisée, tant elle impose une perte d’informations –due aux informations choisies–
qu’elle impose les informations utilisées –due aux capteurs possibles, choisis et positionnés– par le
module de reconnaissance d’activité. Elle incite l’expert en comportement à simplifier les actions
(étape 2) en amont, et elle diminue la qualité des informations captées (étape 3) et fournies
(étape 4) en aval.
2.3.1.2 Discussion
Nous considérerons que le système de veille ramène/simplifie les informations d’interaction
et de lieu à une information (état ou événement) d’utilisation de l’objet. Dans notre cadre29,
ces deux caractéristiques de l’action ne sont pas nécessairement toutes deux acquises par le
réseau de capteurs : l’une pouvant être plus précise ou sensible que l’autre sur l’utilisation de
l’objet –ou des objets– de l’action ; cf. section 2.3.3.3. Par exemple, pour l’action S’asseoir
à table l’instrumentation du lieu autour de la table est plus intéressante que celle de chaque
assise. Autrement, pour l’action Regarder la télévision l’instrumentation de la télévision est plus
intéressante que celle du lieu de visionnage.
En réalité, l’automatisation de la veille à la personne nécessite une spécification détaillée
des activités du quotidien afin de lier les observations capteurs (bas niveau) et les concepts
(haut niveau) requis pour la reconnaissance d’activité humaine [Mag+13]. La reconnaissance
d’activité est le problème d’identifier si une séquence d’observations issues d’un environnement
instrumenté peut-être interprétée étant l’empreinte d’un ensemble d’actions et d’activité réalisée
par la même personne [Mag+13]. Par conséquent, la reconnaissance d’activité nécessite fortement
des observations capteurs utiles, fiables et précises afin de reconnaître l’activité à partir de leurs
séquences et temporalités. Ces observations dépendent du réseau de capteurs installé au domicile
de la personne.
Le réseau de capteurs est conçu spécialement pour un environnement donné (i.e. domicile)
et conformément aux préférences de la personne : le réseau de capteurs doit être discret et accepté
par la personne [Cha+09]. L’acquisition de toutes les caractéristiques de chaque action impose un
coût financier supplémentaire et des capteurs supplémentaires voire différents, pouvant entraîner
des sentiments d’invasité et d’intrusivité pour la personne. Garantir l’acquisition de toutes les
caractéristiques –certes optimale pour la reconnaissance– implique de sacrifier notre objectif de
veille abordable et acceptable. Il est nécessaire de réaliser des compromis.
Ainsi, à la lumière du processus de veille et des enjeux de la conception, nous adaptons le
modèle d’activité aux contraintes du réseau de capteurs.
2.3.2 Adaptation du modèle à la conception : caractéristiques écartées
De fait, les systèmes d’assistance à l’autonomie à domicile sont contraints par les technolo-
gies d’acquisition employées. À dessein de conception, nous formulons deux postulats : 1) les
29 des systèmes d’assistance à l’autonomie à domicile et du placement de capteurs
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spécificités inter-individuelles sont déterminées en amont par l’expert en comportement humain ;
2) la temporalité est négligeable, gérée en aval par le module de reconnaissance d’activité.
2.3.2.1 Variabilité inter-individuelle
Personne ne réalise les activités de la même manière. La réalisation d’une activité varie
selon les personnes et la personne : une même personne ne réalise pas une même activité voire
une action toujours de la même manière. Ces variabilités inter-individuelles, intrinsèques à la
personne et à son environnement, sont dépendantes de plusieurs caractéristiques : sa masse,
sa vitesse de marche, son état cognitif (e.g. attention, mémoire), son état émotionnel, son état
physiologique (e.g. stress, dette de sommeil), son état psychique (e.g. anxiété, charge de travail),
sa fatigue, etc.
Afin de considérer ces caractéristiques innombrables, nous posons qu’elles sont des pa-
ramètres (en amont) de la conception. Ils influent sur les indicateurs utiles, par exemple : en
modifiant l’étendu de la région d’interaction pour le lieu, ou en changeant l’objet pertinent pour
l’interaction, voire en augmentant la durée bornée de réalisation pour la temporalité.
2.3.2.2 Temporalité : inutile pour un réseau statique
Un réseau de capteurs fournit des informations hétérogènes en continu sur l’état de ses
capteurs, appelé mesure. Ces informations capteurs sont exclusivement liées à l’espace physique
(i.e. interaction, lieu), et elles sont envoyées voire enregistrées informatiquement (dans un
historique). La temporalité (moment et durée) attrait au système informatique (i.e. module de
reconnaissance d’activité) utilisé en aval : elle est importante pour la reconnaissance d’activité.
Dans notre présent travail, nous considérons uniquement des capteurs statiques pour notre
conception (e.g. capteurs infrarouges passifs, contacteurs), et nous excluons les capteurs portés
par la personne (e.g. bracelet accéléromètre [Lom+09], étiquette RFID [Azg+15]). Ainsi, les
aspects temporels ne relèvent pas du champ d’étude du présent travail. Nous nous intéressons à
concevoir un réseau de capteurs opérant quelle que soit la temporalité, dont le placement est
invariant temporellement.
Après avoir défini notre modèle d’activité pour la veille automatisée à la personne, nous
nous intéressons à la conception de l’instrumentation et à son processus, au travers d’exemples.
2.3.3 Conception de l’instrumentation : exemple et discussion
La conception de l’instrumentation est un préalable à l’installation, où il est nécessaire de
bien concevoir le réseau de capteurs : choisir judicieusement les instruments de mesures (capteurs)
à installer et leur configuration. Afin d’étudier la conception, nous considérons le plan d’un
appartement normé, qui décrit la disposition des murs et les positions des objets30 dans l’espace
; illustré en figure 2.5. La considération d’un plan normé permet de disposer des contraintes
architecturales d’aménagement et des mesures des espaces de vie, afin de mieux situer les activités
au sein du domicile standardisé.
L’appartement fut conçu selon les réglementations architecturales en vigueur depuis 2007,
concernant l’accessibilité des personnes à mobilité réduite aux bâtiments construits ou rénovés
accueillant du public ou servant d’habitation [Min+07]. L’appartement est un deux pièces (Type
30 aménagement réalisé par Maïlys Pointreau
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Figure 2.5 – Illustration 3D en vue aérienne de l’appartement30
2), composé de : une salle d’eau, des toilettes séparées, un couloir, une terrasse, une chambre et
un séjour comprenant la cuisine, le salon et la salle à manger. Il occupe une surface totale de
62,5 m2 pour un séjour de 40 m2.
En figure 2.6, nous illustrons la cuisine (figure 2.6a) ouverte dans le séjour (figure 2.6b).
Nous dénotons que l’appartement (virtuel) est aménagé30 avec du mobilier et des objets du
quotidien à dessein de réalisme. Cet aménagement sert de support à notre travail afin de réfléchir
et d’anticiper l’instrumentation d’objets ou de lieux.
En nous fondant sur l’OTPF et sur l’AMPS, nous discutons sur les difficultés de l’instru-
mentation.
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(a) Cuisine
(b) Séjour
Figure 2.6 – Illustration 3D intérieure de l’appartement30
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2.3.3.1 Le réseau de capteur : l’instrument pour mesurer l’action
L’instrumentation du domicile est le fait de concevoir et d’installer un réseau de capteurs
au sein d’un environnement intérieur, où le réseau de capteurs est un instrument conçu pour y
mesurer les actions d’activité. Il est nécessaire de comprendre les notions demesure et d’instrument
afin de réussir la conception du réseau de capteurs, soit l’instrumentation de l’environnement.
Mesurer est le fait d’associer une valeur numérique à une quantité. La mesure est souvent
associée à la notion de dimension, où mesurer signifie déterminer la longueur (0D), l’aire (2D), le
volume (3D) etc. d’une entité, bien que la mesure puisse s’adresser à des phénomènes/propriétés
plus abstraites [Kim+08] ; e.g. qualité de vie, adhésion des patients.
La Théorie des Mesures est le domaine des mathématiques qui étudie cette notion de
mesure : elle repose sur l’Algèbre et la Théorie des Ensembles [Bog07]. Par définition, une mesure
est effectuée sur un ensemble [Tao11] : elle qualifie par une valeur numérique non-négative la
quantité associée à cet ensemble, pouvant être l’union de plusieurs sous-ensembles31 ; l’ensemble
vide étant à mesure nulle.
L’instrument de mesure Il est nécessaire d’utiliser voire de concevoir un instrument pour
mesurer des grandeurs physiques (e.g. distance, température, intensité lumineuse), des caractéris-
tiques psychologiques (e.g. état cognitif, fatigue, stress) etc. L’instrument de mesure effectue un
test afin de quantifier un phénomène d’après une référence étalon ou absolue : sa qualité est liée
à la validité et la fiabilité des mesures [Kim+08].
La Validité qualifie le « degré dans lequel les interprétations des résultats d’un test sont
garantis, dépendant de l’utilisation prévue du test soit la mesure de concepts sousjacents » ; e.g.
l’action d’activité. Elle n’est pas une propriété intrinsèque du test, où l’action est testée/définie à
partir –d’une combinaison– de mesures du réseau de capteurs. Par conséquent, la validité du
réseau de capteurs dépend de la bonne modélisation des activités et représentation des actions
(i.e. caractéristiques, quantification).
La Fiabilité qualifie le « degré dans lequel les incertitudes des résultats d’un test sont
garantis, dépendant de la stabilité des mesures du test » ; e.g. l’identification de l’action. Elle
est une propriété intrinsèque du test, où toute valeur obtenue par un instrument de mesure est
constituée de la vrai valeur, qui est inconnue, et de l’erreur du processus de mesure. Généralement,
la fiabilité est exprimée par une valeur comprise entre 0 et 1.
Ainsi, la conception et la validation d’un instrument de mesure consiste principalement à
réduire les erreurs lors du processus de mesure32. Il est nécessaire d’identifier les sources
d’erreurs voire de quantifier leurs effets afin d’en améliorer la qualité.
Concevoir un réseau de capteurs pour mesurer l’action Un capteur permet de réaliser
automatiquement des mesures –en continu– et de les transmettre électroniquement. Le réseau de
capteurs est un instrument de mesure particulier, qui s’appuie sur plusieurs capteurs travaillant
de concert. Sa conception pour la veille automatisée consiste à créer un instrument complexe
pour mesurer l’action (propriété abstraite) en captant ses caractéristiques (phénomène physique).
Pour l’identification, la réalisation de l’action est décrite par une expression logique de
31 propriété d’additivité des mesures
32 e.g. mesure de l’action (propriété abstraite), de la distance (grandeur physique), de l’état cognitif (caractéristique
psychologique)
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mesures capteurs, s’agissant respectivement du phénomène à quantifier et du test à passer.
La référence absolue de notre test sont les régions d’intérêt33, modélisant les actions et leurs
caractéristiques. La qualité du test et sa définition sont inhérentes au réseau de capteurs et à
ses régions de couverture33, dépendantes de nos choix et aux configurations des capteurs : le
placement de capteurs.
Pour représenter actions (i.e. région d’intérêt) et capteurs (i.e. région de couverture),
nous développons un modèle des régions en chapitre 3. Par conséquent, la validité du réseau de
capteurs est inhérente –certes à notre modèle des activités ci-présenté (permettant de définir et de
décrire celles-ci) mais– surtout à leur transcription/quantification dans le modèle des régions. De
plus, la fiabilité du réseau de capteurs est inhérente à l’évaluation34 du modèle des régions, où le
test de la réalisation de l’action est défini automatiquement35 à partir du placement de capteurs
et par maximisation d’une quantification de sa fiabilité pour l’action. Par ailleurs, l’incertitude
de mesure est inhérente à une valeur particulière de mesure ; cependant cette évaluation36 peut
améliorer indirectement la fiabilité du test : sa définition à partir des informations captées.
Ainsi, concevoir un réseau de capteurs pour mesurer l’action c’est s’intéresser à la validité
et à la fiabilité du placement de capteurs, voire à l’incertitude de mesure. Nous abordons l’aspect
évaluation –fiabilité et incertitude– dans les chapitres 4 et 6, préférant nous concentrer dans
l’immédiat sur l’aspect validité et sur la difficulté d’instrumenter avec des capteurs les actions et
leurs caractéristiques.
2.3.3.2 Une instrumentation ardue voire impossible
Par définition, une action est caractérisée soit par une interaction avec un objet, soit par
une présence dans une région. Théoriquement pour chaque action, nous pouvons instrumenter
chaque caractéristique par des capteurs dédiés. Par exemple, pour l’activité Préparer un repas et
son action Chauffer la préparation avec les plaques chauffantes : nous pouvons soit instrumenter
les plaques chauffantes directement par un capteur d’état, soit instrumenter la région où la
personne interagit avec les plaques par des capteurs de présence.
Dans certains cas, nous ne pouvons instrumenter raisonnablement une des caractéristiques
de l’action. Pour l’activité Prendre un repas et son action S’asseoir à table : nous pouvons
soit difficilement instrumenter chaque chaise, soit aisément instrumenter le lieu autour de la
table où ces objets seront disposés. Pour l’activité de loisir Regarder la télévision et son action
Regarder la télévision (où regarder signifie observer) : nous pouvons soit aisément instrumenter
la télévision directement par un capteur d’état, soit difficilement instrumenter tous les lieux
possibles de visionnage ; la personne devant être en vue directe de la télévision pour l’observer.
Concernant, l’activité Préparer un repas et son action Découper et Préparer : nous ne pouvons pas
instrumenter tous les ustensiles de cuisine, seulement la région où la personne prépare/travaille
(habituellement) ses ingrédients ; e.g. un plan de travail ou une table.
Dans d’autres cas, nous ne pouvons instrumenter les caractéristiques de l’action et nous
devons utiliser des stratagèmes de mesures indirectes (déductives). Pour l’activité Préparer un
repas et son action Prendre des ingrédients dans le réfrigérateur : nous pouvons soit instrumenter la
région où la personne interagit avec le réfrigérateur par des capteurs de présence, soit instrumenter
sa porte par un capteur binaire. Bien que l’action concerne les ingrédients dans sa définition,
nous mesurons indirectement cette interaction de la personne avec les ingrédients. À ce jour,
il est difficile d’instrumenter tous les ingrédients ou leur contenant, voire d’identifier tous les
33 cf. chapitre 3 34 cf. chapitre 4 35 inhérent à notre méthodologie afin d’améliorer la qualité du réseau de
capteurs ; cf. chapitres 3 et 4 36 cf. chapitre 6
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ingrédients utilisés ; e.g. par lecture de puce RFID [Phi+04], ou par reconnaissance visuelle
[Haz16]. Pour l’activité Entretenir ses lunettes et son action Nettoyer ses lunettes : nous pouvons
soit instrumenter par des capteurs de présence la région, soit instrumenter par un capteur binaire
l’éventuelle porte de tiroir/placard, où la personne range ses outils d’entretien.
2.3.3.3 Fiabilité de l’instrumentation : Précision et Sensibilité des mesures
L’inconvénient de ces stratagèmes est leur fiabilité à bien mesurer l’action, étant une source
d’erreurs pour l’instrument de mesure qu’est le réseau de capteurs ; cf. section 2.3.3.1. Il s’agit
de leur :
1. Précision : Pour toutes les actions réalisées où ces informations sensorielles inter-
viennent, quelle est la proportion concernant l’action d’intérêt ? Avons-nous choisi
des informations sensorielles trop larges pour possiblement identifier la réalisation de
l’action d’intérêt ?
2. Sensibilité : Pour les informations sensorielles considérées, quelle est la proportion
d’actions non-concernées ? Avons-nous considéré assez d’informations capteurs pour
possiblement acquérir toutes les déclinaisons de réalisation de l’action d’intérêt ?
Intuitivement, dans notre exemple précédent de l’action Chauffer la préparation de l’activité
Préparer un repas, nous pouvons statuer que la réalisation de l’action est plus vraisemblable lorsque
nous obtenons une mesure37 par la première instrumentation (i.e. capteur d’état) contrairement
par la seconde (i.e. capteur de présence). Nous définissons ainsi une probabilité de réalisation de
l’action sachant la mesure37 et l’instrumentation, concernant la précision : P(action | mesure).
Similairement, dans notre exemple précédent de l’action S’asseoir à table de l’activité
Prendre un repas, nous pouvons statuer que l’instrumentation directe peut faillir à être présente sur
toutes les assises (e.g. tabouret, chaise oubliée) contrairement à celle du lieu autour de la table n’en
oubliant aucune. La réalisation de l’action est ainsi plus vraisemblablement observée lorsque nous
obtenons une mesure37 par la seconde instrumentation (i.e. capteur de présence) contrairement
par la première (i.e. capteurs de pression), concernant la sensibilité : P(mesure | action).
Par ailleurs, l’action n’est pas toujours réalisée de la même manière par une même personne
; i.e. la variabilité inter-individuelle, cf. section 2.3.2.1. Diverses informations sensorielles peuvent
être nécessaires pour pouvoir identifier (Sensibilité), certaines étant plus adéquates (Précision).
Ainsi, une instrumentation fiable vise à assurer l’identification de l’action.
2.3.3.4 Conception de l’instrumentation : choix des informations et placement des
capteurs
Dans le cadre de cette thèse, nous ne nous intéressons pas aux méthodes d’instrumentation
ou stratagèmes pour déterminer les indicateurs utiles à capter. Les indicateurs utiles sont
considérés préalablement donnés, étant chacun préalablement lié à une caractéristique voire une
action. Nous nous concentrons uniquement sur la conception du réseau de capteurs et à son
évaluation (fiabilité ou incertitude des indicateurs utiles captés). La conception est composée de
deux étapes :
• Choix des informations à capter, à partir d’indicateurs utiles de l’action
• Placement des capteurs, à partir des informations capteurs choisies
37 où la mesure correspond à l’indicateur utile retenu et la caractéristique qu’il représente
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Nous définissons le placement de capteurs étant le processus de choisir et de configurer
(position et orientation) les capteurs afin d’acquérir au mieux les informations capteurs préala-
blement désignées. Dans cette seconde étape, fiabilité et incertitude se qualifient au regard des
capteurs choisis et configurés (positionnés et orientés), et des informations captées d’intérêt. La
fiabilité des indicateurs est dépendante de la Précision et de la Sensibilité du réseau de capteurs,
influencées par les deux grandes étapes ci-décrites. L’incertitude des indicateurs est dépendante
des natures et des incertitudes de mesure des capteurs. Le placement de capteurs est primordial
tant il conditionne les informations captées pour l’identification des actions.
Dans ce chapitre, nous développons un modèle des activités fondé sur les travaux d’Ergo-
thérapie : le cadre OTPF et l’échelle AMPS. Les activités sont décomposées en une liste –ou
séquence(s)– d’actions, certaines actions pouvant être communes à plusieurs activités. Chaque
action est caractérisée par des indicateurs utiles possibles d’interaction avec un objet ou de
lieu dans l’environnement à capter, mais englobés dans une temporalité. Ces caractéristiques
fondamentales permettent de définir (après traitement) de nombreuses autres informations poten-
tielles. En discutant de l’application de notre modèle pour la veille automatisée pour une activité
simplifiée, nous avons mis en exergue les étapes essentielles et nécessaires pour concevoir la veille
à la personne. Un effort de simplification et d’adaptation est nécessaire en amont, au niveau de la
description des actions afin de permettre leur observation par des capteurs intégrés et installés au
sein de l’environnement de la personne. À présent, nous devons concevoir le réseau de capteurs
–étape importante pour la veille automatisée– afin d’acquérir des informations hétérogènes de
manière fiable ou robuste. La première étape à la conception est de représenter le problème du
placement de capteurs : la relation actions-capteurs.
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Modèle des régions pour une
représentation générique
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Dans ce chapitre, nous implémentons le modèle des activités défini précédemment décompo-
sant les activités en un ensemble d’actions. Nous modélisons action et capteur en développant une
représentation unifiée, unique et flexible. Une telle approche est particulièrement ambitieuse
tant actions et capteurs sont différents et divers par nature. Les actions sont définies par des
caractéristiques différentes (i.e. interaction, lieu, temporalité), cf. section 2.2.2. Les capteurs sont
différents par nature (i.e. binaire, discret ou continu) et divers par type (e.g. capteur infrarouge
passif, contacteur, caméra), cf. introduction 1.1.1. Pour ce faire, nous choisissons d’utiliser les
ensembles nommés régions, issus de la Théorie des Ensembles [Kwo02]. Nous définissons chaque
caractéristique d’action ou chaque observation capteur par une région dédiée, permettant l’unicité
et la flexibilité de notre représentation intitulée modèle des régions.
En réalité, il est très ardu de déterminer un modèle représentant parfaitement un phénomène
physique. De nombreuses approximations sont nécessaires afin de proposer un modèle approprié
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selon l’application1, décrivant les caractéristiques essentielles du phénomène sous une formulation
utile. La modélisation est un compromis entre la qualité et la complexité du modèle [Che+13].
La qualité de l’évaluation et sa nature1 dépendent fortement de la modélisation considérée et des
approximations réalisées.
La modélisation et l’évaluation sont ainsi des concepts intimement liés tant l’évaluation
est fortement dépendante de la modélisation choisie, et tant notre modélisation est conçue en
vue d’une évaluation : la fiabilité du réseau de capteurs pour l’identifiabilité des actions ; cf.
chapitre 4. Nous introduisons ces concepts essentiels à notre méthodologie séparément mais
successivement à dessein de clarté.
3.1 La région : modélisation des actions et des capteurs
Dans le domicile, nous nous intéressons à plusieurs actions d’activité. Ces actions (e.g.
S’asseoir sur le canapé ou S’asseoir à table) sont réalisées par la personne lors de son interaction
avec son environnement (e.g. le séjour), illustré en figure 3.1a. Par exemple, l’action S’asseoir à
table est réalisée par la personne lorsqu’elle est présente devant la table. Le lieu Devant la table
est délimité par une région géométrique2 regroupant l’ensemble des positions possibles prises dans
le domicile par la personne pour interagir avec la table. Nous appelons cette région particulière
région d’intérêt, illustrée en figure 3.1b.
TableCanapé
(a) Régions de lieux
Canapé Table
(b) Légende des régions d’intérêt
Capteur 1 Capteur 2
(c) Légende des régions de couverture
Figure 3.1 – Illustration de régions d’intérêt et de couverture dans le séjour
Pour la veille automatisée, nous devons capter la présence de la personne dans cette région
du domicile en installant au minimum un capteur dans l’environnement. Par exemple, un capteur
1 e.g. évaluation de la fiabilité du réseau de capteurs, de l’incertitude des informations estimées (observabilité)
2 la région ci-considérée regroupe des positions géométriques
3.1. La région : modélisation des actions et des capteurs 41
de présence permet de connaître lorsque la personne est située dans sa région d’acquisition
effective. Nous appelons cette région particulière région de couverture, illustrée en figure 3.1c.
Implicitement, nous avons une troisième région qui délimite le champ d’instrumentation
et de veille étant l’environnement de la personne : le domicile (voire une pièce). Nous appelons
cette région globale région de travail, illustrée en figure 3.2a.
Notre modélisation est fondée sur la notion ensembliste de région et sa généricité, étant
unifiante (actions et capteurs) et flexible (différentes caractéristiques d’action), afin de développer
un modèle unique permettant d’évaluer le réseau de capteurs.
3.1.1 Définition de la région
Une région est l’union d’un ensemble connexe ouvert3 et de son ensemble frontière4 [Kwo02],
notée R. Nous considérons qu’un ensemble est une collection finie ou infinie, et non-ordonnée
d’objets. Nous appelons élément un membre d’un ensemble ou d’une région, noté e | e ∈ R.
3.1.1.1 Adaptation de la région aux caractéristiques des actions
Nous adaptons la nature de ces éléments, soit la nature de la région, afin de gérer chaque
caractéristique : e.g. une région de lieux collecte des positions alors qu’une région d’interactions
collecte des utilisations. Nous avons ainsi pour chaque action d’intérêt plusieurs régions. Au
besoin, si de nouvelles caractéristiques d’action sont considérées, le modèle est aisément adaptable
(flexibilité).
3.1.1.2 Représentation, mesure des régions et dimension de travail
Par définition, une région de lieux est un ensemble de points ou positions. La représentation
d’une région R doit autoriser l’application des opérateurs ensemblistes, par exemple :
• une simple liste de points finie ou infinie : e.g. R = { p1, p2, . . . , pk, . . . }
• un d-polytope convexe ou non-convexe : e.g. un rectangle
• une courbe frontière : e.g. un disque défini par l’équation d’un cercle
• une combinaison logique d’inégalités : e.g. un tore
Par ailleurs, il est nécessaire de pouvoir mesurer la région afin de l’évaluer : quantifier
les éléments e d’une région R. Nous définissons M(R) étant la fonction de mesure des éléments
distincts d’une région R, s’agissant (selon la dimension de la région) de son compte (0D), sa
longueur (1D), son aire (2D), son volume (3D) etc. ; pour une région de lieux. Cette fonction
consiste soit à compter (0D) le nombre d’éléments présent dans la région, soit à intégrer (1D, 2D
. . . ) sur la région la valeur unité : M(R) =
∫
·· ·
∫
R 1 du1 . . . dud ∀d = Dim(R) ≥ 1.
En dimension 2, la mesure d’une région R correspond à l’aire, soit : M(R) = A(R) =∫∫
R 1 dx dy | Dim(R) = 2. Il est possible de discrétiser l’espace de dimension 2 (e.g. par une grille)
pour le ramener en dimension 0, permettant d’approximer son aire, soit : M(R) = Card(R) =∑
e∈R 1 | Dim(R) = 0.
Les concepts et outils ci-développés sont valides quelle que soit la dimension d de travail,
et quelle que soit la représentation des régions choisie. La dimension de travail est inhérente aux
algorithmes et librairies utilisées pour implémenter le modèle des régions, ainsi qu’aux efforts
3 angl. open connected set 4 angl. boundary set
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fournis et à l’investissement déployé pour la conception. Ainsi, nous pouvons théoriquement
travailler (e.g.) en 3D pour nos régions de lieux, et en pratique uniquement si l’implémentation
le permet ; bien que nous illustrons des régions de lieux en 2D dans ce document.
3.1.2 Régions d’intérêt et de couverture : des régions incluses dans la région
de travail
Nous définissons formellement les trois notions essentielles ci-introduites : la région d’in-
térêt pour les actions, la région de couverture pour les capteurs, et la région de travail pour
l’environnement.
Chacune de ces régions est potentiellement l’union de plusieurs régions, car des régions
différentes ou disjointes peuvent être liées. Par définition, une région regroupe des éléments liés
sur le plan spatial : c’est-à-dire connexes, proches pour la réalisation de l’action ; e.g. des positions
connexes dans l’espace physique. Or, des éléments non-connexes spatialement peuvent être liés
sur le plan des actions, tout aussi « proches » pour la réalisation de l’action. Par exemple, l’action
S’asseoir à table est réalisée lorsque la personne est assise, concernant plusieurs objets du mobilier
: e.g. différentes chaises ; illustrée en figure 3.1. Autrement, l’action Se savonner les mains5 est
réalisée lorsque la personne utilise un des lavabos (différentes pièces) de son environnement ou
un gel hydroalcoolique.
3.1.2.1 Région d’intérêt
Nous définissons la région d’intérêt6 étant l’union des régions contenant tous les éléments
pertinents7 pour la réalisation de l’action, notée I ; illustrées en figure 3.1b.
Nous associons à chaque caractéristique d’action une région d’intérêt. En terme de lieu,
elle représente toutes les positions possibles pouvant être prises par la personne pour réaliser
l’action. En terme d’interaction, elle représente tous les cas d’utilisation pouvant être utilisés
par la personne pour réaliser l’action. Par exemple, l’action Prendre de la nourriture dans le
réfrigérateur est réalisée lorsque la personne ouvre la porte de son réfrigérateur (interaction), ou
lorsqu’elle est présente devant son réfrigérateur (lieu).
3.1.2.2 Région de couverture
Nous définissons la région de couverture8 étant l’union des régions contenant tous les
éléments observables9 par le capteur, notée C ; illustrées en figure 3.1c.
Nous associons à chaque capteur une région de couverture. En terme de lieu, elle représente
toutes les positions possibles couvertes par le capteur. En terme d’interaction, elle représente tous
les cas d’utilisations possibles détectés par le capteur. Par exemple, le réfrigérateur de l’action
Prendre de la nourriture dans le réfrigérateur est soit instrumenté avec un capteur binaire sur sa
porte (interaction), soit instrumenté avec un capteur de présence devant sa porte (lieu).
5 où Se laver les mains est l’activité de rendre ses mains propres, et Se savonner les mains est l’action de
frotter/appliquer le savon sur ses mains
6 angl. interest region (IR)
7 éléments appropriés ou préférentiels mais nécessaires pour réaliser l’action, usuellement nommés informations à
capter : e.g. utilisations d’un objet ou espaces physiques sollicités ; cf. section 2.2.1.1
8 angl. coverage region (CR) 9 éléments présents dans le champ de vision effectif du capteur
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3.1.2.3 Région de travail
La région de travail10 constitue notre univers, regroupant ainsi tous les éléments existants,
notée T ; illustrée en figure 3.2a.
(a) Région de travail T (en gris) (b) Région de couverture C (en rouge) et Région
complémentaire de couverture C (en blanc )
Figure 3.2 – Illustration de la région de travail (en gris) et d’une région complémentaire de
couverture (en blanc )
Chaque région R est inclue dans la région de travail T , telle que : R ⊂ T . Nous définissons
la région complémentaire étant la différence entre la région de travail T et la région R, notée R
telle que : RtR = T . Par exemple, la région complémentaire de couverture C correspond à tous
les éléments possibles où notre capteur de présence ne peut détecter la personne ; illustrée en
figure 3.2b.
3.1.3 Combinaison des régions : fusion d’informations pour améliorer la cou-
verture des intérêts
Utilisant plusieurs capteurs, nous souhaitons fusionner leur informations de couverture
afin d’exploiter au mieux le potentiel d’acquisition des capteurs. Leur régions de couverture
peuvent s’intersecter dans la région de travail, de sorte à former de nouvelles régions à l’intérieur
desquelles tous les éléments peuvent être détectés par ses capteurs associés ; cf. figure 3.3.
Nous combinons les informations issues des capteurs en partitionnant nos régions de
couverture.
3.1.3.1 Principe du partitionnement
Le partitionnement d’une région11 R consiste à diviser celle-ci en sous-régions disjointes,
de telle sorte que chaque élément e ∈ R appartienne à une et seulement une sous-région notée r.
Ainsi, ∀r ⊂ R nous avons :
• une sous-région r est une région non-vide : r 6= ∅
• la région R est l’union disjointe de ses sous-régions : R = ⊔r⊂R r
10 angl. work region (WR) 11 angl. region partitioning
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TableCanapé
(a) Régions de lieux
Canapé Table
(b) Légende des régions d’intérêt
Capteur 1 Capteur 2 Capteur 3
(c) Légende des régions de couverture
Figure 3.3 – Illustration de régions de couverture dans le séjour ; chaque couleur correspond à
un capteur différent
Afin de fusionner les informations capteurs, nous nous intéressons à partitionner toutes les
régions de couverture afin de déterminer toutes les combinaisons utiles (possibles) des capteurs.
Il s’agit de déterminer les sous-régions illustrées en figure 3.4.
3.1.3.2 Région générale et sous-région de couverture : des régions pour partition-
ner et sélectionner
Nous introduisons deux nouvelles notions : la région générale de couverture à partitionner,
et la sous-région de couverture pour couvrir l’intérêt à sélectionner.
Région générale de couverture Nous définissons la région générale de couverture12 étant
l’union de toutes les régions de couverture, notée Call ; telle que pour K capteurs : Call = CK =⋃
k∈K Ck | K = { 1, . . .K }. Nous définissons conjointement l’ensemble des parties de Call noté
P(Call) étant l’ensemble dont les éléments c sont les sous-ensembles de Call : c ∈ P(Call) ⇐⇒
c ⊂ Call | P(Call) = { c1, . . . cN }.
Sous-région de couverture Nous appelons chacun de ces sous-ensembles sous-région de
couverture13, notée c ; illustrée en figure 3.4. Chaque région de couverture est l’union de certaines
sous-régions de couverture. Par exemple en figure 3.4, nous avons C1 = c1 t c2 t c3.
Par conséquent, nous écrivons notre région générale de couverture Call à partir de ces
12 angl. coverage general region (CGR) 13 angl. coverage sub-region (CSR)
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(a) Sous-régions de lieux
c1 c2 c3 c4 c5 c6
(b) Légende des sous-régions de couverture
Figure 3.4 – Illustration de sous-régions de couverture, chaque couleur correspond à une
sous-région ; cf. figure 3.3
sous-régions, telle que : Call = cN =
⊔
n∈N cn | N = { 1, . . . N } ⊂ N ; où N est le cardinal
des sous-régions de couverture N = Card(P(Call)) = Card(N ), N est l’ensemble des indices
associés à chaque sous-région c, et cN est la région résultante de l’union des sous-régions cn pour
les indices n apparaissant dans l’ensemble des indices (e.g.) N (i.e. soit tous). Par exemple en
figure 3.4, nous avons c{ 1,2,4 } = c1 t c2 t c4 = C1.
À partir de ces sous-régions de couverture, nous pouvons sélectionner celles nous permettant
de couvrir au mieux14 l’intérêt afin de façonner une nouvelle région épousant la région d’intérêt ;
cf. section 4.1.3.2.
3.1.3.3 Expression logique associée aux régions de couverture et d’intérêt
En réalité, l’environnement est observé au travers des capteurs et de leurs combinaisons
(i.e. sous-régions de couverture). Pour chaque sous-région de couverture, nous pouvons déterminer
l’expression logique associée cn à l’observation effective d’un élément en sous-région cn : e.g.
c1 = C1.C2 et c5 = C1.C2.C3 ; où la variable booléenne Ck est vraie si le capteur Sk détecte
dans sa région de couverture Ck. Chaque région d’intérêt peut être ainsi décrite indirectement à
travers d’une combinaison de capteurs –plusieurs sous-régions de couverture– soit une expression
logique de capteurs : e.g. pour le canapé I1 =̂ C1.C2 et pour la table I2 =̂ (C1.C2.C3) + (C3.C2) ;
cf. figure 3.4.
Une force du modèle des régions est d’unifier action et capteur, c’est-à-dire la région
d’intérêt et la région de couverture, en liant formellement l’environnement réel et observé grâce
14 où mieux est défini/optimisé par la fonction d’évaluation utilisée
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aux expressions logiques. Ces expressions logiques –ou définition de la région d’intérêt à partir
de sous-régions de couverture– sont primordiales pour bien évaluer la performance du réseau de
capteurs au préalable, sachant qu’elle seront utilisées pour l’identification des actions.
Ainsi, notre modélisation par région nous permet de gérer une large diversité de “formes
géométriques”, n’étant pas contraints à des “formes régulières” (convexes ou non) ; dans le
cadre des régions de lieux. Le partitionnement des régions de couverture permet de réaliser
une conception écologique du réseau de capteurs afin d’obtenir une meilleure évaluation ; cf.
chapitres 4 et 6. De plus, notre modélisation nous permet de fournir en aval de la conception
l’expression logique des capteurs associée à chaque région d’intérêt. Après l’introduction des
notions clés, nous augmentons notre modèle des régions de sorte à pouvoir représenter les capteurs
discrétisés, et enrichir notre modèle des contraintes de la veille et des capteurs.
3.2 Représentation des capteurs discrétisés
Jusqu’à présent nous avons uniquement considéré des capteurs binaires, nous augmentons
notre modèle des régions pour représenter et prendre en considération les capteurs discrétisés15
: e.g. capteurs de distance, capteurs LIDAR16, caméras. Nous développons une représentation
unique afin de fusionner les informations de capteurs hétérogènes.
3.2.1 Régions de mesure : des régions incluses dans la région de couverture
Au sein de sa région de couverture, un capteur binaire acquiert tous les éléments et détecte
de manière indifférenciée lorsqu’un de ces éléments est utilisé. Par exemple, un capteur de
présence permet de connaître lorsque la personne est présente/située dans sa région de couverture
voire absente, sans déterminer à quelle position exacte. Autrement, un contacteur permet de
connaître lorsque la personne utilise l’objet associé dans sa région de couverture, sans déterminer
son utilisation exacte ; e.g. l’ouverture de la porte d’un réfrigérateur pour prendre une boisson
fraîche bien qu’il puisse être utilisé pour prendre de la nourriture.
Par définition, la région de couverture représente la région d’acquisition effective du
capteur. D’un point de vue technique, nous posons que les capteurs acquièrent l’information dans
une région élémentaire non-ponctuelle et disposent pour chaque information d’une incertitude
associée ; cf. section 2.3.3.1. De ce fait, nous pouvons définir pour chaque information une région
d’acquisition. Nous appelons cette région d’acquisition effective d’une information possible région
de mesure.
3.2.1.1 Modèle unique des capteurs binaires et discrétisés
En réalité, un capteur binaire n’acquiert qu’une seule information. Pour un capteur de
présence, si la personne est présente dans sa région de couverture, alors il délivre une information
qui est une unique et possible mesure de position, sinon il n’en délivre pas. Autrement pour un
contacteur, si la personne utilise l’objet dans sa région de couverture (i.e. l’étendue/région des
utilisations qu’elle couvre), alors il délivre une information qui est une unique et possible mesure
de contact, sinon il n’en délivre pas.
Dans le modèle binaire, la valeur booléenne faux n’est pas une information : elle correspond
15 i.e. capteur discret ou continu alors discrétisé 16 fr. détection et estimation de la distance par la lumière
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à une absence de mesure. En opposition, la valeur booléenne vrai correspond à une information,
c’est-à-dire la disponibilité de mesure. Nous statuons que vrai signifie que le capteur délivre une
mesure, et que faux signifie qu’il ne délivre pas de mesure. Par exemple, une règle ne mesure la
longueur que lorsqu’un objet lui est présentée pour mesure. Nous décrivons ainsi les capteurs
binaires et continus dans un unique modèle unifié : celui d’un capteur unique.
Nous définissons le capteur étant un instrument délivrant une-des information-s de mesure
sujettes aux incertitudes et disposant d’un état informant s’il dispose d’au moins une information
de mesure. Nous avons ainsi une représentation de la diversité –voire multiplicité– des mesures
(aspect discrétisé), et une représentation de l’état du processus de mesure (aspect binaire).
3.2.1.2 Région de mesure
Nous définissons la région de mesure17 étant la région d’incertitude d’une mesure possible
d’un capteur, notéeM ; illustrée figure (3.5). Une définition complémentaire serait qu’elle soit la
région où la mesure est réalisée.
(a) Régions de lieux
Presence 1 Presence 2 Distance
(b) Légende des régions de couverture
Figure 3.5 – Illustration de régions de mesure ; chaque couleur arc-en-ciel pleine correspond à
une région de mesure du capteur de distance
Nous associons à chaque information (de mesure) d’un capteur une région de mesure. En
terme de lieu, elle représente toutes les positions possibles pouvant être la vraie (valeur de)
position. En terme d’interaction, elle représente tous les cas d’utilisation pouvant être la vraie
utilisation. Par exemple, la personne est située devant le réfrigérateur ou l’évier ; pour un capteur
de distance. Autrement, la personne utilise la télévision ou les plaques chauffantes ; pour un
capteur de consommation électrique.
17 angl. measure region (MR)
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3.2.1.3 Des régions (non-)disjointes incluses dans la région de couverture
Nous écrivons que l’union des régions de mesure d’un capteur est sa région de couverture,
telle que : Ck =
⋃
j∈Jk Mj ; où Jk représente l’ensemble des indices j associés aux régions de
mesure incluses dans la région de couverture Ck et issues du capteur Sk. Nous définissons l’ensemble
des parties de Ck noté P(Ck) étant l’ensemble dont les élémentsM sont les sous-ensembles de Ck
:M∈ P(Ck) ⇐⇒ M⊂ Ck.
Par ailleurs, les régions de mesure ne sont pas nécessairement disjointes. En effet, plusieurs
éléments peuvent être liés à plusieurs mesures possibles. Par définition, une région de mesure est
une mesure possible du capteur et l’incertitude associée à cette mesure : ainsi la discrétisation –ou
précision– des mesures possibles n’est pas nécessairement plus grande que l’incertitude commise.
Par exemple, un goniomètre permet de mesurer un angle au moyen d’une lunette de visée : bien
qu’il soit possible d’obtenir une mesure au degré près, une erreur de positionnement de la lunette
peut entraîner une erreur de mesure supérieure au degré.
Cependant, il est possible d’avoir une précision supérieure à l’incertitude de mesure sur
une étendue partielle ou totale du capteur ; selon les capteurs. Ainsi, nous pouvons considérer
des régions de mesure disjointes par endroit (en des sous-régions) et de surcroît des régions de
mesure non-disjointes en d’autres endroits.
3.2.2 Exemple de représentations
Dans nos illustrations, nous représentons principalement des régions de mesure disjointes
et peu précises (aux pas de mesures et incertitudes grandes) à dessein de clarté. De plus, selon les
capteurs toutes les régions de mesure ne sont pas actives simultanément : l’existence des régions
de mesure dépend du capteur et des mesures réalisées. Par exemple, une caméra délivre une
mesure par pixel mais pour tous (i.e. toutes ses régions de mesure) simultanément.
3.2.2.1 Capteur d’angle ou de distance
Pour un capteur d’angle ou de distance, il n’existe qu’une seule région de mesure active : ces
capteurs ne délivrent qu’une seule mesure à la fois. Ils sont conçus de telle sorte à mesurer l’angle
–resp. la distance– de l’objet le plus proche. Nous illustrons un capteur d’angle en figure 3.6a et un
capteur de distance en figure 3.6c, ainsi que qu’une sélection des régions de mesure pertinentes
pour la veille ; i.e. couvrant au mieux chaque région d’intérêt.
3.2.2.2 Capteur angle et distance
Pour un capteur de distance et d’angle, il existe un ensemble de régions de mesure non-
complet comprenant autant de régions de mesure que de pas/mesures d’angle possibles ; inhérent
à la physique de fonctionnement du capteur. Ces capteurs sont conçus de telle sorte à mesurer
pour chaque angle la distance de l’objet le plus proche. Nous illustrons un capteur d’angle et
distance en figure 3.7, ainsi qu’une sélection des régions de mesure pertinentes pour la veille.
3.2.2.3 Capteur caméra
Pour une caméra, toutes les régions de mesure sont actives : c’est-à-dire un ensemble de
régions de mesure complet. Ces capteurs sont conçus de telle sorte à mesurer pour chaque cellule
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(a) Capteur d’angle (b) Régions de mesure pertinentes
(c) Capteur de distance (d) Régions de mesure pertinentes
Figure 3.6 – Illustration de régions de mesure d’un capteur d’angle, et d’un de distance
(a) Capteur d’angle et de distance (b) Régions de mesure pertinentes
Figure 3.7 – Illustration de régions de mesure d’un capteur d’angle et de distance
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l’intensité lumineuse réfléchie par l’objet le plus proche. Nous illustrons un capteur caméra en
figure 3.8, ainsi qu’une sélection des régions de mesure pertinentes pour la veille.
(a) Capteur caméra (b) Régions de mesure pertinentes
Figure 3.8 – Illustration de régions de mesure d’un capteur type caméra
3.2.3 Combinaison de capteurs hétérogènes
Similairement aux régions de couverture, les régions de mesure de capteurs différents
peuvent s’intersecter dans la région de travail, représentant l’ensemble des éléments possibles
pouvant être mesurés par les capteurs. À présent, nous nous intéressons à fusionner les informations
issues des capteurs en partitionnant les régions de mesure ; celles-ci étant des sous-régions de la
région de couverture.
3.2.3.1 Partitionnement des régions de mesure
Le partitionnement s’effectue uniquement entre régions de mesure de capteurs différents.
Nous négligeons la temporalité, soit toute forme de mémoire ou historique nous autorisant à
fusionner les informations du passé acquises en continu par le module en aval ; cf. section 2.3.2.2.
Par exemple, il n’existe qu’une région de mesure pour un capteur de distance/angle, qu’un
sous-ensemble de régions de mesure pour un LIDAR, mais toutes les régions de mesure pour la
caméra.
Région générale de couverture Nous définissons autrement la région générale de couverture
étant l’union de toutes les régions de mesure, notéeMall pour cette définition, telle que pour K
capteurs :Mall = Call =
⋃
k∈K
(⋃
j∈Jk Mj
)
| Jk ⊂ J = { 1, . . . J } ; où J est le cardinal des
régions de mesure du réseau de capteurs, pour l’ensemble des capteurs | J = ∑k∈K Jk. Nous
définissons l’ensemble des parties deMall noté P(Mall) étant l’ensemble dont les éléments m sont
les sous-ensembles deMall : m ∈ P(Mall) ⇐⇒ m ⊂Mall =Mall | P(Mall) = {m1, . . . mL }.
Sous-région de mesure Nous appelons chacun de ces sous-ensembles sous-région de mesure18,
notée m ; illustrée en figure 3.9. Chaque sous-région de couverture est l’union de certaines
18 angl. measure sub-region (MSR)
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sous-régions de mesure.
Par conséquent, nous pouvons écrire notre région générale de couvertureMall telle que :
Mall = mL =
⊔
l∈L ml | L = { 1, . . . L } ⊂ N ; où L est le cardinal des sous-régions de mesure
L = Card(P(Mall)) = Card(L), L est l’ensemble des indices associés à chaque sous-région m, et
mL est la région résultante de l’union des sous-régions ml pour les indices l apparaissant dans
l’ensemble des indices (e.g.) L (i.e. soit tous).
(a) Régions de lieux
Canapé Table
(b) Légende des régions d’intérêt
Figure 3.9 – Illustration de sous-régions de mesure, cf. figure 3.5 ; chaque couleur arc-en-ciel
pleine correspond à une sous-région
3.2.3.2 Expression logique associée aux régions de mesure et d’intérêt
Par définition, chaque région de mesure est liée à une valeur-élément particulière, si nous
avons un ensemble connexe de valeurs, alors nous pouvons définir un intervalle de valeurs nous
permettant de simplifier l’expression logique I des capteurs associée à la région d’intérêt I.
Par exemple, si la personne se situe à d ∈ { 20, 50, 40, 60, 30 } cm ⊂ D19 du capteur de
distance pour être attablée –définie par la région d’intérêt I2 de l’action S’asseoir à Table et
supposant une précision des mesures d’un pas εd = 10 cm–, alors cela correspond à d ∈ [20 ; 60]cm
: soit l’expression logique I2 = (d ≥ 20).(d ≤ 60). Par conséquent, malgré notre partitionnement
en région pour chaque mesure possible (i.e. la région de mesure), nous pouvons déterminer des
expressions logiques simples fondées sur des intervalles de valeurs.
19 où D = { 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 } ⊂ N est l’ensemble des mesures possibles du capteur de distance,
avec Jk = Card(D) = 10
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Une force du modèle des régions est d’avoir une représentation unique pour les capteurs
binaire, discret et continu en discrétisant les mesures des capteurs grâce aux régions de mesure.
Ces régions de mesure sont primordiales pour bien évaluer la performance du réseau de capteurs
au préalable. De plus, elles permettent de déterminer des expressions logiques –utiles pour
l’identification– de capteurs hétérogènes par nature mais d’informations homogènes.
Ainsi en discrétisant les capteurs, nous prenons en considération les capteurs discrets et
continus afin de rendre nos placements de capteurs plus écologique. La définition des régions
de mesure permet une modélisation réaliste des performances des capteurs prenant en compte
la complexité de la veille, et de fournir l’expression logique associée à chaque région d’intérêt
fondée sur les capteurs et leurs états. Dans notre présent travail, nous nous limitons à utiliser
uniquement des capteurs binaires soit des régions de couverture, ne développant ni ne travaillant
sur les régions de mesure. Cependant, les définitions fondées sur les (sous-)régions de couverture
sont aisément extensibles aux (sous-)régions de mesure ; étant simplement des régions calculées
différemment.
3.3 Représentation des intérêts prioritaires et des capteurs in-
certains
Afin de proposer une modélisation écologique, nous devons prendre en compte l’impor-
tance des éléments et l’incertitude des capteurs. D’une part, il est nécessaire de modéliser les
régions d’intérêt par différentes densités afin de représenter leur importance [Chr+14][Vla+15].
D’autre part, il est nécessaire de considérer un modèle probabiliste de capteurs afin d’éviter
une modélisation irréaliste des performances des capteurs, amenant à concevoir un placement
sous-optimal [Akb+13]. Pour ce faire, nous introduisons respectivement les notions d’Occurrence
et de Détectabilité des régions pour qualifier l’efficacité du placement de capteurs.
3.3.1 Généralisation des régions et partitionnement selon les actions
Au préalable de leur définition, nous généralisons la région et précisons notre définition
d’un ensemble afin de proposer une modélisation écologique. Cette définition précise est nécessaire
aux notions d’Occurrence et de Détectabilité des régions.
3.3.1.1 Généralisation de la région aux éléments multiples
Dans notre définition initiale de la région en section 3.1.1, nous n’avons pas clairement
statuer sur la quantité des éléments : « un ensemble est une collection finie ou infinie, et non-
ordonnée d’objets ». Dans les ensembles usuels, les éléments sont uniques (non-multiples) et
apparaissent au plus une seule fois. Nous généralisons la notion de région en autorisant plusieurs
instances de chaque élément : la région est ainsi un multiensemble ; e.g. { a, a, b }.
Un multiensemble20 est une collection finie ou infinie, multiple et non-ordonnée d’objets.
Outre ce terme officiel, d’autres dénomination existent incluant : liste, sac, pile voire ensemble
pondéré21 [Knu97]. Nous définissons la multiplicité d’un élément étant son nombre d’instance
dans un multiensemble donné. Par exemple dans le multiensemble { a, a, b }, a est de multiplicité
2 et b de multiplicité 1 ; pouvant être noté
{
a2, b1
}
.
20 angl. multiset 21 angl. respectivement list, bag, head, weighted set
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Formellement pour une région finie R, son multiensemble est noté (R,m) tel que m(e ∈ R)
est la fonction de multiplicité renvoyant le cardinal de chaque élément e présent dans la région R
; m : R → N∗. Par exemple pour le multiensemble { a, a, b }, nous avons ({ a, b } , { (a, 2), (b, 1) })
équivalent à
{
a2, b1
}
. Ainsi, toutes nos régions précédemment22 définies sont l’ensemble sous-
jacent d’un multiensemble ; e.g. pour le multiensemble (R,m) la région R est son ensemble
sous-jacent.
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Figure 3.10 – Multiensemble d’une région de lieux 2D, dont la 3e dimension représente la
multiplicité des positions 2D ; cf. figure 3.1a
De part cette généralisation, nous attribuons une nouvelle propriété aux régions nous
permettant de qualifier l’importance d’un élément. À représenter géométriquement pour une
région de dimension d = 2, il s’agit d’ajouter une 3e dimension dont la mesure représente
la multiplicité ; cf. figure 3.10. Par exemple, une carte topographique est une représentation
géométrique en général plane mais indiquant les altitudes d’une région terrestre.
3.3.1.2 Région d’action : la région de travail partitionnée selon les actions
Pour chaque élément e, nous pouvons constituer un sous-multiensemble disjoint r dans le
multiensemble de la région R contenant uniquement les instances de cet élément e, noté re tel que
: re = { e, e, . . . } | R =
⊔
e∈R re. Chaque élément du sous-multiensemble re est certes identique
–M(re) = 1 pour Card(re) ≥ 1– mais leur apparition peut être liée à des actions différentes. Nous
pouvons partitionner cet ensemble re en sous-ensembles (disjoints) liés à une action particulière
am (i.e. noté re|am), voire liés à plusieurs actions réalisées simultanément (i.e. noté re|am∩ao) ;
e.g. Ouvrir le robinet pour Se laver les mains et Nettoyer la vaisselle.23
22 comprenant les régions d’intérêt, (sous-)régions de couverture, (sous-)régions de mesure et la région de travail
23 Pour chaque élément e, nous pouvons déterminer sa Précision au regard d’une action am, étant la probabilité
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Nous définissons la région d’action étant l’union de tous ces sous-ensembles liés à une
même action, notée A ; telle que pour une action am, Am =
⊔
re|am . Nous définissons l’ensemble
des parties de Am noté P(Am) étant l’ensemble dont les éléments re|am sont les sous-ensembles
de Am : re|am ∈ P(Am) ⇐⇒ re|am ⊂ Am.
Dans le cas simple (sans actions simultanées), il existe dans la région de travail autant
d’ensembles qu’il y a d’actions d’intérêt et une action non-d’intérêt24 : soit M + 1 ensembles
pour M actions. Notre région de travail est ainsi définie par l’union disjointe de ces ensembles,
telle que : T = A0 t (
⊔
m Am) | m ∈ M = { 1, . . .M }. Nous définissons l’ensemble des
parties de T noté P(T ) étant l’ensemble dont les éléments A sont les sous-ensembles de T :
A ∈ P(T ) ⇐⇒ A ⊂ T | P(T ) = { A0,A1, . . .AM }.
Ce partitionnement de la région de travail selon les actions permet la qualification de la
pertinence des éléments vis-à-vis de l’action à travers la notion d’Occurrence des régions.
3.3.2 Occurrence et Détectabilité des régions
À partir de ces nouvelles notions, nous définissons deux notions utiles pour qualifier le
réseau de capteurs : l’Occurrence pour les régions de travail et d’intérêt, et la Détectabilité pour
la région de couverture.
3.3.2.1 Occurrence des régions de travail et d’intérêt
Au sein de la région de travail, certains éléments sont plus importants que d’autres,
étant plus usités par la personne et décrivant ainsi des sous-régions à plus forte densité. Cette
importance quantifiable est dénommée Occurrence. Il s’agit du fait –ou fréquence25– que cet
élément apparaisse. Par exemple, le graphique circadien –représentant le rythme circadien des
activités d’une personne– dénombre, au travers de l’utilisation des capteurs étendue sur plusieurs
jours, cette occurrence des éléments par mesure ; cf. section 2.2.2.3 et figure 2.4.
Par définition, la région d’intérêt est l’ensemble des éléments possibles pour la réalisation
de l’action. L’Occurrence de la région d’intérêt reflète les préférences des éléments de la personne
; qu’il s’agisse de positionnements ou d’utilisations préférentielles. Tous les éléments de la région
d’intérêt sont possibles, or certains sont plus intéressants à capter que d’autres, ou plus néfastes
à ne pas capter, voire plus néfastes à capter par les régions de couverture26. Ces effets dépendent
de l’Occurrence des éléments et vis-à-vis de l’action : un même élément e peut concerner plusieurs
actions, avec des importances différentes selon celles-ci. Bien qu’un élément e est très important
pour une action, il peut l’être voire plus pour une autre action. L’Occurrence permet de quantifier
cette importance vis-à-vis d’une action donnée.
Nous définissons l’Occurrence27 d’un élément e étant sa multiplicité sous conditions d’action,
notée Occ(e) ; telle que Occ(e) = Card(re) ≥ 0. Et nous définissons l’Occurrence d’une région R
étant la somme des Occurrences de ses éléments e sous conditions d’action, notée Occ(R) ≥ 0.
Nous avons ainsi pour chaque élément e –ou région R– sa multiplicité : en général notée Occ(e),
pour une action spécifique a notée Occ(e | a), pour le complément d’une action a notée Occ(e | a)
etc.
conditionnelle suivante : P(am | e) =
Card(re|am )
Card(re) =
P(am∩e)
P(e) . Cette probabilité qualifie pour tous les éléments e,
quelle est sa proportion concernant l’action d’intérêt am ; cf. section 4.2.2.
24 tous les autres actions sont regroupées en un seul ensemble
25 non au sens hertzien, mais étant son nombre d’apparition 26 respectivement les vrais positifs, faux négatifs et
faux positifs ; cf. évaluation de la fiabilité en chapitre 4 27 angl. Occurrence
3.3. Représentation des intérêts prioritaires et des capteurs incertains 55
La signification de l’Occurrence d’un élément (ou son unité) dépend de la caractéristique
de l’action à laquelle il est associé, définissant la nature de sa région : e.g. région de lieux, région
d’interactions ; cf. section 3.1.1.1. Pour des régions de lieux, l’Occurrence d’un élément est
similaire à son nombre de visite28 ; cf. [Vla+15]. L’Occurrence –des éléments– d’une région R
consiste à intégrer sur la région R la fonction d’occurrence Occ(e) pour une action a. Pour une
région R de lieux, nous avons :
Occ(R | a) =
∫∫
ROcc(e | a) dx dy =
∫∫
RCard(re|a) dx dy | Dim(R) = 2
Occ(R | a) = ∑e∈ROcc(e | a) = ∑e∈RCard(re|a) | Dim(R) = 0
Région de lieux
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Figure 3.11 – Illustration de l’Occurrence de la Table en figure 3.1, représentant le nombre de
visite de ces positions (caractéristique de lieu)
Par exemple, pour l’action Regarder la télévision nous pouvons instrumenter tous les lieux
possibles de visionnage, notamment les chaises de la table à manger ; illustré en figure 3.11.
Lorsque ces chaises sont instrumentées, nous avons soit une utilisation pour l’action Regarder
la Télévision artv, soit pour l’action S’asseoir à table asat, soit pour d’autres actions non-
d’intérêt ani. L’Occurrence en général Occ(e) rassemble en totalité les actions : Occ(e) = Occ(e |
artv) + Occ(e | asat) + Occ(e | ani). En évaluant l’Occurrence pour l’action Regarder la Télévision
artv, nous pouvons déterminer la probabilité de Regarder la Télévision sachant la région d’intérêt
: P(artv | I) = Occ(I | artv)/Occ(I) = Card(artv ∩I)Card(I) ∈ [0 ; 1] ; correspondant à la Précision
29
de la région d’intérêt au regard de cette action.
Ainsi, une région d’intérêt Im collecte les éléments dont la multiplicité pour l’action am
n’est pas nulle : Im | ∀e ∈ Im,Occ(e | am) > 0.
28 angl. visited count 29 définie formellement en section 4.1.2.1
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3.3.2.2 Détectabilité des régions de couverture
Par ailleurs, la région de couverture définit l’ensemble des positions possibles pouvant
être détectées par le capteur S. En son sein, certains éléments sont plus aisément détectés que
d’autres. Cette capacité quantifiable est dénommée Détectabilité. Il s’agit de la probabilité que
cet élément soit détecté par le capteur.
La Détectabilité de la région de couverture reflète les performances de détection du
capteur mettant en exergue les dispositions optimales d’acquisition du capteur ; qu’il s’agisse
d’informations de positionnements (région de lieux30) ou d’utilisations (région d’interactions30).
Tous les éléments de la région de couverture sont détectables, or certains sont plus précis à capter
que d’autres. De plus, si élément est couvert par plusieurs capteurs, il peut suffire qu’il soit
détecté par au moins un capteur, renforçant ainsi sa détectabilité.
Nous définissons la Détectabilité31 d’un élément e étant sa probabilité de détection sous
conditions de capteur(s), notée Dec(e) ; telle que Dec(e) ∈ [0 ; 1]. Nous avons ainsi pour chaque
élément e sa probabilité de détection : pour un capteur S notée Dec(e | S), pour plusieurs
capteurs Sj∈J notée Dec(e |
⋂
j∈J Sj) etc.
Région de lieux
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Figure 3.12 – Illustration de la Détectabilité du Capteur 2 en figure 3.1
Par exemple, pour l’action S’asseoir à table nous pouvons installer différents capteurs de
présence au dessus de chaque chaise autour de la table. Lorsque ces capteurs s’intersectent dans
une région d’intérêt, définissant idéalement de nouvelles régions épousant la région d’intérêt, nous
avons une détection des éléments pour soit un premier capteur S1, soit un deuxième capteur S2, soit
ces deux capteurs S1∩S2 etc. ; cf. section 3.1.3. En évaluant la Détectabilité pour chaque élément
de cette intersection de régions, nous pouvons déterminer la probabilité de Détecter l’élément
30 pour les différentes caractéristique de l’action, la nature de la région s’adapte ; cf. section 3.1.1.1
31 angl. Detectability
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par la sous-région de couverture c sachant l’élément e : P(c | e) = Dec(e | c) = Card(c ∩ e)Card(e) ∈ [0 ; 1]
; correspondant à la Sensibilité32 de la sous-région de couverture au regard de chaque élément.
Ainsi, une région de couverture Ck collecte les éléments dont la probabilité de détection
par le capteur Sk n’est pas nulle : Ck | ∀e ∈ Ck,Dec(e | Sk) ∈ ]0 ; 1]. Par ailleurs, une sous-région
de couverture c collecte les éléments dont la probabilité de détection par ses capteurs associés
n’est pas nulle : il est nécessaire de combiner les Détectabilités des régions de couverture s’y
intersectant afin de calculer sa Détectabilité effective.
3.3.2.3 Combinaison des Détectabilités
Afin de calculer chaque Détectabilité des sous-régions de couverture formées par le place-
ment de capteurs, nous introduisons le principe d’inclusion-exclusion. Nous appliquons le principe
d’inclusion-exclusion uniquement entre les capteurs et leurs régions de couverture associées à la
sous-région de couverture.
Principe d’inclusion-exclusion Le principe d’inclusion-exclusion (ou formule du crible)
permet de calculer « le cardinal d’une réunion finie d’ensembles finis en fonction du cardinal de
ces ensembles et de leurs intersections » ; cf. équation 3.1. Il se traduit directement en termes de
probabilités, où les Ai représentent des événements (au lieu des ensembles).
M(
n⋃
i=1
Ai) =
n∑
k=1
(−1)k−1 ∑
I⊂{ 1,...n }
Card(I)=k
M(
⋂
i∈I
Ai)
 (3.1)
Par ailleurs, pour des probabilités { P(A1), . . .P(An) } indépendantes, la formule générale
du principe d’inclusion-exclusion (3.1) se simplifie en :
P(
n⋃
i=1
Ai) = 1−
n∏
i=1
(1− P(Ai)) (3.2)
Par exemple, pour n = 2 ensembles, la formule du principe d’inclusion-exclusion est :
M(
2⋃
i=1
Ai) = M(A1) + M(A2)−M(A1 ∩ A2)
Ainsi, nous avons intégré de nouvelles propriétés à nos régions afin d’améliorer notre
modélisation, afin qu’elle soit plus écologique. Ces notions d’Occurrence et de Détectabilité sont
primordiales afin d’améliorer la qualité de l’évaluation du réseau de capteurs.
3.4 Aspects techniques du modèle
Du modèle des régions ci-proposé, de nombreuses interrogations subsistent concernant son
application pour le placement de capteurs. Nous éclaircissons certains aspects techniques néces-
saires au préalable pour l’implémentation et l’utilisation du modèle : la gestion de l’environnement
3D, les caractéristiques de l’action, et la volumétrie de la personne.
32 définie formellement en section 4.1.2.1
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3.4.1 Dimension de travail
Bien que nous illustrons nos régions de lieux au sein du domicile en 2D, notre modèle est
compatible et applicable quelle que soit la dimension de travail d = Dim(T ) ; cf. section 3.1.1.2.
En réalité, la dimension de travail est imposée par l’implémentation du modèle : les librairies et
outils utilisés, les choix et contraintes de modélisation. Dans cette thèse, nous avons choisi de
travailler en 2D afin d’implémenter et d’illustrer simplement la méthodologie proposée. Notre
choix d’implémentation et d’illustration ne doit en aucun cas desservir la généricité d’application
de notre modèle à des espaces de dimensions autres ; e.g. 0D, 1D, 3D, 4D.
Par conséquent, notre méthodologie est applicable en 3D mais son implémentation nécessite
d’utiliser ou de développer des librairies et outils compatibles avec la dimension de travail
souhaitée.
3.4.2 Caractéristiques de l’action
Dans le chapitre 2, nous avons caractérisé l’action simplement par un lieu, une interaction
et une temporalité ; cf. section 2.2.2. Bien que nos illustrations de régions se focalisent sur la
caractéristique de lieu des actions (à dessein de clarté), notre modèle des régions est compatible
et applicable quelle que soit la caractéristique de l’action ; cf. section 3.1.1.1. En réalité, un
ensemble peut être illustré par un diagramme de Venn permettant de représenter graphique-
ment/géométriquement par diagramme toutes les relations logiques possibles d’une collection
finie d’ensembles ; e.g. N et K finis. En terme de lieu, la représentation géométrique (i.e. nos
illustrations) équivaut directement à un diagramme de Venn : les représentations graphiques sont
facilement compréhensibles par l’humain et favorisent l’assimilation de nos concepts.
Par conséquent, notre méthodologie est applicable à d’autres caractéristiques que celle
illustrée (i.e. lieu), et surtout que celles considérées dans cette thèse.
3.4.3 Volumétrie de la personne
Implicitement, nous considérons que les capteurs acquièrent une ou plusieurs information(s)
ponctuelle(s). En terme de lieu, la personne est caractérisée par une position unique : nos capteurs
pouvant acquérir directement cette position particulière, conceptuellement appelée modèle-point.
Or, bien que nous puissions caractériser la personne par la position de son centre de gravité
(voire une projection de celui-ci au sol Dim(R) = 2), la quasi-majorité des capteurs de positions
(e.g. de présence, distance, angle, caméra) ne peuvent acquérir directement cette information.
De fait, ils acquièrent la position de l’élément appartenant à la personne (après un éventuel
traitement de données) en visibilité directe de leur centre d’acquisition, qui est la position la plus
proche de celui-ci. De plus, la personne est constituée d’un ensemble de positions, décrivant une
région et pouvant être approximée au plus simple par une forme ellipsoïdale. En majorité, nos
capteurs acquièrent ainsi –une position de– l’enveloppe de l’humain, soit l’ensemble frontière de
cette région.
Par conséquent, cette région structurante influe sur la région de couverture et les régions
de mesure des capteurs.
33 angl. Minkowski addition
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3.4.3.1 Somme de Minkowski
Une solution, employée en Robotique pour la navigation dans un environnement rempli
d’obstacles, est d’utiliser la somme de Minkowski33. Issue du domaine de la Morphologie Mathé-
matique, il s’agit de réaliser une dilatation de la région à partir d’une région structurante (ou
élément structurant) afin d’étendre la “forme” de cette première région.
En Robotique mobile, elle est utilisée afin de calculer un chemin viable pour se déplacer et
atteindre une position cible. La région structurante représente la forme géométrique du robot :
en dilatant chaque région obstacle de l’environnement, un nouvel environnement est déterminé
au sein duquel le robot est ramené à une unique position, sans épaisseur. Par conséquent,
l’exploration des chemins est facilité en travaillant uniquement avec une seule position. Par
ailleurs, la forme du robot est généralement grossie afin de s’assurer de sa manœuvrabilité ;
celle-ci pouvant être considérée circulaire afin de pouvoir aisément34 franchir les obstacles.
3.4.3.2 Application à la conception
Appliquée, la somme de Minkowski permet de calculer une nouvelle région de couverture
prenant en compte la morphologie de la personne ; e.g. ellipsoïdale. Or, nous devons être précis
dans la définition de cette région structurante. Il est nécessaire de déterminer ce que le capteur
peut détecter de l’humain : détectera-t-il sa main ou son épaule alors que la personne est
hors-champ ?
Bien que la somme de Minkowski nous permette d’utiliser le modèle point, tous les éléments
corporels ainsi compressés en un même point ne sont pas pertinents, engendrant des erreurs
de détection35. Ces erreurs s’avèrent difficiles à anticiper ou à améliorer lors de la conception.
Elles sont dues à une mauvaise interprétation des informations captées, et relèvent du module de
reconnaissance d’activité en aval. Seul celui-ci est en capacité d’écarter ces erreurs de détection35.
Nous nous abstrayons ainsi d’intégrer ces erreurs35 dans notre modélisation, mais nous gardons à
l’esprit leur existence future.
Par ailleurs, utiliser la somme de Minkowski implique de modifier voire créer artificiellement
des Détectabilités pour chaque élément nouvellement ajouté à la région de couverture : est-elle
une simple prolongation ou suit-elle une fonction précise ? De fait, il est nécessaire de modéliser
l’influence de la forme de la personne sur la Détectabilité du capteur. Cette modélisation nécessite
des analyses précises de la physique du capteur et de ses performances, au regard des différentes
morphologies. Pour des Détectabilités parfaites, ce cas ne se présente pas. Quoiqu’il en soit, il est
nécessaire de bien modéliser le capteur en amont –sa régions de couverture et sa Détectabilité–
et de proposer une transformation des régions afin de prendre en compte la personne dans toute
sa dimension.
Ainsi, nous gérons la personne dans toute sa dimension en touchant seulement à la création
des régions de couverture au travers de la somme de Minkowski. Dans cette thèse, nous considérons
que les régions de couverture des capteurs fournies intègrent au préalable la volumétrie de la
personne.
Dans ce chapitre, nous développons une représentation des actions et capteurs fondée
sur la Théorie des Ensembles : le modèle des régions. Actions et capteurs sont décrits par
34 attrayant à la commandabilité du robot 35 i.e. des faux positifs, cf. chapitre 4
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deux notions de régions étant respectivement la région d’intérêt et la région de couverture.
Chaque caractéristique de l’action est décrite par une nouvelle région dédiée, dont la nature est
adaptée au besoin. Capteurs binaires et discrétisés sont gérés au sein d’une même représentation
grâce aux région de couverture et région de mesure, permettant de fusionner des capteurs
hétérogènes aux informations homogènes. Notre modèle des régions offre un cadre représentatif
unifié (actions et capteurs), unique (capteurs hétérogènes, binaires et discrétisés) et flexible
(différentes caractéristiques de l’action). Il permet une modélisation écologique de la veille à la
personne prenant en compte la fusion des informations capteurs, l’importance des régions et
l’incertitude des capteurs. À présent, nous devons évaluer le réseau de capteurs afin de quantifier
précisément sa qualité pour la veille. Cette deuxième étape de la conception concerne l’évaluation
de la fiabilité du réseau de capteurs.
Chapitre 4
Évaluation de la fiabilité du réseau
de capteurs
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Dans ce chapitre, nous évaluons le modèle des régions défini précédemment représentant
le problème du placement de capteurs. Nous qualifions la fiabilité du réseau de capteurs au
regard de chaque action d’intérêt, étant un compromis entre la Précision de l’identification et
la Sensibilité de la couverture. Il s’agit de quantifier les erreurs d’identification du réseau de
capteurs (e.g. fausses alarmes) en s’intéressant à la disposition des régions de couverture vis-à-vis
de chaque région d’intérêt. Pour ce faire, nous utilisons la matrice de confusion, issue du
Test d’Hypothèses et utilisée en Classification Statistique [Faw06]. Nous transcrivons ainsi les
informations détenues par notre modélisation en régions dans une matrice de confusion.
En réalité, notre modélisation a été conçue (principalement) en vue de cette évaluation, bien
qu’elle puisse être utilisée pour évaluer l’incertitude des informations mesurées. Nous développons
de manière incrémentale l’évaluation de la fiabilité, conformément à notre présentation du modèle
des régions.
4.1 La matrice de confusion pour l’évaluation de la fiabilité
Notre évaluation est fondée sur la notion statisticienne de matrice de confusion et sa
capacité de comparaison, afin de qualifier les informations captées (effectives) au regard des
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informations d’intérêt (à capter absolument). En réalité, les régions d’intérêt et de couverture
détiennent des informations précieuses permettant d’évaluer la qualité d’un réseau de capteurs :
i.e. sa fiabilité. Nous utilisons les outils usités en Test d’Hypothèses et Classification Statistique
afin d’extraire ces informations.
Le Test d’Hypothèses consiste à évaluer un ensemble de données obtenues notamment par
échantillonnage en fonction d’un ensemble synthétisé à partir d’une modélisation. La Classification
Statistique consiste à identifier la classe d’appartenance d’une nouvelle observation. Elle se base
usuellement sur un ensemble d’entraînement contenant des observations (ou instances) dont nous
connaissons la classe en amont. Ces deux sous-domaines de la Statistique visent ainsi à comparer
des échantillons d’un phénomène considéré avec une modélisation de celui-ci afin de s’assurer que
le modèle représente au mieux ce phénomène. Dans le cadre de la veille, les régions d’intérêt et
de couverture sont respectivement notre phénomène et notre modèle.
4.1.1 Définition de la matrice de confusion
Une matrice de confusion1 –ou table de confusion– permet de visualiser et de comparer le
phénomène considéré et sa modélisation sous forme d’une matrice, pour des échantillons donnés
[Faw06].
En colonne nous exprimons le résultat de la prédiction du modèle (la classe déterminée)
tandis qu’en ligne nous exprimons la condition réelle de l’échantillon du phénomène (la classe
réelle) ; e.g. tableau 4.1. Au croisement d’une condition du phénomène et d’un résultat du modèle,
chaque élément du tableau est un nombre entier représentant le total des cas où cette condition
et ce résultat sont valides en même temps ; pour des échantillons donnés. Par conséquent, la
matrice de confusion quantifie leur total sur l’ensemble des cas pour toutes les combinaisons de
conditions et résultats possibles.
Couverture
Intérêt
Résultat
Positif
Résultat
Négatif
Condition
Positive
Vrai Positif (VP) Faux Négatif (FN)
Condition
Négative
Faux Positif (FP) Vrai Négatif (VN)
Table 4.1 – Matrice de confusion : intérêt (phénomène) en lignes et couverture (modèle) en
colonnes
Pour la veille et notre modélisation en régions, nous sommes dans le cadre du test d’une
hypothèse, autrement nommée classification binaire. Notre matrice carrée est ainsi de dimension
2, où les notions d’intérêt et de couverture sont respectivement notre phénomène (action réalisée)
et notre modèle (détection effective). Cette matrice définit ainsi quatre combinaisons possibles
entre phénomène et modèle, réparties en deux catégories : les erreurs et succès.
1 angl. confusion matrix
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4.1.1.1 Informations de confusion : les erreurs et succès de la couverture
La matrice de confusion définit deux types d’erreurs :
1. un Faux Positif2 ou erreur de type I, noté FP, est une détection du capteur (résultat
positif) pour une non-réalisation de l’action (condition négative)
2. un Faux Négatif3 ou erreur de type II, noté FN, est une non-détection du capteur
(résultat négatif) pour une réalisation de l’action (condition positive)
De manière duale, elle définie deux types de succès :
1. un Vrai Positif4 ou succès de type I, noté VP, est une détection du capteur (résultat
positif) pour une réalisation de l’action (condition positive)
2. un Vrai Négatif5 ou succès de type II, noté VN, est une non-détection du capteur
(résultat négatif) pour une non-réalisation de l’action (condition négative)
Nous appelons les éléments de la matrice de confusion des informations de confusion6. Une
information de confusion représente (selon la dimension de travail) le compte (0D), la longueur
(1D), l’aire (2D), le volume (3D) etc. total de la combinaison associée. Nous rapprochons chaque
information de confusion d’une combinaison possible des régions d’intérêt et de couverture,
définissant ainsi quatre nouvelles régions.
4.1.1.2 Régions d’information de confusion
En combinant régions d’intérêt et de couverture, nous définissons quatre régions disjointes
représentant chacune une information de confusion :
• la Région Vraie Positive définie par VP = I ∩ C
• la Région Vraie Négative définie par VN = I ∩ C = T \ (I ∪ C)
• la Région Faux Positive définie par FP = I ∩ C = C \ I
• la Région Faux Négative définie par FN = I ∩ C = I \ C
Nous appelons chacune de ces nouvelles régions –regroupant les deux notions duales
d’intérêt et de couverture– une région d’information de confusion, notées IC ; cf. figure 4.1. Les
quatre régions d’information de confusion sont disjointes et décrivent à elles seules entièrement
notre région de travail T , telles que : VP t VN t FP t FN = T . Nous définissons l’ensemble
des parties de T noté P(T ) étant l’ensemble dont les éléments IC sont les sous-ensembles de T :
IC ∈ P(T ) ⇐⇒ IC ⊂ T | P(T ) = { VP,VN ,FP,FN }.
Nous évaluons ainsi chaque information de confusion IC en mesurant sa région d’information
de confusion IC, telle que :
IC = M(IC) | IC ∈ { VP,VN ,FP,FN } (4.1)
Par conséquent, l’intérêt de la matrice de confusion réside dans la nature associée à ses
éléments les informations de confusion, que nous déterminons directement à partir des régions
d’intérêt et de couverture. Par combinaison de ses informations de confusion, nous pouvons
évaluer la qualité d’un placement.
2 angl. False Positive (FP) 3 angl. False Negative (FN) 4 angl. True Positive (TP)
5 angl. True Negative (TN) 6 angl. confusion information (CI)
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(a) Régions d’information de confusion
Vrai Positif Vrai Négatif Faux Positif Faux Négatif
(b) Légende
Figure 4.1 – Illustration des régions d’information de confusion issues des régions en figure 3.1 :
VP en bleu, VN partiellement affiché en gris, FP en rouge et FN en violet
4.1.2 Définition d’un placement de qualité
La conception d’un réseau de capteurs consiste à créer un instrument de mesure pour
mesurer l’action : le placement de capteurs doit permettre l’identification de l’action ; cf.
section 2.3.3.1. Il est nécessaire de définir la qualité d’un placement en accord avec nos objectifs
de veille (i.e. régions d’intérêt) et en considérant nos contraintes et choix d’instrumentation (i.e.
régions de couverture). Par exemple pour l’action S’asseoir à table, nous associons la détection
d’une présence de la personne au sein de la région de couverture à la réalisation de l’action (à
partir de sa région d’intérêt) ; cf. figure 3.1.
Idéalement, nous devons couvrir parfaitement notre région d’intérêt avec notre région de
couverture tel que : C = I. Ainsi, le placement parfait correspond à : VP = C, FP = FN = ∅ et
VN = C. Si la disposition du capteur est mauvaise, alors la région faux positive ou faux négative
existe : i.e. FN 6= ∅ ou FN 6= ∅. La région faux positive FP correspond à une réalisation
non-pertinente détectée, tandis que la région faux négative FN correspond à une réalisation
pertinente non-détectée.
Nous définissons qu’un placement de qualité est caractérisé par : M(FP)→ 0 et M(FN )→
0, impliquant M(VP)→ M(I). Nous identifions ainsi plusieurs sources d’erreurs étant naturelle-
ment les faux positifs (ou fausses alertes) et les faux négatifs.
4.1.2.1 Indices de qualité
Dans la littérature en Statistique, de nombreux indices existent pour quantifier différentes
qualités du modèle [Sok+09]. Ces indices de qualité aux propriétés diverses sont déterminés par
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combinaison des informations de confusion. Nous reportons seulement les indices usités dans
la littérature en classification binaire ou test d’une hypothèse : i.e. la Sensibilité, la Spécificité,
la Précision, et la Valeur Prédictive Négative. Bien que ces indices combinent seulement deux
informations de confusion, nous pouvons en rapprocher certains de notre définition concrète de
la qualité d’un placement concernant sa fiabilité ; cf. section 2.3.3.3.
Sensibilité7 représente la vraisemblance qu’une réalisation soit détectée ; nommée taux de
vrai positif8, taux de succès9 ou rappel10.
Sensibilité = VPVP + FN (4.2)
Spécificité11 représente la vraisemblance qu’une non-réalisation ne soit pas détectée ; nommée
taux de vrai négatif12.
Spécificité = VNVN + FP (4.3)
Précision13 représente la vraisemblance qu’une détection soit exacte ; nommée valeur prédictive
positive14 ou confiance15.
Précision = VPVP + FP (4.4)
Valeur Prédictive Négative16 représente la vraisemblance qu’une non-détection soit exacte.
Valeur Prédictive Négative = VNVN + FN (4.5)
La Sensibilité et la Précision sont des indices duaux : ils comparent respectivement les
faux négatifs et faux positifs aux vrais positifs. Similairement, la Valeur Prédictive Négative
et la Spécificité comparent respectivement les faux négatifs et faux positifs aux vrais négatifs.
Idéalement, nous souhaitons que chacun de ces quatre indices soit maximisés à 1 afin d’atteindre
notre objectif de qualité. Or, un seul couple de ces indices –Sensibilité et Précision, ou Valeur
Prédictive Négative et Spécificité– est nécessaire pour l’évaluation. À dessein de fiabilité, nous
optimisons le couple Sensibilité et Précision ; cf. section 2.3.3.3.
La Sensibilité mesure la qualité de notre couverture –i.e. les exigences de couvertures– et
la Précision mesure la performance de l’identification, directement à partir de ce qui doit être
véritablement mesuré : les vrais positifs. Nous réunissons ces indices en une seule évaluation
appropriée et pratique, représentant la fiabilité du placement de capteurs.
4.1.2.2 Fiabilité du placement de capteurs : la F-mesure
Nous choisissons pour évaluer la fiabilité du placement de capteurs un indice de qualité
unique : la F-mesure17. Par définition [Sas07][Pow11], elle est une moyenne harmonique pondérée
de la Sensibilité et de la Précision ; cf. équation 4.6. Son coefficient réel positif β exprime si nous
7 angl. sensibility 8 angl. true positive rate (TPR) 9 angl. hit rate 10 angl. recall 11 angl. specificity
12 angl. true negative rate (TNR) 13 angl. precision 14 angl. positive predictive value (PPV)
15 angl. confidence 16 angl. negative predictive value (NPV) 17 angl. F-measure
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devons favoriser la Sensibilité (β > 1) ou la Précision (β < 1).
Fβ-mesure =
(1 + β2) ·VP
(1 + β2) ·VP + β2 · FN + FP ∈ [0 ; 1] | β ⊂ R
+
Fβ = (1 + β2) ·
Sensibilité · Précision
β2 · Précision + Sensibilité
(4.6)
Les F-mesures courantes sont Fβ=1, Fβ=2 et Fβ=0,5 : Fβ=1 accorde autant d’importance
aux deux indices, tandis que Fβ=2 met plus d’emphase sur la Sensibilité que sur la Précision,
contrairement à Fβ=0,5.
Des vrais négatifs importants voire inconnus La F-mesure est utilisée en Recherche
d’Information18, domaine où les vrais négatifs sont très nombreux voire inconnus, et de ce fait
ne sont pas requis [Hri+05]. Similairement en placement de capteurs, la région de travail est
vaste comparée à n’importe quelle région d’intérêt. Ainsi, la F-mesure permet d’éviter toute
inflation de l’indice de qualité qui aurait éclipsé les améliorations des valeurs des vrais positifs,
faux positifs ou faux négatifs.
Par exemple, nous avons calculé en table 4.2 les informations de confusion et les F-mesures
(à β = 1) pour les régions d’intérêt et de couverture en figure 3.1 ; où resp. VP = M(VP),
VN = M(VN ), FP = M(FP) et FN = M(FN ). Dans le cadre de notre appartement normalisé
en figure 2.5, nous dénotons que les vrais négatifs sont 3019 à 4020 fois importants que le cumul
des vrais positifs, faux positifs et faux négatifs.
Fβ=1 Vrai Positif Vrai négatif Faux Positif Faux Négatif
Canapé 0,7218 1,0340 60,670 0,3447 0,4525
Table 0,5297 0,5394 61,000 0,5201 0,4376
Table 4.2 – F-mesure et informations de confusion (en m2) de la (figure 3.1)
F-mesure : une approximation de la fiabilité Par ailleurs, en Recherche d’Information,
la F-mesure est utile pour évaluer la fiabilité d’une référence étalon21 issue d’experts [Hri+05],
lorsque que les vrais négatifs sont très nombreux voire inconnus. De plus, elle est appropriée pour
quantifier la fiabilité relative22 [Kim+08], étant l’évaluation de la concordance des mesures entre
différents observateurs ; i.e. entre la région d’intérêt et les régions de couverture.
Ainsi, nous utilisons la F-mesure en tant qu’approximation de la fiabilité du réseau
de capteurs, au regard d’une action donnée. Nous cherchons à qualifier si notre placement de
capteurs –i.e. ses régions de couverture résultantes– concorde avec les objectifs de veille –i.e.
les régions d’intérêt– issues d’experts et constituant notre référence étalon. En accordant le
placement de capteurs à cette référence étalon, nous concevons un réseau fiable minimisant les
erreurs d’identification : les faux positifs et les faux négatifs.
4.1.3 Combinaison des régions de couvertures : fusion d’informations pour
une meilleure fiabilité
Utilisant plusieurs capteurs, nous souhaitons considérer au mieux le potentiel d’acquisition
des capteurs afin d’affiner notre évaluation de la fiabilité. Il s’agit de considérer la fusion des
18 angl. Information Retrieval 19 pour la table 20 pour le canapé 21 angl. gold standard
22 angl. interrater reliability
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informations des capteurs : i.e. les sous-régions de couverture ; où le calcul des informations de
confusion –nécessaires à la F-mesure– est fondé sur les régions de couverture.
4.1.3.1 Définition augmentée des régions d’information de confusion
À partir des sous-régions de couverture, nous définissons plus précisément les régions
d’information de confusion. En réalité, les sous-régions importantes sont celles qui intersectent
la région d’intérêt. Les autres régions, disjointes avec la région d’intérêt I, ne contribuent qu’à
la région d’information de confusion VN . Seules les sous-régions de couverture c non-disjointes
avec la région d’intérêt I influent sur les régions d’information de confusion VP, FP et FN .
Pour une action am et sa région d’intérêt Im, nous posons Nm un sous-ensemble de N ,
regroupant l’ensemble des sous-régions de couverture intéressantes pour l’action particulière am,
telle que chaque sous-région de couverture cn de cet ensemble s’intersecte avec la région d’intérêt
Im (liée à l’action am) : ∀n ∈ Nm, cn ∩ Im 6= ∅. Nous définissons l’ensemble des parties P(cNm)
étant l’ensemble dont les éléments cn sont les sous-ensembles de cNm : cn ∈ P(cNm) ⇐⇒ cn ⊂
cNm | Im ⊂ cNm . Par conséquent, l’ensemble des parties P(cNm) est un partitionnement grossier
mais possiblement englobant de la région d’intérêt Im en sous-régions de couverture c.
Ainsi, nous avons :
VP(Im) = Im ∩ cNm
VN (Im) = Im \ cNm
FP(Im) = Im ∩ cNm
FN (Im) = Im \ cNm
(4.7)
avec cNm =
⊔
n∈Nm cn, et am =⇒ Im.
4.1.3.2 Amélioration de la fiabilité : choix des sous-régions pertinentes
Toutes les sous-régions de couverture –regroupées dans l’ensemble des parties P(cNm)–
ne sont pas pertinentes pour la veille à l’action am. Si P(cNm) propose un partitionnement
grossier en sous-régions de couverture cn de la région d’intérêt Im, des éléments de certaines
sous-régions de couverture constituent des faux positifs contribuant à la région d’information de
confusion FP(Im). De plus, si P(cNm) propose un partitionnement non-englobant en sous-régions
de couverture cn de la région d’intérêt Im, des éléments non-couverts de la région d’intérêt
constituent des faux négatifs contribuant à la région d’information de confusion FN (Im). Or, la
région d’intérêt ne peut-être partitionnée au delà des sous-régions de couverture, c’est-à-dire au
niveau de leurs éléments. Nous devons nous contenter des sous-régions de couverture possibles
pour couvrir au mieux chaque région d’intérêt.
Nous choisissons judicieusement les sous-régions de couverture pertinentes en maximisant
la F-mesure Fβ : il s’agit de déterminer les sous-régions de couverture optimales, soit l’ensemble
des parties P(cNm) optimal. Nous procédons ainsi à une optimisation du réseau de capteurs de
sorte à déterminer les sous-régions de couverture –soit la combinaison de capteurs– offrant la
meilleure F-mesure. Nous définissons l’ensemble des parties P(cNm) étant l’ensemble dont les
éléments cn contribuent à maximiser la F-mesure Fβ pour l’action am : cn ∈ P(cNm) ⇐⇒ cn ⊂
cNm | cNm ⊂ Call. Par extension, Nm est l’ensemble des indices n (liés à une sous-régions de
couverture) maximisant la F-mesure pour une action am.
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Ainsi, nous avons :
max
P(cNm )
Fβ(Im,P(cNm))
sachant P(cNm) ⊂ P(Call)
(4.8)
En figure 4.2, nous illustrons les sous-régions de couverture maximisant la F-mesure ;
issues des régions de couverture en figure 3.4. En tableau 4.3, nous reportons les F-mesures
et informations de confusion correspondantes. En terme de couverture, nous pouvons ainsi
approximer chaque région d’intérêt par I1 ≈ c{ 1 } = c1 = C1 \ C2 et I2 ≈ c{ 4,6 } = c4 ∪ c6 =
(C1 ∩ C2 ∩ C3)
⊔ (C3 \ C2), afin d’en déterminer l’expression logique associée à leur action respective
: a1 =̂ c1 = C1.C2 et a2 =̂ c4 + c6 = (C1.C2.C3) + (C3.C2) ; cf. section 3.1.3.3.
Figure 4.2 – Illustration de sous-régions de couverture maximisant la F-mesure ; pour le canapé
(région en bleu) et la table (régions en rouge et en jaune)
Fβ=1 Vrai Positif Vrai Négatif Faux Positif Faux Négatif
Canapé 0,8268 1,2036 60,792 0,2212 0,2831
Table 0,8910 0,8754 61,410 0,1032 0,1111
Table 4.3 – F-mesure et informations de confusion (en m2) de la (figure 4.2)
Notre évaluation de la fiabilité, la F-mesure, est ainsi le résultat d’une pré-optimisation des
sous-régions de couverture à sélectionner afin de considérer au mieux le potentiel d’acquisition
des capteurs. Cette sélection optimale des sous-régions de couverture nous permet de déterminer
pour chaque action, l’expression logique associée à sa vraisemblable réalisation. Ces expressions
sont importantes pour le module en aval de reconnaissance d’activité, qu’elles en servent de base
(i.e. approches axées données) ou qu’elles en soient le cœur (i.e. approches axées connaissances).
Dès la conception, les actions et leurs capteurs pertinents sont liés automatiquement.
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Ainsi, notre évaluation par matrice de confusion est fondée sur un critère pertinent (pour
notre conception) et éprouvé (par la littérature), évaluant les exigences de couvertures (Sensibi-
lité) et les performances d’identification (Précision) : la F-mesure. Elle permet d’approximer la
fiabilité du réseau de capteurs, et de déterminer optimalement au préalable l’expression logique
de capteurs associée à chaque action. Après l’introduction de ces notions clés, nous augmentons
notre évaluation de sorte à pouvoir prendre en compte l’importance des éléments (Occurrence)
et l’incertitude des capteurs (Détectabilité).
4.2 Évaluation des intérêts prioritaires et des capteurs incer-
tains vis-à-vis de l’action
Afin de proposer une modélisation écologique, notre modèle des régions considère l’im-
portance des éléments et l’incertitude des capteurs : nommées respectivement Occurrence et
Détectabilité ; cf. section 3.3. De plus, en certaines régions, nous pouvons déterminer une unique
mesure combinant Occurrence et Détectabilité : l’Efficacité des régions. Il est nécessaire d’intégrer
ces notions à notre évaluation afin de qualifier le réseau de capteurs au regard des objectifs et
contraintes de la veille.
4.2.1 Efficacité des régions de couverture
Les mesures des régions d’intérêt et de couverture –ainsi que de leur compléments– repré-
sentent des notions différentes, or ces régions s’intersectent dans la région de travail. L’intersection
d’une région d’intérêt I et d’une région de couverture C représente l’ensemble des éléments
pertinents qui seront détectés, tandis que l’intersection d’une région d’intérêt complémentaire
I et d’une région de couverture C représente l’ensemble des éléments non-pertinents qui seront
détectés. De fait, ces éléments appartiennent respectivement soit à la région d’information de
confusion des vrais positifs VP , soit à celle des faux positifs FP . En leur sein, certains éléments
sont plus fréquemment et plus aisément détectés que d’autres : nous avons pour chaque élément
une moyenne d’occurrence de l’élément détecté. Cette moyenne d’importance et de capacité est
dénommée Efficacité.
L’Efficacité de la région vrai positif VP ou de la région faux positif FP reflète l’importance
des éléments tels qu’ils seront bien mesurés par le réseau de capteurs, non leur importance réelle
(étant l’Occurrence) ; qu’il s’agisse de positionnements ou d’utilisations23. Tous les éléments sont
possibles et détectables, or certains sont plus intéressants et précis à capter (vrais positifs), plus
intéressants et médiocres à capter (faux négatifs), plus néfastes et précis à ne pas capter (faux
positifs), voire plus néfastes et médiocres à ne pas capter (faux positifs). En terme de conception,
il s’agit de favoriser ces deux premiers et d’éviter ces deux derniers. Par ailleurs, nous pouvons
déterminer le complément à l’Efficacité étant l’importance des éléments tels qu’ils seront mal
mesurés par le réseau de capteurs.
Nous définissons l’Efficacité24 d’un élément e étant le produit de son Occurrence et de
sa Détectabilité sous conditions d’action et de capteur(s), notée Eff(e) ∈ [0 ; Occ(e)] ; cf.
équation 4.9. Nous définissons l’Efficacité d’une région R étant la somme des Efficacités de ses
éléments e sous conditions ; notée Eff(R) ∈ [0 ; Occ(R)]. Nous avons ainsi pour chaque élément
e –ou région R– son efficacité : en général pour un capteur S notée Eff(e | S), pour une action
spécifique a et pour un capteur S notée Eff(e | a, S), en général pour plusieurs capteurs Sj∈J
23 pour les différentes caractéristique de l’action, la nature de la région s’adapte ; cf. section 3.1.1.1
24 angl. Efficiency
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notée Eff(e | ⋂j∈J Sj), pour une action spécifique a et pour plusieurs capteurs Eff(e | a,⋂j∈J Sj)
etc.
Eff(e ∈ R | a, S) = Occ(e ∈ R | a) ·Dec(e ∈ R | S) ∈ [0 ; Occ(e ∈ R | a)] (4.9)
Région de lieux
0
1000
2000
3000
Figure 4.3 – Illustration de l’Efficacité de la région d’information de confusion VP issue de
l’Occurrence en figure 3.11 et de la Détectabilité en figure 3.12
Nous définissons le complément de l’Efficacité –ou Efficacité complémentaire– d’un élément
e étant la différence entre son Occurrence et son Efficacité sous conditions d’action et de capteur(s),
notée Eff(e) ∈ [0 ; Occ(e)] ; cf. équation 4.10. Nous définissons le complément de l’Efficacité
d’une région R étant la somme des efficacités complémentaires de ses éléments e sous conditions ;
notée Eff(R) ∈ [0 ; Occ(R)]. Similairement, nous avons ainsi pour chaque élément e –ou région
R– son efficacité complémentaire : en général pour un capteur S notée Eff(e | S), pour une
action spécifique a et pour un capteur S notée Eff(e | a, S), en général pour plusieurs capteurs
Sj∈J notée Eff(e |
⋂
j∈J Sj), pour une action spécifique a et pour plusieurs capteurs Sj∈J notée
Eff(e | a,⋂j∈J Sj) etc.
Eff(e ∈ R | a, S) = Occ(e ∈ R | a) · (1−Dec(e ∈ R | S)) ∈ [0 ; Occ(e ∈ R | a)] (4.10)
Ainsi, l’Efficacité –des éléments– d’une région consiste à intégrer sur la région R la fonction
d’efficacité Eff(e) pour une action a et un capteur S. Pour une région R de lieu, nous avons :
Eff(R | a, S) =
∫∫
ROcc(e | a) ·Dec(e | S) dx dy
=
∫∫
RCard(re|a) · P(e | S) dx dy | Dim(R) = 2
Eff(R | a, S) = ∑e∈ROcc(e | a) ·Dec(e | S)
= ∑e∈RCard(re|a) · P(e | S) | Dim(R) = 0
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Similairement, l’Efficacité complémentaire –des éléments– d’une région consiste à intégrer
sur la région R la fonction d’efficacité complémentaire Eff(e) pour une action a et un capteur S.
Pour une région R de lieu, nous avons :
Eff(R | a, S) =
∫∫
ROcc(e | a) · (1−Dec(e | S)) dx dy
=
∫∫
RCard(re|a) · (1− P(e | S)) dx dy | Dim(R) = 2
Eff(R | a) = ∑e∈ROcc(e | a) · (1−Dec(e | S))
= ∑e∈RCard(re|a) · (1− P(e | a)) | Dim(R) = 0
Ainsi, l’intersection d’une région d’intérêt Im et d’une région de couverture Ck collecte les
éléments dont la multiplicité pour l’action am et la probabilité de détection par le capteur Sk
n’est pas nulle : ∀e ∈ Im ∩ Ck,Occ(e | am) ·Dec(e | Sk) ≥ 0.
4.2.2 Redéfinition des informations de confusion
À partir des mesures d’Occurrence, de Détectabilité et d’Efficacité, nous définissons plus
précisément les informations de confusion pour une action am ; nécessaires pour la F-mesure.
Pour ce faire, nous nous intéressons à chaque région d’information de confusion individuellement
afin de quantifier précisément les informations de confusion en leur sein ; où chacune de ces
informations n’est pas simplement liée à la mesure M(IC) de sa région IC associée, décrites en
équation 4.1.
Nous soulignons l’absence de notation des capteurs dans les formules développées ci-dessous,
car les capteurs utilisés dépendent du placement de capteurs. Nous les avons délibérément omis
à dessein de généralisation, nous permettant de focaliser l’attention sur les autres variables.
Préambule
Pour une action am et sa région d’intérêt Im associée, nous rappelons que l’ensemble des
parties de la région de travail T est constitué des régions d’information de confusion suivantes :
P(T ) = { VP(Im),VN (Im),FP(Im),FN (Im) } ; dénotant IC ∈ P(T ) un élément. En terme
d’Occurrence, nous posons l’équation liante suivante devant être toujours satisfaite :
VP(Im) + VN (Im) + FP(Im) + FN (Im) = Occ(T )
Au sein de chaque région d’information de confusion IC, il existe les quatre informa-
tions de confusion nommément {VP(IC),VN(IC),FP(IC),FN(IC) } ; dénotant IC(IC) un
élément de cet ensemble. Les informations de confusion IC de la région de travail sont le
total respectivement des informations de confusion {VP(IC),VN(IC),FP(IC),FN(IC) } par
région d’information de confusion IC ∈ P(T ) : IC = ∑IC∈P(T ) IC(IC). Pour chaque région
d’information de confusion IC, nous redéfinissons chaque valeur d’informations de confusion
{VP(IC),VN(IC),FP(IC),FN(IC) } en fonction de l’Occurrence et de l’Efficacité. Celles-ci in-
fluencent différemment les informations de confusion IC(IC) selon la nature et la notion associée
à la région d’information de confusion IC.
Nous considérons le placement proposé en tableau 4.4 pour illustrer notre redéfinition afin
de veiller à l’action am et sa région d’intérêt Im associée dont l’Occurrence est Occ(∀e ∈ Im |
am) = 20, utilisant un unique capteur S dont la Détectabilité est Dec(∀e ∈ C | S) = 80%. Pour
chaque sous-section à venir, nous nous référerons à la colonne correspondante IC pour expliquer
le calcul de chaque information de confusion {VP(IC),VN(IC),FP(IC),FN(IC) }.
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Travail
CouvertureRégion
Intérêt
FP VP FN VN
Occurrence 10 30 20 40
Information
de confusion
FP VP FN VN
Table 4.4 – Exemple de placement dans la région de travail, y figurant la disposition de la région
de couverture selon la région d’intérêt et les régions d’information de confusion correspondantes
4.2.2.1 Région vrai positive
Dans cette région VP, le capteur S ne détecte qu’une partie de l’occurrence globale de
Occ(VP) dépendamment de sa détectabilité –i.e. l’efficacité– : Occ(VP) ·Dec(VP) = Eff(VP).
Par conséquent, il est incapable de détecter le complément de cette occurrence –i.e. l’efficacité
complémentaire– : Occ(VP)− Eff(VP) = Eff(VP). Or le capteur S ne différencie pas l’action
am des autres actions lors de la détection, étant les éléments d’intérêt pour l’action am de ceux
non-d’intérêt. Tous ces éléments sont confondus et contenus dans la région d’intérêt Im, i.e. la
région VP . Seule la région d’action A est capable de différencier les éléments d’intérêt, regroupant
par définition les éléments d’une même action d’intérêt ; cf. section 3.3.1.2. Cependant cette
région est inaccessible, ne pouvant être couverte/instrumentée par des capteurs.
Ainsi, l’intégralité des éléments captés Eff(VP) est composée de vrais positifs et de faux
positifs : Eff(VP) = VP(VP) + FP(VP). Similairement, l’intégralité des éléments non-captés
Eff(VP) est composée de vrais négatifs et de faux négatifs : Eff(VP) = VN(VP) + FN(VP).
Pour différencier, les vrais positifs et faux positifs, ou les faux négatifs et vrais négatifs, nous
utilisons la connaissance sur l’occurrence des actions dans la région de travail : Occ(Im | am) et
Occ(Im | am).
Ainsi, nous définissons pour la région vrai positif VP(Im) les informations de confusion
suivantes :
VP(VP) = Eff(VP(Im) | am)
VN(VP) = Occ(VP(Im) | am)− Eff(VP(Im) | am)
FP(VP) = Eff(VP(Im) | am)
FN(VP) = Occ(VP(Im) | am)− Eff(VP(Im) | am)
avec Occ(VP(Im)) = VP(VP) + VN(VP) + FP(VP) + FN(VP).
Pour notre exemple, nous avons une occurrence globale de Occ(VP) = 30 pour une
occurrence d’intérêt de Occ(VP | am) = 20, cf. tableau 4.5. Nos informations de confusion au
sein de la région VP sont : VP(VP) = 20× 0, 8 = 16, VN(VP) = (30− 20)− 8 = 2, FP(VP) =
(30− 20)× 0, 8 = 8 et FN(VP) = 20− 16 = 4 ; satisfaisant Occ(VP(Im)) = 30 = 16 + 6 + 8 + 4.
4.2.2.2 Région faux positive
Dans cette région FP, le capteur S ne détecte qu’une partie de l’occurrence globale
de Eff(FP), étant incapable de détecter son complément Eff(FP) quelle que soit l’action.
L’intégralité des éléments captés Eff(FP) est composée uniquement de faux positifs, et l’intégralité
des éléments non-captés Eff(VP) est composée uniquement de vrais négatifs.
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Actuelle Complément
Occurrence globale 30 –
Occurrence d’intérêt 20 (Positif) 10 (Négatif)
Détectabilité (globale) 24 (VP + FP) 6 (FN + VN)
Détecté | Non-détecté
Détectabilité (intérêt) 16 4 8 2
Information de confusion VP FN FP VN
Table 4.5 – Illustration des informations de confusion déterminées à l’intérieur de la région vrai
positif de l’exemple en tableau 4.4
Ainsi, nous définissons pour la région faux positif FP(Im) les informations de confusion
suivantes :
VP(FP) = 0
VN(FP) = Occ(FP(Im) ∀a)− Eff(FP(Im) ∀a)
FP(FP) = Eff(FP(Im) ∀a)
FN(FP) = 0
avec Occ(FP(Im)) = VP(FP) + VN(FP) + FP(FP) + FN(FP).
Pour notre exemple, nous avons une occurrence globale de Occ(FP) = 10 pour une
occurrence d’intérêt de Occ(FP | am) = 0, cf. tableau 4.6. Nos informations de confusion au sein
de la région FP sont : VN(FP) = 10 × (1 − 0, 8) = 10 − 8 = 2 et FP(FP) = 10 × 0, 8 = 8 ;
satisfaisant Occ(FP(Im)) = 10 = 8 + 2.
Actuelle Complément
Occurrence globale 10 –
Occurrence d’intérêt 0 (Positif) 10 (Négatif)
Détectabilité (globale) 8 (VP + FP) 2 (FN + VN)
Détecté | Non-détecté
Détectabilité (intérêt) 0 0 8 2
Information de confusion VP FN FP VN
Table 4.6 – Illustration des informations de confusion déterminées à l’intérieur de la région faux
positif de l’exemple en tableau 4.4
4.2.2.3 Région faux négative
Dans cette région FN , l’action am ne concerne qu’une partie de l’occurrence globale
Occ(FN ) –celle-ci étant définie quelque soit l’action– : Occ(FN | am). L’intégralité des éléments
pertinents pour l’action Occ(FN | am) est composée uniquement de faux négatifs, et l’intégralité
des éléments non-pertinents Occ(FN | am) est composée uniquement de vrais négatifs.
Ainsi, nous définissons pour la région faux négatif FN (Im) les informations de confusion
74 Chapitre 4. Évaluation de la fiabilité du réseau de capteurs
suivantes :
VP(FN ) = 0
VN(FN ) = Occ(FN (Im) | am)
FP(FN ) = 0
FN(FN ) = Occ(FN (Im) | am)
avec Occ(FN (Im)) = VP(FN ) + VN(FN ) + FP(FN ) + FN(FN ).
Pour notre exemple, nous avons une occurrence globale de Occ(FN ) = 20 pour une
occurrence d’intérêt de Occ(FN | am) = 20, cf. tableau 4.7. Nos informations de confusion au
sein de la région FN sont : VN(FN ) = 20− 20 = 0 et FN(FN ) = 20. Notre région FN a la
particularité d’être entièrement dédiée à l’action am : il n’y aurait aucun faux positif si elle était
couverte par le capteur.
Actuelle Complément
Occurrence globale 20 –
Occurrence d’intérêt 20 (Positif) 0 (Négatif)
Détectabilité (globale) 0 (VP + FP) 20 (FN + VN)
Détecté | Non-détecté
Détectabilité (intérêt) 0 20 0 0
Information de confusion VP FN FP VN
Table 4.7 – Illustration des informations de confusion déterminées à l’intérieur de la région faux
négatif de l’exemple en tableau 4.4
4.2.2.4 Région vrai négative
Dans cette région VN , le capteur S est incapable de détecter l’occurrence globale Occ(VN ),
et l’action am ne concerne pas cette occurrence : resp. Eff(VN ) = 0 et Occ(VN | am) = 0.
L’intégralité des éléments –i.e. non-pertinents– de cette région est composée uniquement de vrais
négatifs.
Ainsi, nous définissons pour la région vrai négatif VN (Im) les informations de confusion
suivantes :
VP(VN ) = 0
VN(VN ) = Occ(VN (Im) ∀a)
FP(VN ) = 0
FN(VN ) = 0
avec Occ(VN (Im)) = VP(VN ) + VN(VN ) + FP(VN ) + FN(VN ).
Pour notre exemple, nous avons une occurrence globale de Occ(VN ) = 40 pour une
occurrence d’intérêt nulle, cf. tableau 4.8. Nos informations de confusion au sein de la région
VN sont : VN(VN ) = 40.
4.2.2.5 Formulation générale
À partir des informations de confusion {VP(IC),VN(IC),FP(IC),FN(IC) } ci-définies
pour chaque région d’information de confusion IC ∈ { VP,VN ,FP,FN }, nous pouvons géné-
raliser les informations de confusion. En simplifiant les formules, nous obtenons pour une action
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Actuelle Complément
Occurrence globale 40 –
Occurrence d’intérêt 0 (Positif) 40 (Négatif)
Détectabilité (globale) 0 (VP + FP) 40 (FN + VN)
Détecté | Non-détecté
Détectabilité (intérêt) 0 0 0 40
Information de confusion VP FN FP VN
Table 4.8 – Illustration des informations de confusion déterminées à l’intérieur de la région vrai
négatif de l’exemple en tableau 4.4
am, sa région d’intérêt Im associée et une combinaison logique de capteurs S :
VP(am, S) = Eff(VP(am, S) | am, S)
VN (am, S) = Occ(VN (am, S) | ∀a) + Occ(FN (am, S) | am)
+ Eff(FP(am, S) | ∀a, S) + Eff(VP(am, S) | am, S)
FP(am, S) = Eff(FP(am, S) | ∀a, S) + Eff(VP(am, S) | am, S)
FN (am, S) = Occ(FN (am, S) | am) + Eff(VP(am, S) | am, S)
(4.11)
où S est l’expression logique signifiant vraisemblablement la réalisation de l’action am, e.g.
S = (S1 + S2) . S3 ; cf. section 4.1.3.2.
Intégration de la Précision À partir de la formulation générale des informations de confusion
en équation 4.11, nous pouvons y intégrer la Précision de l’action am (indépendamment des
éléments) pour l’activité A définie en section 2.1.2.3 : P(am | A). Son intégration permet d’évaluer
la fiabilité de l’identification de l’action au regard de l’activité d’intérêt A. Cette mise en
perspective permet de comparer toutes les actions d’intérêt de l’activité, et d’en déterminer les
actions les plus fiables pour la réalisation de l’activité. Ainsi, nous avons :
VP(am, A, S) = P (A | am) · Eff(VP(am, S) | am, S)
VN (am, A, S) = Occ(VN (am, S) | ∀a) + Occ(FN (am, S) | am)
+ Eff(FP(am, S) | ∀a, S) + Eff(VP(am, S) | am, S)
+ P (A | am) ·
(
Occ(FN (am, S) | am) + Eff(VP(am, S) | am, S)
)
FP(am, A, S) = Eff(FP(am, S) | ∀a, S) + Eff(VP(am, S) | am, S)
+ P (A | am) · Eff(VP(am, S) | am, S)
FN (am, A, S) = P (A | am) ·
(
Occ(FN (am, S) | am) + Eff(VP(am, S) | am, S)
)
(4.12)
Ainsi, nous avons proposé d’intégrer de nouvelles propriétés à nos régions afin d’améliorer
notre représentation, qu’elle soit plus écologique à la réalité et plus fiable à l’évaluation. Ainsi, notre
fiabilité (F-mesure) est le résultat d’une intégration judicieuse des Occurrences et Efficacités des
régions mais aussi d’une pré-optimisation nécessaire des sous-régions de couverture à sélectionner
par maximisation de la F-mesure. Celle-ci permet une meilleure approximation de la fiabilité de
sorte à considérer que notre évaluation est très proche de la vraie.
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4.3 Aspects techniques de l’évaluation
De l’évaluation ci-proposée à partir du modèle des régions, de nombreuses interrogations
subsistent concernant son application pour le placement de capteurs. Nous discutons de certains
aspects techniques de l’évaluation du placements de capteurs : les incertitudes de placements et
d’estimations du modèle, ainsi que leur potentielle intégration.
4.3.1 Incertitudes de placements et d’estimations
Dues à la nature vivante du domicile et aux erreurs humaines, nous avons de nombreuses
incertitudes dans les placements du mobilier et des capteurs, ainsi que dans les estimations de
l’expert.
4.3.1.1 Disposition incertaine du mobilier
Le domicile d’une personne est vivant, il évolue au gré de la vie quotidienne. La personne
peut décider de réaménager son espace, de changer de mobilier (au pire) voire de déplacer
légèrement les éléments de l’environnement consciemment ou inconsciemment (au minimum) ;
e.g. installer une rallonge de table, décaler la table pour faciliter le passage. En réalité, il est
difficile d’anticiper, lors de la conception, ces déplacements du mobilier issus du quotidien et des
aléas de vie de la personne. Nous ne pouvons qu’adapter la région d’intérêt à des incertitudes de
placement du mobilier, voire de prendre en considération l’incertitude de placement de la région
d’intérêt (par sa position et orientation) dans nos calculs d’évaluation.
4.3.1.2 Installation imparfaite des capteurs
Dans notre modélisation, nous considérons que les capteurs sont précisément dans la
configuration (position et orientation) spécifiée. En terme d’instrumentation, ils sont considérés
installés précisément par les techniciens installateurs en aval de l’évaluation ; celle-ci étant calculée
pour ces configurations théoriques, non celles effectives. Or, il existe un degré de précision au
delà duquel l’installation des capteurs sera imprécise voire impossible à atteindre. Cette précision
se révèle variable dans certaines sous-régions de l’environnement.
En réalité, la précision d’installation dépend du dispositif utilisé pour intégrer le capteur à
l’environnement, de la bonne modélisation de l’environnement mais surtout de l’installateur et
des outils à sa disposition. Ses outils sont les dispositifs pour situer précisément dans le domicile
la configuration spécifiée, de disposer d’un repère utile ainsi que d’un appareil de mesure précis
et pratique à utiliser. Par exemple, il s’agit de développer une aide à l’installation permettant de
pourvoir les mesures à effectuer et à obtenir sur l’appareil par le technicien installateur pour un
point/repère de mesure donné au sein du domicile. Cette aide logicielle permettrait d’améliorer
et de faciliter l’installation des capteurs aux configurations spécifiées. Il subsistera certes une
incertitude seuil incompressible dans l’installation des capteurs due au dispositif d’intégration, à
l’appareil de mesure et à l’humain ; mais pouvant être améliorée.
4.3.1.3 Incertitudes d’estimation
Dans notre modèle des régions, nous avons défini les régions d’action nous permettant de
partitionner la région de travail à partir des actions ; cf. section 3.3.1.2. Ces régions sont par nature
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déterminées par l’expert (idéalement) par une observation capteur poussée et personnalisée, voire
par un transfert de connaissance [Hon+16][Chi+17]. Or, selon le quotidien de la personne et de
ses habitudes de vie, ces régions peuvent varier certains jours : pouvant diminuer en importance
(i.e. cardinal ou occurrence) voire changer de “forme”. De plus, l’estimation de l’expert est sujette
aux incertitudes d’observation ou de transfert. Par ailleurs, l’incertitude d’estimation s’applique
aussi à la précision de l’action, nous permettant de quantifier la pertinence d’une action vis-à-vis
de l’activité ; cf. section 2.1.2.3.
Ainsi, il est nécessaire de prendre en considération dans nos calculs d’évaluation cette
incertitude d’estimation, ainsi que l’incertitude de placement du mobilier et des capteurs. Afin de
les intégrer dans notre évaluation, nous pouvons utiliser les techniques développées en Analyse
par Intervalle.
4.3.2 Intégration des incertitudes avec l’analyse par intervalles
L’analyse par intervalles25 permet de propager les incertitudes de variables afin d’approxi-
mer leur influence sur un résultat final numérique en calculant son incertitude. Il s’agit de fournir
un intervalle d’incertitude sur certains paramètres encadrant toutes leurs valeurs possibles. En
utilisant les techniques d’Analyse par Intervalle, nous pouvons calculer l’intervalle d’incertitude
du résultat final, contenant l’ensemble des valeurs possibles. De fait, cet ensemble contient la
vraie valeur.
Bien qu’il soit aisé d’intégrer des incertitudes sur des valeurs numériques (e.g. Occurrence,
Efficacité), il est difficile d’intégrer les incertitudes au niveau des régions. En réalisant un
partitionnement de régions selon la constitution de celles-ci (i.e. la position des capteurs voire
des régions d’intérêt), certaines sous-régions peuvent disparaître voire apparaître. L’analyse par
intervalles se concentre beaucoup sur la propagation des erreurs dans un système numérique
d’équations (non-)linéaires, soit des incertitudes de variables numériques. Dans le cadre des
régions, nous devons trouver le moyen de propager une incertitude d’ensembles par les opérateurs
ensemblistes aux régions d’information de confusion et à leurs diverses mesures.
De fait, il est envisageable d’utiliser aisément une analyse par intervalles pour considérer
les incertitudes d’estimation de l’expert sur la Précision des actions P (A | a) voire sur la mesure
de Détectabilité ou d’Occurrence de chaque élément (sans modifier pour autant les régions).
Afin de considérer aussi les incertitudes des régions –étant essentiellement des incertitudes de
placements–, nous devons : 1) soit développer de nouveaux outils d’analyse par intervalles ; 2)
soit atténuer et contourner ce problème en reportant l’erreur directement sur les valeurs de
l’évaluation des régions ; 3) soit imposer une discrétisation de l’environnement en deçà de laquelle
nos erreurs sont confinées (i.e. placement et constitution grossière des régions d’intérêt et des
régions de couverture).
Ainsi, pour prendre en considération les incertitudes d’estimations, nous pouvons utiliser
l’analyse par intervalles afin de propager ces incertitudes sur la fiabilité Fβ et d’en calculer un
intervalle d’incertitude. Autrement pour réduire les incertitudes de placements de capteurs, nous
pouvons développer et fournir en amont à l’installateur des outils adéquats facilitant son travail
d’intégration et sa précision. Pour réduire l’incertitude de placement du mobilier, nous pouvons
considérer l’actualisation en aval des configurations du mobilier ou des capteurs à destination du
module de reconnaissance d’activité. Ces pistes nécessitent de développer des outils techniques
25 angl. interval analysis
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extérieurs au cadre de travail de cette thèse mais permettant d’améliorer la fiabilité du réseau de
capteurs.
Dans ce chapitre, nous développons une évaluation de la fiabilité du réseau de capteurs
fondée sur le Test d’Hypothèses et la Classification Statistique : la F-mesure. Actions et capteurs
sont comparés par une matrice de confusion étant respectivement les phénomènes à veiller et ses
observations effectives. Chaque caractéristique de l’action est évaluée en considérant l’efficacité
de couverture, soit la priorité des actions et l’incertitude des capteurs. Notre évaluation offre
une quantification pertinente et éprouvée de la fiabilité, des exigences de couverture et des
performances d’identification. Elle permet de déterminer optimalement au préalable l’expression
logique de capteurs associée à chaque action. À présent, nous devons implémenter et développer
un algorithme de conception du réseau de capteurs. En chapitre suivant, nous illustrons au
travers d’une étude de cas notre méthodologie de conception d’environnement instrumenté pour
la veille à la personne, fondée sur l’implémentation du modèle des régions et de l’évaluation de
sa fiabilité.
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Dans ce chapitre, nous développons un algorithme de conception du réseau de capteurs
adapté au modèle des régions et à son évaluation précédemment définis. Nous optimisons le
placements des capteurs simultanément pour toutes les actions d’intérêt et leurs caractéristiques,
permettant de choisir et de placer les capteurs au mieux. Nous choisissons optimalement la
caractéristique de l’action à couvrir, permettant d’obtenir la meilleure fiabilité selon le placement
des capteurs. Notre algorithme de conception propose une large palette de placements-solutions,
où nous utilisons la Pareto-optimalité afin de déterminer les meilleurs placements. Nous détaillons
les implémentations possibles du modèle des régions afin d’exemplifier clairement ce qui relève
des librairies et outils utilisés, des concepts.
Au travers d’une étude de cas, nous illustrons ensuite notre méthodologie de conception
nous limitant au capteur de présence mais en nous intéressant à la couverture des caractéristiques
de l’action : lieu et interaction.
5.1 Algorithme de conception
Dans le cadre de la conception d’environnement instrumenté, nous devons optimiser le
placement des capteurs pour une multitude d’actions soit autant d’évaluation. Il est nécessaire
80 Chapitre 5. Placement de capteurs
de comparer puis de classer les placements-solutions en considérant toutes ces évaluations. Nous
devons ainsi réaliser une optimisation multi-objectifs.
5.1.1 Optimisation multi-objectifs par Pareto
Nous proposons de concevoir un placement de capteurs en optimisant le positionnement de
capteurs de lieu p et l’utilisation de capteurs d’interaction u ; de manière générale les capteurs
sont notés s. Nous considérons le problème d’optimisation multi-objectifs (MO) suivant, ayant
M actions d’intérêt et K capteurs indifférenciés (lieu ou interaction) :
(MO) max
s
(Fβ(a1, s), . . . Fβ(aM , s))
sachant s = [s1, . . . sK ] ∈ T | sk ∈ { pk, uk }
où pk ∈ Tp
uk ∈ Tu
(5.1)
où Tp est la région de travail de lieu contenant des positions p, et Tu est la région de travail
d’interaction contenant des utilisations u.
Chacun de ces objectifs est en conflit avec les autres : améliorer un objectif peut conduire à
en détériorer un autre [Zho+11]. De fait, il existe rarement une unique solution optimisant tous ces
objectifs simultanément. De plus, il est difficile d’établir une connexion entre ces multiples objectifs
en compétition : leurs différences sont purement qualitatives et leur importances relatives ne
peuvent être aisément quantifiées numériquement. Par conséquent, il est important de déterminer
les meilleures solutions compromis afin d’aider à la décision d’un placement-solution.
Afin de classifier certaines conception solutions étant meilleures que d’autres, nous utilisons
le concept de dominance au sens de Pareto (ou Pareto-dominance) [Deb01][Deb11], introduit par
[Sta79]. De telles solutions sont nommées Pareto-optimales.
5.1.1.1 Définition : Pareto-dominance et Pareto-optimalité
En optimisation multi-objectifs, la notion de dominance1 entre deux solutions, issue du
concept mathématique d’ordre partiel (Théorie de l’Ordre), consiste à comparer les relations de
dominances entre les objectifs –ou critères– correspondants de chaque solution [Deb01][Deb11].
Une solution s1 domine une autre solution s2 si et seulement si les deux conditions suivantes
sont valides :
1. Dans tous les objectifs, la solution s1 n’est jamais plus mauvaise que s2 ;
2. Dans au moins un objectif, la solution s1 est strictement meilleure que s2.
Par conséquent, une solution est dite dominée par une autre si au moins un de ses objectifs
est dominé par celui de l’autre solution. Inversement, une solution est dite non-dominée si
elle n’est dominée par aucune autre. Usuellement, l’ensemble des solutions non-dominées est
(abusivement) appelé frontière de Pareto ; or la détermination de la vraie frontière de Pareto
nécessite de travailler avec l’ensemble des solutions possibles. Chaque solution non-dominée est
appelée solution Pareto-optimale, n’étant dominée par aucune autre solution possible.
1 angl. domination
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5.1.1.2 Problème d’optimisation général
Nous considérons ainsi le problème d’optimisation Pareto multi-objectifs (PMO) suivant,
ayant M actions d’intérêt et K capteurs :
(PMO) max
s
(Fβ(a1, s), . . . Fβ(aM , s))
sachant s = [s1, . . . sK ] ∈ T
(5.2)
5.1.1.3 Algorithme d’optimisation retenu : NSGA-II
Afin de déterminer un ensemble de solutions non-dominées, nous utilisons un algorithme
évolutionniste multi-objectifs2 classique : l’algorithme génétique non trié3 NSGA-II.
Les algorithmes génétiques sont des algorithmes d’optimisation stochastiques et itératifs,
s’inspirant de la théorie de l’évolution des espèces de Darwin : la sélection naturelle [Hol92].
À chaque étape, une population d’individus évolue conformément à des opérateurs inspirés
de la nature : nommément la mutation, le croisement et la sélection génétique. Par définition,
NSGA-II est un algorithme génétique multi-objectifs rapide et élitiste [Deb+02]. Son opérateur
de sélection est basé sur le classement par Pareto-dominance [Kon+06]. NSGA-II fut développé
afin de simultanément déterminer plusieurs solutions Pareto-optimales, étendues et proches du
vrai front de Pareto [Deb+02][Deb11]. Sa complexité combinatoire est pour une population de
Ni individus et M objectifs : O(M ·N2i ) [Deb+02].
Ainsi, en utilisant la Pareto-optimalité, nous proposons une large palette de solutions
diverses et variées. Il sera possible pour le décideur de choisir parmi des placements-solutions qui
seront moyens pour plusieurs fiabilités ou qui excelleront dans certaines.
5.1.2 Exemple simple au séjour
Nous illustrons par un exemple simple l’algorithme de conception NSGA-II, optimisant la
fiabilité du réseau de capteurs.
5.1.2.1 Définition du problème
Dans le séjour, nous considérons couvrir le canapé et la table à manger qui sont respective-
ment utilisés dans les actions S’asseoir dans le canapé notée a1 et S’asseoir à table notée a2 ; cf.
figure 3.1. Nous veillons à ces actions en nous intéressant uniquement à leur caractéristique de
lieu. Nous considérons ainsi le déploiement de deux capteurs de présence de formes différentes :
un noté S1 couvre une région rectangulaire, et l’autre noté S2 une région circulaire ; cf. figure 3.1.
Nous avons le problème d’optimisation suivant :
(PMO) max
p
(Fβ=1(a1,p), Fβ=1(a2,p))
sachant p = [p1, p2] ∈ Tp | pk = (xk, yk)
(5.3)
2 angl. multi-objective evolutionary algorithm (MOEA) 3 angl. non-sorted genetic algorithm ii (NSGA-II)
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5.1.2.2 Optimisation
Nous établissons une population de Ni = 100 individus et nous utilisons des valeurs
classiques de paramètres, telles que : une probabilité de mutation4 de 20% et une probabilité de
croisement5 de 80%.
(a) (0,83228 ; 0), avec a1 =̂ C1.C2 (b) (0 ; 0,75902), avec a2 =̂ (C1 ⊕ C2)
(c) (0,76341 ; 0,26700), avec a1 =̂ C1.C2 (d) (0,24822 ; 0,59064), avec a2 =̂ C2.C1
Figure 5.1 – Illustration des solutions non-dominées maximisant une fiabilité (5.1a et 5.1b) et
sous-maximisant (5.1c et 5.1d), où chaque sous-région de couverture remplie est retenue pour
maximiser l’évaluation pour le canapé (5.1a et 5.1c) et pour la table (5.1b et 5.1d)
Après 200 itérations, nous obtenons une frontière de Pareto de 22 solutions. Nos fiabili-
tés maximisent approximativement Fβ=1(a1) à 0,83228 et Fβ=1(a2) à 0,75902. En figure 5.1a
et figure 5.1b, nous affichons ces deux solutions extrêmes respectivement, en surlignant les
sous-régions de couverture utiles respectivement à cette maximisation de l’évaluation. Nous
représentons en figure 5.2 les 807 solutions dominées et le front de Pareto à travers toutes les
générations.
En figure 5.2, nous dénotons la concentration des solutions en une région pseudo-
rectangulaire bornée par les valeurs de F-mesure Fβ=1(a1) ≈ 0,714 et Fβ=1(a2) ≈ 0,579. Ce
rectangle contient les solutions où chaque capteur couvre une région d’intérêt différente.
4 angl. mutation probability 5 angl. crossover probability
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Figure 5.2 – Illustration des solutions dominées (en orange) et du front de Pareto (en bleu)
dans l’espace des fiabilités Fβ=1(am)
Autrement, les solutions ne couvrant qu’une seule et même région d’intérêt se concentrent sur les
axes F1(a2) = 0 ou F1(a1) = 0, et utilisent les deux capteurs. Nous en illustrons en figure 5.1a
et figure 5.1b les meilleures, étant les solutions Pareto-optimales maximisant respectivement
Fβ=1(a1) et Fβ=1(a2).
Ainsi, l’algorithme de conception NSGA-II permet de déterminer une grande variété
de solutions : le décideur a la possibilité de choisir parmi une large palette de placements-
solutions. Dans le cadre d’une conception, il est important de considérer que tous les objectifs
sont importants et par conséquent de chercher un ensemble de solutions optimales compromis
[Deb11].
5.2 Implémentation du modèle des régions
Au préalable de toute conception, il est nécessaire d’implémenter le modèle des régions
informatiquement afin d’évaluer automatiquement les placements de capteurs. Le modèle des
régions et son évaluation développés conceptuellement en chapitres 3 et 4 doivent être représentés
informatiquement de sorte à comparer avec vélocité les placements-solutions ; i.e. explorés par
l’algorithme de conception NSGA-II. Nous faisons écho aux sections 3.1.1.2 et 3.4, abordant
légèrement l’implémentation : l’importance du choix d’implémentation et des efforts à fournir.
Dans cette thèse, nous avons codé avec le logicielMathematica [Wol15] (en langage Wolfram)
afin de concevoir et d’illustrer nos placements de capteurs. Ce logiciel permet d’implémenter
aisément différents prototypes en s’appuyant sur des librairies/outils nombreux bien intégrés. Par
6 angl. computational geometry
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conséquent, nous implémentons notre modèle des régions de manière formelle et discrète. D’une
part, nous utilisons la librairie intégrée de Géométrie Algorithmique6, incluant une collection riche
de régions basiques ou évoluées définies pour n’importe quelle dimension d = Dim(T ) : allant
des simples polytopes (non-)convexe et lignes infinies à des courbes frontières et combinaisons
logiques d’inégalités. D’autre part, nous utilisons la librairie manipulation de liste, fondamentale
au langage permettant de représenter les ensembles discrétisés, à rapprocher du Traitement
d’Images7.
5.2.1 Géométrie Algorithmique
En utilisant la Géométrie Algorithmique, nous pouvons modéliser et sculpter des régions
aisément et librement. Les régions ainsi définies sont formellement représentées, combinées et
mesurées.
L’avantage de manipuler les régions formellement est de pouvoir calculer et mesurer
des régions d’information de confusion exactement –i.e. les intégrales– afin d’améliorer et de
réduire les incertitudes/erreurs de l’évaluation. Or, son inconvénient majeur est le temps de
calcul à différentes étapes : le partitionnement des régions, la définition et mesure des régions
d’information de confusion. Premièrement, le temps du partitionnement est très influencé par
le nombre de capteurs, leur type (i.e. binaire ou discrétisé), et la nature de leur régions (e.g.
polygone, cercle). Techniquement, l’algorithme de partitionnement implémenté est fondé sur les
opérateurs ensemblistes : il calcule toutes les combinaisons de régions possibles, éliminant celles
vides. Outre les combinaisons (nombre de capteurs et leur type), l’algorithme est très sensible à la
nature des régions et de l’imbrication de leurs combinaisons étant donné qu’il calcule formellement
et précisément chaque mesure des régions. Finalement, le calcul des régions d’information de
confusion nécessite similairement une étape supplémentaire de combinaison (cf. équation 4.7)
complexifiant ainsi et augmentant le temps de calcul.
Afin de solutionner et accélérer le temps de calcul, il est possible de travailler avec une
discrétisation des régions (leur frontière) : la région est ainsi représentée/approximée par un
d-polytope (non-)convexe. Cette discrétisation est intégrée au sein du logiciel et compatible avec
l’algorithme implémenté. Or, son inconvénient est qu’elle augmente les incertitudes/erreurs de
l’évaluation. Dans notre travail, nous avons préféré explorer une piste alternative en utilisant le
Traitement d’Images binaires.
5.2.2 Traitement d’Images
En utilisant le Traitement d’Images matricielles, nous pouvons simplifier et sculpter les
régions au pixel près : à un seuil de précision limite et raisonnable, i.e. εd. Les régions ainsi
définies sont représentées, combinées et mesurées rapidement.
L’avantage de manipuler les régions pixelisées est de pouvoir calculer et mesurer des
régions d’information de confusion rapidement afin d’accélérer et démultiplier l’exploration
des placements-solutions. Or, son inconvénient majeur est la précision à différentes étapes : la
discrétisation des régions ou leur définition, le partitionnement des régions, la définition et mesure
des régions d’information de confusion. Premièrement, la discrétisation et la définition des régions
est très influencée par la résolution de l’image (i.e. pas de précision εp) et l’orientation de la région
par rapport à l’image (i.e. crénelage8 des courbes). Techniquement, nous utilisons la librairie de
rendu graphique intégrée pour discrétiser les régions ou images vectorielles en images matricielles
7 angl. image processing 8 angl. pixelation
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aux dimensions, se ramenant à la manipulation d’une liste de pixels. Deuxièmement, l’algorithme
de partitionnement implémenté est similaire au précédent, se différenciant par l’appel des fonctions
–étant nommées différemment– et la nature des arguments. La qualité du partitionnement –où
l’algorithme est identique– est très sensible aux erreurs de discrétisation, mal-définissant ainsi
les sous-régions de couverture. Finalement, le calcul des régions d’information de confusion en
cascade subit la mauvaise définition des sous-régions de couverture.
Afin de solutionner et améliorer la qualité, il est possible de travailler avec des images
vectorielles : la région est ainsi représentée par des primitives géométriques individuelles voire
des d-polytopes, revenant à utiliser la méthode développée en sous-section 5.2.1. Sur le principe,
les images vectorielles et matricielles nécessitent des librairies différentes mais les principes
sous-jacents sont identiques : les opérateurs ensemblistes.
Ainsi, nous avons développé deux implémentations différentes aux avantages et incon-
vénients renversés. L’algorithme de partitionnement est fondé sur la Théorie des Ensembles,
mais il est implémenté en utilisant soit une librairie de Géométrie Algorithmique soit une de
manipulation de liste. Techniquement, cela correspond à réaliser un Traitement d’Images vecto-
rielles ou matricielles ; où l’image est une représentation de l’environnement en dimension d. Il
est important de différencier l’algorithme et les librairies potentielles pour son implémentation,
offrant des performances (vélocité et incertitude) différentes. De plus, il est important de disposer
selon la librairie utilisée d’un algorithme implémenté de lancer de rayons9 afin de calculer les
occlusions des régions de couverture ; abordé ultérieurement en section 5.4.2.1.
5.3 Étude de cas en cuisine
À présent, nous illustrons notre méthodologie à travers une étude de cas, illustrant les
concepts clés développés dans les chapitres précédents : le modèle des activités, le modèle des
régions, et l’évaluation de la fiabilité. Pour ce faire, nous considérons le plan d’un appartement
normé, décrivant les positions des murs et du mobilier dans l’espace 2D ; cf. section 2.3.3 illustré
en figure 2.5.
5.3.1 Description du problème
Nous souhaitons concevoir un réseau de capteurs afin de veiller à l’activité de vie quotidienne
Préparer un repas chaud, notée A, située dans la cuisine. Pour ce faire, nous devons identifier des
actions pertinentes liées à cette activité car elles seules peuvent être captées pour la veille : il
s’agit des actions d’intérêt ; cf. section 2.2.
5.3.1.1 Actions d’intérêt
En section 2.3, nous avons discuté de cette activité au contexte du placement de capteurs
et avons décrit ses actions d’intérêt ; cf. tableau 2.1. Les actions d’intérêt liées à l’activité de vie
quotidienne Préparer un repas chaud, exprimées dans le cadre de la veille, sont ainsi :
• Prendre des ingrédients, nécessite de la nourriture ou de l’eau
• Prendre des ustensiles, nécessite des couverts ou appareils électroniques
• Découper et Préparer, nécessite des récipients ou plan(che)s de travail
9 angl. ray casting
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• Chauffer la préparation, nécessite des casseroles ou marmites
• Servir dans des plats, nécessite des assiettes
En approfondissant notre exemple simplifié en tableau 2.1, nous identifions plusieurs
éléments pertinents liés à ces actions : des objets et du mobilier. Les objets pertinents sont
manipulés ou consommés durant l’action, tandis que le mobilier pertinent est immobile et
durable10. Concernant les objets pertinents pour cette activité, nous avons deux grandes catégories
:
• ingrédients, regroupant notamment l’eau et la nourriture,
• ustensiles, regroupant notamment les couverts, les récipients, les plan(che)s de travail,
les casseroles, les marmites et les assiettes
Concernant le mobilier pertinent lié à ces actions, nous en identifions sept : quatre placards,
le réfrigérateur, les plaques chauffantes et l’évier ; illustrés en figure 5.3. Nous dénotons que
la nourriture est située dans le réfrigérateur ou les placards ; les ustensiles sont situés dans les
placards ; l’eau se déverse dans l’évier grâce au robinet situé sur l’évier. Nous considérons ici
qu’à chaque placard nous attribuons des ustensiles et ingrédients bien définis, augmentant par
conséquent notre décomposition de l’activité Préparer un repas chaud en actions ; contrairement
à notre exemple simpliste en tableau 2.1. Nous définissons ainsi que nous avons autant d’actions
à veiller que d’éléments du mobilier identifiés, soit M = 7 actions pertinentes pour l’activité A :
• Prendre des ustensiles sous-utilisés du Placard A, notée a1 (e.g. appareils électro-
niques, marmites, planches de travail)
• Prendre de la nourriture sucrée du Placard B, notée a2
• Prendre de la nourriture salée du Placard C, notée a3
• Prendre des ustensiles classiques du Placard D, notée a4 (e.g. couverts, récipients,
casseroles, assiettes)
• Prendre de la nourriture sucrée ou salée du Réfrigérateur, notée a5
• Chauffer la préparation avec les Plaques chauffantes, notée a6
• Prendre de l’eau du robinet (Évier), notée a7
De ces actions liées à un élément particulier du mobilier, nous définissons pour chacune sept
régions d’intérêt de lieux –où la personne doit se situer pour interagir avec l’élément– illustrées
en figure 5.3, ainsi que sept régions d’intérêt d’interaction –que la personne doit utiliser pour
interagir avec l’élément–.
5.3.1.2 Caractéristiques techniques
Occurrence des actions Nous estimons arbitrairement pour chaque région d’intérêt leur
Occurrence, exprimant la fréquence et préférence des positions pour la réalisation de l’action.
Nous estimons aussi les faux positifs issus des déplacements de la personne ; e.g. la personne
longe l’évier pour se déplacer. Nous illustrons en figure 5.4 l’Occurrence en général des actions
dans la cuisine.
Nous dénotons dans cette illustration une utilisation générale forte au quotidien par la
personne du placard C du salé (lié à a3), du réfrigérateur (lié à a5) et de l’évier (lié à a7) ; une
utilisation générale moyenne du placard D des ustensiles classiques (lié à a4) et des plaques
chauffantes (lié à a6) ; une utilisation générale faible du placard A des ustensiles non-classiques11
(lié à a1) et du placard B du sucré (lié à a2). Étant donné que nous avons une unique activité,
nous pouvons appliquer cette notion au préalable de l’évaluation des placements.
10 n’étant pas consommé ou perdu à la suite de la réalisation de l’action 11 i.e. sous-utilisés
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Placard A Placard B
Placard C
Placard D
Frigidaire
Plaques
Chauffantes
Évier
Figure 5.3 – Illustrations du plan de la cuisine avec les régions d’intérêt de lieux : placards (en
vert), réfrigérateur (en bleu), plaques chauffantes (en rouge) et évier (en violet)
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Figure 5.4 – Illustration de l’Occurrence générale de lieux (m2), représentant le nombre de
visite des positions (sans unité)
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Précision des actions De plus, nous définissons arbitrairement la Précision de chaque action
d’intérêt am (soit chaque objet pertinent) : définie pour l’activité A telle que P (A | am) ; e.g.
la probabilité de préparer un repas chaud en ouvrant le réfrigérateur. La Précision des actions
d’intérêt est indiquée en tableau 5.1.
Actions a1 (Placard A) a2 (Placard B) a3 (Placard C) a4 (Placard D)
Précision 0,10 0,40 0,80 0,25
Actions a5 (Réfrigérateur) a6 (Plaques) a7 (Évier)
Précision 0,35 0,99 0,20
Table 5.1 – Précision des actions d’intérêt
Nous dénotons dans ce tableau une utilisation dédiée forte –par la personne– du placard
C du salé (lié à a3) et des plaques chauffantes (lié à a6) ; une utilisation dédiée moyenne du
placard B du sucré (lié à a2) et du réfrigérateur (lié à a5) ; une utilisation dédié faible du placard
A des ustensiles non-classiques11 (lié à a1), du placard D des ustensiles classiques (lié à a4) et de
l’évier (lié à a7).
Catalogue de capteurs Dans notre scénario, nous considérons les capteurs d’interaction
suivants : 1) un capteur intelligent de consommation électrique pour les plaques chauffantes ; 2)
un capteur intelligent de consommation hydraulique pour le robinet ; 3) des capteurs de contact
pour les portes du frigo et des placards. Leur probabilités de détection sont respectivement :
93,82% [Gup+10], 97,9% [Fro+09] and 100%.
Nous considérons les capteurs de présence suivant : un capteur de mouvement ayant une
région de couverture de forme circulaire, et une probabilité de détection de 100% ; illustrée en
figure 3.1.
5.3.1.3 Problème d’optimisation
Définition Nous considérons utiliser K = 5 capteurs de présence12 et L = 2 capteurs d’inter-
action12 afin de veiller aux actions, négligeant tout aspect financier dans notre problème. Nous
utilisons soit un unique capteur d’interaction um lié à l’action am, soit un ensemble de capteurs
de présence p. Ainsi, notre problème d’optimisation Pareto multi-objectifs (PMO) général est le
suivant :
(PMO) max
u,p
(f1(u,p), . . . fM (u,p)]
sachant ul ∈ Tu = {u1, . . . uM }
pk ∈ tp ⊂ Tp, | pk = (xk, yk)
où fm(u,p) = max (Fβ=1(am,u), Fβ=1(am,p))
u = [u1, . . . uL]
p = [p1, . . . pK ]
(5.4)
où tp est l’ensemble des positions réalisables/autorisées.
Placement de référence Pour ce problème, nous illustrons un placement arbitraire de ces
capteurs réalisé manuellement par un expert en figure 5.5 et reportons son évaluation en
12 réattribuant la notation K et L dans ce chapitre pour resp. le cardinal des capteurs de présence et d’interaction
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tableau 5.2. Nous analyserons en détails ce placement et décrirons la logique intellectuelle utilisée,
lors de la comparaison avec notre algorithme de conception.
(a) Placement de capteurs de l’expert
Action
d'Intérêt
Capteur
d'Interaction
Capteur
de Lieu
(b) Légende
Figure 5.5 – Illustration du placement de capteurs de l’expert
Actions a1 (Placard A) a2 (Placard B) a3 (Placard C) a4 (Placard D)
Fβ=1 0,1818 0,1290 0,4283 0,1274
Actions a5 (Réfrigérateur) a6 (Plaques) a7 (Évier)
Fβ=1 0,1937 0,3986 0,3321
Table 5.2 – F-mesures de chaque action d’intérêt, issues du placement de l’expert en figure 5.5
5.3.2 Implémentation
5.3.2.1 Discrétisation
Nous implémentons notre modèle des régions afin de travailler avec des positions 2D. Pour
ce faire, nous discrétisons notre environnement par une grille en 2D. À travers un pas de précision,
nous considérons et encadrons les incertitudes de positions du mobilier (lors des mesures) et des
capteurs (lors des installations). Nous posons notre pas de précision à εp = 5cm.
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5.3.2.2 Capteurs
Pour les capteurs de présence, nous mettons en exergue que le bâti peut générer des
occlusions modifiant par conséquent leur régions de couverture selon la visibilité directe13. Nous
considérons ici que nos capteurs de présence peuvent être installés uniquement au plafond, et
nous négligeons les occlusions issues des luminaires et du mobilier (notamment en hauteur). De
plus, nos capteurs peuvent être placés au mieux selon la précision de la grille. Par ailleurs, nous
définissons une région de conception représentant le positionnement possible des capteurs afin
d’assurer que les positions solutions ne soient pas interdites ou impossibles. Cette région notée tp
est appelée ensemble des positions réalisables ; liée aux lieux, et inclue dans la région de travail
de lieux Tp ⊃ tp.
Pour les capteurs d’interaction, nous émettons l’hypothèse que pour chaque région d’intérêt
nous ne pouvons installer qu’un unique capteur pour y veiller14 ; i.e. la couvrir. Contrairement aux
capteurs de présence, les informations de confusion de ces capteurs sont simples à calculer, étant
pré-déterminées en amont selon la technologie employée : i.e. un classificateur pour l’identification
de l’usage électrique [Gup+10] ou hydraulique [Fro+09].
5.3.2.3 Algorithme
Nous utilisons une implémentation de NSGA-II [Gru+] sous Mathematica [Wol15]. Nous
limitons notre optimisation à imax = 100 itérations. Nous considérons une population de Ni = 100
individus et utilisons des valeurs standards pour les paramètres : une probabilité de mutation de
20% et une probabilité de croisement de 80%.
5.3.3 Résultats et analyse
Notre algorithme détermine un front de Pareto de ~1000 solutions à travers chaque
génération.
5.3.3.1 Choix d’un placement de capteurs approprié
En classant par Pareto-dominance, notre algorithme de conception NSGA-II ne garantit
pas que peu de solutions appropriées seront déterminées ; nous avons 1 solution au mieux et
Ni · imax = 10000 solutions au pire.
Afin de classer les solutions appropriées, nous préférons utiliser la moyenne harmonique
fournissant la vraie moyenne de valeurs ; définie en équation 5.5. La moyenne harmonique convient
particulièrement lorsque que la moyenne de plusieurs taux est désirée.
Moyenne harmonique = M ·
(
M∑
m=1
x−1m
)−1
(5.5)
En effet, nous souhaitons couvrir toutes les régions d’intérêt au mieux sans sacrifier la
couverture d’autres actions. Nous illustrons le placement maximisant la moyenne harmonique
parmi l’ensemble des solutions Pareto-optimales en figure 5.6 et reportons son évaluation en
tableau 5.3.
13 angl. line-of-sight principle 14 angl. monitor
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Figure 5.6 – Illustration du placement de capteurs optimal maximisant la moyenne harmonique
des fiabilités
Actions a1 (Placard A) a2 (Placard B) a3 (Placard C) a4 (Placard D)
Fβ=1 0,1818 0,5714 0,3908 0,1871
Actions a5 (Réfrigérateur) a6 (Plaques) a7 (Évier)
Fβ=1 0,2351 0,3101 0,1105
Table 5.3 – Fiabilités de chaque action d’intérêt, issues du placement optimal (figure 5.6)
5.3.3.2 Analyse
Notre solution manuelle d’expert en figure 5.5 maximise la moyenne harmonique des
F-mesures à 0,2052, tandis que notre meilleure solution en figure 5.6 la maximise à 0,2209.
Nous dénotons que, concernant l’utilisation des capteurs de présence, l’expert favorise :
d’abord de couvrir entièrement les régions d’intérêt (Sensibilité maximisée) ; et enfin d’isoler
chaque région d’intérêt par des sous-régions de couverture distinctes (garantissant l’identification
entre régions d’intérêt). Au contraire, notre solution optimale offre de meilleures Précisions et
F-mesures (soit une meilleure performance d’identification) au prix d’une baisse de la Couverture
pour le placard D et le réfrigérateur ; cf. figure 5.7. Un tel équilibre entre Précision et Sensibilité
fut décrit dans la F-mesure et son coefficient β. Étant donné que la Précision est difficile à évaluer,
les conceptions manuelles priorisent principalement la Sensibilité alors que Sensibilité et Précision
sont d’importance égale ; ayant β = 1. De plus, lorsque la Précision doit être priorisée (i.e. β < 1),
les réseaux de capteurs sont enclins à être plus difficiles et longs à concevoir manuellement.
Cette étude reste cependant simple étant donné que nous avons peu d’interactions entre
les actions (i.e. peu d’enchevêtrement de régions) ainsi que peu d’actions à veiller, et nous avons
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(a) Placement de capteurs de l’expert figure 5.5 et optimal figure 5.6
Placard B Placard D Frigidaire
(b) Légende
Figure 5.7 – Précision, F-mesure et Sensibilité des placements de capteurs
défini pour chaque action ses caractéristiques d’interaction et de lieu (i.e. pouvant ne pas être
toujours possible). La performance de l’expert –ou le faible écart de performances– à proposer
un placement de capteurs aussi proche de notre solution optimale, est due notamment à la faible
complexité de notre problème ; décrit en section 5.3.1.
Ainsi, nous avons illustré au travers d’une étude de cas notre méthodologie par l’exemple.
Le présent travail est une introduction au placement de capteurs, tentant d’apporter un début
de solution pour la conception d’environnement instrumenté pour la veille à la personne. Bien
des défis sont à révéler et de nombreux problèmes subsistent. À présent, nous discutons de notre
méthodologie de conception illustrée dans cette étude de cas. Nous abordons et réfléchissons à des
problématiques, interrogations et attentes soulevées par notre méthodologie et notre algorithme
de conception.
5.4 Aspects techniques du placement
Du placement de capteurs ci-proposé à partir du modèle des activités et des régions, de
nombreuses interrogations subsistent concernant sa qualité, son écologisme et son exactitude au
quotidien. Nous discutons de certains aspects techniques du placement de capteurs : la définition
et résolution du problème, les objectifs et contraintes supplémentaires, ainsi que les occlusions
des régions de couverture.
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5.4.1 Problème du placement de capteurs
Dans ce chapitre, nous avons formalisé le problème du placement de capteurs et choisi
un algorithme d’optimisation afin de résoudre informatiquement la conception d’environnement
instrumenté pour la veille à la personne. Nous y abordons simplement le problème de placement et
l’algorithme par Pareto-optimisation, nous intéressant à dessein d’illustration et d’étude de notre
méthodologie de conception ; i.e. le modèle des activités et des régions, ainsi qu’à l’évaluation
de la fiabilité. Nous discutons de notre utilisation de la caractérisation des actions au sein du
problème de conception, ainsi que l’algorithme de conception retenu NSGA-II. En outre, d’autres
objectifs et contraintes peuvent être utilisés pour la conception.
5.4.1.1 Caractéristiques de l’action
Notre modèle des régions est générique aux caractéristiques d’actions : il permet de
représenter facilement n’importe quelle caractéristique dans une région de travail dédiée ; cf.
section 3.1.1 et discussion 3.4.2.
Or, l’enjeu majeur est de permettre de fusionner les informations acquises par les capteurs
entre les différentes caractéristiques. Dans notre méthodologie –et notre exemple en section 5.3.1.3–
, nous traitons séparément chaque caractéristique et ses informations et déterminons quelle
caractéristique (i.e. type de capteurs) offre la meilleure fiabilité Fβ ; cf. équation 5.4. Intuitivement,
les informations de caractéristiques différentes peuvent potentiellement se compléter et permettre
d’améliorer les performances de la mesure de l’action et de la reconnaissance d’activité ; e.g. pour
l’action S’asseoir à table, la temporalité permet de discerner l’activité Prendre son petit-déjeuner
de l’activité Jouer à un jeu de société. Afin de considérer la complémentarité des caractéristiques,
il est nécessaire de disposer des Précisions des actions sur toutes les relations logiques possibles
des différents caractéristiques (i.e. un diagramme de Venn). Similairement au principe d’inclusion-
exclusion évoqué en section 3.3.2.3 pour calculer précisément la Détectabilité de sous-régions
de couverture s’intersectant, la difficulté est de déterminer les Précisions croisées entre chaque
caractéristique ; i.e. nulle dans nos considérations, correspondant à des précisions indépendantes.
En nous astreignant de la caractéristique temporalité dans notre méthodologie de conception
–principalement car nos capteurs sont statistiques–, nous déchargeons les éventuelles optimisations
possibles entre lieux (ou interaction) et temporalité au module de reconnaissance d’activité en
aval.
5.4.1.2 Algorithme de conception
L’algorithme de conception est essentiel pour la conception d’environnement instrumenté :
il exploite le modèle des régions et les diverses évaluations (objectifs ou contraintes) possibles
afin de résoudre notre problème d’instrumentation.
Due à la difficulté de statuer de l’importance des divers objectifs entre eux, nous préférons
proposer des placements-solutions divers et variés aux décideurs en utilisant la Pareto-optimalité.
Le fait de disposer d’une large palette de solutions est double. D’une part, il permet de laisser
le choix aux cliniciens et à la personne pour les impliquer et leur permettre d’être acteur de la
décision finale. D’autre part, il permet de compenser l’oubli de contraintes ou de préférences
permettant d’ajuster particulièrement le placement au domicile et à la personne.
Par conséquent, nous utilisons un algorithme d’optimisation Pareto multi-objectifs stan-
dard afin de déterminer des solutions Pareto-optimales, nommément NSGA-II. Cet algorithme
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génétique n’est pas le plus adapté ou le plus performant pour une exploration judicieuse de
l’espace des conceptions. Il existe d’autres algorithmes plus prometteurs tels que l’optimisation par
essaims particulaires15 (PSO) [Ken11] ou NSGA-III [Deb+14 ; Jai+14]. Cependant, nous gardons
à l’esprit que l’algorithme utilisé influe principalement sur les performances de l’exploration (i.e.
temps). Bien que l’algorithme de conception est important, la précision de la modélisation et la
qualité de la méthodologie l’est d’autant plus. De ces faits, nous avons choisi de nous intéresser
en priorité au développement de l’aspect modélisation et évaluation de notre méthodologie de
conception.
5.4.1.3 Objectifs d’évaluation supplémentaires
À travers la notion de fiabilité, nous nous sommes focalisé à qualifier la couverture du
réseau de capteurs par la F-mesure Fβ à partir des régions d’information de confusion. Or en
placement de capteurs, d’autres critères d’évaluation sont utilisés et nécessaires pour certaines
applications afin de concevoir un réseau de capteurs. Nous nous intéressons ainsi à la k-couverture,
la résolution et l’observabilité.
k-Couverture consiste à s’assurer de disposer dans la région d’intérêt au moins k capteurs
couvrant chacun de ses éléments. Par exemple pour assurer sa connectivité, un réseau de capteurs
sans-fil nécessite une k-connectivité pour transmettre les informations [Zhu+12]. Pour répondre à
la k-couverture, nous pouvons aisément calculer le cardinal de capteurs associés à chaque élément
Card(S | e ∈ I) et imposer en contrainte de notre problème de placement qu’elle respecte cette
exigence de couverture.
Résolution consiste à s’assurer de disposer dans la région d’intérêt de sous-régions de mesure
aux dimensions précises maximales ; cf. [Bet+14]. Par exemple, pour une reconnaissance de
forme à partir d’une caméra, l’algorithme d’extraction nécessite une résolution minimale en
pixel par centimètre carré (px cm−2) pour analyser l’environnement. Pour ce faire, nous pouvons
déterminer sur l’étendue de la région d’intérêt les dimensions de chaque sous-région de mesure
afin de déterminer la dimension maximale (à 100 %) ou la dimension médiane (à 50%), voire la
dimension à 90% des valeurs de mesures16.
Observabilité consiste à s’assurer de minimiser dans la région d’intérêt l’incertitude de mesure
de ces éléments. Par exemple, la localisation (e.g. la triangulation d’une position) nécessite une
disposition inter-capteurs limitant l’incertitude de la position ; estimée à partir des mesures.
Pour ce faire, évaluer l’observabilité d’une conception permet de déterminer le placement optimal
pour les capteurs pour réaliser de bonnes mesures et réaliser une localisation fiable. L’observabi-
lité reflète l’incertitude de mesure d’un élément cible donné et permet de comparer plusieurs
dispositions.
Or, nous dénotons que notre résolution –calculée à partir de notre modèle des régions– évalue
l’incertitude de mesure, alors que l’observabilité ne la reflète voire l’approxime grossièrement.
Ainsi, dans certains cas, notre modèle des régions permet de calculer l’observabilité précisément
étant la résolution des sous-régions de mesure d’une région donnée. Cependant, de par la nature
des régions de mesure, le calcul est plus coûteux en temps que celui de l’observabilité ou d’un
moindre carré par intervalle [San13].
15 angl. particle swarm optimization (PSO) 16 soit les quantiles
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Ainsi, à partir de notre modèle des régions nous pouvons calculer les indices classiques
utilisés en placement de capteurs. Selon les impératifs de la conception, nous pouvons intégrer
ces évaluations afin de les optimiser ou de contraindre notre recherche de placements-solutions
5.4.1.4 Coût d’achat, d’installation, de fonctionnement, voire de maintenance
Dans notre étude de cas, nous nous sommes concentré principalement sur l’optimisation
des fiabilités Fβ de chaque action. Cependant, l’intégration de capteurs dans l’environnement
génère divers coûts : d’achat, d’installation, de fonctionnement, voire de maintenance.
La conception d’un environnement instrumenté requiert de prendre en considération ces
coûts qui varient selon les capteurs utilisés : leur type, leur nombre, leur positionnement, leur
forme physique et leur consommation. Ces coûts sont de plus en plus difficile à évaluer. Le coût
d’achat d’un capteur (à l’unité ou en gros) est une donnée simple. Leur coût d’installation dépend
du type de capteur, de la complexité de la position et de la nature de l’environnement où il sera
intégré. Leur coût de fonctionnement dépend de la qualité de l’alimentation, de leur état et des
appareils nécessaires à leur bon fonctionnement (e.g. routeur). Enfin, le coût de maintenance
dépend de la probabilité de panne des capteurs, voire des ajustements nécessaires à effectuer (e.g.
repositionnement, changement d’alimentation ou de capteurs). Par ailleurs, ces coûts peuvent
constituer des contraintes ou des objectifs à optimiser. L’implémentation légitime des coûts dans
l’optimisation doit être réalisée en gardant à l’esprit que certaines performances attendues ne
peuvent, dans certains cas, ne pas être atteintes à cause d’un budget trop faible ou un catalogue
de capteurs trop faible et peu diversifié.
Quoiqu’il en soit, ces objectifs et contraintes supplémentaires doivent pouvoir être intégrés
au sein de l’algorithme de conception. Dans cette thèse, nous avons développé une méthodologie
de modélisation générique à dessein de conception écologique et fiable. Nous avons négligé de
nous pencher sur le problème et l’algorithme de conception, formalisant et déterminant les
placements-solutions adéquats, et d’y intégrer une notion de coût.
5.4.2 Occlusions des régions de couverture
Explicitement, nous avons omis d’aborder la question de l’occlusion des régions de couver-
ture des capteurs. Or, le bâti (i.e. les murs et portes) et le mobilier peuvent générer des occlusions
modifiant par conséquent les régions d’acquisition selon la visibilité directe ; cf. section 5.3.2.
Nous considérons dans notre implémentation que nos capteurs de présence peuvent être installés
uniquement au plafond et nous avons négligé les occlusions issues des luminaires et du mobilier.
En réalité, nous pouvons distinguer plusieurs aspects à l’occlusion attrayant à l’élément pertur-
bateur à l’origine de l’occlusion, s’agissant d’un mur, d’une porte ou d’un meuble. La propriété
prépondérante des éléments perturbateurs est leur mobilité.
5.4.2.1 Occlusion des éléments immobiles
Outre les murs immobiles par nature, certains meubles sont rarement déplacés pouvant
ainsi être considérés immobiles ; e.g. réfrigérateur, cuisine équipée, (meuble de) télévision.
Pour les éléments immobiles de l’environnement domiciliaire, nous pouvons aisément
appliquer le principe de visibilité directe17 pour calculer la région de couverture du capteur selon
17 angl. line-of-sight principle
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sa configuration dans l’environnement. Pour déterminer l’ensemble des éléments visibles par le
capteur, ce principe considère que le capteur mesure son environnement via un objectif de vue
(similairement à l’objectif d’un appareil photo) et ne peut acquérir que les éléments étant en
vision directe ; non-obstrués ou cachés derrière d’autres. Il est ainsi nécessaire de procéder à un
lancer de rayons18 multiples afin de calculer cet espace avec précision, explorant judicieusement
l’ensemble des mesures possibles de la région de couverture pour la redéfinir ; contrairement à la
cartographie et localisation simultanées (SLAM) se contentant de traiter les mesures advenantes.
Cette technique est largement utilisée notamment dans les logiciels de modélisation lors du rendu
d’un environnement virtuel, à destination de films, de jeux ou de réalité virtuelle.
5.4.2.2 Occlusion des éléments amovibles
Contrairement aux éléments précédents, les occlusions dues aux éléments amovibles (mobiles
ou déplacés) sont plus complexes à intégrer et à anticiper. Nous identifions deux niveaux de
complexités différents : les portes et meubles.
Porte permet de séparer des pièces si elle est fermée (i.e. occlusion totale), d’offrir une visibilité
sur la pièce voisine si elle est (entre-)ouverte (i.e. occlusion partielle à nulle). Similairement,
nous pouvons appliquer ce raisonnement pour certains meubles. Ainsi, nous pouvons déterminer
par un paramètre o de valeur bornée l’état d’ouverture de la porte ; étant un angle θ pour une
porte classique, ou une distance ρ pour une porte coulissante. En normalisant ce paramètre par
l’intervalle o ∈ [0 ; 1], nous pouvons exprimer l’état d’ouverture complète de la porte o = 1 ou
de fermeture complète o = 0, et toutes les ouvertures partielles intermédiaires.
Nous supposons que nous pouvons connaître une distribution de probabilité P (o) de ce
paramètre exprimant de manière générale (sans à priori) la probabilité de chaque état d’ouverture
de la porte ; les différents états d’ouverture peuvent être discrétisés. Dans le cadre où nous ne
poserons pas de capteur pour connaître l’état d’ouverture de la porte –utile uniquement pour le
système d’assistance à l’autonomie à domicile et le module de reconnaissance d’activité en aval–,
nous pouvons intégrer ces probabilités dans notre calcul des Fiabilités Fβ en modifiant l’apport
aux informations de confusion de chaque élément présent par delà une porte et appartenant à la
région de couverture du capteur. Il s’agit ainsi d’estimer précisément l’état de visibilité par le
capteur de chaque élément selon les habitudes de vie de la personne (i.e. habitude d’ouverture
des portes). Si un élément est visible, il peut soit contribuer aux vrais positifs, soit aux faux
positifs ; inversement, étant invisible, il peut soit contribuer aux vrais négatifs soit aux faux
négatifs.
Dans un cas simple, nous pouvons considérer que la porte est généralement entièrement
ouverte ou fermée, nous permettant de négliger ainsi les états intermédiaires ; e.g. P (o =
1) + P (o = 0) ≈ 1. Sous cette hypothèse de travail, nous pouvons ainsi modifier plus aisément
les formules de calculs des informations de confusion ; cf. section 4.2. Nous devons décorréler
du calcul des régions d’information de confusion équation 4.7 et des informations de confusion
équation 4.11 les éléments des régions de couverture litigieux (pouvant être occultés par une
porte). Par la simplicité de notre cas, nous pouvons scinder chaque région de couverture en deux
régions disjointes : une première contentant tous les éléments litigieux C̃, et une dernière tous
les autres C ; pouvant appliquer par extension le même raisonnement pour les sous-régions de
couverture c̃ et c, ou sous-régions de mesure m̃ et m. Il est nécessaire de définir chaque région
d’information de confusion IC étant l’union d’une région non-litigieuse (sa formulation classique)
et de régions litigieuses, afin de faciliter l’intégration des litiges dans le calcul des informations
18 angl. ray casting
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de confusion IC .
Nous posons ainsi une piste pour résoudre le cas de l’occlusion des portes dans le cas
simple, qu’il serait direct et intéressant de poursuivre.
Meubles amovibles peuvent être déplacés plus librement que le cas précédent dans le domicile.
Vlasenko et al. [Vla+15] proposent dans leur méthodologie d’analyse du domicile de définir (au
sol) une région de déplacement de ceux-ci ; littéralement l’ensemble des positions potentielles des
obstacles mobiles19. Cette région permet de définir et de borner les configurations possibles des
meubles, afin d’aspirer à l’anticipation de leur occlusions potentielles ; nous dénotons D cette
région de déplacement, étant inclue dans la région de travail de lieux Tp.
Nous pouvons définir que la configuration possible d’un meuble dans sa mobilité dépend
au minimum de deux paramètres ; Dim(o) ≥ 2 | o =⇒ p ∈ Tp. Généralement, il s’agit de sa
position p au sol dans un plan en 2D, avec pi ∈ Di ⊂ Tp. Dans le cadre de configurations de
paramètres si libres (contrairement au cas des portes), nous pouvons difficilement définir une
densité de probabilité au sein de la région de déplacement D afin d’anticiper les performances
générales du réseau de capteurs.
Or nous pouvons, au lieu de chercher à anticiper les occlusions, nous focaliser à éviter que
les régions de couverture des capteurs soient perturbées par ces occlusions. Il s’agit de générer
connaissant la région de déplacement D du meuble concerné, la région des éléments pouvant
appartenir au meuble déplaçable, soit la région d’existence du meuble, notée E étant définie par
l’union sur chaque élément –de la région de déplacement– de l’enveloppe du meuble20. Dans
ce cadre, notre objectif est d’éviter que les régions de couverture n’intersectent cette région E
particulière si la région d’intérêt n’est pas en visibilité directe du capteur. Par exemple, si un
capteur est positionné sur un mur en hauteur, celui-ci sera moins perturbé par le déplacement
d’une chaise dans sa région de couverture ; naturellement les configurations en hauteur sont
favorisées pour éviter les occlusions.
Par ailleurs, les sous-régions de couverture, les régions de mesure et les sous-régions de
mesure ne sont pas concernées par l’occlusion si les éléments litigieux ne sont pas des éléments
d’intérêt21 ou si les régions choisies22 n’intersectent pas la région d’existence E du meuble.
Ainsi, afin de calculer précisément durant la conception les vraies régions de couverture il
est nécessaire en amont de répertorier les éléments immobiles du domicile ; obtenu notamment
à partir du plan du domicile (i.e. murs). Obligatoirement, cette étape nécessitera un temps
de modélisation du domicile afin d’obtenir un environnement virtuel exploitable sur lequel
l’algorithme de conception travaillera. Cependant, des outils techniques et logiciels peuvent-être
développés afin de faciliter cette étape (temps et réalisation) ; d’autant plus si de multiples
domiciles doivent être instrumentés, l’opérateur s’adaptera aux outils et pourra gagner en
performances (i.e. vélocité et qualité de l’installation) sur le long terme. De plus, l’utilisation
de capteurs non-binaires ou la combinaison judicieuse des régions de couverture des capteurs
binaires peuvent suffire à éviter des problèmes de performances dues aux occlusions.
Par conséquent, le défi de l’occlusion se révèle être plus technique que théorique nécessitant
l’emploi de librairies adaptées et véloces pour calculer efficacement les occlusions à chaque
nouveau placement-solution à évaluer.
19 angl. « all positions that can be potentially occupied by the movable obstacles » [Vla+15]
20 i.e. une somme de Minkowsky, cf. (section 3.4.3.1) 21 i.e. éléments appartenant à une région d’intérêt
22 par maximisation de la Fiabilité Fβ
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5.4.3 Incertitudes du mobilier amovible
Le domicile d’une personne est vivant, il évolue au gré de la vie quotidienne. La personne
peut décider de réaménager son espace, de changer de mobilier (au pire) voire de déplacer
légèrement les éléments de l’environnement consciemment ou inconsciemment (au minimum) ;
e.g. installer une rallonge de table, décaler la table pour faciliter le passage. Nous faisons écho ici
à la section 5.4.2.2 où nous avons introduit le cas du mobilier amovible.
En réalité, il est difficile d’anticiper lors de la conception ces déplacements du mobilier issus
du quotidien et des aléas de vie de la personne. Par conséquent, nous ne pouvons que considérer
adapter la région d’intérêt à des incertitudes de placement du mobilier, voire de prendre en
considération l’incertitude de placement de la région d’intérêt (par sa position et orientation)
dans nos calculs d’évaluation.
5.4.3.1 Quadrillage ou repositionnement des capteurs
Si nous souhaitons être le plus robuste à ces changements, une solution évidente est de
quadriller avec des capteurs l’environnement. Il s’agit de partitionner la région de travail en petite
sous-régions de lieux. Ainsi, malgré le déplacement du mobilier dans sa région de déplacement
donnée, le module de reconnaissance d’activité pourra être modifié en conséquence selon la
nouvelle configuration de l’élément, sans devoir ajuster ou modifier le placement des capteurs.
Par exemple, une telle solution nécessite d’utiliser au minimum un capteur d’angle et distance
figure 3.7 voire une caméra figure 3.8. Or, ce dernier capteur pose des problèmes de vie privée
[Cai+05][Din+11].
Une autre solution est d’utiliser des capteurs “repositionnables”. Pour une installation
fixe, nous pouvons à posteriori modifier la configuration23 de ces capteurs pour s’adapter aux
changements de positions du mobilier. Lors de la conception, nous pouvons anticiper selon
l’incertitude de placement de la région d’intérêt (par sa position et orientation) la configuration
de capteurs repositionnables.
5.4.3.2 Actualisation humaine ou automatique
Quelque soit la solution retenue, nous devons actualiser les informations de configuration
voire de forme du mobilier afin de mettre à jour les expressions logiques ; cf. section 3.1.3.3.
Cette mise à jour du placement des régions d’intérêt nécessite ainsi d’informer soit manuellement
le module de reconnaissance d’activité par intervention humaine, soit automatiquement par un
dispositif supplémentaire dédié.
L’actualisation manuelle nécessite idéalement d’utiliser un outil dédié et facilitant la mesure,
pouvant s’appuyer sur les dispositifs déjà installés : soit en utilisant simplement les capteurs
installés pour la veille, soit en intégrant le matériel de mesure nécessaire et dédié uniquement au
positionnement du mobilier. Similairement, l’actualisation automatique nécessite d’intégrer au
mobilier un dispositif de positionnement dont la mesure est réalisée et mise à jour à la discrétion
du module en aval de notre conception ; soit par les capteurs pour la veille, soit par un matériel
de mesure dédié.
Ainsi, il est nécessaire d’intervenir, soit sur le réseau de capteurs soit sur le module de
reconnaissance d’activité installés, pour s’adapter aux incertitudes de placements du mobilier
23 vraisemblablement leur orientation
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dues aux changements de l’environnement domiciliaire.
Dans ce chapitre, nous présentons notre algorithme de conception du réseau de capteurs
fondé sur la Pareto-optimalité : NSGA-II. Cet algorithme permet de proposer une large palette de
solutions diverses et variées aux décideurs, offrant des placements moyens pour plusieurs fiabilités
ou qui excelleront dans certaines. Nous détaillons nos implémentations de notre méthodologie
de conception de manière formelle et discrète aux avantages et inconvénients renversés, fondées
respectivement sur une librairie de Géométrie Algorithmique et de manipulation de liste. Ces
implémentations sont à rapprocher du Traitement d’Images vectorielles et matricielles, où la
représentation informatique des régions implique d’utiliser des outils techniques différents mais
partageant le même cadre théorique. Dans notre étude de cas, nous illustrons le placement de
capteurs : les modèle des activités et des régions appliqués à la veille, l’évaluation de la fiabilité
et l’algorithme de conception du réseau, ainsi que les implémentations développées. En chapitre
suivant, nous nous intéressons à une autre évaluation du réseau de capteurs fondée sur l’utilisation
des techniques de planification optimale des expériences mais appliqué au placement de capteurs
à domicile : l’observabilité.

Chapitre 6
Modèle analytique pour une
planification optimale
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Dans ce chapitre, nous nous intéressons à une méthodologie alternative pour représenter
et évaluer le réseaux de capteurs, décorrélée du modèle des activités et du modèle des régions.
Nous modélisons les capteurs et l’action par un modèle analytique fondé sur une représentation
d’état et sur les outils développés en planification optimale des expériences. Une telle approche
est utilisée à priori ou lors d’expériences afin de guider la prise de mesure pour identifier les
paramètres d’un modèle, où ces paramètres sont une caractéristique de l’action à capter. Il
s’agit ainsi de sélectionner les mesures et leurs configurations capteurs associés permettant de
réduire l’incertitude sur cette caractéristique estimée. Pour ce faire, nous utilisons des critères
d’optimalité nommés indices d’Observabilité, issus de la Théorie des Conceptions Convexes et
utilisés pour la calibration en Robotique. Nous adaptons ces méthodes pour une conception sans
expérience en considérant une distribution centrée de l’incertitude non obligatoirement connue.
Nous évaluons le placement des capteurs selon ces mêmes critères d’Optimalité.
Chronologiquement, nous avons développé cette méthodologie alternative au préalable des
modèles des actions et des régions. En perspective, notre évaluation de la fiabilité Fβ s’intéresse
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à la –région de– couverture de la caractéristique d’action (i.e. un ensemble de valeur de cette
caractéristique), alors que l’observabilité s’intéresse à la fiabilité de l’estimation d’une –région de–
mesure (i.e. une valeur particulière de cette caractéristique). Où notre première évaluation permet
de qualifier globalement la fiabilité de l’action au regard de sa région d’intérêt caractérisée1,
l’évaluation de l’Observabilité permet de qualifier particulièrement la fiabilité d’un élément
de cette même région d’intérêt ; ayant autant d’objectifs que d’éléments inclus dans la région
d’intérêt. Afin d’homogénéiser cette thèse, nous reportons en annexe B l’introduction détaillée
de la planification optimale des expériences mettant en exergue notre contribution technique. La
planification est fondée sur l’Identification de Paramètres2, et contribue à améliorer et à rendre
robuste aux incertitudes de mesures l’estimation des paramètres en situation3. Formellement,
chaque capteur dispose d’une configuration4 –dénommée commandes u– et réalise des mesures
–dénommées sorties y– afin d’estimer une caractéristique d’intérêt –dénommée paramètres x– ;
e.g. une position de la personne. Le modèle analytique liant formellement ces trois catégories de
variables, nous pouvons estimer la caractéristique d’intérêt par connaissance des configurations
et mesures des capteurs. En terme de conception, nous agissons directement sur la configuration
des capteurs afin d’influer indirectement sur ses mesures, qui fournissent des informations sur
la caractéristique d’intérêt. La qualité de ces informations est déterminée à partir du modèle
analytique, elle est représentée sous la forme d’une matrice intitulée matrice d’information.
Nous appliquons la planification optimale des expériences à notre contexte de veille à la
personne. Pour ce faire, nous développons une nouvelle matrice d’information pour rendre robuste
le placement de capteurs aux diverses incertitudes, étant intitulée matrice d’incertitude. Au
travers d’une étude de cas, nous illustrons ensuite cette méthodologie alternative de conception
en la comparant au modèle des régions. Nous introduisons au préalable brièvement en contexte
le modèle analytique et les critères d’optimalité pour le placement des capteurs.
6.1 Planification optimale des expériences : brève introduction
en contexte
La planification optimale des expériences5 consiste à concevoir une expérience contrôlée
concernant la collecte de données sujettes aux incertitudes. Ces données captées détiennent
des informations précieuses permettant d’estimer les paramètres d’un modèle analytique : e.g.
une caractéristique particulière6 d’action. La collecte réalisée est ainsi optimale selon un critère
statistique synthétisant toutes les informations en une unique valeur. Par conséquent, nous
réalisons une analyse de l’incertitude des différentes variables –étant sources incertitudes du
modèle analytique– afin d’identifier leur dynamique de propagation et de réduire leur effets sur
la caractéristique particulière7 d’action.
6.1.1 Modèle analytique
Le modèle analytique représente le phénomène physique à l’œuvre pour capter la carac-
téristique d’action. Nous définissons que ce phénomène est décrit par un modèle aux erreurs
homogènes fondé sur une représentation d’état8, dépendant d’un ensemble de variables : la
caractéristique d’action x à estimer, les configurations des capteurs u à sélectionner, les mesures
1 e.g. une région de lieux, d’interactions 2 angl. parameter identification
3 lors d’expériences, avec des données capteurs réelles 4 i.e. position ou orientation
5 angl. optimal design of experiments 6 une valeur donnée de cette caractéristique à estimer
7 étant un élément particulier d’une région d’intérêt 8 angl. time-invariant state-space model
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y captées. Chaque observation k satisfait idéalement l’équation suivante :
f (uk,x,yk) = 0 (6.1)
Chacune des variables de ce modèle parfait en équation 6.1 est sujette à l’incertitude, étant
caractérisée –e.g. x– par sa vraie valeur x∗ et son incertitude δx telle que x = x∗ − δx. Ainsi
pour la k-ième observation, notre modèle analytique est le suivant :
f (u∗k,x∗,y∗k) = f (uk + δuk,x∗,yk + δyk) = 0 (6.2)
Estimer la caractéristique d’action nécessite une grande quantité de données réelles : il
s’agit de réaliser des expériences afin de recueillir ces données par capteurs.
6.1.2 Planification des observations
Chaque donnée potentielle n’apporte pas la même qualité informationnelle : certaines
données vont permettre une meilleure estimation améliorant sa précision, en étant plus efficace et
rapide. Nous planifions judicieusement la collecte des données en sélectionnant les données à la
qualité informationnelle riche, permettant ainsi d’atteindre (en fonctionnement) son estimation
précise. Cette collecte est effective une fois le réseau de capteurs installé et en fonctionnement,
intitulée expérience, afin de disposer de données réelles pour une caractéristique d’action à estimer.
En réalité, l’estimation de la caractéristique est meilleure si celle-ci est invariante afin de régresser
une large quantité de données convergeantes ; e.g. une personne à position fixe.
Pour chaque expérience, nous avons un ensemble de N observations étant chaque configu-
ration uk et chaque mesure yk des capteurs. Nous définissons la conception d’expérience notée
ξN étant l’ensemble contenant toutes les configurations des capteurs uk à appliquer lors de l’ex-
périence, et le nombre de reproduction9 rk des mesures par capteur Sk pour en obtenir plusieurs
pour chaque configuration uk ; cf. équation 6.3 [Fed+13]. Nous dénotons qu’une conception
d’expérience ξN appliquée conduit à différentes réalisations, et à différents résultats d’expérience
compte-tenu de la nature aléatoire de l’incertitude. Par nature, la conception d’expérience ξN est
une collection indépendante de toutes réalisations.
ξN =
{
u1, . . .uK
r1, . . . rK
}
= {uk, rk }K1 | N =
K∑
k=1
rk (6.3)
La conception d’expérience et le modèle analytique influencent en aval le processus d’iden-
tification et la qualité de l’estimation : le critère statistique qualifiant le réseau de capteurs est
fondé sur le modèle analytique et sur les mesures captées. En étudiant le modèle analytique,
nous pouvons qualifier c’est-à-dire quantifier les informations à disposition de l’estimateur afin
que la caractéristique à estimer soit proche et non-dispersée de sa valeur réelle et inconnue. Il
s’agit d’approximer l’incertitude multi-dimensionnelle sur la caractéristique x, notée δx. Tradi-
tionnellement, ces informations sont synthétisées sous forme matricielle au sein de la matrice
d’information, correspondant à l’inverse de la matrice de dispersion et qualifiant “l’incertitude”
de l’estimation.
9 conditionnant la durée de l’expérience, soit la durée où la caractéristique (e.g. la personne) doit-être immobile
pour être estimée
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6.1.3 Matrice d’information
La matrice d’information10 de la conception ξN est une matrice rassemblant toutes les
informations nécessaires sur la précision des données de la conception d’expérience ξN , notée
M (ξN ). Cette matrice est symétrique définie positive et additive : elle est définie étant la somme
des matrices d’informations de chaque observation k. Ainsi, chaque observation indépendante
supplémentaire (ajoutée) augmente la matrice de nouvelles informations (quantité). La matrice
d’information est déterminée par la conception ξN , elle ne dépend pas des mesures captées mais
des configurations connues précisément (éventuellement à capter).
Pour les modèles linéaires, la matrice d’information ne dépend pas de la caractéristique
x. Par définition, elle est l’inverse de la matrice de dispersion11, notée D (ξN ). Cette matrice D
rassemble l’incertitude soit la variance –notée σxl– associée à chaque sous-caractéristique xl tel
que xl ∈ x = [x1 . . . xL]. L’existence de la matrice de dispersion implique que la conception ξN
est suffisante pour l’estimation de la caractéristique x [Fed+13].
Sous sa forme classique exprimée pour l’estimateur des moindres carrés, nous définissons
la matrice d’information ainsi [Fed+13] :
M (ξN ,x) = σ−2 ·
K∑
k=1
rk
∂g(uk,x)
∂x
∂g(uk,x)
∂x
T
(6.4)
Var[xN ] = D (ξN ,x) ∼= M (ξN ,x)−1 (6.5)
où x est assez proche de x∗, et g(u,x) = f(u,x,y)−y est une forme particulière de notre modèle
analytique où y peut-être exprimée décorrélée des autres variables u et x.
À partir du modèle analytique et des observations, nous pouvons définir la matrice
d’information M(ξN ) par le produit matriciel suivant [Tor84] :
M (ξN ,x) = GxΣ−1GTx (6.6)
où Gx est la matrice jacobienne de la caractéristique x calculée pour la fonction g(u,x) = y,
au voisinage de x∗ en l’estimée12 notée x̂. Sans reproduction des mesures pour rk = 1 ∀k, nous
avons ainsi :
Gx : Gx [x̂] =

∂g(u1,x)
∂x1
|x=x̂ . . .
∂g(u1,x)
∂xL
|x=x̂
...
...
∂g(uN ,x)
∂x1
|x=x̂ . . .
∂g(uN ,x)
∂xL
|x=x̂

T
(6.7)
où, Σ est la matrice de variance de l’erreur d’observation ε :
Σ = Var[ε] = E
[
(ε− E [ε]) (ε− E [ε])T
]
(6.8)
soit pour nos erreurs non-corrélées et identiques, cf. équation B.5 :
Σ = σ2 · IL (6.9)
10 angl. information matrix 11 angl. dispersion matrix
12 en planification optimale des expériences la caractéristique n’est pas connue car elle doit être identifiée cf. B
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6.1.4 Indices d’Observabilité : des critères d’Optimalité du réseau de cap-
teurs
Idéalement à dessein de planification optimale, nous souhaitons déterminer la conception ξN
minimisant l’incertitude sur la caractéristique : soit déterminer la conception ξN en “maximisant”
la matrice d’information M, soit en “minimisant” la matrice de dispersion D contenant L
variances. La planification optimale des expériences est un problème multi-objectifs (MO), où
chaque variance σxl –associée à la sous-caractéristique xl– est une fonction objectif à optimiser.
La solution à ce problème optimisation n’existe pas simplement, même pour des modèles simples
linéaires [Fed+13]. Ainsi, des objectifs d’optimisation plus modestes sont utilisés en considérant
le problème d’optimisation suivant [Fed+13] :
ξ̂N = ArgMax
ξN
Ψ [M (ξN )] = ArgMin
ξN
Ψ [D (ξN )] (6.10)
où Ψ est une fonction scalaire appelée critère d’Optimalité.
Ce critère statistique d’optimalité Ψ synthétise toutes les informations captées en une unique
valeur, en combinant judicieusement les informations sur chaque variance σxl . Ainsi, la qualité
informationnelle des observations est exprimée au travers d’un critère statistique d’Optimalité Ψ,
déterminé numériquement à partir de la matrice d’information. Dans la littérature, ces critères
Ψ sont largement étudiés en Statistique pour la planification optimale des expériences appelés
critères d’Optimalité, et en Robotique pour la calibration appelés indices d’Observabilité. La
plupart de ces critères sont équivalents, étant simplement définis selon des approches différentes.
En planification d’expériences, la qualité informationnelle de l’expérience est quantifiée
en étudiant la matrice de dispersion D –ou son équivalent inverse, la matrice d’information
M– [Fed+13]. Les critères d’Optimalité sont définissables à partir des valeurs propres λl de la
matrice de dispersion D [Fed+13]. En Robotique, la qualité informationnelle de la calibration
–i.e. la conception– est quantifiée en étudiant la matrice de régression notée A [Hol+08][Sic+16],
où en non-linéaire A = Gx. Les indices d’Observabilité notés O sont définis à partir des
valeurs singulières µl issues de la décomposition en valeur singulière13 (SVD) de la matrice
A [Hol+08][Sic+16]. Un avantage de ces indices est de pouvoir les calculer numériquement de
manière précise et rapide directement à partir de la matrice A, se passant du calcul de AAT . En
Robotique, le problème d’optimisation considéré est ainsi le suivant :
ξ̂N = ArgMax
ξN
O [A (ξN )] (6.11)
Nous dénotons un fort attrait dans les domaines pour le D-critère en planification optimale
des expériences, et l’indice O1 son équivalent en Robotique ; cf. équation 6.12. Sun et Hollerbach
[Sun+08] affirment que l’indice O1 –ou D-critère– est le meilleur critère pour minimiser la
variance de tous les paramètres et estimer les paramètres d’un modèle non-proportionné14 ou
mal-proportionné, voire un modèle dont l’approche de mise-à-l’échelle15 n’est pas convaincante.
Fedorov et Leonov [Fed+13] déclarent que les conceptions D-optimales –O1– sont les plus
populaires au sein des recherches théoriques et pratiques en planification optimale des expériences
: de telles conceptions sont invariantes respectivement aux transformations sur les paramètres (i.e.
mise-à-l’échelle) et sont attractives en pratique grâce à leurs bonnes performances, en comparaison
des autres critères d’Optimalité. De plus, Joubair et al. [Jou+16] démontrent, en comparant les
cinq principaux indices d’Observabilité pour quatre différents modèles de robots, que l’indice O1
est le plus approprié pour la calibration améliorant le plus efficacement la précision des modèles
13 angl. singular value decomposition (SVD) 14 angl. unscaled model 15 angl. scaling approach
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robotiques (i.e. δy).
D-critère = Det(D) = Det(M)−1 ⇐⇒ O1(A)2 | O1(A) =
L∏
l=1
µl
1/L (6.12)
Afin de proposer des placements de capteurs robustes, nous analysons l’incertitude présente
dans le modèle analytique afin d’anticiper et de diminuer ces incertitudes. Nous proposons
une méthodologie générique considérant les diverses sources d’incertitudes (i.e. mesures des
capteurs, installation des capteurs, approximation du modèle) de manière simplifiée et rapide.
Nous utilisons similairement les outils développés en planification optimale des expériences en
appliquant directement les indices d’Observabilité sur notre nouvelle matrice d’information.
6.2 Analyse de l’incertitude
L’analyse de l’incertitude consiste à étudier le comportement de la conception ξN au voisi-
nage de la solution exacte x∗ en s’intéressant aux variations des variables sujettes à l’incertitude
: la caractéristique d’action x, les configurations des capteurs u, et les mesures des capteurs
y. L’incertitude de l’estimation δx est liée à l’incertitude des mesures δy et à l’incertitude des
configurations δu des capteurs. Nous définissons la matrice d’incertitude exprimant une relation
linéaire entre les incertitudes et contenant les informations nécessaires pour la planification
optimale des expériences.
6.2.1 Dynamique de l’incertitude
Notre analyse de l’incertitude vise à comparer des placements-solutions au regard d’une
caractéristique particulière16 x : nous ne intéressons pas à évaluer précisément son incertitude δx
mais sa dynamique d’incertitude, en fonction des diverses sources influençant cette incertitude.
En réalité, cette incertitude de la caractéristique –notée– δx peut-être analysée en utilisant
le développement limité de Taylor à l’ordre 1 au voisinage de la solution exacte, soit des variables
réelles {u∗,x∗,y∗ }. Il s’agit d’analyser le comportement du système f aux perturbations (en
valeurs) de ses variables { δu, δx, δy }. Nous avons quel que soit l’ensemble des variables {u,x,y }
:
f (u,x,y) = f (u∗ − δu,x∗ − δx,y∗ − δy)
≈ f (u∗,x∗,y∗)− ∂f (u,x,y)
∂u
[u∗] · δu − ∂f (u,x,y)
∂x
[x∗] · δx − ∂f (u,x,y)
∂y
[y∗] · δy
δf = f (u,x,y)− f (u∗,x∗,y∗) ≈ −Ju[u∗] · δu − Jx[x∗] · δx − Jy[y∗] · δy
(6.13)
obtenant, sous forme matricielle :
δf ≈ Ju[u∗] · δu + Jx[x∗] · δx + Jy[y∗] · δy (6.14)
avec
Jx : Jx [x̂] =

∂f(u1,x,y1)
∂x1
|x=x̂ . . .
∂f(u1,x,y1)
∂xL
|x=x̂
...
...
∂f(uN ,x,yN )
∂x1
|x=x̂ . . .
∂f(uN ,x,yN )
∂xL
|x=x̂

T
(6.15)
16 étant un élément particulier d’une région d’intérêt
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où δf =
[
f (u1,x,y1)− f (u∗1,x∗,y∗1) . . . f (uK ,x,yK)− f (u∗K ,x∗,y∗K)
]T
, δu =[
δu1 . . . δuK
]T
, et δy =
[
δy1 . . . δyK
]T
.
Pour une planification optimale des expériences futures (i.e. l’identification future de la
caractéristique particulière), nous devons considérer toutes les Jacobiennes afin d’assurer quelles
que soient les incertitudes rencontrées lors de l’expérience, pour toutes les expériences possibles,
que notre conception ξN est optimale. Nous optimisons la conception en considérant une nouvelle
matrice synthétisant toutes les sources d’incertitudes actives et leur Jacobienne associée : la
matrice d’incertitude.
6.2.2 Matrice d’incertitude
À partir du développement limité de Taylor à l’ordre 1, nous mettons en exergue la
dynamique entre les diverses incertitudes : l’erreur résiduelle δf commise, les incertitudes sur
la caractéristique δx, sur les configurations δu et les mesures δy des capteurs au voisinage
des variables réelles {u∗,x∗,y∗ } ; cf. équation 6.13. Nous définissons ainsi l’incertitude la
caractéristique δx étant une relation linéaire entre une matrice notée U et les incertitudes du
modèle δf , des configurations δu et des mesures δy des capteurs. Nous avons ainsi :
• pour chaque observation :
δx = −J+x [x∗] ·
[
Ju[u∗] Jy[y∗] −1
]
·

δu
δy
δf
 = −J+x [x∗] · u[u∗,y∗] ·

δu
δy
δf
 (6.16)
• pour la conception ξN :

δx1
...
δxL
 = −J+x [x∗] ·

u1 0 . . . 0
0 u2 0
...
... 0 . . . 0
0 . . . 0 uN
 ·

δυ1
δυ2
...
δυN
 = U[u∗,x∗,y∗] ·

δυ1
δυ2
...
δυN
 (6.17)

δυ1
δυ2
...
δυN
 = −

u1 0 . . . 0
0 u2 0
...
... 0 . . . 0
0 . . . 0 uN

+
· Jx[x∗] ·

δx1
...
δxL
 = U−[u∗,x∗,y∗] ·

δx1
...
δxL
 (6.18)
avec :
uk[u∗k,y∗k] =
[
Ju[u∗k] Jy[y∗k] −1
]
δυk =
[
δuk δyk δfk
]T
(6.19)
où U est la matrice d’incertitude17, U− étant son “inverse”18 telle que U−TU− = (UUT )−1, J+x
est la pseudo inverse de Moore-Penrose de la matrice Jx, et Ja est un vecteur jacobien de la
matrice Jacobienne Ja tel que Ja =
[
Ja [a1] . . . Ja [aN ]
]T
.
L’équation 6.16 définit l’influence des sources d’incertitude { δu, δy, δf } sur l’incertitude
de la caractéristique δx. Dans l’éventualité où certaines incertitudes sont nulles –i.e. δf voire
17 calculée à gauche 18 calculée à droite
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δu–, ne contribuant à l’incertitude sur la caractéristique, nous pouvons simplifier l’écriture de
notre matrice d’incertitude U en retirant ces éventuelles incertitudes de l’équation 6.14 initiale.
Par conséquent, nous obtenons respectivement les vecteurs uk et δυk suivant :
• pour une incertitude/approximation du modèle δf négligeable ou inexistante :
uk[u∗k,y∗k] =
[
Ju[u∗k] Jy[y∗k]
]
et δυk =
[
δuk δyk
]T
(6.20)
• cumulée pour une incertitude des configurations δu négligeable ou inexistante –cas de
la matrice d’information M– :
uk[u∗k,y∗k] = Jy[y∗k] et δυk = δyk (6.21)
Contrairement à la matrice d’information M définie en équation B.10, la matrice d’incerti-
tude U n’est pas définie étant dépendante de la variance de l’estimation ; imposant seulement que
la loi de probabilité (inconnue) des variables aléatoires {u,x,y } soit centrée. En effet, l’objectif
de notre conception d’environnement instrumenté est de déterminer une configuration optimale
ξN pour les capteurs à disposition, en proposant une méthodologie de conception simple et peu
contraignante.
Nous affirmons qu’il est intéressant d’appliquer les critères d’optimalité à cette matrice
U (ξN ) lors de la conception ξN , telle que :
ξ̂N = ArgMin
ξN
Ψ
[
U (ξN ) UT (ξN )
]
= ArgMax
ξN
Ψ
[
U−T (ξN ) U− (ξN )
]
= ArgMin
ξN
O [U (ξN )] = ArgMax
ξN
O
[
U− (ξN )
] (6.22)
La matrice d’incertitude permet de guider la conception à être robuste aux incertitudes
au voisinage des variables réelles {u∗,x∗,y∗ }, considérant que u et y seront assez proches
respectivement de u∗ et y∗ qu’ils en seront une approximation précise [Tor84] ; condition nécessaire
pour la validité du développement limité de Taylor. Elle représente la dynamique des sources
d’incertitudes. Par ailleurs, l’incertitude sur la caractéristique δx commise pour une expérience
réalisée {u,y } peut-être approximée/encadrée par des méthodes d’analyse par intervalles –e.g.
moindres carrés par intervalle [Bla+13][San13], méthode de localisation ensembliste [Guy13]–,
voire par les intervalles de crédibilité Bayésienne pour des densités de probabilité connues.
Ainsi, nous analysons et comparons la matrice d’incertitude à la matrice d’information en
développant les expressions littérales du D-critère de cette première pour des capteurs usuels.
6.2.3 Application à des capteurs usuels
Nous développons les expressions littérales du D-critère pour des capteurs usuels et simples
: i.e. capteur d’angle, et capteur de distance. Nous proposons de mettre en exergue les variables
influençant l’incertitude sur la caractéristique et leur dynamique, ainsi que le lien entre la matrice
d’information M et celle d’incertitude U.
6.2.3.1 Capteur d’angle
Nous définissons qu’un capteur d’angle mesure la direction entre le capteur et une cible :
habituellement ces capteurs se basent sur la transmission et réception de signaux entre une cible
et le capteur, en utilisant des antennes directionnelles ou de multiples antennes spécialement
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configurées pour mesurer l’angle d’arrivée19 (AoA) du signal reçu de la source cible. La mesure
d’angle d’un tel capteur est défini par :
θk = ArcTan2
(
yS − yk
xS − xk
)
+ εk (6.23)
où la position du capteur Rk constitue les configurations commandables uk = [xk yk], la position
de la source S constitue la caractéristique particulière x = [xS yS ], et l’angle mesuré θk constitue
la mesure yk = [θk].
Matrice d’incertitude À chaque observation k, le produit scalaire entre un vecteur directeur
de la droite (S − Rk) et son vecteur normal Nk est nulle, soit NTk · (S − Rk) = 0 ; où NTk =
[sin(θk) − cos(θk)]T est le vecteur normal de la ligne (SRk), et (S −Rk) est un vecteur directeur
de la ligne (SRk). Nous définissons le système f suivant, quel que soit l’ensemble des variables
{u,x,y } :
f (u,x,y) =
[
sin(y) − cos(y)
]T
· (x − u) = ε (6.24)
Ainsi, nous avons pour un ensemble quelconque des variables {u,x,y } :
Ju(x,y)[u] =
∂
∂u
([
sin(y) − cos(y)
]T
· (x − u)
)
[u] =
[
sin(y) − cos(y)
]T
(6.25)
Jx(u,y)[x] =
∂
∂x
([
sin(y) − cos(y)
]T
· (x − u)
)
[x] =
[
sin(y) − cos(y)
]T
(6.26)
Jy(u,x)[y] =
∂
∂y
([
sin(y) − cos(y)
]T
· (x − u)
)
[y] =
[
cos(y) − sin(y)
]T
· (x − u)
=
[
cos(y) − sin(y)
]T
·
[
ρ[u,x] · cos(φ[u,x]) ρ[u,x] · sin(φ[u,x])
]T
= ρ[u,x] · cos(φ[u,x]− y)
= ‖x − u‖ si et seulement si u = u∗, x = x∗ et y = y∗ = φ[u∗,x∗]
(6.27)
où ρ[u,x] = ‖x − u‖ est la distance euclidienne entre le capteur et la source, et φ[u,x] est
l’angle entre le capteur et la source. Nous dénotons que Jy(u,x)[y]→ ρ[u∗,x∗] si et seulement
si u → u∗ et x → x∗ et y→ y∗ =⇒ ρ[u,x]→ ‖x∗ − u∗‖ et φ[u,x]→ y∗. Dans notre cas, les
Jacobiennes sont déterminées au voisinage de la solution exacte {u∗,x∗,y∗ } connue.
Pour ce capteur, notre modèle f représente parfaitement le modèle : nous négligeons ainsi
son incertitude δf ; cf. équation 6.20. Nous définissons ainsi :
• pour une incertitude des configurations δu négligeable ou inexistante –cas de la matrice
d’information M, développement en annexe C.1.1– :
uk =
[
ρ∗k
]
=⇒ U− =

−ρ∗−11 sin θ∗1 ρ∗−11 cos θ∗1
...
...
−ρ∗−1N sin θ∗N ρ
∗−1
N cos θ∗N

=⇒ (UUT )−1 =
[ ∑N
k=1 ρ
∗−2
k sin2 θ∗k
∑N
k=1 ρ
∗−2
k cos θ∗k sin θ∗k∑N
k=1 ρ
∗−2
k cos θ∗k sin θ∗k
∑N
k=1 ρ
∗−2
k cos2 θ∗k
] (6.28)
19 angl. angle of arrival (AoA)
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• pour seulement notre modèle f parfait –développement en annexe C.1.2– :
uk =
[
sin θ∗k − cos θ∗k ρ∗k
]
=⇒ UUT =
N−1∑
k=1
N∑
l=k+1
sin2 (θ∗l − θ∗k)
−2 · [w1 w3
w3 w2
] (6.29)
w1 =
N∑
l=1

[
sin2 θ∗l
(∑N
k=1 cos2 θ∗k
)
+ sin θ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2
−
[
cos θ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ cos2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2
−
[
ρ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2

w3 =
N∑
l=1

[
sin2 θ∗l
(∑N
k=1 cos2 θ∗k
)
+ sin θ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
− sin2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
− sin θ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]
−
[
cos θ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ cos2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
cos θ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ cos2 θl
(∑N
k=1 sin2 θ∗k
)]
−
[
ρ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
ρ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]

w2 =
N∑
l=1

[
− sin2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
− sin θ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]2
+
[
cos θ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ cos2 θl
(∑N
k=1 sin2 θ∗k
)]2
+
[
ρ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]2

avec les vraies valeurs des variables ρ∗k = ‖x∗ − u∗k‖ et θ∗k = y∗k.
Dans le cas le plus simple en équation 6.28, notre matrice d’incertitude est proportionnelle
à la matrice d’information M, définie en équation B.8, telle que (UUT )−1 = σ2 M(ξN ) pour des
erreurs “normales” ; cf. [Doğ+08].
D-critère Nous pouvons ainsi calculer le D-critère correspondant au Déterminant du produit
matriciel UTU ; l’indice O1(U) étant calculé à partir des valeurs singulières de U, nommément
SVD(U). Directement, nous avons respectivement à partir des équations 6.29 et 6.28 :
• pour une incertitude des configurations δu négligeable ou inexistante –cas de la matrice
d’information M, cf. équation C.2 en annexe C.1.1– :
Det(UUT )−1 =
N−1∑
k=1
N∑
l=k+1
(
ρ∗−1k ρ
∗−1
l sin (θ
∗
l − θ∗k)
)2
(6.30)
• pour notre modèle f parfait :
Det(UUT ) =
N−1∑
k=1
N∑
l=k+1
sin2 (θ∗l − θ∗k)
−2 · (w1 · w2 − w23) (6.31)
Notre déterminant en équation 6.30 correspond au D-critère de la matrice d’information
(de Fisher) [Bis+10], modulo σ−4. Ainsi nous pouvons utiliser directement l’indice O1 sur notre
matrice d’incertitude simplifiée U, définie en équation 6.28.
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La forme littérale du déterminant nous permet de visualiser la dynamique entre les diverses
configurations ξN et les variables influençant les performances de la future estimation20, étant les
distances à la source ρ∗k et les inter-angles θ∗l − θ∗k. Par ailleurs, nous pouvons déterminer pour
une nouvelle mesure ajoutée une mise à jour du déterminant notée δDet mettant en exergue ces
“influenceurs”, qui est pour le cas simple :
δDet−1[UUT ]N+1 =
N∑
k=1
(
ρ∗−1k ρ
∗−1
N+1 sin
(
θ∗N+1 − θ∗k
))2
(6.32)
6.2.3.2 Capteur de distance
Nous définissons qu’un capteur de distance mesure la longueur euclidienne entre le capteur
et une cible : habituellement ces capteurs se basent sur la transmission et réflexion de signaux
entre une cible et le capteur, en utilisant une onde projetée –e.g. ultrason ou laser– spécialement
configurée pour mesurer le temps d’arrivée21 (ToA) du signal réfléchi par la source cible. La
mesure de distance d’un tel capteur est défini par :
τk =
ρk
ν
≈ ‖S −Rk‖
ν
+ εk(τ) (6.33)
où la position du capteur Rk constitue les configurations commandables uk = [xk yk], la position
de la source S constitue la caractéristique particulière x = [xS yS ], le temps mesuré τk constitue
la mesure réelle du capteur, et la distance calculée ρk est une mesure délivrée mais reconstituée
yk = [ρk] = [τkν−1].
Matrice d’incertitude À chaque observation k, la distance ρk est définie par la norme
euclidienne suivante : ρk = ‖S −Rk‖ ; où ρk est la longueur du segment [SRk]. Nous définissons
le système f suivant, quel que soit l’ensemble des variables erronées {u,x,y } :
f (u,x,y) = ρ2k − (x − u) · (x − u)T = ε (6.34)
Ainsi, nous avons pour un ensemble quelconque des variables {u,x,y } :
Ju(x,y)[u] =
∂
∂u
(
y2 − (x − u) · (x − u)T
)
[u] = 2(x − u) = 2
[
δx δy
]T
= 2 ρ[u,x]
[
cos θk[u,x] sin θk[u,x]
]T (6.35)
Jx(u,y)[x] =
∂
∂x
(
y2 − (x − u) · (x − u)T
)
[x] = −2(x − u) = −2
[
δx δy
]T
= −2 ρ[u,x]
[
cos θk[u,x] sin θk[u,x]
]T (6.36)
Jy(u,x)[y] =
∂
∂y
(
y2 − (x − u) · (x − u)T
)
[y] = 2 y
= 2 ‖x − u‖ si et seulement si u = u∗, x = x∗ et y = y∗ = ρ[u∗,x∗]
(6.37)
où ρ[u,x] = ‖x−u‖ est la distance euclidienne entre le capteur et la source, et θ[u,x] est l’angle
entre le capteur et la source. Nous dénotons que Jy(u,x)[y] → 2 ‖x − u‖ si et seulement si
u → u∗ et x → x∗ et y→ y∗ =⇒ y→ ρ∗ = ‖x∗ − u∗‖.
Pour ce capteur, notre modèle f représente parfaitement le modèle : nous négligeons ainsi
son incertitude δf ; cf. équation 6.20. Nous définissons ainsi :
20 i.e. l’étape en aval d’Identification de Paramètres, soit l’estimation de la caractéristique
21 angl. time of arrival (ToA)
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• pour une incertitude des configurations δu négligeable ou inexistante –cas de la matrice
d’information M, développement en annexe C.2.1– :
uk =
[
ρ∗k
]
=⇒ U− =

ρ∗−11 δx
∗
1 ρ
∗−1
1 δy
∗
1
...
...
ρ∗−1N δx
∗
N ρ
∗−1
N δy
∗
N
 =

cos θ∗1 sin θ∗1
...
...
cos θ∗N sin θ∗N

=⇒ (UUT )−1 =
[ ∑N
k=1 cos2 θ∗k
∑N
k=1 cos θ∗k sin θ∗k∑N
k=1 cos θ∗k sin θ∗k
∑N
k=1 sin2 θ∗k
] (6.38)
• pour seulement notre modèle f parfait –développement en annexe C.2.2– :
uk = −
[
δx∗k δy
∗
k ρ
∗
k
]
= −
[
ρ∗k cos θ∗k ρ∗k sin θ∗k ρ∗k
]
=⇒ UUT =
N−1∑
k=1
N∑
l=k+1
(ρ∗kρ∗l sin(θ∗l − θ∗k))
2
−2 · [w1 w3
w3 w2
] (6.39)
w1 =
N∑
l=1

[
ρ∗ 2l cos2 θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)]2
+
[
ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l sin2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)]2
+
[
ρ∗ 2l cos θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)]2

w3 =
N∑
l=1

−
[
ρ∗ 2l cos2 θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)]
×
[
ρ∗ 2l cos2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)
− ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]
−
[
ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l sin2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)]
×
[
ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θk
)
− ρ∗ 2l sin2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]
−
[
ρ∗ 2l cos θ∗l
(∑N
k=1 ρ
∗ 2
k sin2 θ∗k
)
− ρ∗ 2l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin2 θ∗k
)]
×
[
ρ∗ 2l cos θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θk
)
− ρ∗ 2l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]

w3 =
N∑
l=1

−
[
ρ∗ 2l cos2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)
− ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]2
−
[
ρ∗ 2l cos θ∗l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θk
)
− ρ∗ 2l sin2 θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]2
−
[
ρ∗ 2l cos θ∗l
(∑N
k=1 ρ
∗ 2
k cos θk sin θ∗k
)
− ρ∗ 2l sin θ∗l
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)]2

avec les vraies valeurs des variables ρ∗k ·
[
cos θ∗k sin θ∗k
]
= x∗ − u∗k et ρ∗k = y∗k.
Dans le cas le plus simple en équation 6.28, notre matrice d’incertitude est proportionnelle
à la matrice d’information M, définie en équation B.8, telle que (UUT )−1 = σ2 M(ξN ) ; cf.
[Mar+06].
D-critère Directement, nous avons respectivement à partir des équations 6.39 et 6.38 :
• pour une incertitude des configurations δu négligeable ou inexistante –cas de la matrice
d’information M, cf. équation C.6 en annexe C.2.1– :
Det(UUT )−1 =
N−1∑
k=1
N∑
l=k+1
sin2 (θ∗l − θ∗k) =
N−1∑
k=1
N∑
l=k+1
(
ρ∗−1k ρ
∗−1
l (δx
∗
kδy
∗
l − δx∗l δy∗k)
)2
(6.40)
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• pour notre modèle f parfait :
Det(UUT ) =
N−1∑
k=1
N∑
l=k+1
(ρ∗kρ∗l sin(θ∗l − θ∗k))
2
−2 · (w1 · w2 − w23) (6.41)
Nous dénotons que notre déterminant en équation 6.40 correspond au D-critère de la
matrice d’information (de Fisher) [Bis+10], modulo σ−4. La forme littérale du déterminant nous
permet de visualiser la dynamique entre les diverses configurations ξN et les variables influençant
les performances de la future estimation22, étant les inter-angles θ∗l − θ∗k. Par ailleurs, nous
pouvons déterminer pour une nouvelle mesure ajoutée une mise à jour du déterminant notée
δDet mettant en exergue ces “influenceurs”, qui est pour le cas simple :
δDet−1[UUT ]N+1 =
N∑
k=1
sin2(θ∗N+1 − θ∗k)2 =
N∑
k=1
(
δx∗kδy
∗
N+1 − δx∗N+1δy∗k
)2 (6.42)
Ainsi, à partir du D-critère, nous pouvons déterminer pour N capteurs les configurations
de capteurs robustes aux incertitudes afin d’estimer ultérieurement la caractéristique d’action x ;
e.g. la position invariante de la personne.
6.3 Études de cas au salon
À présent, nous présentons notre méthodologie alternative à travers des études de cas,
illustrant la matrice d’incertitude proposé. Nous résolvons un problème de placement de capteurs
grâce au D-critère appliqué sur la matrice d’incertitude U(ξN ) développée pour des capteurs
d’angle.
6.3.1 Énoncé des problèmes
Nous considérons concevoir un réseau de capteurs afin d’estimer avec précision la position
x de la personne au moyen de K capteurs homogènes, étant des capteurs d’angle. Au sein du
séjour, nous proposons de déterminer les configurations optimales u des capteurs en prenant en
compte les erreurs de mesures δy de ces capteurs voire leurs erreurs d’installations δu. Nous
limitons la région de conception U –étant l’ensemble des configurations autorisées– en considérant
que nos capteurs peuvent être uniquement placés sur des portions de murs ; où U 3 ∀u, illustré
en figure 6.1.
Nous nous intéressons à deux cas de conception : simple et réel.
6.3.1.1 Cas simple : estimation d’une unique position
Le cas simple et usuel concerne l’estimation d’une unique position x, en considérant le
problème d’optimisation en équation 6.43 et illustré en figure 6.1.
ζ̂K(x∗m) = ArgMin
ζK
O1[U(ζK ,x∗m)] = ArgMax
ζK
O1[U−(ζK ,x∗m)] (6.43)
où ζK = { u1, . . .uK } est un ensemble de K configurations commandables étant la conception
simple, n’y figurant pas le nombre de réplication rK des mesures
22 i.e. l’étape en aval d’Identification de Paramètres, soit l’estimation de la caractéristique
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TableCanapé
(a) Régions de lieux
Canapé Table
(b) Régions d’intérêt
Capteur 1 Capteur 2
(c) Sous-régions de mesure
Figure 6.1 – Deux placements-solutions minimisant chacun l’incertitude de mesure d’une
position, où chaque configuration de capteurs en bleu et en rouge correspond respectivement
au centre des régions d’intérêt du canapé (en violet) et de la table (en vert) ; pour une région
de conception U (en orange)
Nous nous intéressons au placement de K = L = 2 et de K = 3 ≥ L capteurs pour
différentes positions, ainsi qu’au placement incertain des capteurs δu | Abs(δu) ≤ ∆u = 2 · εp =
10cm. Les deux positions d’intérêt considérées sont les centres des deux régions d’intérêt en
figure 6.1, avec ces positions nous considérons illustrer et simplifier le problème de placement en
ramenant la région d’intérêt à un point. Au minimum, nous avons besoin de K = 2 capteurs
afin d’estimer une position particulière. Nous pouvons aisément pour K = 2 capteurs déterminer
pour chaque position xm le placement optimal pour son estimation x̂m, soit les configurations
optimales ζ̂K des capteurs. Dans notre cadre applicatif, l’intérêt majeur de la conception est de
proposer un placement-solution ζK pour K ∈ [L ; M ∗ L[ capteurs ; où M = 2 est le nombre de
positions d’intérêt.
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6.3.1.2 Cas réel : estimation d’un ensemble de positions
Le cas réel de veille à la personne concerne l’estimation des éléments d’une région d’intérêt
I soit une multitude de positions xi ∈ I | i ∈ { 1, . . .M(I) }, en considérant le problème
d’optimisation en équation 6.44.
ζ̂K(Im) = ArgMin
ζK
∑
wm,i ·O1[U(ζK ,x∗m,i)]
x∗m,i∈Im
= ArgMax
ζK
∑
wm,i ·O1[U−(ζK ,x∗m,i)]
x∗m,i∈Im
(6.44)
où wm,i est le poids associé à la position xm,i , il dépend de l’Occurrence de l’action d’intérêt am
pour cette position xm,i tel que wm,i = Occ(xm,i ∈ Im | am).
Nous nous intéressons au placement de K = L = 2 capteurs pour différentes régions
d’intérêt en figure 6.1 ; ayant besoin de K = 2 capteurs au minimum afin d’estimer la position.
Dans notre cadre applicatif, l’intérêt majeur de la conception est de proposer un placement-
solution favorisant prioritairement la précision de l’estimation selon la densité de l’occurrence,
sachant une incertitude de mesure des capteurs.
6.3.1.3 Optimisation multi-objectifs
Les problèmes d’optimisation en équation 6.43 et 6.44 permettent de déterminer pour une
position ou région d’intérêt son placement-solution ζ̂K idéal, offrant la meilleure évaluation. Dans
le cadre de la conception d’environnement instrumenté, il est nécessaire d’optimiser le placement
des capteurs pour une multitude d’actions et d’évaluations concurrentes. À dessein de simplicité,
nous synthétisons ces objectifs en une unique valeur afin de déterminer le placement-solution
ζ̂K(x∗m) compromis : la moyenne géométrique des évaluations des M intérêts (e.g. position ou
région) ; cf. équation 6.45. La moyenne géométrique convient particulièrement lorsque que la
moyenne de plusieurs valeurs aux plages différentes voire disparates est désirée. Par nature, elle
permet ainsi de favoriser en priorité l’incertitude la plus forte possible où nous souhaitons en
conception aider cette incertitude à s’améliorer en priorité ; comportement à l’inverse de la
F-mesure où nous avons utilisé la moyenne harmonique à dessein.
Moyenne Géométrique =
(
M∏
m=1
xm
)1/M
(6.45)
Nous définissons les problèmes d’optimisation en équations 6.46 et 6.47 pour respectivement
le cas simple et le cas réel, définis en équations 6.43 et 6.44.
ζ̂K(x∗m) = ArgMin
ζK
M ·
(
M∑
m=1
(O1[U(ζK ,x∗m)])−1
)−1
(6.46)
ζ̂K(Im) = ArgMax
ζK
M−1 ·
M∑
m=1
∑
(wm,i ·O1[U(ζK ,x∗m,i)])−1
x∗m,i∈Im
(6.47)
où x∗m est le centre de la région d’intérêt Im, où x∗m,i est la ie position de la région d’intérêt Im.
6.3.1.4 Aspects techniques et illustratifs
Pour les cas simples, nous mettons en exergue les différences de placements (i.e. conception
ζK) et leur influence sur l’amélioration de l’incertitude de la caractéristique. En explorant
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l’ensemble des conceptions possibles pour K = 2 capteurs, nous comparons les conceptions
D-optimales par la matrice d’incertitude en équation 6.22 et les conceptions minimisant la région
d’incertitude de la caractéristique ; i.e. sa sous-région de mesure notée m(x∗m). Similairement
pour K = 3 capteurs, nous présentons et analysons les conceptions en explorant judicieusement
l’ensemble des conceptions possibles.
Pour ces problèmes d’optimisation, l’espace des conceptions possibles est faible, nous
permettant d’explorer entièrement toutes ces solutions au problème. Son cardinal est lié à la
combinatoire des configurations distinctes possibles M(U) = 286 et du nombre de capteurs K à
installer à différentes configurations. Nous dénombrons23 respectivement pour K = 2 et K = 3
capteurs 40 755 et 3 858 140 conceptions possibles. Or, selon la méthode d’évaluation utilisée et
sa complexité combinatoire, l’exploration exhaustive des conceptions est en pratique longue et
exigeante en terme de ressources ; notamment pour le cas réel en équation 6.47. En ayant recours
à un algorithme d’optimisation stochastique itératif, nous pouvons converger raisonnablement
vers la solution optimale. Nous utilisons ainsi, si nécessaire, l’algorithme NSGA-II pour résoudre
les problèmes d’optimisation longs ; cf. section 5.1.
6.3.2 Cas simple
6.3.2.1 Pour K = 2 capteurs
Placements décorrélés En explorant entièrement l’ensemble des conceptions possibles, nous
évaluons chaque conception au moyen du D-critère et déterminons les solutions D-optimales pour
chaque position d’intérêt ; illustrée en figure 6.2b. Similairement, nous évaluons précisément la
région d’incertitude m(x∗m, ζK) de la caractéristique x∗m (i.e. sa sous-région de mesure) et sa
mesure M(m(x∗m, ζK)) pour chaque conception ζK afin de déterminer les solutions minimales ;
illustrée en figure 6.2a.
TableCanapé
(a) Référence
TableCanapé
(b) D-optimal
Figure 6.2 – Illustration des placements-solutions optimaux pour chaque position d’intérêt, du
Canapé couvert en bleu et de la Table en rouge, avec K = 2 capteurs chacun ; en gris 6.2b
figure le placement référence 6.2a à dessein de comparaison
Le placement solution en figure 6.2a est la conception optimale de référence, par calcul
23 par analyse combinatoire simple de K éléments (e.g. capteurs) tous différents choisis parmi M(U) objets (e.g.
configurations) distincts : CKM(U) = K!M(U)!·(K−M(U))!
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exact des régions d’incertitude des mesures capteurs. Ce placement-solution diffère de celui
déterminé par D-optimalité en figure 6.2b, mais ils sont très proches : le capteur au plus bas du
mur à droite est décalé légèrement en ordonnée de εp = 5cm ; où εp est notre pas de précision.
En s’intéressant aux performances brutes en terme d’incertitudes, nous avons des résultats très
proches pour la meilleure solution de chaque méthode, étant de : { 2926,74 1220,64 } cm2 par
référence et { 2926,74 1221,32 } cm2 par D-critère –i.e. 3e meilleure– ; respectivement pour le
Canapé et la Table.
Pour toutes les conceptions possibles, nous pouvons constituer un classement de référence
attribuant, pour chaque placement-solution possible, un rang. Nous évaluons les performances de
l’optimisation par D-critère en déterminant comment sont classées les solutions de référence :
pour le classement par D-optimalité des solutions à quel rang de référence correspondent-elles.
En figures 6.3, nous illustrons pour chaque position d’intérêt ces performances reportant leur
classement en abscisse et leur mesure d’incertitude en ordonnée. En étudiant ces figures, nous
pouvons visualiser la dispersion/variance dans l’optimisation par D-critère afin de jauger la
qualité réelle des placements-solutions quasi-optimaux proposés. Nous remarquons une faible
disparité de classements, où la solution optimale (rang 1) de référence pour la Table est classée
en 3e par D-optimalité ; inversement en 4e place.
Placement compromis Pour la conception d’environnement instrumenté, nous devons dé-
terminer un unique placement-solution de K = 2 capteurs offrant de bonnes performances
en “moyenne” pour nos M = 2 positions d’intérêt. En figures 6.4a et 6.4b, nous illustrons
respectivement le placement solution référence et celui du D-critère, obtenus par moyenne
géométrique.
Les placements-solutions optimaux diffèrent légèrement, où le capteur du mur à droite
est décalé en ordonnée de εp = 5cm. En terme d’incertitudes, nous remarquons que leurs
performances brutes sont assez proches étant de : { 4634,63 999,376 } cm2 par référence et
{ 4682,22 990,602 } cm2 par D-critère –i.e. 3e meilleure–, pour respectivement une moyenne
géométrique de 2996,65 et 2998,74 cm2. En terme de classement, nous remarquons similairement
une faible disparité de performances de la D-optimalité illustrée en figure 6.5 : la solution optimale
de référence est classée en 2e par la D-optimalité ; inversement en 3e place.
6.3.2.2 Pour K = 2 capteurs au placement incertain
À présent, nous nous intéressons au placement de K = 2 capteurs sujet à une incertitude
d’installation, de l’ordre de ui ± 2 · εp.
Placements décorrélés Nous évaluons pour chaque conception la mesure de la région d’in-
certitude et le D-critère. En figures 6.6a et 6.6b, nous illustrons respectivement les solutions
minimales et D-optimales.
Nous remarquons que ces placements-solutions sont proches de ceux déterminés précé-
demment en figures 6.2a et 6.2b, sans considérer l’incertitude de placement. La majorité des
capteurs sont décalés légèrement en ordonnée au maximum de εp. En terme d’incertitudes,
nous avons des résultats très proches pour la meilleure solution de chaque méthode, étant de :
{ 4328,59 1809,44 } cm2 par référence et { 4330,72 1816,88 } cm2 par D-critère ; respectivement
pour le Canapé et la Table. Cependant en terme de classement, nous remarquons une dispersion
plus prononcée de performance de la D-optimalité illustrée en figures 6.7 : la solution optimale
de référence est classée par la D-optimalité en 3e pour le Canapé et en 12e pour la Table ;
inversement en 3e et 20e places.
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(b) Table
Figure 6.3 – Performances M(m(xm, ζK)) en cm2 des 100 meilleurs placements-solutions pour
chaque méthode avec K = 2 capteurs, illustrant la variance des solutions déterminées par
D-critère ; ne classant pas les solutions similairement à la référence
Placement compromis En utilisant la moyenne géométrique, nous déterminons des place-
ments similaires à ceux déterminés précédemment en figures 6.4a et 6.4b. Nous illustrons les
placements optimaux prenant en compte l’incertitude de placement respectivement en figures 6.8a
et 6.8b.
Les placements-solutions optimaux diffèrent légèrement, où le capteur du mur à droite est
décalé en ordonnée de εp = 5cm. En terme d’incertitudes, nous remarquons que leurs performances
brutes sont proches étant de : { 6949,35 1509,17 } cm2 par référence et { 7030,08 1492,45 } cm2
par D-critère, pour respectivement une moyenne géométrique de 3238,48 cm2 et 3239,14 cm2. En
terme de classement, nous remarquons une faible disparité de performances de la D-optimalité
6.3. Études de cas au salon 119
TableCanapé
(a) Référence
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(b) D-optimal
Figure 6.4 – Illustration des placements-solutions optimaux pour l’ensemble des positions
d’intérêt, pour K = 2 capteurs
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
■■
■
■ ■
■
■
■ ■
■ ■
■
■ ■ ■
■ ■ ■ ■ ■
■
■ ■
■
■ ■ ■
■ ■
■ ■
■
■ ■ ■
■ ■ ■
■ ■
■ ■
■ ■ ■
■ ■ ■
■
■ ■
■ ■
■ ■
■ ■
■ ■ ■
■ ■ ■
■ ■
■ ■ ■
■ ■
■ ■ ■ ■
■
■ ■
■ ■ ■ ■
■ ■ ■
■ ■
■ ■ ■ ■
■
■ ■ ■ ■
■ ■ ■ ■ ■
Référence
D-critère
20 40 60 80 100
Rang
3000
3050
3100
3150
Moyenne
Figure 6.5 – Performances M(m(xm, ζK)) en cm2 des 100 meilleurs placements-solutions par
moyenne géométrique avec K = 2 capteurs, illustrant la variance des solutions déterminées par
D-critère ; ne classant pas les solutions similairement à la référence
illustrée en figure 6.9 : la solution optimale de référence est classée en 3e par la D-optimalité ;
inversement en 2e place.
Discussion pour K = 2 capteurs
Dans notre étude de cas, nos placements sont très limités et notre environnement est
sans obstacle. Nous pouvons difficilement mettre à l’épreuve le D-critère appliqué sur notre
matrice d’incertitude U –prenant en compte les erreurs d’installation des capteurs– et la comparer
efficacement à la matrice d’information M classique. Par ailleurs, cette D-optimalité fonctionne
uniquement pour un environnement dénué d’obstacles et ne saurait intégrer la notion d’occlusion ;
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Figure 6.6 – Illustration des placements-solutions optimaux pour chaque position d’intérêt, avec
K = 2 capteurs chacun au placement incertain
pouvant dans certains cas rendre impossible l’estimation, voire aggraver ou améliorer sa précision.
La proximité des placements-solutions déterminés avec une incertitude d’installation des
capteurs avec les précédents est due à la particularité de notre environnement dénué d’obstacles.
De plus, nous remarquons que la position d’intérêt de la Table génère plus de disparité que
celle du Canapé. Nous émettons l’hypothèse que, compte-tenu de la région de conception U
où les configurations u des capteurs sont plus rapprochées pour cette dernière, l’absence de
mise-à-l’échelle génère plus de dispersion soit d’erreur de classement. Une mise-à-l’échelle implique
d’agir numériquement sur les Jacobiennes par multiplication matricielle afin d’avoir un bon
conditionnement numérique des matrices pour l’identification de la caractéristique particulière
[Sic+16]. Elle est nécessaire pour manipuler finement des informations de nature différentes
(e.g. positions et angles) dans un même contexte matriciel24, et pour manipuler des variables
(e.g. x) de magnitudes grandement différentes25. Dans notre exemple, nous souhaitons minimiser
la mesure de la région d’incertitude M(m(xm, ζK)) sans la calculer, en passant par un système
matriciel, où en mélangeant des angles et positions, nous minimiserons par D-critère une surface.
Notre mise-à-l’échelle devrait ainsi agir sur nos positions et angles afin de s’assurer que la valeur
du D-critère exprime une surface et afin d’obtenir le classement de référence exactement. En
réalité, cette méthode est, par essence, une approximation de la réalité. Fedorov et Leonov
[Fed+13] posent la question de l’utilité d’utiliser des techniques très précises, alors que, par
essence, ces modèles ne sont qu’une autre approximation de la réalité ; i.e. le développement
limité de Taylor. Par conséquent, développer et appliquer une mise-à-l’échelle complexe pour
déterminer les résultats de référence serait situationnel et fastidieux, voire infructueux.
Ainsi la méthode d’évaluation fondée sur le D-critère de la matrice d’incertitude U permet de
déterminer des solutions quasi-optimales, où nous avons bon espoir que les premières meilleures
solutions par D-optimalité se situent dans le haut du classement des meilleures solutions réelles.
Ces solutions par D-optimalité sont combinatoirement plus pratiques et rapides à calculer,
elles permettent ainsi d’explorer un plus grand nombre de conceptions. Il est envisageable de
réduire par D-optimalité l’ensemble des conceptions possibles afin d’explorer entièrement cet
ensemble réduit en déterminant la conception minimisant la mesure de la région d’incertitude
M(m(xm, ζK)).
24 angl. task variable scaling 25 angl. parameter scaling
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Figure 6.7 – Performances M(m(xm, ζK)) en cm2 des 100 meilleurs placements-solutions pour
chaque méthode avec K = 2 capteurs au placement incertain, illustrant la variance des solutions
déterminées par D-critère ; ne classant pas les solutions similairement à la référence
6.3.2.3 Pour K = 3 capteurs
Nous ne pouvons raisonnablement explorer entièrement l’ensemble des conceptions possibles
pour calculer chaque région d’incertitude (i.e. sous-région de mesure) et pour évaluer précisément
sa mesure, nécessitant de traiter 3 858 140 conceptions. Nous utilisons ainsi l’algorithme stochas-
tique itératif NSGA-II afin de déterminer un ensemble de solutions Pareto-optimales selon nos
positions d’intérêts, en utilisant les mêmes paramètres que précédemment ; cf. section 5.3.2.3.
En explorant judicieusement l’ensemble des conceptions possibles avec NSGA-II, nous obtenons
ainsi 33 solutions de fait quasi Pareto-optimales.
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(b) D-optimal
Figure 6.8 – Illustration des placements-solutions optimaux pour l’ensemble des positions
d’intérêt, pour K = 2 capteurs au placement incertain
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Figure 6.9 – Performances M(m(xm, ζK)) en cm2 des 100 meilleurs placements-solutions par
moyenne géométrique avec K = 2 capteurs au placement incertain, illustrant la variance des
solutions déterminées par D-critère ; ne classant pas les solutions similairement à la référence
Nous proposons de réduire par D-optimalité l’ensemble des conceptions possibles (explorée
entièrement par cette méthode) afin de déterminer la conception minimisant la mesure de la
région d’incertitude sur les –i.e.– 3000 meilleures solutions D-optimales de chaque intérêt xm
et aux 4000 meilleures solutions en moyenne géométrique, soit un ensemble réduit de 10 000
conception solutions à évaluer. La dimension de cet ensemble réduit est choisi arbitrairement
mais raisonnablement de telle sorte à l’explorer entièrement.
Placements décorrélés En figure 6.10a, nous illustrons la solution Pareto-optimale pour
chaque position d’intérêt. Nous évaluons chaque conception au moyen du D-critère et illustrons en
figure 6.10b les les solutions D-optimales. En figure 6.10c, nous illustrons les solutions minimales
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calculées exactement à partir des conceptions de l’ensemble réduit.
TableCanapé
(a) Référence par NSGA-II
TableCanapé
(b) D-optimal
TableCanapé
(c) Référence par réduction
Figure 6.10 – Illustration des placements-solutions optimaux pour chaque position d’intérêt,
pour K = 3 capteurs
Les placements-solutions concernant la Table26 sont très proches, toutes solutions confon-
dues. Par rapport à notre placement référence en figure 6.10a, les autres placements diffèrent
légèrement de cette solution en ordonnée par seulement εp, en abscisse par 3 · εp et 4 · εp pour
respectivement par D-optimalité et par réduction. Concernant le Canapé26, nous remarquons
que la solution D-optimale considère qu’un troisième capteur est inutile, tant ce dernier tend à
se confondre avec le deuxième ; étant décalés en ordonnée de notre pas εp de positionnement des
capteurs. Les deux autres solutions sont proches, étant légèrement décalées de 5 · εp en ordonnée
pour le capteur sur le mur à gauche. Quoiqu’il en soit, certaines positions se révèlent très
attractives pour les capteurs dans chaque placement d’intérêt ; spécifiquement pour la Table. En
terme d’incertitudes, nous avons des résultats assez proches pour la meilleure solution de chaque
méthode, étant de : { 2722,92 1097,36 } cm2 par référence NSGA-II, { 2915,59 1094,01 } cm2 par
D-critère et { 2714,66 1093,83 } cm2 par référence réduite ; respectivement pour le Canapé et la
Table.
En figures 6.11, nous illustrons les performances de classement du D-critère par rapport aux
26 le centre de sa région d’intérêt associée
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autres méthodes pour chaque position d’intérêt. N’étant pas en mesure d’évaluer raisonnablement
toutes les conceptions possibles, nous évaluons la performance de classement du D-critère
relativement aux 3000 solutions sélectionnées pour la réduction. Il est ainsi possible qu’il existe
de meilleures solutions que celle évaluées classées sur l’ensemble réduit. Les solutions Pareto-
optimales obtenues par NSGA-II sont tributaires de l’aléatoire de l’exploration, et ne sont pas
intéressantes pour jauger la qualité de dispersion ; avec une population de 100 individus sur
100 générations NSGA-II permet d’évaluer au pire 10 000 soit autant de conceptions que notre
ensemble réduit. En figures 6.11a et 6.11b, nous remarquons une forte dispersion de performance
de la D-optimalité pour le Canapé, étant au contraire faible pour la Table.
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(a) Canapé avec réduction
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(b) Table avec réduction
Figure 6.11 – Performances M(m(xm, ζK)) en cm2 des 100 meilleurs placements-solutions avec
K = 3 capteurs, illustrant la variance des solutions déterminées par D-critère ; ne classant pas
les solutions similairement à la référence
Placement compromis Pour conception d’environnement instrumenté, nous déterminons un
placement unique pour chaque méthode illustrée respectivement en figures 6.12a, 6.12b et 6.12c.
Le placement-solution optimal obtenu par NSGA-II diffère de ceux fondé sur le D-critère
(D-optimalité et ensemble réduit), où le capteur du mur en bas à droite est déplacé sur le mur à
droite modifiant la configuration de celui déjà présent. En terme d’incertitudes, nous remarquons
que les résultats des méthodes sont assez proches étant de : { 3452,04 1353,51 } cm2 par référence,
{ 3378,24 1363,53 } cm2 par D-critère et { 3373,87 1357,97 } cm2 par référence réduite ; pour
respectivement une moyenne géométrique de 2161,57cm2, 2146,24 et 2140,47cm2. En terme de
classement, nous illustrons en figures 6.13 la disparité de performances de la D-optimalité étant
faible par réduction ; celle-ci est est réalisée sur seulement 4000 placements-solutions.
6.3.2.4 Pour K = 3 capteurs au placement incertain
Enfin, nous nous intéressons au placement sujet à une incertitude d’installation de K = 3
capteurs. Par NSGA-II, nous explorons judicieusement l’espace et obtenons ainsi 26 solutions
quasi Pareto-optimales.
Placements décorrélés En figure 6.14a, nous illustrons la solution Pareto-optimale pour
chaque position d’intérêt. Nous évaluons chaque conception au moyen du D-critère et illustrons
en figure 6.14b les solutions D-optimales. En figure 6.14c, nous illustrons les solutions minimales
calculées exactement à partir des conceptions de l’ensemble réduit.
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Figure 6.12 – Illustration des placements-solutions optimaux pour l’ensemble des positions
d’intérêt, pour K = 3 capteurs
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Figure 6.13 – Performances M(m(xm, ζK)) en cm2 des meilleurs placements-solutions par
moyenne géométrique avec K = 3 capteurs, illustrant la variance des solutions déterminées par
D-critère comparativement aux autres méthodes
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Figure 6.14 – Illustration des placements-solutions optimaux pour chaque position d’intérêt,
pour K = 3 capteurs au placement incertain
Ces placements-solutions sont très différents de ceux déterminés précédemment, sans
considérer l’incertitude de placement en figures 6.10a et 6.10b. Par D-optimalité en figure 6.14b,
nous remarquons une certaine inutilité pour chaque intérêt du placement du 3e capteurs, où celui-
ci n’améliore en aucun cas la précision de la sous-région de mesure : ces placements fonctionnent
à 2 capteurs. En s’intéressant aux performances en termes d’incertitudes, nous avons des résultats
assez proches pour la meilleure solution de chaque méthode, étant de : { 2891,91 1140,87 } cm2
par référence, { 4217,24 1339,08 } cm2 par D-critère, et { 2907,41 1144,40 } cm2 par réduction ;
respectivement pour le Canapé et la Table. En terme de classement, nous illustrons en figures 6.15
la disparité de performances de la D-optimalité ; calculée exactement sur seulement ses 3000
meilleurs placements-solutions. Nous remarquons une très forte dispersion de performance de la
D-optimalité par rapport à la réduction, quelque soit la position d’intérêt.
Placement compromis En utilisant la moyenne géométrique, nous déterminons des place-
ments similaires à ceux déterminés précédemment en figures 6.12a et 6.12c. Nous illustrons les
placements optimaux prenant en compte l’incertitude de placement, par NSGA-II en figure 6.16a,
par D-optimalité en figure 6.16b, et par réduction en figure 6.16c.
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(a) Canapé avec réduction
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(b) Table avec réduction
Figure 6.15 – Performances M(m(xm, ζK)) en cm2 des meilleurs placements-solutions pour
chaque méthode avec K = 3 capteurs au placement incertain, illustrant la variance des solutions
déterminées par D-critère ; ne classant pas les solutions similairement à la référence
TableCanapé
(a) Référence
TableCanapé
(b) D-optimal
TableCanapé
(c) Référence par réduction
Figure 6.16 – Illustration des placements-solutions optimaux pour l’ensemble des positions
d’intérêt, pour K = 3 capteurs au placement incertain
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Pour la D-optimalité en figure 6.16b , nous remarquons similairement une certaine in-
utilité pour chaque intérêt du placement du 3e capteurs, où celui-ci n’améliore en aucun cas
la précision de la sous-région de mesure : ces placements fonctionnent à 2 capteurs. En terme
d’incertitudes, nous remarquons que les résultats des méthodes sont assez proches par NSGA-II et
réduction étant de : { 3618,59 1465,69 } cm2 par référence, { 6170,74 1718,50 } cm2 par D-critère,
et { 3639,35 1456,35 } cm2 par réduction ; pour respectivement une moyenne géométrique de
2302,99, de 3256,44, et 2302,21 cm2. En terme de classement, nous illustrons en figures 6.13 la
disparité de performances de la D-optimalité étant forte par réduction ; calculée exactement sur
seulement ses 4000 meilleurs placements-solutions.
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Figure 6.17 – Performances M(m(xm, ζK)) en cm2 des meilleurs placements-solutions par
moyenne géométrique avec K = 3 capteurs au placement incertain, illustrant la variance des
solutions déterminées par D-critère comparativement aux autres méthodes
6.3.2.5 Discussion pour K = 3 capteurs
À ce stade, nous avons des placements divers dépendants des aléas de l’exploration (i.e.
référence par NSGA-II) ou de la réduction de l’ensemble des conceptions (i.e. référence par
réduction). La complexité combinatoire inhérente à la méthode d’évaluation et le nombre de
conceptions possibles nous obligent à utiliser des algorithmes stochastiques afin d’explorer
judicieusement l’ensemble des conceptions, et de déterminer dans un temps raisonnable un
placement solution qui sera sous-optimal. Alternativement, nous pouvons choisir de dégrossir
l’exploration avec une méthode d’approximation (D-critère sur la matrice d’incertitude) voire
d’explorer avec cette approximation et de déterminer parmi une liste réduite de placements-
solutions candidats, celui étant réellement le meilleur en terme d’incertitude. Quoiqu’il en soit,
nous devons avoir connaissance du compromis à faire en précision (évaluation) et performance
algorithmique (exploration). Nous devons nous interroger sur l’objectif réel de la conception
d’environnement instrumenté –pour les système d’assistance à l’autonomie à domicile– étant
vraisemblablement une optimisation brute (minimisation de l’incertitude) de prime abord mais
une satisfaction à minima de contraintes en précision. Ainsi, l’utilisation du D-critère présenté
dans cette section nécessite de calculer (à un certain moment) les vraies performances brutes du
placement de capteurs afin de connaître la réalité de l’incertitude.
Nous remarquons la mauvaise performance du D-critère appliqué sur la matrice d’incerti-
tude U pour K = 3 > M capteurs ; où l’incertitude de placement est prise en compte. De plus,
nous dénotons l’impossibilité de spécifier lors de l’optimisation l’incertitude maximale de posi-
tionnement. Par conséquent, nous nous interrogeons sur l’utilisation de la matrice d’incertitude
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et sa capacité à déterminer des placements quasi-optimaux. Le développement limité de Taylor à
l’ordre 1 (matrices d’information M et d’incertitude U) permet de guider la conception vers un
ensemble de placements-solutions intéressants et offrir une solution au problème de conception.
Cependant, nous devons être lucide sur sa nature : une approximation limitée (en ordre) et
rapide d’un problème complexe au voisinage d’un point de fonctionnement. La chimère recherchée
en utilisant la matrice d’information M ou d’incertitude U est de disposer d’un outil rapide à
calculer en lien direct avec la sous-région de mesure ; lié à un intervalle de crédibilité Bayésienne
où la région d’incertitude est grossièrement modélisée par une ellipse. En explorant et évaluant
tous les placements-solutions et en les classant, nous ne déterminons pas l’exact classement
déterminé par évaluation précise des régions d’incertitude m(xm, ζK). L’utilisation des outils de
planification optimale des expériences fonctionne bien dans le cas simple d’incertitude de mesures
uniquement. Si nous utilisons ces techniques en conception d’environnement instrumenté, nous
devons nous contenter ainsi de placements ne prenant en compte les incertitudes de placements.
Dans notre étude de cas et ce problème particulier, la prise en compte de l’incertitude pour
la conception se révèle être peu utile tant les placements-solutions déterminés sont proches (par
NSGA-II et réduction) voire tant elle perturbe la D-optimalité. À l’avenir, nous pouvons dégrossir
l’exploration en utilisant simplement la D-optimalité, ainsi que réduire les meilleurs placements
en calculant précisément la mesure de la région d’incertitude M(m(xm, ζK)) ; i.e. la sous-région
de mesure. Par ailleurs si nous ne pouvions explorer l’ensemble des conceptions par D-critère tant
il serait vaste et complexe, alors nous pouvons directement utiliser un algorithme stochastique
et itératif : l’intérêt de la D-optimalité est sa vélocité au prix de sa précision (disparité de
classement).
Ainsi, nous pouvons par NSGA-II –en explorant judicieusement l’espace des conceptions
possibles– déterminer des placements intéressants aux performances proches de ceux déterminés
par D-optimalité, où nous avons exploré entièrement l’ensemble des conceptions. Nous remarquons
qu’en réduisant l’ensemble des conceptions par D-optimalité, nous obtenons des placements
meilleurs en terme d’incertitudes. Le placement en figure 6.10c bénéficie des avantages de
chacun ; cf. figure 6.10a et 6.10b. Nous avons choisi la moyenne géométrique afin de sélectionner
des placements-solutions offrant de bonnes performance pour l’ensemble des intérêts, et de
ne pas se laisser emporter par des placements très performants pour certains intérêts faisant
–i.e.– augmenter la moyenne classique. Cette moyenne est une fonction synthétisant toutes les
informations et évaluant le placement selon les besoins spécifiques à notre application.
6.3.3 Cas réel
Dans le cas réel de la conception d’environnement instrumenté, nous proposons de combiner
K = 2 capteurs homogènes afin de couvrir avec précision des régions d’intérêt. Similairement au
cas précédent, nous devons utiliser un algorithme d’exploration stochastique et itératifs afin de
déterminer les solutions minimales –notre référence–, obtenues par évaluation précise de la mesure
de la région d’incertitude (i.e. sous-région de mesure) pour chaque position xm,i de chaque région
d’intérêt Im. Nous utilisons NSGA-II en utilisant les mêmes paramètres que précédemment mais
pour seulement 25 générations au vu du temps de calcul nécessaire ; cf. section 5.1. La figure 6.18
illustre l’Occurrence en général des actions dans le séjour, liée au Canapé et à la Table.
Placements décorrélés En explorant l’ensemble des conceptions possibles avec NSGA-II,
nous obtenons ainsi 64 solutions quasi Pareto-optimales. Nous illustrons les solutions optimales
pour chaque position d’intérêt respectivement en figures 6.19a, 6.19b. Nous nous focalisons sur
les centre des régions d’intérêt à dessein de comparaison avec les cas d’études précédents.
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Figure 6.18 – Illustration de l’Occurrence générale de lieux (m2)
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(b) D-optimal
Figure 6.19 – Illustration des placements-solutions optimaux pour chaque région d’intérêt
illustrés selon leur barycentre, pour K = 2 capteurs
Nous remarquons que ces placements-solutions diffèrent légèrement entre eux et sont
assez proches de ceux déterminés précédemment en figures 6.2a et 6.2b, sans considération des
régions d’intérêt et leur Occurrence. Par rapport à notre placement référence en figure 6.19a, les
placements par D-optimalité diffèrent légèrement de leur solution respective en ordonnée par
seulement εp ou en abscisse par 3 · εp pour le second capteur. Les positions d’intérêt illustratives
correspondent respectivement au barycentre des régions d’intérêt et de leur Occurrence. Par
nature, ces régions d’intérêt sont symétriques de part leur forme et leurs –valeurs d’– Occurrence.
Bien qu’il soit intéressant, le placement décorrélé des capteurs –où nous focalisons nos K = 2
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pour un seul intérêt– ne correspond pas au cas réel de la conception.
Placements compromis Nous illustrons en figures 6.20a et 6.20b un unique placement
déterminé par optimisation de la moyenne géométrique des évaluations, respectivement par
NSGA-II et par D-optimalité.
TableCanapé
(a) Référence par NSGA-II
TableCanapé
(b) D-optimal
Figure 6.20 – Illustration des placements-solutions optimaux pour l’ensemble des régions d’intérêt
présentées selon leur barycentre, pour K = 2 capteurs
Afin de visualiser les performances des placements au regard de l’Occurrence et région
d’incertitude (i.e. sous-région de mesure) associées à chaque élément d’intérêt, nous évaluons
le produit M(m(xm,i, ζK)) · Occ(m(xm,i)) dans la région de travail Tp pour chaque position
d’intérêt xm,i. En figures 6.21a et 6.21c, nous illustrons ainsi respectivement les performances en
terme d’incertitudes pondérées de chaque méthode. Nous remarquons que notre référence par
NSGA-II offre de meilleures performances en terme d’incertitudes tant elle “minimise” toutes
les incertitudes ; malgré le nombre faible d’itérations. Due à la configuration du second capteur,
nous constatons une asymétrie des régions d’incertitude : le côté droit du Canapé est mieux
“couvert” où les incertitudes sont bien moindres qu’à son opposé.
Dans notre étude de cas réel, nous remarquons que les placements-solutions sont proches
de ceux déterminés en figures 6.4 et 6.8, correspondant respectivement au cas simple sans et
avec incertitude de placement pour deux positions d’intérêt. Cette similitude de placement est
intrigante mais intéressante. D’une part, nous avons défini une région de travail sans obstacle
ni occlusion possible des positions ou régions d’intérêt où nos capteurs peuvent être configurés
autour des intérêts ayant une ligne-de-vue dégagée. D’autre part, nous utilisons des capteurs
homogènes en nombre suffisant (K = L = 2) où une mise-à-l’échelle n’est pas nécessaire pour
manipuler des grandeurs différentes par nature ou par magnitude. Par ailleurs, nous avons défini
nos régions d’intérêt et leur Occurrence symétriques et parallèles aux deux murs principaux
d’installation des capteurs. Dans ce cas très particulier, nous pouvons ainsi utiliser le cas simple à
K = 2 capteurs afin de déterminer des placements-solutions intéressants en terme d’incertitudes,
de simplicité et de vélocité.
Ainsi, pour des cas réels, la D-Optimalité fondée sur la matrice d’incertitude permet de
déterminer des placements quasi-optimaux plus rapidement –en explorant l’espace entièrement
dans nos cas d’étude– étant des placements-solutions aux performances brutes satisfaisantes, au
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Figure 6.21 – Illustration des placements-solutions minimaux en terme d’incertitudes pondérées
par l’Occurrence de chaque région d’intérêt en figure 6.18, pour K = 2 capteurs ; en une vue de
côté
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plus proche des meilleurs. La D-optimalité est une solution viable afin d’effectuer un placement de
capteurs et de filtrer rapidement parmi un large ensemble de solutions les meilleures. Cependant,
nous devons rester lucide sur la nature des placements-solutions proposés : ils sont sous-optimaux
en terme d’incertitude M(m), et ne concernent qu’un réseau de capteurs continus homogènes
avec une visibilité parfaite. À présent, nous discutons en détail des limites de l’application de la
D-optimalité à la conception d’environnement instrumenté.
6.4 Application à la conception d’environnement instrumenté
La conception d’environnement instrumenté pour la veille à la personne implique d’utiliser
et de combiner capteurs hétérogènes et non-installés, d’anticiper les diverses incertitudes et surtout
de permettre l’identification précise d’une région caractérisée27. Elle doit ainsi considérer une
grande variété de capteurs aux usages, aux fonctionnements physiques et aux mesures différentes.
Or, la planification optimale des expériences nécessite un modèle analytique du capteur afin
d’être utilisée. Bien qu’il soit possible de fusionner plusieurs capteurs hétérogènes [Pin+13], ces
méthodologies de placement/sélection n’intègrent pas les capteurs binaires. Or, les capteurs
binaires sont largement considérés pour les systèmes d’assistance à l’autonomie à domicile étant
discrets, à faible coût et aisément acceptés par les personnes [Cha+08][Cha+09][Din+11].
De plus, contrairement aux cas théoriques concernant la détermination des configurations
optimales où une unique caractéristique particulière est considérée [Bis+10], la conception
d’environnement instrumenté concerne la détermination des configurations optimales pour une
région d’intérêt I dans un environnement encombré et contraignant par sa topologie (e.g. murs,
mobilier) voire par des exigences éthiques ou personnelles (e.g. régions interdites à l’installation
ou couverture des capteurs).
6.4.1 Capteurs binaires
L’intégration des capteurs binaires –dans l’approche statistique décrite dans ce chapitre–
nécessite d’utiliser une distribution de Bernoulli28 et de réaliser une régression logistique binomiale,
où les mesures y ne peuvent prendre que deux valeurs ou types. Combiner un modèle continu
(non-)linéaire équation B.1 et un modèle logistique binaire équation 6.48 nécessite de combiner
des probabilités et des chances étant deux notions fondamentalement différentes. Une probabilité
est le rapport entre le nombre d’évènements favorables à une issue d’intérêt et le nombre total
d’évènements [Spe14] ; e.g. P(ak | I) = Occ(I | ak)/Occ(I) ∈ [0 ; 1]. Une chance29 est le rapport
entre deux probabilités : la probabilité d’un évènement favorable à une issue d’intérêt et la
probabilité d’un évènement contraire à cette issue [Spe14] ; e.g. P(ak | I)/(1−P(ak | I)) ∈ [0 ; ∞[.
Nous pourrions contourner ce problème en discrétisant notre modèle continu et réaliser une
régression logistique multi-nominale30, cf. modèle en équation 6.48 [Pen+02].
ln
(
π
1− π
)
= β0 + β · x | π =
eβ0+βx
1 + eβ0+βx (6.48)
où x est le vecteur des paramètres, la variable β0 et le vecteur β sont les coefficients de la
régression, et π est la probabilité d’un évènement favorable à une issue d’intérêt. Si Dim(x) = 1,
alors le modèle logistique est binominal ; i.e. cas du capteur de présence.
Or, nous avons choisi une solution plus simple en travaillant directement sur la notion
27 un ensemble de valeurs de la caractéristique d’action 28 un modèle binaire 29 angl. odds
30 angl. multinomial logistic regression
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que représente les probabilités : des ensembles d’évènements et de possibilités ; e.g. P(ak | I) =
Occ(I | ak)/Occ(I) où I est un ensemble et Occ une fonction de mesure/dénombrement. Nous
pouvons considérer que notre modèle des régions, binaire par nature, détermine : 1) pour la valeur
vrai une région d’incertitude –i.e. la région de couverture– autour d’une valeur de caractéristique
–i.e. son centre– ; 2) pour la valeur faux une région d’incertitude –i.e. sa région de couverture
complémentaire– autour de ces mêmes valeurs de caractéristique –i.e. le centre de sa région
de couverture–. Cette dernière région d’incertitude est ainsi non-convexe, étant aussi étendue
que l’univers –possiblement infinie(ment grande)–, mais la probabilité au sein de la région de
couverture est nulle. Il s’agit d’une application du modèle binaire des capteurs binaire et continu
décrit en section 3.2.1.1 ; le capteur binaire ne délivrant qu’une unique mesure tandis que celui
continu –ou discrétisé– délivre une quasi infinité –respectivement un grand nombre limité et
dénombrable– de mesures. Pour un capteur continu, nous avons similairement ces valeurs vrai et
faux sachant que l’instrument acquiert une-des mesure(s) et leurs régions d’incertitudes associées.
En travaillant directement avec les ensembles, nous pouvons gérer les capteurs binaires et continus
de manière judicieuse, exacte et similaire aisément.
6.4.2 Optimisation multi-objectifs
D’autre part, la conception optimale pour un ensemble de valeurs –noté– I d’une caractéris-
tique nécessite de déterminer la configuration optimale des capteurs ξN pour toutes ces valeurs.
Nous avons proposé d’intégrer sur cet ensemble I les critères statistiques de chaque paramètre
pour la configuration, en considérant le problème d’optimisation décrit en équation 6.49 pour
une unique région d’intérêt. Un tel problème d’optimisation est extrêmement difficile tant du
point de vue analytique que calculatoire. Les résultats théoriques sont connus uniquement pour
des régions de conception symétriques (e.g. cube et sphère) et pour des fonctions de réponses
polynomiales du premier ou second ordre [Fed+13].
En réalité, l’espace des conceptions possibles est si vaste voire infini –étant lié à la
combinatoire des configurations possibles, des capteurs à disposition et du nombre de capteurs
maximal– que nous ne pouvons pas déterminer raisonnablement des solutions analytiques au
problème voire l’explorer entièrement. Nous devons avoir recours à une métaheuristique, soit
des algorithmes d’optimisations stochastiques itératifs ; e.g. NSGA-II. La détermination d’une
conception d’environnement instrumenté nécessite alors d’accepter une conception sous-optimale
globalement voire optimale localement. Par conséquent, devons-nous avoir recours à une estimation
de l’incertitude peu précise si nous ne pouvons pas facilement déterminer une solution théorique ;
la conception étant purement théorique.
Nous préférons favoriser des méthodes d’approximation numériques plus précises, épousant
plus finement la “forme” des régions d’incertitude des paramètres, qu’une méthode estimant
l’incertitude grossièrement et asymptotiquement : où N  L, alors que, souvent, nous avons un
nombre de capteurs très proche du nombre de paramètres N ≥ L. Difficilement, nous pouvons
déterminer ou assurer que, pour chaque capteur de configuration uk, il est réalisé rk observations
où N = ∑Kk=1 rk, avec K le nombre de capteurs ; où N = K =⇒ ∀rk : rk = 1 | k ∈ { 1, . . .K }
est un cas spécial. Une telle hypothèse de travail consiste à considérer que les paramètres sont
constants pour une durée nécessaire ∆tnec = Max
k
(rk · Te,k) | x(ta) − x(ta + ∆tnec) = 01,L
dépendante des nombres de mesures rk et des fréquences de la prise de mesure, où Te,k est la
période d’échantillonnage du capteur k ; condition valable pour des capteurs échantillonnant en
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parallèle.
ζ̂K(Im) =ArgMax
ζK
M−1 ·
M∑
m=1
Min(O1[U(ζK ,x∗m,i)])−1
x∗m,i∈Im
=ArgMin
ζK
M−1 ·
M∑
m=1
Max(O1[U−(ζK ,x∗m,i)])−1
x∗m,i∈Im
(6.49)
De plus, nous nous interrogeons sur la pertinence de l’objectif d’optimisation décrit en
équation 6.44. Selon le module installé en aval (i.e. le système d’assistance à l’autonomie à
domicile), ses algorithmes peuvent nécessiter –nous devant de leur assurer au préalable– une
précision minimale nécessaire ou incertitude maximale connue au sein de la région d’intérêt I,
voire sa k-couverture. En réalité, la méthode de régression impose un nombre minimal L de
capteurs nécessaires et une limite en précision δx constituant la précision maximale atteignable en
fonctionnement par le module [Gay13]. L’optimisation de ces objectifs est d’autant plus complexe,
qu’elle nécessite d’utiliser des méthodes de planification optimale sous contraintes, étant soluble
en pratique pour une dimension de la région de conception U et un nombre de contraintes faibles
[Fed+13] ; où l’ensemble des commandes admissibles U est soumis aux exigences éthiques et
personnelles. Par conséquent, en terme d’incertitude, nous devons nous concentrer à satisfaire
une précision minimale nécessaire qu’une précision moyennée minimisée.
6.4.3 Analyse par intervalles
Les méthodes d’analyse par intervalles nous permettent d’approximer numériquement
et rapidement à partir d’un modèle analytique un intervalle d’incertitude pour chaque sous-
caractéristique, voire une région d’incertitude pour la caractéristique (construite par l’union de
régions hyper-rectangulaires) ; e.g. un moindre carré par intervalle [Bla+13][San13], une localisa-
tion à l’aide de l’analyse par intervalles (IAL) [Guy13]. En effet avec des intervalles d’incertitude
sur chaque variable (configurations et mesures des capteurs), nous pouvons approximer la région
d’incertitude de la caractéristique particulière.
Grossièrement, l’intersection des régions d’incertitude de chaque mesure yk –étant un
triangle pour un capteur d’angle et un tore pour un capteur de distance [Kel03]– est une
bonne approximation (au pire) de l’incertitude d’estimation. Nous pouvons aisément visualiser
graphiquement l’incertitude des paramètres, ainsi qu’aisément calculer leur région d’incertitude
en procédant à l’intersection de chaque région d’incertitude des mesures capteurs ; cf. section
précédente. Que cette région soit calculée par intersection de régions ou par analyse par intervalle,
nous obtenons des régions similaires ; celle-ci étant une sous-région de mesure cf. section 3.2.1.2.
Où l’analyse par intervalles détermine une mosaïque de régions hyper-rectangulaires –ou L-
rectangulaires–, l’intersection de régions détermine des régions plus libres et plus précises, convexes
ou non-convexes, au prix d’une complexité combinatoire. Cette complexité algorithmique peut-
être réduite en travaillant notamment sur des ensembles discrétisés –e.g.– par des L-polytopes,
voire par des L-cubes ; adoptant ainsi une granularité hyper-cubique similairement à l’analyse
par intervalle. En pratique, nous choisissons la méthode la plus adéquate selon les algorithmes
(et librairies) de traitements disponibles pour calculer l’incertitude puis évaluer le placement ;
e.g. lancer de rayons31, opérations ensemblistes.
Ainsi, nous avons exploré l’approche statisticienne pour la conception d’environnement
31 angl. ray casting
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instrumenté. Cette approche repose sur l’analyse du modèle analytique décrivant le système
de capteurs afin d’en extraire des critères statistiques, liés à la variance de la cible à mesurer.
Les méthodes de planification optimale des expériences aspirent à déterminer les placements
optimaux (i.e. configurations capteurs) pour estimer une caractéristique d’action en fonction de
l’incertitude des mesures capteurs. En nous fondant sur une analyse de l’incertitude, nous avons
développé une méthodologie simple à calculer pour déterminer des placements (quasi-)optimaux
en souhaitant prendre en compte toutes les sources d’incertitudes : de mesures, d’installation (i.e.
configurations) et de modèle. Nous avons formalisé la matrice d’incertitude afin de lier toutes les
sources d’incertitudes à l’incertitude résultante sur l’estimation de la caractéristique. De cette
matrice, nous proposons d’appliquer les mêmes critères et indices utilisés respectivement en
planification optimale des expériences et en calibration robotique. Nous avons démontré que dans
le cadre d’incertitudes de mesures, notre matrice proposé correspond à la matrice d’information
usuellement utilisée par ces domaines. Notre méthodologie permet ainsi d’étendre l’approche
Statistique à toutes les sources d’incertitudes possibles du système de capteurs mais nécessitant
une mise-à-l’échelle.
En étudiant et développant cette approche, nous avons constaté qu’elle est peu adaptée
à notre application concrète de conception d’environnement instrumenté où il est nécessaire
d’y intégrer les capteurs binaires et de manipuler des capteurs hétérogènes. Nous avons préféré
privilégier l’approche développée dans les chapitres précédents, fondée sur les ensembles, étant
plus informatique qu’analytique, afin d’intégrer aisément les capteurs binaires et de calculer pré-
cisément les régions d’incertitudes. Afin de réaliser une conception d’environnement instrumenté
performante, il est nécessaire de satisfaire des contraintes de précision nécessaire et de couverture
nécessaire définies par les exigences du module installé en aval. Nous sommes convaincu que pour
concevoir des environnements instrumentés adéquats et performants, nous devons développer
et utiliser une approche intégrant précision et couverture, afin de considérer simultanément les
incertitudes et la pertinence du placement de capteurs, ainsi que les incertitudes et l’efficacité
des mesures des capteurs.
Conclusion
Face au vieillissement démographique, maintenir et soutenir la qualité de vie des personnes
à domicile est devenu un enjeu sociétal majeur. Pour ce faire, il est primordial de veiller aux
activités du quotidien liées au bien-être de la personne qui, effectuées par habitude, définissent
et régissent sa vie. L’évaluation de leurs réalisations permet de veiller sur l’état de santé de
la personne, afin d’anticiper et d’identifier ses besoins en assistance. Automatiser la veille aux
activités est primordial pour mettre en place une veille quotidienne, normalisée et efficace.
L’automatisation nécessite d’instrumenter le domicile afin d’y installer des capteurs adaptés aux
besoins de la veille, à l’environnement de la personne ainsi qu’à ses préférences et à ses habitudes
de vie. Chaque conception d’environnement instrumenté est ainsi unique, essayant de répondre
aux contraintes et objectifs spécifiques de chacun.
Dans cette thèse, nous avons étudié la conception de l’instrumentation du domicile : com-
ment sélectionner et configurer divers capteurs afin de veiller aux activités d’intérêt. En chapitre 2,
nous avons proposé une modélisation des activités –souvent trop complexes à représenter– en
décomposant l’activité en actions : intitulé modèle des activités. Dans notre modèle, nous
caractérisons l’action par un lieu, une interaction ou une temporalité. De plus, nous considérons
qu’une action peut-être commune à plusieurs activités et contextes permettant la conception
d’environnement instrumenté globalement pour différents services d’intelligence ambiante. Cette
décomposition de l’activité permet de nous concentrer sur l’évaluation de l’identifiabilité du
réseau de capteurs au regard des actions d’intérêt. Cette évaluation du réseau de capteurs par le
biais de l’action permet de proposer une conception non-liée à une technologie de reconnaissance
d’activité (e.g. axée connaissances ou données).
En chapitre 3, nous avons développé un modèle unifiant, unique et flexible permettant de
représenter et comparer actions et capteurs. Ce modèle s’appuie sur la notion d’ensemble afin
de combiner, de comparer et d’évaluer des capteurs hétérogènes aux informations communes
binaires ou discrétisées, intitulé modèle des régions. Dans notre modèle, nous représentons les
actions par une région d’intérêt par caractéristiques, et représentons les capteurs par une région
de couverture pour son acquisition effective ainsi que des régions de mesure par mesures avec
leurs incertitudes associées. En chapitre 4, nous avons développé une évaluation de l’identifiabi-
lité des actions en considérant les intérêts prioritaires (Occurrence) et les capteurs incertains
(Détectabilité). Cette évaluation est fondée sur les techniques utilisées en test d’hypothèse et
en classification binaire afin de calculer la F-mesure. Par cette évaluation, nous qualifions le
réseau de capteurs avec les notions de Précision (performance d’identification) et de Sensibilité
(couverture des actions). En chapitre 5, nous proposons un algorithme de conception Pareto
multi-objectifs adapté exploitant une implémentation de notre modèle des régions. Au sein
d’un cas applicatif, nous illustrons et détaillons la conception d’environnement instrumenté
pour la veille à la personne utilisant des capteurs de présence et choisissant optimalement la
caractéristique à couvrir pour chaque action. Notre algorithme de conception permet de proposer
une large palette de solutions diverses et variées aux décideurs, offrant des placements moyens
pour plusieurs fiabilités ou qui excelleront dans certaines.
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En chapitre 6, nous avons étudié une évaluation de l’identifiabilité d’une caractéristique
d’action particulière pour son application à la conception d’environnement instrumenté : intitulée
Observabilité. Nous avons développé une méthodologie de calcul simplifié pour déterminer
la matrice d’information du modèle analytique d’un capteur continu, et pour en définir une
nouvelle matrice prenant en compte toutes les sources d’incertitude –centrées mais bornées–
influençant l’identification de la caractéristique : intituléematrice d’incertitude. Notre nouvelle
matrice est construite en effectuant une analyse de l’incertitude du modèle analytique, grâce au
développement limité de Taylor en la solution exacte. Pour notre évaluation, nous appliquons
directement les critères d’Optimalité ou indices d’Observabilité utilisés dans les domaines de
la planification optimale des expériences et de la calibration robotique. Au sein d’une étude de
cas, nous appliquons la matrice d’incertitude et l’Observabilité en contexte, que nous comparons
à notre modèle des régions, utilisant des capteurs continus d’angle pour couvrir optimalement
uniquement une caractéristique de lieu de l’action. Cette approche analytique par Observabilité
permet de calculer rapidement des placements-solutions quasi-optimaux pour des capteurs
continus homogènes. Or, elle est peu adaptée aux réseaux de capteurs hétérogènes – mélangeant
des capteurs binaires, discrets et continus–, et n’intègre pas les notions de visibilité et d’occlusion.
À travers les chapitres 4 et 6, nous avons développé deux aspects d’évaluation des réseaux
de capteurs : la couverture (F-mesure) des actions et l’incertitude (Observabilité) des mesures
capteurs. Nous sommes convaincus qu’il est nécessaire de développer une méthodologie intégrant
ces deux évaluations complémentaires afin de concevoir des environnements instrumentés per-
formants. Pour son bon fonctionnement, nous devons assurer au module installé en aval une
précision nécessaire sur chaque mesure capteur. Pour sa bonne identification, nous devons assurer
une couverture de chaque action d’intérêt par les capteurs, ainsi que réduire les faux positifs et
faux négatifs pour chaque action d’intérêt. Enfin, nous devons garder à l’esprit les objectifs et
contraintes de la veille à la personne afin de concevoir un environnement instrumenté humain,
adapté à la richesse et à la diversité des personnes.
Concevoir un environnement instrumenté humain
Dans notre contexte où la vie privée est aussi importante que l’incertitude, nous devons
instaurer des mesures importantes de modélisation et d’installation afin d’être écologique et fiable
pour représenter et appliquer le réseau de capteurs.
Une modélisation poussée
Une modélisation écologique du domicile nécessite de considérer : e.g. les plans du bâti, la
disposition du mobilier et des objets pertinents. Une modélisation fiable de la veille nécessite de
détailler : e.g. les corrélations entre actions, toutes les caractéristiques d’actions, les performances
des capteurs. Cette modélisation “poussée” peut sembler être un frein à la conception du réseau
de capteurs, au préalable de toute installation de capteurs. Un écueil de modélisation est de
considérer abusivement de fortes incertitudes sur le placement du mobilier ou des régions de
déplacement vastes pour chaque meuble amovible, par facilité. Ainsi la conception nécessiterait
d’installer un réseau de capteurs important pour au final en délaisser certains [Kad+10]. La
conception d’environnement instrumenté doit proposer un réseau de capteurs optimal en terme
d’efficacité (i.e. fournir des mesures fiables et une identification fiable), en terme d’utilité (i.e.
rendements des capteurs), ainsi qu’en terme de coût (i.e. achat, installation, fonctionnement,
maintenance) au préalable de l’installation.
Nous devons combattre la paresse intellectuelle concernant l’effort de modélisation, car une
modélisation précise et réaliste permet de concevoir des placements plus optimaux [Akb+13]. En
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développant les bons outils pour aider les intervenants (cliniciens et installateurs), nous pouvons
faciliter ce processus de modélisation à dessein d’obtenir une modélisation valide et fiable.
Une conception indépendante
La conception d’environnement instrumenté ne doit pas se reposer sur le système d’assis-
tance à l’autonomie à domicile, installé en aval et s’occupant de reconnaître les activités. Dans
l’éventualité d’un apprentissage personnalisé, une sur-instrumentation de prime-abord et des
ajustements futurs seront nécessaires : engendrant des surcoûts et de nombreuses interventions
dictées par un système fermé, dont nous ne comprenons pas aujourd’hui son fonctionnement et
dont nous ne pouvons relier à des connaissances réelles ses variables internes [Kni17]. L’idée de
déterminer à posteriori de l’installation l’ensemble optimal des capteurs utiles pour la veille est
séduisante, mais elle entraîne un coût d’installation indécent pour une utilité et un rendement
faible. En réalité, ce premier placement de capteurs à installer nécessite une conception dont la
méthodologie doit être détaillée et normalisée ; non une conception manuelle par un expert en
placement évaluant par “pifomètre”. Pour concevoir ce premier placement, il est ainsi nécessaire
de modéliser le domicile et la veille : autant nous efforcer à mieux modéliser et à utiliser une
meilleure méthodologie de conception.
Nous ne pouvons nous permettre des ajustements incessants du réseau de capteurs dans
le cadre d’une instrumentation réelle au domicile. Si nous souhaitons être faible dans notre
modélisation, alors nous devons accepter l’explosion des coûts du réseau de capteurs (achat,
installation, fonctionnement et maintenance) voire l’utilisation de caméras posant des problèmes
d’acceptation par les personnes.
Une capitalisation des installations
La conception nécessite une connaissance approfondie sur les activités, l’environnement et la
personne afin d’effectuer un placement de capteurs judicieux. De nombreuses recherches récentes
se concentrent sur des approches hybrides alliant connaissance et apprentissage afin d’exploiter
les vastes connaissances sur l’activité et de s’adapter aux spécificités de la personne. Azkune
et al. [Azk+15] proposent d’utiliser une approche axée données pour faire évoluer un modèle
d’activité établi par une approche axée connaissances, s’adaptant au comportement de la personne.
Dans leur résultats initiaux, ils montrent que cette approche hybride permet d’apprendre des
modèles d’activité complets et spécialisés et d’atteindre des taux de reconnaissance parfaits
mais nécessitant d’apprendre quelques modèles de faux positifs. De plus, ils montrent qu’une
telle approche fonctionne aisément avec un environnement expérimental réel : pour des données
utilisateurs réelles, des séquences d’activité réalistes, et du bruit capteurs.
Par ailleurs, nous devons développer des outils dédiés en installation et en fonctionnement
afin de permettre au système d’assistance à l’autonomie à domicile de s’adapter à la vie quotidienne
de la personne (en constante évolution). La disponibilité de ses outils permet à la conception
de capitaliser sur l’évolutivité de l’installation par l’utilisation de dispositifs évolutifs : e.g.
une modification ou reconfiguration légère du réseau de capteurs, un apprentissage ou affinage
automatique des actions et activités.
Ainsi, nous devons penser la conception d’environnement instrumenté étant décorrélée
du module installé en aval mais en corrélation avec d’autres placements de capteurs installés.
La conception nécessite une modélisation écologique du domicile et une modélisation fiable
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de la veille : e.g. des connaissances approfondies sur les activités, le domicile et la personne.
La conception exige de considérer des capteurs hétérogènes aux usages, aux fonctionnements
physiques et aux mesures différentes mais possiblement connexes : e.g. un capteur de distance,
de présence, de pression voire de chaleur acquièrent des informations de positions ; un cap-
teur de consommation électrique/hydraulique, un contacteur, voire une caméra acquièrent des
informations d’interactions.
En travaux futurs à cette thèse, nous devons intégrer les occlusions des éléments de
l’environnement afin de considérer les influences dues au mobilier et luminaires sur notre évaluation.
Nous devons nous intéresser aux algorithmes d’optimisation existant pour faciliter la recherche de
placements-solutions, en explorant notamment plus judicieusement l’espace opératoire, ainsi que
pour intégrer des contraintes à la conception. Nous avons soulevé et discuté de divers problèmes
inhérents à la conception réelle, afin d’en proposer des solutions. Nous devons cependant éprouver
notre méthodologie de conception (i.e. modèle des activités, modèle des régions, et évaluation
par F_mesure) sur des conceptions réelles afin d’être confronté à leurs forces et faiblesses, de les
analyser en profondeur et d’améliorer la méthodologie à dessein d’écologie et de fiabilité.
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Annexe A
Cadre conceptuel de pratique en
Ergothérapie OTPF
Cette annexe présente des tables standardisées définies dans le cadre conceptuel de pratique
en Ergothérapie OTPF [Rol+14] et référencée en chapitre 2.
A.1 Occupations de l’OTPF
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(a)
A.1. Occupations de l’OTPF 145
(b)
146 Annexe A. Cadre conceptuel de pratique en Ergothérapie OTPF
(c)
Figure A.1 – Occupations et leur activités de l’OTPF [Rol+14]
A.2. Exigences des activités 147
A.2 Exigences des activités
Figure A.2 – Exigences des activités de l’OTPF [Rol+14]
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A.3 Habilité de réalisation
(a)
A.3. Habilité de réalisation 149
(b)
Figure A.3 – Habilités de réalisation prescrites de l’OTPF [Rol+14]

Annexe B
Planification optimale des
expériences pour l’identification des
paramètres
Cette annexe introduit les divers concepts de l’identification des paramètres d’un système
et de la planification optimale des expériences, reprenant des éléments formulés précédemment en
section 6.1. Cette dernière est une étape préalable à l’identification des paramètres du système
modélisé analytiquement : elle est conçue spécifiquement pour améliorer la qualité de leur
estimation.
B.1 Identification de Paramètres
L’Identification de Paramètres1 d’un système consiste à estimer les valeurs numériques
des paramètres inconnus du modèle à partir des données sélectionnées et mesurées. L’objectif
de la méthode d’estimation choisie est de déterminer la valeur des paramètres optimisant un
critère d’équivalence qui exprime la concordance entre le modèle paramétré (par les valeurs
ci-estimées) et le phénomène observé. Par exemple, nous avons l’estimateur des moindres carrés2
utilisant le critère d’équivalence des moindres carrés : en terme d’optimisation, il s’agit d’obtenir
les paramètres qui permettent de minimiser la somme des erreurs au carré. La méthode des
moindres carrés est une méthode standard de régression –ou d’identification– pour estimer les
valeurs numériques des paramètres inconnus d’un système invariant –selon nos considérations–
et sur-déterminé : elle ne requiert uniquement que la distribution des erreurs de mesures soit
centrée [Fed+13].
B.1.1 Modèle analytique pour l’identification des paramètres
Nous définissons que notre système, représentant un phénomène physique, est décrit par un
modèle analytique aux erreurs homogènes fondé sur une représentation d’état3 ; cf. équation B.1.
Par conséquent, le système est dépendant d’un ensemble de variables : les paramètres x à estimer,
les commandes u éventuellement à mesurer, les sorties y à mesurer. Chaque observation k satisfait
idéalement l’équation suivante :
f (uk,x,yk) = 0 (B.1)
1 angl. parameter identification 2 angl. least square estimator (LSE) 3 angl. time-invariant state-space model
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Nous avons choisi de représenter le système selon les notations utilisées en représentation
d’état. Nous dénotons que les sorties y sont des observations résultantes d’une réponse du système
suite à une stimulation des commandes u appliquées en entrée, étant contrôlées ou indépendantes,
selon les paramètres d’état x du système.
Or, les variables du modèle parfait décrit en équation B.1 sont sujettes aux incertitudes.
Ainsi, chaque variable –e.g.– x est caractérisée par sa vraie valeur x∗ et son incertitude δx, étant
:
x = x∗ − δx (B.2)
Ainsi, pour la k-ième observation, notre modèle de régression est le suivant :
f (u∗k,x∗,y∗k) = f (uk + δuk,x∗,yk + δyk) = 0 (B.3)
B.1.2 Régression des moindres carrés
N’ayant accès aux vrais valeurs des variables, nous avons des erreurs résiduelles à chaque
observation k :
f (uk,x,yk) = εk | k ∈ { 1, ...K } (B.4)
Nous définissons que chaque erreur résiduelle εk est un bruit aléatoire non-corrélé E(εkεj) =
0 | k 6= j, d’espérance mathématique nulle E(εk) = 0, de variance identique et constante
E(ε2k) = σ2 [Fed+13], étant :
E (εk) = 0, E
(
ε2k
)
≡ σ2, E (εkεj) = 0 | k 6= j ∀k ∈ { 1, . . .K } (B.5)
L’estimateur des moindres carrés impose uniquement une distribution centrée et non-
corrélée des erreurs, pouvant nous être inconnue. Cependant, il est nécessaire d’acquérir N
observations du système afin d’avoir plus d’informations N = ∑Kk=1 rk que de paramètres
inconnus Dim(x), étant : N ≥ K ≥ L = Dim(x) ; où rk ∈ N1 est le nombre Dim(yk) de
reproduction des mesures par commande uk. Le système résultant est usuellement largement
sur-déterminé, étant nécessaire pour la qualité de la solution estimée.
L’estimateur des moindres carrés fournit une solution minimisant la somme des erreurs
résiduelles au carré, étant :
x̂ = ArgMin
x
K∑
k=1
f (uk,x,yk)T · f (uk,x,yk) (B.6)
Quelle que soit la nature du système, l’identification des paramètres nécessite une grande
quantité de données réelles afin d’estimer la valeur des paramètres x̂ : il s’agit de réaliser des
expériences afin de recueillir ces données par mesures capteurs.
B.2 Planification optimale d’expériences
La planification optimale des expériences (ODOE)4 consiste à concevoir une expérience
contrôlée adressant la collecte de données sujettes aux incertitudes. Ces données acquises dé-
tiennent des informations précieuses permettant d’identifier le système et ses paramètres. La
collecte ainsi réalisée est optimale selon un critère statistique synthétisant toutes les informations
acquises en une unique valeur.
4 angl. optimal design of experiments
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B.2.1 Choix optimal des commandes pour une collecte de mesures riche en
informations
Une expérience contrôlée optimalement signifie que nous stimulons le système en contrôlant
les commandes appliquées en entrée afin d’optimiser le processus de collecte des données et la
qualité des informations acquises. En réalité, chaque donnée au choix n’apporte pas la même
qualité informationnelle : certaines données vont permettre une meilleure régression en améliorant
sa précision, en étant plus efficace et rapide. Par conséquent, l’intérêt majeur de la planification
optimale des expériences est double : améliorer la qualité et la rapidité de l’identification des
paramètres. Nous guidons la collecte judicieusement en sélectionnant les données à la qualité
informationnelle riche permettant ainsi d’atteindre voire de converger plus rapidement vers cette
estimation précise.
Par expérience, nous dénotons l’ensemble des N observations, étant chaque commandes uk
et chaque sortie yk. L’ensemble noté ξN est appelé conception d’expérience : il contient toutes les
commandes à appliquer lors de l’expérience, nommément des points de la conception (angl. design
points) uk, et leur nombre de reproduction rk ; cf. équation B.7 [Fed+13]. Nous dénotons qu’une
conception d’expérience ξN appliquée conduit à différentes réalisations soit différents résultats
d’expérience, compte-tenu de la nature aléatoire de l’incertitude. Par nature, la conception
d’expérience ξN est une collection indépendante de toutes réalisations/observations.
ξN =
{
u1, . . .uK
r1, . . . rK
}
= {uk, rk }K1 | N =
K∑
k=1
rk (B.7)
Étant donné que le processus de collecte influence en aval le processus d’identification
et la qualité de l’estimation des paramètres, le critère statistique est fondé sur le modèle de
régression et sur les observations. Concrètement, le modèle de régression décrit la relation entre les
paramètres estimés et les informations contenues dans les paramètres réels, synthétisée sous une
forme matricielle usuellement. En étudiant le modèle de régression –représentant l’estimateur–,
nous souhaitons qualifier c’est-à-dire quantifier les informations à disposition de l’estimateur
afin que les paramètres estimés soient proches et non-dispersés de leur valeurs réelles et
inconnues, adressant l’approximation de l’incertitude des paramètres δx. Traditionnellement, les
informations sur l’incertitude des paramètres sont synthétisées sous forme matricielle au sein
d’une matrice dite d’information, correspondant à l’inverse de la matrice de dispersion qualifiant
“l’incertitude” des paramètres estimés.
B.2.2 Matrice d’information et matrice de dispersion
La matrice d’information de la conception ξN est une matrice rassemblant toutes les
informations nécessaires sur la précision des données de la conception d’expérience ξN , notée
M (ξN ). Cette matrice est symétrique définie positive et additive : elle est définie étant la somme
des matrices d’informations de chaque observation k. Ainsi, chaque observation indépendante
supplémentaire (ajoutée) augmente la matrice de nouvelles informations (quantité). La matrice
d’information est déterminée par la conception ξN , mais elle ne dépend pas des sorties captées y.
Par ailleurs, pour les modèles linéaires, la matrice d’information ne dépend pas des paramètres
x. De plus, elle est définie étant l’inverse de la matrice de dispersion D (ξN ) : cette matrice D
rassemble l’incertitude soit la variance, notée σxl , associée à chaque paramètre xl. L’existence de
la matrice de dispersion D (ξN ) implique que la conception ξN est suffisante pour l’estimation
des paramètres x [Fed+13].
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Ainsi, nous avons [Fed+13] pour l’estimateur des moindres carrés :
M (ξN ,x) = σ−2 ·
K∑
k=1
rk
∂g(uk,x)
∂x
∂g(uk,x)
∂x
T
(B.8)
Var[xN ] = D (ξN ,x) ∼= M (ξN ,x)−1 (B.9)
où x est assez proche de x∗, et f(u,x,y) = y− g(u,x).
À partir du modèle de régression et des observations, nous pouvons définir la matrice
d’information M(ξN ) par le produit matriciel suivant [Tor84] :
M (ξN ,x) = GxΣ−1GTx (B.10)
où Gx est la matrice Jacobienne des paramètres x calculée pour la fonction g(u,x) = y, calculée
au voisinage de x∗ en x̂, étant pour rk = 1 :
Gx : Gx [x̂] =

∂g(u1,x)
∂x1
|x=x̂ . . .
∂g(u1,x)
∂xL
|x=x̂
...
...
∂g(uN ,x)
∂x1
|x=x̂ . . .
∂g(uN ,x)
∂xL
|x=x̂

T
(B.11)
où, Σ est la matrice de variance de l’erreur de mesure/observation ε :
Σ = Var[ε] = E
[
(ε− E [ε]) (ε− E [ε])T
]
(B.12)
soit pour nos erreurs non-corrélées et identiques, cf. équation B.5 :
Σ = σ2 · IL (B.13)
B.3 Critères d’Optimalité et Indices d’Observabilité
Idéalement à dessein de conception optimale, nous souhaiterions déterminer la conception
ξN minimisant l’incertitude des paramètres, soit déterminer la conception ξN en “maximisant” la
matrice d’information M soit en minimisant la matrice de dispersion D contenant L variances. Il
s’agit d’un problème multi-objectifs (MO), où chaque variance σxl –associée au paramètre xl– est
une fonction objectif à optimiser. La solution à ce problème optimisation n’existe pas, même pour
des modèles simples linéaires [Fed+13]. Ainsi, nous devons utiliser des objectifs d’optimisation
plus modestes en considérant le problème d’optimisation suivant [Fed+13] :
ξ̂N = ArgMax
ξN
Ψ [M (ξN )] = ArgMin
ξN
Ψ [D (ξN )] (B.14)
où Ψ est une fonction scalaire appelée critère d’Optimalité.
Ce critère statistique d’Optimalité Ψ synthétise toutes les informations captées en une
unique valeur, en combinant judicieusement les informations sur la variance des paramètres.
Ainsi, la qualité informationnelle des observations est exprimée au travers d’un critère statistique
d’Optimalité Ψ, déterminé numériquement à partir de la matrice d’information.
Dans la littérature, ces critères Ψ sont largement étudiés en Statistique pour la planification
optimale des expériences –appelés critères d’Optimalité– et en Robotique pour la Calibration
–appelés indices d’Observabilité–. La plupart de ces critères sont équivalents, étant simplement
définis selon des approches différentes. En planification, la qualité informationnelle de l’expérience
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est quantifiée en étudiant la matrice de dispersion D –ou son équivalent inverse la matrice
d’information M– [Fed+13]. Les critères d’Optimalité sont définissables à partir des valeurs
propres λl de la matrice de dispersion D [Fed+13]. En Robotique, la qualité informationnelle
de la calibration –i.e. la conception– est quantifiée en étudiant la matrice de régression notée
A [Hol+08], où en non-linéaire selon les écoles A = Gx [Hol+08] ou A = Jx [Gay13] tel que
Jx[k,l] = ∂f (uk,x) /∂xl. Les indices d’Observabilité notés O sont définis à partir des valeurs
singulières µl issues de la décomposition en valeur singulière (SVD) de la matrice A [Hol+08]. Un
avantage de ces indices est de pouvoir les calculer numériquement de manière précise et rapide
directement à partir de la matrice A, se passant du calcul de AAT . En Robotique, le problème
d’optimisation considéré est ainsi le suivant :
ξ̂N = ArgMax
ξN
O [A (ξN )] (B.15)
Nous dénotons un fort attrait dans les domaines pour le D-critère, et l’indice O1 son
équivalent en Robotique ; cf. équation 6.12. Sun et Hollerbach [Sun+08] affirment que l’indice
O1 –ou D-critère– est le meilleur critère pour minimiser la variance de tous les paramètres et
estimer les paramètres d’un modèle non-proportionné5 ou mal-proportionné, voire un modèle
dont l’approche de mise-à-l’échelle6 n’est pas convaincante. Fedorov et Leonov [Fed+13] déclarent
que les conceptions D-optimales –O1– sont les plus populaires au sein des recherches théoriques
et pratiques en planification optimale des expériences : de telles conceptions sont invariantes
respectivement aux transformations sur les paramètres (i.e. mise-à-l’échelle) et sont attractives en
pratique grâce à leur bonnes performances, en comparaison des autres critères d’optimalité. De
plus, Joubair et al. [Jou+16] démontrent, en comparant les cinq principaux indices d’observabilité
pour quatre différents modèles de robots, que l’indice O1 est le plus approprié pour la calibration
améliorant le plus efficacement la précision des modèles robotiques (i.e. δy).
Cependant, l’inconvénient de la matrice d’information M en planification optimale des
expériences est de devoir nécessairement formaliser le modèle sous une forme particulière
(i.e. y = g(u,x)) étant difficilement malléable voire dérivable ; utilisée notamment par
[Hol+08][Bis+10][Fed+13]. Alternativement, l’écueil d’utiliser la matrice de régression A en
Robotique est d’oublier que la Jacobienne d’identification Gx n’est pas la Jacobienne des
paramètres Jx ; utilisée notamment par [Gay13]. De plus, ces méthodologies ne considèrent
pas toutes les sources d’incertitudes du système, se cantonnant, au mieux, des incertitudes des
paramètres et des observations (i.e. Gx | Gx = J+y · Jx), et, au pire, seulement des incertitudes
des paramètres (i.e. Jx).
5 angl. unscaled model 6 angl. scaling approach

Annexe C
Matrice d’incertitude
Cette annexe présente des développements analytiques des matrices d’incertitude U voire
leur déterminants Det(U) des capteurs usuels considérés en section 6.2.3. Dans le cas de la matrice
d’information M où l’incertitude des commandes négligeables, ces développements permettent
de démontrer que notre matrice d’incertitude équivaut à la matrice d’information.
C.1 Capteur d’angle
Pour nos développements, nous utilisons les équations 6.25, 6.26 et 6.27 des Jacobiennes
en section 6.2.3.1.
C.1.1 Incertitude des commandes négligeables
UUT =
[
−ρ∗−11 sin θ∗1 −ρ∗−12 sin θ∗2 . . . −ρ∗−1N sin θ∗N
ρ∗−11 cos θ∗1 ρ∗−12 cos θ∗2 . . . ρ∗−1N cos θ∗N
]
·

−ρ∗−11 sin θ∗1 ρ∗−11 cos θ∗1
−ρ∗−12 sin θ∗2 ρ∗−12 cos θ∗2
...
...
−ρ∗−1N sin θ∗N ρ
∗−1
N cos θ∗N

=
[
ρ∗−21 sin2 θ∗1 + . . . ρ∗−2N sin2 θ∗N ρ
∗−2
1 cos θ∗1 sin θ∗1 + . . . ρ∗−2N cos θ∗N sin θ∗N
ρ∗−21 cos θ∗1 sin θ∗1 + . . . ρ∗−2N cos θ∗N sin θ∗N ρ
∗−2
1 cos2 θ∗1 + . . . ρ∗−2N cos2 θ∗N
]
=
[ ∑N
k=1 ρ
∗−2
k sin2 θ∗k
∑N
k=1 ρ
∗−2
k cos θ∗k sin θ∗k∑N
k=1 ρ
∗−2
k cos θ∗k sin θ∗k
∑N
k=1 ρ
∗−2
k cos2 θ∗k
]
(C.1)
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Det(UUT ) =
(∑N
k=1 ρ
∗−2
k sin2 θ∗k
)
·
(∑N
k=1 ρ
∗−2
k cos2 θ∗k
)
−
(∑N
k=1 ρ
∗−2
k cos θ∗k sin θ∗k
)2
=
(∑N
k=1 ρ
∗−4
k cos2 θ∗k sin2 θ∗k +
(∑N
(l=1)(l 6=k) ρ
∗−2
k ρ
∗−2
l cos2 θ∗k sin2 θ∗l
))
−
(∑N
k=1 ρ
∗−4
k cos2 θ∗k sin2 θ∗k +
(∑N
(l=1)(l 6=k) ρ
∗−2
k ρ
∗−2
l cos θ∗k cos θ∗l sin θ∗k sin θ∗l
))
= ∑Nk=1∑N(l=1)(l 6=k) ρ∗−2k ρ∗−2l (cos2 θ∗k sin2 θ∗l − cos θ∗k cos θ∗l sin θ∗k sin θ∗l )
= ∑N−1k=1 ∑Nl=k+1 ρ∗−2k ρ∗−2l (cos2 θ∗l sin2 θ∗k − 2 · cos θ∗k cos θ∗l sin θ∗k sin θ∗l + cos2 θ∗k sin2 θ∗l )
= ∑N−1k=1 ∑Nl=k+1 (ρ∗−1k ρ∗−1l (cos θ∗k sin θ∗l − cos θ∗l sin θ∗k))2
= ∑N−1k=1 ∑Nl=k+1 (ρ∗−1k ρ∗−1l sin (θ∗l − θ∗k))2
(C.2)
C.1.2 Modèle parfait
JTx [x∗] · Jx[x∗] =
[ ∑N
k=1 sin2 θ∗k
∑N
k=1 cos θ∗k sin θ∗k∑N
k=1 cos θ∗k sin θ∗k
∑N
k=1 cos2 θ∗k
]
(
JTx [x∗] · Jx[x∗]
)−1
= Det−1
(
JTx [x∗] · Jx[x∗]
)
·Adj
(
JTx [x∗] · Jx[x∗]
)
=
(∑N−1
k=1
∑N
l=k+1 sin2 (θ∗l − θ∗k)
)−1
·[ ∑N
k=1 cos2 θ∗k
∑N
k=1 − cos θ∗k sin θ∗k∑N
k=1 − cos θ∗k sin θ∗k
∑N
k=1 sin2 θ∗k
]
J+x =
(
JTx [x∗] · Jx[x∗]
)−1
· JTx [x∗]
=
(∑N−1
k=1
∑N
l=k+1 sin2 (θ∗l − θ∗k)
)−1
·
 sin θ∗1 (∑Nk=1 cos2 θ∗k)
+ cos θ∗1
(∑N
k=1 cos θ∗k sin θ∗k
)   − sin θ∗1 (∑Nk=1 cos θ∗k sin θ∗k)
− cos θ∗1
(∑N
k=1 sin2 θ∗k
) 
...
... sin θ∗N (∑Nk=1 cos2 θ∗k)
+ cos θ∗N
(∑N
k=1 cos θ∗k sin θ∗k
)   − sin θ∗N (∑Nk=1 cos θ∗k sin θ∗k)
− cos θ∗N
(∑N
k=1 sin2 θ∗k
) 

T
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U = −J+x [x∗] ·

u1[u∗1,y∗1 ] 0 0
0 . . . 0
0 0 u1[u∗N ,y∗N ]
 = − (∑N−1k=1 ∑Nl=k+1 sin2 (θ∗l − θ∗k))−1 ·

 sin2 θ∗1 (∑Nk=1 cos2 θ∗k)
+ sin θ∗1 cos θ∗1
(∑N
k=1 cos θ∗k sin θ∗k
)   − sin2 θ∗1 (∑Nk=1 cos θ∗k sin θ∗k)
− sin θ1 cos θ∗1
(∑N
k=1 sin2 θ∗k
)  − cos θ∗1 sin θ∗1 (∑Nk=1 cos2 θ∗k)
− cos2 θ∗1
(∑N
k=1 cos θ∗k sin θ∗k
)   cos θ∗1 sin θ∗1 (∑Nk=1 cos θ∗k sin θ∗k)
+ cos2 θ∗1
(∑N
k=1 sin2 θ∗k
)  −ρ∗1 sin θ∗1 (∑Nk=1 cos2 θ∗k)
−ρ∗1 cos θ∗1
(∑N
k=1 cos θ∗k sin θ∗k
)   ρ∗1 sin θ∗1 (∑Nk=1 cos θ∗k sin θ∗k)
+ρ∗1 cos θ∗1
(∑N
k=1 sin2 θ∗k
) 
...
...
...
...
...
... sin2 θ∗N (∑Nk=1 cos2 θ∗k)
+ sin θ∗N cos θ∗N
(∑N
k=1 cos θ∗k sin θ∗k
)   − sin2 θ∗N (∑Nk=1 cos θ∗k sin θ∗k)
− sin θ∗N cos θ∗N
(∑N
k=1 sin2 θ∗k
)  − cos θ∗N sin θ∗N (∑Nk=1 cos2 θ∗k)
− cos2 θ∗N
(∑N
k=1 cos θ∗k sin θ∗k
)   cos θ∗N sin θ∗N (∑Nk=1 cos θ∗k sin θ∗k)
+ cos2 θ∗N
(∑N
k=1 sin2 θ∗k
)  −ρ∗N sin θ∗N (∑Nk=1 cos2 θ∗k)
−ρ∗N cos θ∗N
(∑N
k=1 cos θ∗k sin θ∗k
)   ρ∗N sin θ∗N (∑Nk=1 cos θ∗k sin θ∗k)
+ρ∗N cos θ∗N
(∑N
k=1 sin2 θ∗k
) 

T
(C.3)
UUT =
N−1∑
k=1
N∑
l=k+1
sin2 (θ∗l − θ∗k)
−2 · [w1 w3
w3 w2
]
w1 =
N∑
l=1

[
sin2 θ∗l
(∑N
k=1 cos2 θ∗k
)
+ sin θ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2
−
[
cos θ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ cos2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2
−
[
ρ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]2

w3 =
N∑
l=1

[
sin2 θ∗l
(∑N
k=1 cos2 θ∗k
)
+ sin θ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
− sin2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
− sin θ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]
−
[
cos θ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ cos2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
cos θ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ cos2 θl
(∑N
k=1 sin2 θ∗k
)]
−
[
ρ∗l sin θ∗l
(∑N
k=1 cos2 θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)]
×
[
ρ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]

w2 =
N∑
l=1

[
− sin2 θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
− sin θ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]2
+
[
cos θ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ cos2 θl
(∑N
k=1 sin2 θ∗k
)]2
+
[
ρ∗l sin θ∗l
(∑N
k=1 cos θ∗k sin θ∗k
)
+ ρ∗l cos θ∗l
(∑N
k=1 sin2 θ∗k
)]2

(C.4)
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C.2 Capteur de distance
Pour nos développements, nous utilisons les équations 6.35, 6.36 et 6.37 des jacobiennes en
section 6.2.3.2.
C.2.1 Incertitude des commandes négligeables
UUT =
[
ρ∗−11 δx
∗
1 ρ
∗−1
2 δx2 . . . ρ
∗−1
N δx
∗
N
ρ∗−11 δy
∗
1 ρ
∗−1
2 δy
∗
2 . . . ρ
∗−1
N δy
∗
N
]
·

ρ∗−11 δx
∗
1 ρ
∗−1
1 δy
∗
1
ρ∗−12 δx
∗
2 ρ
∗−1
2 δy
∗
2
...
...
ρ∗−1N δx
∗
N ρ
∗−1
N δy
∗
N

=
[
ρ∗−21 δx
∗
1
2 + . . . ρ∗−2N δx∗N
2 ρ∗−21 δx
∗
1 δy
∗
1 + . . . ρ∗−2N δx∗N δy∗N
ρ∗−21 δx
∗
1 δy
∗
1 + . . . ρ∗−2N δx∗N δy∗N ρ
∗−2
1 δy
∗
1
2 + . . . ρ∗−2N δy∗N
2
]
=
[ ∑N
k=1 ρ
∗−2
k δx
∗
k
2 ∑N
k=1 ρ
∗−2
k δx
∗
k δy
∗
k∑N
k=1 ρ
∗−2
k δx
∗
k δy
∗
k
∑N
k=1 ρ
∗−2
k δy
∗
k
2
]
(C.5)
Det(UUT ) =
(∑N
k=1 ρ
∗−2
k δx
∗
k
2
)
·
(∑N
k=1 ρ
∗−2
k δy
∗
k
2
)
−
(∑N
k=1 ρ
∗−2
k δx
∗
k δy
∗
k
)2
=
(∑N
k=1 ρ
∗−4
k δx
∗
k
2δy∗k
2 +
(∑N
(l=1)(l 6=k) ρ
∗−2
k ρ
∗−2
l δx
∗
k
2δy∗l
2
))
−
(∑N
k=1 ρ
∗−4
k δx
∗
k
2δy∗k
2 +
(∑N
(l=1)(l 6=k) ρ
∗−2
k ρ
∗−2
l δx
∗
kδx
∗
l δy
∗
kδy
∗
l
))
= ∑Nk=1∑N(l=1)(l 6=k) ρ∗−2k ρ∗−2l (δx∗k2δx∗l 2 − δx∗kδx∗l δy∗kδy∗l )
= ∑N−1k=1 ∑Nl=k+1 ρ∗−2k ρ∗−2l (δx∗k2δy∗l 2 − 2 · δx∗kδx∗l δy∗kδy∗l + δx∗l 2δy∗k2)
= ∑N−1k=1 ∑Nl=k+1 (ρ∗−1k ρ∗−1l (δx∗kδy∗l − δx∗l δy∗k))2
= ∑N−1k=1 ∑Nl=k+1 (ρ∗−1k ρ∗−1l ρ∗k ρ∗l (cos θ∗k sin θ∗l − sin θ∗k cos θ∗l ))2
= ∑N−1k=1 ∑Nl=k+1 sin2 (θ∗l − θ∗k)
(C.6)
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C.2.2 Modèle parfait
JTx [x∗] · Jx[x∗] =
[ ∑N
k=1 ρ
∗ 2
k cos2 θ∗k
∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
∑N
k=1 ρ
∗ 2
k sin2 θ∗k
]
=
[ ∑N
k=1 δx
∗ 2
k
∑N
k=1 δx
∗
kδy
∗
k∑N
k=1 δx
∗
kδy
∗
k
∑N
k=1 δy
∗ 2
k
]
(
JTx [x∗] · Jx[x∗]
)−1
= Det−1
(
JTx [x∗] · Jx[x∗]
)
·Adj
(
JTx [x∗] · Jx[x∗]
)
= Det−1
(
JTx [x∗] · Jx[x∗]
)
·
[ ∑N
k=1 ρ
∗ 2
k sin2 θ∗k
∑N
k=1 − ρ∗ 2k cos θ∗k sin θ∗k∑N
k=1 − ρ∗ 2k cos θ∗k sin θ∗k
∑N
k=1 ρ
∗ 2
k cos2 θ∗k
]
= Det−1
(
JTx [x∗] · Jx[x∗]
)
·
[ ∑N
k=1 δy
∗ 2
k
∑N
k=1 − δx∗kδy∗k∑N
k=1 − δx∗kδy∗k
∑N
k=1 δx
∗ 2
k
]
Det
(
JTx [x∗] · Jx[x∗]
)
=
(∑N
k=1 δx
∗ 2
k
)
·
(∑N
k=1 δy
∗ 2
k
)
−
(∑N
k=1 δx
∗
kδy
∗
k
)2
=
(∑N
k=1 δx
∗ 2
k δy
∗ 2
k +
(∑N
(l=1)(l 6=k) δx
∗ 2
k δy
∗ 2
l
))
−
(∑N
k=1 δx
∗ 2
k δy
∗ 2
k +
(∑N
(l=1)(l 6=k) δx
∗
kδy
∗
kδx
∗
l δy
∗
l
))
= ∑Nk=1∑N(l=1)(l 6=k) δx∗ 2k δy∗ 2l − δx∗kδy∗kδx∗l δy∗l
= ∑N−1k=1 ∑Nl=k+1 δx∗ 2k δy∗ 2l − 2 · δx∗kδy∗kδx∗l δy∗l + δx∗ 2l δy∗ 2k
= ∑N−1k=1 ∑Nl=k+1 (δx∗kδy∗l − δx∗l δy∗k)2
= ∑N−1k=1 ∑Nl=k+1 (ρ∗k ρ∗l sin (θ∗l − θ∗k))2
J+x [x∗] =
(
JTx [x∗] · Jx[x∗]
)−1
· JTx [x∗]
=
(∑N−1
k=1
∑N
l=k+1 (ρ∗k ρ∗l sin (θ∗l − θ∗k))
2
)−1
·
 ρ∗1 cos θ∗1 (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗1 cos θ∗1 (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
) 
...
... ρ∗N cos θ∗N (∑Nk=1 ρ∗ 2k cos2 θ∗k)
−ρ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗N cos θ∗N (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
) 

T
=
(∑N−1
k=1
∑N
l=k+1 (δx∗kδy∗l − δx∗l δy∗k)
2
)−1
·
 δx∗1 (∑Nk=1 δy∗ 2k )
−δy∗1
(∑N
k=1 δx
∗
kδy
∗
k
)   −δx∗1 (∑Nk=1 δx∗kδy∗k)
+δy∗1
(∑N
k=1 δx
∗ 2
k
) 
...
... δx∗N (∑Nk=1 δy∗ 2k )
−δy∗N
(∑N
k=1 δx
∗
kδy
∗
k
)   −δx∗N (∑Nk=1 δx∗kδy∗k)
+δy∗N
(∑N
k=1 δx
∗ 2
k
) 

T
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UUT =
(∑N−1
k=1
∑N
l=k+1 (ρ∗k ρ∗l sin (θ∗l − θ∗k))
2
)−1
·
 ρ∗ 21 cos2 θ∗1 (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗ 21 cos θ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗ 21 cos2 θ∗1 (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗ 21 cos θ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)  ρ∗ 21 cos θ∗1 sin θ∗1 (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗ 21 sin2 θ∗1
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗ 21 cos θ∗1 sin θ∗1 (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗ 21 sin2 θ∗1
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)  ρ∗1ρ∗1 cos θ∗1 (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗1ρ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗1ρ∗1 cos θ∗1 (∑Nk=1 ρ∗ 2k cos θk sin θk)
+ρ∗1ρ∗1 sin θ∗1
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
) 
...
... ρ∗ 2N cos2 θN (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗ 2N cos θ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗ 2N cos2 θN (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗ 2N cos θ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)  ρ∗ 2N cos θ∗N sin θ∗N (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗ 2N sin2 θ∗N
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗ 2N cos θ∗N sin θ∗N (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗ 2N sin2 θ∗N
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
)  ρ∗Nρ∗N cos θ∗N (∑Nk=1 ρ∗ 2k sin2 θ∗k)
−ρ∗Nρ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos θ∗k sin θ∗k
)   −ρ∗Nρ∗N cos θ∗N (∑Nk=1 ρ∗ 2k cos θ∗k sin θ∗k)
+ρ∗Nρ∗N sin θ∗N
(∑N
k=1 ρ
∗ 2
k cos2 θ∗k
) 

T
=
(∑N−1
k=1
∑N
l=k+1 (δx∗kδy∗l − δx∗l δy∗k)
2
)−1
·
 δx∗ 21 (∑Nk=1 δy∗ 2k )
−δx∗1δy∗1
(∑N
k=1 δx
∗
kδx
∗
k
)   −δx∗ 21 (∑Nk=1 δx∗1δy∗1)
+δx∗1δy∗1
(∑N
k=1 δx
∗ 2
1
)  δx∗1δy∗1 (∑Nk=1 δy∗ 2k )
−δy∗ 21
(∑N
k=1 δx
∗
kδx
∗
k
)   −δx∗1δy∗1 (∑Nk=1 δx∗1δy∗1)
+δy∗ 21
(∑N
k=1 δx
∗ 2
1
)  ρ∗1δx∗1 (∑Nk=1 δy∗ 2k )
−ρ∗1δy∗1
(∑N
k=1 δx
∗
kδx
∗
k
)   −ρ∗1δx∗1 (∑Nk=1 δx∗1δy∗1)
+ρ∗1δy∗1
(∑N
k=1 δx
∗ 2
1
) 
...
... δx∗ 2N (∑Nk=1 δy∗ 2k )
−δx∗Nδy∗N
(∑N
k=1 δx
∗
kδx
∗
k
)   −δx∗ 2N (∑Nk=1 δx∗1δy∗1)
+δx∗Nδy∗N
(∑N
k=1 δx
∗ 2
1
)  δx∗Nδy∗N (∑Nk=1 δy∗ 2k )
−δy∗ 2N
(∑N
k=1 δx
∗
kδx
∗
k
)   −δx∗Nδy∗N (∑Nk=1 δx∗1δy∗1)
+δy∗ 2N
(∑N
k=1 δx
∗ 2
1
)  ρ∗Nδx∗N (∑Nk=1 δy∗ 2k )
−ρ∗Nδy∗N
(∑N
k=1 δx
∗
kδx
∗
k
)   −ρ∗Nδx∗N (∑Nk=1 δx∗1δy∗1)
+ρ∗Nδy∗N
(∑N
k=1 δx
∗ 2
1
) 

T
(C.7)
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Acronymes français
ANFE association nationale française des ergothérapeutes
Insee institut national de la statistique et des études économiques
IRM imagerie par résonance magnétique
MO multi-objectifs
PMO Pareto multi-objectifs
PMR personnes à mobilité réduite

Acronymes anglais
AAL ambient assisted living
AALS ambient assisted living system
ADL activity of daily living
AGP art gallery problem
AMPS assessment of motor and process skills
AoA angle of arrival
AOTA american occupational therapy association
AR activity recognition
BLUE best linear unbiased estimator
CAR circadian activity rythm
CGR coverage general region
CI confusion information
CIR confusion information region
CR coverage region
CRLB cramér-rao lower bound
CSR coverage sub-region
DDA data-driven approach
DR displacement region
EFA extended finite automaton
ER existence region
GA genetic algorithm
GDOP geometrical dilution of precision
HMM hidden markov model
IADL instrumental activity of daily living
IAL interval analysis localization
ICT information and communication technologies
ILP integer linear programming
IR interest region
178 Acronymes anglais
KDA knowledge-driven approach
LIDAR light detection and ranging
LSE least square estimator
MLE maximum likelihood estimator
MOEA multi-objective evolutionary algorithm
MR measure region
MSR measure sub-region
MVUE minimum-variance unbiased estimator
MWSN mobile wireless sensor network
NLSE non-linear least square estimator
NSGA-II non-sorted genetic algorithm ii
ODOE optimal design of experiments
OTPF occupational therapy practice framework
PCA principal component analysis
PMA pattern mining approach
PN petri net
PSO particle swarm optimization
RFID radio frequency identification
RoI region of interest
SLAM simultaneous localization and mapping
SN sensor network
SP sensor placement
SVD singular value decomposition
SVM support vector machine
TL temporal logic
ToA time of arrival
TPN time petri net
WFOT world federation of occupational therapists
WHO world health organisation
WR work region
WSN wireless sensor network
Liste des termes anglais
Au sein de ce document, tous les termes scientifiques usuellement utilisés en anglais ont
été traduits en français par souci d’homogénéité. Ci-suit la correspondance anglaise de certaines
abréviations et termes utilisés.
AAD assistance à l’autonomie à domicile, angl. ambient assisted living (AAL)
ACP analyse en composantes principales, angl. principal component analysis (PCA)
AEM approche d’extraction de motifs, angl. pattern mining approach (PMA)
AFE automate fini étendu, angl. extended finite automaton (EFA)
AG algorithme génétique, angl. genetic algorithm (GA)
AIVQ activité instrumentale de vie quotidienne, angl. instrumental activity of daily living
(IADL)
AVQ activité de vie quotidienne, angl. activity of daily living (ADL)
DDA approche axée données, angl. data-driven approach
FN faux négatif, angl. false negative
FP faux positif, angl. false positive
IAL localisation à l’aide de l’analyse par intervalles, angl. interval analysis localization
IC information de confusion, angl. confusion information (CI)
KDA approche axée connaissances, angl. knowledge-driven approach
LIDAR détection et estimation de la distance par la lumière, angl. light detection and
ranging
LT logique temporelle, angl. temporal logic (TL)
MMC modèle de markov caché, angl. hidden markov model (HMM)
MVS machine à vecteurs de support, ou séparateur à vaste marge (SVM), angl. support
vector machine (SVM)
MWSN réseau de capteurs sans-fils mobiles, angl. mobile wireless sensor network
ODOE planification optimale des expériences, angl. optimal design of experiments
(ODOE)
OEP algorithme génétique, angl. genetic algorithm (GA)
OMS organisation mondiale de la santé, angl. world health organisation (WHO)
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PC placement de capteurs, angl. sensor placement (SP)
PGA problème de la galerie d’art, angl. art gallery problem (AGP)
PLNE programmation linéaire en nombre entiers, angl. integer linear programming (ILP)
PN réseau de Petri, angl. petri net
PSO optimisation par essaims particulaires, angl. particle swarm optimization
RA reconnaissance d’activité, angl. activity recognition (AR)
RC région de couverture, angl. coverage region (CR)
RCA rythme circadien des activités, angl. circadian activity rythm (CAR)
RD région de déplacement, angl. displacement region (DR)
RE région d’existence, angl. existence region (ER)
RFID identification par radiofréquence, angl. radio frequency identification
RGC région générale de couverture, angl. coverage general region (CGR)
RI région d’intérêt, angl. interest region (IR) ou region of interest (RoI)
RIC région d’information de confusion, angl. confusion information region (CIR)
RM région de mesure, angl. measure region (MR)
RT région de travail, angl. work region (WR)
SAAD système d’assistance à l’autonomie à domicile, angl. ambient assisted living system
(AALS)
SN réseau de capteurs, angl. sensor network
SRC sous-région de couverture, angl. coverage sub-region (CSR)
SRM sous-région de mesure, angl. measure sub-region (MSR)
SVD décomposition en valeurs singulières, angl. singular value decomposition
TIC technologies de l’information et de la communication, angl. information and commu-
nication technologies (ICT)
TOR tout-ou-rien, angl. on–off controller
TPN réseau de Petri temporel, angl. time petri net
VN vrai négatif, angl. true negative (TN)
VP vrai positif, angl. true positive (TP)
WSN réseau de capteurs sans-fils, angl. wireless sensor network
Glossaire des régions
Au sein de ce document, de nombreuses régions ont été définies par soucis de formalisme.
À dessein de clarté, ci-suit un rappel des notions usuellement utilisées.
Région de couverture
est l’union des régions contenant tous les éléments observables par un capteur
Région de déplacement
est la région des positions ponctuelles potentielles de l’obstacle amovible
Région d’existence
est la région résultante d’une somme de Minkowsky réalisée sur la région de déplacement
avec l’enveloppe de l’obstacle amovible
Région générale de couverture
est l’union de toutes les régions de couverture
Région d’information de confusion
est l’union des régions contenant tous les éléments associés à une information de
confusion particulière
Région d’intérêt
est l’union des régions contenant tous les éléments pertinents pour la réalisation de
l’action
Région de mesure
est la région d’incertitude d’une mesure possible d’un capteur
Sous-région de couverture
est une région minimale issue du partitionnement des régions de couverture au niveau
des couvertures inter-capteurs
Sous-région de mesure
est une région minimale issue du partitionnement des régions de couverture au niveau
des mesures inter-capteurs
Région
est l’union d’un ensemble connexe ouvert et de son ensemble frontière
Région d’interactions
est une région dont les éléments sont des utilisations, dénotant l’interaction avec un
objet
Région de lieux
est une région dont les éléments sont des positions, dénotant le lieu dans l’environnement
