The dissipative properties of spatially nonlocal conductors are investigated in the context of quantum friction acting on an atom moving above a macroscopic body. The focus is on an extended version of the hydrodynamic model for the bulk material's electromagnetic response. It is shown that the standard hydrodynamic description is inadequate for evaluating the frictional force since it completely neglects Landau damping. The extended version of the model contains a frequencydependent compressibility factor for the Fermi liquid and qualitatively resolves this issue. For a quantitative assessment, these results are contrasted with those obtained for the more fundamental Boltzmann-Mermin model. Since the latter is technically involved, the simplicity of the extended hydrodynamic model allows for an easier analysis of the impact of nonlocality on quantum friction for other (planar) geometries. This is illustrated with an example involving a thin slab.
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I. INTRODUCTION
One remarkable feature of quantum theory is the existence of zero-point fluctuations: Even in its state of minimal energy each quantum system is restless. These quantum fluctuations induce macroscopic consequences in the form of experimentally accessible dispersion forces. One prominent representative of such forces is the Casimir effect [1] which, in its original form, is characterized by an attraction between two electrically neutral, non-magnetic bodies placed in vacuum. Over the past decade, another class of quantum-fluctuation-induced phenomena has been intensively investigated. The accent is placed on the non-conservative aspect of the interaction. For instance, when spatially separated objects are set in motion relative to each other, a fluctuation-induced drag force appears and counteracts the dynamics. This nonequilibrium scenario is usually referred to as quantum or Casimir friction [2] [3] [4] [5] [6] [7] [8] . The frictional interaction strongly depends on the optical response of the materials composing the objects in the system. Specifically, in dynamical nonequilibrium, dispersion forces have shown to be very sensitive to the materials' dissipative characteristics [9, 10] . On the one hand, this means that precise predictions for experimental studies of nonequilibrium dispersion forces inevitably call for the use of reliable and well-understood models of the material's optical response. On the other hand, this discloses the potential of these interactions for usage in (quantum) sensing and other technological applications.
Quantum friction between an atom and a planar surface was investigated in the case of spatially dispersive conductors in Refs. [11, 12] . It was pointed out that, when the atom-surface separation z a becomes comparable to the bulk electron's mean free path , Landau damping [13] plays an important role in determining the strength of the interaction. In addition to modifying the functional dependence of the force on z a , Landau damping is responsible for a considerable enhancement of the interaction strength as compared to a local description that would only feature collision-induced damping (i.e., the Drude model [14] ). These results have been obtained by describing the reflection coefficients of the metal in the framework provided by the semi-classical infinite barrier (SCIB) approximation [15] . The dielectric functions where modeled using the Lindhard approach [16] including Mermin correction [17] in the limit of wave vectors smaller than the Fermi wave vector. Equivalently, one could have used a semi-classical approach relying on the Boltzmann equation and involving the zero-temperature Fermi-Dirac distribution for describing the properties of the electrons in the material. This is why the reported enhancement of the frictional force is sometimes referred to as originating from the Boltzmann-Mermin model [18] . Due to its complexity, however, the Boltzmann-Mermin description is not the most practical approach for describing nonlocal electromagnetic interactions. Numerous studies analyzing spatial dispersion in nanophotonic systems use the less complex hydrodynamic model, which describes the electrons in the medium in terms of a charged and compressible fluid. Although it might be sufficient for some calculations involving nanostructured objects, the hydrodynamic model provides a rather rough description of the actual physics of the system. For example, in its simplest but commonly adopted variant, it does not include Landau damping. In order to preserve its appealing simplicity without neglecting important physical characteristics, the hydrodynamic model has been extended in many ways ( see Refs. [19] [20] [21] [22] ).
In this manuscript, we consider a specific modification of the hydrodynamic equations which focuses on the compressibility factor β of the electronic fluid [19] (see Sec. II). Instead of being a real constant as in the standard treatment, the compressibility becomes a complex function of the frequency of the electromagnetic radiation. In the context of atom-surface quantum friction (Sec. III), we compare this extended hydrodynamic model to the Boltzmann-Mermin model on the level of the reflection coefficients for both, a planar interface to an infinitely extended body (Sec. III A) and a finite-sized planar slab (Sec. III B). Specifically, we provide a detailed under-standing in terms of physical processes and connect our findings to the material's dissipative processes which for metals coincide with their resistivity. Based on this, we study the impact of the two models on quantum frictional forces and assess their range of validity. We close our discussion with a summary and further remarks (Sec. IV).
II. MODELS FOR SPATIAL DISPERSION
The description of a spatially nonlocal material and its optical response at the interface with vacuum or another dielectric has been investigated in various contexts by many authors (see for example Refs. [16, 20, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] ). While in the abstract configuration of an infinite bulk material the symmetry of the system allows for a self-consistent description of the dynamics, this turns out to be considerably more difficult as soon as an interface occurs. With a nonlocal description of the material, additional boundary conditions (ABCs) of nonelectromagnetic origin are often required for a complete characterization of the system's optical response. The two models considered in our work are no exception. In order to obtain the reflection coefficients for a planar medium, we follow the SCIB approach which induces an ABC that is equivalent to the specular reflection of electrons at the interface. The bulk optical response is connected to the interface impedance by the relations [15] 
where c is the vacuum speed of light and TE and TM describe the two polarizations of the electromagnetic radiation. l (ω, k) and t (ω, k) denote the nonlocal longitudinal and transverse (bulk) permittivities. They are functions of frequency ω and, due to symmetry reasons, of the modulus of three-dimensional wave vector
where p = p 2 x + p 2 y is the component parallel to the surface and q is the component orthogonal to it.
In previous work [12] , we have used these expressions in conjunction with the permittivity functions given by the Boltzmann-Mermin model for a metal [15] [16] [17] , which we report here for completeness:
where ω p is the plasma frequency of the metal and
are dimensionless functions of the variable u = (ω + iΓ)/(v F k) defined in terms of the Fermi velocity v F and the collision (dissipation) rate Γ. For simplicity, we are going to consider a constant value of Γ in the following. In general, however, Γ contains a temperaturedependent part connected with the type of collision (e.g. electron-electron, electron-phonon) [34, 35] , as well as a temperature-independent part depending on the amount of defects or impurities present in the material [36, 37] . Eqs. (2) and (3) are also consistent with the assumption of a fully degenerated electron gas, valid for T T F (T F ∼ 10 5 K). Based on the Lindhard framework [16] , Eq. (2) includes the so-called Mermin correction [15, 17] , but neglects effects occurring at scales below the electron's de Broglie wavelength, λ B = 2π /(mv F ) (essentially the inverse of the Fermi wave vector and usually of the order of a few tenths of an angstrom), which are outside the range of validity of the theory. The local limit is obtained for |u| → ∞, where both longitudinal and transverse permittivity coincide with the well-known spatially local Drude permittivity
The strongest nonlocal corrections, however, occur for |u| → 0: The dielectric functions show a nonzero complex part connected with the (mathematical) behavior of arccoth[u] for u < 1 even if no collision-induced damping is present (Γ → 0). Physically, the complex part corresponds to Landau damping. This phenomenon describes a situation where the phase velocity of the electromagnetic wave in the electron gas matches or is less than the electrons' speed, i.e. ω/k ≤ v F allowing for the transfer of the electromagnetic fields energy to the electrons. As explained above, the focus of our work lies on the socalled hydrodynamic model. It derives from a description of the electrons in the bulk as quasi-particle excitations of a charged and compressible fluid. The quasi-particle excitations are supposed to obey both, charge conservation (continuity equation) and momentum conservation. The latter is described by means of the Euler equation including collision-induced damping and the Fermi pressure (originating from the Pauli exclusion principle) under the influence of the external Lorentz force [38] . In its linearized version, the permittivity functions for the hydrodynamic model are given by the rather simple expressions
Notice that in this description only the longitudinal permittivity is affected by nonlocality, while the transverse one is identical to the common local expression given by the Drude model, i.e. t (ω, k) ≡ Dr (ω) [14] . In contrast to the Boltzmann-Mermin model, only the TM polarized reflection coefficient is modified relative to its local counterpart [see Eq. (1)]. The most important parameter of the hydrodynamic description is the compressibility of the electron fluid, described by β, which in our case is connected to the Fermi pressure [19] . In the literature, authors have chosen different values for this parameter, the most popular being β 2 = v 2 F /3 and β 2 = 3v 2 F /5. They correspond to different frequency limits (low frequency -Thomas-Fermi description [39] and high frequency, respectively) in the implicit assumptions which lead to the hydrodynamic equations of motion of a degenerate electron gas (for instance, see Refs. [19, 40, 41] ). Independent of its precise value, however, as long as β stays real, the imaginary part of the permittivity is intrinsically connected with the collision-induced damping Γ only. For Γ = 0, apart from a resonant exchange of energy occurring at ω/k = β, the dielectric function describes a system lacking dissipation.
With the aim of providing a more fundamental background for the hydrodynamic description, P. Halevi suggested to compare the two models, i.e. the BoltzmannMermin and hydrodynamic model [19] . In particular, by equating the two longitudinal permittivities in Eq. (2) and Eq. (5), we obtain
An expansion in 1/ |u| gives at the leading order the complex and frequency-dependent compressibility factor,
This function introduces an additional phase between the plasma oscillations and the electromagnetic radiation. It also adequately reproduces the limiting values of β for the low and and high frequency limit, respectively. Interestingly enough, despite the fact that the expansion in 1/ |u| is consistent with a limit of weak spatial dispersion, some features of the Landau damping are preserved as long as the collisional damping is large enough. Indeed from 1/ |u| 1, we obtain
which sets a lower bound to the validity of the approximation in terms of the phase velocity of the electromagnetic field. More importantly, it shows that the approximation (7) still allows for waves with a phase velocity smaller than the electrons' speed, hence allowing for Landau damping. Since Landau damping plays a significant role in quantum friction at small atom-surface separations, it is interesting to analyze the impact of Eq. (7) on the drag force. We study whether the extension to the usual hydrodynamic model proposed by Halevi can reproduce the features of the more fundamental BoltzmannMermin model. Finally, we like to note that recently Mortensen et al. [20] have suggested a similar extension of the standard hydrodynamic model via a complex compressibility coefficient in order to capture the physics of nano-gap structures in numerical evaluations.
III. ATOM-SURFACE QUANTUM FRICTION
For our purpose, it is convenient to briefly review the theory of quantum friction. We refer to the literature for more details (for instance, see Refs. [10, 42, 43] ). Throughout the manuscript we assume for simplicity that system is at zero temperature. For an atom or another microscopic object (nano-particle) moving in vacuum at constant velocity v and constant height z a above a flat surface, the quantum frictional force F is given by [43, 44] 
The subscript I indicates the imaginary part of the corresponding quantity. S(ω, v) is the velocity-dependent atomic power spectrum and G is the Fourier transform with respect to the planar coordinates of the electromagnetic Green tensor. For a flat surface, the expression of the latter can be given in terms of a linear combination of the transverse electric and magnetic reflection coefficients [45] [see Eqs. (14) and (22)]. For simplicity, in Eq. (9) we model the moving particle as a rigid dipolê d(t) = dq(t), where d is the static dipole vector and q(t) describes the dipole's internal dynamics. Although quantum friction shares many aspects with the equilibrium Casimir-Polder interaction, it clearly displays features which are specific of a non-conservative interaction. Specfically, the drag force is strongly connected with the system's dissipative behavior. In our setup, dissipation can arise in (i) the macroscopic material of the surface and (ii) the particle's internal degrees of freedom. For the metallic surface (i), this points to the collision-induced damping and, if present, to Landau damping of the electron fluid. In the case of the moving microscopic object (ii), the origin of dissipation is different depending on whether the particle features some form of internal dissipation (as it is the case, e.g., for a metallic nanoparticle) or whether the damping is induced by the interaction with the electromagnetic field only, as it is the case in an atomic system. In this work, we only consider the latter case, where the radiation dressing, backaction and their interplay with the surface characterize the interaction between atom and surface [46] . If the internal dynamics is described in terms of a harmonic oscillator, the atomic power spectrum reads as
where α(ω, v) is the velocity-dependent atomic polarizability and θ(ω) is the Heaviside step function [46] . In our non-relativistic description, quantum friction on atoms originates from the interaction at frequencies 0 ≤ ω v/z a (v = |v|). Hence, for sufficiently low velocities, only the low-frequency features of the atomic power spectrum and the bulk material's optical response are of interest. For many practical cases, it is therefore sufficient to restrict the description of materials to their conducting properties. For typical velocities (speed of sound and slower), this corresponds to a frequency region where common materials (including those considered in our work) are Ohmic, i.e. r I (ω, k) ∝ ω. Under these circumstances and for a motion within the near field of the surface (strongest interaction), the force is well approximated by [12] 
Here, F = F v/v and we have defined
where 0 denotes the vacuum permittivity. The constants α ii are the diagonal components of the static atomic polarizability tensor, which for our model is given by the dyadic α 0 = 2dd/ ω a with ω a being the characteristic atomic transition frequency. The sign in Eq. (11) highlights that the force is oriented opposite to the direction of motion and, as expected, the definition of D n (z a ) shows that it is connected to the dissipative properties of the surface (imaginary part of the reflection coefficient). Notice that in the near-field limit, as long as the atom is described in terms of an electric dipole, the dominant contribution to the interaction is provided solely by the TM-polarized field. Further, D n (z a ) also defines the functional dependence of the frictional force on the atom-surface separation z a . For a spatially local material, the reflection coefficients are independent of the wave vector and we find in the Ohmic regime [∂ ω r TM I (ω) |ω=0 ] = 2 0 ρ lc , where ρ lc is a constant related to dissipation in the material. For the local Drude conductor, the permittivity at low frequencies is asymptotic
is the metal's resistivity. The integral in Eq. (12b) can be readily evaluated to for the different models analyzed in the main text. Both, the Boltzmann-Mermin (red) and the extended hydrodynamic model with a frequency-dependent compressibility factor (black) feature a maximum in ρ(p) for pλTF ∼ 1/5 and pλTF ∼ 1/2, respectively. The standard hydrodynamic description (gray) with constant and real β (here equal to vF / √ 3) corresponds to a ρ(p)/ρ lc which tends to one for pλTF 1 and monotonically decreases to zero for pλTF 1. Typical parameters for gold have been chosen, namely Γ = 30 meV, ωp = 9 eV [47] and vF = α fs c with α fs the fine-structure constant.
demonstrating that
A. A nonlocal infinite half space
The above expressions also indicate how spatial dispersion can modify the frictional interaction. While the dependence on the velocity is essentially not affected by nonlocality, the force can be modified both, in its strength and in its functional dependence on the atomsurface separation through the expression for D n (z a ). In simple terms, the main difference with respect to the local case is that the material resistivity is no longer described by a constant. Rather, as soon as spatial nonlocality is considered, the material resistivity becomes a function of the wave vector parallel to the surface p. In analogy with the local description we define the nonlocal resistivity as ρ(p) ≡ ∂ ω r TM I (ω, p) |ω=0 /(2 0 ). In principle, one could also define a resistivity connected to the transverse electric reflection coefficient. Since the TE-waves give a sub-leading contribution in the near field, we skipped this distinction in order to keep the notational complexity at bay. The TM-reflection coefficient, for the interface to an infinitely extended half space medium can be written as a function of the surface impedance, i.e.
where
is the corresponding relation of the vacuum given by Eq. (1a) with = 1. We obtain for the spatially nonlocal resistivity
In general, Eq. (15) depends on all the intrinsic lengthscales characterizing the material. The most relevant ones for our analysis are the Thomas-Fermi screening length λ TF = v F /( √ 3ω p ) and the mean free path = v F /Γ, with typical values between a few angstroms and a few tens of nanometers, respectively. Figure 1 shows the resistivity as a function of the wavector for the permittivities in Eq. (2) and Eq. (5). For the description based on the Boltzmann-Mermin model, the resistivity ρ(p) features a maximum around p ∼ 1/(5λ TF ), where it can be more than an order of magnitude larger than its local counterpart, ρ lc = Γ/( 0 ω 2 p ). In the case of the hydrodynamic description with a frequency-dependent compressibility factor, the resistivity has instead a maximum for p ∼ 1/(2λ TF ) with a value that is ∼ 2ω 2 p /(5Γ 2 ) times larger than the value for the local description. At this point, we should like to note that the behavior of β(ω) is essential for this result: The resistivity for the extended hydrodynamic model can indeed be written as the sum of two contributions
The expression ρ H (p) is the resistivity one would have obtained for a constant value of β = β(0), i.e. for the usual common hydrodynamic description, while ρ Ld (p) is a correction due to the frequency dependence of the compressibility factor (∼ ∂ ω β(ω) |ω=0 ). The first term is dominated by the collision-induced damping of quasiparticles in the conductor. It monotonously decreases from the value ρ lc for pλ TF 1 to zero for pλ TF 1. It is, therefore, the second contribution, ρ Ld (p), which dominates ρ eH (p) in the nonlocal regime and gives rise to the aforementioned maximum. Due to its intrinsic connection to the frequency-dependence of the compressibility factor β(ω), ρ Ld (p) physically encodes the process of Landau damping. For very large wave vectors, p −1 , spatial dispersion becomes negligible and both the hydrodynamic and the Boltzmann-Mermin model (see Fig.  1 and Ref. [12] ) approach the local Drude description. More detailed expressions can be found in the Appendix A. Inspecting the force in Eq. (9) and the definition of D n (z a ), we can conclude that a constant compressibility factor in the (nonlocal) hydrodynamic description modifies the quantum frictional force relative to that with the local counterpart of the material model only for distances z a λ TF . These are distances outside the range of validity of our theory. Conversely, if β = β(ω), modifications already occur for considerably larger atom-surface separations (z a ∼ ). Figure 1 shows that, although the resistivity of the extended hydrodynamic model qualitatively resembles the Boltzmann-Mermin model, it quantitatively overestimates the impact of nonlocality. . We normalize to the local Drude result F lc (see Eq. (13) and Ref. [12] ). The drag force near a semiinfinite bulk and a slab with thickness d = 10 2 λTF ≈ 9nm is depicted. The black (bulk) and the red (slab) lines corresponds to the permittivity given by the extended hydrodynamic model. The gray (bulk) and the orange (slab) lines refer instead to the Boltzmann-Mermin model. The asymptotes of Eqs. (17) and (24) This behavior is reflected in the frictional force. Indeed, from Eq. (12b) we obtain that the dominant contributions to the force in the planar setup stem from wave vectors p ∼ 1/(2z a ). In accordance with the maxima of the corresponding resistivity (see Fig. 1 ), quantum friction thus features a maximum at z a ∼ 10λ TF for the Boltzmann-Mermin description and a maximum at z a ∼ 4λ TF for the hydrodynamic model. Further, both models predict an enhancement of several orders of magnitude for the frictional interaction. Again, despite the qualitative similarities in the behavior of the force, if the Boltzmann-Mermin description is taken as reference, the extended hydrodynamic model gives rise to a force which is several orders of magnitude larger (see Fig. 2 ). To be more concrete, we average over all dipole orientations in Eq. (11) and find that in the nonlocal regime (z a ∼ )
For separations z a ¯ ≈ 1.4 ωp Γ , Landau damping completely looses impact and the extended hydrodynamic description transitions into the regime dominated by spatially local (Drude) physics (see Appendix A). Employing the extended hydrodynamic description, the frictional force is still described by a power law, but as compared to the local model with a different exponent. In contrast, in Ref. [12] it was shown that the Boltzmann-Mermin model produces a logarithmic behavior. Still, the hydrodynamic model for conducting materials in the form suggested by Halevi offers an analytically much simpler structure whilst conserving the most important physical features. In this way, it becomes adequate for qualita- tively studying more complicated geometries which we illustrate in the following section by considering the interaction with a planar slab (thin film) of metal. At this point, it is interesting to discuss the validity of the Ohmic approximation for the material models considerd in our work (see Fig. 3 ). While all descriptions are essentially equivalent for frequencies larger or of the order of the surface plasmon-polariton resonance ω sp (see Ref.
[48]), they are very different in the low frequency region. The Ohmic range, where the r TM I ∝ ω, is characteristic of each model. While for the local description and the standard hydrodynamic expression r TM I ∝ ω for ω ω sp , the Boltzmann-Mermin model as well as the extended hydrodynamic model feature additional length scales limiting the Ohmic approximation. The Boltzmann-Mermin model displays Ohmic behavior as long as the radiation's frequency dominating the interaction ω is smaller than either the collision-rate Γ or than the value v F p. In other words, the material is Ohmic as long as some damping mechanism (either collision-induced or Landau damping) is present. Note that both frequency scales are encoded in the parameter u [see its definition after Eqs. (3)]. In the extended hydrodynamic model with the Halevi correction, however, only one of the above frequency scales is present. Mathematically, this can be seen from the linear relation between the compressibility factor and the Fermi velocity β ∝ v F ( Since v F is constant, the only intrinsic frequency scale derives from the complex prefactor and is given by the dissipation rate Γ. For frequencies ω Γ, the model automatically approaches its high-frequency limit. Further, we want to comment on the range of validity of the asymptotic expression in Eq. (11) which is based on the Ohmic behavior of the reflection coefficient. Since the scaling of the reflection coefficient with frequency is intrinsically connected to the velocity scaling of the force [49] , each model leads to a different velocity dependence of the frictional force above the Ohmic threshold. As a rough estimate of the threshold velocity v th for the hydrodynamic model with frequency-dependent β, we compare its linear regime with the value of the reflection coefficient at its plateau, where ω ∼ Γ (see black curve in Fig. 3 ). This constraints the validity of the linear regime of the extended hydrodynamic model to frequencies ω r
TF ), where ρ eH is the respective resistivity. Since the frictional force on atoms is dominated by frequencies ω p · v and for the planar geometry we have that p ∼ z −1 a [46] , we conclude that the Ohmic response of the extended hydrodynamic model holds for velocities (see Fig. 4 )
Notice that, due to the integration over the frequency appearing in the definition of quantum friction, these features are smoothed out in the force, reducing these differences in the functional dependence on the velocity as can be seen in Fig. 4 .
B. Nonlocal thin films
One major (technical) inconvenience of the Boltzmann-Mermin model is its complexity which leads to rather involved mathematical expressions when going beyond the simple half-space geometry that we have considered so far. In fact, this already applies to slab geometries. Consequently, owing to their more transparent mathematical expressions, we limit the following discussion of thin metal films to the extended hydrodynamic model. To contrast our findings, we report the numerical results for the Boltzmann-Mermin model and provide a physical interpretation in terms of the system's length scales. The description of a slab's reflection coefficients requires a non-trivial mathematical treatment when nonlocality is taken into account. The main reason is that the field in a spatially dispersive medium is not necessarily transverse and the distinction between transverse and longitudinal waves becomes important.
For propagation along the z-direction (perpendicular to the surface) in bulk we can associate two field components, for example E x and B y , with the transverse propagation and the field component E z and the scalar potential φ with the longitudinal propagation. For planar geometries such as single-or multi-layered systems stacked in z-direction, the propagation can then be described using the transfer-matrix approach [50, 51] . For a nonlocal layer with thickness d this technique relates the fields at one interface (z = z 0 ) to those on the opposite interface (z = z 0 + d), i.e.
where Y σ (d) is a 4 × 4 transfer matrix containing information about the propagation through the medium and σ indicates the different transverse polarizations TM and TE. At each interface, both longitudinal and transverse fields are then connected via ABCs [26, 27, [52] [53] [54] . The ABCs effectively reduce the four independent fields of Eq. (19) to the two transverse fields of the local material adjacent to the nonlocal slab of finite extent,
The resulting 2 × 2 transfer matrix is given by
and cs σ nl (d) are complex functions describing the propagation in the nonlocal medium and the interaction with the two interfaces that limit the nonlocal layer. Here, we refrain from displaying the resulting, rather lengthy expression of cs
Instead, we refer to the Appendix B and to previous works for their detailed description [55] . Applying this transfer-matrix approach, the TM-polarized reflection coefficient for a thin slab can be written as (23) and below]. We report the corresponding asymptotic characteristics in gray (dashed line for ρ Ld (p) and dotted line for ρH(p) coth[dp]). The parameters are the same as in Fig. 1 and we set the layer thickness
where, in order to shorten the notation, we have dropped the explicit d-dependence. In Fig. 5 we depict the imaginary part of the reflection coefficient in Eq. (22) as a function of the wave vector p and compare it to the corresponding result of a half-space geometry [see Eq. (14)]. The graph highlights how in the slab geometry the behavior for small wavevectors is altered due to the occurrence of the additional geometric length scale d. At low frequencies, for values p λ
TF where the material exhibits nonlocal behavior, the imaginary part of the reflection coefficient in Eq. (22) is related to the slab resistivity
Equation (23) generalizes the expression for the resistivity in Eq. (16) to the slab geometry. The two contributions are depicted as gray lines in Fig. 5 . As already shown in Sec. III A, the Landau damping dominates the hydrodynamic resistivity for wave vectors p −1 . However, for p 1/d the collision-induced contribution experiences an enhancement via the coth[pd] factor. The enhancement of the collision-induced damping in the slab geometry relative to the half-space geometry can be understood by the symmetric coupling of the two surface plasmon-polaritons (SPPs) [56] [57] [58] at the two surfaces and has already been discussed for local materials in [49] . The transition wave vector, for which the contribution of the enhanced collision-induced and Landau damping exchange their role, is now given by
√ dλ TF and can be obtained by equating the expressions of the corresponding resistivities [see Eq. (23)]. In Fig. 2 , we depict the quantum frictional force on an atom moving above a thin nonlocal slab. For distances d z a , Eq. (17) is modified with respect to the half-space results, i.e.
The first term coincides with the force expected of a local Drude slab (see Ref. [49] ). It dominates for sepa-
sb , where the interaction can resolve the structural details, i.e., the finite spatial extension d and the SPP coupling comes into play. The latter enhances the contribution of collision-induced damping and makes the corresponding force less sensitive to changes in the atom-surface separation [49] . Hence, this process dominates for large distances such that the physics is sufficiently described by the local Drude model. The situation changes when the atom approaches the surface: The second term of Eq. (24) is identically the result of Eq. (17) and corresponds to a bulk response dominated by Landau damping. Below sb , the interaction characterized by wavelengths λ z a cannot resolve the full geometry of the slab and perceives the surface as an infinitely extended bulk. For comparison, we report the numerical evaluation of the frictional force using the more involved Boltzmann-Mermin model (see Fig. 2 ). Noteworthy, the Boltzmann-Mermin model qualitatively and for larger separations (in the near-field description) also quantitatively confirms the findings we already obtained with the extended hydrodynamic description. Since the electron's mean free path that defines the regime of nonlocality, , is shorter than the length scale characterizing the transition from bulk to slab physics, sb , the model automatically approaches its local limit for separations z a sb . Consequently, for the chosen material and geometry, the effects of spatial nonlocality play a subleading role as soon as the physics of quantum friction is dominated by the finite slab geometry.
IV. CONCLUSION AND DISCUSSIONS
In the present work, we have analyzed the drag force experienced by a moving atom interacting with a spatially dispersive conductor. We have placed special emphasis on the modeling of the conductor's low-frequency behavior and have compared an extended hydrodynamic description put forward by Halevi [19] to the rather involved Boltzmann-Mermin model [12] . The extended hydrodynamic description incorporates a complex-valued frequency-dependent compressibility factor of the Fermi fluid which can be deduced from an expansion of the Boltzmann-Mermin model for weak spatial nonlocality. Although much simpler than the Boltzmann-Mermin model, the extended hydrodynamic description does include dissipative energy transfer mechanisms in terms of Landau damping and thus sharply contrasts to the standard hydrodynamic approaches that utilize real-valued and frequency-independent compressibility factor. The extended hydrodynamic model is, therefore, well-suited to qualitatively investigate the impact of nonlocal damping mechanisms on geometrically and/or dynamically complex quantum-optical setups.
We have illustrated this by computing quantum friction forces for both, infinite half-spaces and thin metallic slabs. In the half-space geometry, we have shown that the extended hydrodynamic model essentially contains the enhancement of the force with respect to a local Drude description predicted by the Boltzmann-Mermin model for atom-surface separations of the order of the bulk electron's mean free path. This result is related to Landau damping and is not present in the standard hydrodynamic description. However, the extended hydrodynamic description overestimates the enhancement by several orders of magnitude with respect to the more fundamental Boltzmann-Mermin model. On the other hand, for the slab geometry the extended hydrodynamic description has proved to be very practical in order to gain reliable insights into the interplay of the different physical damping processes: For atom-surface separations smaller than sb , a characteristic length scale connected to the slab's thickness and the internal damping mechanisms of the material (see Sec. III B), the interaction is insensitive to the slab's finite thickness, resulting in a frictional force which equals that obtained for the half-space geometry. For larger separations, however, the interaction involves the surface-plasmon polaritons which couple across the slab. The finite thickness of the slab appreciably influences their behavior and the frictional force experiences a modification in its functional dependence on the atom-surface separation. Interestingly, as long as the slab thickness is not much smaller than the mean free path, the impact of spatial nonlocality in the extended hydrodynamic description becomes negligible and the force coincides with the result using a local Drude description of the material. This phenomenon is connected to the distinct natures of collision-induced and Landau damping, respectively. Collision-induced damping describes a multi-scattering average of the quasi-particles in the Fermi liquid with respect to the wavelength of the electromagnetic mode, which is also available in spatially local material models independent of the radiation's wave vector. Landau damping is intrinsically connected to the spatial correlation in the system and thereby couples nontrivially to the length scales of the slab geometry. In the slab geometry, the impact of the latter turns out to be more constrained with respect to the half-space geometry.
The standard hydrodynamic model has become popular in describing the nonlocal optical response of nanophotonic systems [59, 60] . Commonly, one has to solve Maxwell's equations in non-trivial geometries and relies here on sophisticated numerical solvers (see e.g. Ref.
[61] for a method in the time-domain), where material descriptions are included by means of partial differential equations for macroscopic electrodynamic quantities fulfilling additional boundary conditions [60] . Including descriptions as complex as the Boltzmann-Mermin model is, therefore, numerically a highly non-trivial problem (especially for non-planar geometries) and researchers are pushing towards extensions of the hydrodynamic equations [20, 32] . Our analyses delineates the limits of applicability of the aforementioned material models in the context of nonequilibrium fluctuation-induced interactions and provides a transparent physical interpretation of the roles of collision-induced and Landau damping. In view of the serious challenges related to a numerical implementation of the more fundamental Boltzmann-Mermin model and the relative ease of implementing the standard hydrodynamic model, our work is also of relevance for further investigations regarding extensions of the hydrodynamic description. An example is provided by the analysis of Casimir(-Polder) forces in systems involving spatially nonlocal material and non-trivial geometries beyond the analytically accessible cases. [62, 63] . and the other is connected to Landau damping in the bulk,
Here, the prime denotes the derivative with respect to frequency. This second term only appear for a complexvalued and frequency-dependent compressibility factor β(ω) and in the main text this was associated with a resistivity originating from Landau damping. Models with real-valued β only feature the collision-induced resistivity ρ H . Further, while both R(x) and ρ H are monotonously decreasing functions of x, ρ Ld (x) first monotonously increases, then exhibits a maximum at
, and finally monotonously approaches zero for increasing x. This behavior becomes apparent in Fig. 1 . From Eq. (11), we infer that the low-velocity quantum frictional force is given in terms of the function D n (z a ) with n = 0, 1, 2. Since the latter is a linear functional of the resistivity, it also decomposes into two contributions related to collision-induced and Landau damping, respectively. In particular, we have
which can be evaluated exactly for the limiting cases of small and large x = pλ TF , respectively, yielding , z a λ TF .
Here, we have introduced the abbreviation ρ lc = Γ/( 0 ω 2 p ) and have used that iβ (0)/( 0 β(0)) = 2/(5 0 Γ). For typical metals, the Thomas-Fermi screening length λ TF lies in the range of a few angstroms, a range for that our theory is not valid anymore. Hence, for all practical cases, we have the situation that z a λ TF and the second set of lines of Eqs. (A8) apply. This means that D H n ≈ D lc n reduces to the local Drude result D lc n reported in Ref. [46] and we obtain for the quantum frictional force experienced by an atom in the half-space geometry 
Noticing that the second term is dominant in the nonlocal regime, the expression restores the relation reported in Eq. (17) . From the previous equation, we conclude that the frictional force using the extended hydrodynamic model differs substantially from the local Drude result F lc for separations z a ¯ := 1 √ 3 + 1 4 51 5
This has been confirmed by numerical evaluation (see Fig. 2 ).
Appendix B: Transfer-Matrix Approach using the hydrodynamic model
As discussed in Sec. III B, without ABCs the hydrodynamic model yields four linearly independent variables (E x , cB y , E z , φ) [27] . In the transfer-matrix approach, the propagation of those fields through a single hydrodynamic slab is written in terms of a 4 × 4 matrix Y(d) σ with respect to these four variables [see Eq. (19) ]. This matrix,
is composed of a propagation matrix of left-and rightpropagating transverse and longitudinal fields
where q t/l are implicitly defined via t (ω)ω 2 = (p 2 + q 2 t )c 2 and l (ω, p 2 + q 2 l ) = 0, (B3)
which is "sandwiched" between two surface impedance matrices at the respective interfaces. In fact, owing to the symmetry of the system, one of the interface matrices is the inverse of the other [as anticipated in Eq. (B1)]. Explicitly, the interface matrix reads .
(B5) However, if we apply the ABCs at the interfaces, we match the fields of the nonlocal material with the fields of the adjacent local material and thus obtain the reduced 2 × 2 transfer matrix for local materials, as written in Eq. (21) [55] .
