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Abstract
Effective non-parametric density estimation is a key challenge
in high-dimensional multivariate data analysis. In this paper,
we propose a novel approach that builds upon tensor factor-
ization tools. Any multivariate density can be represented by
its characteristic function, via the Fourier transform. If the
sought density is compactly supported, then its characteristic
function can be approximated, within controllable error, by
a finite tensor of leading Fourier coefficients, whose size de-
pends on the smoothness of the underlying density. This tensor
can be naturally estimated from observed realizations of the
random vector of interest, via sample averaging. In order to
circumvent the curse of dimensionality, we introduce a low-
rank model of this characteristic tensor, which significantly
improves the density estimate especially for high-dimensional
data and/or in the sample-starved regime. By virtue of unique-
ness of low-rank tensor decomposition, under certain condi-
tions, our method enables learning the true data-generating
distribution. We demonstrate the very promising performance
of the proposed method using several measured datasets.
1 Introduction
Density estimation is a fundamental yet challenging problem
in data analysis and machine learning. Density estimation is
the task of learning the joint Probability Density Function
(PDF) from a set of observed data points, sampled from an
unknown underlying data-generating distribution. A model of
the density function of a continuous random vector provides
a complete description of the joint statistical properties of the
data and can be used to perform tasks such as computing the
most likely value of a subset of elements (“features”) con-
ditioned on others, computing any marginal or conditional
distribution, and deriving optimal estimators. Density estima-
tion has a wide range of applications including classification
(Schmah et al. 2009; Ray et al. 2017), clustering (Ester et al.
1996), data synthesis (Zen and Senior 2014), data comple-
tion (Titterington and Sedransk 1989) and reconstruction
related applications (Balle´, Laparra, and Simoncelli 2016),
as well as learning statistical regularities such as skewness,
tail behavior, multi-modality or other structures present in
the data (Silverman 2018).
Existing work on density estimation can be mainly cate-
gorized into parametric approaches such as Gaussian Mix-
ture Models (GMM) (Pearson 1894), and non-parametric
approaches such as Histogram (Rosenblatt 1956) and Kernel
Density Estimation (KDE) (Parzen 1962). A density model
must be expressive – flexible enough to represent a wide class
of distributions, and tractable and scalable (computationally
and memory-wise) at the same time (expressivity-tractability
trade-off). Over the last decade, feed-forward neural network
based density estimation methods (Germain et al. 2015; Uria
et al. 2016; Papamakarios, Pavlakou, and Murray 2017) have
gained increasing attention. These models provide a tractable
way to evaluate high-dimensional densities point-wise. On
the other hand, generative adversarial nets (Goodfellow et al.
2014) and variational autoencoders (Kingma and Welling
2014) can be used to obtain models which allow sampling –
these are generative models.
In this paper, we develop a novel non-parametric method
for multivariate PDF estimation based on tensor rank de-
composition – known as Canonical Polyadic Decomposition
(CPD) (Hitchcock 1927; Harshman et al. 1970). CPD is a
powerful model that can parsimoniously represent high-order
data tensors exactly or approximately, and its distinguish-
ing feature is that under certain reasonable conditions it is
unique – see (Sidiropoulos et al. 2017) for a recent tutorial
overview. Any compactly supported density can be approx-
imated, within controllable error, by a finite characteristic
tensor of leading complex Fourier coefficients, whose size
depends on the smoothness of the density. This characteris-
tic tensor can be naturally estimated via sample averaging
from realizations of the random vector of interest. In order
to circumvent the curse of dimensionality (CoD) and further
denoise the naive sample averaging estimates, we introduce a
low-rank model of the characteristic tensor, whose degrees of
freedom (for fixed rank) grow linearly with the random vector
dimension. Low-rank modeling significantly improves the
density estimate especially for high-dimensional data and/or
in the sample-starved regime. By virtue of uniqueness of
low-rank tensor decomposition, under certain conditions, our
method enables learning the true data-generating distribution.
In order to handle incomplete data (vector realizations with
missing entries) as well as scaling up to high-dimensional
vectors, we further introduce coupled low-rank decomposi-
tion of lower-order characteristic tensors corresponding to
smaller subsets of variables that share ‘anchor’ variables, and
show that this still enables recovery of the global density,
under certain conditions. As an added benefit, our approach
yields a generative model of the sought density, from which
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it is very easy to sample from. This is because our low-rank
model of the characteristic tensor admits a naive Bayes inter-
pretation. A corresponding result for finite-alphabet random
vectors was first pointed out in (Kargas, Sidiropoulos, and Fu
2018). In contrast to (Kargas, Sidiropoulos, and Fu 2018), our
approach applies to continuous random vectors possessing a
compactly supported multivariate density function. From an
algorithmic standpoint, we formulate a constrained coupled
tensor factorization problem and develop a Block Coordinate
Descent (BCD) algorithm. We provide convincing experimen-
tal results that corroborate the effectiveness of the proposed
method.
2 Background
2.1 Related work
Density estimation has been the subject of extensive research
in statistics and the machine learning community. Methods
for density estimation can broadly be classified as either para-
metric or non-parametric. Parametric density estimation as-
sumes that the data are drawn from a known parametric fam-
ily of distributions, characterized by a fixed number of tun-
able parameters. Parameter estimation is usually performed
by maximizing the likelihood of the observed data. One of the
most widely used parametric models is the Gaussian Mixture
Model (GMM). GMMs can approximate any density function
if the number of components is large enough (McLachlan
and Basford 1988). However, a large number of components
may be required for good approximation of the unknown
density. Increasing the number of components introduces
computational challenges and may require a large amount
of data (Chen 1995). Misspecification and inconsistent es-
timation is less likely to occur with nonparametric density
estimation.
The most widely-used approach for nonparametric density
estimation is Kernel Density Estimation (KDE) (Rosenblatt
1956; Parzen 1962). The key idea of KDE is to estimate the
density by means of a sum of kernel functions centered at
the given observations. However, worst-case theoretical re-
sults show that its performance worsens exponentially with
the dimension of the data vector (Scott 1991). Our approach
is motivated by the Orthogonal Series Density Estimation
(OSDE) (Girolami 2002; Efromovich 2010), a powerful non-
parametric estimation methodology. OSDE approximates a
probability density function using a truncated sum of or-
thonormal basis functions, which may be trigonometric, poly-
nomial, wavelet etc. However, OSDE becomes computation-
ally intractable even for as few as 10 dimensions, since the
number of parameters grows exponentially with the number
of dimensions. Unlike OSDE, our approach is able to scale
to much higher dimensions.
Recently, several density evaluation and modeling meth-
ods that rely on neural networks have been proposed.
Real-valued Neural Autoregressive Distribution Estimator
(RNADE) (Uria, Murray, and Larochelle 2013) is among
the best performing neural density estimators and has shown
great potential in scaling to high-dimensional distribution
estimation problems. These so-called autoregressive models
(not to be confused with classical AR models for time-series)
decompose the joint density as a product of one-dimensional
conditionals of increasing conditioning order, and model each
conditional density with a parametric model. Normalizing
Flows (NF) (Rezende and Mohamed 2015) models start with
a base density e.g., standard Gaussian, and stack a series
of invertible transformations with tractable Jacobian to ap-
proximate the target density. Masked Autoregressive Flow
(MAF) (Papamakarios, Pavlakou, and Murray 2017) is a type
of NF model, where the transformation layer is built as an au-
toregressive neural network. These methods do not construct
a joint PDF model but rather serve for point-wise density
evaluation. That is, for any given input vector (realization),
they output an estimate of the density evaluated at that partic-
ular input vector (point). For small vector dimensions, e.g.,
two or three, it is possible to evaluate all inputs on a dense
grid, thereby obtaining a histogram-like density estimate;
but the curse of dimensionality kicks in for high vector di-
mensions, where this is no longer an option. Additionally,
these methods cannot impute more than very few missing ele-
ments in the input, for the same reason (grid search becomes
combinatorial).
2.2 Notation
In this section we briefly present notation conventions and
some tensor algebra preliminaries. We use the symbols x,
X, X for vectors, matrices and tensors respectively. We use
the notation x(n), X(:, n), X(:, :, n) to refer to a particular
element of a vector, a column of a matrix and a slab of
a tensor. Symbols ‖x‖2 and ‖X‖F correspond to l2 norm
and Frobenius norm. Symbols ◦, ⊗, ~,  denote the outer,
Kronecker, Hadamard and Khatri-Rao product respectively.
The vectorization operator is denoted as vec(X), vec(X) for
a matrix and tensor respectively.
2.3 Relevant tensor algebra
An N -way tensor Φ ∈ CI1×I2×···×IN is a multidimensional
array whose elements are indexed by N indices. Any tensor
can be decomposed as a sum of F rank-1 tensors
Φ =
F∑
f=1
A1(:, f) ◦A2(:, f) ◦ · · · ◦AN (:, f), (1)
where An ∈ CIn×F . We use Φ = [[A1, . . . ,AN ]] to denote
the decomposition. When F is minimal, it is called the rank of
tensor Φ, and the decomposition is called Canonical Polyadic
Decomposition (CPD). A particular element of the tensor
is given by Φ(i1, i2, . . . , iN ) =
∑F
f=1
∏N
n=1 An(in, f).
The vectorized form of the tensor can be expressed as
vec(Φ) =
(Nn=1An)1. We can express the mode-n
matrix unfolding which is a concatenation of all mode-n
‘fibers’ of the tensor as Φ(n) = (k 6=nAk)AnT , where
(k 6=nAn) = AN  · · · An+1 An−1  · · · A1. A
key property of the CPD is that the rank-1 components are
unique under mild conditions.
Theorem 1 (Sidiropoulos and Bro 2000): Given Φ =
[[λ,A1, . . . ,AN ]], if
∑N
n=1 kAn ≥ 2F + N − 1, then the
rank of Φ is F and the decomposition of Φ in rank-one terms
is unique. Here, kA denotes the Kruskal rank of the matrix
A, which is the largest integer k such that every k columns
of A are linearly independent.
Better results allowing for higher tensor rank are available
for generic tensors of given rank.
Theorem 2 (Chiantini and Ottaviani 2012): Given Φ =
[[λ,A1,A2,A3]], assume, without loss of generality, that
I1 ≤ I2 ≤ I3. Let α, β be the largest integers such that
2α ≤ I1 and 2β ≤ I2. If F ≤ 2α+β−2 the decomposition of
Φ in rank-one terms is unique almost surely.
3 A Characteristic Function Approach
The characteristic function of a random variable X is the
Fourier transform of its density, and it can be interpreted as
an expectation: the Fourier transform at frequency ν ∈ R
is E
[
ejνX
]
. Similarly, the multivariate characteristic func-
tion is the multidimensional Fourier transform of the density
of a random vector X , which can again be interpreted as
the expectation E[ejν
TX ], where ν is a vector of frequency
variables. The expectation interpretation is crucial, because
ensemble averages can be estimated via sample averages; and
whereas direct nonparametric density estimation at point x
requires samples around x, estimating the characteristic func-
tion enables reusing all samples globally, thus enabling better
sample averaging and generalization. This point is the first
key to our approach. The difficulty, however, is that pinning
down the characteristic function seemingly requires estimat-
ing an uncountable set of parameters. We need to reduce
this to a finite parametrization with controllable error, and
ultimately distill a parsimonious model that can learn from
limited data and still generalize well. Towards this end, we
will use two key ingredients
1. compactness of support and continuity of the underlying
density and its derivatives; and
2. low-rank tensor modeling.
3.1 The Univariate Case
Given a real-valued random variableX with compact support
SX , the Probability Density Function (PDF) fX and its cor-
responding Characteristic Function (CF) ΦX form a Fourier
transform pair:
ΦX(ν) :=
∫
SX
fX(x)e
jνxdx = E[ejνX ], (2)
fX(x) :=
1
2pi
∫ ∞
−∞
ΦX(ν)e
−jνxdν. (3)
Note that ΦX(0) =
∫∞
−∞ fX(x)dx = 1. Without loss of gen-
erality, we can apply range normalization and mean shifting
so that sX + c ∈ [0, 1] – the transformation is invertible. We
may therefore assume that SX = [0, 1]. Every PDF supported
in [0, 1] can be uniquely represented over its support by an
infinite Fourier series,
fX(x) =
∞∑
k=−∞
ΦX [k]e
−j2pikx, (4)
where ΦX [k] = ΦX(ν)
∣∣
ν=2pik
, k ∈ Z.
This shows that countable parametrization through sam-
ples of the characteristic function suffices for compactly sup-
ported densities. But this is still not enough - we need a
finite parametrization. Thankfully, if fX is sufficiently dif-
ferentiable in the sense that fX ∈ Cp i.e., all its derivatives
∂fX
∂x ,
∂2fX
∂x2 , · · · , ∂
pfX
∂xp exist and are continuous we have that
Lemma 1 (e.g., see (Plonka et al. 2018)): If fX ∈ Cp, then
|ΦX [k]| = O( 11+|k|p ).
It is therefore possible to use an appropriately truncated
series f˜X(x) =
∑K
k=−KΦX [k]e
−j2pikx, without incurring
significant error. Invoking Parseval’s Theorem ‖f − f˜‖22 =∑
|k|>K |ΦX [k]|2, which is controllable by the smooth-
ing parameter K. The k-th Fourier coefficient ΦX [k] =∫ 1
0
fX(x)e
j2pikxdx = E[ej2pikX ] can be conveniently esti-
mated via the sample mean Φ̂X [k] = 1M
M∑
m=1
ej2pikxm . Here
M is the number of available realizations of the random
variable X .
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Figure 1: Illustration of the key idea on a univariate Gaussian
mixture. The PDF can be (approximately) recovered from
only 9 uniform samples of its CF.
A toy example to illustrate the idea is shown in Figure 1.
For this example, we are given M = 500 realizations of
a random variable X , which is a mixture of two Gaussian
distributions with means µ1 = 0.35, µ2 = 0.7 and standard
deviations σ1 = 0.1, σ2 = 0.08. The recovered PDF is very
close to the true PDF using only 9 coefficients of the CF.
3.2 The Multivariate Case
In the multivariate case, we are interested in obtaining an
estimate f̂X of the true density fX of a random vector
X := [X1, . . . , XN ]
T . The joint or multivariate charac-
teristic function of X is a function ΦX : RN → C defined
as
ΦX(ν) = E
[
ejν
TX
]
, ν := [ν1, . . . , νN ]
T
. (5)
For any given ν, given a set of realizations {xm}Mm=1, we
can again estimate
Φ̂X(ν) =
1
M
M∑
m=1
ejν
Txm , (6)
and, under mixing conditions such that sample averages con-
verge to ensemble averages, the corresponding PDF can be
uniquely recovered via the multidimensional inverse Fourier
transform
fX(x) =
1
(2pi)N
∫
RN
ΦX(ν)e
−jνTxdν. (7)
If the support of the joint PDF fX(x) is contained within the
hypercube SX = [0, 1]N , then similar to the univariate case,
it can be represented by a multivariate Fourier series
fX(x) =
∞∑
k1=−∞
· · ·
∞∑
kN=−∞
ΦX [k]e
−j2pikTx,
where ΦX [k] = ΦX(ν)
∣∣
ν=2pik
,k = [k1, . . . , kN ]
T .
(8)
Lemma 2 (see e.g., (Plonka et al. 2018)): For any p ∈ N,
if the partial derivatives ∂
θ1
∂x
θ1
1
· · · ∂θN
∂x
θN
N
fX(x) exist and are
absolutely integrable for all θ1, . . . , θN with
∑N
n=1 θn ≤ p
then the rate of decay of the magnitude of the k-th Fourier
coefficient |ΦX [k]| obeys |ΦX [k]| = O
(
1
1+‖k‖p2
)
.
The smoother the underlying PDF, the faster its Fourier coef-
ficients and the approximation error tend to zero. Specifically,
it is known (Mason 1980), (Handscomb 2014, Chapter 23)
that the approximation error of the truncated series with ab-
solute cutoffs {Kn}Nn=1 is upper bounded by
‖fX − f˜X‖∞ ≤ C
N∑
n=1
ωn
(
∂θn
∂xθnn
fX ,
1
1+Kn
)
(1 +Kn)
θn
, (9)
where ωn(fX , δ) :=
sup
|xj−x′j|≤δ
∣∣fX(x1, ..., xj , ..., xN )− fX(x1, ..., x′j , ..., xN )∣∣ ,
and
C = C2
(
1 + C1
N∏
n=1
logKn
)
.
C1, C2 are constants independent of Kn. The smoother the
underlying PDF, the smaller the obtained finite parametriza-
tion error.
It follows that we can approximate fX
f˜X(x) =
K1∑
k=−K1
· · ·
KN∑
kN=−KN
ΦX [k]e
−j2pikTx. (10)
The truncated Fourier coefficients can be naturally repre-
sented using an N -way tensor Φ where
Φ(k1, . . . , kN ) = ΦX [k]. (11)
We have obtained a finite parametrization with controllable
and bounded error, but unlike the univariate case the num-
ber of parameters (2K1 + 1)× · · · × (2KN + 1) obtained
by truncating ΦX as above grows exponentially with N .
This curse of dimensionality can be circumvented by focus-
ing on the principal components of the resulting tensor, i.e.,
introducing a low-rank parametrization of the Characteristic
Tensor obtained by truncating the multidimensional Fourier
series. Keeping the first F principal components, the num-
ber of parameter reduces from order of K1 × · · · ×KN to
order of (K1 + · · · + KN )F . Introducing the rank-F CPD
in Equation (10), one obtains the approximate model
f˜X(x) =
K∑
k1=−K
· · ·
K∑
kN=−K
F∑
h=1
pH(h)
N∏
n=1
ΦXn|H=h[kn]
e−j2piknxn , (12)
where H can be interpreted as a latent (H for ‘hidden’) ran-
dom variable, ΦXn|H=h[kn] is the characteristic function of
Xn conditioned on H = h
ΦXn|H=h[kn] := ΦXn|H=h(ν|h)
∣∣
ν=2pikn
= EXn|H=h
[
ej2piknXn
]
(13)
and we stress that for high-enough F , this representation
is without loss of generality – see, e.g., (Sidiropoulos et al.
2017). For the rest of the paper, we consider K = K1 =
· · · = Kn for brevity. By linearity and separability of the
multidimensional Fourier transformation it follows that
f˜X(x) =
F∑
h=1
pH(h)
N∏
n=1
K∑
kn=−K
ΦXn|H=h[kn] e
−j2piknxn
=
F∑
h=1
pH(h)
N∏
n=1
fXn|H(xn|h). (14)
This generative model can be interpreted as mixture of prod-
uct distributions (Kargas and Sidiropoulos 2019). The joint
PDF fX is a mixture of F separable component PDFs, i.e.,
there exists a ‘hidden’ random variable H taking values in
{1, . . . , F} that selects the operational component of the mix-
ture, and given H the random variables X1, . . . , XN become
independent. We have thus shown the following result:
Proposition 1 Truncating the multidimensional Fourier se-
ries (sampled multivariate characteristic function) of any
compactly supported random vector is equivalent to approx-
imating the corresponding multivariate density by a finite
mixture of separable densities.
Conversely, if one assumes that the sought multivariate den-
sity is a finite mixture of separable densities, then it is easy
to show that the corresponding characteristic function is like-
wise a mixture of separable characteristic functions:
ΦX(ν) = E
[
ejν
TX
]
= EH
[
EX|H
[
ejν1X1 · · · ejνNXN ]]
= EH
[
ΦX1|H(ν1|H) · · ·ΦXn|H(νN |H)
]
=
F∑
h=1
pH(h)
N∏
n=1
ΦXn|H(νn|h). (15)
If we sample the above on any finite N -dimensional grid, we
obtain anN -way tensor and its polyadic decomposition. Such
decomposition is unique, under mild conditions (Sidiropoulos
et al. 2017). It follows that:
Proposition 2 A compactly supported multivariate (N ≥ 3)
mixture of separable densities is identifiable from (samples
of) its characteristic function, under mild conditions.
4 Proposed Approach
The above analysis motivates the following course of action.
Given a set of realizations {xm}Mm=1,
1. estimate
Φ[k] =
1
M
M∑
m=1
ej2pik
Txm , (16)
2. fit a low-rank model
Φ[k] ≈
F∑
h=1
pH(h)
N∏
n=1
ΦXn|H=h[kn], (17)
3. and invert using
fX(x) =
F∑
h=1
pH(h)
N∏
n=1
fXn|H(xn|h), where
fXn|H(xn|h) =
K∑
kn=−K
ΦXn|H=h[kn]e
−j2piknxn . (18)
When building any statistical model, identifiability is a funda-
mental question. A statistical model is said to be identifiable
when, given a sufficient number of observed data, it is pos-
sible to uniquely recover the data-generating distribution.
When applying a non-identifiable model, different structures
or interpretations may arise from distinct parametrizations
that explain the data equally well. Most deep generative mod-
els do not address the question of identifiability, and thus
may fail to deliver the true latent representations that gener-
ate the observations. Our approach is fundamentally different,
because it builds on rigorous and controllable Fourier approx-
imation and identifiability of the characteristic tensor.
Two issues remain, however. First, uniqueness of CPD
only implies that each rank-one factor is unique, but leaves
scaling/counter-scaling freedom in pH(·) and the conditional
characteristic functions. To resolve this, we can use the fact
that each conditional characteristic function must be equal
to 1 at the origin (zero frequency). Likewise, pH(·) must be
a valid probability mass function. These constraints fix the
scaling indeterminacy.
We note here that, under certain rank conditions (see Section
2.3) on the Fourier series coefficient tensor, the proposed
method ensures that the reconstructed density is positive and
integrates to one, as it should. This is due to the uniqueness
properties of the Fourier series representation and the CPD:
if there exists a density that generates a low-rank characteris-
tic tensor, and that tensor can be uniquely decomposed, the
sum of Fourier inverses of its components is unique, and
therefore equal to the generating density. Even if we ignore
the constraints implied by positivity when we decompose the
characteristic tensor in the Fourier domain. This is convenient
because enforcing those in the Fourier domain would entail
cumbersome spectral factorization-type (positive semidefi-
nite) constraints. We can thus fit a constrained CPD model
to the estimated characteristic tensor as follows:
min ‖Φ− [[λ,A1, . . . ,AN ]]‖2F
subject to λ ≥ 0,1Tλ = 1,
An(K + 1, :) = 1
T , n = 1 . . . N,
(19)
where An(K + 1 + kn, h) holds ΦXn|H=h[kn], and λ(h)
holds pH(h).
The second issue is more important. When N is large,
instantiating or even allocating memory for the truncated
characteristic tensor is a challenge, because its size grows
exponentially with N . Fortunately, there is a way around
this problem. The main idea is that instead of estimating
the characteristic tensor of all N variables, we may instead
estimate the characteristic tensors of subsets of variables,
such as triples, which partially share variables with other
triples. The key observation that enables this approach is
that the marginal characteristic function of any subset of
random variables is also a constrained complex CPD model
that inherits parameters from the grand characteristic tensor.
Marginalizing with respect to the n′-th random variable, we
have that
Φ(k1, ..., kn′ = 0, ..., kN ) =
F∑
h=1
N∏
n=1
n 6=n′
ΦXn|H [kn]ΦXn′ |H [0]︸ ︷︷ ︸
=1
=
F∑
h=1
N∏
n=1
n 6=n′
ΦXn|H [kn]. (20)
Thus, a characteristic function of any subset of three random
variables Xi, Xj , X` (triples) can be written as a third-order
tensor, Φij`, of rank F . These sub-tensors can be jointly de-
composed in a coupled fashion to obtain the sought factors
that allow synthesizing the big characteristic tensor, or decom-
posed independently and ‘stitched’ later under more stringent
conditions. Either way, we beat the curse of dimensionality
for low-enough model ranks. In addition to affording signif-
icant computational and memory reduction, unlike neural
network based methods, the above approach allows us to
work with fewer and even missing data during the training
phase, i.e., only having access to incomplete realizations of
the random vector of interest. We estimate lower-order char-
acteristic function values from only those realizations that all
three random variables in a given triple appear together.
4.1 Algorithm
We formulate the problem as a coupled complex tensor
factorization problem and propose a Block Coordinate De-
scent algorithm for recovering the latent factors of the CPD
model representing the joint CF. Then, we only need to invert
each conditional CF and synthesize the joint PDF. We refer
to this approach as Low-Rank Characteristic Function based
Density Estimation (LRCF-DE).
We begin by defining the following coupled tensor factor-
ization problem
min
λ,A1,...,AN
∑
i
∑
j>i
∑
`>j
∥∥Φij` − [[λ,Ai,Aj ,A`]]∥∥2F
subject to λ ≥ 0,1Tλ = 1,
An(K + 1, :) = 1
T , n = 1, . . . , N.
(21)
Each lower-dimensional joint CF of triples, Φij`, can be
computed directly from the observed data via samples aver-
Algorithm 1 Low-Rank Characteristic Function based
Density Estimation (LRCF-DE).
Input: A real-valued dataset D ∈ RN×M , parameters
F,K.
Output: The joint PDF model fX .
Compute Φij`∀i, j, ` ∈ {1, . . . , N}, ` > j > i from
training data.
Initialize λ,A1, . . . ,AN in compliance with their con-
straints.
repeat
for all n ∈ {1, . . . , N} do
Solve the optimization problem defined in (22).
end for
Solve the optimization problem defined in (23).
until convergence criterion satisfied
Assemble the joint PDF as in equation (24).
ages according to equation (16). The formulated optimiza-
tion problem (21) is non-convex and NP-hard. However it
becomes convex with respect to each variable if we fix the
remaining ones and can be handled using alternating opti-
mization. By using the mode-1 matrix unfolding of each
tensor Φij`, the optimization problem with respect to Ai
becomes
min
Ai
∑
j 6=i
∑
` 6=i,`>j
‖Φ(1)ij` − (A` Aj)diag(λ)ATi ‖2F
subject to Ai(K + 1, :) = 1T .
(22)
For each update, the row of Ai that corresponds to zero
frequency is removed and updating Ai becomes an uncon-
strained complex least squares problem. A vector of ones is
appended at the same row index after each update Ai. Due to
role symmetry the same form holds for each factor An. The
exact updates are given in the Supplementary Material.
Now, for the λ-update we solve the following optimization
problem
min
λ
∑
i
∑
j>i
∑
`>j
‖vec(Φij`)− (A` Aj Ai)λ‖2F
subject to λ ≥ 0,1Tλ = 1.
(23)
The optimization problem in (23) is a least squares prob-
lem with probability simplex constraints. We develop an
ADMM algorithm to tackle it. A detailed description of the
algorithm is given in the Supplementary Material. The overall
procedure is described in Algorithm 1.
As a next step, the factors are assembled from triples
and the joint CF over all variables is represented as Φ =
[[A1, . . . ,AN ]]. Given, the model of the joint CF, the cor-
responding joint PDF model can be recovered at any point
as
fX(x) =
F∑
h=1
λ(h)
N∏
n=1
K∑
kn=−K
An(kn, h)e
−j2piknxn . (24)
5 Experiments
We test the proposed approach on datasets (see a brief de-
scription of the datasets on Table 2) obtained from the UCI
machine learning repository (Lichman et al. 2013).
Data set N M
Red wine 11 1599
White wine 11 4898
First-order theorem proving (F-O.TP) 51 6118
Polish companies bankruptcy (PCB) 64 10503
Superconductivty 81 21263
Corel Images 89 68040
Gas Sensor Array Drift (Gas Sensor) 128 13910
Table 2: Dataset information.
For each dataset we randomly hide 20% of data (testing
set) and consider the remaining entries as observed informa-
tion (training set). The parameters, which include the tensor
rank F and the smoothing parameter K, are chosen by doing
per-fold cross-validation. We use 20% of the training data as
validation data, where we seek to find the optimal parameter
values maximizing the average log-likelihood of the valida-
tion samples. Once the hyperparameters are chosen, we train
the model using all the training data (including the validation
data) and measure its performance on the testing set. We
compare our approach against standard baselines described
in section 2.1.
Evaluating the quality of density models is an open and dif-
ficult problem (Theis, Oord, and Bethge 2016). Following the
approach in (Uria, Murray, and Larochelle 2013; Papamakar-
ios, Pavlakou, and Murray 2017), we calculate and report the
average log-likelihood of unseen data samples (testing set),
further averaged over 5 random data splits. The results are
shown in Table 1. LRCF-DE has a higher average test sample
log likelihood on almost all datasets. Overall, we observe
that our method outperforms the baselines in 4 datasets and
is comparable to the winning method in the remaining ones.
Density estimation can be used to solve regression tasks,
since our joint PDF model enables easy computation of any
marginal or conditional density of subsets of variables of
X . The response variable, represented by the last variable
XN , can be estimated using the conditional expectation. A
detailed derivation as well as additional results for multi-
output regression are provided in the Supplementary Material.
We evaluate and report the Mean Absolute Error (MAE)
in estimating XN for the unseen data samples in Table 3.
Overall, we observe that LRCF-DE outperforms the baselines
in on almost all datasets and performs comparable to the
winning method in the remaining ones.
One of the very appealing properties of the proposed ap-
proach is that it is a generative model that affords easy sam-
pling. According to (24), a sample of the multivariate distri-
bution can be generated by first drawing H according to pH
and then independently drawing samples for each variable
Xn from the conditional PDF fXn|H(.|h). In particular, we
apply LRCF-DE to grayscale images from the USPS dataset
(LeCun et al. 1990), contains a set of 9298 of handwritten
Data set MoG KDE RNADE MAF LRCF-DE
Red wine 11.9± 0.29 9.9± 0.16 14.41± 0.16 15.2± 0.09 16.4± 0.67
White wine 16.1± 1.48 14.8± 0.12 17.1± 0.26 17.3± 0.20 18.4± 0.17
F-O.TP 125.4± 7.79 103.05± 0.84 152.48± 5.62 149.6± 8.32 154.34± 8.43
PCB 152.9± 3.88 147.6± 1.63 171.7± 2.75 179.6± 1.62 194.4± 2.43
Superconductivty 134.7± 3.47 127.2± 2.82 140.2± 1.03 143.5± 1.32 146.1± 2.31
Corel Images 211.7± 1.04 201.4± 1.18 223.6± 0.88 218.2± 1.35 222.6± 1.25
Gas Sensor 310.3± 3.47 296.48± 1.62 316.3± 3.57 315.4± 1.458 316.6± 2.35
Table 1: Average test-set log-likelihood per datapoint for 5 different models on UCI datasets; higher is better.
Data set MoG KDE RNADE MAF LRCF-DE
Red wine 1.28 1.13 0.66 0.63 0.56
White wine 1.79 1.31 0.80 0.75 0.59
F-O.TP 1.86 1.46 0.63 0.52 0.48
PCB 5.6 7.73 4.43 4.52 3.85
Superconductivty 18.56 19.96 16.46 16.38 16.53
Corel Images 0.53 0.93 0.27 0.27 0.28
Gas Sensor 29.7 35.3 26.8 26.2 26.7
Table 3: MAE for regression tasks.
0 1 2 3 4 5 6 7 8 9 Total
Samples 1553 1269 929 824 852 716 834 792 708 821 9298
Table 4: Images of handwritten digits - USPS dataset infor-
mation.
digits of 16×16 pixels observations, distributed as in Table 4.
We sample from the resulting high-dimensional model,
N = 256, and provide visualization of the generated data.
We fix the tensor rank to F = 8 and the smoothing parameter
to K = 15, and draw 8 random samples of each digit (class).
The resulting samples are shown in Figure 2, and they are
very pleasing – in light of the fact that our model is “agnos-
tic”: designed for general-purpose density estimation, not
specifically for realistic-looking image synthesis. It is possi-
ble to incorporate image modeling domain knowledge in the
design of LRCF-DE (such as correlation between adjacent
pixel values), but this is beyond the scope of this paper.
6 Conclusion
In this work, we have revisited the classic problem of non-
parametric density estimation from a fresh perspective –
through the lens of complex Fourier series approximation and
tensor modeling, leading to a low-rank characteristic function
approach. We showed that any compactly supported density
can be approximated by a finite characteristic tensor of lead-
ing complex Fourier coefficients, whose size depends on the
smoothness of the density. We posed density estimation as a
constrained (coupled) tensor factorization problem and pro-
posed a Block Coordinate Descent algorithm, which under
certain conditions enables learning the true data-generating
distribution. Results on real data have demonstrated the util-
ity and promise of this novel approach compared to both
standard and recent density estimation techniques.
Figure 2: Class-conditional synthetic (generated by LRCF-
DE) vs real samples from the USPS dataset.
Broader Impact
This paper reports basic research on a fundamental problem
in statistical learning: effective nonparametric modeling and
estimation of high-dimensional joint distributions. The pro-
posed probabilistic framework allows easy model marginal-
ization, prediction of any variable from (a subset of) the other
variables, and sampling, which can potentially benefit many
research problems in applied statistics, data mining, and ma-
chine learning where density estimation can be used as a
building block. The approach can be potentially used in a
broad variety of applications, including those that can have
strong societal impact – e.g., drug response prediction. As for
all basic research, societal impact depends on how science
and technology is ultimately used. The author(s) have no
financial research interests to disclose.
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