Abstract. Let K be a field whose characteristic is prime to a fixed integer n with µ n
Introduction
In recent years, it has become increasingly evident that much of the arithmetic and geometric information which is encoded in very large Galois groups (e.g. maximal pro-p Galois groups and absolute Galois groups) is already encoded in much smaller quotients and specifically in so-called "abelian-by-central" quotients. Recall that the mod-n abelian-by-central Galois group of a field K is the maximal Galois group of K which is a central extension of an exponent-n abelian group by an exponent-n abelian group. In other words, the mod-n abelian-by-central Galois group of K is the quotient of its absolute Galois group associated to the 3rd term in the mod-n central descending series.
One instance of this phenomenon comes from valuation theory. It has been known for several years that one can detect valuations of a given field using "large" Galois groups. More precisely, it was shown by Engler-Nogueira [EN94] and Efrat [Efr95] for p = 2, and by Engler-Koenigsmann [EK98] for p > 2, that one can detect inertia/decomposition groups of tamely-branching valuations in the maximal pro-p Galois group of a field K of characteristic different from p with µ p ⊂ K. Also in the same direction, Koenigsmann [Koe03] shows how one can detect inertia/decomposition groups of valuations in absolute Galois groups of arbitrary fields. On the other hand, similar valuation-theoretic data is already encoded in abelian-by-central Galois groups. It was shown by Bogomolov-Tschinkel [BT02] and Pop [Pop10] that one can detect abelian inertia/decomposition groups of valuations using the pro-p abelian-by-central Galois group of a function field over an algebraically closed field. More recently, proved that the mod-p abelian-by-central Galois group encodes the existence (or non-existence) of a tamely-branching p-Henselian valuation taking commutators of pairs of elements and raising elements to nth powers. See Theorem 1 below for the precise statement.
We use this formal description of the mod-n abelian-by-central Galois group to determine the existence of certain types of relations in such groups only by considering Heisenberg Quotients -that is, homomorphisms from the mod-n abelian-by-central Galois group of a field to the Heisenberg Group over Z/n. Similar results in this direction were shown by Efrat-Mináč [EM11], [EM11b] in the mod-p case. See Corollary 1.1, §3, §5 and Theorem 4 for more details.
Finally, using the results involving homomorphisms to the Heisenberg group, we conclude this note by observing that the notion of a commuting-liftable pair from [Top12] is equivalent to an a priori more general notion, which we call weakly-commuting-liftable, whenever one deals with mod-n abelian-by-central Galois groups of a field. This thereby generalizes the main results of loc.cit. which detect valuations using mod-p n abelian-by-central Galois groups, to even more minimal situations. In addition to this observation, the main results of this note can be seen as a direct generalization of §7 of loc.cit. See §5.1 and Remark 5.2 of this paper for more details concerning commuting-liftable vs. weakly-commuting-liftable pairs.
1.1. Notation and the Main Theorem. Throughout the note, we will only consider continuous functions between discrete and/or profinite sets. We will use this convention with impunity, and write "Hom" for the set of continuous homomorphisms, "Fun" for the set of continuous functions, "f : A → B" for a continuous map A to B, etc.
Let K be a field and denote by Gal(K) its absolute Galois group. Let n be a positive integer which is relatively prime to char K and assume that µ n ⊂ K. Throughout the note we will deal with Z/n as our ring of coefficients, and we will denote it by Λ.
We recall that the mod-n central descending series of a profinite group G is defined inductively as follows:
(1)
In other words, for i ≥ 1, G (i+1) is precisely the left kernel of the canonical pairing:
where G acts on G (i) via conjugation, trivially on Λ, and Hom
When G is understood from context, we will simplify the notation and denote g i (G) simply by g i . Also in the case where G = Gal(K), the absolute Galois group of a field K as above, we denote g i (Gal(K)) by g i (K). We will generally use additive notation for g i (the exception to this is in §A); in certain cases where we might want to consider g i as a multiplicative group, we will write
t depend on the choice of liftsσ,τ and thus [•, •] : g 1 × g 1 → g 2 is well-defined; it is well-known that [•, •] is Λ-bilinear. For σ ∈ g 1 , we define σ π :=σ n whereσ ∈ G/G (3) is some lift of σ ∈ g 1 = G/G (2) . As before, σ π doesn't depend on the choice of liftσ and thus (•) π : g 1 → g 2 is a well-defined map. The map (•) π is not Λ-linear in general (e.g. if n is even), but 2·(•) π is always Λ-linear.
3
Throughout the note we will work with a fixed primitive nth root of unity ω ∈ µ n ⊂ K. This choice of ω yields an isomorphism of G K -modules µ n ∼ = Λ, by sending ω i ∈ µ n to i ∈ Λ, which we tacitly use throughout. Kummer theory gives us a perfect pairing:
n √ x ∈ µ n . Therefore, we obtain an isomorphism (•) ω : g 1 (K) → Hom(K × , Λ) using the Kummer pairing together with our fixed isomorphism µ n ∼ = Λ. Namely, for σ ∈ g 1 (K) and x ∈ K × , one has σ ω (x) = i if and only if σ n √ x/ n √ x = ω i . For a discrete set S and a profinite set P , we denote by Fun(S, P ) the set of functions S → P . Obviously, any function S → P is continuous. Because P is profinite, Fun(S, P ) = P S obtains a natural profinite topology and this agrees with the compact-open topology of Fun(S, P ).
Let f, g ∈ Hom(K × , Λ) be given. We now introduce two functions
, defined as follows:
As above, we endow Fun(K {0, 1}, Λ 2 ) with the compact-open topology and therefore
is canonically a profinite group. Thus, it makes sense to speak about closed subgroups of Fun(K {0, 1}, Λ 2 ). We will denote by F ω K the closed subgroup of Fun(K {0, 1}, Λ 2 ) which is topologically generated by the functions Φ ω (f, g) and Ψ ω (f ) as f, g ∈ Hom(K × , Λ) vary. Suppose that L|K is an extension of fields. Then the canonically induced map φ :
In particular, we obtain induced homomorphisms φ i : g i (L) → g i (K). These induced maps, for i = 1, 2, are clearly compatible with [•, •] and (•) π in the sense that, for all σ, τ ∈ g 1 (K), one has φ 2 [σ, τ ] = [φ 1 σ, φ 1 τ ] and φ 2 (σ π ) = (φ 1 σ) π . On the other hand, it is clear from the definition that the restriction map Fun(
as long as we endow each such K with the same fixed primitive nth root of unity ω.
We are now ready to introduce the main theorem of the note, which relates the two profinite groups g 2 (K) and F ω K in a functorial way.
Theorem 1 (Main Theorem). Let K be a field whose characteristic is prime to n with µ n ⊂ K. Choose ω ∈ µ n a fixed primitive nth root of unity. Then there is a canonical isomorphism
Moreover, this isomorphism is functorial in
by K ⊂ L. Namely, the following diagram commutes:
Theorem 1 shows that F ω K yields a functorial formal description of g 2 (K) in terms of functions on K {0, 1} with values in Λ 2 . Furthermore, this formal description is compatible with the Kummer isomorphism (•)
Theorem 1 is proved in sections 4.1 and 4.2. We also prove the following important corollary to Theorem 1 which gives an explicit and fairly restrictive condition on the types of relations that can occur between elements of the form [σ, τ ] and σ π in the group g 2 (K).
Corollary 1.1 (see Theorem 4). Let K be a field whose characteristic is prime to n with µ 2n ⊂ K. Choose ω ∈ µ n a fixed primitive nth root of unity. Let σ i , τ i ∈ g 1 (K) be a collection of elements which converges to 0 in
×2 by assumption, such a i , b i always exist. Then the following are equivalent:
(
In particular, the equivalence of (2) and (3) in Corollary 1.1 shows that a pair of elements σ, τ ∈ g 1 (K) form a commuting-liftable pair (i.e. [σ, τ ] ∈ 2 · σ π , 2 · τ π ) if and only if σ, τ form a weakly-commuting-liftable pair (i.e. [σ, τ ] ∈ 2 · g 2 (K) π ). This observation thereby generalizes the various main results of [Top12] ; see §5.1 for a more detailed discussion. discussions which motivated this work. The author also thanks Ido Efrat for his kind encouragement and for helpful suggestions regarding the exposition.
Cohomological Minimal Presentations
Most of the cohomological results in this section are fairly well-known for pro-p groups (and n a power of p), due to the existence of minimal free pro-p presentations and standard Frattini-type arguments which stem from the Burnside basis theorem. Such cohomological results, concerning pro-p groups of finite rank, go back to Labute [Lab67] ; see also the exposition in [NSW08] around Propositions 3.9.13 and 3.9.14. For pro-p groups, these cohomological results were recently further studied by Efrat-Mináč in [EM11b] Section 2, and in [EM11] Section 10. It is also important to note that in these approaches, in order to carry out the required cocycle calculations, one must choose a basis for H 1 , which yields a minimal generating set for the corresponding pro-p group and fixes generators for the minimal free pro-p presentation.
When generalizing to arbitrary profinite groups, however, one no longer has access to these minimal free presentations. Also, the process of choosing a free presentation, and/or choosing a basis for H 1 , makes statements about functoriality difficult, or even impossible to prove in the usual category of profinite/pro-p groups.
In this section we discuss the main new ingredient introduced this note. We introduce a cohomological analogue of a minimal free presentation for g 2 (G), associated to an arbitrary profinite group G, which we denote by S(G). One of the main benefits of our construction is that S(G) is purely functorial in G.
Throughout this section we will work with a fixed profinite group G. Thus, we omit G from the notation and denote g i (G) by g i . We will denote by H * (•) := H * (•, Λ) the continuous-cochain cohomology of • with values in Λ. Throughout, we will also assume that
is isomorphic to (Z/n) I for some indexing set I. Note that if K is a field whose characteristic is prime to n with µ n ⊂ K, then g 1 (K) ∼ = (Z/n) I , for some indexing set I, by Kummer theory; thus Gal(K) satisfies our added assumption.
Recall that Pontryagin duality yields a perfect pairing between H 1 (g 1 ) = H 1 (G) and g 1 . We define K(G) := H 1 (g 1 ).
As with g i , we will denote K(G) by K throughout this section. Throughout the note, we will identify g 1 with Hom(K, Λ) via the canonical perfect pairing
We recall that the Lyndon-Hochschild-Serre (LHS) spectral sequence associated to the
combined with the fact that inf :
is an isomorphism, yields the following exact sequence:
Above, d 2 denotes the differential on the E 2 -page in the LHS-spectral sequence:
2 . Furthermore, we recall that the Bockstein homomorphism β :
is the connecting homomorphism in the cohomological long exact sequence associated to the short exact sequence of coefficient modules (recall that Z/n = Λ):
We denote by g 1 ⊗g 1 the completed tensor product of g 1 with itself. In other words,
where N 1 and N 2 vary over the finite index subgroups of g 1 and the tensor product is taken over Λ by considering g 1 /N i as Λ-modules in the obvious way. One has a canonical map
, we will abuse the notation and write σ ⊗ τ ∈ g 1 ⊗g 1 for the image of σ ⊗ τ ∈ g 1 ⊗ g 1 under this map. It is easy to see that g 1 ⊗g 1 is Pontryagin dual to
and extended linearly. We will therefore sometimes denote elements f of g 1 ⊗g 1 as Λ-bilinear forms K × K → Λ, just as we denote elements g of g 1 as homomorphisms K → Λ. Denote by S(G) the subset of (g 1 ⊗g 1 ) × g 1 defined by
As with g i and K, we will omit G from the notation and denote S(G) by S throughout this section. Clearly S is a closed subgroup of (g 1 ⊗g 1 ) × g 1 . We also observe that the image of the projection S → g 1 ⊗g 1 is the subgroup of alternating Λ-bilinear forms on K × K with values in Λ.
Lemma 2.1. In the notation above, one has a surjective map
linearly). Moreover, the kernel of this surjective map is generated by elements of the form
Proof. Observe that one has a perfect pairing
. Thus, it suffices to prove that the map Recall our overarching assumption that g 1 ∼ = (Z/n) I for some indexing set I. Now the required presentation of
, as a quotient of (K ⊗ K) ⊕ K, is essentially well-known as it follows from the Künneth Formula. We give a brief argument below.
In the case where g 1 ∼ = Z/n is cyclic, it is well-known that:
Statements (1) and (2) above can be found in any standard book on group cohomology (see e.g. [NSW08] Chapter 1.7). Statement (3) is also well-known, but we note that it follows from Theorem 2 below if we take G =Ẑ. Namely, H 2 (Ẑ) = 0 and g 1 (Ẑ) = Z/n; therefore
Thus the lemma is proven in the case where #I = 1. The case where I is finite now follows from the Künneth formula for finite group cohomology, while the case where I is arbitrary follows from the finite I case using a limit argument.
Lemma 2.2. In the notation above, the surjective map G (2) ։ g 2 yields a canonical perfect pairing:
. Thus the first statement follows, using Pontryagin duality, from the definition of
The next theorem, and the corollary which follows it, are the essential steps in describing the surjective map −d ∨ 2 : S → g 2 of Lemma 2.2 in a more explicit way. Before we state the theorem, we recall our convention that g 1 is identified with Hom(K, Λ); in particular, we write elements of g 1 as functions on K with values in Λ.
Theorem 2. In the notation above, let u ∈ H 1 (G (2) ) g 1 be given and consider η := d 2 u. Choose x i , y i , z j ∈ K with η = i x i ∪ y i + j βz j , (this is always possible by Lemma 2.1). Then, for all σ, τ ∈ g 1 , the following hold:
Proof. The proof of this theorem involves very explicit cocycle calculations which resemble the calculations in [NSW08] Propositions 3.9.13 and 3.9.14. For sake of exposition, we defer the detailed proof of this theorem to the appendix: §A.
Motivated by the viewpoint that S should act as a sort-of free presentation for g 2 , we are interested in finding elements of S which map to [σ, τ ] and σ π via the surjective map −d ∨ 2 : S → g 2 described in Lemma 2.2. Therefore, we now introduce two types of elements in S which will work in general:
(1) Let σ, τ ∈ g 1 be given.
The next corollary to Theorem 2 shows that these special elements of S will work for our purposes by mapping to [σ, τ ] and σ π .
Corollary 2.3. In the notation above, consider the surjective map −d
Proof. Let σ, τ ∈ g 1 be given. It suffices to prove that for any u ∈ H 1 (G (2) ) g 1 , the following two equalities hold:
But this is precisely Theorem 2 combined with the definition of (•, •) S from Lemma 2.1.
Let R be an arbitrary subset of H 2 (g 1 ) and consider the induced restriction homomorphism
We denote the image of res R by S R . As before, we will keep G implicit in the notation for S R . Note that the kernel R ⊥ of S → S R is precisely the annihilator of R with respect to (•, •) S : R ⊥ = {s ∈ S : ∀r ∈ R, (s, r) S = 0}.
Theorem 3. In the notation above, let R be an arbitrary generating set for ker(H 2 (g 1 ) → H 2 (G)). Then R induces a canonical isomorphism Ω R : g 2 → S R defined as follows:
Proof. Recall the existence of the following exact sequence:
and that, by Lemma 2.2, the dual of −
By the definition of S R , one has a canonical surjective map res R : S → S R . Thus, it suffices to prove that the kernel of −d ∨ 2 : S → g 2 is the same as the kernel of res R : S → S R . Indeed, we then can define Ω R (δ) := res R (δ 1 ) where δ 1 ∈ S is chosen with −d ∨ 2 (δ 1 ) = δ. As observed above, the kernel of res R : S → S R is precisely R ⊥ , the annihilator of R with respect to the pairing (•, •) S . Since R generates the image of
Moreover, the maps φ and φ 1 yield the following commutative diagram:
Suppose that R(G) denotes a generating set for ker(H 2 (g 1 (G)) → H 2 (G)) and R(H) denotes a generating set for ker(H 2 (g 1 (H)) → H 2 (H)), in such a way so that the homomorphism
We will show that φ * 1 induces a canonical map φ * * 1 : S R(G) → S R(H) which is compatible with φ 2 via Theorem 3. In other words, we will show that the following diagram is commutative:
and that it is compatible with [•, •] and (•) π similarly to Theorem 3. To see this, first observe that the dual of φ *
Furthermore, since φ * 1 restricts to a function 9 R(H) → R(G), we obtain a commutative diagram:
Thus φ * * 1 in (2.2) restricts to a canonical homomorphism φ * * 1 : S R(G) → S R(H) since these groups are the images of the horizontal maps in diagram (2.2). Namely, we obtain a commutative diagram:
where the horizontal arrows are surjective.
On the other hand, the functoriality of the LHS-spectral sequence yields the following commutative diagram:
We observe that (φ (2) ) * in diagram (2.4) is dual to φ 2 via the pairing (•, •) g 2 (see Lemma 2.2). Thus, dualizing diagram (2.4) via the pairings (•, •) S and (•, •) g 2 as in Lemma 2.2, we obtain the commutative diagram:
whose horizontal arrows are surjective. Lastly, the commutativity of diagram (2.1) follows from the fact that the kernel of res R(•) from diagram (2.3) is precisely the same as the kernel of −d (1) φ * *
The Heisenberg Group
In this section we will explore an explicit example: the Heisenberg Group over Λ. In particular, we will explicitly work through the consequences of Theorem 3 resp. Remark 2.4 for the Heisenberg group resp. homomorphisms to the Heisenberg group. 3.1. Recalling Facts about the Heisenberg Group. We denote by H Λ the Heisenberg group over Λ. Namely, H Λ is the set of all 3 × 3 upper-triangular matrices with coefficients in the ring Λ, whose diagonal entries are 1. To simplify the notation we denote elements of H Λ as follows:
Thus, multiplication in H Λ works as follows:
A simple calculation shows that H
Λ is trivial, the map h(0, 0; c) → c yields an isomorphism g 2 (H Λ ) ∼ = Λ, and the map h(a, b; c) → (a, b) yields an isomorphism g 1 (H Λ ) ∼ = Λ 2 . We will denote the image of h(a, b; c) in g 1 (H Λ ) by h 1 (a, b) , and we will denote h(0, 0; c) by h 2 (c). A simple calculation shows that:
Denote by e 1 , e 2 the basis for K(H Λ ) = H 1 (g 1 (H Λ )) which is dual to h 1 (1, 0), h 1 (0, 1). In other words, the isomorphism h
2 is precisely the map (e 1 , e 2 ). This allows us to describe the equivalence class of H Λ as an extension of g 1 (H Λ ) ∼ = Λ 2 by g 2 (H Λ ) ∼ = Λ as follows.
Proof. The 2-cocycle representing the equivalence class of H Λ in H 2 (g 1 (H Λ )) is defined as follows:
A simple calculation shows that
Thus, a 2-cocycle representing the class of
Furthermore, since e i (h 1 (a 1 , a 2 )) = a i for i = 1, 2, we see that the class of H Λ is indeed equal to e 1 ∪ e 2 ∈ H 2 (g 1 (H Λ )) since e 1 ∪ e 2 is represented by the same cocycle ξ.
By Lemma 3.1, we see that e 1 ∪ e 2 ∈ ker(H 2 (g 1 (H Λ )) → H 2 (H Λ )) (see e.g. Proposition 3.2 below). Moreover, the isomorphism h −1 2 : g 2 (H Λ ) → Λ, which we can consider as an element of H 1 (H
2 ) = e 1 ∪e 2 by Theorem 2 and the calculations above. Since h
, we see that e 1 ∪e 2 is a generator for ker(H 2 (g 1 (H λ )) → H 2 (H Λ )). In particular, Theorem 3 yields an isomorphism Ω e 1 ∪e 2 : g 2 (H Λ ) → Λ which satisfies the following properties for σ, τ ∈ g 1 (H Λ ):
(1) Ω e 1 ∪e 2 ([σ, τ ]) = σ(e 1 )τ (e 2 ) − σ(e 2 )τ (e 1 ).
(2) Ω e 1 ∪e 2 (σ π ) = n 2 σ(e 1 )σ(e 2 ).
Recalling Facts About Embedding
Problems. An embedding problem E is a pair of homomorphisms of profinite groups with the same codomain:
A solution to the embedding problem E is a homomorphism G → H which makes the following diagram commute: (1) ( H; φ) has a solution.
Proof. Since H and H ′ are equivalent, one has a commutative diagram with exact rows:
From this it is clear that (1) and (2) are equivalent. Assume that ( H; φ) has a solution, sayφ. Recall that φ * ξ has a representative group extension given by the fiber product H × H G. The universal property of fiber products applied toφ yields a splitting of the short exact sequence
Thus φ * ξ is trivial as it is represented by a split extension. Similarly, if φ * ξ is trivial, then there is a splitting G → H × H G of the short exact sequence above. Composing this splitting with the canonical map H × H G → H yields a solution to the embedding problem ( H; φ).
By Proposition 3.2, it makes sense to define embedding problems of the form (ξ; φ), for ξ ∈ H 2 (H, A) and φ : G → H. Saying that (ξ; φ) has a solution is equivalent to saying that φ * ξ = 0 in H 2 (G).
Proposition 3.3. Let G be a profinite group. Let x, y ∈ K(G) = H 1 (g 1 (G)) be given and consider the homomorphism (x, y) : g 1 (G) → Λ 2 induced by x, y. Then the embedding problem
has a solution if and only if the image of x ∪ y vanishes in H 2 (G).
Proof. First assume that E x,y has a solution. The fact that x ∪ y vanishes in H 2 (G) follows from Proposition 3.2 and the fact that e 1 ∪ e 2 generates the kernel of H 2 (g 1 (H Λ )) → H 2 (H Λ ) (see the discussion which follows Lemma 3.1). Indeed, Proposition 3.2 implies that the image of x ∪ y vanishes in H 2 (G/G (3) ), and thus the image of x ∪ y also vanishes in H 2 (G). Conversely, assume that the image of x ∪ y vanishes in H 2 (G). Then by Proposition 3.2 and Lemma 3.1, we obtain a solution φ 0 : G → H Λ for the embedding problem:
However, since H
Λ = 0, the solution φ 0 descends to a solution φ : G/G (3) → H Λ for our original embedding problem E x,y .
3.3. Relations Induced by the Heisenberg Group. In this section we show how one can determine certain kinds of relations between elements of the form [σ, τ ] and σ π , by looking at homomorphisms g 1 → Λ 2 which lift to homomorphisms G/G (3) → H Λ . We briefly recall the notation introduced in Remark 2.4: for a homomorphism φ : G → H, one obtains induced homomorphisms φ i :
Let us first make a couple of observations concerning convergence of elements in profinite groups. Let G be an arbitrary profinite group and let σ i ∈ G be given, with a possibly infinite indexing set for i. Recall that the collection (σ i ) i converges to 1 provided that, for all finite-index normal subgroups N of G, all but finitely many of the σ i are contained in N. If G is an abelian profinite group, and (σ i ) i converges to 1, then one obtains a well-defined element i σ i of G, since the product is well-defined in every finite quotient of G.
Assume that one is given a collection (σ i ) i of elements σ i ∈ g 1 (G). Then (σ i ) i converges to 0 in g 1 (G) if and only if for all x ∈ K(G) = H 1 (g 1 (G)), all but finitely many of the
Proposition 3.4. Let G be a profinite group with g 1 (G) isomorphic to (Z/n) I for some indexing set I. Let x, y ∈ K(G) = H 1 (g 1 (G)) be given and consider the homomorphism (x, y) : g 1 (G) → Λ 2 induced by x, y. Suppose furthermore that the equivalent conditions of Proposition 3.3 hold, and that φ : G/G (3) → H Λ is a solution to the embedding problem:
Let σ i , τ i ∈ g 1 (G) be given, and assume that the collection (σ i , τ i ) i converges to 0 in g 1 (G). Then the following are equivalent:
Proof. Recall that e 1 ∪ e 2 generates ker(H 2 (g 1 (H Λ )) → H 2 (H Λ )). Moreover, if we denote by φ 1 the homomorphism g 1 (G) → g 1 (H Λ ) defined by σ → h 1 (σ(x), σ(y)), then the image of e 1 ∪ e 2 under the induced map φ *
is precisely x ∪ y. Our assumptions ensure that x ∪ y is contained in ker(H 2 (g 1 (G)) → H 2 (G)). Therefore, we can choose R, a set of generators for ker(H 2 (g 1 (G)) → H 2 (G)), which contains x ∪ y. Consider the isomorphisms Ω e 1 ∪e 2 : g 2 (H Λ ) → S e 1 ∪e 2 and Ω R : g 2 (G) → S R of Theorem 3. Since φ * 1 (e 1 ∪ e 2 ) = x ∪ y ∈ R, we obtain a canonical restriction map φ * * 1 : S R → S e 1 ∪e 2 13 which is compatible with the canonical map φ 2 : g 2 (G) → g 2 (H Λ ) as discussed in Remark 2.4. Therefore, the restriction to e 1 ∪ e 2 , under the inclusion e 1 ∪ e 2 → x ∪ y ⊂ R, of the element
This proves the proposition since
In §5, we will use Proposition 3.4 to explicitly describe certain kinds of relations among elements of the form [σ, τ ] and σ π in g 2 (K) for a field K whose characteristic is prime to n with µ n ⊂ K; see Theorem 4 for the details.
Galois Groups
The goal for this section will be to prove Theorem 1. Throughout this section K will be a field whose characteristic is prime to n with µ n ⊂ K and ω ∈ µ n will be a fixed primitive nth root of unity. In many cases we will denote H * (Gal(K), •) by H * (K, •) as is usual; when we wish to emphasize the connection with previous notation, we will still use the notation H * (Gal(K), •). Continuing with the previous notation, our profinite group G will be Gal(K) in the remainder of the note. Kummer theory yields a canonical perfect pairing
Thus, we will identify K × /n with K = H 1 (g 1 (K)) via our choice of ω ∈ µ n , as follows. For x ∈ K × , we denote by x ω the homomorphism g 1 (K) → Λ defined by x ω (σ) = i if and only if σ n √ x/ n √ x = ω i . Thus the map x → x ω yields an isomorphism K × /n → K = H 1 (g 1 (K)). Lastly, as in §2, we identify g 1 (K) canonically with Hom(K, Λ). The connection with the notation of sections 1.1 and 2 is as follows: for σ ∈ g 1 (K) and x ∈ K × , one has x ω ∈ K and σ ω (x) = σ(x ω ). The following lemma calculates the Bockstein map in Galois cohomology. This calculations seems to be fairly well-known: see [GS06] Lemma 7.5.10 and/or [EM11b] Proposition 2.6. We provide a precise proof of the lemma for the sake of completeness.
Lemma 4.1. Let K be a field whose characteristic is prime to n with µ n ⊂ K and let ω ∈ µ n be a chosen primitive nth root of unity. Denote by inf K the inflation map
One has the following equality in
Proof. We denote by δ i : H 1 (K, Z/n(i)) → H 2 (K, Z/n(i)) the connecting homomorphism associated to the short exact sequence of Gal(K)-modules:
where we have ω ∈ µ n = H 0 (K, Λ(1)). Furthermore, for x ∈ µ n = H 0 (K, Λ(1)), we observe that (1)) is precisely the connecting homomorphism associated to:
To prove the lemma it suffices prove the following claim: for all α ∈ H 1 (K, Λ), one has
Indeed, then one would have:
To prove this claim, we calculate using the well-known elementary identities involving cup products and connecting homomorphisms (see e.g. [NSW08] Proposition 1.4.3):
Thus we obtain the claim and the lemma follows.
Lemma 4.2. Let K be a field whose characteristic is prime to n with µ n ⊂ K and let ω ∈ µ n be a primitive nth root of unity. Then the kernel of inf K : H 2 (g 1 (K)) → H 2 (Gal(K)) is generated by elements of the form:
Combining all these compatibility properties, along with the fact that Ω K and Ω L as both isomorphisms, we obtain the desired functoriality.
We now give an alternative proof of functoriality which uses the discussion of Remark 2.4. First, observe that the canonical homomorphism φ *
, where R(K) and R(L) are as defined in §4.1. Thus, as in Remark 2.4, we obtain a homomorphism φ * * 1 : S R(L) → S R(K) which is compatible with φ 2 : g 2 (L) → g 2 (K) in the sense that the following diagram commutes:
and the following compatibility properties hold:
If we define L := L {0, 1}, then the map R(K) → R(L) is compatible with the embedding K ֒→ L in the sense that the following diagram commutes:
Thus, we obtain the following commutative diagram:
and functoriality follows since Ω L resp. Ω K is the composition of the maps on the top resp. bottom row of the diagram above. This completes the proof of Theorem 1.
Relations in Abelian-by-Central Galois Groups
Theorem 1 can be used to determine every relation that occurs among the elements [σ, τ ] and σ π within g 2 (K). Below is an example of a result which restricts the types of relations that occur in these Galois groups. The following theorem proves, among other things, that every relation in g 2 (K)/(2·g 2 (K) π ), between elements of the form [σ, τ ], can be determined by looking only at homomorphisms from Gal(K)/(Gal(K) (3) · Gal(K) 2n ) to H Λ , the Heisenberg group over Λ.
First, we briefly recall some facts concerning convergence of elements in g 1 (K) and g 2 (K). Let K be a field whose characteristic is prime to n with µ n ⊂ K, and choose ω ∈ µ n a primitive nth root of unity. Let σ i , τ i , γ j ∈ g 1 (K) be given, with i, j varying over possibly infinite indexing sets. Assume that the collection ([σ i , τ i ], γ π j ) i,j converges to 0 in g 2 (K). Then the following three sums are well-defined elements of g 2 (K):
The connection with Kummer theory is as follows: a collection (σ i ) i , of elements σ i ∈ g 1 (K), converges to 0 if and only if, for all x ∈ K × , all but finitely many of the σ ω i (x) vanish. Recall that Fun(K {0, 1}, Λ 2 ), endowed with the compact-open topology, is naturally an abelian profinite group. In this case, a collection (f i ) i of elements f i ∈ Fun(K {0, 1}, Λ
2 ) converges to 0 if and only if, for all x ∈ K {0, 1}, all but finitely many of the f i (x) vanish. In this case, the sum i f i yields a well-defined element of Fun(K {0, 1}, Λ 2 ) which is the function defined by x → i f i (x); since all but finitely many of the f i (x) are 0, the sum i f i (x) is well-defined element in Λ 2 . Lastly, recall that the isomorphism Ω K : g 2 (K) → F ω K from Theorem 1 is an isomorphism of abelian profinite groups. In particular, Ω K identifies g 2 (K) with a closed subgroup of Fun(K {0, 1}, Λ
2 ). Thus, we see that the collection (
2 ). In Theorem 4 below, the various statements deal with possibly infinite sums. However, one of the assumptions of the theorem, that (σ i , τ i ) i converges to 0 in g 1 (K), ensures that all of these possibly infinite sums are actually well-defined elements in their respective profinite groups, as discussed above. Because we use it in the statement of Theorem 4, we also recall the well-known fact that the map 2 · (•) π : g 1 → g 2 is Λ-linear; this fact also follows easily from Theorem 3.
Theorem 4. Let K be a field whose characteristic is prime to n with µ 2n ⊂ K. Choose a primitive nth root of unity ω ∈ µ n . Let σ i , τ i ∈ g 1 (K) be given with the indexing set for i possibly infinite, and assume that (σ i , τ i ) i converges to 0 in g 1 (K). Then the following are equivalent:
(1) i (σ Proof. To prove the equivalence of these statements, we will show the following implications: (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (1), (4) ⇒ (5) ⇒ (6) ⇒ (1) and (5) ⇒ (7) ⇒ (1).
This completes the proof of the proposition.
We now give a proof of Theorem 2.
Proof of Theorem 2. Letσ resp.τ ∈ G be arbitrary elements, and denote their images in g 1 by σ resp. τ . To simplify the notation, forσ,τ as above, we will define U x,y (σ,τ ) := U x,y (σ, τ ) and B z (σ,τ ) := B z (σ, τ ).
Let η be an element of ker(H 2 (g 1 ) → H 2 (G)). Choose a representation η = i x i ∪ y i + j βz j with x i , y i , z j ∈ K, as in Lemma 2.1. Consider the cocycle ξ : G 2 → Λ:
Then ξ is a 2-cocycle which represents the inflation of η to G. Since the cohomology class of ξ is trivial in H 2 (G), there exists u : G → Λ, a cochain with du = ρ. In other words, u(στ ) = u(σ) + u(τ ) − ξ(σ,τ ).
Furthermore, by adding a constant to u, we may assume without loss that u(1) = 0. Thus:
The restriction of u to G (2) is the unique element u ∈ H 1 (G Again by Proposition A.1, we see that
This completes the proof of Theorem 2.
