Trace greenhouse gases are a fundamentally important component of Earth's global climate system sensitive to global change. However, their concentration in the pre-Pleistocene atmosphere during past warm greenhouse climates is highly uncertain because we lack suitable geochemical or biological proxies. This long-standing issue hinders assessment of their contribution to past global warmth and the equilibrium climate sensitivity of the Earth system (E ss ) to CO 2 . Here we report results from a series of three-dimensional Earth system modeling simulations indicating that the greenhouse worlds of the early Eocene (55 Ma) and late Cretaceous (90 Ma) maintained high concentrations of methane, tropospheric ozone, and nitrous oxide. Modeled methane concentrations were four-to fivefold higher than the preindustrial value typically adopted in modeling investigations of these intervals, even after accounting for the possible high CO 2 -suppression of biogenic isoprene emissions on hydroxyl radical abundance. Higher concentrations of trace greenhouse gases exerted marked planetary heating (>2 K), amplified in the high latitudes (>6 K) by lower surface albedo feedbacks, and increased E ss in the Eocene by 1 K. Our analyses indicate the requirement for including non-CO 2 greenhouse gases in model-based E ss estimates for comparison with empirical paleoclimate assessments, and point to chemistry-climate feedbacks as possible amplifiers of climate sensitivity in the Anthropocene.
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biogenic aerosols | coals | stratosphere-troposphere exchange A tmospheric CO 2 is the most important greenhouse gas (GHG) being affected by anthropogenic activities today (1) . In addition to CO 2 , methane (CH 4 ), tropospheric ozone (O 3 ), and nitrous oxide (N 2 O) are all important noncondensing trace atmospheric GHGs (2) , that contribute to the total terrestrial greenhouse effect by being highly efficient (on a per molecule basis) at absorbing infrared radiation from Earth's surface relative to CO 2 (1, 2) . Methane contributes to additional planetary warming through its involvement in tropospheric photochemistry leading to ozone formation, and its oxidation in the lower stratosphere generates water vapor that acts as a highly effective GHG (2) . Polar ice core records of Earth's past atmospheric composition indicate that the concentrations of both CH 4 and N 2 O underwent significant variations on glacial-interglacial timescales (3) , and on millennial timescales since the last glacial maximum (4) . By extension, these paleoclimate records suggest significantly higher concentrations of trace GHGs existed during pre-Pleistocene episodes of extreme greenhouse warmth (5), particularly during the late Paleocene and early Eocene when sedimentary records indicate methane-producing wetland environments were extensive (6, 7) . However, quantitative evaluation of the role that trace GHGs have played in climate change throughout Earth's history remains a major scientific challenge owing to the lack of geological or biological proxies.
Here, we report a three-dimensional (3D) Earth systems modeling approach that resolves trace GHGs concentrations through process-based representation of the terrestrial, climatic, and atmospheric processes involved in regulating Earth's atmospheric chemistry (8) . Our 3D Earth systems model comprises the Hadley Centre climate model (HadCM3L) (9), widely used for future climate change prediction, coupled to the updated tropospheric chemistry-transport model STOCHEM (10) and the Sheffield Dynamic Global Vegetation Model (SDGVM) for simulating terrestrial vegetation biogeography, structure, and productivity (11) . We focus on resolving the concentration of GHGs in the atmosphere, and quantifying their influence on the planetary energy budget, during two significant greenhouse climate intervals in Earth history over the past 100 million years (Ma)-the early Eocene (55 Ma) and the late Cretaceous (90 Ma). Our analyses for the early Eocene include assessment of the influence trace GHGs exert on the Earth system sensitivity (E ss ), a quantity central to future climate change prediction that incorporates slow (e.g., ice sheet disintegration and vegetation migration) and fast (e.g., clouds, aerosols, and trace gases) feedback processes (12, 13) .
Simulations of both eras employed specified atmospheric CO 2 concentration of 4× the preindustrial (PI) CO 2 concentration of 280 ppm (1,120 ppm), as indicated by proxy evidence (14, 15) , but with PI concentrations of all other trace GHGs. We undertook a further suite of chemistry-climate calculations for the early Eocene with 2 × CO 2 atmospheric concentration (560 ppm), as suggested by the lower bound of some proxies (14) , to allow assessment of the effect of trace GHGs in modifying E ss . Our analyses effectively identify the concentration, and climate feedback, of trace GHGs compatible when a particular atmospheric CO 2 concentration is specified as an external boundary condition.
Results and Discussion
Chemical Composition of the Ancient Atmosphere. Simulated baseline (i.e., control) land surface Eocene and Cretaceous greenhouse climates (Fig. S1 ), terrestrial vegetation properties, and hydrology ( Fig. S2 ) significantly enhanced production and emission of biogenic trace gas emissions to the atmosphere relative to the PI situation ( Fig. 1 and Table S1 ). Modeled methane emissions by wetland ecosystems far exceeded those for the PI (Fig. 1A) , reflecting their wider geographical distribution especially in the Northern Hemisphere compared to the PI and the warm, moist, climates that stimulated emission rates (Fig. 1B) . The simulated extensive Eocene wetlands are in general agreement with independent sedimentary evidence indicating widespread distribution of lignites and coal throughout North America and Eurasia in the late Paleocene and Eocene (16) (17) (18) . A CO 2 doubling in the early Eocene (2× to 4× PI CO 2 ) enhanced wetland methane emissions by 44%, directly through CO 2 fertilization of terrestrial primary production, and indirectly through positive climate feedbacks on wetland methane cycling (Fig. 1 ). This response points to a possible mechanism supplying additional radiative forcing during past episodes of strong and rapid warming and rising CO 2 levels (19) .
Emissions of the long-lived GHG nitrous oxide also increased ( Fig. 1 ) through enhanced terrestrial nitrogen cycling in past greenhouse climates, especially in the warm subtropics and tropics. The terrestrial carbon and nitrogen cycles of vegetation and soils are coupled in SDGVM through the Century model of soil nutrient cycling (11, 20) . Litter, wood, and fine roots, add carbon and nitrogen to the soil, with the active pools of carbon being microbial, and the slow and passive pools having turnover rates of decades to millennia. Loss of litter from vegetation to the soil depletes the carbon stock of vegetation, but adds nitrogen to the soil that can be made available for plant uptake following microbial breakdown (11) . Our calculations of soil biogenic N 2 O fluxes utilize empirical functions describing the effects of soil moisture, temperature, soil nitrogen status, and net primary production (NPP) (21) , that respond to warmer, wetter climates, and higher NPP and soil N status arising from climate and CO 2 fertilization effects.
Calculated equilibrium concentrations of trace GHGs (CH 4 , O 3 , and N 2 O) for the Eocene and Cretaceous provide information on the chemical state of the atmosphere at times in Earth history tens of millions of years older than ice core records (Table 1) . They indicate substantially higher concentrations of GHGs than those of the PI era that have typically been adopted in the past two decades of modeling Cretaceous and Eocene greenhouse climates (e.g., 22-24) ( Table 1 ). Substantial modeled wetland CH 4 emissions sustained equilibrium atmosphere CH 4 concentrations (2,580-3,614 ppb) ( Table 1 ) considerably higher than the PI value (700-750 ppb), with an upper value double the current concentration (approximately 1,800 ppb) (1). Methane lifetime, defined as the total atmospheric CH 4 burden divided by the sum of all loss processes (25) , also increased (Table 1) . It reflects a four-to fivefold higher CH 4 burden that was only partially offset by faster oxidation with hydroxyl radicals (OH) in a warmer climate, and increased OH production in the warm moist tropospheres (26) ( Table 1) (Tables S2-S4 ). These CH 4 budget changes produced global mean concentrations of around 3,614 ppb in the 4 × CO 2 Eocene, and 3,304 ppb in the 4 × CO 2 Cretaceous (Table 1) . Values are for the troposphere unless otherwise indicated. Values are annual means for the last 12 months of each simulation after reaching equilibrium. Increases in stratospheric water vapor at an altitude of 40-50 km were estimated from two-dimensional chemical transport model calculations (27) with a surface methane concentration of 3,400 ppb, and are given as both a % and absolute increase, relative to the PI. N 2 O is unreactive in the troposphere, with a long atmospheric lifetime of approximately 150 years (2) . Tropospheric N 2 O concentrations are calculated from the sum of the sources (from soils and biomass burning) and sinks and a 1D atmospheric model (see SI Text, SI Methods). Values in parentheses under the PI results indicate independent estimates (2).
Surface ozone concentrations were 63% and 70% higher in the 4 × CO 2 early Eocene and late Cretaceous simulations, respectively, relative to the PI (Table 1 ). In the case of the Eocene, increases of 15-20 ppb over large regions of the northern hemisphere were evident linked to the presence of isoprene-emitting forests (Fig. 2 A and B and Table 1 ). In the preanthropogenic atmosphere, tropospheric ozone is regulated by the photochemical oxidation of biogenic volatile organic compounds, particularly isoprene and also methane, in the presence of sufficient oxides of nitrogen (NO x ¼ NO and NO 2 ) (28). Eocene and Cretaceous forests under the warm climates produced potentially high isoprene emissions, and greater tropical convection enhanced NO x production by lightning (approximately 10 Tg N yr −1 vs. 6.8 Tg N yr −1 for the PI) (Fig. 1) . Fluxes of isoprene and NO x combined to increase net tropospheric ozone production and offset enhanced photochemical destruction related to the warm humid atmosphere (Table 1) (Table S4) , respectively, a change similar to that calculated for end of the 21st century (29) .
Uncertainties in the surface ozone calculations include the nonlinear inhibitory effect of elevated atmospheric CO 2 on isoprene emissions from terrestrial vegetation (30, 31) and the ongoing debate concerning atmospheric chemistry of isoprene interactions with OH (32, 33) . We quantified the potential impacts of the former effect for 2× and 4 × CO 2 Eocene simulations by repeating the 3D Earth system chemistry-climate calculations with terrestrial biospheric isoprene fluxes reduced by approximately 60% (i.e., equivalent to that for the preindustrial), but with the fluxes of all other reactive trace gases maintained as before. This modification produced widespread declines in surface ozone of 3-5 ppb over continental and oceanic regions, and a global reduction of approximately 2 ppb (Table 1) , as obtained in idealized analyses of high CO 2 inhibition of isoprene emissions on projections of future surface ozone concentrations (34) . Isoprene affects the oxidizing capacity of the troposphere by consuming/regenerating OH radicals and hence influences methane chemistry (28, 32, 33) . In our two simulations that included CO 2 inhibition of biogenic isoprene emissions, average methane concentrations decreased by approximately 300 ppb and methane lifetimes by 8-9% respectively. Uncertainty in CO 2 inhibition of isoprene emissions is, therefore, not an overriding influence on our atmospheric methane results (Table 1) . Inclusion of enhanced HO x radical recycling during isoprene oxidation, especially important in low NO x environments (33), could reduce methane lifetimes and concentrations.
Climate Feedbacks by Elevated Trace Greenhouse Gas Concentrations.
Elevated trace GHG concentrations contributed an estimated positive forcing of approximately 1.7-2.3 W m −2 (Table S5) in addition to that of CO 2 and produced equilibrium climate system responses resulting in widespread significant warming, especially in the high latitudes (Figs. 3 and 4) . This positive climate feedback is greater than expected from the additional forcing alone, due to amplification by reduced surface albedo through melting of continental snow and decreased sea-ice coverage, especially in the wintertime. Polar amplification of warming arises because the initial baseline simulations underrepresent the warmth of ancient greenhouse climates. Because this issue continues to affect all coupled ocean-atmosphere models (e.g., [22] [23] [24] , the warming (Fig. 3) represents the expression of positive biotic feedback mechanisms missing from earlier simulations of these climates obtained with prescribed PI concentrations of trace GHGs.
Overall, ecosystem-driven changes in chemistry induced climate feedbacks that increased global mean annual land surface temperatures by 1.4 and 2.7 K for the 2× and 4 × CO 2 Eocene simulations, respectively, and 2.2 K for the Cretaceous (Fig. 3  E and F) . The relative contribution of each trace GHG to increased Eocene and Cretaceous land temperatures at 4 × CO 2 , assessed with multiple separate coupled-ocean atmosphere HadCM3L model simulations, revealed methane and associated increases in stratospheric water vapor dominate, with nitrous oxide and tropospheric ozone contributing approximately equally to the remainder (Fig. 3 E and F) . Although amplification of warming by our simulated high concentrations of trace gas concentrations is significant and widespread, especially during the wintertime at high latitudes on both the land and the oceans (Fig. 4) , it is insufficient to substantially close the gap between the modeled climate and proxy temperature data in the high latitudes. For these comparisons, we assembled proxy data for the Paleocene-Eocene Thermal Maximum (55 Ma) and early Eocene Climatic Optimum (53-50 Ma), and for peak late Cretaceous warmth (94-89 Ma) (Fig. 4 and SI Text) . However, the time constraints for the Eocene were relaxed to include the important and extensive dataset for the early middle Eocene from fossil plants (35) , even though these data probably underrepresent peak early Eocene warmth. Amplification of warming is slightly more marked in the Eocene relative to the Cretaceous simulations (Fig. 4 B and F) due to the Eocene control simulation being cooler in wintertime (Fig. S1 ). This allows more extensive seasonal sea ice and snow cover in the Eocene, which in turn promotes greater positive surface-melting albedo feedbacks (Fig. 4) . The cooler state of the Eocene control climate, even with similar CO 2 concentrations is related to differing paleogeography, especially that the Cretaceous represents a relatively high stand in sea-level and hence the global land surface fraction is smaller. In addition, the early Eocene paleogeographies have a relatively enclosed Arctic that promotes colder high latitude conditions. The extent to which there was seasonal sea-ice and snow cover in the Eocene can be debated. There is evidence for ice-rafted debris in the middle Eocene (36), but there is no suggestion of sea-ice in the early Eocene.
In the Eocene, mean annual land surface temperatures indicated by the proxies are generally reproduced by the model, whereas those in the oceans remain cooler than suggested by the proxy evidence by 10-25°C (Fig. 4 A and C) . A similar situation exists for the late Cretaceous (Fig. 4 E and G) . The apparent ability of HadCM3 to better reproduce terrestrial rather than marine proxy temperature data may reflect a cool bias in temperature estimates from fossil leaves that can arise from assemblages derived from wet microenvironments (e.g., swamps and riparian zones) (37) , and a possible warm bias in the marine proxies. In addition, there are potentially different processes controlling marine and terrestrial temperatures in the model. Away from the coasts, modeled terrestrial climate is sensitive to the atmospheric circulation, and particularly processes that affect the albedo, such as land surface conditions, and clouds. The latter are notoriously difficult to model but their representation may be sufficient in these time periods. However, the model is failing to reproduce the equator-to-pole temperature gradient in the ocean, which will be linked to the ocean heat transport. This may be related to the relatively poor resolution of the ocean component of most coupled climate models. Nevertheless, the persistent, long-standing, mismatch between model and data climates raises the possibility that the models are missing fundamental physical or biological high latitude amplifying feedback processes. (Table 1 ) on the 4 × CO 2 Eocene (A, B) and 4 × CO 2 Cretaceous (C, D) during northern hemisphere winter (DJF) and northern hemisphere summer [June July August (JJA)] climates respectively. Feedbacks were quantified with the coupled ocean-atmosphere GCM HadCM3L by prescribing PI and elevated levels of trace GHGs (Table 1) . Only temperature differences exceeding 95% confidence limits are displayed. (E) and (F) indicate the relative contribution of each greenhouse gas to land surface mean annual temperature increases in the Eocene and Cretaceous respectively.
In the Eocene, higher reactive trace gas emissions, driven by a doubling in the atmospheric CO 2 concentration from 2× to 4× PI values, produced a climatic feedback that increased the E ss by ca. 1 K to 4 K overall (Table 2) , a value similar to that obtained in mid-Pliocene simulations (3.3-3.0 Ma) (13). Our results, therefore, strengthen the emerging view from empirical paleoclimate studies (13, 19, 38) that the Earth system has a high equilibrium climate sensitivity to a CO 2 . Inclusion of the climatic effects arising from feedbacks due to ecosystem trace gas-chemistry interactions in modeling studies of past warm intervals in Earth history offers one mechanism for further rapprochement with empirical paleoclimate estimates of E ss . However, accurately gauging this essential quantity with models requires assessment of the sign and strength of forest-related biogenic aerosol-cloud feedbacks, a developing area of Earth system modeling (39) . Isoprene fluxes from the terrestrial biosphere during the Eocene and Cretaceous, with CO 2 suppression, are comparable to those of the preindustrial world (Table S1 ) and therefore their photochemical oxidation is unlikely to generate a significantly higher secondary organic aerosol (SOA) loading in the atmosphere over that of the PI to induce climatic cooling. However, the larger fluxes of other terpenes, particularly monoterpene, whose emissions from leaves are not known to be sensitive to elevated CO 2 , could increase SOA formation (39) . Understanding these feedbacks should be the focus of future research effort.
Limitations of the Chemistry Modeling. We recognize that a limitation of the Earth systems modeling approach reported here relates to our treatment of stratospheric chemistry. STOCHEM captures a reasonable representation of tropospheric chemistry (10), but does not include the full range of stratospheric ozone reactions. The model simulates stratosphere-to-troposphere transport of ozone by including a simple relaxation toward seasonally varying stratospheric ozone climatology above 100 hPa. The effects of colder stratospheric temperatures (caused by 2 × CO 2 and 4 × CO 2 concentrations), and elevated tropospheric concentrations of CH 4 and N 2 O (Table 1) , on stratospheric ozone concentrations are not included in our simulations. However, changes in circulation, in particular cross-tropopause mass (and ozone) fluxes (29) , are represented (Table S4) , as are changes in stratospheric H 2 O associated with different levels of CH 4 ( Table 1 ). Increased levels of N 2 O can be expected to lead to stratospheric ozone depletion, and changes in the distribution/magnitude of stratospheric ozone will change tropospheric photolysis rates. Prather and Hsu (40) show that N 2 O, CH 4 , and O 3 , are coupled in complex ways in simulations of the present-day atmosphere; this coupling will shift in different climates, and simulations with stratospheric chemistry-climate models are required to elucidate the full details. However, recent studies with a version of STOCHEM coupled to a full stratospheric chemistry scheme (41) indicate that the effects on tropospheric ozone are typically dominated by changes in stratosphere-troposphere exchange rather than changes in photolysis rates.
Nevertheless, we recognize that changes in CH 4 and N 2 O reported here are likely to exert impacts in the stratosphere (40) that have yet to be accounted for. Along with the roles of isoprene emissions and chemistry, and biogenic aerosols, these all add uncertainties, and should be the subject of future modeling investigations into past greenhouse worlds.
Conclusions
Our Earth system simulations provide unique constraints on the possible range of trace GHG concentrations in the ancient atmosphere during past greenhouse periods in Earth history, a longstanding and previously highly uncertain boundary condition. These results emerge from the integration of models capturing interactions between the terrestrial biosphere, climate system and chemistry and deposition processes. Quantitative assessment of the associated atmospheric chemistry-climate feedbacks reveals substantial and widespread planetary heating during these intervals missing from earlier model estimates of E ss (Figs. 3 and  4) . These simulations for past greenhouse worlds contextualize projections of future emission scenarios by the Intergovernmental Panel on Climate Change. Projected future anthropogenic trace gas emissions suggest humanity is likely to recreate atmospheric conditions in the Anthropocene (1, 2) not seen on Earth for the past 20-50 Ma, and that could increase Earth's longer-term climate sensitivity to rising atmospheric CO 2 concentrations.
Methods
The 3D Earth systems model comprises the HadCM3L climate model (9), widely used for future climate change prediction, coupled to the updated tropospheric chemistry-transport model STOCHEM (10) and the SDGVM for simulating terrestrial vegetation biogeography, structure, and productivity (11) . Modeling procedures are initiated by simulating global baseline climate and vegetation properties from which appropriate biogenic trace gas emission schemes provide monthly fluxes to STOCHEM for computing the equilibrium atmospheric chemistry from HadCM3L 3D meteorology. In intermodel comparisons, STOCHEM compares favorably with other chemistry schemes in terms of its predicted changes in tropospheric ozone concentrations (42), indicating its utility for the present study. All of the simulations used the fully coupled atmosphere-ocean version of HadCM3L.
An enhancement to the capability of the full Earth system modeling strategy reported here is the continued iterative feedback between trace GHGs and climate, vegetation processes, trace gas fluxes, and chemistry, until equilibrium between the component modules is reached. This enhancement, and incorporation of SDGVM land surface vegetation-climate feedbacks, makes the individual modules fully self-consistent under the prescribed CO 2 regime. Our Earth systems approach to modeling the chemical composition of past atmospheres is verified by earlier successful simulations of the observed preindustrial methane concentration (650 ppb), and polar ice-core records of methane during the last glacial maximum, 21 ka (412 ppb) (8) , and over the last 130 ka (43) , with markedly different boundary conditions, including ice sheets, sea-level, atmospheric CO 2 and vegetation.
