We examine the problem of self-organizing linear search lists, which are lists that react to queries received from an environment by running a heuristic to reorganize the records in order to minimize the search cost. In particular, we are concerned with environments with the locality of reference phenomenon, when the queries exhibit a probabilistic dependence between themselves. We introduce a novel list organization framework that we call Lists-on-Lists (LOL), which regards the list as a set of sublists that are manageable in the same way that individual records are. An LOL organization involves a reorganization operation on the accessed record level, as well as another on the sublist which it belongs to (the record's context). We show that it is beneficial to consider the reorganization of the context together with the accessed record, since other records within the context are likely to be accessed in the near future. With the aid of a learning automaton-based partitioning algorithm, we demonstrate that we can accurately classify the different contexts of the sublist. To the best of our knowledge, both the concept of reorganizing the list 'hierarchically' using such a two-step LOL process, and the application of stochastic learning to this problem are new to the field. Indeed, while the costs involved to achieve these enhancements are almost of the same order as that which achieves basic list-organizing, using this framework, we were able to empirically achieve asymptotic search costs that are significantly superior to (sometimes even an order of magnitude better than) the Move-To-Front heuristic, widely acknowledged as the best algorithm for such environments.
INTRODUCTION
For data retrieval from a list of n elements, a linear or sequential search can be performed, with a time complexity of O(n). It can be shown that the best ordering of the records would be in terms of the descending order of their respective access probabilities. As such, since the access probabilities are rarely known in advance, one has to resort to a heuristic to approximate an optimal behaviour. One way to significantly reduce the search cost (without estimating the access probabilities) is by making the list self-organizing, such that it dynamically adapts to the query distribution to minimize the search cost, by running a reorganization algorithm. A self-organizing linear search list is a list that runs a reorganization heuristic with (possibly) each access query with the hope of optimizing the linear search cost.
Research on self-organizing linear search lists began with McCabe's pioneering work in 1965 [1] . He introduced two such heuristics: The Move-To-Front rule (MTF), which moves the queried record to the front of the list, and the Transposition rule (TR), which swaps the queried record with its predecessor. The MTF is characterized by quick convergence rates and the ability to quickly adapt to changes in the environment. The TR, on the other hand, is more likely to find a better asymptotic arrangement for the list than the MTF, through its incremental conservative changes. However, its convergence rate and ability to respond to changes in the environment are poor.
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The fact that self-organizing schemes are superior to non-self-organizing methods in identical settings has been argued in [2] . In essence, a lot of the research that followed McCabe's work has attempted to combine the two algorithms, to benefit from the speed of the MTF and the accuracy of the TR. In this regard we mention Bitner's algorithm [3] , that runs MTF initially and then TR for fine-tuning, Rivest's moveahead-k [4] , as well as some other variations by Tenenbaum and Nemes [5] . 'Batched' methods are modifiers to be used in conjunction with a reorganization heuristic, such as the moveevery-kth-access [1] , the k-in-a-row [6] , and the k-in-a-batch [7] . Other algorithms that move the accessed record a distance relative to its location from the head of the list include the Swap-With-Parent (SWP) and Move-To-Parent (MTP) [8] . More recent work in list organization include the work of Schulz [9] and Bachrach et al. [10] . Randomized algorithms (e.g. [11] [12] [13] ) are alternate means to reorganize lists that, generally speaking, try to move the accessed record in a more conservative way than the MTF. Similar strategies have also been used for binary search trees and ternary search trees [14] . 1 An interesting behaviour of the algorithms manifests when the environment has the property of locality of reference, because of the probabilistic dependence among the access queries. In other words, during a given time interval, only a subset of the query set is predominantly accessed on the list, and then this subset changes with time. This property is also sometimes referred to as 'dependent' accesses. Examples of the locality of reference phenomenon are indeed abundant in computer science, such as in program execution, paging and caching, memory management, file systems and database systems.
To illustrate, consider the following example (essentially taken verbatim) from Hester and Hirschberg [15] . Consider a list of 26 records (represented by the English alphabet) which is being reorganized using the MTF scheme after each access. Furthermore, consider the two access sequences ,a, . . . , z, a, . . . , z, . . . , a, . . . , z. and ,a, . . . , a, b, . . . , b, . . . , z, . . . , z.. After the first 26 queries of the first access sequence, the list will be ordered in the reverse alphabetical order (i.e. z through a). All subsequent queries will take 26 probes each, because each accessed record will always be at the end of the list. However, for the second sequence, the first query of a given letter might take a number of probes, but all subsequent queries of that letter will take only a single probe. This is despite the fact that the 'offline' access probability for any given record is the same (when considered collectively after the experiment finishes), because each record is accessed the same number of times in both sequences. The locality of reference that characterizes the second sequence, therefore renders the difference in search cost dramatic.
The analysis of list reorganization rules for dependent accesses is far from trivial. First of all, it must involve the modelling of the non-stationary phenomenon demonstrated by the query system. Secondly, it must also incorporate the stochastic nature of the process when affected by the algorithm itself. This is probably why the results available for this problem are scanty. Lam et al. [16] studied the the expected search cost of the MTF in a dependent environment, by considering a Markovian model for dependent accesses. Chassaing [17] has shown that the expected search time for MTF in environments with locality of reference is not greater than that of any other sequential strategy. Later, in 2002, Bachrach et al. [10] backed this result with a comprehensive experiment that tested almost all the algorithms reported in the literature up to the time of the study. They have shown that the MTF outperforms all other algorithms that they tested in such environments, as the dependence factor increases. This result seems to be the general consensus within the literature. To our knowledge, no other algorithm has been reported to outperform the MTF in environments with higher dependence degrees. Comparison against the MTF is therefore a very good metric for the performance of an algorithm in environments which display a locality of reference.
The proposed approach
One common approach for algorithms dealing with environments possessing such a property is to minimize the access cost for the required resource as well as its surrounding 'context', since the odds that a nearby element will soon be requested are high. Applied to self-organizing lists, such an approach would attempt to determine the 'context' of an accessed element, and reorganize this context in conjunction with it. We advocate a similar philosophy.
First of all, we attempt to localize the accessed element's 'context' to be some of the elements 'around' it. This, is done, quite effectively, using a list organizing scheme within a list organizing scheme. Thus, on every access (It is easy to extend this so that it works in a batched model), we reorganize the context as well as the record itself, i.e. by essentially relocating a sublist that the accessed record belongs to, within the list. This is especially effective in lists since the reorganization cost for a sublist is the same as that of a single record (by updating a constant number of pointers), without incurring additional cost, provided that the sublist boundaries are known. We call such an approach a Lists-on-Lists (LOL) organization, which, to the best of our knowledge, is novel to the entire field of self-organizing data structures.
An LOL algorithm is denoted by the form X-Y, where X would be the reorganization of the accessed record within the sublist, and Y would be the reorganization of sublists among themselves. For example consider the LOL scheme MTF-MTF. In one variation of this scheme, we divide the list into a number of sublists, say k, each of length m. When a requested record is found, it is moved to the front of the sublist it belongs to, and then the entire sublist is moved to the front of the overall list. If the sublist contains records within the current environment's context, we would have minimized the access costs for a host of forthcoming requests until the environment's context changes. At the same time, by doing this, we are bringing records that are more frequently accessed within this context to the head of the list, thereby reducing the cost even more. The potential advantage of such a strategy should be clear! What remains is to ensure that the sublists actually reflect the environment's various contexts. It would be of no benefit for us to move a number of records to the beginning of the list if they are not likely to be accessed in the near future. This is where we make our second major contribution by incorporating the principles of stochastic learning to infer the contexts. Indeed, to achieve this goal, we show that we can use a dependence capturing or partitioning learning automaton (LA) [18 -23] , alongside with the LOL reorganization algorithm. This is done by running the current queried key (at time t) with the last queried key (at time t 2 1) against the partitioning algorithm. If the two elements belong to the same partition within the partitioning automaton's internal representation, this LA is 'rewarded' and the LOL reorganization takes place. Otherwise, the LA is 'penalized', and consequently, instead of performing an LOL reorganization, the automaton learns a better partitioning and the sublists are modified accordingly to match that partitioning. In this paper we use two such algorithms to attain the partitioning, the object migration automaton (OMA) [24] , and the modified linear reward -penalty reinforcement rule (ML RP ) [25] . An LOL scheme that uses a partitioning automaton is denoted by the form X-Y-Z, where Z is the partitioning algorithm. Thus, if the accessed element is moved to the head of its sublist using an MTF rule, and the sublists are moved between themselves using a higher-level MTF rule, the above example would be called an MTF-MTF-OMA if the OMA was invoked to learn the partitioning of the sublists.
The partitioning algorithm does not come at no cost. The space complexity for the OMA, for example, is O(n), and the time complexity is O(m) in the case of a penalty. However, after convergence, the time complexity is almost always constant. Furthermore, a space requirement of O(n) is familiar in the literature; indeed, the majority of the algorithms discussed in the literature require an additional memory requirement of O(n). Thus, we can quite objectively state that the additional cost incurred is marginal.
Contribution of the paper
The novel contributions of this paper are the following: (i) We advocate the conceptualization of a list as being a list of sublists, where the sublists capture the information of the contexts of the individual elements.
(ii) We propose that the list reorganization be achieved by the use of LOL. The accessed element is reorganized within its sublist, and the entire sublist is, in its own right, relocated to an alternate place in the overall list, so as to optimize the accessed cost of the element and its context. (iii) We demonstrate that it is beneficial to learn the contexts (crystallized in terms of the sublists) with the use of stochastic learning. Indeed, with the aid of an LA-based partitioning algorithm [18 -23] , we demonstrate that we can accurately classify the different contexts of the sublist.
To the best of our knowledge, both the concept of reorganizing the list 'hierarchically' using such a two-step LOL process, and the application of stochastic learning to this problem are new to the field. Thus, with minimal additional costs, we can achieve asymptotic search costs that are sometimes even an order of magnitude better than the MTF heuristic, which is widely acknowledged as the best algorithm for such environments.
MODELS OF DEPENDENCE
In order to study self-organizing lists in environments with dependent accesses, we need to first define our models of dependence. We used two different kinds of dependent query generators: Markovian and periodic query generators.
To initiate the study, we assume that the set of n distinct query elements can be divided into k equal disjoint subsets with m elements, where n ¼ km. These subsets are sometimes referred to as local sets or local contexts [10] . Elements of the same subset are 'dependent' on each other, i.e. if an element from set i is requested at time t, the likelihood that the element requested at time t þ 1 is from the same local context is significant. The environment can be regarded as having a set of finite states fQ i j1 i kg. The way the environment changes states defines the type of dependence model.
In a Markovian switching environment, the states of the environment are also the states of an (unkown) Markov chain. After generating the request, the environment stays in the same state with probability a, and makes a transition to another state with probability (1 2 a)/(k 2 1). After being at any environment state (local set), the query generation follows a fixed probability distribution to facilitate analysis. This model is the one most often used to study dependent environments, as in [10, 16, 18] .
Suppose that the distribution followed within a state is represented by the vector (p 1 , . . . , p m ). Let P be the (m Â m) matrix where the ith row corresponds to the probability p i . Bachrach et al. [10] showed that a generalized (km Â km) matrix combines the dependency factor and the probability distribution. The result is an n-state Markov chain that fully A NOVEL FRAMEWORK FOR SELF-ORGANIZING LISTS Page 3 of 11 describes the behaviour of the Markovian query generator, and is given by:
Bachrach et al. [10] observed that the expected number of subsequent requests in a local set is given by 1/ (1 2 a) .
In a periodic switching environment, the environment changes states in a round-robin fashion. After every T queries, the environment changes state from Q i to Q iþ1 mod k . Within these T queries, all the requests belong to exactly one local set. A real life application for this environment could be a global database that is accessed from different time zones, where access patterns for given subsets peak at predictable times during the peak hours of the relevant time zone.
There are two variations of the periodic switching environment. In the first, the algorithm which manipulates the data structures is aware of the time after which the environment changes its state. In the second, the algorithm does not know about this time period. Algorithms with this extra information are expected to yield better performance than those without it.
We assume the list's records are distinct since this makes the model easier to deal with. Insertion and change in the list while the algorithm is running is outside the scope of this work, but would be a good candidate for future benchmarks.
SUBLIST MANIPULATION
We propose the idea of dividing the self-organizing list of size n into a set of k sublists. We examine both the cases when the sublists are of the same size (Section 6.1) and of different sizes (Section 6.3). We would then apply self-organization algorithms on the elements within the sublist and then between the sublists themselves. For example, we may choose to transpose the record within the sublist and then to move the sublist to the front of the original list. Following the naming scheme introduced above, this would be called TR-MTF. Another example would be to move the record to the front of the sublist, and then move the sublist to the front of the list, which would be an MTF-MTF scheme (Figure 1) .
The rationale behind such a strategy can be explained as follows. When an element is accessed in a dependent environment, the likelihood that another element within its local set is going to be chosen in the immediate future is high. It is therefore beneficial to make use of this information by promoting the entire set to an advanced position within the list, thereby reducing the search time if such an element is requested. This is somewhat related to the benefits one would gain from using the MTF rule in a non-stationary environment, since the frequently accessed records are promoted to locations near the front of the list. The LOL approach, however, has several benefits listed below:
(i) First of all, unlike the MTF, records are promoted en másse, and therefore the prospects of the access time being reduced in forthcoming accesses increase. (ii) Secondly, if a record outside of the local context is accessed, it is displaced much further from the front in subsequent calls than in the MTF case, because the group of all records that obey the context may be promoted to precede it. In the case of the MTF, however, such an access may cause the record to linger at the front of the list for a longer duration, until the entire context is moved to the front of the list one element at a time.
Notice that the storage requirements for such a list maintenance strategy is at most O(k), to store the locations of the sublist boundaries. In addition, the cost to manipulate the sublist is constant because it only involves pointer assignments.
The benefits outlined above assume that the sublists mirror the dependence relationship between the records. This is likely not the case, because as the list is initially arranged in an arbitrary order, the sublists will most likely not represent the true dependence relation between the records. Unless elements are rearranged within the sublists such that they eventually mirror such dependence, the concept which we have introduced could, indeed, often produce inferior results.
To capture the dependence between the access queries, we use a partitioning scheme, such that records of the same local context reside in the same sublist division. In this regard, we propose to use the OMA [24, 26] , which partitions objects into equal-sized groups, and learns the true underlying 
CAPTURING DEPENDENCE
Suppose we have a set of W objects. We need to place these objects into R disjoint subsets, such that objects that are accessed more frequently together lie in the same group. The joined access probabilities are assumed to be unknown, to render the problem non-trivial. This problem is known in the literature as the object partitioning problem (OPP). When the subsets are desired to be of equal cardinality (i.e. the true underlying unknown partitions dictated by the 'state of nature' are all of the same size), the problem is referred to as the equal partitioning problem (EPP). In our context, it is desirable to partition the list in such a way that records that have a high probability of being in the same local set are located together. This would enable us to benefit from the idea of manipulating the sublists, and to thus overcome the otherwise poor results obtained. To achieve this, we shall discuss the best results known for the OPP, which utilize LA. In the interest of completeness, we will very briefly discuss some background information relating to the field of LA.
An LA [18 -23] is a machine operating in a stochastic environment. At time t, the machine can choose an action a (t) from a finite set of actions, which is made available to the environment. The environment, in turn, responds to the chosen action by producing a reward or penalty b(t), that is a stochastic function of the input action. The penalty probabilities of the different actions are unknown to the automaton. The learning process is done by processing the environment's responses to the actions chosen by the automaton. An LA is one that learns the optimal action, that is, it chooses the action with minimum penalty probability more frequently than other actions, and hopefully, asymptotically, with a probability as close to unity as desired.
LA are generally classified as being either fixed or variable structure stochastic automata (FSSA or VSSA). Loosely speaking, an FSSA can be thought of as a finite automaton whose current state determines its action, with a transition matrix that is stochastic. A VSSA, on the other hand, is essentially a probability vector corresponding to the set of actions available for the automaton. The action is chosen through the probability vector, and the vector is updated according to the environment's responses through a reinforcement rule. For a complete introduction to the field of LA, the reader is referred to [18 -23] .
The object migration automaton
The OMA is a solution to the EPP proposed by Oommen and Ma [24] and enhanced by [26] , and is based on the theory of FSSA. The automaton defines only as many actions as the number of classes needed for partitioning the objects. For each action, there is a fixed depth N. Every object W i to be assigned to a partition is represented by an abstract object O i that may reside in any of the automaton's states, and therefore belongs to the corresponding partition. Instead of having the automaton move towards an action, the OMA has the abstract objects themselves move around the automaton. If the abstract object O i is in action a k , then O i should be placed in the kth grouping. Consequently, if O i and O j are in the same action, then the LA has decided that they should belong to the same grouping.
For each action a k , there is a set of states ff k1 , . . . , f kN g, where N is the depth of the automaton. We consider f k1 to be the extreme state of that action and f kN to be its boundary state. The automaton can be thought of as having multiple 'current states', one corresponding to each abstract object, as opposed to the standard FSSA which have only one such state. When a query requests objects (A i , A j ), if the corresponding abstract objects O i and O j lie in the same class, say, a k , both objects are rewarded by being moved one step towards the extreme state f k1 (Figure 2a) . If the objects lie in different classes, say a k and a m respectively, the objects are updated in the following manner: † If both objects are not in boundary state, we move both objects one step towards their boundary state (Figure 2b ) † If only one object (say O j ) is at a boundary state, we move the other object O i towards its boundary state f kN (Figure 2c ) † If both objects are in boundary states, we then randomly choose an object (say O i ) to be moved to the boundary state of the other objects class, f mN . To keep the objects equally partitioned, we have to move back an object from a m to the original class a k . We choose to move one that is closest to the boundary state, f mN (Figure 2d ).
An algorithmic version of the OMA can be found in [24] . Oommen and Ma did not provide a formal analysis for the OMA except for the special case when W ¼ 4 and R ¼ 2, in which they proved the automaton's expediency. Although a general analysis of the automaton's performance is hard to obtain, they provided impressive simulation results that seem to suggest that the OMA is e-optimal, i.e. it can be made to yield results as close to optimality as desired.
The space requirement for the OMA is O(W). On reward, the time complexity for the OMA is constant, as well as in the penalty case when either of the queried object is not at a boundary state (Figure 2b and c) . When both objects are at boundary states (Figure 2d ), the time requirement is O(W),
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which is the time needed to find a suitable object from the other group for the exchange. However, we show in [27] that the cost for such an operation can be brought down to O(W/R).
The modified linear reward -penalty
Unlike FSSA, VSSA are automata whose structure evolve with time. Essentially, a VSSA (also called a reinforcement scheme) involves a probability vector P ¼ [p 1 , . . . , p R ] T of the possible actions for the automaton. The action is chosen based on the probability vector. When the environment responds to the action, an update rule is invoked to change the probability vector, and thus, p i ðt þ 1Þ ¼ f ½PðtÞ; aðtÞ; bðtÞ; where p i (t) is the probability of choosing action a i at time t. Narendra and Thathachar [18] reported that the linear reward -penalty (L RP ) is perhaps the earliest scheme considered in mathematical psychology. It involves updating the probability vector with a linear function. If a i is chosen and the automaton is penalized, p i is decreased by a factor b , 1. The decrease is equally divided among the other actions. If the automaton is rewarded, all the other probabilities p j , j = i are decreased by a factor a , 1, to the benefit of p i .
Oommen and Ma [25] proposed an ML RP scheme for solving the OPP. The ML RP provides a probability distribution for the partitioning of the different objects, according to the L RP reinforcement scheme. The automaton defines W actions for the W objects to be partitioned. It also maintains a set of abstract objects fO 1 , . . . , O W g which can 'choose' their action. The automaton defines a set of probability vectors fP 1 , . . . , P W g rather than only one such vector. Each vector
T is associated with an abstract object, O i , where the element p ij represents the probability that action a j is chosen by O i .
When a pair of objects (A i , A j ) are accessed, if O i and O j choose the same action a k , they are rewarded by increasing the probability of them choosing the same action, and by simultaneously decreasing the probabilities of them choosing all other actions. If, however, the objects choose different actions a p and a q , they are encouraged to 'get closer' by increasing the probability of O i choosing a q and O j choosing a p . This is done (in the case of O i for example) by decreasing p ip and increasing p iq . Notice that the probabilities of choosing other actions have not been changed.
An algorithmic version of the ML RP can be found in [25] . Oommen and Ma showed that ML RP is expedient and conjectured its e-optimality. The space requirement for the ML RP is O(W 2 ). Upon penalty, the time requirement is constant, and upon reward, the time complexity is O(W). After convergence, however, the time complexity tends to be a constant.
ENHANCING LOL WITH LA
Having now set the stage for the concept of LOL, and of how the underlying partitioning can be learnt using LA, we are now in a position to see how these two fundamental concepts can be merged. Algorithm 1 presents a high level algorithmic version for the generic LOL algorithm X-Y-Z. Using a dependence capturing algorithm Z, we enhance the LOL operation X-Y to run Z after each access. Upon reward, that is, if two successive queries belong to the same group according to Z, the list reorganization operation X-Y takes place. Otherwise, the records are grouped together to reflect the partitioning suggested by Z. As such, the different sublists mirror the partitioning model that Z dictates at all times.
Clearly, the time complexity of this algorithm is dependent on those of X, Y and Z. However, we note that the cost of X is often constant, since it is likely a simple MTF or TR operation within the sublist. The cost of Z is often constant (as in the case of the OMA for example). This is especially true after convergence, because the automaton's state does not change. The cost of Y is either constant or O(m) (in the case where pointers to sublist boundaries are maintained). Therefore it is often the case that the only cost incurred is that of the linear search. However, this is dependent on the choice of algorithms used and their details.
EMPIRICAL RESULTS
We tested LOL algorithms by changing many variables, such as the dependence degree, the partitioning algorithm, the reorganization algorithm and the access probability distribution within a context. Throughout our experiments, we used a data source with n ¼ 128 distinct elements, labelled 1 through 128. To produce dependent access sequences, we divided the query space into k local contexts (Q 1 , . . . , Q k ) (unknown to the list organization scheme), each of size m. We then applied the Markovian and periodic models of dependence discussed in Section 2. For example, if k ¼ 8 and m ¼ 16, Q 1 would include the elements 1, . . . , 16, Q 2 would include 17, . . . , 32 etc. To model the probability distribution within the local context, we used Zipf's law, which has been used to model the probability distribution within the local context of dependent environments in [10] , as well as four additional distributions. The access probability s i for record i, 1 i m, for the different distributions is given by: (i) Zipf's distribution:
ð1=kÞ:
(ii) 80-20 distribution: (iii) Lotka's distribution:
2 Þ:
(iv) Exponential distribution:
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(v) Linear distribution:
Algorithm 1 Generic LOL algorithm X-Y-Z Notation: q: Input query R q : Record corresponding to q L(R q ): Yields the sublist to which R q belongs X: Reorganization scheme on the record level, within a sublist Y: Reorganization scheme on the sublist level 2, 4, 8, 16, 32, 64) . Setting a to 0.9 compares our algorithms against the strongest performance of the MTF, which excels with increasing dependence. Figure 3 plots the ratio of the asymptotic cost of the MTF-MTF-OMA algorithm to that of the MTF, for different values of k. A value greater than unity indicates a performance worse than MTF, while a value less than unity indicates a superior performance.
Observe that for all distributions with the exception of the Lotka and exponential distributions, the MTF-MTF-OMA produced results that were consistently better than the MTF for most numbers of sublists, achieving results that are twice as good in some cases. Thus, when k ¼ 16 the basic MTF required an average asymptotic cost of 30.2 units, while the MTF-MTF-OMA required only 16.7 units.
Also observe that the curves are U-shaped, because the algorithms are not optimal for very long and very short sublists. When the sublists are long (i.e. for lower values of k), the time for the partitioning of the OMA to change is large, and as a result, the algorithm may spend a lot of time searching for a record that was wrongly partitioned out of the current working set. For very short sublists (higher values of k), any error in the partitioning algorithm would prove to be too costly in comparison to a plain MTF operation. Therefore the optimum number of sublists (and records within a sublist) is in the center, and hence the U-shape of the curves in Figure 3 . In fact, for k ¼ 16 and k ¼ 34, the results of LOL algorithms were better in all distributions tested (Table 1) .
Degree of dependence
We have also studied the performance of the MTF-MTF-OMA with respect to varying degrees of locality of reference (a). Figure 4 shows curves that reproduce the behaviour seen in the experiments of Bachrach et al. [10] , in which the MTF outperformed the TR (and all other algorithms) as a increased. All other algorithms that they tested had curves that lay between these two. However, at higher dependence degrees, the curve for the MTF-MTF-OMA dives well below that of the MTF (Table 2 ). This result is significant since it empirically shows that the LOL algorithms yield better asymptotic search cost than the MTF, which was previously shown by Bachrach et al. [10] to be better than all other algorithms they tested in a strongly dependent environment, using the same dependence model.
Periodic variations
We tested the MTF-MTF-OMA in a periodic environment with various periods, but report here the case for a period of 10 accesses. This produces an environment comparable to the Markovian one (with a ¼ 0.9), since the average number of accesses from the same working set in the Markovian environment is 1/(1 2 a) ¼ 10. In a periodic environment, the MTF-MTF-OMA delivers performance that is just as good as in a Markovian one with strong locality of reference. This is because periodic environments can be thought of as being Markovian ones with very strong locality of reference (a ¼ 1) for a specified number of queries. When compared with the MTF, the curves produced are of a similar nature to the ones produced in a Markovian environment, and all the arguments can be carried over.
If we have advance knowledge of the period T, we can simply move the first sublist to the end of the list after T queries. If the OMA has correctly converged, no records from this sublist are expected to be accessed except after (k 2 1)T queries. We call this algorithm the MTF-MTF-OMA-P (for 'periodic'). If we do not know the period in advance, however, we choose to move the first sublist to the rear if two successive queries are not dependent. That is, if the OMA penalizes two successive queries, we interpret that as signifying the end of the period and move the sublist to the rear accordingly. We call this algorithm the MTF-MTF-OMA-UP (for 'unknown period').
The MTF-MTF-OMA-P is ideal for the periodic environment. For smaller number of sublists (k ¼ 2, 4), the MTF-MTF-OMA-P significantly outperforms the MTF-MTF-OMA, already shown to be better than the MTF. For larger number of sublists (e.g. k ¼ 32, Zipf distribution), the difference is dramatic: 39.5 for the asymptotic cost of the MTF, 27.0 for the MTF-MTF-OMA and 2.6 for the MTF-MTF-OMA-P ( Figure 5 and Table 3 ). The reader should observe the marked superiority of the proposed algorithms in every case. Figure 5 also shows that the performance of the MTF-MTF-OMA-UP algorithm is often comparable to that of the MTF-MTF-OMA-P. The reason that the MTF-MTF-OMA-UP does not outperform the MTF-MTF-OMA-P is that, if the OMA wrongly indicates that two records do not belong to the same group, the group will be moved to the rear of the list before the period expires. This means that a penalty of at least n 2 m probes will be added to the next requested record.
As expected, in a Markovian environment, the MTF-MTF-OMA-P does not perform as well as MTF-MTF-OMA. Needless penalties are incurred since the algorithms only consider the period T, rather than the query dependence, for moving the first sublist to the rear. However, the performance of the MTF-MTF-OMA-UP was often on a par to that of the MTF-MTF-OMA. This is because when the local set changes in a Markovian environment, all the other local sets are equally likely to become the current local set, and therefore the position where the first sublist is moved to is irrelevant. Therefore, if the environment is not known to be Markovian or periodic, the MTF-MTF-OMA-UP seems to be the best choice to suit both models of dependent environments.
ML RP -based algorithms
We have seen that the MTF-MTF-OMA produced results that are better than the MTF in dependent environments. However, the OMA requires the sizes of the environment's local contexts to be equal. But the LOL organization strategy and the dependence capturing mechanism need not be tightly coupled. As long as the interface is well-defined, any dependence capturing mechanism can be used with the algorithms described above, instead of the OMA. As a proof of concept, we implemented the MTF-MTF-ML RP , where the ML RP was used for the partitioning of the the environment inputs and determining the sublists. The ML RP can partition objects into different sized groups, thereby offering more flexibility than the OMA, with comparable accuracy. However, as we have seen, the time and space requirements are higher than that of the OMA.
The MTF-MTF-MLRP algorithm is very similar to the MTF-MTF-OMA, except that in initialization, every record in the list sits in a sublist of its own. The sublists are then gradually merged according to the access sequences to form bigger sublists, that eventually match the dependence model of the environment. Notice that, when an element is moved from one sublist to another, no other element is moved back to the original sublist.
In Tables 1 and 2 , we show that the costs for the MTF-MTF-ML RP and the MTF-MTF-OMA are very close to each other. We have also noticed that the variance for ML RPbased algorithms is much smaller than that for OMA-based algorithms, particularly for the Lotka and exponential distributions. The ML RP seems to be more likely to choose a more correct partitioning than the OMA for these distributions.
The most interesting result about the MTF-MTF-ML RP is the rate of change in its amortized cost, illustrated in Figure 6 . Narendra and Thathatchar [18] define the optimality of a system in a non-stationary environment by its ability to minimize the amortized cost. To get a feeling for the rate of convergence of the algorithms, we plotted the amortized cost as the number of queries increased, for the first 100,000 queries, in a Markovian environment with a ¼ 0:9, k ¼ 16, for the Zipf distribution ( Figure 6 ). Starting at roughly the same cost as OMA-based algorithms, the MTF-MTF-ML RP curve proceeds with an impressive convergence speed to quickly reach the asymptotic value well before the MTF-MTF-OMA. Although the literature [24, 25] did not provide comparisons between the ML RP and the OMA, we believe that the former yields much faster convergence speed, which in turn could be well worth the additional time and space penalties incurred.
The other noteworthy observation shown in Table 2 is that the MTF-MTF-ML RP is as good as the MTF when a was equal to 0.5 and 0.6, and does not suffer from the same bad performance that the MTF-MTF-OMA exhibits at such low degrees of dependence.
CONCLUSION
In this paper, we have introduced two new concepts, novel to the field of adaptive list organization. In particular, we have proposed a strategy for reorganizing linear search lists under environments with locality of reference that we call LOL. Under such schemes, the list can be viewed as a set of sublists that are themselves manipulated and reorganized, just as the individual records are. With the help of an LA-based partitioning algorithm, we show that we can converge to sublists that mimic the contexts dictated by different environment.
Experimental results with simulated data for LOL-based algorithms have shown superior results to those of the MTF, widely acknowledged as the best heuristic for use in dependent environments. This was consistent for most of the probability distributions and different sublist sizes tested. In addition, using the ML RP , we were able to achieve very fast convergence rates. As well, 'periodic' variations of the basic LOL algorithms were shown to be very well suited to both periodic and Markovian environments.
The most significant contribution of the paper is the novel way of viewing the list as a set of sublists, that are manageable using the same strategy used to manage individual records, and the strategy of incorporating this with a scheme that can . The amortized cost of various algorithms, for 100,000 queries, in a Markovian environment with a ¼ 0.9, for k ¼ 16 sublists under the Zipf probability distribution.
Page 10 of 11 A. AMER AND B. J. OOMMEN learn the contexts of the records. To our knowledge, such an approach has not been explored before. Significant research opportunities arise from these results. The most obvious one would be to back up the results with experiments on real data, and find direct applications of the ideas involved, not necessarily in simple data access only, but also in areas such as pre-fetching of cache pages for example. Another area that can be investigated is the applicability of this approach to other data structures. Research is currently underway to apply similar approaches on trees and bidirectional lists (i.e. lists that can be accessed from either sides). Finally, we remark that the formal analysis of the schemes, though open, will be far from trivial.
