Quantum circuits currently constitute a dominant model for quantum computation [14] . Our work addresses the problem of constructing quantum circuits to implement an arbitrary given quantum computation, in the special case of two qubits. We pursue circuits without ancilla qubits and as small a number of elementary quantum gates [1] as possible. Our lower bound for worst-case optimal two-qubit circuits calls for at least 17 gates: 15 one-qubit rotations and 2 CNOTs. To this end, we constructively prove a worst-case upper bound of 23 elementary gates, of which at most 4 (CNOTs) entail multi-qubit interactions. Our analysis shows that synthesis algorithms suggested in previous work, although more general, entail much larger quantum circuits than ours in the special case of two qubits. One such algorithm [5] has a worst case of 61 gates of which 18 may be CNOTs.
Introduction
Quantum computations can be described by unitary matrices [14] . In order to effect a quantum computation on a quantum computer, one must decompose such a matrix into a quantum circuit, which consists of elementary quantum gates [1] connected by Kronecker (tensor) and matrix products. Those connections are often represented using quantum circuit schematics. In some cases circuit decompositions require temporarily increasing the dimension of the underlying Hilbert space, which is represented by "temporary storage lines". Since there is always a multitude of valid circuit decompositions, one typically prefers those with fewer gates.
Algorithms for classical logic circuit synthesis [8] read a Boolean function and output a circuit that implements the function using gates from a given gate library. By analogy, we can talk about quantum circuit synthesis. In this work we only discuss purely classical algorithms for such synthesis problems. Even at this early stage of quantum computing, it seems clear that algorithms for circuit synthesis are going to be as important in quantum computing as they are in classical Electronic Design Automation, where commercial circuit synthesis tools are necessary for the design of cellular phones, game consoles and networking chips.
If a Boolean function is given by its truth table, then a two-level circuit, linear in the size of the truth table, can be constructed immediately. Thus, it is the optimization of the circuit structure that makes classical circuit synthesis interesting. Given a unitary matrix, it is not nearly as easy to find a quantum circuit that implements it. Generic algorithms for this problem are known [15, 5] , but in some cases produce very large circuits even when small circuits are possible. We hope that additional optimizations are possible. Importantly, the work in [15] suggests that generic circuit decompositions can be found by means of solving a series of specialized synthesis problems, e.g., the synthesis of circuits consisting of NOT, CNOT and TOFFOLI gates as well as phase-shift circuits. Such specialized synthesis problems are addressed by other researchers [1, 16] .
A recent work [12] on time-optimal control of spin systems presents a holistic view of circuit-related optimizations, which is based on the Lie group theory. However, their approach is not as detailed as previously published circuit synthesis algorithms, and comparisons in terms of gate counts are not straightforward.
Our work can be compared to the GQC "quantum compiler" [6, 3] available online. 1 That program inputs a 4 × 4 unitary U and returns a "canonical decomposition" which is not, in a strict sense, a circuit in terms of elementary gates. It also returns a circuit that computes CNOT using U and one-qubit gates. When U is used only once, this easily yields a circuit decomposition of U in terms of elementary gates. However, it appears that not all input matrices can be processed successfully. 2 Our work pursues generic circuit decompositions [1, 5] of two-qubit quantum computations up to global phase. Gate library. We consider the following library of elementary one-and two-qubit gates:
• R y (θ) = cos θ/2 sin θ/2 − sin θ/2 cosθ/2 for all 0 ≤ θ < 2π;
• R z (α) = e −iα/2 0 0 e iα/2 for all 0 ≤ α < 2π;
• The CNOT gate, conditioned on either line.
A given gate may, in principle, be applied to different lines. We do not restrict to which lines the above gates may be applied. Note that the gate library we use generates U(4) up to global phase [5] . In order to find gate decompositions, we use the Lie-group techniques from [12] . The resulting procedure is often superior to previously published generic algorithms [15, 5] in terms of the size of synthesized circuits. 1 We point out that the term "compiler" in classical computing means "translator from a high-level description to a register-transfer level (RTL) description, e.g., machine codes". The task of producing circuits with given function is commonly referred to as "circuit synthesis". In this context, digital circuits are called "logic circuits". 2 As of November 2002, the quantum compiler [6] fails on exp
The authors are working on a bugfix and expect that the problem lies in the code rather than the method. Theorem 1.1 Up to global phase, any two qubit computation may be realized exactly by at most twenty-three elementary gates, of which at most four are CNOTs. No ancilla qubits are required.
We do not know whether this result is optimal, but show that at least seventeen elementary gates are required. The remaining part of the paper is organized as follows. Section 2 covers the necessary background on quantum circuits and elementary gates for quantum computation [1] . Relevant matrix decompositions and prior work on circuit synthesis are described in Section 3, including a related algorithm to decompose unitary matrices into elementary gates [5] . Section 4 introduces the "magic basis" from [13] , as well as the associated entangler and disentangler gates. In Section 5, we present a generic decomposition of an arbitrary two-qubit quantum computation into 23 elementary gates or less using the KAK decomposition from Lie theory. We also give several examples. Lower bounds are discussed in Section 6, followed by conclusions and ongoing work in Section 7.
Notation and Background
For M ∈ GL(2 n ), we consider its adjoint matrix M * , produced from the transpose M t by conjugating each matrix element. M is called Hermitian (synonym: self-adjoint) iff M = M * . Hermitian matrices generalize symmetric real-valued matrices.
Quantum states and quantum circuits are governed by the laws of quantum mechanics: k-qubit states are 2 kdimensional vectors, i.e., complex linear combinations of 0-1 bit-strings of length k. A quantum computation acting on k qubits (k inputs and k outputs) is modelled by a unitary 2 k × 2 k -matrix [14] . We denote such matrices by U(2 k ) = {M ∈ (2 k × 2 k )-matrices|MM * = 1}. O(2 k ) represents those matrices from U(2 k ) with real entries. SU(2 k ) and SO(2 k ) are the respective subsets with determinant one. Below, we will consider two generic elements of SU(2): A = αE 11 + (−β)E 12 +βE 21 +ᾱE 22 and B = γE 11 + (−δ)E 12 +δE 21 +γE 22 with 1 = |α| 2 + |β| 2 = |γ| 2 + |δ| 2 . Such a parameterization of SU(2) can be verified directly.
We largely ignore the effects of quantum measurement that is typically performed after a quantum circuit is applied, but we use the fact that any measurement is invariant under a global phase change. In mathematical terms, this means that any computation in U(2 k ) can be represented in normalized form by a matrix from SU(2 k ).
Quantum circuits and elementary gates for quantum computation
In our work, we only discuss combinational quantum circuits, which are directed acyclic graphs where every vertex represents a gate. An output of a gate can be connected to exactly one input of another gate or one circuit output. A similar restriction applies to gate inputs (see examples of quantum circuits in Figures 1 and 2).
Following [1] , we attempt to express arbitrary computations using as small numbers of elementary gates as possible. In order to write matrix elements of particular gates, we order the elements of the computational basis lexicographically [14] . The computation implemented by several gates acting independently on different qubits can be described by the Kronecker (tensor) product ⊗ of their matrices. In the usual computational basis |00 , |01 , |10 , |11 ordered in the dictionary order, the matrix in U(4) representing A ⊗ B (for A and B defined above) will then be
Composition of multiple quantum computations is described by the matrix product. However, as most circuit diagrams are read left-to-right, the order in respective matrix expressions is reversed. For example, the expression 
An arbitrary one-qubit quantum computation can be implemented, up to phase, by three elementary gates. This is due to [1, Lemma 4.1] , which decomposes an arbitrary 2 × 2 unitary into
To recover the non-δ parameters, we divide U by its determinant. The resulting matrixŨ has δ = 0, and
We routinely ignore global phase because it does not affect the result of quantum measurement, which is the last step in quantum algorithms. A particular one-qubit computation, the Hadamard gate H, can be implemented, up to global phase, using two elementary gates as follows:
Similarly, the NOT gate (also known as Pauli-X) requires two elementary gates, up to a global phase:
Circuits for diagonal unitaries
For a diagonal matrix D ∈ U(4), we have D = diag(z 1 , z 2 , z 3 , z 4 ) with z izi = 1, i = 1 . . . 4. The coordinates or their product can be normalized by choosing the global phase. In contrast, the quantity 4 ) in U(4) may be written as a tensor product of diagonal elements of U(2) iff z 1 z −1 2 z −1 3 z 4 = 1. ii) Any gate which is diagonal when written in the computation basis may be implemented up to phase in five elementary gates or less.
For the reverse implication, rewrite that as
If we are given the four diagonal entries z 1 . . . z 4 and wish to find θ, this can be achieved by taking logarithms of z k and solving the resulting linear system in terms of θ 1 , . . . , θ 4 . The matrix of this 4 × 4 system is degenerate and has rank 3. However, the constraint z 1 z −1 2 z −1 3 z 4 = 1 ensures that the system has a unique solution. ii) Consider the computation of Figure 1 . For a fixed D = diag(z 1 , We set e −iφ = z 1 z −1 2 z −1 3 z 4 and define W = diag(e iφ/4 , e −iφ/4 ). The two one-qubit unitaries on the right are diagonal. Since the inverse of a diagonal matrix is also diagonal, the form of this circuit can be reversed for any given matrix.
Matrix Decompositions and Prior Work
As shown above, quantum circuits can be modelled by matrix formulas that decompose the overall computation (one large unitary matrix) into matrix products and tensor products of elementary gates (smaller unitary matrices). This suggests the use of matrix decomposition theorems from numerical analysis and Lie theory. Below, we revisit only decompositions relevant to our work: SVD, polar, symmetric Shur (spectral), QR [10] and KAK [11] . Additionally, (i) a block-2×2 version of the SVD called the CS decomposition [10, pp.77-79] was used for circuit synthesis in [15] , and (ii) the LU decomposition [10] was used to analyze CNOT-based circuits in [2] . Most of those decompositions can be computed with existing softare LAPACK, downloadable from http://www.netlib.org.
Quantum circuit synthesis via the QR decomposition
The unitary matrix of a quantum computation can be analogized with the truth table of a classical logic circuit. Logic minimization aside, it is trivial to come up with a classical AND-OR-NOT circuit implementing a given truth table. Each line of the truth table is implemented using AND and NOT gates, then all lines are connected by OR gates. The algorithm proposed in [5] solves a quantum version of this task. 3 The algorithm relies on the theorem from numerical analysis, saying that an arbitrary matrix can be decomposed into a product of a unitary matrix Q and an upper triangular matrix R, not necessarily square [10] . We are going to apply this theorem to unitary matrices, which makes R diagonal. The canonical algorithm for QRdecomposition is similar to the classical triangulation by row subtractions in that it zeroes out matrix elements one by one. Since elementary row operations are typically not unitary, one instead applies a specially calculated element of U(2) to a pair of rows so as to zero out a particular matrix element. Such matrices are known as Givens rotations and can be viewed as gates (not yet elementary) in a quantum circuit for Q. This suggests that we find a decomposition for the remaining diagonal component R. Circuits for diagonal matrices are not explicitly addressed in [5] , but are the subject of the work in [9] . The 2-qubit case addressed in the previous subsection is sufficient for further developments below.
Since each Givens rotation is a non-trivial two-qubit matrix, it should be further decomposed into elementary gates. In the generic case, the algorithm from [5] entails one Givens rotation to nullify each matrix entry below the diagonal. Thus, a generic 4 × 4 unitary representing a 2-qubit computation will decompose into six Givens rotations, each uniquely determined. The first rotation (G 3,4 in [5] ) is between the states |10 and |11 whose indices corresponds to the last two rows of the matrix. This rotation can be thought of as a generic 1-qubit rotation on the second qubit, controlled by the first qubit. The work in [1, 5] shows that such a controlled rotation can be implemented using eight elementary gates from the same gate library that we use. We show the details in Figure  3 . The next Givens rotation (G 2,3 ) is between states |01 and |10 . It is not a controlled one-qubit rotation and thus more difficult to implement. The remaining Givens rotations are between |00 and |01 (G 1,2 ), |10 and |11 (G 3,4 ), |01 and |10 (G 2,3 ) as well as |10 and |11 (G 3, 4 ). Four out of six are one-qubit rotations controlled by the top line -the most significant qubit.
To perform accurate gate counts in the 2-qubit case, we first observe that an arbitrary 2-qubit diagonal matrix can be implemented in five gates via Proposition 2.1. Of those five two are CNOTs. The remaining effort is to count gates in the six Givens rotations. Following [1, 5] , let topC-V be any V ∈ U(2) controlled on the top line and acting on the second. Then viewing a 4 × 4 matrix as block-2 × 2, we obtain
Observe that topC-V implements G 3,4 and, according to Figure 3 , costs eight gates, of which two are CNOTs. As shown in Equation 6, inverters cost two elementary gates each. Therefore the rotation G 1,2 , implemented as above, costs twelve gates.
With 0 being a two-column-high zero vector, the rotation G 2,3 can be implemented as
The computation topC−(XV X) considered as topC−Ṽ takes eight elementary gates, and thus G 2,3 can be implemented in ten elementary gates, of which four are CNOTs.
In the generic case, the algorithm from [5] is going to use three G 3, 4 Givens rotations totalling 24 elementary gates of which 6 are CNOTs, two G 2,3 Givens rotations totalling 20 elementary gates of which 8 are CNOTs and one G 1,2 Givens rotation which counts for 12 elementary gates including 2 CNOTs. Additionally, we use 5 elementary gates (of which 2 are CNOTs) to implement the diagonal R via Proposition 2.1. Thus, 61 gates will be required in the generic (worst) case, and 18 of those will be CNOTs.
Other matrix decompositions: SVD, polar, symmetric Shur (spectral) and KAK
Golub and Van Loan [10, p. 73] define the Singular-Value Decomposition (SVD) for complex matrices as follows:
where the σ i are singular values and σ 1 ≥ σ 2 ≥ . . . ≥ σ p ≥ 0. For real-valued M, U and V must be orthogonal.
In this work we are only interested in the case m = n, moreover, n is typically a power of two. This can be derived from the SVD as follows [10, p. 149 ]. If M = U∆V * , then M = (U∆U * )(UV * ) = PZ. This decomposition is analogous to the factorization of complex numbers z = e i arg(z) |z| and intuitively similar to writing any complex n × n matrix as a sum of a Hermitian and skew-Hermitian matrices, in terms of matrix elements: m i j = (m i j + m * ji )/2 + (m i j − m * ji )/2. Skew-Hermitian matrices exponentiate to unitaries, and Hermitian matrices exponentiate to Hermitian. However, in general exp(XY ) = exp(X) exp(Y ) unless XY = Y X, and polar decompositions cannot be computed by exponentiation. On the positive side, given an explicit M, P 2 can be computed as MM * , and a possible P can be found via matrix squareroot. In our work, we need a more refined version of the polar decomposition known from Lie theory [11] . The term unitary polar in the following definition is ours.
Since Z and M are unitary, so is P, demanding P −1 =P.
Definition 3.4
The symmetric Shur decomposition [10, p. 393], also known as the spectral theorem to operator theorists, states that M = O∆O t where M is a real-valued symmetric n × n-matrix, ∆ is diagonal and O ∈ SO(n). For a complex-valued Hermitian M, the matrix O will have to be in SU(n).
The symmetric Shur (spectral) decomposition can be interpreted as choosing a basis in which M is diagonal. Since such a basis must consist of eigenvectors, the columns of O list eigenvectors of M in the initial basis and ∆ lists eigenvalues in the corresponding order.
Proposition 3.5
The following mild two-step generalization of the spectral theorem holds:
Proof:
It suffices to construct a basis which is simultaneously a basis of eigenvectors for both
. v → Av preserves the eigenspace. Now find eigenvectors for A restricted to V λ , which remains symmetric.
Consider the real and imaginary parts of
Since the imaginary part of 1 is 0, we conclude that AB = BA. The result follows from part 1.
2
The unitary polar decomposition and Proposition 3.5 can be combined to produce the following variant of the SV D for unitary matrices. Suppose U = PZ by the unitary polar decomposition. Apply Proposition 3.5 to P and
. Now multiply the first column of V and the first entry of ∆ by det(V ), and then multiply the first row of W and the first entry of ∆ by det(W ). Thus we obtain V,W ∈ SO(n). The term Lie theory, in its modern use, refers to the mathematical theory of continuous matrix groups. Rather than study individual matrices, as is common in numerical analysis, Lie theory studies collective behavior of various types of matrices and often extends constructions from the group GL(n) to its continuous subgroups such as O(n) and U(n).
The KAK decomposition is a far-reaching generalization of the SVD and dates back to the origins of Lie theory in the 1920s. Knapp [11, p.580 ] attributes it to Cartan [4] . The KAK decomposition of a reductive Lie group G entails G = KAK where K is a maximal proper compact subgroup and A is a torus. A torus is a connected Abelian group closed in G, and always a product of copies of the multiplicative group (0, ∞) and U (1) . The SV D decomposition can be seen as a special case with G = GL(n, C), K = U(n) and the torus being the group of n × n diagonal matrices with positive real entries. In our work, we use another special case of the KAK decomposition with G = U(n), K = O(n) and the torus being the group of n × n diagonal unitary matrices. 
The Entangler Gate
The entangler gate maps the computational basis into the "magic basis", which we introduce below. Together with its inverse -the disentangler -the entangler gate is useful for breaking down arbitrary two-qubit computations into elementary gates. With such uses in mind, we implement the entangler and disentangler by elementary gates.
SU (2) ⊗ SU (2) = SO(4) via the magic basis
The "magic basis" [13] provides an elegant way of thinking about tensor products of one-qubit gates. 4
Definition 4.1
The magic basis of phase shifted Bell states is given by
Note that each is maximally entangled, and the Arabic numbers are indices rather than energy states.
Via a startling and omitted direct computation, the matrix coefficients of A ⊗ B (in the notation of Equation 1) with respect to the magic basis will all be real. Hence A ⊗ B is orthogonal. For example,
Since changing basis does not change determinant, these computations assert a (U(4)-inner) Lie-group isomorphism between SU(2) ⊗ SU (2) and SO (4) . Importantly, both are known to be connected [11, p. 68 ].
Theorem 4.2 (from [13])
The magic basis realizes the low dimensional isomorphism between SU(2) ⊗ SU (2) and SO (4) . Specifically, for V ∈ U(4) written with matrix coefficients relative to the magic basis of Equation 10,
Cf. Equation 1 for the matrix for A ⊗ B in the computational basis. Proof: Continuing as in Equation 11 , consider all (A ⊗ 1)|mi and (1 ⊗ B)|mj to show that SU(2) ⊗ SU(2) maps into SO (4) . Now note SU(2) is three dimensional since |α| 2 + |β| 2 = 1, so SU(2) ⊗ SU(2) is six dimensional. As SO(4) has 3 + 2 + 1 real dimensions, this shows that the map defined above is onto the identity component. 
Definition and properties of E
The entangler gate E is the two qubit gate which maps the computational basis into the magic basis: |00 → |m1 , |01 → |m2 , |10 → |m3 , and |11 → |m4 . The inverse gate E * is called the disentangler.
In terms of the computational basis, E has the following matrix:
Now recall generally that for g ∈ GL(n), a linear map L with matrix A subordinate to some basis {v 1 , . . . v n } may also be expressed in terms of the basis {gv 1 , . . . gv n } via the conjugation map A → gAg −1 . In particular, E is also given by the matrix above in the magic basis, and likewise E * , and likewise any matrix commuting with E. The typical use of E is the following Corollary of Theorem 4.2. One finds that E can be realized up to global phase by seven elementary gates, as shown in Figure 2 . This is most easily verified by multiplying the appropriate 4 × 4 matrices. In particular, Equation 2 writes topCNOT and botCNOT as permutation matrices. With that in mind, one can explicitly verify that
Note that the circuit diagram in Figure 2 
An Arbitrary Two-qubit Computation in 23 Elementary Gates or Less
In order to implement an arbitrary two-qubit computation with elementary gates, we first compute the normalized unitary KAK decomposition U = K 1 AK 2 of its unitary matrix U. According to the "magic isomorphism" from Section 4.1, if we view K 1 and K 2 in the basis of Bell states, they decompose into tensor products of generic one-qubit computations, each requiring up to three one-qubit elementary gates. However, we then must view the remaining diagonal matrix in the same basis as well. The remaining part is of the form E∆E * for ∆ diagonal and, as shown below, can be implemented in 11 gates due to its pattern of zero entries.
Decomposition algorithm
The matrix decomposition implied by Theorem 1.1 is derived below, and gate counts are in the next subsection.
Proposition 5.1 Let U be the matrix for any two-qubit computation in the computational basis, so that EUE *
represents U in the magic basis. Then
where U 1 . . .U 6 are one-qubit gates on each line and topC−U 3 is controlled by the top line.
Proof:
We are going to use the "canonical decomposition" of U(4), which is a combination of the KAK decomposition of U(4) and the "magic isomorphism" of Section 4.1. The proof extends an algorithmic version of the canonical decomposition towards elementary gates for quantum computation [1] in the spirit of [5] .
In the algorithm below, steps 1-4 compute the normalized unitary KAK decomposition (see Definition 3.6) of a given 2-qubit quantum computation U.
Step 5 applies the magic isomorphism of Section 4.1 to separate four generic one-qubit gates.
Step 6 implements the remaining computation.
1. First, compute P 2 for E * UE = PK 1 the unitary polar decomposition P = P t , K 1 ∈ SO(4). To do so, note
2. Now apply Proposition 3.5 to P 2 . This produces P 2 = K 2 DK −1 2 for K 2 ∈ O(4), D diagonal. Furthermore, choose K 2 ∈ SO(4), so that EK 2 E * is a tensor product via Corollary 4.4.
Choose squareroots entrywise on the diagonal to form
√ D, being careful to choose the signs of each root so that in the product det √ D = detU. This is in fact possible, since detP 2 = (detU) 2 . Having so chosen √ D,
One can now compute
K 1 = P −1 E * UE =PE * UE. As detP = detU, in fact K 1 ∈ SO(4).
Thus
upon conversion back to the computational basis. Using Corollary 4.4, we define U 1 ,U 2 ,U 5 and U 6 by
Both expressions may now be broken into explicit tensor products of elements of U(1).
6. What remains is to describe the implementation of E √ DE * . For this, label √ D = diag(a, b, c, d) with complex entries from U (1) . Then
Multiplying by a botCNOT on the left flips rows two and four, while multiplying on the right flips columns two and four. Thus,
Note that this algorithm has several unspecified degrees of freedom that may affect gate counts for specific 2-qubit computations. Arbitrary choices can be made in ordering eigenvectors in step 2 and choosing a squareroot of a complex diagonal matrix in step 3. 
The overall gate decomposition and gate counts
Proposition 5.1 decomposes an arbitrary two-qubit unitary into U = (
. . ,U 6 are one-qubit gates. The immediate gate count yields:
• three elementary rotations for each of five one-qubit gates U 1 ,U 2 ,U 3 ,U 5 and U 6 ,
• two botCNOT gates,
• eight elementary gates to implement the topC−U 4 gate, according to [5, Figure 7 ].
The total gate count of 25 can be further reduced, given the structure of the topC−V circuit in Figure 3 . Indeed, that circuit can be written symbolically as A) . C and D are elementary gates up to phase, but A and B require up to two elementary gates [5] .
Since topC−U 3 is next to (1 ⊗ U 4 ) in Proposition 5.1, we can reduce
where U 7 = AU 4 . By merging the computation A with the generic one-qubit computation U 4 that may require up to three elementary gates, one reduces the overall circuit by two elementary gates.
The overall circuit decomposition can be described algebraically as follows:
It is illustrated in Figure 4 , where gate counts are shown as well.
Our circuit decomposition requires at most four CNOTs, while other gates are elementary one-qubit rotations. Such a small number of non-one-qubit gates may be desired in practical implementations where multi-qubit interactions are more difficult to implement.
It is understood that Figure 4 and our gate counts refer to the worst case. Specific computations may require only some of those gates. In particular, the next section shows three examples that all require fewer gates than in the worst case. In those examples, our algorithm is able to capture the structure of the given quantum computation.
Unlike previously known circuit synthesis algorithms, ours can always implement A⊗B without using CNOT gates.
Examples
Several examples below follow the algorithm from Theorem 1.1. The order of eigenvectors and the choices of squareroots aimed at improving gate counts, but this search was not exhaustive. Thus, U f is easily implemented as U f = (X ⊗ 1) • topCNOT• (X ⊗ 1) in five gates. Below, we decompose U f using our algorithm.
First, we find the Hermitian part of the unitary polar decomposition of E * U f E.
Now we must choose a basis of eigenvectors so as to diagonalize P 2 . Since P 2 has both ±1 as double eigenvalues, there are uncountably many ways to do this. Simplifying things slightly, choose
Now the ordering of the column vectors of K 2 forces the diagonal D = diag(−1, 1, −1, 1) with P 2 = K 2 DK −1 2 . We choose √ D = (i, 1, i, 1), being careful to ensure det
Then the one-line unitaries on the far side of the circuit may be computed as
To implement the latter in elementary matrices, one computes that Figure 5 : Diagrams for the U f black box for Deutsch's algorithm, where f :
The typical implementation is shown at left, counting for 2 + 1 + 2 = 5 gates and one CNOT. One result of the current algorithm is shown at right. Here, U 1 = R y (−π), U 4 = e −iπ/4 R z (−π/2)R y (π)R z (π/2), U 5 = iR y (π)R z (−π/2), and U 6 = R z (−π/2)R y (π)R z (π/2). Thus this instance of the algorithm produces 10 gates with two CNOTs.
Finally, in this example the conditioned element is not required to implement
Thus, no conditioned gate is required within E √ DE * . Moreover, as we recently described the decomposition of the complex conjugate, we see the 1 ⊗U 4 factor above counts for three gates. Hence, our algorithm in this instance produces a decomposition with 11 rather than 5 gates. It holds two CNOTs rather than one CNOT. 3
Example 5.4 One case of the algorithm also produces a 14-gate decomposition of the quantum Fourier transform F , in contrast to the usual 12-gate implementation. It has four rather than five two-qubit elementary gates (CNOTs.) Specifically, we write |00 , . . . |11 as |0 , . . . , |3 . Then the discrete Fourier transform F is given by
Thus, the square of the Hermitian part of E * F E is 
Now we must diagonalize P 2 . As the eigenvalues are 1 with multiplicity two and i with multiplicity two, there are infinitely many possible eigen-bases of C 4 . Choosing one such for the columns of K 2 with determinant 1, say
Now the ordering of the column vectors of K 2 forces the diagonal D = diag(i, i, 1, −1) with P 2 = K 2 DK −1 2 . The next step is to choose √ D so that det √ D = detEF E * = detF = −i. Our choice is √ D = diag(e iπ/4 , e iπ/4 , 1, −1). 5 Failing to do so will cause detK 1 = 1 eventually, at which point EK −1 2 K 1 E * is not a tensor product of one-qubit computations. Figure 6 : Shown are circuits for the Fourier transform: standard (left) and produced by our algorithm (right). U 1 = R y (3π), U 3 = e −iπ/4 X, U 5 = T H = e −3π/8 R z (π/4 − π)R y (π), and U 6 = −T = (−1)e iπ/8 R z (π/4). Counting the conditioned U 3 as seven gates, we get 2 + 1 + 1 + 7 + 1 + 2 = 14 gates total. 6 . On the other hand,
Thus, with some more matrix computations one computes that on the other side
Note the first tensor factor would be more commonly referred to as T
On the other hand, more commonly U 6 = −T = (−1)e iπ/8 R z (π/4), so that U 5 ⊗ U 6 counts for 2 + 1 = 3 gates. This concludes the derivation of the outside one-line unitaries. 
Thus, in the notation from the Section 2 (and from [1, 5] ), δ = −3π/4, α = 0, θ = π, and β = π. Therefore the conditioned e −3iπ/4 X may be realized in 7 gates. As the unitaries U 1 ,U 2 = 1,U 5 and U 6 (see Figure 6 (b) ) together require 5 gates, we have 14 gates total, of which 2 are botCNOTs and 2 are topCNOTs.
Compare the above to the standard Figure 6 (a). The conditioned S can be implemented in 5 gates as shown in Figure 3 . Thus, the standard circuit for the two-qubit Fourier transform has 12 elementary gates. While this circuit has two gates fewer than the circuit produced by our algorithm, it contains 5 rather than 4 CNOT gates. Since multi-qubit interactions are relatively expensive in many quantum implementation technologies, the choice between the two circuits may depend on specific technology parameters and implementation objectives. 3 6 Moreover, we had to carefully choose det √ D = detF to ensure detK 1 = 1. Otherwise detK −1 2 K 1 = 1 so that EK −1 2 K 1 E * ∈ U(2) ⊗U(2).
Gate Counts Versus Degrees of Freedom: Lower and Upper Bounds
We have constructively shown in the previous section that any two-qubit quantum computation can be implemented in 23 elementary gates or less, of which at most 4 are CNOTs and remaining gates are one-qubit rotations.
As we do not know if this result can be improved, we show that at least 17 elementary gates are required. Theorem 6.1 There exists a two-qubit computation such that any circuit implementing it in terms of elementary gates consists of at least 17 gates. In particular, 15 one-qubit rotations are required and two CNOTs.
Proof: First, recall that two-qubit quantum computations can be represented by 4 × 4-unitary matrices, and such matrices can be normalized to have determinant one because quantum measurement is not affected by global phase. Also recall that we use two types of elementary gates: (1) one-qubit rotations with one real parameter each, and (2) CNOTs which operate on two qubits and are fully specified (no parameters).
Let us now consider the set Q C of quantum computations that can be performed by some given two-qubit circuit C with fixed topology, where the parameters of one-qubit rotations are allowed to vary. Fixed circuit topology means that [the graph of] connections between elementary gates cannot be changed. Since the overall unitary matrix can be expressed in terms of products and tensor products of the matrices of elementary gates, each matrix element is an infinitely differentiable function of the parameters of one-qubit rotations (more precisely, it is an algebraic function of sin and cos of those parameters). In other words, the set Q C is parameterized by one-qubit rotations and has the local structure of a differentiable manifold, whose topological dimension in GL (4) is the number of one-qubit rotations in C with variable parameters. The topological dimension is roughly-speaking the number of degrees of freedom.
Since every computation can be implemented by a limited number of elementary gates, the set of possible circuit topologies is finite. The set of all implementable quantum computations is a union of sets Q C over the finite set of possible circuit topologies. Its topological dimension is the maximum of topological dimensions of Q C , i.e., the maximum number of one-qubit rotations with varying parameters, allowed in one circuit.
On the other hand, ∪Q C = SU (4) . We compute its topological dimension as follows. First, we point out that the matrix logarithm (which is infinitely differentiable) maps U(4) one-to-one onto the set of skew-symmetric Hermitian matrices: UU * = 1 ⇒ log(U) + log(U * ) = log(U) + (log(U)) * = 0. Furthermore, 4 × 4 skew-Hermitian matrices have 4 independent reals on the diagonal and are otherwise completely determined by their 6 complex upper-diagonal elements. Thus, the set of skew-Hermitian matrices has topological dimension 16, and the same is true about U(4). Subtracting 1 for global phase, we see that SU(4) has dimension 15. Therefore, 15 one-qubit rotations are needed to implement some two-qubit computations. A randomly chosen computation is such with probability 1, i.e., almost always rather than always.
If no CNOT gates are used in a given two-qubit circuit, the two lines never interact, and the two independent Given the lower bound in Theorem 6.1, the 19 non-constant one-qubit rotations in Figure 4 seem redundant as only 15 rotations are required for dimension reasons. To this end, we offer another generic gate decomposition for arbitrary 2-qubit computations that entails no more than 15 non-constant one-qubit rotations, at the price of some constant rotations and significantly more CNOT gates than used by our main decomposition in Figure 4 .
Recall from Proposition 5.1 that an arbitrary two-qubit unitary can be decomposed into
. . ,U 4 are one-qubit gates and D is a diagonal unitary. In this context, we use circuit decompositions for E, E * and D given in Sections 2 and 4. The matrix D is controlled by 3 real parameters (4 diagonal unitaries modulo global phase). It is implemented in Figure 1 using 3 one-qubit rotations and 2 CNOTs.
The entangler E and disentangler E * are fixed matrices and require no parameters. The implementation of E in Adding up gate counts, we see that U 1 , . . . ,U 4 may require up to 12 elementary gates alltogether. D counts for 5, while E and E * count for 7 each, for a total of 31. However, upon inspection of the Figures 1 and 2 , one notes that the circuit EDE * has two canceling botCNOT gates. Moreover, since the inverse of D is, too, a diagonal unitary matrix, we can "flip" the asymmetric circuit for D in Figure 1 . This allows us to merge a constant rotations from E with a variable rotation from D. The resulting circuit decomposition is illustrated in Figure 7 and requires up to 28 elementary gates total, of which 15 are variable one-qubit rotations, 5 are constant rotations and 8 are
CNOTs. The slight asymmetry in Figure 7 is explained by the asymmetric circuit for D in Figure 1 .
The following is a summary of our upper and lower bounds for worst-case optimal 2-qubit circuits: Sharpening these bounds where possible currently remains a challenge.
Conclusions and On-going Work
It is a well-known result that any one-qubit computation can be implemented using three rotations or less [1] .
Our work answers a similar question about arbitrary two-qubit computations assuming that CNOT gates can be used in addition to single-qubit rotations, without ancilla qubits. First, we show a lower bound that calls for at least seventeen elementary gates: fifteen rotations and two CNOTs. We then constructively prove that twenty three elementary gates suffice to implement an arbitrary two-qubit computation. At most four of those are CNOTs and the rest are single-qubit gates. In comparison, a previously known construction [1, 5] implies sixty-one gates of which eighteen are CNOTs. While this construction is more general than ours, for two-qubit computations, our algorithm generates far fewer gates in the worst (generic) case. The savings in the number of multi-qubit gates (CNOTs) are particularly dramatic.
In terms of techniques for the synthesis of quantum circuits, our work emphasizes the following general ideas:
• changing the computational basis to maximally-entangled states by applying specially-designed gates with the purpose of recognizing quantum computations implementable with one-qubit gates only;
• systematic use of matrix decompositions from numerical analysis and Lie theory: polar, spectral and KAK;
• focus on matrix decompositions that are intrinsic to unitary matrices, e.g., KAK of U(4), and include multiple non-trivial unitary factors;
• incremental reduction of existing quantum circuits by local optimization; exploiting degrees of freedom in circuit synthesis may be useful to expose additional reductions.
Specifically, we formalize the "canonical decomposition" of two-qubit computations [13, 12] as an instance of the KAK decomposition from Lie theory [11] for U(4) with K = O(4) and A diagonal. We propose an algorithm to compute the KAK components and observe that elements of O(4) can be interpreted in the "magic basis" as pairs of one-qubit unitaries. Therefore, we change basis for all related matrices and further decompose them into elementary gates for quantum computation.
Our on-going work aims to extend these ideas to three qubits or more. Two obstacles arise immediately:
• Entanglement for three qubits is far more complicated than it is for two qubits [7] . In particular, no known "magic basis" makes local unitaries tractable, and there are distinct notions of maximally-entangled states.
• The use of the KAK decomposition does not automatically generalize beyond two qubits because K ⊂ U(2 n ) must be a sufficiently large subgroup, in the sense that U(2 n )/K must be a Riemannian symmetric space [11, 12] . Although both O(4) and U(2) × U(2) are large subgroups of U(4), the set of local unitary gates ⊗ n i=1 U(2) is not large enough in U(2 n ) for n ≥ 3. In particular, one does not expect a decomposition of the type U 1 = U 2 DU 3 for U 1 ∈ U(8), D diagonal, and U 2 , U 3 ∈ U(2) ⊗ U(2) ⊗ U (2) .
With little hope for a direct matrix decomposition involving local unitaries, it remains possible, in principle, to construct a multi-step recursive decomposition. A related example is available in [15] .
