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CHARACTERISTIC CLASSES AND HILBERT-POINCARE´
SERIES FOR PERVERSE SHEAVES ON ABELIAN VARIETIES
THOMAS KRA¨MER
Abstract. The convolution powers of a perverse sheaf on an abelian variety
define an interesting family of branched local systems whose geometry is still
poorly understood. We show that the generating series for their generic rank
is a rational function of a very simple shape and that a similar result holds
for the symmetric convolution powers. We also give formulae for other Schur
functors in terms of characteristic classes on the dual abelian variety, and as
an example we discuss the case of Prym-Tjurin varieties.
1. Introduction
Tannakian categories arise naturally in many areas of algebraic geometry. For
instance, Gabber and Loeser have studied convolutions of perverse sheaves on tori
via certain Tannakian quotient categories [12] which have also been used recently
by Katz in his work on the Mellin transform over finite fields [17]. In what follows
we will be concerned with complex abelian varieties, where similar results have been
obtained in relation with a generic vanishing theorem for perverse sheaves [23]. The
Tannakian formalism produces many new objects from a given one by considering
convolution powers and their subquotients such as symmetric powers; the arising
perverse sheaves encode nontrivial information on the geometry of moduli spaces
and Albanese morphisms [21] [20] [22] [32] [33], but they are hard to approach
explicitly. The goal of this note is to study their generic rank. It turns out that the
generating series for the symmetric powers is a rational function of a very simple
shape reminiscent of the Hilbert-Poincare´ series of a graded module.
Let A be a complex abelian variety, and denote by Db
c
(A) = Db
c
(CA) the bounded
derived category of the category of constructible sheaves of complex vector spaces
on A. The group law a : A × A → A of the abelian variety defines a convolution
product
K ∗ L = Ra∗(K ⊠ L) for K,L ∈ D
b
c
(A),
and with respect to this convolution product the derived category becomes a rigid
symmetric monoidal category. The abelian subcategory P(A) ⊂ Dbc(A) of perverse
sheaves is not stable under convolution, but one gets a Tannakian quotient category
as follows. By the vanishing theorem of [23] [30] the Euler characteristic of perverse
sheaves is nonnegative:
χ(P ) =
∑
n∈Z
(−1)n dimCH
n(A,P ) ≥ 0 for all P ∈ P(A).
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We say that a complex K ∈ Db
c
(A) is negligible if the Euler characteristic of each
of its perverse cohomology sheaves vanishes. The negligible complexes form a thick
subcategory N(A) ⊂ Db
c
(A), and the quotient category P(A)/(P(A) ∩ N(A)) is a
limit of Tannakian categories with a tensor product induced from the convolution
product [23]. If Psc(A) denotes the category of semisimple perverse sheaves which
are clean in the sense that they have no negligible subobjects, then for P,Q ∈ Psc(A)
we have a unique decomposition
P ∗Q = P ◦Q ⊕ P •Q with
{
P ◦Q ∈ Psc(A),
P •Q ∈ N(A),
and Psc(A) equipped with the tensor product ◦ is an inductive limit of Tannakian
categories which lift the above Tannakian quotient categories. A similar lift exists in
the non-semisimple case [19, sect. 5], but working with semisimple perverse sheaves
has the advantage that for these the decomposition theorem and the relative hard
Lefschetz theorem holds by Kashiwara’s conjecture, see [11] [5] [13] or [28] [29].
Now the objects we are interested in arise in the above Tannakian framework as
follows. For P ∈ Psc(A) the symmetric group Sn acts on P
n = P ◦ · · · ◦P ∈ Psc(A)
by permutation of the factors. Up to isomorphism the irreducible finite-dimensional
rational representations Vα ∈ RepQ(Sn) are parametrized by the partitions α of n,
and by [9, sect. 1.4]
Pn ∼=
⊕
degα=n
Sα(P )⊗Q Vα for the Schur functors S
α : Psc(A) → Psc(A).
For the partition α = (n) we get the symmetric convolution powers Sn(P ) which
are the invariants under the symmetric group. Notice that if the perverse sheaf P
underlies a mixed Hodge module or a polarized twistor module, then by the axioms
in [23, sect. 5] the same will also hold for all the perverse sheaves Sα(P ) since the
corresponding categories are Q-linear pseudoabelian.
Unfortunately, very little is known about the perverse sheaves Pn and Sα(P ) in
general. Put g = dimA > 0, and let Un ⊆ A be an open dense subset over which
the cohomology sheaves
Fn(P ) = H
−g(Pn)|Un and F˜α = H
−g(Sα(P ))|Un
are locally constant. The underlying monodromy representations are unknown even
in the simplest nontrivial cases. The goal of this note is to determine the generic
ranks rP (n) = rk(Fn(P )) and r˜P (α) = rk(F˜α(P )). We will see that the generating
series for the convolution powers and for the symmetric convolution powers
ZP (t) =
∞∑
n=1
rP (n) · t
n and Z˜P (t) =
∞∑
n=1
r˜P (n) · t
n
are rational functions of a very simple shape. To control the negligible summands
we will assume that the spectrum S (P ) as defined in [23] is finite. Recall that S (P )
is the set of all characters
ϕ ∈ Π(A) = HomZ(π1(A, 0),C
∗)
such that the corresponding rank one local system Lϕ satisfies H
i(A,P ⊗C Lϕ) 6= 0
for some i 6= 0. The generic vanishing theorem of loc. cit. says that this spectrum
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is always a finite union of translates of algebraic subtori Π(B) ⊂ Π(A) defined by
proper abelian quotient varieties A։ B, and our finiteness assumption means that
only B = {0} occurs. This assumption is automatically satisfied if A is a simple
abelian variety but also in many other applications, like for the perverse intersection
cohomology sheaves on curves in lemma 7.1 below or on ample divisors with only
isolated singularities [20, lemma 8.1]. This being said, we obtain the following result
for the generating series for the generic ranks from above.
Theorem 1.1. Let P ∈ Psc(A) be a semisimple clean perverse sheaf with a finite
spectrum and with Euler characteristic χ = χ(P ). Then
ZP (t) =
tfP (t)
(1− χt)g+1
for some fP (t) ∈ Z[t] of degree degt fP (t) ≤ g − 1,
Z˜P (t) =
tf˜P (t)
(1− t)2g+χ
for some f˜P (t) ∈ Z[t] of degree degt f˜P (t) ≤ 2g − 2,
and we have the functional equation
f˜P (t) = t
2g−2 f˜P (1/t).
Notice that since we have introduced an extra factor t in the nominator of our
rational functions, the constant term fP (0) = f˜P (0) is equal to the generic rank of
the cohomology sheaf H−g(P ), which we will simply call the generic rank of P in
what follows. The functional equation therefore implies that degt f˜P (t) = 2g− 2 iff
the given perverse sheaf has support Supp(P ) = A. The examples below show that
in general also degt fP (t) = g − 1.
The proof of theorem 1.1 also gives explicit formulae for the arising polynomials
in terms of Chern-MacPherson classes [26], see theorem 5.1 and 5.3. We pass to the
dual abelian variety Aˆ = Pic0(A) via the Fourier transform since the latter replaces
the convolution product by the intersection product [3] which is more convenient
in explicit computations. The crucial input for the symmetric convolution powers
is a result of Cappell, Maxim, Schu¨rmann, Shaneson and Yokura [6]. One may
also express the other Schur functors via the characters of the symmetric group as
follows, where χVα : Sn → Z denotes the character of Vα.
Theorem 1.2. Let α be a partition of n. For all clean semisimple P ∈ Psc(A) with
finite spectrum one has
r˜P (α) =
1
n!
∑
σ∈Sn
χVα(σ) · cP (σ)
where the cP (σ) ∈ Z are integers given by the explicit formulae in theorem 6.3.
Like the character values, the integers cP (σ) for a given P ∈ Psc(A) only depend
on the conjugacy class of σ ∈ Sn. In the sequel we associate to any such class the
cycle type
σ1 ≥ σ2 ≥ · · · ≥ σℓ(σ) > 0
where σi denotes the length of the i
th cycle in a decomposition of σ ∈ Sn into a
product of disjoint cycles. For instance we have ℓ(σ) = n iff σ is trivial. This being
said, let us consider some examples. We begin with elliptic curves:
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Theorem 1.3. If g = 1, then any clean semisimple P ∈ Psc(A) of generic rank r
and Euler characteristic χ = χ(P ) satisfies
fP (t) = f˜P (t) = r and cP (σ) = r χ
ℓ(σ)−1
ℓ(σ)∑
i=1
σ2i for σ ∈ Sn.
Note that the claim about the polynomials fP (t) and f˜P (t) already follows from
the degree estimates in theorem 1.1 and from the above interpretation of the generic
rank as the value of these polynomials at t = 0. The formula for the numbers cP (σ)
is less obvious but will be explained later in corollary 6.4.
In higher dimensions the most interesting examples arise if P = δZ ∈ P(A) is the
perverse intersection cohomology sheaf with support on a closed pure-dimensional
subvariety Z →֒ A. Then P ∈ Psc(A) unless some irreducible component of Z is
invariant under translations by a positive-dimensional abelian subvariety, and we
put
fZ(t) = fP (t), f˜Z(t) = f˜P (t), r˜Z(α) = r˜P (α) and cZ(σ) = cP (σ).
The simplest nontrivial instance occurs for Jacobian varieties, where the arising
perverse sheaves are related to the theory of special linear series on curves [32]. We
denote by [h(s)]sg the coefficient of s
g in a polynomial h(s) ∈ Z[s].
Theorem 1.4. If A is the Jacobian variety of a smooth projective curve C →֒ A
of genus g > 1, then
fC(t) = (g!− 1) t
g−1 and f˜C(t) = t
g−1
and we have
cC(σ) =
[
g!
ℓ(σ)∏
i=1
(
2g − 2 + σ2i s
)
−
ℓ(σ)∏
i=1
(
2g − 2− sqσi(s)
) ]
sg
where qσi(s) ∈ Z[s] are polynomials given by the formula in definition 3.5 below.
The argument for Jacobian varieties generalizes directly to Prym-Tjurin varieties
in the sense of [4], see theorem 7.2. Another interesting case are the convolution
powers of an ample divisor as in the following example [20].
Example 1.5. Let A be a general principally polarized abelian variety and Θ ⊂ A
a smooth ample divisor which defines the principal polarization. The convolution
square δΘ ◦ δΘ defines over some open dense subset a variation of Hodge structures
whose fibres are the primitive cohomology of the intersections Θ ∩ (Θ + x) ⊂ A
for x ∈ A(C). These intersections have been studied a lot in the moduli theory of
abelian varieties [2] [7] [8] [16], and the higher convolutions δΘ ◦ · · · ◦ δΘ provide a
natural continuation of this topic. For g = 4, examples 5.2 and 5.4 will show
fΘ(t) = 1829 t
3 − 342 t2 + 58 t,
f˜Θ(t) = 52 t
5 + 1292 t4 + 5049 t3 + 1292 t2 + 52 t.
In particular, on some open dense subset the Hodge modules δΘ ◦ δΘ and S
2(δΘ)
define variations of Hodge structures of rank 58 and 52. Furthermore the alternating
square S1,1(δΘ) defines a variation of Hodge structures of rank r˜Θ(1, 1) = 58−52 = 6
whose stalks may be identified with the lattice E6 and whose monodromy group
has index ≤ 2 in Aut(E6); this is related to the Prym morphism [20] [10].
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2. Preliminary remarks and notations
The decomposition of tensor powers into Schur functors works in any Q-linear
symmetric monoidal pseudoabelian category [9, sect. 1.2], so for any K ∈ Db
c
(A)
we may write
K∗n ∼=
⊕
degα=n
S∗α(K)⊗Q Vα with S
∗α(K) ∈ Dbc(A).
If K = P is a clean semisimple perverse sheaf, then the decomposition theorem and
the definition of the clean perverse sheaves Pn and Sα(P ) from the introduction
imply that
P ∗n ∼= Pn ⊕ P •n with P •n ∈ N(A),
S∗α(P ) ∼= Sα(P )⊕ S•α(P ) with S•α(P ) ∈ N(A).
So the data we are interested in becomes the difference of two parts: For ♮ ∈ {∗, •}
we put
r♮P (n) = (−1)
g χη(P
♮n), Z♮P (t) =
∑
n≥0
r♮P (n) · t
n
r˜♮P (α) = (−1)
g χη(S
♮α(P )), Z˜♮P (t) =
∑
n≥0
r˜♮P (n) · t
n
where χη(−) denotes the Euler characteristic of the stalk cohomology at the generic
point of the abelian variety. Then
ZP = Z
∗
P − Z
•
P , Z˜P = Z˜
∗
P − Z˜
•
P and r˜P = r˜
∗
P − r˜
•
P ,
and the results from the introduction will be shown separately for each term.
To do this in a uniform way, let D(A) ⊆ Db
c
(A) be the full additive subcategory
of all sheaf complexes that decompose as a direct sum
⊕
n∈Z Pn[n] for semisimple
perverse sheaves Pn ∼= P−n with finite spectrum. From the decomposition theorem
and the relative hard Lefschetz theorem one sees that this subcategory is stable
under the convolution product. Consider the associated Grothendieck ring
K(A) = K0(D(A),⊕, ∗ )
where the underlying Grothendieck group is taken only with respect to direct sums,
not distinguished triangles: We keep the information on the degrees in which a
complex sits. To compute the above terms with the superscript ♮ = • resp. ♮ = ∗
we consider ring homomorphisms
K(A)
hs
yyrrr
rr
rr
rr γs
((PP
PP
PP
PP
PP
Q[s]
(for ♮ = •)
H2•(Aˆ,Q)[s]
(for ♮ = ∗)
that will be defined, respectively, in section 3 via signed Poincare´ polynomials and
in section 4 via Chern-MacPherson classes. Here H2•(Aˆ,Q) =
⊕
n∈N0
H2n(Aˆ,Q) is
the even degree cohomology ring. For power series f(s) =
∑
n≥0 rns
n ∈ R[[s]] we
write [
f(s)
]
sn
=
{
rn if R = Q,
ev(rn) if R = H
2•(Aˆ,Q),
where ev : H2•(Aˆ,Q)→ H2g(Aˆ,Q)→ Q is the evaluation on the fundamental class.
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3. Signed Poincare´ polynomials and negligible complexes
To control the negligible direct summands which occur in convolution powers of
a complex K ∈ D(A), we consider the Betti numbers hn(K) = dimCH
n(A,K) and
the signed Poincare´ polynomial
bx(K) =
∑
n∈Z
(−1)nhn(K)xn ∈ Z[x±1].
The signs are required for the compatibility with the pre-λ-structures in lemma 3.4
below. We also consider the twists Kϕ = K ⊗C Lϕ by rank one local systems Lϕ
given by characters
ϕ ∈ Π(A) = HomZ(π1(A, 0),C
∗).
For a semisimple perverse sheaf P ∈ P(A), the spectrum S (P ) is finite iff bx(Pϕ)
is a constant polynomial for all but finitely many ϕ, indeed
S (P ) =
{
ϕ ∈ Π(A) | ∃n 6= 0 : Hn(A,Pϕ) 6= 0
}
.
We define the spectrum S (K) of a complex K ∈ D(A) to be the union of the
spectra of its perverse cohomology sheaves. In what follows it will be convenient
to replace the variable x in the signed Poincare´ polynomial by a new variable: The
hard Lefschetz theorem and the definition of D(A) imply that hn(K) = h−n(K)
for all n ∈ Z, so we get a factorization
K(A)
∃!hs ##
bx // Z[x±1]
Z[s]
,

ι
::✈✈✈✈✈✈✈✈✈
with ι given by
ι(s) = 2− x−1 − x.
Note that the value of the polynomial hs(K) at s = 0 coincides with the Euler
characteristic χ(K). Furthermore our new variable has the property sg = hs(δA),
which results in the following formula.
Proposition 3.1. If K = P ⊕N where P ∈ Psc(A) is a clean semisimple perverse
sheaf and N ∈ D(A) is a negligible complex with finite spectrum, then hs(Kϕ) is a
polynomial of degree
degs hs(Kϕ) < g for all ϕ ∈ Π(A) \S (N),
and
(−1)g χη(N) =
∑
ϕ∈S (N)
[
hs(Kϕ)
]
sg
=
∑
ϕ∈Π(A)
[
hs(Kϕ)
]
sg
.
Proof. We first claim Hn(A,P ) = 0 for |n| ≥ g. Indeed, for |n| > dimSupp(P )
this vanishing holds by the standard estimate for the cohomological dimension of
direct image functors with respect to the perverse t-structure [31, cor. 6.0.5], so we
may assume that |n| = dimSupp(P ) = g. We may also assume that the perverse
sheaf P is simple and hence arises as the intermediate extension P = j!∗(L[g]) of a
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simple local system L on some open dense subset j : U →֒ A. The excision sequence
for the closed complement i : Z = A \ U →֒ A then takes the form
0 = H−g(Z, i!(P )) → H−g(A,P ) → H−g(Z, j∗(P )) = H0(U,L) → · · ·
where the zero on the left is again due to the standard estimate for the cohomological
dimension since i!(P ) is semiperverse and dimZ < g. But we also have H0(U,L) = 0
since otherwise the simple local system L would have to be trivial, contradicting
our assumption that P is clean. Altogether this shows H−g(A,P ) = 0, and then
also Hg(A,P ) = 0 by the same argument applied to the Verdier dual.
It follows that for any clean semisimple perverse sheaf P ∈ Psc(A) the signed
Poincare´ polynomial has degree degs hs(P ) < g, so we may assume from the start
that K = N is negligible. Any simple negligible perverse sheaf with finite spectrum
has the form Lϕ[g] for some ϕ ∈ Π(A) by [23, prop. 10.1], and H
•(A,Lϕ) = 0 for
all ϕ 6= 0. Since the claim of the proposition is additive under direct sums and
invariant under character twists, we may thus assume N = V •⊗C δA for a bounded
complex V • of vector spaces. Then
bx(N) = b(x) · bx(δA) with b(x) =
∑
n∈Z
(−1)n dimC(V
n) · xn
and our claim follows by direct inspection: Writing b(x) = ι(h(s)) with h(s) ∈ Z[s],
we have (−1)gχη(N) = b(1) = h(0). 
For the symmetric powers, recall that a pre-λ-structure on a commutative ring R
with unit 1 is by definition a homomorphism
St : (R, +) −→ (1 + tR[[t]], · )
from the additive group of the ring to the multiplicative group of monic power series
such that St(a) ≡ 1 + a t mod t
2R[[t]] for all a ∈ R, see [18].
Example 3.2. On the Grothendieck ring K(A) the symmetric convolution powers
define a pre-λ-structure via
St(K) = 1 +
∞∑
n=1
S∗n(K) · tn for K ∈ K(A).
The same construction works for the Grothendieck ring of any Q-linear symmetric
monoidal pseudoabelian category, and we call it the symmetric pre-λ-structure.
Example 3.3. We will identify Z[x±1] with the Grothendieck ring of the category
of Z-graded finite-dimensional complex vector spaces V by the assignment
V =
⊕
n∈Z
Vn 7→
∑
n∈Z
(−1)n dimC(Vn)x
n ∈ Z[x±1].
With the usual sign rule for graded tensor products, the symmetric pre-λ-structure
then becomes
St
(∑
n∈Z
anx
n
)
=
∏
n∈Z
(
1− xnt
)−an
where on the right each factor has to be expanded as a power series.
Lemma 3.4. On the Grothendieck ring the signed Poincare´ polynomial induces a
ring homomorphism
bx : K(A) −→ Z[x
±1]
which is compatible with the pre-λ-structures in the above two examples.
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Proof. The Ku¨nneth formula implies that the signed Poincare´ polynomial induces
a ring homomorphism from K(A) to Z[x±1]. More precisely, the definition of the
commutativity constraint for the convolution product implies that H•(A,−) is a
tensor functor from the symmetric monoidal category (D(A), ∗) to the Tannakian
category of finite-dimensional Z-graded complex vector spaces [32, lemma 8]. Hence
the compatibility of bx with the above pre-λ-structures follows from our choice of
signs in the definition of bx. 
Definition 3.5. We define qn(s) ∈ Z[s] by x
n + x−n − 2 = ι(s qn(s)). Explicitly
one may check that
qn(s) = −
n∑
e=1
(
n+e
n−e
)
· 2n
n+e · (−s)
e−1
but this will not be relevant now. We put νn(K) = (−1)
n+1hn(K) for K ∈ D(A).
Corollary 3.6. For any K ∈ D(A),
∞∑
n=0
hs(S
∗n(K)) · tn = (1− t)−χ(K) ·
∏
n>0
(
1−
qn(s) · st
(1− t)2
)νn(K)
Proof. By lemma 3.4 the series on the left is the preimage of St(bx(K)) under the
variable transform ι : Z[s] →֒ Z[x±1], so this is really only a statement about the
pre-λ-structure which is induced on the subring Z[s] via this transform. Both sides
of the claim are multiplicative with respect to sums of polynomials, so it suffices to
show St(x
n + x−n) = (1− t)−2 · ι(1− qn(s)·st(1−t)2 )
−1 for all n ∈ N. But this follows via
a direct computation from the formula for the pre-λ-structure in example 3.3. 
4. Chern-MacPherson classes and generic stalks
Having dealt with the negligible terms, we now determine the Euler characteristic
of the generic stalk cohomology of a convolution product. We denote by F(A) the
group of constructible functions A(C)→ Z, such as for instance the stalkwise Euler
characteristic
χloc(K) : A(C) −→ Z, s 7→
∑
n∈Z
(−1)n dimHn(K)s
of a constructible complex K ∈ Db
c
(A). This Euler characteristic only depends on
the class of the complex in the Grothendieck ring K0(A) = K0(D
b
c(A),⊕, ∗). In
this section we will always work on the level of this Grothendieck ring, but the ring
homomorphism
K(A) = K0(D(A),⊕, ∗) −→ K0(A) = K0(D
b
c(A),⊕, ∗)
induced by the inclusion functor D(A) ⊂ Db
c
(A) will allow to read our results also
in the Grothendieck ring from the previous sections. Let H2•(−) = H2•(−,Q)
denote the even degree cohomology ring with rational coefficients, and similarly for
homology. Consider the composite map
γ : K0(A)
χloc // F(A)
c // H2•(A) ∼= H
2g−2•(A)
F // H2•(Aˆ)
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where c denotes the Chern-MacPherson class as defined in [26] and where F is the
Fourier transform [3]; the identification of homology and cohomology in the middle
is the Poincare´ duality isomorphism and will be suppressed in what follows.
Lemma 4.1. The above map is a ring homomorphism γ : K0(A) −→ H
2•(Aˆ) with
respect to the convolution product ∗ on the Grothendieck ring and the intersection
product · on the cohomology ring.
Proof. The additivity of γ is clear from the definitions, so we only need to check
multiplicativity. Recall [3] that the convolution product H•(A)×H•(A)→ H•(A),
defined by (α, β) 7→ α ∗ β = a∗(α⊠ β), corresponds under the Fourier transform to
the intersection product on the dual abelian variety: F (α ∗ β) = F (α) ·F (β). This
reduces our claim to the commutativity of the following diagram.
K0(A)×K0(A)
χloc //
⊠

F(A)× F(A)
c //
⊠

H2•(A) ×H2•(A)
⊠

K0(A×A)
χloc //
Ra∗

F(A×A)
c //
a∗

H2•(A×A)
a∗

K0(A)
χloc // F(A)
c // H2•(A)
Here the pushforward of constructible functions is defined by the fibrewise weighted
Euler characteristic [26]. Note that this pushforward is compatible with the proper
direct image of constructible sheaf complexes [31, sect. 2.3]. The compatibility of c
with proper direct images follows from the naturality of Chern-MacPherson classes
and the compatibility with ⊠ has been established in [24] and [25]. 
For K ∈ K0(A) we denote by γn(K) ∈ H
2n(Aˆ) the degree 2n part of γ(K) and
consider the polynomial
γs(K) =
g∑
n=0
γn(K) · s
n ∈ H2•(Aˆ)[s].
Lemma 4.2. For all K ∈ K0(A) one has (−1)
g χη(K) = γg(K) = [γs(K)]sg .
Proof. This amounts to the commutativity of the following diagram, where evη
is the evaluation of constructible functions at the generic point and pr denotes the
natural projections.
F(A)
c //
evη

H2•(A)
F //
pr

H2•(Aˆ)
pr

K0(A)
χloc
;;✈✈✈✈✈✈✈✈✈✈
χη
$$■
■■
■■
■■
■■
■■
H0(A)
F // H2g(Aˆ)
ev

Z

 // Q
(−1)g //
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For the sign (−1)g in the bottom right part we refer to [3, prop. 1]. 
Similarly one sees that γ0(K) = χ(K) by functoriality of the Chern-MacPherson
class, sinceA is connected. There is also a simple generating series for the symmetric
convolution powers in this context; however, here it will be easier to work not with
pre-λ-structures but instead with the corresponding Adams operations which give
an expression as an exponential series. Recall that
∞∑
r=1
rmtr =
t pm(t)
(1− t)m+1
for all m > 0,
where the pm(t) ∈ Z[t] are monic polynomials of degree degt pm(t) = m− 1 which
are also known as the Eulerian polynomials [15].
Proposition 4.3. For any K ∈ Db
c
(A),
∞∑
n=0
γ(S∗n(K)) · tn = (1− t)−χ(K) ·
g∏
i=1
exp
(
γi(K) ·
tp2i−1(t)
(1− t)2i
)
.
Proof. For n ∈ N, let us denote by qn : A
n
։ A(n) = An/Sn the projection onto
the n-fold symmetric product of the abelian variety. Then the symmetric group Sn
naturally acts on qn∗(K ⊠ · · ·⊠K), and since D
b
c(A
(n)) is a Q-linear pseudoabelian
category, we may define the symmetric product
K(n) = (qn∗(K ⊠ · · ·⊠K))
Sn ∈ Dbc(A
(n))
by applying the Schur functor that projects onto the invariants under the symmetric
group. The functoriality of this projector implies
S∗n(K) = an∗(K
(n)) for the addition morphism an : A
(n) −→ A.
We now use a generating series for the Chern-MacPherson classes of the symmetric
products K(n) that has been obtained in [6, th. 1.7] via the Adams operations. The
generating series in loc. cit. is expressed via the pushforwards dr∗(K) for r ∈ N,
where dr : A →֒ A
(r) denotes the diagonal embedding. To translate this result
to our present setting, note that the composite ar ◦ dr = [r] is the multiplication
by r endomorphism on the abelian variety A. The Fourier transform converts the
pushforward [r]∗ on H2•(A) into the pull-back [r]
∗ on H2•(Aˆ) by [3, prop. 3(iii)],
so we obtain the generating series
(4.3.1)
∞∑
n=0
γ(S∗n(K)) · tn = exp
( ∞∑
r=1
[r]∗(γ(K)) ·
tr
r
)
.
Now [r]∗ acts as multiplication by rm on Hm(Aˆ), so our claim follows by inserting
the value γ0(K) = χ(K) and by using that exp(χ(K)
∑∞
r=1 t
r/r) = (1−t)−χ(K). 
5. Generating series for convolution powers
Recalling the decomposition ZP (t) = Z
∗
P (t)− Z
•
P (t) from section 2 and putting
together the information on signed Poincare´ polynomials and Chern-MacPherson
classes from above, we may now prove the first part of theorem 1.1 as follows.
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Theorem 5.1. Let P ∈ Psc(A) be a clean semisimple perverse sheaf and χ = χ(P )
its Euler characteristic. Let ♮ ∈ {∗, •}, and for ♮ = • assume furthermore that the
spectrum S = S (P ) is finite. Then
Z♮P (t) =
tf ♮P (t)
(1− χt)g+1
where f ♮P (t) ∈ Z[t] is given by
f ♮P (t) =


g∑
n=1
[
(γs(P )− χ)
n
]
sg
· tn−1(1 − χt)g−n if ♮ = ∗,
g∑
n=1
∑
ϕ∈S
[
(hs(Pϕ)− χ)
n
]
sg
· tn−1(1− χt)g−n if ♮ = •.
Proof. We have γs(P
∗n) = (γs(P ))
n and hs(P
∗n) = (hs(P ))
n since γs and hs are
ring homomorphisms. The same also holds after character twists since twisting by
a character is a tensor functor [23, prop. 4.1]. Hence proposition 3.1 and lemma 4.2
show
r∗P (n) =
[
(γs(P ))
n
]
sg
and r•P (n) =
∑
ϕ∈S
[
(hs(Pϕ))
n
]
sg
.
The result now follows from a simple remark about power series: Let h(s) ∈ R[[s]]
be a power series over a commutative ring R and χ = h(0). Then we claim that for
any g ∈ N the identity
(1− χt)g+1
∞∑
n=1
[
(h(s))n
]
sg
tn =
g∑
n=1
[
(h(s)− χ)n
]
sg
· tn (1− χt)g−n
holds. Indeed this follows from
(1− χt)
∞∑
n=0
(h(s)t)n =
1− χt
1− h(s)t
=
∞∑
n=0
(h(s)− χ
1− χt
)n
· tn
because the coefficient of sg in (h(s)− χ)n vanishes for n > g. 
Example 5.2. Let i : Θ →֒ A be a smooth ample divisor whose class θ ∈ H2(A)
defines a principal polarization. The smoothness implies that δΘ = i∗(CΘ)[g−1] and
hence c(δΘ) = (−1)
g−1i∗(c(CΘ)). By definition the Chern-MacPherson class of the
constant function on a smooth variety is Poincare´ dual to the total Chern class c∗
of the variety, so the class i∗(c(CΘ)) in H2•(A) is the Poincare´ dual of i!(c
∗(Θ))
in H2•(A). Since the tangent bundle to abelian varieties is trivial, this latter class
may be computed from the adjunction formula to be i!(c
∗(Θ)) = θ · (1 + θ)−1 and
altogether we get
c(δΘ) =
g∑
k=1
(−1)k+g θk in H2•(A).
Now recall that we assumed θ defines a principal polarization. If θˆ ∈ H2(Aˆ) denotes
the class of the dual principal polarization, we get from the formulae for the Fourier
transform in [3, lemme 1] that
γ(δΘ) =
g∑
k=1
k!
(g−k)! · θˆ
g−k ∈ H2•(Aˆ).
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On the other hand the weak Lefschetz theorem together with χ(δΘ) = g! determines
the cohomology of the theta divisor, and one may check that this leads to the signed
Poincare´ polynomial
hs(δΘ) = g! +
g−1∑
k=1
(
2k
k
)
· 1
k+1 · s
g−k ∈ Z[s].
For g = 4 this implies
f∗Θ(t) = 4! (432 t
3 − 36 t2 + 3 t), f•Θ(t) = 8539 t
3 − 522 t2 + 14 t.
For the symmetric powers we again consider the Eulerian polynomials pm(s) of
section 4 and the polynomials qn(s) from definition 3.5.
Theorem 5.3. Let P ∈ Psc(A) be a clean semisimple perverse sheaf and χ = χ(P )
its Euler characteristic. Let ♮ ∈ {∗, •}, and for ♮ = • assume furthermore that the
spectrum S = S (P ) is finite. Then
Z˜♮P (t) =
tf˜ ♮P (t)
(1− t)2g+χ
where f˜P (t) ∈ Z[t] is an integral polynomial of degree at most 2g − 2 satisfying the
functional equation
f˜ ♮P (t) = t
2g−2 f˜ ♮P (1/t).
Explicitly,
f˜ ♮P (t) =


t−1
[ g∏
i=1
exp
(
γi(P ) tp2i−1(t) s
i
) ]
sg
if ♮ = ∗,
∑
ϕ∈S
t−1
[ ∏
n>0
(
1− qn((1− t)
2 s) st
)νn(Pϕ) ]
sg
if ♮ = •,
where in the last expression the exponents are defined by νn(Pϕ) = (−1)
n+1hn(Pϕ).
Proof. Take the coefficient of sg in the series in corollary 3.6 and the projection of
proposition 4.3 onto the top cohomology. In both cases a factor t/(1− t)2g may be
extracted from the product on the right hand side, and the remaining expression is
precisely the polynomial f˜ ♮P (t) ∈ Z[t] in the explicit form claimed above. It remains
to establish the functional equation for these explicit polynomials. For ♮ = ∗ this
follows from the fact that the coefficients of the Eulerian polynomials satisfy the
recursion in [15, eq. (7.b)], leading to a generalized Pascal triangle whose symmetry
amounts to the required property p2i−1(t) = t
2ip2i−1(1/t). For ♮ = • the functional
equation follows from the identity
((1− t)2s)i(st)k = t2(i+k)((1 − 1/t)2s)i(s/t)k
for i, k ∈ N, applied to the given explicit formula for the polynomial f•P (t). 
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Example 5.4. Consider again a smooth ample divisor Θ ⊂ A whose class defines
a principal polarization. For g = 4, inserting
p1(t) = 1 q1(s) = −1
p3(t) = t
2 + 4t+ 1 q2(s) = s− 4
p5(t) = t
4 + 26t3 + 66t2 + 26t+ 1 q3(s) = −s
2 + 6s− 9
and the Chern-MacPherson classes and signed Poincare´ polynomials of example 5.2
in the theorem, we get
f˜∗Θ(t) = 36 t
5 + 1152 t4 + 4824 t3 + 1152 t2 + 36 t
f˜•Θ(t) = −16 t
5 − 140 t4 − 225 t3 − 140 t2 − 16 t
which in particular verifies the claim for the symmetric powers in example 1.5.
6. Other Schur functors
The above methods can also be used to compute the generic ranks r˜P (α) as
follows. Let C be a Q-linear pseudoabelian symmetric monoidal category in the
sense of [9, sect. 1.2]. For any object P ∈ C and n ∈ N we have an Sn-equivariant
decomposition
P⊗n ∼=
⊕
degα=n
Sα(P )⊗Q Vα
where α runs through all partitions of degree n and where Sα : C → C are the
Schur functors corresponding to the irreducible representations Vα ∈ RepQ(Sn) of
the symmetric group. The characters of all these representations are integer valued
functions χVα : Sn → Z, so for each σ ∈ Sn we obtain a trace map [27, sect. 3]
tr(σ) : K0 −→ K0, [P ] 7→
∑
degα=n
χVα(σ) · [S
α(P )].
on the Grothendieck ring K0 = K0(C ,⊕,⊗).
Example 6.1. For the n-cycle zn = (12 · · ·n) ∈ Sn one sees by [18, I.4] [1, cor. 1.8]
that the trace map
tr(zn) = Ψ
n
is equal to the n-th Adams operation for the symmetric pre-λ-structure on K0. The
Adams operations satisfy
St(P ) = exp
(∑
n>0
Ψn(P )
tn
n
)
.
Furthermore, in our case each Ψn is a ring homomorphism since by [14, lemma 4.1]
the symmetric pre-λ-structure is in fact a λ-structure, i.e. special in the terminology
of loc. cit. We require the following two cases:
(1) The Grothendieck ring K0 = Z[x
±1] of the category of graded vector spaces
in example 3.3 has Adams operations given by Ψn(xi) = xin for i ∈ Z.
(2) For K0 = K(A) the formula (4.3.1) shows that the Adams operations and
the Fourier transformed Chern-MacPherson classes satisfy γ ◦Ψn = [n]∗◦γ.
As in the introduction we attach to σ ∈ Sn the partition (σ1, σ2, . . . , σℓ(σ)) of n,
where σ1 ≥ σ2 ≥ · · · ≥ σℓ(σ) > 0 are the lengths of the cycles in a disjoint cycle
decomposition of the given permutation. With these notations we have the following
abstract version of the averaging property in [6, sect. 3].
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Lemma 6.2. The image of any object P ∈ C under the Schur functor Sα : C → C
has in K0 the class
[Sα(P )] =
1
n!
∑
σ∈Sn
χVα(σ) ·
ℓ(σ)∏
r=1
(
Ψσr [P ]
)
.
Proof. If a, b ∈ N, then for any g ∈ Sa, h ∈ Sb with product g × h ∈ Sa+b we
have a commutative diagram involving the diagonal map ∆:
K0
tr(g×h) //
∆

K0
K0⊗ZK0
tr(g)⊗tr(h) // K0⊗ZK0
“ · ”
OO
This follows from the Littlewood-Richardson rule for the decomposition of tensor
products [9, prop. 1.6]. For the disjoint cycle decomposition of σ ∈ Sn, example 6.1
then implies
tr(σ)[P ] =
ℓ(σ)∏
r=1
(
Ψσr [P ]
)
.
Hence it only remains to note that the endomorphism 1
n!
∑
σ∈Sn
χVα(σ) · tr(σ)(−)
is given by [P ] 7→ [Sα(P )]. This follows from the orthonormality relations for the
characters of the symmetric group. 
As an immediate corollary we obtain the formula in theorem 1.2. For n ∈ N we
denote by
[n]∗ : H•(Aˆ) −→ H•(Aˆ) and [n]∗ : Z[x±1] −→ Z[x±1]
the ring homomorphisms which are given, respectively, by the pull-back under the
isogeny [n] : Aˆ→ Aˆ and by xi 7→ xni for i ∈ Z. This is motivated by example 6.1.
Theorem 6.3. Let P ∈ Psc(A) be a clean semisimple perverse sheaf, ♮ ∈ {∗, •},
and for ♮ = • suppose the spectrum S = S (P ) is finite. Then for each partition α
of degree n we have
r˜♮P (α) =
1
n!
∑
σ∈Sn
χVα(σ) · c
♮
P (σ),
with c♮P (σ) ∈ Z given by
c♮P (σ) =


[ ℓ(σ)∏
r=1
[σr]
∗(γs(P ))
]
sg
for ♮ = ∗,
∑
ϕ∈S
[
ι−1
ℓ(σ)∏
r=1
[σr ]
∗(bx(Pϕ))
]
sg
for ♮ = •.
In the last formula ι : Z[s] →֒ Z[x±1] denotes the embedding from section 3.
Proof. Via proposition 3.1 and lemma 4.2, this follows directly from lemma 6.2
and from the formulae for the Adams operations in example 6.1. 
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Corollary 6.4. For g = 1, any P ∈ Psc(A) of Euler characteristic χ = χ(P ) and
generic rank r satisfies
c∗P (σ) = r χ
ℓ(σ)−1
ℓ(σ)∑
i=1
σ2i and c
•
P (σ) = 0 for all σ ∈ Sn.
Proof. Let p ∈ H2(A) be the class of a point. Then γ(P ) = χ+ rp by lemma 4.2
and the remark immediately thereafter, using our assumption that g = 1. It follows
that c∗P (σ) is the coefficient of s in
∏ℓ(σ)
i=1 (χ + σ
2
i rs) which immediately gives the
first formula. The hypercohomology of any clean perverse sheaf on an elliptic curve
is concentrated in degree zero by the same argument as in the proof of lemma 7.1
below, so bx(Pϕ) = χ is a constant for all ϕ ∈ Π(A) and hence c
•
P (σ) = 0. 
7. Computations for curves
Let us illustrate the above results with the case of curves. A subvariety Z →֒ A
is said to generate the abelian variety A if the addition map Zn → A is surjective
for all n≫ 0. For the perverse intersection cohomology sheaf of smooth generating
curves the spectrum is trivial:
Lemma 7.1. If C →֒ A is a smooth curve generating A, then S (δC) = {0}.
Proof. An intermediate extension argument like in the first part of the proof of
proposition 3.1 but with |n| = dimSupp(δC) = 1 shows that any ϕ ∈ S (δC) must
satisfy δC,ϕ ∼= δC . But such an isomorphism can exist only if the character ϕ is
trivial, indeed the homomorphism π1(C, pt)→ π1(A, 0) is surjective for any smooth
curve C that generates A. 
Let θ ∈ H2(A) denote the class of an ample divisor that defines a principal
polarization. We will call a smooth projective curve C →֒ A a Prym-Tjurin curve
of exponent m ∈ N if it generates A and has fundamental class
[C] =
mθg−1
(g − 1)!
∈ H2g−2(A).
This notion comprises the case of Jacobian varieties form = 1 and the case of Prym
varieties for m = 2, see also [4, sect. 12.2].
Theorem 7.2. If C →֒ A is a Prym-Tjurin curve of exponent m ∈ N and P = δC ,
then
fP (t) = (m
gg!− 1) tg−1 and f˜P (t) = m
g tg−1
and we have
c∗P (σ) = g!
[ ℓ(σ)∏
i=1
(
χ+ σ2ims
) ]
sg
(7.2.1)
c•P (σ) =
[ ℓ(σ)∏
i=1
(
χ− sqσi(s)
) ]
sg
(7.2.2)
where χ = χ(P ) and where the polynomials qσi(s) ∈ Z[s] are as in definition 3.5.
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Proof. For the perverse intersection cohomology sheaf P = δC the spectrum is
trivial by lemma 7.1. Inserting hs(P ) = s+χ in theorems 5.1 and 5.3 we therefore
obtain
fP (t) =
g∑
n=0
[
(γs(P )− χ)
n − sn
]
sg
· tg−1(1− χt)g−n
and
f˜P (t) = t
−1
[ g∏
i=1
exp
(
γi(P ) tp2i−1(t) s
i
)]
sg
where in the latter case we have used that here f˜•P (t) = 0 either by the formula in
theorem 5.3 or by a direct inspection of the hypercohomology. The degree shift by
one in the definition of the perverse sheaf P = δC gives an extra sign −1 in the
Chern-MacPherson class c(δC) = −c(C). So if we denote by p ∈ H
2g(A) the class
of a point, then
c(δC) = χ · p −
mθg−1
(g − 1)!
and hence γs(P ) = χ + m θˆ s
where θˆ ∈ H2(Aˆ) is the principal polarization class on Aˆ [3, lemme 1]. The claim
about the generating polynomials is then obtained via a simple computation, and
the formulae for the Schur functors follow similarly by inserting γs(P ) = χ+mθˆs
and ι−1(xn + x−n) = sqn(s)− 2 in theorem 6.3. 
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