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The microscopic mechanism of photon detection in superconducting nanowire single-photon detectors is still
under debate. We present a simple, but powerful theoretical model that allows us to identify essential dif-
ferences between competing detection mechanisms. The model is based on quasi-particle multiplication and
diffusion after the absorption of a photon. We then use the calculated spatial and temporal evolution of
this quasi-particle cloud to determine detection criteria of three distinct detection mechanisms, based on the
formation of a normal conducting spot, the reduction of the effective depairing critical current below the bias
current and a vortex-crossing scenario, respectively. All our calculations as well as a comparison to exper-
imental data strongly support the vortex-crossing detection mechanism by which vortices and antivortices
enter the superconducting strip from the edges and subsequently traverse it thereby triggering the detectable
normal conducting domain. These results may therefore help to reveal the microscopic mechanism responsible
for the detection of photons in superconducting nanowires.
PACS numbers: 85.25.Pb, 85.25.Oj, 81.07.Gf, 74.78.Na, 85.60.Gz
There is growing interest in superconducting nanowire
single-photon detectors (SNSPDs) fueled by their combi-
nation of good detection efficiency, low dark-count rate,
very short recovery time and exceptionally small jitter.
SNSPD compare well with other competing technologies
for the detection of visible and near-infrared photons1
and have already been used in a wide variety of appli-
cations from quantum key distribution to time-of-flight
depth ranging2. Variations of these detectors have also
been used to detect higher energy particles, such as high
kinetic-energy molecules in mass spectrometry3,4 or x-ray
photons with keV-energies5,6.
The active element of these detectors consists of a typ-
ically square meander of a superconducting NbN film of
a few nanometer thickness7. Recently alternative su-
perconducting materials have been suggested, such as
NbTiN8, TaN9, or WSi10, which may be better suited
than NbN for certain applications. The detectors are
biased with a constant direct current Ibias which usu-
ally equals about 90% to 95% of the experimental criti-
cal current Ic. The absorption of a photon of sufficient
energy, in combination with a suitably chosen bias cur-
rent, can trigger a normal conducting cross-section, the
subsequent growth of which is determined by the electro-
thermal properties of the detector11. Estimates12,13 and
simulations14 made with realistic material and device pa-
rameters for SNSPD show that this normal conducting
domain initially grows very fast with a correspondingly
large resistance. As a consequence part of the bias cur-
rent is redirected into the readout line, which effectively
acts as a 50 Ω parallel impedance, or an additionally in-
stalled parallel ohmic resistance, thus reducing the Joule-
heating. Depending on the details of this electro-thermal
feedback13, the detector can be operated in the desired
a)andreas.engel@physik.uzh.ch
self-recovering mode or it latches into a resistive state,
when the normal-conducting domain is stabilized by self-
heating. This electro-thermal feedback imposes limits on
the minimum achievable recovery time and the maximum
count rate.
Many further aspects of SNSPD relevant for applica-
tions are also well understood. State-of-the-art SNSPD
consist of a homogeneous superconducting film and a
uniform meander without constrictions. Such devices
exhibit a nearly constant detection efficiency for a cer-
tain range in parameter space of bias current and pho-
ton energy. In this “plateau region” nearly every ab-
sorbed photon triggers the formation of a normal con-
ducting domain15 leading to an intrinsic detection effi-
ciency (IDE) approaching 100%16,17. The device de-
tection efficiency (DDE) is the product of photon ab-
sorptance (ABS) of the meander and IDE: DDE =
ABS × IDE. ABS itself depends on the absorptance
of the thin superconducting film and geometric effects,
such as the meander filling factor or a polarization de-
pendent absorptance18 and is limited to . 20% for a
bare meander. Higher DDE > 50% can be achieved
by incorporating the detector into an optical cavity19,
and optimizations of layer thicknesses and the separation
of the meander lines allow for high detection efficiencies
even at relatively low filling factors20,21. The highest re-
ported system detection efficiency of up to 93% reported
to date, including coupling losses and photon absorption
in the optical fibre, was achieved for an optimized WSi
SNSPD22. For a given bias current there is a minimum
threshold energy for photons to be detected with the
maximum efficiency. Photons with wavelengths λ larger
than the corresponding cut-off wavelength λc can only be
detected with a rapidly decreasing probability. Narrower
meander lines23 or superconducting films with a lower
Tc
9,10,24 result in an increase of λc and higher detection
efficiencies at long photon wavelengths.
Detector noise or so called dark counts increase ap-
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2proximately exponentially on approaching the experi-
mental critical current. Experimental25 and theoreti-
cal investigations26 have favored magnetic vortices cross-
ing the superconducting strips as the dominant mecha-
nism leading to intrinsic dark-count events. Except near
the ends of the straight sections of the superconducting
meander the current density in the undisturbed equilib-
rium situation is homogeneous due to the fact that the
strip width w << Λ = 2λ2GL/d, where Λ is the effective
2D magnetic penetration depth, λGL  d is the corre-
sponding Ginzburg-Landau (GL) magnetic penetration
depth in the bulk material and d the film thickness. Due
to a current-crowding effect the current density in the
180◦ turnarounds of the meander structure is no longer
homogeneous27 and dark-count events most likely origi-
nate near these turnarounds28, but may be reduced by a
more sophisticated meander design29.
Despite this remarkable progress in understanding and
optimization of SNSPD some open questions remain, par-
ticularly in connection with the mechanism that is re-
sponsible for triggering the initial resistive cross-section.
The first model30 describing the detection mechanism in
SNSPD assumed the formation of a normal-conducting
hot-spot that diverts the applied bias current into the
still superconducting side-walks. The current density in
these side-walks will eventually increase beyond the criti-
cal current density, thereby leading to the initial normal-
conducting cross-section. This model, which we will call
hard-core model, already captures some important char-
acteristics of SNSPD, such as the existence of a bias-
current dependent minimum photon energy, and because
it gives a very vivid description, it has been widely used.
However, it fails to describe certain observations, e.g. the
temperature dependence of λc
31, and often leads to in-
consistencies. As an example we cite data from a re-
cent analysis of cut-off wavelengths within the hard-core
model32. The corresponding analysis results in a hot-
spot diameter of about 12 nm for a photon energy of
1.24 eV. Using the device parameters given in Ref. 32
and typical superconductivity parameters for NbN one
can estimate the superconducting condensation energy
of the corresponding volume to be of the order of 0.1 eV.
In the same paper, the energy conversion efficiency was
estimated to ζ ≈ 0.5%, which means that it would re-
quire a photon energy at least one order of magnitude
larger than used in the experiment to drive this volume
into the normal conducting state.
One inherent shortcoming of the hard-core model origi-
nates from neglecting excess quasi-particles (QP) outside
the normal-conducting core in the still superconducting
side-walks. An alternative detection model has been sug-
gested several years ago12,33 in which the reduction of
the depairing critical current in a cross-section of a su-
perconducting strip due to excess QP is taken into ac-
count. This QP-model explicitly does not require a nor-
mal conducting region to form before the critical current
has dropped below the applied bias current. Very re-
cently it has been suggested that the relevant current
scale is not the depairing critical current but instead the
critical current for vortex crossings34, although there is
some controversy about the correct theoretical treatment
of a vortex very near the strip edge35. Also, more ad-
vanced theoretical models based on the time-dependent
GL theory are being developed36 with the aim to gain
a better understanding of the dynamics of the detection
mechanism. A full numerical simulation based on the
time-dependent GL theory coupled with heat diffusion
and the Maxwell equations37 resulted in threshold ener-
gies required to trigger a normal conducting domain at
least one order of magnitude larger than experimentally
observed.
In this paper we present the development of simple
model of the QP multiplication and diffusion process that
is detailed enough to allow a comparison with experimen-
tal results. In Sec. I we develop the mathematical model
that allows us to numerically determine detection crite-
ria for direct photon detection within the hard-core, QP,
and vortex model. The corresponding detection criteria
will also be specified. In Sec. II the material and ge-
ometric parameters used in our simulations are defined
and we perform some consistency tests to validate our
results. This will be followed by the presentation of our
numerical results and a comparison with experimental
data whenever this is possible.
I. DEVELOPMENT OF THE PHYSICAL MODEL
A. Modelling the quasi-particle diffusion
We will restrict ourselves to a discussion of the de-
tection of mainly visible and near-infrared photons with
energies hν ∼ 1 eV. These energies are much larger than
the superconducting gap ∆ ∼ 1 meV of typical SNSPD.
Absorption of such a photon results in a large number
of excitations in the form of QPs and phonons. Details
of this QP multiplication process have been already de-
scribed in an early publication on SNSPD30 and refer-
ences therein. In this paper we are not interested in the
detailed time-evolution of the number of excited QPs,
instead we will resort to a simple analytical approxima-
tion. We make the assumption that the time scale of
electron-electron interactions is much faster than both
the electron-phonon and phonon-phonon time scales30.
This means that the electronic system will have thermal-
ized to a local, (near-)equilibrium state long before the
phonon system thermalizes. We will also assume that
the increase in the local concentration of QPs equals the
local reduction in the concentration of superconducting
electrons, in other words, that the electronic system is
always in a local, near-equilibrium state, and we neglect
the background of thermally excited QPs38.
Previous models12,30 have made very similar assump-
tions and furthermore assumed the QP multiplication
and QP diffusion to be independent processes. Instead,
we will be considering the highly excited electron after
3photon absorption, which itself diffuses within the super-
conducting film, to be the source of QPs as it contin-
uously loses energy, thereby breaking up Cooper-pairs.
Assuming that the thermalization process does not influ-
ence the diffusion of the excited electron, the probability
density Ce(~r, t) to find it at position ~r at time t after the
absorption follows the diffusion equation
∂Ce(~r, t)
∂t
= De∇2Ce(~r, t), (1)
with ∇2 the Laplace-operator and De the diffusion coeffi-
cient of normal electrons. We set the diffusion coefficient
to be constant. In reality it may be a function of the
excitation energy of the electron, thus depending on t
and the photon energy. Already after t . 1 ps the dif-
fusion length ∼ √Det becomes larger than the typical
superconducting film thickness d ≈ 5 nm. It is there-
fore justified to treat this problem in two dimensions for
longer time scales. During the diffusion process the elec-
tron thermalizes by losing energy in inelastic scattering
events. We simplify this process assuming an exponential
decay of the excitation energy with a constant time scale
τqp: Ee = hν exp (−t/τqp). A certain fraction of these
scattering events results in the generation of two QPs
with an energy ∆ and is proportional to the probability
density Ce(~r, t).
The excess QPs themselves undergo diffusion in the
superconducting film before they recombine to form
Cooper-pairs on a time scale τr  τqp. The concen-
tration of excess QPs Cqp(~r, t) can then be described by
∂Cqp(~r, t)
∂t
= Dqp∇2Cqp(~r, t)− Cqp(~r, t)
τr
+
ζhν
∆τqp
exp
(
− t
τqp
)
Ce(~r, t), (2)
with Dqp 6= De the QP diffusion coefficient and 0 < ζ ≤ 1
the conversion efficiency, which has to be determined ex-
perimentally. The last term in Eq. (2) is the source term
describing the QP-multiplication process. The recombi-
nation process is described by
Cqp(~r,t)
τr
, which we include
in a linear approximation39. Eqs. (1) and (2) form a set
of coupled differential equations describing the evolution
of the statistically averaged density of excess QPs.
For the case of an infinitely large 2D-film and making
the assumption Dqp = De = D, Eqs. (1) and (2) have an
analytical solution (see Appendix A),
Ce(r, t) =
1
4piDt
exp
(
− r
2
4Dt
)
, (3)
Cqp(r, t) =
ζhν
∆
τr
τr − τqp
[
exp
(
− t
τr
)
− exp
(
− t
τqp
)]
1
4piDt
exp
(
− r
2
4Dt
)
, (4)
with r being the distance from the absorption site of the photon. Integration of Eq. (4) over the complete film gives
the total number of excess QPs,
Nqp(t) =
∫
∞
Cqp(~r, t)dV =
ζhν
∆
τr
τr − τqp
[
exp
(
− t
τr
)
− exp
(
− t
τqp
)]
. (5)
This last equation also holds for the more realistic case
of narrow superconducting strips and De 6= Dqp as long
as τqp is independent of Cqp. However, the concentration
Cqp(~r, t) itself has to be calculated numerically in this
more general situation. In the following we will solve this
set of differential equations (1) and (2) for a rectangle of
width w and length L w, see Fig. 1. For the side-walls
we use Neumann boundary conditions ∂C(~r, t)/∂y = 0,
i.e. no loss of QP through the side-walls, and perfectly
absorbing walls at the beginning and end of the strip. We
assume the photon to be absorbed in the center of the
strip. The numerical solution to Eqs. (1) and (2) is found
using the finite element method (FEM) and MatlabTM
software. The mesh on which the solutions are calcu-
lated was created with a high density of nodes around
the absorption site. For the subsequent analysis of the
trigger models the results are transformed onto a carte-
sian grid with a resolution of 0.5 nm in x- and y-direction.
A finer grid of 0.2 nm resolution was used in a central
region ±5ξ(0) around the absorption site in x-direction
and over the full width of the strip. The parameters ξ,
λGL, ∆ and Dqp 6= De are in general assumed to be tem-
perature dependent (see Appendix B for details).
4FIG. 1. Schematic drawing of meander section with the pho-
ton absorption site at its center, not to scale. Indicated is the
ξ-slab that defines the minimum volume that has to switch
into the normal conducting state. Also plotted are Gaussian-
profiles (dark and light blue) of the QP concentration accord-
ing to Eq. (4) at an arbitrary time t.
B. Detection criteria
Based on the computed Cqp(~r, t), different detection
criteria can be formulated and compared with each
other. In the following we will consider three mod-
els that explain the formation of the initial normal
conducting cross-section. The first and original model
describing photon detection in SNSPD30 assumes QP-
concentrations high enough to completely suppress su-
perconductivity in the vicinity of the absorption site. For
this hard-core model we use a condition similar to Ref. 30,
namely we define the extension of the normal conducting
core of the hot-spot by Cqp(~r, t) ≥ n2Dse = nsed, with nse
the equilibrium density of superconducting electrons40
in the film being twice the Cooper-pair density, and we
require this normal-conducting area to have an exten-
sion of at least the coherence length ξ in the direction of
the applied current. The current-density inside the nor-
mal conducting area is assumed to be zero, thus leading
to an enhanced current-density in the side-walks as re-
quired by the continuity equation. If the current density
in the side-walks exceeds the depairing critical current
Ic,dep, the whole cross-section becomes normal conduct-
ing leading to the detection of the absorbed photon. The
minimum transversal extension 2Rhc of the normal con-
ducting core for photon detection, the strip width w and
the reduced bias current Ibias/Ic,dep are then related to
each other defining the detection criterion
2Rhc ≥ w
(
1− Ibias
Ic,dep
)
. (6)
If one assumes the conversion efficiency ζ . 1, near-
infrared photons with hν . 1 eV would produce nor-
mal conducting areas large enough to be roughly consis-
tent with experimental results. However, more plausible
values9,12,41 for the conversion efficiency are on the or-
der of 0.1, in which case correspondingly higher photon
energies are required.
The most important conceptual short-coming of the
hard-core model is the restriction of the QPs to be strictly
confined to the potentially present normal conducting
volume. For very high photon5 or particle energies42 the
contribution of excess QPs outside the normal conduct-
ing volume is probably negligible, but they may become
significant or even dominating for smaller excitation en-
ergies. This was first realized in the QP-model12 which
does not require a normal conducting volume. Instead,
an excess number of QPs results in a reduction of the
effective critical current. Under the assumption that the
number of excess QPs equals the reduction in the num-
ber of superconducting electrons, the effect on the critical
current can be easily calculated applying the continuity
equation for the applied bias current and the phase co-
herence of the superconducting electrons. The minimum
volume that must reach the normal state to trigger a
photon count has to have a length in the direction of the
applied current of at least the coherence length and span
the complete cross-section, the “ξ-slab”, see also Fig. 1.
As a condition for the nucleation of such a normal con-
ducting cross-section one obtains12
N slabqp (t)
Nse
≥ 1− Ibias
Ic,dep
, (7)
where Nse = nsewdξ is the equilibrium number of super-
conducting electrons in the ξ-slab. The number of excess
QPs in the ξ-slab is computed from
N slabqp (t) =
∫
ξ−slab
Cqp(~r, t)dV. (8)
As a third possibility that could lead to the formation
of a normal conducting domain, we consider the photon-
assisted crossing of a vortex34. In the case of a homo-
geneous current density jbias = Ibias/w = const. across
the strip, it is straightforward to calculate the energy
barrier prohibiting the entry and subsequent crossing
of vortices26,27. Contrary to the original publication34,
where the authors assume a uniformly reduced order pa-
rameter, we consider an inhomogeneous current density
due to the expanding cloud of QPs after photon absorp-
tion. We assume the current redistribution to be instan-
taneous, justified by an estimate of the GL relaxation
time τGL . 1 ps43. We can then calculate the local,
time-dependent current density proportional to the local
density of superconducting electrons, n2Dse − C(~r, t), and
require current continuity44 and div~j = 0. This leads
to an enhancement of the current density near the strip
edges and a corresponding decrease of the energy barrier
for vortex entry very similar to the situation near the me-
ander turn-arounds27. We calculate the forces on a vor-
tex as a function of its position inside the strip taking into
account the inhomogeneous current distribution as well
5as the increase of the effective penetration depth Λ due
to the reduced density of superconducting electrons and
obtain the vortex potential by numerical integration (see
Appendix C). For a given reduced bias current Ibias/Ic,v
the energy barrier vanishes for a minimum photon energy,
giving us the cut-off wavelength λc in this vortex-model.
It is important to note that the current scale in the vor-
tex model is Ic,v < Ic,dep, i.e. the current for which the
energy barrier is reduced to zero26.
The model considered by Zotova and Vodolazov36 is
closely related to this vortex model. These authors as-
sume the formation of a normal-conducting core similar
to the hard-core model, but take into account a non-
homogeneous current distribution around the normal-
conducting area due to a current-crowding effect27. In
such a situation the highest current density is expected
at a point very close to this normal-conducting area in-
side the strip, favoring the creation of a vortex-antivortex
pair. In case of a continuous variation of the Cooper-
pair density, we expect this current-crowding effect to be
much less pronounced. Unfortunately, there is, to our
knowledge, no simple method available to calculate the
exact current distribution in this more complicated sit-
uation. The method we used to calculate the current
densities does not lead to an enhanced current density
close to the photon absorption site, and we therefore do
not consider the creation of vortex-antivortex pairs in our
analysis.
Before discussing our results for the three models, we
state that our numerical model contains a number of sim-
plifications in addition to our general assumptions dis-
cussed at the beginning of this section, the most impor-
tant ones we would like to mention here. We assume the
superconducting gap ∆ to be independent of the density
of excess QP, but it is known that the presence of QPs
leads to a certain reduction of ∆45, the magnitude of
which depends on the details of the thermalization pro-
cess. This leads to an underestimation of the effects that
an absorbed photon causes in the superconducting strip,
and thus to an overestimation of the minimum photon
energy required to trigger a detection event in all three
detection models, but in general to a different degree. A
presumably smaller error is introduced by neglecting the
reduction of ∆ due to Ibias. When comparing our simula-
tion results with experimental measurements, we can par-
tially correct these effects by assuming a higher effective
conversion efficiency ζ, which is an adjustable parameter
with no well established theoretical estimates. Further
significant simplifications are made for the QP multipli-
cation process, for example, the assumption of a constant
time-scale τqp for the QP-multiplication. Our assumption
of a nearly unchanged concentration of Cooper-pairs is
also not strictly fulfilled during the early stages of the QP
multiplication and diffusion process near the absorption
site, since our simulations indicate high concentrations of
QPs for t . 1 ps and correspondingly small Cooper-pairs
concentrations even for photon wavelengths much longer
than λc.
II. SIMULATION PARAMETERS AND CONSISTENCY
CHECKS
In Table I we summarize typical values of material pa-
rameters for high-quality films of TaN9 and NbN25 as
we used them in the calculations. The parameters ∆, ξ,
λGLand Dqp are assumed to be temperature dependent
(see Appendix B for details). The temperature depen-
dent value of Dqp is calculated from De of the normal-
conducting electrons at Tc as detailed in Appendix B.
For the current report, we have set T/Tc = 0.05. The
general temperature-dependent behavior of SNSPD is
the subject of ongoing investigations and will be pre-
sented in a future publication. The time constant τr
has been chosen as an average value for the whole T -
range46, and as it turns out, our results are not sensitive
to the choice of τr. The time constant τqp is related to
the thermalization time τth, which has been measured
for NbN to be ≈ 7 ps47. With the chosen time constants
the total maximum number of excess QPs is reached at
t = τth ≈ 10.3 ps, as calculated using Eq. (5), and reaches
& 98% of this maximum number of QPs at t = 7 ps. Ta-
ble II lists the geometrical parameters of the simulated
superconducting strip.
We verified the validity of our numerical calculations
by comparing the results to those using analytical expres-
sions for an infinite film based on Eq. (4). Fig. 2 shows
the temporal evolution of the number of QPs in the com-
plete strip as well as in the ξ-slab on a double logarithmic
scale. Calculations were done for a photon with wave-
length λ = 1000 nm absorbed in a TaN-film. The solid
red line is the calculated number of QPs Nqp(t) accord-
ing to Eq. (5) and the black squares represent the same
quantity obtained by numeric integration of Cqp(~r, t) over
the complete strip. The numeric results agree very well
with the analytical expression (better than 1% for all
t <= 1 ns) and the thermalization time τth = 10.5 ps
also agrees with the analytic result of 10.3 ps within
the temporal resolution of the simulation (±0.5 ps for
3 ps ≤ t ≤ 12 ps).
In the same figure we also plotted the numerically cal-
culated number of QPs in the ξ-slab N slabqp (t) (black cir-
cles). It shows a pronounced maximum at tmax ≈ 2.6 ps
after absorption of the photon, significantly before the
total number of excess QPs have reached their maximum
at τth. According to Eq. (7) tmax corresponds to the
moment when a certain minimum bias current can still
trigger the formation of the initial normal conducting
cross-section in the QP-model. An analytic solution can
be found using Eq. (4) and approximating the integration
in the x-direction by tanh(ξ/
√
4piDt). The approximate
number of QPs in the ξ-slab then becomes
N slabqp (t) ≈ Nqp(t) tanh
(
ξ√
4piDt
)
. (9)
In Fig. 2 N slabqp (t) according to Eq. (9) is plotted for
D = Dqp (blue symbols) and D = De (green symbols),
6TABLE I. Summary of material parameters for TaN and NbN (for T = 0.05) that are important for the comparison with
analytical approximations and are entering the simulation.
∆ (meV) ξ (nm) λGL (nm) De (nm
2 ps−1) Dqp (nm2 ps−1) ζ τqp (ps) τr (ps) N0 (nm−3eV−1)
TaN 1.3 5.3 520 60 8.2 0.25 1.6 1000 48
NbN 2.3 4.3 430 52 7.1 0.25 1.6 1000 51
TABLE II. Geometric parameters used for the simulations.
The FEM solutions have been transformed from the simula-
tion mesh to a cartesian grid for subsequent analyses. Over
the whole strip a rough grid was applied, and in an area
±5ξ(0) around the absorption site and spanning the width
of the strip a finer grid was used.
Length L 1 µm
Width w 100 nm
Thickness d 5 nm
rough grid ∆x,∆y 0.5 nm
fine grid ∆x,∆y 0.2 nm
respectively. For t & 100 ps the analytic solution with
D = Dqp asymptotically approaches the numerical so-
lution. For smaller t neither solution gives an adequate
description of the numerical results, thus demonstrating
the necessity of numerical calculations. The physical rea-
son is the distinction between the diffusion coefficients
for normal electrons and QPs, respectively. At the be-
ginning of the multiplication process QPs are generated
proportional to Ce(r, t) with De > Dqp. However, the
QPs immediately start to diffuse with Dqp. The effective
diffusion coefficient becomes t-dependent and approaches
Dqp once the generation of additional QPs has stopped
for t τqp.
Finally we compare our numerically obtained poten-
tial energies of single vortices as a function of position
y across the strip with the analytical expression for the
case of a homogeneous current density34
U(y, I, T )/ε0 = ln
[
2w
piξ(T )
cos
(piy
w
)]
− I
Ic,v
2(y + w2 )
exp(1)ξ(T )
,
(10)
where ε0 = Φ
2
0/(2piµ0Λ) is the characteristic vortex en-
ergy, Φ0 = h/2e the magnetic flux quantum and µ0
the permeability of free space. Eq. (10) has been de-
rived for the condition d  w  Λ, which is typi-
cally fulfilled for SNSPD. We follow here Ref. 34 and
set the first term on the right hand side in Eq. 10 to
zero at y = (ξ(T ) − w)/2 and set U(y, I, T ) = 0 for
y < ξ − w/2(T ) and y > w/2 − ξ(T ). We plot in Fig. 3
the analytical and numerical results for T/Tc = 0.05 and
four values of Ibias/Ic,v as indicated. Again, numerically
and analytically obtained values agree with each other to
within a few percent.
FIG. 2. Double-logarithmic plot of the number of QPs in
the complete superconducting strip Nqp(t) (black squares and
solid red line) and within the ξ-slab N slabqp (t) (black, blue and
green) as functions of time, calculated for a photon wave-
length with λ = 1000 nm absorbed in a TaN-film. Numeric
results are compared to analytical approximations Eqs. (5)
and (9). Arrows indicate the times of maximum total num-
ber of QPs, τth, maximum number of QPs in the ξ-slab, tmax,
and QP multiplication time scale, τqp. Also indicated is the
asymptotic maximum number of QPs ζhν/∆ for the theoreti-
cal case of no recombination of QPs into Cooper-pairs (dashed
horizontal black line).
FIG. 3. Potential energies of single vortices, as functions of
the position across the strip, calculated numerically (open
symbols) and according to Eq. (10) (solid lines) for different
bias currents as indicated. Calculations were done for homo-
geneous current densities and T/Tc = 0.05.
7III. SIMULATION RESULTS AND COMPARISON WITH
EXPERIMENTAL DATA
A. Temporal evolution of QP density, current distribution
and vortex edge-barrier
The primary goal of our simulations is to reveal the
temporal evolution of the excess QP density in the su-
perconducting strip. In Fig. 4 we show typical results for
the case when superconductivity is not completely sup-
pressed in the hot-spot core. These calculations were
done with material parameters for TaN at a reduced
temperature T/Tc = 0.05 and an incident photon with
λ = 1000 nm absorbed in the center of the strip. At
the very early stages after photon absorption (t = 1 ps,
panel (a) in Fig. 4) the QPs are highly concentrated near
the absorption site, leading to a significant suppression
of superconductivity in a very small volume. Already at
t = tmax = 2.6 ps the maximum number of QPs in the
ξ-slab is reached (compare to Fig. 2), see the situation
shown in panel (b) of Fig. 4. Despite the relatively low
diffusion coefficient Dqp at this low temperature, a signif-
icant number of QPs has diffused out of the ξ-slab, and
although the total number of excess QPs continues to in-
crease until t = tth ≈ 10.5 ps, the concentration of QPs
in the ξ-slab drops more quickly, resulting in a decreasing
N slabqp (t).
As outlined above in Sec. I we used the calculated dis-
tributions of QPs to obtain the distribution of the bias
current by requiring superconducting phase coherence,
current continuity and div~j = 0. The resulting relative
current distributions are shown in Fig. 5 for the same
conditions as the QP density in Fig. 4. Although the cur-
rent suppression in the center of the QP cloud is strongest
right after absorption of the photon (t ≈ 1 ps, Fig. 5(a)),
the maximum current density in the side-walks is again
reached for t ≈ tmax = 2.6 ps. This fact becomes even
clearer in Fig. 6, where we plot the relative current den-
sities as a function of time after the absorption of a pho-
ton for two different positions in the strip. The center
position is the photon absorption site, and the edge po-
sition is one coherence length away from the geometrical
edge of the strip. For the considered situation we ob-
tained a maximum current increase of about 16% near
the strip edges. Again, diffusion dominates over QP-
multiplication for t > tmax, and the current distribution
becomes more homogeneous as time progresses.
These inhomogeneous current distributions in turn af-
fect the entry barrier for vortices at the edges. In Fig. 7
we show a three dimensional representation of the po-
tential energy landscape for a vortex near the edge of
the strip. It has been calculated based on the current
distribution in Fig. 5(b) at t = 2.6 ps after photon ab-
sorption and for an applied bias current I/Ic,v = 0.85.
For this particular situation the barrier remains positive
and a vortex would still need additional thermal energy
to enter the strip and trigger the formation of the initial
normal conducting cross-section.
FIG. 4. QP density for different times after absorption of
a 1000 nm photon at T/Tc = 0.05 in the center of the su-
perconducting TaN strip. In panel (b) the number of QPs
reaches its maximum in the ξ-slab (t = tmax = 2.6 ps), which
is indicated by the vertical dashed lines. Panel (d) shows the
situation when the maximum number of QPs for the complete
strip is reached at t ≈ 10.5 ps. However, at this point diffu-
sion has led to a significant reduction of QP in the ξ-slab.
Panels (a) and (c) depict the situation at times before and
after tmax.
In order to show the temporal evolution of the energy
barrier, we plot in Fig. 8 the potential energy for a vortex
near the strip edge as a function of position across the
strip for the cross section containing the photon absorp-
tion site at y = 0. We observe again that the strongest
reduction of the barrier occurs at around t = 2.6 ps (red
dots) after photon absorption when the number of excess
QPs in the ξ-slab reaches its maximum. For comparison
we have also plotted the energy barrier before the photon
absorption (gray dots). The maximum of the curves in
Fig. 8 corresponds to the saddle-point of the 3D-energy
landscape in Fig. 7. The criterion for a photon-detection
event based on the vortex entry mechanism corresponds
to a saddle-point value ≤ 0.
8FIG. 5. Calculated relative current densities after the photon
absorption, based on the QP densities shown in Fig. 4. The
vertical dashed lines outline the ξ-slab, and the black lines are
streamlines of the bias current.
B. Photon detection as functions of photon energy and
bias current
Next we evaluate the minimum (or threshold) bias-
current Ith for the detection of the photon in all three
detection models for a given photon energy. First of
all, it is important to realize that the critical current
in the “vortex model” is the current for which the edge
barrier vanishes, whereas in the other two models the
relevant current scale is the depairing current. Within
the vortex model developed in Refs. 26 and 34, Ic,v ≈
0.826Ic,dep. For the remainder, we will express all re-
duced bias currents scaled with the depairing critical cur-
rent Ibias/Ic,dep.
From the detection criterions in the hard-core model
and QP model, Eqs. (6) and (7), respectively, one can de-
rive explicit relations between photon energy and thresh-
old current. In the latter model, the number of QPs in
the ξ-slab N slabqp (t) is directly proportional to the photon
energy, thus we expect hν ∝ 1− Ith/Ic,dep. In the hard-
core model one usually assumes a cylindrical normal con-
FIG. 6. Relative current densities as a function of time for
two different positions extracted from the current distribu-
tions shown in Fig. 5. The center position is the absorption
site of the photon, and the edge position is one coherence
length away from the geometric edge of the strip, at the same
x = 0 as the center position. The maximum current-density
increase near the edge is realized at t ≈ 2.6 ps after the ab-
sorption of the photon. For clarity, the time axis is plotted
on a logarithmic scale.
FIG. 7. Potential energy landscape for a vortex near the strip
edge calculated for t = 2.6 ps after photon absorption with an
applied bias current I/Ic = 0.85. The energy has been scaled
by the vortex self-energy ε0. The calculations have been done
for the current distribution shown in Fig. 5(b) caused by the
absorption of a 1000 nm photon at the center.
ducting volume piR2hcd ∝ hν. Insertion in Eq. (6) results
in
√
hν ∝ 1−Ith/Ic,dep. In order to check these relations
we plot in Fig. 9 the quantity 1− Ith/Ic,dep for all three
models as a function of the photon energy up to energies
≈ 12.4 eV, corresponding to λ = 100 nm. The solid lines
are least-squares fits to the corresponding data (green
and red) confirming the expectations, namely a linear
relationship for the QP model and a square-root behav-
ior for the hard-core model. However, for high photon
9FIG. 8. Temporal evolution of the vortex-entry barrier along
the cross-section containing the photon absorption site. The
strongest influence of the excess QPs is again realized at
t ≈ 2.6 ps after the photon absorption when the number of ex-
cess QPs in the ξ-slab reaches its maximum. For comparison
the energy barrier in the undisturbed situation before photon
absorption is also shown (gray dots).
energies, hν & 3 eV, the simulated threshold currents in
the QP model deviate systematically from the expected
linear behavior. The reason for this discrepancy is the
appearance of a normal conducting core at these high
photon energies, which is neglected in the derivation of
the linear relation in that model.
For the vortex model we are not aware of any ana-
lytical approximation describing the threshold current
dependence on photon energy, except for the gross ap-
proximation of a uniform density of excess QPs48. Our
simulation results (blue data in Fig. 9) suggest a simi-
lar linear dependence as for the QP-model at low photon
energies, but shifted upwards along the y-axis as a con-
sequence of the different current scales. Once the photon
energy is high enough to allow for the formation of the
normal conducting core, the simulated data deviate from
the linear extrapolation in a similar way as in the QP-
model.
Comparing the results of the three models with each
other one can easily see that for a given bias current the
vortex model requires the lowest photon energy and the
hard-core model the highest energy. Photons with a fixed
energy, on the other hand, are detected at the lowest bias
currents in the vortex model, and at the highest current
in the hard-core model. In fact, in the latter model pho-
tons may be absorbed without a detection event if the
photon energy is too small, even in the hypothetical case
of bias currents approaching the depairing critical cur-
rent. With the simulation parameters given in Tab. I
and II the minimum detectable photon energy would be
hν ≈ 1.9 eV corresponding to λ ≈ 650 nm. These num-
bers, however, strongly depend on the choice of the con-
version efficiency ζ.
FIG. 9. Threshold current plotted as 1 − Ith/Ic,dep vs. the
photon energy hν for all three detection models as indicated.
The temperature was set to T = 0.05Tc. Solid lines are least-
squares fits to the simulation data obtained for the hard-core
and QP-model as explained in the text. For the QP-model
only data points with hν < 1.9 eV have been considered for
the fit. In the vortex model Ith appears also to follow a lin-
ear dependence on hν (blue line) up to photon energies that
lead to the formation of a normal-conducting core. The in-
set shows the result of a least-squares fit of the vortex-model
simulation data (blue dashed line) to experimental data from
a TaN SNSPD (black circles) at T = 0.61 K ≈ 0.07Tc with
the conversion efficiency ζ = 0.24 as the only adjustable pa-
rameter.
Since in all three models the maximum number of ex-
cess QPs Nmax ∝ ζhν, our results obtained for the par-
ticular value ζ = 0.25 can be easily recalculated for any
value of ζ by an appropriate re-scaling of the photon en-
ergy hν. This has been explicitly verified by running
simulations with different values for ζ. This allows us to
directly compare our results with experimental data ob-
tained for the threshold current as a function of photon
energy. Corresponding data measured on a TaN SNSPD
with very similar parameters as used in our calculations9
are plotted in the inset of Fig. 9. These measurements
were done at T = 0.61 K ≈ 0.07Tc. The original data
were plotted as 1−Ith/Ic, with Ic the experimental criti-
cal current. We calculated the theoretical depairing crit-
ical current using the two-fluid temperature-dependence
and the GL approximation (see Appendix B) resulting
in Ic/Ic,dep ≈ 0.85, and we re-scaled the experimental
threshold currents accordingly. A satisfactory descrip-
tion of the experimental data is clearly only possible with
the simulation results from the vortex model. Using the
method of least-squares we fitted the calculated thresh-
old currents to the experimental data by re-scaling the
photon energy and obtain a conversion efficiency ζ ≈ 0.24
with a conservative error estimate of ±0.04. The corre-
sponding best fit is shown as the blue dotted line in the
inset of Fig. 9. The linear relation between threshold
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currents and excitation energy have also been found in
experiments with a variant of an SNSPD49 over a much
larger range of energies. The fact that a deviation from
the linear behavior is not seen in Ref. 49, even at very
high excitation energies, may be a consequence of multi-
photon absorption instead of absorbing a single photon
with the same energy.
Threshold currents as a function of photon energy have
also been calculated with NbN material parameters. A
comparison with the results for TaN reveals qualitatively
the same dependence of Ith on the photon energy, but
shifted to higher current values or higher photon ener-
gies, respectively. In a typical experimental situation, in
which one chooses a fixed bias current and determines the
minimum energy for direct photon detection, this energy
turns out to be a factor ≈ 2.5 larger in all there detection
models for using NbN as detector material as compared
to TaN. This comparison alone does not allow to dis-
tinguish between the considered detection models, but it
confirms the experimentally observed differences between
the cut-off wavelengths of TaN and NbN SNSPDs9.
As mentioned in the introduction, it is not clear at
present, how to correctly treat the vortex potential en-
ergy when the vortex resides within ≈ ξ of the strip edge.
At the current stage this leaves some uncertainty, for ex-
ample, with respect to the critical current for a vanishing
vortex barrier. In terms of the photon detection, an im-
proved vortex model could result in a small shift up or
down of the blue data points in Fig. 9, but we do not
expect any fundamental change of the results presented
here.
C. Trigger times as functions of photon energy
For certain combinations of bias current and photon
energy, two or all three models allow for the direct detec-
tion of the photon. For 1− Ib/Ic,dep = 0.2 and hν = 3.13
eV (400 nm), for example, the vortex and the QP-model
result in the trigger of the initial normal conducting
cross-section, but not necessarily at the same time after
photon absorption. For a given bias current we evalu-
ate the spatial QP-distributions as functions of time and
wavelength and determine the instant τtrigger when the
detection criterion is fulfilled in the three detection mod-
els. The results are plotted in Fig. 10 for three different
bias currents Ib/Ic,dep = 0.70, 0.74 and 0.76, correspond-
ing to Ib/Ic,v = 0.85, 0.90 and 0.925, for the vortex (filled
symbols) and QP-models (open symbols). Results for
the hard-core model are not shown in Fig. 10, because
at the conversion efficiency ζ = 0.25 and the shortest
considered photon wavelength λ = 300 nm even higher
bias-currents Ib/Ic,dep > 0.8 or Ib/Ic,v > 0.97 would be
required to fulfill the detection criterion. Even if one as-
sumes bias currents so close to Ic,v, it turns out that the
detection criterion in the hard-core model will be reached
for even longer delays after photon absorption than in the
QP-model.
FIG. 10. Time delay between absorption of a photon and trig-
ger of the initial normal-conducting cross-section as a function
of photon wavelength (lines are guides, only). Shown are sim-
ulation results for three different bias currents. The temper-
ature was set to T = 0.05Tc. The vortex mechanism always
leads to a detection event well before the QP-model. For the
chosen parameters, no detection event would be registered in
the hard-core model.
In the vortex model, at these high bias currents relative
to the critical current for a vanishing vortex-entry barrier
shown in Fig. 10, only a very small number of excess QPs
is necessary to alter the current distribution sufficiently
to suppress the remaining energy barrier. Accordingly,
the detection criterion in the vortex model is reached al-
most immediately after photon absorption. For longer
wavelengths closer to the cut-off wavelength, the time
delay increases towards ≈ 2.6 ps, the time at which the
maximum suppression of the energy barrier is expected.
The trigger times in the vortex model are all smaller than
2.6 ps in Fig. 10, because of the fixed values of λ. For all
currents and wavelengths investigated, the trigger times
in the QP-model are significantly longer than in the vor-
tex model. We may therefore conclude that the detection
via the entry of a magnetic vortex is the primary mech-
anism to trigger the formation of a normal-conducting
cross section, not only as a function of photon energy
and bias current, but also temporally in situations when
the other detection models might allow for a direct, but
delayed, detection event.
IV. CONCLUSIONS
We have presented a simple numerical model based on
the diffusion of QPs generated after photon absorption in
a thin superconducting film. The results were applied to
predict the detection of an absorption event in SNSPD
by comparing three currently considered detection mech-
anisms. All our results summarized in Table III are in
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TABLE III. Comparison of the results for the different de-
tection models. Note on limhν→0 Ith: The minimum photon
energy that can possibly be detected equals to 2∆.
model Ith lim
hν→0
Ith τtrigger
hard-core ∝ √hν − E0 not detected τhc > τqp > τv
QP ∝ hν = Ic,dep τv < τqp . 2.6 ps
vortex ∝ hν = Ic,v < Ic,dep . 2.6 ps
favor of a vortex assisted detection mechanism, whereby
the excess QPs lead to the suppression of the edge barrier
for vortex entry and the subsequent dissipative crossing
of a vortex. This process triggers the initial normal con-
ducting domain in the superconducting strip. Competing
mechanisms require higher photon energies and occur at
a later stage of the QP multiplication and diffusion pro-
cess.
We also compared our numerical results with experi-
mental data. We obtain good agreement for the depen-
dence of the threshold energy on the bias current and the
different cut-off wavelengths for NbN and TaN SNSPD.
At the current stage our numerical model is by no
means complete. Its aim is to capture the most important
processes in the detection event of a photon in SNSPD
and it still contains a number of simplifications and as-
sumptions. Despite this simplicity it allows us to obtain
a better understanding of the first stages of the detection
process in SNSPD, which are otherwise difficult to probe
experimentally. Further refinements of this model may
allow for a better understanding of additional aspects of
the detection process and for the development of a more
complete theoretical description.
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Appendix A: Analytic solution of partial differential
equations
The set of partial differential equations (1) and (2) can
be solved analytically for the case of a two-dimensional
film and making the assumption De = Dqp = D. We
then have
∂Ce(~r, t)
∂t
= D∇2Ce(~r, t), (A1)
∂Cqp(~r, t)
∂t
= D∇2Cqp(~r, t)− Cqp(~r, t)
τr
+
ζhν
∆τqp
exp
(
− t
τqp
)
Ce(~r, t). (A2)
Eq. (A1) has the well-known solution Eq. (3)
Ce(r, t) =
1
4piDt
exp
(
− r
2
4Dt
)
, (A3)
and inserted into (A2) results in
∂Cqp(~r, t)
∂t
= D∇2Cqp(~r, t)− Cqp(~r, t)
τr
+
ζhν
∆τqp
1
4piDt
exp
(
− t
τqp
)
exp
(
− r
2
4Dt
)
, (A4)
which is an inhomogeneous differential equation. It can
be analytically solved yielding Eq. (4).
Appendix B: Temperature dependence of material
parameters
Calculations were done at a very low temperature
T  Tc to eliminate or at least reduce thermal effects.
However, we could not assume T = 0, because the diffu-
sion coefficient of QPs Dqp = 0 for T → 0. We calculated
values for T -dependent parameters using the following
expressions and methods.
The BCS T -dependence of the superconducting gap
can be well approximated by the simple formula
∆(τ) = ∆
(
1− τ2)0.5 (1 + τ2)0.3 , (B1)
with τ = T/Tc the reduced temperature and ∆ = αkBTc,
where the BCS-value50 α = 1.764 has been used for TaN
and α = 2 for NbN51,52.
For the coherence length ξ(τ) we use an interpolation
formula25
ξ(τ) = ξ (1− τ)−0.5 (1 + τ)−0.25 , (B2)
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with ξ = 4
√
2ξGL and ξGL the extrapolated GL-coherence
length at T = 0. Eq. (B2) smoothly interpolates be-
tween the GL-result near Tc and the estimated zero-
temperature value for a dirty type-II superconductor at
T = 053.
The magnetic penetration depth in the dirty limit is
given by50
λ(τ) = λGL
(
∆(τ)
∆
tanh
[
∆(τ)
2kBτTc
])−0.5
, (B3)
with kB the Boltzman constant.
The theoretical depairing critical current is calculated
using the two-fluid temperature dependence and the GL
approximation 26
Ic,dep =
Φ0wd
3pi
√
3µ0λ2GLξ
(
1− τ2) (1− τ4)0.5 . (B4)
A simple analytical formula for the temperature de-
pendence of the normalized diffusion coefficient for QPs
in the superconducting state can be derived in the limit-
ing case of T  Tc (τ . 0.1) that resembles the diffusion
of an ideal gas. For the thermal conductivity we use the
approximation54
κs ≈ 2N0DT
(
∆
kBT
)2
exp
(
− ∆
kBT
)
, (B5)
which, divided by κn(Tc), results in
κ˜(τ) ≈
(
∆
kBTc
)2
6
pi2τ
exp
(
− ∆
kBTcτ
)
. (B6)
An expression for the normalized specific heat at T 
Tc has already been given in Ref. 55,
C˜(τ) =
Cs(T )
Cn(Tc)
≈ 6
pi2
√
pi
2
(
∆
kBTc
)2.5
τ−1.5 exp
(
− ∆
kBTcτ
)
, (B7)
where we have already replaced the modified Bessel-
functions by their first order approximation for large ar-
guments ∆kBTcτ  1. It is then easy to see that
κ˜(τ)
C˜(τ)
=
Dqp(τ)
De(Tc)
=
√
2
1.764pi
√
τ ≈ 0.6√τ . (B8)
Appendix C: Calculation of single-vortex potential for
inhomogeneous current distribution
Eq. (10) is the potential energy of a single-vortex inside
a current-carrying superconducting strip with d  w 
Λ and a homogeneous current density. One may calculate
the force on a vortex inside the strip, ~F = −~∇U , which
by symmetry has only a component in the y-direction,
Fy(y) = ε0
[
pi
w
tan
(piy
w
)
+
2wjx
Ic,v exp(1)ξ
]
, (C1)
with jx = I/w the thin-film current-density in the x-
direction. The first term on the right-hand side of (C1) is
the Lorentz-force jΦ0 on a vortex caused by the current-
density from the chain of image vortices and antivortices,
necessary to fulfill the boundary condition at the strip
edges, namely that the current density can only have a
longitudinal component at the edges. The second term
is the Lorentz-force exerted by the applied bias current.
After absorption of a photon and the creation of the
diffusing QP-cloud, the current density becomes a func-
tion of x and y, jx(x, y), and the energy scale ε0 becomes
also a function of vortex position. It may be expressed
as
ε0(x, y) =
Φ20
2piµ0Λ
=
Φ20e
2n2Dse (x, y)
4pime
, (C2)
where we have used the definition of the London penetra-
tion depth in the last expression, with |e| the elementary
charge and me the electron mass. Replacing the jx and
ε0 by their position dependent counterparts in Eq. (C1)
and dividing it by the equilibrium value ε0, the force on
a vortex becomes
Fy(x, y)
ε0
=
n2Dse (x, y)
n2Dse
[
pi
w
tan
(piy
w
)
+
2wjx(x, y)
Ic,v exp(1)ξ
]
. (C3)
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The potential energy U(x, y)/ε0 can then be calculated from (C3) by numerical integration over y for fixed x:
U(x, y)
ε0
=
pi
w
∫ w−ξ
2
ξ−w
2
n2Dse (x, y)
n2Dse
tan
(piy
w
)
dy +
2w
Ic,v exp(1)ξ
∫ w
2
−w2
n2Dse (x, y)
n2Dse
jx(x, y)dy, (C4)
where the integration limits have been chosen to obtain the same normalization of U(x, y) as used in Ref. 34.
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