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Abstract
In this paper we give an asymptotic expansion of the Bergman ker-
nel for certain weakly pseudoconvex tube domains of finite type in C2.
Our asymptotic formula asserts that the singularity of the Bergman
kernel at weakly pseudoconvex points is essentially expressed by using
two variables ; moreover certain real blowing-up is necessary to un-
derstand its singularity. The form of the asymptotic expansion with
respect to each variable is similar to that in the strictly pseudoconvex
case due to C. Fefferman. We also give an analogous result in the case
of the Szego¨ kernel.
1 Introduction
The purpose of this paper is to give an asymptotic expansion of the Bergman
kernel for certain class of weakly pseudoconvex tube domains of finite type
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in C2. We also give an analogous result of the Szego¨ kernel for the same class
of tube domains.
Let Ω be a domain with smooth boundary in Cn. The Bergman space
B(Ω) is the subspace of L2(Ω) consisting of holomorphic L2-functions on Ω.
The Bergman projection is the orthogonal projection B : L2(Ω) → B(Ω).
We can write B as an integral operator
Bf(z) =
∫
Ω
K(z, w)f(w)dV (w) for f ∈ L2(Ω),
where K : Ω×Ω→ C is the Bergman kernel of the domain Ω and dV is the
Lebesgue measure on Ω. In this paper we restrict the Bergman kernel on the
diagonal of the domain and study the boundary behavior of K(z) = K(z, z).
Although there are many explicit computations for the Bergman kernels of
specific domains ([2],[8],[28],[10],[21],[5],[12],[17],[18],[29]), it seems difficult to
express the Bergman kernel in closed form in general. Therefore appropriate
approximation formulas are necessary to know the boundary behavior of
the Bergman kernel. From this viewpoint the following studies have great
success in the case of strictly pseudoconvex domains. Assume Ω is a bounded
strictly pseudoconvex domain. L. Ho¨rmander [27] shows that the limit of
K(z)d(z−z0)n+1 at z0 ∈ ∂Ω equals the determinant of the Levi form at z0
times n!/4πn, where d is the Euclidean distance. Moreover C. Fefferman [16]
and L. Boutet de Monvel and J. Sjo¨strand [6] give the following asymptotic
expansion of the Bergman kernel of Ω :
K(z) =
ϕ(z)
r(z)n+1
+ ψ(z) log r(z), (1.1)
where r ∈ C∞(Ω¯) is a defining function of Ω (i.e. Ω = {r > 0} and |dr| > 0
on ∂Ω) and ϕ, ψ ∈ C∞(Ω¯) can be expanded asymptotically with respect to
r.
On the other hand, there are not so strong results in the weakly pseudo-
convex case. Let us recall important studies in this case. Many sharp esti-
mates of the size of the Bergman kernel are obtained ([24],[46],[14],[7],[39],
[25],[13],[26],[40],[9],[47],[20],[41]). In particular D. Catlin [7] gives a complete
estimate from above and below for domains of finite type in C2. Recently
H. P. Boas, E. J. Straube and J. Yu [3] have computed a boundary limit in
the sense of Ho¨rmander for a large class of domains of finite type on a non-
tangential cone. However asymptotic formulas are yet to be explored more
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extensively. In this paper we give an asymptotic expansion of the Bergman
kernel for certain class of weakly pseudoconvex tube domains of finite type
in C2. N. W. Gebelt [19] and F. Haslinger [23] have recently computed for
the special cases, but the method of our expansion is different from theirs.
Our main idea used to analyse the Bergman kernel is to introduce cer-
tain real blowing-up. Let us briefly indicate how this blowing-up works for
the Bergman kernel at a weakly pseudoconvex point z0. Since the set of
strictly pseudoconvex points are dense on the boundary of the domain of
finite type, it is a serious problem to resolve the difficulty caused by strictly
pseudoconvex points near z0. This difficulty can be avoided by restricting
the argument on a non-tangential cone in the domain ([24],[14],[25],[13],[3]).
We surmount the difficulty in the case of certain class of tube domains in the
following. By blowing up at the weakly pseudoconvex point z0, we introduce
two new variables. The Bergman kernel can be developed asymptotically in
terms of these variables in the sense of Sibuya [48]. (See also Majima [38].)
The expansion, regarded as a function of the first variable, has the form of
Fefferman’s expansion (1.1), and hence it reflects the strict pseudoconvexity.
The characteristic influence of the weak pseudoconvexity appears in the ex-
pansion with respect to second variable. Though the form of this expansion
is similar to (1.1), we must use mth root of the defining function, i.e. r
1
m ,
as the expansion variable when z0 is of type 2m. We remark that a similar
situation occurs in the case of another class of domains in [19].
Our method of the computation is based on the studies [16],[6],[4],[45].
Our starting point is certain integral representation in [34],[45]. After in-
troducing the blowing-up to this representation, we compute the asymptotic
expansion by using the stationary phase method. For the above computation,
it is necessary to localize the Bergman kernel near a weakly pseudoconvex
point. This localization can be obtained in a fashion similar to the case of
some class of Reinhardt domains ([4],[45]).
This paper is organized as follows. Our main theorem is established in
Section 2. The next three sections prepare the proof of the theorem. First an
integral representation is introduced, which is a clue to our analysis in Section
3. Second the usefulness of our blowing-up is shown by using a simple tube
domain {(z1, z2) ∈ C2; Imz2 > [Imz1]2m}, m = 2, 3, . . ., in Section 4. This
domain is considered to be a model domain for more general case. Third
a localization lemma is established in Section 5, which is necessary to the
computation in the proof of our theorem. Our main theorem is proved in
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Section 6. After an appropriate localization (§6.1) and the blowing-up at
a weakly pseudoconvex point, an easy computation shows that certain two
propositions are sufficient to prove our theorem (§6.2). In order to prove
these propositions, we compute the asymptotic expansion of two functions
by using the stationary phase method (§6.3, 6.4). The rest of Section 6
(§6.5, 6.6) is devoted to proving two propositions. In Section 7 an analogous
theorem about the Szego¨ kernel is established.
I would like to thank Professors Kazuo Okamoto, Takeo Ohsawa and
Katsunori Iwasaki for generosity and several useful conversations. I would
also like to Professor Iwasaki who carefully read the manuscript and supplied
many corrections.
2 Statement of main result
Given a function f ∈ C∞(R) satisfying that{
f ′′ ≥ 0 on R and f has the form in some neighborhood of 0:
f(x) = x2mg(x) where m = 2, 3, . . ., g(0) > 0 and xg′(x) ≤ 0. (2.1)
Let ωf ⊂ R2 be a domain defined by ωf = {(x, y); y > f(x)}. Let Ωf ⊂ C2
be the tube domain over ωf , i.e.,
Ωf = R
2 + iωf .
Let π : C2 → R2 be the projection defined by π(z1, z2) = (Imz1, Imz2). It is
easy to check that Ωf is a pseudoconvex domain ; moreover z
0 ∈ ∂Ωf , with
π(z0) = O, is a weakly pseudoconvex point of type 2m (or 2m − 1) in the
sense of Kohn or D’Angelo and ∂Ωf \ π−1(O) is strictly pseudoconvex near
z0.
Now we introduce the transformation σ, which plays a key role on our
analysis. Set ∆ = {(τ, ̺); 0 < τ ≤ 1, ̺ > 0}. The transformation σ : ωf →
∆ is defined by
σ :
{
τ = χ(1− f(x)
y
),
̺ = y,
(2.2)
where the function χ ∈ C∞([0, 1)) satisfies the conditions: χ′(u) ≥ 1/2
on [0, 1], and χ(u) = u for 0 ≤ u ≤ 1/3 and χ(u) = 1 − (1 − u) 12m for
1− 1/32m ≤ u ≤ 1. Then σ ◦ π is the transformation from Ω to ∆.
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The transformation σ induces an isomorphism of ωf ∩ {x ≥ 0} (or
ωf ∩ {x ≤ 0}) on to ∆. The boundary of ωf is transfered by σ in the follow-
ing: σ((∂ωf ) \ {O}) = {(0, ̺); ̺ > 0} and σ−1({(τ, 0); 0 ≤ τ ≤ 1}) = {O}.
This indicates that σ is the real blowing-up of ∂ωf at O, so we may say that
σ ◦ π is the blowing-up at the weakly pseudoconvex point z0. Moreover σ
patches the coordinates (τ, ̺) on ωf , which can be considered as the polar
coordinates around O. We call τ the angular variable and ̺ the radial vari-
able, respectively. Note that if z approaches some strictly (resp. weakly)
pseudoconvex points, τ(π(z)) (resp. ̺(π(z))) tends to 0 on the coordinates
(τ, ̺).
The following theorem asserts that the singularity of the Bergman kernel
of Ωf at z
0, with π(z0) = O, can be essentially expressed in terms of the
polar coordinates (τ, ̺).
Theorem 2.1 The Bergman kernel of Ωf has the form in some neighborhood
of z0:
K(z) =
Φ(τ, ̺
1
m )
̺2+
1
m
+ Φ˜(τ, ̺
1
m ) log ̺
1
m , (2.3)
where Φ ∈ C∞((0, 1]× [0, ε)) and Φ˜ ∈ C∞([0, 1]× [0, ε)) with some ε > 0.
Moreover Φ is written in the form on the set {τ > α̺ 12m} with some
α > 0: for every nonnegative integer µ0
Φ(τ, ̺
1
m ) =
µ0∑
µ=0
cµ(τ)̺
µ
m +Rµ0(τ, ̺
µ
m )̺
µ0
m
+ 1
2m , (2.4)
where
cµ(τ) =
ϕµ(τ)
τ 3+2µ
+ ψµ(τ) log τ, (2.5)
for ϕµ, ψµ ∈ C∞([0, 1]), ϕ0 is positive on [0, 1] and Rµ0 satisfies |Rµ0(τ, ̺
1
m )| ≤
Cµ0 [τ − α̺
1
2m ]−4−2µ0 for some positive constant Cµ0.
Let us describe the asymptotic expansion of the Bergman kernel K in
more detail. Considering the meaning of the variables τ, ̺, we may say
that each expansion with respect to τ or ̺
1
m is induced by the strict or
weak pseudoconvexity, respectively. Actually the expansion (2.5) has the
same form as that of Fefferman (1.1). By (2.4),(2.5), in order to see the
5
characteristic influence of the weak pseudoconvexity on the singularity of the
Bergman kernel K, it is sufficient to argue about K on the region
Uα = {z ∈ C2; τ ◦ π(z) > α−1} (α > 1).
This is because Uα is the widest region where the coefficients cµ(τ)’s are
bounded. We call Uα an admissible approach region of the Bergman kernel
of Ωf at z
0. The region Uα seems deeply connected with the admissible
approach regions studied in [35],[36],[1],[37], etc. We remark that on the
region Uα, the exchange of the expansion variable ̺ 1m for r 1m , where r is a
defining function of Ωf (e.g. r(x, y) = y − f(x)), gives no influence on the
form of the expansion on the region Uα.
Now let us compare the asymptotic expansion (2.3) on Uα with Feffer-
man’s expansion (1.1). The essential difference between them only appears
in the expansion variable (i.e. r
1
m in (2.3) and r in (1.1)). A similar phe-
nomenon occurs in subelliptic estimates for the ∂¯-Neumann problem. As is
well-known, the finite-type condition is equivalent to the condition that a
subelliptic estimate holds, i.e.,
|||φ|||2ǫ ≤ C(||∂¯φ||2 + ||∂¯∗φ||2 + ||φ||2) (ǫ > 0),
(refer to [33] for the details). Here, in two dimensional case, this estimate
holds for any 0 < ǫ ≤ 1
2
in the strictly pseudoconvex case and for 0 <
ǫ ≤ 1
2m
in the weakly pseudoconvex case of type 2m, respectively. The
difference between these two cases only appears in the value of ǫ. From
this viewpoint, our expansion (2.3) seems to be a natural generalization of
Fefferman’s expansion (1.1) in the strictly pseudoconvex case.
Remarks 1. The idea of the blowing-up σ is originally introduced in the
study of the Bergman kernel of the domain Em = {z ∈ Cn;∑nj=1 |zj |2mj < 1}
(mj ∈ N, mn 6= 1) in [29]. Since Em has high homogeneity, the asymptotic
expansion with respect to the radial variable does not appear (see also §4).
2. If we consider the Bergman kernel on the region Uα, then we can
remove the condition xg′(x) ≤ 0 in (2.1). Namely even if the condition
xg′(x) ≤ 0 is not satisfied, we can still obtain (2.3),(2.4) in the theorem
where cµ’s are bounded on Uα. But the condition xg′(x) ≤ 0 is necessary to
obtain the asymptotic expansion with respect to τ .
3. From the definition of asymptotic expansion of functions of several
variables in [48],[38], the expansion in the theorem is not complete. In order
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to get a complete asymptotic expansion, we must take a further blowing-
up at the point (τ, ̺) = (0, 0). The real blowing-up (τ, ̺) 7→ (τ, ̺τ−2m) is
sufficient for this purpose.
4. The limit of ̺2+
1
mK(z) at z0 is c0(τ), so the boundary limit depends
on the angular variable τ . But this limit is determined uniquely (c0(1) =
ϕ0(1)) on a non-tangential cone in Ωf (see [3]).
Notation. In this paper we use c, cj, or C for various constants without
further comment.
3 Integral representation
In this section we give an integral representation of the Bergman kernel,
which is a clue to our analysis. Kora´nyi [34], Nagel [42] and Haslinger [22]
obtain similar representations of Bergman kernels or Szego¨ kernels for certain
tube domains.
In this section we assume that f ∈ C∞(R) is a function such that f(0) = 0
and f ′′(x) ≥ 0. The tube domain Ωf ⊂ C2 is defined as in Section 2. Let
Λ,Λ∗ ⊂ R2 be the cones defined by
Λ = {(x, y); (tx, ty) ∈ ωf for any t > 0},
Λ∗ = {(ζ1, ζ2); xζ1 + yζ2 > 0 for any (x, y) ∈ Λ},
respectively. We call Λ∗ the dual cone of ωf . Actually Λ
∗ can be computed
explicitly:
Λ∗ = {(ζ1, ζ2);−R−ζ2 < ζ1 < R+ζ2},
where (R±)−1 = limx→∓∞ f(x)|x|−1 > 0, respectively. We allow that R± =
∞. If lim|x|→∞ f(x)|x|−1−ε > 0 with some ε > 0, then R± = ∞, i.e. Λ∗ =
{(ζ1, ζ2); ζ2 > 0}.
The Bergman kernel of Ω is expressed in the following. Set (x, y) =
(Imz1, Imz2).
K(z) =
1
(4π)2
∫∫
Λ∗
e−xζ1−yζ2
ζ2
D(ζ1, ζ2)
dζ1dζ2, (3.1)
where
D(ζ1, ζ2) =
∫ ∞
−∞
e−ξζ1−f(ξ)ζ2dξ. (3.2)
The above representation can be obtained by a slight generalization of the
argument of Kora´nyi [34], so we omit the proof.
7
4 Analysis on a model domain
Let ω0 ⊂ R2 be a domain defined by ω0 = {(x, y); y > gx2m}, where m =
2, 3, . . . and g > 0. Set Ω0 = R
2 + iω0. F. Haslinger [23] computes the
asymptotic expansion of the Bergman kernel of Ω0 (not only on the diagonal
but also off the diagonal). In his result Fefferman’s expansion only appears.
In this paper, we consider Ω0 as a model domain for the study of sin-
gularity of the Bergman kernel for more general domains. The following
proposition shows the reason why we take Ω0 as a model domain. Set
(x, y) = (Imz1, Imz2).
Proposition 4.1 The Bergman kernel K of Ω0 has the form:
K(z) =
Φ(τ)
̺2+
1
m
, (4.1)
where τ = χ(gx2my−1), ̺ = y (see (2.2)) and
Φ(τ) =
ϕ(τ)
τ 3
+ ψ(τ) log τ,
with ϕ, ψ ∈ C∞([0, 1]) and ϕ is positive on [0, 1].
Proof. Normalizing the integral representation (3.1) and introducing
the variables t = g
1
2mxy−
1
2m , ̺ = y
1
2m , we have (4.1) where
Φ(τ) =
2m
(4π)2
g
1
m
∫ ∞
0
e−s
2m
L(ts)s4m+1ds, (4.2)
L(u) =
∫ ∞
−∞
euv
1
φ(v)
dv,
φ(v) =
∫ ∞
−∞
e−w
2m+vwdv.
It turns out from (4.2) and the definition of τ that Φ ∈ C∞((0, 1]).
Now let Φˆ be defined by
Φˆ(τ) =
2m
(4π)2
∫ ∞
1
e−s
2m
L(ts)s4m+1ds. (4.3)
If we admit Lemma 6.2 in Subsection 6.4 below, we have
L(u) = u2m−2eu
2m
L˜(u), (4.4)
8
where L˜(u) ∼ ∑∞j=0 cju−2mj as u→∞. Substituting (4.4) into (4.3), we have
Φˆ(τ) =
2m
(4π)2
t2m−2
∫ ∞
1
e−[1−t
2m]s2mL˜(ts)s6m−1ds
=
1
(4π)2
∫ ∞
1
e−χ
−1(τ)σLˆ(τ, σ)σ2dσ.
Since Lˆ(τ, σ) ∼ ∑∞j=0 cj(τ)σ−j as σ →∞ for cj ∈ C∞([0, 1]), we have
Φˆ(τ) =
ϕˆ(τ)
τ 3
+ ψˆ(τ) log τ,
with ϕˆ, ψˆ ∈ C∞([0, 1]) and ϕˆ is positive on [0, 1].
Finally since the difference between Φ and Φˆ is smooth on [0, 1], we can
obtain Proposition 4.1. ✷
5 Localization lemma
In this section we prepare a lemma, which is necessary for the proof of The-
orem 2.1. This lemma shows that the singularity of the Bergman kernel for
certain class of domains is determined by the local information about the
boundary. The method of the proof is similar to the case of some class of
Reinhardt domains ([4],[45]). Throughout this section, j stands for 1 or 2.
Let f1, f2 ∈ C∞(R) be functions such that fj(0) = f ′j(0) = 0, f ′′j ≥ 0
on R and f1(x) = f2(x) on |x| < δ. Let ωj ⊂ R2 be a domain defined by
ωj = {(x, y) : y > fj(x)}. Set Ωj = R2 + iωj ⊂ C2.
Lemma 5.1 Let Kj be the Bergman kernels of Ωj for j = 1, 2, respectively.
Then we have
K1(z)−K2(z) ∈ Cω(U),
where U is some neighborhood of z0.
Proof. Let Λ∗j be the dual cone of ωj, i.e. Λ
∗
j = {(ζ1, ζ2);−R−j ζ2 <
ζ1 < R
+
j ζ2}, where (R±j )−1 = limx→∓ f(x)|x|−1, respectively (see §3). Let
Kj[∆](x, y) be defined by
Kj[∆](x, y) =
1
(4π)2
∫∫
∆
e−yζ2−xζ1
ζ2
Dj(ζ1, ζ2)
dζ1dζ2,
9
where ∆ ⊂ R2 and Dj(ζ1, ζ2) =
∫∞
−∞ e
−ζ2fj(ξ)−ζ1ξdξ. Set Λε = {(ζ1, ζ2); |ζ1| <
εζ2}, where ε > 0 is small. Now the following claims (i), (ii) imply Lemma
5.1. Set O = (0, 0).
(i) Kj [Λ
∗
j ] ≡ Kj[Λε] modulo Cω({O}) for any ε > 0,
(ii) K1[Λε0] ≡ K2[Λε0] modulo Cω({O}) for some ε0 > 0.
In fact if we substitute (x, y) = (Imz1, Imz2), then K1 =K1[Λ
∗
1]≡K1[Λε0]≡
K2[Λε0 ]≡K2[Λ∗2]=K2 modulo Cω({z0}).
Let us show the above claims. (i) Set Λ±ε = {(ζ1, ζ2); 0 < εζ2 < ±ζ1 <
R±j ζ2}, respectively. Since Kj [Λ∗j ]−Kj [Λε] = Kj[Λ+ε ]+Kj [Λ−ε ], it is sufficient
to show Kj [Λ
±
ε ] ∈ Cω({O}). We only consider the case of Kj [Λ+ε ]. Changing
the integral variables, we have
Kj [Λ
+
ε ](x, y) =
1
(4π)2
∫ ∞
0
∫ R+
j
ε
Hj(ζ, η; x, y)dζdη,
where
Hj(ζ, η; x, y) (= Hj) = e
−yη+xηζ η
2
Ej(ζ, η)
,
Ej(ζ, η) =
∫ ∞
−∞
e−η[fj(ξ)−ζξ]dξ.
It is an important remark that Kj [Λ
+
ε ] is real analytic on the region where
Hj is integrable on {(ζ, η); ζ > ε, η > 0}.
If we take δ1 > 0 such that |fj(ξ)ξ−1| < 12ε if |ξ| < δ1, then we have
Ej(ζ, η) ≥ 2
∫ δ1
0
eηξ[ζ−f(ξ)ξ
−1]dξ
≥ 2
∫ δ1
0
e
1
2
εηξdξ ≥ 4
εη
[e
1
2
δ1εη − 1] (5.1)
By (5.1), we have Hj(ζ, η; x, y) ≤ Cηe−[y−xζ+ 12 δ1ε]η for η ≥ 1. This in-
equality implies that if x < 0 and y > −1
2
δ1ε, then Hj is integrable on
{(ζ, η); ζ > ε, η > 0}. Thus Kj [Λ+ε ] is real analytic on ωj ∪{(x, y); x < 0, y >
−1
2
δ1ε} =: ω+j . By regarding x, y as two complex variables, Kj [Λ+ε ](x, y)
is holomorphic on ω+j + iR
2, so the shape of ω+j implies that Kj[Λ
+
ε ] can
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be extended holomorphically to a region containing some neighborhood of
{O}+ iR2. Consequently we have Kj [Λ+ε ] ∈ Cω({O}).
(ii) Changing the integral variables, we have
K1[Λε](x, y)−K2[Λε](x, y) = 1
(4π)2
∫ ∞
0
∫ ε
−ε
(H1 −H2)dζdη.
We remark thatK1[Λε]−K2[Λε] is real analytic on the region where H1−H2 is
integrable on {(ζ, η); |ζ | < ε, η > 0}. To find a positive number ε0 satisfying
(ii), let us consider the integrability of
|H1 −H2| = η2e−yη+xηζ |E2(ζ, η)− E1(ζ, η)||E1(ζ, η) · E2(ζ, η)| . (5.2)
First we give an estimate of |E2(ζ, η)− E1(ζ, η)|. Let ε1 > 0 be defined
by |fj(ξ)ξ−1| ≥ ε1 if |ξ| ≥ δ. If |ζ | ≤ 12ε1, then∫
|ξ|≥δ
e−ηξ[fj(ξ)ξ
−1−ζ]dξ ≤ 2
∫ ∞
δ
e−
1
2
ε1ηξdξ ≤ 4
ε1η
e−
1
2
δε1η. (5.3)
Therefore (5.3) implies
|E2(ζ, η)−E1(ζ, η)| ≤
2∑
j=1
∫
|ξ|≥δ
e−η[fj(ξ)−ζξ]dξ ≤ 8
ε1η
e−
1
2
δε1η. (5.4)
Second we give an estimate of Ej(ζ, η). By Taylor’s formula, we can
choose ε2 > 0 satisfying the following. If |ζ | < ε2, then there is a function
αj(ζ) = αj (αj(0) = 0) such that f
′
j(αj) = ζ and moreover there is a bounded
function Rj(ζ, ξ) on [−ε2, ε2] × [−ξ0, ξ0], with some ξ0 > 0, such that Fj(ξ)
(:= fj(ξ)− ζξ) = Fj(αj) + Rj(ζ, ξ − αj)(ξ − αj)2 with Fj(αj) ≤ 0. Then if
|ζ | < ε2, we have
Ej(ζ, η) =
∫ ∞
−∞
e−ηFj(ξ)dξ ≥ e−ηFj(αj)
∫ ξ0
−ξ0
e−ηRj(ζ,ξ)ξ
2
dξ
≥ C√
η
e−ηFj(αj ) ≥ C√
η
. (5.5)
Now we set ε0 = min{ε1, ε2}. Then by putting (5.2),(5.4),(5.5) together,
we have
|H1 −H2| ≤ Cη2e−η[y−xζ+ 12 δε1] for |ζ | < ε0, η > 0.
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This inequality implies that if ε0|x|−y− 12δε1 > 0, then |H1−H2| is integrable
on {(ζ, η); |ζ | < ε0, η > 0}. Hence K1[Λε0] −K2[Λε0] is real analytic on the
region {(x, y); ε0|x| − y − 12δε1 > 0}, which contains {O}.
This completes the proof of Lemma 5.1. ✷
6 Proof of Theorem 2.1
In this section we give a proof of Theroem 2.1. The definitions of f , ωf and
Ωf are given as in Section 2.
6.1 Localization
From the previous section, it turns out that the singularity of the Bergman
kernel of Ωf at z
0 is determined by the local information about ∂Ωf near
z0. Thus we construct an appropriate domain whose boudary coincides ∂Ωf
near z0 for the computation below.
We can easily construct a function g˜ ∈ C∞(R) such that
g˜(x) =
{
g(x) for |x| ≤ δ
9
10
g(0) for |x| ≥ 1 and (6.1)
0 ≤ −xg˜′(x), |x2g˜′′(x)| < 1
5
g(0) for x ∈ R, (6.2)
for some small positive constant δ < 1. Note that 9
10
g(0) ≤ g˜(x) ≤ g(0). Set
f˜(x) = x2mg˜(x) and ωf˜ = {(x, y) ∈ R2; y > f˜(x)}. Let Ωf˜ ⊂ C2 be the tube
domain over ωf˜ , i.e. Ωf˜ = R
2 + iωf˜ . Here we remark that the boundary of
Ωf˜ is strictly pseudoconvex off the set {(z1, z2); Imz1=Imz2=0}. In fact we
can easily check that f˜ ′′(x) > 0 if x 6= 0 by (6.1),(6.2).
Let K˜ be the Bergman kernel of Ωf˜ . In order to obtain Theorem 2.1, it
is sufficient to consider the singularity of the Bergman kernel K˜ near z0 by
Lemma 5.1.
6.2 Two propositions and the proof of Theorem 2.1
A clue to our analysis of the Bergman kernel is the integral representation
in Section 3. Normalizing this representation, the Bergman kernel K˜ of Ωf˜
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can be expressed in the following.
K˜(z) =
2m
(4π)2
g(0)
1
m
∫ ∞
0
e−yu
2m
P (x, u)u4m+1du,
with
P (x, u) =
∫ ∞
−∞
eg(0)
1
2m xuv 1
φ(v, u−1)
dv,
φ(v,X) =
∫ ∞
−∞
e−gˆ(Xw)w
2m+vwdw,
where gˆ(x) = g˜(x)/g(0). In order to prove Theorem 2.1, it is sufficient to
consider the following function K¯ instead of K˜.
K¯(z) =
2m
(4π)2
g(0)
1
m
∫ ∞
1
e−yu
2m
P (x, u)u4m+1du. (6.3)
In fact the difference between K˜ and K¯ is smooth.
By introducing the variables t0 = g(0)
1
2mxy
−1
2m , ξ = y
1
2m to the integral
representation (6.3), we have
K¯(z) =
2m
(4π)2
ξ−4m−2g(0)
1
m
∫ ∞
ξ
e−s
2m
L(t0, ξ; s)s
4m+1ds, (6.4)
where
L(t0, ξ; s) =
∫ ∞
−∞
et0sv
1
φ(v, ξs−1)
dv. (6.5)
We divide the integral in (6.4) into two parts:
K¯(z) =
2m
(4π)2
g(0)
1
m ξ−4m−2{K〈1〉(z) +K〈2〉(z)}, (6.6)
where
K〈1〉(z) =
∫ ∞
1
e−s
2m
L(t0, ξ; s)s
4m+1ds, (6.7)
K〈2〉(z) =
∫ 1
ξ
e−s
2m
L(t0, ξ; s)s
4m+1ds. (6.8)
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Since the function [φ(v,X)]−1 is smooth function of X on [0, 1], for any
positive integer µ0
1
φ(v,X)
=
µ0∑
µ=0
aµ(v)X
µ + rµ0(v,X)X
µ0+1, (6.9)
where
aµ(v) =
1
µ!
∂µ
∂Xµ
1
φ(v,X)
∣∣∣∣∣
X=0
, (6.10)
rµ0(v,X) =
1
µ0!
∫ 1
0
(1− p)µ0 ∂
µ0+1
∂Y µ0+1
1
φ(v, Y )
∣∣∣∣∣
Y=Xp
dp.
Substituting (6.9) into (6.5), we have
L(t0, ξ; s) =
µ0∑
µ=0
Lµ(t0s)ξ
µs−µ + L˜µ0(t0, ξ; s)ξ
µ0+1s−µ0−1, (6.11)
where
Lµ(u) =
∫ ∞
−∞
euvaµ(v)dv,
L˜µ0(t0, ξ; s) =
∫ ∞
−∞
et0svrµ0(v, ξs
−1)dv.
Moreover substituting (6.11) into (6.7),(6.8), we have
K〈j〉(z) =
µ0∑
µ=0
K〈j〉µ (τ, ξ)ξ
µ + K˜〈j〉µ0 (τ, ξ)ξ
µ0+1,
for j = 1, 2 where
K〈1〉µ (τ, ξ) =
∫ ∞
1
e−s
2m
Lµ(t0s)s
4m+1−µds,
K˜〈1〉µ0 (τ, ξ) =
∫ ∞
1
e−s
2m
L˜µ0(t0, ξ; s)s
4m−µ0ds,
K〈2〉µ (τ, ξ) =
∫ 1
ξ
e−s
2m
Lµ(t0s)s
4m+1−µds,
K˜〈2〉µ0 (τ, ξ) =
∫ 1
ξ
e−s
2m
L˜µ0(t0, ξ; s)s
4m−µ0ds.
The following two propositions are concerned with the singularities of the
above functions. Their proofs are given in Subsections 6.5, 6.6.
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Proposition 6.1 (i) For any nonnegative integer k0, K
〈1〉
µ is expressed in
the form:
K〈1〉µ (τ, ξ) =
k0∑
k=0
cµ,k(τ)ξ
k + K˜
〈1〉
µ,k0
(τ, ξ)ξk0+1,
where
cµ,k(τ) =
ϕµ,k(τ)
τ 3+µ+k
+ ψµ,k(τ) log τ,
for ϕµ,k, ψµ,k ∈ C∞([0, 1]) and K˜〈1〉µ,k0 satisfies |K˜〈1〉µ,k0(τ, ξ)| < Cµ,k0[τ−αξ]−4−µ−k0
for some positive constants Cµ,k0 and α.
(ii) K˜〈1〉µ0 satisfies |K˜〈1〉µ0 (τ, ξ)| < Cµ0 [τ − αξ]−4−µ0 for some positive con-
stants Cµ0 and α.
Proposition 6.2 (i) (a) For 0 ≤ µ ≤ 4m+ 1, K〈2〉µ ∈ C∞([0, 1]× [0, ε)).
(b) For µ ≥ 4m+ 2, K〈2〉µ can be expressed in the form:
K〈2〉µ (τ, ξ)ξ
−4m−2+µ = Hµ(τ, ξ)ξ
−4m−2+µ log ξ + H˜µ(τ, ξ),
where Hµ, H˜µ ∈ C∞([0, 1]× [0, ε)).
(ii) For any positive integer r, there is a positive integer µ0 such that
K˜〈2〉µ0 (τ, ξ)ξ
−4m−1+µ0 ∈ Cr([0, 1]× [0, ε)).
First by Proposition 6.1, K〈1〉 can be expressed in the form:
K〈1〉(z) =
µ0∑
µ=0
cµ(τ)ξ
µ +Rµ0(τ, ξ)ξ
µ0+1, (6.12)
where cµ’s are expressed as in (2.5) in Theorem 2.1 and Rµ0 satisfies |Rµ0 | <
Cµ0 [τ − αξ]−4−µ0 .
Next by Proposition 6.2, K〈2〉(z) can be expressed in the form: for any
positive integer r,
ξ−4m−2K〈2〉(z) = H(τ, ξ) log ξ + H˜(τ, ξ), (6.13)
where H ∈ C∞([0, 1]× [0, ε)) and H˜ ∈ Cr([0, 1]× [0, ε)).
Hence putting (6.6),(6.12),(6.13) together, we can obtain Theorem 2.1.
Note that K(z) is an even function of ξ.
✷
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6.3 Asymptotic expansion of aµ
By a direct computation in (6.10), aµ(v) can be expressed in the following
form:
aµ(v) =
∑
|α|=µ
Cα
φ[α1](v) · · ·φ[αµ](v)
φ(v)µ+1
, (6.14)
where φ[k](v) = ∂
k
∂Xk
φ(v,X)
∣∣∣
X=0
, Cα’s are constants depending on α =
(α1, . . . , αµ) ∈ Zµ≥0 and |α| =
∑µ
j=1 αj . Since
∂k
∂Xk
φ(v,X) =
∫ ∞
−∞

wk
k∑
j=1
ckj(Xw)w
2mj

 e−gˆ(Xw)w2m+vwdw,
for k ≥ 1 where ckj ∈ C∞(R), we have
φ[k](v) =
∂k
∂Xk
φ(v,X)
∣∣∣∣∣
X=0
=
k∑
j=1
ckj(0)φ2mj+k(v), (6.15)
for k ≥ 1 where
φl(v) =
∫ ∞
−∞
wle−w
2m+vwdw.
Here the following lemma is concerned with the asymptotic expansion of φl
at infinity.
Lemma 6.1 Set a = [(2m)
−1
2m−1 − (2m) −2m2m−1 ] > 0. Then we have
φl(v) ∼ v
1−m+l
2m−1 · exp{av 2m2m−1} ·
∞∑
j=0
cjv
− 2m
2m−1
j as v → +∞ for l ≥ 0.
The proof of the above lemma will be given soon later.
Lemma 6.1 and (6.15) imply
φ[k](v)
φ(v)
∼ v (2m+1)k2m−1 ·
∞∑
j=0
cjv
− 2m
2m−1
j as v →∞ for k ≥ 1.
Moreover, we have
φ[α1](v) · · ·φ[αµ](v)
φ(v)µ
∼ v (2m+1)µ2m−1 ·
∞∑
j=0
cjv
− 2m
2m−1
j as v →∞. (6.16)
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Therefore (6.14),(6.16) and Lemma 6.1 imply
aµ(v) ∼ v
m−1+(2m+1)µ
2m−1 · exp{−av 2m2m−1} ·
∞∑
j=0
cjv
− 2m
2m−1
j as v →∞.
Proof of Lemma 6.1. Changing the integral variable, we have
φl(v) = v
l+1
2m−1
∫ ∞
−∞
tle−v˜p(t)dt, (6.17)
where v˜ = v
2m
2m−1 and p(t) = t2m − t. We divide (6.17) into two parts:
φl(v) = v
l+1
2m−1 {I1(v˜) + I2(v˜)}, (6.18)
with
I1(v˜) =
∫
|t−α|≤δ
tle−v˜p(t)dt and I2(v˜) =
∫
|t−α|>δ
tle−v˜p(t)dt,
where δ > 0 is small and α = (2m)
−1
2m−1 . Note that p′(α) = 0.
First we consider the function I1. By Taylor’s formula, we have
I1(v˜) =
∫
|t−α|<δ
tl exp{−v˜[p(α) + p˜(t− α)(t− α)2]}dt
= eav˜
∫
|t|≤δ
(t+ α)le−v˜p˜(t)t
2
dt,
where a = −p(α) = [(2m) −12m−1 − (2m) −2m2m−1 ] > 0 and p˜(t) = ∫ 10 (1− u)p′′(ut+
α)du. Set s = p˜(t)
1
2 t for |t| ≤ δ and δ± = p˜(±δ) 12 δ, respectively. Then there
is a function pˆ ∈ C∞([−δ−, δ+]) such that t = pˆ(s) and pˆ′ > 0. Changing the
integral variable, we have
I1(v˜) =
∫ δ+
−δ−
e−v˜s
2
Ψ(s)ds,
where Ψ(s) = (pˆ(s) + α)l · pˆ′(s). Since Ψ ∈ C∞([−δ−, δ+]), we have
I1(v) = v˜
− 1
2
∫ δ+v˜ 12
−δ−v˜
1
2
e−u
2
Ψ(uv˜−
1
2 )du
∼ v˜− 12
∞∑
j=0
cj v˜
−j as v˜ →∞. (6.19)
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We remark that
∫∞
−∞ e
−u2ujdu = 0 if j ∈ Z is odd.
Next we consider the function I2. Let pd be the function defined by
pd(t) = d|t−α| − a where d > 0. We can choose d > 0 such that p(t) ≥ pd(t)
for |t− α| > δ. Then we have
|I2(v˜)| ≤
∫
|t−α|>δ
e−v˜pd(t)dt
≤ 2Ceav˜
∫ ∞
δ
e−dv˜tdt ≤ 2Cv˜−1e[a−dδ]v˜. (6.20)
Finally putting (6.18),(6.19),(6.20) together, we have the asymptotic ex-
pansion in Lemma 6.1. ✷
6.4 Asymptotic expansion of Lµ
Let A ∈ C∞(R) be an even or odd function (i.e. A(−v) = A(v) or −A(v))
satisfying
A(v) ∼ v n2m−1 · exp{−av 2m2m−1 } ·
∞∑
j=0
cjv
− 2m
2m−1
j as v → +∞,
where n ∈ N and the constant a is as in Lemma 6.1. Let L ∈ Cω(R) be the
function defined by
L(u) =
∫ ∞
−∞
euvA(v)dv. (6.21)
In this section we give the asymptotic expansion of L at infinity.
Lemma 6.2 L(u) ∼ um−1+n · eu2m ·∑∞j=0 cju−2mj as u→ +∞.
Remark. Lemmas 6.1, 6.2 imply that for µ, l ≥ 0,
L(l)µ (u) =
dl
dul
Lµ(u)
∼ u2m−2+(2m+1)µ+(2m−1)l · eu2m ·
∞∑
j=0
cju
−2mj as u→∞. (6.22)
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Proof. We only show Lemma 6.2 in the case where A is an even function.
Let Aˆ ∈ C∞(R \ {0}) be defined by
A(v) = v
n
2m−1 · exp{−av 2m2m−1 } · Aˆ(v 2m2m−1 ), (6.23)
then Aˆ(x) ∼ ∑∞j=0 cjx−j as x→∞. Substituting (6.23) into (6.21), we have
L(u) =
∫ ∞
−∞
exp{−a|v| 2m2m−1 + uv}|v| n2m−1 Aˆ(|v| 2m2m−1 )dv.
Changing the integral variable and setting q(t) = at2m − t2m−1, we have
L(u) = (2m− 1)u2m+n−1
∫ ∞
−∞
e−u
2mq(t)Aˆ(t2mu2m)t2m+n−2dt. (6.24)
Now we divide the integral in (6.24) into two parts:
L(u) = (2m− 1)u2m+n−1{J1(u˜) + J2(u˜)}, (6.25)
with
J1(u˜) =
∫
|t−β|≤δ
e−u˜q(t)Aˆ(u˜t2m)t2m+n−2dt,
J2(u˜) =
∫
|t−β|>δ
e−u˜q(t)Aˆ(u˜t2m)t2m+n−2dt,
where u˜ = u2m, δ > 0 is small and β = (2m−1) · (2ma)−1. Note that
q′(β) = 0.
First we consider the function J1. By Taylor’s formula, we have
J1(u˜) = e
u˜
∫
|t|≤δ
e−u˜q˜(t)t
2
Aˆ(u˜(t + β)2m)(t+ β)2m+n−2dt,
where q˜(t) =
∫ 1
0 (1 − v)q′′(vt + α)dv. Note that q(0) = −1. Set s = q˜(t)
1
2 t
for |t| ≤ δ and δ˜± = q˜(±δ) 12 δ, respectively. Then there is a function qˆ ∈
C∞([−δ˜−, δ˜+]) such that t = qˆ(s) and qˆ′ > 0. Changing the integral variable,
we have
J1(u˜) =
∫ δ˜+
−δ˜−
e−u˜s
2
Ψ˜(s, u˜)ds, (6.26)
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where Ψ˜(s, u˜) = Aˆ(u˜(qˆ(s)+β)2m)(qˆ(s)+β)2m+n−2qˆ′(s). Since Aˆ(x) ∼ ∑∞j=0 cjx−j
as x→∞, we have
Ψ˜(s, u˜) ∼
∞∑
j=0
cj(s)u˜
−j as u˜→∞, (6.27)
where cj ∈ C∞([−δ˜−, δ˜+]). Substituting (6.27) into (6.26), we have
J1(u˜) ∼ u˜− 12 eu˜
∞∑
j=0
cj u˜
−j as u˜→∞. (6.28)
Next we consider the function J2. By a similar argument about the
estimate of I2(v˜) in the proof of Lemma 6.1, we can obtain
|J2(u˜)| ≤ Cu˜−1e[1−ε]u˜, (6.29)
where ε is a positive constant.
Finally putting (6.25),(6.28),(6.29) together, we obtain the asymptotic
expansion in Lemma 6.2. ✷
6.5 Proof of Proposition 6.1
We can construct the function h ∈ C∞([0,∞)) such that if Y = f˜(X) 12m ,
then X = Y h(Y ). In fact d
dX
[f˜(X)
1
2m ] > 0 for X ≥ 0. Set t = f˜(x) 12m ξ−1.
Then we can write t0 = th(tξ). Note that gˆ(X)
1
2m · h(X) = 1 for X, Y ≥ 0
and hence h′(Y ) ≥ 0 for Y ≥ 0. Let us prepare two lemmas for the proof of
Propositions 6.1, 6.2.
Lemma 6.3 Assume that the functions a, b and c on [0, ε) × [0, 1] satisfy
a(ξ, t0) = b(ξ, t) = c(ξ, τ). If one of these functions belongs to C
∞([0, ε) ×
[0, 1]), then so do the others.
Proof. This lemma is directly shown by the relation between three vari-
ables t0, t and τ . ✷
Lemma 6.4 There is a positive number α such that 1− t2m0 ≥ τ − αξ.
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We remark that the above constant α is same as that in Proposition 6.2.
Proof. By definition, we have
1− t2m0 = 1− t2mh(tξ)2m = (1− t2m)− (h(tξ)− 1)t2m.
Since h(0) = 1 and h′(X) ≥ 0, we have h(tξ)2m − 1 ≤ αtξ for some positive
number α. Therefore we have
1− t2m0 ≥ τ − αt2m+1ξ ≥ τ − αξ.
✷
Proof of Proposition 6.1. (i) Recall the definition of the function K〈1〉µ :
K〈1〉µ (τ, ξ) =
∫ ∞
1
e−s
2m
Lµ(t0s)s
4m+1−µds, (6.30)
where
Lµ(u) =
∫ ∞
−∞
euvaµ(v)dv and aµ(v) =
1
µ!
∂µ
∂Xµ
1
φ(v,X)
∣∣∣∣∣
X=0
.
We obtain the Taylor expansion of Lµ(t0; s) = Lµ(tsh(tξ)) with respect
to ξ:
Lµ(t0s) =
k0∑
k=0
Lµ,k(t; s)ξ
k + L˜µ,k0(t, ξ; s)ξ
k0+1, (6.31)
where
Lµ,k(t; s) =
1
k!
∂k
∂ξk
Lµ(tsh(tξ))
∣∣∣∣∣
ξ=0
, (6.32)
L˜µ,k0(t, ξ; s) =
1
k0!
∫ 1
0
(1− p)k0 ∂
k0+1
∂Xk0+1
Lµ(tsh(tX))
∣∣∣∣∣
X=ξp
dp. (6.33)
Substituting (6.31) into (6.30), we have
K〈1〉µ (τ, ξ) =
k0∑
k=0
Kµ,k(t)ξ
k + K˜µ,k0(t, ξ)ξ
k0+1,
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where
Kµ,k(t) =
∫ ∞
1
e−s
2m
Lµ,k(t; s)s
4m+1−µds (6.34)
K˜µ,k0(t, ξ) =
∫ ∞
1
e−s
2m
L˜µ,k0(t, ξ; s)s
4m+1−µds. (6.35)
First we consider the singularity of Kµ,k at t = 1.
By a direct computation in (6.32), we have
Lµ,k(t; s) =
k∑
l=1
hl(t)s
lL(l)µ (ts),
where hl ∈ C∞([0, 1]) (which depends on µ, k). We define the function
Sµ,k(t; s
2m) by
Lµ,k(t; s) = s
2m−2+(2m+1)µ+2mk · et2ms2m · Sµ,k(t; s2m). (6.36)
Lemma 6.2 implies
Sµ,k(t; s
2m) ∼
∞∑
j=0
cj(t)s
−2mj as s→∞, (6.37)
where cj ∈ C∞([0, 1]).
Substituting (6.36) into (6.34), we have
Kµ,k(t) =
∫ ∞
1
e−[1−t
2m]s2mSµ,k(t; s
2m)s2m−2+2mµ+2mkds
=
1
2m
∫ ∞
1
e−χ
−1(τ)σSµ,k(t; σ)σ
2+µ+kdσ. (6.38)
Moreover substituting (6.37) into (6.38), we have
Kµ,k(t) =
ϕµ,k(τ)
τ 3+µ+k
+ ψµ,k(τ) log τ,
where ϕµ,k, ψµ,k ∈ C∞([0, 1]).
Next we obtain the inequality |K˜〈1〉µ,k(τ, ξ)| ≤ Cµ,k0[τ−αξ]−4−µ−k0 for some
positive constant Cµ,k0 . By a direct computation in (6.33), we have
∂k0+1
∂Xk0+1
Lµ(tsh(tX)) =
k0+1∑
l=1
h˜l(t, X)s
lL(l)µ (tsh(tX)),
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where h˜l are bounded functions (depending on µ, k0). Since h
′(X) ≥ 0, we
can obtain
|L˜µ,k0(t, ξ; s)| ≤ C
k0+1∑
l=1
slL(l)µ (tsh(ts))
≤ Csk0+1L(k0+1)µ (t0s)
≤ Cs2m−2+(2m+1)µ+2m(k0+1) · et2m0 s2m (6.39)
for s ≥ 1. Substituting (6.39) to (6.35), we obtain
K˜µ,k0(t, ξ) ≤ C
∫ ∞
1
e−[1−t
2m
0 ]s
2m
s6m−2+2mµ+2m(k0+1)ds
≤ C[1− t2m0 ]−4−µ−k0 ≤ C[τ − αξ]−4−µ−k0
by Lemma 6.4. This completes the proof of Proposition 6.2 (i).
(ii) Recall the definition of the function K˜〈1〉µ :
K˜〈1〉µ0 (τ, ξ) =
∫ ∞
1
e−s
2m
L˜µ0(t0, ξ; s)s
4m−µ0ds, (6.40)
where
L˜µ0(t0, ξ; s) =
∫ ∞
−∞
et0svrµ0(v, ξs
−1)dv, (6.41)
rµ0(v,X) =
1
µ0!
∫ 1
0
(1− p)µ0 ∂
µ0
∂Y µ0+1
1
φ(v, Y )
∣∣∣∣∣
Y=Xp
dp. (6.42)
The following lemma is necessary to obtain the estimate of K˜〈1〉µ in (ii).
Lemma 6.5 |rµ0(v,X)| < C|v|
(2m+1)(µ0+1)+m−1
2m−1 e−a|v|
2m
2m−1
for v ∈ R, X ≥ 0.
We remark that the constant a is as in Lemma 6.1. The proof of the above
lemma is given soon later.
Applying Lemma 6.5 to (6.41), we have
|L˜µ0(t0, ξ, s)| ≤ C
∫ ∞
−∞
|v| (2m+1)(µ0+1)+m−12m−1 et0sv−a|v|
2m
2m−1
dv
≤ Cs2m−2+(2m+1)(µ0+1)et2m0 s2m . (6.43)
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The second inequality is given by Lemma 6.2. Moreover substituting (6.43)
into (6.40), we have
|K˜〈1〉µ0 (τ, ξ)| ≤ C
∫ ∞
1
e−[1−t
2m
0 ]s
2m
s8m−1+2mµ0ds
≤ C[1− t2m0 ]−4−µ0 ≤ C[τ − αξ]−4−µ0 ,
by Lemma 6.4. Therefore we obtain the estimate of K˜〈1〉µ0 in Proposition 6.1
(ii). ✷
Proof of Lemma 6.5. We only consider the case where v is positive. The
proof for the case where v is negative is given in the same way.
By a direct computation, we have
∂µ0+1
∂Xµ0+1
1
φ(v,X)
=
∑
|α|=µ0+1
Cα
φ[α1](v,X) · · ·φ[αµ0+1](v,X)
φ(v,X)µ0+2
, (6.44)
where φ[k](v,X) = ∂
k
∂Xk
φ(v,X) and Cα’s are constants depending on α =
(α1, . . . , αµ0+1) ∈ Zµ0+1≥0 . By a direct computation, the function φ[k]’s are
expressed in the form:
φ[k](v,X) =
∑
|β|=k
cβFβ(v˜, X˜), (6.45)
where v˜ = v
2m
2m−1 , X˜ = Xv
−1
2m , cβ’s are constants and
Fβ(v˜, X˜) =
∫ ∞
−∞
e−g˜(Xw)w
2m+vwwγ
∏
β
gˆ(βk)(Xw)dw
= v˜
γ+1
2m
∫ ∞
−∞
e−v˜p(s,X˜)sγ
∏
β
gˆ(βk)(X˜s)ds, (6.46)
with p(s, X˜) = gˆ(X˜s)s2m−s, βk ∈ N and γ ∈ N depending on β = (βk)k. In
order to apply the stationary phase method to the above integral, we must
know the location of the critical points of the function p(·, X˜). The lemma
below gives the information about it.
Lemma 6.6 There exists a function α ∈ C∞([0,∞)) such that
∂
∂s
p(α(X˜), X˜) = 0 and α0 ≤ α(X˜) ≤ α1 for X˜ ≥ 0, (6.47)
where α0 = (2m)
−1
2m−1 and α1 = (
4
5
2m)
−1
2m−1 .
24
Proof. By a direct computation, we have
∂
∂s
p(s, X˜) = s2m−1[gˆ′(η)η + 2mgˆ(η)]− 1,
∂2
∂s2
p(s, X˜) = s2m−2[gˆ′′(η)η2 + 4mgˆ′(η)η + 2m(2m− 1)gˆ(η)],
where η = X˜s. It is easy to obtain the following inequalities by using the
conditions (6.1),(6.2).
∂
∂s
p(α0, X˜) ≤ 0 < ∂
∂s
p(α1, X˜) for X˜ ≥ 0, (6.48)
∂2
∂s2
p(s, X˜) ≥ c > 0 on [α0, α1]× [0,∞). (6.49)
for some positive constant c. Then the inequalities (6.48),(6.49) imply the
claim in Lemma 6.6 by the implicit function theorem. ✷
Now we divide the integral in (6.46) into two parts.
Fβ(v˜, X˜) = v˜
γ+1
2m {I1(v˜, X˜) + I2(v˜, X˜)},
where
I1(v˜, X˜) =
∫
|t−α(X˜)|≤δ
e−v˜p(t,X˜)t
2
tγ
∏
β
gˆ(βk)(X˜t)dt,
I2(v˜, X˜) =
∫
|t−α(X˜)|>δ
e−v˜p(t,X˜)t
2
tγ
∏
β
gˆ(βk)(X˜t)dt,
where δ > 0 is small.
First we consider the function I1. By Lemma 6.6 and Taylor’s formula,
we have
I1(v˜, X˜) = e
a(X˜)v˜
∫
|t|≤δ
e−v˜p˜(t,X˜)t
2
(t+α(X˜))γ
∏
β
gˆ(βk)(X˜(t+α(X˜)))dt, (6.50)
where a(X˜) = −p(α(X˜), X˜) and p˜(t, X˜) = ∫ 10 (1 − u) ∂2∂s2p(ut + α(X˜), X˜)du.
Set s = p˜(t, X˜)
1
2 t on [−δ, δ] × [0,∞) and δ±(X˜) = p˜(±δ, X˜) 12 δ, respectively.
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Then there is a function pˆ ∈ C∞([−δ−(X˜), δ+(X˜)] × [0,∞)) such that t =
pˆ(s, X˜) and ∂
∂s
pˆ(s, X˜) > 0. Changing the integral variable, we have
I1(v˜, X˜) = e
a(X˜)v˜
∫ δ+(X˜)
−δ−(X˜)
e−v˜s
2
Ψ(s, X˜)ds,
where Ψ(s, X˜) = (pˆ(s, X˜)+α(X˜))γ ·∏β gˆ(βk)(X˜(pˆ(s, X˜)+α(X˜))) · ∂∂s pˆ(s, X˜).
Since Ψ ∈ C∞([−δ−(X˜), δ+(X˜)]× [0,∞)), we have
I1(v˜, X˜) · {v˜− 12 ea(X˜)v˜}−1 =
∫ δ+(X˜)v˜ 12
−δ−(X˜)v˜
1
2
e−u
2
Ψ(uv˜−
1
2 , X˜)du
→ √πΨ(0, X˜) as v˜ →∞. (6.51)
Note that Ψ(0, X˜) = α(X˜)γ · {1
2
∂2
∂t2
p(α(X˜), X˜)}− 12 ·∏β gˆ(βk)(X˜α(X˜)).
Next we consider the function I2. In a similar argument about the esti-
mate of I2(v˜) in the proof in Lemma 6.1, we can obtain
|I2(v˜, X˜)| ≤ Cv˜−1ea(X˜)v˜−εv˜ (6.52)
where ε is a positive constant.
Putting (6.51),(6.52) together, we have
lim
v˜→∞
Fβ(v˜, X˜) · {v˜
γ+1−m
2m e−p(X˜)v˜}−1 = √πΨ˜β(0, X˜). (6.53)
Now under the condition |β| = k, the number γ in (6.46) attains the
maximum value (2m + 1)k when β = (1, . . . , 1). Therefore (6.45),(6.53)
imply that ∣∣∣∣∣φ
[k](v,X)
φ(v,X)
∣∣∣∣∣ ≤ Cv˜
(2m+1)k
2m . (6.54)
Moreover (6.44),(6.53) imply that
∣∣∣∣∣ ∂
µ0+1
∂Xµ0+1
1
φ(v,X)
∣∣∣∣∣ ≤ Cv˜
(2m+1)(µ0+1)+m−1
2m e−a(X˜)v˜.
Now we admit the following lemma.
Lemma 6.7 a(X˜) ≥ a(0) = a.
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We remark that the constant a is as in Lemma 6.1. The above lemma implies∣∣∣∣∣ ∂
µ0+1
∂Xµ0+1
1
φ(v,X)
∣∣∣∣∣ ≤ Cv˜
(2m+1)(µ0+1)+m−1
2m e−av˜. (6.55)
Finally substituting (6.55) into (6.42), we can obtain the estimate of rµ0 in
Lemma 6.5. ✷
Proof of Lemma 6.7. The definition of α(X˜) in (6.47) implies that
a′(X˜) = −α′(X˜) · α(X˜)2m−1[gˆ′(X˜a(X˜))X˜α(X˜) + 2mgˆ(X˜a(X˜))]
+α′(X˜)− g′(X˜α(X˜))α(X˜)2m+1
= −gˆ′(X˜α(X˜))α(X˜)2m+1.
Since the condition xg′(x) ≤ 0 in (2.1) implies X˜a′(X˜) = −X˜gˆ′(X˜α(X˜)) ·
α(X˜)2m+1 ≥ 0, a(X˜) takes the minimum value when X˜ = 0. It is easy to
check that a(0) = a. ✷
6.6 Proof of Proposition 6.2
(i) Recall the definition of the function K〈2〉µ :
K〈2〉µ (τ, ξ) =
∫ 1
ξ
e−s
2m
Lµ(t0s)s
4m+1−µds,
where
Lµ(u) =
∫ ∞
−∞
euvaµ(v)dv.
We remark that Lµ extends to an entire function.
By the residue formula, we have
K〈2〉µ (τ, ξ) = hµ(t0)ξ
−4m−2+µ log ξ + h˜µ(t0, ξ), (6.56)
where
hµ(t0) =
1
2πi
∮
|ζ|=δ
e−ζ
2m
Lµ(t0ζ)ζ
4m+1−µdζ (6.57)
for δ is a small positive integer and h˜µ ∈ C∞([0, 1] × [0, ε)). Here (6.57)
implies that hµ ≡ 0 for 0 ≤ µ ≤ 4m+ 1 and hµ ∈ C∞([0, 1]) for µ ≥ 4m+ 2.
By Lemma 6.3, we can obtain (i) in Proposition 6.2.
27
(ii) Changing the integral variable, we have
ξ−4m−2+µ0K˜〈2〉µ0 (τ, ξ) =
∫ ξ−1
1
e−ξ
2mu2mL˜µ0(t0, ξ, ξu)u
4m−µ0du,
L˜µ0(t0, ξ, ξu) =
∫ ∞
−∞
et0ξuvrµ0(v, u
−1)dv.
Note that rµ0 satisfies the inequality in Lemma 6.5.
Keeping the above integrals in mind, we define the function H by
H(α, β, γ, δ) = tδ0ξ
α
∫ ξ−1
1
e−ξ
2mu2m ∂
γ
∂Xγ
I(t0ξu)u
−β−1du, (6.58)
with
I(X) =
∫ ∞
−∞
eXvr(v)dv, (6.59)
where α, β, γ(≥ 0), δ are integers and the function r satisfies |r(v)| ≤ Ce−c|v|
2m
2m−1
for some positive constants c, C. Note that H is a function of (t0, ξ).
By a direct computation, we have
∂
∂t0
H(α, β, γ, δ) = H(α + 1, β − 1, γ + 1, δ), (6.60)
∂
∂ξ
H(α, β, γ, δ) = −e−1tδ0 ξα+β−1
∂γ
∂Xγ
I(ξ) + αH(α− 1, β, γ, δ)
−2mH(α + 2m− 1, β − 2m, γ, δ)
+H(α, β − 1, γ + 1, δ + 1). (6.61)
Since ∂
γ
∂Xγ
I is bounded on [0, 1], we have
|H(α, β, γ, δ)| ≤ C|ξ|α+β, (6.62)
by (6.58). By induction, we have∣∣∣∣∣ ∂
k
∂tk0
∂l
∂ξl
H(α, β, γ, δ)
∣∣∣∣∣ ≤ C|ξ|α+β−l,
by (6.60),(6.61),(6.62).
Now if we replace r(v) by rµ0(v, Y ) in (6.59), then ξ
−4m−2+µ0K˜〈2〉µ0 (τ, ξ) =
H(0,−4m+ µ0 − 1, 0, 0). Therefore if µ0 > 4m+ 1+ l, then ∂k∂tk0
∂l
∂ξl
K〈2〉µ0 (τ, ξ)
is a continuous function of (t0, ξ) ∈ [0, 1] × [0, ε). Therefore we can obtain
(ii) in Proposition 6.2 by Lemma 6.3.
This completes the proof of Proposition 6.2. ✷
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7 The Szego¨ kernel
Let Ωf be a tube domain satisfying the condition in Section 2. Let H
2(Ωf )
be the subspace of L2(Ωf ) consisting of holomorphic functions F on Ωf such
that
sup
ǫ>0
∫
∂Ωf
|F (z1, z2 + iǫ)|2dσ(z) <∞,
where dσ is the measure on ∂Ωf given by Lebesgue measure on C×R when
we identify ∂Ωf with C×R ((z, t+ if(Imz)) 7→ (z, t)). The Szego¨ projection
is the orthogonal projection S : L2(∂Ωf )→ H2(Ωf ) and we can write
SF (z) =
∫
∂Ωf
S(z, w)F (w)dσ(w),
where S : Ωf × Ωf → C is the Szego¨ kernel of the domain Ωf . We are
interested in the restriction of the Szego¨ kernel on the diagonal, so we write
S(z) = S(z, z).
The Szego¨ kernel of Ωf has an integral representation :
S(z) =
1
(4π)2
∫∫
Λ∗
e−xζ1−yζ2
1
D(ζ1, ζ2)
dζ1dζ2,
where (x, y) = (Imz1, Imz2) and D(ζ1, ζ2) is as in Section 3 (3.2).
We also give an asymptotic expansion of the Szego¨ kernel of Ωf . The
theorem below can be obtained in a fashion similar to the case of the Bergman
kernel, so we omit the proof.
Theorem 7.1 The Szego¨ kernel of Ωf has the form in some neighborhood
of z0:
S(z) =
ΦS(τ, ̺
1
m )
̺1+
1
m
+ Φ˜S(τ, ̺
1
m ) log ̺
1
m ,
where ΦS ∈ C∞((0, 1]× [0, ε)) and Φ˜S ∈ C∞([0, 1]× [0, ε)), with some ε > 0.
Moreover ΦS is written in the form on the set {τ > α̺ 12m} with some
α > 0: for every nonnegative integer µ0
ΦS(τ, ̺
1
m ) =
µ0∑
µ=0
cSµ(τ)̺
µ
m +RSµ0(τ, ̺
1
m )̺
µ0
m
+ 1
2m ,
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where
cSµ(τ) =
ϕSµ(τ)
τ 2+2µ
+ ψSµ (τ) log τ,
for ϕSµ, ψ
S
µ ∈ C∞([0, 1]), ϕS0 is positive on [0, 1] and RSµ0 satisfies |RSµ0(τ, ̺
1
m )| ≤
CSµ0 [τ − α̺
1
2m ]−3−2µ0 for some positive constant CSµ0.
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