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INTISARI 
 
 
Sistem persamaan linear dapat diselesaikan dengan metode langsung dan metode iteratif. Salah satu metode 
iteratif untuk menyelesaikan sistem persamaan linear yaitu metode Full Orthogonalization.. Penyelesaian 
sistem persamaan linear dengan metode Full Orthogonalization dapat dilakukan dengan cara mereduksi 
matriks   yang merupakan matriks koefisien dari sistem persamaan linear menjadi matriks Hessenberg    
dengan menggunakan algoritma Arnoldi. Matriks   dapat ditulis sebagai         
  dengan    matriks 
ortogonal. Setelah diperoleh matriks Hessenberg   , selanjutnya ditentukan invers dari matriks Hessenberg 
dengan eliminasi Gauss-Jordan. Langkah selanjutnya setelah invers matriks Hessenberg diperoleh yaitu 
mencari vektor      Solusi pendekatan sistem persamaan linear dicari dengan rumus           .  
 
Kata Kunci : sistem persamaan linear, algoritma Arnoldi, ortogonal. 
 
PENDAHULUAN 
Matematika merupakan salah satu bidang ilmu yang sangat berperan dalam kehidupan sehari-hari. 
Banyak permasalahan dalam kehidupan sehari-hari yang akan lebih mudah diselesaikan jika dibawa ke 
dalam model matematika. Selain itu, banyak bidang ilmu lain yang dalam perkembangannya sangat 
bergantung pada metematika seperti, fisika, ekonomi, kimia dan lain-lain [1]. Ilmu matematika sendiri 
terdiri dari beberapa kajian. Salah satu kajian dalam matematika adalah aljabar linear yang diantaranya 
mempelajari tentang sistem persamaan linear (SPL) dan matriks. Suatu persamaan linear dalam   
variabel            adalah suatu persamaan dalam bentuk                   , dengan 
               dan   merupakan konstanta real. Sejumlah persamaan linear yang banyaknya 
berhingga disebut sistem persamaan linear [1]. 
Secara umum penyelesaian sistem persamaan linear dapat diselesaikan dengan metode langsung 
dan metode iteratif. Metode langsung diantaranya metode eliminasi Gauss, eliminasi Gauss-Jordan  
dan aturan Cramer. Metode langsung tidak efisien apabila digunakan untuk menyelesaikan sistem 
persamaan linear dengan ukuran besar. Sebaliknya, metode iteratif lebih efisien bila digunakan untuk 
menyelesaikan sistem persamaan linear yang berukuran besar. Salah satu metode iteratif untuk 
menyelesaikan sistem persamaan linear yaitu metode Full Orthogonalization [2].  
Metode Full Orthogonalization merupakan salah satu jenis metode subruang Krylov yang 
menggunakan algoritma Arnoldi. Subruang Krylov, diperkenalkan oleh Alexei Nikolaevic Krylov 
seorang matematikawan berkebangsaan Rusia yang digunakan pertama kali untuk mencari polinomial 
karakteristik dari suatu matriks [3]. Algoritma Arnoldi pertama kali diperkenalkan oleh Walter Edwin 
Arnoldi, yaitu seorang ilmuan berkebangsaan Amerika. Algoritma Arnoldi digunakan untuk 
mereduksi sebarang matriks real menjadi matriks Hessenberg yang lebih sederhana [3]. Dalam 
perkembangannya algoritma Arnoldi dikombinasikan dengan subruang Krylov untuk menyelesaikan 
sistem persamaan linear. Kombinasi tersebut dinamakan metode Full Orthogonalization. Oleh karena 
itu, pada penelitian ini akan diterapkan metode Full Orthogonalization untuk menyelesaikan sistem 
persamaan linear. Masalah yang dibahas pada penelitian ini dibatasi pada sistem persamaan linear 
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taksingular. 
Metodologi penelitian ini diawali dengan diberikan sistem persamaan linear dengan matriks 
koefisien taksingular. Matriks koefisien tersebut direduksi menggunakan algoritma Arnoldi sehingga 
diperoleh matriks Hessenberg dan matriks ortogonal yang terdiri dari vektor-vektor kolom yang 
merupakan basis untuk subruang Krylov. Kemudian ditentukan invers dari matriks Hessenberg dengan 
menggunakan eliminasi Gauss-Jordan. Langkah selanjutnya, ditentukan vektor     Solusi pendekatan 
sistem persamaan linear dicari dengan rumus             
SUBRUANG KRYLOV 
Berikut ini diberikan definisi mengenai subruang Krylov.  
Definisi 1 [3] Diberikan matriks   berukuran    . Matriks  
  (   )  ,               -   
    
dibangun oleh vektor      disebut matriks Krylov. Kolom-kolom dari matriks Krylov membangun 
subruang, yaitu: 
  (   )      *      
          + 
yang disebut subruang Krylov. 
Contoh 2 Diberikan matriks   [
   
   
   
] dan vektor tak nol   [
 
 
 
]. Matriks   dan vektor   
membangun matriks Krylov  
  (   )  ,    
  - 
  [
     
      
      
]  
Kolom-kolom dari matriks   (   ) membangun suatu subruang Krylov, yaitu  
       *      
  +      {[
 
 
 
]  [
  
  
  
]  [
  
   
   
]}                                  
Definisi 3 [4] Diberikan   adalah sebarang matriks berukuran      Polinomial minimal dari   
adalah polinomial monik   dengan derajat terkecil sehingga  ( )   . 
Contoh 4 Diberikan matriks   [
   
   
   
] dan vektor   [
 
 
 
]. Polinomial  ( )     adalah 
polinomial minimal dari  , karena,   ( )  [
   
   
   
]
 
[
 
 
 
]  [
 
 
 
]  
Beberapa sifat dari subruang Krylov dapat dilihat pada proposisi 5   dan 7. 
Proposisi 5 [3] Subruang Krylov    adalah subruang dari semua vektor-vektor dalam  
  yang 
dapat ditulis sebagai    ( ) , dimana  ( ) polinomial dengan pangkat tidak lebih dari      
Proposisi 6 [5] Subruang Krylov    memiliki dimensi   jika dan hanya jika derajat polinomial 
untuk matriks     lebih besar dari    . 
Proposisi 7 [5] Vektor-vektor            adalah basis ortonormal dari subruang Krylov yang 
direntang oleh       *          +. 
ALGORITMA ARNOLDI 
Algoritma Arnoldi digunakan untuk membangun basis ortogonal dari subruang Krylov   (   ). 
Misalkan matriks   berukuran    , maka matriks   dapat dinyatakan sebagai perkalian matriks 
Hessenberg dan matriks ortogonal, yaitu [2]: 
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                                                                         ( ) 
dengan    adalah matriks ortogonal   kolom dan    adalah matriks Hessenberg    , dengan 
   . Misalkan    adalah matriks yang berbentuk, 
          ,         -  
dengan    adalah kolom ke-  dari matriks ortogonal    yang ortonormal dengan    untuk     dan 
   adalah matriks Hessenberg yang berbentuk, 
   
[
 
 
 
 
 
 
                     
                     
                  
               
      
            ]
 
 
 
 
 
 
  
Dengan mengalikan kedua ruas pada Persamaan ( ) dengan   , maka diperoleh  
                     
    
          
Perkalian dari matriks   dan    adalah 
    [
            
            
    
            
] [
            
            
    
            
] 
 
          [
                                                     
                                                     
    
                                                     
] 
dan perkalian dari matriks    dan   
     
[
 
 
 
 
 
                     
                     
                     
                     
      
                     ]
 
 
 
 
 
[
 
 
 
 
 
 
                     
                     
                  
               
      
            ]
 
 
 
 
 
 
 
    
[
 
 
 
                                                            
                                                            
    
                                                            ]
 
 
 
  
Diperhatikan kolom ke-  dari hasil perkalian matriks    dan    diperoleh 
                                                                                                                     ( ) 
Persamaan ( ) dapat disederhanakan menjadi: 
                                                        ∑    
   
   
                                                                                 ( ) 
Selanjutnya, jika kedua ruas  pada Persamaan ( )  dikalikan dengan   
  diperoleh, 
                                                      
     ∑    
   
   
    
                         
   
           
sehingga entri dari matriks    didefinisikan sebagai,
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Dari Persamaan (  ) diperoleh, 
                          ∑    
 
   
               
yang ekuivalen dengan,  
               ∑    
 
   
    
sehingga kolom ke-(   ) dari matriks    didefinisikan sebagai 
                                 
 
      
(    ∑    
 
   
  )  
Secara lengkap algoritma Arnoldi Gram-Schmidt modifikasi ditulis sebagai berikut. 
Algoritma 1. Algoritma Arnoldi Gram-Schmidt modifikasi (GSM) , - 
1. Diberikan nilai tebakan awal   , hitung          dan        ‖  ‖  
2. Iterasi : Untuk           hitung : 
     . 
Untuk           hitung 
          . 
                    . 
           ‖ ‖       ika          maka iterasi dihentikan 
                   . 
 Pada tahap awal algoritma Arnoldi GSM diberikan sebarang nilai tebakan awal   . Selanjutnya 
dihitung vektor basis    yang kemudian menjadi basis pertama subruang Krylov yaitu   . Kemudian 
dibangkitkan lagi calon vektor basis yang akan mengalami proses ortogonalisasi dengan basis 
sebelumnya, yaitu     dan didapat nilai     yang merupakan entri dari matriks Hessenberg. Kemudian 
terbentuk vektor yang ortogonal dengan vektor basis subruang Krylov yang sebelumnya yaitu  . 
Proses berikutnya adalah menormalkan vektor   untuk memperoleh vektor basis subruang Krylov 
yang baru yaitu     . Algoritma Arnoldi berhenti saat ‖ ‖  sama dengan atau mendekati nol , -.  
METODE FULL ORTHOGONALIZATION 
Metode Full Ortogonalization merupakan salah satu metode iteratif untuk menyelesaikan sistem 
persamaan linear      [3]. Metode Full Orthogonalization adalah metode yang menggunakan 
algoritma Arnoldi. Misal diberikan nilai tebakan awal    dari sistem persamaan linear     , 
pencarian solusi    yaitu mencari vektor         (    ) dimana          dan melihat 
kondisi Petrov-Galerkin yaitu: 
     (    )  
dan          (    )            
Sehingga vektor residunya adalah: 
                                                                                                                                           ( ) 
Selanjutnya, berdasarkan kondisi Petrov-Galerkin, diperoleh bahwa, 
        
       
Dari Persamaan ( ) diperoleh,    
         
              
Berdasarkan algoritma Arnoldi yaitu    
        sehingga diperoleh, 
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(  
   )       
atau ekuivalen dengan, 
                                                                                                                                                                 ( )  
Sehingga      
  (   ), dan solusi dari sistem persamaan linear ditulis menjadi       
    
  (   ). 
Adapun algoritma Full Orthogonalization dapat dituliskan sebagai berikut: 
Algoritma 2. Algoritma Full Orthogonalization , - 
1. Pilih nilai tebakan awal   , hitung          ,   ‖  ‖ , dan         
2. Iterasi : untuk            
      
 Untuk           hitung 
           
             
            ‖ ‖   ika          iterasi dihentikan. 
                    . 
3. Hitung       
  (   ) dan             dengan    ,       -
 .   
Contoh 8 Selesaikan sistem persamaan linear berikut dengan metode Full Orthogonalization.  
                                             
                                                  
                                                    
                                                 
                                                    
                                                    
Penyelesaian: 
Matriks koefisien dari sistem persamaan linear tersebut adalah sebagai berikut: 
  
[
 
 
 
 
 
        
       
       
       
        
        ]
 
 
 
 
 
 dan   
[
 
 
 
 
 
 
  
 
 
 
  ]
 
 
 
 
 
  
Langkah-langkah penyelesaiannya adalah sebagai berikut: 
1. Nilai tebakan awal yang dipilih adalah     ,      -
  
    Kemudian dihitung   ,   dan   ,  
                          ,        -
  ,       -  
                      ,        -  
                    ‖  ‖         
                    ,                                      -
  
2. Iterasi : untuk            
a. Iterasi   (   ) 
                       ,                                       -
  
Untuk     
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          ,                                      -
  
                   ‖ ‖         
   ,                                      -
  
b. Iterasi   (   )  
                       ,                                        -
  
Untuk     
                                
                 ,                                        -
  
                           
                       ,                                        -  
Untuk     
                               
                 ,                                      -
  
                            ,                                       -
  
                   ‖ ‖         
        
 
   
 ,                                       -  
Untuk langkah selanjutnya sampai iterasi ke-6 disajikan dalam Tabel 1. 
Tabel 1. Entri matriks Hessenberg untuk           
iterasi               
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Sehingga diperoleh matriks Hessenberg, 
   
[
 
 
 
 
 
                                       
                                      
                                  
                           
                      
                 ]
 
 
 
 
 
  
dan matriks ortogonal, 
   
[
 
 
 
 
 
                                      
                                         
                                      
                                      
                                      
                                     ]
 
 
 
 
 
  
Selanjutnya akan ditentukan invers dari matriks     menggunakan metode Gauss-Jordan, sehingga 
diperoleh matriks invers, 
  
   
[
 
 
 
 
 
                                       
                                      
                                        
                                      
                                       
                                        ]
 
 
 
 
 
  
3. Penentuan       
  (   ) dan             dengan    ,       -
 .    
     
  (   ) 
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)
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Sehingga   , 
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 ]
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Sehingga diperoleh solusi dari SPL adalah                                     
                 dan           . 
PENUTUP  
Terdapat dua tahapan dalam menyelesaikan sistem persamaan linear dengan Metode Full 
Orthogonalization, tahap pertama adalah penentuan basis subruang Krylov    dan tahap kedua 
adalah penentuan solusi. Tahap penentuan basis subruang Krylov menggunakan algoritma Arnoldi 
yang mereduksi matriks koefisien dari sistem persamaan linear menjadi matriks Hessenberg sehingga 
matriks   dapat ditulis sebagai         
 , dengan    matriks ortogonal. Pada tahap penentuan 
solusi metode Full Orthogonalization untuk memperoleh vektor    membutuhkan invers dari matriks 
Hessenberg yang dicari dengan eliminasi Gauss-Jordan. Solusi pendekatan SPL adalah       
    .
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