In this paper, the maximum spacing method is considered for multivariate observations. Nearest neighbour balls are used as a multidimensional analogue to univariate spacings. A class of information-type measures is used to generalize the concept of maximum spacing estimators. Asymptotic normality of these generalized maximum spacing estimators is proved when the assigned model class is correct, that is the true density is a member of the model class.
1 Generalized maximum spacing estimators
Introduction
For independent and identically distributed univariate observations a new estimation method, the maximum spacing (MSP) method, was defined in Ranneby (1984) and independently by Cheng and Amin (1983) . In Ranneby et al. (2005) , the MSP method was extended to multivariate observations for the Kullback-Leibler information measure. In Kuljus and Ranneby (2015) , the multivariate maximum spacing estimation method based on nearest neighbour balls was considered for a broader class of information-type measures.
Weak and strong consistency of these generalized maximum spacing (GMSP) estimators under general conditions was proved. In the univariate case such GMSP estimators based on different metrics were studied in Ranneby and Ekström (1997) , Ekström (2001) and Ghosh and Jammalamadaka (2001) , in the last work also asymptotic normality of GMSP estimates was proved.
Consistency and asymptotic normality of GMSP estimates in the univariate case was also considered in Luong (2018) . As exemplified already in Ranneby (1984) , an advantage of the maximum spacing method compared to the maximum likelihood method is the possibility of checking the validity of the assigned model class at the same time with solving the estimation problem. In Kuljus and Ranneby (2015) it was demonstrated that combining information from spacing functions under different divergence measures can provide further insight in the model validation context. In the present paper we study asymptotic normality of GMSP estimators for information-type measures considered in Kuljus and Ranneby (2015) .
Notation and definitions
Let ξ 1 , . . . , ξ n be a sequence of independent and identically distributed ddimensional random vectors with distribution P 0 that is absolutely continuous with respect to Lebesgue measure. Let the corresponding density function be g (x) . Define the nearest neighbour distance to the random variable ξ i as R n (i) = min j =i |ξ i − ξ j | , i = 1, . . . , n .
Let B(x, r) = {y : |x − y| ≤ r} denote the ball of radius r and center x.
Let NN i denote the nearest neighbour of ξ i and let B n (ξ i ) denote its nearest neighbour ball, i.e. this is a ball with center ξ i and radius R n (i). Suppose we assign a model with density functions {f θ (x), θ ∈ Θ}, where Θ ⊂ R q , and assume that the true density g(x) belongs to the family with the parameter vector given by θ 0 . Define random variables z i,n (θ) as
f θ (y)dy, i = 1, . . . , n .
In Kuljus and Ranneby (2015) the maximum spacing method was generalized to multivariate observations for strictly concave functions h : (0, ∞) → (−∞, 0] with maximum at x = 1. The generalized maximum spacing function S n (θ) was defined as
h(z i,n (θ)) .
Definition 1. The parameter value that maximizes S n (θ) is called the generalized maximum spacing estimate (GMSP estimate) of θ and denoted bŷ θ n . If sup θ S n (θ) is not attained for any θ in the admissible set Θ, then the GMSP estimateθ n is defined as any point of Θ that satisfies
where c n > 0 is a sequence of constants such that c n → 0 as n → ∞.
Examples of functions h satisfying the conditions given above are:
h 1 (x) = ln x − x + 1, h 2 (x) = (1 − x) ln x, h 3 (x) = −|1 − x 1/p | p , h 4 (x) = −|1 − x| p , h 5 (x) = sgn(1 − α)(x α − αx + α − 1), where α > 0, α = 1, and p ≥ 1. Here h 2 corresponds to Jeffreys' divergence measure, h 3 to the Hellinger distance, h 4 to Vajda's measure of information and h 5 to Rényi's divergence measure. In this article, we will consider only p = 2 for function families h 3 and h 4 . For h 5 , we restrict α to (0, 1) ∪ (1, 2].
Observe that α = 1/2 corresponds to h 3 with p = 2 and α = 2 corresponds to h 4 with p = 2. Thus, h 3 and h 4 with p = 2 will be covered by h 5 .
To prove asymptotic normality ofθ n , we will work with the partial derivatives of h(z i,n (θ)), the vector of partial derivatives is denoted by ψ n (ξ i , θ). Let
Defineψ n (ξ i , θ) and ψ(ξ i , θ) as follows:
Observe that z i,n (θ) can be written as
it follows thatψ n (ξ i , θ) is obtained from ψ n (ξ i , θ) by substituting the integral quantities above with their almost sure limits. Let λ n (θ) = E[ψ n (ξ i , θ)] and
1.3 Idea for proving asymptotic normality ofθ n Let θ (n) 0 denote the point maximizing the expectation function E[h(z i,n (θ))], thus it satisfies λ n (θ (n) 0 ) = 0. Recall that θ 0 satisfies λ(θ 0 ) = 0. Consistency ofθ n implies that a sequence {δ n } ∞ 1 can be chosen so that δ n → 0 slowly enough to ensure
We will show that λ n (θ) converges uniformly to λ(θ) in a neighbourhood of
→ θ 0 as n → ∞. Therefore, we will consider shrinking neighbourhoods Θ n = {θ : |θ − θ 0 | ≤ α n }, where δ n < α n and α n → 0 is such, that θ (n) 0 ∈ Θ n for every n. The key steps for proving asymptotic normality ofθ n are the following.
Step 1. First we will show that
is asymptotically normally distributed. To prove asymptotic normality of this quantity, we will interpret it as a function of a weighted empirical process which converges weakly to a Gaussian process.
Step 2. We will prove that
Step 3. To finalize proving asymptotic normality ofθ n , we will follow the approach by Huber (1967) and show that
Expanding
Crucial for proving (1) is Lemma 3 in Huber (1967) stating that
Since our assumptions imply that λ n (θ) is continuously differentiable in a neighbourhood of θ 0 with a negative definite derivative matrix V n (θ), there
0 | when n is large enough. Thus, the convergence in (2) follows if
holds. Therefore, we will work with expressions having 1
Convergence of the weighted empirical process in Step 1 is used to prove asymptotic normality of general functions of the process. Both convergences will be proved in Section 2. In Section 3, this result will be applied for proving asymptotic normality of the approximation of our function of interest, that
Step 2 will also be proved in Section 3. Section 4 deals with Step 3: bracketing technique and a stochastic differentiability condition will be used to prove asymptotic normality ofθ n .
Assumptions
We will work with first and second order derivatives of different functions with respect to the components θ j , j = 1, . . . , q, of the parameter vector θ.
The notations ∂f θ (ξ) and ∂ 2 f θ (ξ) will be used instead of
respectively, when the computations are analogous or a certain condition has to hold independently of j, l = 1, . . . , q. Let Θ 0 denote a neighbourhood of θ 0 . Asymptotic normality ofθ n will be proved under different combinations (depending on the function h) of the following assumptions: 
A3
E sup
The following random variables are uniformly integrable:
The following random variables are uniformly integrable: 
Remark 2. If for some constants c 1 , c 2 and
, then A4 and A5 follow from A3.
Asymptotic normality of weighted empirical processes
In this section we will modify the results of Schilling (1983) and prove that a weighted empirical process of z 1,n (θ 0 ), . . . , z n,n (θ 0 ) converges to a Gaussian process. Using a suitable transformation we then obtain asymptotic normal-
where q(·) is a function of bounded variation on [0, A] for any A > 0, and u(·)
is a continuous weight function with the properties Eu(
To prove asymptotic normality of the sum above, we use results from Bickel and Breiman (1983) , Schilling (1983) and Zhou and Jammalamadaka (1993) .
where V (r) represents the volume of a d-dimensional sphere of radius r.
In Bickel and Breiman (1983) , it is shown that the normalized (centered and scaled) empirical distribution function of e −W 1,n , . . . , e −Wn,n converges under the true distribution weakly to a Gaussian process with mean zero and covariance function independent of the true underlying density. In Schilling (1983) , the same result is proved for a weighted empirical process with a bounded continuous weight function. To be able to use Theorem 2.2 from Schilling (1983), we will study truncated weight functions u N (·) defined as follows. Since
we can find for every N > 0 a constant N * > 0 such that
Define a bounded weight function u N (x) as follows:
Take
The general ideology for proving the convergence
where
, will be as follows. We consider bounded weight functions u N (x) defined as in (3) and define the weighted empirical processes {Y n (t) : 0 ≤ t ≤ ∞} and {Z n (t) : 0 ≤ t ≤ ∞}:
From Schilling (1983) it follows that {Y n (t)} converges weakly to a Gaussian process. For large n we have ng(
Thus, if we can show that {Z n (t)} is tight and Var(Z n (t) − Y n (t)) → 0 for every t, then {Z n (t)} converges to the same Gaussian process. Therefore, using the results from Bickel and Breiman (1983) , Schilling (1983) and Zhou and Jammalamadaka (1993), we can show that
where {Z(t) : 0 ≤ t ≤ ∞} is a Gaussian process with mean zero and with a certain covariance function. We then apply the integral transform
Proposition 1. Suppose A1 and the following conditions hold:
Then {Z n (t) : 0 ≤ t ≤ ∞} defined in (4) converges weakly to a Gaussian process {Z(t) : 0 ≤ t ≤ ∞} with mean zero and covariance function τ
with r 1 and r 2 corresponding to the volumes t and s of the balls B(0, r 1 ) and
Proof. From Schilling (1983) it follows directly that the centered empirical process {Y n (t)} converges weakly to the Gaussian process defined above. To conclude that {Z n (t)} converges to the same limit, we prove that for every
follows with minor modifications from Zhou and Jammalamadaka (1993) . Since
we need to show that
The convergence of both terms follows as in the proof of Proposition 1 of Zhou and Jammalamadaka (1993) . For the proof of the convergence of the covariance term, Lemma 2.11 in Bickel and Breiman (1983) is fundamental.
b) Tightness of {Z n (t)} can be proved similarly to Schilling (1983) and Bickel and Breiman (1983) . As in Schilling (1983) , we can split Z n (t) as follows:
It is enough to show that {Z
Thus, applying Theorem 2.1 in Bickel and Breiman (1983) gives that for
where Q(t) is a continuous distribution function defined as
The rest of the proof goes according to Schilling (1983) and Bickel and Breiman (1983) .
Proposition 2. Suppose the assumptions of Proposition 1 hold and q(t) is
Proof. Recall the definition of the empirical process Z n (t) in (4). In the proof of Proposition 2 in Zhou and Jammalamadaka (1993) it is shown that for some M > 0, Var[Z n (t)] ≤ Mte −t , t ≥ 1. Therefore it follows according to our assumption that
1/2 dq(t) < ∞, which implies (see e.g. Cramér and Leadbetter (1967) , p. 90-91) that for every n,
Analogously,
Therefore,
is well defined and it holds with probability one
Since q(t) is of bounded variation on [0, A] for every A > 0, it follows from
it follows according to Theorem 4.2 in Billingsley (1968) that
The variance of the limiting distribution can now be calculated using the covariance function of Z(t). That the random variable on the right hand side of (6) is normally distributed, follows since it is an integral of a normal process.
Proposition 3. Assume the assumptions of Proposition 2 are valid. Substitute the truncated function u N (ξ i ) with u(ξ i ) and suppose τ 2 = Eu 2 (ξ i ) < ∞.
To prove that the covariance term converges to zero as N → ∞, we use the conditional approach of Schilling (1986) . Let {NN 1 = ξ 2 } denote the event that the nearest neighbour of ξ 1 is ξ 2 . Consider the following five mutually exclusive sets for various nearest neighbour geometries of ξ 1 and ξ 2 :
Then,
Given D 5 , we have independence, therefore the covariance is zero. Since for
it is sufficient to show that the conditional expectations tend to zero as N → ∞, i = 1, . . . , 4. We have
Thus, Theorem 4.2 in Billingsley (1968) implies (7).
3 Asymptotic normality of the derivative of the
GMSP function
In Proposition 3 we proved asymptotic normality for a general function u(ξ i )
satisfying Eu(ξ i ) = 0 and Eu 2 (ξ i ) < ∞. Since any linear combination of such functions has also expectation zero and a finite second moment, we can use Proposition 3 for proving asymptotic normality of our random vector of interest. Let I(θ 0 ) denote the Fisher information matrix at θ = θ 0 , that is I(θ 0 ) is the covariance matrix of (∇f θ (ξ i )) θ=θ 0 /g(ξ i ).
Proposition 4. Suppose that q(t) = h ′ (t)t satisfies the conditions of Propo-
2 < ∞ holds for all the partial derivatives and that the covariance matrix I(θ 0 ) is positive definite. Then
converges in distribution to a normal distribution with mean zero and with covariance matrix σ depends on function h since q(t) = h ′ (t)t.
The assertion then follows from Proposition 3 by using the Cramér-Wold device.
Proposition 5. Consider a random vector
and the components of X are continuous functions of only ξ i . Then
Proof. We have to show that for any Z-continuity set A 1 and any X-continuity
where the last equality holds since Z and ξ i are independent. Since X n p → X and z i,n (θ 0 ) is also independent of ξ i , Theorem 4.3 in Billingsley (1968) implies that (8) is the same as
ii) A2, A3
are fulfilled. Then λ n (θ) → λ(θ) uniformly for θ ∈ Θ 0 as n → ∞ for the functions i) h 1 , h 2 , h 5 with α ∈ (0, 1), and ii) h 5 with α ∈ (1, 2], respectively.
The proof of Lemma 1 is given in the Appendix. Suppose that −|λ(θ)| has a unique maximum at θ 0 in Θ 0 . This holds for example under the following weak identifiability condition:
where µ is Lebesgue measure. Then it follows from Lemma 1 that θ (n) 0 → θ 0 . In the following we assume that (9) is fulfilled. 
holds for the functions i) h 1 , h 5 with α ∈ (0, 1), ii) h 2 , iii) h 5 with α ∈ (1, 2], respectively.
Proof. Since we are considering convergence in probability, there is no restriction to assume that the studied parameter is one-dimensional (corresponds to looking at the components separately). Let
Observe that E(A i,n ) = 0 and
cf. the proof of Proposition 3. Given D 5 , the variables A 1,n and A 2,n are independent, thus E(A 1,n A 2,n |D 5 ) = 0.
and recall that
Proposition 5 together with Lemma 1 imply that A 1,n
Thus, E(A 1,n ) 2 → 0 follows because under our assumptions the random
Asymptotic normality of GMSP estimate via stochastic differentiability
To prove asymptotic normality ofθ n , we need to use a stochastic differentiability condition similar to Pollard (1985) and Huber (1967) . We will prove
where Θ n is a compact set shrinking to θ 0 as n → ∞.
To prove (10), we will consider the numerator of the expression in (10) separately on a compact set K ⊂ R d and its complement K c , and show that the contribution from K c is arbitrarily small when choosing K large enough.
Consider the following decomposition of the numerator in (10):
We are going to show the following: 1) ∀ε > 0, a compact set K ⊂ R d can be chosen so that for large n,
2) for any compact set
Therefore, (11) and (12) together imply (10).
Let V n (θ) denote the following matrix of partial derivatives:
where λ n,j (θ) is the jth element of the vector λ n (θ). Recall that ψ n,j (ξ, θ) and ψ j (ξ, θ) denote the jth component of the vectors ψ n (ξ, θ) and ψ(ξ, θ),
Lemma 2. Suppose assumptions i) A6, A8, A9
ii) A6, A8, A10
iii) A3, A10
are fulfilled. Then the following assertions hold for i) h 1 , h 5 with α ∈ (0, 1),
ii) h 2 and iii) h 5 with α ∈ (1, 2], respectively. In a neighbourhood of θ 0 ,
Proof. The assumptions of the lemma ensure uniform integrability of the random variables sup Θ 0 ∂ ∂θ l ψ n,j (ξ, θ) . Thus,
Therefore, we can differentiate under the integral sign and
Since ∂ ∂θ l ψ n,j (ξ, θ) are continuous functions of θ, it follows from (13) and the Lebesgue dominated convergence theorem that V n (θ) is continuous in θ.
Proposition 5 implies
be proved in the same way as the uniform convergence of λ n (θ) in Lemma 1.
Proposition 7. Suppose the assumptions of Lemma 2 hold. Then ∀ε > 0 a compact set K ⊂ R d can be chosen so that (11) holds for large n for h 1 , h 2 and h 5 with α ∈ (0, 1) ∪ (1, 2].
Proof. Since ψ n is a vector and the Euclidean norm of a vector is smaller than the sum of the absolute values of its components, it is equivalent to work with single components of the vector and show that the contribution from each component is small. Applying the mean value theorem we obtain:
Thus,
if K is large and if n > n 0 for some n 0 .
To prove (12), we will use Lemma 4 in Pollard (1985) , which is based on bracketing technique, see van der Vaart (2000) and Pollard (1985) . The bracketing condition enables to divide the parameter set of interest into a finite number of subsets and study the supremum of interest over a finite number of smaller parameter sets. We need also to use the following property of the radii of our nearest neighbour balls: R n (i) a.s.
→ 0 for every i.
Therefore, according to Egoroff's theorem there exists for each i a set A i
Bracketing. Lemma 4 in Pollard (1985) will be applied to functions in
. . , n, are identically distributed, we can suppress i in ξ i , B n (ξ i ), z i,n (θ) and R n (i) right now. That the bracketing condition is fulfilled follows since the functions
max (ξ) = max
and where for some constant
Proposition 8. Consider a compact set K ⊂ R d . Suppose assumption A2 is fulfilled. Then the family F n satisfies the bracketing condition and
and for large n. Therefore, the convergence in (12) holds for h 1 , h 2 and h 5 with α ∈ (0, 1) ∪ (1, 2].
Proof. For the bracketing condition to be fulfilled we need to show that
we are going to prove that
Define the closed δ-neighbourhood
When ξ ∈ K and ω ∈ A, we have for n large enough that B n ⊂ K δ . Therefore, for large n,
where the last inequality holds because |∂f θ (y)|/f θ (y) is uniformly continuous on K × Θ n . In a similar way we obtain
f θ (y)dy and z n (θ 0 ) has moments of all orders, (14) and (15) follow for our functions h 1 , h 2 and h 5 . The finite expectation
and that the bracketing functions have finite variance. Moreover, in the same way as in the proof of Proposition 6 it can be shown that
see also p. 306 and the proof of Lemma 4 in Pollard (1985) . As P (A c ) < ε/2, (12) follows due to Lemma 4 in Pollard (1985) .
As the last step we will use Lemma 3 in Huber (1967) and prove the asymptotic normality ofθ n .
Theorem 1. Letθ n p → θ 0 hold. Suppose I(θ 0 ) is positive definite and the assumptions of Proposition 6, 7 and 8 are satisfied. Then
Proof. Propositions 7 and 8 imply
Applying the mean value theorem to λ n,j (θ) we obtain that there existsθ n,j such that
n (·) denotes the jth row of the matrix V n (·). Define a matrix V * n (θ), where the rows are given by V (j) n (θ n,j ), j = 1, . . . , q. We use the argument θ in V * n to indicate that it comes from an application of the mean value theorem to the components of λ n (θ). As V * n (θ) → V (θ 0 ) = b h I(θ 0 ) uniformly for θ ∈ Θ n , it follows that V * n (θ) is invertible for large n and θ ∈ Θ n . Therefore, for some C > 0,
It follows that
which corresponds to Lemma 3 in Huber (1967) . Applying Theorem 3 in Huber (1967) and using the consistency ofθ n gives
) is asymptotically normally distributed with mean zero and covariance matrix σ
). Applying the mean value theorem again gives that for someθ n,1 , . . . ,θ n,q depending onθ n , we can define a matrix V *
and thus,
Using that V (θ 0 ) = b h I(θ 0 ), the assertion follows.
Discussion
For univariate spacings asymptotic normality of GMSP estimators has been shown in Ghosh and Jammalamadaka (2001) . Recently, Luong (2018) also considered consistency and asymptotic normality of univariate GMSP estimates. Since the author has overlooked the local dependence between nearest neighbours, the proof of asymptotic normality in Luong (2018) is not correct and thus also the derived asymptotic variance is incorrect. Ghosh and Jammalamadaka (2001) showed that the smallest variance in the asymptotic distribution was obtained for h(x) = ln(x) and that this smallest variance coincides with the Cramér-Rao lower bound. We have calculated the constants σ 2 q /b 2 h in the asymptotic covariance matrix for the h-functions studied in this article, see Table 1 . The smallest variance is obtained for h 1 (x) = ln x−x+1.
For h 5 (x) = sgn(1−α)(x α −αx+α−1) the variance increases with increasing values of α and when α ց 0, the variance tends to the variance of h 1 . Table 1 here.
In this article, we have proved asymptotic normality of the generalized maximum spacing estimateθ n around θ
For the asymptotic normality to hold around θ 0 , it has to be shown that √ n(θ
According to the mean value theorem, for some constant C > 0,
depends on what parameters are considered. In the case of multi-
For bivariate normal distribution with θ = (µ 1 , µ 2 , σ 1 , σ 2 , ρ) we have studied the behaviour of λ n (θ 0 ) in simulation studies for the following parameter vector:
We simulated a sample of n observations from this distribution and calculated for a randomly chosen observation in the sample the
This procedure was repeated for m = 10000 samples and λ n (θ 0 ) was estimated with the average of the 10000 values. In Table 2 , the mean values over 20 repetitions are presented for the component of √ nλ n (θ 0 ) that corresponds to σ 1 . We calculated the values for h 1 , h 2 and h 3 with p = 2. It can be seen in Table 2 that for all the considered h-functions the estimated values of √ nλ n (θ 0 ) for the component corresponding to σ 1 decrease when n increases and approach slowly zero. The same behaviour can be observed for σ 2 and the correlation parameter ρ. Thus, the simulation results indicate that √ nλ n (θ 0 ) → 0 as n → ∞ for the components corresponding to σ 1 , σ 2 and ρ, although the convergence is very slow. Table 2 : Estimated values of √ nλ n (θ 0 ) for the component corresponding to σ 1 in the case of bivariate normal distribution with the parameters (µ 1 , µ 2 , σ 1 , σ 2 , ρ) = (1, 2, 1, 1, 0.5). 
Appendix
Proof of Lemma 1.
. Thus, we can suppress i in the notation and write ψ n (ξ, θ),ψ n (ξ, θ), ψ(ξ, θ) and z n (θ 0 ) for the random quantities of interest. Since uniform convergence can be proved componentwise, we will write ∂f θ (ξ) to emphasize that the same approach holds for any component ∂/∂θ j , j = 1, . . . , q. We suppress j also in vector notations ψ n,j , ψ j etc. The uniform convergence of λ n (θ) to λ(θ) in Θ 0 holds if sup θ∈Θ 0 |λ n (θ) − λ(θ)| → 0 as n → ∞.
Thus, we will study We will show that both terms converge to zero under the assumptions of the lemma.
Term II . Observe that
∂f θ (ξ) f θ (ξ) .
We will exemplify the proof using h 3 , the proof is similar for other h-functions.
For h 3 we have h ′ 3 (z)z = −z + √ z, thereforẽ
Because f θ (ξ)/ g(ξ) ≤ 1 + f θ (ξ)/g(ξ), we obtain
. This implies that for any θ 1 , . . . , θ m ∈ Θ 0 , where m is any finite number, the respective finite-dimensional distribution converges to a zero-vector of length m in distribution. Observe that ψ n (ξ, θ) −ψ n (ξ, θ) are continuous functions of θ in a neighbourhood of θ 0 . We will prove tightness of {ψ n (ξ, θ)} and {ψ n (ξ, θ)} and use that this together with the convergence of finitedimensional distributions implies
Since sup Θ 0 |ψ n (ξ, θ) −ψ n (ξ, θ)| is uniformly integrable due to our assumptions, we then obtain
Since both ψ n (ξ, θ 0 ) andψ n (ξ, θ 0 ) converge to ψ(ξ, θ 0 ) in distribution, ψ n (ξ, θ 0 )
andψ n (ξ, θ 0 ) are tight according to Prohorov's theorem. To show tightness ofψ n (ξ, θ), take now arbitrary ε > 0 and η > 0. Choose a compact set K ⊂ R d and a constant M > 0 such that P (ξ ∈ K) > 1 − η/4, sup n P (z n (θ 0 ) > M) < η/4. Consider arbitrary θ 1 , θ 2 in Θ 0 . Applying the equality a(θ 1 )b(θ 1 ) − a(θ 2 )b(θ 2 ) = (a(θ 1 ) − a(θ 2 )) b(θ 1 ) + (b(θ 1 ) − b(θ 2 )) a(θ 2 ), we obtain ψ n (ξ, θ 1 ) −ψ n (ξ, θ 2 ) I K (ξ)I(z n (θ 0 ) ≤ M)
Since our functions of interest are uniformly continuous on K ×Θ 0 , we obtain that there exists δ 1 > 0 such that ψ n (ξ, θ 1 ) −ψ n (ξ, θ 2 ) I K (ξ)I(z n (θ 0 ) ≤ M) < ε whenever |θ 1 − θ 2 | < δ 1 .
Tightness of {ψ n (ξ, θ)} follows analogously, but now we also need to bring in the set A, where R n (ω) → 0 uniformly. Therefore, if n is large enough and ω ∈ A ∩ {ξ ∈ K} ∩ {z n (θ 0 ) ≤ M}, there exists δ 2 such that whenever
dP θ 0 (y) , 1 P θ 1 (B n ) Bn ∂f θ 1 (y)dy − 1 P θ 2 (B n ) Bn ∂f θ 2 (y)dy become sufficiently small.
