INTRODUCTION
The Federal Trade Commission (FTC) has requested comments regarding "the consumer privacy and security issues posed by the growing connectivity of consumer devices, such as cars, appliances, and medical devices," in anticipation of a November 21 public workshop on "the Internet of Things." 1 The Technology Policy Program of the Mercatus Center at George Mason University is dedicated to advancing knowledge about the effects of regulation on society. As part of its mission, the program conducts careful and independent analyses that employ contemporary economic scholarship to assess agency rulemakings and proposals from the perspective of the public interest. Therefore, this comment on the FTC's "Internet of Things" (IoT) proceeding does not represent the views of any particular affected party or special interest group but is designed to assist the agency as it explores these issues.
While it is unclear what may come from this proceeding, the danger exists that it represents the beginning of a regulatory regime for a new set of information technologies that are still in their infancy. Fearing hypothetical worst-case scenarios about the misuse of some IoT technologies, some policy activists and policymakers could seek to curb or control their development.
To that extent, we write to make the simple point that the Internet of Things-like the Internet itself-should not be subjected to a precautionary principle, which would impose preemptive, prophylactic restrictions on this rapidly evolving sector to guard against every theoretical harm that could develop. Preemptive restrictions on the development of the Internet of Things could retard technological innovation and limit the benefits that flow to consumers. Policymakers should instead exercise restraint and humility in the face of uncertain change and address harms that develop-if they do at all-after careful benefit-cost analysis of various remedies. 
THE INTERNET OF THINGS: AN EVOLVING CONCEPT
The Internet of Things is an evolving concept. Analysts have noted that "there are almost as many interpretations of the term 'Internet of Things' as there are experts and interested parties" 3 and that it has "some fuzziness, and can have different facets depending on the perspective taken." 4 Generally speaking, however, the Internet of Things "is a term for when everyday ordinary objects are connected to the Internet" via microchips and sensors 5 and "the point in time when more 'things or objects' [are] connected to the Internet than people." 6 The Internet of Things is sometimes viewed as being synonymous with "smart" systems, such as "smart homes," "smart buildings," "smart health," "smart grids," "smart mobility," and so on.
7
The promise of the Internet of Things, as described by New York Times reporter Steve Lohr, is that "billions of digital devices, from smartphones to sensors in homes, cars, and machines of all kinds, will communicate with each other to automate tasks and make life better."
8 According to Cisco, by 2020, 37 billion intelligent things will be connected and communicating.
9 Thus, we are rapidly approaching the point where "everyone and everything will be connected to the network." 18 and much more. 19 Importantly, innovation in this space is already occurring at an extremely rapidly pace, thanks to the same underlying drivers of the Internet economy, namely Moore's Law and Metcalfe's Law. 20 The benefits that will accrue to society from the growth of the Internet of Things will be enormous. 21 "As people and context-aware machines gain access to more actionable information," says Cisco CEO John Chambers, "the result will be new capabilities, richer experiences, and unprecedented value for individuals, businesses, communities and countries everywhere."
22
Some of the most exciting developments in this space involve the use of digital sensors to improve health and safety. For example, ABI Research reports that:
The market for disposable wireless Medical Body Area Network (MBAN) sensors within professional healthcare is in its earliest stages, but key foundations to support adoption are now in place. [. . .] MBAN sensors will enable patient monitoring information such as temperature to be collected automatically from a wearable thermometer sensor. These devices will improve patient monitoring detail and free up nursing staff to concentrate on other aspects of care. By bringing the technology to disposable form factors MBAN sensors integrate especially well with the workflow of professional healthcare.
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IDC Government Insights also explains the potential benefits for assisted living for elderly or for patients that are seriously ill. "Wearable readers (known as e-bandages) can measure body temperature, blood pressure, heart ("New developments around the IoT will move faster than the relevant law and policy, creating a challenge to governance and policy in this area. The regulatory processes that were designed to cope with hundreds or thousands of transactions or services providers might need to be reconsidered in order to cope with a trillion things and the data they produce.") rhythm and other parameters and be combined with environmental sensor to measure moisture, temperature, movement, sound and GPS embedded in mobile phones to monitor movements inside and outside of the home."
24 Autonomous vehicles and automated driving systems, which must be constantly connected to networks in order to operate, also promise to help save lives and money. 25 Analysts with the McKinsey Global Institute have noted that imminent collision detection and automatic braking systems in cars "mimic human reactions, though at vastly enhanced performance levels." 26 As a result, "The potential accident reduction savings flowing from wider deployment could surpass $100 billion annually." 27 IoT technologies could also have a variety of environmental benefits by encouraging greater conservation and carbon reduction efforts. 28 The IoT will also have profound ramifications for governments-especially city and county governments-by making it easier to create "smart cities" and administer public services far more efficiently. 29 
WHICH POLICY DEFAULT: PERMISSIONLESS INNOVATION OR THE PRECAUTIONARY REGULATION?
These are just a few examples of how society will benefit from the growth of the Internet of Things. Of course, as was the case with many other new information and communications technologies, the initial impulse may instead be to curb or control the development of certain IoT systems to guard against theoretical future misuses or harms that might develop.
When such fears take the form of public policy prescriptions, it is referred to as a "precautionary principle." 30 The precautionary principle generally holds that, because a given new technology could pose some theoretical danger or risk in the future, public policies should control or limit the development of such innovations until their creators can prove that they won't cause any harms.
The problem with letting such precautionary thinking guide policy is that it poses a serious threat to technological progress, economic entrepreneurialism, and human prosperity. 31 Under an information policy regime guided at every turn by a precautionary principle, technological innovation would be impossible because of fear of the unknown; hypothetical worst-case scenarios would trump all other considerations. 32 Social learning and economic opportunities become far less likely, perhaps even impossible, under such a regime. In practical terms, it means /self-driving-cars-are-a-privacy-nightmare-and-its-totally-worth-it (noting that "while that will alarm some privacy advocates, the benefits of self-driving cars dwarf the potential harms. Cars driven by human beings kill about 30,000 people each year. Self-driving technology could dramatically reduce that figure. Self-driving technology will enable expanded car-sharing, saving thousands of acres currently wasted on parking lots. And the technology will free up billions of person-hours currently devoted to the drudgery of commuting every year."). fewer services, lower quality goods, higher prices, diminished economic growth, and a decline in the overall standard of living. 33 For these reasons, to the maximum extent possible, the default position toward new forms of technological innovation should be innovation allowed. This policy norm is better captured in the well-known Internet ideal of "permissionless innovation," or the general freedom to experiment and learn through trial-and-error experimentation.
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Stated differently, when it comes to the Internet of Things, the default policy position should be an "anti-Precautionary Principle." Paul Ohm, who recently joined the FTC as a Senior Policy Advisor, outlined the concept in his 2008 article, "The Myth of the Superuser: Fear, Risk, and Harm Online." 35 "Fear of the powerful computer user, the 'Superuser,' dominates debates about online conflict," Ohm argued, but this superuser is generally "a mythical figure" concocted by those who are typically quick to set forth worst-case scenarios about the impact of digital technology on society.
36 Fear of such superusers and the hypothetical worst-case dystopian scenarios they might bring about prompts policy action, since "policymakers, fearful of his power, too often overreact by passing overbroad, ambiguous laws intended to ensnare the Superuser but which are instead used against inculpable, ordinary users."
37 "This response is unwarranted," Ohm says, "because the Superuser is often a marginal figure whose power has been greatly exaggerated." 38 
SOCIETAL ADAPTATION
Unfortunately, fear of "superusers" and worst-case boogeyman scenarios are already driving much of the debate over the Internet of Things. 39 Yet patience and openness to permissionless innovation still represent the wise disposition here, not only because it provides breathing space for future entrepreneurialism, but also because it provides an opportunity to observe both the evolution of societal attitudes toward this new technology and how citizens adapt to it. It is likely that citizen attitudes about these emerging technologies will follow a familiar cycle we have seen play out in other contexts of initial resistance, gradual adaptation, and then eventual assimilation of that new technology into society. 40 In the extreme, the initial resistance to new technologies takes the form of a "technopanic," which refers to "an intense public, political, and academic response to the emergence or use of media or technologies, especially by the young." 41 Many of these panics have been premised on safety, security, or privacy concerns. Or, more simply, new technologies were sometimes initially resisted because they disrupted long-standing social norms.
Despite the worst-case scenarios and hypothetical fears, individuals adapted in almost every case and assimilated new technologies into their lives. This is true even for new devices and services that initially raised very serious privacy concerns. As technology author Larry Downes has observed, "After the initial panic, we almost always embrace the service that once violated our visceral sense of privacy."
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Consider some examples of how society adapted to radical technological change in the past:
• The telephone: While many modern media and communications technologies have challenged wellestablished norms and conventions, few were as socially disruptive as the telephone. Writing recently in Slate, Keith Collins has noted that, "when the telephone was invented, people found the concept entirely bizarre. So much so that the first telephone book, published in 1878, had to provide instructions on how to begin and end calls. People were to say 'Ahoy' to answer the phone and 'That is all' before hanging up."
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But people quickly adjusted to the new device. "Ultimately, the telephone proved too useful to abandon for the sake of social discomfort," notes Collins. "It was also something people could to get used to in their own homes. They didn't have to overcome the awkwardness in public . . . That was a barrier another device would have to deal with 100 years later." 44 Of course, when cell phones did come along 100 years later, people got over that "awkwardness," too.
• Cameras / public photography: The introduction and evolution of the camera and photography provides another useful example of social adaptation. The camera was initially viewed as a highly disruptive force when photography became more widespread in the late 1800s. Indeed, the most important essay ever written on privacy law, Samuel D. Warren and Louis D. Brandeis's famous 1890 Harvard Law Review essay on "The Right to Privacy," decried the spread of the device. 45 The authors lamented that "instantaneous photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life" and claimed that "numerous mechanical devices threaten to make good the prediction that 'what is whispered in the closet shall be proclaimed from the house-tops.'" 46 But personal norms and cultural attitudes toward cameras and public photography evolved quite rapidly and they became an ingrained part of the human experience. At the same time, social norms and etiquette evolved to address those who would use cameras in inappropriate, privacy-invasive ways.
• Caller ID: Although caller identification tools are widely used today, they were the subject of a heated privacy debate in the 1990s. 47 The Electronic Privacy Information Center and other privacy advocates wanted the Federal Communications Commission to block the revelation of telephone numbers by default and to opt-in to allow their phone numbers be displayed. 48 Today, caller ID is a routine feature in not just traditional phones but all phone apps for smartphones.
49
• RFID: When radio-frequency identification (RFID) technologies first came on the scene in the early 2000s, a brief panic followed. In the extreme, RFID was likened to the biblical threat of the "mark of the beast." 50 Legislative bills to regulate privacy-related aspects of RFID technology were introduced in several states, although none passed. 51 Fears about RFID were greatly exaggerated and the panic largely passed within a few years. 52 Today, RFID technologies represent the foundation upon which many other IoT systems and technologies are being developed. 53 • Gmail: When Google launched its Gmail service in 2004, it was greeted with hostility by many privacy advocates and some policymakers. 54 Rather than charging some users for more storage or special features, Google paid for the service by showing advertisements next to each email "contextually" targeted to keywords in that email. Some privacy advocates worried that Google was going to "read users' email," however, and pushed for restrictions on such algorithmic contextual targeting. 55 But users enthusiastically embraced Gmail and the service grew rapidly. By the summer of 2012, Google announced that 425 million people were actively using Gmail. 56 Users adapted their privacy expectations to accommodate this new service, which offered them clear benefits (free service, generous storage, and improved search functionality) in exchange for tolerating some targeted advertising.
• Wireless location-based services: In Spring 2011, Apple and Google came under fire for retaining location data gleaned by iPhone-and Android-based smartphone devices. 57 But these "tracking" concerns were greatly overblown since almost all mobile devices must retain a certain amount of locational information to ensure various services work properly, and this data was not being shared with others.
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Of course, those users who are highly sensitive about locational privacy can always turn off locational tracking or encrypt and constantly delete their data. 59 But most consumers now routinely use wireless location-based services, regardless of privacy concerns.
These case studies prove that, more often than not, society has found ways to adapt to new technological changes by employing a variety of coping mechanisms or new social norms. These examples should give us hope that we will also find ways of adapting to the challenges presented by the rise of the Internet of Things.
Just as policymakers did not preemptively foreclose innovation with previous information technologies, they should not artificially restrict Internet of Things innovation today with overly prescriptive privacy or security regulations. Let innovation continue, and address tangible harms as they develop, if they do at all.
HOW NORMS "REGULATE"
Importantly, new technologies can be regulated by more than just law. As suggested above, social pressure and private norms of acceptable use often act as "regulators" of the uses (and misuses) of new technologies. This was clearly the case for the camera. Even as they became widely used and accepted through social adaptation, it is also the case that certain uses of cameras were socially discouraged or curtailed by private norms. In a similar way, we are currently witnessing the development of social constraints on mobile phones in various environments. For example, the use of mobile devices in some restaurants and most movie theaters is frowned upon and actively discouraged. Some of these norms or social constraints are imposed by establishments in the form of restrictions on mobile device usage. Some establishments have even created incentives for compliance by offering discounts for those patrons who voluntarily check-in their devices. 60 Similar smartphone rules and norms have been established in other contexts. "Quiet cars" on trains are one example.
In other cases, these norms or social constraints are purely bottom-up and group-driven. For example, "phonestacking" refers to a new social convention in which friends having dinner agree to stack their phones in a pile in the middle of the table to minimize distraction. To encourage compliance with the informal rule, the first person who touches their phone must pick up the check for the entire table. 61 It is likely that similar social norms and pressures will influence the development of wearable computing technologies, such as Google Glass. 62 Already, numerous advice columns have been written about "Google Glass etiquette." 63 Suggested social etiquette includes: don't wear Google Glass when first meeting someone; immediately remove it when it is clear it is making others around you uncomfortable; take Google Glass off in bathrooms or other intimate and highly private settings; and only use its voice commands in public when really necessary. Again, many establishments already impose restrictions on the use of cameras and smartphones (such as their use in gym locker rooms) and those same rules will be applied to Google Glass or other wearable computing technologies.
The public will also expect the developers of IoT technologies to offer helpful tools and educational methods for controlling improper usages. 64 This may include "privacy-by-design" mechanisms that allow the user to limit or intentionally cripple certain data collection features in their devices. "Only by developing solutions that are clearly respectful of people's privacy, and devoting an adequate level of resources for disseminating and explaining the technology to the mass public" can industry expect to achieve widespread adoption of IoT technologies.
65
More forceful opposition may develop to Google Glass and other wearable computing or recording devices. A group known as "Stop the Cyborgs" has already developed a website with various resources to push back against these technologies. 66 The group offers free downloadable "Google Glass ban signs" that can be displayed in places where such technologies are unwelcome. 67 They also offer stickers and shirts that convey the same message.
CONCLUSION
In the long run, if serious concerns develop because of inappropriate IoT uses, many federal and state laws already exist that could address perceived harms in this context. Property law already governs trespass, and new court rulings may well expand the body of such law to encompass trespass by focusing on actual cases and controversies, not merely imaginary hypotheticals. State "peeping Tom" laws already prohibit spying into individual homes. 68 Privacy torts-including the tort of intrusion upon seclusion-may also evolve in response to technological change and provide more avenues of recourse to plaintiffs seeking to protect their privacy rights. 69 But policymakers should exercise restraint and avoid the impulse to regulate before serious harms are demonstrated. While it is true that "the impacts of this technology on society will be highly complex and likely unpredictable," 70 that does not mean policymakers should attempt to anticipate and preemptively regulate every conceivable negative consequence of associated with the Internet of Things. All new technologies and innovations involve risk and the chance for mistakes, but experimentation yields wisdom and progress. A precautionary principle for the Internet of Things, by contrast, would limit those learning opportunities and stifle progress and prosperity as a result.
To reiterate, an "Anti-Precautionary Principle" is the better default here and would generally hold that:
