This experiment investigated the effects of bilateral hippocampectomy in a learning task that made positive reinforcement contingent on the acquisition of a slow running response in a straight alley runway. Hippocampectomized (H) rats along with normal (N) and cortical (C) controls were run under one of two conditions: prior training on a continuous reinforcement schedule (Condition S) or no prior training (Condition NS). It was found that: H Ss ran reliably faster and received reliably fewer reinforcements than N and C Ss. The results were seen as generally supporting the Douglas (1967) model of hippocampal function. Douglas & Pribram (1966) have suggested that the hippocampus is a primary center for response inhibition. This model has received wide support and it is weIl established that bilateral damage to the hippocampus produces a behavioral deficit that becomes apparant in passive avoidance situations, most types of extinction, reversal training, response alternation, and some types of response inhibition (Douglas, 1967) . Douglas (1967) has concluded that bilateral hippocampal lesions produced a unitary deficit which is manifested as an inability to inhibit both learned and unlearned prepotent responses.
Many studies cited by Douglas (1967) used operant situations and a number (McCleary, 1961; Isaacson & Wickelgren, 1962; Kimble, 1963; Snyder & Isaacson, 1965) have made use of the passive avoidance situation. Although hippocampal ablation effects have been studied in discrete trial and nonpunishment situations, the behavior of hippocampectomized animals in situations where inhibitory behavior leading to positive reinforcement may be successively acquired over discrete trials, has not been directly investigated.
SUBJECTS
The Ss, acq uired from the Holtzman Company of Madison, Wisconsin, consisted of 36 male albino rats 75 to 80 days old at the time of surgery and 90 to 95 days old at the time of runway acquisition. The Ss were divided randomly into six groups of six Ss each-hippocampectomized (H), cortically ablated controls (C), and normal controls (N) for both shifted (S) and nonshifted (NS) conditions. APPARATUS The straight alley runway was 10 cm wide, 13.8 cm deep, painted a flat gray, covered with a three-piece Plexiglas top, and divided into a A-m startbox, a 1.6-m stern, and a A-m goalbox by two sliding doors. The floor of the runway was composed of .001-in.-thick flexible steel which allowed the weight of a rat to depress the section of the floor directly und er it so that a contact was made between the floor and contact terminals placed under the floor at three points. These contact points plus a microswitch affixed to the start box door allowed elapsed time in the start, run, and goal segments to be recorded automatically. The first contact terminal was located 23 cm into the stern from the startbox door. The second contact terminal was 7.5 cm into the goal box, and the third was 27.8 cm into the goalbox. Reinforcement in the form of wet mash was presented into the end of the goalbox in a small metal cup on the end of an automatie mechanical arm. A standard 15.2 x 22.8 x 15.2 cm metal cage with a plywood top served as the intertrial interval (ITI) confinement box. PROCEDURE Surgery began following 5 days of laboratory acclimatization and proceeded in two sessions. On Days 6 and 7 following the Ss' arrival, surgery was performed on the Ss that served under the S condition. Surgery was performed on the NS animals on Days 10 aI\d 11. The time difference allowed equal postoperative recovery for all Ss since the shifted Ss began acquisition 4 days early. Altogether 12 Ss were subjected to bilateral ablation of the posterior-dorsal hippocampus and overlying cortex, and 12 Ss received bilateral ablation of only the cerebral areas similar to those removed by the hippocampectomies. The surgical procedures of Kimble (1963) were followed throughout.
Following surgery all Ss were maintained on ad lib food and water for 10 days. On Day 1 of the experiment the three groups of the S condition were placed on 23-h food deprivation, receiving wet mash for 1 h each day. Animals assigned to the NS condition were placed on the same deprivation schedule on Day 5. All Ss received reinforeement pretraining by being allowed to eat in the elosed goal box for 30 sec on the third and fourth days of their deprivation. On the fifth day of their deprivation all Ss were placed in the start box with the doors open and reinforcement removed, allowed to explore the runway for 10 min, and then removed from the goal box. Ss were pretrained, run, and fed in a counterbalanced order and at the same time of day throughout the experiment. In all cases an S was fed after the following S had been retumed to its home cage. The study undertaken here in vestigated the behavior of hippocampectomized and control rats under conditions of positive reinforcement for slow speeds in a straight alley runway. The specific schedule, suggested by Logan (1960) , was such that an animal received reward only if he entered the goalbox within a particular time interval. The major experimental question was would hippocampally ablated rats acquire an inhibitory response (slow running) across repeated, positively reinforced trials. The daily session of nine trials began by removing the S from its horne cage and placing it in the ITI box for 20 sec after which the S was placed in the start box, the doors were opened, and the S was allowed to traverse the runway. On all trials the S was removed to the ITI box for 20 sec prior to the next trial. Acquisition for Ss in Condition S began on the day following their runway exploration day and proceeded at nine trials a day for 4 days. During this period, the Ss were run on a continuous reward schedule receiving a 10-sec period of access to wet mash on every trial beginning when they entered the goalbox.
On the fifth day of acquisition for the groups in Condition S, which was the next day after runway exploration for the groups in Condition NS, all animals in both conditions began acq uisition of a differential reinforcement for slow speeds sc he d u 1 e . Handling and running procedures remained the same as those used for the S Ss in preshift training. The differential reinforcement of slow speeds continued at nine trials a day for 10 days. During this period, reinforcement was present in the goalbox for 10 sec only if the S entered the goalbox between 5 and 35 sec after the start box doof was opened. If the Sentered the goalbox either before 5 sec had elapsed or 'after 35 sec had elapsed, he was confined in the goalbox without re ward for 10 sec.
At the end of the experiment, the four groups of opera ted animals were sacrificed and perfused. The brains were the.n extracted, stained, Psychon. Sci., 1972, Vol. 26 (5) histologically sectioned, and photographed after every 10th 50-micron section. RESULTS The data in the form of daily median latencies for the start, run, and goal runway segments were analyzed by means of three split-plot factorial analyses of variance (2 by 3 by 10). Each of these examined conditions (S·NS) and groups (H, C, and N) across the 10 days of speed-contingent training. The results of the analyses are shown in Table 1 , and the latencies are presented in Figs. 1, 2, and 3 .
The S Condition resulted in significantly fast er running in the start and goal segments. In the start segment H Ss ran significantly faster than the Ss in each of the other two groups. C and N Ss were not significantly different. In the goal segment, H Ss ran significantly more slowly than Ss in each of the other two groups. Again, there was no significant difference between C and N Ss. In all segments there was a significant trials effect demonstrating learning.
The number of reinforcements an S received was equal to the number of trials on which it ran the length of the runway in more than 5 sec (but less than the allowed maximum time of 35 sec). Therefore, an analysis of total number of reinforcements revealed the degree to which Ss learned to inhibit fast running. The total number of reinforce<\ trials per S was analyzed for conditions and groups using a 2 by 3 design. Both main effects were significant: conditions (S-NS), significant. The S condition resulted in significantly fewer reinforced trials. Appropriate analysis of the groups effect showed H Ss to have received significantly fewer reinforced trialsthan Ss in either of the other groups and showed no significant difference between the C and N groups. The mean number of reinforcements for each group across conditions were H, 7.6; C, 27.0; and N, 29.9, where the total possible was 90.
The histological examination of the brains of the H and C Ss led to these conclusions; no C S showed hippocampal damage, no H S showed thalamic damage, the amount of hippocampus removed in the H Ss ranged between approximately 60% and 75%, and slightly smaller amounts of cortex were removed in C Ss than in H Ss. DISCUSSION In this discrete-trial situation in which positive reinforcement was contingent on slow running, hippocampectomized rats, unlike control Ss, were unable to inhibit a fast running response. Further, the lack of ability to learn to run slowly for reinforcement was equally apparent in hippocampal Ss who had been previously trained on continuous reinforcement as wen as in those who had received no such prior training. Although both shifted and nonshifted hippocampals ran significantly more slowly than the other groups in the goal segment of the runway, they were appararently unable to inhibit the tendency to run fast to a degree that would permit them to receive reinforcement. Indeed, in the start segment of the runway where most of the normal and cortical Ss exhibited long latencies, the hippoeampal Ss eontinued to demonstrate very short latencies. The fact that the hippocampal Ss ran more slowly in the goal segment might suggest the operation of a frustrative nonreward effect (Amsel, 1958 (Amsel, , 1962 to whieh the hippoeampals eontinued to respond after the other Ss had aeq uired other more effeetive behaviors.
The study supports the Douglas (1967) model and demonstrates its ability to handle a positive reinforcement, diserete-trial inhibitory situation.
