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Abstract
Let k be an algebraic number field and let N(k,C;m) denote the number of abelian extensions K of k
with G(K/k) ∼= C, the cyclic group of prime order , and the relative discriminant D(K/k) of norm equal
to m. In this paper, we derive an asymptotic formula for
∑
mX N(k,C;m) using the class field theory
and a method, developed by Wright. We show that our result is identical to a result of Cohen, Diaz y Diaz
and Olivier, obtained by methods of classical algebraic number theory, although our methods allow for a
more elegant treatment and reduce a global calculation to a series of local calculations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The principal objective of this paper is to address the problem of counting the number of finite
extensions of an algebraic number field. More specifically, given an algebraic number field k and
a finite abelian group G, we would like to count the number N(k,G;m) of Galois extensions
K of k with Galois group G(K/k) isomorphic to G and the relative discriminant D(K/k) of
absolute norm m. As usual in number theory, we will not be able to pinpoint individual values
of N(k,G;m). However, we will be able to determine how large N(k,G;m) is on the average.
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∑
mX N(k,G;m), an explicit
computation of which is given in this paper.
The study of discriminants of algebraic number fields goes back to Dedekind and Hermite.
Hermite was the first to show that the number of extensions K of k with discriminant of a given
norm is finite. A breakthrough in the study of the density of discriminants of abelian Galois
extensions occurred with the publication of Hasse’s Conductor-Discriminant formula [4] (a short
proof can be found in [12]). With the help of this formula, one can express the discriminant of
an abelian extension in terms of conductors of associated characters. The earliest papers, such as
[3,14], that gave asymptotics for k = Q and a cyclic group G = Z/Z of prime order , appeared
in the early 1950s. More recently, Mäki [8] gave asymptotics for k = Q and arbitrary G. The
underlying principle invoked in her work is that abelian number fields of absolute conductor
f are contained in the field generated by the f th roots of unity, and that the conductor is the
smallest such integer. The conductor density has also generated some interest in recent years. In
[13], Taylor computed the density of conductors of cyclic extensions of degree n of a number
field k under an assumption that k contains the 2g th roots of 1, where 2g is the exact power of
2 that divides n. In [9] Mäki gave an asymptotic formula for the number of abelian extensions
K of Q with G(K/Q) ∼= G and 0 < f (K)X, where G is a fixed finite abelian group. For an
early work on conductor density, see [6]. An extensive list of references to related works can be
found in [10].
The definitive paper on the density of discriminants of abelian extensions is undoubtedly a
paper of Wright [15]. He proved, using class field theory, that there exists a positive constant
c(k,G) such that
∑
mX
N(k,G;m) ∼ c(k,G)
(ν − 1)!X
1/α(logX)ν−1 as X → ∞.
Here α = α(G) = |G|(1 − 1
Q
), where Q is the smallest prime divisor of the order of G,
ν = ΦQ(G)
dk
, where ΦQ(G) is the number of elements of G of order Q, and dk = [k(ζQ) : k],
where k(ζQ) is the field obtained by adjoining the primitive Qth root of unity ζQ to k.
Since Wright carried out his work in a very general context, he did not compute the con-
stant c(k,G) explicitly. Recently, Cohen, Diaz y Diaz and Olivier [1] determined this constant
for G = Z/Z using classical algebraic number theory. Their methods are entirely global; no
class field theory is used in their paper. To state their result, we first introduce the following
notations.
Let kz = k(ζ ) be the field obtained by adjoining the primitive th root of unity ζ to k. No-
tice that the extension kz/k is a cyclic extension whose degree is some divisor dz of  − 1. For
a detailed study of such cyclotomic extensions, we direct the reader to [2]. For notational sim-
plicity, set qz = (− 1)/dz. For every divisor d of dz, let kz[d] be the unique subextension of
kz/k such that [kz : kz[d]] = d . If p is a prime ideal of k, we denote by e(pd/p), f (pd/p), and
g(pd/p) the ramification index, the residual index, and the number of prime ideals pd of kz[d]
above p, respectively. Note that e(pd/p)f (pd/p)g(pd/p) = dz/d . If in addition p | , we denote
by e(p) = e(p/) the absolute ramification index of p over . Finally, for any integer e, we denote
by r(e) the unique integer such that e ≡ r(e) mod ( − 1) with 1  r(e)   − 1. If x is a real
number, x denotes the floor of x, that is, the largest integer less than or equal to x, and 	x

denotes the ceiling of x, that is, the smallest integer greater than or equal to x.
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prime ideals of k which are ramified (respectively totally split) in kz/k. Then∑
mX−1
N(k,C;m) ∼ c1c2c3c4X logqz−1 X
with
c1 =
(
∏
d|dz ζkz[d](d)
μ(d))qz
dzr2+rzqz! ,
c2 =
∏
p∈D
((
1 + − 1
Np
)∏
d|dz
(
1 − 1
Npd
)(−1)μ(d)/d)
,
c3 =
( ∏
p∈R
∏
d|dz
(
1 − 1
Npdf (pd/p)
)g(pd/p)μ(d))qz
,
c4 =
∏
p|,p/∈D
(
1 + − 1
Np
− − 1 − r(e(p))(1 − 1/Np)
Np	e(p)/(−1)

)
.
Here, rz = 0 if ζ ∈ k, and rz = r1 − 1 otherwise. By abuse of notation, for any number field L we
write ζL(1) for the residue of the Dedekind zeta function ζL(s) at s = 1.
In this paper, we replicate the result given in [1] using class field theory following the method
of Wright [15]. We use the language of places rather than prime ideals to state our theorem.
Consequently, let ν be a finite place of k corresponding to the prime ideal pν of Ok , and let
qν = Npν . Let eν = e(pz/pν), fν = f (pz/pν), gν = g(pz/pν) be the ramification index, the
residual index, and the number of prime ideals dividing pν in the cyclotomic extension kz of k,
respectively. We prove the following theorem.
Theorem 2. Let k be a number field of signature (r1, r2). For a place ν of k that divides ,
let e(ν) be the ramification index of ν over , and let r0(ν) be the least nonnegative residue of
e(ν) mod (− 1). Then
∑
mX−1
N(k,C;m) ∼ ζkz(1)
qz
dzr2+rzqz!P0X(logX)
qz−1 (1)
with
P0 =
∏
ν|, ν /∈D
(
1 + (− 1)q−1ν −
[
− 1 − r0(ν)
(
1 − q−1ν
)]
q
− e(ν)
−1 −1
ν
)
×
∏
ν|, ν∈D
(
1 + (− 1)q−1ν
) ∏
qν≡1 mod 
(
1 + (− 1)q−1ν
)(
1 − q−1ν
)−1
×
∏ (
1 − q−fνν
)qzgν ,
qν ≡1 mod 
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zeta function ζkz (s) at s = 1.
We prove the above theorem by studying the discriminant series DC(s) (see Definition 3 in
Section 3.1 below). Using class field theory, we express this series as a finite linear combination
of series with Euler products whose Euler factors can be explicitly computed. Following Wright,
we study analytic properties of the Euler products by comparing them with appropriate Dedekind
zeta functions. As a result, DC(s) is proved to be analytic in the region Re(s) > 12(−1) except
for a pole at s = 1
−1 of multiplicity qz. Evaluation of the leading coefficient of the Laurent series
at this pole leads us to the required constant.
Finally we show that even though our constant appears to be different, it is actually the same
as that of Cohen et al. Thus the methods of Wright and Cohen et al. produce identical results.
The advantage of our method, besides being somewhat simpler than that of Cohen et al., is that
it is very much a method in the spirit of modern algebraic number theory: it reduces a global
calculation to a series of local calculations.
2. Notations
Throughout this paper, k denotes an algebraic number field and M(k) the set of all places
(equivalence classes of absolute values) of k. For ν ∈ M(k), let kν be the completion of k at ν.
For an infinite place ν is of k, we define the absolute value | |ν to be the real absolute value
if kν = R and the square of the complex absolute value if kν = C. For a finite place ν, let Oν
denote the ring of integers in kν , O∗ν the group of units in Oν , πν a fixed uniformizer of the
prime ideal of Oν , qν the number of elements in the residue field Fν =Oν/πνOν , and | · |ν the
absolute value of kν normalized so that |πν |ν = q−1ν . This choice of absolute values assures that
the product formula holds: for any x ∈ k, ∏ν∈M(k) |x|ν = 1.
For any place ν of M(k)0 (the set of finite places of k), let pν be the prime ideal of Ok
corresponding to ν. Let eν = e(pz/pν), fν = f (pz/pν), and gν = g(pz/pν) as defined in the
Introduction. Note that eνfνgν = dz.
Let A∗ = ∏′ν∈M(k) k∗ν denote the group of ideles of k. ∏′ here means that if x = (xν) ∈∏′
ν∈M(k) k∗ν is an element of A∗, then xν ∈ O∗ν for all but finitely many ν. Endowed with the
restricted product topology, A∗ becomes a locally compact topological group. We denote by
| · |A the idele norm on A∗ given by
|x|A =
∏
ν
|xν |ν
for x = (xν) ∈ A∗. Set A1 = {x ∈ A∗: |x|A = 1}. k∗ can be embedded into A∗ by means of
the diagonal embedding: a ∈ k∗ to (a)ν∈M(k). Then by the product formula k∗ ⊂ A1. Moreover,
A1/k∗ is compact. We call A∗/k∗ the idele class group of k.
For a ring R, we denote by R∗ the group of units of R. Also, for any positive integer n,
R∗n shall always denote the group of nth powers of units of R.
Let S = M(k)∞ be the set of infinite places of k. The group of S-ideles of k is the following
direct product with the usual restricted product topology:
A∗(S) =
∏
k∗ν ×
∏
O∗ν .ν∈S ν /∈S
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Let I (k) denote the group of fractional ideals of k. The map A∗ → I (k), x = (xν)ν∈M(k) →∏
ν∈M(k)0 p
ordν xν
ν , induces an isomorphism between A∗/A∗(S) and I (k). This means that every
a ∈ I (k) corresponds to an a ∈ A∗ and that a is uniquely determined up to multiplication by an
element of A∗(S). We set |a|A = |a|A. Note that |a|A is well defined; moreover, for an ideal a
of Ok , |a|A = N(a)−1 where N(a) denotes the absolute norm of a.
For ν ∈ M(k)0, the map k∗ν → I (kν), xν → (xν), where (xν) is the principal ideal generated
by xν , induces an isomorphism between k∗ν /O∗ν and the group of fractional ideals of kν . For
aν = (xν) ∈ I (kν), set |aν |ν = |xν |ν . Then for aν ⊂Oν , |aν |ν = N(aν)−1 where N(aν) denotes
the absolute norm of aν .
For a locally compact abelian group X, a character on X is a continuous homomorphism
χ :X → S1 = {z ∈ C: |z| = 1}. Let ν ∈ M(k)0 and χν be a character on k∗ν . Then ker(χν |O∗ν )
is an open subgroup of O∗ν . Consequently, there exists a positive integer n such that χν = 1 on
1 + πnνOν . If nν is the smallest such integer, we define the conductor Φ(χν) of χν as follows:
Φ(χν) =
{
(π
nν
ν ) if χν = 1 on O∗ν ,
(1) if χν = 1 on O∗ν .
Here we think of Φ(χν) as an ideal of Oν .
Now, let χ be a character on A∗. Then χ =∏ν∈M(k) χν where χν are characters on k∗ν such
that for all but finitely many ν, χν |O∗ν = 1. For ν ∈ S, χν is a continuous homomorphism from
R∗ to S1 if ν is a real place of k and from C∗ to S1 if ν is a complex place of k. While these
characters are significant in much of adelic analysis, they will not play a significant part in this
paper. The reason for this is that there are no nontrivial characters of finite order on C∗, and the
only nontrivial character of finite order on R∗ is the character χ(x) = sgn(x) of order 2. The
latter character is responsible for the value of δ∞() in Section 5 of this paper.
We set the conductor of χ
Φ(χ) =
∏
ν∈M(k)0
Φ(χν).
Alternatively, we can write Φ(χ) =∏ν∈M(k) Φ(χν) where by convention Φ(χν) = (1) if ν ∈ S.
Finally, for a character χS =∏ν∈M(k)0 χν of A∗(S), define
Φ(χS) =
∏
ν∈M(k)
Φ(χν).
3. Decomposition of the discriminant series
3.1. The conductor and discriminant series
In this section, we introduce the Dirichlet series that counts the discriminants of abelian exten-
sions of a number field with the Galois group isomorphic to a cyclic group of prime order . We
use Hasse’s Conductor-Discriminant formula [4] to express this series in terms of series counting
conductors of characters. The main result of this section is (2).
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sions of k and open subgroups of A∗ containing k∗. Moreover, if K is an abelian extension of k
such that
K ↔ UK ⊂ A∗, then G(K/k) ∼= A∗/UK.
Now consider the dual group Â∗/UK of A∗/UK , that is, the group of all characters χ on A∗
such that χ |UK = 1. The Hasse Conductor-Discriminant formula asserts that
D(K/k) =
∏
χ∈Â∗/UK
Φ(χ).
Let C denote the cyclic group of order . An abelian extension K of k with G(K/k) ∼= C
corresponds to an open subgroup UK ⊂ A∗ such that A∗/UK ∼= C. Let χ be a character on
A∗/k∗. Define Uχ = kerχ . Then χ ∈ Â∗/UK if and only if UK ⊂ Uχ . Thus Uχ/UK ⊂ A∗/UK is
a subgroup of A∗/UK . But A∗/UK is a cyclic group of order . Therefore Uχ = UK or Uχ = A∗.
The former case occurs if χ = 1 and the latter if χ = 1.
Â∗/UK is also a cyclic group of order . Therefore Â∗/UK = 〈χ〉 for some character χ on
A∗/k∗ such that χ = 1. Then
D(K/k) =
−1∏
i=0
Φ
(
χi
)
.
Note that the choice of generator χ of Â∗/UK is not unique. In fact, Â∗/UK = 〈χi〉 for any
1 i  − 1.
Definition 3. For a locally compact group X, let C(X) denote the group of all continuous char-
acters χ on X such that χ = 1. For s ∈ C with Re(s) sufficiently large, define the discriminant
series DC(s) and the conductor series FC(s) as follows:
DC(s) =
∑
G(K/k)∼=C
∣∣D(K/k)∣∣sA and FC(s) = ∑
χ∈C(A∗/k∗)
∣∣ΦC(χ)∣∣sA
where ΦC(χ) =
∏−1
i=1 Φ(χi).
We will show in Section 4.2 that the series defining DC(s) and FC(s) converge absolutely
for Re(s) > 1
−1 .
The previous discussion implies the following identity relating the conductor and the discrim-
inant series:
FC(s) = 1 + (− 1)DC(s). (2)
The next sections will be devoted to the decomposition of FC(s) into a finite linear combina-
tion of series that have Euler products.
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Let S be the set of all infinite places of k and let A∗(S) be the group of S-ideles of k. If
χ ∈ C(A∗/k∗), then the restriction χ |A∗(S) defines a continuous character χS on A∗(S) such
that χS = 1. In this section, we will take a closer look at these characters. This in turn will
allow us to write FC(s) as a linear combination of Dirichlet series that have Euler product
decompositions.
To begin with, let us investigate the following questions:
• Which characters χS on A∗(S) that satisfy χS = 1 are restrictions of characters on A∗/k∗
with the same property?
• How many characters on A∗/k∗ of order  restrict to the same character on A∗(S)?
Proposition 4. A character χS ∈ C(A∗(S)) is a restriction of a character χ ∈ C(A∗/k∗) if and
only if χS = 1 on A∗k∗ ∩ A∗(S).
Proof. Suppose χ |A∗(S) = χS where χ is a character on A∗/k∗ and χ = 1. Then χ = 1 on
A∗k∗, and therefore χS = 1 on A∗k∗ ∩ A∗(S).
Conversely, suppose χS = 1 on A∗k∗ ∩ A∗(S). Then we can extend χS to a character χ1 on
A∗k∗A∗(S) by setting χ1(xy) = χS(y) for x ∈ A∗k∗ and y ∈ A∗(S). Note that χ1 is trivial on
A∗k∗. As S1 ∼= R/Z is injective, this character in turn extends to a character χ on A∗ that is
trivial on A∗k∗. But then χ ∈ C(A∗/k∗) as claimed. 
The next question we want to answer is how many characters on A∗/k∗ of order  restrict
to the same character on A∗(S). First note that the map φ : C(A∗/k∗) → C(A∗(S)), given
by φ(χ) = χ |A∗(S), is a homomorphism. kerφ consists of all characters χ such that χ = 1 on
A∗(S). Since χ = 1 on A∗k∗, χ = 1 on A∗k∗A∗(S), that is, χ can be viewed as a character on
A∗/A∗k∗A∗(S).
Let H = A∗/k∗A∗(S). It is well known that H ∼= Ck , the ideal class group of k. Observe
that H = A∗k∗A∗(S)/k∗A∗(S). Hence, kerφ is the dual of H/H. In particular, |kerφ| =
|H/H| = h,k , where h,k is the number of elements M¯ ∈ Ck such that M¯ = 1. Therefore, the
map χ → χS is h,k-to-1.
The map φ is not onto. We would like to be able to pinpoint those characters in C(A∗(S))
that lie in the image of φ. Recall that χS ∈ C(A∗(S)) is φ(χ) for some χ ∈ C(A∗/k∗) if and
only if χS = 1 on A∗k∗ ∩ A∗(S).
Define
A(S) =
(
A∗k∗ ∩ A∗(S))/A∗(S).
The next proposition shows that A(S) is finite. More precisely, we have
Proposition 5. |A(S)| = h,k|O∗k/O∗k | where h,k = |{M¯ ∈ Ck: M¯ = 1}|.
Proof. First note that the map ϕ : (aν)ν →∏ν∈M(k)0 pordν aνν is a homomorphism from A∗ to
I (k), where I (k) is the group of fractional ideals of k. This map, composed with the projection
I (k) → I (k)/P (k) = Ck , where P(k) is the group of principal fractional ideals, induces an
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disjoint union of the sets aik∗A∗(S), namely,
A∗ =
hk⋃
i=1
aik
∗A∗(S),
where ai is a fixed idele corresponding to an ideal class M¯i ∈ Ck . Here Mi ∈ I (k) and
ϕ(ai) =Mi . Then
A∗k∗ =
hk⋃
i=1
ai k
∗A∗(S).
We have ai αu ∈ A∗(S), where α ∈ k∗ and u ∈ A∗(S), if and only if ai α ∈ A∗(S). This in turn
holds if and only if the ideal corresponding to ai α is (1). Then Mi = (α−1). In particular, the
ideal class M¯i is 1. Hence ai A∗(S)k∗ ∩ A∗(S) is empty if M¯i = 1 and nonempty otherwise.
Now consider an ai such that M¯i = 1. ThenMi = (β) for some β in k∗, and ai = βui where
ui ∈ A∗(S). Consequently, ai α ∈ A∗(S) if and only if Mi (α) = (βα) = (1). The last equality
holds if and only if α = β−1γ where γ ∈O∗k , which implies that α ∈ β−1O∗k .
Now we have
(
ai A
∗(S)k∗ ∩ A∗(S))/A∗(S) = βuiβ−1O∗kA∗(S)/A∗(S)
= uiO∗kA∗(S)/A∗(S)
= ui
(O∗k/O∗k ∩ A∗(S))
= ui
(O∗k/O∗k ).
Thus the number of distinct elements in ai A∗(S)k∗ ∩ A∗(S)/A∗(S) is |O∗k/O∗k |. This holds
for every ai such that M¯i = 1.
Now suppose M¯i = M¯j , and M¯i = M¯j = 1. We will show that the sets ai A∗(S)k∗ ∩
A∗(S)/A∗(S) and ajA∗(S)k∗ ∩ A∗(S)/A∗(S) are disjoint. This in turn will imply that
|A(S)| = h,k|O∗k/O∗k |.
Assume not. Then for some α,β ∈ k∗, ai α = ajβ in A(S), or alternatively, ai α = ajβu
for some u ∈ A∗(S). From the last statement we conclude that αβ−1 = aj a−i u, that is, αβ−1 is
locally an th power for all ν ∈ M(k)0. But by [7, Chapter XI, §2, Theorem 1] A∗ ∩ k∗ = k∗.
Hence αβ−1 = γ  for some γ ∈ k∗. Now, ai αβ−1 = aju. Then ai γ  = aju. Hence for all
ν ∈ M(k)0, (aiνγ ) = (ajνuν). Therefore aiνγ = ajνuνμν where μν is an th root of 1 in kν .
But then aiνγ a−1jν = uνμν ∈O∗ν for any ν ∈ M(k)0. Consequently, aiγ a−1j ∈ A∗(S), and there-
fore ϕ(aiγ ) = ϕ(aj ). But then Miγ =Mj and M¯i = M¯j , which is a contradiction. This
concludes the proof of the proposition. 
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In this section, we give a decomposition of the conductor series into summands that have
Euler products.
Let a(S) = |A(S)| and let {εi : 1 i  a(S)} be a set of coset representatives of A∗(S) in
A∗k∗ ∩ A∗(S). For χS ∈ C(A∗(S)), set
δ(χS) = 1
a(S)
a(S)∑
i=1
χS(εi).
Then by orthogonality of characters
δ(χS) =
{
1 if χS ∈ φ(C(A∗/k∗)),
0 otherwise.
Observe that if χS = χ |A∗(S), then Φ(χS) = Φ(χ). Therefore ΦC(χ) = ΦC(χS), where
ΦC(χS) =
∏
i=1 Φ(χiS).
For ε ∈ A∗(S), define
FC,S(s, ε) =
∑
χS∈C(A∗(S))
χS(ε)
∣∣ΦC(χS)∣∣sA.
Then
1
a(S)
a(S)∑
i=1
FC,S(s, εi) =
∑
χS∈φ(C(A∗/k∗))
∣∣ΦC(χS)∣∣sA
= 1
h,k
∑
χ∈C(A∗/k∗)
∣∣ΦC(χ)∣∣sA.
Hence
FC(s) =
h,k
a(S)
a(S)∑
i=1
FC,S(s, εi) =
1
e(S)
a(S)∑
i=1
FC,S(s, εi), (3)
where e(S) = |O∗k/O∗k |.
Note that
C
(
A∗(S)
)=∏
ν∈S
C
(
k∗ν
)×∏′
ν /∈S
C
(O∗ν)
where
∏′ means that χ = (χν)ν∈M(k) ∈ C(A∗(S)) if and only if χν = 1 for all but finitely
many ν. For a given χ ∈ C(A∗(S)), χ(ε) and ΦC(χ) have the following product decomposi-
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factorization of FC,S(s, ε):
FC,S(s, ε) =
∏
ν∈S
∑
χν∈C(k∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν ∏
ν /∈S
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν .
Thus (3) is the desired decomposition of the conductor series into a linear combination of series
that have Euler products.
4. Analytic continuation
4.1. Overview
The principal goal of this section is to study the analytic continuation of FC,S(s, ε). We write
FC,S(s, ε) =
∏
ν∈S
∑
χν∈C(k∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν∏
ν|
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν
×
∏
ν
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν .
For ν ∈ S, kν = R or kν = C. If  is odd, k∗ν = k∗ν . Hence C(k∗ν ) = {1}. On the other hand, if
 = 2 and kν = C, then C∗2 = C∗ and C2(C∗) = {1}, and if  = 2 and kν = R, then R∗/R∗2 ∼=
{±1} and C2(R∗) has two characters: χν = 1 and χν(x) = sgn(x), x ∈ R∗. Therefore
∑
χν∈C2(R∗)
χν(εν)
∣∣ΦC(χν)∣∣s = ∑
χν∈C2(R∗)
χν(εν) =
{2 if εν > 0,
0 if εν < 0.
In any event,
∑
χν∈C(k∗ν ) χν(εν)|ΦC(χν)|sν is a constant for any ν ∈ S.
For ν | ,∑χν∈C(O∗ν ) χν(εν)|ΦC(χν)|sν is a polynomial in q−sν and is therefore entire. Hence∏
ν|
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν
is entire. Consequently, those places ν of M(k)0 dividing  will not affect the analyticity of
FC,S(s, ε).
We will next compute explicitly
∑
χν∈C(O∗ν ) χν(εν)|ΦC(χ)|sν for ν  .
4.2. Finite places not dividing 
In this section, we will study the finite places ν of k that do not divide . The following
lemma is an easy consequence of Hensel’s lemma (alternatively, see [5, Chapter 15, 2.II] or [11,
Lemma 5.18]).
Lemma 6. If ν is a finite place of k such that ν  , then 1 + πνOν ⊂O∗ν .
B.A. Datskovsky, B. Mammo / Journal of Number Theory 127 (2007) 301–325 311Lemma 6 implies that if χν is a nontrivial character in C(O∗ν ) then χν = 1 on 1 + πνOν .
Hence
Φ(χν) =
{
(πν) if χν = 1,
(1) if χν = 1. (4)
If qν ≡ 1 mod , F∗qν = F∗qν . Thus O∗ν = (1 + πνOν)O∗ν . But by Lemma 6, 1 + πνOν ⊂O∗ν ,
which implies that O∗ν =O∗ν . Therefore, any χν ∈ C(O∗ν ) is identically equal to 1 and∑
χν∈C(O∗ν )
∣∣ΦC(χν)∣∣sν = 1.
If qν ≡ 1 mod , any character χν on F∗qν such that χν = 1 can be viewed as a character on
F∗qν /F
∗
qν
. The latter is a cyclic group of order . Hence F̂∗qν /F∗qν consists of precisely  characters,
− 1 of which are nontrivial. Therefore∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν = 1 + ∑
χν∈F̂∗qν /F∗qν ,χν =1
χν(ε¯ν)q
−(−1)s
ν
where ε¯ν is the reduction of εν mod πν .
Finally, note that
∑
χν∈F̂∗qν /F∗qν ,χν =1
χν(ε¯ν) =
{−1 if ε¯ν /∈ F∗qν ,
− 1 if ε¯ν ∈ F∗qν .
Hence
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν =
{
1 − q−(−1)sν if ε¯ν /∈ F∗qν ,
1 + (− 1)q−(−1)sν if ε¯ν ∈ F∗qν .
Thus we have proved the following proposition.
Proposition 7. If ν is a finite place of k not dividing ,
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν =
⎧⎪⎨
⎪⎩
1 if qν ≡ 1 mod ,
1 + ( − 1)q−(−1)sν if qν ≡ 1 mod  and εν ∈O∗ν ,
1 − q−(−1)sν if qν ≡ 1 mod  and εν /∈O∗ν .
The above proposition implies that
FC,S(s, ε) =
∏
ν∈S
∑
χν∈C(k∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν∏
ν|
∑
χν∈C(O∗ν )
χν(εν)
∣∣ΦC(χν)∣∣sν
×
∏
q ≡1 mod , ε ∈O∗
(
1 + (− 1)q−(−1)sν
) ∏
q ≡1 mod , ε /∈O∗
(
1 − q−(−1)sν
)
.ν ν ν ν ν ν
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∑
ν∈M0(k) q
−(−1)s
ν converges absolutely for Re(s) > 1−1 , the series defining FC,S(s, ε)
also converges absolutely for Re(s) > 1
−1 .
Before studying the analytic continuation of FC,S(s, ε), let us adopt the following notation:
for meromorphic functions F(s) and G(s), we write F(s) ≈ G(s) if F(s)
G(s)
is analytic in Re(s) > σ
for some σ < 1
−1 . In view of this notation,
FC,S(s, ε) ≈
∏
qν≡1 mod , εν∈O∗ν
(
1 + (− 1)q−(−1)sν
) ∏
qν≡1 mod , εν /∈O∗ν
(
1 − q−(−1)sν
)
.
Note that since ε ∈ A∗k∗ ∩ A∗(S), ε = aα for some a ∈ A∗, α ∈ k∗. In addition, εν ∈O∗ν for
any ν ∈ M(k)0. Since O∗ν ∩ k∗ν = O∗ν , εν ∈ O∗ν if and only if εν ∈ kν . But εν = aνα. Hence
εν ∈O∗ν if and only if α ∈ k∗ν . Therefore
FC,S(s, ε) ≈
∏
qν≡1 mod ,α∈k∗ν
(
1 + (− 1)q−(−1)sν
) ∏
qν≡1 mod ,α /∈k∗ν
(
1 − q−(−1)sν
)
.
To continue FC,S(s, ε) analytically beyond Re(s) > 1−1 , we will need to use the Dedekind
zeta functions ζkz (( − 1)s) and ζkα (( − 1)s) where for α ∈ k∗, kα = k(ζ,α1/) = kz(α1/). Set
dα = [kα : k] and dz = [kz : k].
Let L be an algebraic number field. Observe that
ζL(s) =
∏
ν∈M(L)0
(
1 − q−sν
)−1
.
Here qν = pfνν , where pν ∈ Z is a rational prime such that ν | pν , and fν = f (ν/pν).
Let T be any subset of M(L)0 that contains all but finitely many ν with fν = 1. Then
ζL(s) =
∏
ν∈T
(
1 − q−sν
)−1 ∏
ν /∈T
(
1 − q−sν
)−1
,
and
∏
ν /∈T (1 − q−sν )−1 converges for Re(s) > 12 . Consequently
ζL
(
(− 1)s)≈ ∏
ν∈T
(
1 − q−(−1)sν
)−1
.
Now let L be an extension of k. If ω ∈ M(L)0, ω | ν, ν ∈ M(k)0, and ν | pν , where pν is a prime
in Z, then f (ω/pν) = f (ω/ν)f (ν/pν). Therefore f (ω/pν) > 1 unless f (ω/ν) = 1.
Finally, assume that L is Galois over k, and let DL denote the set of all finite places of k
that split completely in L. Note that ν ∈ M(k)0 splits completely in L if and only if f (ω/ν) =
e(ω/ν) = 1. Also note that e(ω/ν) > 1 for only finitely many ν.
Therefore
ζL
(
(− 1)s)≈ ∏
ω|ν, ν∈DL
(
1 − q−(−1)sω
)−1 = ∏
ν∈DL
(
1 − q−(−1)sν
)−dL,
where dL = [L : k].
B.A. Datskovsky, B. Mammo / Journal of Number Theory 127 (2007) 301–325 313Let us apply the preceding discussion to the Galois extension kz of k. To this end, let
ν ∈ M(k)0, ν  , and let ω ∈ M(kz)0 be such that ω | ν. It is well known that [(kz)ω : kν] =
[kν(ζ ) : kν] = eνfν , where ζ is a primitive th root of unity. Since ν  , eν = 1. Therefore fν = 1
if and only if kν contains an th primitive root of unity. The following proposition follows easily
from Hensel’s lemma.
Proposition 8. Let ν be a finite place of k such that ν  . Then kν contains an th primitive root
of 1 if and only if qν ≡ 1 mod .
The above proposition implies that
ζkz
(
(− 1)s)≈ ∏
qν≡1 mod 
(
1 − q−(−1)sν
)−dz .
Similarly, since the prime ideal pν corresponding to the place ν   splits completely in kα if and
only if qν ≡ 1 mod  and α ∈ k∗ν , we obtain
ζkα
(
(− 1)s)≈ ∏
qν≡1 mod ,α∈k∗ν
(
1 − q−(−1)sν
)−dα .
Moreover,
ζkz (( − 1)s)∏
qν≡1 mod (1 − q−(−1)sν )−dz
and
ζkα ((− 1)s)∏
qν≡1 mod ,α∈k∗ν (1 − q
−(−1)s
ν )−dα
are analytic in Re(s) > 12(−1) .
Observe that ∏
qν≡1 mod 
(
1 + (− 1)q−(−1)sν
)≈ ∏
qν≡1 mod 
(
1 − q−(−1)sν
)−(−1)
since (
1 + (− 1)q−(−1)sν
)(
1 − q−(−1)sν
)−1 = 1 +O(q−2(−1)sν ),
and therefore ∏
qν≡1 mod 
(
1 + (− 1)q−(−1)sν
)(
1 − q−(−1)sν
)−1
converges absolutely for Re(s) > 12(−1) .
Consequently
FC,S(s, ε) ≈
∏
qν≡1 mod ,α∈k∗ν
(
1 − q−(−1)sν
)−(−1) ∏
qν≡1 mod ,α /∈k∗ν
(
1 − q−(−1)sν
)
=
∏
qν≡1 mod ,α∈k∗ν
(
1 − q−(−1)sν
)− ∏
qν≡1 mod 
(
1 − q−(−1)sν
)
≈ ζkα ((− 1)s)
/dα
ζ ((− 1)s)1/dz .kz
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divisible by the relative prime numbers  and dz. Hence
dα = [kα : kz][kz : k] =
{
dz if α ∈ k∗,
dz if α /∈ k∗.
The above discussion implies that
FC,S(s, ε) ≈
ζkα ((− 1)s)/dα
ζkz ((− 1)s)1/dz
=
⎧⎨
⎩
ζkz(( − 1)s)
−1
dz if α ∈ k∗,
ζkα ((−1)s)1/dz
ζkz ((−1)s)1/dz if α /∈ k
∗
.
If α ∈ k∗, then α = β for some β ∈ k∗. Therefore ε = aα = (aβ) ∈ A∗ ∩ A∗(S) = A∗(S).
Conversely, if ε ∈ A∗(S), then for all ν ∈ M(k), aνα = bν for some bν ∈ k∗ν . Then α ∈ k∗ν
for any ν ∈ M(k). Therefore by [7, Chapter XI, §2, Theorem 1] α ∈ k∗. Thus α ∈ k∗ if and
only if ε ∈ A∗(S), and ε ∈ A∗(S) if and only if ε¯ = 1, where ε¯ is the image of ε in A(S) =
(A∗k∗ ∩ A∗(S))/(A∗(S)).
Now if ε ∈ A∗(S) (that is, ε¯ = 1), then FC,S(s, ε) ≈ ζkz((− 1)s)qz where qz = −1dz . There-
fore FC,S(s, ε) has a pole of order qz at s = 1−1 and can be continued analytically to the
half-plane Re(s) > 12(−1) with the exception of the pole at s = 1−1 .
On the other hand, if ε /∈ A∗(S), then
FC,S(s, ε) ≈
(
ζkα ((− 1)s)
ζkz ((− 1)s)
)1/dz
.
In this case,
ζkα
(
(− 1)s)= ∏
χ∈ ̂G(kα/kz)
L
(
(− 1)s,χ)= ζkz((− 1)s) ∏
χ =1
L
(
( − 1)s,χ),
and
ζkα ((− 1)s)
ζkz(( − 1)s)
=
∏
χ∈ ̂G(kα/kz),χ =1
L
(
(− 1)s,χ).
Since for χ = 1, L(( − 1)s,χ) is entire, ζkα ((−1)s)
ζkz ((−1)s) is also entire. Also, L(s,χ) =∏
℘⊂Okz (1 −
χ(℘)
N(℘)s
)−1. Here χ(℘) stands for χ((℘, kα/kz)), where (℘, kα/kz) is the Artin
symbol.
Recall that kα = kz(α1/) = k(ζ,α1/), which in turn gives kα = kzk(α1/). Using degree
considerations, one can show that kz ∩ k(α1/) = k. Let G = G(kα/k). Then G = HK where
H = G(kα/k(α1/)), K = G(kα/kz) and K is normal in G. Since H ∼= G(kz/k), |H | = dz. Let
σ ∈ H . Then σ(α1/) = α1/ and σ(ζ ) = ζ i for some i relatively prime to . We will denote
σ ∈ H such that σ(ζ ) = ζ i by σi . If τ ∈ K , then τ(ζ ) = ζ and τ(α1/) = α1/ζm for some
0  m   − 1. Then σiτσ−1i (ζ ) = ζ and σiτσ−1i (α1/) = α1/ζ im. But τ i(α1/) = α1/ζmi .
Hence σiτσ−1 = τ i .i
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is prime and N(σi(℘)) = N(℘). Moreover, by the properties of the Artin symbol, we obtain(
σi(℘), kα/kz
)= (σi(℘), σi(kα)/σi(kz))= σi(℘, kα/kz)σ−1i = (℘, kα/kz)i .
If χ ∈ ̂G(kα/kz), and (℘, kα/kz) is the Artin symbol,
L(s,χ) =
∏
℘⊂Okz
(
1 − χ((℘, kα/kz))
N(℘)s
)−1
=
∏
℘⊂Okz
(
1 − χ((σi(℘), kα/kz))
N(σi(℘))s
)−1
=
∏
℘⊂Okz
(
1 − χ((℘, kα/kz)
i)
N(℘)s
)−1
= L(s,χi).
Hence
∏
χ∈ ̂G(kα/kz),χ =1L(( − 1)s,χ) decomposes into products of dz identical factors. There-
fore
( ∏
χ∈ ̂G(kα/kz),χ =1
L
(
(− 1)s,χ))1/dz
is a single-valued entire function. Hence for ε¯ = 1, FC,S(s, ε) can be analytically continued to
the half-plane Re(s) > 12(−1) .
We summarize the above discussions in the following proposition.
Proposition 9. If ε¯ = 1, then FC,S(s, ε) can be continued analytically to the half-plane Re(s) >
1
2(−1) with an exception of a pole of order qz at s = 1−1 . If ε¯ = 1, then FC,S(s, ε) can be
continued analytically to the half-plane Re(s) > 12(−1) .
5. The main result
5.1. Overview
We have previously shown that the discriminant series DC(s) and the conductor series FC(s)
are respectively given by
DC(s) =
FC(s)
− 1 −
1
− 1 and FC(s) =
1
e(S)
a(S)∑
i=1
FC,S(s, εi).
By Proposition 9, for all ε¯ = 1, FC,S(s, ε) can be analytically continued to the half-plane
Re(s) > 12(−1) . Also
FC,S(s,1)
ζkz ((−1)s)qz is analytic in Re(s) >
1
2(−1) , which in turn implies that
FC,S(s,1) has a pole at s = 1−1 of order qz. Consequently, the following limit exists:
c(k,C) = lim
s→ 1
(
s − 1
− 1
)qz
DC(s). (5)
−1
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set
P(s) = FC,S(s,1)
ζkz ((− 1)s)qz
.
Then P(s) is analytic in the half-plane Re(s) > 12(−1) and therefore lims→ 1−1 P(s) = P(
1
−1 ).
Now,
c(k,C) = lim
s→ 1
−1
(
s − 1
− 1
)qz
DC(s)
= lim
s→ 1
−1
(
s − 1
− 1
)qz FC,S(s,1)
(− 1)e(S)
= lim
s→ 1
−1
(
s − 1
− 1
)qz ζkz (( − 1)s)qzP (s)
(− 1)e(S)
= ζkz (1)
qzP ( 1
−1 )
e(S)(− 1)qz+1 ,
where e(S) = |O∗k/O∗k |. Since P(s) =
FC,S(s,1)
ζkz ((−1)s)qz , for Re(s) >
1
−1
P(s) =
∏
ν∈S
∑
χν∈C(k∗ν )
∣∣ΦC(χν)∣∣sν∏
ν|
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣(−1)sν
×
∏
qν≡1 mod 
(
1 + (− 1)q−(−1)sν
)
ζkz
(
(− 1)s)−qz .
Set
δ∞() =
∏
ν∈S
∑
χν∈C(k∗ν )
∣∣ΦC(χν)∣∣sν .
Then
δ∞() =
{1 if  = 2,
2r1 if  = 2,
where r1 is the number of real places of k. We can now write
P
(
1
− 1
)
= δ∞()P0,
where
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∏
ν|
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν ∏
qν≡1 mod 
(
1 + (− 1)q−1ν
)(
1 − q−1ν
)−1
×
∏
qν ≡1 mod 
(
1 − q−fνν
)qzgν . (6)
In the next section, we will compute
∏
ν|
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν.
We will conclude this section by computing e(S).
By the Dirichlet Unit Theorem, O∗k = μ(k)× Zr . Here 〈μ〉 = μ(k) is the finite cyclic group
of the roots of unity in k∗, and r = r1 + r2 − 1. Then O∗k/O∗k ∼= 〈μ〉/〈μ〉 × (Z/Z)r , so that
e(S) =
{
r if ζ /∈ k∗,
r+1 if ζ ∈ k∗.
Observe that if  = 2, ζ = −1 ∈ k∗. Then
e(S)
δ∞()
= 2
r1+r2
2r1
= 2r2 .
If  is odd and a primitive th root of unity ζ ∈ k∗, then r1 = 0, and
e(S)
δ∞()
= r1+r2 = r2 .
In all other cases,
e(S)
δ∞()
= r1+r2−1.
Hence, e(S)
δ∞() = r2+rz , where rz = 0 if ζ ∈ k∗ and rz = r1 − 1 otherwise.
Therefore
c(k,C) = ζkz(1)
qzP0
r2+rz (− 1)qz+1 .
5.2. Finite places dividing 
Suppose ν ∈ M(k) and ν | . Let pν denote the prime ideal of Ok corresponding to ν, and
let ω be a place of kz such that ω | ν. Then (kz)ω = (k(ζ ))ω = kν(ζ ). It is well known that
[kν(ζ ) : kν] = eνfν .
Now, let πν be a uniformizer of pν inOν . Then () = (πν)e(ν) for some integer e(ν) > 0. Here
e(ν) = e(ν/) is the ramification index of ν over . We will write
e(ν) = d(ν)(− 1)+ r0(ν) where 0 r0(ν) − 2.
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−1 and r0(ν) is the least nonnegative residue of
e(ν) mod (− 1).
Our first task is to find an n > 0 such that
1 + πnνOν ⊂O∗ν .
Lemma 10. If n = d(ν)+ r0(ν)+ 1, then 1 + πnνOν ⊂O∗ν .
For a proof we refer the reader to [11, Lemma 5.2].
Lemma 10 implies that if ν is a finite place dividing , and χν is a nontrivial character in
C(O∗ν ), then Φ(χν) = (πnν ) where 0 < n d(ν)+ r0(ν)+ 1.
Another key lemma that we need is the following:
Lemma 11. Let ordπν (x − 1) = m for some m > 0. Suppose that n ∈ Z, 0 < n  d(ν) +
r0(ν)+ 1. Then ordπν (x − 1) n if and only if either
m
⌈
n

⌉
or
n = d(ν)+ 1, m = d(ν), ζ ∈ kν, x ≡ 1 + aπd(ν)ν mod πd(ν)+1ν ,
where
a−1 ≡ −π−d(ν)(−1)ν mod πν. (∗)
Proof. Let t = e(ν)
−1 = d(ν)+ r0(ν)−1 , and let s = ordπν (x − 1). By [5, Chapter 15, 5.I], if m < t ,
then s = m, so that ordπν (x − 1) n if and only if m 	n 
. If m > t , then by [5, Chapter 15,
5.I] ordπν (x − 1) = m + e(ν) d(ν) + r0(ν) + 1 n. On the other hand, 	n 
 d(ν)+ 1, so
that n

m is satisfied.
Now suppose m = t . This is only possible if r0(ν) = 0. Let x ≡ 1+aπtν mod πt+1ν . Then by [5,
Chapter 15, 5.I], x ≡ 1+aπtν +aπtν mod πt+1ν . Note that ordπν πtν = ordπν πtν = t . Thus,
unless (∗) is satisfied, ordπν (x − 1) = t , and ordπν (x − 1)  n if and only if m = t  	n 
.
Finally, by [5, Chapter 15, 3.V], (∗) has a solution if and only if kν contains a primitive th root
of unity ζ . This leads to the exceptional case of the lemma. 
The exceptional case in Lemma 11 requires that we consider two cases: pν splits completely
in kz and pν does not split completely in kz. In the first case, r0(ν) = 0 and ζ ∈ kν . In the second
case, ζ /∈ kν .
If χν ∈ C(O∗ν ) has conductor (πnν ), then χν |1+πnνOν = 1, and by Lemma 10, 0 n d(ν)+
r0(ν)+ 1.
This leads us to consider
Mn =
{
χν ∈ C
(O∗ν): χν |1+πnOν = 1}ν
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for some m  n. Therefore the number of characters χν ∈ C(O∗ν ) with Φ(χν) = (πnν ) is pre-
cisely |Mn| − |Mn−1|. Here, by convention, M0 stands for the set of all characters trivial on O∗ν .
Consequently, |M0| = 1.
Since ν | , (, qν − 1) = 1. Hence F∗qν = F∗qν . Therefore, O∗ν = (1 + πνOν)O∗ν , and
O∗ν/O∗ν ∼= (1 + πνOν)/(1 + πνOν).
Now, if we set Gn = (1 + πνOν)/(1 + πnνOν), then χν |1+πnνOν = 1 and χν = 1 if and only if χν
is a character on Gn/Gn. Thus,
|Mn| =
∣∣Ĝn/Gn∣∣= ∣∣Gn/Gn∣∣.
Define a map ϕn :Gn → Gn, ϕn(x) = x. Since ϕn is a group homomorphism,
Gn/kerϕn ∼= ϕn(Gn) = Gn.
Consequently, |Gn/Gn| = |kerϕn| where |kerϕn| = |{x ∈ Gn: x = 1}| = |{x ∈ 1 + πνOν/1 +
πnνOν : x ≡ 1 mod πnν }|.
By Lemma 11, x ∈ kerϕn if and only if x ≡ 1 mod π	n/
ν except when ζ ∈ kν and n =
d(ν)+ 1. Hence for all n other than the exceptional case |Mn| = |kerϕn| = qn−	n/
ν . In the ex-
ceptional case, the congruence (∗) in Lemma 11 has −1 solutions. Therefore |Mn| = qn−	n/
ν .
Hence the number of characters χν ∈ C(O∗ν ) with Φ(χν) = (πnν ) is qn−	n/
ν − qn−1−	n−1/
ν in
non-exceptional cases and qn−	n/
ν − qn−1−	n−1/
ν in the exceptional case.
Thus if pν does not split completely in kz
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν = 1 +
d(ν)+r0(ν)+1∑
n=1
(
q
n−	 n



ν − qn−1−	
n−1



ν
)
q−nν
= 1 +
d(ν)+r0(ν)+1∑
n=1
q
−	 n



ν − q−1ν
d(ν)+r0(ν)∑
n=0
q
−	 n



ν
= 1 − q−1ν +
(
1 − q−1ν
) d(ν)+r0(ν)+1∑
n=1
q
−	 n



ν + q−1ν · q−d(ν)−1ν
= (1 − q−1ν )+ (1 − q−1ν )
d(ν)∑
n=1
q
−	 n



ν
+ (1 − q−1ν )
d(ν)+r0(ν)+1∑
n=d(ν)+1
q
−	 n



ν + q−d(ν)−2ν
= (1 − q−1ν )+ (1 − q−1ν )
d(ν)∑
m=1
q−mν +
(
1 − q−1ν
)(
r0(ν)+ 1
)
q−d(ν)−1ν
+ q−d(ν)−2ν
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[
− (r0(ν)+ 1)(1 − q−1ν )− q−1ν ]q−d(ν)−1ν
= 1 + (− 1)q−1ν −
[
− 1 − r0(ν)
(
1 − q−1ν
)]
q−d(ν)−1ν .
If pν splits completely in kz, then r0(ν) = 0 and
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν = 1 +
d(ν)+1∑
n=1
(
q
n−	 n



ν − qn−1−	
n−1



ν
)
q−nν + (− 1)q−	
d(ν)+1



ν
= 1 + (− 1)q−1ν − (− 1)q−d(ν)−1ν + (− 1)q−d(ν)−1ν
= 1 + (− 1)q−1ν .
We summarize the results of this section in the following proposition.
Proposition 12. Suppose ν | , () = (πν)e(ν) and e(ν) = d(ν)(−1)+ r0(ν) where 0 r0(ν)
− 2. Then
(1) ∑χν∈C(O∗ν ) |Φ(χν)|ν = 1 + (− 1)q−1ν if pν splits completely in kz.
(2) ∑χν∈C(O∗ν ) |Φ(χν)|ν = 1 + (− 1)q−1ν − [− 1 − r0(ν)(1 − q−1ν )]q−d(ν)−1ν if pν does not
split completely in kz.
Applying the result of Proposition 12 to (6), we obtain
P0 =
∏
pν |,pν /∈D
(
1 + (− 1)q−1ν −
[
− 1 − r0(ν)
(
1 − q−1ν
)]
q−d(ν)−1ν
)
×
∏
pν |,pν∈D
(
1 + (− 1)q−1ν
) ∏
qν≡1 mod 
(
1 + (− 1)q−1ν
)(
1 − q−1ν
)−1
×
∏
qν ≡1 mod 
(
1 − q−fνν
)qzgν .
Putting all these details together and using [10, Chapter III, Theorem 3.9], we obtain Theorem 2,
the main result of this paper.
5.3. Verifying the result of Theorem 2
In this section, we will show that the result in Theorem 2 is identical to that of Theorem 1.1
of [1].
Proposition 13. If c1, c2, c3, c4 are the constants of Theorem 1, then
c∗1c2c3c4 = ζkz(1)qzP0
where c∗ = dzr2+rzqz!c1 = (∏d|d ζkz[d](d)μ(d))qz .1 z
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∏
pν |,pν /∈D
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν = ∏
pν |,pν /∈D
(
1+ (−1)q−1ν −
[
−1− r0(ν)
(
1−q−1ν
)]
q−d(ν)−1ν
)
.
For ν ∈ M(k)0, let p be the prime ideal of Ok corresponding to ν. Then N(p) = qν . Re-
call that e(ν) ≡ r0(ν) mod ( − 1), where 0  r0(ν)   − 2. Also, recall that e(ν) = e(p) ≡
r(e(p)) mod (− 1), where 1 r(e(p)) − 1.
If 0 < r0(ν) − 2, r0(ν) = r(e(p)) and
⌈
e(ν)
− 1
⌉
=
⌈
d(ν)+ r0(ν)
− 1
⌉
= d(ν)+ 1.
Hence
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν = 1 + (− 1)q−1ν − [− 1 − r0(ν)(1 − q−1ν )]q−d(ν)−1ν
=
(
1 + − 1
Np
− − 1 − r(e(p))(1 − 1/Np)
Np	e(p)/(−1)

)
.
If r0(ν) = 0, and consequently r(e(p)) = − 1, then
⌈
e(ν)
− 1
⌉
= d(ν)
and
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν = 1 + (− 1)q−1ν − (− 1)q−d(ν)−1ν
= 1 + − 1
Np
− − 1
(Np)	
e(p)
−1 
+1
= 1 + − 1
Np
− − 1 − r(e(p))(1 −
1
Np )
Np
	 e(p)
(−1) 

.
Therefore,
c4 =
∏
pν |,pν /∈D
∑
χν∈C(O∗ν )
∣∣Φ(χν)∣∣ν.
Next note that ζkz ((− 1)s) =
∏
ν∈M(k)0(1 − q
−fν(−1)s
ν )
−gν .
Also, p ∈ D if and only if ν   and qν ≡ 1 (mod ) or ν |  and ζ ∈ kν .
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c∗1c2c3c4 = ζkz(1)qz
( ∏
d|dz, d>1
ζkz[d](d)μ(d)
)qz ∏
p∈D
(
1 + − 1
Np
)(
1 − 1
Np
)−1
×
∏
p∈D, d|dz, d2
(
1 − 1
Npd
)(−1) μ(d)
d
c3c4.
Hence
c∗1c2c3c4 = ζkz(1)qzP0
( ∏
d|dz, d>1
ζkz[d](d)μ(d)
)qz ∏
p∈D, d|dz, d2
(
1 − 1
Npd
)(−1) μ(d)
d
×
∏
p/∈D
(
1 − 1
Npf (p1/p)
)−g(p1/p)qz
c3,
where p1 is an ideal in kz[1] = kz that divides p.
We now claim that
1 =
( ∏
d|dz, d>1
ζkz[d](d)μ(d)
)qz ∏
p∈D, d|dz, d2
(
1 − 1
Npd
)(−1) μ(d)
d
×
∏
p/∈D
(
1 − 1
Npf (p1/p)
)−g(p1/p)qz
c3. (7)
Note that
( ∏
d|dz, d>1
ζkz[d](d)μ(d)
)qz
=
(∏
p
∏
d|dz, d2
(
1 − 1
Npdf (pd/p)
)−g(pd/p)μ(d))qz
.
If p ∈ D , f (pd/p) = 1, g(pd/p) = dz/d and qzdzd = −1d . Hence these factors in c∗1 cancel with
the factors
∏
p∈D
∏
d|dz, d2
(
1 − 1
Npd
)( −1
d
)μ(d)
in c2.
For p /∈ D , the left-hand side of (7) contains
∏(
1 − 1
Npdf (pd/p)
)−g(pd/p)μ(d)qz
.d|dz
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( ∏
p∈R
∏
d|dz
(
1 − 1
Npdf (pd/p)
)g(pd/p)μ(d))qz
in c3. It remains to show that
∏
p/∈D∪R
∏
d|dz
(
1 − q−df (pd/p))−g(pd/p)μ(d) = 1
where q = Np. 
Proposition 14. Let k be a number field and kz = k(ζ ). If p is a prime ideal in k such that p is
unramified in kz/k and p is not totally split, then
∏
d|dz
(
1 − q−df (pd/p))−g(pd/p)μ(d) = 1.
Proof. Let f = f (p1/p) and let Gp be the decomposition group of p in G(kz/k). Note that
|Gp| = f (p1/p) and that Gp = 〈σ 〉 is a cyclic group generated by σ where σ = (p, kz/k) is the
Artin symbol of p. Consider a tower of field extensions
k ⊂ kz[d] ⊂ kz
and a corresponding chain of prime ideals
p ⊂ pd ⊂ p1.
Then
Gp =
{
τ ∈ G(kz/k): τ(p1) = p1
}
and
Gpd =
{
τ ∈ G(kz/kz[d]): τ(p1) = p1}= Gp1 ∩G(kz/kz[d]).
Note that G(kz/k) is isomorphic to a subgroup of (Z/Z)∗. Hence G = G(kz/k) is a cyclic
group of order dz. Consequently G(kz/kz[d]) is a cyclic subgroup G of order d . Also Gp is a
cyclic subgroup of G of order f = f (p1/p). Hence
Gp ∩G
(
kz/kz[d]
)
is the cyclic group of order (f, d), which implies that
f (p1/pd) = |Gpd | = (f, d).
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f (p1/pd)f (pd/p) = f (p1/p) = f.
Hence f (pd/p) = f(f,d) .
Moreover,
e(pd/p)f (pd/p)g(pd/p) =
[
kz[d] : k
]= dz
d
,
and since e(pd/p) = 1,
g(pd/p) = dz(f, d)
f d
= dz[f,d] .
Therefore the product in the proposition becomes
∏
d|dz
(
1 − q −df(f,d) )− dz(f,d)df μ(d) =∏
d|dz
(
1 − q−[f,d])− dzμ(d)[f,d] .
Since f | dz and d | dz, [f,d] | dz. Therefore the above product can be written as
∏
m|dz
∏
[f,d]=m
(
1 − q−m)− dzμ(d)m .
To complete the proposition, we only need to show that if f > 1, then
∑
[f,d]=m
μ(d) = 0.
Consider the prime factorization of f , d , and m: f =∏pα(p), m =∏pγ (p) and d =∏pβ(p).
[f,d] = m if and only if for all p, max{α(p),β(p)} = γ (p). This means that if α(p) = γ (p),
then 0 β(p) γ (p) and if α(p) < γ (p), then β(p) = γ (p). We note that μ is multiplicative
and the above conditions are independent of each other for all primes p. Hence
∑
[f,d]=m
μ(d) =
∏
p
{∑α(p)
β=0 μ(pβ) if α(p) = γ (p),
μ(pγ (p)) if α(p) < γ (p).
(8)
But since f > 1 there exists a prime p such that α(p)  1. Then
∑α(p)
β=0 μ(pβ) = 0. Also, if
γ (p) > α(p), then γ (p)  2 and μ(pγ (p)) = 0. In any event, one of the factors in the product
that gives
∑
[f,d]=m μ(d) is 0 and therefore∑
[f,d]=m
μ(d) = 0.
This concludes the proof of the proposition. 
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