Incorporating further information into the ordered weighted averaging (OWA) operator weights is investigated in this paper. We first prove that for a constant orness the minimax disparity model [13] has unique optimal solution while the modified minimax disparity model [16] has alternative optimal OWA weights. Multiple optimal solutions in modified minimax disparity model provide us opportunity to define a parametric aggregation OWA which gives flexibility to decision makers in the process of aggregation and selecting the best alternative. Finally, the usefulness of the proposed parametric aggregation method is illustrated with an application in metasearch engine.
Introduction
The ordered weighted averaging (OWA) aggregation method proposed by Yager [1] has been increasingly used in wide range of successful applications for aggregation of decision making problems [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . For example, Yager and Beliakov [3] used the OWA operator in regression type problems. Emrouznejad [4] introduced the most preferred OWA (MP-OWA) operator for a preference decision making problem. Also, Llamazares [5] used OWA weights for social choice. Furthermore, Zhou et al. [11, 12] suggested an application of type-1 OWA operator for breast cancer treatments. The aggregation using OWA operator depends on the associated weights, hence the determination of OWA weights is an important issue in the literature [8, 9, 13, [15] [16] [17] . Wang and Parkan [13] proposed the first linear programming problem, called it as minimax disparity, into the OWA weight determination literature. Emrouznejad and Amin [16] extended the minimax disparity model and introduced a modified disparity model for determining the OWA weights. This paper uses the concept of feasible direction in the theory of linear programming and proves that the original minimax disparity model [13] has unique optimal OWA weights. We then show that the modified OWA weight determination model [16] has alternative optimal OWA weights for a given orness. From the view of policy makers, this is very useful because a set of alternative optimal OWA weights provides more flexibility in the process of aggregation and selecting the best alternative. Finally, the paper proposes a method to present the set of multiple OWA weights in a parametric form which is useful to incorporate further information in the process of aggregation. An application in a metasearch illustrates the usefulness of the proposed parametric OWA aggregation method for including experts' opinion in the selection of the most relevant documents.
The remaining of this study is organized as follows. Section 2 gives a brief introduction to the minimax disparity model. In Section 3, we show that for any constant orness level the minimax disparity model has unique optimal OWA weights. Section 4 proves that the improved OWA weights determination minimax model always produces multiple optimal OWA 0888-613X/$ -see front matter Ó 2011 Elsevier Inc. All rights reserved. doi:10.1016/j.ijar.2011.02.004 weights. The parametric aggregation OWA method is also introduced in this section. This is followed by an application of the proposed method in Section 5 in which the aim is to find the most relevant documents retrieved from different search engines. Conclusions and further remarks are given in Section 6.
Background
The OWA operator [1] maps the n-vector x = (x 1 , . . ., x n ) into the following value f ðx; wÞ ¼ X n i¼1 w i y i where y i is the ith largest element of x i (i = 1,. . . , n) and w i P 0, i = 1,. . . , n is the corresponding weights for which P n i¼1 w i ¼ 1. Therefore, the aggregated result is a function of the corresponding OWA weights. Wang and Parkan [13] suggested the following OWA weights determination minimax disparity model.
In the first constraint a 2 [0, 1] is the orness parameter [1] . The orness (a) is a value that lies in the interval [0, 1], and it can be viewed as a measure of optimism of a decision maker. The larger orness, close to 1, concludes an optimistic OWA weights with a preference toward the larger values and the lower orness, close to zero, provides a pessimistic OWA weights with a preference for smaller values in the aggregation process [14] . Also, a decision maker can take into account the case of no preference between large or small argument values by selecting an orness parameter near to the center of the interval [0, 1] . This paper first uses the concept of a feasible direction in the feasible region of the linear programming (LP) model (1) to show that for any orness level a 2 [0, 1] the minimax disparity model (1) has only one optimal OWA weights vector. Then the paper proves that for any n P 3 and a 2 (0.5, 1) the following extended minimax disparity model suggested by Emrouznejad and Amin [16] has alternative optimal solutions.
3. Unique OWA weights
In this section we show that the minimax OWA model (1) has unique OWA weights for each orness level a 2 [0, 1] and any dimension n P 2. Let us denote X a as the set of feasible solutions, or feasible region, of the minimax disparity model (1), i.e.
X a ¼ ðw 1 ; . . . ; w n ; dÞ :
Now consider the following definition.
) is said to be a feasible direction of X a at point x 2 X a if there is b > 0 for which x þ kd 2 X a 8k 2 ð0; bÞ Definition 1 provides us with a tool to check whether the LP disparity model (1) has an alternative optimal solution or not. Assume x ⁄ 2 X a denotes an optimal solution of model (1) for a constant level a 2 (0.5, 1). Note that according to the dual property of the OWA weights it is enough to assume that a 2 (0.5, 1) [13] . Model (1) has multiple optimal solutions if and only if there exist a b > 0 and a nonzero vectord for which x Ã þ kd 2 X a ; k 2 ð0; bÞ [15] . This means that by moving from the current optimal solution x ⁄ 2 X a along the feasible directiond we can reach to another optimal solution x Ã þ kd. This is demonstrated in the following figure for a two dimensional example. Fig. 1 demonstrates the feasible region X which is the intersection of five independent hyperplanes. Assume x ⁄ is an optimal solution of maximizing cx = c 1 x 1 + c 2 x 2 over x = (x 1 , x 2 ) 2 X. Now consider the vectord which is orthogonal to c = (c 1 , c 2 ) that is cd ¼ 0. Also, note that there is b > 0 for which
According to the figure if we take k ¼k then x Ã þkd ¼ y Ã is an extreme point of X. Using Definition 1,d is a feasible direction of X at the optimal solution x ⁄ . Also, we have
Therefore, y ⁄ is also an optimal solution of the model. Using this method we can see that the minimax property model (1) has unique OWA weight meanwhile the disparity model (2) has multiple OWA weights for a constant orness level. Proof. According to the dual property of OWA weights it is enough to show this for a 2 (0.5, 1) [13, 16] . Suppose
2 X a denotes an optimal solution of model (1) for a constant orness level 0.5 < a < 1. Assume x ⁄ 2 X a is an extreme point of feasible region X a which is also an optimal solution of the model. On the contrary, suppose that model (1) has alternative optimal solutions. Then, there is a feasible directiond at the optimal solution x ⁄ 2 X a for which x Ã þ kd 2 X a is another optimal solution of model (1), where k 2 (0, b) and b > 0. Without loss of generality, we can assume that there is 0 <k < b for which y Ã ¼ x Ã þkd is an alternative optimal solution of model (1) which is also an extreme point of X a . Now we define the set of binding constraints of the feasible region of model (1), X a , at the optimal solution x ⁄ as follows.
For any a 2 (0.5, 1) we know that an optimal OWA weights of model (1) has the following property
Therefore, I 3 = /, because for every orness level a 2 (0.5, 1) we have d ⁄ > 0. It is obvious that at any extreme point at least n + 1 linearly independent hyperplanes of X a must be binding, hence we have:
Also, as y ⁄ 2 X a is also an extreme point of X a we have Note thatd nþ1 ¼ 0 because the objective value of model (1) at both optimal solutions x ⁄ and y ⁄ is equal. That is
Again we have b I 3 ¼ / and therefore j b I 1 j þ j b I 2 j P n À 1. On the other hand y ⁄ 2 X a concludes that
Also, the orness constraint implies that
Now we can assume that x ⁄ and y ⁄ are adjacent extreme points of X a . Therefore, among the constraints w i P 0, i = 1,. . ., n and w i À w i+1 P di = 1,. . . , n À 1x ⁄ and y ⁄ have at least n À 2 common binding hyperplanes. Note that each extreme point of X a has at least n + 1 binding hyperplanes and therefore two adjacent extreme points of X a can have n common binding hyperplanes. This can be achieved through the following three cases. 
. . . ; n. Now from Eqs. (4) and (5) we obtain
So, Eqs. (4) and (5) simplify to the following equations.
Note that zero is the unique solution of the above equations. Consequently, the first case concludes that d ¼ ðd 1 ; . . . ;d n ;d nþ1 Þ ¼ ð0; . . . ; 0; 0Þ which is a contradiction. Therefore, if case (i) holds then model (1) has unique optimal solution. Now let us consider case (ii), and without loss of generality assume that
That is
Therefore, we obtain
. . . ; n À 1. Furthermore, Eq. (4) concludes thatd n ¼ 0 and therefored ¼ 0 which is a contradiction. So, if case (ii) holds model (1) has also unique optimal solution. Now consider the last case and without loss of generality assume that
where n À m + 1 = n 1 and m À 3 = n 2 . We havê
Using Eqs. (4) and (5) we have
ðn À iÞ, so we have ðd 1 ;d mÀ1 Þ ¼ ð0; 0Þ. Again we obtaind ¼ 0 and this completes the proof. h
The next section shows that the disparity model (2) has multiple optimal solutions for a constant orness level a.
Parametric OWA aggregation
In this section we show that unlike to model (1) the improved minimax disparity model (2) has alternative optimal OWA weights for a given orness level a 2 (0.5, 1), and a 2 (0, 0.5). Assume X a denotes the feasible region of model (2) . Note that for n = 2 it is singleton.
Theorem 2. For n P 3 the disparity model (2) has alternative optimal solutions.
Proof. Without loss of generality we assume that a 2 (0.5, 1). Let x
;n Þ 2 X a be an optimal solution of model (2) . Model (2) has alternative optimal solutions if and only if there is a feasible direction, say d -0, at the optimal solution x ⁄ for which [15] 
where k 2 (0, b), and b > 0. From x Ã 2 X a and x Ã þ kd 2 X a we conclude that
Now, according to the constraints of X a we can define the following sets.
Note that all of the constrains w i À w j 6 d ij are binding at the optimal solution x ⁄ because a 2 (0.5, 1) concludes that
. . . ; n and if there is indices i and j for which then by takingd
the objective value of model (2) will be improved which is a contradiction. Therefore, the existence of a feasible direction at the optimal solution x ⁄ can be simplified as the following constraints.
. Clearly, the above system has nonzero solution and this completes the proof. h
As an example let us assume n = 3 and a = 0.77. Then the corresponding disparity model (2) becomes as shown below. where k 1 + k 2 = 1, k 1 P 0, k 2 P 0. One advantage of the above presentation is that it provides a parametric form for the OWA weights as follows.
Theorem 2 shows that for a given orness level a 2 (0.5, 1), as well as a 2 (0, 0.5), the disparity OWA weight determination model (2) proposed by Emrouznejad and Amin [16] generates multiple optimal solutions. We now define the parametric OWA as follows.
Definition 2. A parametric form for the optimal OWA weights w = (w 1 , . . . , w n ) is defined by
where w ⁄ (j) is the jth optimal OWA weigh obtained from the disparity model (2) and q is the selected number of alternative optimal OWA weights, and
The above definition provides us with a new OWA operator weights, obviously decision makers could set up different combinations of Lambdas, perhaps using experts' opinion, to obtain a suitable OWA operator weights. The next section illustrates an application of the proposed aggregation method.
It should be noted that we used model (2) as a base to develop parametric OWA, however, the proposed method in this paper can be used with any other OWA weight determination model that has multiple optimal solutions. Hence, the parametric aggregation method does not depend on a specific OWA weight determination model, like the one that we used [16] , it can be extended to any model that has alternative optimal OWA weights.
Parametric metasearch aggregation
This section illustrates the advantage of using parametric presentation of OWA weights for aggregation of metasearch engines. Assume we have multiple search engines denoted by SE 1 , . . . , SE n where n P 2. Also, assume we submit a certain query to the search engines and each of them returns a ranked list of documents. We consider only the first lth ranked list of documents retrieved from each search engine. So, we have n lists of documents retrieved from the search engines. For instance, consider Table 1 which is used in Amin and Emrouznejad [18] and reproduced here.
With four search engines and five places the following Table 2 can be obtained from Table 1 .
Where, the element in row i and column j shows the number of search engine(s) that ranked document D i , in place jth. Now, a metasearch aggregation can be used to find the most relevant documents from the search engines results for the submitted query [18] . Using OWA for this problem model (2) becomes as follows (note that n = 5).
Þ is the unique solution to this problem, corresponding to Table 2 , using the standard minimax disparity model (1) have
On the other hand, the minimax model (2) has multiple optimal OWA weights and therefore any combination of them is also an optimal solution. To see this, Table 3 shows the parametric form of optimal OWA weights of model (2) corresponding to a = 0.6.
Where,
Now assume to be more optimistic by taking a = 0.75. This gives the following Table 4 for the corresponding parametric form of OWA optimal weights.
Generally, it is not necessary to obtain every alternative OWA solutions of model (2) to produce a parametric OWA. According to Definition 2, convex combination of any number of optimal solutions is also a solution to model (2) which we presented this as a parametric OWA.
In this specific example for ranking metasearch engine results consider the following six parametric forms, 
We applied the above parametric forms to rank the documents retrieved from four search engines, the results are illustrated in Fig. 2 . As shown in the figure some documents are constantly given the same rank in all parametric OWA weights, e.g. D 2 is always ranked in the 1st place and D 6 is always ranked in the 6th place. However, alternative solutions to model (2) also produce alternative ranks. For example, D 3 is ranked in the 2nd place using aggregation with parametric weights 1 and 3, and it is ranked in the 4th place using parametric weight 2, in all other forms D 3 is ranked in the 3rd place. This obviously provides some flexibility to decision makers to select the one which is more suitable. Fig. 2 . Rank flexibility, rank of each document using parametric OWA. Table 4 Parametric form for a = 0.75. Table 3 Parametric form for a = 0.6. 
Conclusions
This paper proposed a new approach to show an important property of the OWA weights determination minimax disparity models. The paper first showed that the minimax disparity model [13] produces unique optimal OWA weights and the modified minimax disparity model has [16] multiple optimal OWA weights. Then, the paper defined a parametric aggregation method from alternative optimal OWA weights which gives flexibility to decision makers in the process of selecting the best alternative. Finally, an application of the parametric OWA method is presented with ranking documents retrieved from search engines.
