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Abstract
This contribution is concerned with a the numerical modeling of an isolated red blood cell (RBC), and more generally
of phospholipid membranes. We propose an adaptive Eulerian finite element approximation, based on the level set
method, of a shape optimization problem arising in the study of RBC’s equilibrium. We simulate the equilibrium
shapes that minimize the elastic bending energy under prescribed constraints of fixed volume and surface area. An
anisotropic mesh adaptation technique is used in the vicinity of the cell’s membrane to enhance the robustness of
the method. Efficient time and spatial discretizations are considered and implemented. We address in detail the
main features of the proposed method and finally we report several numerical experiments in the two-dimensional
and the three-dimensional axisymmetric cases. The effectiveness of the numerical method is further demonstrated
through numerical comparisons with semi-analytical solutions provided by a reduced order model.
Keywords: Level set method, Finite element approximation, Mesh adaptation, Minimization under constraints,
Lagrange multipliers, Numerical methods, Vesicle, Red Blood Cell, Elastic bending energy, Canham and Helfrich
model
1. Introduction
The blood represents an essential element for life. It is composed of several cell types which possess specific
functions. In particular, red blood cells (RBCs) are the most abundant cells in the blood and allow to carry
oxygen through the body. Blood disorders, such as sickle-cell disease, hemophilia, anemia, polycythemia vera and
hemophilia, represent an important problem in public health that affect millions of people each year and resulting
in several complications. Advancing the modeling strategies and the computational methodologies of the blood
function can certainly be a key component in the understanding of blood disorders and the development of novel
therapies and prognostic methods. Since several decades, there is an increasing interest in many aspects of blood
modeling driven by the increasing demand from the medical community for scientifically rigorous studies of blood.
Scientifical investigations extend to a wide range of spatio-temporal scales covering the microscopic and the macro-
scopic scales. In the present work, we are interested in the microscopic modeling of RBCs. Vesicles, also called
liposomes, represent a simple and attractive model introduced to mimic the viscoelastic and the mechanical behav-
iors of RBCs. They are closed membranes having the structure of amphiphilic molecules that are self-assembled
in water to build a structure of bilayers. Regarding the modeling of RBCs and vesicles, several investigations
and substantial achievements have been made involving researchers from diverse communities in the fields of biol-
ogy [61, 70], applied mathematics [7, 45, 65, 4, 8], scientific computing [25, 68, 23] and the biomedical field [60].
These cells exhibit a wide and rich set of shapes in various physical environments. Effective mathematical models,
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seconded by the use of accurate numerical methodologies, are needed to study, in particular, the equilibrium shapes
of RBCs.
A wide variety of models was developed to describe the deformation of cell membranes in the steady flow and
under the effect of the surrounding fluid dynamics, see e.g. [16, 17, 15, 43, 79, 44, 52, 65, 39, 4, 69]. Because of
the incompressibility, the main mode of the deformation of vesicles is bending, and the bending energy (or elastic
energy) describes the cell shapes. In the early 1970s, Canham [12] and Helfrich [72, 57] formalized the physical
properties of the cell membrane in a mathematical model. They introduced a model in which the cost in the bending
energy is given by the curvature of the membrane. Let us define the mean curvature H and the Gauss curvature K,
respectively, as the sum and the product of the principle curvatures defined on the cell membrane. Let Ω ∈ R3 be
a bounded domain with smooth boundary Γ that represents the cell membrane. Canham and Helfrich introduced
the following expression of the bending energy, called also Willmore energy [11, 73]
J = k
2
∫
Γ
(H −H0)2 ds+ kg
2
∫
Γ
Kds,
where the parameters k and kg are two constants that represent the bending rigidity and the Gaussian curvature
modulus, respectively. In the present work, we assume unit values of k and kg. The spontaneous curvature H0
allows to describe the asymmetry effect of the membrane and its surrounding environment, which is caused by
inhomogeneities within the structure of the membrane bilayers, see e.g. [71]. The spontaneous curvature has no
effect on the shape of the cell in the two-dimensional case, whereas the shape shall depend onH0 in the tridimensional
case, see [49]. In the expression of the bending energy, the Gauss curvature K component allows to consider the
topological changes of the cell. Using the Gauss-Bonnet theorem, the second integral of the bending energy J is a
topological invariant. We make the assumption that the shape topological gendre is preserved because topological
changes are energetically disadvantaged, see e.g. [21, 19, 49]. Since no topological changes are allowed, the integral
component of J considering the Gauss curvature is disregarded.
The membranes of vesicles, or red blood cells, have special properties that drive the cell dynamics and control the
equilibrium forms. Indeed, the cell’s membrane is considered impermeable and the number of molecules in each
layer remains fixed. Accordingly, the cost of the bending deformations remains drastically smaller than the cost of
stretching or compressing the membrane. Therefore, the properties of incompressibility of the inner domain of the
cell, and the inextensibility of the membrane are assumed. The equilibrium configurations of RBCs, and vesicles,
shall represent the minimizers of the energy of Canham and Helfrich constrained to have fixed inner volume and
fixed surface area. As a consequence, a shape optimization problem exists, and the shape of the RBC depends on
specific parameters that are obtained by the non-dimensional formulation of the problem. The RBCs in their natural
environment can be more or less inflated, and the deflation could be due to the thermal expansion of phospholipids
or the osmotic effects. Let us introduce the area A0 and the volume V0 of the cell. A shape parameter, called the
reduced volume and denoted by γ, is a dimensionless parameter that measures the deflation of the cell. It is defined
as the ratio between the volume of the cell and the volume of a sphere having the surface area A0.
γ =
3V0
4π
×
(
4π
A0
)3/2
.
Accordingly, the reduced volume can range from 0, i.e. completely deflated shape, to 1, i.e. spherecal shape. Human
RBCs have usually a biconcave disk-like shape having a reduced volume γ ≈ 0.64. However, several other shapes
are observed by varying the shape parameter and we have, for instance, the stomatocytes, the oblates and the
prolates, see e.g [66, 6]. In the two-dimensional case, the dimensionless shape parameter is called the reduced area
and it is given by the ratio between the cell area and the area of a circle having the same perimeter as the cell. The
reduced area can range also from 0 to 1, i.e. circular shape, and it is expressed in the two-dimensional case by
γ =
V0
π
×
(
2π
A0
)2
.
The minimization of the bending energy J under the constraints of fixed volume and area yields the equilibrium
shapes. The equilibrium condition is called commonly the Euler-Lagrange equation, and it uses two Lagrange
multipliers p and σ to impose the volume and the area constraints, respectively. This relation was obtained using
various mathematical approaches, such as the differential geometry, see e.g. [80, 18], and the shape differentiation
technique, see e.g. [67, 1, 47]. The mechanical equilibrium equation of the cell membrane reads
p+ σH + kc
(
1
2
(H −H0)[4K −H(H +H0)]−∆sH
)
= 0.
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The Laplace-Beltrami operator is denoted by ∆s, see Section 2. Several experimental and theoretical studies have
focused on the investigation of the configurations of equilibrium of BRCs and vesicles . While there is a substantial
interest from the point of view of scientific computing and numerical methods, most of these contributions are based
on the study of lumped models, ie constituted by ordinary differential equations. Some numerical strategies for the
modeling of RBCs shapes in the equilibrium can be found in [65, 61, 70, 21, 22]. The membrane represents a free
interface, and there are basically two categories of numerical methods to follow the evolution of the membrane to the
position of static equilibrium. The problem can be formulated in a total Lagrangian setting, where equations have
to be written in the reference configuration. In such case, the cell membrane is fitted by a Lagrangian mesh, and it
deforms according to its motion that minimizes the bending energy. Although more precise, the Lagrangian methods
are often a demanding task that could generate computational instabilities related to the deterioration in the quality
of the mesh. Hence, sophisticated remeshing strategies should be used in most usual cases. For instance, we can
cite the boundary element method, see e.g. [14, 46], and the immersed boundary method developed by Peskin,
see e.g. [59]. In an alternative framework, computational difficulties associated with e.g. the mesh distortion
can be avoided using fully Eulerian methods, where the interface is then implicitly captured and it never has to
be explicitly reconstructed. Within this framework, a good solver for the advection problem is required, and the
advection of the cell membrane shall be done with high accuracy. Additional numerical difficulties related to an
excessive amount of mass loss or gain must be handled [77]. A single set of governing equations must be solved in
the entire computational domain using usually a fixed mesh. In the existing bibliography, various methods have
been used to model free interfaces motion in an Eulerian framework. For instance, we cite the volume-of-fluid
method, see e.g. [37, 51], the phase field method, see e.g. [2, 20], and the level set method, see e.g. [56, 55]). In
the present work, we use the level set method, as in [56, 13], where the cell membrane is implicitly described as
a particular level set. The level set function has the specificity to have a nearly unit gradient. Our development
has been further motivated by [22], where an energetic variationnal formulation was introduced using an interface
diffuse model.
Regarding the membrane incompressibility, it plays an essential role to get the observed shapes of RBCs. It helps to
preserve a fixed surface area that represents a global constraint for the shape optimization problem. This constraint
could be satisfied using a penalty approach, where constraint is not exactly imposed, and the computed solution
depends on the penalty parameter, see e.g. [13, 21]. The second strategy introduces a global Lagrange multiplier
that ensures exactly the inextensibility constraint, see e.g. [22]. The second strategy is considered in this work.
In what follows, we describe a numerical model to simulate the evolution of the cell membrane to the equilibrium.
The equilibrium state corresponds to the minimization of the bending energy under prescribed values of volume
and surface area. An Eulerian finite element method based on the level set approach is used. To overcome a usual
drawback of Eulerian methods, we first employ a modified level set approach based on the imposition of additional
constraints via Lagrange multipliers that helps to enforce the conservation of mass. Furthermore, a mesh adaptation
technique is used to better capture the cell membrane. A reduced order model helps to validate afterwards the
computational results.
Outline . The paper is organized as follows. In Section 2, we introduce the required notations and we provide
a consistent mathematical setting for the formulation of the physical model of minimal energy. A saddle-point
formulation allows us to characterize the solution in the weak formulation. We present a detailed description of
the mixed finite element method, and we describe an anisotropic mesh adaptation procedure that helps to enhance
the mass preservation. We outline the detailed numerical algorithm in Section 3, and we provide the discretization
schemes in time and space. We present in Section 4 a reduced order model that helps to validate our results. A set
of numerical examples illustrating the main features of the model and the accuracy of the adaptive finite element
computations are listed in Section 5. Finally, we make some concluding remarks in Section 6. Details on the reduced
model in the axisymmetric case are reported in Appendix A.
2. Mathematical model for RBC’s equilibrium shape
2.1. Notations and mathematical setting
Let Λ ⊂ Rd, d ∈ {2, 3} be the bounded domain containing the RBC and the surrounding domain, where L > 0
represents the domain width. Fig 1 provides a sketch of the cell domain and its position with respect to the
computational domain. Let x represent the spatial coordinate in the domain Λ at the time t. Let us introduce the
outward unit normal vector n of Γ, see Fig. 1. Let us consider a scalar function κ and a vector field u. We define the
3
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Figure 1: A sketch for the RBC embedded in the surrounding computational domain.
tangential gradient, the tangential divergence and the Laplace-Beltrami operator (called also surface Laplacian),
that are given respectively by:
∇sκ := (I− n⊗ n) ∇κ = ∇κ − (n.∇κ) n
divs(u) := trace (∇sκ) = (I− n⊗ n) : ∇u
∆sκ := divs (∇sκ)
where the symbol ⊗ denotes the tensorial product, and the semicolon : represents the two times contracted product
between tensors.
2.2. Level set formulation
We first notice that the time represents in the present article a numerical parameter introduced to describe
the evolution of the shape to the equilibrium configuration, and it doesn’t represent the physical time. Let T > 0
and for any t ∈ (0, T ) let us assume that the domain within the cell has a smooth boundary Γ = ∂Ω. The entire
computational domain Λ and the RBC’s membrane are represented in Fig. 1. We introduce a level set function ϕ
defined in the domain Λ, in order to label the inside and the outside of the cell. The closed surface Γ representing
the membrane is defined by
Γ = {(t,x) ∈ (0, T )× Λ : ϕ(t,x) = 0} . (2.2)
Therefore, the membrane is a particular level set of ϕ and, by convention, the set {(t,x) ∈ (0, T )× Λ : ϕ(t,x) < 0}
represents the inner domain. Since the level set function is defined in the Eulerian configuration, the membrane
motion is describes through the evolution of the level set function. The interface Γ is transported with the same
velocity, and thus the level set function satisfies
∂tϕ+ u · ∇ϕ = 0 in (0, T )× Λ. (2.3)
This equation is equipped with initial data and suitable boundary condition
ϕ(0, ·) = ϕ0(·) in Λ and ϕ = ϕb on (0, T )× Σ−,
where the set Σ− = {x ∈ ∂Λ : u · ν(x) < 0} is the upstream boundary and ν denotes the outward unit normal on
the external boundary ∂Λ. The function ϕ0 acts as initial datum for the transport equation, and it denotes the
signed distance between x ∈ Λ and the initial position of the cell Γ0 := ∂Ω0:
ϕ0(x) =
 infy∈Γ0 |y − x|, if x /∈ Ω0,− inf
y∈Γ0
|y − x|, otherwise.
The advection field u will be obtained afterwards from a shape optimization problem, and it will be encoded as a
function of the level set ϕ. This will be the scope of the section 2.4.
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2.3. Redistancing and regularization
By solving the advection problem (2.3), the level set function ϕ loses its property of being a signed distance
function, and |∇ϕ| 6= 1 ∈ Λ. We need to avoid this situation since too large or too small gradients of the level
set function, notably around Γ and ∂Λ, indicate respectively either a steep or a flat function whose zero is less
accurately tracked. An auxiliary problem called commonly the redistancing problem may be solved to recover the
signed distance property. An accurate redistancing procedure should keep some properties mainly: the inner volume
Ω of the cell described by ϕ < 0 should be preserved during the redistancing and the zero-level set, i.e. Γ, should keep
its initial position. Although this problem was first introduced in [56], it is still not obvious to obtain satisfactory
results. To address this difficulty, we introduce a modified redistancing problem where a Lagrange multiplier located
in the vicinity of the interface is introduced to enhance the local mass conservation and to improve the performance
of the method, see [48].
Let ϕ˜(t, .) be the solution of (2.3) at time t ∈ (0, T ) and we introduce a pseudo-time variable τ . Initialized with ϕ˜,
the redistancing problem consists in the resolution of the following Hamilton-Jacobi equation
∂ϕ
∂τ
(τ,x; t) + v · ∇ϕ(τ,x; t) = sgn (ϕ˜(t,x)) + λ(τ, x; t) g (ϕ(τ,x; t)) a.e. in (0,+∞)× Λ,
ϕ(0,x; t) = ϕ˜(t,x) a.e. in Λ.
(2.4)
The advection vector field writes v = sgn(ϕ˜)
∇ϕ
|∇ϕ| , and sgn (ϕ˜) denotes the sign function assuming the values
0,−1,+1 on Γ, inside Ω and outside Ω, respectively. In the computational level, a pseudo-stationary solution that
approximates a signed distance function in the neighborhood of the membrane may be satisfactory. The Lagrange
multiplier λ(τ,x; t) in introduced to enforce the constraint of a local constant volume at each x ∈ Λ. The function
g(ϕ) localizes the mass correction in the vicinity of the interface, and it depends on the Dirac measure δ(ϕ). The
Lagrange multiplier has an explicit average value λV over an arbitrary finite volume V ⊂ Λ, see Fig. 4 (left):
λV(τ ; t) =
∫
V
δ(ϕ) (v · ∇ϕ− sgn (ϕ˜)) ϕx∫
V
δ(ϕ) g(ϕ)
when V ∩ ∂Ω 6= ∅, and 0 otherwise. (2.5)
As a consequence, the stationary solution satisfies |∇ϕ| = 1 almost everywhere in Λ, meaning that ϕ(∞, .; t) is
a signed distance and therefore it is taken as the new level set function ϕ(t, .). Therefore, the solution of (2.4)
preserves the initial position Γ for all pseudo-time τ > 0, and therefore the volume |Ω| is preserved as well.
For a given ε > 0, a banded region of width 2ε around Γ is required. The regularization parameter ε is chosen
proportional to the mesh-size. The Heaviside function, the signum function and the Dirac measure shall respectively
be substituted by smooth functions Hε, δε and sgnε. For all ϕ ∈ R, they are, respectively, defined by
Hε(ϕ) =

0, if ϕ < −ε
1
2
1 + ϕ
ε
+
sin
(πϕ
ε
)
π
 , if |ϕ| ≤ ε
1, otherwise
, sgnε(ϕ) = 2Hε(ϕ) − 1 ,
δε(ϕ) =
dHε
dϕ
(ϕ) =
1
2ε
(
1 + cos
(πϕ
ε
))
if |ϕ| ≤ ε, and 0 otherwise.
2.4. Governing equations
In this section we state the equations governing the model. We assume that the external domain of the cell is
large enough so that the cell membrane does not touch the boundary ∂Λ. Let us consider the bending energy of
Canham and Helfrich given at time t ∈ (0, T ) by:
J (Ω) =
∫
∂Ω
k
2
(H(Ω)−H0)2 ds. (2.6)
The RBC’s membrane Γ is described within the level set formulation, see Eq. 2.2, and the bending energy has to be
encoded in terms of ϕ. Let us consider the space of the admissible solutions called V(Ω). The equilibrium positions
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of RBCs are given by the shape optimization problem
Ω = arg inf
w ∈ V
J (w) with V =
{
ω ⊂ Λ :
∫
∂ω
ds = A0 and
∫
ω
dx = V0
}
(2.7)
where A0 and V0 represent the initial surface and the initial volume enclosed inside the cell, respectively at time
t = 0. In the two-dimensional case, these parameters represent the perimeter and the inner area of the cell,
respectively. Moreover, we notice that the spontaneous curvature has no effect on the equilibrium shape in the
two-dimensional case, see e.g.[21, 62, 49]. In what follows, we make the assumption that the spontaneous curvature
H0 is equal to zero. Furthermore, the minimization of the bending energy under the constraints of fixed volume
and surface (2.7) is transformed into a saddle point formulation. The Lagrangian functional is introduced to relax
the constraints.
L(ω;σ, q) = J (ω) + σ
(∫
∂ω
ds−A0
)
+ p
(∫
ω
dx− V0
)
, ∀(ω;σ, q),
where σ and q represent the Lagrange multipliers corresponding respectively to the surface and the volume con-
straints. The solution (Ω; p, λ) ∈ (Λ;R,R) is a saddle point of L, and the problem writes
(Ω;λ, p) = arg inf
ω ⊂ Λ
sup
σ ∈ R
q ∈ R
L(ω;σ, q).
We consider the directional derivative of the Lagrangian functional along any directions u, q and µ. The optimality
condition is evaluated at (Ω; p, λ) and it is given by
∂L
∂Ω
(Ω;λ, p)(u) = 0
∂L
∂p
(Ω;λ, p)(q) = 0
∂L
∂λ
(Ω;λ, p)(µ) = 0.
The deformation of the RBC is described by the advection in the direction of the steepest descent. In a previous
work gradient descent vector, we derived a generalised mechanical equation describing the equilibrium of RBCs.
Assuming a constant bending rigidity k = 1, the Euler-Lagrange equation writes
p+ λH +
1
2
(H −H0)[4K −H(H +H0)]−∆sH = 0.
Using shape differentiation tools[53, 67, 1], the Fre´chet derivative of (2.7) is computed in an arbitrary direction u,
see e.g.[20, 47], and it reads
∂L
∂ω
(ω;λ, p)(u) =
∫
Γ
{
p+ λH +
1
2
(H −H0)[4K −H(H +H0)]−∆sH
}
u.n ds .
Let us assume enough regularity of the shape Ω. Following the normal direction, the gradient descent vector reads
u =
{
∆sH − 1
2
(H −H0)[4K −H(H +H0)]− p− λH
}
n.
The transformed geometry is given at time t by Ω(t) = (I + tu)(Ω), where t stands for an infinitesimal time step
and I represents the identity transformation. We obtain
L(Ω(t);λ, p) = L(Ω;λ, p)− t
∫
Γ
{
∆sH − 1
2
(H −H0)[4K −H(H +H0)]− p− λH
}2
ds +O(t2),
which obviously ensures the minimization of the objective functional. The vector u represents the advection field,
and it depends on the level set function ϕ and on the geometrical parameters H,K and n. These quantities are
initially set on the membrane Γ. However, they should be encoded in terms of varphi, and then extended to the
entire computational domain Λ. Collecting the elements above, we obtain the following problem:
P : find ϕ, p and λ such that
∂ϕ
∂t
+
[
∆sH − 1
2
(H −H0)[4K −H(H +H0)]− p− λH
]
n.∇ϕ = 0, in (0, T )× Λ (2.8a)∫
Ω
dx = V0, in (0, T ) (2.8b)
6
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∂Ω
ds = A0, in (0, T ). (2.8c)
Initial data and suitable boundary conditions are provided:
ϕ(0, ·) = ϕ0(·), in Λ,
ϕ = ϕ∂Λ, on (0, T )× Σ−,
∂νϕ = 0, on (0, T )× ∂Λ,
where Σ− represents the upstream boundary, or inflow, and ν denotes the outward unit normal vector on the
boundary ∂Λ.
2.5. Variational formulation
We present in this section the variational formulation of the problem (2.8a-2.8b-2.8c). At each time t, we assume
enough regularity of the shape Ω. To encode the vector of the gradient descent in terms of the level set ϕ, we need
the following equality
H(H2 − 4K) = 2H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− ∇.(H2n) . (2.9)
Indeed, by using the Einstein sum rule for repeated indices, we have
∇n : ∇nT = ∂jni ∂inj = ∂j (ni∂inj)− ni∂i (∂jnj) = ∇. [(n · ∇)n]− n · ∇H = ∇. ((n · ∇)n)−
(∇ · (Hn)−H2) .
The Gauss curvature writes 2K = H2 −∇n : ∇nT , see e.g. [47]. We obtain
H(H2 − 4K) = H (−H2 + 2∇n : ∇nT ) = 2H∇ · ((n · ∇)n)−H3 − 2Hn · ∇H
= 2H∇ · ((n · ∇)n)−H3 − (∇ · (H2n)−H3) = 2H∇ · ((n · ∇)n)−∇ · (H2n) .
Moreover, the equality ∂j |∇ϕ| = ∂j
√
∇ϕ.∇ϕ = ∂j∂kϕ ∂kϕ|∇ϕ| , leads to
(∇n)ij = ∂j
(
∂iϕ
|∇ϕ|
)
=
|∇ϕ|∂j∂iϕ − ∂iϕ∂j |∇ϕ|
|∇ϕ|2 =
1
|∇ϕ|
(
∂j∂iϕ − ∂iϕ|∇ϕ|
∂kϕ
|∇ϕ| ∂k∂jϕ
)
.
Then we get ∇n = 1|∇ϕ| (I− n⊗ n) · ∇∇ϕ. As we have ∇(∇ϕ · ∇ϕ) = 2 (∇ϕ · ∇)∇ϕ + 2∇ϕ ∧ rot(∇ϕ) =
2∇(∇ϕ) · ∇ϕ, we obtain, ∇∇ϕ.n = ∇(∇ϕ) · ∇ϕ|∇ϕ| =
1
2
∇ (|∇ϕ|2)
|∇ϕ| = ∇|∇ϕ|.
Finally, we have (n.∇)n = 1|∇ϕ| ((I− n⊗ n) .∇∇ϕ) .n =
1
|∇ϕ| (I− n⊗ n) (∇∇ϕ.n) =
∇s|∇ϕ|
|∇ϕ| . and we end with
the equation (2.9). Let us consider a test function ξ. The variational formulation reads∫
Λ
∂ϕ
∂t
ξ +
∫
Λ
[
2∆sH +H (H
2 − 4K)] |∇ϕ|ξ = 0, ∀ξ ∈ H10 (Λ). (2.10)
We denote ϕmin and ϕmax the maximal and minimal values of ϕ, respectively. By using the co-area formula, see
e.g. [27], and the Green tranformation, we obtain∫
Λ
|∇ϕ|∆sH ξdx =
∫ ϕmax
ϕmin
∫
ϕ(x)=z
∆sHξ dsdz
=
∫ ϕmax
ϕmin
− ∫
ϕ(x)=z
∇sH · ∇sξ ds +
∫
ϕ(x)=z
ξH n · ∇sH︸ ︷︷ ︸
0
ds
 dz = − ∫
Λ
|∇ϕ|∇sH.∇sξ dx.
The surface projection operator verify (I− n⊗ n)2 = (I− n⊗ n)T = (I− n⊗ n), and we have the equality∫
Λ
|∇ϕ|∆sHξ+
∫
Λ
|∇ϕ|∇sH ·∇ξ = 0. Using the equation (2.9) and the homogeneous Neumann boundary condition
∂νϕ = 0, we obtain∫
Λ
|∇ϕ|H(H2 − 4K)ξ = 2
∫
Λ
|∇ϕ|H∇.
(∇s|∇ϕ|
|∇ϕ|
)
ξ −
∫
Λ
|∇ϕ|∇.(H2n) ξ
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= −2
∫
Λ
∇s|∇ϕ|
|∇ϕ| .∇ (|∇ϕ|Hξ) +
∫
Λ
H2n.∇(|∇ϕ|ξ)
=
∫
Λ
(
H2∇ϕ− 2H∇s|∇ϕ|
) · ∇ξ − 2 ∫
Λ
∇|∇ϕ|
|∇ϕ| .∇s (H |∇ϕ|) ξ +
∫
Λ
H2
|∇ϕ|∇ϕ.∇(|∇ϕ|)ξ.
Using the equality |∇ϕ|∇sH +H∇s|∇ϕ| = ∇s(|∇ϕ|H), the equation (2.10) reads∫
Λ
∂ϕ
∂t
ξ − 2
∫
Λ
∇s(H |∇ϕ|) · ∇ξ +
∫
Λ
H2∇ϕ · ∇ξ − 2
∫
Λ
∇|∇ϕ|
|∇ϕ| · ∇s (H |∇ϕ|) ξ +
∫
Λ
H2
|∇ϕ|∇ϕ · ∇(|∇ϕ|)ξ = 0.
(2.11)
To facilitate the numerical discretization, we write a mixed problem to decrease the derivation order of ϕ in the
equation 2.11. Let us consider the mixed variable ψ = −H |∇ϕ|. The equation (2.11) becomes∫
Λ
∂ϕ
∂t
ξ +
∫
Λ
∇s(ψ).∇ξ + 1
2
∫
Λ
ψ2
|∇ϕ|2∇ϕ.∇ξ +
∫
Λ
∇|∇ϕ|
|∇ϕ| .∇s (ψ) ξ
+
1
2
∫
Λ
ψ2
|∇ϕ|3∇ϕ.∇(|∇ϕ|)ξ −
∫
Λ
p|∇ϕ|ξ +
∫
Λ
λψξ = 0, ∀ξ ∈ H10 (Λ) (2.12)∫
Λ
ψ
|∇ϕ| ζ −
∫
Λ
1
|∇ϕ|∇ϕ.∇ζ = 0, ∀ζ ∈ H
1(Λ). (2.13)
From a numerical point of view, we give a particular attention to the skeleton of the level set function. In fact,
the outward normal vector n becomes discontinuous when crossing this area, and a subdifferential of the level set
function exists. By considering some elementary shapes, figure 2 depicts these particular areas, in which we observe
that the norm of the gradient |∇ϕ| has very small values, i.e. around the machine precision. Therefore, after the
numerical discretization of (2.12-2.13), the assembled matrix of the linear system may become singular if some nodes
are located in the skeleton. To address this difficulty, a regularization technique may be used in the neighborhood
of the skeleton. In the present work, we decided to avoid the division by |∇ϕ| in the weak formulation (2.12-2.13).
Let us consider two integers (k, l) ∈ N2, and we introduce two test functions (ξ˜, ζ˜) ∈ H10 (Λ) × H1(Λ) such that
ξ = |∇ϕ|lξ˜ and ζ = |∇ϕ|k ζ˜. The variational formulation (2.12-2.13) writes∫
Λ
|∇ϕ|l∂tϕξ˜ +
∫
Λ
|∇ϕ|l∇s(ψ) · ∇ξ˜ + 1
2
∫
Λ
|∇ϕ|l−2ψ2∇ϕ.∇ξ˜ −
∫
Λ
p|∇ϕ|l+1ξ˜
+
∫
Λ
(l + 1)|∇ϕ|l−1∇|∇ϕ|.∇s (ψ) ξ˜ + 1
2
∫
Λ
(l + 1)|∇ϕ|l−3ψ2∇ϕ · ∇(|∇ϕ|)ξ˜ +
∫
Λ
λψ|∇ϕ|l ξ˜ = 0,∫
Λ
|∇ϕ|k−1ψζ˜ −
∫
Λ
|∇ϕ|k−1∇ϕ.∇ζ˜ =
∫
Λ
k|∇ϕ|k−2∇ϕ · ∇|∇ϕ|ζ˜ .
By setting l = 3 and k = 2, we can avoid the division by |∇ϕ|. In what follows, we will drop the tilde symbol to
make reading easier. Let us introduce the mixed variable γ given by
γ = ∇|∇ϕ| ∈ H0(div,Λ) :=
{
τ ∈ (L2(Λ))d : ∇ · τ ∈ L2(Λ) and τ · ν∂Λ = 0 on ∂Λ}
Finally, the variational formulation reads:
given ϕ∂Λ ∈ C1
(
[0, T ] ;L2(Λ)
) ∩ L2 ((0, T );H1(Λ) ∩W 1,∞(Λ)) and ϕ0 ∈ L2(Λ),
find n ∈ L2 ((0, T );L∞(Λ)d) , γ ∈ L2 ((0, T );H0(div,Λ) ∩ L∞(Λ)d), ψ ∈ L2 ((0, T );H1(Λ) ∩ L∞(Λ)), and ϕ with
ϕ− ϕ∂Λ ∈ C1
(
[0, T ] ;L2(Λ)
) ∩ L2 ((0, T );H10 (Λ) ∩W 1,∞(Λ)) such that∫
Λ
|∇ϕ|n · ς =
∫
Λ
∇ϕ.ς, ∀ς ∈ (L2(Λ))d (2.14)∫
Λ
γ.τ = −
∫
Λ
|∇ϕ|∇ · τ , ∀τ ∈ H0(div,Λ) (2.15)∫
Λ
|∇ϕ|ψξ −
∫
Λ
|∇ϕ|∇ϕ.∇ξ = 2
∫
Λ
(∇ϕ · γ)ξ, ∀ξ ∈ H1(Λ) (2.16)∫
Λ
|∇ϕ|3∇sψ.∇ζ +
∫
Λ
|∇ϕ|3∂tϕζ + 1
2
∫
Λ
|∇ϕ|ψ2∇ϕ · ∇ζ
−
∫
Λ
p|∇ϕ|4ζ + 4
∫
Λ
|∇ϕ|2(∇sψ · γ)ζ + 2
∫
Λ
ψ2(∇ϕ · γ)ζ +
∫
Λ
λψ|∇ϕ|3ζ = 0, ∀ζ ∈ H10(Λ). (2.17)
8
An Adaptive FEM for RBC’s modeling A. Laadhari, P. Saramito and C. Misbah
Figure 2: Singularities in the skeleton for three different shapes. (left) The function ϕ is plotted in elevation;the zero-level set is plotted
in red. (middle) The zero-level set Γ. (right) The gradient |∇ϕ| and its projection in the horizontal plan.
2.6. Refinement and mesh adaptation technique
Our approach bases on the work of Borouchaki et al. [10, 9, 30], and we use the bidirectional anisotropic mesh
generator BAMG developed by F. Hecht et al. [38], see also [40, 41]. We first summarize the principles on which this
generator is based. Let us consider a governing field Ξ to be suitably computed from the solution of the discretized
problem (2.14-2.15-2.16-2.17). The choice of this field assumes that we have some knowledge of a particular aspect
of the solution. Then, the mesh is adapted to the computation of Ξ such that its interpolation error becomes
uniformly distributed. It means that this error becomes constant over all the mesh triangles in the directions of
maximal and minimal stretching, while the maximal and minimal directions of stretching have to be adjusted to
the directions of maximal and minimal error. Therefore, our approach consists in the choice of a particular metric
that is specific to our time-dependent shape optimization problem.
We consider a partition Th of Λ at time t consisting of geometrically conforming open simplicial elements K, i.e.
triangles in the two-dimensional case, such that Λ = ∪K∈Th . In this paragraph, the subscribes ξ and x stand for
the reference and the deformed configurations, respectively. Let XK be the affine transformation which maps the
reference triangle Kξ into Kx as depicted in Fig. 3.
XK : Kξ −→ Kx
ξ 7−→ x =MKξ + tK ,
where MK represents the Jacobian of the transformation XK , and tK is a translation motion. Since the element
K of the mesh is not a flat triangle, the matrix MK is asymmetric and invertible. Hence, the matrix MK admits a
9
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x = X(ξ)
ξ1
ξ2
λx1λx2
Kξ Kx
x1
x2
reference configuration actual configuration
Figure 3: Transformation from the reference element Kξ to the triangle Kx in the actual configuration.
①
✐
❈
✐
❑
Figure 4: (left) The finite volume cell Ci, centered around the vertex xi ∈ Th, joins the barycenters of the triangles and the middle
points of edges passing through xi. (right) Adapted mesh around the RBC’s membrane with 10.732 triangles and 5.407 nodes.
singular value decomposition, denoted simply by SVD, see e.g. [35, 36, 34]. The SVD expresses the matrix MK as
a product: MK = R
T
KΛKPK , where RK and PK are orthogonal and ΛK is a diagonal matrix with positive entries
which are known as the singular values of MK . Several possible choices for the reference triangle Kξ exist, and it
is quit common to choose Kξ =
{
(ξ1, ξ2) ∈ R2 : ξ1 > 0, ξ2 > 0 and ξ1 + ξ2 < 1
}
. The equilateral triangle inscribed
in the unit circle, i.e. with unit radius, is generally considered for purposes of mesh generation, see [28]. Since
the coordinates in the reference configuration verify ξ = M−1K (x− tK), the unit circle equation given by ξT ξ = 1
writes
1 = (x− tK)T M−TK M−1K (x− tK) = (x− tK)T RTKΛ−2K RK (x− tK) ,
which represents the equation of an ellipse containing Kx as depicted in Fig. 3 (right). The governing field Ξ
is considered, and the metric tensor is computed from the Hessian matrix of Ξ, see [38]. We adapt the mesh
with respect to the computation of Ξ, and the purpose is to decrease the interpolation error. Piecewise linear
and continuous functions are used to approximate the field Ξ over each mesh element K ∈ Th, and the error of
interpolation in the direction v ∈ R2 is estimated by:
eK,v = h
2
K,v|
∂2χ
∂v2
| = h2K,v|vT (∇∇Ξ)v| in K.
The parameter hK,v represents the length of K in the direction v. The matrix ∇∇Ξ denotes a piecewise linear
approximation of the Hessian of the governing field Ξ. Let us consider the eigenvalues λx1 and λx2 of the Hessian
∇∇Ξ. The corresponding eigenvectors are denoted v1 and v2, respectively. Therefore, the mesh generator tool
will adapt the mesh by shrinking the elements K in both directions v1 and v2. The directional sizes hK,v1 and
hK,v2 are then adjusted to equidistribute the interpolation error in the mesh element K, and the mesh generator
refine then the initial mesh in regions where more accuracy is needed. Regarding the choice of the governing field
Ξ, it represents an important step in this procedure of refinement, since it allows to emphasize on regions where
10
An Adaptive FEM for RBC’s modeling A. Laadhari, P. Saramito and C. Misbah
accurate numerical computations are needed. For any time tn, we need to refine the mesh especially in the vicinity
of the membrane of the RBC, wherein several quantities such as the curvature, the normal vector and the surface
operators must be computed with high accuracy. We decide to set the governing field Ξ = δε(ϕ
n) + δε(ϕ
n−1). In
cases where big deformations happens, we include also an other term that describes a prediction of the solution
at time tn+1. At each node xi in the mesh Th, the regularization parameter ε is proportional to the local value
of the mesh size ε(xi) = 2h|Ci = 2
√
2meas(Ci)
1
2 , where Ci represents the finite element cell centered in xi, see
Fig 4(left). Fig. 4 shows the adapted mesh around the RBC’s membrane. For all mesh triangles K, the mesh is
characterized by M1 ∈ [0.45, 1] and M2 ∈ [0.34, 0.9], where M1 represents the ratio between the inscribed radius
and the circumscribed radius of the mesh element K, andM2 represents the ratio between the minimal edge length
and the maximal edge length in the element K, see [31] for the detailed description of these parameters.
3. Numerical approximation
3.1. Time discretization
To discretize the problem (2.14-2.15-2.16-2.17) in time, we divide the time interval [0, T ] into N subintervals
[tn, tn+1) of constant step ∆t where n = 0, · · · , N − 1. For any n ≥ 1, the unknowns ψn and ϕn at tn are computed
recursively. The time discretization is performed by using the second-order forward Euler approximation. For a
given function F ∈ C1([0, T ]) and t ∈ (0, T ), we have F ′(t) = 3F(t)− 4F(t−∆t) + F(t− 2∆t)
2∆t
+
F (3)(t)
3
∆t2. The
scheme approximation writes
F ′(t) ≈ 3
2
Fn+1 −Fn
∆t
if n = 1 and F ′(t) ≈ 3F
n+1 − 4Fn + Fn−1
2∆t
if n > 1.
By using a second order schema in time, one can expect that the error follows the evolution O (hk)+O (△t2) where
k represents the degree of the polynomial finite element discretization in space. The theoretical analysis regarding
the error estimation is preserved for further work. We introduce the weighted multi-linear forms
m(w, ξ, ζ) =
∫
Λ
w ξζ for all w ∈ L∞(Λ), ξ ∈ L2(Λ) and ζ ∈ L2(Λ)
a(T, ξ, ζ) =
∫
Λ
(T∇ξ) · ∇ζ for all T ∈ (L∞(Λ))d×d , ξ ∈ H1(Λ) and ζ ∈ H1(Λ).
A semi-implicite scheme is used for the numerical approximation in time of the equations (2.16) and (2.17). The
variational problem reads
Pt: given ϕn∂Λ ∈ H1(Λ)∩W 1,∞(Λ) , ϕ00 = ϕ−10 ∈ L2(Λ), nn ∈ L∞(Λ)d, γn ∈ H0(div,Λ)∩L∞(Λ)d and
(pn, λn) ∈ R2;
find ψn+1 ∈ H1(Λ) ∩ L∞(Λ) and ϕn+1 with ϕn+1 − ϕn∂Λ ∈ H10 (Λ) ∩W 1,∞(Λ) such that
m
(|∇ϕn|, ψn+1, ξ)− a (|∇ϕn|I, ϕn+1, ξ) = 2m (∇ϕn.γn, 1, ξ) (3.1a)
a
(|∇ϕn|3(I− nn ⊗ nn), ψn+1, ζ)+ 3
2△tm
(|∇ϕn|3, ϕn+1, ζ)+ 1
2
a
(
|∇ϕn| (ψn)2 I, ϕn+1, ζ
)
=
1
2△tm
(|∇ϕn|3 (4ϕn − ϕn−1) , 1, ζ)−m (λnψn|∇ϕn|3, 1, ζ)
−m
(
4|∇ϕn|2 (I− nn ⊗ nn)∇ψn.γn + 2 (ψn)2 (∇ϕn · γn)− pn|∇ϕn|4, 1, ζ
)
(3.1b)
for all ξ ∈ H1(Λ) and ∀ζ ∈ H10 (Λ).
3.2. Algorithm for the saddle point problem
To compute the saddle points of the Lagrangian L(Ω; p, λ), we use an Uzawa-type algorithm. This algorithm
was originally introduced by Arrow et al. [3] in the context of concave programming in order to solve saddle
point problems, see [29, 32, 33] for a variety of Uzawa-type methods. This algorithm performs two steps: it first
minimizes the Lagrangian with respect to the shape, then the Lagrange multipliers are computed by minimizing
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Algorithm 1 Uzawa with a fixed descent step δ
1: set tolerance ǫ and initial conditions Ω0, p0 and λ0
2: from the known values Ωn, pn and λn
3: for t = n∆t, · · · , T do
4: compute Ωn+1 ⊂ Λ such that L(Ωn+1; pn, λn) < L(Ωn; pn, λn)
5: set E ∗(p, λ) := −L(Ωn+1; p, λ) and compute(
pn+1, λn+1
)
= (pn, λn)− δ∇p,λE ∗ (pn, λn)
6: compute residual |resn+1|
7: if |resn+1| < ǫ then
8: break
9: end if
10: end for
the dual energy E ∗(p, λ), as detailed in Algorithm 1. In fact, the Uzawa method represents a descent method in
the direction opposite to the gradient of E ∗(p, λ) with a constant step length δ, and we assume δ small enough to
ensure the convergence. As we will show afterwards, a natural choice of the stopping criterion should depend on the
residual of the approximate solutions ψ and ϕ. We compute at each time tn the two residuals resnII and res
n
I of the
equations (3.1a) and (3.1b), respectively. Let us define the global residual at time tn by |resn| =
√
|resnI |2 + |resnII |2
where | · | denotes an appropriate norm for the residual, see section 3.3 for further details about the numerical
computation of the residuals. By using a fixed descent step δ, the Uzawa algorithm does not preserve the volume
and the surface area at each iteration. The two constraints will be verified only on the convergence. However, the
two constraints may be verified if the Uzawa algorithm is used with an optimal descent step. In such case, the exact
Lagrange multipliers should be computed at each iteration and the algorithm has more stabily and effectiveness.
The Uzawa algorithm with the exact descent step is shown in Algorithm 2.
Algorithm 2 Uzawa with optimal descent step
1: set tolerance ǫ and initial conditions
2: from known values Ωn, pn and λn
3: for t = n∆t, · · · , T do
4: compute Ωn+1 ⊂ Λ such that L(Ωn+1; pn, λn) < L(Ωn; pn, λn)
5: compute
(
pn+1, λn+1
)
= (p∗, λ∗) such that V = V0 and A = A0
6: compute |resn+1|
7: if |resn+1| < ǫ then
8: break
9: end if
10: end for
Computation of the optimal Lagrange multipliers. In this section, we proceed to compute the exact values
of the Lagrange multipliers p∗ and λ∗, and we solve the problem P (2.8a-2.8b-2.8c). We have previously shown
that (n · ∇)n = ∇s|∇ϕ||∇ϕ| and H(H
2− 4K) = 2H∇ · ((n.∇)n)−∇ · (H2n). Then the following equation is satisfied
1
2
H(H2 − 4K) = H∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∇. (H2n). The problem P (2.8a-2.8b-2.8c) writes
∂ϕ
∂t
+
[
∆sH +H∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∇. (H2n)− p− λH] |∇ϕ| = 0 in (0, T )× Λ (3.2)
d
dt
∫
Λ
H (ϕ) = 0 in (0, T ) (3.3)
d
dt
∫
Γ
1 = 0 in (0, T ). (3.4)
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To get the expressions of the Lagrange multipliers, we start with the equation (3.4). Thanks to the Reynolds
formula, we are able to simplify this equation and we have successively
d
dt
∫
Γ
1 = 0⇔
∫
Γ
∇s.u = 0⇔
∫
Γ
Hu · n = 0⇔
p
∫
Γ
H + λ
∫
∂Ω
H2 =
∫
Γ
H∆sH +
∫
Γ
H2∇ ·
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∫
Γ
H∇ · (H2n) .
Regarding the equation (3.3), we obtain, using (3.3)
d
dt
∫
Λ
H (ϕ) = 0⇔
∫
Λ
∂ϕ
∂t
δ(ϕ) = 0⇔
∫
Γ
∂ϕ
∂t
1
|∇ϕ| = 0⇔
p
∫
Γ
1 + λ
∫
∂Ω
H =
∫
Γ
∆sH +
∫
Γ
H∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∫
Γ
∇. (H2n) .
The Green’s formula involving surface integrals reads
∫
Γ
∆sH = −
∫
Γ
∇s1 · ∇sH +
∫
Γ
Hn.∇sH = 0. Then, using
formula of integration by parts on surfaces
∫
Γ
H∆sH = −
∫
Γ
|∇sH |2 +
∫
Γ
H2n.∇sH = −
∫
Γ
|∇sH |2 and collecting
the elements above, we obtain the system
p
∫
Γ
H + λ
∫
Γ
H2 = −
∫
Γ
|∇sH |2 +
∫
Γ
H2∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∫
Γ
H∇. (H2n)
p
∫
Γ
1 + λ
∫
Γ
H =
∫
Γ
H∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∫
Γ
∇. (H2n) .
Finally, the Lagrange multipliers p∗ and λ∗ are given by
λ∗ =
∫
Γ
1×
∫
Γ
H2∇.
(∇s|∇ϕ|
|∇ϕ|
)
− |∇sH |2 − H
2
∇. (H2n)∫
Γ
1
∫
Γ
H2 −
(∫
Γ
H
)2 −
∫
Γ
H ×
∫
Γ
H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− ∇ ·
(
H2n
)
2∫
Γ
1
∫
Γ
H2 −
(∫
Γ
H
)2 (3.5)
p∗ =
∫
Γ
H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∫
Γ
∇. (H2n)− λ∫
Γ
H∫
Γ
1
. (3.6)
Remark that the expressions of the Lagrange multipliers become simpler in cases where ϕ is a signed distance func-
tion. In such cases, some integrals vanish and we have
∫
Γ
H∇.
(∇s|∇ϕ|
|∇ϕ|
)
=
∫
Γ
H2∇.
(∇s|∇ϕ|
|∇ϕ|
)
= 0. However,
we assume that we consider only topologies where the zero-level set Γ does not touch the skeleton of the function
ϕ. Since the norm of the gradient |∇ϕ| is evaluated only in the vicinity of Γ where, thanks to the redistancing step,
the level set function is close to the signed distance function. Therefore, the division by |∇ϕ| in the equations (3.6)
and (3.5) does not induce numerical singularities.
3.3. Space discretization by finite elements
We proceed with the space discretization of the problem Pt (3.1a-3.1b). We consider a partition Th of Λ
consisting of geometrically conforming open simplicial elements K (triangles for d = 2), such that Λ¯ = ∪K∈Th .
The mesh parameter is h = max
K∈Th
diam(K) if the mesh is regular. However, the mesh discretization parameter is
given by h = heq if the mesh is adapted. The equivalent space discretization step is given by heq = 1/
√
Nn, where
Nn represents the number of nodes in the adapted mesh. A piecewise continuous finite element approximation is
considered for the discretization of the level set ϕ and the mixed variable ψ. Let us denote by ϕnh and ψ
n
h the spatial
approximation of ϕn and ψn at the time step tn. We introduce the following finite-dimensional spaces:
Hh =
{
ζh ∈ C0
(
Λ
)
: ζh|K ∈ P1(K), ∀K ∈ Th
}
, Gh = Nh ∩H0(div,Λ),
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Nh = H
d
h, Vh(ξ0) = Hh ∩H10 (Λ) + πh
(
ξ˜0
)
,
where πh represents a P1 Lagrange interpolant on the boundary ∂Λ. Given ξ0 ∈ H1/2 (∂Λ), the harmonic relevant
ξ˜0 in the space H
1(Λ) satisfy the following problem
△ξ˜0 = 0 in Λ such that ξ˜0 = ξ0 on ∂Λ.
Discretization of equation (2.14). Let us consider ϕnh ∈ Vh (ϕ∂Λ) and we proceed to compute nnh ∈ Nh. The
level set gradient vector ∇ϕnh ∈ (P0)d, ∀K ∈ Th. Let us denote by gnh by L2 projection of ∇ϕnh in Nh, and we have∫
Λ
gnh · ςh =
∫
Λ
∇ϕnh · ςh, ∀ςh ∈ Nh. (3.7)
To assemble the left hand side of the equation (3.7), we use the lumped mass matrix, and the numerical computation
of gnh is straightforward. Accordingly, the numerical approximation of the unit normal vector is given by
nnh(xi) =

gnh(xi)
|gnh(xi)|
if |gnh(xi)| 6= 0
0 otherwise.
(3.8)
Discretization of equation (2.15). We consider an explicit scheme for the numerical approximation of γn. Given
the discretized level set function ϕnh ∈ Vh(ϕ∂Λ), the problem reads
find γnh ∈ Gh such that for all τ ∈ Gh, we have∫
Λ
γnh .τ +
∫
Λ
|∇ϕnh |∇ · τ = 0. (3.9)
Finally, with an exact evaluation of the multi-linear forms, the discrete problem Pt (3.1a-3.1b) reads
P⋆t,h : given ϕnh ∈ Vh(ϕ0), ψnh ∈ Hh, nnh ∈ Nh and γnh ∈ Gh,
find
(
ϕn+1h , ψ
n+1
h
) ∈ Vh(ϕ0)×Hh, such that ∀ (ζ, ξ) ∈ Vh(0)×Hh, we have
m
(|∇ϕnh |, ψn+1h , ξ)− a (|∇ϕnh|I, ϕn+1h , ξ) = 2m (∇ϕnh .γnh , 1, ξ) ,
a
(|∇ϕnh |3(I− nnh ⊗ nnh), ψn+1h , ζ)+m(3|∇ϕnh |32∆t , ϕn+1h , ζ
)
+ a
( |∇ϕnh|
2
(ψnh)
2
I, ϕn+1h , ζ
)
= m
( |∇ϕnh |3
2∆t
(
4ϕnh − ϕn−1h
)
, 1, ζ
)
−m
(
4|∇ϕnh|2 (I− nnh ⊗ nnh)∇ψnh .γnh + 2 (ψnh)2 (∇ϕnh.γnh)− pn|∇ϕnh|4 + λnψnh |∇ϕnh |3, 1, ζ
)
.
Using the finite element environment Rheolef [64], we can not perform the exact evaluation of the multi-linear forms
in P⋆t,h. However, an approximation is introduced and the P1 Lagrange interpolant πh is used to approximate the
weights in the previous forms. Hence, we solve the following approximated problem
Pt,h : given ϕnh ∈ Vh(ϕ0), ψnh ∈ Hh, nnh ∈ Nh and γnh ∈ Gh,
find
(
ϕn+1h , ψ
n+1
h
) ∈ Vh(ϕ0)×Hh, such that ∀ (ζ, ξ) ∈ Vh(0)×Hh, we have
m
(
πh [|∇ϕnh |] , ψn+1h , ξ
)− a (πh [|∇ϕnh |I] , ϕn+1h , ξ) = 2m (πh [∇ϕnh.γnh] , 1, ξ) , (3.10)
a
(
πh
[|∇ϕnh |3(I− nnh ⊗ nnh)] , ψn+1h , ζ)+ 32△tm (πh [|∇ϕnh |3] , ϕn+1h , ζ)+
1
2
a
(
πh
[
|∇ϕnh | (ψnh )2 I
]
, ϕn+1h , ζ
)
=
1
2△tm
(
πh
[|∇ϕnh |3 (4ϕnh − ϕn−1h )] , 1, ζ)−
m
(
πh
[
4|∇ϕnh|2 (I− nnh ⊗ nnh)∇ψnh .γnh + 2 (ψnh)2 (∇ϕnh · γnh)− pn|∇ϕnh |4 + λnψnh |∇ϕnh|3
]
, 1, ζ
)
. (3.11)
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Numerical computation of the residuals. The previous finite-dimensional linear system Pt,h involves the
following matrix structure: (
Anh B
n
h
Cnh D
n
h
)
·
(
Ψn+1h
Φn+1h
)
=
(
Fnh
Gnh
)
In the present work, this system is solved efficiently using the LU factorization of matrices performed by the
UMFPACK library1 within the C++ finite element environment Rheolef2 [64]. Since the weighted bilinear forms
depend on (Ψnh,Φ
n
h)
T at the previous time step, the linear system is assembled at each time step. It is required to
have an appropriate convergence test for problems having a stationary solution. This test can possibly be based on
the computation of the relative error. Nevertheless, this is not enough to assert that the solution converges and we
decide that the convergence criterion is based on the computation of the residual of the problem Pt,h (3.10-3.11).
Let us first consider the equation (3.1b) that includes the time derivative term. We denote by resnI,h the residual
evaluated with the discrete H−1 norm at time tn. For all ζh ∈ Vh(0), the residual is given by
resnI,h.ζ
T
h = (Anhψnh + Bnhϕnh −Fnh ) .ζTh ,
where Anh, Bnh and Fnh are the discrete operators induced by the forms contained in the equation (3.11). If the
problem admits a stationary solution, as the problem of the equilibrium of RBCs, the residual verifies lim
n→∞
resnI,h = 0.
For all ζh ∈ Vh(0), we proceed with the computation of the discrete norm of the residual, denoted simply | · |H−1
h
.
This norm is defined by duality and we have
|resnI,h|H−1
h
= sup
ζh∈Vh(0)
< ζh, res
n
I,h >Vh(0),H−1h
|vh|Vh(0)
= sup
vh ∈ Vh(0) :
|vh|Vh(0) = 1
< vh, res
n
I,h >Vh(0),H−1h
= max
i≤dim(Vh(0))
< φi,h, res
n
I,h >Vh(0),H−1h
= max
x∈#dof(Vh(0))
|resnI,h(x)|,
where φj,h represents the normalized nodal finite element basis of Vh(0). The integer dim (Vh(0)) represents the
dimension of Vh(0), and #dof (Vh(0)) denotes the set of nodes associated to the degrees of freedom of Vh(0).
Remark that, while the elements of Vh(0) vanishes on the boundary, the set #dof (Vh(0)) contains all the nodes
associated to the degrees of freedom of Vh(0) with the exception of those located on the boundary. Finally, we
notice that we approximate the computation of the residual resnII,h of the equation (3.10), and we evaluate it in a
similar way as resnI,h.
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Figure 5: Preservation of the volume and the area. (left) Evolution of the energy of Canham and Helfrich. (right) Plot in the logarithmic
scale of the relative errors with respect to the iterations.
1UMFPACK routines - http://www.cise.ufl.edu/research/sparse/umfpack/
2Rheolef - http://www-ljk.imag.fr/membres/Pierre.Saramito/rheolef/
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3.4. Numerical verification of the volume and area constraints
We consider a cell having reduced area γ = 0.75 and we solve the problem Pt,h(3.11) following Algorithm 2.
Let us denote by V0 and A0 the surface area and the perimeter of the cell at the initial time t = 0. We plot in the
figure 5 the evolution of the energy of Canham and Helfrich and the relative error in area and perimeter. Although
we observe that the energy J is decreasing, results show that the constraints of area and perimeter are not verified
and an error is accumulated significantly over the iterations. However, the errors made in the preservation of the
constraints were expected. Indeed, regarding the preservation of the surface, the constraint
∫
Ω
1 = V0 was replaced
by the equation
d
dt
∫
Ω
1 = 0 to allow the computation of the Lagrange multipliers. Notice that the two equations
does not describe the same constraint but they should be equivalent up to a constant value. This value could
represent therefore the numerical error coming, for example, from the rounding and the interpolations between
spaces. The same argument is also valid for the constraint of the volume preservation. Thereafter, the idea is to
restore the area and the perimeter lost by adding an appropriate correction prior to the calculation of the optimal
Lagrange multipliers p∗ and λ∗. These analytical computations are performed in the formal manner, and we assume
to have enough regularity in the integral calculus.
A posteriori correction of the Lagrange multipliers. To overcome the problems of mass preservation, we
introduce two parameters εnV and ε
n
A needed for the correction of errors in the equations 3.3 and 3.4, respectively.
These parameters vary in time, and they are given at the time tn by
εnA =
A0 −
∫
Γn
1ds
∆t
and εnV =
∫
Ωn
1dx− V0
∆t
.
The corrections are applied and the problem (2.8a) is replaced by
∂ϕ
∂t
+
[
∆sH −H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∇ · (H2n)− p− λH] |∇ϕ| = 0 in (0, T )× Λ, (3.12)
d
dt
∫
Λ
H (ϕ) = εnV in (0, T ), (3.13)
d
dt
∫
Γ
1 = εnA in (0, T ). (3.14)
By using (3.14) and the Reynolds formulae, we obtain
d
dt
∫
Γ
1 = εnA ⇔ p
∫
Γ
H + λ
∫
Γ
H2 + εnA =
∫
Γ
H∆sH +
∫
Γ
H2∇.
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∫
Γ
H∇. (H2n) .
Using the equation (3.13), we have
d
dt
∫
Λ
H (ϕ) = εnV ⇔
∫
Λ
∂ϕ
∂t
δ(ϕ) = εnV ⇔ p
∫
Γ
1 + λ
∫
Γ
H − εnV =
∫
Γ
∆sH +
∫
Γ
H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∫
Γ
∇. (H2n) .
Collecting the element above, the corrected Lagrange multipliers are given by
λ =
∫
Γ
1×
(
−εnA +
∫
Γ
H2∇.
(∇s|∇ϕ|
|∇ϕ|
)
− |∇sH |2 − H
2
∇. (H2n))− ∫
Γ
H ×
(
εnV +
∫
Γ
H∇.
(∇s|∇ϕ|
|∇ϕ|
)
− 1
2
∇. (H2n))∫
Γ
1
∫
Γ
H2 −
(∫
Γ
H
)2
(3.15)
p =
εnV
∫
Γ
H∇.
[∇s|∇ϕ|
|∇ϕ|
]
− 1
2
∫
Γ
∇. (H2n)− λ∫
Γ
H∫
Γ
1
. (3.16)
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Remark that the corrections of the Lagrange multipiers can be interpreted as a posteriori control on the values of
λ∗ (3.5) and p∗ (3.6). Thus, we have λ = λ∗ + δλn, p = p∗ + δpn, where
δλn =
−εnA
∫
Γ
1− εnV
∫
Γ
H∫
Γ
1
∫
Γ
H2 −
(∫
Γ
H
)2 and δpn = ε
n
A
∫
Γ
1
∫
Γ
H + εnV
∫
Γ
1
∫
Γ
H2∫
Γ
1
(∫
Γ
1
∫
Γ
H2 −
(∫
Γ
H
)2) . (3.17)
Observe that the corrections a posteriori of the Lagrange multipliers δλn and δpn (3.17) vanish if the parameters
εnV and ε
n
A are null. The modified algorithm used to solve the saddle point problem is detailed in Algorithm 3, and
we illustrate a full description of the numerical strategy in the graph 6.
Algorithm 3 Uzawa with a posteriori control
1: set tolerance ǫ and initial conditions Ω0, p0 and λ0
2: from the known values Ωn, pn and λn
3: for t = n∆t, · · · , T do
4: compute Ωn+1 ⊂ Λ such that L(Ωn+1; pn, λn) ≤ L(Ωn; pn, λn)
5: compute
(
pn+1, λn+1
)
= (p∗ + δpn, λ∗ + δλn)
6: compute residual |resn+1h |H−1
h
7: if |resn+1h |H−1
h
< ǫ then
8: break
9: end if
10: end for
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Figure 6: A Graphical illustration of the numerical method.
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4. Reduced order model in the two-dimensional case
Notations. Let us consider a functional f that depends on a function ϕ(x), where x represents the spatial coor-
dinate. We introduce the following notations
f ′(x) :=
df
dx
(x) and f ′ψ(ϕ) :=
df
dϕ
(ϕ)(ψ).
In this section, we write a reduced order model that describes the equilibrium state of the cell as the solution of
an ordinary differential equation (ODE). We assume, as an approximation, that the cell is symmetric with respect
to the horizontal axis (i.e. x-axis) and the vertical axis (i.e. z-axis). The solution of this reduced order model will
help afterwards to validate the solution of the finite element solver, as depicted in the graph 6.
✵
❤
 
③ ✁ ✿ ✂ ❂ ✄✭①✮
☎☎
❢
Figure 7: Cartesian notations used in the two-dimensional case
Mathematical formulation. In the equilibrium state, the membrane is described using a parametric represen-
tation z = h(x), see Fig. 7. We denote by xf the maximum radius of the membrane, and we have h(xf ) = 0. The
membrane is described by the parametric representation
Γ = {X(x, z) = (x, z(x)) : (x, z) ∈ [0, xf ]× [0,+∞)} .
We introduce the function φ(x, z) = z − h(x). The membrane is then described as a level set function Γ =
{x ∈ [0, xf ]× [0,+∞] : φ(x, z) = 0} . An infinetisimal length on Γ writes dl =
(
1 + (h′(x))2
) 1
2 dx, while the area
V0 and the perimeter A0 write
V0 = 4
∫ xf
0
h(x)dx = −4
∫ xf
0
w(x)xdx and A0 = 4
∫ xf
0
(
1 + w2(x)
) 1
2 dx, (4.1)
where w(x) = h′(x). In the following, we write the problem with respect to w. The outward unit normal vector n
and the mean curvature H are given respectively by
n(x) =
∇φ
|∇φ| =
1
(1 + w(x)2)
1
2
( −w(x)
1
)
and H(x, z) = ∇.n = − w
′(x)
(1 + w(x)2)
3
2
. (4.2)
The Lagrangian functional writes
L(Ω;λ, p)
2
=
∫ xf
0
[
(H −H0)2 + λ
] (
1 + w2(x)
) 1
2 dx− 2p
∫ xf
0
xw(x)dx. (4.3)
To write the Euler-Lagrange equation, we look for for the saddle-points of L (4.3). Let us assume that ψ(x)
represents a regular function with a compact support. Therefore, we compute the Fre´chet derivatives with respect
to w in the direction ψ. We have
[
(H −H0)2
]
ψ
(w) = 2Hψ(w)(H −H0) and
[(
1 + w2(x)
) 1
2
]
ψ
(w) =
w(x)ψ
(1 + w2(x))
1
2
,
L′(w;λ, p)ψ(w)
2
= 2
∫ xf
0
Hψ(w)(H −H0)
(
1 + w2(x)
) 1
2 +
∫ xf
0
wψ
[
(H −H0)2 + λ
]
(1 + w2(x))
1
2
− 2p
∫ xf
0
xψ. (4.4)
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From the expression of H 4.3, we get
H ′(x) = −
[(
1 + w(x)2
)
w′′(x) − 3w(x)w′2(x)]
(1 + w(x)2)
5
2
and H ′ψ(w) = −
ψ′
(
1 + w(x)2
)− 3w(x)w′(x)ψ
(1 + w(x)2)
5
2
. (4.5)
We denote respectively by T1, T2 and T3 the three terms in the derivative of the Lagrangian, see Eq. (4.4).
T1 = −
∫ xf
0
2(H −H0)
(1 + w(x)2)2
[(
1 + w(x)2
)
ψ′ − 3w(x)w′(x)ψ] dx
= −
[
2(H −H0)
(1 + w(x)2)
ψ
]xf
0
+
∫ xf
0
∂
∂x
[
2(H −H0)
(1 + w(x)2)
]
ψdx +
∫ xf
0
6w(x)w′(x)(H −H0)
(1 + w(x)2)2
ψdx.
From w(xf ) = −∞, we obtain
∂
∂x
[
2(H(x)−H0)
(1 + w(x)2)
]
=
2H ′(x)
(1 + w(x)2)
− 4(H(x)−H0)w(x)w
′(x)
(1 + w(x)2)
2 .
We end with
T1 =
∫ xf
0
2H ′(x)
(1 + w(x)2)
ψdx+
∫ xf
0
2w(x)w′(x)(H(x) −H0)
(1 + w(x)2)2
ψdx. (4.6)
By using the expression of H ′(x) (4.5), we evaluate T1 (4.6)
2H ′(x)
(1 + w(x)2)
+
2w(x)w′(x)(H(x) −H0)
(1 + w(x)2)2
= − 2w
′′(x)
(1 + w(x)2)
5
2
+
4w(x)w′2(x)
(1 + w(x)2)
7
2
− 2w(x)w
′(x)H0
(1 + w(x)2)2
.
We have (H(x) −H0)2 + λ = w
′(x)2
(1 + w(x)2)3
+
2H0w
′(x)
(1 + w(x)2)
3
2
+
(
H20 + λ
)
. We get
T2 =
∫ xf
0
[
w(x)w′2(x)
(1 + w(x)2)
7
2
+
2H0w
′(x)w(x)
(1 + w(x)2)
2 +
(
H20 + λ
)
w(x)
(1 + w(x)2)
1
2
]
ψdx. (4.7)
By using T1 (4.6) and T2 (4.7), the equation (4.4) reads
L′(w;λ, p)ψ(w)
2
=
∫ xf
0
[
− 2w
′′(x)
(1 + w(x)2)
5
2
+
5w(x)w′2(x)
(1 + w(x)2)
7
2
+
(
H20 + λ
)
w(x)
(1 + w(x)2)
1
2
− 2px
]
ψdx.
Therefore, the Euler-Lagrange equation describing the RBC’s equilibrium reads
2w′′(x)
(1 + w(x)2)
5
2
=
5w(x)w′2(x)
(1 + w(x)2)
7
2
+
(
H20 + λ
)
w(x)
(1 + w(x)2)
1
2
− 2px. (4.8)
By considering the suitable initial data and boundary conditions, the reduced order problem writes
2w′′(x)
(1 + w(x)2)
5
2
=
5w(x)w′2(x)
(1 + w(x)2)
7
2
+
(
H20 + λ
)
w(x)
(1 + w(x)2)
1
2
− 2px, 0 < x < xf
w(0) = 0
w′(0) = w′0.
(4.9)
We notice that the condition w′0 > 0 is imposed if we expect a biconcave shape. To decrease the derivation order
in (4.9), we introduce a variable change κ(x) =
w(x)
(1 + w(x)2)
1
2
, and we write the problem (4.9) with respect to κ(x).
The boundary condition is κ(0) = 0, and we have
κ′(x) =
w′(x)
(1 + w2(x))3/2
and κ′′(x) =
w′′(x)
(1 + w(x)2)
3
2
− 3w(x)w
′2(x)
(1 + w(x)2)
5
2
.
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Remark that κ′(0) = w′(0). The two variables κ(x) and w(x) have the same sign, and we have w(x) =
κ(x)
(1− κ2(x)) 12
.
The mean curvature is given byH(x) = −κ′(x). We introduce the polynomial P (ξ) = (H20 + λ) ξ−2px. The reduced
order problem writes 
κ′′ =
P (κ)(x) − κ(x)κ′2(x)
2(1− κ2) , 0 < x < xf
κ(0) = 0
κ′(0) = w′(0).
(4.10)
Numerical discretization. To solve the problem (4.10), the derivation order is first reduced by introducing the
variables y(x) = (y1, y2) = (κ(x), κ
′(x)), y0 = (0, w
′(0)) and f(y) =
(
y2 ,
P (y1)− y1y22
2(1− y21)
)T
. A first-order ordinary
differential equation depending on y is obtained
y′ = f(y), if 0 < r < xf and y(0) = y0. (4.11)
Looking for biconcave shapes of RBCs, we solve the problem 4.11 in the intervalle [0, xf ], and we choose xf large
enough such that 1− κ2(x) changes the signum on a particular spatial position xc and it becomes negative in the
intervalle (xc, xf ). A shooting method is used to obtain the position xf . Finally, we compute
w(x) =
κ
(1− κ2)1/2 , 0 < x < xf and h(x) =
∫ x
xf
w(x)dx.
5. Numerical Simulations
Figure 8: Example 1: Adapted mesh in the Zalesak’s test.
5.1. Software implementation
The presented method has been implemented using the Rheolef environment3 [64], which is a general purpose
C++ library for scientific computing, with special emphasis on finite elements and parallel computation. Rheolef
provides support for distributed-memory parallelism via MPI4. Rheolef relies upon the Trilinos5, Boost6, Blas7 and
3Rheolef - http://www-ljk.imag.fr/membres/Pierre.Saramito/rheolef/
4Message passing interface - http://www.mpich.org
5Trilinos - http://trilinos.org
6Boost libraries - http://www.boost.org
7BLAS, Basic Linear Algebra Subprograms library - http://www.netlib.org/blas
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UMFPACK8 libraries for much of its functionality. Rheolef bases on Scotch for distributed mesh partitioning9.
The reduced order problem has been numerically solved with the free software package GNU Octave [24]10.
5.2. Validation of the numerical solver
We present in this section a set of numerical examples illustrating the main features and the accuracy of the
numerical method. We focus, in the first part, on our mesh adapting tool.
❛❞❛♣t✐ ❡ ♠❡s❤✱ ✇✐t❤ ❝♦rr❡❝t✐♦♥
r❡❣✉❧❛r ♠❡s❤✱ ✇✐t❤ ❝♦rr❡❝t✐♦♥
r❡❣✉❧❛r ♠❡s❤✱ ✇✐t❤♦✉t ❝♦rr❡❝t✐♦♥
✵✿✻✺✺
✵✿✽✽✽
✵✿✸✽✼
✵✿✸✷✶
✵✿✶✵✷
❦❍
✧
✭✬✮ ✁❍
✧
✭✬
✂
✮❦
✄❀☎❀✆
✝
✞q
✶✿✺ ✟ ✶✵
✠✡
✶✿✺ ✟ ✶✵
✠☎
✶✿✺ ✟ ✶✵
✠☛
✼ ✟ ✶✵
✠✡
✶✵
✠✡
✹ ✟ ✶✵
✠☎
Figure 9: Example 1: (left) Contour plots of the rotating slotted circle after one rotating period: exact solution (black and dotted),
regular mesh without mass correction: see Eq. 2.5 (green and dashed), regular mesh with mass correction (blue and dotted line), and
adaptive mesh with mass correction (red and solid line). (right) Convergence properties in log-log scale.
5.2.1. Exemple 1: The test of Zalesak’s rigid disk
We first study the motion of a rigid body under the effect of a prescribed rotational motion. This test has been
initially proposed by Zalesak [75]. It has become one of the most common test for interface propagation used to
test numerical methods, see e.g [76, 54, 74, 58, 78]. We are interested in the rotation of a slotted circle with a radius
of 1/5, the slot depth is 3/10 and the width is equal to 1/10. The slotted circle is initially centered at (0.5, 7/10)
and we consider a rotational velocity field given by u =
( π
314
(50− y), π
314
cos(x− 50)
)T
. The computational
domain is the square [0, 1]2.The slotted circle completes one revolution after one period. Several mesh sizes were
considered to check the mesh dependency and the convergence properties of our method. We plot in Fig. 9 the
convergence of the error between the computed solution ϕh and the exact solution ϕ with respect to the equivalent
space discretization heq = 1/
√
Nn, where Nn represents the number of nodes in the adapted mesh, see Section
3.3. The error is plotted in the logarithmic scale and results show that we obtain better convergence slope firstly
by adding the mass correction in the redistancing problem and secondly by using the mesh adaptation technique.
Regarding the mesh adaptation, we consider the hessian matrix of the field Ξnh = δε(ϕ
n
h) + δε(ϕ
n−1
h ). Fig 8 shows
the accuracy of our meshing tool, in particular concerning the capture of the corners in the slotted disk.
5.2.2. Exemple 2: The test of Leveque’s deformable disk
We study the advection of a deformable object in a shear flow field. This problem is used to test the ability of
the numerical method to resolve and maintain thin filaments and to capture, afterwards, some particular biconcave
shapes of red blood cells. This test was proposed by Leveque [50], and it is widely used to test a lot of numerical
methods and strategies [26, 42, 63]. The domain of interest is Λ = [0, 1]2. We consider an initial deformable circle
8UMFPACK routines - http://www.cise.ufl.edu/research/sparse/umfpack/
9Scotch - http://www.labri.fr/perso/pelegrin/scotch
10Octave - www.gnu.org/software/octave/
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Figure 10: Example 2: Some adaptive meshes obtained in the test of Leveque’s deformable circle.
with a radius 0.15 and centered on (0.35, 0.35). The circle is advected in a vortex with a periodic velocity field given
by u(x, y) =
(
2(sin(πx))2sin(2πy)sin(πt),−(sin(πy))2sin(πt)sin(2πx))T . It reaches the maximum of deformation
at the middle of the time period. The velocity components change then their sign, and the deformable circle should
reach its initial position at the end of the period. This test shows the ability of our mesh technique to detect the
thin filaments, as depicted in Fig. 10.
5.2.3. Exemple 3: Mean curvature motion
We study the mean curvature motion. We are interested in the time evolution of Γ0 = ∂Ω0 such that, at each
time t ∈ (0, T ), the curve Γ(t) = ∂Ω(t) moves with a normal speed equal to the mean curvature; the advection
vector is given by u = −Hn. This problem is equivalent to the following shape optimization problem:
Ω = argmin
w
∫
∂w
1 ds.
The behavior of the evolution of a circle by mean curvature is well-known. The initial cercle remains a circle and
shrinks into a point in a finite time. We solve this problem to test the mesh adaptation technique for a problem
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Figure 11: Example 3: (left) Adaptive mesh. (right): Zoom showing the effect of using the adaptive criterion.
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Figure 12: Example 3: (left) Evolution of a circle that shrinks into a point in a finite time. (right) Convergence properties in the
l2((0, T );L2(Λ)) norm. The logarithmic scale is used.
that evolves also the mean curvature. The mean curvature is an important quantity in the modelization of RBCs
and we have to compute this quantity in an accurate way. To adapt the mesh, we choose the metric as the hessian
of the field Ξnh = δε(ϕ
n
h) + δε(ϕ
n+0.5
h ) + δε(ϕ
n−1
h ) where ϕ
n+0.5
h represents a first approximation of the solution at
tn+1, or a prediction, computed using the criterion Ξn−1h . Fig. 11 shows the adapted meshes obtained using the
previous criterion. We plot in Fig. 12 the convergence of the error between the computed solution ϕh and the exact
solution ϕ with respect to the equivalent space discretization heq. The error is plotted in the logarithmic scale and
results show that the convergence slope is improved by mesh adaptation.
5.3. Numerical results in the two-dimensional case
In this section, we provide some numerical results of the equilibrium shapes of RBCs in the two-dimensional
case. Since we do not dispose of an analytical expression describing the RBC’s shape in the equilibrium state,
a validation of the adaptive finite element method can be obtained by solving the reduced order problem. By
varying the reduced area of the cell, we compare between the results obtained by the finite element solver and the
results of the reduced order model as illustrated in the graph 6. Concerning the numerical computations in the
two-dimensional case, through a re-scaling step, we may provide shapes having a fixed perimeter A0 and variable
surface area. In all the results, we consider the RBC’s perimeter at time t = 0 to be 2π. We give a particular
attention to the preservation of the area and the perimeter of the RBC, since it represents an important numerical
difficulty related to the Eulerian methods.
We first consider the numerical simulation of a biconcave RBC having a reduced area γ = 0.75. Regarding
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Figure 13: Evolution to the equilibrium shape of a RBC having γ = 0.75 : (left) comparison between the finite element solution (FEM)
and the solution given by the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
Figure 14: Evolution of the relative errors for different values of ∆t. The y-coordinate is scaled logarithmically. (left) Relative error of
the area. (right) Relative error of the perimeter.
the regularization procedure 2.3, we choose the regularization parameter ε|K = 2.5× h|K where h|K represents an
estimation of the mesh size in the element K ∈ Th. Concerning the convergence to the steady state describing the
RBC’s equilibrium, Fig. 15 (right) depicts the convergence history showing the discrete H−1 norm of the residual
resnh as described in the section 3.3. Results show that the residual reaches a plateau that should decrease with
respect to ∆t. In a similar way, we plot in Fig. 16 the convergence history of the relative errors in the L2 norm
and the residual evaluated using the L1 and L2 norms for various values of the time step. An element that deserves
more attention is the preservation of the perimeter and the area enclosed inside the cell. For a particular numerical
computation, the quality of the numerical result and the preservation of the constraints are affected by the choice
of time step ∆t. Our concern here is to test the preservation of the constraints of perimeter and area for different
time step sizes. In this numerical experiment, we focus on the equilibrium of the same RBC having a reduced area
γ = 0.75 starting from the same initial shape and using different time step sizes, see Fig. 13 (left) for an illustration
of the equilibrium configuration of the cell. We plot in Fig. 14(left) and Fig. 14(right) the evolution of the relative
error in the area and the perimeter. Numerical results show that errors are preserved remarkably well and they are
smaller than 10−5% when the time step size is smaller than 10−7. We verify also that the convergence is obtained
for the two Lagrange multipliers p and λ. Fig. 15 (left) shows their plots for a RBC having γ = 0.75 and using
a time step size ∆t = 5 × 10−9. The different simulations are all stopped when the residual |resnh |H−1
h
reaches the
tolerance criterion ǫ = 10−5. The numerical results confirm, as expected, that the Lagrange multipliers converge
to the constant values p = 3.3 and λ = −0.95 in the steady state. In the following, the time step is set equal to
∆t = 5× 10−7. We perform a qualitative comparison with the results obtained by solving the reduced order model
4.11. Regarding the numerical resolution of 4.11, we assume that the grid is uniform and we consider the spatial
discretization parameter N = 104 that corresponds to a mesh grid size ∆x =
xf
N
. The solution of the ordinary
differential equation 4.10 having the same reduced area γ = 0.75 as the RBC is obtained by setting the parameters
λ = −0.95 , p = 3.3 and w′(0) = 0.296. A satisfactory agreement is observed with respect to the finite element
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solution in Fig. 13 (left). Fig. 13(right) plots the evolution of the Canham-Helfrich energy with respect to the
iterations. The curve shows that the energy is decreasing before getting a stationary constant value equal to 5.68.
Figure 15: (left) Evolution of the Lagrange multipliers. The y-coordinate is scaled logarithmically. (right) Convergence of the residual
resn
h
evaluated with the discrete H−1
h
norm as a function of the iteration number. The coordinates are scaled logarithmically.
Figure 16: Convergence in several norms of the residual and the error using two different time step sizes: (left) ∆t = 10−8 and (right)
∆t = 10−7. Results are plotted in the logarithmic scale.
We now presents some other computational results that illustrate various shapes of RBCs and the corresponding
reduced areas and energies of Canham and Helfrich. This experiment given in Fig 17 is designed to validate the
equilibrium shape of a cell having a reduced area γ = 0.85. The finite element results shows that the energy of
Canham and Helfrich is decreasing with respect to the iterations, and the corresponding final energy value is 4.64,
as depicted in Fig 17 (right). The solution of the reduced model having the same reduced area γ = 0.85 is obtained
by using the following parameters: N = 104, λ = −0.95, p = 3.3 and w′(0) = 0.48. The two equilibrium shapes are
almost the same, as shown in Fig 17 (left).
The next experiment concerns the equilibrium shape of a cell having a reduced area γ = 0.65. The solution of the
reduced model having the same reduced area is obtained by solving the ordinary differential equation 4.11 using
the parameters N = 104, λ = −0.9, p = 3.2 and w′(0) = 0.296. We solve the finite element problem, and results
illustrated in Fig.18(left) show that both forms are almost the same. The corresponding energy of Canham and
Helfrich decreases to a constant value, and the final energy value is around 6.89.
We consider in the next numerical test a cell with the reduced area γ = 0.6. For the same reduced area, the solution
obtained by solving the reduced order problem is obtained using the parameters N = 104, λ = −0.9, p = 3.2 and
w′(0) = 0.4. A satisfactory agreement is observed with respect to the finite element solution in Fig. 19 (left). Fig.
19(right) plots the minimization of the energy of Canham and Helfrich with respect to the iterations. The energy
is decreasing before getting a stationary constant value around 7.4.
The next numerical test considers a RBC having a reduced area γ = 0.55. The solution having the same reduced
area obtained by solving the ordinary differential equation 4.11 is obtained by setting N = 104, λ = −0.95, p = 3.3
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Figure 17: Evolution to the equilibrium shape of a RBC having γ = 0.85 : (left) comparison between the finite element solution (FEM)
and the solution of the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
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Figure 18: Evolution to the equilibrium shape of a RBC having γ = 0.85 : (left) comparison between the finite element solution (FEM)
and the solution of the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
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Figure 19: Evolution to the equilibrium shape of a RBC having γ = 0.60 : (left) comparison between the finite element solution (FEM)
and the solution of the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
and w′(0) = 0.48. By comparing with the results of the finite element solver, we clearly notice the similarities
between the two forms, as shown in Fig 20(left). The evolution of the energy is plotted in Fig. 20(right). Observe
that the constant final value is equal to 8.04.
In the final simulation, we provide a numerical validation of the equilibrium shape of a RBC having a reduced area
γ = 0.49. We obtain the solution of the reduced order model having the same shape parameter γ by using the
following numerical parameters N = 104, λ = 0, p = 3.3 and w′(0) = 0.55. In Fig. 21(left), we overlay this solution
with the shape obtained by the finite element computations. The similarity between the two shapes is observed.
We show in Fig. 21(right) that the energy of Canham and Helfrich converges to a constant value equal to 9.2.
To summarize, the above numerical simulations in the two-dimensional case illustrate the robustness of the finite
element solver modeling the static equilibrium of RBCs with the model introduced by Canham and Helfrich. The
validation step is performed by comparing the finite element computations with the results of the reduced order
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Figure 20: Evolution to the equilibrium shape of a RBC having γ = 0.55 : (left) comparison between the finite element solution (FEM)
and the solution of the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
❋❊▼
❖❉❊
❏ ✭✡✮
✐ ❡r❛ ✐✁♥
✹ ✶✵
✺
✸ ✶✵
✺
✷ ✶✵
✺
✶✵
✺
✵
✶✶✿✂
✶✵
✽✿✂
Figure 21: Evolution to the equilibrium shape of a RBC having γ = 0.49 : (left) comparison between the finite element solution (FEM)
and the solution of the reduced model (ODE). (right) Minimization of the Canham-Helfrich energy.
model. Furthermore, we superpose in Fig.22 some equilibrium shapes of RBCs having different reduced areas γ.
These shapes are given by the finite element computations.
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Figure 22: Two-dimensional case: overlay of some equilibrium shapes Γ of RBCs with respect to their reduced areas γ. A dimensionless
representation with a constant perimeter A0 = 2pi is provided.
Convergence properties of the numerical method. In this paragraph, we investigate numerically the conver-
gence properties of prescribed finite element method. The spatial accuracy is studied by computing the error in the
L2 norm on successively refined meshes with respect to the reference solution obtained by solving the reduced order
problem. The comparison is performed for three different RBCs having the reduced area γ ∈ {0.80, 0.85 and 0.95},
respectively. Table 23(left) depicts the computed error ‖Hε (ϕODE)−Hε (ϕh) ‖0,2,Λ for successively refined meshes
27
An Adaptive FEM for RBC’s modeling A. Laadhari, P. Saramito and C. Misbah
with respect to spatial resolution given by the equivalent mesh size heq, previously defined in section 5.2.1. The
finite element solution is called ϕh, whereas ϕODE represents the solution of the reduced order problem. The error
history is displayed in Figure 23(right); it depicts the convergence properties and , in particular, the convergence
rate of the numerical method. We notice that the error evolution disposes similar convergence rates for the different
RBCs. By observing the slope in logarithmic scale, we can suggest that the error convergence follows O (h1+α)
where α ∈ (0, 1) represents a real parameter.
‖Hε (ϕODE)−Hε (ϕh) ‖0,2,Λ
heq γ = 0.75 γ = 0.85 γ = 0.95
0.052 0.03 0.027 0.015
0.036 0.0085 0.0077 0.005
0.017 0.0020 0.0018 0.00086
0.011 0.00102 0.0008 0.00044
0.006 0.0004 0.00022 0.000102
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Figure 23: Convergence properties of the numerical method: evolution of the error, computed in the L2(Λ) norm, with respect to the
equivalent mesh size heq for several values of the reduced area γ.
5.4. Numerical results in the three-dimensional axisymmetric case
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Figure 24: 3D axisymmetric case. (left) RBCs shapes having i⋆ ∈ {0, 1}. The corresponding values of the energy of Canham and
Hefrich are respectively J (Ω) ∈ {55.48, 40.08, 31.24, 28.08, 24.65}, from inside to outside. (middle) RBCs shapes having i∗ = 6. They
corresponds respectively to J (Ω) ∈ {79.02, 83.23, 84.5, 83.34}, from inside to outside. (right) RBCs shapes having i⋆ = 3. They
corresponds respectively to J (Ω) ∈ {79.77, 80.47, 80.59, 96.52}, from inside to outside.
This section is concerned with the numerical investigation of RBCs shapes modeled in the three-dimensional
case. We aim to give better insight into the properties of the Canham and Helfrich model in the three-dimensional
case by further exploring our numerical tools, without the aim of providing a theoretical explanation of the physics
underlying. We compute a three-dimensional axisymmetric solution where we assume both a rotational symmetry
around the longitudinal axis and a symmetry with respect to the equatorial plane. Therefore, the computational
domain covers the fourth of the RBC’s shape, while the entire shape is reconstructed by both plannar and rotational
symmetries. The modelization of the three-dimensional case with the axisymmetry is motivated by the great
geometrical simplifications and the computational gain that one gets by doing two-dimensional computations to
model three-dimensional shapes, allowing for an easier understanding of the underlying physics. We notice that
the assembly of the global matrices in the three-dimensional axisymmetric case is automatically handled within
28
An Adaptive FEM for RBC’s modeling A. Laadhari, P. Saramito and C. Misbah
the finite element environment Rheolef. The reduced order model is briefly described in Appendix A where we
also provide the method used in the numerical approximation. A more detailed study was made by Wan et al. [5].
Numerical investigations show that we obtain the usual biconcave shapes of RBCs. Thanks to the simulations, we
could bring to light new forms which are, up to our knowledge, unknown in the existing literature.
We focus on the computational domain that corresponds to one-quarter of the equatorial plane. We introduce an
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Figure 25: 3D axisymmetric case. Shape diagram of RBCs showing the energy of Canham and Helfrich J (Ω) with respect to γ.
integer i⋆ that computes the number of point of inflection that corresponds to the points where concavity changes
sign. For instance, a biconcave shape possess a value i⋆ = 1 and a sphere possesses a value i⋆ = 0. We plot in
figure 24 some configurations of the equilibrium of RBCs corresponding to different values of i⋆ ∈ {0, 1, 2, 3}. All the
shapes are dimensionless and they have a constant surface area equal to 4π. Let us consider, for example, the shapes
having i⋆ = 6: the reduced volume has values close to 1 when the shape is becoming closer to a spherical shape, see
Fig 24 (middle). We perform a preliminary numerical study using several values of the reduced volume γ. A shape
diagram is plotted in Fig.25 where each form of RBCs is represented by a point that the coordinates represent the
reduced volume γ and the corresponding energy J (Ω), respectively. Numerical results show that a structure of
branches is found, and each branch seems corresponding to fixed value of i⋆. Remark that several questions exist
with respect to these energy levels, and we need a further study to understand and explain the diagram’s structure
and, in particular, how the membranes jump from an energy branch to another. Indeed, we proceed to change the
reduced volume γ of a RBC initially characterized by a shape parameter i⋆. A form change occurs when a critical
value of gamma is reached, and accordingly it jumps from one branch to another. For a better visual effect, we
perform a reconstruction of some three-dimensional shapes, and we give samples of the obtained forms in figure 26.
The corresponding values of i⋆, γ and J (Ω) characterizing the shapes of RBCs are provided in the table below the
shapes. Up to our knowledge, we don’t know if some of these forms have been experimentally observed. However,
we notice that other non-axisymmetric RBCs shapes obviously exist but they were not investigated in the present
work. An investigation and a stability study of the presented shapes of RBCs will be investigated separately in a
forthcoming paper.
6. Conclusions
In this paper, we present a mixed finite element method for the simulation of the equilibrium shapes of RBCs
following the model proposed by Canham and Helfrich. These configurations are characterized by the minimization
of the bending energy under the constraints of fixed volume and surface area. Our derivation is mostly based on a
saddle point approach, with a level set method. Our framework allows the use of an anisotropic mesh adaptation
technique that helps to better capture the RBC’s membrane, and it allows more computational accuracy in the
vicinity of the cell. Moreover, our method features the imposition of additional constraints via Lagrange multipliers
technique combined with a posteriori mass corrections. Numerical results show the robustness of this strategy that
enforces the mass preservation and improves the convergence properties of the method. We derive a reduced order
model that describes the equilibrium shapes of RBCs in the two-dimensional case, and helps to further validate
the finite element computations. We present a number of numerical examples in the two-dimensional case and the
three-dimensional axisymmetric case that illustrate the main features of the numerical method.
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3D axisymmetric shapes
shape i⋆ γ J (Ω)
Γ1 0 0.91 30.05
Γ2 1 0.61 55.48
Γ3 3 0.86 79.77
Γ4 3 0.84 80.50
Γ5 3 0.77 96.52
Γ6 4 0.90 91.90
3D axisymmetric shapes
shape i⋆ γ J (Ω)
Γ7 2 0.83 50.44
Γ8 2 0.61 100.61
Γ9 2 0.79 62.75
Γ10 4 0.78 147.6
Γ11 7 0.89 201.23
Γ12 11 0.94 240.77
Figure 26: 3D axisymmetric case. Overlay of some shapes of RBCs obtained by the numerical simulations.
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Appendix A. Reduced order model in the three-dimensional axisymmetric case
A detailed description of the derivation of the reduced model in the three-dimensional axisymmetric case is
available in [4, 5]. In what follows, only the numerical method is described. A parametric representation, i.e.
z = h(r) with r ∈ (0, rf ), is used to describe the cell membrane, where r is the radial distance and z represents
the coordinate perpendicular to the equatorial plane. A procedure similar to the two-dimensional Cartesian case
can be used, where w(r) = h′(r). The quantity κ(r) =
w(r)
r
√
1 + w2(r)
allows to describe curvature component
comming from the three-dimensional modelization, and the mean curvature is given by H(r) = −2κ(r) − rκ′(r).
The curvature is singular on the longitudinal axis and we need to use a Taylor expansion around r = 0. Hence, we
introduce a small parameter ε that we use equal to 10−7 in the numerical simulations, and the problem is solved in
the interval [ε, rf ]. Therefore, the reduced order model is given in the three-dimensional axisymmetric case by:
κ′′ =
P (κ)− κ(rκ′ + κ)2
2(1− r2κ2) −
3κ′
r
, for r ∈ (ε, rf ) (A.1)
κ(ε) = w′(0) and κ′(ε) = 0, (A.2)
where P (·) represents a polynomial function. Regarding the numerical resolution, we introduce y(r) = (y1, y2)T =
(κ(r), κ′(r))
T
and f(y, r) =
(
y2,
P (y1)− y1(ry2 + y1)2
2(1− r2y21)
− 3y2
r
)T
. Let us consider the initial data y0 = (w
′
0, 0) :=
30
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(w′(0), 0) and the boundary condition at r = ε given by yε = (w
′
0,−εw
′3
0 ). The problem reads
y′ = f(y, r), for r ∈ (ε, rf ) and y(ε) = yε.
We use a similar approach to that of the two-dimensional Cartesian case, and we have
w(r) =
rκ√
1− r2κ2 , for r ∈ (ε, rf ) and h(r) =
∫ r
rf
w(r)dr.
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