The potentialities of two different theoretical approaches to model the nitric oxide abatement in a noncatalytic reduction process with mixing limitations have been investigated. The first system involves a detailed description of the chemical kinetics together with a simplified reactor model to describe its fluid dynamic behavior. In the second approach, an empirical kinetic model coupled to a rigorous modeling of the fluid dynamics through a computational fluid dynamic code has been used. The reliability of both theoretical procedures has been checked by comparison with experimental results previously presented in the literature and referring to the thermal DeNOx process.
INTRODUCTION
It is well know that a significant amount of nitrogen oxides emission is due to human activities. Among the various sources, human and natural, stationary combustion of fossil fuels contribute about 25%. Starting from the 1970s, several technologies have been developed to reduce nitrogen oxides emission from stationary sources, thus leading to a "cleaner environment." Among the others, as reported for instance in the review of Muzio and Quartucy (1997) , a relevant role is played by selective noncatalytic reduction (SNCR) processes. Unfortunately, it is known that when dealing with such processes, different levels of NO x abatement are obtained in real plants and laboratory reactors. While in the latter, 80-90% of nitric oxide can be abated (cf., Caton and Siebers, 1989; Kasuya et al., 1995; Rota et al., 2000) , only 25-50% of the NO present in the combustion products are reduced in typical industrial conditions (Wood, 1994) . Some studies previously presented in the literature attributed this difference either to mixing limitations among the reactants or to temperature gradients existing in real plants, as discussed for instance by Jodal et al. (1990) , comparing their experimental results with those of Duo et al. (1990) .
Although the strong sensitivity of the efficiency of SNCR processes to the temperature value is well known and verified with experiments performed in laboratory reactors, the influence of mixing has not been so intensively studied till now in order to quantify the impact of mixing limitations on SNCR process performance (cf., Brouwer et al., 1996; Østberg et al., 1997; Rota et al., 1999; Lissianski et al., 2000; Oliva et al., 2000; Rojel et al., 2000; Oliva et al., 2002) .
However, the relevance of mixing efficiency is quite intuitive because the SNCR processes in real plants are always characterized by the injection of a reducing agent downstream from the combustion zone. The mixing times among these jets and the main stream containing NO x is often of the same order of magnitude as that of the chemical reactions, thus explaining the important role played by mixing on the efficiency of NO x abatement. When this is true, to optimize a selective noncatalytic process, it is necessary to have not only a good description of the chemical kinetics but also a careful analysis of the fluid dynamic conditions.
At the present time, it is possible to simulate with great detail both the fluid dynamics and the chemical kinetics of a real industrial DeNO x device. However, it is still impossible to couple both these aspects because the available computers are not yet powerful enough. As a consequence, either the fluid dynamics or the chemical kinetics must be simplified to simulate real industrial situations. The main aim of this work was to investigate two different approaches for representing the influence of mixing. The first one involves a simplified representation of the fluid dynamics, while the second one details the fluid dynamics and simplifies the chemical kinetics.
EXPERIMENTAL DATA AND KINETIC MODELS
The experiments considered for validating the models developed in this work were performed by Østberg et al. (1997) in a reactor characterized by mixing limitations using ammonia as a reducing agent. This pilot-scale reactor reproduces several features of a large-scale plant. The gas containing NO x species from the main combustion region are fed into a tubular reactor with an inner diameter of 50 mm and 3.5 m long. The Reynolds number of the primary stream has been changed from 9000 to 10,000 due to the effect of temperature on the physical properties of the gas. From a lateral nozzle (1.9 mm in diameter), ammonia is injected. By diluting the ammonia stream with nitrogen, it was possible to modify the momentum of the lateral jet without modifying the overall composition of the stream fed to the reactor. The value of the ratio between the specific momentum of the lateral and main streams, J = (ρ i U i 2 )/(ρ e U e 2 ), was changed by increasing the lateral flow from 1 nl/min (pure NH 3 ) to 4, 8, and 12 nl/min by adding suitable flow rates of nitrogen. Figure 1 summarizes these experimental results evidencing the influence of mixing limitations on the efficiency of NO reduction. This figure presents the typical behavior of all the SNCR processes; that is, there exists a well-defined window of temperature where the process is effective. At low temperatures, the reactions are too slow and no reduction of NO is evidenced. Increasing the temperature reduces the NO concentration up to a minimum value. Above this temperature, the ammonia oxidation path prevails over the reactions between NH 3 and NO, thus leading to an increase of the NO concentration.
At the same temperature, various experiments with increasing values of J have been performed. We can see that in the range of temperature from 1050 to 1200 K, the NO reduction does not depend on the different values of the momentum ratio investigated. In other words, the efficiency of nitric oxide abatement does not depend on mixing in this region. The explanation is that the charac- Østberg et al. (1997) . Curve: model predictions obtained using the kinetic mechanism of Rota et al. (1999) . Feed conditions in the primary stream: NO = 500 ppmv, O2 = 3.4%, CO2 = 8%, H2O = 15.1%, N2 to 100%, and Qe = 940 nl/min. Inlet conditions in the lateral stream: (✩) NH3 = 100% and Qi = 1 nl/min; (¤) NH3 = 25%, N2 to 100%, and Qi = 4 nl/min; (À) NH3 = 12.5%, N2 to 100%, and Qi = 8 nl/min; (∆) NH3 = 8.33%, N2 to 100%, and Qi = 12 nl/min.
teristic time of reaction in this low-temperature region is higher than that of the mixing phenomena, thus leading the chemical kinetics to control the overall rate of the NO abatement. However, when temperature is increased, reaction rates increase too, leading the reaction time value to be comparable with the mixing time. In this situation, increasing the mixing efficiency (that is, increasing the J value) results in a larger reduction of NO. As previously mentioned, when the values of J are similar (equal symbols in Fig. 1 ) the differences in NO reduction are mainly due to the effect of temperature on reaction rates. However, it should be noted that when T is changed, the Reynolds number of the primary stream (which depends on the temperature in the reactor) also changes. Since it is known that turbulence in the main flow (prior to the injection) reduces the mixing length (Scull and Mickelsen, 1957) and assists in rapid mixing of crossing streams (Miller, 1962) , this effect could also play a role.
The complex shape of the NO abatement with temperature clearly evidences that a successful modeling of SNCR processes depends strongly on the kinetic mechanism adopted. Among those available in the literature, the one discussed by Rota et al. (2000) (involving 24 species and 130 reactions) that shows reasonable predictions in a wide range of operating conditions has been used. A confirmation of the reliability of this kinetic model is shown in Figure 1 , where its predictions in plug-flow conditions are compared with the experimental results of Østberg et al. (1997) . As expected, the model predictions are in agreement with the experimental results in the region up to 1200 K because, as previously discussed, there is no mixing effect in this region and plug-flow reactor (PFR) model is a good approximation of the real fluid dynamic conditions prevailing in this region. However, for higher temperatures, mixing limitations become important and the PFR model does not further correctly represent the fluid dynamics. As a consequence, the differences between experimental findings and model predictions become important.
All the PFR simulations presented in this work have been computed using the SENKIN code (Lutz et al., 1987) , together with the CHEMKIN database (Kee et al., 1990) .
When using a computational fluid dynamics (CFD) code to describe the fluid dynamic behavior, the chemical kinetics has to be reproduced using a simplified model. In this work, the kinetic model of Brouwer et al. (1996) has been used, namely,
(1)
However, the kinetic parameters of the reaction rate constants in the form k = A o T b exp (-E a /RT) used in this work are different from those suggested by Brouwer et al. (1996) because they have been estimated to reproduce the results of the detailed kinetic model of Rota et al. (2000) as reported in Figure 1 . The values used in this work are A o = 7.66 × 10 6 and 79.4 × 10 6 ; b = 5.30 and 7.65; E a = 4.765 × 10 4 and 6.271 × 10 4 for reactions 1 and 2, respectively (units are m⋅kmol⋅s⋅K).
SIMPLIFIED FLUID DYNAMIC MODEL
A real-size reactor in typical industrial conditions (that is, involving nonideal fluid dynamic conditions) can be modeled, among the various approaches available, as a plug-flow reactor with side entrances as discussed in the classical work of Zwietering (1959) . Accordingly, the secondary stream containing the reducing agent is assumed to be uniformly added to the primary stream in a continuous fashion as discussed in the literature for other DeNO x processes (e.g., Mereb and Wendt, 1990; Wu et al., 1991; Kilpinen et al., 1992; Rota et al., 1997) . As done in a previous paper devoted to the reburning process (Rota et al., 1997) , in this work we have considered this representation as a one-parameter model whose adjustable parameter represents the feeding time, τ fs , that is the residence time over which the secondary stream is fed to the reactor, leading to the following reactor model (Rota et al., 1997) :
where all the symbols are defined in the Nomenclature section. Physically, the adjustable parameter τ fs can be related to the mixing time: when τ fs → 0, the PFR model is obtained (Zwietering, 1959) . The parameter τ fs depends on the fluid dynamic conditions and its value is representative only of a specific fluid dynamic condition. As a consequence, different values of τ fs are expected for each experimental point in Figure 1 . On the other hand, as extensively discussed in a previous work (Rota et al., 1997) , with respect to chemical reactions, the model is expected to be more robust because it contains a detailed description of the chemical kinetics and it has been tuned on a large set of experimental data. Therefore, in spite of the large variation of the chemical composition in the reacting stream, the kinetic model is expected to predict reasonably well the system behavior when operating parameters mainly influencing the chemical kinetics (for instance, the NO/NH 3 ratio) are modified.
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The aforementioned SENKIN code (Lutz et al., 1987) was modified to solve the system of ordinary differential equations (ODE) together with the detailed kinetic model of Rota et al. (2000) . The τ fs parameter has been tuned on the experimental data of Østberg et al. (1997) and the obtained values have been approximated by assuming a dependence on J and the Reynolds number of the primary stream as where α = exp (-0.00342 Re + 33.61) and δ = -exp (-0.003194 Re + 27.96). As expected, a value of τ fs = 0 has been found for T < 1200 K, where chemical kinetics controls the overall NO abatement. In spite of the limited variation of Re, it was not possible to reproduce the experimental data at the same J value with a constant τ fs value. This could imply a strong sensitivity of the mixing time on the Reynolds number of the primary stream, but also that the mixing model is not completely representative of this situation. However, as discussed in the following, the good agreement between the τ fs values computed through Eq. (4) mixing time estimated from semiempirical relations indicates that the adopted model has a correct physical ground. Some minor modifications of the basic model, such as that involving an entrainment of the main stream into the secondary jet represented by the same model with the main and lateral streams exchanged, could overcome this limitation. A comparison of the experimental results and model predictions is reported in Figure 2 , where good agreement is evident, in particular above 1200 K where the model is able to account for the effect of nonperfect mixing.
COMPUTATIONAL FLUID DYNAMIC MODEL
The main advantage of CFD codes is related to their capability to describe complex systems in detail, thus avoiding the simplifying assumptions required to solve the lumped-parameters models. However, due to this detailed level of description, large CPU times can be required. This is the case of SNCR processes, whose geometry needs a very fine meshing to describe the fluid dynamic details. Also, for the simple pilot-plant considered in this work, a three-dimensional representation with turbulent and compressible flow was required. In addition, we have also to account for the different inlet temperatures of the lateral and main streams. The turbulence effect on the mixing was modeled using the standard k-ε approach (Launder and Spalding, 1972) , while the relevant equations of transport were solved using the finite volume method (Patankar, 1980) . Due to the wide differences between the reactor and nozzle dimensions and considering the huge gradients of gas composition in the region close to the lateral flow injection, a number of cells equal to ~100,000 was required to mesh the reactor. The number of cells and their distribution was changed until a finer discretization did not significantly change the results.
The predicted results obtained with the aforementioned reduced kinetic model [Eqs. (1) and (2)] are presented in Figure 3 for a lateral volumetric flow rate equal to 1 nl/min (pure NH 3 ). We can see from this figure that the model is able to predict the main trends evidenced experimentally. It should be noted that all the results involving CFD models are true predictions; that is, no parameters have been adjusted based on the experimental data of Østberg et al. (1997) . In particular, it is worthwhile to mention that in the low-temperature range, the predictions of the CFD model are equal to that of the simple PFR model. Moreover, we can see that in the high-temperature region, the CFD model predicts lower NO abatement than the PFR model, which is in agreement with the experimental findings. This is an important point because it means that the CFD model is able to correctly identify the transition from the region where chemical kinetics con-trols to the one where mixing becomes controlling. However, this also means that the influence of mixing has to be mainly ascribed to macroscopic phenomena because the numerical method used for solving the transport equations (finite volume method) requires the discretization of the integration domain in a finite number of cells. Inside each cell, the field of each state variable is not resolved because an average value is assumed. This means that the chemical reactions take place at these average values of temperature and concentration. As a consequence the model is not able to account for mixing phenomena at a scale smaller than that of the cells used to decompose the integration domain; that is, for what is usually called micromixing. Thus, the results summarized in Figure 3 show the effect of macromixing on the efficiency of NO abatement. Several reasons can explain the residual difference between model predictions and experimental results. Among with the others are approximations in the chemical kinetics, experimental uncertainties, and micromixing phenomena. This is also evidenced by the concentration profiles computed along the reactor at different temperature values as reported in Figure 4 . In this figure, we can see that for temperature values lower than 1200 K, the reactor behaves like a PFR; that is, there are almost no local gradients of concentration except for in the axial direction. However, in the hightemperature region the opposite is true, thus explaining the influence of segregation on the reactor performance. et al. (1996) and the estimated kinetic parameters (curves) and experimental data of Østberg et al. (1997) for Qi = 1 nl/min (symbols). Continuous curve: CFD model; dashed curve: PFR model. Figure 5 shows the influence of increasing Q i from 1 to 12 nl/min; that is, of increasing J. We can see that the CFD model is able to correctly predict a better NO abatement when the momentum ratio between the lateral and primary stream is increased. Again, in the lower temperature region, the CFD model predicts the same results regardless the value of J, always equal to those of the ideal PFR model. This is a further confirmation that mixing is not controlling in this region and agrees not only with the experimental behavior, but also with the predictions obtained with the Zwietering-like reactor model previously reported.
MIXING AND REACTION TIME SCALES
As previously discussed, the characteristic times of mixing and reaction (or, more precisely, their relative magnitude) play an important role in the conditions investigated in this work. The characteristic time of mixing can be estimated considering the problem of a jet penetration and mixing in a turbulent cross flow, as investigated by many authors in the literature (e.g., Ruggeri et al., 1950; Patrick, 1967; Andresen et al., 1993) . It is worth mentioning that the relations usually employed to calculate the jet length penetration and then the characteristic mixing time are often derived under free-jet assumptions, neglecting the cross-flow conditions (see, for instance, Kolb et al., 1988) . This is a good assumption when the jet velocity is much higher than the velocity in the primary cross flow. However, in this work we considered experimental conditions with jet and primary velocities of the same order of magnitude. Thus, the characteristic mixing time has been estimated using the empirical equations of Nauman and Buffham (1983) for coaxial jets where τ L is the time required by a parcel of fluid to travel a distance equal to L = (D e -D i )/[2 tan (γ/2)], which is defined as the axial distance where the jet strikes against the wall, and γ is the jet angle. Although this angle is difficult to measure because of the ill-defined nature of the jet boundary, it is reported varying between 15 o and 25 o for Re j > 100 (Nauman and Buffham, 1983) . Since in the operating conditions considered here we have a side jet entering a primary flow perpendicularly, it is necessary to also estimate the distance required to deflect the jet centerline (z) after which the jet moves coaxially with the primary stream. In this case, the characteristic mixing time (τ mix ) can be estimated as the time required by a parcel of fluid to travel up to z (τ z ) plus the time to pass 180 R. ROTA AND E. F. ZANOELO ( ) 150 1.5 6.6 1.7 log 1.5
The length of penetration of a side-entry jet, z, has been estimated using three different equations (Simpson, 1975; Patrick, 1967; Callaghan and Ruggeri, 1948 ) with similar results; that is, for all the situations investigated we always found that z << L. As a consequence, it is reasonable to assume that τ z << τ L , thus leading to approximating the mixing time as τ mix ≈ τ L . A comparison between the values of the characteristic mixing times (τ mix ) and the adjustable parameter (τ fs ) previously calculated for the Zwietering-like nonideal PFR model are reported in Figure 6 for different values of the lateral flow rate (Q i ) at temperatures equal to about 1310 K. The good agreement between the mixing time scales and the values of the adjustable parameter confirms the order of magnitude of the mixing time as well as the physical grounds of the Zwietering-like model used in this work.
Using the detailed kinetic model of Rota et al. (2000) , the characteristic reaction time for the feed conditions reported by Østberg et al. (1997) can be roughly estimated as the residence time inside a PFR required to reduce the outlet concentration to 1/e ≈ 0.37 times the inlet value. A comparison between the characteristic mixing and reaction times here estimated is presented in Figure 7 for a lateral volumetric flow rate of 8 nl/min. We can see that in this case, the reactions occur before mixing only above approximately 1200 K, in good agreement both with the experimental findings as well as with the results previously discussed for Zwietering-like and CFD models. 
CONCLUSIONS
In this work, two different approaches have been used to simulate the thermal DeNO x process. The first one uses a detailed description of the chemical kinetics together with a simple Zwietering-like nonideal PFR model, and involves the estimation of an adjustable parameter related to the mixing time. The second one is based on a CFD model and, as far as a reduced kinetic model is available, does not involve any adjustable parameter. Both the models have been able to correctly represent the main aspects of the experiments considered for validation. In particular, the operating windows where either mixing or chemical kinetics controls the overall abatement of NO have been properly identified, as confirmed by both the analysis of the experimental data and an estimation of the characteristic mixing and reaction times. The practical use of the two models is quite different. The CFD model can identify the effect of all the operating parameters influencing mainly the fluid dynamics. However, it can be coupled only with a simple description of the chemical kinetics whose range of reliability is often quite narrow. As a consequence, the influence of the operating parameters related to the chemical kinetics cannot be obtained using CFD models. However, the opposite is true for the Zwietering-like nonideal PFR model; it requires tuning for a given fluid dynamic condition and then it is able to foresee the effect of changing kineticsrelated parameters. Considering also that CFD computations are time consuming and require skilled people to deal with them while the Zwietering-like model runs in real time, it follows that the best way to use these models is to first define the best configuration for all the parameters related to fluid dynamics using a CFD model in conditions where a reduced kinetic model provides good predictions. Once defined as the best configuration, the adjustable parameter τ fs can be estimated on the basis of the previous CFD computations, and then all the kinetics-related parameters can be investigated using the simple Zwietering-like model. However, as a first screening among different configurations, a rough comparison can be carried out before performing CFD computations by estimating the characteristic mixing times through semiempirical relations and using these values as the adjustable parameter τ fs in the Zwietering-like model.
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