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Eine Fehlerfaktorarithmetik: Es wird eine Arithmetik fur Schranken von Fehlerfaktoren herge-
leitet, welche mit Hilfe von Intervalloperationen und einer Programmiersprache mit Operator- und
Funktionsuberladungsmoglichkeiten in leicht handhabbare automatische Softwarewerkzeuge umge-
setzt werden kann. Der Einsatz dieser Werkzeuge gestattet es, worst-case Fehleranalysen von numeri-
schen Berechnungsverfahren mit minimalemAufwand durchzufuhren. Das Einfuhren der sogenannten
Fehlerfaktoren erlaubt die Angabe von Fehlerschranken in Einheiten der Rechengenauigkeit. Es konnen
damit sowohl numerische Algorithmen in normaler Gleitkommaarithmetik als auch in verschiedenen
Langzahlarithmetiken a priori untersucht werden.
Beispielhaft wird die neue Technik eingesetzt, um bei einem quadratisch konvergenten Iterations-
verfahren zur Berechnung einer Naherung von  die Rundungsfehleranalyse a priori durchzufuhren.
Es lat sich dann z. B. die Frage beantworten, wieviele Schutzziern ausreichen, um eine Genauigkeit
des Iterationsergebnisses auf eine bestimmte Stellenzahl garantieren zu konnen.
Abstract
An Error Factor Arithmetic: We derive an arithmetic which allows the computation of reliable
bounds for error factors. The introduction of the so called error factors makes it possible to express
error bounds in units of the machine precision epsilon (for multi-precision calculation epsilon denotes
the precision of the arithmetic operations i. e. 0:5  b k, k being the number of mantissa digits with
repect to base b). Using interval operations in combination with a programming language providing an
operator concept it is easy to develop software tools allowing the computation of a priory error bounds
for the absolute/relative error of numerical algorithms using ordinary oating-point or multi-precision
operations.
As an example the software tools are used to analyze a priory the error propagation of a qua-
dratically convergent iteration scheme for the approximation of . The results allow answering the
question how many guard digits will be sucient to get a certain number of correct digits in the nal
result.
1 Einleitung
Selbst wenn die einzelnen Grundoperationen (Addition, Multiplikation, Division, Wur-
zelbildung, Sinus, Exponentialfunktion usw.) maximal genau (semimorph) ausgefuhrt
werden, ergeben sich auf Grund der endlichen Zahldarstellung bei der Berechnung von
zusammengesetzten Ausdrucken mehr oder minder groe Rechenfehler. Ein einfaches
Beispiel soll dies verdeutlichen.
Die folgenden Maple1-Anweisungen berechnen den einfachen Ausdruck
a(x) := ( exp(
p
x)  640320)  1012 (1)
mit verschiedenen Genauigkeiten an der Stelle x = 169=3. Der Wert der Variablen
Digits steuert in den folgenden Schleifen die Anzahl der Mantissenstellen der verwen-
deten dezimalen Langzahlarithmetik.
1Es wurde Maple V, Release 4 unter Windows 95 verwendet.
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> restart; Digits:=15; a:= x-> ( exp(Pi*sqrt(x) )-640320 )*10^12;
Digits := 15




















Die erzeugten Ergebnisse2 haben nicht nur verschiedene Groenordnungen, sondern
sogar unterschiedliche Vorzeichen. Mit welcher Ziernfolge beginnt der exakte Wert
bzw. mit wievielen Mantissenstellen mu gerechnet werden, um z. B. funf korrekte
Ziern im maschinell berechneten Ergebnis garantieren zu konnen?
Die Antworten auf solche und ahnliche Fragen wird die unten vorgestellte Fehlerfak-
torarithmetik geben. Diese Arithmetik gibt zu einemmaschinellenBerechnungsergebnis
2Da man beim Ausfuhren der zweiten Schleife ganz andere Ergebnisse erhalt als bei der
Ausfuhrung der ersten (diese ist oenbar mit der zweiten identisch), liegt vermutlich an der un-
ausgegorenen Speicherung von bereits berechneten Zwischenergebnissen in Maple.
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~a einen nichtnegativen Faktor k(a) an, mit dem gilt
ja  ~aj  k(a)  " : (2)
Dabei steht a fur den exakten Wert und " bezeichnet die relative Fehlerschranke der
verwendeten Gleitkommaarithmetik. Ungleichung (2) besagt, da der Betrag des abso-
luten Fehlers der berechneten Naherung ~a kleiner k(a)  " ist. Die Fehlerschranke wird
in Einheiten der Rechengenauigkeit ausgedruckt.
Dieser kleine Trick erlaubt es, Schranken der Fehlerfaktoren zu bestimmen, oh-
ne den numerischen Wert " schon vorher zu kennen. Die gefundene Schranke des
Fehlerfaktors gilt dann fur beliebige Rechengenauigkeiten. Den konkreten Wert der
absoluten Fehlerschranke ndet man schlielich durch Multiplikation der Schranke
des Fehlerfaktors k() mit dem aktuellen, der verwendeten Rechengenauigkeit ent-
sprechenden Wert ". Z. B. ist bei Berechnungen im IEEE-double-Format " durch
" = 0:5  21 53 = 1:116:::E   16 gegeben, dagegen ist bei einer dezimalen Langzahl-
arithmetik mit 1000 Stellen " = 0:5  101 1000.
2 Zur Notation
Es wird die folgende Notation verwendet:
S = S(b; l; e; e) Gleitkommaraster mit Basis b, Mantissen-
lange l und Exponent e mit e  e  e
S(2; 53; 1022; 1023) IEEE-Datenformat double
 2 f+; ; ; =g exakte reelle Operation
2 ;  2 f+; ; ; =g auf der Maschine ausgefuhrte Operation mit
Rundung zur nachstgelegenen
darstellbaren Zahl 2 S
ja  b  a2 bj := j(a  b)  (a2 b)j Implizite Klammerung beachten!
a exaktes Argument (reelle Zahl)
~a auf der Maschine berechnete, i.a. fehler-
behaftete Groe, Approximation an a
k(a) Fehlerfaktorschranke des absoluten Fehlers von ~a
ka Fehlerfaktor fur die Paare a; ~a
q(f) relative Fehlerschranke des
Maschinenaquivalentes ~f zur Funktion f ,
d. h. jf(x)  ~f(x)j  q(f) jf(x)j fur alle
zulassigen, exakt darstellbaren Argumente x
" relative Rechengenauigkeit bzgl. S, d. h. " := 1
2b
1 l
" Oberschranke fur die Rechengenauigkeit " , d. h.
es wird "  " vorausgesetzt
eps53 Rechengenauigkeit (Maschinengenauigkeit)
fur IEEE-double Zahlformat, d. h.
eps53:= 122
1 53 = 1:11022 : : :  10 16 = "
IR+ Menge der positiven reellen Zahlen
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IIR Menge der abgeschlossenen Intervalle
uber den reellen Zahlen
IS Menge der Maschinenintervalle
IS = f[a; a]ja; a 2 S; a  ag
jAj; A 2 IIR jAj := max
a2A
jaj, Betragsmaximum




In den nachfolgenden Unterabschnitten werden Satze formuliert, welche es erlauben,
die Fehlerfortpanzung bei ein- bzw. zweistelligenGrundoperationen sicher zu erfassen.
Es wird davon ausgegangen, da spater Algorithmen untersucht werden sollen, die





verwenden. Bei der Arithmetik kann es sich um die ublicherweise benutzte Gleitkom-
maarithmetik (in diesem Fall bezeichnet " gerade die Maschinengenauigkeit), aber auch
um eine Langzahlarithmetik mit l Mantissenziern zur Basis b handeln. Das zugrunde
liegende Gleitkommasystem ist S(b; l).
Als Darstellung der numerischen Werte von Fehlern wird ein Produkt aus einem
sogenannten Fehlerfaktor mit der Genauigkeitsschranke " verwendet, d. h. die Fehler
werden in Abhangigkeit von der zugrunde liegenden Genauigkeit der Arithmetik an-
gegeben, ohne da der numerische Wert der Genauigkeitsschranke " tatsachlich bei
den Abschatzungen verwendet wird. Durch diesen einfachen Trick kann man sich auf
die Schrankenberechnung der Fehlerfaktoren zuruckziehen. Die Berechnung von Feh-
lerschranken ist also vom numerischen Wert von " entkoppelt.
Wie ublich konnen umfangreiche Berechnungsverfahren aus den Grundoperatio-
nen zusammengesetzt werden. Kennt man fur ein solches numerisches Verfahren die
zugehorige Schranke fur den Betrag des maximalen Fehlerfaktors, so hat man fur die
unterschiedlichstenArithmetiken die Moglichkeit, durch eine einzige Multiplikation mit
dem aktuellen numerischenWert " eine worst-case-Schranke des Fehlers bzgl. der aktu-
ell verwendeten Arithmetik zu erhalten. Allein die Kenntnis der Fehlerfaktorschranke
fur den Gesamtalgorithmus ist bereits ausreichend, um Aussagen daruber machen zu
konnen, wieviele signikante Stellen maximal verloren gehen. Man kann also unmittel-
bar sagen, wieviele Schutzziern mit Sicherheit ausreichen werden, um eine gewunschte
Ergebnisgenauigkeit fur den Gesamtalgorithmus sicherzustellen.
In den folgenden Satzen wird angenommen, da die durch " beschriebene Rechen-
genauigkeit nicht schlechter als eine 10stellige Dezimalarithmetik ist, d. h. , es wird
"  " := 1
2
101 10 (4)
gefordert. Die Groe " wird immer dann verwendet, wenn der genaueWert der tatsachli-
chen Rechengenauigkeit, fur die die Fehlerfaktorabschatzungen durchgefuhrt werden
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sollen, unerheblich fur die ersten Ziern der berechneten Fehlerfaktorschranken ist.
Dabei wird durch die Forderung (4) die sichere Abschatzung der Fehlerfaktorschran-
ken nach oben ermoglicht.
3.1 Einstellige Grundoperationen
Im folgenden werden zunachst einstellige Operationen, d. h. Funktionen behandelt. Es
wird davon ausgegangen, da eine relative Fehlerschranke q(f)" fur die Funktion f und
ihreMaschinenrealisierung ~f bei Anwendung auf exakt darstellbare Argumente bekannt
ist. Gesucht ist eine Oberschranke k(f) fur den maximalen Betrag der Fehlerfaktoren,
die bei Anwendung von ~f auf bereits gestorte Argumente ~a entstehen konnen. Die
folgenden Satze erlauben die Bestimmung der Fehlerfaktorschranke k(f).
Satz 3.1 Es seien a 2 A 2 IIR; "; k(a) 2 IR+; "  "; ~a = a+ ka" 2 S mit jkaj  k(a):
Weiter sei die Funktion
f : IR  Df ! IR auf dem Intervall A+ [ k(a)  "; k(a)  "]
dierenzierbar. Das Maschinenanalogon ~f zu f moge fur alle exakt darstellbaren Ar-
gumente x 2 A+ [ k(a)  "; k(a)  "] \ S die relative Fehlerschranke q(f)  " einhalten,
d. h., es moge fur alle zulassigen x die Abschatzung
jf(x)  ~f (x)j  jf(x)jq(f)  " (5)
erfullt sein. Dann gelten die Darstellungen
a)
f(~a) = f(a) + ka" f
0(a+ka") mit  = (a; ~a) 2 (0; 1) (6)
und
b)
~f(~a) = f(a) + kf  " mit kf := (1 + qf")ka f 0(a+ka") + qff(a)
und geeignet gewahltem qf mit jqf j  q(f):
Beweis:
a): Fur die Funktion f sind bezuglich des Intervalls A+[ k(a) "; k(a) "] die Voraus-
setzungen des Mittelwertsatzes der Dierentialrechnung erfullt. Aus diesem folgt
unmittelbar die Darstellung (6).
b): Mit (5) und Aussage a) ergibt sich
~f(~a) = f(~a)  (1 + qf")
= f(a) + qf"f(a) + ka"f
0(a+ka")(1 + qf");
womit bereits alles gezeigt ist. 2
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Satz 3.2 Mit den Bezeichnungen von Satz 3.1 und den dort angegebenen Vorausset-
zungen gilt mit





ja  eaj  k(a)"
jf(a)  ~f (~a)j  k(f)" :
Die Groe k(f) ist also eine Oberschranke fur die Betrage der moglichen Fehlerfaktoren
kf : Diese Fehlerfaktorschranke gilt fur beliebige Kombinationen a; ~a; wenn nur a 2 A
und ~a = a+ ka" mit jkaj  k(a) erfullt ist.
Beweis: Nach Satz 3.1 b) folgt
~f(~a) = f(a) + kf
mit
kf = (1 + qf")ka f
0(a+ka") + qff(a)
2 [ (1 + "  q(f)); (1 + "  q(f))]  k(a)  f 0 (A+ [ "; "]  k(a))
+ [ q(f); q(f)]  f(A) :
In dieser Darstellung sind beide Summanden der rechten Seite symmetrische Intervalle,
so da sich
jkf j  j (1 + "  q(f))  k(a)  f 0(A+ [ "; "]  k(a)) j+ q(f)  jf(A)j = k(f)
ergibt. 2
Die in Satz 3.2 hergeleitete Darstellung der Fehlerfaktorschranke kann mittels auto-
matischer Dierentiation berechnet werden. Sollten sich zu groe Uberschatzungen
ergeben, so kann direkt auf Satz 3.1 und die Verwendung der formelmaigen Ableitung
von f zuruckgegrien werden, um moglicherweise scharfere Aussagen zu erhalten.
Beispiel 3.3 Fur die Funktion f(x) = lnp1(x) := ln(1+x) soll die zugehorige Fehler-
faktorschranke k(ln1p) bestimmt werden.
Mit f 0(x) =
1
1 + x
ndet man gema Satz 3.2
k(ln1p) :=
(1 + " q(lnp1)) k(a)
jA+ [ "; "] k(a)j + j ln(1 +A)j  q(ln1p):




ja  ~aj  k(a)"
jln1p(a)  gln1p(~a)j  k(ln1p)  " :
Dabei ist angenommen, da die Groen A 2 IIR; k(a); " 2 IR+ den Voraussetzungen
von Satz 1 entsprechen.
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Beispiel 3.4 Fur die Wurzelfunktion f(x) :=
p
x ergibt sich die gesuchte Fehlerfak-
torschranke k(sqrt) zu
k(sqrt) :=







Dabei wird vorausgesetzt, da das Argument der Wurzel groer 0 ist.
Nimmtman an, da die Wurzelfunktion auf der Maschine maximal genau berechnet
wird (dies wird z. B. vom IEEE-Standard [10] fur die dort denierten Datenformate
verlangt), so ndet man
k(sqrt) :=







In diesem Fall gilt namlich q(sqrt) = 1; d. h. jpx   gpxj  px  " fur alle zulassigen
und darstellbaren Argumente x:
3.2 Zweistellige Grundoperationen
Fur die zweistelligen Grundoperationen Addition, Subtraktion, Multiplikation und Di-
vision gibt der folgende Satz Schranken fur die maximalen Betrage der zugehorigen
Fehlerfaktoren an. Man beachte, da die Rechengenauigkeit ", die Argumentinterval-
le A;B, die maximalen Faktoren der Storungen der Argumenete k(a); k(b) sowie die
Groe "  " als bekannt angenommen werden.
Satz 3.5 Es seien a 2 A 2 IIR; b 2 B 2 IIR; "; k(a); k(b) 2 IR+; "  ": Weiter
mogen die Grundoperationen  2 f+; ; ; =g und deren Maschinenaquivalent 2 mit
 2 f+; ; ; =g der Genauigkeitsanforderung^
 2 f+; ; ; =g
^
a; b 2 S
ja  b  a2 bj  ja  bj  "
genugen (bzgl. S handelt es sich also um maximal genaue Operationen).
Die angegebenen Voraussetzungen fuhren auf die folgenden Schranken fur die Betrage
der Fehlerfaktoren, die sich durch Anwendung von Grundoperationen auf fehlerbehaf-
tete Argumente ergeben:
a) Mit





~a 2 S; ja  ~aj  k(a) "
~b 2 S; jb  ~bj  k(b) "
ja+ b  ~a2+ ~bj  k(add)  ";
d. h. die gesuchte Fehlerschranke der Addition ist durch k(add) gegeben.
Entsprechend ergeben sich die Fehlerfaktorschranken
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b) der Subtraktion zu
k(sub) := jA Bj+ (1 + ")(k(a) + k(b));
c) der Multiplikation zu
k(mul) := jAjjBj+ (1 + ") (jAjk(b) + jBjk(a) + k(a)k(b)")
d) und der Division zu
k(div) :=
1
< B >   k(b)" (k(a) + (jAj+ k(a)")(1 + h+ 2h
2  "));
wobei h die Groe h :=
k(b)
< B >
bezeichnet. Hier wird zusatzlich vorausgesetzt,






Diese Voraussetzungen sind in der Regel erfullt, werden spater aber zur Sicherheit in
den Programmwerkzeugen automatisch mit abgepruft. Gerade im Hinblick auf Lang-
zahlrechnungen werden hier, im Gegensatz zu den Ausfuhrungen in [8], nur Situationen
betrachtet, in denen weder Unter- noch Uberlauf eintritt.
Beweis: Die in [8] in den Satzen 1 bis 4 bewiesenen Fehlerschranken fur die Fehlerfort-
panzung bei Anwendung der Grundoperationen auf bereits fehlerbehaftete Argumente
konnen hier als Ausgangspunkt verwendet werden. Die dort verwendeten Fehlergroen
4() mussen entsprechend als Produkte k()  ", bzw. weiter vergrobert als Produkte
k()" interpretiert werden. Weiter ist zu berucksichtigen, da bei den hier durchgefuhr-
ten Fehlerabschatzungen im Gegensatz zu denen in [8] kein Ergebnisunterlauf erlaubt
ist. 2
4 Umsetzung in Software-Werkzeuge
Unter Verwendung von intervallarithmetischen Operationen konnen die im letzten Ka-
pitel angegebenen Resultate in Software-Werkzeuge umgesetzt werden. Die entspre-
chenden Routinen kLn1p, kSqrt, kAdd, kSub, kMul, kDiv berechnen dann auto-
matisch verlaliche Gleitkommaoberschranken fur die Fehlerfaktoren der jeweiligen
Grundoperation. Fur die im Programm auftauchenden Groen alpha, beta, rA und
rB handelt es sich um exakt darstellbare Groen, mit alpha  A, beta B, rA r(a)
und rB  r(b). Fur die berechneten Ergebnisse gilt kAdd k(add), kSub k(sub), usw.
Genauer gilt nach einer Zuweisung der Form
kResult := kADD(alpha, beta, kA, kB);
mit der berechneten Gleitkommazahl kResult^
a 2 A  alpha
b 2 B  beta
^
~a 2 S; ja  ~aj  k(a) "
~b 2 S; jb  ~bj  k(b) "
ja+ b  ~a2+ ~bj  k(add)  "  kResult  " :
12 Walter Kramer
Die Formeln der Satze 3.2 und 3.5 mussen bei der programmtechnischenUmsetzung
mit geeigneten gerichteten Rundungen bzw. mit Hilfe von Maschinenintervalloperatio-
nen berechnet werden. Z. B. bedeutet die Operation +> die nach oben gerichtete Ad-
dition auf der Maschine. Wertebereiche von Funktionen uber Intervallen werden durch
intervallmaige Funktionsauswertungen sicher eingeschlossen.
Unter Verwendung eines Operatorkonzeptes kann die Handhabung der Fehlerfaktor-
arithmetik ganz erheblich erleichtert werden. Die Einfuhrung des neuen Datentyps
Error gema
global type Error = global record { Neuer Datentyp }
Value : interval; { Einschliessung der korrekten Werte }
AbsErr: real; { Zugehoeriger maximaler Fehlerfaktor }
end;
erlaubt das Uberladen der Grundoperationen und Funktionen fur diesen Datentyp.
Z. B. kann dies in PASCAL-XSC [11] fur die Addition durch die Anweisungsfolge
global operator + (x, y: Error) erg: Error;
begin
erg.AbsErr:= kAdd(x.Value, y.Value, x.AbsErr, y.AbsErr);
erg.Value := x.Value + y.Value;
end;
geschehen. Mit den so uberladenen Operatoren und Funktionen konnen arithmetische
Ausdrucke wieder in ihrer gewohnten mathematischen Notation programmiert werden.
Fehlerabschatzungen fur ganze Programme konnen damit oft durch einfaches Erset-
zen des Datentyps real durch Error und Einfugen einiger Schreibanweisungen durch-
gefuhrt werden. Als Beispiel betrachte man das Programm zur Berechnung von  auf
groe Stellenzahl, welches im Anhang ab Seite 19 abgedruckt ist. Das verwendete Ite-
rationsverfahren wird im nachsten Abschnitt beschrieben.
5 Fehleranalyse eines Iterationsverfahrens fur 
Die folgende dreigliedrige Iterationsvorschrift zur naherungsweisen Berechnung von





2; b0 := 0; p0 := 2 +
p
2




















n = 0; 1; 2; : : :
gilt (bei Rechnung in IR) fur die n-te Naherung pn an  die relative Fehlerschranke   pn
  12101 2n : (7)
Das Verfahren ist quadratisch konvergent, das n te Glied enthalt mindestens 2n kor-
rekte Ziern [5].
Es soll nun untersucht werden, wieviele Stellen bei dieser Iteration moglicherweise
durch Rundungsfehler verloren gehen. Genauer soll eine gewisse Anzahl von Schutz-
ziern bestimmt werden, so da die durch das Verwenden einer endlichen Arithmetik
auftretenden Fehler nicht uber die angegebene Schranke (7) des maximalen Approxi-
mationsfehlers anwachsen.
Die Berechnung der Fehlerfaktorschranken geht davon aus, da alle arithmetischen
Operationen mit derselben Genauigkeit ausgefuhrt werden. Diese Annahme ist bei der
vorliegenden Iteration gerechtfertigt, da das Verfahren, im Gegensatz z. B. zum New-
tonverfahren, nicht selbstkorrigierend ist. Alle Berechnungenmussen mit der gewunsch-
ten Endergebnisgenauigkeit durchgefuhrt werden.
Mit dem in Anhang 8.1 angegebenen Programm zur Fehlerabschatzung des obigen
Verfahrens ndet man eine Fehlerschranke fur den Betrag des absoluten Fehlers nach
32 Iterationsschritten kleiner 27559  ". Diese Schranke gilt auch fur alle vorherigen
Iterationen (die Fehlerfaktorschranken sind monoton wachsend, wie man Anhang 2
entnimmt).
Zur Bewertung des scheinbar groen Fehlerfaktors mu berucksichtigt werden, da
32 Iterationsschritte bei einer exakten Rechnung im Korper der reellen Zahlen minde-
stens 232 = 4294967296 korrekte Ziern generieren wurden. Der erhaltene Fehlerfaktor
von 27559 (bzw. dessen Zehnerlogarithmus) sagt nun aus, da mit einer (232 + 3)-
stelligen Dezimalarithmetik nach 32 Iterationsschritten ein Ergebnis erzielt wird, bei







so da wie folgt abgeschatzt werden kann:   ~p32
     p32























Drei Schutzziern reichen also aus, um den durch die endliche Arithmetik eingeschlepp-
ten Fehler sicher unter das Neunfache des Verfahrensfehlers zu drucken. Man verliert
dann gegenuber einer exakten Rechnung in IR maximal eine Dezimale. Bei einer Lang-
zahliteration mit uber 4 Milliarden Dezimalstellen machen sich drei Schutzziern lauf-
zeitmaig nicht bemerkbar.
Man beachte, da ohne die Produktdarstellung (2) der Fehlerschranke obige Be-
rechnungen nicht durchgefuhrt werden konnten. Der Wert von " ist, falls er sich auf
eine Langzahlarithmetik bezieht, in der Regel so klein, da die Fehlerschranken im
Unterlaufbereich der ublicherweise verwendeten Gleitkommaarithmetiken (z. B. IEEE-
double-Format) liegen. Diese Schwierigkeit wird durch das alleinige Abschatzen der
Fehlerfaktoren umgangen.
6 Zuruck zum Beispiel aus der Einleitung




an der Stelle x := 163=9 untersucht4. Das folgende Programmlisting zeigt die Berech-
nung der Fehlerfaktoren fur alle Zwischenergebnisse des obigen Ausdrucks.
PROGRAM sqrt1639;
{--------------------------------------------------------------------------}
{ Fehlerfaktoren der absoluten Fehler bei der Berechnung des Ausdrucks }
{ }
{ exp(pi*sqrt(x) - 640320) fuer x:= 163/9 }
{ }
{--------------------------------------------------------------------------}
USE i_ari; { Intervallarithmetik }
USE abs_ari; { Fehlerschrankenarithmetik }
VAR
x, pi, c163, c9, c640320: Error; { Vereinbarung der Konstanten }
BEGIN
pi.Value := 4*arctan(intval(1));
{ Berechne den absoluten Fehler f a k t o r fuer Konstante pi: }
pi.AbsErr:= diam(pi.Value)/Eps53; { IEEE: Epsilon= Eps53:= 0.5*2**(1-53) }
c163 := 163;
c9 := 9;
4Der Skalierungsfaktor 1012 aus Formel (1) wird hier nicht betrachtet. Bei Rechnung zur Basis 10
fuhrt er zu keinem weiteren Fehler.
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c640320:= 640320;
writeln('pi.AbsErr :', pi.AbsErr:12:2, '*Epsilon');
x:= c163/c9;
writeln('163/9.AbsErr :', x.AbsErr:12:2, '*Epsilon');
x:= sqrt(x);
writeln('sqrt(163/9).AbsErr :', x.AbsErr:12:2, '*Epsilon');
x:= pi*x;
writeln('pi*sqrt(163/9).AbsErr :', x.AbsErr:12:2, '*Epsilon');
x:= exp(x);
writeln('exp(pi*sqrt(163/9)).AbsErr :', x.AbsErr:12:2, '*Epsilon');
x:= x - c640320;
writeln('exp(pi*sqrt(163/9))-640320.AbsErr:', x.AbsErr:12:2, '*Epsilon');
writeln('Einschliessung des Wertes des Gesamtausdrucks:');
writeln(' ', x.Value);
END.







Einschliessung des Wertes des Gesamtausdrucks:
[ -1.4E-009, 3.3E-009 ]
Der Programmausgabe kann man entnehmen, da der tatsachliche Wert von
a(163=9) betragsmaig kleiner 3:3  10 9 ist. Dies fuhrt zusammen mit der Fehler-
schranke des absoluten Fehlers 32942641:71  " zu der Aussage, da man bei der Aus-
drucksauswertung ca. 17 Stellen verlieren wird. Um diese Aussage zu prazisieren, wird
obiges Programm noch einmal ausgefuhrt, jetzt allerdings unter Einbindung eines Mo-
duls abs ari2. In diesem Modul wird die begleitende Intervallauswertung (d. h. die
Einschlieungen der Teilausdrucke <Variablenname>.Value) mit Langzahlintervall-












Die hier angegebene relative Fehlerschranke berechnet sich aus dem absoluten
Fehlerfaktor 30603474.51 und der genauen Einschlieung des tatsachlichen Wertes
a(163=9) = 6.04863735...E-010 . Das Ergebnis besagt, da bei einer approxima-




Die vorgestellten Moglichkeiten zur a priori Fehlerkontrolle konnen in vielfaltiger Weise
erweitert werden. Zunachst sollten alle in hoheren Programmiersprachen gangigen ma-
thematischen Funktionen als Grundoperationen in das Modul Abs Ari aufgenommen
werden. Der Mittelwertsatz spielt hier die zentrale Rolle. Weiterhin sollten entspre-
chende Softwarewerkzeuge fur relative Fehlerabschatzungen entwickelt werden.
Auch sollte versucht werden, Matrix/Vektor-Operationen, d. h. Skalarprodukte, als
Grundoperationen mit Fehlerabschatzungsmoglichkeit zu behandeln. Mit einem sol-
chen Werkzeug ware es sehr einfach, Fehleruntersuchungen von Algorithmen mit Ska-
larproduktauswertungen fur verschiedene Realisierungen der Skalarproduktoperation
(semimorph, herkommliche Schleifenprogrammierung) miteinander zu vergleichen.
Die Realisierung und der einfache Einsatz solcher Softwarewerkzeuge beruht auf
dem Vorhandensein von Intervalloperationen sowie der Moglichkeit, Funktionen und
Operationen fur neue Datentypen zu uberladen. Der Anwender der Fehlerabschatzungs-
routinen kann dann durch Austausch von Datentypen und durch Einfugen von Befehlen
zur Ausgabe der Fehlerfaktorschranken in seinem Originalprogramm eine verlaliche a
priori Fehlerabschatzung seines Verfahrens automatisch mit dem Rechner durchfuhren.
Die beschriebene Methode wurde erfolgreich im Zusammenhang mit Funktionsim-
plementierungen [4, 8, 15] eingesetzt. Sichere a priori Fehlerabschatzungen sind be-
sonders dann unerlasslich, wenn schnelle Routinen zur verizierten Wertebereichsein-
schlieung realisiert werden sollen. Auch bei den in [16] diskutierten Fragestellungen
konnen Fehlerabschatzungen nach den vorgestellten Verfahren durchgefuhrt werden.
Vorstufen zu der hier diskutierten Methodik nden sich z. B. in [12, 6, 13, 3].
8 Anhang
8.1 Programmlisting des Moduls Abs Ari
Das folgende Programmlisting gibt einen Auszug des PASCAL-XSC Moduls Abs Ari
zur automatischen Berechnung von Oberschranken fur die Betrage von Fehlerfaktoren
bei Grundoperationen. Die Argumente sind mit bekannten absoluten Fehlern angenom-




{ F e h l e r - f a k t o r - a r i t h m e t i k }
{ }
{ zur sicheren Abschaetzung von a b s o l u t e n Fehlern }
{ }
{ Epsilon bezeichnet die Genauigkeit der arithmetischen (Langzahl-) }
{ Operationen, fuer die die Fehlerabschaetzung durchgefuehrt werden soll. }
{ Dabei wird vorausgesetzt, dass die lokale Hilfsgroesse EpsQuer dieses }
{ Moduls eine Oberschranke fuer Epsilon darstellt! }
{--------------------------------------------------------------------------}
USE i_ari; { Intervallarithmetik einbinden }
USE iostd; { Ermoeglicht sauberen Programmabbruch }
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{--------------------------------------------------------------------------}
GLOBAL TYPE Error = GLOBAL RECORD { Neuer Datentyp }
Value : interval; { Einschliessung der korrekten Werte }
AbsErr: real; { Zugehoeriger maximaler Fehlerfaktor }
END;
{ }
{ Ist a eine Variable vom Typ error, so liegt die durch diese Variable }
{ repraesentierte exakte Groesse im Intervall a.Value. Fuer die }
{ gestoerten Groessen gilt die Fehlerschranke a.AbsErr*Epsilon. }
{--------------------------------------------------------------------------}
CONST EpsQuer = 1e-10; { Es muss Epsilon < EpsQuer sein!!! }
. . .
{--------------------------------------------------------------------------}
{ Fehlerfaktorschranken der Funktionen Sqrt, Ln1p, Exp bei deren }
{ Anwendung auf ungestoerte Argumente: }
{--------------------------------------------------------------------------}






{ F e h l e r f a k t o r a r i t h m e t i k }
{ }
{ fuer Grundoperationen +, -, *, / }
{ }
{ Absolute Fehlerschranken k(a)*Epsilon und k(b)*Epsilon der beiden }
{ Operanden sind bekannt. Die exakten Werte der Operanden liegen in }
{ den Intervallen alpha und beta. Epsilon bezeichnet die relative }
{ Genauigkeit der (Langzahl-)Arithmetik. Bei den Operationen darf }
{ kein Unterlauf eintreten, d.h., es wird davon ausgegangen, dass }
{ in einem solchen Fall die Berechnung mit einer Unterlaufmeldung }
{ abgebrochen wird. Weiterhin muss Epsilon < EpsQuer ( siehe }
{ obige Definition von EpsQuer) gelten! }
{ }
{--------------------------------------------------------------------------}
GLOBAL FUNCTION kAdd(alpha, beta: interval; kA, kB: real ): real;
{--------------------------------------------------------------}
{ Berechnet wird der absolute Fehlerfaktor kAdd bei einer }
{ Addition von fehlerbehafteten Groessen. }
{--------------------------------------------------------------}
{ Die exakten Werte des 1. Summanden liegen im Intervall alpha.}
{ Der absolute Fehler der fehlerbehafteten Werte ist durch }
{ kA*Epsilon beschraenkt. }
{ Die exakten Werte des 2. Summanden liegen im Intervall beta. }
{ Der absolute Fehler der fehlerbehafteten Werte ist durch }
{ kB*Epsilon beschraenkt. }
{ Der absolute Fehler des Verknuepfungsergebnisses ist sicher }
{ <= kAdd*Epsilon }
{--------------------------------------------------------------}
BEGIN
IF (kA=0) AND (kB=0) AND ( (alpha=0) OR (beta=0) ) THEN
kAdd:= 0
ELSE






{ F e h l e r f a k t o r a r i t h m e t i k }
{ }
{ fuer Funktionen SQRT, EXP und LN1P:= ln(1+x) }
{ }
{ Die absolute Fehlerschranke k(a)*Epsilon des Argumentes ist bekannt. }
{ Der exakte Wert des Operanden liegt im Intervall alpha. }
{ Der absolute Fehler des berechneten Funktionsergebnisses ist }
{ sicher <= kFunktion*Epsilon }
{--------------------------------------------------------------------------}
. . .
GLOBAL FUNCTION kLn1p(Alpha: interval; kA: real): real;
{--------------------------------------------------------------}
{ Berechnet wird absolute Fehlerfaktorschranke fuer Ln1p }
{--------------------------------------------------------------}
{ Fehlerschranke qLn1p fuer ln1p-Realisierung in ff_ari }
BEGIN
kLn1:= MaxAbs( ( 1 +> EpsQuer*>qLn1p)*intval(-kA, kA )
/ ( Alpha + intval(-kA*<EpsQuer, ka*>EpsQuer) )
+ intval(-qLn1p, qLn1p) * ln(1+Alpha) );
END;
{--------------------------------------------------------------------------}
{ F u n k t i o n s u e b e r l a d u n g e n fuer neuen Datentyp Error }
{--------------------------------------------------------------------------}
. . .








{ O p e r a t o r d e f i n i t i o n e n zur Fehlerfaktorarithmetik }
{--------------------------------------------------------------------------}
GLOBAL OPERATOR * (x, y: Error) erg: Error;
BEGIN
erg.AbsErr := kMul(x.Value, y.Value, x.AbsErr, y.AbsErr);




END. { module abs_ari }
{--------------------------------------------------------------------------}
Der vollstandige Quelltext, moglicherweise mit in der vorliegenden Arbeit noch nicht
besprochenen Erweiterungen, kann uber E-Mail angefordert werden.
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8.2 Programm zur Analyse des Iterationsverfahrens fur 
Es folgt der Ausdruck des PASCAL-XSC [11] Programms zur Fehleranalyse des an-
gegebenen Iterationsverfahrens zur Berechnung von Langzahlnaherungen fur . Dieses
Programm verwendet die im Modul Abs_Ari zur Verfugung gestellte Fehlerfaktora-
rithmetik. Durch den Einsatz des neuen Datentyps Error sowie der uberladenen Funk-
tionen und Operatoren unterscheidet sich das Programm nur geringfugig von einem




{ Bestimmung der Fehlerfaktoren fuer eine quadratisch konvergente }
{ Iteration zur Berechnung von Pi }
{--------------------------------------------------------------------------}
USE i_ari; { Intervallarithmetik einbinden }
USE abs_ari; { Absolute Fehlerfaktorarithmetik einbinden }
CONST test = false; { Keine zusaetzlichen Testausgaben }
VAR
An, Bn, Pn : Error; { Alte Generation der Iterationswerte }
Anp1, Bnp1, Pnp1: Error; { Neue Generation der Iterierten }
zp5, two : Error; { Konstanten 0.5 und 2 }
n, nMax : integer; { Iterationszaehler mit Obergrenze }
Eps : string; { Textkonstante '*Epsilon' }
BEGIN
eps:= '*Epsilon ';
two:= 2; { Groessen des Datentyps Error; sowohl 2 als auch 0.5 sind }
zp5:= 0.5; { exakt darstellbar, so dass ueberladene Zuweisung }
{ verwendet werden darf. }
{ Initialisierung der drei Folgen der Iteration: }
Anp1:= sqrt(two); { = a0 }
IF test THEN writeln('Anp1.abserr: ', anp1.abserr);
Bnp1:= 0; { = b0 }
Pnp1:= 2 + anp1; { = p0 }
IF test THEN writeln('Pnp1.abserr: ', pnp1.abserr);
writeln;
writeln(' n Absolute Fehlerschranken fuer An, Bn und Pn');
writeln;
nMax:= 32;




{ Berechne die neuen Iterierten: }
Anp1:= zp5*(sqrt(An) + sqrt(1/An));
Bnp1:= sqrt(An)*(1 +Bn)/(An + Bn);
Pnp1:= Pn*Bnp1*(1 + Anp1)/(1 + Bnp1);
writeln( n: 4, ' ',
Anp1.abserr:9:1:1, eps, Bnp1.abserr:9:1:1, eps, Pnp1.abserr:9:1:1, eps);
IF test AND (n < 5) THEN
writeln( 'n, Pi-Pn.inf ', n:4, ' ', 4*arctan(1) - inf(Pnp1.value) );
END;
writeln;
writeln('Korrekte Ziffernzahl ca. 2**', nMax, ' = ', power(2,nMax):12:1 );
END. { Programm pi3_abs.p }
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{--------------------------------------------------------------------------}
$off { Ab hier alles Kommentar }
Ausgabe dieses Programms:
n Absolute Fehlerschranken fuer An, Bn und Pn
1 3.8*Epsilon 3.8*Epsilon 46.7*Epsilon
2 5.2*Epsilon 13.0*Epsilon 131.5*Epsilon
3 5.9*Epsilon 23.1*Epsilon 265.1*Epsilon
4 6.2*Epsilon 33.9*Epsilon 450.1*Epsilon
5 6.4*Epsilon 45.1*Epsilon 687.9*Epsilon
6 6.5*Epsilon 56.4*Epsilon 979.2*Epsilon
7 6.5*Epsilon 67.8*Epsilon 1324.4*Epsilon
8 6.5*Epsilon 79.3*Epsilon 1723.6*Epsilon
9 6.5*Epsilon 90.7*Epsilon 2176.9*Epsilon
10 6.5*Epsilon 102.2*Epsilon 2684.3*Epsilon
11 6.5*Epsilon 113.7*Epsilon 3246.0*Epsilon
12 6.5*Epsilon 125.2*Epsilon 3861.8*Epsilon
13 6.5*Epsilon 136.7*Epsilon 4531.7*Epsilon
14 6.5*Epsilon 148.2*Epsilon 5255.9*Epsilon
15 6.5*Epsilon 159.7*Epsilon 6034.3*Epsilon
16 6.5*Epsilon 171.2*Epsilon 6866.9*Epsilon
17 6.5*Epsilon 182.7*Epsilon 7753.6*Epsilon
18 6.5*Epsilon 194.2*Epsilon 8694.6*Epsilon
19 6.5*Epsilon 205.7*Epsilon 9689.7*Epsilon
20 6.5*Epsilon 217.2*Epsilon 10739.0*Epsilon
21 6.5*Epsilon 228.7*Epsilon 11842.6*Epsilon
22 6.5*Epsilon 240.2*Epsilon 13000.3*Epsilon
23 6.5*Epsilon 251.7*Epsilon 14212.2*Epsilon
24 6.5*Epsilon 263.2*Epsilon 15478.3*Epsilon
25 6.5*Epsilon 274.7*Epsilon 16798.6*Epsilon
26 6.5*Epsilon 286.2*Epsilon 18173.1*Epsilon
27 6.5*Epsilon 297.7*Epsilon 19601.8*Epsilon
28 6.5*Epsilon 309.2*Epsilon 21084.6*Epsilon
29 6.6*Epsilon 320.7*Epsilon 22621.7*Epsilon
30 6.6*Epsilon 332.2*Epsilon 24213.0*Epsilon
31 6.6*Epsilon 343.7*Epsilon 25858.4*Epsilon
32 6.6*Epsilon 355.2*Epsilon 27558.1*Epsilon
Korrekte Ziffernzahl ca. 2**32 = 4294967296.0
Die letzte Ergebniszeile in der Tabelle (n=32) zeigt, da der absolute Fehler nach 32 Ite-
rationsschritten, welcher durch Verwendung einer endlichen Arithmetik eingeschleppt
wird, 27559" nicht ubersteigt. Diese Aussage wird in Abschnitt 5 verwendet und naher
erlautert.
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