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1 Einleitung
Im Rahmen dieser Diplomarbeit wird ein neues Modell zur Berechnung von
U¨bergangsraten bei Atomsprungprozessen vorgestellt. Dieser realistischere An-
satz basiert hauptsa¨chlich auf der Analyse von Sprungprofilen, die mit Hilfe von
ab initio-Berechnungen erstellt wurden.
Das neue Modell beru¨cksichtigt die variable Barrierenho¨he bei Sprungprozessen
und stellt somit eine A¨nderung der in der Literatur vorherrschenden Berech-
nungsart der U¨bergangsraten mit Hilfe konstanter Barrierenho¨he dar. Grund-
legend hierfu¨r ist der Einfluss des sogenannten ’4-Atom-Fensters’, das in der
kubisch-fla¨chenzentrierten Struktur auftritt, auf die Ho¨he der Barriere.
Dieser neue Ansatz wird mit Hilfe von Monte-Carlo-Simulationen getestet und
die ersten Ergebnisse pra¨sentiert.
In der Darstellung des Modells und dessen Anwendung liegt folgender Aufbau
zugrunde:
• In Kapitel 2 werden die im Rahmen dieser Diplomarbeit betrachtete
Kristallstruktur vorgestellt und das 4-Atom-Fenster definiert.
• Die fu¨r die Berechnung von Energien im Festko¨rper notwendigen theo-
retischen Grundlagen (Thermodynamik, Statistische Mechanik und das
Ising-Modell) sind in Kapitel 3 dargestellt.
• Da das neue Modell im Rahmen einer kinetischen Monte-Carlo-Simulation
verwendet wird, werden in Kapitel 4 die theoretischen Grundlagen einer
solchen Art der Simulation entwickelt.
• In Kapitel 5 werden Punktdefekte eingefu¨hrt, der Leerstellen-Mechanismus
zum Atomtransport vorgestellt und der einzelne Atomsprung modelliert.
• Kapitel 6 stellt den zentralen Punkt dieser Diplomarbeit dar. Hier wer-
den sowohl das in der Literatur vorherrschende als auch das neue Modell
vorgestellt.
• Der neue Ansatz und die Ergebnisse der kinetischen MC-Simulationen
sind in Kapitel 7 dargestellt.
• Im Anhang wird auf die wesentliche Neuerung (4-Atom-Fenster) im MC-
Simulations-Programm MCVAC eingegangen und der benutzte Zufalls-
zahlengenerator analysiert.
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2 Theoretische Grundlagen der Kristallstruktur
2.1 Idealer Kristall
2.1.1 Definition: Bravaisgitter
Bei der theoretischen Beschreibung der Struktur eines Festko¨rpers (’Anordnung
von Atomen’) wird auf die Definition des Bravaisgitters zuru¨ckgegriffen.
In einem Bravaisgitter kann jeder Punkt P kann durch einen Gittervektor ~R,
bezogen auf eine Basis von 3 linear unabha¨ngigen Basisvektoren dargestellt
werden:
~R = n1~a1 + n2~a2 + n3~a3, (2.1)
mit ni ∈ Z
Mit anderen Worten, 3 linear unabha¨ngige Vektoren ~a1,~a2, ~a3 bilden eine Basis
→ sie spannen im 3-dimensionalen Raum ein Parallelepiped (Einheitszelle,
Bsp.: Abbildung 1) auf, durch die Gesamtheit aller Punkte ~r, fu¨r die gilt
~r = x1~a1 + x2~a2 + x3~a3,
mit xi ∈ [0, 1]
Ein Bravaisgitter entsteht durch fortlaufende Aneinanderfu¨gung dieser Zellen,
d.h. es wird durch die Eckpunkte der Parallelepipede gebildet ⇒ das Gitter
sieht von jedem Raumpunkt aus betrachtet gleich aus - es ist translationsu-
nabha¨ngig.
Es gibt 14 Bravaisgittertypen [1], wobei jedes einzelne seine speziellen Symme-
trieeigenschaften (Einheitszellen, Koordinationszahl,...) besitzt. Dabei ko¨nnen
in einer Einheitszelle auch mehrere Atome angeordnet sein.
Abbildung 1: Primitive Einheitszelle [2] des kubisch fla¨chenzentrierten Gitters
und ihre Basisvektoren
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2.1.2 kubisch fla¨chenzentriertes Gitter (fcc)
In dieser Arbeit wird prima¨r ein Modell der Legierung Ni3Al, die in der fern-
ordnenden L12-Struktur mit zugrundeliegendem kubisch fla¨chenzentrierten
Bravaisgitter (fcc) besprochen. Außerdem ist das auch der Gittertyp sowohl
von reinem Al, als auch von Nickel.
Fu¨gt man dem einfach kubischen Gitter einen zusa¨tzlichen Gitterpunkt in die
Mitte jeder Wu¨rfelfla¨che hinzu, so erha¨lt man das kubisch fla¨chenzentrierte
Gitter (face-centered cubic), das eine ha¨ufige Kristallstruktur fu¨r Metalle und
Legierungen darstellt. Die kleinstmo¨gliche Einheitszelle eines Gitters heißt pri-
mitive Einheitszelle (Abbildung 1 links). Ein fcc-Gitter kann durch die 3
(symmetrischen) primitiven Einheitsvektoren ~ei′ (Abbildung 1 rechts)
~ex′ = a2 (~ex + ~ey)
~ey′ = a2 (~ey + ~ez)
~ez′ = a2 (~ex + ~ez)
(2.2)
aufgespannt werden, wobei a die Gitterkonstante darstellt und die Einheitsvek-
toren ~ei cartesische sind.
Die von diesen primitiven Einheitsvektoren aufgespannte primitive Einheitszelle
hat ein Viertel des Volumens des zugrundeliegenden einfach kubischen Gitters
und entha¨lt 1 Atom. Sie spiegelt nicht die ganze Symmetrie des Bravaisgitters
wieder, deshalb wird meist die nichtprimitive Form mit 4 Basisgitterpla¨tzen
(Atompositionen) an den Koordinaten
~0,
a
2
(~ex + ~ey) ,
a
2
(~ey + ~ez) ,
a
2
(~ex + ~ez) (2.3)
verwendet (konventionelle Einheitszelle).
Außerdem sei noch die Wahl der Wigner-Seitz-Zelle (Abbildung 2) als pri-
mitive Einheitszelle erwa¨hnt, die man erha¨lt, in dem man die Normalebenen
jedes Verbindungsvektors von einer gegebenen Atomposition zu all seinen na¨chs-
ten Nachbarn schneidet. Da die fcc-Struktur eine Koordinationszahl Z=12 von
na¨chsten Nachbarn besitzt, die sich im Abstand von a/
√
2 befinden, hat die
Wigner-Seitz-Zelle 12 Seitenfla¨chen.
Abbildung 2: Wigner-Seitz-Zelle des kubisch fla¨chenzentrierten Gitters [3]
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2.1.3 Darstellung durch unterschiedliche Sa¨tze von Basisvektoren
Die Wahl der Basisvektoren des Gitters ist nicht eindeutig - es existieren zu
jedem Gitter unendlich viele Wahlmo¨glichkeiten.
2 verschiedene Darstellungen1
[
~R
]
~ai
und
[
~R
]
~a′
i
ein und desselben Vektors ~R zwi-
schen einem gewa¨hlten Nullpunkt und einem Punkt P ko¨nnen ineinander durch
eine lineare Transformation (3×3 Matrix A) u¨berfu¨hrt werden (Abbildung 3):
[
~R
]
~a′
i
= A
[
~R
]
~ai
(2.4)
und, weil linear [
~R
]
~ai
= A−1
[
~R
]
~a′
i
(2.5)
Die Transformationsmatrix A, die die Vektorkomponenten in Bezug auf eine
neue Basis anpasst, erha¨lt man, indem man die Basisvektoren der alten Ba-
sis ~a(i) bezogen auf die Basisvektoren der neuen Basis ~a
′
(i) spaltenweise in A
eintra¨gt, also
A =
( [
~a(1)
]
~a′
(i)
[
~a(2)
]
~a′
(i)
[
~a(3)
]
~a′
(i)
)
(2.6)
Abbildung 3: cartesische und primitive Basisvektoren des kubisch fla¨chenzen-
trierten Gitters
speziell: kubisch fla¨chenzentriertes Gitter
Die Basistransformation (2.2) auf Seite 6 von cartesischen auf primitive Kom-
ponenten und umgekehrt kann durch die Matrizen A bzw. A−1
A =

 1 1 −1−1 1 1
1 −1 1

 A−1 = 12

 1 0 11 1 0
0 1 1

 (2.7)
dargestellt werden.
1Notation:
[
~R
]
~ai
bezeichnet die Komponentendarstellung des Vektors ~R bezogen auf die
Basis ~ai
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2.1.4 fcc: Das ’4-Atom-Fenster’
Eine Symmetrieeigenschaft des kubisch fla¨chenzentrierten Gitters ist, dass je-
weils 2 na¨chste Nachbargitterpla¨tze genau weitere 4 gemeinsame na¨chste Nach-
bargitterpla¨tze besitzen, die ein rechteckiges ’Fenster’ (Abbildung 4) mit den
Seitenla¨ngen
A= a√
2
und B=a
bilden.
Abbildung 4: 4-Atom-Fenster zwischen 2 na¨chsten Nachbargitterpla¨tzen
Diese Eigenschaft hat, wie wir weiter unten sehen werden (Abschnitt 6.2), Re-
levanz fu¨r das Energieprofil von Atomspru¨ngen.
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2.2 Strukturen ferngeordneter (bina¨rer) Legierungen
Die Idee des Bravaisgitters wurde bis jetzt im Falle eines Festko¨rpers, der sich
aus nur einer Atomsorte zusammensetzt, besprochen.
Wird ein Festko¨rper aus der Mischung von mehreren Atomsorten in einem
gewissen Mengenverha¨ltnis gebildet (Legierung), ist es ohne weiteres mo¨glich,
die Definition des Bravaisgitters beizubehalten.
Die einzige Erweiterung besteht darin, dass ungeordnete und geordnete Struk-
turen unterschieden werden mu¨ssen, wobei letztere sich nochmals untergliedern
lassen (Nah- und Fernordnung).
Die nachfolgenden theoretischen Grundlagen werden anhand einer Legierung,
die aus zwei Atomsorten besteht (bina¨r), entwickelt, ko¨nnen aber auf beliebig
viele ausgedehnt werden.
2.2.1 Unordnung - Ordnung, LRO-Parameter
Von einer (total) ungeordneten Legierung (Abbildung 5 rechts) spricht man,
wenn die Wahrscheinlichkeit, eine bestimmte Atomsorte auf einem bestimm-
ten Gitterplatz aufzufinden genau dem Mengenverha¨ltnis (Konzentration) der
einzelnen Komponenten entspricht. In diesem Fall ist keine Systematik im Kris-
tallaufbau auffindbar, weder lokal einer etwaigen Einheitszelle, noch global u¨ber
den gesamten Kristall.
Existiert aber eine, sich wiederholende bzw. vom Abstand unabha¨ngige (transla-
tionsinvariante), Anordnung von bestimmten Atomsorten auf bestimmten Git-
terpla¨tzen spricht man von einer ferngeordneten Struktur (Abbildung 5 links).
Mit anderen Worten, es kann eine Einheitszelle gefunden werden, bei der be-
stimmte Atomsorten an bestimmten (Gitter-)Positionen zu finden sind. Auf-
grund dieser Anordnung innerhalb der Einheitszelle ist es mo¨glich, Untergitter
zu definieren.
Abbildung 5: Ordnung - Unordnung: Die Atome sind grau eingezeichnet, weil
nicht feststeht, von welcher Atomsorte ein bestimmter Gitterpunkt besetzt ist.
Der Grad der Ordnung in einer fernordnenden Legierung kann durch den so-
genannten Fernordnungsparameter R bestimmt werden. Dazu betrachtet
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man einen aus zwei Atomsorten A und B in einem sto¨chiometrischen1 Men-
genverha¨ltnis zusammengesetzten Kristall mit 2 Untergittern α und β. Die Ge-
samtanzahl N der Atome (Gitterpla¨tze) ist dann
N = NA + NB
wobei NA die Anzahl der A-Atome und NB die Anzahl der B-Atome
darstellt
Die Konzentrationen cA und cB der beteiligten Atomsorten ergeben sich dann
durch
cA =
NA
N bzw. cB =
NB
N
Sei fAα der Anteil von Atomen der Sorte A, die sich auf dem Untergitter α
befinden, bzw. fBβ analog dazu
fAα =
NAα
NA
bzw. fBβ =
NBβ
NB
wobei NAα und NBβ die Anzahl der jeweiligen Atomsorte auf den bestimmten
Untergittern ist.
Dann kann man nun den Fernordnungsparameter R durch
R =
fAα − cA
1− cA =
fBβ − cB
1− cB , (2.8)
einfu¨hren.
2.2.2 Wichtige Strukturen
In einer fernordnenden bina¨ren Legierung, gebildet aus Atomen der Sorten A
und B in einem bestimmten sto¨chiometrischen Verha¨ltnis, existieren abha¨ngig
von der zugrundeliegenden Kristallstruktur (bcc, fcc, ...) unterschiedliche Ein-
heitszellen.
Die fu¨r die Modellierung von Prozessen in einer fernordnenden Struktur Wich-
tigsten sind:
• fcc
– L12
– L10
• bcc
– B2
– DO3
1Im Verha¨ltnis kleiner ganzer Zahlen
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2.2.3 L12-Struktur
In dieser Arbeit werden Atomspru¨nge speziell in einer Struktur vom Typ L12
untersucht. Wir wollen diese Struktur daher na¨her betrachten.
Die in Abbildung 5 dargestellte Einheitszelle der L12-Struktur besteht aus einem
(in weiß dargestellten) Atom der Sorte B in der Wu¨rfelecke und drei schwar-
zen Atomen der Sorte A an den Wu¨rfelfla¨chenmitten. Daraus ergibt sich ein
sto¨chiometrisches Verha¨ltnis von 3:1.
Außerdem kann diese Struktur entweder 2 Untergitter (Majorita¨tsgitter α
der Fla¨chenmitten und Minorita¨tsgitter β der Wu¨rfelecken) oder in 4 Unter-
gitter (Kubisch primitive Gitter mit dem Ursprung in der Wu¨rfelecke bzw. in
den 3 Fla¨chenmitten) zerlegt werden. Im letzteren Fall ist ersichtlich, dass in
einer L12-Struktur 4 verschiedene Doma¨nen auftreten ko¨nnen (die sich durch
Wahl je eines dieser 4 Untergitter als Ort der B-Atome unterscheiden), da alle
Untergitter vo¨llig gleichberechtigt sind.
Zerlegt man nun die L12-Struktur in das Majorita¨tsgitter α und das Minorita¨ts-
gitter β, mu¨ssen zwei Fa¨lle von Nachbarschaften mit unterschiedlich verteilten
Atomsorten A und B unterschieden werden:
• Ein Atom der Sorte A auf dem α-Untergitter ist von 8 Majorita¨tsatomen
der Sorte A und 4 Minorita¨tsatomen der Sorte B umgeben (Abbildung 6
links).
• Ein Atom der Sorte B, das auf dem β-Untergitter sitzt, hat 12 Nachbarn
der Atomsorte A (Abbildung 6 rechts).
Abbildung 6: Umgebung des α- und β-Untergitters [4]
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2.2.4 Das ’4-Atom-Fenster’ in der L12-Struktur
Aufgrund der Tatsache, dass sich im ungeordneten Fall (siehe Abbildung 5
rechts) eine kubisch-fla¨chenzentrierte Struktur ergibt, tritt auch bei Legierun-
gen, die in der L12-Struktur kristallisieren, das in Abschnitt 2.1.4 vorgestellte
’4-Atom-Fenster’ zwischen Na¨chsten Nachbarn auf.
Da, wie schon zuvor erwa¨hnt, im vo¨llig geordneten Fall in der Einheitszelle nun
2 verschiedene Atomsorten A und B auf 2 bestimmten Untergittern auftreten,
mu¨ssen bei den Fenstern 2 Fa¨lle unterschieden werden.
• Minorita¨tsgitter β
Ein Atom der Sorte B, das sich auf der Position einer Wu¨rfelecke der
Einheitszelle befindet, ist nur von Atomen der Sorte A als Na¨chste Nach-
barn umgeben (Abbildung 6 rechts), d.h. das Fenster besteht nur aus
A-Atomen (siehe Abbildung 7).
Mit anderen Worten zwischen dem betrachteten Atom B und seinen Na¨chs-
ten Nachbarn befinden sich nur Fenster, die aus lauter Atomen der Sorte
A (Majorita¨tsatome) bestehen.
Abbildung 7: 4-Atom-Fenster zwischen einem Atom der Sorte B (in der Mitte)
und seinen na¨chsten Nachbarn (’reines’ A Fenster)
• Majorita¨tsgitter α
Wie zuvor gezeigt (Abbildung 6 links) ist ein A-Atom auf dem Majorita¨ts-
gitter (Wu¨rfelmittelfla¨chen) von 4 Atomen der Sorte der Sorte B und 8
A-Atomen umgeben. Aus diesem Grund mu¨ssen 2 Fa¨lle von Fenstern un-
terschieden werden:
– A - B
Zwischen dem betrachteten A-Atom auf dem α-Untergitter und je-
dem seiner 4 Na¨chsten Nachbarn der Sorte B - die sich auf dem
β-Untergitter befinden, existiert ein 4-Atom-Fenster, dass sich nur
aus Atomen der Sorte A zusammensetzt (siehe Abbildung 8 links).
Das Na¨chste-Nachbar-Atompaar A-B befindet sich zwar nicht auf
demselben Untergitter und ist auch nicht dieselbe Atomsorte, das
Aussehen des Fensters ist aber identisch zum vorherigen Fall (Ab-
bildung 7).
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– A - A
Zwischen einem Na¨chste-Nachbar-Atompaar A-A befindet sich ein 4-
Atom-Fenster, das aus 2 Atomen der Sorte A und 2 Atomen der Sorte
B besteht (siehe Abbildung 8 links). Die jeweils gleichen Atomsorten
nehmen ihre Position entlang der la¨ngeren Seite des rechteckigen
Fensters ein und befinden sich im Abstand a (Gitterkonstante).
Abbildung 8: 4-Atom-Fenster zwischen einem Atom der Sorte A (in der Mitte)
und seinen na¨chsten Nachbarn Sorte B (’reines’ A Fenster) und seinen na¨chsten
Nachbarn der Sorte A (’gemischtes’ AB Fenster)
Zusammenfassend kann man sagen, dass im Fall einer ideal ferngeordneten L12-
Struktur 2 verschiedene Typen von 4-Atom-Fenstern zwischen den einzelnen
Atomen auftreten ko¨nnen, deren Zusammensetzung von den betrachteten Un-
tergittern abha¨ngt.
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3 Theoretische Grundlagen: Thermodynamik, Sta-
tistische Mechanik
3.1 Thermodynamik
3.1.1 Grundlegende Begriffe
Die Thermodynamik ist eine pha¨nomenologische Theorie, die ihre Begriffe di-
rekt aus Experimenten nimmt.
Thermodynamische Zustandsgro¨ßen sind messbare (makroskopische) Gro¨ßen
(Variablen) eines thermodynamischen Systems (makroskopisches System -
Teilchenzahl N → ∞ ). Beispiele hierfu¨r sind das Volumen V, der Druck P
und die Temperatur T. Diese Gro¨ßen ko¨nnen experimentell bestimmt werden.
Außerdem kann man die Zustandsgro¨ßen in 2 Kategorien einteilen:
• extensive: proportional zur Menge des betrachteten Systems bzw. Teil-
chenzahl (z.B.: Volumen, Masse, ...)
• intensive: unabha¨ngig von der Menge (z.B.: Druck, Temperatur, ...)
Wird ein System durch einen Satz von Werten aller thermodynamischen Zu-
standsgro¨ßen vollsta¨ndig beschrieben, spricht man von einem Thermodyna-
mischen Zustand. Ist dieser konstant in der Zeit (stationa¨r) herrscht ein
Thermodynamisches Gleichgewicht.
Zustandsgleichungen sind funktionale Zusammenha¨nge zwischen den Zu-
standsgro¨ßen eines Systems im Gleichgewicht. Wieviele Variablen notwendig
sind um ein System zu beschreiben, ha¨ngt vom System ab. Sind nun Druck
P, Volumen V und Temperatur T die thermodynamischen Zustandsgro¨ßen des
betrachteten Systems, so hat die Zustandsgleichung die Form
f(P,V,T) = 0
Nur zwei von den drei Variablen sind unabha¨ngig, deshalb kann diese Glei-
chung nach einer Variable, z.B.: T=T(P,V), aufgelo¨st werden.
Geometrisch wird u¨blicherweise ein Zustand durch einem Punkt im (3-dimensionalen)
P,V,T-Raum dargestellt, d.h. eine Zustandsgleichung definiert eine Fla¨che in
diesem Raum, in der jeder Punkt einen Gleichgewichtszustand darstellt (Ab-
bildung 9).
Eine thermodynamische Zustandsa¨nderung ist der U¨bergang von einem
thermodynamischen Zustand in einen anderen. War der Anfangszustand ein
Gleichgewichtszustand, kann das nur durch A¨nderung der a¨ußeren Bedingun-
gen, denen das System unterworfen ist, hervorgerufen werden. Zustandsa¨nde-
rungen ko¨nnen z.B. quasistatisch (System in jedem Augenblick na¨herungswei-
se im Gleichgewicht) und/oder reversibel (zeitliche Umkehr der A¨nderung der
a¨ußeren Parameter entspricht zeitlicher Umkehr der Folge von Zusta¨nden) sein.
14
Abbildung 9: Geometrische Darstellung der thermodynamischen Zustandsglei-
chung
Eine Zustandsa¨nderung muss nicht u¨ber sta¨ndige Gleichgewichtszusta¨nde ge-
schehen (quasistatisch), also nicht innerhalb der Fla¨che in Abb. 9 liegen. Jedoch
liegen Anfangs- und Endzustand sehr wohl darauf.
Ein thermodynamisches System ist ein System von Atomen oder Moleku¨len,
dessen Wechselwirkung mit der Umgebung im Austausch von Energie in Form
von Arbeit oder Wa¨rme besteht.
Der Begriff der Arbeit wird in der Thermodynamik u¨blicherweise aus der Me-
chanik u¨bernommen.
• Beispiel: Ein System wird von den Zustandsgro¨ßen P, V und T be-
schrieben. Die Arbeit dW, die vom System bei einer infinitesimalen Zu-
standsa¨nderung unter Vergro¨ßerung dV des Volumens gegen einen a¨ußeren
hydrostatischen Druck geleistet wird, ist gegeben durch
dW = PdV (3.9)
Ein weiterer wichtiger Begriff ist die Wa¨rme. Wa¨rme ∆Q wird dann von ei-
nem homogenen System aufgenommen, wenn sich seine Temperatur T um ∆T
erho¨ht, ohne dass es Arbeit leistet.
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3.1.2 Die Hauptsa¨tze der Thermodynamik
• Nullter Hauptsatz der Thermodynamik
’Befinden sich 2 Systeme im thermischen Gleichgewicht mit ei-
nem dritten, so stehen sie auch untereinander im thermischen
Gleichgewicht.’
Das thermische Gleichgewicht wird hierbei durch eine Zustandsvariable
gekennzeichnet, der Temperatur T. Mit anderen Worten, 2 Systeme befin-
den sich nur dann im thermodynamischen Gleichgewicht, wenn die Tem-
peratur in beiden gleich ist.
• Erster Hauptsatz der Thermodynamik
Sei ∆Q die vom System aufgenommene Wa¨rmemenge und ∆W die vom
System geleistete Arbeit bei einer beliebigen Zustandsa¨nderung. Dann
ist die Gro¨ße ∆U
∆U = ∆Q−∆W (3.10)
fu¨r alle Zustandsa¨nderungen zwischen einem gegebenen Anfangszustand
und einem gegebenen Endzustand gleich. Die so definierte Zustandsgro¨ße
U wird innere Energie genannt. Das ist nichts anderes als eine Formulie-
rung des Energieerhaltungssatzes (Wa¨rme ist eine Form von Energie!).
Wird also einem System von außen Wa¨rme ∆Q zugefu¨hrt, so kann es zum
einen seine innere Energie U(und damit die Temperatur T des Systems)
erho¨hen, zum anderen Arbeit verrichten (Expansion des Volumens V ge-
gen den Druck P) oder beides.
Bei einer infinitesimalen Zustandsa¨nderung reduziert sich der erste Haupt-
satz (3.10) auf die Aussage, dass das Differential
dU = δQ− δW (3.11)
ein totales ist. Mit anderen Worten, dU ist das Differential einer Funktion
U - das Integral
∫
dU ist vom Integrationsweg unabha¨ngig (ha¨ngt nur
von den Integrationsgrenzen A und B ab):
∫ B
A
dU = U(B)− U(A) ⇒
∮
dU = 0 (3.12)
Die innere Energie U ist also eine Zustandfunktion, d.h. eine eindeutige
Funktion der Zustandsvariablen, jedoch die vom System aufgenommene
Wa¨rmemenge δQ und die vom System geleistete Arbeit δW nicht.
Setzt man nun (3.9) ein, erha¨lt man
dU = δQ− PdV (3.13)
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• Zweiter Hauptsatz der Thermodynamik
Kelvinsche Aussage:
’Es gibt keine thermodynamische Zustandsa¨nderung, deren ein-
zige Wirkung darin besteht, dass eine Wa¨rmemenge einem Wa¨rme-
speicher entzogen und vollsta¨ndig in Arbeit umgesetzt wird.’
Clausiussche Aussage:
’Es gibt keine thermodynamische Zustandsa¨nderung, deren ein-
zige Wirkung darin besteht, dass eine Wa¨rmemenge einem ka¨lte-
ren Wa¨rmespeicher entzogen und an einen wa¨rmeren abgegeben
wird.’
Man kann zeigen[5], dass diese beiden Aussagen a¨quivalent sind.
Der zweite Hauptsatz der Thermodynamik erlaubt uns, eine Zustands-
funktion S(T,V), die Entropie, zu definieren, sodass
dS =
δQrev
T
(3.14)
Ein Kreisprozess ist eine reversible zyklische Zustandsa¨nderung. Bei
einem beliebigen Kreisprozess, bei dessen Ablauf dauernd die Temperatur
definiert ist, gilt die Ungleichung (Clausiusscher Satz)
∮ δQ
T ≤ 0
Die Integration wird dabei u¨ber einen vollen Zyklus durchgefu¨hrt und das
Gleichheitszeichen gilt, wenn der betrachtete Kreisprozess reversibel ist.
Man betrachtet eine beliebige Zustandsa¨nderung vom Anfangszustand A
nach Endzustand B. Fu¨r (abgeschlossene) Systeme, die mit ihrer Umge-
bung weder Wa¨rme noch Arbeit austauschen, la¨sst sich der 2. Hauptsatz
der Thermodynamik dann als
dS ≥ 0 (3.15)
schreiben, wobei nur bei reversiblen Zustandsa¨nderungen das Gleichheits-
zeichen gilt.
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3.1.3 Thermodynamische Potenziale
Die differentielle Definition des 1. Hauptsatzes der Thermodynamik (3.13) kann
mit Hilfe von (3.14) als
dU = TdS − PdV (3.16)
geschrieben werden. Die Zustandsfunktion U ist ein vollsta¨ndiges Differenzial
in den Zustandsvariablen S und V.
Jedoch sind die in dieser Gleichung vorkommenden Variablen S und V in der
experimentellen Praxis nicht einfach zu handhaben - z.B. la¨sst sich S in einem
Versuch ohne vorherige Kenntnis der Systemeigenschaften nicht konstant hal-
ten, oder die Einstellung eines konstanten Volumens ist bei einem Festko¨rper
nicht ohne weiteres mo¨glich.
Es gibt aber die Mo¨glichkeit, eine Zustandsfunktion (thermodynamisches Poten-
zial) durch eine Legendre-Transformation in eine andere Form zu u¨berfu¨hren,
d.h. von anderen Variablen (Zustandsgro¨ßen) abha¨ngig zu machen.
Mit Hilfe der Transformation der inneren Energie U durch
F = U − ∂U
∂S
S = U − TS (3.17)
erha¨lt man die sogenannte Freie Energie F.
Fu¨r das Differenzial dF ergibt sich dann
dF = dU − d(TS) = TdS − PdV − SdT − TdS = −SdT − pdV (3.18)
mit den unabha¨ngigen Variablen T und V.
Fu¨hrt man nun noch die Freie Enthalpie G durch
G = F + PV = U − TS + PV (3.19)
oder auch1
G = H − TS (3.20)
ein, erha¨lt man ein Differenzial dG
dG = dF − d(PV ) = −SdT − pdV + V dp + pdV = −SdT + V dp (3.21)
das von den Variablen T und p abha¨ngt, die sich im Laufe eines Experiments
gut kontrollieren lassen.
Wird nun ein System bei konstanter Temperatur T und konstantem Druck p
gehalten, kann man aus dem thermodynamischen Potenzial der Freien Enthalpie
G, durch das geltende Extremalprinzip
1H = U + PV ist die sogenannte Enthalpie
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dG|T,p ≤ 0 (3.22)
Eigenschaften von Gleichgewichtszusta¨nden ableiten. Im Gleichgewichtsfall
gilt das Gleichheitszeichen, d.h. die Zustandfunktion G erreicht bei festem
Druck und Temperatur ein Minimum.
Abbildung 10: U¨berblick u¨ber die thermodynamischen Potenziale mit Angabe
der jeweiligen ausgetauschten Zustandsgro¨ße. Das Großkanonische Potenzial Ω
und das Nullpotenzial Ξ sind der Vollsta¨ndigkeit halber auch dargestellt.
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3.1.4 Thermodynamik von bina¨ren Lo¨sungen (Mischkristallen)
• Reformulierung der Freien Enthalpie G
Bina¨re Lo¨sungen sind Systeme mit 2 unterschiedlichen Komponenten A
und B mit Molzahlen nA, nB. Zur Beschreibung dieser fassen wir die Freie
Enthalpie G als abha¨ngig von diesen Komponenten auf, also G=G(nA,
nB). Das Differenzial dG lautet also
dG =
∂G
∂nA
dnA +
∂G
∂nB
dnB ≡ gAdnA + gBdnB (3.23)
Die partiellen Ableitungen gi werden als chemisches Potenzial (bzw.
als partielle molare Enthalpie) bezeichnet und stellen den Energieaufwand
pro Mol fu¨r das Hinzufu¨gen der jeweiligen Teilchensorte A oder B dar.
Fu¨gt man nun Teilchen der beiden Sorten im richtigen Verha¨ltnis zu,
ergibt sich die Freie Enthalpie G aus (3.23) zu
G = gAnA + gBnB (3.24)
• Phasengleichgewichte und Phasendiagramm
Durch Umformung von (3.24), d.h. Division durch die Gesamtteilchenzahl
(nA+nB), Definition der Molenbru¨che ni / (nA+nB) ≡ Xi und der molaren
Freien Enthalpie G / (nA+nB) ≡ g, kann die Freie Enthalpie G als
g = gAXA + gBXB (3.25)
und das Differenzial dG als
dg = gAdXA + gBdXB (3.26)
geschrieben werden.
Dabei ist zu beachten, dass durch die Beziehung
XA + XB = 1 (3.27)
XA und XB nicht von einander unabha¨ngig sind. Die chemischen Poten-
ziale gA und gB ko¨nnen also durch einsetzen von (3.27) in (3.25) und
Umformung durch
gA = g + (1 - XA)
∂g
∂XA
gB = g + (1 - XB)
∂g
∂XB
dargestellt werden. Mit Hilfe dieser Formulierung ko¨nnen die chemischen
Potenziale gA und gB der Komponenten A und B geometrisch bestimmt
werden. Sie erscheinen als Achsenabschnitte einer Tangente an die Freie
Enthalpie g(X) bei gegebener Zusammensetzung XA, XB (Abbildung 11).
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Abbildung 11: schematisch: Tangentenkonstruktion zur Bestimmung der che-
mischen Potenziale gA, gB bei gegebener Zusammensetzung XA = 0.4, XB =
0.6
Ist es nun mo¨glich, an zwei verschiedene Freie Enthalpie-Kurven g1(X),
g2(X), die zwei verschiedene Phasen darstellen, eine gemeinsame Tan-
gente zu legen, dann sind die chemischen Potenziale der Komponenten
A,B in beiden Phasen gleich.
Mit anderen Worten, zwei verschiedene Phasen sind dann im thermo-
dynamischen Gleichgewicht, wenn fu¨r jede Teilchensorte die chemischen
Potenziale fu¨r beide Phasen gleich sind. Mit Hilfe dieses Konstrukts ist
es mo¨glich, Phasendiagramme aus dem Verlauf der Freie Enthalpie-
Kurven bei unterschiedlichen Temperaturen zu erstellen (Bsp: Abbildung
12).
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Abbildung 12: g.u.: Phasendiagramm des Systems Si-Ge mit flu¨ssig-fest-U¨ber-
gang; oben: gi(X) der festen bzw. flu¨ssigen Phase bei unterschiedlichen Tem-
peraturen. Bei der Temperatur 1300◦C befindet sich eine flu¨ssige Phase der
Zusammensetzung P1 im Gleichgewicht mit einer festenPhase der Zusammen-
setzung Q1, Entsprechendes gilt fu¨r T=1100
◦C, Die Beru¨hrungspunkte Pi, Qi
der gemeinsamen Tangenten sind im Phasendiagramm hervorgehoben.
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3.2 Statistische Mechanik
3.2.1 Mikrozustand und Phasenraum in klassischer Formulierung
Ein Mikrozustand ist eine vollsta¨ndige (mikroskopische) Beschreibung eines
betrachteten physikalischen Systems.
Ein Zustand dieses Systems ist durch seine 3N kanonische Koordinaten q =
(q1,..., q3N ) und durch seine kanonischen Impulse p = (p1,..., p3N ) vollsta¨ndig
und eindeutig definiert. Die zur Beschreibung notwendige Hamiltonfunktion
H(p,q) besitzt also 6N Variable.
Aus ihr ko¨nnen, unter anderem, die kanonischen Bewegungsgleichungen durch
∂H(p,q)
∂pi
= q˙i
∂H(p,q)
∂qi
= -p˙i
abgeleitet werden.
Zur bildlichen Darstellung wird gerne das Konstrukt des Gibb’schen Phasen-
raums verwendet. Dieser wird durch cartesische Koordinatenachsen fu¨r qi und
pi aufgespannt, d.h. jedem Punkt im Phasenraum entspricht ein Mikrozustand
r (Abbildung 13).
Die zuvor vorgestellte Hamiltonfunktion H(p,q) definiert durch
H(p, q) = E (3.28)
eine Fla¨che, die mo¨gliche Mikrozusta¨nde mit gleicher Energie E angibt (Abbil-
dung 13).
Abbildung 13: Bsp: Phasenraum eines 1-dimensionalen Systems. Die durch
H(p,q)=E definierte Energiefla¨che ist in diesem Fall eine Kurve.
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3.2.2 Makrozustand
Da es einerseits unmo¨glich ist, den tatsa¨chlichen Mikrozustand r eines Sys-
tems mit großer Teilchenanzahl anzugeben und andererseits die einzelnen Mi-
krozusta¨nde und ihre zeitliche Abfolge (Momentaufnahmen: r → r’, wobei Er
= Er′) fu¨r die Beschreibung eines physikalischen Systems uninteressant sind,
fu¨hrt man den Begriff des Makrozustandes ein. Ein System in einem be-
stimmten Makrozustand kann sich also in einer großen Anzahl verschiedener
Mikrozusta¨nde befinden.
Dabei fordert man, dass das betrachtete System eine gewisse Anzahl N Teilchen,
ein Volumen V und eine Energie E zwischen den Werten E und E + ∆E be-
sitzt, letzteres aufgrund der Tatsache, dass die Energie nur mit einer endlichen
Genauigkeit bestimmt werden kann, aber ∆E ¿ E.
Steht das betrachtete System in keiner Wechselwirkung mit anderen Systemen
(= isoliert, abgeschlossen), so befinden sich alle mo¨glichen Zusta¨nde zwischen E
und E + ∆E, und das System durchla¨uft wa¨hrend eines makroskopischen Zeitin-
tervalls (Messung!) einen repra¨sentativen Teil der Menge von Mikrozusta¨nden,
die dem augenblicklichen Makrozustand entsprechen (abgeschwa¨chte Form der
Ergodenhypothese).
Befindet sich das System außerdem im Gleichgewicht, begru¨ndet folgendes Pos-
tulat ’gleicher A-priori-Wahrscheinlichkeit’ die klassische statistische Me-
chanik:
’Wenn sich ein makroskopisches System im thermodynamischen
Gleichgewicht befindet, so ist sein Zustand mit gleicher Wahrschein-
lichkeit irgendein Zustand, der mit den makroskopischen Bedingun-
gen des Systems vertra¨glich ist.’ [6]
Jener Makrozustand ist der wahrscheinlichste, der mit der gro¨ßten Anzahl von
Mikrozusta¨nden vertra¨glich ist
3.2.3 Mikrokanonische Gesamtheit, Scharmittel und Entropie
Ein System im Gleichgewicht kann also durch ein Ensemble aller mo¨glichen
(mit der Bedingung E < H(p,q) < E + ∆E vertra¨glichen) Mikrozusta¨nde mit
der Wahrscheinlichkeitsdichte
Pr(p, q) =
{
1 wenn E < H(p, q) < E + ∆E
0 sonst
(3.29)
die sogenannte mikrokanonischen Gesamtheit, beschrieben werden.
Die Wahrscheinlichkeit, das System in einem zuga¨nglichen Zustand vorzufinden,
ist unter Voraussetzung der Ergodizita¨t zeitunabha¨ngig, d.h. der Wert einer
durch Messung zuga¨nglichen Eigenschaft f(p,q) des Systems (z.B.: Energie, ...)
kann durch die Mittelung u¨ber das Ensemble ermittelt werden (Scharmittel
<f>).
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< f >=
∫
d3Np d3Nq f(p, q) Pr(p, q)∫
d3Np d3Nq Pr(p, q)
(3.30)
Außerdem kann mit Hilfe des Postulats der gleichen A-priori-Wahrscheinlichkeit
im Gleichgewicht die Entropie als fundamentale Gro¨ße, bzw. als Zusammenhang
zwischen der statistischen Mechanik und der Thermodynamik durch
S(E, V ) = kBlnΓ(E) (3.31)
definiert werden, wobei kB die Boltzmannkonstante ist.
Das in (3.31) auftretende Γ(E) ist das Volumen im Phasenraum, das von der mi-
krokanonischen Gesamtheit eingenommen wird (Abbildung 14) und kann durch
Γ(E) =
∫
E<H(p,q)<E+∆E
d3Np d3Nq Pr(p, q) (3.32)
bestimmt werden.
Abbildung 14: Bsp: Phasenraumvolumen Γ(E) mit E < H(p,q)< E + ∆E
Es kann gezeigt werden [7], dass die durch (3.31) definierte Entropie alle Eigen-
schaften der in Thermodynamik auftretenden Entropiefunktion (3.14) besitzt.
Das bedeutet, dass die vollsta¨ndige Thermodynamik eines Systems durch die-
ses ’Bindeglied’ abgeleitet werden kann.
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3.2.4 Kanonische Gesamtheit und Zustandssumme
Betrachtet man ein System, das nicht abgeschlossen (isoliert) ist, sondern sich
im thermischen Gleichgewicht mit einem gro¨ßeren System (Wa¨rmebad) be-
findet, dann ha¨ngt die Wahrscheinlichkeit, es mit der Energie E vorzufinden,
vom jeweiligen Phasenraumvolumen des gro¨ßeren Systems ab.
Das so definierte abgeschlossene Gesamtsystem besteht also aus 2 Teilsyste-
men mit Teilchenzahlen N1, N2 (wobei N1 ¿ N2) → System 1 besitzt also
wesentlich weniger Freiheitsgrade als System 2 (Wa¨rmebad).
Beide Systeme werden durch Hamiltonfunktionen H1(p1,p1), H2(p2,q2) beschrie-
ben und die Gesamtenergie E = E1 + E2 ist eine Erhaltungsgro¨ße (wobei <E1>
¿ <E2>) und befindet sich zwischen E und E + 2∆E .
Wir interessieren uns nur fu¨r die Beschreibung des kleineren Teilsystems 1. Aus
der Forderung, dass die Gesamtentropie maximal sei, finden wir [8] als Wahr-
scheinlichkeitsdichte Pr, das System in irgendeinem bestimmten Mikrozustand
r der Energie Er vorzufinden:
Pr = C exp
(
− Er
kBT
)
= C exp
(
−H(p, q)
kBT
)
(3.33)
wobei der Mikrozustand wie oben durch Wahl eines Satzes von Koordinaten
(p,q) charakterisiert sein soll.
Diese Dichte im Phasenraum definiert die sogenannte kanonische Gesamt-
heit.
Fordert man noch, dass Pr normiert, dimensionslos und mit ’korrekter Boltz-
mannabza¨hlung’ versehen sein soll, erha¨lt man
Pr =
exp
(
−H(p,q)kBT
)
Z(V, T )
(3.34)
wobei
Z(V, T ) =
1
N !h3N
∫
d3Np d3Nq e
−H(p,q)
kBT (3.35)
Zustandssumme genannt wird und h eine Konstante von der Dimension Im-
puls x La¨nge ist.
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3.3 Das Ising-Modell
3.3.1 urspru¨ngliches ferromagnetisches Ising-Modell
Das Ising-Modell [9] wurde urspru¨nglich entwickelt, um das Verhalten und die
Struktur einer ferromagnetischen Substanz, bzw. deren “Weiss’sche Bezirke“,
zu simulieren.
Es hat den Vorteil, eine einfache Beschreibung mit nur einem wesentlichen
Wechselwirkungsparameter zu liefern und ist in zwei Dimensionen sogar auf
einem quadratischen Gitter exakt lo¨sbar (Onsager-Lo¨sung [10]). In ho¨heren Di-
mensionen (ab 3) ist fu¨r die Lo¨sung in der Regel eine Mean Field-Na¨herung
erforderlich.
Man betrachtet ein System als eine Anordnung von N festen Gitterpunkten, die
ein 1-, 2- oder 3-dimensionales Gitter bilden. Die geometrische Struktur dieses
Gitters kann frei gewa¨hlt werden (z.B.: fcc, bcc, einfach kubisch, ...).
Jedem Gitterpunkt i (i=1,...,N) wird eine Spinvariable σi zugeordnet:
σi =
{
−1
1
(3.36)
Ist jetzt σi=+1, definiert man, dass der i-te Punkt einen Spin nach oben (↑)
besitzt. Bei σi=-1 hat dieser Punkt einen Spin nach unten (↓).
Da keine anderen Variablen existieren, beschreibt ein gegebener Satz {σi} die
Konfiguration des vorliegenden Systems vollsta¨ndig.
Die Energie des Systems kann dann durch
E {σi} = −1
2
∑
<ij>
²ijσiσj −B
N∑
i=1
σi (3.37)
berechnet werden, wobei 〈ij〉=〈ji〉 ein Spinpaar darstellt, das u¨blicherweise aus
na¨chsten Nachbargitterpla¨tzen gebildet wird1, ²ij die (Paar-)Wechselwirkungsenergie
und B ein a¨ußeres Magnetfeld darstellt. In der urspru¨nglichen Fassung bezieht
sich das Ising-Modell auf Wechselwirkungen zwischen NN-Pla¨tzen mit nur einer
einzigen Wechselwirkungskonstante.
3.3.2 Anwendung des Ising-Modells auf bina¨re Legierungen
Mit dem Ising-Modell ist es auch mo¨glich, andere Systeme als ferromagnetische
zu beschreiben. Dazu ist es notwendig, die Begriffsbedeutungen zu a¨ndern.
In einer bina¨ren Legierung sind 2 Arten von Atomen (A,B) mit Anzahl NA bzw.
NB auf den vorhandenen Gitterpunkten platziert. Die Gesamtzahl an Atomen
(= Gitterpla¨tze) ist also N = NA + NB.
1paarweise Wechselwirkungen ko¨nnen auf den Einfluss von mehreren Nachbarschaftsschalen
ausgedehnt werden
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Um den Formalismus, des zuvor vorgestellten ferromagnetischen Ising-Modells
auch bei mehreren Atomsorten beibehalten zu ko¨nnen, definieren wir eine Be-
setzungsfunktion pis des Gitterplatzes i und Atomsorte s, wobei
pis =
{
1 Atom s auf Gitterplatz i
0 sonst
(3.38)
Speziell im Fall von 2 Atomsorten, A und B, ko¨nnen die auftretenden piA, p
i
B
auf eine Besetzungsfunktion pi, durch
piA ≡ pi → piB = 1− pi (3.39)
reduziert werden.
Die Energie einer bina¨ren Legierung kann dann als
Ebin = −1
2
∑
<ij>
ωpipj − µ
N∑
i=1
pi (3.40)
geschrieben werden. Dabei steht q fu¨r die Besetzungsfunktionen, µ = (µA −
µB − VBB + VAB) fu¨r das effektive chemische Potenzial.
Die effektive Paarwechselwirkungsenergie ω ist durch
ω = VAA + VBB − 2VAB (3.41)
gegeben. Die dabei auftretenden VAA, VBB und VAB sind die Bindungsenergien
zwischen Na¨chst-Nachbar-Atomen der Sorten A,B. Jeder Bravais-Gitterplatz
hat die gleiche Anzahl Z an na¨chsten Nachbarn und es existieren 3 Mo¨glichkeiten
von Paaren: (AA),(BB) und (AB)=(BA) und deren Wechselwirkungen.
Fu¨hrt man außerdem noch eine symmetrische Schreibweise von pi ein, mit
pi =
1
2
(
1 + σi
)
(3.42)
ist die Analogie zur vollsta¨ndigen Konfigurationsbeschreibung mit Hilfe des
urspru¨nglichen Ising-Modells durch einen Satz {σi} mit
σi =
{
1 wenn Atom der Sorte A auf Gitterplatz i
−1 wenn Atom der Sorte B auf Gitterplatz i (3.43)
hergestellt.
Die Energie des Systems kann somit analog zur Formulierung in(3.37) durch
Ebin = −1
2
∑
<ij>
²ijσiσj −B
N∑
i=1
σi (3.44)
ermittelt werden.
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Dabei gilt:
²ij =
1
4 ω
B = 12 (µA − µB) + 14 VAA - VBB
3.3.3 Ising-Modell mit Paarwechselwirkungsenergien bis zur zwei-
ten Nachbarschaftsschale
Die Berechnung von Energien durch das im vorigen Abschnitt 3.3.2 vorgestellte
Ising-Modell fu¨r Legierungen, kann durch den Einfluss von Paarwechselwir-
kungsenergien bis zur zweiten Nachbarschaftsschale erweitert werden [11].
Die Berechnung der Bindungsenergie EA eines A-Atoms bzw. EB eines B-Atoms
erfolgt dabei durch
EA (nA, nB) = E0 + ω
1n1B + ω
∗1n1A + ω
2n2B + ω
∗2n2A + VAV (3.45)
und
EB (nB, nA) = E0 + ω
1n1A + ω
∗1n1B + ω
2n2A + ω
∗2n2B + VBV (3.46)
Bei dieser Berechnung treten folgende Gro¨ßen auf:
• Anzahl Atome njs
njs ist die Anzahl der Atome der Sorte s, die sich in der j-ten Nachbar-
schaftsschale besitzen. Da der Einfluss der Umgebung bis zur zweiten
Koordinationsschale zugelassen wird, gilt j=1,2. Dabei entspricht j=1 der
NN-Nachbarschaftsschale, j=2 der NNN-Schale.
• gemischte Paarwechselwirkungsenergie ωj
Die gemischte Paarwechselwirkungsenergie ωj der j-ten Nachbarschafts-
schale lautet analog zu (3.41)
ωj = V jAA + V
j
BB − 2V jAB (3.47)
• Asymmetrieenergie ω∗j
Es wird die sogenannte Asymmetrieenergie ω∗j der j-ten Nachbarschafts-
schale mit
ω∗j = V jAA − V jBB (3.48)
eingefu¨hrt. Diese bestimmt die relative Beweglichkeit der beiden Atom-
sorten A,B .
• konstanter Term E0
Der konstante Term E0 setzt sich aus
E0(K
1, K2) =
1
2
(K1 − 1)(V 1AA + V 1BB) +
1
2
K2(V 2AA + V
2
BB) (3.49)
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zusammen. K1 bezeichnet dabei die Anzahl der NN-Atome, K2 die An-
zahl der NNN-Atome. Der Wert von E0 ha¨ngt also direkt vom gewa¨hlten
Gittertyp und dem Mittelwert der Bindungsenergien A-A und B-B ab.
• Wechselwirkung VsV
Die Gro¨ße VsV beschreibt die Wechselwirkung von Atomen der Sorte s
mit einer Leerstelle in NN-Umgebung, und wird mit dem Ansatz
VBV = VAV = VV
fu¨r beide Atomsorten A,B als konstant angenommen. VV kann also in den
konstanten Term E0 gezogen werden.
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4 Theoretische Grundlagen: Monte-Carlo-Simulation
(MC)
4.1 Allgemeines
In der Statistischen Mechanik ist es durch die Gibb’sche Formulierung
mo¨glich, anstelle eines einzelnen Teilsystems ein Ensemble dieses Systems zu
betrachten (siehe Kapitel 3.2).
Bei der Simulation des Verhaltens eines Systems mit Hilfe der Monte-Carlo-
Methode mu¨ssen folgende Arten unterschieden werden:
• statische Monte-Carlo-Simulation
Die Methode der Monte-Carlo-Simulation bedient sich der Tatsache, dass
dieses Ensemble nach und nach durch eine Folge von vielen ’ungenauen’
Kopien eines gewa¨hlten Ausgangssystems (Modellsystem) entsteht. Die
explizite A¨nderung (Abweichung) eines Zustandes von seinem Vorga¨nger
wird dabei erwu¨rfelt (’random walk’ durch den Phasenraum). Mit dieser
Art der Simulation werden prima¨r Fragestellungen zum Gleichgewichtszu-
stand des betrachteten Systems beantwortet (z.B.: Paarkorrelationsfunk-
tionen, ...), der ’Weg’ des Systems in Richtung Gleichgewicht ist physi-
kalisch irrelevant, muss nicht einer realistischen Kinetik entsprechen und
wird nicht weiter beachtet.
• kinetische Monte-Carlo-Simulation (KMC)
Im Gegensatz zur statischen Monte-Carlo-Simulation wird bei einer kine-
tischen MC-Simulation prima¨r das Verhalten des Systems ausgehend von
einem gewa¨hlten Ausgangssystem bis zum Erreichen des Gleichgewichts-
zustandes betrachtet. Dabei findet die Kinetik durch zufa¨llige Atomspru¨nge
statt, die durch wu¨rfeln simuliert werden. Da diese Zustandsa¨nderungen
auf physikalische Grundsa¨tze zuru¨ckgefu¨hrt werden, steht hier der ’Weg’
des Systems in Richtung Gleichgewicht im Mittelpunkt. Eine statistische
Mittelung wird erzielt, indem La¨ufe mit verschiedenen zufa¨lligen Sprungs-
equenzen zusammengefasst werden.
Bei beiden Arten der MC-Simulation wird aber (mit gleichen Randbedingun-
gen) derselbe Gleichgewichtszustand erreicht und die wesentliche Annahme da-
bei ist, dass das ’Geda¨chtnis’ jedes Zustandes des Systems im Gibb’schen Pha-
senraum nur einen Schritt weit zuru¨ckreichen soll, d.h. weiter zuru¨ckliegende
Zusta¨nde des Systems sollen keinen Einfluss auf auf die Verteilungsdichte des
aktuellen Zustands haben. Daher ist es notwendig, auf die Begriffe der Mar-
kovprozesse bzw. Markovfolgen na¨her einzugehen, da diese die theoretischen
Grundlagen des geforderten Verhaltens liefern.
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4.2 Markovprozesse
4.2.1 Definition: Verteilungsfunktion und Verteilungsdichte von Zu-
fallsgro¨ßen
Eine Verteilungsfunktion P(x0) von reellen Zufallsgro¨ßen x im Bereich (a,b)
ist durch
P (x0) ≡ P {x < x0} (4.50)
definiert (Abbildung 15). Sie entspricht der Wahrscheinlichkeit, ein x < x0 zu
erwu¨rfeln, wobei x0 ein vorgegebener Wert ist.
Abbildung 15: Bsp: Verteilungsfunktion P(x) und dazugeho¨rige Verteilungs-
dichte p(x) [12]
Die dazugeho¨rige Verteilungsdichte (= Wahrscheinlichkeitsdichte) p(x) ist
durch den Differentialquotienten der Verteilungsfunktion gegeben (Abbildung
15):
p(x) =
dP (x)
dx
⇔ P (x0) =
∫ x0
a
dx p(x) (4.51)
Ist bei der Erzeugung von 2 Zufallsvariablen x1, x2 die Wahrscheinlichkeit p(x1,
x2) fu¨r das gemeinsame Auftreten gleich dem Produkt der Einzelwahrschein-
lichkeiten p(x1) und p(x2), also
p(x1, x2) = p(x1)p(x2) (4.52)
so sind diese unkorreliert, d.h. statistisch von einander unabha¨ngig.
Die sogenannte bedingte Verteilungsdichte, bei der im Allgemeinen der
Wert von x2 explizit von x1 abha¨ngt, wird durch
p(x2 | x1) ≡ p(x1, x2)
p(x1)
⇔ p(x1, x2) = p(x1)p(x2 | x1) (4.53)
definiert.
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4.2.2 Markovfolgen, Markovketten, Reversibilita¨t
Bei einer Monte-Carlo-Simulation wird auf die Eigenschaften von Markovfol-
gen zuru¨ckgegriffen.
Dabei soll ein Glied k einer Zufallsfolge nur mit dem vorhergehenden Glied (k-1)
korreliert sein, d.h. die Markoveigenschaft ist durch
pn(xk | xk−1...x1) = p2(xk | xk−1) (4.54)
definiert.
Betrachtet man nun eine Markovfolge mit N mo¨glichen Zusta¨nden xi, spricht
man von einer Markovkette. Die U¨bergangswahrscheinlichkeit zwischen
den Zusta¨nden α und β ist durch die bedingte Wahrscheinlichkeit pαβ mit
pαβ ≡ P {x(n) = xβ | x(n− 1) = xα} (4.55)
gegeben.
Die durch (4.55) definierte Markovkette wird charakterisiert durch
• die Matrix P={pαβ} und
• den Vektor p, der aus den Einzelwahrscheinlichkeiten pα ≡ P {x = xα },
den Zustand x=xα im Gleichgewicht vorzufinden, gebildet wird,
vollsta¨ndig bestimmt.
Eine Markovkette ist außerdem noch reversibel, wenn
pαpαβ = pβpβα (4.56)
Diese Reversibilita¨t bedeutet, dass es ebenso wahrscheinlich ist im (n+1)-ten
Glied der Folge den Zustand x=xα nach x=xβ im n-ten Schritt vorzufinden wie
umgekehrt1.
Mit Hilfe der Vollsta¨ndigkeit (4.55) und der Reversibilita¨t (4.56) kann nun das
zentrale Theorem der Monte-Carlo-Simulation vorgestellt werden:
’Wenn die durch p ≡ {pα} und P={pαβ} charakterisierte stati-
ona¨re Markovkette reversibel ist, dann wird jedes xα im Lauf einer
genu¨gend langen Kette mit der relativen Ha¨ufigkeit pα aufgesucht.’
[13]
Physikalisch ist dadurch gewa¨hrleistet, dass ein eindeutiger Gleichgewichtszu-
stand erreicht wird.
1Diese Eigenschaft hat in der Physik ihre Entsprechung durch das Prinzip der ’detailed
balance’.
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4.3 MC-Algorithmen
Bei einer MC-Simulation des Verhaltens eines Systems in der Statistischen Me-
chanik mit 3 N Ortskoordinaten, ist die explizite Kenntnis der absoluten Wahr-
scheinlichkeiten jeder Konfiguration nicht erforderlich, sondern es wird die re-
lative Wahrscheinlichkeit durch den Boltzmann-Faktor e−E/kT vorgegeben,
wobei E die Energie der betreffenden Konfiguration ist. Mit anderen Worten,
alle mo¨glichen mikroskopischen Zusta¨nde werden mit der ihnen zukommenden
relativen Ha¨ufigkeit realisiert (→ Ensemble).
Das Verhalten des betrachteten Systems im Phasenraum wird also durch zufa¨lli-
ge, aber mit Wahrscheinlichkeiten gewichtete, Konfigurationsa¨nderungen nach-
geahmt. Dabei nimmt es im zeitlichen Mittel mit großer Mehrheit den makro-
skopischen Gleichgewichtszustand ein.
4.3.1 Metropolis und Glauber
• Metropolis-Algorithmus
Man nimmt an, dass alle mo¨glichen Zusta¨nde xβ in einer bestimmten
Umgebung von xα mit der gleichen a-priori-Wahrscheinlichkeit Παβ = 1 /
Z erreichbar sind, wobei Z die Anzahl der erreichbaren xβ ist. Dann wird
folgender Ansatz gemacht
pαβ =
{
Παβ wenn pβ ≥ pα
Παβ
pβ
pα
pβ < pα
(4.57)
Da bei diesem Ansatz die Einzelwahrscheinlichkeiten pα, pβ nur als Quo-
tient vorkommen, ist es nicht notwendig, den absoluten Wert der Dichte
pα zu kennen.
Die Wahrscheinlichkeit pα, dass ein betrachtetes System von N Teilchen
im Gleichgewicht sich in einem bestimmten Zustand befindet, ist u¨ber den
Boltzmann-Faktor gegeben, d.h. bei einer MC-Simulation werden, wenn
man lange genug wartet, alle mo¨glichen Mikrozusta¨nde (Konfigurationen
der N Teilchen) mit der ihnen zukommenden relativen Ha¨ufigkeit reali-
siert. Der richtige Gleichgewichtszustand (detailed balance) ergibt sich
wegen
pαβ
pβα
= exp
[
− 1
kBT
(Eβ − Eα)
]
= exp
(
− 1
kBT
∆Eαβ
)
(4.58)
Eα und Eβ sind die Energien der Konfigurationen xα bzw. xβ. Die Wahr-
scheinlichkeit des U¨berganges xα → xβ und der inverse Schritt xβ → xα
ha¨ngen also von der Energiedifferenz ∆ Eαβ = E(xβ) - E(xα) ab.
Durch Einsetzen dieser Wahl von
pβ
pα
in (4.57) und auswa¨hlen eines be-
stimmten U¨berganges durch wu¨rfeln erha¨lt man den Metropolis Algorith-
mus
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pαβ =
{
1 wenn ∆Eαβ ≤ 0
exp
(
− 1kBT ∆Eαβ
)
sonst
(4.59)
Die als einziges Entscheidungskriterium dienende Energiedifferenz ∆Eαβ
wird in einer MC-Simulation meist durch einen Ising-Ansatz (Abschnitt
3.3) berechnet, es werden aber auch andere Arten der Berechnung ver-
wendet (ab initio Werte,...).
• Glauber-Algorithmus
Da sich beim Metropolis-Algorithmus die Wahrscheinlichkeiten nicht zu
eins addieren (nicht normiert!), wird bei Monte-Carlo-Simulationen oft
der Glauber-Algorithmus verwendet. Dabei sind die U¨bergangswahrschein-
lichkeiten durch
pαβ =


1
1+exp
(
− 1
kBT
∆Eαβ
) wenn ∆Eαβ ≤ 0
exp
(
− 1
kBT
∆Eαβ
)
1+exp
(
− 1
kBT
∆Eαβ
) sonst (4.60)
gegeben.
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4.3.2 Residence Time Algorithm (RTA)
Beide im vorigen Abschnitt 4.3.1 vorgestellte Algorithmen haben gemeinsam,
dass jeder Vera¨nderungsschritt innerhalb eines gleichen Zeitintervalls (Zeit pro
MC-Schritt konstant) stattfindet. Dadurch wird in Kauf genommen, dass bei
kleinen U¨bergangswahrscheinlichkeiten pαβ viele ’leere’ MC-Zyklen durchlaufen
werden mu¨ssen. Um das zu vermeiden, wurde der Wartezeitalgorithmus oder
Residence Time Algorithm (RTA) entwickelt .
Beim RTA werden die Simulationszeitschritte nicht konstant gehalten, son-
dern fu¨r jede Konfigurationsa¨nderung eine Zeit ∆t berechnet, innerhalb der
mit vernu¨nftig hoher Wahrscheinlichkeit ein U¨bergang stattfindet.
• U¨bergangswahrscheinlichkeiten und U¨bergangsraten
Fu¨r die U¨bergangswahrscheinlichkeit pαβ in einem kleinen Zeitintervall
∆t gilt
pαβ = Γαβ∆t (4.61)
Nach der Transition State Theory (siehe Abschnitt 5.4.2) gilt fu¨r die U¨ber-
gangswahrscheinlichkeit pro Zeiteinheit (U¨bergangsrate (5.4.3))1
Γαβ = Γeff exp
(
− 1
kBT
∆Eαs
)
(4.62)
wobei Eαs der Energieunterschied zwischen dem Anfangszustand und dem
Sattelpunkt ist.
Wir betrachten ein System, das sich mit Wahrscheinlichkeit pα im Aus-
gangszustand xα befindet. Die Wahrscheinlichkeit pro Zeiteinheit, dass
dieses System eine Vera¨nderung in einen Zustand xβ vollzieht, wird als
Γαβ bezeichnet.
Insgesamt existieren Z mo¨gliche Endzusta¨nde xβ mit Index j=1,..,Z.
Dieser Ansatz erfu¨llt das Prinzip der ’detailed balance’, d. h. der U¨bergang
xα → xβ ist reversibel, mit
Γβα = Γeff exp
(
− 1
kBT
∆Eβs
)
(4.63)
Setzt man das Verha¨ltnis Γαβ/Γβα in (4.56) ein, erha¨lt man
pαβ
pβα
= exp
[
− 1
kBT
(Eβ − Eα)
]
= exp
(
− 1
kBT
∆Eαβ
)
(4.64)
Diese Relation entspricht der Metroplis- bzw. Glaubervorschrift (physika-
lisch = detailed balance).
1vgl. Metropolis-(4.59) und Glauber-Vorschrift (4.60): ∆t = 1
Γeff
= const.
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• Anfangszustand → Endzustand
Die zeitliche A¨nderung (Anfangszustand → Endzustand) der Wahrschein-
lichkeit, dass sich das betrachtete System im Ausgangszustand bzw. in
einem der Folgezusta¨nde befindet, kann durch den Satz von Differential-
gleichungen
p˙α = − pα
∑Z
j=1 Γ
j
αβ
p˙jβ = pαΓ
j
αβ
(4.65)
beschrieben werden.
Wenn man annimmt, dass sich zum Zeitpunkt t = 0 alle Systeme des
betrachteten Ensembles im Ausgangszustand xα befinden ⇒ pα(t=0) =
1, dann lauten die Lo¨sungen dieses Gleichungssystems (4.65)
pα = exp
(
−∑j Γjαβt)
pjβ =
Γj
αβ∑
Γj
αβ
[
1− exp
(
−∑Γjαβt)] (4.66)
In (4.66) ist ersichtlich, dass die Wahrscheinlichkeit pα des Anfangszu-
stands mit der Zeit zerfa¨llt und die Wahrscheinlichkeiten pjβ der Z unter-
schiedlichen Endzusta¨nde anwachsen (siehe Abbildung 16).
Um sicherzustellen, dass einer der mo¨glichen Endzusta¨nde xβ innerhalb
des Zeitintervalls ∆t erreicht wird, wa¨hlt man
∆t =
1∑
j Γ
j
αβ
(4.67)
Nach diesem Zeitintervall ist die Wahrscheinlichkeit pα des Ausgangszu-
stands auf den 1/e-ten Teil gesunken (siehe Abbildung 16).
Dieses Zeitintervall entspricht auch der mittleren Zerfallszeit <t> des
Ausgangszustandes xα.
< t >=
∫ ∞
0
dt p˙αt = −
∑
j
Γjαβ
∫ ∞
0
dt pαt = −
∑
j
Γjαβ
∫ ∞
0
dt exp

−∑
j
Γjαβt

 t
(4.68)
Nach partieller Integration erha¨lt man
< t >=
1∑
j Γ
j
αβ
= ∆t (4.69)
Da die Zeitintervalle ∆t im Lauf der Simulation nicht konstant sind,
mu¨ssen sie mitprotokolliert werden. Um die wirkliche physikalische Zeit
zu ermitteln, ist außerdem der explizite Wert der Anlauffrequenz Γeff
notwendig1.
1Studiert man das relative kinetische Verhalten eines Systems, kann man Γeff=1 setzen,
was der Verwendung einer willku¨rlichen Zeitskala entspricht.
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Abbildung 16: schematisch: Darstellung des zeitlichen Verlaufs der Wahrschein-
lichkeiten des Anfangszustands pα (strichliert) und mo¨glicher Endzusta¨nde p
j
β
(durchgehende Linien). Zusa¨tzlich ist der Zeitpunkt ∆t eingezeichnet, an dem
pα auf den (1/e)-ten Teil abgefallen ist. Die Balkendiagramme zeigen die Anteile
der einzelnen Wahrscheinlichkeiten zu den jeweiligen Zeitpunkten (in Einheiten
von ∆t), wobei der Anteil des Anfangszustands schwarz und die Anteile der
mo¨glichen Endzusta¨nde in Graustufen dargestellt sind.
• relative U¨bergangswahrscheinlichkeiten und Auswahlverfahren
Die relativen Wahrscheinlichkeiten pjαβ fu¨r den Sprung des NN-Atoms
j in die betrachtete Leerstelle (U¨bergang in den j-ten Endzustand des
Markovprozesses) ergeben sich wegen (4.61) zu
pjαβ =
Γjαβ∑
j Γ
j
αβ
(4.70)
Es mu¨ssen also die U¨bergangsraten aller mo¨glichen Endzusta¨nde berech-
net und in Relation gesetzt werden. Fu¨r die Auswahl eines U¨berganges
werden zuerst die U¨bergangswahrscheinlichkeiten summiert - diese Sum-
me ist normiert, denn
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∑
j p
j
αβ =
∑
j
Γj
αβ∑
j
Γj
αβ
= 1
Danach wird mit Hilfe einer Zufallszahl r ∈ [0,1) durch
∑j
k=1 p
k
αβ < r ≤
∑j+1
k=j p
k
αβ
erwu¨rfelt, welcher der j mo¨glichen U¨berga¨nge stattfindet (Abbildung 17).
Abbildung 17: schematisch: Auswahl des j-ten U¨bergangs mit Hilfe einer Zu-
fallszahl r ∈ [0,1)
Diese Art von Algorithmus ist dann effektiv, wenn die Anzahl der mo¨gli-
chen Endzusta¨nde gering ist. Dafu¨r kommt es aber, im Gegensatz zum
Metropolis- bzw. Glauberalgorithmus, bei jedem MC-Schritt zu einer Zu-
standsa¨nderung.
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5 Atomspru¨nge
5.1 Oberfla¨che
Ein Bravaisgitter ist per definitionem unendlich ausgedehnt, da alle Punkte
a¨quivalent sind. Reale Kristalle sind natu¨rlich endlich in der Ausdehnung,
d.h. sie besitzen eine Oberfla¨che. Im Regelfall sind Kristalle jedoch groß genug,
dass die Mehrheit der Gitterpunkte so weit von der Berandung entfernt ist, dass
ein Einfluss zu vernachla¨ssigen ist.
Die Darstellung eines von N Gitterpunkten durch einen Gittervektor ~R, siehe
(2.1) auf Seite 5, a¨ndert sich dann zu[
~R
]
~ai
= n1~a(1) + n2~a(2) + n3~a(3), (5.71)
mit 0 ≤ n1 < N1,0 ≤ n2 < N2,0 ≤ n3 < N3 und N=N1N2N3
5.2 Punktdefekte
Grundsa¨tzlich geht man bei der Betrachtung von kristallinen Festko¨rpern vom
Modell eines idealen Kristalls aus.
Will man nun aber (stoﬄiche) physikalische Eigenschaften eines bestimmten
Systems mit realen (gemessenen) Werten zur U¨bereinstimmung bringen, merkt
man bald, dass die Vorstellung eines ’idealen (perfekten) Kristalls’ dafu¨r nicht
ausreicht.
Mit anderen Worten, das Ausgangsmodell muss dadurch erweitert werden, dass
man (seltene) lokale Abweichungen der Periodizita¨t zula¨sst.
Abbildung 18: Die Mo¨glichkeiten eines punktfo¨rmigen Defekts[14]
Die einfachste und auch ha¨ufigste Art einer solchen Abweichung ist ein punktfo¨rmi-
ger Defekt (Abbildung 18). Schla¨gt sich diese Abweichung von der Periodizita¨t
als Fehlen eines Atoms oder Auffinden einer anderen Atomsorte an einem Git-
terplatz nieder, spricht man von einer Leerstelle (vacancy) bzw. einer lokalen
Verunreinigung (substitutional impurity).
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Eine andere Mo¨glichkeit eines punktfo¨rmigen Defekts stellt ein Atom auf ei-
nem sogenannten Zwischengitterplatz (interstitial) dar, d.h. die Anzahl der
Atome in einem Gebiet ist um eins gro¨ßer als die Anzahl der vorhandenen Git-
terpla¨tze. Dieser Platz kann entweder von einem Matrixatom oder einem Atom
einer anderen Sorte eingenommen werden.
5.2.1 Existenz und Konzentration von Leerstellen - Bildungsenthal-
pie
Werden einem idealen Kristall Punktdefekte hinzugefu¨gt, erho¨ht sich die Ener-
gie desselben. Die Energie, die notwendig ist, um eine Leerstelle zu bilden, ist
definiert als die Arbeit, die aufgewendet werden muss, um ein Atom von einem
Gitterplatz an die Kristalloberfla¨che zu bringen, und liegt normalerweise im
Bereich von eV.
Trotzdem tritt in einem realen Kristall immer eine nichtverschwindende
Konzentration von Leerstellen auf. Es ist zwar eine relativ hohe Energie not-
wendig um im thermodynamischen Gleichgewicht eine Leerstelle zu bilden, aber
die Existenz einer solchen Fehlstelle erho¨ht die Entropie des Kristalls.
Mit anderen Worten, bei einer konstanten Temperatur T und konstantem Druck
P ist im Gleichgewicht die Freie Enthalpie G minimal.
Es gilt (siehe (3.20) in Abschnitt 3.1.3)
G = H − TS (5.72)
wobei H die Enthalpie des Systems und S die Entropie darstellt.
Variiert man nun infinitesimal die Leerstellenkonzentration Nv, a¨ndert sich die
Freie Enthalpie durch
δG =
(
∂H
∂Nv
)
T,P
δNv − T
(
∂S
∂Nv
)
T,P
δNv (5.73)
Im folgenden werden diese Anteile von Enthalpie- und Entropiea¨nderung an der
A¨nderung der Freien Enthalpie besprochen.
Enthalpiea¨nderung:
Man kann fu¨r kleine Leerstellenkonzentration annehmen, dass das von der
Leerstelle ’gesto¨rte’ umgebende Volumen klein ist und es keine Leerstellen-
Leerstellen-Wechselwirkung gibt.
Damit kann man
(
∂H
∂Nv
)
≡ ∆Hv als konstant, also unabha¨ngig von der Leerstel-
lenkonzentration ansetzen. ∆Hv ist die Enthalpiea¨nderung durch Hinzufu¨gen
von Leerstellen. Die Enthalpie erho¨ht sich also linear mit der Defektkonzen-
tration.
Entropiea¨nderung
Die Entropiea¨nderung kann in zwei Teile aufgeteilt werden:
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(
∂S
∂Nv
)
= ∆Sv +
(
∂Sm
∂Nv
)
(5.74)
Der Anteil ∆Sv ist von der Leerstellenkonzentration unabha¨ngig und schla¨gt
sich durch die A¨nderung der Schwingungsmoden des Gitters bei Erzeugung
einer Leerstelle nieder.
Der zweite Anteil Sm an der Entropiea¨nderung entsteht durch die verschiedenen
Mo¨glichkeiten, Nv Leerstellen an Kristallgitterpla¨tzen zu erzeugen.
Besteht also ein Kristall aus N gleichen Atomen, gibt es
WnN =
N !
n! (N − n)! (5.75)
Mo¨glichkeiten, n Atome daraus zu entfernen.
Setzt man das in den Boltzmannschen Ausdruck (3.31) fu¨r die Entropie ein,
erha¨lt man
Sm = kB ln W
n
N = kB ln
[
N !
n! (N − n)!
]
(5.76)
Mit Hilfe der Stirling’schen Na¨herung ergibt sich Sm zu
Sm = −kBN
[
Nv
N
ln
Nv
N
+
(
1− Nv
N
)
ln
(
1− Nv
N
)]
(5.77)
Also ist die A¨nderung des Entropieanteils Sm durch
∂Sm
∂Nv
= −kB
[
ln
Nv
(N −Nv)
]
= −kB ln
(
Nv
N
)
(5.78)
gegeben. Das letzte Gleichheitszeichen gilt unter der Annahme, dass Nv ¿ 1,
d.h. die Gleichgewichtskonzentration ist sehr klein.
Freie Enthalpie
Die A¨nderung der Freien Ethalpie kann also als
δG =
[
∆Hv − T∆Sv + TkB ln
(
Nv
N
)]
δNv (5.79)
geschrieben werden. Den Gleichgewichtswert fu¨r Nv erha¨lt man durch minimi-
sieren, d.h. δG/δNv = 0.
Nv = N exp
(
−∆Hv − T∆Sv
kBT
)
(5.80)
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Abbildung 19: schematisch fu¨r eine bestimmte Temperatur T: Enthalpie H,
Entropie Sm und Freie Enthalpie G in Abha¨ngigkeit von der Leerstellenkonzen-
tration Nv
5.3 Diffusion u¨ber einen Leerstellen-Mechanismus
5.3.1 Grundsa¨tzliches
Nachdem im vorherigen Abschnitt das sta¨ndige Vorhandensein von Leerstellen
in einem Festko¨rper gezeigt wurde, wird an dieser Stelle die Wichtigkeit dieser
’Fehler’ fu¨r Atombewegungen innerhalb des Kristalls zur Herstellung von Ord-
nung bzw. Unordnung besprochen.
Atome in einem Kristall haben grundsa¨tzlich fixe Positionen (Mittelpunktslagen)
relativ zu einander, die durch die Gittervektoren festgelegt sind. Die Atome os-
zillieren aber um ihre Gleichgewichtslage, wobei die Amplitude dieser Schwin-
gung von einer endlichen Temperatur T abha¨ngt. Es kann vorkommen, das
diese Oszillationen ein Atom aus seiner urspru¨nglichen Atomposition ’heraus-
reißt’ und es an einen neue Gitterplatz befo¨rdert.
Meist geschieht dies mit Hilfe von Defekten wie Leerstellen oder Zwischen-
gitteratome, die immer im Kristall vorhanden sind (wenn auch mit niedriger
Konzentration). Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass Atombewegungen
auch durch den direkten Austausch von 2 Na¨chst-Nachbar-Atomen und durch
Rotationen von 3 oder mehr Atomen (z.B. in einer dichtest gepackten Ebene)
mo¨glich sind.
Es ist aber bekannt, dass fu¨r die Diffusion von Atomen in einem reinen Metall
oder in einem Substitutionsmischkristall der Austausch von einzelnen Gittera-
tomen u¨ber einen Leerstellen-Mechanismus hauptverantwortlich ist.
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5.4 Einzelner Atomsprung
5.4.1 Grundsa¨tzliches
Man geht in einem Substitutionsmischkristall davon aus, dass es nur einen Posi-
tionstausch zwischen einer Leerstelle und einem Atom, das sich in der na¨chsten
Nachbarschaftsschale befindet, geben kann.
Das heißt, die mo¨glichen ’Kandidaten’ fu¨r einen Atomsprung befinden sich in
der unmittelbaren Umgebung der Fehlstelle - grundsa¨tzlich ko¨nnte die Leerstelle
mit jedem dieser Atome die Pla¨tze tauschen.
• Speziell: fcc:
In einem kubisch fla¨chenzentrierten Gitter ist eine Leerstelle von 12 Na¨chs-
ten Nachbarn (Abbildung 20) umgeben (Z=12), d.h. jedes dieser Nach-
baratome hat (im Prinzip) die Mo¨glichkeit seinen Gitterplatz mit der
Leerstelle zu tauschen.
Abbildung 20: Mo¨gliche Austauschkanditaten (Anzahl Na¨chste Nachbarn) im
fcc-Gitter
Um einen Atomsprung zu beschreiben, werden Details der Atombewegung beno¨tigt.
Das sind vor allem Schwingungen des Atoms um seine Mittelpunktslage (und
auch die seiner Nachbarn) und die Zusammensetzung seiner direkten Umge-
bung.
Nimmt man nun weiter an, dass die gesamte Freie Energie eines Festko¨rpers in
einen Beitrag des lokalen Bereichs um ein bestimmtes Atom und einen (kon-
stanten) Beitrag vom Rest des Kristalls (Hintergrund) aufgeteilt werden kann,
ist es mo¨glich, nur den Anteil der A¨nderung der Freien Energie wa¨hrend
des Austauschprozesses in Betracht zu ziehen.
5.4.2 Transition State Theory
Ein Festko¨rper besteht aus N Atomen mit 3N Freiheitsgraden. Die Freie Energie
kann durch ein koordinatenabha¨ngiges Potenzial Φ [15] dargestellt werden.
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Wir betrachten (Energie-)Fluktuationen ∆F , die auf Kosten der Freien Ener-
gie den Positionstausch zwischen einer Leerstelle und einem Atom in Na¨chster
Nachbarschaft ermo¨glichen.
In Abbildung 21 ist ein solcher Fall dargestellt. Sowohl der anfa¨ngliche Gleich-
gewichtszustand A des betrachteten Atoms und der restlichen als auch der
Gleichgewichtszustand B nach dem Positionstausch mit der Leerstelle stel-
len ein Minimum der Energie (des Potenzials Φ) dar. Zwischen den Punkten
A und B befindet sich zumindest ein Sattelpunkt C (Kru¨mmung negativ ent-
lang Sprung- bzw. U¨bergangsrichtung).
Man betrachtet nun ein Ensemble gleichartiger Systeme, die sich in dieser Ener-
gielandschaft bewegen.
Abbildung 21: Darstellung der Freien Energie durch koordinatenabha¨ngiges Po-
tenzial Φ [15]
Durch thermische (Energie-)Fluktuationen bewegt sich ein System um den
Punkt A und hat dadurch die Mo¨glichkeit, sich bei einer gu¨nstigen Anregung
u¨ber den Sattelpunkt C (bzw. die Hyperfla¨che S, die die 2 Gleichgewichtsum-
gebungen von A und B trennt und durch C geht) in die Umgebung von Punkt
B zu vera¨ndern.
Es werden folgende Annahmen gemacht:
• Alle Systeme bis hinauf zum Sattelpunkt sind so verteilt wie im thermi-
schen Gleichgewicht
• jedes System, das die Hyperfla¨che S erreicht und eine positive Geschwin-
digkeitskomponente normal zu S besitzt, vollzieht den U¨bergang nach B
Dann kann die sogenannte U¨bergangsrate Γ als die durchschnittliche Anzahl
von Systemen, die S pro Einheitszeit passieren, gebrochen durch die Gesamtan-
zahl der Systeme in der Umgebung von A berechnet werden.
45
Sie ergibt sich zu[15]
Γ = Γ0 exp
(
− 1
kBT
∆F
)
(5.81)
wobei Γ0 die sogenannte ’effektive Rate’ oder ’Anlauffrequenz’ genannt wird und
durch die Normalschwingungsfrequenzen in Gleichgewichts- und Sattelpunkts-
lage ausgedru¨ckt werden kann.
5.4.3 Energie
Im vorigen Abschnitt 5.4.2 wurde die Berechnung der U¨bergangsrate zum Po-
sitionstausch eines Atoms mit einer Leerstelle vorgestellt. Dabei wurde voraus-
gesetzt, dass das Atom auf jeden Fall diesen Austausch vollzieht, wenn es am
Sattelpunkt, also am gro¨ßten zu u¨berwindenden Energiebarrierenpunkt ange-
langt ist und noch (zumindest) eine Geschwindigkeitskomponente in Richtung
Leerstelle besitzt.
Die in (5.81) auftretende thermische Fluktuation ∆ F ≡ ∆ Fis 1 wird als die
Differenz der Freien Energie der Sattelpunktsenergielage Fs und der urspru¨ng-
lichen Gleichgewichtlage Fi eines Atoms bei i durch
∆ Fis = Fs - Fi = (Es − Ei) - T (Ss − Si)
geschrieben.
Abbildung 22: Sprungprofil Positionstausch eines Atoms an der Stelle i mit
einer Leerstelle bei j
Die Berechnung der U¨bergangsrate ergibt sich dadurch zu
Γij = Γ0 exp
(
− 1
kBT
∆Fis
)
= Γ0 exp
(
− 1
kBT
∆Eis
)
exp
(
− 1
kB
∆Sis
)
(5.82)
wobei ∆Eis = Es − Ei und ∆Sis = Ss − Si.
Nimmt man nun weiter an, dass der Unterschied in der Entropie ∆Sis un-
abha¨ngig von der Umgebung ist, d.h. die Schwingungsmoden wa¨hrend des
1Generell ko¨nnte hier auch G oder H stehen, im Festo¨rper gilt aber G ≈ F
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Atomsprunges nur einen Beitrag durch einen konstanten Faktor liefern, der fu¨r
alle Atomumgebungen gleich ist, wird die U¨bergangsrate Γij durch
Γij = Γ
′
0 exp
(
− 1
kBT
∆Eis
)
(5.83)
berechnet, d.h. mit den Energiewerten des Sattelpunkts Es und der Ausgangs-
position Ei (Abbildung 22).
Um die Energiebarriere der Ho¨he ∆Eis bestimmen zu ko¨nnen, ist ein geeigne-
tes realistisches Modell notwendig, um die Abha¨ngigkeit von Es und Ei zu
bestimmen.
Im folgenden wird sowohl das bisherige Prinzip der Berechnung dieser Ener-
gien, als auch ein verfeinertes, das auf ab initio errechneten Werten basiert,
vorgestellt.
47
6 Modell
6.1 Bisheriges Modell in der Literatur - konstante
Sattelpunktenergie Es
Jedes kinetische Modell muss beinhalten, dass ein Sprung eines Atoms in eine
Leerstelle reversibel ist. Weiters muss auch das Prinzip der ’detailed balance’
erfu¨llt sein, d.h. im Gleichgewicht sind die Nettostro¨me u¨ber die Barriere in
beide Richtungen gleich groß.
Eine Mo¨glichkeit, dies zu erfu¨llen, ist die Sattelpunktsenergie Es konstant zu
setzen. Die Berechnung der U¨bergangsrate a¨ndert sich durch diesen Ansatz zu
Γij = Γ0 exp
(
− 1kBT ∆Eis
)
=
= exp
(
− 1kBT Es
)
Γ0 exp
(
1
kBT
Ei
)
=
= Γ′0 exp
(
1
kBT
Ei
) (6.84)
Mit Hilfe dieses ’Kunstgriffes’ a¨ndert sich die Anlauffrequenz um einen, von der
Atomsorte und Umgebung unabha¨ngigen, konstanten Wert, dadurch a¨ndert
sich bloß die absolute Zeitskala der Berechnung. Dafu¨r braucht aber zur Be-
rechnung aller U¨bergangsraten Γij nur die Anfangsenergie Ei herangezogen zu
werden.
Man bestimmt also die Umgebung jedes Sprungkanditatens und berechnet auf-
grund seiner Atomsorte und der Konfiguration (Atomsorten) seiner Nachbar-
Atome seine U¨bergangsrate Γij mit Hilfe des Isingmodells (siehe Abschnitt 3.3).
Bei Beru¨cksichtigung von 2 Koordinationsschalen ergibt sich diese U¨bergangs-
rate zu
ΓAij = exp
[
1
kBT
EAi (nAA, nAB)
]
(6.85)
ΓBij = exp
[
1
kBT
EBi (nBB, nAB)
]
(6.86)
EAi bzw. E
B
i ist dabei die Energie, die notwendig ist, um das betrachtete Atom
aus seiner Position zu entfernen (’Aufbrechen’ der Bindungen) und ha¨ngt von
der Atomsorte des Sprungkanditatens ab. Diese Energie wird durch
EA =
1
2
[(
ω1n1AB − ω∗1n1AA
)
+
(
ω2n2AB − ω∗2n2AA
)]
(6.87)
EB =
1
2
[(
ω1n1AB − ω∗1n1BB
)
+
(
ω2n2AB − ω∗2n2BB
)]
(6.88)
berechnet, wobei ωi und ω∗i geeignet definierte effektive Wechselwirkungsener-
gien sind (siehe (3.47) und (3.48) in Abschnitt 3.3.3).
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6.2 Ansatz: Variable Barrierenho¨he
Ein neuer Ansatz ist es, bei der Berechnung von ∆Eis realistische
Sattelpunktsenergien mit einzubeziehen.
Dabei liegt es nahe anzunehmen, dass der gro¨ßte direkte Einfluss auf die Bar-
rierenho¨he von dem in Abschnitt 2.1.4 vorgestellten 4-Atom-Fenster, zusam-
mengesetzt aus Atomen der Sorte A und/oder Sorte B, ausgeht, da sich das
’springende’ Atom am Sattelpunkt durch dieses hindurchbewegen muss.
Um den Einfluss dieses Fensters mit Hilfe von Simulationen untersuchen zu
ko¨nnen, wurden systematische, durch ab initio NEB Berechnungen erstellte,
Sprungprofile fu¨r unterschiedliche Atomumgebungen [16] analysiert. Diese Sprung-
profile wurden mit Hilfe des Softwarepakets VASP (Vienna Ab initio Simulation
Package) [17] [18] fu¨r das Modellsystem der Legierung Ni3Al erstellt.
Im folgenden werden das gewa¨hlte Modellsystem Ni3Al, die Klassifikation der
mo¨glichen Konfigurationen, die dazu errechneten Sprungprofile und das Ergeb-
nis dieser Analyse vorgestellt.
6.2.1 Modellsystem Ni3Al
Intermetallische Verbindungen, die in der L12-Struktur kristallisieren, werden
aufgrund ihrer mechanischen Eigenschaften bei hohen Temperaturen (Festig-
keit - ’yield stress anomaly’, ...) und ihres Widerstands gegen Korrosion als
vielversprechende Materialien fu¨r technische Anwendung (z.B.: Turbinenra¨der,
...) betrachtet.
Diese Eigenschaften sind eng mit der Fernordnung verbunden.
Als Modellsystem fu¨r in der L12-Struktur kristallisierende intermetallische Ver-
bindungen wurde Ni3Al (Abbildung 23) aus folgenden Gru¨nden gewa¨hlt:
• Es ist bei dieser ’direkt ordnenden’1 Legierung mo¨glich, eine homogene2
L12-Struktur vorzufinden[20].
• Ordnungsprozesse ko¨nnen dadurch direkt auf Atomspru¨nge in benachbar-
te Leerstellen zuru¨ckgefu¨hrt werden.
• Die Ordnungskinetik wurde mit Hilfe von REST-Messungen (residual
electrical resistivity), sehr genau untersucht [21] und eine unerwartet hohe
Aktivierungsenergie fu¨r A¨nderungen des Ordnungsgrades gefunden.
• Die experimentellen Ergebnisse und Ergebnisse von bereits durchgefu¨hr-
ten Monte-Carlo-Simulationen[22][23][24] ko¨nnen mit Resultaten der Monte-
Carlo-Simulation mit neuem Ansatz verglichen werden.
1die fiktive ’Ordnungstemperatur’ liegt ho¨her als die Schmelztemperatur
2weitgehend ohne Antiphasengrenzen
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Abbildung 23: Phasendiagramm von Ni-Al[19]
6.2.2 Klassifikation unterschiedlicher Konfigurationen
Bei der systematischen Berechnung von Sprungprofilen fu¨r unterschiedliche
Konfigurationen mu¨ssen folgende Fa¨lle unterschieden werden:
• verschiedene Sprungtypen in L12
In Abbildung 24 sind alle mo¨glichen Sprungtypen fu¨r das L12-Gitter sche-
matisch dargestellt. Die Spalten (vertikal) stehen fu¨r die Untergitter - in
der Mitte das Majorita¨tsuntergitter α, links und rechts davon das Mino-
rita¨tsuntergitter β.
Abbildung 24: Schema: Alle mo¨glichen Sprungtypen am L12-Gitter
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Die Leerstelle V und das Austauschatom der Sorte A bzw. B befinden
sich jeweils auf α bzw. β. Weiters ist eine A¨nderung in der Anzahl der
Antistrukturfehler (antisites) durch + (Erho¨hung), - (Verminderung) und
0 (unvera¨ndert) dargestellt.
Spru¨nge innerhalb des α-Untergitters finden in vertikaler Richtung statt.
Dabei ist zu bemerken, dass solch ein Austausch den Ordnungsgrad der
Legierung (LRO-Parameter) nicht vera¨ndert. Ein Austausch innerhalb
des β-Untergitters ist nicht mo¨glich (keine Na¨chsten Nachbarn auf dem
gleichen Untergitter).
Im Gegensatz dazu fu¨hren Spru¨nge zwischen den Untergittern zu einer
A¨nderung in der Fernordnung, diese Positionswechsel sind in horizontaler
Richtung dargestellt.
• unterschiedliche Zusammensetzungen der 4-Atom-Fenster
In Abbildung 25 sind die geometrisch unabha¨ngigen Mo¨glichkeiten der
Konfiguration des 4-Atom-Fensters dargestellt. Als Klassifizierungssche-
ma wurde die Anzahl von B-Atomen im 4-Atom-Fenster gewa¨hlt.
Aufgrund der Tatsache, dass das 4-Atom-Fenster nicht quadratisch, son-
dern rechteckig ist, mu¨ssen 3 Fa¨lle eines Fensters bestehend aus 2 A-
Atomen und 2 B-Atomen unterschieden werden: Anordnung der B-Atome
entlang la¨ngerer Seite, ku¨rzerer Seite und diagonal.
Abbildung 25: Geometrisch unabha¨ngige Mo¨glichkeiten der Zusammensetzung
des 4-Atom-Fensters
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6.2.3 Berechnung der Sprungprofile (VASP)
Was ist VASP?
Das Vienna Ab-Initio Simulation Package (VASP) erlaubt es, die Grundzu-
standsenergie eines Festko¨rpers basierend auf der Dichtefunktionaltheorie [25]
[26] zu berechnen. Dieses Softwarepaket ist vorwiegend in FORTRAN 90 ge-
schrieben und besitzt viele Simulationsmo¨glichkeiten unter Anwendung
• verschiedener Konfigurationen der betrachteten Simulationszelle (z.B.: fcc,
etc.)
• verschiedener Atomsorten (Elemente) und
• verschiedener Potenzialansa¨tzen (z.B.: ultra-soft Vanderbilt Pseudopoten-
zial, projector-augmented wave method)
• verschiedenster Algorithmen zur Optimierung (Minimierverfahren, nudged-
elastic-band (NEB), etc.) und
• einstellbarer numerischer Genauigkeit
• variabler Auflo¨sungsgenauigkeit der Elektronen-Wellenfunktionen im Re-
ziprokraum (Brillouin-Zone)
Berechnung der Sprungprofile
Die Berechnung der Sprungprofile von verschiedenen Konfigurationen wurde in
einer sogenannten ’Superzelle’ von 32 Atomen, (das entspricht der Anordnung
von 2x2x2 L12-Einheitszellen), bei der das zentrale (Al-)Atom entfernt wurde,
durchgefu¨hrt. Diese Gro¨ße wurde zuvor, durch Vergleiche mit Ergebnissen von
gro¨ßeren Superzellen, als ausreichend bestimmt.
Die Energieprofile jedes Sprunges sowohl statisch, durch wiederholte Verschie-
bung des springenden Atoms entlang des (direkten) Sprungpfades und Rela-
xation seiner Umgebungsatome, als auch mit Berechnungen, basierend auf der
nudged elastic band Methode ermittelt.
Von der in Abschnitt 6.2.2 angefu¨hrten Klassifikation der verschiedenen Sprung-
typen im L12-Gitter (Abbildung 24) wurde prima¨r der Fall eines springenden
Nickelatoms (A-Atom) am α-Untergitter in eine NN-Leerstelle am β-Untergitter
(Aluminium- oder B-Leerstelle) betrachtet. Energieprofile der Spru¨nge von Al-
Atomen in Ni-Leerstellen und Spru¨nge innerhalb des Ni-Untergitters sollen fol-
gen.
Dieser betrachtete Sprungtyp erfolgt in der ’perfekten’ L12-Struktur durch ein
4-Atom-Fenster, das nur aus Ni-Atomen (A-Atomen) gebildet wird (siehe Abbil-
dung 8 rechts). Die einzelnen Energieprofile der Spru¨nge durch die geometrisch
unabha¨ngigen Mo¨glichkeiten der Fensterkonfigurationen (Abschnitt 6.2.2 - Ab-
bildung 25) wurden durch systematischen Austausch von Fenster-Nickelatomen
gegen Aluminium-Atome (Bildung von Fehlstellen!) gewonnen (Abbildung 26
rechts).
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Abbildung 26: Energieprofile unterschiedlicher Konfigurationen[16]
Um das Argument vom Einfluss des 4-Atom-Fensters auf die Barrierenho¨he zu
untermauern, wurden außerdem Energieprofile erstellt, bei denen systematisch
Fehlstellen in der NN- und NNN-Umgebung des springenden Atoms gebildet
wurden (Abbildung 26 links). Dabei ist sehr deutlich zu erkennen, dass ei-
ne Fehlstelle im 4-Atom-Fenster den Wert der Barrierenho¨he sehr viel sta¨rker
erho¨ht als eine Fehlstelle außerhalb.
6.2.4 Analyse der Sprungprofile
Die durch die VASP-Simulation erhaltenen Sprungprofile (siehe Abbildung 26)
wurden dahingehend analysiert, ob eine ’einfache’ Regel existiert, die die un-
terschiedlichen Barrierenho¨hen bei variierender Zusammensetzung des 4-Atom-
Fensters erkla¨rt.
Fu¨r diese Analyse wurde eine neue Gro¨ße Ebarr0 , die sogenannte reine Barrie-
renho¨he, mit
Ebarr0 =
1
2
(∆Ejs + ∆Eis) (6.89)
eingefu¨hrt.
Abbildung 27: Neue Berechnung von ∆ Eis
Die Berechnung von ∆ Eis (Abbildung 27) vera¨ndert sich somit zu
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∆Eis = E
barr
0 +
1
2
∆Eij (6.90)
Es ist leicht zu erkennen, dass die reine Barrierenho¨he Ebarr0 auf den arithmeti-
schen Mittelwert des Energieunterschiedes ∆ Eij zwischen Anfangszustand und
Endzustand ’aufgesetzt’ wird.
Zwei grundlegende Vera¨nderungen zum bisherigen Modell treten hier auf:
• es ist mo¨glich, die in (6.89) definierte (variable) reine Barrierenho¨he Ebarr0
auf der Basis von ab initio NEB Berechnungen bzw. Messungen realistisch
anzusetzen
• es wird auch der Wert der Energie im Endzustand Ej in die Energiebilanz
miteinbezogen
Bei der Analyse der Ebarr0 {i,j} fu¨r unterschiedliche Konfigurationen wurde fol-
gende allgemeine Regel ermittelt, die als Abscha¨tzung und Arbeitsgrundlage
dient. Ausgehend vom Fall des reinen Ni-Fensters erho¨ht sich die Energie von
Ebarr0 stufenartig - explizite Werte: siehe Abbildung 28.
Abbildung 28: Variable reine Barrierenho¨he in Abha¨ngigkeit von der Besetzung
des 4-Atom-Fensters
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7 Kinetische MC-Simulation und Ergebnisse
7.1 Neuer Ansatz, Definition ’Fensterparameter’
Um das Verhalten dieses neuen Modells, basierend auf variabler Barrierenho¨he,
zu studieren, wurde der bereits vorhandene MCVAC-Algorithmus [11] (siehe
Anhang) auf die neue Energie- bzw. U¨bergangswahrscheinlichkeitsberechnung
modifiziert. Der Ansatz zur Berechnung der Sprungfrequenz Γij jedes NN der
Leerstelle lautet explizit:
Γij = Γ0 exp
(
− 1
kBT
∆Eis
)
= Γ0 exp
[
− 1
kBT
(
p ∗ Ebarr0 +
1
2
∆Eij
)]
(7.91)
Im folgenden werden die in (7.91) auftretenden Gro¨ßen und deren Berechnung
besprochen.
• Anlauffrequenz Γ0
Der Wert der Anlauffrequenz Γ0 skaliert nur die Zeit. Um qualitative
Eigenschaften bzw. das kinetische Verhalten des Systems zu testen, ist die
genaue Kenntnis der physikalischen Zeit unwichtig und man kann Γ0=1
setzen1.
• variable Barrierenho¨he Ebarr0
Die variable Barrierenho¨he Ebarr0 - das ’Kernstu¨ck’ des neuen Ansatzes
zur Berechnung der U¨bergangswahrscheinlichkeiten - wurde nach der in
Abschnitt 6.2.4 vorgestellten Regel zur Ho¨he der Barriere (Abbildung 28)
gewa¨hlt.
• ’Fenstereinfluss’-Parameter p
Der ’Fenstereinfluss’-Parameter p wurde in den Ansatz (7.91) eingefu¨hrt,
um die A¨nderung des Verhaltens der Kinetik des Systems generell durch
die Einfu¨hrung der variablen Barrierenho¨he und speziell die Wahl der
Ho¨he der Energiewertstufen aufgrund der ’Regel’, zu studieren.
Folgende Werte bzw. Wertebereiche des Parameters p sind von vornherein
zu besprechen:
p = 0 Zur Berechnung der U¨bergangswahrscheinlichkeit eines
jeden Sprungkanditaten wird nur der Energiewert seines
Anfangs- und seines Endzustand herangezogen - die Barrieren-
ho¨he ist dabei irrelevant
0 > p < 1 Stufenho¨he der in Abbildung 28 dargestellten
’Regel’ wird um den Faktor p vermindert
p = 1 Anwendung der originalen ’Regel’ mit den aus der
ab-initio-Rechnung folgenden wahrscheinlichsten Energiewerten
p > 1 Stufenho¨he der ’Regel’ wird um das p-fache erho¨ht
1Will man jedoch z.B. reale Experimente mit Hilfe einer MC-Simulation nachvollziehen,
ist die explizite Kenntnis des Werts von Γ0 wichtig.
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• Energieunterschied Anfangs- und Endzustand ∆Eij
Da die Energiedifferenz ∆Eij zwischen Anfangs- und Endzustand fu¨r al-
le mo¨glichen Konfigurationen durch ab initio Berechnungen schwer er-
mittelt werden kann2, wird der Wert dieser Gro¨ße wie bisher durch das
Ising-Modell, mit Beru¨cksichtung von Wechselwirkungen bis in zum NNN,
bestimmt - siehe (6.87) bzw. (6.88).
7.2 Paarwechselwirkungsenergien ω, ω∗
Fu¨r die explizite Berechnung der Energiedifferenz ∆Eij mit Hilfe von (6.87)
bzw. (6.88) ist es notwendig, Werte der gemischte Paarwechselwirkungsenergien
ω1, ω2 und Asymmetrieenergien ω∗1, ω∗2 fu¨r die NN- und NNN-Umgebung
einzusetzen.
• gemischte Paarwechselwirkungsenergien ω1, ω2
Im Rahmen dieser Arbeit wurden die Werte der gemischten Paarwechsel-
wirkungsenergien fu¨r unser Modellsystem Ni3Al aufgrund von gemessenen
Energien[24] in Einheiten von eV als
ω1 = 0.14, ω2 = -0.066
angesetzt, dem entspricht eine U¨bergangstemperatur TO/D = 1720 K.
• Asymmetrieenergien ω∗1, ω∗2
Wie schon in Abschnitt 3.3.3 erwa¨hnt, wird durch die Wahl von ω∗ die
relative Beweglichkeit der Atome und somit der Leerstelle beeinflusst.
Bei unserem Modellsystem Ni3Al wird zur Berechnung der Asymmetrie-
energie fu¨r gewo¨hnlich der Zusammenhang[24]
VjNiNi = 2 V
j
AlAl
angenommen, wobei j=1,2 die Koordinationsschale bezeichnet. Dadurch
reduziert sich die Berechnung des Wertes von ω∗j in (3.48) zu
ω∗j = V jNiNi − V jAlAl = V jAlAl (7.92)
auf die Kenntnis des Wertes der Al-Al-Paarwechselwirkungsenergie fu¨r
die erste und zweite Koordinationsschale.
Aufgrund der Tatsache, dass diese Werte nicht bekannt sind bzw. expe-
rimentell gemessen wurden, ist es notwendig, vernu¨nftige Werte fu¨r ω∗j
anzunehmen, die der Leerstelle eine gewisse Mobilita¨t erlauben.
Daher wurden folgende (in der Praxis bewa¨hrte) Werte [27] festgelegt:
ω∗1 = -0.07, ω∗2 = -0.004
2Beschra¨nkung z.B. durch Fu¨lle von Fa¨llen, Hardware- und Rechenzeit bedingte Limitie-
rung der Gro¨ße der in VASP verwendeten Superzelle, ...
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7.3 Referenz: Gleichgewichtsverhalten
Zuerst musste sichergestellt werden, dass sich am Gleichgewichtsverhalten des
Systems durch die neue Berechnung der Austauschenergien bzw. U¨bergangs-
wahrscheinlichkeiten nichts a¨ndert. Dazu wurde bei unterschiedlich gewa¨hlten
Werten des Parameters p die Temperaturabha¨ngigkeit des Fernordnungspara-
meters kontrolliert.
Diese kann auf jeden Fall als Kriterium genommen werden, da einerseits die
qualitative Form der Kurve fu¨r die L12-Struktur (Phasenu¨bergang erster Ord-
nung) aus der Theorie bekannt ist und andererseits das genaue Aussehen (vor
allem: Ordnungstemperatur TO/D, ... ) deckungsgleich mit der Kurve, die mit
Hilfe des urspru¨nglichen Algorithmus gewonnen wurde, sein muss.
Folgende MC-simulationsrelevante Werte wurden generell gesetzt:
• Gro¨ße der Simulationszelle: 50x50x50 = 125.000 Atome - entspricht Leer-
stellendichte von 8 x 10−4 % (eine Leerstelle pro Rechenzelle)
• Initialisierung einer ’perfekten’ L12-Struktur mit einer zufa¨llig gebildeten
Leerstelle
• Temperaturbereiche:
– 700 - 1700 K, Ermittlung Gleichgewichtswert alle 25 K
– 1700 - 1800 K, alle 10 K
– 1800 - 2300 K, alle 50 K
• Ermittlung des Gleichgewichtswertes des Fernordnungsparameters nach
100 Mio. MC-Schritten (1.000 a¨ußere und 100.000 innere Schleifen)
• Statistische Ermittlung LRO-Parameter aus 1.000 Werten nach Errei-
chung des Gleichgewichts
In Abbildung 29 ist der Vergleich von 2 erhaltenen Fernordnungsparameter-
abha¨ngigkeiten von der Temperatur untereinander (Symbole) und mit einer
Referenzsimulation (strichlierte Linie) dargestellt.
Wie man deutlich erkennen kann, ist keine A¨nderung am Gleichgewichtsverhal-
ten des Systems aufgrund der Einfu¨hrung des neuen Ansatzes zur Berechnung
der U¨bergangsrate zu beobachten. Alle simulierten Gleichgewichtswerte bei be-
stimmter Temperatur liegen auf der strichlierten Linie, die durch Simulation mit
gleichen generellen MC-Simulationsrelevanten Werten mit Hilfe des bisherigen
Modells (konstante Barrierenho¨he) als Referenz gewonnen wurde.
Aus diesem Grund kann davon ausgegangen werden, dass die neue Art der
Berechnung von Energien mit Hilfe der variablen Barrierenho¨he zum richtigen
thermodynamischen Gleichgewichtszustand fu¨hrt und das Prinzip des detail-
lierten Gleichgewichts befolgt.
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Abbildung 29: Temperaturabha¨ngigkeit des Fernordnungsparameters von Ni3Al
bei 2 unterschiedlich gewa¨hlten Werten des Fensterparameters p=1,100 im Ver-
gleich mit der Kurve, die mit Hilfe des urspru¨nglichen Algorithmus gewonnen
wurde
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7.4 Relaxation und Kinetik
Als na¨chster Schritt wurde der Einfluss des neuen Ansatzes auf die Kinetik
durch Aufnahme von Relaxationskurven eines Ordnungs-Ordnungsu¨berganges
bei unterschiedlichem Parameter p untersucht.
Dabei wurde die Simulationszelle am Beginn eines jeden Durchganges in einer
’perfekten’ L12-Struktur, mit einer zufa¨llig gebildeten Leerstelle, initialisiert -
das entspricht einer Ausgangstemperatur T1 = 0 K.
Die Temperatur, bei der die Relaxation stattfand, wurde als T2 = 1200 K
gewa¨hlt, da bei dieser Temperatur
• die Kurve der Temperaturabha¨ngigkeit des Fernordnungsparameters anna¨hernd
linear in der Umgebung ist (siehe Abbildung 29),
• der Unterschied im Fernordnungsparameter zwischen den beiden Ord-
nungszusta¨nden nicht zu groß ist (LRO0K = 1.0 → LRO1.200K = 0.969).
Damit ist sichergestellt, dass der Endzustand genug weit weg vom ’Schmelz-
punkt’ bzw. Ordnungs-Unordnungs-Phasenu¨bergang bei TO/D = 1720 K
ist und trotzdem
• die Kinetik ausreichend rasch vor sich geht
Außerdem wurden folgende MC-simulationsrelevante Werte gesetzt:
• Gro¨ße der Simulationszelle: 50x50x50 = 125.000 Atome - entspricht Leer-
stellendichte von 8 x 10−4 % (eine Leerstelle pro Rechenzelle)
• Gesamtanzahl der Simulationsschritte: 100 Mio. (1.000 a¨ußere und 100.000
innere Schleifen)
• Ermittlung und Ausgabe von Daten (Monte-Carlo-Schritte MCS, Monte-
Carlo-Zeit MCT, LRO, ...) nach jedem Durchlauf der inneren Schleife -
1.000 Werte
Fu¨r jeden einzelnen Parameterwert wurden 10 voneinander unabha¨ngige Durchga¨nge,
sichergestellt durch unterschiedliche ’seeds’ des Zufallszahlengenerators, berech-
net.
Die erhaltenen Ergebnisse bilden die Grundlage fu¨r die folgenden Analysen.
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7.4.1 Fit der Relaxationskurven
An diese Rohdaten wurde eine normierte Kombination aus Exponentialfunk-
tionen gefittet:
Ffit(t) = A1 exp(−b1 ∗ t) + A2 exp(−b2 ∗ t) + (1−A1−A2) exp(−b3 ∗ t) (7.93)
 1
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Abbildung 30: Beispiel: Durch die Simulation erhaltene Rohdaten der Relaxa-
tion (Punkte) und die daraus gefittete Kurve (durchgehend)
Um die A¨nderung der Kinetik des Systems in Abha¨ngigkeit der Wahl der Stu-
fenho¨he der Barriere darzustellen, wurden die gefitteten Kurven gemeinsam in
Abbildung 31 dargestellt.
Man erkennt in Abbildung 31 deutlich, dass mit Erho¨hung des Fenstereinfluss-
Parameters p die Kinetik sich drastisch a¨ndert. Der erreichte Gleichgewichts-
wert des Fernordnungsparameters ist zwar immer derselbe, das System beno¨tigt
aber mit einem ho¨heren Wert von p viel mehr Zeit um diesen Zustand zu errei-
chen.
Vergleicht man außerdem die Kinetik der realistischen Wahl p=1 und die rest-
lichen Simulationsdurchla¨ufe mit p>1 so stellt man fest, dass schon die Wahl
p=2 die Relaxation deutlich verlangsamt. Bei weiterer Erho¨hung von p ist zwar
eine weitere Verla¨ngerung der Relaxationszeit festzustellen, die Kinetik kommt
aber auch bei einer Wahl von p>10 nicht zum Stillstand, sondern die Kinetik
geht ab p=4 in eine Grenzkurve u¨ber.
60
Abbildung 31: Vergleich des zeitlichen Verlaufes der Kinetik bei unterschiedli-
chen Parametern p
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7.4.2 Anfangsanstieg
In der gemeinsamen Darstellung der gefitteten Relaxationskurven von unter-
schiedlichen Parametern p (Abbildung 31) ist eine dramatische A¨nderung im
kinetischen Verhalten des Systems sehr gut erkennbar.
Dabei fa¨llt auf, dass sich die Form der Relaxationskurve fu¨r eine unrealistisch
hohe Wahl des Parameters p stabilisiert und es zu keinem Stillstand des kine-
tischen Verhaltens des Systems kommt.
Um diese Beobachtung na¨her zu untersuchen, wurde der Anfangsanstieg der
gefitteten Kurven ermittelt und in Abha¨ngigkeit vom Parameter p dargestellt
(Abbildung 32).
Ausgehend von der gewa¨hlten Fitfunktion (7.93) ergibt sich der Anfangsanstieg
zu:
F ′fit|x=0 = −A1 ∗ b1 −A2 ∗ b2 − (1−A1 −A2) ∗ b3 (7.94)
Dieser ist in Abbildung 32 dargestellt.
Abbildung 32: Anfangsanstieg der gefitteten Relaxationskurven abha¨ngig von
der Wahl des Parameters p
Wie man in Abbildung 33 (wie Abbildung 32, jedoch Ordinatenachse ver-
gro¨ßert) erkennen kann, strebt der Anfangsanstieg gegen einen Grenzwert fu¨r
hohe p, der von 0 verschieden ist. Mit anderen Worten, das kinetische Verhalten
des Systems verlangsamt sich zwar mit Erho¨hung des Fenstereinflussparameters
p, es kommt aber zu keinem Stillstand.
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Abbildung 33: Detailansicht des Konvergenzbereichs der gefitteten Relaxations-
kurven abha¨ngig von der Wahl des Parameters p
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8 Zusammenfassung und Ausblick
8.1 Zusammenfassung
Im Rahmen dieser Diplomarbeit wurde ein neuer und realistischerer Ansatz zur
Berechnung der U¨bergangsraten beim Positionstausch eines Atoms mit einer
Leerstelle in Na¨chst-Nachbarschaftsumgebung erprobt.
Als Ausgangspunkt dienten ab initio-Daten zum Modellsystem Ni3Al, die mit
Hilfe des Software-Pakets VASP gewonnen wurden. Die Systematik dieser Un-
tersuchungen wurde dahingehend gewa¨hlt, dass der Haupteinfluss auf den Aus-
tauschprozess von einem 4-Atom-Fenster, das sich in der L12 Struktur (fcc)
zwischen dem Atom und der Leerstelle befindet (das Atom muss sich durch
dieses Fenster hindurchbewegen), ausgeht.
Bei der Analyse der ab initio-Daten wurde Hauptaugenmerk auf die Abha¨ngig-
keit der Ho¨he der Barriere, die ein Atom zum Positionstausch mit der Leerstelle
u¨berwinden muss, von der Besetzung des Fensters gelegt und eine einfache Regel
angewandt. Damit diese Regel in die Berechnung der U¨bergangsraten einflie-
ßen kann, musste außerdem die Bilanz der Freien Energie des Positionstausches
umformuliert werden.
Um den Einfluss des neuen Ansatzes zur Energieberechnung studieren zu ko¨nnen,
wurde das Programm MCVAC (siehe Anhang in Kapitel 9) auf die neuen Gege-
benheiten adaptiert und das Verhalten des Modellsystems Ni3Al mit Hilfe eines
eingefu¨hrten Parameters analysiert.
Die wichtigsten Ergebnisse waren:
• Das Gleichgewichtsverhalten des Systems ist, im Vergleich mit der in der
Literatur vorherrschenden Art der Berechnung, auch nach Einfu¨hrung des
neuen Ansatzes zur Ermittlung der U¨bergangsraten unvera¨ndert
• Der realistische neue Ansatz vera¨ndert aber das kinetische Verhalten we-
sentlich
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8.2 Na¨chste Schritte: MCVAC
Es ist auf jeden Fall sinnvoll, den neuen Modellansatz mit Hilfe des weiter-
entwickelten Programms MCVAC weiter zu analysieren. Dazu sollten folgende
Aspekte genau studiert werden:
• Analyse der im betrachteten System auftretenden Fenstertypen (Relaxa-
tion - Gleichgewicht)
• Analyse der durchsprungenen Fenstertypen
• Analyse von Sprungpfaden
• Leerstellenbeweglichkeit
• etc.
Außerdem ko¨nnte durch Vergleiche mit realen Experimenten die bis zu diesem
Zeitpunkt willku¨rliche MC-Zeit in eine wirkliche Zeit umgerechnet werden.
8.3 Na¨chste Schritte: VASP
Die Systematik der Klassifikation der verschiedenen Sprungtypen (Abschnitt
6.2.2) wurde bei der Berechnung der ab initio-Daten auch nicht vollsta¨ndig
abgehandelt.
• Es wurde prima¨r der Fall eines springenden Ni-Atoms in eine Leerstelle
auf einem Al-Platz betrachtet und dabei nicht alle mo¨glichen Fenstertypen
behandelt.
• Ausreichende Daten fu¨r Al-Atom-Spru¨nge in eine Ni-Leerstelle bzw. Ni-
Spru¨nge in Ni-Leerstellen sind noch aussta¨ndig und sollten so bald wie
mo¨glich gewonnen werden.
• Zusa¨tzlich sollte noch der Einfluss der u¨berna¨chsten Nachbarn (NNN),
von Fehlstellen in der Umgebung außerhalb des Fensters etc. untersucht
werden.
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9 Anhang: MCVAC - Das Programm
9.1 Einleitung und U¨bersicht
MCVAC ist ein auf dem Monte-Carlo-Algorithmus basierendes Programm, das
in der Programmiersprache FORTRAN 77 entwickelt wurde. Es dient vor al-
lem zur Simulation von Ordnungs-Ordnungs-U¨berga¨ngen, kann aber beliebig
an andere Fragestellungen angepasst werden.
Durch die Verwendung von auf die primitive Gitterzelle bezogenen Koordina-
ten, gespeicherten Umgebungskonfigurationen der einzelnen Atome, definierten
Aktivierungsenergien und eines ’residence-time’-Algorithmus werden die Lauf-
zeiten dieser Simulation sehr kurz gehalten.
MCVAC ist modular aufgebaut, d.h. einzelne Teile des Gesamtprogrammes
ko¨nnen so vera¨ndert werden, um auf gezielte Fragestellungen Antworten zu
bekommen.
Abbildung 34: Schematische Darstellung (Flowchart) der Module in MCVAC
Aufgrund der Tatsache, dass in einer vorangegangen Diplomarbeit [27] auf viele
verschiedene Aspekte von MCVAC eingegangen worden ist, wird vom gesam-
ten Spektrum im folgenden der benutzte Zufallszahlengenerator ran.f und die
Implementierung des 4-Atom-Fensters besprochen.
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9.2 Zufallszahlengenerator
Ein Algorithmus fu¨r die Erzeugung gleichverteilter Zufallszahlen ξi ∈ [ξmin, ξmax)
bildet die Basis einer jeden Monte Carlo Simulation.
Die erstellten Zufallszahlen mu¨ssen folgende Eigenschaften erfu¨llen, um ver-
trauenswu¨rdige Ergebnisse zu liefern:
• Reproduktion der (konstanten) Wahrscheinlichkeitsdichte
• ’aussterbende’ Paarkorrelation
• mo¨glichst lange Kette vor der Wiederholung
9.2.1 Theoretische Grundlagen: Gleichverteilung:
Die zugrundeliegende Wahrscheinlichkeitsdichte ρ (ξ) der Gleichverteilung ist
definiert als
ρ (ξ) = Θ [ξ − ξmin]−Θ [ξ − ξmax] =
{
1 wenn ξmin ≤ ξ < ξmax
0 sonst
(9.95)
Abbildung 35: Wahrscheinlichkeitsdichtefunktion ρ (ξ) von gleichverteilten Zu-
fallszahlen ξ
69
9.2.2 Theoretische Grundlagen: Paarkorrelationsfunktion
Es gibt mehrere Mo¨glichkeiten, Zufallszahlen, die von einem Zufallszahlengene-
rator mit Hilfe eines Algorithmus erstellt worden sind, auf etwaige Abha¨ngig-
keiten (Korrelationen) zu u¨berpru¨fen.
Man kann zum Beispiel die Zufallszahlen 2- oder 3-dimensional auftragen und
nach Mustern (Linien, Fla¨chen) kontrollieren. Aussagekra¨ftiger ist jedoch die
Paarkorrelationsfunktion.
Die sogenannte Korrelation stellt dar, wie stark die (lineare) Abha¨ngigkeit zwi-
schen 2 Zufallsvariablen ist. Die erstellten Zufallszahlen werden getestet, indem
man die Korrelationsfunktion C (ξi, ξj) durch
C (ξi, ξj) =< ξi · ξj >= 1
N
N∑
i,j
ξi · ξj (9.96)
bildet.
Der dafu¨r beno¨tigte Erwartungswert einer Variable ξ ist definiert als
< ξ >=
∫∞
−∞ ξρ (ξ) dξ∫∞
−∞ ρ (ξ) dξ
(9.97)
was bei einer Gleichverteilung zu
< ξ >=
∫ ξmax
ξmin
ξ dξ (9.98)
und in unserem Fall (ξmin = 0, ξmax = 1) zu
< ξ >=
∫ 1
0
ξ dξ =
1
2
(9.99)
wird.
Die erwarteten Werte der Korrelationsfunktion unkorrelierter Zufallszahlen sind
C (ξi, ξi+j) =< ξi · ξi+j >i=
{
1
3 fu¨r j = 0
1
4 i 6= 0
(9.100)
weil
< ξi · ξi >=< ξ2i >=
∫ 1
0
ξ2 dξ =
1
3
(9.101)
< ξi · ξj >=< ξi > · < ξj >= 1
2
· 1
2
=
1
4
(9.102)
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9.2.3 Zufallsgenerator ran.f
Der von MCVAC benutzte Zufallszahlengenerator im Modul ran.f (siehe Ab-
bildung 34) wurde durch Erzeugung von 106 aufeinanderfolgende Zufallszahlen
getestet, indem die Korrespondenz der relativen Ha¨ufigkeit von gleichma¨ßigen
diskreten Intervallen mit der geforderten Gleichverteilung und die Paarkorrela-
tionsfunktion ermittelt wurde (Abbildung 36).
Abbildung 36: relative Ha¨ufigkeit (oben) und Paarkorrelationsfunktion (unten)
der von ran.f erzeugten Zufallszahlen zwischen 0 und 1
Man erkennt in Abbildung 36 die gute Gleichverteilung der Zufallszahlen und
die ’aussterbende’ Paarkorrelationsfunktion.
Es kann also auf jeden Fall davon ausgegangen werden, dass der benutzte Zu-
fallszahlengenerator ran.f fu¨r die Simulation bestens geeignet ist.
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9.3 Umgebungskonfiguration und 4-Atom-Fenster
Die MCVAC-Software zeichnet sich unter anderem aus durch
• die effiziente Speichernutzung aufgrund der Benutzung von primitiven
Gittervektoren fu¨r die Positionen der Gitterpla¨tze,
• die Optimierung der Laufzeiten durch fixe strukturabha¨ngige Vektoren,
die auf die relativen Positionen der NN- und NNN-Atome eines beliebigen
Gitterplatzes zeigen,
• die effiziente Aktualisierung der Umgebungskonfiguration nach Austausch
von Atom und Leerstelle.
9.3.1 Primitive Gittervektoren
Der Vorteil bei der Benutzung von primitiven Gittervektoren besteht darin,
dass jeder beliebige Vektor ~R ∈ Z30 (Tripel von ganzen Zahlen) eine mo¨gliche
Atomposition am Gitter darstellt.
Im Gegensatz dazu treten in Strukturen wie z.B. fcc, bcc, ... bei der Verwendung
von ganzzahligen cartesischen Koordinaten Lu¨cken auf, d. h. nicht jeder Vektor
zeigt auf einen Gitterplatz und es mu¨sste z.B. mit Hilfe des Strukturfaktors ein
zusa¨tzliches Auswahlkriterium bereitgestellt werden.
Des Weiteren ko¨nnen die primitiven Vektoren mit Hilfe einer Basistransforma-
tion - siehe (2.6), speziell fu¨r fcc: siehe (2.7) - jederzeit in die cartesische Form
gebracht werden.
Um das System eines ’unendlich’ ausgedehnten Kristalls simulieren zu ko¨nnen,
ist es natu¨rlich notwendig, die periodischen Randbedingungen (periodic boun-
dary conditions PBC) anhand von primitiven Gittervektoren zu definieren.
9.3.2 Positionen der NN- und NNN-Atome
Wie in Abschnitt 4.3.2 besprochen, ist es bei einer kinetischen MC-Simulation
basierend auf einem RTA-Algorithmus notwendig, die relativen U¨bergangswahr-
scheinlichkeiten eines jeden mo¨glichen Endzustandes zu kennen.
Fu¨r die Auswahl eines Positionstausches von einem Atom mit einer Leerstelle
an der betrachteten Gitterposition wird deshalb die Berechnung der Bindungs-
energie eines jeden Austauschkanditatens (NN-Atom) beno¨tigt.
Um dies so effizient wie mo¨glich zu gestalten, sind im Programm MCVAC die re-
lativen Positionen der NN- und NNN-Atome eines jeden Gitterplatzes mit Hilfe
einer beim Programmstart definierten kristallstrukturabha¨ngigen fixen Umge-
bungsmaske (nvec) festgelegt.
Speziell im kubisch-fla¨chenzentrierten Gitter besteht dieses Feld aus 18 ganzzah-
ligen Zahlentripeln (siehe Abbildung 37), wobei die ersten 12 die Richtungen des
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Verbindungsvektors zwischen dem betrachteten Gitterplatz und seinen Na¨chs-
ten Nachbarn darstellt. Diese werden sowohl fu¨r die Festlegung der mo¨glichen
Austauschkanditaten mit der Leerstelle als auch fu¨r die Berechnung der Bin-
dungsenergie eines jeden Atoms beno¨tigt. Außerdem wird das in Abschnitt 2.1.4
vorgestellte 4-Atom-Fenster zwischen der Leerstelle und jedem Kanditatenatom
durch die 4 gemeinsamen NN-Atome gebildet.
Die restlichen 6 Vektoren zeigen auf die NNN-Gitterpla¨tze, deren Besetzung
ausschließlich zur Berechnung der Bindungsenergien dient.
Abbildung 37: Die nvec-Maske legt die Verbindungsvektoren einer Gitterpositi-
on zu der NN- (oben) und NNN-Umgebung (unten) im kubisch-fla¨chenzentrier-
ten Gitter fest. Die angefu¨hrten Zahlentripel sind primitive Gittervektoren.
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9.3.3 Umgebungskonfiguration
Will man nun die relative U¨bergangswahrscheinlichkeit fu¨r den Austausch eines
Atoms mit einer Leerstelle an der betrachteten Gitterposition bestimmen, ist
es notwendig, die Bindungsenergie eines jeden Kanditatenatoms zu berechnen.
Dies geschieht im Programm MCVAC grundsa¨tzlich mit Hilfe des in Abschnitt
3.3.3 vorgestellten Ising-Modells mit Wechselwirkungen bis zur zweiten Nach-
barschaftsschale.
Aufgrund der Tatsache, dass der Wert dieser Energie - siehe (3.45) bzw. (3.46)
- nur von der Anzahl von B-Atomen1 in erster und zweiter Nachbarschaft des
betrachteten A- oder B-Atoms abha¨ngt, wird in MCVAC beim Start des Pro-
gramms
• ein Energiewertschema fu¨r alle mo¨glichen Anzahlen von B-Atomen in den
Nachbarschaftsschalen erstellt und
• die Anzahl der B-Atome in der Umgebung eines jeden Gitterplatzes er-
mittelt.
Kommt es zu einem Austauschprozess, wird die Information u¨ber Konfiguration
der Nachbarschaften aktualisiert.
9.3.4 Implementierung des 4-Atom-Fensters und der variablen Bar-
rierenho¨he
Wie in Abschnitt 6.2 gezeigt, wird im vorgestellten neuen Modell die fu¨r den
Austauschprozess notwendige Energie durch
∆Eis = E
barr
0 +
1
2
∆Eij (9.103)
wobei Ebarr0 die variable Barrierenho¨he und ∆ Eij den Unterschied in der Bin-
dungsenergie vor und nach dem Positionstausch darstellt.
Das im vorigen Abschnitt 9.3.3 vorgestellte Rechenzeit minimierende Energies-
chema konnte also zur Berechnung des Terms ∆ Eij adaptiert und herangezogen
werden.
Der Wert der variablen Barrierenho¨he Ebarr0 wurde mit Hilfe der in Abschnitt
6.2.4 vorgestellten Regel zur Ho¨he der Barriere gewa¨hlt. Beim Programmstart
wurde auch hier ein Energieschema der mo¨glichen Konfigurationen der 4-Atom-
Fenster erstellt.
Bei der Berechnung der notwendigen Energie fu¨r einen Austauschprozess ist es
natu¨rlich notwendig festzustellen, welche Art von Fenster (siehe Abbildung 28)
durchsprungen werden muss.
1Die Anzahl der A-Atome njA ergibt sich durch n
j
A = Z
j - njB , wobei Z
j die Koordinations-
zahl der j-ten Schale und njB die Anzahl der B-Atome in dieser darstellt.
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Aus diesem Grund wurde die im vorletzten Abschnitt vorgestellte Maske (nvec)
der NN-Positionen benutzt, um fu¨r jeden Austauschkanditaten die Zusammen-
setzung des zu durchspringenden 4-Atom-Fensters zu ermitteln. Dazu wird beim
Programmstart eine weitere Maske (wcorners) erstellt, die als Information die
Nummern (bezogen auf die nvec-Maske) der 4 Atome entha¨lt, die das 4 Atom-
fenster bilden (siehe Abbildung 38).
Abbildung 38: In der wcorners-Maske (oben) stehen fu¨r jedes NN-Atom der
Leerstelle die Nummern - der nvec-Maske (unten) - der 4 gemeinsamen NN-
Atome, die das 4-Atom-Fenster bilden. Als Beispiel sind die Fensteratome zwi-
schen einem NN-Atom und der Leerstelle hervorgehoben. Zum Zweck der besse-
ren U¨berschaubarkeit wurde auf die vollsta¨ndige Auflistung aller 12 NN-Atome
verzichtet.
Zusa¨tzlich musste noch folgende Fallunterscheidung getroffen werden
• besteht das 4-Atom-Fenster aus einem, drei oder vier B-Atomen, reicht
ein einfaches Abza¨hlen aus
• setzt es sich aus zwei B-Atomen und 2 A-Atomen zusammen, mu¨ssen
aufgrund der Tatsache, dass das Fenster rechteckig ist (siehe Abbildung
4 in Abschnitt 2.1.4), drei geometrisch unabha¨ngige Fa¨lle unterschieden
werden:
– B-Atome entlang kurzer Seite
– entlang langer Seite
– diagonal
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Fu¨r die weitere Unterscheidung des Falles eines Fensters mit zwei B-Atomen
wurde die zuvor erwa¨hnte Nummerierung der 4 Fensteratome nach einer be-
stimmten Reihenfolge gewa¨hlt, d.h. ein Laufindex i durchla¨uft bei jedem Fens-
ter dieselbe Abfolge von Fenstereckpunkten in definierter Reihenfolge (siehe
Abbildung 39) und sein Wert wird summiert, wenn es sich bei diesem Eckatom
um ein B-Atom handelt.
Abbildung 39: Indizierung der Fensteratome zur Unterscheidung der drei geome-
trisch unabha¨ngigen Fa¨lle von 4-Atom-Fenster, die genau 2 B-Atome enthalten.
Der Wert des Laufindex i wird genau dann summiert, wenn an dieser Stelle ein
B-Atom sitzt.
Dadurch wurde erreicht, dass diese drei Fa¨lle wie folgt unterschieden werden
ko¨nnen:
∑
i =


5 lange Seite
gerade B-Atome diagonal
sonst kurze Seite
(9.104)
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