ABSTRACT As online social networking platforms change the ways and means of people communicating, accurate link prediction among a massive pool of users has become a difficult problem. The problem arises in many applications, such as friend recommendation, news feedback, and product recommendation. In this paper, we propose a novel algorithm to solve this problem. The existing online social network link prediction algorithms have some deficiencies in link prediction accuracy because they cannot make full use of information or capture all the features. From an unconventional perspective, this paper formulates the link prediction problem as a matrix denoising problem. We first propose an unsupervised marginalized denoising model (USMDM) and explain in detail its effectiveness. The core of the USMDM lies with a mapping function that is capable of identifying patterns in a vast amount of user information and also understands the topological structure of social networks. The mapping function projects the observed matrix onto a target matrix. To improve efficiency and prevent overfitting, a low-rank matrix is used to replace the original matrix in the learning process. Using the weak law of large number, the function can be learned on limited datasets. To illustrate the effectiveness of the proposed algorithm, experiments are conducted on four real social networks, and the results demonstrate the effectiveness of the model.
I. INTRODUCTION
As companies such as Facebook and Twitter always keeping their user database growing, the online social network (OSN) is changing all aspects of people's lives. With the intention of providing people with an alternative way to communicate, the OSN is designed as a supplement to real-life inperson interactions. However, the OSN's grand potential as an artificial virtual network offers its users the means to exist solely in a virtual social circle and forms meaningful relationships without any in-person interactions. Link prediction, one of the pillar functionalities of any OSN services, is a hot research topic. An algorithm that can produce accurate link prediction results has a wide range of applications. Friends recommendation [1] , [2] , for example, if accurate, significantly improves the user experience and quality of any online
The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu. social network service [3] - [6] . Consequently, it accelerates the network's growth [7] . Link prediction can also be used in business fields, such as for news feedback on Facebook, product recommendation on LinkedIn and travel companions on Dopplr [8] .
In this paper, link prediction refers to the use of known social network information to predict unknown links. In Fig.1 , the graph N shows the known links (black solid lines) and the graphN shows the unknown links (blue dotted lines). The goal is to predict unknown links of graphN based on the known information of graph N .
Many scholars have studied link prediction in social networks. Convinced that links are likely to form between two similar individuals, some scholars solely focused their research on the similarity between nodal pairs [9] - [11] , and others took a different approach. As the structure and characteristics of the network are always essential when determining whether two nodes form a link, regardless of the number of nodes and edge attributes within the network, several researchers have shifted their focus to the topology of social networks [12] - [14] as part of the continuous effort to develop a method for accurate link prediction. While significant progress has been made in the study of topology, some scholars still hold different theories on link prediction, namely, the ''social theories'' [15] , [16] such as community theory, strong and weak connection theories, and homogeneity theory. Other scholars have proposed learning-based approaches based on characteristics, intrinsic attributes and extrinsic information [17] , [18] .
Based on matrix denoising theory, Chen et al. [44] proposed the mDA algorithm for domain adaptation and the prediction results have been fairly promising. However, the algorithm has two apparent shortcomings. As it is designed to only capture network information in the ''local'' range, mDA fails to grasp the full scope of the network information on the ''global'' scale, and it cannot use the user characteristics information. USMDM is a new model for link prediction and compared to mDA, its effectiveness is unprecedented. It makes full use of user characteristics information, along with, local and global network topology information, to produce far more accurate results. USMDM regards existing social networks as incomplete network (an ideal social network is defined as a network that has explored all possible links and connects its participants to the greatest extent; it is also called an ''all links'' network, where the term ''all links'' is defined as a network model where link exists between almost every pair of users, with the exception of a few special user pairs). This idea is similar to the denoising auto-encoder method used in deep learning. In the denoising auto-encoder method, the denoising method is widely used in the initialization of the depth network. The underlying mechanism is that the ''coding'' layer in the depth network can better profile data with missing information and reconstruct the complete data set from the ''decoding'' layer. If the ideal social network is treated as a complete data set, then the observed social network is the network of missing information and many links are not observed. The key to the USMDM algorithm is to construct a mapping function that can map an existing social network to an ideal social network. In a social network, the link formation is influenced by two factors: similarity, such as common interest or similar educational background; and common acquaintances or friends. Take user u 1 and user u 2 as examples. If the two users have a common friend u 3 or u 1 s friend u 3 is a friend with u 2 s friend u 4 , a link can be predicted between user u 1 and user u 2 . To construct the required function, we consider this problem as a weight matrix minimization problem and the final solution is the function of interest.
In social network link's prediction, user's feature information and existing link information are very important for link prediction. But some algorithms, such as CN and AA, can only use a certain kind of information, but cannot make comprehensive use of it. The USMDM algorithm can make full use of these two kinds of information to predict, which can improve the accuracy of prediction. In the real world, for various reasons, people are unwilling to provide too much information, or even false information, which makes user features full of ''noise''. This will affect the prediction accuracy of the method using only user feature information. Although features are also used in USMDM, the number of features needed can be relatively small. ''Noise'' features have little influence on the algorithm, and features are only a part of the information required by the algorithm. The two characteristics of social network, ''homophily'' and ''stochastic equivalence'', are difficult to obtain at the same time. Some algorithms can only obtain one of them, while USMDM algorithm can obtain both characteristics at the same time, so as to improve the accuracy of prediction. Moreover, the computational complexity of USMDM algorithm is higher than that of classical algorithms, which reduces the computational efficiency. These shortcomings are also the direction we will continue to study in the future.
II. RELATED WORKS
The existing models for social network link prediction can be categorized into two subgroups: feature-based models and latent variable models.
A. FEATURE-BASED MODELS
The CN metric, also known as Common Neighbor Metrics, assesses the number of nodal pairs in a network in which two nodes have a common link to the same node. As the simplest model to employ, the CN method is the most commonly used prediction method in the field. Despite its many merits, the CN matrix is often not normalized and only reflects the relative similarity between nodes [19] . Adamic et al. proposed the Adamic-Adar Coefficient (AA) metric to calculate the similarity between two web pages; this method was later adapted to calculate the similarity between social network nodes. AA also employs Jaccard's coefficient, its working mechanism is different from that of its original model where the coefficient was first employed. In contrast to other models, AA genuinely requires a reduced number of neighbors to ensure operational success [20] . Scripps et al. proposed a discriminative learning model based on matrix permutations that can automatically determine the predicted attributes and topological characteristics by using an adjacent matrix of matrices that are similar in their node properties and domain topological features [21] . With a deep understanding of algebraic map transformations, Lommatzsch proposed a unified framework for simultaneously learning link prediction and edge-weighting prediction. First, they acquired variants that can be applied to non-direct, weighted, non-weighted, inseparable, or bilateral graphs, and then generalized the existing link prediction function to a unified form. It provides a way to simplify the high-dimensional problem of learning a variety of functions to a one-dimensional curve fitting problem [22] . Bhattacharyya et al. evaluated the similarity between users based on the similarity of user keywords; related keywords are linked on the basis of semantic relevance through a ''forest model'', which is a special term coined by Bhattacharyya. Using the model as a framework, they defined two different types of functions to quantify the similarity between users [9] . Symeonidis et al. used spectral clustering to study social network link prediction and observed a significant improvement in prediction accuracy when a smaller matrix was sampled [23] . Inspired by a multiple link prediction model, Susan et al. proposed a new composite fuzzy model and two unprecedented similarity indices that are devised through particle computation and fuzzy logic [24] . Bliss et al. proposed a linear combinatorial model based on domain similarity and node similarity, and optimized the weight of the model by using an adaptive covariance matrix evolution strategy [25] . Bayrak et al. proposed a link prediction method based on contextual characteristics for location-based social networks, which can improve the accuracy of prediction [26] . Xiaoqin et al. proposed a joint prediction feature model that takes into account the characteristics of users and the network structure and transforms the link prediction problem into a classification problem [27] .
The feature-based method mainly uses features to calculate the similarity between two users and predicts whether the two users will establish the feature based on the value. Most feature-based methods are more efficient in terms of computation time. However, because of using feature information and the possibility of ''noise'', the accuracy of predictions is not high.
B. LATENT VARIABLE MODELS

Kashima et al. believe the basic principle that if individual
A has a friend B who is also closely associated with individual C, individual A is considered a member of increased importance in the studied social network and she/he is more likely to form links with other individuals in the group. They proposed a parameterized probabilistic model to predict whether there is a link between two nodes. In this model, the network structure and the annotation function of links change over time with one probability coefficient kept constant [28] . Understanding the transition probability of a node to its neighbors, Fouss et al. proposed a method to compute the similarity of nodes based on a random walk and they defined the Hitting Time (HT)formula [29] . Leroy et al. proposed a two-stage approach that solves the cold-start problem based on a bootstrap probabilistic graph. The first stage entails a latent social network that is produced in the form of a probabilistic graph and in the second stage, link prediction is performed by using a graph-based probability method [30] . Zhu et al. proposed a hybrid time series model for link prediction that combines the time factors of users with the topological structure of the whole social network to predict social network links [31] . Liu et al. constructed a feature transformation method to greatly simplify the original feature and thereby improve prediction accuracy. They also constructed a deep learning algorithm based on limited Boltzmann machine link prediction, which is an unsupervised algorithm that only requires a small sample to obtain promising results [32] . Gong et al. expanded the social-attribute network approach to integrate the network structure and node attributes in an effort to deliver more accurate prediction results. They also combined several supervised and unsupervised link prediction algorithms into one link prediction model [33] . Panwar et al. proposed a heuristic algorithm for social network link prediction. One point worth noting is that Panwar's work exclusively focused on networks in the professional researcher or writer community [34] . He et al. proposed a link prediction method based on OWA (ordered weighted averaging, OWA) operators, and three different OWA operators were used to predict the link [35] . Sherkat et al. proposed a social network link prediction method based on the ant colony algorithm. The ant colony algorithm detects special subgraphs and predicts new links in a social network by following these subgraphs' evolution [36] . Nguyen-Thi et al. proposed a new migration learning framework that contains an SVM classifier design with RBF kernel functions based on the boosting learning algorithm, in which they use two types of features to predict social network links [37] . Zhu et al. proposed a weight interaction information model that uses the weighting network to predict the links [38] . Unlike traditional methods using ordinary graphs, Li et al. transformed the normal graph into a hypergraph using a model and made link predictions based on the hypergraph [39] . Wu et al. proposed an MMLP (modularity-maximization link prediction) model for social network link prediction; the core idea of this model is to integrate two types of link formulas into a segmentation network generation model [40] . Bastami et al. proposed a gravitation-based approach for social networks link prediction [41] . Sara et al. proposed a social networks link prediction algorithm based on learning automata [42] .
Compared with the feature-based model, although it takes more time, the latent variable model can better obtain the characteristics of the social network, and thus achieve better link prediction. However, the two characteristics of social networks, ''homophily'' and ''stochastic equivalence'' are often difficult to obtain simultaneously, which makes the prediction results restricted.
In the world of virtual networks, each user's distinct characteristics are best represented by features that are detectable by the algorithm. A Feature-based model can determine the similarity between users through feature detection and ultimately determine whether a link can be established between two users. However, some difficulties do act as barriers to obtaining an accurate prediction result. Some users are less inclined to disclose personal information and others even purposely falsify their personal profile. In addition to the reliable information, a complete understanding of the existing links is of critical importance to link prediction and the existing algorithm struggles to obtain such an understanding. USMDM can simultaneously integrate user information and known links into the algorithm to improve link prediction accuracy. User features only take up only a small amount of space in the USMDM algorithm and, therefore, are less important than the known links. As a side bonus, the noise that often comes with the user features takes less of a toll on the prediction accuracy. Social networks often exhibit ''homophily'' and ''stochastic equivalence'' [43] , which are two characteristics that do not apply to latent variable models simultaneously. However, USMDM is observed to possess both of the aforementioned characteristics and is thus regarded as a link prediction methodology of high accuracy.
III. THE UNSUPERVISED MARGINALIZED DENOISING MODEL
Let X represents a matrix corresponding to an existing social network and Y denotes a matrix corresponding to the ideal social network; let x and y denote corresponding vectors. X is a 0,1-sparse matrix, which contains a large number of zeros, where 1 indicates that there is a link between two users and 0 indicates that there is no link between two users. A 0 in matrix implies two things: either matrix X failed to represent an existing link between two individuals or an anticipated link did not exist and matrix X failed to reflect this. The purpose of this paper is to find a way to acquire an ''all links'' social network matrix Y that has both positive and negative indices, where a positive value indicates the existence of a link and, a negative value implies the contrary. A network matrix such as y can be the basis and framework for friend recommendations and partner finders, as the algorithm understands that a positive number indicates a likely link. To construct the desired network matrix, we transform the problem into an unsupervised matrix denoising problem. A function h ∈ H can be obtained by solving the problem and the function can map X to Y ; that is, Y = h(X ). The flow chart of the algorithm is shown in Figure 2 .
A. UNSUPERVISED DENOISING MODEL FOR LINK PREDICTION OF SOCIAL NETWORKS
As shown in Fig. 1 , the task is to find the missing links through the known incomplete network and to finally obtain the network with all the links. Inspired by the idea of stacked denoising auto-encoders (Chen, Xu, Weinberger, and Sha, 2012), we consider X as the matrix formed by ''corrupting'' Y , where ''corrupting'' refers to random selecting links from Y . If a function can map X to Y , the ideal social network can be obtained from the existing social network. We hope to learn a mapping function hfor the task. As Y is the unknown, it is rather difficult to learn a function h based on X . To obtain a function h, a data-driven discriminative unsupervised learning method is employed to learn the function. To get learning data, we further ''corrupt'' the existing X to get a ''deeply corrupted'' matrixX . We useX to learn the function h in the hope that the function h can map the matrixX to the matrix X . If the function can complete the mapping, it shows great potential to map the matrix X to the matrix Y . It is assumed that X is a matrix formed by randomly extracting the links from Y , and the existing links are assumed to be sampled from the complete link set. This assumption is valid in many practical applications and is used in most latent models.
To learn the mapping function h in the most effective fashion, the full use and an in-depth analysis of user characteristics and relevant information are required.
Step one entails ''corrupting'' the existing matrix X to produce a ''corrupted'' matrix setX , withX ∈χ, which is also regarded as the model's learning dataset. The matrix is corrupted in the experiment by changing a 1 in the matrix X to 0 with a given probability (0 < p < 1) and a series of learning dataX can be obtained through many ''corruption'' operations. Once the learning χ dataset has been obtained, the function h can be learned by minimizing the following functions:
The function g(v)is used to measure the similarity between users. Y is a corresponding matrix of the ideal social network. h(X ) is the function we want to learn to map the matrix X to the matrix Y . h(X )can map the matrixX to the matrix X .
. F is the weighted Frobenius matrix norm, i.e., A 2 F = i,j (A ij ) 2 .α and β are weight, where α + β = 1. In this paper, α and β are obtained through trial and error.
B. CONSTRUCTING THE SIMILARITY FUNCTION
Each participant of a social network exhibits some defining features, which are characteristics that best reflect one's personal profile and identity, such as interest and gender. If two users have the same or similar characteristics, such as both liking traveling, the probability that the two users will become friends is relatively high. Therefore, to some extent, the user characteristics are measures of the likelihood that two strangers will become friends, i.e., establish a link relationship. V k×n is a social network matrix that contains n users and each user has k characteristics. The similarity between any two users can be calculated using the following formula:
s ij is a constant that can be obtained through a priori knowledge. Equation (2) can be rewritten as the following matrix:
where L = D − S; S is a social network similarity matrix; the diagonal elements of the matrix D are the sum of the elements of the corresponding row in the matrix, and the rest of the elements are zero. Y = V T V and tr(•) represents the trace of a matrix.
C. MATRIX RECONSTRUCTION
The key to USMDM is to build a mapping function that determines whether an ideal social network can be obtained from an existing social network. The matrix-reconstruction part of the mapping function mainly consists of two parts: local indirect association and global indirect association.
1) MATRIX RECONSTRUCTION BASED ON LOCAL AFFINITY
The association between two users means that there is some similarity or commonality between the two users. If both users have an association with a third user, the two users have a greater probability to connect with each other. The matrix W represents the links between two users formed through a third user. Specifically, if we want to determine whether two users u i and u j should establish an association relationship, we can search the matrix to see if there is a user u r who is associated with both u i and u j . The existence of a user u r suggests a link association between u i and u j , and the absence of such a user u r indicates that u i and u j are unlikely to be associated in any way. The matrix W is named the local close relation matrix of n×n dimensions and the value of each of its elements indicates whether two users are likely to establish an association. We use a linear combination of the matrix W with the existing association matrix X to represent the association established by the intermediate user.
where ← is used to show that the right-hand-side has an impact on the left-hand-side. If there is an association between u i and u j , W ir is positive; otherwise, it is negative.
2) MATRIX RECONSTRUCTION BASED ON GLOBAL AFFINITY
In addition to local indirect association, there is a global indirect association. Similar to the establishment of local indirect relations, global indirect relations also form their links by indirect associations (common acquaintances). Specifically, if we want to determine whether two users u i and u j should have an association, a network search will be conducted to see if any of u i s associates have links to u j s associates. If one VOLUME 7, 2019 of u i s associates u r can be linked to one of u j s associates u l , it is an indication of a potential relationship between u i and u j . Similar to W , we construct a global close relation matrix C of n × n dimension and linearly combine the matrix C with the existing association matrix X as follows:
In addition to its indirect reconstruction, the matrix C can model some complex, non-linear link relationships. In particular, in many real social networks, there are several special user nodes that are connected to many other user nodes, even though they are not connected to each other. Using two indirect associations, we can complete the matrix reconstruction using the following formula:
where b i is a deviation value. Equation (6) can be rewritten as the following matrix:
where 1 n is a column vector of dimension n with all elements equal to 1.
D. LOW-RANK APPROXIMATION
As the model consists of two n × n matrices (W and C), its size is n 2 , which causes some difficulties. When dealing with large-scale problems, this model may be far from efficient and the process often causes over-fitting issues. To improve its potential shortcomings, the model is built under the assumption that the two matrices contain a large numbers of implicit features, and they are approximated by the low-rank matrices W = UU T and C = DD T , using the following low-rank form:
where u and d are the column vectors of the matrices W and C respectively. We assume that the two matrices have the same dimensions, n × k, and that k is the number of latent dimensions. It is important to note that although we assume that the close relation matrices are symmetric matrices, the model can also be applied to asymmetric matrices. With the existing correlation matrix and the ''corrupted'' learning matrices, the required function can be obtained by minimizing the following function:
E. PROBLEM TRANSFORMATION BASED ON THE WEAK LAW OF LARGE NUMBERS
Similar to other denoising models and unsupervised learning, the learning results of USMDM improve as the learning data (''corrupted'' matrixχ) increases in quantity. The large demand for learning data linearly increases the learning time and prolonged learning time adds to the difficulty of the process. Inspired by [44] , we attempt to use a limited dataset to complete the learning based on the weak law of large numbers. Formula (9) can be rewritten as follows: (10) where p(X /X ) is a Bernoulli distribution of corruption and the expectation is related to the random variablesX . Using the gradient descent method to optimize formula (10), the relevant parameter value can be obtained and consequently the mapping function h can be calculated, which leads to the acquirement of the target matrix. The computational complexity of USMDM is O(kn 3 + nk 2 ). But because the sparse matrix is used in the operation, the actual complexity is closer to O(km + nk 2 ), where m is the number of non-zero elements in the sparse matrix. The constructed objective function is not a convex function and it is possible to obtain a locally optimal solution. However, it can be seen from the experimental results that satisfactory locally optimal solutions can also lead to good results and the obtained mapping function can accomplish the link prediction task. Using the low-rank matrix approximation can greatly reduce the time and memory space required for computing, especially for large-scale social networks. Moreover, the social network association matrix is a sparse matrix, which can also reduce the need for computing time and memory space.
IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETTING
The USMDM algorithm is evaluated with seven social network link prediction algorithms: FM+ SF [9] , CN [19] , AA [20] , MDA [44] , ACOLP [36] , TAS+PNR [37] , and HYPERGRAPH [39] . We used four real social network data sets to compare the experimental results (three smaller social networks and a larger social network). All data come from the lab of Stanford professor Jure Leskovec: including data from facebook, gplus, twitter, and pokec [45] , [46] . The properties of the four networks are shown in Table 1 . We use 80% of the data in each dataset to learn the algorithm, and the remaining 20% of the data to test the algorithm. Ten trials are performed for each algorithm and the average AUC value (Area under the receiver operating characteristic Curve) is recorded. The computer configuration is as follows: 3.60 GHz Core i7-4790 with16.0GB RAM. The USMDM algorithm has four main parameters: the weights, α and β; the level of corruption,p; and the number of latent dimensions, k. All the parameter values are determined by trial and error and the values are shown in Table2. The α and β values of each dataset are the same, which indicates that the dependence of the algorithm on existing links is greater than that on user similarity. For p and k, the parameter values of the pokec dataset are different from the other three datasets. As the network density of the pokec dataset is small, a larger value for p must be selected to better acquire the learning data and complete the learning of the function. In addition, the numbers of nodes number in the pokec dataset are far greater than those in the other three datasets. Therefore, a larger value for the number of latent dimensions k should be selected to effectively complete the low-rank approximation.
B. EXPERIMENTAL RESULTS
Eight algorithms are run on the four datasets and the results are shown in Table 3 . As shown in Table 3 , the USMDM algorithm has shown promising results on both the smaller datasets, namely, facebook, gplus, twitter, and one large dataset, pokec. Compared with the other seven algorithms, the AUC value of the USMDM algorithm is the highest. CN, AA and FM+SF measure the degree of similarity between two users by computing similarity scores using features. However, these methods often use only one type of information and cannot use another type of information, which make the accuracy lower. Moreover, the feature information used may exist as ''noise'', which will also affect the predicted results. The mDA method only uses local network information, and cannot make full use of user characteristics information and global network information. Social networks in the real world often present two characteristics of ''homophily'' and ''stochastic equivalence''. However, latent variable models such as ACOLP, TAS+PNR, and HYPER-GRAPH are often unable to obtain ''homophily'' characteristics when they get ''stochastic equivalence'' property. User attribute information and network topology information have an important impact on the establishment of link prediction; thus whether the two types of information can be fully utilized can have a greater impact on the results of the algorithm. The USMDM algorithm can make full use of these two kinds of information for link prediction and achieve good results. The USMDM algorithm can obtain the ''homophily'' and ''stochastic equivalence'' properties of social networks in order to improve the accuracy of link prediction. In the USMDM algorithm, because the local affinity matrix W can directly describe that a ''friend's friend is a friend'' and a ''friend's enemy is an enemy'', ''homophily'' can be acquired with it. Low-rank approximation of W and C can determine the possible block patterns in social networks.
C. COMPARISON OF THE ORIGINAL MATRIX WITH THE LOW-RANK MATRIX
In an effort to deliver better results, the conventional n × n matrix is replaced with a low-rank n × k matrix in the USMDM algorithm. With this slight modification, the improvement in result accuracy may be barely noticeable. However, it is apparent this minor adjustment brings about a significant reduction in the computation time and reduces the occurrence of overfitting. To compare the experimental results, the original matrix and the low-rank matrix of the same dataset are employed in the USMDM algorithm. The experimental results are shown in Fig.3 . The computer configuration for the pokec dataset is as follows: E5-46007V2 (four processors) with 80.0 GB RAM. The computer configuration for the other datasets is as in 4.1. As shown in Fig. 3 , the learning time of the low-rank matrix is much shorter than that of the original matrix; the time ratio is shown in Table 4 . Moreover, the time ratio of the low-rank matrix of the large-scale dataset is shorter than that of the small-scale dataset, which proves the high efficiency of the algorithm on the large-scale dataset. Comparing efficiency and accuracy, the low-rank matrix shows a great advantage in accuracy, despite the improvement being less than obvious.
D. PARAMETER ANALYSIS
Two parameters of the USMDM algorithm are essential: the level of corruption, p, and the number of latent dimensions, k. The following section analyzes the effects of the Z. Hao: Link Prediction in Online Social Networks Based on the USMDM two parameters on the AUC value. The value of k is often closely related to the dimension of the matrix in a linear fashion. k increases as the dimension is incremented. For an approximation to be deemed effective, the value of k has to be significant and non-trivial. The analysis evaluates the sensitivity of USMDM as k increases from 120 to 200 for the pokec dataset, and from 60 to 100 for the other three datasets. The experimental results are shown in Fig.4 . As shown in Fig.4 , the AUC value gradually increases as k is incremented; however, the growth slows over time.
The value of p is often inversely correlated with the network density. Sparse networks often exhibit large p values. With a large p value, learning datasets can be effectively constructed. A small p value often leads to identical learning datasets (''corrupted matrices'') and renders the algorithm learning impossible. We evaluated the sensitivity of USMDM with respect to p by varying the value of p from 0.55 to 0.95 on the pokec dataset and from 0.52 to 0.92 on the other three datasets. The experimental results are shown in Fig.5 . As shown in Fig.5 , similar to k, the AUC value gradually increases with increments of the value of p, but the growth rate gradually declines as time progresses.
The optimization problem in question is solved by the gradient descent method. In the optimization process, the number of iterations has a direct and significant impact on the optimization results. Fig.6, Fig.7, Fig.8 and Fig.9 show the function values for four datasets at different numbers of iteration cycles. As shown in the four figures, the function values decrease over time and the decline tends to slow down as more iteration cycles are performed. Eventually, the function converges (after 500 times iterations) to a steady value. Since the value of the objective function in the first iteration is much VOLUME 7, 2019 larger than in later iterations, it is separated from the rest of the bar charts to better reflect the general trend.
V. CONCLUSION AND FUTURE WORKS
This paper puts the link prediction problem in the context of an unsupervised matrix ''denoising'' problem to seek the most accurate prediction approach. The essence of the proposed algorithm lies in the construction of a mapping function that can project an existing social network onto an ideal social network with all links. In an effort to acquire such a function, the problem is simplified and solved as a function optimization problem with the given user characteristics and structure blueprint of the social network. To compensate for the lack of efficiency and prevent overfitting, the low-rank approximation is adopted in USMDM. To obtain more accurate results with limited datasets, the weak law of large numbers is employed to further transform the USMDM into a more capable algorithm for link prediction. Compared with other methods, the USMDM algorithm requires user information and network topology information. The network topology information includes local information and global information; in particular, the acquisition of global information takes more time. Therefore, the time cost of the method is high. Social network community discovery has been studied by scholars [47] - [51] . The accuracy of community discovery can be improved by using an ideal social network which can be obtained through the USMDM. This is the next research direction. In future research endeavors, image analysis will be the core focus. The countless pictures that users post daily on a platform can be an asset of great potential in precise link prediction. They are especially useful for information gathering, given the immense amount of information that an image can deliver.
