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Gaussian statistics as an emergent symmetry of the stochastic scalar Burgers equation
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Symmetries play a conspicuous role in the large-scale behavior of critical systems. In equilibrium they allow
to classify asymptotics into different universality classes and, out of equilibrium, they sometimes emerge as
collective properties which are not explicit in the “bare” interactions. Here we elucidate the emergence of
an up-down symmetry in the asymptotic behavior of the stochastic scalar Burgers equation in one and two
dimensions, manifested by the occurrence of Gaussian fluctuations even within the time regime controlled by
nonlinearities. This robustness of Gaussian behavior contradicts naive expectations, due to the detailed relation
—including the lack of up-down symmetry— between Burgers equation and the Kardar-Parisi-Zhang equation,
which paradigmatically displays non-Gaussian fluctuations described by Tracy-Widom distributions. We reach
our conclusions via a dynamic renormalization group study of the field statistics, confirmed by direct evaluation
of the field probability distribution function from numerical simulations of the dynamical equation.
I. INTRODUCTION
Spontaneous symmetry breaking is a basic notion in
Physics underlying collective behavior in classical and quan-
tum systems [1]. Among other important phenomena, it pro-
vides the mechanism for continuous phase transitions in equi-
librium Statistical Mechanics, wherein the macroscopic state
of a system shows a reduced symmetry compared with the mi-
croscopic interactions when temperature T is below a certain
threshold Tc. As is well known, the corresponding (critical)
system is remarkably characterized by scale-invariant behav-
ior right at T = Tc [2]. The converse situation of emergent
symmetries occurs when the system symmetries increase for
a decreasing T [3]. This can occur even for non-equilibrium
systems, whose large-scale behavior can display symmetries
which are not explicit in the microscopic description. Recent
examples include driven exciton-polariton condensates [4],
which give rise to novel dynamic universality classes beyond
the standard classification of dynamical phase transitions [5].
Actually, the generalization of the criticality concept to
non-equilibrium conditions is proving itself a truly fruitful
avenue to enlarge the domain of applicability of Statistical
Physics, to e.g. socio-technological [6] or living [7] systems.
In this process, an important conceptual role is being played
by the elucidation of conditions for the generic occurrence of
critical behavior without the need (in contrast with equilib-
rium systems) for parameter tuning, both in the presence or
absence of a time-scale separation between external driving
and system relaxation, termed self-organized criticality (SOC)
[8] or generic scale invariance (GSI), respectively [5, 9]. A
prime example for GSI is the Kardar-Parisi-Zhang (KPZ)
equation for a scalar time-dependent field h(r, t), namely,
∂th = ν∇2h+ (λ/2)(∇h)2 + η, (1)
〈η(r, t)η(r′, t′)〉 = 2Dδ(r− r′)δ(t− t′), (2)
where ν,D > 0 and λ are parameters, r ∈ Rd, and η is non-
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conserved, zero-mean, uncorrelated Gaussian noise. Having
been seminally put forward [10] right at the crossroads among
important domains of non-equilibrium phenomena—like ran-
domly stirred fluids, polymer dynamics in disordered media,
and surface kinetic roughening—, the KPZ equation is re-
cently being found to describe the universal behavior of a
surprisingly wide range of strongly correlated systems [11],
like bacterial range expansion [12], diffusion-limited growth
[13], turbulent liquid crystals [14], classical non-linear oscil-
lators [15], stochastic hydrodynamics [16], reaction-limited
growth [17], random geometry [18], superfluid exciton polari-
tons [19], or incompressible polar active fluids [20].
As elucidated analytically in one dimension (1D) [21, 22]
and numerically in 2D [23, 24], a remarkable trait of the KPZ
universality class is the statistics of the fluctuations of the
field h, which happens to depend on global constraints on
the dynamics, like the eventual time-dependence of the sys-
tem size [11, 25]. The probability distribution function (PDF)
for a suitably rescaled field is universal and of the celebrated
Tracy-Widom (TW) family [25]. In particular, the universal
non-zero skewness for such PDF is interpreted [26] as reflect-
ing a privileged direction for fluctuations in h (e.g., a specific
growth direction for the surface of a thin film [27, 28]), as
could be guessed by the lack of up-down symmetry of Eq. (1)
under h ↔ −h [26]. Likewise, e.g. the nonlinear molecular-
beam epitaxy (NLMBE) equation, a conserved-dynamics gen-
eralization of Eq. (1) which also lacks the up-down symme-
try [26–28], similarly displays non-zero skewness, even if the
PDF does not belong to the TW family [29].
For continuum models related with Eq. (1), which are fre-
quently employed to explore critical dynamics far from equi-
librium [28], we show in this article that the statistics of the
evolving fluctuating field can differ from expectations based
on straightforward analysis of the symmetries of its “micro-
scopic” description. Indeed, taking the celebrated 1D Burg-
ers equation [30] and its scalar 2D generalizations [31, 32] as
representative cases, we find that Gaussian statistics are more
robust than might have been expected when the large-scale
behavior is controlled by a nonlinearity which breaks the up-
down symmetry. Specifically, the stochastic scalar Burgers
2equation reads [33, 34]
∂tφ = ν∂
2
xφ+ λφ∂xφ+ η, (3)
where η is non-conserved noise exactly as in Eq. (2). In the
absence of noise, Eq. (3) is obtained as the space-derivative of
the deterministic Eq. (1), with φ = ∂xh [10]. The full stochas-
tic Eq. (3) can still be interpreted as a generalization of Eq. (1)
for a specific type of space-correlated noise, see e.g. [35]. We
presently view Eq. (3) as an instance of conserved dynam-
ics with non-conserved noise (hence displaying GSI [5, 9])
which shares with Eq. (1) the celebrated Galilean invariance
[33] (i.e., it remains invariant under a Galilean change of coor-
dinates) and the lack of symmetry under reflection in the field,
φ ↔ −φ. Equation (3) also shares the type of dynamics and
noise, and the lack of up-down symmetry, with the NLMBE
equation. However, as shown below, and in contrast with the
cases of the latter and of the KPZ equation, the field statistics
predicted by Eq. (3) are Gaussian at large scales, an effective
up-down symmetry emerging in its asymptotic nonlinear be-
havior. We reach this conclusion through a combined numer-
ical and renormalization-group (RG) study which addresses
the statistics of the physical field through its cumulants (ana-
lytically), and the full PDF (numerically).
Actually, Burgers equation, Eq. (3), is by itself another
paradigm for non-equilibrium physics, appearing in many dif-
ferent contexts, like traffic models, cosmology, or turbulence,
with different meanings for the field φ, like vehicle density,
mass density, or fluid velocity, respectively [30]. Moreover,
the scalar Eq. (3) can be generalized to d = 2 as, e.g. [32]
∂tφ = νx ∂
2
xφ+ νy ∂
2
yφ+ λxφ∂xφ+ λyφ∂yφ+ η. (4)
The particular λy = 0 case was originally introduced by Hwa
and Kardar (HK) as a continuum model of avalanches in run-
ning sandpiles [31] in the SOC context. We refer to the full
Eq. (4) as the generalized Hwa-Kardar (gHK) equation.
II. GENERIC SCALE INVARIANCE
Both the KPZ and the stochastic Burgers equations exhibit
GSI [5, 9, 27]: for arbitrary parameter values, the varianceW 2
of the field grows with time t as W ∼ tβ up to a saturation
value Wsat ∼ Lα at time tsat ∼ Lz, where L is the lateral
system size and β = α/z. Universality classes occur, which
are characterized by the values of the roughness or wandering
exponent α (related with the fractal dimension of field config-
urations [27]) and of the dynamic exponent z which charac-
terizes the critical dynamics of these systems [5, 28], and by
the statistics of fluctuations in the field, normalized as
X(x,∆t, t0) =
∆φ−∆φ
(Γ∆t)β
, (5)
where∆φ(x,∆t, t0) = φ(x, t0 +∆t)− φ(x, t0), bar denotes
space average,Γ is a normalization constant [36], and∆t≫ 1
will be assumed. The statistical distribution of the fluctuations
can differ before (t0 = 0,∆t ≪ tsat) and after (t0 > tsat)
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FIG. 1: S(k, t) vs k for increasing times [bottom to top, (a) t =
0.32, 5.1, 82, 1300; (b) t = 0.8, 6.4, 51, 410] for (a) Eq. (3), L =
214, and (b) Eq. (4) [cuts of S(kx, ky) for ky = 0, L = 2
9], for
ν = λ = νx = λx = νy = λy = D = 1. Insets show S(km, t)
vs t. Straight lines have the indicated slopes, with dashed lines using
the exponent values given in Table I. All units are arbitrary.
Equation αx αy zx zy β
1D Burgers 0 not defined 1 not defined 0
Hwa-Kardar −1/5 −1/3 6/5 2 −1/6
g Hwa-Kardar −1/3 −1/3 4/3 4/3 −1/4
TABLE I: Scaling exponents for Eqs. (3), (4) [31–33, 35, 37, 38].
saturation. For instance, for the 1D KPZ equation in band
geometry the statistics are provided by the TW PDF for the
largest eigenvalue of randommatrices in the Gaussian Orthog-
onal Ensemble for t0 = 0,∆t ≪ tsat and by the Baik-Rains
distribution for t0 > tsat and∆t/t0 < 1 [11, 36].
The scaling exponents of Eqs. (3) and (4) have been inves-
tigated analytically [31–33, 35] and numerically [32, 37, 38],
and are collected in Table I. Note, HK scaling is anisotropic,
hence the different exponent values along the x and y direc-
tions, while αx/zx = αy/zy = β [37]. As an illustration, Fig.
1(a) shows the time evolution of the structure factor for Eq.
(3), S(k, t) = 〈|φ˜(k, t)|2〉, where tilde is space Fourier trans-
form, k is wave vector, and brackets are noise averages. Here
and below, numerical simulations employ the pseudospectral
method developed in [39] for periodic systems. As expected,
for |k| larger than the inverse correlation length, power-law
behavior ensues as S(|k|) ∼ |k|−(2α+d) [26–28]. For Eq. (3),
the system crosses over from linear behavior at short times
and large |k| [the |k|-dependent behavior of S(|k|) ∼ |k|−2
being induced by the linear term in the equation] to nonlinear
behavior at long times and small |k|, where S(|k|) ∼ |k|−1,
inducing α = 0. In turn, z = 1 is implied [inset of Fig. 1(a)]
by the S(km, t) ∼ t(2α+d)/z scaling at the smallest wave vec-
tor in the system, km = 2π/L [26–28]. The α = 0, z = 1
values thus obtained for the asymptotics of Eq. (3) equal, in-
cidentally, those of a linear, non-local continuum model that
describes diffusion-limited erosion (DLE) [26, 40]. The nu-
3merical data in Fig. 1(b) can be similarly discussed to justify
the corresponding entries in Table I for the asymptotic behav-
ior of the gHK equation in d = 2, see likewise [37] for HK.
III. DYNAMICAL RENORMALIZATION GROUP
ANALYSIS
While α ≤ 0 as in Table I usually indicates that d is at or
above the upper-critical dimension dc [1, 2], for Eqs. (3) and
(4) dc = 4 has been demonstrated [31, 33]. Specifically, for
Eq. (3) α = 0 suggests the validity of the Gaussian approxi-
mation, while asymptotics is nonlinear. Hence, it is interest-
ing to study the scaling behavior of this equation in detail. We
resort to a dynamic RG (DRG) analysis, which has been suc-
cessfully employed in this context [33, 41], being based on an
iterative solution of Eq. (3) in Fourier space, where it reads
G(k, ω)ηˆ = G0(k, ω)ηˆ + λG0(k, ω)× (6)
× (ik)
∫ ∞
−∞
dΩ
2π
∫ Λ0
−Λ0
dq
2π
G(q,Ω)ηˆ G(k − q, ω − Ω)ηˆ,
with G0(k, ω) = (−iω + νk2)−1, G(k, ω) = (−iω +
ν˜(k)k2)−1, G(k, ω)ηˆ = φˆ(k, ω), hat is space-time Fourier
transform, k is wave-number, ω is time frequency, and i is the
imaginary unit. After coarse-graining and rescaling, the one-
loop DRG flow for parameters ν, λ, and D reads [33] (see
Appendix A 1 for details)
dν
dℓ
= ν
(
z − 2 + 6
π
λ2D
ν3
)
, (7)
dλ
dℓ
= λ(α + z − 1), dD
dℓ
= D(z − 2α− 1). (8)
Requesting scale invariance at a non-linear (λ 6= 0) critical
point leads to α + z = 1, associated with the Galilean invari-
ance of Eq. (3). Non-trivial fluctuations (D 6= 0) require non-
renormalization of the noise, leading to hyperscaling [27, 33],
2α+d = z (with d = 1), due to the fact that dynamics are con-
served but the noise is not [9]. These two scaling relations are
believed to hold at any order in the loop expansion [31, 33].
They provide an equation set for α and z whose unique solu-
tion in d = 1 (2) is the Burgers (gHK) row in Table I [42].
A. DRG evaluation of cumulants
Having determined the scaling exponents, we henceforth
perform a partial RG transformation only, which omits the
rescaling step. This allows to make explicit the scale-
dependence of the equation parameters, as proposed in [41].
While λ and D do not renormalize and are thus scale-
independent, the coarse-grained linear coefficient ν˜(k) de-
pends on wave vector as ν˜(k) ≃ (6Dλ2/π)1/3|k|−1 (see Ap-
pendix A 1 for details). We exploit this fact to estimate by
DRG the cumulants of the statistical distribution of φ, fol-
lowing the methodology successfully employed for the KPZ
[43–45] and NLMBE [46] equations. Thus, the n-th cumulant
reads
〈φn〉c =
∫
R2(n−1)
G(kn, ωn)Ln
n−1∏
j=1
dkjdωj
(2π)2
G(kj , ωj), (9)
where kn = −
∑n−1
j=1 kj , ωn = −
∑n−1
j=1 ωj , and the function
Ln needs to be perturbatively computed (see Appendix A 2
for details). Finally,
〈φn〉c = A
Dn−1λ3n−2
∫
R2(n−1)
G(kn, ωn)kn
×
n−1∏
i=1
dkidωi
(2π)2
kiG(ki, ωi)|G(ki, ωi)|2, (10)
where A = π2n−
1
2 inΓ(n − 12 )K/[n!(n − 1)3n22n−1]. Inte-
gration of Eq. (10) for n = 2 yields the variance of φ,
〈φ2〉c = 1
(3072π2)1/3
(
D
λ
)2/3 ∫
R
dk
|k| , (11)
whose logarithmic divergence (∼ lnL) agrees with the ex-
pected value of the roughness exponent, α = 0 [26, 40].
For odd cumulants (odd n), after integration
in ω1, ..., ωn−1, the integrand of Eq. (10) equals
kng(k1, ..., kn)
∏n−1
i=1 ki, where all ki in g(·) are to be
taken in absolute value. Now, this expression is antisym-
metric under the transformation ki 7→ −ki, which maps the
semispace S+ = {(k1, ..., kn−1) ∈ Rn−1|
∑n−1
i=1 ki > 0}
into S− = {(k1, ..., kn−1) ∈ Rn−1|
∑n−1
i=1 ki < 0}. Hence,
the integral over the full Rn−1 cancels exactly. Thus, all the
odd cumulants of the φ distribution are zero, leading to a
symmetric PDF [47, 48].
The fourth cumulant is estimated by means of analytical
integration in time frequencies ωi and numerical integration
in wavenumbers kj . Specifically, using a lower cut-off for the
latter, µ ∝ 1/L in the 10−3 − 10−8 range, the integral (to
simplify the notation, we drop ω-dependences in G and L4)
∫∫∫
R3
3∏
i=1
dωi
2π
∫∫∫
µ≤|kj |≤Λ0
3∏
j=1
dkj
2π
G(k1)G(k2)G(k3)
×G(−k1 − k2 − k3)L4(k1, k2, k3) (12)
diverges as 〈φ4〉c ∼ (lnL)1.05 [see Appendix A3 for de-
tails]. Thus, the excess kurtosis of the distribution, K =
〈φ4〉c/〈φ2〉2c , vanishes for increasing system size (L→∞).
IV. DIRECT NUMERICAL SIMULATIONS
With null odd cumulants and an excess kurtosis which de-
creases for increasing L, these analytical results indeed sug-
gest Gaussian statistics for the field fluctuations in the stochas-
tic Burgers equation (3). The exact cancellation of the odd
cumulants is particularly remarkable, in view of the lack of
up-down symmetry in the equation. Given the approximations
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FIG. 2: Fluctuation histogram [(a), (b)] from direct simulations of
the Burgers (), HK (△), and gHK (▽) equations, Eqs. (3) and (4).
Here,X is as in Eq. (5), blue (red) denotes t0 = 0,∆t≪ tsat (t0 >
tsat), with ∆t ≫ 1 as discussed after Eq. (5). The solid line shows
the exact Gaussian PDF. Full time evolution of the (c) skewness, S
and (d) excess kurtosis, K. Symbols as in (a,b). Convergence to
Gaussian (zero) values occurs in all cases.
made in our one-loop DRG analysis, we have carried out di-
rect numerical simulations of the Burgers, the HK, and the
gHK equations, in order to explicitly compute the full PDF in
each case. Histograms have been constructed for times both
in the nonlinear growth regime (t0 = 0,∆t ≪ tsat) and af-
ter saturation to steady state (t0 > tsat), using L = 2
20 for
Burgers and L = 210 for the HK and gHK equations; other
parameters are as in Fig. 1. In all cases the PDF is Gaussian
to a high precision, compare the symbols in Fig. 2 with the ex-
act Gaussian form (solid line). More quantitatively, Fig. 2 also
shows the time evolution of the skewness S = 〈φ3〉c/〈φ2〉3/2c
and excess kurtosis K. While S(∆t) remains essentially null
in all cases for Eqs. (3) and (4), convergence of K to zero re-
quires sufficiently large∆t, specially for Eq. (3). All this sup-
ports our conclusions from the DRG analysis of the stochastic
Burgers equation.
V. DISCUSSION
Let us note that, since the scaling exponents of Eqs. (3) and
(4) fulfill hyperscaling, as does any linear model [26], an inter-
esting consequence of our results is that evolution equations
can be formulated which share with Eqs. (3) and (4) both,
the exponent values and the Gaussian statistics, but which are
linear (thus, up-down symmetric)! Namely, the Gaussian ap-
proximation becomes exact. Indeed, by writing
∂tφ˜ =
(−
d∑
i=1
|ki|zd
)
φ˜+ η˜, (13)
-0.2
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FIG. 3: Profiles described by Eq. (3) in the linear (a) and non-
linear (b) regimes for parameters as in Fig. 1. Parallel straight
lines are guides to identify sawtooth-like patches. The slope his-
togram for time as in (a) [(b)] appears in (c) [(d)], where S =
(∂xφ − ∂xφ)/std(∂xφ) is normalized slope. The S > 0 tail (red
squares) is reflected to facilitate comparison with the S < 0 (blue
triangles) data.
the choice z1 = 1 in d = 1 (the continuum DLE model [26,
40]) yields the asymptotic behavior of Eq. (3), while in d =
2, choosing z2 = 4/3 provides the exponents and Gaussian
statistics of the gHK equation, and similarly for the HK model
using z2 = 6/5 and dropping the ky-dependence [37].
Focusing on the stochastic Burgers equation, it is the non-
linear term φ∂xφ which is responsible for the up-down asym-
metry, and it indeed plays an essential role in the nontrivial be-
havior described above. Actually, we can rationalize the emer-
gence of the up-down symmetry in the asymptotic nonlinear
regime by considering the effect of this term when isolated,
i.e. for the inviscid deterministic Burgers equation, whose so-
lutions are know analytically [30, 49]. Note that this nonlin-
earity also breaks the left-right (x ↔ −x) symmetry in the
system and indeed, as is well known, it generically induces
sawtooth-like profiles [30, 49, 50], which notably are symmet-
ric around their mean under a combined (x, φ) ↔ (−x,−φ)
reflection. Analogous behavior also occurs in the full stochas-
tic Burgers equation, becoming even apparent to the naked
eye in the asymptotic regime. It is illustrated in Fig. 3, where
typical morphologies are shown in the linear and nonlinear
regimes. For the latter, the parallel straight lines allow to iden-
tify portions of the profile which are “noisy sawtooths”. Quan-
titative confirmation is provided by the slope histogram P (S),
obtained for the corresponding linear and nonlinear regimes
and also given in Fig. 3. While the distribution of slopes
is symmetric for times dominated by the linear term in Eq.
(3), the histogram becomes non-symmetric in the nonlinear
regime, large positive slopes being much more frequent than
before due to the appearance of the abrupt jumps in the φ val-
ues that can be seen in Fig. 3(b), reminiscent of deterministic
sawthooths. Thus, we believe that the asymptotic emergence
of the up-down symmetry in Eq. (3) can be traced back to
5the deterministic form of solutions induced by its nonlinear-
ity, this mechanism being also operative in the HK and gHK
equations. However, the competition with noise remains far
from trivial in these systems, whose solutions, analogously to
the KPZ case [10], differ quite strongly with those of their
deterministic counterparts.
VI. SUMMARY AND CONCLUSIONS
In summary, we have obtained that, although the asymp-
totic behavior of the universality class of the Burgers equation
with non-conserved noise in d = 1, 2 is controlled by non-
linear terms that break the up-down symmetry, the statistics
are nonetheless Gaussian. This remains true under strongly-
anisotropic perturbations, e.g. by setting λy = 0 in the gHK
equation to obtain the HK equation, with different exponents
but still Gaussian statistics. Our result is in spite of the close
relation of Eqs. (3) and (4) with the KPZ equation, whose
statistics are paradigmatically non-Gaussian, and contrasts
with the non-zero skewness of the NLMBE equation too [29].
Overall, Gaussian statistics can hence emerge for suitable
systems whose bare interactions break the symmetries that
one might naively associate with the former, at least when
such symmetries are broken as in the KPZ case. We hope
that our results may aid in the challenge of fully understand-
ing fluctuations in spatially-extended systems far from equi-
librium.
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Appendix A: DRG analysis of the 1D stochastic Burgers
equation
1. Propagator renormalization
Working within the one-loop approximation, the renormal-
ized propagator G(k, ω) of the stochastic Burgers equation
reads [27, 33], to lowest order in λ,
G(k, ω) = G0(k, ω) +G
2
0(k, ω)Σ0, (A1)
the Feynman representation of this equation being depicted in
Fig. 4(a). Hence, Σ0 is computed as
Σ0 = 4λ
2
∫ > dq
2π
ik i(k − q)
∫ ∞
−∞
dΩ
2π
× |G0(q,Ω)|2G0(k − q, ω − Ω). (A2)
After integration in Ω, taking the long-time limit ω → 0,
Σ0 = −4λ2
∫ > dq
2π
Dk(k − q)
ν2q2(k2 − 2kq + 2q2)
= −4λ2
∫ > dq
2π
[
3Dk2
4ν2q4
]
+O(k3)
=
6Dλ2k2
ν2πΛ3(ℓ)
(e−3ℓ − 1) +O(k3). (A3)
As we are interested in the large-scale behavior, only the
lowest order in k will be considered. Now, after identifying
k = Λ0e
−ℓ, we can compute the renormalized ν˜(ℓ) from Eq.
(A1) in the long-time limit, as G(k, 0) = [ν˜(k)k2]−1 [41],
1
ν˜(ℓ)k2
=
1
νk2
+
1
ν2k4
6Dλ2k2
ν2πΛ3(ℓ)
(e−3ℓ − 1)
⇒ 1
ν˜(ℓ)
=
1
ν
[
1 +
6Dλ2
ν3πΛ3(ℓ)
(e−3ℓ − 1)
]
⇒ ν˜(ℓ) = ν
[
1− 6Dλ
2
ν3πΛ3(ℓ)
(e−3ℓ − 1)
]
.
This equation can be rewritten as a differential flow, thus
dν˜
dℓ
=
18Dλ2
ν2πΛ3(ℓ)
, (A4)
whose solution for the initial condition ν˜(0) = ν is
ν˜(ℓ) =
[
ν3
3
+
6Dλ2
ν3πΛ30
(e3ℓ − 1)
]1/3
. (A5)
In the large-scale limit when ℓ ≫ 1, the renormalized coeffi-
cient ν˜ scales with the wavenumber k as [33]
ν˜(k) ∼
(
6Dλ2
ν3π
)1/3
|k|−1. (A6)
This equation is explicitly given in the main text.
2. Cumulants
The n-th cumulant of the field fluctuations reads, for the 1D
stochastic Burgers equation,
〈φn〉c =
∫
R2(n−1)
G(kn, ωn)Ln
n−1∏
j=1
dkjdωj
(2π)2
G(kj , ωj),
(A7)
where kn = −
∑n−1
j=1 kj , ωn = −
∑n−1
j=1 ωj . The functionLn
is perturbatively computed to one loop order [43–46] as
Ln = (2D)δn,2 + Ln,1, (A8)
where Ln,1 = K(2D)
nλninkn
∏n−1
j=1 kj ln,1 is the lowest-
order correction in the Feynman expansion of the cumulants
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FIG. 4: Feynman diagrams representing (a) Eq. (A1) and (b) the
lowest-order corrections to the cumulants, Ln,1, for n = 2, 3, 4, left
to right. Bare propagator factors G0(q) evaluated for low [|q| <
Λ(ℓ)] and high [Λ(ℓ) < |q| < Λ0] wave vectors correspond to solid
and dashed lines, respectively. Noise contractions (convolution prod-
ucts) are represented by open (filled) disks.
and K = (2n − 2)!! is a combinatorial factor (number of
different fully-connected diagrams). Diagrammatic represen-
tations for L2,1, L3,1, and L4,1 correspond to the amputated
parts of the diagrams shown in Fig. 4(b).
As we are interested in the (ki, ωi)→ (0, 0) limit,
ln,1 =
∫ ∞
−∞
dΩ
2π
∫ > dq
2π
|G0(q,Ω)|2n, (A9)
where the integration domain in
∫ >
is the region {q ∈
R|Λ(ℓ) = Λ0e−ℓ < |q| < Λ0}. After integration, and substi-
tuting ν → ν˜(Λ),
ln,1 =
√
πΓ(n− 12 )
n!
(
6Dλ2
π
)2n−1 2
(
1− e−(4n−3)ℓ)
(4n− 3)Λ2n−2(ℓ) . (A10)
We rewrite this equation in differential form as
dln,1
dℓ
=
√
πΓ(n− 12 )
n!
(
6Dλ2
π
)2n−1 2Λ2n−2(ℓ) , (A11)
whose solutions for large ℓ become
ln,1(ℓ) ≃
√
πΓ(n− 12 )
n!
(
6Dλ2
π
)2n−1
(n− 1)
1
Λ2(n−1)(ℓ)
. (A12)
Due to the symmetry among k1, . . . , kn−1, we take [43–46]
ln,1(k) =
√
πΓ(n− 12 )
n!
(
6Dλ2
π
)2n−1
(n− 1)
n−1∏
i=1
1
k2i
. (A13)
For n > 2, as |G(k, ω)| = |k|−zf(ω/|k|z) and z = 1,
where f is a scaling function [f(u) → 1 for u → 0],
k−2i ≃ |G(ki, ωi)|2. Finally,
〈φn〉c = A
Dn−1λ3n−2
∫
R2(n−1)
G(kn, ωn)kn
×
n−1∏
i=1
dkidωi
(2π)2
kiG(ki, ωi)|G(ki, ωi)|2, (A14)
whereA = π2n−
1
2 inΓ(n− 12 )K/[n!(n− 1)3n22n−1]. This is
Eq. (10) of the main text.
3. Kurtosis scaling with system size
The fourth cumulant of the fluctuation distribution has been
estimated for different values of the system size L bymeans of
analytical integration in ω1, ω2, ω3 and numerical integration
in k1, k2, k3. Parameters have been chosen so as to makeA =
1 and 6Dλ2/π = 1. Integration limits in k1, k2, k3 of the
form [1/L, L] have been taken for different values of L in
order to characterize the divergence of the integral with L.
The conclusion is that 〈φ4〉c ∼ (lnL)1.05, see Fig. 5, a result
which is employed after Eq. (12) of the main text.
2.6 2.7 2.8 2.9
log[log(L)]
7.1
7.2
7.3
lo
g(
 
4  
c
)
FIG. 5: Numerical computation of the fourth cumulant in the
[k1, k2, k3] ∈ [1/L, L]
3 region, for different values of L (symbols).
The solid line shows a linear fit of the numerical data, and corre-
sponds to the straight line y = 1.05x + 4.314, hence 〈φ4〉c ∼
(lnL)1.05.
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