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Résumé 
Il a été démontré que les mots sont plus faciles à reconnaître lorsque leur moitié 
inférieure est effacée, laissant leur moitié supérieure intacte, que lorsque leur moitié 
supérieure est effacée. Si la reconnaissance de lettres sous-tend la reconnaissance de mots 
tel qu'il est généralement pris pour acquis, alors un tel effet devrait aussi être présent au 
niveau des lettres, mais ce n'est pas le cas. Le but de ce mémoire a d'abord été 
d'investiguer cette différence entre lettres et mots et, ensuite, de démontrer que la 
préférence pour le haut des mots ne peut pas s'expliquer par les lettres. Finalement, nous 
nous questionnons sur l'existence d'un construit intermédiaire entre lettres et mots et 
proposons les chaînes lexicales. 
 
Mots-clés: Vision, lecture, reconnaissance de mots, reconnaissance de lettres, 
démonstration à l'aide d'un ordinateur, rôle des lettres en reconnaissance de mots. 
 iii 
Abstract 
It has been demonstrated that words are more readily recognized when their lower half 
has been erased, leaving the upper half intact, than when the upper half has been erased. 
If letter recognition subtends word recognition as it is so often assumed, then we would 
expect to find a similar effect with letters, but it is not the case. The goal of this master's 
thesis has first been to investigate this difference between words and letters and then to 
demonstrate that the preference for the upper half of words cannot be accounted for by 
letters. In the end, we look into the existence of a construct between features and words 
and propose that lexical strings could be that construct. 
 
Keywords: Vision, reading, word recognition, letter recognition, computer-assisted 
demonstration, letters in word recognition. 
 
 1 
Table des matières 
 
Résumé................................................................................................................................ ii 
Abstract .............................................................................................................................. iii 
Introduction......................................................................................................................... 2 
Article 1 .............................................................................................................................. 7 
Conclusion ........................................................................................................................ 22 
Liste des ouvrages de référence ........................................................................................ 25 
 
 2 
Introduction 
Il est généralement pris pour acquis que la reconnaissance de mots passe par les 
lettres. Par exemple, dans le modèle DRC ou Dual Route Cascading Model de Coltheart, 
Rastle, Perry, Langdon, & Ziegler (2001), il est proposé que, pour lire un mot à voix 
haute, les observateurs humains reconnaissent d'abord des attributs visuels, que ceux-ci 
servent ensuite à identifier des lettres et que ces lettres servent finalement à former des 
mots en passant soit par un système de conversion graphème-phonème ou par le lexique 
orthographique et possiblement par un système sémantique. Le modèle SERIOL 
(Whitney, 2001), le Spatial Coding Model (Davis, 2010), ainsi que le Interactive 
Activation Model (McClelland & Rumelhart, 1981) sont quelques autres exemples parmi 
de nombreux où il est supposé que la reconnaissance de lettre précède la reconnaissance 
de mots.  
Cependant, qu'en est-il vraiment? Dans les faits, peu d'études se sont intéressées à 
la question et les résultats de celles qui s'y sont intéressé ne permettent pas de trancher 
sur la question. Pelli, Farell et Moore (2003) ont démontré que nous sommes incapables 
de reconnaître les mots directement, en tant que mots, puisque notre efficacité1 pour la 
reconnaissance de mots est inversement proportionnelle au nombre de lettres. Plus 
exactement, ils ont montré que, pour les observateurs humains, l'énergie de contraste 
requise pour atteindre une performance de 64% en reconnaissance de mots est fonction 
linéaire du nombre de lettres du mot, alors qu'elle ne varie essentiellement pas pour un 
                                                 
1 L'efficacité est une mesure de notre utilisation de l'information disponible dans une tâche. Il s'agit d'une 
mesure indépendante de la tâche même et de sa difficulté intrinsèque. Elle se définit mathématiquement 
comme le rapport de l'énergie de contraste nécessaire pour qu'un observateur idéal atteigne un niveau de 
performance donné par l'énergie de contraste nécessaire pour que les observateurs humains atteignent le 
même niveau de performance (par exemple, 64% dans l'étude de Pelli et al.). 
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observateur idéal qui, lui, reconnaît les mots par images. Pelli et collègues ont conclu de 
cette différence entre observateurs humains et idéal que les observateurs humains sont 
incapables de reconnaître les mots directement et que la reconnaissance de mots doit 
donc passer par la reconnaissance d'un sous-élément. Toutefois, ils ont aussi argumenté 
que cette relation linéaire entre le nombre de lettres et l'efficacité démontre que les lettres 
mènent à la reconnaissance de mots. Ceci dit, il est tout à fait envisageable que la 
reconnaissance de mots utilise le même nombre d'attributs et des attributs aux propriétés 
spatiales similaires que ce que prédit la reconnaissance de mots par lettres, sans pour 
autant que la reconnaissance de lettres soit nécessaire à la reconnaissance de mots. 
Dans le même ordre d'idée, alors qu'ils évaluaient la vitesse de lecture à voix 
haute en fonction du niveau de contraste, de la taille de la lettre et de l'excentricité, Chung 
et Tjan (2009) ont découvert que les fréquences spatiales utilisées en reconnaissance de 
mots étaient similaires à celles utilisées en reconnaissance de lettres (telles que rapportées 
par Chung, Legge, et Tjan, 2002). Ils en ont donc conclu que la reconnaissance de mots 
doit être sous-tendue par la reconnaissance de lettres. Cependant, il est encore une fois 
possible que la reconnaissance de mots utilise un nombre similaire d'attributs et des 
attributs avec des propriétés similaires que ce que prédit la reconnaissance de mots par 
lettre, sans pour autant que les mots soient reconnus par lettres. 
Une série d'études récentes portant sur la reconnaissance de lettres et la 
reconnaissance de mots utilisant la technique des bulles (Gosselin & Schyns, 2001; 
Vinette, Gosselin, & Schyns, 2004) suggère une différence importante entre mots et 
lettres (Blais et al., 2009; Fiset et al., 2008, 2009). Dans la technique des bulles, le 
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stimulus est masqué et seules des parties en sont révélées aléatoirement par des 
ouvertures gaussiennes semblables à des bulles qui donnent son nom à la technique. De 
plus, dans le cadre des études de Fiset et al. (2009) et de Blais et al., les bulles 
changeaient dynamiquement, c'est-à-dire qu'elles apparaissaient, grossissaient, avant de 
rapetisser et finalement de disparaître. Blais et al. ont obtenu un patron spatio-temporel 
de la reconnaissance de mots dans lequel ils ont noté que leurs observateurs utilisaient 
plus le haut des mots que le bas pour les reconnaître. En fait, 94% des pixels significatifs 
tombant à l'extérieur du corps de la lettre se situaient sur les ascendants. Un effet 
similaire avait été rapporté un peu plus de cent ans plus tôt par Huey (1908) qui avait 
observé que les mots sont plus faciles à reconnaître lorsque leur bas est effacé, laissant 
leur haut intact, que lorsque le haut est effacé. Blais et al. notèrent cependant que Fiset et 
al., dans leurs études sur des aspects spatial et spatio-temporel de la reconnaissance de 
lettres isolées, n'avaient pas trouvé de préférence pour le haut des lettres; 41% des pixels 
significatifs se trouvaient dans la moitié supérieure des lettres et 59% dans la moitié 
inférieure. La divergence entre les résultats rapportés par Blais et al. et ceux par Fiset et 
al. suggère que la reconnaissance de mots pourrait effectivement utiliser des attributs 
différents de ceux sous-tendant la reconnaissance de lettres. 
La préférence pour le haut des mots a depuis été étudiée par Perea et ses 
collègues. Ils ont d'abord trouvé un effet compatible à l'aide d'un protocole de masked 
priming où un masque est d'abord présenté, suivit d'une amorce, puis du stimulus; 
l'amorce pouvait être complète ou partiellement révélée avec la moitié supérieure ou 
inférieure masquée (Perea, Comesaña, Soares, & Moret-Tatay, 2012). Ils ont ensuite 
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comparé les effets d'amorçage pour des mots et des pseudo-mots et n'ont pas trouvé 
d'effet similaire pour les pseudo-mots (Perea, Comesaña, & Soares, 2012). Finalement, 
ils ont étudié la préférence pour le haut des mots dans le contexte de phrases dans une 
expérience d'oculométrie et ont noté que l'effet était probablement lexical et dû à une 
interaction entre les niveaux de reconnaissances de lettres et de mots (Perea, 2012). 
En bref, quelques études proposent que les lettres soient impliquées en lecture, 
mais leurs résultats pourraient s'expliquer par le fait que la reconnaissance de mots utilise 
autant d'attributs que la reconnaissance de lettres, ainsi que des attributs avec des 
propriétés similaires (Chung & Tjan, 2009; Pelli et al., 2003). D'autres études ont 
souligné une différence entre lettres et mots (Blais et al., 2008; Fiset et al., 2008, 2009), 
mais leurs résultats pourrait s'expliquer par des effets lexicaux, tel que Perea (2012) le 
propose. Plus exactement, il est concevable que la différence entre mots et lettres 
s'explique par le fait les mots contiennent plus de lettres dont les attributs sont dans le 
haut (par exemple, d, f et i, voir Fiset et al., 2008, 2009) ou par le fait que les 
observateurs humains utilisent plus fréquemment ces lettres. Le rôle des lettres en 
reconnaissance de mots reste donc à déterminer. 
Le but de ce mémoire était d'évaluer le rôle des lettres en lecture en tentant 
d'expliquer la reconnaissance de mots par la reconnaissance de lettres. Ainsi, nous avons 
d'abord mesuré avec précision la préférence pour le haut de lettres isolées, de non-mots 
de trois lettres, de mots de trois lettres et de mots de cinq lettres. Les différents types de 
stimuli étaient isolés à l'intérieur de blocs expérimentaux afin d'accroître les effets et afin 
d'éviter que la stratégie appliquée à un type de stimulus n'influence celle appliquée à un 
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autre. Ensuite, grâce à des simulations par ordinateur, nous avons cherché à déterminer 
s'il était possible de prédire la préférence pour le haut des mots à l'aide de la 
reconnaissance de lettres. 
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Abstract 
Contrary to an influential view, we demonstrate that there is no mandatory letter 
bottleneck for word recognition. We report high-resolution data on the spatial distribution 
of diagnostic features for the recognition of individual letters, three-letter strings, and 
three- and five-letter words. We then provide a computer-assisted demonstration showing 
that the greater concentration of diagnostic features in the upper half of words cannot be 
accounted for by the distribution of letter recognition features. 
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It is widely believed that visual word recognition is preceded by a letter 
bottleneck (e.g. Martelli, Majaj & Pelli, 2006; Paap, Newsome & Noel, 1984; Chung & 
Tjan, 2009). The most convincing evidence for the fundamental role of letters comes 
from the Pelli, Farell & Moore (2003) study. These researchers showed that word 
recognition efficiency2 is inversely proportional to word length. They concluded 
parsimoniously that a word is unreadable unless its letters are separately identifiable; i.e., 
that letters are a mandatory bottleneck for word recognition. An alternative explanation to 
the Pelli et al. result is that words are recognized by features distinct from those by which 
letters are recognized, but that word and letter recognition features have similar 
properties. 
More than a century ago, Huey (1908) discovered that words are more readily 
recognized when their lower half was erased, leaving their upper half intact, than when 
their upper half was erased (Huey, 1908; see also Blais et al., 2009; Perea, 2012; Perea, 
Comesaña, & Soares, 2012; Perea, Comesaña, Soares, & Moret-Tatay, 2012). If letter 
recognition is a mandatory bottleneck for word recognition, as proposed by Pelli et al. 
(2003), we should be able to explain this spatial distribution of diagnostic word 
recognition features by the spatial distribution of diagnostic letter recognition features. 
Yet, Fiset et al. (2008) did not find a significant difference in letter-recognition-feature 
density between the upper and the lower halves of letters on average (see also Fiset et al., 
2009; Perea et al., 2012). This supports the alternative hypothesis that words are 
                                                 
2 Efficiency is a task-independent measure of the ability to use the available information. It is 
mathematically defined as the ratio of the human to the ideal observer sensitivity at threshold. The ideal 
observer uses all available information optimally. 
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recognized by features distinct from those by which letters are recognized. Ultimately, 
however, this evidence is inconclusive because letters with a higher concentration of 
features in the upper half, such as letters ‘f’ and ‘i’, might contribute more to word 
recognition and account for the asymmetric distribution. 
Here, we report high-resolution data on the spatial distribution of diagnostic 
features for the recognition of individual letters, three-letter strings, and three- and five-
letter words. We then provide a computer-assisted demonstration showing that the greater 
concentration of diagnostic features in the upper half of words cannot be accounted for by 
the distribution of letter recognition features. We conclude that there is no mandatory 
letter identification bottleneck for word recognition. 
 
General Methods 
Participants 
Thirty-eight native French speakers (26 females; mean age = 23.2, SD = 3.4) 
received monetary compensation for their participation in the experiment. All participants 
had normal or corrected-to-normal visual acuity. All were naive to the goals of the 
experiment. Seven observers participated in the individual letter and word tasks, but not 
in the three-letter string task; 14 participated in the individual letter and three-letter string 
tasks, but not in the word tasks; the remaining 17 participated in all tasks. 
 
Material and Stimuli 
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Stimuli were displayed on an HP p1230 CRT 23” monitor with a resolution of 
1024 x 768 and a refresh rate of 120Hz. The experiment was written in MATLAB using 
functions from the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) on a quad-core 
Dell computer running Windows XP. Observers responded using the keyboard. A chin 
rest was used to maintain a viewing distance of 105 cm. 
The stimuli were individual letters, randomly created three-letter strings, and 
three- and and five-letter words. The three-letter strings were scanned to remove words. 
The 205 three-letter words and 1000 five-letter words were selected from the Lexique 3 
database (New, Pallier, Ferrand, & Matos, 2001). Conjugated verbs and words containing 
diacritics, as well as feminine and plural forms of adjectives were removed from the word 
lists. 
Stimuli were displayed in black lowercase Arial on a white rectangle, spanning 
0.5 degrees of visual angle x-height (6.67 pica), and were only partially revealed on each 
trial, hidden by a gray mask. The width of the white rectangle varied across conditions 
and was set to allow for the widest possible string—a string of m's. The masked stimuli 
were created by first producing an image containing the stimulus (S) on a white 
background. Then, a mask (M) was created, originating either at top (p = 1) or bottom (p 
= -1) of the image and ending at one of seven relative heights (h) spread equally between 
1/6 and 5/6 inclusively. More specifically, the mask was created using the following 
equations: 


 


⋅
−
+⋅=
2
erf1
2
1
σ
hyM ij
 (1) 
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q
iy =
 (2) 
Where M is a matrix of p-by-q elements representing the mask; Mij is the element of the 
matrix at the ith row and jth column; (i, j) are absolute and discrete vertical and 
horizontal coordinates respectively, (0,0) being the top-left corner and (p, q) being the 
bottom-right corner; erf( ) is the Gaussian error function; y is the relative height of a 
given pixel and varies between zero (0) and one (1); σ is the Gaussian cumulative’s 
standard deviation, held constant at 2/147. 
Finally, the mask was applied according to the following equation: 
2
1
2
1
+⋅


−= ijijij MSP
 (3) 
Where P, S, and M are matrices of p-by-q elements representing the image to be 
presented, the original stimulus, and the mask; Pij, Sij, and Mij are elements of the ith 
row and jth column of their respective matrices. Four sample stimuli are shown in 
Figure 1. 
 
Figure 1. Sample stimuli: a) an individual letter, b) a five-letter word, c) a three-letter 
string, and d) a three-letter word. 
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Procedure 
The experiment comprised four identification tasks: an individual letter task, a 
three-letter string task, a three-letter word task, and a five-letter word task. For every task, 
each participant completed 560 trials; 40 for every mask height and mask origin, from 
bottom or from top. The order of tasks was counter-balanced across subjects. 
A black fixation cross was presented on a gray background for 300 ms and was 
followed by a blank screen for 200 ms. Then, a partially revealed stimulus was presented 
on a white rectangle in the middle of a gray screen for 200 ms. When the stimulus 
disappeared, participants were prompted to enter what they had seen using the computer 
keyboard. Participants received no performance feedback during the experiment. 
 
Results and Discussion 
For every stimulus type, we computed 14 hit rates, one for each mask height and 
origin, from bottom or from top. We combined these data points into one index of feature 
concentration asymmetry using the following equation: 


+
−
=
bottomtop
bottomtop
HH
HH
asym  (4) 
Where H stands for hit rates, Htop is a vector of hit rates for masks originating 
from the top and Hbottom, for masks originating from the bottom. A positive index 
indicates a greater concentration of features used in the upper half of the stimuli and a 
negative index, in the lower half. 
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Indices are shown for every subject and task in Table 1. They confirm the 
presence of a significantly greater concentration of features used in the upper half of 
three-letter (asym = 0.12, SD = 0.03, t(23) = 18.22, p < .0001) and five-letters words 
(asym = 0.15, SD = 0.04, t(23) = 21.03, p < .0001; see also Huey, 1908; Blais et al., 
2009; Perea, 2012; Perea, Comesaña, & Soares, 2012; Perea, Comesaña, Soares, & 
Moret-Tatay, 2012), and no significant asymmetry for individual letters all letters 
confounded (asym = 0.01, SD = 0.03, t(37) = 1.45, p = .155; see also Fiset et al., 2008; 
Perea et al., 2012). However, given the variance of the asymmetry index between 
individual letters (SDletters = 0.23), one might hypothesize that the greater concentration of 
diagnostic features in the upper half of words originates from words being recognized by 
letters with a greater concentration of diagnostic features in their upper halves. The 
trouble with testing this hypothesis is that most words can be identified by several subsets 
of letters. Here, we adopted a computer-assisted demonstration approach whereby we 
showed that none of these diagnostic letter subsets could explain the greater 
concentration of diagnostic features in the upper half of words. 
We simulated the recognition of all three- and five-letter words in the lexicon 
10,000 times. For each word, a subset of diagnostic letters was randomly selected and 
randomly permuted. Then, for a given mask height and polarity, the word’s hit rate was 
calculated using the appropriate lexicon and a letter confusion matrix created from the 
individual letter recognition data. The operation, summarized in the following equation, 
was repeated for all words, mask heights, and polarities: 
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Where HW is the predicted hit rate for the current word; W is the selected subset of 
letters from the current word, randomly permuted; Wi is the ith letter; L, the lexicon; and 
M is a confusion matrix created from the individual letter data (the first parameter is the 
letter displayed while the second parameter is the letter answered). Finally, hit rates were 
averaged across words and transformed into an asymmetry index using Equation 4. The 
mean three-letter and five-letter word asymmetry indices are, respectively, 19.35 
(p<.0001) and 32.02 (p<.0001) standard deviations away from the mean of the 
distribution of asymmetry indices produced by the computer simulations. Thus, the 
spatial distribution of diagnostic features for word recognition cannot be accounted for by 
the spatial distribution of diagnostic features for individual letter recognition. 
Letter recognition is known to be impaired by the presence of other neighbouring 
letters (e.g. Bouma, 1970; Pelli et al., 2007). It is conceivable that such crowded letters 
are recognized by a subset of features different than those by which individual letters are 
recognized. It follows that the greater concentration of diagnostic features in the upper 
half of words may originate from words being recognized by crowded letters with a 
greater concentration of diagnostic features in their upper halves. We modified our 
computer simulations to take letter crowding into account by specifying separate 
confusion matrices for each letter position and by creating new confusion matrices based 
on the three-letter string data. We found that crowded letter recognition asymmetries 
account neither for three-letter word recognition asymmetries (z = 7.43, p < .0001), nor 
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for five-letter word3 recognition asymmetries (z = 12.51, p < .0001). We conclude that 
there is no mandatory letter bottleneck for word recognition. 
                                                 
3 For five-letter words, the second, third, and fourth letters of a word were simulated using the nonwords' 
middle letter. 
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Appendix A: tables 
 
Table 1 
Observer asymmetry indices for all four stimuli types. 
Subjects 
Single 
Letters 
Nonword 
trigrams 
Three-letter 
words 
Five-letter 
words 
AB -0.04 0.03 0.10 0.12 
ACG 0.04 0.07 0.10 0.14 
BP -0.02 0.08 0.16 0.20 
CS 0.04 0.05 0.07 0.13 
EF 0.05 0.19 0.13 0.20 
GD 0.00 0.00 0.05 0.14 
JB 0.06 0.06 0.15 0.16 
KD 0.03 0.11 0.15 0.20 
LB -0.02 0.11 0.17 0.20 
MM -0.08 0.08 0.16 0.08 
NA 0.02 0.06 0.13 0.22 
OGVL 0.01 0.07 0.17 0.18 
SA 0.05 0.08 0.12 0.18 
SB 0.00 0.09 0.13 0.14 
SH -0.01 0.06 0.09 0.12 
SM -0.03 0.09 0.13 0.14 
VB 0.00 0.00 0.12 0.14 
AS 0.00  0.12 0.15 
BKT 0.01  0.13 0.12 
IR 0.00  0.18 0.19 
LBD 0.00  0.09 0.13 
MB 0.03  0.08 0.13 
MJ 0.05  0.10 0.11 
RP 0.01  0.13 0.14 
AC 0.00 0.01   
AD 0.03 0.17   
AG 0.00 0.09   
CB -0.07 0.00   
CS2 0.01 0.06   
CS3 0.01 0.06   
DG 0.00 0.13   
FF -0.01 0.09   
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JMP 0.00 0.07   
LG -0.01 0.05   
LTS 0.04 0.06   
PA 0.06 0.15   
RM 0.01 0.02   
SC 0.02 0.08   
 
Table 2 
Individual letter asymmetry indices 
Letter Asymmetry 
a -0.07 
b 0.00 
c -0.01 
d 0.15 
e 0.01 
f 0.58 
g -0.23 
h 0.31 
i 0.36 
j -0.44 
k 0.07 
l 0.20 
m -0.01 
n -0.13 
o 0.01 
p -0.07 
q -0.37 
r 0.36 
s 0.04 
t -0.09 
u 0.26 
v -0.24 
w 0.08 
x -0.09 
y -0.26 
z 0.00 
 
Table 3
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One-sample t statistics (diagonal) for all stimuli types and paired-samples t statistics 
between stimuli types 
 Individual letters 
Three-letter 
strings 
Three-letter 
words 
Five-letter 
words 
Individual 
letters 0.64 -5.61*** -9.16*** -16.53***
Three-letter 
strings 7.05*** -5.60*** -8.34***
Three-letter 
words 15.02*** -3.60**
Five-letter 
words  17.15***
*p < .05; **p < .01; ***p < .001 
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Conclusion 
Dans le but d'explorer le rôle des lettres en lecture, nous avons évalué la 
préférence pour les lettres isolées, les non-mots de trois lettres, les mots de trois lettres et 
les mots de cinq lettres. Nous trouvons une préférence pour le haut des mots de trois 
lettres et de cinq lettres, mais ne trouvons pas de préférence pour le haut des lettres 
isolées. Cependant, comme nous l'avions déjà noté, cette différence pourrait s'expliquer 
par la fréquence des lettres ou par leur utilisation. 
Nous trouvons aussi une préférence pour le haut des non-mots de trois lettres 
(t(30) = 7,05; p < 0,001), mais une préférence moins importante que celle pour les mots 
de trois lettres (t(16) = -5,60; p < 0,001). Quoique nous discuterons de cette préférence 
pour le haut des non-mots de trois lettres en conclusion, il est important de noter que ceci 
nous permet de conclure d'emblée qu'il ne s'agit pas purement d'un effet d'encombrement 
visuel et que les observateurs humains ne rapportaient pas simplement des lettres, c'est-à-
dire qu'un processus d'intégration plus complexe prenait place. 
Afin de répondre à la question originale, à savoir si la reconnaissance de lettres 
peut expliquer la reconnaissance de mots, nous avons réalisé des simulations par 
ordinateur utilisant les données de reconnaissance de lettres isolées. Plus exactement, la 
reconnaissance de mots était simulée par l'Équation 5 où la matrice de confusion M était 
créée à partir des données de la reconnaissance de lettres isolées; la normalisation par la 
somme des probabilités du lexique à chaque lettre servait à simuler l'interdépendance des 
lettres dans le lexique. C'est-à-dire que, si la lettre a est reconnue en première lettre, alors 
les mots commençant par b sont moins probables (en fait, leur probabilité, sans 
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information supplémentaire, est la probabilité de reconnaître un b si la lettre a est 
présentée). Nos simulations ont produit 10 000 indices d'asymétrie pour les mots de trois 
lettres et pour les mots de cinq lettres que nous avons comparé avec ceux de nos 
observateurs humains. Nous trouvons une différence importante entre les indices 
d'asymétrie prédits par nos simulations et ceux observés et donc qu'il est extrêmement 
improbable que la reconnaissance de lettres isolées puisse sous-tendre la reconnaissance 
de mots. 
La préférence significative pour le haut des non-mots de trois lettres suggère que 
l'encombrement (crowding en anglais) pourrait avoir un impact sur la reconnaissance de 
lettres. Nous avons donc réalisé de nouvelles simulations en utilisant les donnés de 
reconnaissance des non-mots de trois lettres. En fait, nous avons créé trois matrices de 
confusion de lettres qui étaient utilisées dans l'Équation 5 selon la position de la lettre 
dans le mot: gauche, milieu ou droite. Nous avons de nouveau obtenu 10 000 indices 
d'asymétrie pour les listes de trois et de cinq mots. En comparant ces indices d'asymétrie 
à ceux des observateurs humains (mots de trois lettres: z = 7,43; p < 0,00001; mots de 
cinq lettres: z = 12,51; p < 0,00001), nous trouvons encore qu'il est extrêmement 
improbable que la reconnaissance de lettres sous-tende la reconnaissance de mots. 
Le but de ce mémoire était d'évaluer le rôle des lettres en lecture. Nous avons 
d'abord mesuré avec précision la préférence pour le haut ou le bas de lettres, de non-mots 
de trois lettres, de mots de trois lettres et de mots de cinq lettres. Ensuite, grâce à des 
simulations, nous avons démontré qu'il est extrêmement improbable que la 
reconnaissance de lettres, même en tenant compte des effets d'encombrement, sous-tende 
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la reconnaissance de mots. Finalement, nous concluons que les lettres ne jouent pas le 
rôle qui leur est habituellement accordé, soit celui d'intermédiaire entre les attributs 
visuels et les mots. 
Cependant, si les lettres ne sous-tendent pas la reconnaissance de mots, quelle 
peut être l'unité orthographique tenant cette fonction? Y a-t-il même un construit 
intermédiaire entre la reconnaissance des attributs visuels et la reconnaissance de mots? 
La préférence pour le haut des non-mots de trois lettres, inattendue et inexplicable par des 
simulations utilisant les données de reconnaissance de lettres isolées, suggère 
effectivement l'existence d'un tel construit. Divisant les non-mots de trois lettres en 
chaînes lexicales et en chaînes non-lexicales, c'est-à-dire en suites de lettres qui existent 
ou non dans les mots, nous trouvons que l'indice d'asymétrie moyen pour les chaînes 
lexicales est comparable à celui des mots (asym = 0.14), alors que celui des chaînes non-
lexicales se rapproche plutôt de zéro (asym = 0.04). Ainsi, nous concluons que la 
préférence pour le haut des non-mots de trois lettres est probablement due aux chaînes 
lexicales et qu'elles pourraient jouer le rôle d'intermédiaire entre attributs visuels et mots. 
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