The problem of finding all functionally independent invariants for a given multi-parameter approximate transformation group is considered. The criterion for approximate function to be invariant under an approximate transformation group is similar to that of Lie's theory and is based on operators of the corresponding approximate Lie algebra. The calculation of invariants of an approximate transformation group reduces to solving the system of linear nonhomogeneous first-order PDEs. The sufficient conditions of compatibility and completeness for these systems are proved.
Introduction
The methods of approximate Lie group analysis outlined in [1, 2] (see in [3] a review of results obtained in this field) have numerous applications to solving ordinary (ODEs) and partial differential equations (PDEs) with a small parameter [4] [5] [6] [7] . Some of them use the representation of equations via invariants of an admitted approximate transformation group. For instance, it is the reduction of an ODE (there is no systematic approach for a system of ODEs), invariant under a solvable Lie group, to an ODE of lower order and quadratures known in classical Lie group analysis [2, 8, 9] . The method is applicable without much modification to an ODE with a small parameter, invariant under the group generated by "zeroth"-order symmetries, i.e., the symmetries of the form X (0) + εX (1) + · · · + ε p X (p) + o(ε p ) with X (0) = 0 [2, 10] . Another classical method is the E-mail address: yulya@mail.rb.ru. symmetry reduction of PDEs [11, 12] (examples of solving PDEs with a small parameter see, e.g., in [1, 4, 5] ). The problem then arises of finding all functionally independent invariants of an approximate transformation group. An infinitesimal criterion for invariants and a theorem on representation of general invariant of an approximate transformation group are proved in [13] .
We consider (with an accuracy o(ε p ), p 0, ε 1) an approximate transformation group G generated by r p operators X α 0 = X α 0 ,(0) + εX α 0 , (1) 
where X α i ,(q) = ξ 
holds.
According to the infinitesimal criterion [13] , the function
is an invariant of r p -parameter approximate transformation group G iff it satisfies the equations
that is similar to the criterion X α I (z) = 0 of classical Lie's theory [8] . Splitting of Eq. (3) by powers of ε leads to p + 1 systems of linear first-order PDEs in components I (q) (z) of invariant (2) ,
Ω 0 is a system of homogeneous equations in function I (0) (z) . If the solution I (0) (z) of Ω 0 is known, then Ω 1 can be considered as a system of nonhomogeneous equations in I (1) (z) . Then, in order to find all independent invariants of form (2) of the approximate group G, we have to investigate the compatibility and completeness of the systems Ω 0 , . . . , Ω p [14] [15] [16] . Generally, systems (4) may not have these properties, even though operators (1) span an approximate Lie algebra. This problem was discussed in [13] . There a sufficient condition of completeness of these systems was given. It was noticed also that systems (4) are compatible, if they are complete and all equations of the system Ω 0 are independent. In Section 2 we prove a sufficient condition for systems (4) to be complete that restates the similar condition of [13] in simplified form. In Section 3 we establish a sufficient condition of compatibility of systems (4), using the ranks of matrices on coordinates ξ l α i ,(q) (z) of operators (1) . Also the examples of finding approximately invariant solutions of PDEs are given.
Completeness of the systems
The theory of linear first-order PDEs [15, 16] (z) , k p − q, obtained as a result of calculating this Jacobi bracket is added to the system Ω k . As is shown in [13] , the Jacobi bracket for equations of the system Ω p−q has the form
Note that operators (1) can be rewritten as X α i = ε i Y α i , i = 0, . . . , p, using the operators
Further, according to the convention on repeated indices, the summation sign over α i from r i−1 + 1 to r i is omitted (we suppose r −1 = 0). Then the sufficient condition of completeness of systems (4) is stated as follows. 
with some coefficients of the form
Proof. Consider the system Ω p−q for arbitrary q = 0, . . . , p. This system involves equations with the operators Y 1 , . . . , Y r q . Equalities (7) (7) hold for these operators with an accuracy better than o(ε p−q ). Therefore, relations (7) are valid for any pair of the operators Y β and Y γ , β, γ = 1, . . . , r q . Equating in (7) the coefficients of the powers of the small parameter yields the equalities
Substitution of relations (8) into the Jacobi bracket (5) for equations of the system Ω p−q provides 
for incompressible liquid, where u = (u, v, w) is the velocity, p is the pressure. The solution of (9), approximately invariant under the symmetries
will be found. Operators (10) span an approximate (up to o(ε)) Lie algebra, since
The corresponding systems (4) have the form
∂I (0) ∂x + 2y
∂y + 2z
∂y + y ∂I (0) ∂z + 2t (1) ∂t + 2x
∂I (1) ∂x + 2y
∂I (1) ∂y + 2z
∂I (1) ∂z + u ∂I (1) ∂u + v ∂I (1) ∂v + w ∂I (1) ∂w + 2p
∂I (1) ∂p + θ(t)
and are not complete. Here (1) and obtain four zeroth-order invariants
where tf (t) − 2f (t) = θ(t).
In Ω 1 the homogeneous equation in I (1) has seven independent solutions. Three of them are independent of I 1,(0) , . . . , I 4,(0) and do not solve the equations ofΩ 0 . Hence we obtain three first-order invariants of the form εI (1) ,
The solution of Eq. (9) is sought in the form
where X = x/t 2 , Y = y/t 2 , Z = z/t 2 are the similarity variables. The substitution of functions
into (9) and splitting by powers of ε reduce Eq. (9) to relation
and linear PDEs
Compatibility of the systems Ω 0 , . . . , Ω p
Investigation of compatibility of systems (4) We
. ., r i , and consider the matrices on coordinates of operators (1),
,
Hence M 0 is a matrix of homogeneous system involving the equations of the system Ω p considered as nonhomogeneous first-order algebraic equations in ∂I (p) (11) and (12) we use the notation
The specific structure of systems (4) allows us to prove the following statement. 
i.e., it is the difference between the number of independent equations in the system Ω p−1 completed by additional equations (13) (0)χα 0 ,(1) . . .χ α 0 ,(q−1)χα 0 ,(q 
. . .
that rankM =R q−1 . We use the notatioñ
.
Matrix M q is reduced to the form
by these transformations so that
In this way the equations in I (p−q) (z) of the form 
The theorem is proved. ✷
Corollary. IfR
If the systems Ω 0 , . . . , Ω p are complete and compatible, the set of independent invariants of the approximate group G is constructed by proceeding as follows [13] . According to the theory of linear homogeneous first-order PDEs [14, 15] , the system Ω 0 has N − R p functionally independent solutions (1) (z), which do not solve the system Ω 0 .
For each pair of the functions
, of the system Ω 2 of nonhomogeneous equations in I (2) (z) can be found. Homogeneous system Ω 2 (corresponding to the case
which do not solve the homogeneous system Ω 1 .
Similarly proceeding with the systems Ω 3 , . . . , Ω p and renumbering the lower indices, we establish that the approximate transformation group G possess N − R 0 invariants of the form
Here the only nonzero commutators are [X 1 , 
∂I (0) ∂t + 2xy
∂I (0) ∂y − yu ∂I (0) ∂u = 0, 2tx
∂I (0) ∂x + 2xy
∂I (1) ∂t + 2xy ∂I (1) ∂x + (y 2 − x 2 + t 2 ) ∂I (1) ∂y − yu ∂I (1) ∂u = 0, 2tx
∂I (1) ∂x + 2xy ∂I (1) ∂y − xu ∂I (1) ∂u = 0, x ∂I (1) ∂y − y ∂I (1) ∂x + t ∂I (0) ∂t + x ∂I (0) ∂x + y ∂I (0) ∂y − 2u
We expect the function u (0) (t, x, y) in the solution of Eq. (14) coincide with the solution
But it is not the case by reason of incompatibility of the system Ω 1 .
The 2 imply that the systems Ω 0 , Ω 1 are complete. Here The conditionR 1 =R 0 + R 1 of corollary does not hold, sincẽ
According to Theorem 2, the compatibility condition for systems Ω 0 , Ω 1 providesR 1 − (R 0 + R 1 ) = 1 new equation in I (0) . Indeed, the equation
obtained from the system Ω 1 is independent of the equations of Ω 0 and therefore has to be added to the system Ω 0 . We denoteΩ 0 equations of Ω 0 and Eq. (16) corresponding to the operator X 6 = X 3 + (x 2 + y 2 − t 2 ) −1 (xX 1 − yX 2 ) = ε(t∂ t + x∂ x + y∂ y − 2u∂ u ).
As we have [X 1,(0) , X 6,(0) ] = −X 1,(0) , [X 2,(0) , X 6,(0) ] = −X 2,(0) , [X 3,(0) , X 6,(0) ] = 0, the systemΩ 0 is complete. Thus the group G 5 possess two invariants
where I 1 is the solution ofΩ 0 and I 2,(0) = (x 2 + y 2 − t 2 )/t is the solution of homogeneous system Ω 1 in function I (1) , which does not solve the equations ofΩ 0 . According to [13] the general invariant of G 5 has the form I = ϕ (0) (I 1 ) + εϕ (0) (I 1,(0) , I 2,(0) ) + o(ε).
Hence the approximately invariant solution of (14) can be sought in the form
The substitution of u = t (x 2 + y 2 − t 2 ) −3/2 (C 1 + εϕ(ξ )) + o(ε), where ξ = (x 2 + y 2 − t 2 )/t, into Eq. (14) and splitting by powers of ε lead to an identity in constant C 1 and a linear ODE ϕ + C 
