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a b s t r a c t
Motivated by a practical problem, [Z.W. Cai, P.A. Naik, C.L. Tsai, De-noised least squares
estimators: An application to estimating advertising effectiveness, Statist. Sinica 10 (2000)
1231–1243] proposed a new regression model with noised variables due to measurement
errors. In this model, the means of some covariates are nonparametric functions of an
auxiliary variable. They also proposed a de-noised estimator for the parameters of interest,
and showed that it is root-n consistent and asymptotically normalwhenundersmoothing is
applied. The undersmoothing, however, causes difficulty in selecting the bandwidth. In this
paper, we propose an alternative corrected de-noised estimator, which is asymptotically
normal without the need for undersmoothing. The asymptotic normality holds over a fairly
wide range of bandwidth. A consistent estimator of the asymptotic covariancematrix under
a general stationary error process is also proposed. In addition, we discuss the fitting of
the error structure, which is important for modeling diagnostics and statistical inference,
and extend the existing error structure fitting method to this new regression model. A
simulation study is made to evaluate the proposed estimators, and an application to a set
of advertising data is also illustrated.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Motivated by studying the relationship between awareness and television rating points of TV commercials for Cadbury
Dairy Milk chocolate brand, one of the major chocolate brands in England, [1] proposed a new regression model where
covariables and response are observed with errors over time (considered as an auxiliary variable). This model is proved to
be also useful in marketing science, finance and security analysis. For example, [2] used this model to analyze the risk of
stocks. The details of this model are as follows. Let (ξ1, . . . , ξp; η) be variables of interest that satisfy a linear relationship
η = ξ1β1 + · · · + ξpβp + z1α1 + · · · + zqαq (1.1)
with some additional covariates z1, . . . , zq, where β = (β1, . . . , βp)T and α = (α1, . . . , αq)T are unknown parameters to be
estimated and the superscript (T) denotes the transpose of a vector or matrix. Measurements of (ξ1, . . . , ξp; η; z1, . . . , zq)
are collected over time to yield a data set of {(x1i, . . . , xpi; yi, z1i, . . . , zqi), i = 1, . . . , n}with
xsi = ξs(ti)+ usi for s = 1, . . . , p and yi = ηi + εi, (1.2)
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where ti is the scaled time for the ith measurement such that 0 ≤ ti ≤ 1, usi and εi are measurement errors. The covariates
(z1i, . . . , zqi) are assumed to be observedwithout error andmay include the constant component 1 to represent the intercept
in the model. A key ingredient of model (1.1) is that the ξs are time dependent. In line with usual regression models, (1.1)
and (1.2) may be rewritten as
yi = ξ1(ti)β1 + · · · + ξp(ti)βp + z1iα1 + · · · + zqiαq + εi and xsi = ξs(ti)+ usi, (1.3)
where i = 1, . . . , n and s = 1, . . . , p. Model (1.3) can be viewed as a semiparametric measurement error model with an
auxiliary variable t .
Using awavelet de-noising process, [1] proposed ade-noised least squares estimator (DLSE) for the regression coefficients
β and α when the errors are independent and identically distributed (i.i.d.). The independence assumption on the errors
εi, however, is not always appropriate in applications since η is time dependent. Instead, the errors εi are often serially
correlated and thus should be modeled as a time series. To accommodate the serial correlation in the errors, they further
investigated the estimating problem of model (1.3) when the errors are from a moving average process of infinite order,
denoted by MA(∞), which has the following form:
εi =
∞∑
j=0
φjei−j, with
∞∑
j=0
|φj| <∞, (1.4)
where {ej} are i.i.d. random variables with E(ej) = 0 and Var(ej) = σ 2e < ∞. They derived the asymptotic normality
of the DLSE by using nonparametric undersmoothing. Undersmoothing is not uncommon in nonparametric estimation.
See, for example, [3–6]. However, it introduces difficulty in choosing the bandwidth, as it does not allow a data-driven
choice. In order to overcome this problem, we propose in this paper a corrected de-noised estimator which does not
need undersmoothing and can achieve an optimal strong convergence rate. Moreover, [2] presented a consistent estimator
of the asymptotic covariance matrix only for an AR(1) error process, which is obviously rather restrictive. In this paper,
we construct a consistent estimator of the covariance matrix under a general stationary error process. Furthermore, we
discuss the estimation of the error structure in the model together with other parameters of interest, which is important to
performing model diagnostics and making better statistical inference.
The rest of the paper is organized as follows. In Section 2we propose a corrected DLS estimator, and derive its asymptotic
normality and strong convergence rate. In Section 3,we construct a consistent estimator of the asymptotic covariancematrix
under a general stationary error process. Section 4 investigates the fitting of the error structure. As an ARMAmodel is often a
good approximation of the underlying process of the errors, we restrict Section 5 to the ARMA process and suggest amethod
for determining its order and then estimating the coefficients. Section 6 presents some simulation results and an example of
application on a set of advertising data; this is followed by concluding remarks in Section 7. All proofs of theoretical results
are postponed to Appendix A.
2. DLS estimation and corrected DLS estimator
In this section we first present the DLSE. We assume that the sequence of designs {ti}ni=1 forms an asymptotically regular
sequence [7] in the sense that∫ ti
0
p(t)dt = i− 1
n− 1 ,
where p(·) denotes a positive density function on the interval [0, 1]. Obviously, this implies max1≤i≤n(ti − ti−1) = O(n−1)
with t0 = 0. Like [2]we only de-noise the x variable as the de-noising of ydoes not enhance the performance of the estimator.
It is worthwhile to notice that the results of this paper can be readily extended to cover random as well as multivariate
covariate t .
According to (1.2) we can apply the usual nonparametric method to de-noise ξ(t). Although there are several methods
available in the literature which can be used to screen out noise, for ease of exposition, we use the Nadaraya–Watson kernel
smoother. The de-noised variable ξˆs(t) is given by
ξˆs(t) =
n∑
i=1
ωni(t)xsi for s = 1, . . . , p (2.1)
where ωni(t) = κ((ti − t)/h)/(nh), κ(·) is a symmetric kernel function and h is the bandwidth.
For notational convenience, let X = (X1, . . . , Xn)T ∈ Rn×p, Xi = (x1i, . . . , xpi)T, Ξˆ = (Ξˆ1, . . . , Ξˆn)T ∈ Rn×p, Ξˆi =
(ξˆ1(ti), . . . , ξˆp(ti))T, Z = (Z1, . . . , Zn)T ∈ Rn×q, Zi = (z1i, . . . , zpi)T, Y = (y1, . . . , yn)T ∈ Rn, Ξ = (Ξ1, . . . ,Ξn)T ∈ Rn×p,
Ξi = (ξ1(ti), . . . , ξp(ti))T, U = (U1, . . . ,Un)T ∈ Rn×p, Ui = (u1i, . . . , upi)T, ε = (ε1, . . . , εn)T ∈ Rn. Also define the
following two matrices:
Ωn = 1n
(
Ξ TΞ Ξ TZ
ZTΞ ZTZ
)
, Ωˆn = 1n
(
Ξˆ TΞˆ Ξˆ TZ
ZTΞˆ ZTZ
)
.
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2.1. De-noised least squares estimator
Regressing yi on (ξˆ1(ti), . . . , ξˆp(ti), z1i, . . . , zqi), we obtain the DLSE of (βT, αT)T:(
βˆn
αˆn
)
= (nΩˆn)−1
(
Ξˆ T
ZT
)
Y . (2.2)
In order to present the asymptotic properties of the DLSE (βˆTn , αˆ
T
n)
T, we need the following assumptions.
Assumption 2.1. The ξs(t) are νth-order continuously differentiable for some ν > 1.
Assumption 2.2. The kernel function κ(·) is symmetric with compact support [−1, 1] and∫ 1
−1
κ(t)t jdt =
{1, if j = 0
0, if 1 ≤ j ≤ ν − 1
sκ , if j = ν
where sκ is assumed to be a non-zero constant.
Assumption 2.3. There exist constants c1 and c2 such that 0 < c1 < λmin(Ωn) ≤ λmax(Ωn) ≤ c2 <∞ for all n, where λmin
and λmax stand for the minimum and maximum eigenvalues of a matrix.
Remark 2.1. Assumptions 2.1 and 2.2 are commonly used (cf. [8,9]), and Assumption 2.3 is necessary for deriving the
asymptotic distribution of theDLSE. They are fairlymild.Moreover, the smoothness of ξs(·)may varywith s through different
weight functions, and all results of this paper still hold.
For convenience, we present the asymptotic distribution of DLSE (2.2) here although it is same as that of Theorem 2 in [2].
Theorem 2.1. If Assumptions 2.1–2.3 hold, n1/2hν → 0 and nh2 →∞ as n→∞, then
√
n
[
n−1Ω−1n (Ξ , Z)
TRn(Ξ , Z)Ω−1n + βTΣuβΩ−1n
]−1/2 [(βˆn
αˆn
)
−
(
β
α
)]
→D N(0, Ip+q)
where ‘‘→D’’ denotes convergence in distribution and Rn is the n× n matrix whose (i, j) element is γ (i− j) = E(εiεj).
Remark 2.2. The DLSE in (2.2) uses the Nadararya–Watson kernel smoother, while the one in [2] used a wavelet smoother;
apart from that they are identical. The proof of Theorem 2.1 is similar to that of Theorem 2 in [2] and is thus omitted here.
Remark 2.3. Under Assumption 2.1 the optimal bandwidth h is of order n−1/(2ν+1). Theorem2.1, however, requires a smaller
h between n−1/2 and n−1/2ν , which implies that undersmoothing ξs(t) is needed. To overcome this problem, we propose a
corrected de-noised estimator and show that it is asymptotically normal without the need to undersmooth ξs(t).
2.2. Corrected de-noised least squares estimator
By looking at the proof of Theorem 2 of [2], we realize that the cause of undersmoothing is due to a bias term. From the
definition of (βˆTn , αˆ
T
n)
T we have(
βˆn
αˆn
)
−
(
β
α
)
= (nΩˆn)−1
(
Ξˆ T
ZT
)
(Ξ − Ξˆ)β + (nΩˆn)−1
(
Ξˆ T
ZT
)
ε
where ε = (ε1, . . . , εn)T. Therefore, a natural way to reduce bias is to remove the first term in the decomposition by
subtracting its estimator to define a new DLSE. We suggest the following correction:(
βˆ∗n
αˆ∗n
)
=
(
βˆn
αˆn
)
− (nΩˆn)−1
(
Ξˆ T
ZT
)
(Ξˆ − Ξˆ∗)βˆn (2.3)
where Ξˆ∗ = (Ξˆ∗1 , . . . , Ξˆ∗n )′with Ξˆ∗i = (ξˆ ∗1 (ti), . . . , ξˆ ∗p (ti)), ξˆ ∗s (ti) =
∑n
j=1 ωnj(ti)ξˆs(tj), and refer to (βˆ∗n , αˆ∗n) as the corrected
de-noised linear square estimator (CDLSE).
The next theorem shows that (βˆ∗Tn , αˆ
∗T
n )
T is asymptotically normal and allows a data-driven choice for an optimal
bandwidth.
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Theorem 2.2. Under Assumptions 2.1–2.3, if n1/2h2ν → 0 and nh2 →∞ as n→∞, then
√
n
[
n−1Ω−1n (Ξ , Z)
TRn(Ξ , Z)Ω−1n + βTΣuβΩ−1n
]−1/2 [(βˆ∗n
αˆ∗n
)
−
(
β
α
)]
→D N(0, Ip+q)
as n→∞ where Rn has the same definition as in Theorem 2.1.
Remark 2.4. Note that the range of bandwidth allowed in Theorem 2.2 is between n−1/2 and n1/(4ν). It is a fairly wide range
and clearly includes the optimal bandwidth h = cn−1/(2ν+1).
Remark 2.5. By Theorems 2.1 and 2.2 we can see the CDLSE has the same asymptotic covariance matrix as the DLSE.
According to [2] the DLSE ismore efficient than the traditional adjusted least squares estimators or likelihood-based orthogonal
least squares estimators in the sense of a smaller asymptotic covariance matrix. Thus the CDLSE is also more efficient than
those traditional estimators.
The following theorem presents the optimal strong convergence rate of the CDLSE.
Theorem 2.3. Under the conditions of Theorem 2.2, if supn n
∑∞
j=n |φj| <∞, E(e40) <∞, E‖U1‖4 <∞ and h = cn−1/(2ν+1),
then ∥∥∥∥(βˆ∗nαˆ∗n
)
−
(
β
α
)∥∥∥∥ = O (n−ν/(2ν+1) log n) a.s.
where c is a constant and ‖ · ‖ is the Euclidean norm.
Remark 2.6. From Theorem 2.3 we can see that the CDLSE does not achieve the law of the iterated logarithm. The reason,
we believe, is due to estimating the covariate ξ(ti) nonparametrically.
3. Estimation of the asymptotic covariance matrix
In order to make statistical inferences, such as confidence region construction and hypothesis testing, we need a
consistent estimator of the asymptotic covariance matrix, which is calculated as Ω−1n (Ξ , Z)TRn(Ξ , Z)Ω−1n + βTΣuβΩ−1n .
[2] presented a consistent estimator for the case of AR(1) error processes only. We now study the general case of stationary
error processes by a truncating method.
Define an estimator by Σˆu = n−1(XTDnX− Ξˆ TDnΞˆ)where Dn = In−n−1ιιT is a centeringmatrix with ι = (1, . . . , 1)T ∈
Rn and In is the n× n identity matrix. It is easy to see that under some regularity conditions, this estimator is consistent for
Σu. Therefore, invoking Theorem 2.2 and the fact thatΩn−Ωˆn = op(1), it follows that βˆ∗Tn Σˆuβˆ∗n Ωˆ−1n −βTΣuβΩ−1n = op(1).
This implies that we only need to construct a consistent estimator of (Ξ , Z)TRn(Ξ , Z).
Consider (Ξˆ , Z)TRˆn(Ξˆ , Z) as an estimator of (Ξ , Z)TRn(Ξ , Z) where Rˆn = (γˆ (i − j))n×n with γˆ (i − j) = εˆiεˆj when
|i− j| ≤ kn, and otherwise γˆ (i− j) = 0, kn is a positive integer dependent on n and εˆi is the residual, i.e., for i = 1, . . . , n,
εˆi = yi − ξˆ1(ti)βˆ∗n1 − · · · − ξˆp(ti)βˆ∗np − z1iαˆ∗n1 − · · · − zqiαˆ∗nq
where βˆ∗ns and αˆ∗ns are the sth elements of βˆ∗n and αˆ∗n , respectively.
The next theorem shows the consistency of (Ξˆ , Z)TRˆn(Ξˆ , Z).
Theorem 3.1. Under the conditions of Theorem 2.2, if kn →∞ and k2n/n→ 0 as n→∞, then
(Ξˆ , Z)TRˆn(Ξˆ , Z)− (Ξ , Z)TRn(Ξ , Z) = op(n).
Remark 3.1. Keener et al. [10] used this truncatingmethod to construct a consistent estimator of the asymptotic covariance
matrix in the setting of traditional linear regression models.
4. Estimation of the autocovariance functions
In order to performmodel diagnostics andmake better statistical inference, it is necessary to estimate the error structure
in themodel together with other parameters of interest. For example, in the cases where forecasting problems are involved,
modeling the residual structure may offer more precise forecasting values. For model (1.3) with an MA(∞) error process,
we establish in this section the asymptotic normality of the estimators on the basis of residuals for autocovariance.
According to [11], when {εi} are the observed data, an estimator of the autocovariance function γ (l) at lag l is
γ˜ (l) = 1
n
n−l∑
i=1
εiεi+l, l = 0, 1, 2, . . . .
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Note that in our case the εi are unobservable. Hence, we have to substitute εi with the residuals εˆi = yi− Ξˆ Ti βˆ∗n − ZTi αˆ∗n and
obtain an estimator of γ (l) as
γˆ (l) = 1
n
n−l∑
i=1
(
yi − Ξˆ Ti βˆ∗n − ZTi αˆ∗n
) (
yi+l − Ξˆ Ti+lβˆ∗n − ZTi+lαˆ∗n
)
, l = 0, 1, . . . , n− 1
where Ξˆi and Zi are defined in Section 2.
We have the following asymptotic result for γˆ (l).
Theorem 4.1. If the conditions of Theorem 3.1 hold, E|e0|4+δ <∞ for some δ > 0 and supn→∞ n
∑∞
j=n |φj| <∞, then for any
fixed nonnegative integer m,
n1/2[γˆ (0)− γ (0), γˆ (1)− γ (1), . . . , γˆ (m)− γ (m)]
converges in distribution to a multivariate normal distribution with mean zero and covariance matrix Σ1, where the (s1, s2)th
element of Σ1 is
(ν4σ
2
e − 3σ 4e )γ (s1)γ (s2)+
∞∑
l=−∞
[γ (l)γ (l− s1 + s2)+ γ (l+ s2)γ (l− s1)] with ν4σ 2e = E(e41).
The error process {εi} defined in Section 1 has an infinite-order autoregressive representation in the time domain
εi − ψ1εi−1 − ψ2εi−2 − · · · = ei (4.1)
where ψ(z) = 1 − ψ1z − ψ2z2 − · · · = 1/φ(z), which is bounded away from zero and infinity for |z| ≤ 1, and
φ(z) = 1 + φ1z + φ2z2 + · · ·. Since the orders of models (1.4) and (4.1) are infinite we cannot fit the whole models.
Like [12,13], we can fit moving average and autoregressive models of order k to models (1.4) and (4.1) if k → ∞ at an
appropriate rate with the sample size. We omit the details here.
5. Determining the order and estimating the coefficients
In this sectionwe investigate amethod for determining the orders and then estimating the coefficients of an error process
when it is an ARMA(m0, s0) process, namely
εi = θ1εi−1 + · · · + θm0εi−m0 + ei + pi1ei−1 + · · · + pis0ei−s0
wherem0 and s0 are unknown and 1− θ1z − · · · − θm0zm0 6= 0, 1− pi1z − · · · − pis0zs0 6= 0 for all |z| ≤ 1. We first present
an asymptotic result about the autocovariance functions as follows.
Theorem 5.1. Under the conditions of Theorem 2.3, γˆ (l) − γ˜ (l) = O (n−2ν/(2ν+1) log2 n) a.s. for l = 0, 1, . . . , n − 1, where
γ˜ (l) has the same definition as γˆ (l) except for replacing εˆi with εi. From this result we further get
max
0≤h≤pn
|γˆ (l)− γ˜ (l)| = O (pnn−2ν/(2ν+1) log2 n) a.s.
where pn →∞ and pn/n→ 0 as n→∞.
On the basis of this, like [14], we can use the following modified Hannan–Rissanen linear procedure to identify the order
of the ARMA error process.
Step 1. Take pn = O[(log n)α0 ], α0 > 1 and fit the data εˆi with an AR(pn) model
εˆi + ζˆ1εˆi−1 + · · · + ζˆpn εˆn−pn = eˆi (5.1)
where εˆi = yi − Ξˆ T(ti)βˆ∗n − ZTi αˆ∗n . ζˆ = (ζˆ1, . . . , ζˆpn)T are obtained from the Yule–Walker equation
ζˆ T
 γˆ (0) . . . γˆ (pn − 1)... ... ...
γˆ (pn − 1) . . . γˆ (0)
 = −(γˆ (1), . . . , γˆ (pn)),
which can be solved by Levinson recursion (stopping at pn). Then by putting εˆi = 0 for i ≤ 0, we obtain eˆi, i = 1, . . . , n,
recursively from (5.1).
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Step 2. For a fixed pair (m, s), take εˆi, eˆi, i = 1, . . . , n, as data (εˆi = 0, if i ≤ 0 or i > n) and assume that
σˆ 2ms = min
θmj,pisj
1
n
n∑
i=1
(
m∑
j=0
θmjεˆi−j −
s∑
j=1
pisjeˆi−j
)2
is minimized at θˆmj and pˆisj (θˆm0 = pˆis0 = 1) where θˆmj and pˆisj satisfy the equation
(θˆm1, . . . , θˆmm, pˆis1, . . . , pˆiss)Γˆ = −(γˆ (1), . . . , γˆ (m),−γˆ εe(1), . . . ,−γˆ εe(−s))
where
Γˆ =

γˆ (0) . . . γˆ (1−m) −γˆ εe(0) . . . −γˆ εe(1− s)
...
...
...
...
γˆ (m− 1) . . . γˆ (0) −γˆ εe(m− 1) . . . −γˆ εe(m− s)
−γˆ εe(0) . . . −γˆ εe(1−m) γˆ e(0) . . . γˆ e(s− 1)
...
...
...
...
−γˆ εe(m− 1) . . . −γˆ εe(m− s) γˆ e(s− 1) . . . γˆ e(0)

,
γˆ εe(l) = n−1∑n−|l|i=1 εˆieˆi+l = γˆ eε(−l) and γˆ e(l) is similarly defined.
Step 3. Suppose that the true orders are (m0, s0). Take M ≥ m0, S ≥ s0 in the region 0 ≤ m ≤ M, 0 ≤ s ≤ S. If
BIC(m, s) = log σˆ 2ms +
m+ s
n
log n
is minimized at (mˆn, sˆn), then (mˆn, sˆn) is the estimate of (m0, s0).
The following theorem shows that (mˆn, sˆn) is a consistent estimator of (m0, s0).
Theorem 5.2. Under the conditions of Theorem 5.1, mˆn → m0 a.s. and sˆn → s0 a.s. as n→∞.
6. Simulation and application
In this section we present some simulation results to demonstrate the finite sample performance of the CDLSE and the
method for determining the order of the error process.
6.1. Comparison between the CDLSE and DLSE
For convenience, we investigate the model
yi = ξ(ti)β + εi, i = 1, . . . , n
where β = 1 and ti = (i− 0.5)/n. For ξ(t)we consider the two choices ξ(t) = sin(2pi t) and ξ(t) = t2. For εi we consider
two choices as well: the AR(1) structure εi = ρεi−1 + ei and the MA(1) structure εi = ρei + ei−1 with ρ = 0.3 or 0.9,
where the ei are standard normally distributed. Themeasure errors ui in xi = ξ(ti)+ui are generated from the U(−0.5, 0.5)
distribution.
Samples of size n = 50, 100, 200, 500 and 1000 are drawn repeatedly. In each case the number of simulated realizations
is 10,000. For the weight function ωni(tj), we use
ωni(tj) = 1nhκ
(
ti − tj
h
)
= 1
nh
1√
2pi
e−
(ti−tj)2
2h2 ,
which is [15]’s weight with a Gaussian kernel. The bandwidth is selected by Cross-Validation (CV). We calculate the biases
and root mean square errors (RMSEs) of the DLSE βˆn, the CDLSE βˆ∗n , and the benchmark estimator β˜n which is defined as
β˜n =
(
n∑
i=1
ξ 2(ti)
)−1 n∑
i=1
ξ(ti)yi (as if ξ(t)were observable).
These results are given in Tables 1–4 below. From Tables 1–4 we can see that the CDLSE βˆ∗n has smaller biases and RMSEs
than the DLSE βˆn in almost all situations with different error structures, different degrees of correlation and regressors, and
different sample sizes. In particular, the differences between the biases of the two estimators are highly significant for large
sample sizes. Moreover, as the sample size n increases, the performance of βˆ∗n gets closer to that of the benchmark estimator
β˜n.
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Table 1
The bias and root mean square error (Rmse) of β˜n, βˆ∗n and βˆn when ξ(ti) = sin(2pi ti) and εi = ρεi−1 + ei .
n Bias(β˜n) Rmse(β˜n) Bias(βˆ∗n ) Rmse(βˆ∗n ) Bias(βˆn) Rmse(βˆn)
ρ = 0.3
50 −0.0005 0.2264 −0.0476 0.2195 0.0926 0.2588
100 −0.0007 0.1620 0.0274 0.1691 0.1896 0.2499
200 −0.0005 0.1140 −0.0009 0.1143 0.1663 0.1942
500 0.0005 0.0720 −0.0224 0.0762 0.1990 0.2021
1000 −0.0006 0.0517 −0.0014 0.0522 0.1757 0.1762
ρ = 0.9
50 −0.0166 1.0801 0.0015 1.1513 0.1415 1.3180
100 0.0007 0.9862 −0.0375 0.9574 0.1140 1.1089
200 0.0028 0.7662 0.0085 0.7731 0.1776 0.9155
500 −0.0037 0.5051 −0.0373 0.4865 0.1294 0.5804
1000 −0.0038 0.3550 −0.0295 0.3746 0.1410 0.4231
Table 2
The bias and root mean square error (Rmse) of β˜n, βˆ∗n and βˆn when ξ(ti) = t2i and εi = ρεi−1 + ei .
n Bias(β˜n) Rmse(β˜n) Bias(βˆ∗n ) Rmse(βˆ∗n ) Bias(βˆn) Rmse(βˆn)
ρ = 0.3
50 −0.0075 0.3461 0.0348 0.3755 0.1755 0.4467
100 −0.0036 0.2494 0.0987 0.2959 0.2335 0.3724
200 0.0007 0.1813 0.0102 0.1895 0.1285 0.2349
500 0.0008 0.1137 0.0168 0.1201 0.1411 0.1780
1000 0.0006 0.0812 0.0409 0.0930 0.1710 0.1803
ρ = 0.9
50 0.0133 1.9924 0.0151 2.1519 0.1286 2.3947
100 0.0027 1.5706 0.0173 1.7269 0.1242 1.9107
200 −0.0217 1.1747 0.0189 1.2842 0.1559 1.4610
500 −0.0163 0.7795 −0.0002 0.8268 0.1216 0.9326
1000 −0.0074 0.5568 −0.0116 0.5691 0.1100 0.6444
Table 3
The bias and root mean square error (Rmse) of β˜n, βˆ∗n and βˆn when ξ(ti) = sin(2pi ti) and εi = ρei + ei−1 .
n Bias(β˜n) Rmse(β˜n) Bias(βˆ∗n ) Rmse(βˆ∗n ) Bias(βˆn) Rmse(βˆn)
ρ = 0.3
50 0.0035 0.2076 −0.0362 0.2051 0.0976 0.2483
100 −0.0008 0.1443 0.0286 0.1513 0.1921 0.1643
200 0.0008 0.1045 0.0370 0.1129 0.2112 0.1254
500 −0.0002 0.0653 −0.0013 0.0657 0.1714 0.0877
1000 0.0002 0.0457 −0.0014 0.0459 0.1748 0.0585
ρ = 0.9
50 0.0027 0.3065 0.0493 0.3233 0.2053 0.4050
100 0.0067 0.2144 0.0452 0.2277 0.2087 0.3100
200 −0.0035 0.1518 0.0179 0.1564 0.1895 0.2407
500 0.0013 0.0952 0.0162 0.0979 0.1921 0.2040
1000 0.0000 0.0674 0.0161 0.0701 0.1946 0.1969
Furthermore, by employing the asymptotic distribution derived in Section 3, we simulated the 95% confidence intervals
using the DLSE βˆn and the CDLSE βˆ∗n and compared their coverage percentages and mean lengths. The simulation results
for these coverage percentages and mean lengths are presented in Tables 5–8 below. These four tables show that the CDLSE
provides substantially higher coverage percentages than the DLSE in most scenarios, especially when the sample size is
large. Hence we conclude that correcting bias leads to better estimation results. Tables 5–8 also reveal three phenomena.
Firstly, the numerical outputs of the estimators and their asymptotic variance estimators are not stable when ρ = 0.9. We
think that this is due to the large variance of εi and instability of themodel when the serial correlation is close to 1, especially
for the AR structure. Secondly, the coverage percentages of βˆn decreases as the sample size n increases, which is due to the
fact that
√
n(βˆn − β) → ∞ as n → ∞ when the bandwidth is chosen using CV. Thirdly, when the ρ is small the choice
of kn does not affect the results, but for ρ = 0.9, a bigger kn is needed for good results. The reason for this phenomenon is
obvious as strong correlation requires more terms.
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Table 4
The bias and root mean square error (Rmse) of β˜n, βˆ∗n and βˆn when ξ(ti) = t2i and εi = ρei + ei−1 .
n Bias(β˜n) Rmse(β˜n) Bias(βˆ∗n ) Rmse(βˆ∗n ) Bias(βˆn) Rmse(βˆn)
ρ = 0.3
50 −0.0061 0.3157 0.0750 0.3668 0.1793 0.4221
100 0.0005 0.2259 −0.0434 0.2260 0.0875 0.2635
200 −0.0009 0.1623 0.0503 0.1807 0.1898 0.2546
500 0.0001 0.1033 0.0536 0.1212 0.1788 0.1992
1000 −0.0003 0.0733 0.0407 0.0848 0.1739 0.1795
ρ = 0.9
50 0.0068 0.4698 −0.0713 0.4593 0.0211 0.5023
100 −0.0014 0.3332 −0.0072 0.3387 0.1325 0.4010
200 0.0059 0.2381 −0.0097 0.2440 0.1054 0.2855
500 −0.0004 0.1534 0.0148 0.1606 0.1477 0.2182
1000 −0.0003 0.1063 0.0194 0.1124 0.1485 0.1779
Table 5
The coverage percentages and mean lengths for the confidence intervals computed from βˆ∗n and βˆn when ξ(ti) = sin(2pi ti) and εi = ρεi−1 + ei .
kn = [n0.2] [kn = n0.4]
n βˆ∗n βˆn βˆ∗n βˆn
ρ = 0.3
50 99.9%(1.4315) 99.2%(1.3870) 100%(1.0358) 100%(1.0439)
100 99.3%(0.9079) 93.1%(0.8793) 99.8%(1.0736) 96.5%(1.0118)
200 95.6%(0.5913) 70.6%(0.6061) 98.3%(0.5370) 82.8%(0.5720)
500 94.9%(0.3813) 42.7%(0.3667) 98.6%(0.4670) 59.3%(0.4085)
1000 98.6%(0.3150) 46.1%(0.3065) 98.2%(0.3179) 28.5%(0.2806)
ρ = 0.9
50 96.1%(8.1212) 95.1%(8.3140) 77.6%(3.6071) 77.3%(3.8992)
100 84.8%(3.4953) 81.3%(3.6456) 84.1%(3.8863) 77.1%(3.8361)
200 70.9%(2.0598) 61.6%(2.0384) 83.6%(2.5682) 74.8%(2.6027)
500 75.1%(1.4673) 66.2%(1.4939) 95.0%(2.3666) 88.1%(2.3657)
1000 78.2%(1.1230) 68.1%(1.1000) 96.3%(1.8187) 89.3%(1.8017)
*where [ · ] denotes the integer part.
Table 6
The coverage percentages and mean lengths for the confidence intervals computed from βˆ∗n and βˆn when ξ(ti) = t2i and εi = ρεi−1 + ei .
kn = [n0.2] kn = [n0.4]
n βˆ∗n βˆn βˆ∗n βˆn
ρ = 0.3
50 91.5%(1.1216) 92.7%(1.1902) 97.4%(2.7259) 93.5%(2.5744)
100 96.4%(1.7062) 89.7%(1.6753) 95.9%(1.4561) 88.9%(1.3754)
200 97.5%(0.9809) 92.3%(1.0014) 99.9%(1.1040) 99.9%(1.1941)
500 99.0%(0.7582) 91.3%(0.7753) 99.0%(1.0113) 88.1%(0.9119)
1000 97.5%(0.4929) 78.7%(0.4848) 97.7%(0.5169) 76.2%(0.4797)
ρ = 0.9
50 83.3%(8.4761) 81.2%(9.003) 77.1%(7.098) 76.1%(7.5552)
100 80.2%(5.4674) 77.9%(5.6627) 100%(7.1201) 100%(7.3944)
200 72.9%(3.2362) 65.9%(3.2333) 88.9%(6.1392) 83.6%(6.0753)
500 76.3%(2.3527) 70.9%(2.3670) 94.4%(4.5761) 90.4%(4.5237)
1000 65.5%(1.3665) 58.4%(1.3840) 95.4%(2.6938) 90.9%(2.6975)
Remark 6.1. The reported simulation results show that the proposed CDLSE has higher performance than DLSE for the β
part. We also found that the CDLSE performs better than DLSE for the α part as well, though not as significantly as for β .
6.2. Determining the order for the error process
We also conducted some simulation as regards determining the order of the error structure. Like [14] we consider the
following example for the errors:
εi = 0.4εi−1 + 0.6εi−2 + ei + e(i− 1)+ 0.89e(i− 2), ei ∼ i.i.d. N(0, 1).
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Table 7
The coverage percentages and mean lengths for the confidence intervals computed from βˆ∗n and βˆn when ξ(ti) = sin(2pi ti) and εi = ρei + ei−1 .
kn = [n0.2] kn = [n0.4]
n βˆ∗n βˆn βˆ∗n βˆn
ρ = 0.3
50 98.9%(1.0202) 94.8%(1.0633) 100%(1.4992) 100%(1.5481)
100 97.9%(0.8630) 84.4%(0.8156) 99.7%(0.9984) 94.9%(0.9577)
200 98.5%(0.6045) 81.7%(0.5804) 96.5%(0.5127) 69.6%(0.5687)
500 99.2%(0.4221) 71.2%(0.4029) 94.1%(0.3752) 32.8%(0.2852)
1000 96.4%(0.2800) 16.4%(0.2709) 97.8%(0.2632) 46.8%(0.2869)
ρ = 0.9
50 99.9%(1.9850) 99.9%(2.0389) 99.8%(2.2245) 98.7%(2.1818)
100 96.1%(1.1443) 85.6%(1.0813) 96.7%(1.4028) 85.9%(1.2423)
200 98.2%(0.8523) 92.5%(0.8770) 97.7%(0.8739) 83.8%(0.8454)
500 97.4%(0.5082) 74.5%(0.4994) 99.8%(0.7470) 89.4%(0.7182)
1000 97.1%(0.4089) 44.3%(0.3875) 97.0%(0.3649) 46.3%(0.3445)
Table 8
The coverage percentages and mean lengths for the confidence intervals computed from βˆ∗n and βˆn when ξ(ti) = t2i and εi = ρei + ei−1 .
kn = [n0.2] kn = [n0.4]
n βˆ∗n βˆn βˆ∗n βˆn
ρ = 0.3
50 89.4%(1.3919) 91.7%(1.5153) 97.6%(1.7765) 97.8%(1.8896)
100 99.1%(1.3759) 99.2%(1.3889) 93.1%(1.5503) 81.6%(1.3698)
200 97.4%(0.8418) 90.9%(0.8204) 98.4%(1.2563) 89.8%(1.1408)
500 94.2%(0.6213) 72.6%(0.6008) 98.6%(0.7563) 86.2%(0.6570)
1000 96.0%(0.3758) 72.4%(0.3615) 97.9%(0.3847) 82.6%(0.4041)
ρ = 0.9
50 100%(3.9466) 100%(3.9444) 99.2%(2.8473) 97.8%(2.7876)
100 98.9%(2.2663) 98.9%(2.3688) 89.9%(1.8377) 79.2%(1.7471)
200 90.6%(1.0737) 77.6%(1.0322) 98.9%(1.6095) 95.4%(1.6014)
500 99.2%(1.0327) 95.1%(1.0401) 99.3%(0.9315) 98.4%(1.0076)
1000 91.7%(0.5111) 70.9%(0.5213) 98.7%(0.6555) 88.9%(0.6649)
We generated 10,000 series with sample size n = 50, 100, 200, 500 and 1000. Using the procedure described in Section 5
to determine the order, the correct identification percentages are respectively 76.4%, 80.1%, 87.8%, 91.4% and 97.6% with
sample size n = 50, 100, 200, 500 and 1000. This shows that the method suggested for determining the order is adequate.
6.3. Application to advertising data
Wenow illustrate themethodology via its application to advertising data. The data set consists of the values of theweekly
AR and TRP for a TV advertisement in its first 75 weeks, where AR stands for Awareness Response and TRP for Television
Rating Points. The AR reflects the percentage of people who have seen the advertisement in a small survey of consumers,
and the TRP is a rough estimate of the extent of TV advertising and is calculated on the basis of several factors, including the
length of the TV commercial. Like [2] we model the relationship between AR(t) and TRP(t) as
ARi = α + β1ξi + β2ξi−3 + εi, TRPi = ξi + ui, ti = i/75, i = 1, . . . , 75.
We used the Gaussian kernel for the weight function as in our simulation. Since three observations for AT are missing, only
72 observations are used in estimating the model.
Using cross-validation to select the bandwidth, we obtain h = 0.0133. On the basis of this bandwidth, the CDLSE of
(α, β1, β2) is calculated as (0.200, 0.042, 0.026).
We further apply the procedure described in Section 5 to determine the error process structure as follows. Since here
n = 72 and log n = 1.8573, we take pn = 3 and fit the εˆi with an AR(3) model
εˆi + ζˆ1εˆi−1 + ζˆ2εˆi−2 + ζˆ3εˆi−3 = eˆi, i = 4, . . . , 72.
The fitted coefficients are found to be
(ζˆ1, ζˆ2, ζˆ3) = (−0.3728,−0.1995, 0.1348).
From these we get the values of eˆi. Then, on the basis of εˆi and eˆi, σˆ 2ms and BIC(m, s) are calculated for m, s = 0, 1, 2, 3. The
results are shown in the table below, which shows that the BIC(m, s) value is smallest atm = 0 and s = 0, suggesting that
the errors can be reasonably assumed as independent.
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s = 0 s = 1 s = 2 s = 3
m = 0 −2.0649(8.6116) −1.9411(10.7623) −1.9977(8.8654) −1.9779(8.6967)
m = 1 −1.9402(10.7831) −1.9962(8.9110) −1.9754(8.7650) −1.9695(8.3205)
m = 2 −1.9919(8.9863) −1.9648(8.9831) −1.9576(8.5769) −1.9445(8.2737)
m = 3 −1.9689(8.8783) −1.9533(8.6364) −1.9313(8.5281) −1.9312(8.5281)
The values of BIC(m, s) and σˆ 2m,s × 103 (in parentheses) for differentm and s.
The independence of the errors was also assumed in [1,2] in the analysis of the same data set, but not justified by a formal
procedure. We have now justified this assumption by a systematic and more rigorous procedure.
In [2], the bandwidth was selected somewhat subjectively as h = 0.031 and the DLSE of (α, β1, β2) was found to be
(0.216, 0.034, 0.034). Comparing their results with the ordinary least squares estimate (LSE) (0.241, 0.027, 0.024), Cui,
He and Zhu concluded that the LSE underestimates the slopes substantially. Our CDLSE (0.200, 0.042, 0.026), on the other
hand, shows that the underestimation by the LSE is even more significant for β1 (by more than 30%), while the difference
for β2 is rather small. It is also interesting to note that, with the bandwidth h = 0.013 selected by cross-validation, which
is more scientific than the subjectively selected h = 0.031, the DLSE would be (0.196, 0.042, 0.029). This confirms that the
LSE underestimates β1 significantly, but there is little difference for β2.
7. Concluding remarks
In this paper, we have systematically studied the estimation of a recently developed regression model with noised
variables and serially correlated random errors. To avoid the difficulty of selecting bandwidth in previous literature, caused
by undersmoothing when a kernel method is applied to construct the de-noised least squares estimators, we propose a
corrected de-noised least squares estimator. This estimator allows optimal bandwidth to be used and has root-n consistency
and asymptotic normality. Taking the serial dependence among the errors into account, we extended the existing results for
the estimator of the asymptotic covariance matrix to general stationary error processes by a truncating method. Due to the
importance of fitting the error structure for model diagnostics, we also discussed consistent estimators of autocovariance
functions. Furthermore, we investigated the determination of the order for ARMA error process and the estimation of its
coefficients, and proposed a procedure for tackling the problem.
In implementation, we need to select truncating parameters kn in order to construct a consistent estimator of the
asymptotic covariance matrix. The sensitivity of our estimator to the selection of kn is an interesting issue for further study.
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Appendix A. Proofs of theorems
Proof of Theorem 2.2. In order to prove Theorem 2.2 we need the following two lemmas. The proof of Lemma A.1 is similar
to that of Theorem 4.1 of [8], while Lemma A.2 is a standard result in nonparametric regression estimation. We thus omit
the details.
Lemma A.1. Under Assumptions 2.1 and 2.2, if h→ 0 and nh→∞, then
max
1≤s≤p
max
1≤i≤n
|ξˆs(ti)− ξs(ti)| = Op
[
(log n/(nh))1/2 + hν] .
Lemma A.2. Under the same conditions as in Lemma A.1, we have
ξs(t)−
n∑
i=1
ωni(t)ξs(ti) = (−1)ν sκ
ν!ξ
(ν)
s (t)h
ν + o∗(hν),
where o∗(·) holds uniformly for t ∈ [0, 1] and s = 1, . . . , p.
We now prove Theorem 2.2. According to the definition of (βˆTn , αˆ
T
n)
T, we have(
βˆn
αˆn
)
−
(
β
α
)
= (nΩˆn)−1
(
Ξˆ T
ZT
)
(Ξ − Ξˆ)β + (nΩˆn)−1
(
Ξˆ T
ZT
)
ε
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where ε = (ε1, . . . , εn)T. On the basis of (2.1),∑ni=1 Ξˆiεi can be decomposed as
n∑
i=1
Ξˆiεi =
n∑
i=1
Ξ˜iεi +
n∑
i=1
n∑
j=1
ωnj(ti)Ujεi +
n∑
i=1
Ξiεi = I1 + I2 +
n∑
i=1
ξ(ti)εi
where Ξˆi andΞi are defined in Section 2, Ξ˜i = (ξ˜1(ti), . . . , ξ˜p(ti)) and
ξ˜s(ti) =
n∑
j=1
ωnj(ti)ξs(tj)− ξs(ti).
By Lemma A.2 it is easy to see that the sth element I1s of I1 has
E(I21s) =
p∑
s=1
n∑
i1
n∑
i2=1
ξ˜s(ti1)ξ˜s(ti1)E(εi1εi2) = max1≤s≤p max1≤i≤n ξ˜
2
s (ti)
n∑
i=1
n∑
j=1
|γ (i− j)|
≤ O(nh2ν) ·
∞∑
k=0
|φk|
∞∑
h=0
|φk+h| ≤ O(nh2ν) ·
( ∞∑
k=0
|φk|
)2
= O(nh2ν)
where ξ˜s(t) is the sth element of ξ˜ (t). Further, by the same argument we get
E(I22s) = E
(
n∑
i=1
n∑
j=1
ωnj(ti)usjεi
)2
=
n∑
i1=1
n∑
i2=1
n∑
j=1
ωnj(ti1)ωnj(ti2)E(u
2
sj)E(εi1εi2) = O(h−1)
where I2s is the sth element of I2. This implies I2 = op(n1/2). By Lemma A.1 it is not difficult to show that nΩn − nΩˆn =
Op
[
(log n/nh)1/2 + hν] . Therefore,
(nΩˆn)−1
(
Ξˆ T
ZT
)
ε = (nΩn)−1
(
Ξ T
ZT
)
ε + op
(
n−1/2
)
.
Moreover, by Lemmas A.1 and A.2 it holds that
n∑
i=1
Ξˆi(Ξˆi − Ξi)Tβ =
n∑
i=1
[
Ξ˜i +
n∑
j=1
ωnj(ti)Uj + Ξi
][
Ξ˜j +
n∑
j=1
ωnj(ti)Uj
]T
β
=
n∑
i=1
ΞiΞ˜
T
i β +
n∑
i=1
Ξi
n∑
j=1
ωnj(ti)UTj β + op
(
n1/2
)
.
By (7.12) of [8] we have
n∑
i=1
Ξiωnj(ti) = Ξj + O(hν)+ O((nh)−1), j = 1, . . . , n.
So
n∑
i=1
Ξˆi(Ξˆi − Ξi)Tβ =
n∑
i=1
ΞiΞ˜
T
i β +
n∑
j=1
Ξ Tj Ujβ + op
(
n1/2
)
.
The same argument leads to
n∑
i=1
Zi(Ξˆi − Ξi)Tβ =
n∑
i=1
ZiΞ˜iβ +
n∑
j=1
ZjUTj β + op
(
n1/2
)
.
Therefore,
√
n
[(
βˆn
αˆn
)
−
(
β
α
)]
= op(1)+
√
n(nΩn)−1
[(
Ξ T(ε − Uβ)
ZT(ε − Uβ)
)
+
(
Ξ TΞ˜β
ZTΞ˜β
)]
.
where Ξ˜ = (Ξ˜1, . . . , Ξ˜n)T. Combining the root-n consistency of βˆn and Lemma A.1, it holds that(
Ξˆ T
ZT
)
(Ξˆ − Ξˆ∗)β −
(
Ξˆ T
ZT
)
(Ξˆ − Ξˆ∗)βˆn = op
(
n1/2
)
.
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According to the definition of (βˆ∗Tn , αˆ∗Tn )T, all we need to show now is that(
Ξˆ T
ZT
)
(Ξˆ − Ξˆ∗)β −
(
Ξ TΞ˜β
ZTΞ˜β
)
= op
(
n1/2
)
.
According to the definition of ξˆ (ti)we have the following result:
n∑
i=1
Ξˆi
(
Ξˆi −
n∑
j=1
ωnj(ti)Ξˆj
)T
β −
n∑
i=1
ΞiΞ˜
T
i β
=
n∑
i=1
(
Ξ˜i + Ξi +
n∑
j=1
ωnj(ti)Uj
)[(
Ξ˜i + Ξi +
n∑
j=1
ωnj(ti)Uj
)
−
n∑
j=1
ωnj(ti)
(
Ξ˜j + Ξj +
n∑
j1=1
ωnj1(ti)Uj1
)]T
β −
n∑
i=1
ΞiΞ˜
T
i β
=
n∑
i=1
(
Ξi +
n∑
j=1
ωnj(ti)Uj
)(
n∑
j=1
ωnj(ti)
n∑
j1=1
ωnj1(ti)Uj1 −
n∑
j=1
ωnj(ti)Uj
)T
β + op
(
n1/2
)
= op
(
n1/2
)
by Lemmas A.1 and A.2 and the result that Ξ˜i −∑nj=1 ωnj(ti)Ξ˜j = O(h2ν) in [9]. By the same argument we can show that
n∑
i=1
Zi
(
Ξˆi −
n∑
j=1
ωnj(ti)Ξˆj
)T
β −
n∑
i=1
ZiΞ˜ Ti β = op
(
n1/2
)
.
The proof is thus completed. 
Next we prove Theorem 2.3. To do so we need the following two lemmas.
Lemma A.3. Suppose that {εi} is a linear process of the form εi = ∑∞j=0 φjei−j, where supn n∑∞j=n |φj| = O(1), the ei are i.i.d.
random variables with mean 0 and E(e41) <∞. If Assumption 2.2 holds and h = ch−1/(2ν+1), then
max
1≤i≤n
∣∣∣∣∣ n∑
j=1
ωnj(ti)εj
∣∣∣∣∣ = O (n−ν/(2ν+1) log n) a.s.,
where c is a constant.
Proof. By truncating the MA(∞) error process into two parts, a procedure widely applied in the setup of time series, by a
proof similar to that of Lemma A.3 in [16] we can prove Lemma A.3. The detail can be found in [17]. 
Lemma A.4 is a generalization of [18] (i.i.d. variables) to the case of a linear process.
Lemma A.4. Under the conditions of Lemma A.3, if E‖U1‖4 <∞, then
n∑
i=1
n∑
j=1
ωnj(ti)Ujεi = o
(
n1/2
)
a.s.
Proof. According to the definition of εi it is easy to see that
n∑
i=1
n∑
j=1
ωnj(ti)usjεi =
n∑
i=1
n∑
j=1
ωnj(ti)usj
n∑
k=0
φkei−k +
n∑
i=1
n∑
j=1
ωnj(ti)usj
∞∑
k=n+1
φkei−k = J1 + J2,
say. It is easy to see that J1 can be further decomposed into
J1 =
n∑
j=1
n∑
i=1−n
n∑
k=max(1,i)
φk−iωnj(tk)eiusj
=
n∑
j=1
n∑
i=1
φ0ωnj(tk)eiusj +
n∑
j=1
0∑
i=1−n
n∑
k=1
φk−iωnj(tk)eiusj = J11 + J12, say.
Put
In =
n∑
j=1
0∑
i=1−n
n∑
k=1
φk−iωnj(tk)(e′i − E(e′i))(u′sj − Eu′sj)
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where e′i = eiI(|ei| ≤ |i|1/4) and u′sj = usjI(|usj| ≤ |j|1/4). Like in the proof of Lemma 2.2 of [18], combining with
Assumption 2.2, we can show In = o
(
n1/2
)
a.s. Recalling the definition of In above and noting that e′′i = ei − e′i and
u′′sj = usj − u′sj, we have
|J12 − In| ≤
∣∣∣∣∣ n∑
j=1
0∑
i=1−n
n∑
k=1
φk−iωnj(tk)ujs(e′′i − E(e′′i ))
∣∣∣∣∣+
∣∣∣∣∣ n∑
j=1
0∑
i=1−n
n∑
k=1
φk−iωnj(tk)(u′′js − E(u′′js))(e′i − E(e′i))
∣∣∣∣∣
≤
(
max
1≤i≤n
∣∣∣∣∣ n∑
j=1
n∑
k=1
φk−iωnj(tk)ujs
∣∣∣∣∣
)
0∑
i=1−n
(|e′′i | + E|e′′i |)
+ max
1≤j≤n
∣∣∣∣∣ 0∑
i=1−n
n∑
k=1
φk−iωnj(tk)(e′i − E(e′i))
∣∣∣∣∣ n∑
j=1
(|u′′sj| + E|u′′sj|)
= J121 + J122, say.
Therefore, in order to prove J12 = o(n1/2) a.s., it suffices to show that J12i = o(1) a.s. for i = 1, 2. By E(e41) < ∞ and the
three-series theorem, we obtain
∑∞
i=−∞ |e′′i | <∞ a.s. Moreover,
0∑
i=1−n
E|e′′i | =
0∑
i=1−n
E|ei|I
(
|ei| ≥ |i| 14
)
=
0∑
i=1−n
|i|−3/4E(e41).
Thus it is easy to see that J12i = o(1) a.s. for i = 1, 2. This implies J12 = o(n1/2) a.s. Similarly, we can show J11 = o(n1/2) a.s.
Therefore J1 = o(n1/2) a.s.
Moreover, according to the definition of J2 we have
J2 =
n∑
j=1
−n∑
i=1−∞
n∑
k=1
φk−iωnj(tk)eiusj +
n∑
j=1
−1∑
i=1−n
n∑
k=1
φk−iωnj(tk)eiusj = J21 + J22, say.
Since
E(J221) =
n∑
j=1
−n∑
i=1−∞
(
n∑
k=1
φk−iωnj(tk)
)2
E(e21)E(u
2
s1)
= O(n−1h−2)
(
2n∑
i=1+n
i|φi| +
∞∑
i=2n+1
|φi|
)
= O (n−1h−2) ,
by the Chebyshev inequality and the Borel–Cantelli Lemma we get J21 = o(n1/2) a.s. By a proof similar to that of J121 =
O(n1/2) a.s., we can prove that J22 = O(n1/2) a.s. Hence, J2 = o(n1/2) a.s. The proof is complete. 
Proof of Theorem 2.3. On the basis of the results of Lemmas A.3 and A.4 and using a similar argument to the proof of
Theorem 2.2, it is not difficult to complete the proof of Theorem 2.3. We omit the details. 
Proof of Theorem 3.1. According to the definition of the matrix (Ξˆ , Z)TRˆn(Ξˆ , Z), its (s1, s2)th element is
n∑
i=1
∑
|j−i|≤kn
(yi − Ξˆ Ti βˆ∗n − ZTi αˆ∗n)(yj − Ξˆ Tj βˆ∗n − ZTj αˆ∗n)ξˆs1(ti)ξˆs2(tj)
=
n∑
i=1
∑
|j−i|≤kn
εiεjξˆs1(ti)ξˆs2(tj)+
n∑
i=1
∑
|j−i|≤kn
(Ξ Ti β − Ξˆ Ti βˆ∗n ) · (Ξ Tj β − Ξˆ Tj βˆ∗n )ξˆs1(ti)ξˆs2(tj)
+
n∑
i=1
∑
|j−i|≤kn
ZTi (α − αˆ∗n)ZTj (α − αˆ∗n)ξˆs1(ti)ξˆs2(tj)
+2
n∑
i=1
∑
|j−i|≤kn
εi(Ξ
T
j β − Ξˆ Tj βˆ∗n )ξˆs1(ti)ξˆs2(tj)+ 2
n∑
i=1
∑
|j−i|≤kn
εiZTj (α − αˆ∗n)ξˆs1(ti)ξˆs2(tj)
+2
n∑
i=1
∑
|j−i|≤kn
(Ξ Ti β − Ξˆ Ti βˆ∗n )ZTj (α − αˆ∗n)ξˆs1(ti)ξˆs2(tj) =: I1 + · · · + I6,
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where 1 ≤ s1 ≤ p and 1 ≤ s2 ≤ p. Let
∆s1s2 =
n∑
i=1
∑
|j−i|≤kn
εiεjξs1(ti)ξs2(tj)−
n∑
i=1
n∑
j=1
γ (i− j)ξs1(ti)ξs2(tj).
We need to prove∆s1s2 = op(n). It is easy to see that
|E(∆s1s2)| =
∣∣∣∣∣ n∑
i=1
∑
|j−i|≥kn
ξs1(ti)ξs2(tj)γ (i− j)
∣∣∣∣∣ = O(1) · n∑
i=1
∑
|j−i|≥mn
|γ (i− j)| = o(n)
as kn →∞ since∑∞h=0 |γε(h)| <∞. Hence, it suffices to show that Var(∆s1s2) = o(n2).
By (6.2.4) of [19],
E(εkεjεuεv) = (ν4σ 2e − 3σ 4e )
∞∑
l=0
φlφl+k−jφl+u−jφl+v−j + γ (v − j)γ (u− k)+ γ (k− j)γ (v − u)+ γ (u− j)γ (v − k)
where φl = 0 when l < 0 and ν4 = E(e40)/σ 2e . Therefore,
Var(∆s1s2) ≤ O(1)
n∑
i1=1
∑
|j1−i1|≤kn
n∑
i2=1
∑
|j2−i2|≤kn
[∣∣∣∣∣(ν4σ 2e − 3σ 4e ) ∞∑
l=0
φlφl+i1−j1φl+i2−j1φl+j2−j1
∣∣∣∣∣
+ |γ (i2 − i1)γ (j2 − j1)| + |γ (i2 − j1)γ (j2 − i1)|
]
= J1 + J2 + J3 say.
Since
∑∞
l=0 |γ (l)| <∞, max0≤l<∞ |γ (l)| is bounded. This implies that
J2 = O
(
k2n
) n∑
i1=1
n∑
i2=1
|γε(i2 − i1)| = O
(
nk2n
) = o(n2).
Similarly, we can show that J3 = o(n2). Moreover,
J1 =
n∑
j1=1
∞∑
l=0
|φl|
n+l−j1∑
i1=1+l−j1
|φi1 |
n+l−j1∑
i2=1+l−j1
|φi2 |
n+l−j1∑
j2=1+l−j1
|φj2 | = O(n) = o(n2).
Now we turn to proving I1 −∑ni=1∑|j−i|≤kn εiεjξs1(ti)ξs2(tj) = op(1). It is easy to see that
I1 −
n∑
i=1
∑
|j−i|≤kn
εiεjξs1(ti)ξs2(tj) =
n∑
i=1
∑
|j−i|≤kn
(
n∑
i1=1
ωni1(ti)ξs1(ti1)
n∑
i2=1
ωni2(tj)ξs2(ti2)− ξs1(ti)ξs2(tj)
)
εiεj
+
n∑
i=1
∑
|j−i|≤kn
(
n∑
i1=1
ωni1(ti)ξs1(ti1)
n∑
i2=1
ωni2(tj)us2 i2
)
εiεj
+
n∑
i=1
∑
|j−i|≤kn
(
n∑
i1=1
ωni1(ti)us1 i1
n∑
i2=1
ωni2(tj)ξs2(ti2)
)
εiεj
+
n∑
i=1
∑
|j−i|≤kn
(
n∑
i1=1
ωni1(ti)us1 i1
n∑
i2=1
ωni2(tj)us2i2
)
εiεj
=: J1 + · · · + J4.
Let
aij =
n∑
i1=1
ωni1(ti)ξs1(ti1)
n∑
i2=1
ωni2(tj)ξs2(ti2)− ξs1(ti)ξs2(tj).
We can see that max1≤i,j≤n aij = O(hν). Therefore, like in the proof for Var(∆s1s2) above, we have E(J21 ) = o(n2). This implies
J1 = op(n). Similarly we can prove Ji = op(n) for i = 2, 3, 4.
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Using Lemma A.1 and the root-n consistency of βˆ∗n and αˆ∗n , we have
I2 = O(nkn) · Op
[(
log n
nh
)1/2
+ hν
]
and I3 = O(kn).
Further, by the Cauchy–Schwartz inequality we have Ii = o(n) for i = 4, 5 and 6. This implies
n∑
i=1
∑
|j−i|≤kn
εˆiεˆjξˆs1(ti)ξˆs2(tj)−
n∑
i=1
n∑
j=1
γ (i− j)ξs1(ti)ξs2(tj) = op(n).
A similar argument again yields
n∑
i=1
∑
|j−i|≤kn
εˆiεˆjξˆs1(ti)zs2j −
n∑
i=1
n∑
j=1
γ (i− j)ξs1(ti)zs2j = op(n)
and
n∑
i=1
∑
|j−i|≤kn
εˆiεˆjzs1izs2j −
n∑
i=1
n∑
j=1
γ (i− j)zs1 izs2j = op(n).
The same arguments lead to similar results when p + 1 ≤ s1 ≤ p + q or p + 1 ≤ s2 ≤ p + q. Hence the theorem follows.

Proof of Theorem 4.1. By the definition of γˆ (l) it is easy to see that
γˆ (l)− γ (l) = 1
n
n−l∑
i=1
(εˆi − εi)(εˆi+l − εi+l)+ 1n
n−l∑
i=1
(εˆi − εi)εi+l + 1n
n−l∑
i=1
(εˆi+l − εi+l)εi +
[
1
n
n−l∑
i=1
εiεi+l − γ (l)
]
=: I1(l)+ I2(l)+ I3(l)+ I4(l),
where γ (l) = E(ε1ε1+l).
By Theorem 6.2.2 of [19], we have, for any fixed nonnegative integer m, that the limiting distribution of
n1/2[I4(0), I4(1), . . . , I4(m)] is multivariate normal with mean zero and covariance matrix Σ1. Hence it suffices to prove
that Ik(l) = op(n−1/2), k = 1, 2, 3, uniformly over l. For notational simplicity, write Ii(l) as Ii. In the following, we give a
proof of the case for k = 2. The proofs of the other two cases are similar.
By the definition of εˆi we have
√
nI2 = 1√n
n−l∑
i=1
(Ξi − Ξˆi)Tβεi+l + 1√n
n−l∑
i=1
Ξˆ Ti (β − βˆ∗n )εi+l +
1√
n
n−l∑
i=1
ZTi (α − αˆ∗n)εi+l =: I21 + I22 + I23, say.
Using the root-n consistency of αˆn it is easy to show that I23 = op(1). Further, according to the definition of I21 we have
I21 = 1√n
n−l∑
i=1
(
Ξi −
n∑
j=1
ωnj(ti)Ξj
)T
βεi+l − 1√n
n−l∑
i=1
n∑
j=1
ωnj(ti)UTj βεi+l
= I211 + I212, say.
By Lemma A.2 we can derive that I211 = op(1). Moreover,
E(I2212) =
1
n
n−l∑
i1=1
n−l∑
i2=1
n∑
j=1
ω2nj(ti)β
TΣuβγ (i1 − i2) = O(n−1h−2) = o(1).
This implies I212 = op(1). So I21 = op(1). By using the root-n consistency of βˆn we can similarly prove that I22 = op(1).
Therefore, the proof for γ is finished. 
Proof of Theorem 5.1. The theorem follows from a combination of Theorem 2.3, Lemma A.3 and the arguments used to
prove Theorem 4.1. 
Proof of Theorem 5.2. Applying Theorem 5.1 the proof is similar to that of Theorem 4.1 in [14]. We omit the details here.

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