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Valon ja nanoluokan rakenteiden vuorovaikutusta tutkiva nano-optiikka on tullut vii-
me vuosina tärkeäksi erilaisten nanolitografisten menetelmien kehityttyä, mikä on
mahdollistanut erikokoisten ja -muotoisten nanohiukkasten ja -rakenteiden valmis-
tamisen. Tällaisissa rakenteissa saadaan aikaan voimakas sähkökentän paikallinen
vahvistus, mistä on hyötyä monissa sovelluksissa. Nanorakenteiden optisten ominai-
suuksien ennustamiseksi pitää ratkaista sähkömagneettinen sirontatehtävä numeeri-
sesti nanorakenteissa ja niiden ympärillä.
Tässä työssä tarkastellaan sähkömagneettista sirontaa hiukkasista, jotka on tehty
isotrooppisesta materiaalista. Tätä varten johdetaan Maxwellin yhtälöiden perus-
teella sirontatehtävä, jonka ratkaisuna saadaan sähkö- ja magneettikenttä määritte-
lyalueessa. Tämän jälkeen sirontatehtävä ratkaistaan likiarvoisesti aikaharmonisen
kentän tapauksessa käyttäen elementtimenetelmää, jonka tarkkuuteen vaikuttavia
tekijöitä, kuten kantafunktioiden ja reunaehdon valintaa, tarkastellaan. Mallinnus-
ohjelmana käytetään Comsolia.
Herätteenä käytetään tasoaallon lisäksi fokusoituja säteitä, jotka saadaan, kun
laserista saatu heräte fokusoidaan linssin avulla. Tarkastelussa painotetaan laser-
säteiden vektoriaalisia poikittaismuotoja, joissa sähkökentän suuntavektorit riippu-
vat paikasta. Radiaalisesti polarisoituneessa poikittaismuodossa suuntavektorit ovat
symmetrisiä säteen keskipisteen suhteen. Atsimutaalisesti polarisoituneessa poikit-
taismuodossa suuntavektorit ovat kohtisuorassa poikittaisleikkauksen radiaalisen yk-
sikkövektorin kanssa. Fokusoidut säteet ovat tärkeitä muun muassa epälineaarisen
vasteen kannalta.
Tulosten laskennassa tarkastellaan sirottajan tuottamia lähi- ja kaukokenttiä sekä
vuorovaikutusaloja pallon sekä nanolangan tapauksissa. Pallon tapauksessa tulok-
sia verrataan analyyttiseen Mie-teorian ja reunaelementtimenetelmän tuloksiin, ja
huomataan, että elementtimenetelmä johtaa tarkkoihin tuloksiin. Lisäksi huoma-
taan, miten substraatti vaikuttaa tuloksiin. Nanolangan tapauksessa tarkastellaan
eri fokusoitujen säteiden aiheuttamaa sirontaa.
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Nano-optics, which studies the interaction between light and nanoscale structu-
res, has become important due to the development of nanolithographical methods
which has enabled the fabrication of nanoparticles and -clusters of different shapes
and sizes. These clusters give rise to strong enhancement of the local electric field,
which is important in many applications. Predicting optical properties of nanoclus-
ters requires an approximate solution to an electromagnetic scattering problem in
nanoclusters and their environment.
In this work, electromagnetic scattering from scatterers, which have isotropic
material properties, is studied. In order to do this, scattering problem is derived
from Maxwell’s equations. As a solution we obtain electric and magnetic fields in
the computational domain. Finite element method is then applied to obtain an
approximate solution to the scattering problem assuming time-harmonic fields. The
accuracy of the method influenced by the choice of basis functions and boundary
value is studied. The modelling software used is Comsol.
Besides plane wave, we use focused beams as an incident field. These are obtained
by focusing laser beams with a lens. We pay special attention to vectorial beams
which have the property that the field vectors depend on location. For radially-
polarized beams, the field vectors are symmetrical about the center of the beam.
For azimuthally-polarized beams, the field vectors are perpendicular with the radial
unit vector of the beam.
Computational results for the local and far field and various cross-sections pro-
duced by the scatterers are preseted for a nanospehere, nanowire and oligomer. For
the nanosphere, the results are compared to the results given by the analytical Mie-
theory and the boundary-element method, and it is found that the finite-element
method leads to accurate results. Moreover, we study the effect of substrate. For the
case of nanowire, the scattering of focused vectorial beams is studied.
III
ALKUSANAT
Tämä työ tehtiin Tampereen teknillisen yliopiston optiikan laboratoriossa kesän 2015
aikana juuri tekniikan tohtoriksi väitelleen Jouni Mäkitalon ja professori Martti Kau-
rasen ohjauksessa.
Haluan kiittää ohjaajiani tuesta, jota sain työn tekemiseen. Kommentit auttoivat
tekemään työstä täsmällisen. Kiitos myös koko optiikan ryhmälle hyvän ilmapiirin
luomisesta.
Tampere 23.9.2015
Harri Mäntylä
IV
SISÄLTÖ
1. Johdanto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Klassinen sähkömagnetiikka ja sirontatehtävä . . . . . . . . . . . . . . . . 5
2.1 Maxwellin yhtälöt ja väliainerelaatiot . . . . . . . . . . . . . . . . . . 5
2.2 Materiaalimallit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Sirontatehtävä . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Absorptio ja sironta . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Sironnut kaukokenttä . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3. Fokusoidut säteet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Kulmaspektriesitys . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Gaussiset poikittaismuodot paraksiaaliapproksimaatiossa . . . . . . . 19
3.3 Poikittaismuotojen fokusointi . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Fokusointi substraatin lähellä . . . . . . . . . . . . . . . . . . . . . . 29
4. Sirontatehtävän ratkaisu elementtimenetelmällä . . . . . . . . . . . . . . . 33
4.1 Variaatiomenetelmät ja elementtimenetelmä . . . . . . . . . . . . . . 33
4.2 Helmholtzin yhtälön heikko muoto . . . . . . . . . . . . . . . . . . . 36
4.3 Kantafunktiot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Absorboivat reunaehdot . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.5 Elementtimenetelmän tarkkuus . . . . . . . . . . . . . . . . . . . . . 43
4.6 Lineaarisen yhtälöryhmän ratkaiseminen . . . . . . . . . . . . . . . . 43
5. Tulokset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.1 Pallo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Nanolanka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6. Yhteenveto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Lähteet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
A. Liitteitä . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
VSYMBOLIT JA LYHENTEET
∇ Vektorikentän gradientti
∇· Vektorikentän divergenssi
∇× Vektorikentän roottori
∂ Reunaoperaattori
| · | 2-normi
〈·, ·〉 Sisätulo
b Elementtimenetelmän lähdevektori
B˜ Aikariippuva magneettivuontiheys
B Aikaharmonisen magneettivuontiheyden paikkariippuva osa
Ca Absorption vuorovaikutusala
Ce Ekstinktion vuorovaikutusala
CRCS Sirontakuvio
Cs Sironnan vuorovaikutusala
c Valonnopeus tyhjiössä
Cn n-ulotteinen kompleksinen euklidinen avaruus
D˜ Aikariippuva sähkövuontiheys
D Aikaharmonisen sähkövuontiheyden paikkariippuva osa
δ Diracin deltafunktio
E˜ Aikariippuva sähkökenttä
E Aikaharmonisen sähkökentän paikkariippuva osa
Einc Herätteen sähkökenttä
Es Sironnut sähkökenttä
 Sähköinen permittiivisyys
f Polttoväli
VI
fw Apodisaatiofunktio
γ Vaimennuskerroin
G Skalaarinen Greenin funktio
G Dyadinen Greenin funktio
η Aaltoimpedanssi
H˜ Aikariippuva magneettikenttä
H Aikaharmonisen magneettikentän paikkariippuva osa
θ Korkeuskulma
Hinc Herätteen magneettikenttä
Hs Sironnut magneettikenttä
i Imaginääriyksikkö
I Intensiteetti
Jn Asteen n Bessel-funktio
J Sähköinen virrantiheys
Jms Ekvivalentti magneettinen pintavirrantiheys
Js Ekvivalentti sähköinen pintavirrantiheys
k Aaltoluku
K Systeemimatriisi
λ Aallonpituus tyhjiössä
L2 Neliöintegroituvien kuvausten Hilbert-avaruus
µ Magneettinen permeabiliteetti
n Taitekerroin
n Pinnan normaalivektori
N
(e)
k Elementin e solmun k barysentrinen koordinaatti
N(e)lk Vektoriaalinen ensimmäisen asteen kantafunktio
VII
ρ Varaustiheys
r Etäisyys koordinaatiston origosta
Rn n-ulotteinen reaalinen euklidinen avaruus
S Poyntingin vektori
σ Sähkönjohtavuus
V Sirottava osa tehtäväalueessa
Vc Sirottavan alueen komplementtialue tehtäväalueessa
W Teho
W Vektoriaalinen testifunktio
φ Atsimutaalikulma
ω Kulmataajuus
ωp Plasmataajuus
ABC Absorboiva reunaehto
AP Atsimutaalinen poikittaismuoto
BEM Reunaelementtimenetelmä
BiCG Bikonjugaattimenetelmä
BiCGSTAB Stabiloitu bikonjugaattimenetelmä
CG Konjugaattigradienttimenetelmä
FDTD Aikatason differenssimenetelmä
FE-BI Yhdistetty elementti-reunaintegraalimenetelmä
FEM Elementtimenetelmä
GMRES Yleistetty residuaalin minimointimenetelmä
HG Hermite–Gaussinen lasersäteen poikittaismuoto
HR Hybridiradiaalinen poikittaismuoto
LG Laguerre–Gaussinen lasersäteen poikittaismuoto
VIII
NA Fokusointielementin numeerinen aukko
PML Perfectly matched layer
QED Kvanttielektrodynamiikka
RP Radiaalinen poikittaismuoto
SERS Pintavahvistettu Raman-sironta
SFG Summataajuuden generointi
SHG Toisen harmonisen generointi
11. JOHDANTO
James Clerk Maxwell formalisoi klassisen sähkömagneettisen teorian muodon 1800-
luvun lopulla [1]. Maxwellin yhtälöt ennustavat sähkö- ja magneettikenttien syn-
tymisen toisistaan, joka johtaa sähkömagneettiseen säteilyyn. Lisäksi ne ennustavat
sähkömagneettisen aallon etenemisnopeuden. Heinrich Hertz totesi kokeellisesti säh-
kömagneettisen säteilyn olemassaolon 1800-luvun lopulla.
Optiikka on fysiikan osa-alue, jossa tarkastellaan sähkömagneettisia aaltoja, joi-
den aallonpituus on välillä 400-700 nm. Tällä välillä oleva sähkömagneettinen säteily
on ihmissilmälle näkyvää valoa, minkä vuoksi optiikkaa kutsutaan myös valo-opiksi.
Optiikalla on monia sovelluksia, kuten hologrammit, optiset kuidut, aurinkokennot,
ja DVD-soittimet.
Sädeoptiikka
Aalto-optiikka
Sähkömagneettinen optiikka
Kvanttioptiikka
Kuva 1.1: Kvanttioptiikka selittää kaikki optiikan ilmiöt, mutta tietyissä tilanteissa voi-
daan käyttää yksinkertaisempia malleja.
Optiikka voidaan luokitella karkeasti geometriseen eli sädeoptiikkaan, aalto-
optiikkaan, sähkömagneettiseen optiikkaan sekä kvanttioptiikkaan lähteen [2] mu-
kaan. Sädeoptiikka on yksinkertaisin optiikan malleista. Se kuvaa valoa yksittäisten
säteiden avulla. Malli on käyttökelpoinen tilanteissa, joissa kappaleiden mitat ovat
paljon suurempia kuin aallonpituus. Tietyissä ilmiöissä, kuten diffraktiossa ja inter-
ferenssissä tämä oletus ei ole voimassa, jolloin sädeoptiikka ei tuota todellisuutta
vastaavaa ennustusta. Edellä mainittujen ilmiöiden kuvaamiseen tarvitaan aalto-
optiikkaa, joka kuvaa valoa skalaarisen aaltoyhtälön toteuttavalla skalaarifunktiolla.
Aalto-optiikka ei kuitenkaan onnistu esimerkiksi polarisaatioilmiöiden kuvaamises-
sa. Näiden ilmiöiden kuvaamiseen tarvitaan sähkömagneettista optiikkaa, joka tar-
1. Johdanto 2
kastelee sähkö- ja magneettikenttiä vektorikenttinä, jotka toteuttavat vektoriaalisen
aaltoyhtälön. Malli tuottaa esimerkiksi Fresnel-kertoimet, jotka kertovat, miten valo
heijastuu ja taittuu kahden aineen rajapinnalla. Tietyissä tilanteissa täytyy käyttää
kvanttioptiikkaa, joka huomioi sen, että valo koostuu hiukkasista, joita sanotaan
fotoneiksi.
Sironta ja absorptio ovat optiikan ilmiöitä, joissa valo vuorovaikuttaa väliaineen
kanssa. Ne voidaan kuvata vielä nanometriluokan rakenteissa sähkömagneettisen lä-
hestymistavan avulla. Kvanttimekaanisen lähestymistavan mukaan sironnassa atomi
imee itseensä fotonin tulevasta säteestä ja emittoi fotonin. Emittoitu fotoni voi peri-
aatteessa lähteä mielivaltaiseen suuntaan, mutta todennäkoisyys vaihtelee yleisessä
tapauksessa tarkastelusuunnan, atomin sekä tulevan valon polarisaation ja taajuu-
den mukaan. Sironta voidaan luokitella elastiseen ja epäelastiseen sen mukaan, onko
emittoidun fotonin aallonpituus sama kuin absorboidun. Esimerkkinä epäelastisesta
sironnasta on Raman-sironta, jota voidaan hyödyntää spektroskopiassa tutkimaan
aineen rakennetta [3, 4]. Tässä työssä tarkastellaan elastista sirontaa metallisista ja
dielektrisistä nanorakenteista. Absorptiossa atomi imee itsensä fotonin ja palautuu
termisesti alkuperäiselle tilalle.
Klassisessa teoriassa absorptio ilmaistaan sähköisen permittiivisyyden imaginää-
riosan avulla. Sironta riippuu sekä permittiivisyyden reaali- että imaginääriosasta.
Lisäksi permittiivisyys voi riippua paikasta, jolloin kappale on epähomogeeninen.
Nano-optiikka on optiikan osa-alue, jossa tutkitaan valon ja nanoluokan rakentei-
den vuorovaikutusta. Tämän tutkimisesta on tullut viime vuosina mahdollista na-
nolitografisten menetelmien, kuten elektronisädelitografian (engl. electron beam li-
tography) kehityttyä, mikä on mahdollistanut erikokoisten ja -muotoisten nanohiuk-
kasten ja -rakenteiden tarkan valmistamisen. Eräs syy nano-optiikan tutkimiseen on
se, että näitä rakenteita räätälöimällä saadaan aikaan voimakas sähkökentän vahvis-
tus tietyillä herätteillä. Varsinkin jalometallien tapauksessa sähkökentän vahvistus
on suuri niissä syntyvien koherenttien johde-elektronikaasun värähtelyjen, plasmo-
nien ansiosta. Plasmonien muodostuminen riippuu nanorakenteiden dimensiosta ja
muodosta sekä ympäröivästä väliaineesta [5]. Plasmoniresonanssit aiheuttavat myös
sironnan ja absorption voimistumisen.
Tarkasteltaessa kokeellisesti nanorakenteista saatavaa vastetta herätteenä toimii
laser (engl. Light Amplification by Stimulated Emission), joka tuottaa koherenttia
valoa [2,6] stimuloidun emission avulla. Laserin kehittyminen mahdollisti myös epäli-
neaaristen optisten ilmiöiden havaitsemisen vuonna 1961 [7]. Sähkökentän vahvistu-
minen aiheuttaa epälineaaristen optisten ilmiöiden voimistumista, sillä ne riippuvat
kentän korkeammista potensseista. Esimerkkinä tällaisista ilmiöistä ovat toisen har-
monisen generointi (engl. second-harmonic generation; SHG) ja summataajuuden
generointi (engl. sum-frequency generation; SFG). Toisen harmonisen generoinnissa
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väliaineessa syntyy kaksinkertaisella taajuudella herätteen taajuuteen nähden säh-
kökenttä. Tämän vuoksi sitä kutsutaan myös taajuudenkahdennukseksi. SHG:n voi-
makkuus riippuu sähkökentän neliöstä, joten sen saanto lisääntyy plasmoniresonans-
sien lähellä [8–10]. Näiden lisäksi yksinkertaisimpien mallien puitteissa väliaineella
täytyy olla epäkeskeissymmetrinen kiderakenne [11]. SHG:tä voi silti muodostua ää-
rellisissä kappaleissa, sillä väliainerajapinta rikkoo symmetrian. Lisäksi valmistuk-
sesta aiheutuvat defektit vaikuttavat signaaliin [12].
Laser tuottaa monenlaisia säteen poikittaismuotoja. Yleisimpiä poikittaismuotoja
ovat Gaussiset säteet, joita ova matalimman asteen lisäksi korkeampaa astetta olevat
Hermite–Gaussiset ja Laguerre–Gaussiset säteet. Näistä voidaan muodostaa optis-
ten komponenttien avulla räätälöityjä poikittaismuotoja, joista eräs tärkeimmistä
on radiaalinen poikittaismuoto [13], jossa lasersäteiden paikallisten kenttävektorien
suunnat osoittavat radiaalisen yksikkövektorin suuntaan. Tällaista sädettä fokusoi-
taessa syntyy sähkökentän komponentti, joka osoittaa etenemissuuntaan [14]. Tämä
on hyödyllinen esimerkiksi optisissa loukuissa [15] ja SHG:ssä [16].
Optinen mikroskopia on ala, jossa pyritään havaitsemaan pieniä kohteita. Tämä
perustuu siihen, että näytettä valaistaan näkyvällä valolla ja läpimennyt tai heijas-
tunut valo havaitaan. Linssien avulla kuvattavasta kohteesta tuotetaan suurennettu
kuva, mikä mahdollistaa hyvin pienien kohteiden havaitsemisen. Tavallisessa mik-
roskopiassa koko näyte valaistaan kerrallaan. Konfokaalimikroskopian periaate on
se, että fokusoitu valonsäde skannataan näytteen yli. Konfokaalimikroskopialla on
etuna se, että näytteestä saadaan korkealaatuisia kuvia, sillä fokuksen ulkopuolinen,
kuvanlaatua heikentävä informaatio on helppo poistaa [17]. Epälineaarinen mikros-
kopia toimii samalla periaatteella kuin konfokaalimikrokopia sillä erotuksella, että
siinä havaitaan sironneen valon sijaan epälineaaristen ilmiöiden synnyttämää valoa.
Sähkömagneettisen aallon sirontaa nanorakenteista voidaan tutkia kokeellisesti,
analyyttisesti ja numeerisesti. Numeerisesti sironnan ja absorption määrittämiseksi
täytyy ratkaista reuna-arvotehtävä, jota sanotaan sirontatehtäväksi. Analyyttinen
ratkaisu on mahdollista vain geometrisesti yksinkertaisille kappaleille, kuten pal-
lolle, kunhan väliaine on homogeeninen ja isotrooppinen. Gustav Mie esitti 1908,
miten valo siroaa pallon muotoisesta kappaleesta [18, 19]. Monimutkaisimmille ra-
kenteille sirontatehtävä täytyy ratkaista numeerisesti, mikä onnistuu nykyisin pöy-
tätietokoneella, kunhan tehtävän dimensio ei ole liian suuri. Tehtävän luonne vai-
kuttaa siihen, mikä on sopivin numeerinen menetelmä sen ratkaisuun. Esimerkkinä
numeerisista menetelmistä sirontatehtävän ratkaisuun ovat muun muassa element-
timenetelmä (engl. finite element method ; FEM), reunaelementtimenetelmä (engl.
boundary element method ; BEM) [20,21] sekä aikatason differenssimenetelmä (engl.
finite-difference time-domain; FDTD) [22,23].
Lisäksi sirontatehtävä voidaan ratkaista numeerisesti kvasistaattisesta approksi-
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maatio häiriöteorian avulla, kunhan herätteen aallonpituus on huomattavasti suu-
rempi kuin nanorakenteen dimensiot [24]. Tällä tavalla saadaan selville plasmonira-
kenteiden ominaismuodot herätteestä riippumatta.
Tässä työssä keskitytään sirontatehtävän numeeriseen ratkaisuun käyttäen ele-
menttimenetelmää, joka on yleinen numeerinen menetelmä osittaisdifferentiaaliyh-
tälöiden ratkaisemiseksi. Menetelmä mahdollistaa likiarvoratkaisun antamalla äärel-
lisdimensioisen muodon reuna-arvotehtävästä, jolla on reunaehto yksikäsitteisyyden
takaamiseksi. Lopulta ratkaisu saadan lineaarisesta yhtälöryhmästä. Tämä ratkaisu
ei ole yleisessä tapauksessa tarkka, vaan paras mahdollinen valitussa äärellisdimen-
sioisessa avaruudessa. Sirontatehtävässä tällainen on säteilyehto, joka on asymptoot-
tinen reunaehto. Ensimmäisen kerran elementtimenetelmää käytettiin 1943 [25]. Sitä
käytettiin aluksi mekaniikan ongelmiin. Nykyisin se on levinnyt muillekin fysiikan
osa-alueille, kuten virtausoppiin. Sähkömagnetiikassa elementtimenetelmää käytti
ensimmäisen kerran Silvester 1969 [26] analysoidessaan sähkömagneettisten aaltojen
etenemistä aaltoputkessa. Pian menetelmää käytettiin muissakin sähkömagnetiikan
ongelmissa, kuten sähköstatiikan ja magnetostatiikan ongelmissa ja sähkömagneetti-
sessa sironnassa [27]. Myös yhdistettyjä elementti-reunaintegraalimenetelmiä (engl.
finite element boundary integral ; FE-BI) on sovellettu [28]. Myös taajuudenkahden-
nusta [29], jaksollisia rakenteita [30], epähomogeenisia sirottajia [31], plasmonisia
rakenteita [29] ja fokusoidun säteen ja väliaineen vuorovaikutusta [32] mallinnetaan
elementtimenetelmällä.
Tässä työssä tutkitaan lineaarista optista sirontaa nanohiukkasista elementtime-
netelmällä. Mallinnusohjelmana toimii Comsol. Herätteenä käytetään tasoaaltohe-
rätteen lisäksi fokusoituja säteitä, jotka ovat tärkeitä muun muassa SHG:n saan-
non kannalta. Fokusoitujen säteiden lausekkeet muodostetaan käyttäen Matlab-
ohjelmaa, ja ne annetaan syötteenä Comsol-ohjelmalle. Toisessa luvussa johdetaan
teoria, joka on lineaarisen optiikan perustana. Kolmannessa luvussa johdetaan fo-
kusoitujen säteiden, kuten radiaalisesti ja atsimutaalisesti polarisoituneiden säteiden
lausekkeet. Nämä lausekkeet johdetaan myös tapaukselle, jossa fokusoitu säde koh-
taa substraatin, jolloin osa säteestä heijastuu ja osa taittuu. Neljännessä luvussa
esitetään sirontatehtävän numeerinen ratkaisu elementtimenetelmällä. Viidennessä
luvussa esitellään elementtimenetelmällä saatuja tuloksia valituille rakenteiden, ku-
ten pallolle ja nanolangalle. Saatuja tuloksia verrataan reunaelementtimenetelmällä
laskettuihin tuloksiin. Kuudennessa luvussa esitetään yhteenveto.
52. KLASSINEN SÄHKÖMAGNETIIKKA JA
SIRONTATEHTÄVÄ
Sähkömagneettinen sironta on moninainen ilmiö, joka johtuu aineen heterogeeni-
suudesta atomitasolla. Tämän vuoksi kaikki väliaineet tyhjiötä lukuunottamatta si-
rottavat valoa. Monissa optiikan ilmiöissä, kuten taittumisessa ja heijastumisessa
kahden aineen rajapinnalla tai diffraktiossa hilasta kyse on pohjimmiltaan sironnas-
ta. Absorptiossa hiukkaset muuttavat sähkömagneettiseen kenttään varastoitunutta
energiaa muihin muotoihin. Klassisesti sähkömagneettista sirontaa ja absorptiota
mallinnetaan Maxwellin yhtälöiden avulla.
Tässä luvussa esitetään klassisen sähkömagnetiikan perusteet olettaen lineaarisen
ja isotrooppisen materiaalivasteen. Tämän pohjalta johdetaan ääretöndimensioisen
sirontatehtävän reuna-arvotehtävänä. Lisäksi käydään läpi sirontasuureet, joihin lu-
keutuvat sirontakuvio sekä absorption ja sironnan vuorovaikutusalat.
2.1 Maxwellin yhtälöt ja väliainerelaatiot
Sirontatehtävän lähtökohtana ovat makroskooppiset Maxwellin yhtälöt, jotka ilmais-
taan klassisessa vektorianalyysissä ja differentiaalimuodossa seuraavasti [33]:
∇× E˜ = −∂B˜
∂t
, (2.1)
∇× H˜ = J˜+ ∂D˜
∂t
, (2.2)
∇ · D˜ = ρ˜, (2.3)
∇ · B˜ = 0. (2.4)
Yhtälöt on ilmaistu kolmiulotteisessa euklidisessa avaruudessa R3 ja käyttäen SI-
yksikköjärjestelmää. Yhtälöissä (2.1)–(2.4) sähkökenttä E˜, sähkövuon tiheys D˜, mag-
neettikenttä H˜, magneettivuon tiheys B˜ ja sähkövirran tiheys J˜ ovat aika- ja paikka-
riippuvia kuvauksia R4 → R3. Sähkövaraustiheys ρ˜ on aika- ja paikkariippuva kuvaus
R4 → R. Usein on hyödyllistä tarkastella kenttien taajuuskomponentteja. Esimerkik-
si sähkökenttä voidaan esittää kompleksiarvoisten Fourier-komponenttien E(ω) avul-
la summaamalla tai integroimalla E(ω)exp(−iωt)+E∗(ω) exp(iωt) ei-negatiivisten,
reaalisten kulmataajuuksien ω yli.
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Maxwellin yhtälöissä olevat operaattorit ovat lineaarisia ja ratkaistavan Fourier-
komponentin aikariippuvuus on exp(−iωt), minkä vuoksi Fourier-komponenteille
saadaan seuraavanlaiset yhtälöt:
∇× E = iωB, (2.5)
∇×H = J− iωD, (2.6)
∇ ·D = ρ, (2.7)
∇ ·B = 0. (2.8)
Yhtälöissä (2.5)–(2.8) kentät riippuvat enää paikasta. Kentät E, D, H, B ja J ovat
kuvauksia R3 → C3 ja ρ on kuvaus R3 → C.
Tässä työssä heräte oletetaan monokromaattiseksi, jolloin kentät voidaan ratkais-
ta yhtälöistä (2.5)–(2.8). Laserin heräte voi todellisuudessa olla myös laajakaistai-
nen, mutta silloinkin tehtävää voidaan mallintaa aikaharmonisena käyttämällä kes-
kustaajuutta tai vaihtoehtoisesti tehtävä voidaan ratkaista kaistan eri taajuuksilla
erikseen ja summata eri taajuuksien yli lopuksi.
Makroskooppisten Maxwellin yhtälöiden (2.5)–(2.8) lisäksi vaaditaan tieto väliai-
nerelaatioista [33, luku 6.6]:
D = E, (2.9)
B = µH, (2.10)
J = σE. (2.11)
Yhtälöissä (2.9)–(2.11) permittiiivisyys , permeabiliteetti µ ja sähkönjohtavuus σ
ovat paikasta ja taajuudesta riippuvia skalaarikenttiä R3 → C. Anisotrooppisessa
tapauksessa ne ovat 2-tensorikenttiä. Koska väliainerelaatiot (E, D), (H, B) ja (E,
J) ovat lineaarisia, ratkaisu Maxwellin yhtälöille voidaan esittää erikseen Fourier-
komponenteille.
Taajuustasossa sähkönjohtavuus voidaan sisällyttää permittiivisyyden imaginää-
riosaan kaavalla ′ =  + iσ
ω
. Tällöin varaustiheys ja virrantiheys ovat yhtä kuin
0, jolloin tehtävä on johtaville kappaleille samaa muotoa kuin dielektrisille. Käy-
tämme tässä työssä tätä määritelmää olettaen lisäksi, että väliaineen vasteet ovat
isotrooppisia.
2.2 Materiaalimallit
Aineiden sähköisiä ja magneettiia ominaisuuksia kuvaavaat suureet , µ ja σ riippu-
vat niiden elektronirakenteesta. Kiinteillä aineilla on kidehilamainen rakenne, mikä
aiheuttaa vyömäisen elektronirakenteen, jonka muoto selittää monia aineen ominai-
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suuksia. Valenssielektronit ja johde-elektronit ovat eri vöissä, joiden välinen energiae-
ro määrittää, onko aine eriste, puolijohde vai johde. Eristeille aukko on noin 5-10
eV, mikä on liikaa sille, että elektronit pystyisivät normaalissa huoneenlämpötilassa
virittymään johtavuusvyölle. Puolijohteiden elektroniaukko on huoneenlämpötilassa
noin 1 eV, mikä mahdollistaa sen, että elektronit voivat huoneenlämpötilassa virittyä
johtavuusvyölle. Johteilla energia-aukko valenssivyön suurimman energian, Fermi-
energian, ja johtavuusvyön välillä on vielä pienempi, mikä tekee niistä hyvin sähköä
johtavia, sillä huoneenlämmössä johtavuusvyöllä on elektroneja. Syynä tähän on se,
että kaistojen välinen viritys (engl. interband transition) vaatii vain pienen määrän
energiaa.
Jalometallien optisia ominaisuuksia pystytään kuvaamaan yksinkertaisilla mal-
leilla, jotka eivät ota huomioon elektronien välisiä vuorovaikutuksia. Näistä vapaa-
elektronimalleista yksinkertaisin on Drude-malli, joka ennustaa sähköiseksi permit-
tiivisyydeksi [19]
(ω)
0
= 1− ω
2
p
ω(ω + iγ)
. (2.12)
Edellisessä kaavassa ωp on tilavuusplasmonitaajuus ja γ (γ ≥ 0) on vaimennusker-
roin. Ideaalimetalleilla γ = 0 ja tilavuusplasmonitaajuus ωp toimii rajana, jolloin
ideaalijohde muuttuu selvästi valoa läpäisevästä heijastavaksi kun taajuus pienenee.
Vaimennuskerroin γ kuvaa, miten elektroni siroaa atomeista. Se riippuu kääntei-
sesti keskimääräisestä ajasta elektronien ja atomien peräkkäisten törmäysten vä-
lillä. Jalometalleille malli toimii parhaiten optisilla ja lähi-infrapunataajuuksilla.
Infrapuna-alueella mallin toimivuus on esimerkiksi kullan tapauksessa heikompaa,
sillä tällöin jalometalleilla tapahtuu kaistojen välisiä virityksiä, joita Drude-malli ei
ota huomioon. Lorentz-malli antaa tällä alueella tarkemman ennustuksen ottamalla
huomioon elektroneihin vaikuttavan kaistoista aiheutuvan potentiaalin. Ottamalla
huomioon sekä vapaat elektronit että kaistojen väliset viritykset päädytään Drude-
Lorentz-malliin
(ω)
0
= 1− ω
2
p
ω(ω + iγ)
+
∑
n
an
ω2p
ω2n − ω2 − iγnω
. (2.13)
Kaavassa (2.13) kertoimet an ovat kaistojen välisten viritysten painokertoimet, taa-
juudet ωn ovat vastaavat resonanssitaajuudet ja kertoimet γn (γn ≥ 0) ovat vastaavia
vaimennuskertoimia.
Kompleksisen permittiivisyyden reaali- ja imaginääriosat riippuvat aina toisistaan
Kramers–Kronig-relaatioiden mukaan [11, 19] riippumatta, mitä mallia käytetään.
Tämä estää tietyntyyppisten materiaalien olemassaolon. Esimerkkinä tällaisesta on
materiaali, jonka permittiivisyyden reaali- tai imaginääriosa on ei-dispersiivinen eli
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ei riipu kulmataajuudesta.
Metalleilla elektronien sironta materiaalin reunoilta tulee merkittäväksi, kun näyt-
teen dimensiot ovat pienemmät kuin johde-elektronien vapaamatka, joka on esimer-
kiksi kullalle 52 nm [34]. Tällöin permittiivisyys riippuu rakenteen koosta ja tulee
merkittäväksi nanoluokan hiukkasten tapauksessa. Kreibig otti huomioon tämän il-
miön tutkiessaan pieniä hopeisia nanohiukkasia [34] siten, että Drude-mallissa muo-
kataan vaimennuskerrointa muotoon
γ = γbulk +
vF
L
. (2.14)
Kaavassa (2.14) vF on elektronien Fermi-energiaa vastaava nopeus ja L on keski-
määräinen vapaamatka sironnalle näytteen pinnalta.
Drude–Lorentz -mallin sijasta voidaan käyttää myös mitattua permittiivisyyt-
tä. Johnson ja Christy määrittivät kullalle, hopealle ja kuparille kompleksisen per-
mittiivisyyden energia-alueella 0.4-6.5 eV [35]. Taajuustason menetelmissä, kuten
elementti- ja reunaelementtimenetelmässä, kokeellisesti määritetyllä permittiivisyy-
dellä saadaan varsinkin ultraviolettialueella tarkempia tuloksia kuin Drude-mallilla.
Aikatason menetelmissä, kuten aikatason differenssimenetelmässä, joudutaan laske-
maan konvoluutiolla aikariippuvainen permittiivisyys, mikä on helpompaa materiaa-
limallien avulla kuin mitatusta datasta. Lisäksi materiaalimallit sallivat taajuudelta
kompleksisuuden, mikä on etu tarkastellessa sirontakappaleiden ominaistaajuuksia,
jotka ovat kompleksisia [36].
Metallihiukkasten optiset ominaisuudet aiheutuvat plasmoneista, jotka ovat kohe-
rentin johde-elektronikaasun värähtelyn kvantteja. Plasmoneja on kolmea tyyppiä:
tilavuus-, pinta- ja hiukkasplasmoni. Tässä työssä keskeisimpiä ovat hiukkasplas-
monit, joiden reunaehtona on se, että värähtely on rajoitettu kaikkissa suunnissa.
Hiukkasplasmonit virittyvät voimakkaimmin resonanssitaajuuksilla, jotka riippuvat
nanorakenteen koosta, muodosta, materiaalista sekä ympäröivästä väliaineesta. Nä-
mä resonanssitaajuudet voidaan määritellä yleisessä tapauksessa reunaintegraalio-
peraattoreilla [36].
2.3 Sirontatehtävä
Sirontatehtävä on reuna-arvotehtävä, jossa kappaleeseen tuleva herätekenttä (Einc,
Hinc) aiheuttaa sironneen kentän Es = E − Einc, Hs = H − Hinc kappaleen ym-
päristössä. Sirontatehtävän asettelu ei ole kuitenkaan mahdollista mielivaltaiselle
geometrialle tai herätteelle, vaan niille on asetettava rajoitteet, jotta ratkaisu olisi
olemassa ja olisi fysikaalinen.
Tässä työssä tarkastellaan sirontaa klassisella vektorianalyysillä. Joissain tapauk-
sissa voitaisiin tarkastella sirontaa myös kaksiulotteisessa euklidisessa avaruudes-
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sa R2. Tämä on mahdollista esimerkiksi tilanteessa, jossa reuna-arvotehtävää voi-
daan yksinkertaistaa. Esimerkiksi sironta äärettömän pitkästä homogeenisesta sylin-
teristä on geometrialtaan symmetrinen pitkittäissuuntaan. Vaihtoehtoisesti reuna-
arvotehtävä voidaan muotoilla differentiaaligeometrian avulla, jolloin reuna-arvotehtän
muotoilu ei riipu dimensiosta. Tällöin sähkökenttää mallinnetaan polkuun liittyvänä
1-muotona ja sähkövuontiheyttä pintaan liittyvänä 2-muotona. [37]
Sähkömagneettisessa sirontatehtävässä määrittelyalue jaetaan osa-alueisiin. Osa-
alueiden on toteutettava tietyt ehdot, jotta ratkaisu olisi fysikaalisesti mielekäs. En-
sinnäkin osa-alueiden on toteutettava differentioituvan moniston ehdot. Lisäksi pi-
tää valita jokin metriikka [38], jonka suhteen osa-alueet ovat Lipschitz-jatkuvia [39].
Tässä työssä tarkastellaan euklidista avaruutta R3, jolloin metriikkana on euklideen
metriikka.
Sähkö- ja magneettikenttä kuuluvat lokaalisti neliöintegroituvien funktioiden f :
V → C3 Hilbert-avaruuten L2loc(V ) sisätulon
〈f,g〉 =
∫
V
f∗ · gdV (2.15)
suhteen. Lokaalisti neliöintegroituvuus tilavuuden V yli tarkoittaa sitä, että funktio
on neliöintegroituva kaikkien joukon V rajoitettujen osajoukkojen yli. Esimerkiksi
silloin, kun heräte on tasoaalto, kentät eivät ole neliöintegroituvia koko avaruuden
yli, jolloin myöskään syntyvät sironneet kentät eivät ole sitä. Toisin sanoen energia
ei ole äärellinen. Koska sirontatehtävä esitetään usein vain sähkö- tai magneettiken-
tän avulla, täytyy myös suureiden roottoreilta vaatia lokaali neliöintegroituvuus, eli
sähkö- ja magneettikenttien on kuuluttava avaruuteen
L2loc(curl, V ) = {f ∈ L2loc(V )|∇ × f ∈ L2loc(V )}. (2.16)
Ehdon (2.16) toteutuminen sähkö- tai magneettikentältä riittää takaamaan molem-
pien kenttien lokaalin neliöintegroituvuuden.
Määritellään seuraavaksi lokaalisti neliöintegroituva aikaharmoninen heräte (Einc,
Hinc) taajuudella ω. Heräte etenee häiriöttä alueessa Vc, jossa ei ole sirottajia. Muu
osa koko euklidisesta avaruudesta R3 on sirottava alue V . Tämä on Lipschitz-jatkuva
differentiaalimonisto, joka on kompakti R3:n osajoukko. Euklidisessa avaruudessa
joukko on kompakti jos ja vain jos se on suljettu ja rajoitettu. Alue Vc on aluksi
rajoitettu, mutta sen ulkoreuna ∂V∞ lähestyy ääretöntä. Merkitään permittiivisyyt-
tä symbolilla i ja permeabiliteettia symbolilla µi väliaineessa Vi = V, Vc. Lisäksi
määritellään aaltoluku ki = ω
√
iµi ja aaltoimpedanssi ηi =
√
µi
i
. Tässä työssä ole-
tetaan alue Vc isotrooppiseksi, häviöttömäksi ja alustavasti homogeeniseksi. Tällöin
permittiivisyys ja permeabiliteetti ovat reaalisia skalaarikenttiä alueessa V .
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Kuva 2.1: Esimerkki sirontatehtävästä, jossa on kaksi nanohiukkasta substraatin pinnalla.
Alue Vc vaatii vielä lisäkäsittelyn, sillä siellä pitää sallia tasorajapinta, jos halu-
taan mallintaa substraatti. Motivaationa tähän on se, että kokeelliset näytteet ovat
yleensä substraatin pinnalla, mikä vaikuttaa tuloksiin. Substraatin permittiivisyys
on subsc ja permeabiliteetti on µsubsc . Muualla alueessa Vc permittiivisyys on 1c ja
permeabiliteetti on µ1c. Alue V oletetaan isotrooppiseksi ja epähomogeeniseksi ja
mahdollisesti häviölliseksi.
Substraatin tapauksessa pitää ottaa huomioon, että osa tulevasta herätteestä
(Efinc, H
f
inc) taittuu ja osa heijastuu substraatin pinnalta. Tällöin heräte (Einc, Hinc)
on substraatin ulkopuolella tulevan herätteen ja heijastuneen herätteen (Erinc, H
r
inc)
summa. Substraatissa heräte on substraatin pinnalta taittunut heräte (Etinc, H
t
inc).
Merkitään sähkö- ja magneettikenttiä alueessa i symboleilla Ei,Hi.
Aikaharmonisista Maxwellin yhtälöistä (2.5)–(2.8) johdetaan Helmholtz -yhtälöt
kokonaiskentille operoimalla roottorilla yhtälöihin (2.5) ja (2.6). Heräte toteuttaa
Helmholtz-yhtälöt R3:ssa, kun sirottajat poistetaan. Substraatin tapauksessa pi-
tää huomioida, että permittiivisyys ja permeabiliteetti muuttuvat siirryttäessä sub-
straattiin. Tässä työssä muodostetaan sirontatehtävä sironneille kentille. Vähentä-
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mällä kokonaiskentän ja herätteen Helmholtz-yhtälöt saadaan sironneelle kentälle
yhtälöt, jotka sen on toteutettava. Nämä eivät vielä riitä takaamaan sironneiden
sähkö- ja magneettikenttien yksikäsitteisyyttä, vaan niiden lisäksi tarvitaan sätei-
lyehto ja sähkö- ja magneettikenttien tangenttikomponentin jatkuvuus rajapinnoilla.
Sironneiden kenttien tangentiaalijatkuvuus seuraa kokonaiskenttien tangentiaalijat-
kuvuudesta. Näistä ehdoista saadaan muodostettua reuna-arvotehtävä [40]
∇× 1
µi
∇× Eis − ω2iEis − ω2
(
i − cµc
µi
)
Einc = 0, alueessa Vi, (2.17)
∇× 1
i
∇×His − ω2µiHis − ω2
(
µi − µc c
i
)
Hinc = 0, alueessa Vi, (2.18)
lim
|r|→∞
Ecs × r+ |r|Hcsηc = 0, alueessa Vc. (2.19)
Yhtälöissä (2.17)–(2.19) parametrit, joilla on alaindeksi 0 viittaavat tyhjiön paramet-
reihin. Yhtälö (2.19) on Silver–Müller -säteilyehto [41], joka on määritelty reunalla
∂V∞ sironneille kentille. Ehto takaa sen, että sironneet kentät etenevät sirottavista
kappaleista poispäin ja vaimenevat nopeudella r−1, missä r kuvaa etäisyyttä sirot-
tajista. Substraatin tapauksessa substraatin pinnalle syntyy eteneviä pinta-aaltoja,
jotka heikkenevät nopeudella r−1/2 [14]. Tällöin Silver–Müller-ehto ei pidä tarkalleen
ottaen enää paikkansa, mutta tässä työssä sitä pidetään mallinnusoletuksena. Sätei-
lyehto takaa sen, että sirontatehtävän ratkaisu on yksikäsitteinen, kun kulmataajuus
ω on reaaliarvoinen [39,41]. Ehdot (2.17)–(2.19) riittävät sirontatehtävän yksikäsit-
teiseen ratkaisuun, kunhan sähkö- ja magneettikentät kuuluvat lokaalisti neliöin-
tegroituvaan avaruuteen L2loc(curl, V ). Lokaali neliöintegroituvuus takaa sähkö- ja
magneettikenttien tangenttikomponentin jatkuvuuden materiaalirajapinnoilla.
2.4 Absorptio ja sironta
Sirontatehtävän ratkaisuna saadaan sähkö- ja magneettikentät. Usein näitä kiinnos-
tavampia ovat tehohäviöitä kuvaavat suureet, joita pystytään mittaamaan. Tällaisia
ovat absorption, sironnan ja ekstinktion vuorovaikutusalat. Tässä luvussa johdetaan
nämä suureet Bohrenin ja Huffmannin teokseen pohjautuen [19].
Sähkömagneettista tehoa kuvataan Poyntingin vektorilla
S˜ = E˜× H˜, (2.20)
jonka integraali pinnan yli kertoo, paljonko tehoa välittyy pinnan läpi. Yleensä käy-
tetään tämän sijaan aikakeskiarvoistettua Poyntingin vektoria
<S˜> =
1
τ
∫ t+τ
t
S˜(t′)dt′, (2.21)
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sillä mittalaitteet eivät pysty mittaamaan Poyntingin vektorin nopeita muutoksia
ajan suhteen. Symboli τ kuvaa aikavälin pituutta, jolta mitataan keskiarvo. Ai-
kaharmonisessa tapauksessa aikakeskiarvoistettu Poynting-vektori voidaan esittää
muodossa
<S˜> =
1
2
Re{E×H∗}. (2.22)
Käytetään tästä lähtien aikakeskiarvoistettua Poyntingin vektoria ja merkitään sitä
symbolilla S. Pinnan A läpi kulkevaa tehoa voidaan kuvata integroimalla Poyntingin
vektori pinnan yli tehofunktionaalilla
W =
∫
A
S · ndA, (2.23)
jossa pinnan normaalivektori n osoittaa pinnan A sulkemasta alueesta poispäin.
Sähkö- ja magneettikenttien tangentiaalijatkuvuus väliaineiden rajapinnoilla takaa
sen, että energiaa ei katoa tai synny rajapinnoilla. Tällöin ei ole väliä integroidaanko
Poyntingin vektoria sisä- vai ulkopinnalla. Yhden kappaleen absorption aiheuttamaa
tehohäviötä kuvataan integroimalla kokonaiskentän Poyntingin vektori yli kuvitteel-
lisen pinnan A, joka sulkee kappaleen sisäänsä
Wa = −
∫
A
S · ndA. (2.24)
Kappaleen sironnan aiheuttamaa tehohäviötä kuvataan integroimalla sironneiden
kenttien Poyntingin vektori
Ss =
1
2
Re{Es ×H∗s} (2.25)
pinnan A yli
Ws =
∫
A
Ss · ndA. (2.26)
Sirottava kappale aiheuttaa ekstinktion eli häviön herätteeseen. Ekstinktion aiheut-
tama tehohäviöWext on määritelty Poyntingin vektorin Sext = S−Sinc−Ss normaa-
likomponentin integraalina pinnan A yli. Symboli Sinc kuvaa herätteen Poyntingin
vektoria ja on määritelty vastaavalla tavalla kuin sironneiden kenttien Poyntingin
vektori. Sitä vastaava tehohäviö on 0. Voidaan osoittaa, että ekstinktio aiheutuu
absorptiosta ja sironnasta eli
Wext = Wa +Ws. (2.27)
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Edellä määriteltyjen tehojen avulla voidaan määritellä vuorovaikutusalat
C =
W
Iinc
(2.28)
jakamalla tehofunktionaali herätteen intensiteetillä, joka voidaan ilmaista tasoaal-
lolle muodossa
Iinc =
1
2
c0
√
r|E0|2. (2.29)
Ekstinktion vuorovaikutusala (engl. extinction cross-section; ECS) saadaan sum-
maamalla absorption (engl. absorption cross-section; ACS) ja sironnan vuorovaiku-
tusalat (engl. scattering cross-section; SCS) keskenään
Cext = Ca + Cs. (2.30)
Ekstinktion vuorovaikutusala voidaan laskea myös optisesta teoreemasta [42], joka
kuvaa ekstinktion eteenpäin sironneiden kenttien avulla. Tässä työssä ekstinktion
vuorovaikutusala lasketaan kuitenkin absorption ja sironnan summana.
Mallinnettaessa substraattia pitää huomioida, että heräte muuttuu siirryttäessä
substraattiin. Substraatin tapauksessa optinen teoreema ei ole enää samaa muotoa
kuin ilman substraattia, vaan tällöin ekstinktio riippuu sironnasta heijastuneen ja
taittuneen herätteen suuntaan [43].
2.5 Sironnut kaukokenttä
Tutkittaessa nanorakenteita ollaan tehohäviöiden lisäksi usein kiinnostuneita sähkö-
ja magneettikentästä kaukana sirottajista. Nämä kaukokentät saadaan ekvivalenssi-
periaatteella, kun tunnetaan sähkö- ja magneettikenttien tangentiaalikomponentit
sirottajien pinnalla. Ekvivalenssiperiaatteen mukaan sironneet kentät voidaan las-
kea sähköisen ja magneettisen pintavirrantiheyden
Js = n×H, (2.31)
Jms = −n× E. (2.32)
avulla sirottajien pinnalta. Tällöin sirottajien väliaine ajatellaan samaksi kuin ym-
päristön. Normaalivektori n osoittaa alueeseen, jossa sähkö- ja magneettikentät eva-
luoidaan.
Sironneet kentät saadaan pintavirrantiheyksistäGreenin funktioiden avulla. Helm-
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ԑ0 ԑ 
Js = n × H n × H 
− n × E Jms =  − n × E 
Kuva 2.2: Ekvivalenssiperiaate.
holtz -yhtälön skalaarinen Greenin funktio G toteuttaa ehdon
∇′2G+ k2G = −δ(r− r′). (2.33)
Greenin funktio on vaste pistemäiseen yksikkölähteeseen. Se on yleinen työkalu
fysiikassa, joka mahdollistaa integraaliyhtälöiden muotoilun ja lineaaristen reuna-
arvotehtävien ratkaisun konvoluution avulla [44]. Greenin funktion löytäminen on
usein hankalaa, mutta siihen on useita eri menetelmiä, kuten ominaisfunktiokehitel-
mä [33], kuvalähdemenetelmä [33], muuttujien separointi [33] ja Laplace-muunnos
[45]. Helmholtz-yhtälön skalaariseksi fundamentaaliksi Greenin funktioksi osoittau-
tuu
G(r− r′) = e
±ik|r−r′|
4pi|r− r′| . (2.34)
Fundamentaali Greenin funktio eroaa koko reuna-arvotehtävän ratkaisevasta Gree-
nin funktiosta siten, että siltä ei vaadita reunaehtojen toteutumista. Ratkaisuis-
ta plusmerkkinen kuvaa lähteestä ulospäin eteneviä palloaaltoja ja miinusmerkki-
nen kuvaa pistettä päin suppenevia palloaaltoja. Tässä työssä tarkastellaan ulos-
päin eteneviä aaltoja, jolloin valitaan ratkaisu, jossa on plusmerkki. Kaavassa (2.33)
Laplace-operaattori ∇′2 lasketaan paikan r′ suhteen. Aaltoluku k viittaa alueeseen
Vc, joka oletetaan aluksi täysin homogeeniseksi, mutta myöhemmin substraatti ote-
taan mukaan käsittelyyn. Lähteessä [46, s. 817] on johdettu, miten Greenin toisen
identiteetin avulla voidaan johtaa Kirchoffin yhtälö, joka kertoo sähkökentän si-
rottavien kappaleiden ulkopuolella alueessa Vc. Suljettujen kappaleiden tapauksessa
Kirchoffin yhtälö on ekvivalentti Stratton–Chun, Kottlerin ja Franzin yhtälöiden
kanssa [46], joiden avulla sirontatehtävä voidaan ratkaista eri tapauksissa. Kaikkien
yhtälöiden ekvivalenssi ei pidä paikkaansa avoimille pinnoille, joita käytetään rat-
kaistaessa aukkoantennien säteilemiä kenttiä tai diffraktiota aukosta. Tällöin enää
Kottlerin ja Franzin yhlälöt ovat ekvivalentteja ja antavat kentille oikeat lausekkeet.
Sähkömagneettisen sironnan tapauksessa tarkasteltavat pinnat ovat suljettuja,
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jolloin voidaan käyttää Stratton–Chu-yhtälöä [47] sähkökentän ratkaisemiseksi alu-
eessa Vc
Es(r) =
∮
∂V
[iωµGJs + (n · E)∇′G− (Jms)×∇′G]dS ′. (2.35)
Stratton–Chu-yhtälössä (2.35) pinta ∂V on nanohiukkasten V ja alueen Vc välinen
pinta. Se on suunnistettu siten, että normaalivektori n osoittaa alueeseen Vc. Sähkö-
ja magneettikentät integrandissa riippuvat pisteestä r′.
Oletetaan seuraavaksi, että tarkastelupiste r on riittävän kaukana origosta, joka
on lähellä nanohiukkasia. Kaukokentässä sironneet sähkömagneettiset aallot lähes-
tyvät tasoaaltoa, jolloin approksimoidaan
G =
eik|r−r
′|
4pi|r− r′| '
eikr
4pir
e−ik·r
′
(2.36)
∇G ' ikG. (2.37)
Aaltovektori k = (kx/r, ky/z, kz/r) kuvaa tasoaaltoa, joka etenee origosta suuntaan
r aaltoluvulla k, joka on aaltoluku pisteessä r alueessa Vc.
Edellä määritelty Greenin funktio pätee tapauksissa, joissa ei mallinneta sub-
straattia. Skalaarisen Greenin funktion sijaan voidaan käyttää joissain tilanteissa
myös dyadista Greenin funktiota G, joka on määritelty säteilevän sähköisen dipolin
aiheuttaman sähkökentän perusteella
E(r) = ω2µ0µG(r, r′)µ, (2.38)
missä r′ on lähdepiste, r on tarkastelupiste ja µ on sähköinen dipolimomentti. Dy-
adinen Greenin funktio saadaan myös skalaarisesta Greenin funktiosta käyttämällä
kaavaa
G =
[
I+
1
k2
∇∇
]
G, (2.39)
missä I on yksikkömatriisi. Mallinnettaessa substraattia dyadinen Greenin funktio
on muotoa [14]
G = G0 +Gr substraatin ulkopuolella (2.40)
G = Gt substraatissa. (2.41)
Silloin, kun tarkastelupiste r on substraatin ulkopuolella, dyadinen Greenin funktio
on dyadisen Greenin funktion pääosan (2.39) ja heijastuneen dyadisen Greenin funk-
tion Gr summa. Muutoin käytetään taittunutta Greenin funktiota Gt. Heijastunut
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ja taittunut Greenin funktio johdetaan tarkastelemalla sähköisen dipolin aiheutta-
maa sähkökenttää erikseen substraatin ulkopuolella ja substraatissa. Molemmissa
tapauksissa Greenin funktio saadaan soveltamalla Fresnelin kertoimia kaavan (2.38)
tasoaaltokehitelmään. Heijastuneen Greenin funktion tapauksessa pitää huomioi-
da, että myös Greenin funktion pääosa on mukana. Dyadisten Greenin funktioiden
asymptoottiset muodot on johdettu lähteessä [14, Liite D].
Nyt yhtälöstä (2.35) voidaan ottaa kaukokentän approksimaatio kaukokentän
Greenin funktioiden avulla. Kun ei mallinneta substraattia, sironnut kaukokenttä
on muotoa
Efars (r) =
ikeikr
4pir
r0 ×
∮
∂Vc
[ηr0 × (n×H)− (n× E)]e−ikr′·r0dS ′. (2.42)
Symboli r0 = r|r| on vektorin r yksikkövektori ja symboli η =
√
µ

on aaltoimpe-
danssi, joka kuvaa sähkö- ja magneettikenttien amplitudien suhdetta. Substraatin
tapauksessa siijoitetaan kaava (2.41) kaavaan (2.37), jonka jälkeen sijoitetaan dy-
adinen Greenin funktio saatuun kaavaan. Voidaan osoittaa, että tällöin kaukokenttä
r 
ɸ 
θ 
x 
y 
z 
Kuva 2.3: Pallokoordinaatit.
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Efars on muotoa
Efarps (r) =
ikeikr
4pir
r0 ×
∮
∂Vc
[ηr0 × (n×H)− (n× E)](e−ikr′·r0
− rp(θ)e−ik(r′·r0−2zz′/r))dS ′ · nθ, substraatin ulkopuolella
(2.43)
Efarps (r) =
ikeikr
4pir
r0 ×
∮
∂Vc
[ηr0 × (n×H)− (n× E)](e−ik2r′·r0
+ rp(θ))e−ik2r
′·r0)dS ′ · nθ, substraatissa
(2.44)
Efarss (r) =
ikeikr
4pir
r0 ×
∮
∂Vc
[ηr0 × (n×H)− (n× E)](e−ikr′·r0
+ rs(θ)e−ik(r
′·r0−2zz′/r))dS ′ · nφ, substraatin ulkopuolella
(2.45)
Efarss (r) =
ikeikr
4pir
r0 ×
∮
∂Vc
[ηr0 × (n×H)− (n× E)](e−ik2r′·r0
− rs(θ)e−ik2r′·r0)dS ′ · nφ, substraatissa
(2.46)
Efars = E
farp
s nθ + E
fars
s nφ. (2.47)
Heijastunut sähkökenttä on jaettu pallokoordinaattien mukaan θ- ja φ- polarisaa-
tioihin. Symbolit rs ja rp viittaavat vastaaviin Fresnel-kertoimiin, jotka kuvaavat,
miten suuri osa näissä polarisaatiotiloissa olevista tasoaaltojen sähkökentistä hei-
jastuu tullessaan tasomaiselle rajapinnalle. Luvussa 3 käsitellään tarkemmin näitä
kertoimia ottaen huomioon myös taittuneiden kenttien Fresnel-kertoimet, jotka ku-
vaavat, miten suuri osa tasoaallosta taittuu tullessaan tasorajapinnalle. Yhtälöis-
tä (2.43)–(2.47) nähdään, että kaukokentässä sähkökentän radiaalinen komponentti
häviää.
Vastaavat magneettikentät saadaan kaavalla
Hfars (r) = r0 ×
Efars
ηc
. (2.48)
Magneettikenttää (2.48) laskiessa täytyy huomioida, että impedanssi ηc on tarkaste-
lupisteen r impedanssi. Substraatin tapauksessa se riippuu siitä, onko tarkastelupiste
substraatin sisällä.
Kaukokentän avulla voidaan vielä määritellä sirontakuvio (engl. bistatic radar
cross-section; RCS) [23,48]
CRCS(θ, φ) = lim
r→∞
(
4pir2
|Ss|
|Sinc|
)
= 4pir2
|Efars |2
|Einc|2 , (2.49)
joka kuvaa, miten tutkittava rakenne sirottaa valoa eri suuntiin. Kaavassa (2.49)
θ ∈ [0, pi], φ ∈ [0, 2pi] ovat pallokoordinaatteja (ks. kuva 2.3).
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3. FOKUSOIDUT SÄTEET
Tässä luvussa esitetään vektoriaalisen diffraktioteorian avulla linssillä fokusoitujen
Gaussisten säteiden lausekkeet. Lisäksi tarkastellaan substraatin vaikutusta sätei-
siin. Tarkastelu perustuu pääasiassa Novotnyn kirjaan [14, luku 3].
3.1 Kulmaspektriesitys
Laserista saatavien optisten kenttien ominaisuuksia voidaan analysoida kulmaspekt-
riesityksellä (engl. angular spectrum representation). Kulmaspektriesitys kuvaa op-
tisia kenttiä homogeenisessa väliaineessa. Optinen kenttä koostuu etenevistä taso-
aalloista ja vaimenevista tasoaalloista (engl. evanescent waves).
Kulmaspektriesityksessä sähkö- ja magneettikenttä ilmaistaan sarjakehitelmän
avulla etenevien ja vaimenevien tasoaaltojen summana. Oletetaan, että kenttä ete-
nee pääasiassa z-akselin suuntaan ja sen poikittainen rakenne on aluksi tunnettu
tasossa z = 0. Oletetaan lisäksi, että väliaine on xy-tasossa homogeeninen, isotroop-
pinen, lineaarinen ja lähteetön. Lisäksi oletetaan, että heräte on aikaharmoninen
taajuudella ω. Valitulla tasolla sähkö- ja magneettikenttä voidaan ilmaista Fourier-
komponenttien avulla muodossa [14]
E(x, y, z) =
∫∫ ∞
−∞
Eˆ(kx, ky, z)ei(kxx+kyy)dkxdky. (3.1)
Asettamalla Fourier-komponentin paikasta riippuva osa E(r) Helmholtz-yhtälöön ja
määrittelemällä
kz =
√
k2 − k2x − k2y, =(kz) ≥ 0 (3.2)
voidaan näyttää, että Fourier-spektri tasossa z 6= 0
Eˆ(kx, ky, z) = Eˆ(kx, ky, 0)e±ikzz, (3.3)
missä e±ikzz on propagaattori, jonka eksponentissa olevan termin etumerkki ker-
too, ollaanko ratkaisemassa sähkökenttää puoliavaruudessa z > 0 vai z < 0. Va-
litaan tästä lähtien z > 0, jota vastaa plusmerkkinen ratkaisu. Tällöin aaltoluvun
z-komponentin positiivinen imaginääriosa takaa sen, että ratkaisu pysyy äärellisenä,
kun z → ∞. Asettamalla tämä yhtälöön (3.1) saadaan sähkökentälle kulmaspekt-
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riesitys
E(x, y, z) =
∫∫ ∞
−∞
Eˆ(kx, ky, 0)eikzzei(kxx+kyy)dkxdky. (3.4)
Vastaava lauseke voidaan johtaa myös magneettikentälle H(x, y, z). Kulmaspekt-
ri koostuu etenevistä tasoaalloista ja eksponentiaalisesti vaimenevista tasoaallois-
ta (katso kuva 3.1). Riittävän kaukana referenssitasosta häviävät aallot vaimenevat
merkityksettömiksi, jolloin kulmaspektriesityksen integrointialue voidaan redusoida
eteneviin tasoaaltoihin.
Kun valo etenee likimain jonkin akselin suuntaan, se leviää samalla poikittaises-
sa suunnassa. Toisinaan leveneminen on kuitenkin hidasta, jolloin voidaan tehdä
paraksiaalinen approksimaatio
kz ≈ k −
k2x + k
2
y
2k
, (3.5)
joka yksinkertaistaa Fourier-integraaleja. Geometrisessa optiikassa käytetään usein
tätä approksimaatiota.
3.2 Gaussiset poikittaismuodot paraksiaaliapproksimaatiossa
Seuraavaksi esitellään Gaussiset poikittaismuodot paraksiaaliapproksimaation puit-
teissa. Lineaarisesti polarisoitunut Gaussinen säde poikkileikkaukseltaan kapeim-
malla kohdallaan (ns. säteen vyötärö, joka on oletettu kohtaan z = 0) voidaan
esittää muodossa
kx 
ky 
etenevät tasoaallot 
vaimenevat tasoaallot 
��2 + ��2 ≤ �2 
��2 + ��2 > �2 
Dk 
Kuva 3.1: Etenevät ja vaimenevat tasoaallot k-avaruudessa. Silloin, kun aaltovektori k
kuuluu kiekkoon Dk, kyseinen aalto on etenevä.
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E(x, y, 0) = E0e
−x2+y2
w20 , (3.6)
jossa E0 on vakiovektori xy-tasossa ja w0 on vyötärön säde. Sähkökentän voidaan
osoittaa paraksiaaliapproksimaatiossa olevan muotoa
E(x, y, z) = E0
eikz
1 + 2iz/kw20
e
−x2+y2
w20
1
1+2iz/kw20
= E0
w0
w(z)
e
−x2+y2
w2(z) ei[kz−ψ(z)+k(x
2+y2)/(2R(z))],
(3.7)
missä w(z) = w0(1 + z2/z20)1/2 on säteen poikittainen koko kohdassa z, R(z) =
z(1 + z20/z
2) on aaltorintaman säde, ψ(z) = arctan(z/z0) on Gouyn vaihesiirto,
z0 = kw
2
0/2 on ns. Rayleighin etäisyys ja θ = 1/(kw0) on ns. asymptoottinen kulma
(ks. kuva 3.2).
Lasersäde voi esiintyä myös muissa poikittaismuodoissa. Esimerkiksi laserkavitee-
tin peilien avulla voidaan vaikuttaa saatavaan poikittaismuotoon. Hermite–Gaussiset
poikittaismuodot HG syntyvät laserkaviteetista, jonka päätypeilien poikkileikkaus
on suorakulmainen. Laguerre–Gaussiset poikittaismuodot LG saadaan laserkavitee-
tista, jonka päätypeilien poikkileikkaus on pyöreä [49]. Matemaattisesti Hermite–
Gaussiset muodot EHnm saadaan fundamentaalista Gaussisesta muodosta E kaaval-
la [50]
EHnm(x, y, z) = w
n+m
0
∂n
∂xn
∂m
∂ym
E(x, y, z), (3.8)
missä kokonaisluvutm ja n kuvaavat moodin kertalukuja. Laguerre–Gaussiset muo-
|E| 
ρ w ( z )    
1/ e 
ρ 
z 
2 z    0 
θ 
(a) (b) 
Kuva 3.2: Gaussinen säde paraksiaalisessa approksimaatiossa. Symboli ρ =
√
x2 + y2
kuvaa säteen poikittaista kokoa. Rayleighin etäisyys kuvaa etäisyyttä vyötäröstä, jossa säde
pysyy likimain kollimoituna, asymptoottinen kulma θ kuvaa kulmaa, jossa säde hajaantuu,
kun etäisyys vyöstä kasvaa.
3. Fokusoidut säteet 21
dot ELnm voidaan esittää vastaavasti seuraavassa muodossa
ELnm(x, y, z) = k
nw2n+m0 e
ikz ∂
n
∂zn
(
∂
∂x
+ i
∂
∂y
)m
{E(x, y, z)e−ikz}. (3.9)
Lisäksi voidaan osoittaa, että Laguerre–Gaussiset muodot voidaan esittää superpo-
sitiona äärellisestä määrästä Hermite–Gaussisia muotoja.
Näiden muotojen lineaarikombinaationa voidaan esittää vektoriaaliset poikittais-
muodot. Tällaisia ovat esimerkiksi atsimutaalisesti ja radiaalisesti polarisoituneet
poikittaismuodot. Radiaalisesti polarisoituneessa poikittaismuodossa RP paikalliset
polarisaatiovektorit ovat yhdensuuntaisia poikkileikkauksen radiaalisen yksikkövek-
torin kanssa. Atsimutaalisesti polarisoituneessa poikittaismuodossa AP paikalliset
polarisaatiovektorit ovat kohtisuorassa radiaalivektorin suhteen, jolloin ne ovat yh-
densuuntaisia poikkileikkauksen atsimutaalisen yksikkövektorin kanssa. AP-muoto
voidaan esittää kahden kohtisuoraan polarisoituneen nollannen kertaluvun ensim-
mäisen asteen asteen Hermite–Gaussisen muodon HG01 avulla seuraavasti
AP = −HG01nx + HG01ny. (3.10)
RP-muoto voidaan esittää vastaavasti
RP = HG10nx + HG10ny. (3.11)
Radiaalisen ja atsimutaalisen muodon avulla voidaan määritellä radiaalisen hybri-
dipolarisaation poikittaismuoto
HR = RP cos α + AP sin α. (3.12)
Kulma α kuvaa sähkökenttävektorin poikkeamaa radiaalisesta suunnasta. Tällainen
poikittaismuoto saadaan aikaan RP-poikittaismuodosta käyttämällä hyväksi aalto-
levyjä, jotka muuttavat säteen polarisaatiotilaa kulman α verran [51]. Edellä mainit-
tuja vektoriaalisia muotoja kutsutaan myös donitsimuodoiksi niiden donitsimaisen
intensiteettikuvion vuoksi (ks. kuva 3.3).
3.3 Poikittaismuotojen fokusointi
Kulmaspektriesityksestä (3.4) voidaan johtaa asymptoottinen kaukokenttä pisteessä
r = r∞. Määritellään dimensioton yksikkövektori s, joka osoittaa suuntaan r∞:
s = (sx, sy, sz) = (x/r, y/r, z/r), r =
√
x2 + y2 + z2. (3.13)
Kaukokenttäapproksimaatiossa vaimevevat tasoaallot voidaan jättää huomioimat-
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a) b) c) 
-α 
Kuva 3.3: Radiaalisen a), atsimutaalisen b) ja radiaalisen hybridipolarisaation c) poikit-
taismuodon poikkileikkaus.
ta, jolloin integrointi tapahtuu vain ympyrässä Dk. Kaukokenttää kuvaava integraali
on vaikea evaluoida analyyttisesti, mutta se voidaan laskea stationäärivaiheen me-
netelmällä [52]. Kaukokentän E∞ ja tason z = 0 Fourier-spektrin Eˆ välille saadaan
riippuvuus
E∞(sx, sy, sz) = −2piikszEˆ(ksx, ksy, 0)e
ikr
r
. (3.14)
Sijoittamalla kx = ksx, ky = ksy nähdään, että
s = (sx, sy, sz) = (kx/k, ky/k, kz/k), (3.15)
mikä tarkoittaa sitä, että vain yksi tasoaalto, jonka aaltovektori on k, kulmaspekt-
riesityksessä aiheuttaa kaukokentän suuntaan s ja kaikkien muiden vaikutus tähän
suuntaan kumoutuu destruktiivisen interferenssin vuoksi. Kaava (3.14) voidaan esit-
tää myös muodossa
Eˆ(kx, ky, 0) =
ire−ikr
2pikz
E∞(kx, ky). (3.16)
Sijoittamalla tämä kulmaspektriesitykseen saadaan
E(x, y, z) =
ire−ikr
2pi
∫∫
Dk
E∞(kx, ky)ei(kxx+kyy+kzz)
1
kz
dkxdky. (3.17)
Tarkastellaan seuraavaksi optisten kenttien fokusointia linssillä. Tätä varten tar-
kastellaan, miten tuleva kenttä käyttäytyy, kun se kohtaa linssin, ja miten se etenee
linssistä fokukseen. Oletetaan aplanaattinen linssi (ks. kuva 3.4), jolloin linssin läpäi-
sevät säteet etenevät geometrisesti kohti polttopistettä. Olkoon taitekerroin ennen
linssiä n1 ja linssin jälkeen n2. Linssistä taittuneet sähkö- ja magneettikenttä voi-
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f 
x 
y  
z θ 
ϕ 
Einc 
(x∞, y∞, z∞) 
nφ 
nρ 
nθ 
nϕ 
n1 n2 
Kuva 3.4: Aplanaattinen systeemi ja käytetyt koordinaatit ennen linssiä ja sen jälkeen.
Aplanaattiselle systeemille on ominaista se, että linssistä taittuneet säteet etenevät kohti
fokusta ja säteiden amplitudit vaimenevat kuten 1/r fokuksesta.
daan päätellä energian säilymisen ja linssin polttovälin f perusteella. Ennen linssiä
käytetään napakoordinaatteja (ρ, ϕ), jonka jälkeen siirrytään pallokoordinaatteihin
(r, θ, φ) (ks. kuva 3.4). Origo on linssin fokuksessa. Olettaen ei-magneettiset väliai-
neet linssin taittaman kentän voidaan osoittaa olevan muotoa [14]
E∞(θ, φ) = ts(θ)
Einc(θ, φ) ·
 −sin φcos φ
0


 −sin φcos φ
0
√n1
n2
(cos θ)1/2
(3.18)
+tp(θ)
Einc(θ, φ) ·
 cos φsin φ
0


 cos φ cos θsin φ cos θ
−sin θ
√n1
n2
(cos θ)1/2.
Symbolit ts ja tp ovat Fresnel-kertoimet taittumisen kuvan 3.4 tason suuntaiselle säh-
kökentän komponentille ja vastaavasti tason normaalin suuntaiselle komponentille.
Ne kuvaavat, miten valo kulkee linssin läpi. Esitetään fokusoidun kentän aaltovek-
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torin k komponentit pallokoordinaateissa perustuen tulokseen (3.15):
kx = k sin θ cos φ (3.19)
ky = k sin θ sin φ (3.20)
kz = k cos θ. (3.21)
Tällöin kaukokenttä on muotoa E∞(kx, ky). Nyt sähkökenttä lähellä fokusta saa-
daan sijoittamalla E∞ kulmaspektriesitykseen (3.17), jolloin kenttä fokuksen lä-
hellä määräytyy kentästä heti linssin jälkeen. Kaikki säteet etenevät kohti fokus-
ta (x, y, z) = (0, 0, 0) eikä vaimenevia tasoaaltoja ole mukana. Muokataan tasointe-
graali kx:n ja ky:n yli integraaliksi pallokoordinaateissa
1
kz
dkx dky = k sin θ dθ dφ, (3.22)
jolloin sähkökenttä fokuksen lähellä saadaan kaavalla
E(ρ, ϕ, z) =
ikfe−ikf
2pi
∫ θmax
0
∫ 2pi
0
E∞(θ, φ)eikz cos θeikρ sin θ cos(φ−ϕ)sin θ dφ dθ.
(3.23)
Fokuksen ja linssin pinnan välistä etäisyyttä r∞ on merkitty symbolilla f , joka on
linssin polttoväli. Symboli θmax kuvaa maksimiarvoa, jonka θ voi saada. Tämä on
välillä (0 < θmax < pi), mikä johtuu siitä, että linssit ovat todellisuudessa äärellisen
kokoisia. Linssin numeerinen aukko NA on määritelty tämän kaavanavulla
NA = n2 sin θmax, (3.24)
kuvaa linssin kykyä kerätä valoa.
Oletetaan linssiin tuleva sähkökenttä x-polarisoituneeksi Einc = Eincnx. Lisäk-
si oletetaan, että tulevan säteen vyötärö osuu linssiin, jolloin aaltorintama linssin
kohdalla on tasomainen. Linssin Fresnel-kertoimet taittumiselle oletetaan ykkösik-
si ts(θ) = tp(θ) = 1, jolloin kaikki linssiin tuleva valo taittuu. Näillä oletuksilla
E∞(θ, φ) voidaan ilmaista muodossa
E∞(θ, φ) = Einc(θ, φ)
1
2
 (1 + cos θ)− (1− cos θ)cos 2φ−(1− cos θ)sin 2φ
−2cos φ sin θ
√n1
n2
(cos θ)1/2,
(3.25)
jossa vektori on karteesisissa koordinaateissa. Linssiin tulevana kenttänä käytetään
Gaussisten säteiden paraksiaaliapproksimaatioita. Käytetään tässä Hermite– Gaus-
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sisia muotoja HG00, HG10 ja HG01.
HG00:
Einc = E0e
−(x2∞+y2∞)/w20 = E0e−f
2sin2θ/w20 , (3.26)
HG10:
Einc = E0(2x∞/w0)e−(x
2∞+y2∞)/w20 = (2E0f/w0)sin θ cos φ e−f
2sin2θ/w20 , (3.27)
HG01:
Einc = E0(2y∞/w0)e−(x
2∞+y2∞)/w20 = (2E0f/w0)sin θ sin φ e−f
2sin2θ/w20 . (3.28)
Näissä kaavoissa esiintyy kerroin fw(θ) = exp(−f 2sin2(θ)/w20), jota sanotaan apodi-
saatiofunktioksi. Apodisaatiofunktio kuvaa fysikaalisesti jonkin funktion päämaksi-
mia poistaen sivumaksimit. Sitä käytetään paljon muun muassa poistamaan diffrak-
tion aiheuttamia Airyn funktion sivumaksimeja. Integrointi muuttujan φ suhteen
voidaan suorittaa analyyttisesti Besselin funktioiden avulla∫ 2pi
0
cos nφ eix cos(φ−ϕ)dφ = 2pi(in)Jn(x)cos nϕ (3.29)∫ 2pi
0
sin nφ eix cos(φ−ϕ)dφ = 2pi(in)Jn(x)sin nϕ, (3.30)
missä integraaleissa Jn on asteen n Besselin funktio. Tämän jälkeen kentät fokuk-
sessa riippuvat enää yhden muuttujan integraalista. Otetaan käyttöön seuraavat
lyhennysmerkinnät
I00 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ(1 + cos θ) J0(kρ sin θ)eikz cos θdθ, (3.31)
I01 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ J1(kρ sin θ)eikz cos θdθ, (3.32)
I02 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ(1− cos θ) J2(kρ sin θ)eikz cos θdθ, (3.33)
I10 =
∫ θmax
0
fw(θ)(cos θ)1/2sin3θ J0(kρ sin θ)eikz cos θdθ, (3.34)
I11 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ(1 + 3 cos θ) J1(kρ sin θ)eikz cos θdθ, (3.35)
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I12 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ(1− cos θ) J1(kρ sin θ)eikz cos θdθ, (3.36)
I13 =
∫ θmax
0
fw(θ)(cos θ)1/2sin3θ J2(kρ sin θ)eikz cos θdθ, (3.37)
I14 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ(1− cos θ) J3(kρ sin θ)eikz cos θdθ. (3.38)
Edellä olevat integraalit riippuvat muuttujista ρ ja z. Lopulta sähkö- ja magneetti-
kentät lähellä fokusta saadaan seuraaviin muotoihin.
HG00:
E(ρ, ϕ, z) =
ikf
2
√
n1
n2
E0e
−ikf
 I00 + I02 cos 2ϕI02 sin 2ϕ
−2iI01 cos ϕ
 , (3.39)
H(ρ, ϕ, z) =
ikf
2η
√
n1
n2
E0e
−ikf
 I02 sin 2ϕI00 − I02 cos 2ϕ
−2iI01 sin ϕ
 . (3.40)
HG10:
E(ρ, ϕ, z) =
ikf 2
2w0
√
n1
n2
E0e
−ikf
 iI11cos ϕ+ iI14 cos 3ϕ−iI12sin ϕ+ iI14 sin 3ϕ
−2I10 + 2I13 cos 2ϕ
 , (3.41)
H(ρ, ϕ, z) =
ikf 2
2w0η
√
n1
n2
E0e
−ikf
 −iI12 sin ϕ+ iI14 sin 3ϕi(I11 + 2I12) cos ϕ− iI14 cos 3ϕ
I13 sin 2ϕ
 . (3.42)
HG01:
E(ρ, ϕ, z) =
ikf 2
2w0
√
n1
n2
E0e
−ikf
 i(I11 + 2I12) sin ϕ+ iI14 sin 3ϕ−iI12cos ϕ− iI14 cos 3ϕ
I13 sin 2ϕ
 (3.43)
H(ρ, ϕ, z) =
ikf 2
2w0η
√
n1
n2
E0e
−ikf
 −iI12cos ϕ− iI14 cos 3ϕiI11sin ϕ− iI14 sin 3ϕ
−2I10 − 2I13 cos 2ϕ
 . (3.44)
Atsimutaalisen muodon AP fokusointi voidaan päätellä muodon (0,1) fokusoinnista
3. Fokusoidut säteet 27
kaavan (3.10) mukaan
E(ρ, ϕ, z) =
ikf 2
2w0
√
n1
n2
E0e
−ikf
 i(I11 + 3I12) sin ϕ−i(I11 + 3I12) cos ϕ
0
 (3.45)
H(ρ, ϕ, z) =
ikf 2
2w0η
√
n1
n2
E0e
−ikf
 i(I11 − I12) cos ϕi(I11 − I12) sin ϕ
−4I10
 . (3.46)
Radiaalisen muodon RP fokusointi päätellään vastaavasti kaavasta (3.11)
E(ρ, ϕ, z) =
ikf 2
2w0
√
n1
n2
E0e
−ikf
 i(I11 − I12) cos ϕi(I11 − I12) sin ϕ
−4I10
 (3.47)
H(ρ, ϕ, z) =
ikf 2
2w0η
√
n1
n2
E0e
−ikf
 −i(I11 + 3I12) sin ϕi(I11 + 3I12) cos ϕ
0
 . (3.48)
Radiaalisen hybridipolarisaation poikittaismuodolle HR voidaan johtaa vastaavat
kaavat lähtemällä liikkeelle kaavasta (3.12).
RP-muodon avulla saadaan aikaan huomattava sähkökentän z-komponentti fo-
kusoitaessa (ks. kuva 3.6). Tämä on tärkeää esimerkiksi nanolankojen tutkimuksen
kannalta [53], mikä tullaan näkemään luvussa 5.
Poikittaismuodolle HG10 voidaan tehdä aaltolevyjen avulla vaihesiirtymä eri huip-
pujen välille (ks. kuva 3.5). Tämä tekee herätteestä epäsymmetrisen, millä on vai-
kutusta optiseen vasteeseen. Vaiheen manipulointi vaikuttaa erityisesti SHG:n saan-
toon. Nanoantenneissa vaihesiito vaikuttaa huomattavasti lähikenttiin mahdollistaen
intensiteettimaksimien (engl. hot spots) päälle ja pois päältä kytkemisen [54].
Puoliaaltolevy 
oikean huipun 
eteen         π/2 
vaihesiirto 
Puoliaaltolevy 
oikean huipun 
eteen         π/2 
vaihesiirto 
Kuva 3.5: Hermite–Gaussista poikittaismuotoa HG10 voidaan muokata puoliaaltolevyn
avulla. Lopulta amplitudin huiput, joita on merkitty sinisillä ellipsoidella, saadaan samaan
vaiheeseen.
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Kuva 3.6: Sähkökentän intensiteetti fokusoitaessa poikittaismuotoja. Laskuissa käytettiin
tulevan säteen vyön leveytenä w0 = 800 µm, polttovälinä f = 1000 µm, aallonpituutena
λ = 1, 060 µm, numeerisena aukkona NA=0,8 ja taitekertoimena linssiä ennen ja sen jäl-
keen arvoa n = n1 = n2 = 1. Tulevan kentän lausekkeissa käytettiin amplitudina E0 = 1
V/m. Kuvien oikeissa yläkulmissa on intensiteetin maksimiarvo. Kuva on piirretty poltto-
tasossa z = 0 m alueessa [−2, 2]µm×[−2, 2]µm.
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3.4 Fokusointi substraatin lähellä
Kokeellisissa tilanteissa näytteen alla oleva substraatti vaikuttaa yleensä tuloksiin
ainakin jonkin verran. Tämän takia tässä työssä halutaan mallintaa myös substraa-
tin vaikutus. Oletetaan taitekerroin n1 ennen substraattia ja taitekerroin n2 sub-
straatin sisällä. Substraatin pinta on kohdassa z = z0 ja origo on säteen fokuksessa.
Substraatin pinta voi olla joko fokusta ennen tai sen jälkeen. Säde fokusoidaan va-
semmalta (z < z0) substraatin lähelle. Aaltovektorin komponentit kx ja ky ovat
jatkuvia väliainerajapinnan yli. Aaltovektorin z-komponentti alueessa (z < z0) on
kz1 = (k
2
1 − k2x − k2y)1/2 ja alueessa (z > z0) se on kz2 = (k22 − k2x − k2y)1/2. Symbolit
k1 = n1
ω
c
ja k2 = n2 ωc kuvaavat vastaavia aaltolukuja. Väliainerajapinta johtaa hei-
jastumiseen ja taittumiseen. Tällöin kokonaissähkökenttä voidaan esittää muodossa
E = Ef + Er, z < z0, (3.49)
E = Et, z > z0. (3.50)
Symboli Ef kuvaa sähkökenttää, joka olisi fokuksessa ilman substraattia. Symboli
Er kuvaa substraatin pinnalta heijastunutta sähkökenttää ja Et substraatin pinnal-
ta taittamaa sähkökenttää. Heijastuksen ja taittumisen suhdetta voidaan kuvata
Fresnel-kertoimien avulla tasoaalloille.
t
ϵ1, μ1 
ϵ2, μ2 
k1 
k2 
E(p) 
E(s) t
E(p) 
r
r
E(s) 
E(p) 
E(s) 
f
f
Kuva 3.7: Sähkökentän jakaminen polarisaatiovektoreihin s ja p, taittuminen väliainera-
japinnasta.
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rs(kx, ky) =
µ2kz1 − µ1kz2
µ2kz1 + µ1kz2
, rp(kx, ky) =
2kz1 − 1kz2
2kz1 + 1kz2
, (3.51)
ts(kx, ky) =
2µ2kz1
µ2kz1 + µ1kz2
, tp(kx, ky) =
22kz1
2kz1 + 1kz2
√
µ21
µ12
. (3.52)
Kaavoista (3.51) ja (3.52) nähdään, että heijastus- ja taitekertoimet (rs, rp, ts, tp)
riippuvat tasoaallon polarisaatiosta (s tai p), sähköisistä ja magneettisista ominai-
suuksista sekä tulokulmasta. Kulmaspektrisesityksessä tasoaalto pitää hajottaa po-
larisaation mukaan kahteen osaa E = E(s) + E(p) (ks. kuva 3.7). Heijastuneelle ja
taittuneelle kentälle voidaan johtaa vastaavanlaiset kulmaspektrisesitykset kuin sub-
straattiin tulevalle kentälle
Er(x, y, z) =
ife−ik1f
2pi
∫∫
kx,ky
E∞r (kx, ky)e
i(kxx+kyy−kz1z) 1
kz1
dkxdky, (3.53)
Et(x, y, z) =
ife−ik1f
2pi
∫∫
kx,ky
E∞t (kx, ky)e
i(kxx+kyy+kz2z)
1
kz2
dkxdky. (3.54)
Kaavassa (3.53) miinusmerkki termin kz1 edessä takaa sen, että kenttä etenisi taak-
sepäin −z-suuntaan. Taittuneen kentän etenemistä kuvaa aaltovektori k2.
Kaukokentät E∞r ja E
∞
t saadaan reunaehdoista substraatin pinnalla. Sijoittamalla
Fresnel-kertoimet (3.51) ja (3.52) saadaan
E∞r (θ, φ) = −Einc(kx, ky)e2ikz1z0
 −rsk2y + rpk2xkz1/k1rskxky + rpkxkykz1/k1
0 + rp(k2x + k
2
y)kx/k1
√kz1/k1
k2x + k
2
y
, (3.55)
E∞t (θ, φ) = Einc(kx, ky)e
i(kz1−kz2 )z0
 tsk2y + tpk2xkz2/k2−tskxky + tpkxkykz2/k2
0− tp(k2x + k2y)kx/k2
 kz2
kz1
√
kz1/k1
k2x + k
2
y
.
(3.56)
Yhtälöt (3.53)–(3.56) määrittelevät sähkökentän fokuksessa, kun substraatti on fo-
kuksen lähellä. Esitetään Besselin funktion integraalit (3.31)–(3.36) heijastuneelle
ja taittuneelle kentälle
Ir00 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ(rs − rpcos θ) ·
J0(kρ sin θ)eik(2z0−z) cos θdθ, (3.57)
It00 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ
(
ts + tp
√
n22 − n21 sin2 θ
n2 cos θ
cos θ
)
·
J0(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ, (3.58)
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Ir01 =
∫ θmax
0
fw(θ)(cos θ)1/2rpsin2θ ·
J1(kρ sin θ)eik(2z0−z) cos θdθ, (3.59)
It01 =
∫ θmax
0
fw(θ)(cos θ)1/2tp
n1
n2
sin2θ ·
J1(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ, (3.60)
Ir02 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ(rs + rpcos θ) ·
J2(kρ sin θ)eik(2z0−z) cos θdθ, (3.61)
It02 =
∫ θmax
0
fw(θ)(cos θ)1/2sin θ
(
ts − tp
√
n22 − n21 sin2 θ
n2 cos θ
cos θ
)
·
J2(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ, (3.62)
Ir10 =
∫ θmax
0
fw(θ)(cos θ)1/2sin3θ rp ·
J0(kρ sin θ)eik(2z0−z) cos θdθ, (3.63)
It10 =
∫ θmax
0
fw(θ)(cos θ)1/2sin3θ tp
n1
n2
·
J0(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ, (3.64)
Ir11 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ(rs − 3rp cos θ) ·
J1(kρ sin θ)eik(2z0−z) cos θdθ, (3.65)
It11 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ
(
ts + 3tp
√
n22 − n21 sin2 θ
n2 cos θ
cos θ
)
·
J1(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ, (3.66)
Ir12 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ(rs + rpcos θ) ·
J1(kρ sin θ)eik(2z0−z) cos θdθ, (3.67)
It12 =
∫ θmax
0
fw(θ)(cos θ)1/2sin2θ
(
ts − tp
√
n22 − n21 sin2 θ
n2 cos θ
cos θ
)
·
J1(kρ sin θ)ei(kz2 (z−z0)+kz0 cos θ)dθ. (3.68)
Edellisissä kaavoissa Fresnel-kertoimien riippuvuus aaltovektorista on ilmaistu pal-
lokoordinaatin θ avulla. Lopulliset lausekkeet heijastuneelle ja taittuneelle kentälle
fokuksessa on esitetty Liitteessä A. Näistä voidaan päätellä kokonaiskenttä kaavoil-
la (3.49) ja (3.50). Kuvassa 3.8 on esimerkki kokonaiskentistä, kun substraatin vai-
kutus otetaan huomioon. Myös monikerroksisen rakenteen vaikutusta fokusoituun
säteeseen voidaan mallintaa [55].
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Kuva 3.8: Sähkökentän intensiteetti fokusoitaessa poikittaismuotoja lasista (n=1,518)
ilmaan. Intensiteeti on skaalattu kymmenkantaisella logaritmilla. Lasin ja ilman rajapinta
sijaitsee kohdassa z = 0 (merkitty vaaleanvihreällä). Laskuissa käytettiin tulevan säteen
vyötärön leveytenä w0 = 800 µm, polttovälinä f = 500 µm, aallonpituutena λ = 1, 060
µm, numeerisena aukkona NA=1,4. Tulevan kentän lausekkeissa käytettiin amplitudina
E0 = 1 V/m.
33
4. SIRONTATEHTÄVÄN RATKAISU
ELEMENTTIMENETELMÄLLÄ
Tässä luvussa muunnetaan sirontatehtävä (2.17)–(2.19) tietokoneelle ratkaistavaan
muotoon. Tätä varten esitellään sirontatehtävän heikko muoto, jonka avulla voidaan
muodostaa sirontatehtävän likiarvoinen ratkaisu käyttäen elementtimenetelmää. Lo-
puksi elementtimenetelmää verrataan muihin menetelmiin sirontatehtävän ratkaise-
miseksi.
4.1 Variaatiomenetelmät ja elementtimenetelmä
Sirontatehtävän tarkka ratkaisu löytyy ääretöndimensioisesta Hilbert-avaruudesta
L2loc(V ). Tarkkaa ratkaisua ei kuitenkaan voida löytää analyyttisesti muille kuin
geometrisesti yksinkertaisille kappaleille, joiden sähköiset ja magneettiset ominai-
suudet ovat riittävän yksinkertaiset. Tämän vuoksi sirontatehtävälle etsitään likiar-
voinen ratkaisu avaruuden L2loc(V ) äärellisdimensioisesta osajoukosta. Tätä varten
esitellään variaatiomenetelmät.
Variaatiolaskennan tavoitteena on löytää funktio u(x), joka antaa ääriarvon niin
sanotulle funktionaalillle eli kuvaukselle, joka liittää reaaliluvun tarkasteltavaan
funktioon. Tämä tapahtuu varioimalla funktiota eli lisäämällä siihen termi δu(x) =
u(x), siten että varioitu funktio minimoi funktionaalin silloin, kun  = 0. Lopulta
ääriarvon etsiminen palautuu differentiaaliyhtälön ratkaisuun.
Variaatioperiaatteella on monia tärkeitä ominaisuuksia, joista tärkein on mah-
dollisuus hakea ongelman likiarvoratkaisua. Lisäksi varioitavalla funktiolla on usein
selkeä fysikaalinen merkitys, se on invariantti koordinaatistomuunnosten suhteen,
se mahdollistaa jonkin suureen ylä- ja alarajaratkaisut tai ongelman muuntamisen
toiseksi ekvivalentiksi ongelmaksi, joka on ehkä helpommin ratkaistavissa. [56]
Tarkastellaan esimerkiksi reuna-arvotehtävä
Fu = f differentiaaliyhtälö, (4.1)
Au = a reunaehto. (4.2)
Oletetaan, että operaattorit F ja A ovat lineaarisia.
Painotettujen jäännösten menetelmässä (engl. minimum weighted residual met-
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hod) tuntematonta funktiota approksimoidaan yritteellä
u˜ =
n∑
i=1
αiφi, (4.3)
missä funktiot φi ovat sopivasti valittuja kantafunktioita ja kertoimet αi ovat tun-
temattomia parametrejä. Kerrotaan reuna-arvotehtävä paino- eli testifunktiolla
w =
n∑
i=1
Wiwi, (4.4)
jossa funktiot Wi ovat kantafunktioita ja kertoimet wi ovat mielivaltaisia paramet-
rejä. [56]
Muodostetaan reuna-arvotehtävästä residuaali sijoittamalla siihen yrite (4.4), ja
vaaditaan se nollaksi testiavaruudessa eli joukossa, jonka funktiot Wi virittävät. [56]∫
Ω
w(Fu˜− f)dV + γ
∫
S
w(Au˜− a)dS = 0. (4.5)
Symboli γ on painokerroin, Ω on reuna-arvotehtävän määrittelyalue ja S sen reuna.
Sijoitetaan lopulta painofunktion lauseke (4.4) yhtälöön (4.5), jolloin saadaan
n∑
i=1
(∫
Ω
Wi(Fu˜− f)dV + γ
∫
S
Wi(Au˜− a)dS
)
wi = 0 (4.6)
Koska parametrit wi ovat mielivaltaisia, sulkujen sisällä olevien lausekkeiden on hä-
vittävä, jolloin saadaan n kappaletta yhtälöitä. Nämä voidaan ilmaista kompaktisti
n∑
j=1
Kijαj = f1, i = 1, ..., n, (4.7)
jossa
Kij =
∫
Ω
WiFφjdV + γ
∫
S
WiAφjdS, (4.8)
fi =
∫
Ω
WifdV + γ
∫
S
WiadS. (4.9)
Lineaarisesta yhtälöryhmästä (4.7) voidaan ratkaista tuntemattomat parametrit αi.
Painofunktioiden Wi täytyy olla lineaarisesti riippumattomia, jotta yhtälön ratkai-
su olisi yksikäsitteinen. Painotettujen jäännösten menetelmässä reuna-arvotehtävä
(4.1)–(4.2) ei välttämättä toteudu pisteittäin, vaan integraalin mielessä. Tämän
vuoksi sitä sanotaan heikennetyksi muodoksi alkuperäisestä vahvasta muodosta. Hei-
kon muodon (4.5) voidaan myös tulkita antavan likimääräisen ratkaisun u˜, joka on
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tarkan ratkaisun u ortogonaaliprojektio sisätulon 〈·, ·〉 mielessä, missä kohtisuoruut-
ta mitataan painofunktioiden w mielessä, joka ei ole välttämättä samassa funktio-
avaruudessa kuin itse yritefunktio u˜. [56]
Tuntemattoman funktion u approksimaation u˜ sileysominaisuuksien pitää olla so-
pusoinnussa operaattorin F korkeimman kertaluvun derivaatan kanssa. Jos operaat-
torin F kertaluku on 2n, yritteen u˜ pitää olla 2n− 1 kertaa jatkuvasti derivoituva,
siis u˜ ∈ C2n−1. Yritteen u˜ valinta riippuu tarkasteltavasta ongelmasta. Yleensä se
kannattaa valita ratkaisun luonteen mukaan. [56]
Eräs usein käytetyistä painofunktioista on Diracin deltafunktio Wi = δ(r − ri).
Tähän valintaan perustuvaa menetelmää sanotaan kollokaatiomenetelmäksi. Mene-
telmän etu on se, että integraalit yksinkertaistuvat funktioiden arvoiksi pisteissä ri.
Huono puoli on se, että testaus tapahtuu vain pisteissä ri, mikä tekee menetelmästä
epätarkan. [56]
Pienimmän neliön menetelmässä painofunktioksi valitaan itse jäännöstermi, jol-
loin saadaan seuraava variaatiomuoto
min
1
2
[∫
Ω
(Fu˜− f)2dV + γ2
∫
S
(Au˜− a)2dS
]
. (4.10)
Galerkinin menetelmässä painofunktioiksi valitaan yritefunktiot, eli Wi = φi.
Rayleighin ja Ritzin menetelmässä lähdetään liikeelle minimoitavasta funktionaa-
lista. Menetelmä on muuten identtinen Galerkinin menetelmän kanssa. Galerkinin
menetelmä on kuitenkin yleispätevämpi, sillä se ei vaadi sitä, että ongelma on seu-
raus funktionaalin minimoimisesta. [56]
Elementtimenetelmä voidaan johtaa variaatiomenetelmästä rajoittamalla kanta-
funktioiden kantaja
supp(φi) = {x ∈ Ω|φi(x) 6= 0}. (4.11)
tarkasteltavan alueen Ω osa-alueeksi, mistä tulee nimi äärellisten elementtien mene-
telmä.
Elementtimenetelmä vaatii aluksi elementtityyppien valitsemisen, johon kuuluu
elementin muodon, kantafunktioiden ja elementin vapaiden parametrien eli vapausas-
teiden määrittely.
Kantafunktiot voidaan jakaa tavanomaisiin ja hierarkkisiin kantafunktioihin. Ta-
vanomaisessa elementtimenetelmän h-versiossa ratkaisun parantaminen tapahtuu
elementtien lukumäärää lisäämällä, jolloin elementtien koko h pienenee. Hierarkkiset
kantafunktiot ovat perustana p-elementtimenetelmässä, jossa ratkaisun tarkkuuden
lisääminen tapahtuu kantafunktioina toimivien interpolaatiopolynomien astetta p
korottamalla. [56]
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4.2 Helmholtzin yhtälön heikko muoto
Aluksi elementtimenetelmää käytettiin pääasiassa kiinteän aineen mekaniikan on-
gelmiin sen geometrisen joustavuuden ja muunneltavuuden vuoksi [56]. Tällöin ele-
menttimenetelmän solveltaminen sähkömagnetiikan ongelmiin osoittautui vielä han-
kalaksi johtuen sähkö- ja magneettikenttien tangentiaalikomponenttien jatkuvuudes-
ta väliaineiden rajapinnoilla. Sopivien kantafunktioiden löydyttyä elementtimenetel-
mää pystyttiin soveltamaan myös sähkömagnetiikan ongelmiin. Seuraavassa ratkais-
taan sirontatehtävä sähkö- ja magneettikentille, mutta tehtävä voitaisiin muotoilla
myös skalaari- ja vektoripotentiaalille.
Käytetään Galerkinin painotusta sironneen sähkökentän yhtälöön (2.17). Testi-
funktioillaWi painottamisen jälkeen yhtälö (2.17) integroidaan tehtäväalueen V ∪Vc
yli, jolloin saadaan ∫
V ∪Vc
Wi ·
[
∇×
(
1
µ
∇× Es
)
− ω2
]
dΩ
=
∫
V ∪Vc
Wi · ω2
(
− cµc
µ
)
EincdΩ.
(4.12)
Käyttäen vektori-identiteettiä
∇ ·
[
Wi ×
(
1
µ
∇× Es
)]
=
1
µ
(∇×Wi) · (∇× Es)
−Wi ·
[
∇×
(
1
µ
∇× Es
)] (4.13)
ja Gaussin teoreemaa∫
V ∪Vc
∇ ·
[
Wi ×
(
1
µ
∇× Es
)]
dΩ =
∮
∂V∞
n ·
[
Wi ×
(
1
µ
∇× Es
)]
dS (4.14)
saadaan sirontatehtävän heikko muoto∫
V ∪Vc
[
1
µ
(∇×Wi) · (∇× Es)− ω2Wi · Es
]
dΩ
−
∮
∂V∞
iω
√

µ
(n×Wi) · (n× Es)dS
+
∫
V
Wi · ω2
(
− cµc
µ
)
EincdΩ = 0.
(4.15)
Kaavan (4.15) reunaintegraali on saatu olettamalla Silver–Müller-ehto (2.19) to-
teutumaan reunalla ∂V∞ ja sijoittamalla tämä Gaussin teoreemasta saatavaan reu-
naintegraaliin kaavassa (4.14).
Sähkökentän E tangentiaalijatkuvuus elementin rajapinnan yli voidaan taata va-
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Solmu Särmä 
Elementti 
Kuva 4.1: Kaksiulotteinen kahden elementin verkko.
litsemalla elementin särmän suuntaiset kantafunktiot. Tarkastellaan kolmiulotteista
aluetta, ja valitaan elementiksi tetraedri (3-simpleksi). Merkitään solmuun k viittaa-
vaa lineaarisia skalaarisia interpolaatiofunktioita symbolilla Nk. Nämä funktiot ovat
niin sanottuja barysentrisiä koordinaatteja (engl. barysentric coordinates), jotka on
määritelty siten, että tetraedrin e sisälle muodostetaan uusi tetraedri tarkastelta-
van pisteen r ja muiden tetraedrin solmujen kuin k:n välille, lasketaan muodostetun
tetraedtrin tilavuus ja jaetaan tämä tetraedrin e tilavuudella. Vektoriaaliset kanta-
funktiot (ks. kuva 4.1) on määritelty skalaaristen kantafunktioiden avulla kaavalla
N(e)lk (r) =
[
N
(e)
l ∇N (e)k −N (e)k ∇N (e)l
]
`
(e)
lk l < k, (4.16)
missä `(e)lk on solmujen l ja k välinen etäisyys, jolla on etumerkki. `
(e)
lk on plusmerk-
kinen, kun n(l, e) < n(k, e), missä n(k, e) antaa elementin e solmun lokaalille nu-
merolle k globaalin numeron, mikä takaa sen, että kaikilla verkon solmuilla on oma
globaali numeronsa. Muuten `(e)lk on miinusmerkkinen. Tämä takaa sen, että vekto-
riaaliset kantafunktiot, jotka on määritelty yhteisen särmän jakavissa elementeissä,
särmä i
l
k
e
Nlk 
(e)
Kuva 4.2: Vektoriaalinen kantafunktio N(e)lk särmälle i.
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osoittavat samaan suuntaan. Vektorikantafunktioita sanotaan myös särmäelemen-
teiksi. Sironnut kenttä tetraedrin sisällä saadaan kaavalla
E(e)s (x, y, z) =N
(e)
12 (x, y, z)E
(e)
12 +N
(e)
13 (x, y, z)E
(e)
13 +N
(e)
14 (x, y, z)E
(e)
14
+N(e)23 (x, y, z)E
(e)
23 +N
(e)
24 (x, y, z)E
(e)
24 +N
(e)
34 (x, y, z)E
(e)
34 ,
(4.17)
missä Elk kuvaa sironnen sähkökentän tangentiaalikomponenttia solmujen l ja k yh-
distävässä särmässä elementissä e. N(e)lk on vastaava kantafunktio. Särmäelementeil-
lä on nollasta poikkeava tangentiaalikomponentti vain niitä vastaavissa särmissä.
Tämän vuoksi interpoloitavalla funktiolla eli sironneella sähkökentällä on jatkuva
tangentiaalikomponentti materiaalirajapinnan yli, mutta normaali komponentti voi
olla epäjatkuva.
Sironnut sähkökenttä Es lasketaan tehtäväalueessa V ∪ Vc kaavalla
Es =
Nedge∑
j=1
NjEj, (4.18)
missä Nedge on särmien lukumäärä, Ej on särmän j sironnen sähkökentän tangen-
tiaalikomponentti ja Nj on vastaava vektoriaalinen kantafunktio. Sijoitetaan (4.18)
kaavaan (4.15), jolloin saadaan
Nedge∑
j=1
KijEj = bi i = 1, 2, ..., Nedge, (4.19)
missä systeemimatriisi K ja lähdevektori b lasketaan kaavoilla
Kij =
∫
V ∪Vc
[
1
µ
(∇×Ni) · (∇×Nj)− ω2Ni ·Nj
]
dΩ
−
∮
∂V∞
iω
√

µ
(n×Ni) · (n×Nj)dS,
(4.20)
bi = −
∫
V
Ni · ω2
(
− cµc
µ
)
EincdΩ. (4.21)
Tämä voidaan kirjoittaa kompaktisti matriisimuodossa
KE = b, (4.22)
josta voidaan ratkaista kertoimet E. Tämän jälkeen sironnut sähkökenttä tehtävä-
alueessa saadaan kaavasta (4.18).
Tarkastellaan vielä lähemmin systeemimatriisin K kokoamista. Otetaan tarkaste-
luun vain kaavan (4.20) ensimmäinen termi. Yksinkertaisuuden vuoksi oletetaan kak-
siulotteinen verkko, jonka elementit ovat kolmioita. Numeroidaan kolmioiden särmät
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1 
2 3 
4 
5 
6 
1 
2 3 
4 
1 
2 
3 
4 
5 
6 
7 
8 9 
Kuva 4.3: Esimerkkiverkko, missä solmuilla, elementeillä ja särmillä on globaalit nume-
roinnit.
Taulukko 4.1: Särmien globaali numerointi.
e ne(1,2;e) ne(1,3;e) ne(2,3;e)
1 6 7 1
2 8 3 2
3 9 8 7
4 5 4 9
myötäpäivään. Valitaan solmuille, särmille ja kolmioille numeroinnit (ks. taulukko
4.1 ja kuva 4.3). Määritellään elementtien ja särmien välinen numerointi ne(l, k; e),
joka on sen särmän numero, joka liittää elementissä e solmut l ja k toisiinsa.
Laskemalla kaavan (4.20) ensimmäisen termin osuus systeemimatriisiin K
K
(e)
lk;l′k′ =
∫
Ω
[
1
µ
(∇×Nlk) · (∇×Nl′k′)− ω2Nlk ·Nl′k′
]
dΩ, (4.23)
missä l < k ja l′ < k′. Kun Klk;l′k′ on laskettu, se lisätään termiin Kij, jossa i =
ne(l, k; e) ja j = ne(l′, k′; e).
Lopulta kootaan systeemimatriisi, jolla on mm. seuraavat nollasta poikkeavat
elementit:
K11 = K
(1)
23;23, K23 = K
(2)
23;13 (4.24)
K77 = K
(1)
13;13 +K
(3)
23;23, K78 = K
(3)
23;13. (4.25)
Loput matriisista K kootaan vastaavasti. Lisäksi kaavan (4.20) toisen termin osuus
pitää ottaa huomioon. Myös vektori b pitää koota. Tämä tapahtuu vastaavasti kuin
systeemimatriisin K kokoaminen ottaen huomioon että indeksejä on vähemmän.
Kolmiulotteisessa tapauksessa tetraedrille pitää aluksi valita jokin suunnistus,
jonka jälkeen matriisin K ja vektorin b kokoaminen tapahtuu vastaavasti kuin kak-
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siulotteisessa tapauksessa.
Integraali (4.23) pitää evaluoida analyyttisesti tai numeerisesti. Analyyttisesti
integraali tetraedrin sisällä saadaan seuraavaan muotoon∫∫∫
V (e)
(N
(e)
1 )
l(N
(e)
2 )
m(N
(e)
3 )
n(N
(e)
4 )
pdΩ =
l!m!n!p!
(l +m+ n+ p+ 3)!
6V (e) (4.26)
olettaen, että permittiivisyys ja permeabiliteetti ovat elementin sisällä vakioita. Sil-
loin, kun ne eivät ole, kaavaa voidaan käyttää approksimoimalla niitä vakioina va-
littujen elementtin sisällä. Tämä vaatii tavallista tiheämmän verkon silloin, kun si-
rottajat ovat epähomogeenisia. [40]
4.3 Kantafunktiot
Edellä esitellyt särmäelementit, joista käytetään myös nimitystä Nede´lec,Whitney ja
Bossavit elementit [57], pakottavat vain sähkökentän tangentiaalikomponentit jat-
kuviksi väliaineiden rajapinnoilla. Kantafunktioita sanotaan myös roottoriyhteenso-
piviksi (engl. curl-conforming), sillä kantafunktioiden roottori on määritelty kaik-
kialla.
Sironneen sähkökentän tangentiaalikomponenttien jatkuvuus takaa sen, että myös
magneettivuontiheyden B normaalikomponentti on jatkuva väliainerajapinnoilla,
mikä seuraa yhtälöstä (2.5). Sähkövuontiheyden D normaalikomponentissa ja mag-
neettikentän H tangentiaalikomponentissa voi silti olla paikoittaisia hyppyjä. For-
muloimalla sirontatehtävä sironneelle magneettikentälle Hs, saadaan magneettiken-
tän tangentiaalikomponentin jatkuvuus ja sähkövuontiheyden normaalikomponen-
tin jatkuvuus toteutumaan väliainerajapinnoilla, mutta vastaavat ehdot eivät tar-
kalleen ottaen toteudu sähkökentälle ja magneettivuontiheydelle. Lisäksi voitaisiin
vaatia yhtä aikaa sekä sironneen sähkö- ja magneettikentän Helmholtz-yhtälöt, jol-
loin kenttien käyttäytyminen väliaineiden rajapinnoilla on taattu. Tällöin väliai-
neyhtälöt eivät kuitenkaan välttämättä toteudu, sillä sähkö- ja magneettikentät on
ratkaistu likiarvoisesti omista yhtälöistään, jotka ovat riippumattomia toisistaan.
Valitsemalla roottoriyhteensopivat kantafunktiot taataan Gaussin laki sähkövuonti-
heydelle ilman, että sitä pitää erikseen painottaa. Tämä ei toteudu automaattisesti
Helmholtz-formulaatiossa. [58]
Erityisesti heksaedriset särmäelementit ovat ominaisuuksiltaan hyviä, sillä ne ei-
vät johda vapausasteiden lisääntymiseen [59]. Särmäelementit estävät useimmissa ti-
lanteissa epäfysikaalisten muotojen syntymisen (engl. spurious modes) [60–62], joita
esiintyy helposti solmuelementeillä. Nämä epäfysikaaliset muodot rikkovat Gaussin
lain [57]. Lisäksi särmäelementit mallintavat singulaarisuuksia hyvin [63].
Edellä mainitut kantafunktiot ovat ensimmäistä astetta. Valitettavasti ne eivät
approksimoi edes ensimmäisen asteen funktioita tarkasti [64], jolloin verkon täytyy
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olla tiheä ennen kuin ratkaisu suppenee. Tämän vuoksi on kehitetty toisen asteen
polynomeja sisältäviä kantafunktioita [65–70], jotka eivät vaadi yhtä tiheää verkkoa
kuin ensimmäisen asteen kantafunktiot silloin, kun ratkaisu on hyvin sileä. Lisäksi
on kehitetty myös korkeamman asteen p kantafunktioita [71], jotka pyrkivät inter-
poloimaan asteen p polynomia täydellisesti.
4.4 Absorboivat reunaehdot
Sen lisäksi, että ääretöndimensioista avaruutta approksimoidaan äärellisdimensioi-
sella aliavaruudella, ääretön tehtäväalue pitää esittää äärellisenä tehtäväalueena.
Tämä vaatii reunaehdon tehtäväalueen reunalla. Sirontatehtävissä käytetään usein
joko absorboivaa reunaehtoa (engl. absorbing boundary condition; ABC) [23] tai ns.
sovituskerrosta (engl. perfectly matched layer ; PML) [72]. Näiden pitäisi emuloi-
da mahdollisimman hyvin Silver–Müller-ehtoa, ja siten absorboida mahdollisimman
paljon sironneista kentistä minimoiden numeerisen heijastuksen takaisin tehtäväalu-
eeseen.
Yksinkertaisin ABC eli matemaattinen reunaehto on likiarvoinen Silver–Müller
säteilyehto. Tämä johtaa täydelliseen absorptioon silloin, kun sironnut kenttä tu-
lee kohtisuoraan reunalle. Kun sähkömagneettiset aallot tulevat suuressa kulmassa
tehtäväalueen reunalle reunan normaalivektoriin nähden, tämä säteilyehto johtaa
kuitenkin huomattavaan numeeriseen heijastukseen [40]. Tämän vuoksi tehtäväalu-
een pitää olla riittävän suuri, että kulmat olisivat riittävän pieniä. Korkeamman
asteen absorboivat reunaehdot perustuvat vektorimuotoisen aaltoyhtälön vektori-
muotoiseen kehitelmään [73,74].
Matemaattisen reunaehdon sijaan mallinnusalueen reunalla voi olla myös absor-
boiva materiaali. Tämän kerroksen paksuutta, permittiivisyyttä, permeabiliteettia
ja sähkönjohtavuutta säätelemällä voidaan suunnitella sellainen kerros, joka ei juu-
ri heijasta, mutta absorboi voimakkaasti. Absorption tulee olla sellainen, että säh-
kömagneettiset aallot vaimenevat merkittävästi, kun ne menevät kerroksen läpi ja
heijastuvat kerroksen ulkoreunalta takaisin tehtäväalueeseen. PML on tällainen ma-
teriaali. Se on teoreettisesti heijastamaton kaikillle tasoaalloille. Alun perin PML
implementoitiin epäfysikaalisella kentät separoivalla formulaatiolla (engl. split field
formulation) [75, 76]. Myöhemmin se implementoitiin myös skaalatuilla koordinaa-
teilla (engl. stretched coordinates) [55]. Vielä parempiin tuloksiin päästään, kun
PML:ää tarkastellaan anisotrooppisena absorboivana väliaineena [77,78], jonka per-
mittiivisyys ja permeabiliteetti saadaan kertomalla alueen Vc permittiivisyys ja per-
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meabliliteetti matriisillla [79]
Λ =

sysz
sx
0 0
0 szsx
sy
0
0 0 sxsy
sz
 , (4.27)
missä symbolit sx, sy ja sz on esitetty kuvassa 4.4. Heikossa muodossa (4.15) PML
aiheuttaa sen, että termi (∇×Wi) · (∇× Es) korvataan termillä (∇×Wi) · Λ−1 ·
(∇× Es) ja termi Wi · Es korvataan termillä Wi · Λ−1 · Es.
PML on implementoitu myös sylinterin ja pallon tapauksissa [80, 81]. PML:n
tarkkuutta voidaan parantaa asettamalla sen ulkoreunalle lisäksi absorboiva reu-
naehto [82]. Usein ongelmana ovat myös vaimenevat tasoaallot, joita PML ei sel-
laisenaan absorboi hyvin. Tätä varten PML voidaan muokata CFS-PML-muotoon
(engl. complex-frequency shifted PML) [83, 84]. Käyttäessä PML:ää systeemimatrii-
sin harvuus säilyy, mutta kunto huonontuu [85,86].
Kolmas tapa on soveltaa integraaliyhtälöitä katkaisemaan tehtäväalue. Tämä joh-
taa yhdistettyyn elementtimenetelmä-reunaintegraalimenetelmään (FE-BI). Tämän
menetelmän avulla tehtäväalue voidaan rajoittaa hyvin pienen pinnan sisään. Täl-
lainen formulointi johtaa tarkkoihin reunaehtoihin. Tarkkuuden hintana ovat las-
kennallisesti työläämmät matriisit, sillä systeemimatriisin jotkin alimatriisit ovat
PML 
sx=sy=1−�/���  
sz=1 
sx=sy=1−�/���  
sz=1 
sx=sy=1−�/���  
sz=1 
sx=sy=1−�/���  
sz=1 
sx=sz=1 
sy=1−�/���  
sx=sz=1 
sy=1−�/���  
sy=sz=1 
sx=1−�/���  sy=sz=1 sx=1−�/���  
x
y
Kuva 4.4: Esimerkki tehtäväalueesta, joka on katkaistu PML:llä. Poikkileikkaus on otettu
xy-tasossa z-akselin kohdassa, joka ei ole PML:n sisällä. Vastaavat poikkileikkauskuvat
voidaan ottaa myös yz-tasossa ja zx-tasossa, jolloin komponenttien sx, sy ja sz indeksejä
pitää vaihtaa vastaavasti. PML:n nurkassa kaikki komponentit ovat 1− σiω .
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tiheitä. Ongelmaa voidaan lievittää nopeilla algoritmeillä, kuten nopealla monina-
pakehitelmällä (engl. fast multipole method) [87, 88].
4.5 Elementtimenetelmän tarkkuus
Elementtimenetelmässä verkon säännöllisyys parantaa usein ratkaisun laatua. Esi-
merkiksi, kun geometria on symmetrinen, kannattaa käyttää verkkoa, joka toteut-
taa saman symmetrian. Tetraedrien sijaan voidaan käyttää myös kuutiomaisia ele-
menttejä. Niiden tuottamassa verkossa on automaattisesti säännöllisyyttä. Tämä
on eduksi esimerkiksi PML:ssä, sillä heksaedristen elementtien käyttö vähentää ele-
menttien tarvetta.
Toisinaan mallinnettavat pinnat voivat olla hyvinkin kaarevia. Tällöin suorat sär-
mät eivät välttämättä riitä kuvaamaan geometriaa riittävän hyvin, ja pitää ottaa
käyttöön isoparametriset elementit, jotka ovat geometriselta esitykseltään samaa as-
tetta kuin itse tarkasteltava geometria.
Elementtimenetelmässä pyritään optimoimaan laskuissa käytettävä verkko ja kan-
tafunktioiden aste valitsemalla aluksi harva verkko. Tämän jälkeen tarkastellaan vir-
hettä ja tihennetään verkkoa ja/tai valitaan korkeamman asteen kantafunktiot, ja
toistetaan prosessi, kunnes virhe on riittävän pieni. Virhemitta konstruoidaan ma-
temaattisesti elementtiformulaation ja tarkasteltavan suureen perusteella. Toisinaan
konstruointi voi tapahtua myös fysikaalisen intuition perusteella. Tarkempi tarkas-
telu on tehty lähteissä [89,90].
4.6 Lineaarisen yhtälöryhmän ratkaiseminen
Elementtimenetelmän numeerisen implementoinnin muisti- ja aikavaatimukset riip-
puvat matriisin kokoamisesta, matriisiyhtälön ratkaisemisesta ja matriisin esikäsit-
telystä.
Elementtimenetelmän tuottamat matriisit K (4.20) ovat ei-singulaarisia suuria
kompleksiarvoisia matriiseja. Nollasta poikkeavia matriisin elementtejä on vain muu-
tama prosentti, joten matriisi on harva. Tämä vähentää muistivaatimuksia suuruus-
luokasta O(N2) suuruusluokkaan O(N) [57], missä N on elementtien lukumäärä.
Matriisin kuntoluku, joka kuvaa ratkaisun herkkyyttä virheille matriisissa ja lähde-
vektorissa, voidaan 2-normin tapauksessa määritellä kaavalla
κ(K) =
σmax(K)
σmin(K)
, (4.28)
jossa σmax ja σmin ovat matriisin K suurin ja pienin singulaariarvo [91]. Sironta-
tehtävissä kuntoluku on varsinkin korkeamman asteen kantafunktioilla usein suuri,
jolloin pienikin virhe matriisissa tai lähdevektorissa vaikuttaa huomattavasti rat-
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kaisuun [57]. Aikapolynomi eli matriisin kokoamiseen ja lineaarisen yhtälöryhmän
ratkaisemiseen käytetty aika on sirontatehtävässä suuruusluokkaa O(N) [28].
Matriisiyhtälön ratkaisemiseksi käytetään kahdentyyppisiä menetelmiä. Tämä vai-
kuttaa laskennalliseen tehokkuuteen, minkä vuoksi on tärkeää valita ratkaisumene-
telmä, joka hyödyntää parhaiten matriisin ominaisuuksia. Matriisiyhtälön ratkaisu-
menetelmät jaotellaan suoriin ja iteratiivisiin ratkaisumenetelmiin.
Suorat ratkaisumenetelmät perustuvat usein Gaussiseen eliminaatioon tai LU-
hajotelmaan [40, 79]. Näitä käytetään useimmiten tiheisiin matriiseihin, joissa suu-
ri osa matriisin elementeistä poikkeaa nollasta. Suorat ratkaisumenetelmät ovat
usein nopeita ja robusteja, mutta esimerkiksi LU-hajotelman tapauksessa hajotel-
man muodostaminen johtaa alkuperäistä tiheämpiin matriiseihin, mikä lisää muisti-
vaatimuksia [57]. Esimerkkeinä elementtimenetelmän suorista ratkaisumenetelmistä
ovat MUMPS (engl. multifrontal massively parallel sparse direct solvers) [92], PAR-
DISO (engl. Parallel Sparse Direct and Multi-Recursive Iterative Linear Solver) [93]
ja SPOOLES (engl. SParse Object Oriented Linear Equations Solver) [94]. Nämä
tuottavat saman ratkaisun liukulukuaritmetiikkaa lukuunottamatta, mutta eroavat
hieman muistivaatimuksiltaan ja nopeuksiltaan.
Iteratiiviset ratkaisumenetelmät luovat alkuarvauksen avulla jonon ratkaisuja.
Parhaassa tapauksessa tämä jono suppenee kohti tarkkaa ratkaisua, mutta näin
ei välttämättä aina käy. Iteratiiviset ratkaisumenetellmät vaativat vain vähän lisä-
muistia matriisin kokoamiseen nähden [79]. Huonona puolena iteratiivisissa mene-
telmissä on se, että ne saattavat vaatia suuren määrän askeleita ennen kuin iteraatio
suppenee riippuen siitä, missä matriisin singulaariarvot sijaitsevat kompleksitasos-
sa. Silloin, kun ne sijaitsevat lähellä toisiaan suppeneminen on yleensä nopeaa. Tä-
män ongelman ratkaisemiseksi iteratiivisissa menetelmissä käytetään usein esikäsit-
telymatriiseja, jotka myös parantavat matriisin kuntoa. Esimerkiksi epätäydellises-
sä LU-hajotelmassa voidaan esikäsitellä systeemimatriisi [79]. Yleensä esikäsittely-
matriisin valintaan vaikuttavat tarkasteltava ongelma ja systeemimatriisin ominai-
suudet. Iteratiivisia menetelmiä lineaarisen yhtälöryhmän ratkaisemiseksi ovat esi-
merkiksi konjugaattigradienttimenetelmä (engl. conjugate gradients ; CG), GMRES-
menetelmä (engl. generalized minimal residual) [95] sekä stabiloitu bikonjugaattigra-
dienttimenetelmä (engl. biconjugate gradient stabilized method, BiCGSTAB) [96].
Edellä olevat iteratiiviset menetelmät ovat niin sanottuja Krylovin aliavaruus-
menetelmiä [79], jotka käyttävät matriisien välisten kertolaskujen sijaan vähem-
män työläitä matriisien ja vektorien välisiä kertolaskuja. Stabiloitu bijonkugaattigra-
dienttimenetelmä perustuu bikonjugaattimenetelmään (engl. biconjugate gradients ;
BiCG), joka on variaatio konjugaattigradienttialgoritmista [28]. Bikonjugaattigra-
dienttimenetelmä soveltuu paremmin ei-symmetristen matriisien käsittelyyn, mutta
suoriutuu silti yhtä hyvin symmetristen matriisien käsittelystä kuin konjugaattigra-
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dienttimenetelmä [28]. Tämä johtuu siitä, että konjugaattigradienttimenetelmässä
peräkkäisten jäännösvektorien jonoa ei voida ortogonalisoida epäsymmetrisen mat-
riisin tapauksessa lyhyillä rekursioilla eli rekursioilla, joissa on korkeintaan muuta-
ma operaatio [97,98]. Bikonjugaattigradienttimenetelmässä residuaalien ortogonaa-
linen jono korvataan kahdella keskenään ortogonaalisella jonolla sillä hinnalla, että
menetelmä ei enää tarkalleen ottaen minimoi residuaalia. Toisaalta kantavektorien
muodostaminen on laskennallisesti halpaa. Stabiloidussa bikonjugaattigradienttime-
netelmässä iteraatio on nopeampaa ja suppeneminen sileämpää kuin alkuperäisessä
bikonjugaattigradienttimenetelmässä [28].
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5. TULOKSET
Tässä luvussa tutkitaan elementtimenetelmällä eri nanorakenteiden lineaarista op-
tista vastetta. Ensin verrataan elementtimenetelmällä laskettuja tuloksia Mie-teorian
ja reunaelementtimenetelmän antamia tuloksia pallomaisen hiukkasen tapauksessa.
Lisäksi tarkastellaan substraatin vaikutusta sirontakuvioon eri fokusoiduilla säteillä.
Käytetty substraatti on amorfinen piilasi (engl. fused silica). Tämän jälkeen mal-
linnetaan elementtimenetelmällä lineaarista vastetta nanolangoista. Pallon tapauk-
sessa materiaalina on kulta, jonka taitekertoimena käytetään Johnsonin ja Christyn
kokeellisesti mittaamaa dataa [35]. Nanolangan materiaalina on Gallium-Arsenidi
(GaAs), jonka kristallirakenteeksi oletetaan zinc-blend. Kaikissa näissä tapauksissa
ympäröivä väliaine on tyhjiö.
Elementtimenetelmä toteutettiin Comsol Multiphysics 5.0 ohjelmalla. Fokusoi-
dut säteet implementoitiin Matlabilla, ja säteiden lausekkeet syötettiin Comsolille.
Verkontiheydet pyrittiin valitsemaan siten, että yleispätevänä pidetty sääntö, jonka
mukaan elementtejä on 10 aallonpituutta kohti, toteutuisi.
5.1 Pallo
Sirontatehtävässä numeerisen menetelmän tarkkuutta voidaan mitata tarkastelemal-
la, miten tulokset lähestyvät Mie-teorian antamia tuloksia, kun verkon tiheyttä ja
laatua lisätään. Lisäksi voitaisiin ottaa käyttöön korkeamman asteen kantafuntiot,
mutta tässä tapauksessa pidetään yksinkertaisuuden vuoksi kantafunktioiden aste
vakiona. Sirontatehtävässä Comsol käyttää oletuksena toisen asteen Nede´lecin kan-
tafunktioita.
Tarkastellaan palloa, jonka säde on 50 nm. Lasketaan x-polarisoituneella z- suun-
taan etenevällä tasoaaltoherätteellä vuorovaikutusalat Ca, Cs ja Cext luvun 2.4 mu-
kaisilla lausekkeilla. Integraalit lasketaan numeerisesti Gaussisilla kvadratuureilla
[91]. Käytetään verkkojaM1,M2 jaM3, joilla on tilavuuselementtejä 120677, 150501
ja 181470. Nämä on havainnollistettu kuvassa 5.1.
Kuvassa 5.2a on laskettu absorption, sironnan ja ekstinktion vuorovaikutusalat
Mie-teorialla ja elementtimenetelmällä. Noin 400 nm kohdalla näkyy häntä, joka
liittyy bulkkimateriaalin energiavöiden väliseen absorptioon, eikä siten riipu sirotta-
jan muodosta. Piikit liittyvät normaalimuotoihin, joita esiintyy pallolla [19]. Tässä
työssä käytetyllä pallolla havaitaan yksi resonanssi aallonpituudella λ1 = 520 nm.
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(a) (b)
(c) (d)
(e) (f)
d=100 nm
h=25 nm
R=2000 nm
D=350 nm
(g)
Kuva 5.1: (a)–(c) Elementtimenetelmän laskuissa käytetyt verkot M1,M2 ja M3. (d)–(f)
Reunaelementtimenetelmässä käytetyt verkot M4,M5 ja M6. (g) Mallinnusalueen kaavio-
kuva.
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Kuva 5.2: Vuorovaikutusalat (a) ja niiden virheet (b). Kuvassa (a) on esitetty 50 nm
pallon vuorovaikutusalat. Vihreä väri vastaa ekstinktion vuorovaikutusalaa Cext, punai-
nen väri absorption vuorovaikutusalaa Ca ja sininen väri sironnan vuorovaikutusalaa Cs.
Yhtenäinen viiva esittää Mien teorian tuloksia ja ympyrät elementtimenetelmän tuloksia
verkolla M3. Kuvassa (b) on esitetty elementtimenetelmän aiheuttamaa virhettä vuorovai-
kutusaloissa. Verkontiheyset tiheimmästä karkeimpaan ovat sininen, punainen ja vihreä.
Yhtenäinen viiva kuvaa sironnan vuorovaikutusalan virhettä ja katkonainen viiva abrorp-
tion vuorovaikutusalan virhettä.
Tämä resonanssi liittyy dipolimuotoon.
Kuvassa 5.2b tarkasteltiin vuorovaikutusalojen Ca ja Cs suhteellisten virheiden
riippumista verkoista M1,M2 ja M3. Absorption vuorovaikutusalan virhe oskilloi
pienillä aallonpituuksilla, mutta lopuksi saturoituu prosentin luokkaan. Virhe on
useimmilla aallonpituuksilla pienin suurimmalla verkontiheydellä, mutta eri verkko-
jen virheet suppenevat kohti samaa arvoa, kun aallonpituusa kasvaa. Sironnan vuo-
rovaikutusalojen käyttäytyminessä on piikkejä joillain aallonpituuksilla, mikä saat-
taa johtuu todennäköisesti systeemimatriisin heikosta kunnosta. Tämä johtuu osit-
tain siitä, että reunaehtona toimii PML, joka johtaa usein heikkokuntoiseen sys-
teemimatriisiin. Pienillä aallonpituuksilla myös sironnan vuorovaikutusalojen virhe
oskilloi. Aallonpituuden kasvaessa virhe kasvaa tasaisesti kaikilla verkoilla. Virhe on
suurilla aallonpituuksilla suurin verkolla M2. Yleisesti absorption virhe on pienempi
kuin sironnan.
Kuvassa 5.3 on verrattu elementtimenetelmällä ja reunaelementtimenetelmällä
laskettuja sirontakuvioita resonanssissa λ1 = 520 nm verkoilla M1–M6. Herättee-
nä toimi fokusoitunut radiaalinen säde. Kuvasta 5.3a huomataan, että pallo sirottaa
radiaalista sädettä voimakkaasti sivulle. Kuvasta 5.3b huomataan, että elementtime-
netelmän ja reunaelementtimenetelmän antamat tulokset ovat hyvin lähellä toisiaan,
mutta eivät saturoidu täysin samaan arvoon, mikä johtuu todennäköisesti siitä, että
elementtimenetelmässä mallinnusalue on äärellinen, mikä rajoittaa verkontiheyden
lisäksi ratkaisun tarkkuutta.
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Kuva 5.3: (a) Sirontakuvio fokusoidulla radiaalisesella säteellä. (b) Sirontakuvio atsimu-
taalikulmassa φ = 0. VerkkojaM1–M6 vastaavat sininen, vihreä, punainen, vaaleansininen,
violetti ja vaaleanruskea väri.
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Kuva 5.4: Sirontakuvion fokusoidulla Gaussisella herätteellä. Kuvien yläpuolella näkyy
sirontakuvion maksimiarvo. (a) Fokusointi ilman substraattia. (b) Fokusointi substraatin
lähellä.
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Kuva 5.5: Sirontakuvion fokusoidulla radiaalisella säteellä. Kuvien yläpuolella näkyy si-
rontakuvion maksimiarvo. (a) Fokusointi ilman substraattia. (b) Fokusointi substraatin
lähellä.
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Kuva 5.6: Sirontakuvion fokusoidulla atsimutaalisella säteellä. Kuvien yläpuolella näkyy
sirontakuvion maksimiarvo. (a) Fokusointi ilman substraattia. (b) Fokusointi substraatin
lähellä.
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Kuvassa 5.4 on tutkittu resonanssiaallonpituudella sirontakuviota fokusoidulla
Gaussisella säteellä. Havaitaan, että substraatin vaikutuksesta eteenpäin sironta
vahvistuu. Erityisesti y-akselin suuntaan sironta on hyvin voimakasta. Kuvassa 5.5
on tutkittu resonanssiaallonpituudella sirontakuviota fokusoidulla radiaalisella sä-
teellä. Sironta vahvistuu selvästi taaksepäin, minkä voi johtua voimakkaasta pitkit-
täissuuntaisesta komponentista. Kuvassa 5.6 on tutkittu resonanssiaallonpituudella
sirontakuviota fokusoidulla atsimutaalisella säteellä. Eteenpäin sironnan muoto säi-
lyy, kun mallinnetaan substraatti. Sironta on yhä pyörähdyssymmetrinen, mutta
voimakkaampaa eteen- kuin taaksepäin. Sironnan maksimiarvo on hieman suurem-
pi silloin, kun mallinnetaan substraatti. Sironta on kaikissa tapauksissa vahvempaa
tapauksessa, jossa substraatti on mukana. Tästä voidaan päätellä, että tuleva ja
heijastunut heräte interferoivat pallon kohdalla.
5.2 Nanolanka
Tässä alaluvussa tutkitaan puolijohdenanolangan lineaarista optista vastetta ja sel-
vitetään, miten vaste muuttuu, kun tulevan lasersäteen polttotason paikkaa muu-
tetaan. Laskuissa ei oteta substraattia huomioon. Puolijohdenanolangan tärkeimpiä
ominaisuuksia ovat hyvälaatuinen kiderakenne [99, 100], epäisotropia polarisaation
suhteen (engl. polarization anisotropy) [101], mikä tarkoittaa sitä, että sironnut va-
lo on joissain määrin polarisoitunutta. Lisäksi korkea epälineaarinen vaste on yksi
tärkeä ominaisuus [102]. Tämä johtuu yleensä pitkälti fokusoidun radiaalisen säteen
pitkittäissuuntaisesta sähkökentänkomponentista [53].
Tarkastellaan kolmella eri verkolla (kuva 5.7) z-suuntaan etenevien fokusoitujen
säteiden sirontaa. PML:n ja häviöttämän väliaineen paksuudet on valittu riittävän
suuriksi, joten niistä ei aiheudu merkittävästi virhettä. Myös numeerisen integroin-
nin tarkkuus oletetaan hyväksi. Nanolangoille ei ole olemassa tarkkoja tuloksia, joten
tässä on tyydyttävä numeeriseen ratkaisuun.
Kuvassa 5.8 on lähikentän intensiteetti verkon L3 tapauksessa aallonpituudella
λ = 1060 nm nanolangan lähistöllä polttotasossa. Ratkaisun tarkkuutta on tutkittu
kuvassa 5.9 tutkimalla intensiteettiä x-akselilla.
Kuvasta 5.8 voidaan päätellä, että radiaalinen polarisaatio aiheuttaa voimakkaim-
man lähikentän silloin, kun polttotaso on nanolangan päässä. Nanolangan päissä on
terävät reunat. Ylärivin kuvioista voidaan päätellä, että aallonpituudella λ = 1060
nm lähikenttä on Gaussisen säteen ja vaihesiirron pi saaneen Hermite–Gaussisen
säteen tapauksessa dipolimaista. Radiaalisella ja Hermite–Gaussisella säteellä lähi-
kenttä on isotrooppinen. Vaihesiirron pi/2 saaneellla Hermite–Gaussisella säteellä
lähikenttään syntyy yksi napa.
Tapauksessa, jossa polttotaso on nanolangan puolivälissä, havaitaan polttotasos-
sa selkeämmmin dipolit. Myös Hermite–Gaussisen säteen tapauksessa lähikenttä on
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Kuva 5.7: (a) Nanolangan kaaviokuva. (b) SEM-kuva nanolangoista. (c)–(e) Laskuissa
käytetyt verkot L1–L3.
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Kuva 5.8: Intensiteetti nanolangan ympäristössä erilaisten fokusoitujen säteiden tapauk-
sissa. Ylemmällä rivillä polttotaso ja piirtoalue on nanolangan päässä z = 0, kun nanolanka
kasvaa +z-suuntaan. Alemmalla rivillä polttotaso ja piirtoalue on nanolangan puolessavä-
lissä.
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Kuva 5.9: Intensiteetti x-akselin suuntaisella janalla polttotasossa herätteellä, joka saa-
daan, kun fokusoidaan x-polarisoitunut Gaussinen säde. Sininen väri vastaa verkkoa L1,
punainen väri verkkoa L2 ja vihreä väri vekkoa L3. (a) fokus päässä, (b) fokus nanolangan
puolessa välissä.
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tässä tapauksessa dipolimainen. Vaihesiirron pi/2 saaneellla Hermite–Gaussisella sä-
teellä napa on vahvistunut. Vaihesiirron pi/2 ja pi saaneilla Hermite–Gaussisilla sä-
teillä on havaittavissa molemmissa tapauksissa kohinaa johtuen vaihehypystä herät-
teen komponenteissa.
Kuvasta 5.9 havaitaan, että tulokset ovat kaikillla verkoilla hyvin lähellä toisi-
aan Gaussisen säteellä sekä tapauksessa (a) fokusoitaessa nanolangan päähän että
tapauksessa (b) fokusoitaessa nanolangan keskelle. Suurimmat erot tulevat piikin
kohdalla johtuen verkon tarkkuuden lisäksi siitä, että Comsolissa lähikentän esittä-
miseen käytetyn tiedoston koko vaihtelee.
x y 
z 
(a) (b) (c) (d) (e) 
247 3730 932 13000 50009 
Kuva 5.10: Nanolangan sirontakuviot aallonpituudella λ = 1060 nm, kun fokus osuu na-
nolangan päähän. Kuvissa (a)–(e) vasemmalta oikealle herätteet ovat Gaussinen, radiaali-
nen, HG10, HG10 pi/2:n vaihesiirrolla ja HG10 pi:n vaihesiirrolla. Tapauksessa, jossa polt-
totaso on nanolangan puolivälissä, sirontakuvio on melkein kaikissa tapauksissa heikompi.
Kuvioiden yläpuolelle on merkitty sirontakuvion maksimiarvo.
Nanolangan sirontakuviot samalla aallonpituudella on esitetty kuvissa 5.10 ja
5.11. Tarkkuuden arvioimiseksi suunnassa φ = 0 on esitetty x-polarisoituneen fo-
kusoidun Gaussisen säteen aiheuttama sirontakuvio eri verkoilla.
Tarkasteltaessa kuvan 5.10 sirontakuvioita havaitaan, että vaihesiirretyt Hermite–
Gaussiset säteet johtavat selkeästi vahvimpaan kaukokenttään. Mielenkiintoisin ha-
vainto on se, että Gaussisella säteellä (a) sironta on vahvinta y-suuntaan, mutta
kuvissa (d) ja (e) sironta on vahvinta x-suuntaan. Kuvissa (b) ja (c) sironta on
isotrooppista xy-tasossa, mutta vaihtelee z-akselin suhteen. Vertailemalla tuloksia
kuvaan 5.11 havaitaan, että sirontakuvio on samanlainen kaikilla säteillä, mutta si-
ronta on voimakkaampaa tapauksessa, jossa polttotaso on nanolangan puolivälissä.
Kuvasta 5.12 havaitaan, että verkon tihentyessä kaukokentän tarkkuus pysyy
suunnilleen samana Gaussiselle säteelle. Voidaan päätellä, että tarkkuus on muil-
lekin säteille hyvä.
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Kuva 5.11: Nanolangan sirontakuviot aallonpituudella λ = 1060 nm, kun fokus osuu
nanolangan puoleenväliin. Kuvissa (a)–(e) ovat herätteet vastaavassa järjestyksessä kuin
intensiteetille. Kuvioiden yläpuolelle on merkitty sirontakuvion maksimiarvo.
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Kuva 5.12: Sirontakuvio CRCS atsimutaalisuunnassa φ = 0 aallonpituudella λ = 1060
nm eri verkoilla. Sininen väri vastaa verkkoa L1, punainen väri verkkoa L2 ja vihreä väri
vekkoa L3. (a) fokus päähän, (b) fokus nanolangan puoleenväliin.
56
6. YHTEENVETO
Työn tarkoitus oli ratkaista sähkömagneettinen sirontatehtävä likiarvoisesti lineaari-
sen optisen vasteen tapauksessa. Maxwellin yhtälöistä johdettiin ääretöndimensioi-
nen sirontatehtävä, johon sovellettiin elementtimenetelmää tehtävän saattamiseksi
äärellisdimensioiseksi ja lineaariseksi. Tämä mahdollistaa likiarvoisen ratkaisun löy-
tämisen. Sirontatehtävässä huomioitiin myös se, että nanorakenteet voivat olla sub-
straatin päällä. Subsraatti johtaa herätteen heijastukseen ja taittumiseen substraa-
tin rajapinnalta, mikä pitää huomioida sirontatehtävää ratkaistaessa. Myös kauko-
kentän laskeminen tapahtuu erilailla kuin silloin, kun substraattia ei mallinneta.
Tällöin pitää löytää Greenin funktio myös heijastuneelle ja taittuneelle herätteelle.
Mallinnusohjelmana käytettiin Comsolia.
Herätteenä käytettiin tasoaallon lisäksi fokusoituja säteitä, kuten radiaalisesti po-
larisoitunutta sädettä, joka saadaan, kun laserista saatu heräte fokusoidaan linssin
avulla. Radiaalisessa sädettä fokusoitaessa saadaan aikaan etenemissuuntaan osoit-
tava sähkökentän komponentti, joka on hyödyllinen esimerkiksi optisissa loukuissa ja
SHG:ssa. Lisäksi konfokaalimikroskopiassa fokusoitunut säde skannataan näytteen
yli. Tämä johtaa korkealaatuisiin kuviin, sillä fokuksen ulkopuolinen informaatio
voidaan poistaa. Silloin, kun mallinnetaan substraatti, fokusoitu säde pitää hajot-
taa kulmaspektriesityksen avulla tasoaaltoihin, joiden heijastumista ja taittumista
tarkastellaan.
Menetelmää testattiin pallohiukkaselle laskemalla vuorovaikutusalat lähi - infra-
puna - ja optisella taajuuksilla ja vertailemalla tuloksia vastaaviin Mie-teorian an-
tamiin analyyttisiin tuloksiin tasoaaltoherätteen tapauksessa. Lisäksi verrattiin si-
rontakuviota reunaelementtimenetelmällä saatuun tulokseen, kun herätteenä käy-
tettiin radiaalisesti polarisoitunuttta fokusoitunutta sädettä. Laskuissa käytettiin
kolmea eri verkontiheyttä tarkastelemaan, miten tarkkoja tulokset ovat. Virhemar-
ginaali saatiin molemmissa tapauksissa pieneksi. Lisäksi tarkasteltiin substraatin
vaikutusta sirontakuvioon, kun herätteenä käytettiin fokusoituja säteitä. Havait-
tiin, että sirontakuvion muoto muuttuu merkittävästi käytetyllä aallonpituudella,
kun substraattina toimii amorfinen piilasi. Kullan permittiivisyysdatana käytettiin
Johnsonin ja Christyn mittaamia arvoja [35].
Menetelmää sovellettiin nanolangan optisen vasteen mallintamiseksi. Puolijoh-
denanolankoja on tutkittu viime vuosina muun muassa suuren epälineaarisen vas-
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teeen saannon vuoksi [53, 102]. Nanolangan materiaalina käytettiin Gallium- Arse-
nidia (GaAs), ja kiderakenteena oli zinc-blend, jolloin permittiivisyys on skalaari,
kun vaste oletetaan lineaariseksi. Nanolangalle laskettiin lähikenttä ja sirontakuvio
käyttäen herätteenä erilaisia fokusoituja vektorisäteitä käyttämällä elementtimene-
telmässä kolmea eri verkontiheyttä, saatiin lähes samat tulokset. Eri verkontiheydet
antoivat lähes samat tulokset.
Elementtimenetelmän tarkkuutta voitaisiin parantaa käyttämällä korkeamman
asteen kantafunktioita, mikä saataa kuitenkin heikentää systeemimatriisin kunto-
lukua. Lisäksi voidaan hyödyntää geometrian symmetriaa verkkoa muodostaessa ja
käyttää tetraedrin sijaan heksaedria vähentämään vapausasteita. Silloin, kun mallin-
nettavat pinnat ovat hyvin kaarevia, voitaisiin käyttää isoparametrisia elementtejä,
jotka ovat geometriseltä esitykseltään samaa astetta kuin itse tarkasteltava geomet-
ria.
Elementtimenetelmällä voidaan mallintaa myös SHG:tä, pintavahvistettua Ra-
man - sirontaa (engl. Surface Enhanced Raman Scattering ; SERS) sekä jaksollisia
rakenteita. Lisäksi voidaan ottaa huomioon useampikerroksinen substraatti. SHG:tä
on mallinnettu nanohiukkasissa, jotka eroavat vain vähän pallomaisista nanohiuk-
kasista [29, 103]. Myös sähköistä dipolia korkeamman asteen moninapavasteet on
huomioitu. Mallinnettaessa jaksollisia rakenteita, pitää jaksollisia sivuja vastaavat
reunaehdot korvata jaksollisilla reunaehdoilla. Mallinnettaessa useampikerroksista
substraattia pitää käyttää monikerroksisen rakenteen Greenin funktioita kaukokent-
tää laskiessa [14] ja herätteen laskemisessa pitää muomioida heijastuminen ja tait-
tuminen kaikilla väliainerajapinnoilla, mikä on mahdollista yleistetyillä Fresnel- ker-
toimilla [14].
Tässä työssä käytettiin mallinnusohjelmana Comsolia, joka on elementtimenetel-
mään pohjautuva reuna- ja alkuarvotehtävien ratkaisija. Se soveltuu lukuisiin fysii-
kan ongelmiin, kuten mekaniikan ja sähköfysiikan ongelmiin. Sähkömagneettisessa
sirontatehtävässä Comsol on erityisen helppokäyttöinen tilanteessa, jossa ei mallin-
neta substraattia. Comsolin kotisivuilta löytyy valmis malli tähän, jossa on myös
yksityiskohtainen ohjeistus siitä, miten mallia käytetään. Tilanne monimutkaistuu,
kun halutaan käyttää tasoaallon sijaan herätteenä fokusoitunutta Gaussista sädet-
tä. Käyttäjän tulee kirjoittaa näiden lausekkeet itse Matlabilla, ja syöttää antaa ne
tämän jälkeen Comsolille. Substraatin tapauksessa piti huomioida se, että heräte
heijastuu ja taittuu väliaineen rajapinnalta. Nämä komponentit tulee laskea itse ja
syöttää tämän jälkeen Comsolille. Comsolissa pitää huomioida, että mallinnusalue
pitää jakaa rajapinann mukaan osiin. Substraatin tapauksessa kaukokentän laskemi-
seksi pitää kehittää oma työkalu. Tämä osoittautui niin haastavaksi, että piti hakea
neuvoa Comsolin Suomen tuelta. Lopulta tämä kuitenkin onnistui.
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A. LIITTEITÄ
Esitetään fokusoitujen x-polarisoidun Gaussisen, radiaalisesti polarisoidun ja atsi-
mutaalisesti polarisoidun säteiden lopulliset lausekkeet tapauksessa, jossa substraat-
ti on lähellä fokusta. Esitys pohjautuu lukuun 3. Jokaiselle sähkökentän komponen-
tille on oma funktionsa.
function E_x = mode00x_subs(x, y, z, omega, w0, f, alphamax, z0, n_subs,...
n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the x-component of focused Gaussian
% beam which is x-polarized and propagates to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
% symbols in
% Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
E_x = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
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% when z is bigger than the z0 it means that the point we are
% considering, is inside
% the substrate. Then the function returns the transmitted field in
% that point.
trans=find(z>z0);
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
if ~isempty(trans)
int_00_t = I_00_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
int_02_t = I_02_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_x2t = (i.*k(trans).*f(trans).*n_factor(trans).*...
exp(-i.*k(trans).*f(trans))/2).*(int_00_t+...
cos(2*theta(trans)).*int_02_t);
E_x(trans) = E_x2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% else
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_00 = I_00(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl));
int_02 = I_02(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl));
int_00_r = I_00_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
int_02_r = I_02_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
E_x2 = (i.*k(refl).*f(refl).*n_factor(refl).*...
exp(-i.*k(refl).*f(refl))/2).*(int_00+...
cos(2*theta(refl)).*int_02);
E_x2r = (i.*k(refl).*f(refl).*n_factor(refl).*...
exp(-i.*k(refl).*f(refl))/2).*(int_00_r+...
cos(2*theta(refl)).*int_02_r);
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E_x(refl) = E_x2+E_x2r;
end
end
function E_y = mode00y_subs(x, y, z, omega, w0, f, alphamax, z0, n_subs,...
n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the y-component of focused Gaussian
% beam which is x-polarized and propagates to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
% symbols in Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
E_y = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are considering,
% is inside the substrate. Then the function returns the transmitted field
% in that point.
trans=find(z>z0);
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
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if ~isempty(trans)
int_02_t = I_02_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_y_t = (i.*k(trans).*f(trans).*n_factor(trans).*exp(-i.*...
k(trans).*f(trans))/2).*(int_02_t.*sin(2*theta(trans)));
E_y(trans) = E_y_t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% else
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_02 = I_02(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl));
int_02_r = I_02_r(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl), n2(refl), n_subs(refl), z0(refl));
E_y_0 = (i.*k(refl).*f(refl).*n_factor(refl).*exp(-i.*k(refl).*...
f(refl))/2).*(int_02.*sin(2*theta(refl)));
E_y_r = (i.*k(refl).*f(refl).*n_factor(refl).*exp(-i.*k(refl).*...
f(refl))/2).*(int_02_r.*sin(2*theta(refl)));
E_y(refl) = E_y_0+E_y_r;
end
end
function E_z = mode00z_subs(x, y, z, omega, w0, f, alphamax, z0, n_subs,...
n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the z-component of focused Gaussian
% beam which is x-polarized and propagates to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
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% symbols in Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
E_z = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are considering,
% is inside the substrate. Then the function returns the transmitted
% field in that point.
trans=find(z>z0);
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
if ~isempty(trans)
int_01_t = I_01_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_z2t = (i.*k(trans).*f(trans).*n_factor(trans).*exp(-i.*...
k(trans).*f(trans))/2).*(-2*i*int_01_t.*cos(theta(trans)));
E_z(trans) = E_z2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% else
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
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if ~isempty(refl)
int_01 = I_01(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl));
int_01_r = I_01_r(f_factor(refl), sin_amax(refl), k(refl), r(refl),...
z(refl), n2(refl), n_subs(refl), z0(refl));
E_z2 = (i.*k(refl).*f(refl).*n_factor(refl).*exp(-i.*k(refl).*...
f(refl))/2).*(-2*i*int_01.*cos(theta(refl)));
E_z2r = (i.*k(refl).*f(refl).*n_factor(refl).*exp(-i.*k(refl).*...
f(refl))/2).*(-2*i*int_01_r.*cos(theta(refl)));
E_z(refl) = E_z2+E_z2r;
end
end
function E_x = modeazix_subs(x, y, z, omega, w0, f, alphamax, z0,...
n_subs, n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the x-component of focused azimuthal
% beam pripagating to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
% symbols in Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
E_x = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
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[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are
% considering, is inside
% the substrate. Then the function returns the transmitted field in
% that point.
trans=find(z>z0);
if ~isempty(trans)
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
int_11_t = I_11_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
int_12_t = I_12_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_x2t = (i.*k(trans).*n_factor(trans).*...
(f(trans).^2)./(2.*w0(trans))).*exp(-i.*k(trans).*f(trans)).*...
(i.*(int_11_t+3.*int_12_t).*sin(theta(trans)));
E_x(trans) = E_x2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_11 = I_11(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_12 = I_12(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_11_r = I_11_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
int_12_r = I_12_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
E_x2 = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*...
(i.*(int_11+3.*int_12).*sin(theta(refl)));
E_x2r = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*...
(i.*(int_11_r+3.*int_12_r).*sin(theta(refl)));
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E_x(refl) = E_x2+E_x2r;
end
end
function E_y = modeaziy_subs(x, y, z, omega, w0, f, alphamax, z0,...
n_subs, n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the y-component of focused azimuthal
% beam pripagating to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z are spatial coordinates, omega is the angular frequency, w0 is
% the beam waist radius which is the same in Novotny's book. f is the focal
% length of the pulse, alphamax is the greatest possible angle of refracted
% beam wrt. to the optical axis. It is denoted by theta_max in Novotny's
% book.
% n1 is the index of refraction before the lens,n2 is the index of
% refraction after the lens. They are denoted by the same symbols in
% Novotny's book. z0 is the place of the substrate wrt the focus. n_subs
% is the index of refraction of substrate.
E_y = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are
% considering, is inside the substrate. Then the function returns
% the transmitted field in that point.
trans=find(z>z0);
if ~isempty(trans)
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% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
int_11_t = I_11_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
int_12_t = I_12_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_y2t = (i.*k(trans).*n_factor(trans).*...
(f(trans).^2)./(2.*w0(trans))).*...
exp(-i.*k(trans).*f(trans)).*(-i.*(int_11_t+3.*int_12_t).*...
cos(theta(trans)));
E_y(trans) = E_y2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and refracted electric fields.
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_11 = I_11(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_12 = I_12(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_11_r = I_11_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
int_12_r = I_12_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
E_y2 = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*(-i.*...
(int_11+3.*int_12).*cos(theta(refl)));
E_y2r = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*...
(-i.*(int_11_r+3.*int_12_r).*cos(theta(refl)));
E_y(refl) = E_y2+E_y2r;
end
end
function E_x = moderadx_subs(x, y, z, omega, w0, f, alphamax, z0,...
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n_subs, n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the x-component of focused radial
% beam pripagating to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same symbols in
% Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
E_x = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are considering,
% is inside the substrate. Then the function returns the transmitted
% field in that point.
trans=find(z>z0);
if ~isempty(trans)
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
int_11_t = I_11_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
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int_12_t = I_12_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_x2t = (i.*k(trans).*n_factor(trans).*(f(trans).^2)./(2.*w0(trans))).*...
exp(-i.*k(trans).*f(trans)).*...
(i*(int_11_t-int_12_t).*cos(theta(trans)));
E_x(trans) = E_x2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_11 = I_11(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_12 = I_12(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_11_r = I_11_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
int_12_r = I_12_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
E_x2 = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*(i*(int_11-int_12).*cos(theta(refl)));
E_x2r = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*...
(i*(int_11_r-int_12_r).*cos(theta(refl)));
E_x(refl) = E_x2+E_x2r;
end
end
function E_y = moderady_subs(x, y, z, omega, w0, f, alphamax, z0,...
n_subs, n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the y-component of focused radial
% beam pripagating to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
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% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
% symbols in Novotny's book.
E_y = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are considering,
% is inside the substrate. Then the function returns the transmitted field in
% that point.
trans=find(z>z0);
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
if ~isempty(trans)
int_11_t = I_11_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
int_12_t = I_12_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_y2t = (i.*k(trans).*n_factor(trans).*...
(f(trans).^2)./(2.*w0(trans))).*exp(-i.*k(trans).*f(trans)).*...
(i*(int_11_t-int_12_t).*sin(theta(trans)));
E_y(trans) = E_y2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
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% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_11 = I_11(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_12 = I_12(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_11_r = I_11_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
int_12_r = I_12_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
E_y2 = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*(i*(int_11-int_12).*sin(theta(refl)));
E_y2r = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*...
(i*(int_11_r-int_12_r).*sin(theta(refl)));
E_y(refl) = E_y2+E_y2r;
end
% end
%
% end
end
function E_z = moderadz_subs(x, y, z, omega, w0, f, alphamax, z0,...
n_subs, n1, n2)
% Source code by Harri Mäntylä. Code is based on Novotny's book on
% Nano-optics, chapter 3. This gives the z-component of focused radial
% beam pripagating to z-direction. This is with
% substrate. The final equation for reflected and transmitted field are not
% given in Novotny's book. They are derived from 3.85 and 3.86.
% x, y, z: spatial coordinates,
% omega: angular frequency,
% w0: beam waist radius which is the same in Novotny's book.
% f: focal length of the pulse,
% alphamax: greatest possible angle of refracted
% beam wrt the optical axis. It is denoted by theta_max in Novotny's book.
% n1: index of refraction before the lens
% n2: index of refraction after the lens. They are denoted by the same
% symbols in Novotny's book.
% z0: place of the substrate wrt the focus.
% n_subs: index of refraction of substrate.
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E_z = zeros(size(x));
% E0 is assumed to be 1.
n_factor = sqrt(n1./n2);
sin_amax = sin(alphamax);
% This is the filling factor given by eq. 3.55 in Novotny's book.
f_factor = w0./(f.*sin_amax);
% This is the wave number after the lens.
k = k_number(omega, n2);
[theta, r] = cart2pol(x, y);
% when z is bigger than the z0 it means that the point we are considering,
% is inside the substrate. Then the function returns the transmitted
% field in that point.
trans=find(z>z0);
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.88. and 3.84 is
% replaced with 3.86
if ~isempty(trans)
int_10_t = I_10_t(f_factor(trans), sin_amax(trans), k(trans),...
r(trans), z(trans), n2(trans), n_subs(trans), z0(trans));
E_z2t = (i.*k(trans).*n_factor(trans).*...
(f(trans).^2)./(2.*w0(trans))).*...
exp(-i.*k(trans).*f(trans)).*(-4.*int_10_t);
E_z(trans) = E_z2t;
end
% Otherwise we are considering a point in the air. Then the total field
% is the sum of incident and reflected electric fields.
% The following are based on integrals of 3.58 and 3.60. The
% difference is that eq. 3.83 is replaced with 3.87. and 3.84 is
% replaced with 3.85.
refl=find(z<=z0);
if ~isempty(refl)
int_10 = I_10(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl));
int_10_r = I_10_r(f_factor(refl), sin_amax(refl), k(refl),...
r(refl), z(refl), n2(refl), n_subs(refl), z0(refl));
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E_z2 = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*(-4.*int_10);
E_z2r = (i.*k(refl).*n_factor(refl).*(f(refl).^2)./(2.*w0(refl))).*...
exp(-i.*k(refl).*f(refl)).*(-4.*int_10_r);
E_z(refl) = E_z2+E_z2r;
end
end
