The problem of discriminating between two nite point sets in n-dimensional feature space by a separating plane that utilizes as few of the features as possible, is formulated as a mathematical program with a parametric objective function and linear constraints. The step function that appears in the objective function can be approximated by a sigmoid or by a concave exponential on the nonnegative real line, or it can be treated exactly by considering the equivalent linear program with equilibrium constraints (LPEC). Computational tests of these three approaches on publicly available real-world databases have been carried out and compared with an adaptation of the optimal brain damage (OBD) method for reducing neural network complexity. One feature selection algorithm via concave minimization (FSV) reduced cross-validation error on a cancer prognosis database by 35.4% while reducing problem features from 32 to 4.
Feature selection is an important problem in machine learning 18, 15, 16, 17, 33] . In its basic form the problem consists of eliminating as many of the features in a given problem as possible, while still carrying out a preassigned task with acceptable accuracy. Having a minimal number of features often leads to better generalization and simpler models that can be more easily interpreted. In the present work, our task is to discriminate between two given sets in an n-dimensional feature space by using as few of the given features as possible. We shall formulate this problem as a mathematical program with a parametric objective function that will attempt to achieve this task by generating a separating plane in a feature space of as small a dimension as possible while minimizing the average distance of misclassi ed points to the plane. One of the computational experiments that we carried out on our feature selection procedure showed its e ectiveness, not only in minimizing the number of features selected, but also in quickly recognizing and removing spurious random features that were introduced. Thus, on the Wisconsin Prognosis Breast Cancer WPBC database 36] with a feature space of 32 dimensions and 6 random features added, one of our algorithms FSV (11) immediately removed the 6 random features as well as 28 of the original features resulting in a separating plane in a 4-dimensional reduced feature space. By using tenfold cross-validation 35] , separation error in the 4-dimensional space was reduced 35.4% from the corresponding error in the original problem space. (See Section 3 for details. ) We note that mathematical programming approaches to the feature selection problem have been recently proposed in 4, 22] . Even though the approach of 4] is based on an LPEC formulation, both the LPEC and its method of solution are di erent from the ones used here. The polyhedral concave minimization approach of 22] is principally involved with theoretical considerations of one speci c algorithm and no cross-validatory results are given. Other e ective computational applications of mathematical programming to neural networks are given in 30, 26] .
We outline now the contents of the paper. In Section 1, we formulate the feature selection problem as a mathematical program with a parametric objective function. Three methods of solution for this problem are proposed: a bilinear function minimization over a polyhedral set, approximation of the step function in the objective function by a sigmoid function and by a concave exponential on the nonnegative real line. Section 2 gives brief descriptions of the three algorithms. Section 3 contains numerical test results as well as comparisons with an adaptation of the optimal brain damage (OBD) method 18] for reducing complexity of a neural network. The adaptation consists of using directional derivatives at a solution point of (4), rather than second derivatives, which do not exist for the piecewise-linear objective function of (4). All our feature selection algorithms easily get rid of random features as well as unimportant features with resulting ten-fold cross-validation error reduction of as high as 35.4% with corresponding feature reduction of 88.2%. A concluding Section 4 ends the paper.
Notation
A word about our notation now. The symbol \:=" denotes de nition. All vectors will be column vectors unless transposed by the superscript T to a row vector. For a vector x in the n-dimensional real space R n , x + will denote the vector in R n with components (x + ) i := max fx i ; 0g, i = 1; : : : ; n.
Similarly x will denote the vector in R n with components (x ) i := (x i ) , i = 1; : : : ; n, where ( ) is the step function de ned as one for positive x i and zero otherwise, while jxj will denote a vector of absolute values of components of x. The base of the natural logarithm will be denoted by " and for y 2 R m , " ?y will denote a vector in R m with component " ?y i ; i = 1; : : : ; m. The norm k k p will denote the p norm, 1 p 1, while A 2 R m n will signify a real m n matrix. For such a matrix, A T will denote the transpose, and A i will denote row i. For two vectors x and y in R n ,
x ? y will denote x T y = 0. A vector of ones in a real space of arbitrary dimension will be denoted by e. The notation arg min x2S f(x) will denote the set of minimizers of f(x) on the set S. Similarly arg vertex min x2S f(x) will denote the set of vertex minimizers of f(x) on the polyhedral set S, that is the set of vertices of S that solve min x2S f(x). By a separating plane, with respect to two given point sets A and B in R n , we shall mean a plane that attempts to separate R n into two half spaces such that each open halfspace contains points mostly of A or B: Alternatively, such a plane can also be interpreted as a classical perceptron 32, 12, 20] . Tenfold cross-validation 35] refers to the re-sampling method which successively removes 10% of the available data for testing a separator generated with the remaining 90%.
Feature Selection as a Mathematical Program
We consider two nonempty nite point sets A and B in R n consisting of m and k points respectively that are represented by the matrices A 2 R m n and B 2 R k n . The objective of the feature selection problem is to construct a separating plane:
P := fx j x 2 R n ; x T w = g; (1) with normal w 2 R n and distance j j kwk 2 to the origin, while suppressing as many of the components of w as possible. The separating plane P determines two open halfspaces, fxjx 2 R n ; x T w > g, containing mostly points belonging to A, and fxjx 2 R n ; x T w < g, containing mostly points belonging to B. That is we wish to satisfy
Aw > e ; Bw < e (2) to the extent possible, or upon normalization Aw e + e; Bw e ? e (3) These conditions, (2) or equivalently (3), can be satis ed if and only if, the convex hulls of A and B do not intersect, which in general is not the case. We thus attempt to satisfy (3) in some approximate sense, for example, by minimizing some norm of the average violations of (3) 
In order to suppress as many of the components of w as possible we introduce an extra term with parameter 2 0; 1) into the objective of (5) 
This is our fundamental feature selection (FS) problem that will be solved for a suitable value of the parameter 2 0; 1), that is a which gives the best cross-validated separation. Typically this will be achieved in a feature space of reduced dimensionality, that is e T v < n. Because of the discontinuity in the step function term e T v , the FS problem will be approximated by smoothing the step function v by using either the standard sigmoid function of neural networks 31, 12] or by using a concave exponential approximation on the nonnegative real line 22]. Thus, the two approximations of the step vector v of (7) Here e is a vector of ones, " is the base of natural logarithms, is a positive parameter, and the application of either function to a vector is interpreted componentwise as in the standard MATLAB notation 25]. Advantages of the exponential (9) over the standard sigmoid (8) are its simplicity and concavity. These properties lead to a nitely terminating algorithm and a more accurate representation of the step function v at 0, because t(0; ) = 0, whereas s(0; ) = 1 2 e. With the approximations (8) and (9), the FS problem (7) ; 2 0; 1) (13) This LPEC reformulation of the FS problem (7) has a number of important consequences, such as existence of a solution to the FS problem (7) (14) In the next section, we will brie y describe e ective computational algorithms for solving each of the three feature selection problem reformulations: FSS (10), FSV (11) and FSB (14) , and will test these algorithms in the subsequent section on some public real-world databases and compare them with an adaptation of the OBD method 18]. where f: R`! R, is a di erentiable, nonconvex function bounded below on the nonempty polyhedral feasible region of (15), A 2 R p `a nd b 2 R p : Although this transformation is needed in order to establish theoretically the niteness of our algorithms (the SLA 2.1 and the Bilinear Algorithm 2.3 below), we shall not carry it out in the interest of keeping our notation simple. In fact, all our computational implementations terminated nitely without this transformation.
We rst consider the FSS problem (10) . Because its objective has no convexity or concavity properties, we prescribe the locally fast iterative quadratic programming (IQP) algorithm 9, 10] which is the equivalent of a Newton or quasi-Newton method, and consists of taking a quadratic approximation of the objective function of (15) and solving the resulting quadratic program for a potential next iterate, which becomes the next iterate if it is the best point along the line joining it to the current iterate, else the best feasible point along that line becomes the next iterate. This algorithm has been implemented professionally using powerful linear algebra packages in the MINOS software package 28]. Thus, MINOS was used to solve the FSS problem (10) .
We now consider the FSV problem (11) . Because its objective function is a di erentiable concave function, and has a vertex solution in the formulation (15), we use a stepless successive linear approximation algorithm. The algorithm solves a nite sequence of linear programs and terminates at a stationary point 22]. We outline the algorithm now.
2.1 Successive Linearization Algorithm (SLA) for FSV (11) . Choose (18) We now consider the FSB problem (14) . Because of the bilinear nature of its objective function, the simple, but fast, bilinear algorithm of 3, Algorithm 2.1] can be applied to (14) as follows.
2.3 Bilinear Algorithm (BA) for FSB (14) . Choose (21) Before turning our attention to computational testing of the proposed algorithms we discuss some of their properties. Both the FSS and FSV Algorithms start with the same linear programming formulation (5) of the linear separability problem and add a feature-squashing term e T jwj which is then smoothed by a sigmoid function for the FSS Algorithm and by an exponential for the FSV Algorithm. If we attempt to model exactly the discontinuous squashing term e T jwj we arrive at the FSL model (13) with equilibrium constraints and the bilinear model (14) of the FSB Algorithm. Another algorithm, the OBD Algorithm 3.1, patterned after the Optimal Brain Damage method 18], looks at directional derivatives of the nondi erentiable objective function of the linear separation problem (4) at a solution point, and squashes features with directional derivatives less than a certain tolerance.
Finite Termination of Bilinear Algorithm for FSB (14

Computational Test Results
We report in this section on numerical tests carried out using the three proposed formulations of the feature selection problem: FSS (10), FSV (11) , and FSB (14) , as well as an adaptation of the optimal brain damage (OBD) method 18] to our nondi erentiable problem (4) that we outline in the next paragraph. For each of the FSS, FSV and FSB algorithms, once the features have been selected by the algorithm, the linear program (4) is re-solved with all the non-selected features set to zero.
Because the objective function of our separating plane problem (4) is piecewise-linear, the second derivatives needed by the OBD method do not exist. However, at a solution point ( w; )
of (4), obtained by solving the linear program (5), even though a subgradient is zero 29, Theorem 1, p. 133], the directional derivatives of f(w; ) of (4) in the directions of the components w i of w are generally not zero. An OBD procedure for this case can be implemented by examining these directional derivatives in the 2n directions ( w 1 ; : : : ; w n ) at the point ( w; ), suppressing those features x i corresponding to w i for which the directional derivatives in the directions w i are less than some tolerance, and then re-solving the linear program (5) with these w i set to zero. We summarize our version of the OBD algorithm 18] for problem (4) as follows. where f(w; ) is the objective function of (4). Tables 1 to 3 summarize our results for two problems: the Wisconsin Prognostic Breast Cancer (WPBC) problem 36] and the Ionosphere problem 34, 27] . The 32-feature WPBC problem has 28 points in category one of breast cancer patients for which the cancer recurred within 24 months and category two of 119 patients for which the cancer did not recur within 24 months. Several of the features are correlated and hence provide redundant information. Each of the six random features for the WPBC dataset were generated rst by selecting a random number from a uniform distribution on 0; 1], multiplying it by 3500 (to get the correct scaling), rounding it down to the closest integer, then adding 1. Thus the resulting random feature was a random integer in the range 1; 3500]. The 34-feature Ionosphere problem has 225 points of radar returns from the ionosphere in one category and 126 points in the other. The 34 original problem features were augmented with 6 random features sampled from a uniform distribution on ?1; 1].
Optimal Brain Damage (OBD) Algorithm for (4)
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Figures 1 to 8 and
Each problem was solved by the four feature selection algorithms: FSS (10), FSV (11), FSB (14) and OBD 4.1, using the GAMS general algebraic and modeling system 5]. GAMS was interfaced with the OSL simplex solver 14] on a Sun SparcStation 20, in the last three algorithms and with MINOS 28] in the rst algorithm.
Each of Figures 1 to 8 plots the average correctness (percentage of correctly classi ed points) of ten cross-validation runs versus the number of features retained by each feature selection algorithm. The number of features retained in the FSS, FSV and FSB algorithms is controlled by the size of , with = 0 retaining all features, and = 1 suppressing all features. For the OBD algorithm, 2 = 0 retains most features while a large enough 2 suppresses all features. All of the FS algorithms eliminated the random features at very small values of the parameter , whereas the OBD algorithm eliminated them at su ciently large value of 2 . This indicates that our algorithms can easily discover and discard irrelevant features. Also, an extensive comparative study of tenfold cross-validation results on data including arti cially correlated features, may indicate the relative e ectiveness of the various proposed algorithms.
Because the underlying feature selection problem is nonconvex, there is no easy way of obtaining a global solution to it. Our approach has been to start with an initial vector with elements sampled from a uniform distribution on ?1; 1] and then apply the various proposed iterative algorithms.
In some instances, starting with di erent random initial points and taking the best of the nal solutions may be as good or a better strategy. Tables 1 and 2 tabulate the maximum reduction in the cross-validation error when feature selection is used compared to the case without feature selection, that is = 0. The maximum reduction was obtained by varying in steps of 0.05 in 0,1), for the FSS, FSV and FSB algorithms, and choosing the case with the best accuracy. For the OBD algorithm, the maximal reduction was similarly obtained by varying 2 as a multiple 2 0; 1) of the maximal directional derivative of the objective function of (4), at a solution point, in the w coordinate directions. For all OBD runs, 1 = 0:01. Corresponding to each maximal reduction, the percentage reduction in the number of features relative to the run without feature selection is also given. Table 3 gives times in seconds for a typical case of = 0:05 for the three FSS, FSV and FSB algorithms and for the OBD algorithm with 1 = 0:01 and 2 equal to 0.05 times the maximal directional derivative of the objective function of (4), at a solution point, in the w coordinate directions.
We make the following observations on our numerical results: 1. All algorithms obtained a reduction in error with selected features fewer in number than the number of original features. 2. Cross-validation error reduction in the prognosis problem was as high as 35.4% with a corre- 
Conclusion
We have proposed a novel approach for feature selection by introducing a parametric objective function in a mathematical program that attempts to separate data points by utilizing as few of the features as possible. We have also given a new and extremely simple realization of the complexity-reducing Optimal Brain Damage procedure for our problem that consists of solving two linear programs. All proposed algorithms are e ective in eliminating unimportant and redundant features while reducing cross-validation error. This will enhance generalization and lead to models that are more easily interpreted for many learning problems. Because of its simplicity, speed and e ectiveness, we believe that our feature selection approach should be incorporated into any linear separation program. In particular the nitely terminating FSV Algorithm, which had one of the best feature reduction records and solution times, can be seamlessly added to the fundamental robust linear programming formulation (5). Table 3 : Solution times in seconds for the four feature selection algorithms for the Prognosis and Ionosphere Problems
