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Abstract— This paper considers the optimal control problem
of connecting two periodic trajectories with maximal persis-
tence. A maximally persistent trajectory is close to the periodic
type in the sense that the norm of the image of this trajectory
under the operator defining the periodic type is minimal among
all trajectories. A solution is obtained in this paper for the case
when the two trajectories have the same period but it turns
out to be only piecewise continuous and so an alternate norm
is employed to obtain a continuous connection. The case when
the two trajectories have different but rational periods is also
solved. The problem of connecting periodic trajectories is of
interest because of the observation that the operating points of
many biological and artificial systems are limit cycles and so
there is a need for a unified optimal framework of connections
between different operating points. This paper is a first step
towards that goal.
I. INTRODUCTION
The problem considered in this paper is that of finding
a maximally persistent connection between two periodic
trajectories xa and xb over a finite time interval [a, b]. This
problem can also be stated as finding a trajectory x(t) such
that x = xa for t ≤ a and x = xb for t ≥ b and the
trajectory in the interval [a, b] is maximally persistent or as
close to periodic as possible with respect to a specified norm.
The problem of finding connections for periodic trajectories
is one specific case in a much broader class of problems
explored in earlier publications: [1], [2], [3], [4], and [5].
The problem will be rigorously stated later in the paper but
before doing that we motivate why this special periodic case
is of interest.
Periodic phenomena are highly prevalent in natural as well
as artificial systems. For instance many biological processes
ranging from the beating of the heart to locomotion, oc-
cur with periodic patterns. Moreover a single system may
exhibit different types of periodic behavior. This leads to
the natural question of transitions between different periodic
behaviors. Consider the example of animal locomotion where
the periodic patterns of movement of the limbs are called
gaits. Most animals employ a variety of gaits such as one
for walking and a different one for running [6]. To switch
from one gait to another, one necessarily has to employ an
aperiodic transition but animals do this naturally in a graceful
manner. It is our hypothesis that this translates to the transient
motion remaining as close as possible to a periodic behavior.
The theory of finding persistent transitions may also be of
use in the control of legged robots [7]. A popular approach
to legged robot control is to specify the gaits or different
schemes of motion of a robot and then switch through these
gaits. This reduces the complexity of the control problem.
The problem then becomes one of finding a suitable gait
transition that connects the two desired gaits from the set
of dynamically consistent transitions. Chemical reactors may
also operate in periodic cycles since it results in better yields.
In chemical process control, it is desired to transfer from one
operating point (periodic cycle) to another smoothly so as
to avoid drastic changes [8]. It can be argued here that the
transition has to be maximally persistent in periodicity. These
are but a few examples demonstrating the significance of the
study of persistent connections between periodic trajectories.
The problem of connections for the periodic type was
treated in [9] and [10]. The approach proposed in these
earlier works is to solve this problem using Fourier series
expansions. However to use this method practically the
Fourier series needs to be truncated to a finite number of
terms and so a compromise has to be made between accuracy
and computational complexity, when choosing the number
of terms. Another approach uses impulsive approximations
to arrive at a result. The major contribution of this paper
is that it follows the abstract formulation detailed in [5]
that leads to an alternative but simpler solution for finding
a connection between two periodic trajectories of the same
period. The connection is found over an interval of arbitrary
length. It turns out that the connection in general is only
piecewise continuous and so a method is also proposed to
impose continuity on the connection. The case of finding
connections between periodic trajectories of different periods
is also discussed and a solution is presented for the case when
the two periods are rational.
The rest of the paper is organized as follows: A brief
review of the behavioral approach of Willems is presented
in Section II, to introduce the terminology used in the
subsequent sections. Following that, in Section III, a brief
review of the abstract framework from [5] is presented
and the problem is formally stated using this framework.
The main results, construction of the connections for the
periodic type, are presented in Section IV followed by some
examples in Section V.
II. BEHAVIORAL APPROACH - A REVIEW
We start by reviewing some of the relevant concepts from
the behavioral approach to system theory. These ideas will
be used in the later sections. A detailed exposition of the
subject can be found in [11] and [12]. Let T denote the set
of independent variables called the time axis. For continuous
time systems we take T = R. Let W be the set in which an
n-dimensional observable signal vector, w, takes its values
and is called the signal space. Typically, W = Rn, n ≥ 1.
The universum is the collection of all maps from the time
axis to signal space, denoted by WT. A dynamical system,
Σ, is defined as a triple Σ = (T,W,B). The behavior B is
a suitable subset of WT, for instance the piecewise smooth
functions, compatible with the laws governing Σ. We define
the evaluation functional σt by σt(w) = w(t) a.e. (exception
where w is not defined). The shift operator Sτ is defined by
σt(Sτw) = σt+τw.
The dynamical system Σ = (T,W,B) is said to be linear
if W is a vector space over R or C, and the behavior B
is a linear subspace of WT. The dynamical system Σ =
(T,W,B) is said to be shift invariant if w ∈ B implies
Sτw ∈ B for all τ ∈ T. If Σ = (T,W,B) is a shift-invariant
dynamical system, the behavior restricted to a small open
interval (−ǫ, ǫ) is defined by Bǫ = {w˜ : (−ǫ, ǫ)→W | ∃w ∈
B such that σtw˜ = σtw for all − ǫ < t < ǫ}. The
continuous time system Σ is called locally specified if for
all ǫ > 0,
(w ∈ B)⇔ (Sτw|(−ǫ,ǫ) ∈ Bǫ for all τ ∈ R).
The behavior defined by the system of differential equations
R(D)w = 0, R(ξ) ∈ Rp×n[ξ]
where R(ξ) is a matrix of polynomials with real coefficients
and D is the differentiation operator, represents a system of
p linear time invariant (LTI) ordinary differential equations
(ODE) in n scalar variables. A system described by behav-
ioral differential equations is locally specified. In order to
verify if a trajectory w belongs to the behavior, it suffices to
look at the trajectory in an infinitesimal neighborhood about
each point.
A behavior is called autonomous if for all w1, w2 ∈ B
w1(t) = w2(t) for t ≤ 0 implies w1(t) = w2(t) for
almost all t. For an autonomous system, the future is entirely
determined by its past. The notion of controllability is an
important concept in the behavioral theory. Let B be the
behavior of a linear time invariant system. This system is
called controllable if for any two trajectories w1 and w2 in
B, there exists a τ ≥ 0 and a trajectory w ∈ B such that
σt(w) =
{
σt(w1) t ≤ 0
σt(S−τw2) t ≥ τ
i.e., one can switch from one trajectory to the other, with
perhaps a delay, τ . Note that an autonomous system cannot
get off a trajectory once it is on it. Hence an autonomous
system is not controllable.
III. GLUSKABI FRAMEWORK - A REVIEW
As mentioned earlier, the objective of this paper is to find
a connection between two periodic trajectories, say xa and
xb, over a finite interval in such a way that the connection
is as periodic as possible. But before we delve into this
specific problem we will review a generalized framework,
named the Gluskabi framework, for dealing with problems
of this type. This framework was first introduced in [1]
and a detailed exposition can be found in [5]. The more
generalized problem is that of finding a trajectory x(t) in
the base behavior, given two trajectories xa and xb of the
same type and a finite time interval [a, b], such that x = xa
for t ≤ a and x = xb for t ≥ b and x in the interval [a, b] is
maximally persistent in the type. The following definitions
will clarify this statement.
The Base Behavior (B0) is a subset of the universum
B0 ⊂ W
T that defines the set of all allowable functions
of interest. For any particular problem, the functions we
are trying to connect lie in this set and the search for a
connection1 between the two is also conducted in this set.
A Type (T ) is a strict subset of the base behavior (T ⊂
B0) described by an operator Op : A → V in the following
way:
T = {w ∈ A such that Opw = 0}
where A ⊂ B0 is the maximal linear space in the base
behavior on which the operator is properly defined A ⊂
Dom(Op) and V is a linear space as well. This is a familiar
kernel representation.
A Trait (Tθ) is a subtype of the type i.e., it is a subset
of the type such that it has its own characteristic behavior,
given by some operator Opθ , parametrized by θ:
Tθ = {w ∈ T such that Opθw = 0}
Given a type T with the associated operator Op, an
element w ∈ A ⊂ B0 is said to be maximally persistent
with respect to the norm ‖.‖, defined on V restricted to [a, b],
if w minimizes ‖Opw‖.
Given a type T with the associated operator Op, the
Gluskabi map g : T × T → B0 with respect to the norm
‖.‖, defined on V restricted to [a, b], is defined as follows
g(w1, w2)(t) =


w1(t) t ≤ a
argminw∈A ‖Opw‖ a < t < b
w2(t) t ≥ b
Clearly this requires that V restricted to the interval
[a, b] be a normed space. The connection in the interval
[a, b] will be called the “Gluskabi raccordation”. Now
that prerequisite terminology has been defined, it can be
formally stated that the objective of this paper is to find the
Gluskabi raccordation between any two given trajectories
of the periodic type or in other words to find the Gluskabi
map for the periodic type.
IV. THE PERIODIC TYPE
In the context of the framework from the previous section,
the periodic types are defined by the kernel of operators
involving the shift operator. For instance the τ -periodic type,
1This usage of the term connection is different from a connection defined
in differential geometry.
which is the behavior of periodic functions of period τ , is
defined by the kernel of the operator Op := (I−Sτ ) where I
is the identity operator and S is the shift operator. The shift
operator can either be defined as an advance - Sτf(t) =
f(t + τ) or as a lag - Sτf(t) = f(t − τ). Throughout this
paper we will choose the shift to be a lag. A periodic function
whose Fourier series exists can also be seen as a sum of
harmonic signals of integer multiples of the base frequency.
Inspired by this observation, the τ -periodic type in the base
behavior B0 = Cω(R,R) may also be characterized by the
infinite product operator
[
D
∏∞
n=1
(
1 + 1n2ω2D
2
)]
, which
can also be written as sinh
(
π
ωD
)
[13], where ω = 2π/τ .
This representation defines a number of traits in terms of
the number of finite product terms and these traits serve as
various levels of approximation to the periodic functions.
The equivalence between the two operators can be shown
with some work but the former more general operator will
be employed for the following theorems.
Three results are presented in this section for finding
the Gluskabi raccordation between two trajectories of the
periodic type. The first result deals with finding the raccor-
dation for the τ -periodic type over an interval which is a
multiple of the period. The second result generalizes this
and the raccordation interval can be of arbitrary length. The
third result yields continuous raccordations. Finally, the case
of raccordations between trajectories of different periods is
discussed.
A. Gluskabi Raccordation
Theorem 1: Given two trajectories xa and xb from the
τ -periodic type, with the associated operator (I − Sτ ), the
Gluskabi raccordation between the two over the interval [a, b]
with respect to the L2 norm is given by
x(t) = xa(t) +
(
1 +
⌊
t− a
τ
⌋)
xb(t)− xa(t)
n+ 1
provided b = a+ nτ for some n ∈ Z+.
Proof: This can be proved using optimal control theory.
Let u = (I− Sτ )x or
u(t) = x(t) − x(t− τ)
for any x in the domain of the operator. Notice that if x is
periodic then u = 0. Then the Gluskabi raccordation is the
argument of the following optimization problem:
min
x(t)
J = min
x(t)
1
2
∫ b+τ
a
u2(t)dt. (1)
Notice that the integral is taken over the interval [a, b + τ ]
instead of [a, b]. This is the maximal interval over which u is
possibly non-zero since x is equal to the τ -periodic functions
xa and xb over the intervals (−∞, a] and [b,∞) respectively
and so u is zero over the intervals (−∞, a] and [b+ τ,∞).
Now adjoining the definition of u with Lagrange multiplier
to the cost function (1) gives:
J(u) =
∫ b+τ
a
u2(t)
2
+ λ(t) [x(t) − x(t− τ)− u(t)] dt.
Perturbing u by δu changes the cost function to
J(u+ δu) =
∫ b+τ
a
1
2
(u+ δu)2 + λ(t) [x(t) + δx(t)
−x(t− τ) − δx(t− τ)− u(t)− δu(t)] dt (2)
and so
δJ = J(u+ δu)− J(u)
≈
∫ b+τ
a
u(t)δu(t) + λ(t) [δx(t) − δx(t− τ)
−δu(t)] dt
=
∫ b+τ
a
[u(t)− λ(t)]δu(t)dt +
∫ b+τ
a
λ(t)δx(t)dt
−
∫ b
a−τ
λ(t+ τ)δx(t)dt. (3)
A necessary condition for an x to minimize (1) is that δJ be
zero for any arbitrary δu. The perturbation δx in (3) is zero
in the intervals [b, b+ τ ] and [a− τ, a] and so the integrals
involving δx are zero in these intervals. The multiplier λ(t)
is chosen in the following way in the interval (a, b) to avoid
computing δx in this interval:
λ(t) = λ(t+ τ) ∀t ∈ (a, b). (4)
Then the necessary condition for optimality is
λ(t) = u(t) ∀t ∈ [a, b+ τ ]. (5)
Notice that λ(t) is free in the interval [b, b + τ ] and as a
consequence of (4) choosing λ in any τ length sub-interval
in [a, b+ τ ] completely determines it for all time. The initial
definition of u in the interval [a, b + τ ] can be written as
follows, using (5) and (4): For any θ ∈ [a, a + τ ] and i ∈
{0, 1, · · · , n},
x(θ + iτ) = u(θ + iτ) + x(θ + (i− 1)τ)
= u(θ + iτ) + u(θ + (i− 1)τ) + x(θ + (i− 2)τ)
= (i+ 1) u(θ) + x(θ − τ)
= (i+ 1) u(θ) + xa(θ − τ). (6)
When i = n, we have that x(θ + nτ) = xb(θ + nτ) and so
(6) becomes
xb(θ + nτ) = (n+ 1) u(θ) + xa(θ − τ).
Since xa and xb are both periodic with period τ , the above
equation yields the following simplified expression for u(θ)
in the interval [a, a+ τ ]:
u(θ) =
xb(θ)− xa(θ)
n+ 1
. (7)
This consequently defines u(t) in the entire interval [a, b +
τ ] by (4) and (5). Thus the Gluskabi raccordation for this
periodic type is obtained from (6) and is as follows:
x(t) = xa(t) +
(
1 +
⌊
t− a
τ
⌋)
u(t).
This result indicates that the Gluskabi raccordation
basically takes the difference between a period of the two
trajectories and covers this difference during the raccordation
interval in n + 1 periods. This result is generalized in the
next theorem for the case where the raccordation interval
is of arbitrary length i.e., its length is not restricted to be a
multiple of the period.
Theorem 2: Given two trajectories xa and xb from the
τ -periodic type, with the associated operator (I − Sτ ), the
Gluskabi raccordation between the two over the interval [a, b]
with respect to the L2 norm is given by
x(t) = xa(t) +
(
1 +
⌊
t− a
τ
⌋)
u(t)
where
u(t) =


1
n+2
[
xb(t)− xa(t)
]
a ≤ t′ ≤ (b− nτ)
1
n+1
[
xb(t)− xa(t)
]
(b− nτ) ≤ t′ ≤ (a+ τ)
t′ = (t− a) mod τ
Proof: The proof of this theorem is exactly along the
lines of Theorem 1 since we employ the same cost function
and we obtain the same Euler-Lagrange equation and the
optimality equation i.e.,
λ(t) = λ(t+ τ) ∀t ∈ (a, b) (8)
λ(t) = u(t) ∀t ∈ [a, b+ τ ]. (9)
Again it holds that λ(t) is free in the interval [b, b+ τ ] and
as a consequence of (8) choosing λ in any τ length sub-
interval in [a, b + τ ] completely determines it for all time.
The raccordation interval [a, b] can be split up into intervals
of length τ with possibly one remaining interval of length
less than τ . Let n =
⌊
b−a
τ
⌋
. Then b−a = nτ+(b−a−nτ).
From the definition of u we have that,
x(t) = u(t) + x(t− τ).
Or for any θ ∈ [a, a+ τ ] and i ∈ {0, 1, · · · , n},
x(θ + iτ) = u(θ + iτ) + x(θ + (i − 1)τ)
= (i + 1) u(θ) + xa(θ − τ) (10)
by making use of (8) and (9). There are two separate cases
to be dealt with here. When i = n and θ ∈ [b − nτ, a+ τ ],
we have that x = xb and so (10) becomes
xb(θ + nτ) = (n+ 1)u(θ) + xa(θ − τ). (11)
On the other hand when i = n + 1 and θ ∈ [a, b − nτ ],
(8) still holds since the argument (θ + iτ) is in the interval
[b, b+ τ ] and so (10) becomes
xb(θ + (n+ 1)τ) = (n+ 2)u(θ) + xa(θ − τ). (12)
Using the fact that both xa and xb are periodic with period
τ , the above equations (11) and (12) yield the following
simplified expression for u(θ) in the interval [a, a+ τ ]:
u(θ) =
{ 1
n+2
[
xb(θ)− xa(θ)
]
a ≤ θ ≤ (b− nτ)
1
n+1
[
xb(θ)− xa(θ)
]
(b− nτ) ≤ θ ≤ (a+ τ)
.
(13)
This consequently defines u(t) in the entire interval [a, b +
τ ] by (8) and (9). Thus the Gluskabi raccordation over the
interval [a, b] is obtained by substituting the above expression
in (10) as follows:
x(t) = xa(t) +
(
1 +
⌊
t− a
τ
⌋)
u(t).
As in Theorem 1, this result indicates that the Gluskabi
raccordation is the difference between a period of the two
trajectories but this time covered partly in n + 1 steps
and partly in n + 2 steps. Before proceeding to the next
result some remarks will be made about the previous two
theorems. The same results are obtained for the Gluskabi
raccordation if the alternate definition of the shift operator,
Sτf(t) = f(t + τ), is used in the operator describing the
periodic type in theorems 1 and 2. This indicates that the
Gluskabi raccordation obtained is truly associated with the
periodic type. The two theorems can also be viewed in the
Fourier domain. The Gluskabi raccordation there is similar
to the time domain and the difference between the Fourier
coefficients is equally covered in n + 1 or n + 2 steps.
Furthermore, these same results can also be obtained using
the compact adjoint expression derived for the Gluskabi
raccordation in [5]. The present approach is chosen simply
because of the insight it offers into the periodic type.
B. Continuous Gluskabi Raccordation
The chosen Base behavior B0 for both the previous
results is the space of piecewise continuous functions and as
the results indicate the Gluskabi raccordation is piecewise
continuous even if the trajectories being connected are
continuous. The resulting raccordation can be approximated
by continuous solutions but there is no unique way of doing
this. A way to impose continuity of the Gluskabi raccordation
is to append a cost on the derivative of the trajectory to
the usual cost function i.e., instead of minimizing ‖Opx‖
one can minimize ‖Opx‖ + ρ2‖DOpx‖ with ρ2 being
a weighting factor. In order to do this the base behavior
B0 is chosen to be the space of continuous functions.
The Gluskabi raccordation is now found for the piecewise
differentiable τ -periodic type and the operator characterizing
it is Opx = [x(t) − x(t − τ)] + ρ2[x˙(t) − x˙(t − τ)]. This
makes sense because if x is τ -periodic or x(t)−x(t−τ) = 0
then x˙(t)−x˙(t−τ) = 0. The resulting Gluskabi raccordation
is presented in the following theorem.
Theorem 3: Given two trajectories xa and xb from the
piecewise differentiable τ -periodic type, with the associated
operator (I−Sτ)+ρ2(D−DSτ), the Gluskabi raccordation
between the two over the interval [a, b] with respect to the
L2 norm is given by solving the following set of equations:
f0 = ρ (x1 + xa − 2x0)
fk = ρ (xk+1 + xk−1 − 2xk) 1 ≤ k ≤ n− 2
fn−1 = ρ (xb + xn−2 − 2xn−1)
fi = c
1
0 e
1
ρ
(t+iτ) − c20 e
− 1
ρ
(t+iτ) 0 ≤ i ≤ n− 1
with associated boundary conditions x0(0) = xa(a) and
xn−1(τ) = x
b(b), provided b = a+ nτ for some n ∈ Z+.
Proof: The proof uses the usual machinery of optimal
control. The Gluskabi raccordation in this case is the argu-
ment of the following optimization problem:
min
x(t)
∫ b+τ
a
[x(t) − x(t− τ)]2 + ρ2[x˙(t)− x˙(t− τ)]2dt.
To simplify the problem let’s define a set of shifted functions
xk(θ) = x(a+kτ+θ) for k ∈ {0, · · · , n−1} and θ ∈ [0, τ ].
Also let uk = x˙k, xa(θ) = xa(a − τ + θ) and xb(θ) =
xb(b + θ). These shifted functions cover the entire interval
[a, b] and the cost function J can now be written as,
J =
1
2
∫ τ
0
[x0(θ)− xa(θ)]
2
+ ρ2 [u0(θ)− ua(θ)]
2
+
n−1∑
k=1
[xk(θ) − xk−1(θ)]
2
+ ρ2 [uk(θ)− uk−1(θ)]
2
+
[xb(θ)− xn−1(θ)]
2
+ ρ2 [ub(θ)− un−1(θ)]
2
dθ (14)
and the boundary conditions take the form of x0(0) =
xa(τ) and xn−1(τ) = xb(0). Since the raccordation x
has to be continuous, additional constraints are imposed on
the boundaries of the interior shifted functions, specifically
xk(0) = xk−1(τ) for k ∈ {1, · · · , n−1}. Now adjoining the
constraint equations uk − x˙k = 0 along with the Lagrange
multiplier λk for k ∈ {0, · · · , n − 1} to the cost function
(14) and employing the usual techniques of optimal control
the following set of Euler-Lagrange equations are obtained:
λ˙0 = x1 + xa − 2x0
λ˙k = xk+1 + xk−1 − 2xk 1 ≤ k ≤ n− 2
λ˙n−1 = xb + xn−2 − 2xn−1. (15)
Boundary conditions on the lagrange multipliers are also
obtained stemming from the fact that to preserve continuity
the perturbations at the end points of the shifted functions are
the same i.e. δxk(0) = δxk−1(τ). These boundary conditions
turn out to be λk(0) = λk−1(τ) for k ∈ {1, · · · , n − 1},
which has a similar form to the boundary conditions on
shifted functions. The set of optimality conditions is as
follows:
λ0
ρ2
= u1 + x˙
a − 2u0
λk
ρ2
= uk+1 + uk−1 − 2uk 1 ≤ k ≤ n− 2
λn−1
ρ2
= x˙b + un−2 − 2un−1. (16)
Differentiating (15) once and comparing it to (16) yields the
following set of second order differential equations for the
Lagrange multipliers:
λ¨k −
1
ρ2
λk = 0 0 ≤ k ≤ n− 1. (17)
The solutions λk are a linear combination of exponential
modes e±t/ρ and can be written as,
λk = c
1
k e
t/ρ + c2k e
−t/ρ (18)
for some constants c1k and c2k. This results in 2n unknowns
in the form of these constants which can be solved for using
the n− 1 boundary conditions for Lagrange multipliers, the
n− 1 boundary conditions for functions xk and the two end
point conditions x0(0) = xa(τ) and xn−1(τ) = xb(0). From
the conditions λk(0) = λk−1(τ) for k ∈ {1, · · · , n− 1}, the
following condition is obtained,
c1k + c
2
k = c
1
k−1 e
τ/ρ + c2k−1 e
−τ/ρ
⇒ c1k = c
1
k−1 e
τ/ρ + c2k−1 e
−τ/ρ − c2k. (19)
Additionally, the conditions xk(0) = xk−1(τ) for k ∈
{1, · · · , n−1} on the shifted functions, translate to boundary
conditions on λ˙k in (15) i.e., λ˙k(0) = ˙λk−1(τ) for k ∈
{1, · · · , n− 1} or that
1
ρ
(
c1k − c
2
k
)
=
1
ρ
(
c1k−1 e
τ/ρ − c2k−1 e
−τ/ρ
)
.
Substituting (19) in this yields,
c2k = c
2
k−1 e
−τ/ρ (20)
and then (19) becomes
c1k = c
1
k−1 e
τ/ρ. (21)
Therefore, the expressions for all the Lagrange multipliers
(18) can be written in terms of just two constants c10 and c20
as follows:
λk = c
1
0 e
1
ρ
(t+kτ) + c20 e
− 1
ρ
(t+kτ). (22)
Substituting this in (15) gives us the set of equations to be
solved for finding the Gluskabi raccordation.
C. Raccordation for differing periods
The problem of finding the connection between two
periodic trajectories of different periods in general is more
complicated. The complication arises from the fact that there
is no simple operator such that the kernel of this operator is
the behavior of all periodic trajectories of arbitrary period.
The type of periodic trajectories with period belonging to
a compact interval can be characterized by an operator
involving the minimization operation but that does not
lead to a direct easy solution. An alternate approach for
connecting two periodic trajectories with rational periods
is to choose the operator that characterizes the periodic
type with period equal to the least common multiple of
the periods of the two trajectories. In other words, given
two trajectories xa and xb from the τ1- periodic type and
τ2-periodic type the operator Op := I − Sτ can be used
where τ = lcm(τ1, τ2), provided that both τ1 and τ2 are
rationals. Notice that this τ -periodic type includes both the
τ1-periodic type and τ2-periodic type. Once the operator
has been found any of the previous results can be applied
to obtain the relevant Gluskabi raccordation when the two
periods are different but rational.
V. EXAMPLES
In this section, we illustrate the results presented in the
previous section with the help of some examples. The first
example is the problem of finding raccordations between
cos 2πt and the triangle wave with period one. Notice that
both these trajectories are from the periodic type with period
one and this type can be characterized by the operator
(I − Sτ ) where τ = 1. The raccordation is sought over the
interval [0, 2.5] and so the length of the interval is not a
multiple of the period. The result from Theorem 2 is applied
and the resultant raccordation is shown in Fig. 1. Notice
the discontinuities at multiples of the period as well as at
distance 2.5 mod 1 = 12 or at the midpoint within each
period. The discontinuities at the multiples of the period is
due to the discrepancy in the values of the functions at the
end points of a single period i.e. the cosine function at 0
is one but the triangle wave being considered is zero at 0.
The discontinuity at the middle point in every period can
be attributed to the discrepancy in the values of the two
functions at that particular point in every period. Therefore
considering one aligned period, if the two function are equal
at the end points and at a distance equal to the raccordation
interval length modulo the period then the raccordation will
be continuous.
-1 1 2 3 4
t
-1.0
-0.5
0.5
1.0
Fig. 1. The function is cos 2pit for t ≤ 0 and a triangle wave for t ≥ 2.5.
Raccordation is over the interval [0, 2.5].
The second example considers the same problem of
finding raccordation between cos 2πt and the triangle wave
but now a continuous raccordation is sought over the
interval [0, 4]. The result from Theorem 3 will be used in
this case and the resultant raccordation is depicted in Fig.
2, where the regularization factor ρ = 1. This regularization
factor means that both the discrepancy in the trajectory
and the discrepancy in the derivative are equally weighted.
Increasing the value of ρ would weigh the derivative more
and so smoothen the raccordation. Notice the decrease in
the magnitude of the raccordation followed by an increase to
the right magnitude. This pinching effect can be attributed
to the difference in phase of the two trajectories being
connected. It was also observed previously in the problem of
connecting harmonics in [4]. The effect is most pronounced
when the two trajectories are 180 degrees out of phase.
Equivalently, there is no pinching at all when the two
trajectories are phase aligned. This is illustrated in Fig. 3
and Fig. 4.
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Fig. 2. The function is cos 2pit for t ≤ 0 and the triangle wave for t ≥ 4.
Raccordation is over the interval [0, 4].
2 4 6
-1.0
-0.5
0.5
1.0
Fig. 3. The function is cos
(
2pit + pi
2
)
for t ≤ 0 and the triangle wave
for t ≥ 6. The two functions are 180◦ out of phase. Dashed lines show the
functions being connected.
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