Lin ea r po lye th ylene Sta nd ard Rerere nce Materia ls SRM 1482, 1483, a nd 1484 are certifi ed ror limit ing viscos it y numbe r in 1 ,2,4-tri c hlorobenze ne a nd l-chloronaphtha le ne at 130°C. In thi s pape r th e ex pe rimenta l procedures e mployed ror the determination or limiting vi scos it y numbe rs ror th ese materi als by ca pillary viscometry a re describe d , a nd the techniqu es used to a na lyze the data a nd to estimate limit s or systema ti c e rror a re di scussed.
. Introduction
Standard Reference Materials 1482 , 1483, and 1484 are linear polyethylenes with relatively narrow d istributi ons in molecular weight, whi ch a re issued by th e National Bureau or Standards. Th e ir ge neral characteristi cs are d esc ribed in th e rirst paper of Ihis series [1] .t In th e present pape r, we describe th e dete rmination or th eir certificate values of limiling vi scosity number at 130°C in 1,2,4 -tri chlorobenzene (TCB) and in l-chloronaphthale ne (lCN). The d eterm ina tion or limiting viscosit y number by capillary viscometry is relatively s imple _ Al th ough th e relationship betwee n limiting viscosity number and molecular weight re main s analyti cally intrac table, it has bee n well establi shed e mpirically for linear polyeth ylene in the solvents a nd at th e temperature cited above [2] .
Experimental
Vi scos ity mea s urements were made with a Cannon-Ubbelohde fi Iter sti c k viscometer (Cannon Instrument Co., State College, Pa., 2 size 75) immersed in a constant-temperature bath. Flow limes in th e viscometer were measured with a Hewlett-Packard Au toviscometer, Model 5901B .
Flow times were measured in both solvents for solutions whose concentrations ranged from 2 to 9 giL for SRM 1482, 1 to 5 giL for SRM 1483, and 0.3 to 2 giL for SRM 1484.
All solutions we re made up directly by weight, without employ ing successive dilution techniques . Concentrations were calculated u sing valu es of solvent de ns it y and parti al specifi c volume d etermined pyc nom etri call y in thi s laboratory. The lCN was obta ined from comm ercial material by dis tillati on at re duced pressure after removal or res idual naphthalene by s ublimation, also at reduced pressure. Several sources of TCB were used, without apparent effect on I Fi gures in brackets ind icate lil emlure references at the cnd of thi s paper. 2 Certain com merc ial equipmen t, ins trum e nt s, or materials a re identified in this paper in order 10 adeq uate ly s pecify the ex peri mental procedu re. In no case d oes s uc h identifi cation im ply recolllmendation or endorseme nt by th e National Bu reau of Standard s. nor d oes it impl y that the material or equipme nt ide lllifi e<1 is necessaril y the best available for the purpose.
th e results ob ta in ed. From 0.05 to 0 . 1 percent or the a ntioxid a nt 2,6-di-tert-bu tyl-4-meth ylphenol was added to all solvents . Th e polye th yle nes were di ssolved by heating the solvent to 130-140 °C wilh occas ional s litTing, a nd th e soluti ons were then tranrelTed to th e viscome te r throu gh a sintered glass frit , as described in ASTM D 1601-61. 3 A rew minu tes were a llowed ror th ermal equilibration, th en now times were meas ured re peatedly until a valu e stable to 10 ms or so was obtained. The 110w times measured in thi s way ranged from 70 to 100 s in TCB, and rrom 100 to 150 s in lCN.
Results
The solution viscosit y 7j(c) may be expanded as a power series in solution concentration c:
The viscosity number, defined as [7j(c) -
The limiting viscosity number, for which we shall e mploy th e sy mbol A in this paper,4 is just th e zero-concentration limit of th e viscosi ty number [3] , and is given by th e ratio Q' IP' of th e coeffi cie nts in eq (1). The zero-concentration derivative of viscosity number with respect to concentration is usually expressed as A 2k ' , where k' is called th e Huggins coeffi cie nt [3] a nd is give n in term s of th e coeffi cie nts in eq (1) by
P'R'IQ' 2
For a properly des igned capillary viscometer, th e soluti on viscosity is almost proportional to th e produc t of solution density and measured flow time [4 ] . The departure from proportionality is due to a combination of kin etic energy effects and hydrodynamic effects at the ends of th e capilla ry. For the viscometel· design and R ey nolds numbe rs used in thi s work, the relationship between viscosity and flow time is given approximately [5] by: (2) where p is the density of the liquid, tm is the measured £low time through the capi llary, and C and E are constants of the viscometer, determined experimentall y. Since only ratios of viscosities are needed for th e determination of limiting viscosity number and Huggins coefficient, it is convenient to introduce a "corrected" flow time t, defined by:
with K = EjC . In terms of t, eq (2) becomes YJjp = Ct, and using eq (1), we can write the product pt as a polynomial in concentration:
where P, Q, and R are e qual to the corresponding primed quantities in eq (1) divided by the viscometer constant C, and we have A = QjP, k' = PR/Q2.
In the remainder of this section, we discuss first th e method used to obtain th e constant K for th e viscometer employed in this work, then th e procedures used to obtain limiting viscosit y numbers and Huggins coefficients for SRM's 1482, 1483, and 1484 from the "corrected" flow times, and finally th e procedures employed to estimate the effect of shear rate upon the results.
Correction for Kinetic Energy and End Effects
The correc tion factor K in eq (3) was determined by measuring flow times for two certified viscosity s tandards (Cannon Instrument Co., State College, Pa.), of known viscosity and density. One (N4) of th ese was c hosen to give a flow time close to that obtained with 1,2,4-trichlorobenzene, the less viscous of the solven ts in which limiting viscosity numbers are reported. The other (53) was c hosen to have a very long flow time, giving a "correction" Kt":;;,3 of about 3 X 10-5 • Six measurements were made with N4 and four with 53. A measurement consisted of charging the viscometer with liquid and measuring flow time repeatedly until a constant flow time was reached. The resulting mean flow times were used in eq (2) to determine K. Letting the subscripts Nand S refer to measurements made on N4 and 53, respectively, we write eq (2) for each mean flow time and solve the resulting pair of equations for E jC, obtaining:
where r = YJSPNj(YJNPS). 
Limiting Viscosity Numbers
Limiting viscosity numbers were determined, for each SRM a nd each solven t, by measuring flow times for solvent and for solutions of several different concentrations. The measured flow times were first converted to "corrected" flow times , using eq (3 In principle, the flow time for a given viscometer, solvent, and temperature ought to be constant in time. In practice, however, solvent flow times appeared to be materially more reprod ucible within a s ingle day than over longe r periods . Standard deviations of solvent flow times measured within a single day were typ ically about 16 ms; standard deviations of £low times measured on different days were about twice this value. Measurements on each SRM and in each solvent were therefore grouped into subsets, each consisting of one or two values of solvent flow time and values of flow time for several solutions. All th e measurements in each subset were made on th e same day. The flow times in each s ubset were fitted separately by least squares to eq (4) . For eac h SRM and each solven t, several subsets of data were obtained, leading to several estimates of A and k'. In some cases, th e subsets were far from equ ivalent, some subsets containing twice as many measurements as others . The stru c ture of the subsets and data analysis tec hniques employed are discussed separately for each of the three SRM's in the following subsections . 
with F degrees of freedom. FinalJy, the standard deviation Four subse ts of measure ment s on SRM 1483 were mad e in lCN. Three of th ese were id entical in s tru c ture with th e subsets in TCB. Th e fourth subset differed from the other three on ly in the omiss ion of one of th e solvent flow time measurements. We shall refer to thi s s ubse t as the six-point subset, and to th e others as th e seve n-point subsets. We first obtain estimates of A, k', veAl, v(k '), and vet) from the three equivalent seven-point subsets, in a way ana logous to the method employed for the measurements on SRM 1483 in TCB. The variances so obtained are associated with 14 degrees of freedom, four from eac h subse t and two from the subset-t o-subset variation. We then comb in e these es tima tes with those from the s ix-point subset, associated with three degrees of freedom, in the way described in section 3.2a, obtaining the final values given in table 1, with a total of 17 degrees of freedom.
c. SRM 1484
Five subsets of measurements on SRM 1484 were made in each solvent. Each subset contains one or two !low times for 
Shear Rate Dependence
At low rates of shear, th e viscosity of a solution of flexible macromolecules is ind ependent of shear rate. At higher rates of shear, however, solution viscosity decreases with increasing shear rate. The possibility of dependence of our. measured viscosities upon shear rate was investigated by a series of comparison measurements in two capillary viscometers with different shear rates. Since shear-rate dependence increases with increasing molecular weight, measurements were made on solutions of SRM 1484, the hi ghest in molecular weight of the three SRM's.
The maximum shear rate in a capillary viscometer is given [7] in terms of the flow time t and the bulb volume V and capillary radius a of the viscometer by th e expression
4VI(7Ta 3 t).
For the viscometer employed for the measurements described in section 3 .2, hereafter referred to as the reference viscometer, this gives a maximum shear rate of about 3 X 10 3 S -I for measurements in TeB at 130°C. The viscometer employed for comparison had a maximum shear rate of about 6 X 10 3 S-I for th e same solvent and temperature. The difference between them is consisten t with our estimated precision of 0.001 in the ratio, and is in the opposite direction from the expected effect of shear-rate dependence, which would lead to a smaller ratio at higher shear rates. Thus we are unable to detect any shear-rate dependence in our results.
Systematic Errors
We now list th e likeliest sources of systematic error in the estimates of limiting viscosity number described in the preceding section, and attempt to set upper limits on their magnitudes. Individual sources of error are discussed in the following subsections; the resulting error-limit estimates are summarized in table 2, expressed as percent errors applied toA.
In this work, A is calculated as the ratio Q IP of coefficients in eq (4), which are obtained by fitting the product 
p(c )t(c)
Systematic errors in p(O), v, K, w, and tm(c) will therefore affect the calculated values of A directly. The effects of errors in the first three of these quantities can be exhibited explicitly. For this purpose, we first write, using eq (4):
A =2 ([p(c )t(c) -p(O)t(O)]I[P(O)t(O)c]}, (10)
where we use the symbol..P{ } to mean the zero-concentration limit of the quantity within the curly brackets. We then use eq (3) and (9) to re-express the limit in eq (10) in terms of a limit which involves only the directly measured quantities wand tm(c). After some rearrangement, and making use of the fact that the limit of a product is the product of the limi ts of the factors when all the limits involved exist, we find: In the following subsections, the effects of errors in solution concentration and density, errors in measured flow time, and errors in K are discussed in sections 4.1, 4.2, and 4.3, respectively. Since A is in general temperature-dependent, errors in the measurement temperature will give rise to implicit errors in A; these are discussed in section 4.4. Finally, the error limits from all sources are combined and summarized in section 4.5.
Errors in Solution Concentration and Density
Th e e ffects of errors in solution d ensity res ulting from elTors in solvent density and partial spec ifi c volume are shown by eq (11). We believe that for both solve nts, our measure ments of p(O) are accurate to 0.2 pe rcent , and that our values of ij are accurate to about 3 percent, or 0.04 mL/g. By eq (ll), a 0.2 percent relative elTor in p(O) will lead to a 0.2 percent relative error in A, and an absolute error of 0.04 mL/g in ij will lead to an absolute elTor of the sam e size in A, leading to th e relative elTors in A show n in table 2 .
The most direct source of possible sys te mati c errors in solution concentrations is th e balances used to weigh solute and solvent. Solute weights for SRM 1482 a nd solvent weights for all three SRM's were measured on se mimicrobala nces acc ura te to 0 . 1 mg. Solute weights for SRM 1483 and SRM 1484 were measured on an electrobalan ce acc urate to 0.04 mg. The resulting e rrors in solvent we ights a re of th e ord er of a few parts per million, a nd can be neglected . In order to estima te th e effect of errors in th e solute we ights on th e values of A, a seri es of comparison calculations was carried out. For eac h SRM and each solve nt, a refere nce subset of typi cal data points was c hosen , one at each concentration meas ured , and a " reference" valu e of A was calculated from thi s set of points . The value for each solute weight in tUI'll was th e n increased by its assumed limit of error, and th e value of A recalculated. The res ulting percent changes in th e refere nce values of A are shown in table 3, togeth er with th e sum of th e a bsolute values of th e individual changes, th eir al gebraic s um , and the square root of th e sum of th eir squares (roo t-sum-square). The sum of the absolute values represe nts the e rror in th e case wh e re every we ighing is in e rror by the max imum a mount possible and in th e direction whi ch maximizes th e resulting e rror in A. We reject thi s estima te as overl y pess imisti c. Th e a lgeb raic sum would be th e appropriate measure if all th e we ighings were in error by th e sa me a mount , and th e root-sum-square would be appropriate if th e individual errors were of ra ndom s ign. Since both th ese possibilities see m ph ys icall y plaus ible, we select as our elTOf es tima te th e large r of th e absolute value of th e algebra ic sum a nd th e roo t-sum-square . This turns out to be the absolute value of th e algebraic sum for all three SRM's in TeB and for SRM 1482 in l eN, and th e roo t-sum -sq uare for SRM's 1483 and 1484 in leN . The corresponding va lues are shown in table 2.
A second possible source of syste mati c e rror in solution concen trations would ari se if buoyancy correc ti ons were not applied to solute and solvent weighings. Buoya ncy corrections were applied to all measured solute a nd solvent weighings for SRM 1484, but not for SRM's 1482 a nd 1483. From the d efinition of weight fraction and the usual expression for the buoyancy correction, it is easily seen th at as th e concentration tends to zero, the correction fac tor f(c) by whi ch the "apparent" weight fraction (i .e., with uncorrected weighings) should be multiplied to give the true weight fra ction approaches the limiting value
wh ere Pa , Pu , a nd Pv are th e d e nsities of air, solute, and solve nt, respectively. It is clear from th e form or th e limit express ion in eq (ll) tha t th e limit is conv ert ed to its "corrected" value by dividing it by f (O) . Although this correction amounts to only about 0.03 percent for polye th ylene in Te B and leN , it affects th e las t di git in th e va lu es of A give n in ta ble 1, a nd was th ere fore a ppli ed to th e data for SRM 's 1482 a nd 1483 .
. Timer Errors
Vi scome ter flow times are measured to O.OOls . Spot checking suggests that they are acc urate to at least O.Ol s. Th e errors in A resultin g from assumed e rrors in fl ow time of O.Ols were obta ined by th e same kind of compari son calculation described in 4.1 for e rrors in solute weight; th e result s are shown in tabl e 4. Again , we rejec t th e s um of th e absolute values of th e individu al cha nges as be ing too pess imi sti c, a nd choose th e larger of the a bsolute value of th e algebra ic sum of th e individual c hanges and their rootsum-square. Since th e viscosit y number is essen ti all y measured by the difference between solvent a nd solution !low times, it is not surpris ing that th e algeb ra ic sum of th e individual ch anges including solvent is nearl y zero. We th erefore choose the root-sum-square as our error es tima te, as shown in table 2. 
Errors in K
As described in section 3.1, the correction factor K was determined from the flow times tN and ts of two calibrating liquids of known viscosity and density. Equation (5) gives K in terms of tN, ts, and the ratio r of the viscosities and densities of the calibrating liquids. The ratio r is equivalent to the ratio of flow times measured in special viscometers used for calibration. We believe that r is accurate to 0.1 percent. As stated in section 3.1, 95 percent confidence limits of 0.02 percent and 0.03 percent can be assigned to our measured values of tN and ts, respectively. Using the numerical values for these quantities in eq (5), we find that changes of these amounts in T, tN and ts produce changes in K of 10 percent, 2 percent, and 3 percent respectively. The root-sum-square of the three error limits is 11 percent in K. The products Kt",(0) -3 which occur in eq (11) are equal to 0.0088 for TCB and 0.0025 for lCN. From eq (Il), errors of 11 percent in these products result in errors in A of 0.28 percent and 0.08 percent for measurements in TCB and lCN, respectively, shown in table 2.
Errors in Measurement Temperature
It is clear from eq (11) that so long as we have Kt m(Or 3 « 1 and v « A, the temperature dependence of A will be essentially that of the product of p(Orl and the limit The decrease in solvent density with temperature is roughly 0.1 percent per °c for both TCB and 1 CN, which would lead to an increase in A of about the same size. Estimates of the temperature dependence of the limit quantity are not available. However, Chiang [8] always contribute an increase in A with increasing temperature, typically of about 0.1 percent per °c, it appears that the limit quantity must decrease with temperature at two or three times this rate. Lacking more directly applicable data, we choose 1 percent per °C as a safe upper limit for the change in A with temperature in the solvents employed in this work. We believe that our measurements of the viscometer bath temperature are accurate to 0.1 °C. The corresponding uncertainty in A of 0.1 percent is shown in table 2.
. Summary
Estimates of the contributions of individual sources to the possible systematic errors in A are summarized in table 2, together with their sums and root-sum-squares. As previously discussed, we believe that the sum of the absolute values of the individual errors is an unduly pessimistic estimate of the error from all the sources discussed here, and that the rootsum-squares constitute a more reasonable estimate. To take account of sources of error not considered explicitly here, we round each of the root-sum-square estimates, which range from 0 .32 percent to 0.56 percent, upward to 1 percent in all cases. Finally, we note that our final error estimates of 1 percent are exceeded by the sum of the absolute values of individual error estimates in only two out of the six cases, and that the largest sum of absol~te values, for SRM 1484 in TCB, is only 1.18 percent. We therefore believe that our arbitrary limits of 1 percent for systematic errors from all sources are quite likely to be realistic. These estimates are those given on the certificates for SRM's 1482, 1483, and 1484. 
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