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We exploit a few- to many-body approach to study strongly interacting dipolar bosons in the
quasi-one-dimensional system. The dipoles attract each other while the short range interactions
are repulsive. Solving numerically exactly the multi-atom Schrödinger equation, we discover that
such systems can exhibit not only the well known bright soliton solutions but also novel quantum
droplets for a strongly coupled case. For larger systems, basing on microscopic properties of the
found few-body solution, we propose a new generalization of the Gross-Pitaevskii equation (GPE)
that incorporates the Lieb-Liniger energy in a local density approximation. Not only does such a
framework provide an alternative mechanism of the droplet stability, but it also introduces means
to further analyze this previously unexplored quantum phase. In the limiting strong repulsion case,
yet another simple multi-atom model is proposed. We stress that the celebrated Lee-Huang-Yang
term in the GPE is not applicable in this case.
The advent of degenerate quantum gases consisting of
atoms interacting via strong long-range dipolar forces has
brought a fascinating perspective of the study of new
quantum states of matter. During the last three years,
self-bound droplets have been unexpectedly observed [1],
so was a long-awaited roton excitation [2] leading to the
subsequent realization of dipolar supersolids [3–5].
Quantum droplets in three dimensions in ultracold
dipolar gases and Bose-Bose mixtures are stable due to
the many-body corrections to the ground state energy
that introduce an additional repulsion in the system given
by a seminal Lee-Huang-Yang (LHY) term [6]. Usu-
ally negligible, it determines the properties of the system
when repulsive and attractive mean-field contributions
almost cancel out each other. Since the first observa-
tion of quantum droplets [7], intense theoretical [8–12]
and experimental [1, 13–19] efforts have been devoted to
characterizing their properties in both dipolar gases and
Bose-Bose mixtures.
Quantum liquids are also believed to be present in
lower dimensions. For Bose-Bose mixtures, beyond
mean-field effects are enhanced due to geometrical con-
finement, and as a consequence, the liquid state becomes
even more ubiquitous and remarkable [20, 21]. In this
case, LHY contribution causes the additional attraction
present in the system. Unfortunately, calculations of sim-
ilar corrections in the dipolar gases proved to be more de-
manding. For a quasi-two-dimensional system, the result
is non-universal and depends on features of the confine-
ment [22]. For a quasi-one-dimensional dipolar gas, the
attractive beyond mean-field contribution was calculated,
supporting the existence of dipolar quantum droplets in
such a geometry [23]. However, in this case, the cor-
rection comes from the possible transverse excitations of
the system, which strongly suggests that this result is
also non-universal.
In this Letter we present a quasi-1D quantum droplet
of a different kind. Our new self-bound state emerges
in the system of N polarized cold dipoles with the net
repulsive interaction. We focus on a regime which is far
beyond the Bogoliubov approximation, and therefore in
which LHY correction is not applicable. We start with a
few-body system, sufficiently small to perform the ex-
act diagonalization. We show, that due to the inter-
play between short range van der Waals interaction and
non-local dipolar forces, the ground state of the system
is either a dipolar bright soliton (net attractive interac-
tion) or another self-bound state, called here the quan-
tum droplet (net repulsive interaction).
In the second part of this Letter, we move to larger
systems. As it is impossible to obtain the exact solu-
tions of the many-body Hamiltonian with thousands of
atoms, we change completely our framework. Referring
to the energy functional discussed by Lieb [24] and using
the local-density approximation, we propose a new equa-
tion for the order parameter. This equation is called here
Lieb-Liniger Gross-Pitaevskii equation (LLGPE). In the
limit of weak interaction or large density, it becomes the
familiar Gross-Pitaevskii equation. In another extreme,
of the infinitely strong repulsive interaction, it was stud-
ied in [25]. Using our equation, we calculate the quantum
phase diagram and show the characteristic flat-top shape
of the density of the gas in the quantum droplet state.
Finally, we use a many-body variational Ansatz to show
that in the infinitely strong repulsive interaction limit the
quantum droplet can be understood as the self-confined
Tonks-Girardeau gas.
We consider N dipolar bosons confined in both trans-
verse directions yˆ and zˆ with a tight harmonic trap of
a frequency ω⊥. Multi-particle wave-function is approx-
imately Gaussian in tight directions for all variables. In
the longitudinal direction xˆ the space is assumed to be
finite, with the length L. All atoms are polarized along
the xˆ axis in head-to-tail configuration [27]. Our quasi-
1D system is governed by the Hamiltonian:
Hˆ =− ~
2
2m
∫
dx ψˆ†(x)∇2ψˆ(x)
+
1
2
∫
dxdx′ ψˆ†(x)ψˆ†(x′)Veff(x− x′)ψˆ(x)ψˆ(x′)
(1)
with ψˆ(x) being a standard bosonic field operator. The
effective potential consists of the long-range dipolar part
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Figure 1. (color online) Probability density histograms of par-
ticles’ positions for the ground state for N = 3 (blue solid), 4
(black solid) and 5 (red solid) atoms with fdd = 0.9, gdd = 180
and σ = 0.2 (top) and for fdd = 20, gdd = 15 and σ = 0.2
(bottom) compared to solutions of Eq. (4) with the same pa-
rameters (dashed lines, same color coding). The particles’ po-
sitions were drawn with the Metropolis algorithm and aligned
by rotating them such that their centers of mass point in the
same direction [26]. Note that for very small systems the peak
density value is biased by our alignment method.
and the short-range part, namely Veff(x) = Vdd(x) +
Vsr(x).
The quasi-1D dipolar potential reads
Vdd(x) = −µ0D
2
2pil2⊥
vdd(x/l⊥)
l⊥
, where vdd(u) =
1
4
(
−2|u|+√2pi(1 + u2)eu2/2Erfc (|u|/√2)) is nor-
malized by
∫
vdd(u)du = 1 and l⊥ =
√
~/mω⊥. Here,
D is a value of atomic dipole moment and µ0 is the
vacuum permeability. This effective quasi-1D potential
comes from integration of the full 3D dipolar interaction
over both transverse variables [28]. The singular part
coming from this integration [29] is incorporated within
the short range interaction.
In this Letter, the atoms repel each other on the short
distance. Thus, we use the usual model of short-range
interactions, the delta function Vsr(x) = ~
2a
ml2⊥
δ(x) with
a ≥ 0 mimicking a scattering length, which can by tuned
in experiments by Feschbach resonances. Below we use
box units where L, ~/L and ~2/mL2 are the units of
length, momentum and energy respectively. In addition
to the new units, we also define coefficients g = ~
2a
ml2⊥
,
gdd =
µ0D
2
2pil2⊥
, the aspect ratio σ = l⊥/L and the rescaled
function vσdd(x) :=
1
σvdd(x/σ), so that finally the effective
potential takes a compact form Veff(x) = −gddvσdd(x) +
gδ(x).
We are interested in the properties of the ground state
of the system. In particular, how they depend on the
strength of the interaction. We focus on manipulating
two of the parameters of the interaction: the ratio be-
tween dipolar and contact interactions fdd = gdd/g and
gdd itself. We expect that for fdd > 1 (net attraction) the
ground state has negative energy and atoms form a self-
bound state similar to the bright solitons studied very
thoroughly in the context of ultracold gases [30]. On the
other hand, the bound ground state for fdd < 1 (net re-
pulsion) was also presented in quasi-1D systems within
the modified mean-field analysis in the extreme case of
fdd = 0 (with gdd > 0 and g →∞) [25]. With the model
presented in this Letter, we can investigate features of the
system in a many-body manner across the whole range
of parameters values. Chiefly, we are interested in the
potentially transitional change of the ground state while
crossing fdd ∼ 1, keeping gdd constant.
We attempt to find a few-body ground state for both
fdd < 1 and fdd > 1 with negative energy and char-
acteristic width smaller than L, so that we can study
the spatial properties of such a bound-state. We access
the many-body eigenstates of the Hamiltonian by diago-
nalization using the Lanczos algorithm [31]. We assume
the periodic boundary conditions for numerical simplifi-
cations [26, 32].
As an example, in Fig. 1, we present probability den-
sity histograms for two cases with the net repulsive in-
teractions (top panel, fdd = 0.9) and the net attrac-
tive interactions (bottom panel, fdd = 20). We se-
lect the interaction parameters so that the histograms
have a similar width for attractive and repulsive scenar-
ios. Both histograms are obtained by drawing particles’
positions from the many-body probability distribution
with the Metropolis algorithm and aligned by rotating
them such that their center of mass point in the same
direction [26]. We observe two spatially localized bound-
states with completely different properties. First of all,
for fdd = 0.9, the width increases as the number of atoms
grows, which is the opposite for fdd = 20. Additionally,
in the first case we observe local peaks whose number
agrees with the number of particles, whereas in the lat-
ter only a single central peak is observed. The above fea-
tures strongly resemble the quantum droplets and bright
solitons differences discussed in the recent papers about
dipolar systems and Bose-Bose mixture [21, 23]. There-
fore, we name the first case as a droplet-like and the
second one as a soliton-like solution.
The origin of the differences between the two quan-
tum phases is evident when we look at quantum
bunching properties, characterized by the normally or-
dered second-order correlation function G2(x, x′) :=
3〈Ψ†(x)Ψ†(x′)Ψ(x′)Ψ(x)〉. This function is crucial for the
average energy of any system described by Eq. (1):〈
Hˆ
〉
=− 1
2
∫
dx 〈ψˆ†(x)∇2ψˆ(x)〉
+
1
2
∫
dxdx′ G2(x, x′)Veff(x− x′)
(2)
In particular, we see that in order to develop a bound-
state for fdd < 1, the second-order correlation function
should exhibit a local minimum for atoms at the same
place, to decrease the contribution from the short-range
repulsion. Therefore, the strength of interactions has to
be sufficiently large.
With our exact diagonalization technique, we have an
immediate access to the function G2(x, x). We show it
in the insets of Fig. 1 to better understand the internal
structure of the states. A dramatic difference between
both situations in Fig. 1 can be found. We see that in
the quantum droplet atoms avoid each other ( G2(0,0)N(N−1) 
1 [33]). On the contrary, we observe the typical bunching
for solitons ( G2(0,0)N(N−1) > 1) that increases with N . The
properties of the G2 functions agree with the histograms
in Fig. 1.
As previously mentioned, droplet-like solutions require
the existence of a local minimum for G2(x, x). The GPE
in quasi-1D that supports bright solitons for dominantly
attractive systems [30] would fail in reproducing such
findings. On the other hand, in the opposite limit of an
infinitely strong repulsion with fdd=0 and G2(0, 0) = 0
- Tonks-Girardeau limit - adding a nonlocal term for the
DD interactions a different dipolar GPE (TGGPE) was
proposed [25]. In fact, the authors of the above use the
local density approximation (LDA) treating the nonlo-
cal interaction in total analogy with a trapping potential
in a standard LDA for confined ultracold gases, see for
instance [34].
To study larger systems around fdd ∼ 1, we propose a
new framework, independent from the exact diagonaliza-
tion scheme, and based on extended GPE, which should
be valid for Nσ  d σ where d is a width (FWHM) of
a solution density [35]. We assume, that locally the atoms
obey the ground state from the Lieb-Liniger model. We
approximate its energy as a density function in a very
simplified way, namely as eLL =
gN(N−1)
2
|ψ|6
|ψ|2+ 3g
Npi2
. With
that, the energy functional for our system reads:
E =
∫
dx
[
N
2
|∇ψ|2 + gN(N − 1)
2
|ψ|6
|ψ|2 + 3gNpi2
]
− gddN(N − 1)
2
∫
dxdx′ |ψ(x)|2 vσdd(x− x′) |ψ(x′)|2
(3)
where
∫
dx |ψ(x)|2 = 1. Then, we finally arrive at a new
version of GPE for which we coin a name Lieb-Liniger
GPE (LLGPE). It can be written as:
µψ(x) = −N
2
∂2
∂ x2
ψ(x) + fLL
[
ψ(x)
]
− gddN(N − 1)
∫
dx′vσdd(x− x′) |ψ(x′)|2 ψ(x),
(4)
where fLL
[
ψ(x)
]
= δeLLδψ∗ and µ is a Lagrange multiplayer.
Note that the above LLGPE equation can be seen as
a generalization of the two other previously mentioned
equations. In the limit of a very weak contact interac-
tions g → 0 we retrieve the GPE, while for g → ∞ we
restore the TGGPE. It should be emphasized that we
use a simplified energy density functional for the ground
state, which is a rough approximation of the full Lieb-
Liniger expression, see for instance [36, 37] and references
therein.
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Figure 2. (color online) Top: First derivative of a width d
of the solution of Eq. (4) over N as a function of the pa-
rameters fdd and gdd. Bottom: Density for different fdd with
parameters as for the colour points from the top panel
We aim to solve the Eq. (4) for exactly the same
parameters as for the few-body case. For this, we use
the imaginary time evolution (ITE) technique, which is
4a very suitable method for obtaining the ground state.
We compare the outcomes from ITE with the results
from the exact diagonalization. Keeping in mind that
the equation should work rather for a large number of
atoms, this is an excellent agreement. In Fig. 1 we also
compare probability density histogram analyzed earlier
and N |ψ|2 from ITE (marked with dashed lines). Most
importantly, LLGPE captures the same N dependence as
the exact solution. Moreover, we see that especially for
N=5 both approaches correspond to each other in a sat-
isfying way both for soliton-like states and droplet-like
states. In the first case, we also confirm sech-shape of
the solution, so we will call it hereafter a bright dipolar
soliton.
Our comparison provides good reasons to focus on the
features of LLGPE solutions themselves. We move from
a very small N towards bigger in hope of better under-
standing of droplet-like states.
We are interested in properties of droplet-like solutions
and a possibility of droplet-soliton transition. As we dis-
cussed before for the small system analysis, droplet-like
states get wider as N grows, but bright solitons shrink.
Then, it is instructive to consider the first derivative of a
width d of the solution of Eq. (4) over N as a function of
the parameters fdd and gdd. In Fig. 2 we present such an
analysis. As we have expected, for fdd < 1 the derivative
is positive. Then, it decreases abruptly for fdd > 1 [38].
The rapid drop in the values of the derivative of the width
of the solution is associated with a change of a density
profile ρ(x) = N |ψ(x)|2 as one crosses fdd ≈ 1. We ob-
serve a transformation of the density from a flat-top to
sech-shape profile.
Then, we take a closer look at the dependence of the
solution on the particle number N as it gives informa-
tion about the thermodynamic limit. In the top panel of
Fig. 3, we show the chemical potential µ = ∂E∂N |dmin as a
function of N for the same coupling strengths as in Fig.
2. For all cases and all N , the total energy of the system
and the chemical potential are negative, entailing that
the states are self-bound. Even though there is no crit-
ical number of particles Ncrit below which a state is not
stable in empty 1D space, one has to remember that for
a very small number of particles the condition on which
our approach is built, Nσ  d  σ, may not be met.
Although, for small N the chemical potential decreases
for all fdd, for higher N it becomes constant for fdd ≤ 1
and linear for fdd > 1. The constant chemical potential
is a hallmark of a droplet solution.
In the bottom panel of Fig. 3 we consider a spatial
profile of droplet solutions ρ(x) as a function of N ob-
tained with ITE. As anticipated from the function µ(N),
for small N the shape of droplets change as N grows and
it is nonuniform due to the non-negligible kinetic energy
contribution. AsN increases further, the density changes
to a flat-top shape.
Previously, we have deduced from microscopic prop-
erties of few-body systems the mean-field equation de-
scribing self-bound quantum droplets. This equation as-
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Figure 3. (color online) Top: Chemical potential µ|dmin as a
function of particles number N for the parameters as for the
colored points in Fig. 2. Bottom: Density plot for different
N and parameters as for the black point in Fig. 2.
sumes locally the Lieb-Liniger ground state. In g →∞ –
Tonks-Girardeau – limit, the ground state of infinitely re-
pulsive bosons becomes the celebrated Tonks-Girardeau
solution, which gave rise to TGGPE for one dimensional
Bose gases mentioned earlier. Therefore, we turn our at-
tention to many-body analysis one more time. We pro-
pose a following many-body Ansatz for the droplet state
in g → ∞ limit. We assume that the droplet state is a
ground state of N infinitely repulsive bosons in a hard-
wall box of length d that is a variational parameter [39].
We compare our numerical minimalization findings with
a solution of Eq. (4) obtained with ITE for g → ∞,
σ = 0.05 and gdd = 180 in Fig. 4. We see a good agree-
ment between both methods for the width of a droplet.
Our Ansatz reflects the structure of the droplet — the
atoms stay in a compact group thanks to the dipolar at-
tractive forces, but locally they can strongly repel, as
shown in the inset. The comparison between the many-
body Ansatz for droplets in the Tonks-Girardeau limit
and corresponding solutions of LLGPE suggests that for
g < ∞ and fdd < 1 a proper many-body Ansatz for the
droplet ground state in 1D can be constructed similarly
by using the Lieb-Liniger model with open boundary con-
ditions.
In conclusion, we have found a novel dipolar quan-
tum droplet in the regime of strongly interacting bosons
for the net repulsive two-body interactions between the
particles. We have also studied the droplet - bright soli-
5Figure 4. (color online) Droplet width dmin as a function
of N obtained from the numerically exact solution of Eq. 4
(blue points) or the many-body Ansatz (yellow points) and
for fdd → 0, σ = 0.05 and gdd = 180. Inset: Artist’s view of
the droplet in TG regime.
ton transition when changing the effective interactions in
the system from being repulsive to attractive. By con-
sidering general properties of the Hamiltonian and mi-
croscopic features of the few-body system, we have ar-
gued that the existence of the 1D droplet state requires
a local minimum of the normally ordered second-order
correlation function G2(x, 0) for x = 0. These require-
ments lead to a new version of a GPE (LLGPE) that in-
corporates them by including local correlations from the
Lieb-Liniger model. Therefore, quantum droplets found
in this Letter do not originate from the seminal beyond
mean-field corrections widely discussed in the literature.
The underlying microscopic mechanism of their presence
comes from the specific interplay of short-range repulsion
and non-local attraction in the system. In contrast to the
recent findings with LHY-like term in [23], we have found
a new self-bound state for any number of atoms both in
the few-body system and in droplet solutions of LLGPE.
Our findings also motivates a similar few-body ap-
proach to strongly interacting systems in higher dimen-
sions. It may stimulate the research to look for quan-
tum droplets for strongly interacting systems, like electric
dipoles, where the standard beyond mean-field approxi-
mations are not valid.
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SUPPLEMENTARY MATERIAL FOR ’STRONGLY CORRELATED QUANTUM DROPLETS IN
QUASI-1D DIPOLAR BOSE GAS’
Appendix A: Derivation of Lieb-Liniger Gross-Pitaevskii equation
We consider N bosons interacting with short-range and dipolar forces, Veff(x) = Vdd(x) + Vsr(x) with Vdd(x) and
Vsr(x) as in the main text. The Hamiltonian can be written in general as:
Hˆ = Tˆ + Vˆsr + Vˆdd (A1)
with Tˆ being kinetic energy. We assume that the ground state of the system is a bound-state with negative total
energy. We are interested in the expectation value (denoted here as 〈·|·〉) of the above Hamiltonian in the ground
state. We assume, for |x− y|  ζ where ζ is a typical range of correlations, that:
∀|x−y|ζ 〈ψ†(x)ψ†(y)ψ(x)ψ(y)〉 ≈ 〈ψ†(x)ψ(x)〉〈ψ†(y)ψ(y)〉 (A2)
Moreover, we additionally assume that the typical range of dipolar interactions is much larger than ζ:
1
2
∫
dxdy 〈ψ†(x)ψ†(y)Vdd(x− y)ψ(x)ψ(y)〉 ≈ 1
2
∫
dxdy 〈ψ†(x)ψ(x)〉Vdd(x− y)〈ψ†(y)ψ(y)〉 (A3)
That is to say, we treat dipolar interactions classically. Next, we assume that there exists a length scale l, such that:
• ∀x′∈[x,x+l] Vdd(x′) ≈ Vdd(x)
• ∀x′∈[x,x+l] 〈ψ†(x′)ψ(x′)〉 ≈ 〈ψ†(x)ψ(x)〉
• ∫ x+l
x
dx′ 〈ψ†(x′)ψ(x′)〉  1
6Subsequently, we discretize space into intervals of length l indexed by i. We can rewrite Hamiltonian as a sum of local
term (short-range interactions and kinetic energy of atoms) and non-local term (dipolar interactions):
Hˆ =
∑
i
Hˆi =
∑
i
Hˆiloc +
∑
ij
Hˆijdd (A4)
Using our approximations we get:
Hˆi ≈ Tˆ i + Vˆ isr +
∑
j
Vdd((i− j)l)〈ψ†(j · l)ψ(j · l)〉l (A5)
where Tˆ i denotes the kinetic energy operator and Vˆ isr the short-range potential operator. The last term of the above
equation is constant within i-th interval, because we assumed earlier that dipolar potential varies slowly. Then, we
assume that locally the Hamiltonian admits the Lieb-Liniger form because such an interval can be approximated as
a waveguide studied in the experiment from Innsbruck [40]. Therefore, we approximate the last term of the above
equations as in [24] but with our definition of interaction parameters:
eLL = N
2(N − 1)|ψ|6e
(
2g
|ψ|2
)
, (A6)
where e(γ) is a function from the Lieb-Liniger work [24]. As there is no analytical formula for e(γ), taking into account
the following features:
• in the limit γ → 0 it should agree with the first-order perturbation theory ( dedγ |γ=0 = pi2 )
• in the limit γ →∞ it should reproduce Tonks-Girardeau energy limγ→∞ e(γ) = pi26
• it should be smooth and convex in the intermediate region.
we roughly approximate it by
e(γ) =
pi2
6
γ
pi
3 + γ
. (A7)
With that, we rewrite Eq. (A6) into
eLL =
gN(N − 1)
2
|ψ|6
|ψ|2 + 3gNpi2
.. (A8)
Finally, we obtain the energy functional as a function of |ψ(x)|2 with ∑
i
|ψ(i · l)|2l = 1
H =
∑
i
eLL
(
2g
|ψ|2
)
l +
N(N − 1)
2
∑
ij
ψ(i · l)|2Vdd((i− j)l)|ψ(j · l)|2l2 (A9)
which can be approximated by an integral
H =
∫
dx eLL
(
2g
|ψ|2
)
+
N(N − 1)
2
∫
dx
∫
dy ψ(x)|2Vdd((x− y))|ψ(y)|2∫
|ψ(x)|2dx = 1
(A10)
The last approximation comes from our earlier assumptions. In particular, this substitution does not require that
l → 0. In the main text, to recover standard GPE for small g, we also added the kinetic energy of the envelope of a
state.
7Appendix B: Many-body Ansatz in the Tonks-Girardeau limit
In the limit of infinitely strong interactions g → ∞, we propose a variational Ansatz for the many-body ground
state. The Ansatz assumes, that the real ground state of our system, N atoms with dipolar attraction and short-range
repulsion is close to the ground state of the Tonks gas, but in the box of width d. In such state one can compute the
kinetic energy and interaction energy (short range and dipolar) even for hundreds of atoms and perform minimization
with respect to the box width d. The details of the computation of the energies are presented step by step below.
Our system is characterized by:
• Open box - hard walls at x = 0 and x = d
• Inifnite contact interaction strength g →∞
• Finite gdd > 0
Our Ansatz assumes that the droplet state of such system is the ground state of infinitely repulsive bosons (fermion-
ization) where the variational parameter d depends on the dipolar interactions between the atoms. In the following
subsections, we are going to introduce it in a more precise form. We use the box units as in the main text.
1. Single particle eigenstates in the box with the open boundary conditions
Single particle eigenstates and energies are given by:
ϕn(x) =
√
2
d
sin
(pin
d
x
)
En =
~2pi2n2
2md2
, where n = 1, 2, . . . (B1)
2. Ansatz for the two-particle system
Tonks-Girardeau Ansatz for an eigenstate with the first particle in orbital n and the second in m:
ψ(x, y) = |ϕn(x)ϕm(y)− ϕn(y)ϕm(x)|/
√
2 (B2)
The interaction energy is given by:
Eint =
∫ d
0
dx
∫ d
0
dy (ψ(x, y))
2
Veff(x− y) (B3)
For arbitrary interaction potential V (x− y) (in our case Veff(x− y) from the main text), it is possible to simplify the
expression by performing one integration. To do this, we will change variables:
u = x− y (B4)
v =
1
2
(x+ y) (B5)
The new variables are chosen such that the surface element is unchanged, i.e. dxdy = dudv. The inverse transform
is simply
x =
1
2
(2v + u) y =
1
2
(2v − u) (B6)
The interaction energy after the variable change will be
Eint =
∫ d
0
dx
∫ d
0
dy (ψ(x, y))
2
Veff(x− y) =
∫
dudv ψ˜(u, v)2Veff(u), (B7)
The integration region can be simplified using the symmetries Veff(x−y) = Veff(y−x) = Veff(u) and ψ(x, y) = ψ(y, x).
The latter implies, that the wavefunction in the variables (u, v) is even with respect to u:
ψ˜(u, v) = ψ(v +
1
2
u, v − 1
2
u) = ψ(v − 1
2
u, v +
1
2
u) = ψ˜(−u, v) (B8)
8Therefore the integration with respect to the whole diamond is twice the integration with respect to its part for u > 0:
Eint = 2
∫ d
0
du
∫ d−u/2
u/2
dv ψ˜(u, v)2Veff(u) (B9)
The result is
Eint(m,n) =
4
d
∫ d
0
duVeff(u)
d− u
d
(
1− cos
(mpi u
d
)
cos
(npi u
d
))
(B10)
+
4
pi dmn (m2 − n2)
∫ d
0
duV (u)
(
cos
(npi u
d
)
− cos
(mpi u
d
))(
m3 sin
(npi u
d
)
+ n3 sin
(mpi u
d
))
(B11)
3. Tonks-Girardeau ground state with N particles
Kinetic energy of N atoms in the Tonks-Girardeau limit:
EKIN = N
∑
k
P (k)
~2k2
2m
= N
N∑
n=1
1
N
~2pi2 n2
2md2
=
pi2~2N(N + 1)(2N + 1)
12md2
(B12)
The total interaction energy is given by
EINT =
∑
ij
〈Vˆij〉, (B13)
where Vˆij = Veff(xˆi− xˆj) indicates the interaction potential between ith and jth particles. Due to indistinguishability
the binary interaction energy is the interaction energy between the "first" and the "second" atoms multiplied by the
number of pairs:
EINT =
N(N − 1)
2
〈Vˆ12〉. (B14)
The many body Ansatz for the ground state can be written as:
ψGS(x1, x2, . . . , xN ) =
1√
N !
|A [φ1(x1)φ2(x2) . . . φN (xN )]| , (B15)
where the A is antisymmetrization operator. Note, that the ground state for the box with open boundary condition
is just the absolute value of the fermionic ground state. This relation does not hold for excited states. It is also not
strictly true for the ground state in the box with periodic boundary conditions. The interaction energy between the
two particles is expressed by:
〈Vˆ12〉 =
∫
dx1 . . .
∫
dxNVeff(x1 − x2)|ψGS(x1, x2, . . . , xN )|2 = (B16)
=
(N − 2)!
N !
∑
1≤m<n≤N
∫
dx1
∫
dx2Veff(x1 − x2)A [φn(x1)φm(x2)]2 (B17)
=
1
N(N − 1)
∑
1≤m<n≤N
∫
dx1
∫
dx2Veff(x1 − x2) 2
(
1√
2
A [φn(x1)φm(x2)]
)2
(B18)
=
2
N(N − 1)
∑
1≤m<n≤N
E(n,m) (B19)
where Eint(m,n) is the contribution to interaction energy coming from two particles, one on the mth energy level and
one on nth energy level. The formula for Eint(m,n) is given in Eq. (B10). Combining Eq. (B19) with (B14) one gets:
EINT =
∑
1≤m<n≤N
Eint(m,n), (B20)
9Therefore, the total energy is given by:
E =
pi2~2N(N + 1)(2N + 1)
12md2
+
∑
1≤m<n≤N
Eint(m,n) (B21)
Then, we numerically minimize Eq. (B21) over the width d.
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