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Perfect hedging under endogenous
permanent market impacts∗
Masaaki Fukasawa† and Mitja Stadje‡
Abstract
We model a nonlinear price curve quoted in a market as the utility
indifference curve of a representative liquidity supplier. As the utility
function we adopt a g-expectation. In contrast to the standard framework
of financial engineering, a trader is no more price taker as any trade has a
permanentmarket impact via an effect to the supplier’s inventory. The P&L
of a trading strategy is written as a nonlinear stochastic integral. Under this
market impact model, we introduce a completeness condition under which
any derivative can be perfectly replicated by a dynamic trading strategy.
In the special case of a Markovian setting the corresponding pricing and
hedging can be done by solving a semi-linear PDE.
1 Introduction
Financial engineering has become popular. Hedging derivatives nowadays
accounts for a large portion of financial practice. Ironically, the spread of fi-
nancial engineering has broken its premise that the underlying asset price of
derivatives is not affected by hedging activities. Suppose a large amount of put
options are sold and the buyers commit themselves to delta hedging, which
amounts to buy the underlying asset when its price goes down and sell it when
its price goes up. This hedging demand is strong and so restrains the under-
lying asset price movement. Eventually the volatility of the underlying asset
becomes smaller than before, which results in a loss for the buyers due to the
overestimation of the volatility at their purchase. According to Bookstaber [8],
this is exactly what happened when Salomon Brothers suffered a huge loss at
Japanese market in the late 90s. A lot of market crashes, such as the Black
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Monday, are attributed to the feedback effect of hedging strategies to markets.
The market illiquidity has always been a keyword to explain financial crises.
This paper addresses a hedging problem under a tractable model which
captures endogenously such phenomena as nonlinearity in liquidation, perma-
nent market impact and market crashes due to illiquidity observed in actual
markets. A crash is a rare event; an exogenous statistical modeling of liquidity
costs is therefore not sufficient for our purpose. An economic consideration is
required for a deeper understanding of the liquidity risk. This paper provides
a utility-based asset pricing model with analytically tractable structure.
The effect of derivative contracts to an equilibrium price was studied by
Brennan and Schwartz [9], where a derivative contract affects the equilib-
rium via a modification of representative agent’s terminal wealth. Frey and
Stremme [25] studied the feedback effect of a dynamic hedging under an equi-
libriummodel with supply and demand functions given exogenously. Frey [24]
treated a perfect hedging problem under such an equilibrium model. Cvitanic´
and Ma [19] formulated a hedging problem with a feedback effect in terms
of backward stochastic differential equation (BSDE). In the special case of a
Markovian setting BSDEs are closely connected to semi-linear PDEs. On one
hand, these studies succeeded to explain some qualitative phenomena such as
enlargement of the underlying asset volatility by hedging convex options. On
the other hand, they are not very useful for quantitative analysis or financial
practice due to difficulties in specifying model parameters and in computing
prices and strategies.
We start by modeling nonlinear market prices from an economic point of
view. In a standard limit order market, the roles of suppliers and demanders
of liquidity are not symmetric. A liquidity supplier submits a limit order that
quotes a price for a specified volume of an asset. They can tradewith each other
tomaximize their own utilities. Once an equilibrium is achieved, nomore trade
would occur among them until new information comes in. However, each of
liquidity suppliers still should have an incentive to submit a limit order as long
as the corresponding transaction improves her utility. The remaining limit
orders form a price curve which is a nonlinear function of volume. Taking a
Bertrand-type competition among liquidity suppliers into account, it would be
then reasonable to begin with modeling the price curve as the utility indiffer-
ence curve of a representative liquidity supplier. When the utility functions of
the liquidity suppliers are of von Neumann-Morgenstern type, the existence
of the representative liquidity supplier (or, market maker) is proved by Bank
and Kramkov [3, 4]. In this paper, as the suppliers’ utility functions, we adopt
g-expectations introduced by Peng [46]. Exponential utilities are in the inter-
section of these two frameworks. An advantage of a g-expectation from an
economic point of view is that ambiguity aversion is taken into account. An
advantage from a technical point of view is that it admits an analytic manip-
ulation of stochastic calculus. The existence of the representative agent under
such utility functions follows from Horst et al. [32]. In the present paper, we
simply assume there is a representative liquidity supplier, called the Market,
who quotes a price for each volume based on the utility indifference principle
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and her utility is a g-expectation with a cash-invariance property. If the driver
of the g-expectation is a linear function, then the price curve becomes linear in
volume and we recover the standard framework of financial engineering.
If the Market is risk-neutral, then the utility indifference price of an asset
coincides with the expected value of the future cash-flow associated with the
asset. In particular, the price curve is linear in volume. This simplest frame-
work was adopted by many studies such as Glosten and Milgrom [28]. Our
approach differs from the classical works including Garman [26], Amihud and
Mendelson [1], Ho and Stoll [31], Ohara and Oldfield [43], where a price quote
is a solution of a utility maximization problem for a market maker with ex-
ogenously given order-flow. Here, we consider a hedging problem and so, an
order-flow is endogenously determined.
Bank and Kramkov [3, 4] analyzed the market impact of a large trade and
formulated a nonlinear stochastic integral as the profit and loss associated with
a given strategy of a large trader. When the Market’s utility is a g-expectation
with the cash invariance property, we show in this paper that the nonlinear
stochastic integral has an expression in terms of the solutions of a family of
BSDEs. Then, we show that the existence of a perfect hedging strategy follows
from that of the solution of a BSDE. The model represents a permanent mar-
ket impact which is endogenously determined, while exogenously modeled
instantaneous or temporary market impact models have been extensively con-
sidered in the literature. See e.g. Cetin et al. [14], Fukasawa [23], Gue´ant [29]
and the references therein. A linear permanent market impact model is studied
in Gue´ant and Pu [30].
In Section 2, we describe the model of nonlinear prices. In Section 3, we
introduce several conditions under which the P&L of a large trader admits a
BSDE representation and the perfect hedging of derivatives is possible. In Sec-
tion 4, we consider a class of models which admits more explicit computations
and verifies the conditions in Section 3. In Section 5, we consider the hedging of
European options and discuss how the model captures illiquidity phenomena.
2 Model of permanent market impact
We assume zero risk-free rates. Let T > 0 be the end of an accounting period.
Each agent evaluates her utility based on her wealth at T. Consider a security
whose value at T is exogenously determined. We denote the value by S and
regard it as anFT measurable random variable defined on a filtered probability
space (Ω,F ,P, {Ft}) satisfying the usual conditions. The price of this security
at T is trivially S, but the price at t < T should be Ft measurable and will be
endogenously determined by a utility-based mechanism. There are two agents
in our model: A Large trader and a Market. The Market quotes a price for
each volume of the security where we have a limit order book in mind. She
can be risk-averse and so her quotes can be nonlinear in volume and depend
on her inventory of this security. The Large trader refers to the quotes and
makes a decision. She cannot avoid affecting the quotes by her trading due to
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the inventory consideration of theMarket, and seeks an optimal strategy under
this endogenous market impact.
As the pricing rule of the Market, our model adopts the utility indiffer-
ence principle. As the utility evaluation of the Market, we consider a family
{(Πτ,Dτ)}τ of functionals Πτ : DT → Dτ with the following properties, where
τ is a [0,T]-valued stopping time and Dτ is a linear space of Fτ-measurable
random variables : For any X,Y ∈ DT,
1. Πτ(0) = 0,
2. Πτ(X + Y) = Πτ(X) + Y if Y ∈ Dτ,
3. Πτ(λX + (1 − λ)Y) ≥ 0 for all λ ∈ [0, 1] if Πτ(X) ≥ 0 and Πτ(Y) ≥ 0,
4. Πτ(X) ≥ Πτ(Y) if there exists σ ≥ τ such that Πσ(X) ≥ Πσ(Y).
Comments on this axiomatic approach follow in order:
1. The simplest example is
Πt(X) = E[X|Ft] (1)
with Dt = Lp(Ω,Ft,P) with p ≥ 1. When p = 2, this evaluation can be
interpreted as the orthogonal projection of future cash-flows.
2. A more interesting example is an exponential utility :
Πt(X) = − 1
γ
logE[exp{−γX}|Ft] (2)
with Dt = L∞(Ω,Ft,P), where γ > 0 is a parameter of risk-aversion. By
letting γ → 0, we recover the previous example. By letting γ → ∞, we
have
Πt(X) = inf
{
EQ[X|Ft];Q ∼ P,Q = P on Ft
}
.
which essentially represents the infimum value of X under the condi-
tional probability given Ft. By Kupper and Schachermayer [41], no other
utility of von Neumann-Morgenstern type is equivalent to an evaluation
satisfying the four axioms.
3. More generally, Πt(X) = −ρt(X) satisfies the four axioms, if {ρt} is a dy-
namic convex riskmeasure, see e.g., Barrieu and El Karoui [5], Riedel [44],
Delbaen [20], Delbaen et al. [21], Klo¨ppel and Schweizer [38], Cheridito,
Delbaen and Kupper [15], Rusczcyn´sky and Shapiro [45], Detlefsen and
Scandolo [22], and Cherny and Madan [16]. Convex risk measures play
an important role for the risk managements in banks or insurance com-
panies.
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4. WhenDt = L∞(Ω,Ft,P), under an additional assumption of the so-called
Fatou property,Π admits a representation
Πt(X) = ess.inf
{
EQ[X|Ft] + ct(Q);Q ∼ P,Q = P on Ft
}
,
where
ct(Q) = ess.sup
{
Πt(X) − EQ[X|Ft];X ∈ Dt
}
.
Based on this representation an agent who usesΠ as her utility evaluation
can be interpreted as being ambiguity averse in the spirit of the multiple
priors decision theory of Gilboa and Schmeidler [27] and the variational
preferences of Maccheroni et al. [42], see also Cerreia-Vioglio et al. [13]. In
the case of multiple priors ct(Q) can only take the values zero or infinity
while variational preferences allow for general penalty functions c. ct(Q)
can be seen as attaching a certain plausibility to themodelQ at time twith
ct(Q) = ∞ meaning that the model is fully unreliable and is effectively
excluded from the analysis. For sufficient andnecessary conditions under
which such evaluations are time-consistent see for instance [21]. Robust
expectations of the form above are also known in robust statistics, see
Huber [35] or the earlier Wald [47].
5. In the theory of no-arbitrage pricing, attempts have beenmade to narrow
the no-arbitrage bounds by restricting the set of pricing kernels consid-
ered. One of these approaches is the good-deal bounds ansatz introduced
in Cochrane and Saa´-Requejo [17] which corresponds to excluding pric-
ing kernels which induce a too high Sharpe ratio. The intuition is that
these deals are “too good to be true” and will be eliminated in a competi-
tivemarket. Using theHansen-Jagannathan bound it is shown in [17] that
this corresponds to only considering pricing kernelswhich are close to the
physical measure in the sense that their variance or in a continuous-time
setting their volatility is bounded, see also Bjo¨rk and Slinko [7]. Hence,
the penalty function for a good-deal bound evaluation in a Brownian set-
ting is zero for local martingale measures whose volatility is bounded by
a constant Λ > 0 (which depends on the highest possible Sharpe ratio)
and infinity else. So if we let M be the set of local equivalent martin-
gale measures and identify each measureQ≪ Pwith a Radon-Nikodym
derivative dQdP = E
(
(q ·W)T), with E denoting the stochastic exponential,
we can defineAn := {Q ≪ P
∣∣∣|q|2 ≤ Λ}. Then the good-deal bound evalu-
ation is given by
Πt(X) = ess.supQ∈M∩AnEQ[X|Ft]. (3)
That this evaluation is time-consistent follows for instance from [20].
We assume S ∈ DT in the sequel. Suppose that the Market is initially
endowed with a risky asset which yields a cash-flow at time T, represented by
HM ∈ DT . If the Market at time t ∈ [0,T] is holding z units of the security in
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question and the inventory HM, then her utility is measured as Πt(HM + zS).
According to the utility indifference principle, theMarket quotes a selling price
for y units of the security by
Pt(z, y) := inf{p ∈ R;Πt(HM + zS − yS + p) ≥ Πt(HM + zS)
=Πt(HM + zS) −Πt(HM + (z − y)S). (4)
For the equality we have used the second axiom of Π (cash invariance).
Note that in the risk-neutral case (1), Pt(z, y) = yE[S|Ft]. In general, the
price depends on the inventory z of the securities, which describes permanent
market impact. In the literature of modeling permanent market impacts, the
absence of price manipulation has been a key issue; see e.g., Gue´ant [29] and
references therein. Our model does not allow any price manipulation in the
sense that a round-trip cost is always 0:
Pt(z, y) + Pt(z − y,−y) = 0.
For all t and z, Pt(z, y) is a convex function of y with Pt(z, 0) = 0 by the third
axiom of Π (concavity). This implies in particular that
−Pt(z,−y) ≤ Pt(z, y)
for any y and z, which means that the selling price for an amount is higher
than or equal to the buying price for the same amount. This represents bid-ask
spread that is a measure of market liquidity.
Let S0 be the set of the simple predictable processes Y with Y0 = 0. The
Large trader is allowed to take any element Y ∈ S0 as her trading strategy. The
price for the y units of the security at time t is Pt(−Yt, y). This is because the
Market holds −Yt units of the security due to the preceding trades with the
Large trader. Then the profit and loss at time T associated with Y ∈ S0 (i.e., the
terminal wealth corresponding to the self-financing strategy Y) is given by
I(Y) := YTS −
∑
0≤t<T
Pt(−Yt,∆Yt).
Due to (4), I(Y) has the form of a nonlinear stochastic integral studied in
Kunita [40]; see (8) below. Note that in the risk-neutral case (1),
I(Y) = YTST −
∑
0≤t<T
St∆Yt =
∫ T
0
YtdSt
by integration-by-parts, where
St = E[S|Ft].
In Section 3, we show thatI(Y) admits a representation in terms of BSDEswhen
Π is a g-expectation, which enables us to extend the domain S0 to a larger set
S of predictable processes. Now, suppose that the Large trader has an option
contract which amounts to pay −HL ∈ DT at T. The hedging problem is then
to find a unique element (a,Y) ∈ R × S such that
−HL = a + I(Y).
6
3 Hedging in a market with g-expectation
In a continuous-time setting where the filtration is generated by a Brownian
motion it is well known that Π satisfying our axioms is essentially equivalent
to Π being a so called g-expectation. g-expectations also give a convenient
representation of I(Y). More precisely, we work under the following condition
on the utility function (Πt,Dt):
Condition 1 The filtration {Ft} is the augmentation of the one generated by a standard
Brownian motion W. Let g = {gt(z)} : Ω× [0,T]×R→ R be a P⊗B(R)measurable
function, where P is the progressively measurable σ field, such that z 7→ gt(z)(ω) is a
convex function with gt(0)(ω) = 0 for each (ω, t) ∈ Ω × [0,T] . For each X ∈ DT,
sup
0≤t≤T
|Πt(X)| ∈ DT ,
and there exists a progressively measurable process Z(X) such that
E[
∫ T
0
|Zt(X)|2dt] < ∞,
and
X = Πt(X) +
∫ T
t
gs(Zs(X))ds −
∫ T
t
Zs(X)dWs, (5)
for all t ≥ 0.
Example 1 LetDt = L2(Ω,Ft,P) and G be a progressively measurable process
such that
E
[
exp
{
1
2
∫ T
0
G2tdt
}]
< ∞.
If Π(X) follows (5) with gs(z) = Gsz, then
X = Πt(X) −
∫ T
t
Zs(X)dW
G
s (6)
andWG is a standard Brownian motion under Q, where
WGt =Wt −
∫ t
0
Gsds,
dQ
dP
= exp
{∫ T
0
GtdWt − 1
2
∫ T
0
G2tdt
}
.
Therefore,
Πt(X) = E
Q[X|Ft].
Conversely, if Π(X) is defined as the conditional expectation w.r.t. Q, then by
the martingale representation theorem, there exists Z(X) such that (6) holds,
which is equivalent to (5) with gs(z) = Gsz.
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Example 2 Let γ > 0 andDt = {X ∈ L0(Ω,Ft,P);E[exp{a|X|}] < ∞ for all a > 0},
which is an Orlicz space. If Π(X) follows (5) with gs(z) = γz2/2, then
dMt = γMtZt(X)dWt, (7)
whereMt = exp{−γΠt(X)}. This implies
E[exp{−γX}|Ft] = exp{−γΠt(X)},
which is equivalent to (2). Conversely ifΠ(X) is given by (2), then again by the
martingale representation theorem, there exists Z(X) such that (7) holds, which
implies (5).
Example 3 In thegood-deal boundexample, suppose thatwehavea d-dimensional
Brownian motion W generating the economic noise and that the dynamics of
the stock process is given by
dSit
Sit
= µidt + σidWt, i = 1, . . . , k.
We further suppose that the interest rate of the bond is zero. LetA := (σ1, . . . , σk)
and b := −µ⊺ = −(µ1, . . . , µk)⊺. Let PB(0) be the projection of 0 onto the set
B := {x|Ax = b} in the Euclidean | · | norm, and define PKernel(A)(z) accordingly
as the projection of z in the | · | norm onto the space given by the kernel of the
matrix A. One can prove (see [39]) that the evaluation Π in (3) is given by a
g-expectation following (5) with driver function
g(t, z) = −
√
Λ − |PB(0)|2
∣∣∣∣PKernel(A)(z)∣∣∣∣ + zPB(0).
This concludes our examples.
We remark that if gt(z) is Lipschitz in z uniformly in (ω, t) ∈ Ω × [0,T], then
there exists a unique solution (Π(X),Z(X)) to (5) for X ∈ L2(Ω,FT,P) and
Πt(X) ∈ L2(Ω,Ft,P) and the four axioms of Π are automatically satisfied. As
mentioned above it is worthwhile to note that when the filtration is generated
by a standard Brownian motion, under additional compactness or domination
assumptions, every evaluation Π satisfying our axioms corresponds to a g-
expectation in the sense that there exists g such that Π satisfies (5). For these
and other related results, see Jiang [36], Barrieu and El Karoui [6], Coquet et
al. [18], Briand and Hu [10, 11], Hu et al. [34] and the references therein.
Let Πy = Π(HM − yS) and Zy = Z(HM − yS) for y ∈ R. We pose the following
technical condition:
Condition 2 There existΩ0 ∈ F with P(Ω0) = 1 and aP⊗B(R)measurable function
Z : Ω × [0,T]×R→ R
such that Z(ω, t, y) = Z
y
t (ω) for all (ω, t, y) ∈ Ω0 × [0,T] ×R.
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We will see this condition is always satisfied for Markov models considered in
Section 4. Even in non-Markov cases, it follows for instance from Ankirchner
et al. [2] that if gt(z) and its derivative in z are globally Lipschitz and HM and S
are bounded, then Z
y
t (ω) is continuous in t and differentiable in y for almost all
ω, which in particular verifies Condition 2.
Lemma 1 Under Conditions 1 and 2,
I(Y) = HM −Π0(HM) −
∫ T
0
gt(Z
Y
t )dt +
∫ T
0
ZYt dWt
for Y ∈ S0, where ZYt (ω) = Z(ω, t,Yt(ω)).
Proof : Denote the discontinuity points of Y ∈ S0 by
0 ≤ τ1 < τ2 < · · · .
Let n be the number of the discontinuity points, τ0 = 0 and τk = T for k ≥ n+ 1.
By definition,
I(Y) =YTS −
∑
0≤t<T
(Πt(HM − YtS) −Πt(HM − Yt+S))
=YTS −
n∑
j=1
(Πτ j (HM − Yτ jS) −Πτ j (HM − Yτ j+1S))
=HM −Π0(HM) −
n∑
j=0
(Πτ j+1(HM − Yτ j+1S) −Πτ j (HM − Yτ j+1S)).
(8)
Here we have used that ΠT(HM − YTS) = HM − YTS and Y0 = 0. Again by
definition,
Πτ j+1(HM − yS) −Πτ j (HM − yS) =
∫ τ j+1
τ j
gs(Z
y
s )ds −
∫ τ j+1
τ j
Z
y
sdWs.
Since Y is a simple predictable process, Yτ j+1 is Fτ j measurable and so, we can
substitute y = Yτ j+1 to obtain
I(Y) = HM −Π0(HM) −
n∑
j=0

∫ τ j+1
τ j
gs(Z
Y
s )ds −
∫ τ j+1
τ j
ZYs dWs
 ,
which implies the result. ////
By this lemma, we naturally extend the domain of I(Y) to
S :=
{
Y : Ω × [0,T]→ R; predictable with
∫ T
0
|ZYt |2dt < ∞
}
.
Nowwe are ready to give themain result of the paper in an abstract framework.
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Condition 3 There existΩ0 ∈ F with P(Ω0) = 1 and aP⊗B(R)measurable function
Z− : Ω × [0,T] ×R→ R
such that Z(ω, t,Z−(ω, t, z)) = z for all (ω, t, z) ∈ Ω0 × [0,T] ×R.
Theorem 1 Under Conditions 1, 2 and 3, for any HL ∈ DT , we have
−HL = Π0(HM) −Π0(HM +HL) + I(Y∗),
where Y∗ is defined by Y∗t (ω) = Z
−(ω, t,Zt(HM +HL)(ω)).
Proof : By Condition 1, there exists Z∗ := Z(HM +HL) such that
HM +HL = Π0(HM +HL) +
∫ T
0
gs(Z
∗
s)ds −
∫ T
0
Z∗sdWs.
Define Y∗ as Y∗t (ω) = Z
−(ω, t,Z∗t(ω)). Then,
ZY
∗
t (ω) = Z(ω, t,Y
∗
t(ω)) = Z
∗
t(ω).
Therefore, by Lemma 1
I(Y∗) = HM −Π0(HM) −
∫ T
0
gt(Z
∗
t)dt +
∫ T
0
Z∗tdWt,
which implies the result. ////
This theorem means that any option payoff −HL can be perfectly replicated by
a self-financing dynamic trading strategy of the security with initial capital
Π0(HM) −Π0(HM +HL).
This is an increasing and convex functionof−HL , which reflects a diversification
effect of risk. In Section 4, we study even more tractable models and see that
Conditions 1, 2 and 3 are satisfied under reasonable assumptions.
4 Markov markets
Here we verify Conditions 2 and 3 and characterize the hedging strategy in
termsof solutions of semi-linear PDEsunderMarkovmodels. Moreprecisely, in
addition to Condition 1, we suppose gt(z) = g(z, t), S = s(FT) and HM = hM(FT),
where g : R × [0,T]→ R, s : R→ R and hM : R→ R are Borel functions and F
is the solution of the SDE
dFt = µ(Ft, t)dt + σ(Ft, t)dWt,
where µ : R × [0,T]→ R and σ : R × [0,T]→ R+ are Lipschitz functions in the
following sense: there exists L > 0 such that
10
1. |µ(x, t)− µ(y, t)|+ |σ(x, t)− σ(y, t)| ≤ L|x − y| and
2. |µ(x, t)|+ |σ(x, t)| ≤ L(1 + |x|)
for all x, y ∈ R and t ∈ [0,T]. TheMarkov process F should be understood as an
economic factor. As in Section 3, the filtration {Ft} is supposed to be generated
by the standard Brownian motion W. Let p : R × [0,T] × R → R be a C2,1,0
solution of the PDE
∂tp(x, t, y)+ µ(x, t)∂xp(x, t, y)+
1
2
σ2(x, t)∂2xp(x, t, y) = g(−σ(x, t)∂xp(x, t, y), t) (9)
on R × (0,T) × R with p(x,T, y) = hM(x) − ys(x) for all (x, y) ∈ R2. Here its
existence is assumed. Then, it is well-known, and easy to check, that (Πy,Zy)
defined by
Π
y
t = p(Ft, t, y), Z
y
t = −σ(Ft, t)∂xp(Ft, t, y)
is a solution of the BSDE (5) with X = HM − yS for each y ∈ R. In the following
two subsections, we separately deal with the cases that the driver g is Lipschitz
and that g is a quadratic function, or equivalently that Π is an exponential
utility.
4.1 Lipschitz drivers
Theorem 2 LetDt = L2(Ω,Ft,P) for t ∈ [0,T] and assume
1. hM and s are in C
1(R) with s′ ≥ 0, s′(FT) ∈ DT,
2. µ, σ, and g are in C1,0(R × [0,T]) and ∂zg is bounded,
3. p is in C3,1,0(R × [0,T]×R) and satisfies (9),
4. h′
M
is of exponential growth and σ and µ are bounded, or h′
M
is of polynomial
growth,
and that either one of the following conditions holds,
a) infx∈R s′(x) > 0.
b) 1/σ is bounded and for all t ∈ [0,T), there exists M ∈ R such that
inf
x∈[M,∞)
s′(x) > 0
and the support of f + FT − Ft under P(·|Ft = f ) includes [M,∞) for any f in
the support of Ft.
c) 1/σ is bounded for all t ∈ [0,T), there exists M ∈ R such that
inf
x∈(−∞,M]
s′(x) > 0
and the support of f + FT − Ft under P(·|Ft = f ) includes (−∞,M] for any f in
the support of Ft.
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d) σ(x, t) = σ(t) is independent of x, µ is bounded, and for all t ∈ [0,T), there exists
an interval [a, b] such that b − a > 2(‖µ‖∞ + ‖∂xσ‖∞ + ‖∂zg‖∞)T,
inf
x∈[a,b]
s′(x) > 0,
and the support of f + FT − Ft under P(·|Ft = f ) includes [a, b] for any f in the
support of Ft.
Then, Conditions 2 and 3 hold with
Z(ω, t, y) = −σ(Ft(ω), t)∂xp(Ft(ω), t, y), Z−(ω, t, z) = inf{y ∈ R;Z(ω, t, y) ≥ z}.
In particular, for any HL ∈ DT,
−HL = p(F0, 0, 0)−Π∗0 + I(Y∗), Y∗t (ω) = Z−(ω, t,Z∗t),
where (Π∗,Z∗) is the unique solution of the BSDE
HL + hM(FT) = Π
∗
t +
∫ T
t
g(Z∗s, s)ds −
∫ T
t
Z∗sdWs. (10)
Remark 1 The conditions on F in the cases b)-d) are satisfied if the increments FT −Ft
have full support in R under every initial condition Ft = f .
Remark 2 Theorem 2 remains true if s′ is replaced with −s′ in the assumptions.
Proof : The unique existence of (Π∗,Z∗) follows from the fact that g is Lipschitz
as mentioned before. Condition 2 follows from the PDE (9) and the continuity
of ∂xp. To verify Condition 3, we are going to show
lim
y→±∞Z
y
t = ±∞. (11)
Let q(x, t, y) = −∂xp(x, t, y) and differentiate the PDE (9) to obtain,
∂tq(x, t, y)+ µ(x, t)∂xq(x, t, y)+
1
2
σ2(x, t)∂2xq(x, t, y)
= − (∂xµ(x, t)+ ∂zg(σ(x, t)q(x, t, y), t)∂xσ(x, t))q(x, t, y)
− (∂zg(σ(x, t)q(x, t, y), t)+ ∂xσ(x, t))σ(x, t)∂xq(x, t, y).
Applying Itoˆ’s formula to V
y
t = q(Ft, t, y)
(
= σ−1(Ft, t)Z
y
t
)
,
V
y
T
=V
y
t +
∫ T
t
−
[(
∂xµ(Fs, s) + ∂zg(Z
y
s , s)∂xσ(Fs, s)
)
V
y
s
+
(
∂zg(Z
y
s , s) + ∂xσ(Fs, s)
)
σ(Ft, t)Zˆ
y
s
]
ds −
∫ T
t
σ(Ft, t)Zˆ
y
sdWs
=V
y
t +
∫ T
t
−
(
∂xµ(Fs, s) + ∂zg(Z
y
s , s)∂xσ(Fs, s)
)
V
y
s ds −
∫ T
t
σ(Ft, t)Zˆ
y
sdW
Q
s ,
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where
Zˆ
y
t = −∂xq(Ft, t, y), WQt =Wt +
∫ t
0
(∂zg(Z
y
s , s) + ∂xσ(Fs, s))ds.
Define a probability measure Q (which depends on y) by
dQ
dP
= exp
{
−
∫ T
0
(∂zg(Z
y
s , s) + ∂xσ(Ft, t))dWt −
1
2
∫ T
0
(∂zg(Z
y
s , s) + ∂xσ(Ft, t))
2dt
}
.
Then
V
y
t =E
Q
[
exp
{∫ T
t
(∂xµ(Fs, s) + ∂zg(Z
y
s , s)∂xσ(Fs, s))ds
}
V
y
T
∣∣∣∣∣Ft
]
= − EQ
[
exp
{∫ T
t
(∂xµ(Fs, s) + ∂zg(Z
y
s , s)∂xσ(Fs, s))ds
}
h′M(FT)
∣∣∣∣∣Ft
]
+ yEQ
[
exp
{∫ T
t
(∂xµ(Fs, s) + ∂zg(Z
y
s , s)∂xσ(Fs, s))ds
}
s′(FT)
∣∣∣∣∣Ft
]
.
Note that Q depends on y. Under Q,
dFt = (µ(Ft, t) − ∂zg(σ(Ft, t)q(Ft, t, y), t)− ∂xσ(Ft, t))dt+ σ(Ft, t)dWQt
and in particular, F is Markov. Note that F under every Q has a different
distribution. Since ‖∂xµ‖∞ + ‖∂zg‖∞‖∂xσ‖∞ < ∞ and s′ ≥ 0, it is sufficient to
show
sup
y∈R
EQ
[
|h′M(FT)||Ft = f
]
< ∞ (12)
and
inf
y∈R
EQ
[
s′(FT)|Ft = f ] > 0. (13)
Let fix t ∈ [0,T) and f in the support of Ft. Define FQu and F¯Qu , u ≥ t by
dFQu = (µ(F
Q
u , u) − K)du + σ(FQu , u)dWQu , FQt = f ,
dF¯
Q
u = (µ(F¯
Q
u , u) + K)du + σ(F¯
Q
u , u)dW
Q
u , F¯
Q
t = f ,
where K = ‖∂zg‖∞ + ‖∂xσ‖∞. By Proposition 2.18 in Section 5 of [37] we have
FQu ≤ Fu ≤ F¯Qu for all u ∈ [t,T]. To check Equation (12) note that if h′M grows at
most exponentially and µ and σ are bounded, we have
sup
y∈R
EQ
[
|h′M(FT)||Ft = f
]
≤L sup
y∈R
EQ
[
exp(CF¯Q
T
)|F¯Qt = f
]
+ L sup
y∈R
EQ
[
exp(−CFQ
T
)|FQt = f
]
≤L˜ sup
y∈R
EQ
[
exp
{
C
∫ T
t
σ(F¯Qs , s)dWs −
C2
2
∫ T
t
σ2(F¯Qs , s)ds
}
|F¯Qt = f
]
+ L˜ sup
y∈R
EQ
[
exp
{
−C
∫ T
t
σ(FQs , s)dWs −
C2
2
∫ T
t
σ2(FQs , s)ds
}
|FQt = f
]
< ∞
13
for some constants L,C, L˜ > 0, where the last inequality holds by Novikov’s
criterion. A similar argument holds aswell for the case that h′
M
is of polynomial
growth without the boundedness of µ and σ, where we use that
EQ[|F¯Q
T
|m|F¯Qt = f ] < ∞, EQ[|FQT |m|FQt = f ] < ∞
for any m ∈ N. Note that the left hand sides do not depend on Q and so, also
not on y. To check (13), we consider the four cases in order.
Case a): In this case (13) is clear.
Case b): Suppose that s′(x) ≥ ǫ > 0 for all x ∈ [M,∞). Clearly, FQ under
every Q has the same distribution and the same holds for F¯Q. Hence,
EQ[s′(FT)|Ft = f ] ≥ EQ[s′(FT)1[M,∞)(FQT )|Ft = f ] ≥ ǫQ(FQT ≥M) > 0,
where the last strict inequality holds as FQ
T
has the same distribution under P′
given by
dP′
dQ
= exp
K
∫ T
t
dWQu
σ(FQu , u)
− K
2
2
∫ T
t
du
σ(FQu , u)
2

as FT under P(·|Ft = f ). The probability measure P′ is well-defined because of
the boundedness assumption on 1/σ. The rest follows from Theorem 1.
Case c): Is treated similarly to Case b).
Case d): Define Fˆ
Q
u , u ≥ t by
dFˆ
Q
u = µ(Fˆ
Q
u , u)du + σ(Fˆ
Q
u , u)dW
Q
u = µ(Fˆ
Q
u , u)du + σ(u)dW
Q
u , Fˆ
Q
t = f .
Clearly, FˆQ
T
under every Q has the same distribution as F under P(·|Ft = f ). As
σ does not depend on x,
‖FˆQ
T
− FT‖∞ = ‖FˆQT − FˆQt − (FT − Ft)‖∞ ≤ (K + ‖µ‖∞)(T − t).
Put
B =
{
x ∈ R;
∣∣∣∣∣x − a + b2
∣∣∣∣∣ < b − a2 − (K + ‖µ‖∞)T
}
.
Then,
EQ[s′(FT)|Ft = f ] ≥ EQ[s′(FT)1B(Ft + FˆQT − FˆQt )|Ft = f ]
≥ ǫQ( f + FˆQ
T
− FˆQt ∈ B) = ǫP( f + FT − Ft ∈ B|Ft = f ) > 0,
where the second inequality holds since necessarily f + FT − Ft ∈ [a, b] if
f + FˆQ
T
− FˆQt ∈ B. The rest follows from Theorem 1. ////
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4.2 Exponential utilities
Theorem 3 Let Dt = {X ∈ L0(Ω,Ft,P);E[exp{a|X|}] < ∞ for all a > 0}, µ(x, t) =
b(t), σ(x, t) = σ(t), and g(z, t) = β(t)z + γz2/2, where b ∈ L2([0,T]), β satisfies
E
[
exp
{
1
2
∫ T
0
β(t)2dt
}]
< ∞ and γ > 0. If s and hM are of linear growth and s is
strictly monotone on R, then Conditions 1, 2 and 3 hold.
Proof : Extending Example 2, we have
Πt(X) = − 1
γ
logEQ[exp{−γX}|Ft], dQ
dP
= exp
{∫ T
0
β(t)dWt − 1
2
∫ T
0
β(t)2dt
}
for X ∈ DT. In particular, Condition 1 holds and
Π
y
t = −
1
γ
logEQ[exp{−γ(hM(FT) − ys(FT))}|Ft]
with FT = σˆ0,TW
Q
T
+ B(T), where WQ is a standard Brownian motion under Q
and
B(t) =
∫ t
0
(b(s) + β(s))ds and σˆt,T =
√∫ T
t
σ2(s)ds.
By a straightforward computation, we see,
p(x, t, y)
= − 1
γ
log
∫
exp
−γ(hM(u) − ys(u)) − (u − x + B(t) − B(T))
2
2σˆ2
t,T
 du√
2πσˆ2
t,T
and so,
− ∂xp(x, t, y)γ exp(−γp(x, t, y))
=
∫
(u − x + B(t) − B(T))√
2πσˆ3
t,T
exp
−γ(hM(u) − ys(u)) − (u − x + B(t) − B(T))
2
2σˆ2
t,T
du.
Therefore Zy = −∂xp(Ft, t, y) is continuous in y and in particular, Condition 2
holds. Denote by (l, r) the interval s(R). Fix t ∈ [0,T) and define ϕ : [l, r] →
[−∞,∞] by
ϕ(v) =
s−1(v) − x + B(t) − B(T)
σˆ3
t,T
.
Further, define a measure µ on (l, r) by
µ(dv) = exp
−γhM(s−1(v)) −
(
s−1(v) − x + B(t) + B(T)
)2
2σˆ2
t,T
 s−1(dv).
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Then, by applying Lemma 2 in Appendix, we have limy→±∞ |∂xp(x, t, y)| = ∞,
which implies Condition 3. ////
The following proposition shows that the strict monotonicity of s is essential
for Condition 3 to hold under exponential utilities. This is in contrast to the
case of Lipschitz drivers.
Proposition 1 Let µ = 0, σ = 1, g(z, t) = γz2/2, hM = 0 and s(x) = (x − k)+, where
k ∈ R. Then, for any t ∈ [0,T),
lim
y→∞Z
y
t = ∞, limy→−∞Z
y
t = −
φ
(
k−Wt√
T−t
)
γ
√
T − tΦ
(
k−Wt√
T−t
) ,
whereφ andΦ are the standard normal density and distribution functions respectively.
Proof: Since
p(w, t, y) = − 1
γ
logE[exp(yγ(WT − k)+)|Wt = w],
we obtain
exp(−γp(w, t, y))
= exp
(
T − t
2
γ2y2 + γy(w − k)
) (
1 −Φ
(
k − w√
T − t
−
√
T − tγy
))
+ Φ
(
k − w√
T − t
)
and so,
Z
y
t = −
∂p
∂w
(Wt, t, y)
=
y exp
(
T−t
2 γ
2y2 + γy(Wt − k)
) (
1 −Φ
(
k−Wt√
T−t −
√
T − tγy
))
exp
(
T−t
2 γ
2y2 + γy(Wt − k)
) (
1 −Φ
(
k−Wt√
T−t −
√
T − tγy
))
+ Φ
(
k−Wt√
T−t
) .
Here we have used the identity
exp
(
T − t
2
γ2y2 + γy(w − k)
)
φ
(
k − w√
T − t
−
√
T − tγy
)
= φ
(
k − w√
T − t
)
.
Since Φ(−∞) = 0, we have limy→∞ Zyt = ∞. Since
lim
x→∞
x(1 −Φ(x))
φ(x)
= 1,
we have
lim
y→−∞Z
y
t = limy→−∞
yφ
(
k−Wt√
T−t
)
φ
(
k−Wt√
T−t
)
+
(
k−Wt√
T−t −
√
T − tγy
)
Φ
(
k−Wt√
T−t
) = − φ
(
k−Wt√
T−t
)
γ
√
T − tΦ
(
k−Wt√
T−t
) .
////
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5 Explicit computations for European options
Herewe consider the caseHL = hL(S)with aBorel function hL : R→ Runder the
Markov framework of the previous section. This corresponds to the situation
where the Large trader has to hedge an European option −hL(S) written on S.
Then, the solution (Π∗,Z∗) of the BSDE (10) is given by
Π∗t = v(Ft, t), Z
∗
t = −σ(Ft, t)∂xv(Ft, t),
where
∂tv(x, t)+ µ(x, t)∂xv(x, t)+
1
2
σ2(x, t)∂2xv(x, t) = g(−σ(x, t)∂xv(x, t), t),
v(x,T) = hM(x) + hL(s(x)).
Now, let us consider a specific model to discuss how our consideration of
market impacts affects hedging strategies. Let Ft = Wt, HM = aS with a ∈ R,
S = b + cWT with b ∈ R, c > 0 and g(z, t) = γz2/2 with γ ≥ 0. Then, when γ > 0,
Π
y
t = p(Wt, t, y) = −
1
γ
logE[exp
{−γ(a − y)(b + cWT)} |Wt]
= (a − y)(b + cWt) − T − t
2
γ(a − y)2c2.
This can be also seen from the fact that
p(x, t, y) = (a − y)(b + cx) − T − t
2
γ(a − y)2c2
solves
∂tp(x, t, y)+
1
2
∂2xp(x, t, y) =
γ
2
|∂xp(x, t, y)|2, p(x,T, y) = (a − y)(b + cx).
(This remains true when γ = 0 as well.) It is then easy to see that
Z
y
t = −(a − y)c, Z−(ω, t, z) = a +
z
c
and so, the hedging strategy for −hL(S) is
Y∗t = a −
1
c
∂xv(Wt, t),
where v is the solution of
∂tv(x, t)+
1
2
∂2xv(x, t) =
γ
2
|∂xv(x, t)|2, v(x,T) = a(b + cx) + hL(b + cx).
Note that this is a backward Kardar-Parisi-Zhang equation and the derivative
u = ∂xv solves a backward Burgers’ equation:
∂tu(x, t) +
1
2
∂2xu(x, t) = γu(x, t)∂xu(x, t), u(x,T) = ac + ch
′
L(b + cx). (14)
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We also have an integral representation; when γ > 0,
v(x, t) = − 1
γ
logE[exp
{−γ(a(b + cWT) + hL(b + cWT))} |Wt = x]
= − 1
γ
log
∫
exp
{−γ(ay + hL(y))} 1√
2πc2(T − t)
exp
{
− (y − b − cx)
2
2c2(T − t)
}
dy.
When γ = 0,
v(x, t) = a(b + cx) + E[hL(b + cWT)|Wt = x],
which corresponds to hedging under the Bachelier model.
There are some cases where we can be more explicit. It is known and easily
checked that if u is a solution of a Burgers’ equation, then uλ(x, t) = λu(λx, λ2t)
is also a solution of a Burgers’ equation. Moreover, some non-trivial explicit
solutions are available; for example,
u(x, t) = 1 − tanh(γx + γ2t + δ)
with δ ∈ R and 1 − tanh(γx + γ2T + δ) being the terminal condition.
Suppose γ > 0, a = 0 and the Large trader has to hedge a huge amount of
put options (K ∈ R, λ >> 1)
2λ(K − S)+ ≈ λ
(
K − S + 1
λγ
log cosh(−λγ(K − S))
)
=: −hL(S).
Since
h′L(s) = λ(1 − tanh(−λγ(K − s))),
the solution u of (14) is given by
u(x, t) = λc(1 − tanh(γλcx + γ2λ2c2t + δ)), (15)
where δ = λγ(b − K) − γ2λ2c2T. Hence, the hedging strategy is
Y∗t = −λ(1 − tanh(γλ(b + cWt − K) − γ2λ2c2(T − t))). (16)
It also follows that
v(x, t) =λ
{
b + cx − K − λγc2(T − t)
− 1
λγ
log cosh
(
λγ(b + cx − K) − λ2γ2c2(T − t)
)}
and so, by Theorem 1, the replication cost at time 0 is computed as
p(W0, 0, 0)− v(W0, 0)
= λ
{
K − S0 + λγc2T + 1
λγ
log cosh
(
−λγ(K − S0) − λ2γ2c2T
)}
≈ 2λ(K − S0 + λγc2T)+,
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where S0 = b + cW0. Here nonlinearity in λ is clearly seen.
On the other hand, when γ = 0, we are under the Bachelier model and so,
the hedging of put options is standard; putting St = E[S|Ft] = b + cWt,
E[2λ(K − S)+|Ft] = 2λ
(
(K − St)Φ
(
K − St
c
√
T − t
)
+ c
√
T − tφ
(
K − St
c
√
T − t
))
and so the hedging strategy is
Y∗t = −2λΦ
(
K − St
c
√
T − t
)
= −2λΦ
(
K − b − cWt
c
√
T − t
)
. (17)
Both of (16) and (17) are (−2λ, 0)-valued increasing functions of St. The striking
difference is in their dependence on T− t. While the strategy becomes flatter as
T− t increases under the Bachelier model (17), T− t is only a location parameter
and does not change the functional shape under (16). The function (15) is
interpreted as a shockwave propagated from the terminal condition h′
L
.
A Convergence of Esscher measures
Lemma 2 Let µ be a measure on R with∫
(1 + |x|)eyxµ(dx) < ∞
for all y ∈ R. Denote
l = inf supp(µ), r = sup supp(µ), −∞ ≤ l < r ≤ ∞.
Define the Esscher measure µy by
µy(dx) =
eyx
m(y)
µ(dx), m(y) =
∫
eyxµ(dx)
and let J be the set of the nondecreasing Borel functions ϕ : [l, r]→ [−∞,∞] with∫
(1 + |x|)|ϕ(x)|µy(dx) < ∞
for all y ∈ R.
1. For any ϕ ∈ J ,
y 7→
∫
ϕ(x)µy(dx)
is nondecreasing.
2. If l > −∞, then µy converges weakly to δl as y→ −∞.
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3. For any ϕ ∈ J with limx→l ϕ(x) = −∞,
lim
y→−∞
∫
ϕ(x)µy(dx) = −∞.
4. If r < ∞, then µy converges weakly to δr as y→∞.
5. For any ϕ ∈ J with limx→r ϕ(x) = ∞,
lim
y→∞
∫
ϕ(x)µy(dx) = ∞.
Here δl and δr are the delta measures of the points l and r respectively.
Proof: 1. Note that
d
dy
∫
ϕ(x)µy(dy)
=
1
m(y)
∫
ϕ(x)xeyxµ(dx) − 1
m(y)2
∫
ϕ(x)eyxµ(dy)
∫
xeyxµ(dx)
=
∫
ϕ(x)xµy(dx) −
∫
ϕ(x)µy(dx)
∫
xµy(dx).
The right hand side sequence is nonnegative by the FKG inequality, or just
because this is the covariance of comonotone randomvariables under the prob-
ability measure µy.
2. Denote
a(y, u) =
∫
(−∞,u]
eyxµ(dx), b(y, u) =
∫
(u,∞)
eyxµ(dx).
Then for any y < 0, u ∈ (l, r) and ǫ ∈ (0, u − l),
a(y, u)
b(y, u)
≥ a(y, u − ǫ)
b(y, u)
≥
∫
(−∞,u−ǫ] e
y(u−ǫ)µ(dx)∫
(u,∞) e
yuµ(dx)
= e−yǫ
µ((−∞, u − ǫ])
µ((u,∞)) .
It follows then that a(y, u)/b(y, u) → ∞ as y → −∞ for each u ∈ (l, r). This
implies the convergence of the distribution function
µy((−∞, u]) = a(y, u)
a(y, u) + b(y, u)
→ 1 (18)
as y → −∞ for each u ∈ (l, r). Now, assume l > −∞. Then, µy((−∞, u]) = 0 for
all u < l and so, µy → δl weakly.
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3. Let ϕ ∈ J with limx→l ϕ(x) = −∞. Then for any n ∈ N, there exists δ > 0
such that for all x < l + δ, ϕ(x) < −n. Therefore,∫
ϕ(x)µy(dy) ≤ −nµy((−∞, l+ δ]) +
∫
ϕ+(x)µy(dy),
where ϕ+ is the positive part of ϕ. Since ϕ+ ∈ J , the second term is nonde-
creasing in y as we have already seen. Together with (18), it implies
lim sup
y→−∞
∫
ϕ(x)µy(dy) ≤ −n +
∫
ϕ+(x)µ0(dy).
Since n can be arbitrary we conclude.
The proofs for 4 and 5 are similar to those for 2 and 3 respectively. ////
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