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Abstract: We present the theory of quasiparticle transport in perturbatively small inhomogeneous mag-
netic fields across the ballistic-to-hydrodynamic crossover. In the hydrodynamic limit, the
resistivity ρ generically grows proportionally to the rate of momentum-conserving electron-
electron collisions at large enough temperatures T . In particular, the resulting flow of elec-
trons provides a simple scenario where viscous effects suppress conductance below the bal-
listic value. This new mechanism for ρ ∝ T 2 resistivity in a Fermi liquid may describe low
T transport in single-band SrTiO3.
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Introduction1
In a translation invariant metal, the electrical resistivity ρ = 0 at finite density: adding some conserved
momentum to the metal, we generate electric current that cannot decay. But in a typical metal, ρ > 0
because momentum is not conserved; ρ then depends on how momentum relaxes. Surprisingly,
ρ ∝ 1
`ee(T )
, (1)
is found experimentally in many correlated electron metals, including Fermi [1, 2] and non-Fermi [3, 4]
liquids; here `ee is the mean free path for electron-electron collisions, and T is temperature. In a Fermi
liquid, `ee ∼ T−2. There are two common mechanisms for (1): (i) Metals with large Fermi surfaces, where
the Fermi wavelength of quasiparticles is comparable to the interatomic spacing, often have umklapp:
momentum-relaxing electron-electron collisions [5]. (ii) Baber found (1) in multi-band Fermi liquids
where current is carried by a light band, while a heavy band relaxes momentum efficiently [6]. In many
metals including some transition metals and their oxides, heavy fermion metals, and organic charge
transfer salts, (i) or (ii) are consistent with experiment [2].
Recently, a curious observation of ρ ∝ T 2 was reported in SrTiO3 [7, 8], at electronic carrier densities
of n ≈ 1017 cm−3. A second band appears in SrTiO3 when n & 1018 cm−3; umklapp is allowed when
n & 1020 cm−3 [7]. We conclude that neither umklapp or Baber scattering can explain the resistivity of
low density SrTiO3: perhaps other routes to (1) exist.
The simplest transport theory is the Drude model, where ρ is proportional to the rate at which a
single electron changes its direction of motion. Umklapp and Baber scattering can both be accounted
for in this framework. However, this approach is inadequate if momentum-conserving electron-electron
interactions are strong enough that the electrons flow collectively as a fluid [9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21]; see [22] for a review. Experiments have found evidence of this hydrodynamic flow in
some correlated metals [23, 24, 25, 26, 27]. However, a key prediction of hydrodynamics is that in a simple
Fermi liquid, ρ ∝ η, the shear viscosity, and η ∝ T−2 (up to logarithms [28]). The scaling ρ ∝ T−2 is
not clearly seen in bulk resistivity measurements, however; evidence is strongest in flows through narrow
constrictions [29], and has also been found in magnetoresistance [16, 30].
In this letter, we provide a simple hydrodynamic route to (1). Under rather general circumstances,
(1) occurs when a viscous fluid flows through inhomogeneous magnetic fields. We show this first using
the Navier-Stokes equations, and then by solving the Boltzmann equation. The latter approach allows us
to further quantify the strength of hydrodynamic effects even when electron-electron scattering is weak.
As many correlated metals, including heavy fermions [31, 32], iron-based superconductors [33], cuprates
[34, 35, 36] and SrTiO3 [37, 38, 39] have magnetic disorder, our theory provides a simple way to reconcile
(1) with hydrodynamics in unconventional metals – including single-band SrTiO3 at low density.
Viscous Transport2
We begin by computing the electrical resistivity of a metal in which electrons flow as a classical fluid,
described by the linearized Navier-Stokes equations:
0 = ∂i(nvi) (2a)
2
−enBijvj = −en(Ei − ∂iµ)− η∂j∂jvi. (2b)
Bij = ijkBk represents the magnetic field, with ijk the Levi-Civita tensor. In order to compute the
resistivity Ei = ρijJ
avg
j , we must compute the spatially averaged charge current J
avg
j = −en
∫
d2x vj in an
infinitesimally small electric field Ei. We have not kept track of nonlinear terms (2); they contribute only
to the nonlinear conductivity. Hydrodynamics is valid when the rate of momentum-conserving electron-
electron collisions, γ ∼ T 2/EF, is faster than other scattering rates (such as electron-impurity/phonon);
here EF is the Fermi energy. This theory is naturally applicable to low density, low EF metals such as
SrTiO3 or graphene [24, 25, 29].
Now, let us assume that the magnetic field Bij(x) is small, and that there is no uniform background:∫
ddx Bij = 0. We look for a solution to (2) perturbatively in the strength of the magnetic field,
which we denote δ. Letting vi(k) ≡
∫
ddx e−ik·xvi(x), etc., we look for a solution to (2) of the form
v = v0 + v1(x) + · · · , µ = µ1(x) + · · · , with v0 ∼ δ−2, v1 ∼ δ−1, . . . [11, 12, 15]. Most of the current arises
at O(δ−2), and is spatially homogeneous; it is driven by the near-conservation of momentum. Accordingly,
we anticipate that ρ ∝ δ2. At O(δ−1), (2) gives
v1i(k) = − en
ηk2
(
δil − kikl
k2
)
Blj(k)v0j . (3)
Here δij is the Kronecker delta function. Averaging (2b) over space at O(δ
0), we obtain
Ei =
1
(2pi)2
∫
d2k Bij(−k)v1j(k). (4)
Since Ji ≈ −env0i, the resistivity is
ρij =
1
η
∫
ddk
(2pi)d
Bik(−k)
(
δkl
k2
− kkkl
k4
)
Blj(k). (5)
As η ∝ `ee, we find (1).
Do Interactions Increase or Decrease the Resistivity?3
We have found a simple hydrodynamic mechanism for ρ ∝ 1/`ee. Yet previous works [9, 10, 17, 18, 19]
found that viscous flows lead to ρ ∝ `ee. Generalizing [21], we now explain this difference.
Consider trying to push an electric current through an inhomogeneous landscape where n varies from
point to point. In the absence of inhomogeneity, a current can flow without dissipation via a uniform
velocity field v0i, and the system is globally in thermal equilibrium (at finite momentum density). Due
to the inhomogeneity in n, vi cannot be uniform: the charge current is Ji = −envi, and its conservation
requires ∂iJi = 0. By simply modifying the velocity to v0i + v1i(x), we recover conservation of charge,
while maintaining local thermal equilibrium. ρ is proportional to the rate of momentum loss, Dk2∗ (here
k∗ is the typical wave number of the disorder, and D ∝ η is the momentum diffusion constant). Thus we
find ρ ∝ `ee.
In contrast, as we push a uniform velocity through an inhomogeneous magnetic field, local stress
T extij is created. T
ext
ij must be balanced by internal fluid stress. By changing the local density, we
can maintain local thermal equilibrium while creating pressure gradients to cancel longitudinal external
stresses. However, pressure gradients do not cancel the external shear stress. These shear stresses are
only cancelled by velocity gradients, whose magnitudes scale inversely to the viscosity: ∂v ∼ T extxy /η.
The amplitude of perturbations to the uniform velocity, v1i, is enhanced by a factor 1/`eek∗. Since the
3
dissipative resistivity is proportional to the amplitude of the perturbation squared, we conclude that
ρ ∝ (Dk2∗)/(`eek∗)2. Using D ∝ η ∝ `ee, we again obtain (1).
The key difference between potential and magnetic disorder is that the magnetic disorder creates flux of
conserved quantities that cannot be compensated by changes in the local equilibrium parameters: chemical
potential µ and velocity vi. The necessary flow of the conserved shear momentum must be generated
diffusively, by a velocity gradient. More generally, disorder that couples to diffusive hydrodynamic modes
typically leads to ρ ∝ 1/`ee; indeed, diffusion signals the impossibility of transport in ideal hydrodynamics.
In contrast, disorder that couples to ballistic (sound) modes typically leads to ρ ∝ `ee; in this case, relevant
conserved quantities can be transported while maintaining local equilibrium. A formal derivation of these
statements, and their generalizations to more exotic hydrodynamic models, are presented in Appendix A.
Boltzmann Transport4
Next, we show that under rather general circumstances, explicit microscopic models exhibit the above vis-
cous flows through inhomogeneous magnetic fields. We consider a theory of weakly interacting fermionic
quasiparticles of dispersion relation (p), in general spatial dimension d. For simplicity, we neglect
electron-phonon coupling and assume that the chemical potential µ can be chosen such that (i) umklapp
is negligible, and (ii) µ  kBT , so that thermal fluctuations about the Fermi surface are negligible.
Henceforth, we will take ~ = kB = 1 for simplicity. On long length scales compared to the Fermi wave-
length λF, the dynamics of these quasiparticles is well described by (quantum) kinetic theory [40]. One
can then use the (semi)classical Boltzmann equation to compute the resistivity, following [21]. Just as in
hydrodynamics, it suffices to solve linearized equations to compute linear response properties such as ρij .
Denoting the distribution function of kinetic theory as f(x,p), we write
f(x,p) ≈ feq(x,p)− ∂feq
∂
Φ(x,p). (6)
with Φ infinitesimally small, and
feq(x,p) ≈ 1
1 + e((p)−µ)/T
. (7)
It is useful to write the p-dependence of Φ in Dirac bra-ket notation:
|Φ(x)〉 =
∫
ddp Φ(x,p)|p〉. (8)
The time-independent linearized Boltzmann equation is
L|Φ〉+ W|Φ〉 = Ei|Ji〉, (9)
with |Ji〉 = −e ∫ ∂∂pi |p〉 denoting the electric current,
L =
∂
∂pi
· ∂
∂xi
− e ∂
∂pi
Bij
∂
∂pj
(10)
denoting the single particle streaming operator, and W denoting a linearized collision operator, encoding
the effects of momentum-conserving electron-electron collisions. W is symmetric and positive semidefinite,
and has null vectors associated with conservation of charge (Φ = 1) and momentum (Φ = pi). We define
the inner product
〈gα|gβ〉 ≡
∫
ddp
(2pi)d
(
−∂feq
∂
)
gα(p)gβ(p). (11)
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This kinetic limit justifies neglecting the coupling of random magnetic fields to spin. These effects
contribute to (9), and hence (13), at subleading order in ~.
Following [21], we generalize the derivation of (5) to perturbatively solve (9), assuming that Bij is
perturbatively small and has zero average. Details are given in Appendix B. We find
ρij =
1
e2n2
∫
ddk
(2pi)d
Bim(−k)Bjn(k)Amn(k), (12)
where n is the electron number density and
Amn(k) = 〈Jm|(W + L(k))−1|Jn〉. (13)
with L(k)|Φ〉 ≡ ∫ ddp iki ∂∂piΦ(p)|p〉. (12) also follows from the memory function formalism [41, 42, 43].
In order to explicitly evaluate (12), we need to know Bij(k) and Aij(k). We will first describe Bij ,
and then turn to Aij . For a two dimensional Fermi liquid, a simple source of disorder is a density of
nimp magnetic dipoles of strength m per unit area, oriented normal to and placed a distance ξ above the
electronic plane. We assume that their locations above the electron liquid are random. Averaging over
the dipole positions, we show in Appendix C that
〈Bij(−k)Bkl(k)〉 = nimp
(µ0m
2
)2
e−2kξk2ijkl (14)
where k = |k|, and ij is the two-dimensional Levi-Civita tensor. Schematically, we observe that ρij will
be dominated by the value of Aij when k ∼ 1/ξ.
Circular Fermi Surfaces5
We now turn to the computation of Aij . A solvable model where we can analytically compute Aij is a two
dimensional Fermi liquid with a circular Fermi surface of Fermi velocity vF [17]. In the zero temperature
limit, the Fermi function feq becomes a step function: feq ≈ Θ(µ − ). In (6), Φ is then multiplied by a
delta function which enforces |p| = pF. Letting θ denote an angle on this circle (tan θ = py/px), we write
Φ =
∑
n∈Z
an(x)e
inθ, or |Φ〉 =
∑
n∈Z
an(x)|n〉. (15)
Using (11), we find 〈m|n〉 = νδmn, where ν is the density of states at the Fermi surface and δmn is the
Kronecker delta. Using that L(k) = ikxvF cos θ + ikyvF sin θ, we explicitly compute the coefficients of the
streaming matrix:
L|n〉 = vF
2
(ikx − ky)|n+ 1〉+ vF
2
(ikx + ky)|n− 1〉. (16)
Assuming electron-electron interactions are rotationally symmetric, the collision operator is W|n〉 = γn|n〉.
Charge and momentum conservation enforce γ−1 = γ0 = γ1 = 0.
For certain choices of γn for |n| ≥ 2, we can analytically compute (12). An explicit example corresponds
to the “relaxation time” approximation [44]:
γn =
vF
`ee
, (|n| > 1) (17)
where `ee is the mean free path of momentum-conserving collisions. While it is unlikely that the collision
integral takes this form in a 2d Fermi liquid [45, 46], this model correctly reproduces both ballistic and
hydrodynamic limits. Aij has already been computed in this model [17, 18, 21]; the result is
Aij(k) = e2vFν 1 +
√
1 + k2`2ee
k2`ee
(
δij − kikj
k2
)
. (18)
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Figure 1: (a) Resistivity in the two Fermi surface model with magnetic disorder; (b) in the model
(20) with magnetic disorder; (c) in the two Fermi surface model with potential disorder; (d) in the
model (20) with potential disorder. Data in (c,d) is taken from [21]. Resistivities are normalized
by ρres, the ballistic residual resistivity at `ee =∞. (18) leads to the blue (vF,1/vF,2 = 1) curve
in panels (a,b). We observe how whether electron-electron interactions enhance or suppress
transport beyond the ballistic limit is sensitive to the particular hydrodynamic limit and the
nature of disorder.
To derive this result, one uses the fact that |Jx〉 ± i|Jy〉 = −evF| ± 1〉. Combining (12), (14) and (18), we
obtain ρ; the result is shown in Figure 1.
Let us unpack (18). In the ballistic limit `ee  ξ, Aij ∝ 1/k is essentially independent of `ee, as is
the resistivity ρ. In this limit ρ is the zero temperature residual resistivity: transport is dominated by
single-particle motion through the random magnetic fields. The opposite limit `ee  ξ is characterized
by hydrodynamics, and so we should recover (5). We immediately observe that Aij ∝ 1/`ee, consistent
with (5). More quantitatively, in the model (17), one finds the shear viscosity [18, 21]
η =
n2`ee
2νvF
. (19)
Combining (12), (18) and (19), we indeed recover (5). Our microscopic model also allows us to quan-
titatively characterize the breakdown of hydrodynamic transport when `ee ∼ ξ. Figure 1 demonstrates
that even when `ee = 2ξ, hydrodynamic effects can already double the resistivity above its residual value.
Hydrodynamic effects are observable even when the condition `ee  ξ fails.
The kinetic approach also allows us to study Fermi liquids with more complicated Fermi surfaces.
In a Fermi liquid with two small Fermi surfaces of Fermi velocities vF,1 and vF,2, the quasiparticle den-
sity on each pocket are both approximately conserved [20, 21]. With this extra conservation law, the
Navier-Stokes equations (2) are not applicable [21], and a more complicated (approximate) hydrodynam-
ics emerges. Following our heuristic discussion about when ρ ∝ `ee vs. ρ ∝ 1/`ee, we expect that (1)
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continues to hold in the hydrodynamic limit, because shear momentum is still diffusive. An explicit
numerical computation in a toy model of this two-pocket Fermi liquid confirms these expectations: see
Figure 1. Details of this toy model, which generalizes the single pocket model described explicitly above,
are provided in Appendix D. We briefly note that for generic vF,1/vF,2, potential disorder also couples to
a diffusive mode [21], and also leads to (1). This effect is also shown in Figure 1.
A final solvable model has [21]
γn =
vF
`ee
×
{
b |n| = 2
1 |n| > 2 . (20)
We will generally take 0 < b < 1, so that quadrupolar deformations of the Fermi surface are long-lived
excitations. We find that (18) generalizes to
AJJ(k) = ν
vF
2b− 1 +√1 + k2`2ee
k2`ee
. (21)
Figure 1 again shows ρ as a function of b and `ee in this model. The case b = 0 is most interesting:
here we observe that potential disorder leads to ρ ∝ 1/`ee while magnetic disorder leads to ρ ∝ `ee.
This unintuitive behavior is opposite of (17). To explain how this behavior follows from the conservation
of quadrupolar deformations of the Fermi surface, we compute the hydrodynamic normal modes of this
model in Appendix E. What we find is that the hydrodynamics of this model is rather different from (2).
For wave number k = kxˆ, we observe two ballistically propagating modes: one coupling deformations of
the Fermi surface of py and dxy types, and another coupling s, px and dx2−y2 types. The lone diffusive
mode now corresponds to out-of-phase s and dx2−y2 deformations. Because current/momentum couple
only to ballistic modes, magnetic disorder leads to ρ ∝ `ee; as density now couples to a diffusive mode,
we find ρ ∝ 1/`ee with potential disorder.
In typical Fermi liquids, transverse momentum is a diffusive quantity: quadrupolar fluctuations of the
Fermi surface are not typically conserved. As we detail in Appendix A, this implies that the interplay
of viscous hydrodynamic and magnetic disorder will typically lead to (1), providing another route to T 2
resistivity in Fermi liquids.
Application to SrTiO36
In this letter we have shown that (1) can result from the interplay of electron-electron interactions and the
magnetic impurities. We now argue why this theory may explain the puzzling resistivity of low density
SrTiO3. (i) Magnetic disorder in SrTiO3 is well-established [37, 38, 39]. (ii) Letting ρ ≈ ρ0 + AT 2, [7]
found that A is insensitive to the emergence of a second band of carriers at n ∼ 1018 cm−3, as is our toy
model of a multi-band metal in Figure 1a. (iii) The residual resistivity ρ0 appears unrelated to A [7, 8]. In
the weak disorder limit, contributions to ρ(T ) from magnetic vs. potential disorder add via Matthiesen’s
rule. Potential disorder affects ρ most strongly at low temperatures: see Figure 1c. We speculate that
ρT→0 is dominated by potential disorder, while A is dominated by magnetic disorder. We predict that
changing the density and/or strength of magnetic/potential impurities would most strongly affect the
measured coefficients of T 2/T 0 in ρ(T ), respectively. (iv) A has been found to be an unconventional
function of carrier density n [8, 7]. Using (5) and (19), our hydrodynamic mechanism for T 2 resistivity
suggests that A ∝ nimpν/n2EF. We propose that correlations between the amount of oxygen depletion,
magnetic inhomogeneity and n are responsible for the unconventional A(n) observed in SrTiO3.
The resistivity of SrTiO3 can also be measured to temperature T & TF, where thermal diffusion will
also become important. A microscopic computation of the kinetic coefficients of SrTiO3 could determine
the quantitative impact of this additional mode on ρ(T ).
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When Interactions Increase or Decrease the ResistivityA
In this appendix, we use the kinetic formalism described in the main text to make the intuitive argument
for when ρ ∝ `ee vs. ρ ∝ 1/`ee in the hydrodynamic regime rigorous. We decompose the set of all |Φ(p)〉
into three groups such that
W =
 0 0 00 0 0
0 0 W0
 , (22a)
L(k) =
 L1 0 −L†20 0 −L†3
L2 L3 L4
 , (22b)
with L1 invertible. The first row (I) of |Φ〉 contains conserved quantities which mix among themselves
under streaming (analogous to sound waves), the second row (II) of |Φ〉 contains conserved quantities
which only couple via streaming to non-conserved modes (purely diffusive hydrodynamic modes), and the
third row (III) of |Φ〉 corresponds to non-conserved modes. In the hydrodynamic limit k`ee  1, using
the scalings L ∼ k and W0 ∼ `−1ee , along with block matrix inversion identities, we find that for any vector
|Φ〉 which is entirely even or entirely odd under time reversal,
〈Φ|(W + L)−1|Φ〉 . 〈Φ|
 `ee k−1 k−1k−1 `−1ee k−2 k−1
k−1 k−1 `ee
 |Φ〉. (23)
Aij ∼ `−1ee k−2 if and only if |Ji〉 has non-vanishing weight in block row II. In more physical terms, the
current must have some overlap with a diffusive hydrodynamic mode, such as shear momentum.
The inequality in (23) – at least for the block diagonal elements – appears to be qualitatively saturated
in all toy models that have been studied to date. An informal (but still rather technical) proof that this
saturation is generic (and will be challenging to violate in non-pathological models) is as follows.
First, let us consider the top left block of (23), which we denote as
(W + L)−1I,I =
(
L1 + L
†
2(W0 + L4)
−1L2
)−1 ≈ (L1 + L†2W−10 L2)−1 . (24)
The approximate equality above is exact up to subleading corrections (componentwise) in k`ee. Because
L1 is the projection of the Fourier transform of an antisymmetric matrix –
∂
∂pi
∂
∂xi
projected onto conserved
modes – its eigenvalues will come in pairs ±iλ(k). So let us consider a basis for block row I where
L1 = i
 λ1σ
x 0 0
0 λ2σ
x · · ·
0
...
. . .
 . (25)
As L1 is odd under time reversal, one of the basis vectors in each of the block rows above is odd under
time reversal, and the other is even. Because L†2W
−1
0 L2 is symmetric and positive-definite, if there is
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any vector |ΦI〉 obeying 〈ΦI|L†2W−10 L2|ΦI〉 = 0, then 〈ΦI|L†2W−10 L2|ΨI〉 = 0 for any vector |ΨI〉 in the row
I subspace. This identity implies that each eigenvector of L1 obeys either (i) 〈ΦI|L†2W−10 L2|ΦI〉 > 0 or
(ii) 〈ΦI|(L1 + L†2W−10 L2)−1|ΦI〉 = 〈ΦI|L−11 |ΦI〉. If |ΦI〉 transforms with definite sign under time reversal,
〈ΦI|L−11 |ΦI〉 = 0. In general, we do not expect modes with exactly vanishing spectral weight to exist,
barring exact identities such as Ward identities (see (35) below) that demand it. We conclude that under
generic circumstances, 〈ΦI|L†2W−10 L2|ΦI〉 > 0. As L1 ∼ k and L†2W−10 L2 ∼ k2, in the limit k → 0 we
estimate that for any |ΦI〉 transforming with definite sign under time reversal,
〈ΦI|
(
L1 + L
†
2W
−1
0 L2
)−1 |ΦI〉 ∼ ( 1 0 )( `eek2 ikik `eek2
)(
1
0
)
∼ `ee. (26)
The remaining two blocks are much simpler. Analogously to (24), we find
(W + L)−1II,II ≈
(
L†3W
−1
0 L3
)−1
. (27)
The assumption that there are no non-dynamical spatial inhomogeneities in kinetic theory implies, as
before, that L†3W
−1
0 L3 is non-singular. Using the scalings above, we arrive at (W + L)
−1
II,II ∼ `−1ee k−2.
Finally, in block III, L is negligible in the k → 0 limit: (W + L)−1III,III ≈W−10 ∼ `ee.
The scalings derived above of (W+L)−1I,I and (W+L)
−1
II,II are consistent with the hydrodynamic spectral
weights associated with conserved quantities that either propagate ballistically or diffusively, respectively
[47, 48]; see also [21]. This explains our argument in the main text that we can check whether ρ ∝ `ee
or ρ ∝ 1/`ee in the hydrodynamic limit by checking whether the impurities couple to sound waves or
diffusion, respectively.
Returning to the focus of this paper on magnetic disorder, it remains to understand whether the
current operator is generically contained within blocks I, II, and/or III. The key observation is that at
finite density, the current |Ji〉 always overlaps with momentum |Pi〉: for a precise statement, see (32a)
below. Transverse momentum |Pi〉, obeying ki|Pi〉 = 0, often only couples to non-conserved modes, and
is therefore in block II.
In some model Fermi liquids, it may be possible to explicitly prove that transverse momentum is
diffusive (in block II) using group theory. As an example, suppose that all inversion-even conserved
quantities |ρ〉 transform in the trivial representation 1 of the point group G of the crystal, while |Pi〉 and
|Ji〉 transform in represetation V. Note that (p), feq and the inner product (11) are invariant under the
action of G on p, so the overlap of |Ji〉 and |Pi〉 implies they transform in the same representation (see
Section 7.1 of [49]). The same orthogonality theorems also imply that V ⊗V = 1 ⊕ · · · contain exactly
one copy of the trivial representation 1, and that
〈ρ|L(ki)|Pj〉 ∼ δij , (28)
and inversion symmetry demands that L(ki)|Pj〉 has no overlap with any inversion odd basis vectors. We
conclude that the streaming terms L couple transverse momenta only to non-conserved inversion-even
modes. Conservation of transverse momentum, together with (23), implies (1).
In the model (20) with b = 0, the conserved | ± 2〉 modes are inversion even, and so the paragraph
above does not apply. However, the group theoretical arguments above suffice to show that the interplay
of magnetic disorder and hydrodynamic effects lead to (1) in many anisotropic electron fluids.
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Resistivity from the Boltzmann EquationB
In this appendix, we derive (12) and (13), following [21]. The logic follows the hydrodynamic derivation
of (5). We begin by noting that when Bij = 0 and Ei = 0, an exact time-independent solution to (9) is
|Φ〉 = αi|Pi〉, (29)
where |Pi〉 =
∫
ddp pi|p〉, for any α. Our goal is now to show that when Ei 6= 0 and Bij 6= 0, then we can
perturbatively construct a solution to (9), analogous to the Navier-Stokes equations, starting from (29).
We write
|Φ〉 = αi|Pi〉+ |Φ1(x)〉+ · · · (30)
with αi ∼ δ−2, |Φ1〉 ∼ δ−1, etc. The Fourier transform of (9) at O(δ−1) reads
(W + L(k))|Φ1(k)〉 = e ∂
∂pi
Bij(k)αj |n〉 = −αjBij(k)|Ji〉. (31)
where |n〉 = ∫ ddp |p〉 corresponds to the vector associated with density fluctuations in the distribution
function. At O(δ0), we spatially integrate (9), sandwiched with the bra 〈Pk|, to fix αi. Using the identities
〈Ji|Pj〉 = −e
∫
ddp
(2pi~)d
(
−∂feq
∂
∂
∂pi
)
pj = −e
∫
ddp
(2pi~)d
feq
∂pj
∂pi
= −enδij , (32a)〈
Pk
∣∣∣∣ ∂∂piBij(k) ∂∂pj
∣∣∣∣Φ〉 = ∫ ddp(2pi~)d feq ∂∂pi
(
Bij(k)pk
∂Φ
∂pj
)
=
∫
ddp
(2pi~)d
feqBkj(k)
∂Φ2
∂pj
=
∫
ddp
(2pi~)d
(
−∂feq
∂
)
∂
∂pj
Bkj(k)Φ2 = −1
e
〈Jj |Bjk(k)|Φ〉, (32b)
we find
〈Pk|Ei|Ji〉 = −enEk =
∫
ddk
(2pi)d
Bij(−k)〈Jj |Φ1(k)〉 = αk
∫
ddk
(2pi)d
Bij(−k)Bkl(k)Ajl(k). (33)
The spatially averaged current is – by definition – given by Javgi = 〈Ji|Φ〉. To leading order,
Javgi = αk〈Ji|Pk〉 = −enαi. (34)
Combining (33) and (34), we obtain (13).
Using the Ward identity
kiAij(k) = kjAij(k) = 0, (35)
we obtain the result predicted by the memory matrix formalism [41, 42, 43]:
ρij =
1
e2n2
∫
ddk
(2pi)d
kikjak(−k)al(k)Akl(k), (36)
Magnetic Fields from Random Magnetic DipolesC
In this appendix we explicitly derive (14). For a magnetic dipole of strength mzˆ located a distance ξ
above a two dimensional plane at the point (x, y, z) = (0, 0, ξ), the magnetic vector potential lies entirely
within the xy plane. Tthe x and y components of this vector potential are given by
Ai =
µ0m
4pi
−ijxj
(r2 + ξ2)3/2
= −µ0m
4pi
ij
∂
∂xj
1√
r2 + ξ2
. (37)
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Our first goal is to Fourier transform Ai in the xy plane. It is easier to “guess” the transform Ai(k) and
check that the Fourier transform of Ai(k) is (37). Our “guess” for the Fourier transform is
Ai(k) = −iµ0m
2
ij
kj
k
e−kξ, (38)
where we have denoted k = |k|. The Fourier transform of Ai(k) can be analytically computed:
Ai(x) =
∫
d2k
(2pi)2
(
−iµ0m
2
ij
kj
k
e−kξ
)
eik·x = − ∂
∂xj
ij
∫
d2k
(2pi)2
µ0m
2
e−kξ
k
= − ∂
∂xj
ij
µ0m
4pi
2pi∫
0
dθ
2pi
∞∫
0
dkeikr cos θ−kξ = − ∂
∂xj
ij
µ0m
4pi
2pi∫
0
dθ
2pi
1
ξ − ir cos θ . (39)
This final integral can be done via contour integration, and one indeed recovers (37). In two dimensions,
the Fourier transform of the magnetic field Bij = ikiAj − ikjAi ≡ Bij , where
B = iijkiAj =
µ0m
2
ke−kξ. (40)
If, instead of being located above the origin, the magnetic dipole is located at the point (x, y, ξ), then
we simplify multiply Ai(k) by a factor of e
i(kxx+kyy). If we have multiple magnetic dipoles located at
points ra, then
Ai(k) = i
µ0m
2
ij
kj
k
e−kξ
∑
a
eik·ra . (41)
So before disorder averaging, the magnetic fields in (12) take the form
Bij(−k)Bkl(k) = ijkl
(µ0m
2
)2
k2e−2kξ
∑
a,b
eik·(ra−rb). (42)
Disorder averaging corresponds to spatially averaging over all possible positions of ra for each a:
〈F 〉dis =
∫ (∏
a
d2ra
V
)
F. (43)
where V is the volume of the sample. The only non-vanishing terms in 〈Bij(−k)Bkl(k)〉dis correspond to
a = b. If there are Nimp = nimpV total impurities in the volume V , we conclude that
〈Bij(−k)Bkl(k)〉dis = ijkl
(µ0m
2
)2
k2e−2kξ × Nimp
V
(44)
which is equivalent to (14).
A Model of Two Fermi SurfacesD
We review the model of two Fermi surfaces described in [21]. For simplicity, we assume that the density
of states of each Fermi surface is the same, ν. We also assume that each band has a quadratic dispersion
relation with the same mass m, so that the current and momentum of each band separately are propor-
tional to each other. If there are two circular Fermi surfaces, then we may generalize the logic of the main
text to replace (15) with
|Φ〉 =
2∑
A=1
∑
n∈Z
anA|nA〉. (45)
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in the low temperature limit. The index A = 1, 2 denotes which one of the two Fermi surfaces carries a
fluctuation. The streaming matrix is
L|nA〉 = vF
2
(ikx − ky)|(n+ 1)A〉+ vF
2
(ikx + ky)|(n− 1)A〉, (46)
and the collision matrix is
W =
vF2
ν`ee
 ∑
A,|j|≥2
|jA〉〈jA|+
∑
j=±1
(vF2|j1〉 − vF1|j2〉)(vF2〈j1| − vF1〈j2|)
v2F1 + v
2
F2
 (47)
The factor of ν is required due to the non-trivial inner product (11).
In this model, the total momentum is simply given by the momentum carried in each band. With the
dispersion relation described above, we find that the total momentum and current are proportional, and
given by [21]
|Jx〉 ± i|Jy〉 ≡ |J±〉 = −evF,1| ± 1, 1〉 − evF,2| ± 1, 2〉. (48)
The techniques to compute 〈Ji|(W + L)−1|Jj〉 are detailed in [17, 18, 21]. They amount to a more souped
up version of the following argument, which is sufficient to understand the hydrodynamic limit. Consider
the block matrix inversion identity
(
vT 0
)( A B
C D
)−1(
w
0
)
= vT
(
A− BD−1C)−1w. (49)
We arrange the infinite dimensional vector space spanned by |nA〉 such that the modes |jA〉 with |j| ≤ 1
are in the top block, and modes with |j| > 1 are in the bottom block. Using (46) and (47), we see that to
leading order as k → 0, the inverse of W + L in the bottom block is simply W−1: accounting for L leads
to subleading corrections in k. Inverting the remaining 6 × 6 matrix and keeping only the leading order
terms as k → 0, we obtain
Aij(k) =
2e2vF,2
(
v2F,1 + v
2
F,2
)2
`ee
(
v4F,1 + v
4
F,2
)
k2
(
δij − kikj
k2
)
, (50)
which has the expected k−2 dependence arising from transverse momentum diffusion. Using the gener-
alized techniques of [17, 18, 21], we have numerically evaluated Aij for any value of k`ee. This result is
plotted in Figure 1 of the main text.
Normal Modes When b = 0E
In this appendix, we explicitly give the approximate eigenvalues and eigenvectors of W + L(k), corre-
sponding to the gapless hydrodynamic modes. The techniques to derive this result are analogous to those
used to derive (50); for this model, the “top block” of (49) consists of modes with |j| ≤ 2. Without loss
of generality, we take kx = k, ky = 0. In the hydrodynamic limit k`ee → 0, we find
ω = ±vF
2
k + · · · , eigenvector = |2〉 ± |1〉 ∓ | − 1〉 − | − 2〉, (51a)
ω = ±
√
3vF
2
k + · · · , eigenvector = |2〉 ±
√
3|1〉+ 2|0〉 ±
√
3| − 1〉+ | − 2〉, (51b)
ω = −iv
2
F
6γ
k2 + · · · , eigenvector = |2〉 − |0〉+ | − 2〉. (51c)
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Note that there are no hydrodynamic modes involving |j〉 for |j| > 2 – all of these modes have a finite
lifetime ω ≈ −ivF/`ee. We observe that the current modes | ± 1〉 are only included in ballistically
propgating modes (generalized “sound waves”). So, as asserted in the main text, random magnetic fields
do not excite diffusive fluctuations, and this is why ρ ∝ `ee in this model. In contrast, chemical potential
disorder couples to |0〉, not | ± 1〉. |0〉 does have overlap with the diffusive mode above, and this is why
(as shown in Figure 1), potential disorder leads to (1) in this model.
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