All polynomial many-one degrees are shown to be of second Baire category in the superset topology when witness functions are allowed to run in 2 log h n time, for any h. Any improvement of this result for the complete p-m-degrees of RE, EXP or NP implies P 6 = NP.
that neither the standard Cantor topology nor \the next natural" superset topology are adequate for studying the topological size of classes inside NP. Instead, a combination of the two is proposed. Thus if we identify a set A with the binary in nite sequence w 2 1 representing its characteristic function, U v consists of all sets that extends the nite set encoded by v. A class of sets C 1 is e ectively nowhere dense if there is a recursive function f, called the witness function, such that for all v 2 , v is a pre x of f(v) and U f(v) \C = ;. A class of sets C 1 is e ectively meagre (or e ectively of the rst category), if C is the countable union of a uniform collection of e ectively nowhere dense sets, and is of the second category if it is not of the rst category.
It is shown in Zim93] that if P 6 = NP, then the class of NP complete sets under p-Turing reducibility is e ectively meagre. In fact, by the same argument, one can show that if C is any class not contained in P, the class of C p-Turing complete sets is e ectively meagre. In this work, we re ne our tools, and admit witness functions with bounded resources. Thus if ? is a complexity class for functions, we say that C is ?-nowhere dense if the witness function is in ?. The notions of ? ? meagre class and ? ? second category class are de ned exactly the same way as above. We mean that the witness function for each class in the countable union must be obtained in an e ective, uniform way, but there is no complexity restriction for this operation. We study the following question for di erent classes C: what is the largest class ? such that the class of C p-m-complete sets is ?-second category ? We show that all p-m-degrees are DTIME 2 log h n ]-second category for all h in N and provide evidence that, given the current known proof techniques, this is most probably the optimal result for the p-m-complete degrees of the class of recursively enumerable sets (denoted RE), of the class of sets in S h>0 DTIME 2 n h ] (denoted EXP) and of NP. As usual, let DSPACE log O(1) n] = S h 0 DSPACE log h n] and DTIME 2 log O(1) n ] = S h 0 DSPACE 2 log h n ]. We prove that the class of r.e. sets that are p-creative for P (or for DTIME n k ], any xed k) with length increasing productive function is DSPACE log O(1) n]-meagre, hence DTIME 2 log O(1) n ]-meagre. Since RE; EXP have p-m-complete sets that are pli-creative for P ("li" stands for length-increasing), and NP has p-m-complete sets that are p-licreative for DTIME n k ], and since p-li-creativeness for P is preserved under p-isomorphism, it follows that if the above results on the topological size of p-m-complete degrees of RE, EXP or NP could be improved by extending DTIME 2 log h n ] to DTIME 2 log O(1) n ], then we would obtain that the p-m-complete degree of RE; EXP or NP do not collapse to a single p-isomorphism type.
It is known (see KMR90]) that the non-collapse of the p-m-complete degree of RE implies P 6 = NP and the non-collapse of the EXP-complete p-m-degree implies P 6 = UP. NP-complete problems are p-creative for DTIME n k ] ? They conjecture that the answer is no and suggest that answering this problem would be a valuable step toward solving the p-isomorphism problem for NP. Now, consider a diagonalization approach to the more modest problem of separating NP-complete problems and sets that are p-li-creative for DTIME n k ]. In the diagonalization approach, one constructs an NP-complete set by permanently extending a nite binary string, which in the limit will be the characteristic sequence of the set. At each extension step, we rule out some sets that are p-li-creative for DTIME n k ] to have the same characteristic sequence as the string we construct, in such a way that, again in the limit, no set that is p-li-creative for DTIME n k ] is equal to the set represented by the in nite binary string that has been built. In order to make this strategy succeed, the class of NP-complete sets must be \generic" for the type of extension considered, i.e., no matter how a nite string v is extended to w according to our extension strategy, there should be an NP-complete set that is an extension of w. But this is exactly the statement that NP-complete sets are second category relative to a given extension strategy. In consequence, if we want to separate the class of NP-complete sets from some other class by this sort of diagonalization, we must analyze for what ? and what topology (these are the features that de ne the extension strategy) the class of NP-complete sets is ?-second category. The topology considered in this work corresponds to one-sided diagonalization, which means that in order to diagonalize against a language L it is necessary to nd a string that is not in L and to add that string to the diagonalizing set. In the two-sided diagonalization it is necessary to nd a string x whose membership status to L is known with certainty and then to either restrict it from or insert it into the diagonalizing set depending on whether x 2 L or x 6 2 L. From one point of view, one-sided diagonalization is more exible than two-sided diagonalization. It is su cient to nd an interval I of strings that is guaranteed to contain at least one string in L (without knowing which one) in order to be able to diagonalize against L. Our results show the one-sided diagonalization capabilities of complete p-m-degrees. Namely, by one-sided diagonalization we can separate complete p-m-degrees from classes that are 2 log h n -meagre, for some h, and, most probably, this is the best one can do. Returning to the question of Joseph and Young, it can be said that there is no hope of separating by one-sided diagonalization NP p-m-complete sets from the class of sets that are p-creative for DTIME n k ] before proving the non p-isomorphism of NP p-m-complete sets. The same is true for the attempt to separate NP p-m-complete sets from paddable sets.
De nitions and Notation
The 
In case the p-productive function is also length increasing, we say that A is p-li-creative for P. 
The class C is ? ? second category if it is not ?-meagre.
Note that the function f as a whole is only required to be recursive, but its projections obtained by xing the rst argument should be in ?.
Results
It is known from Zim93] that if C 6 P, then the class of C p-m-complete sets (even p-Turing complete sets) is recursively meagre. The rst result states that, for all h 2 N, 2 log h n is not su cient time for witnessing meagerness of any p-m-degree.
Theorem 1 Let C be a p-m degree. For all h 2 N, C is DTIME 2 log h n ]-second category.
Proof. We need the following lemma.
Lemma 1 Let h 2 N and C be as above. There exists A in C such that for in nitely many n fs n ; s n+1 ; : : : ; s 2 log h n g A Proof. Let B be in C. We build a set A in C which has the desired property. We rst de ne a set A 0 which is de ned by moving the strings in B a speci ed polynomially bounded distance in such a way that A 0 contains gaps whose cardinalities eventually surpass 2 log h n . Then we ll these gaps and thus construct A. We de ne inductively the sequence fn i g i2N of integers by n 0 = 0, n i+1 = 2 n i . For each i 2 N, let m i = n h+1 i and I i be the set of strings having length in the interval fn i ; n i + 1; : : : ; n i+1 ? 1g. We split each set I i into subsets having all strings of consecutive 2m i lengths, except that the last two subsets are joined. Thus, the last subset is larger than the other ones but still bounded in the above sense to 4m i consecutive lengths. Let By "move" we mean that if string x is in B and x is in, say, J i 1 , then we append 2m i 0's to the left of x and put the new string into A 0 . Let us see how far we move the strings of B. The strings which remain inside I i (i.e., the strings in J i 1 ; J i 2 ; : : : J i k(i)?1 ) are moved a distance 2m i = 2n h+1 i and they all have length larger than n i . In consequence these strings are moved a polynomially bounded distance (more precisely: the length of the string introduced in A 0 is polynomially bounded in the length of the string it comes from). It remains to analyse the displacement of the strings in J i k(i) . They move a distance bounded by 4m i + m i+1 = 4n h+1 i + n h+1 i+1 = 4 log h+1 n i+1 + n h+1 i+1 . But their length is greater or equal than n i+1 ? 4m i = n i+1 ? 4 log h+1 n i+1 . In consequence, the strings in J i k(i) are also moved a distance which is polynomially bounded in their length. We have to show that there is room in J i+1 1;2 to accomodate all strings in J i k(i) . Indeed, J i+1 1;2 consists of all strings consecutive lengths starting with n i+1 ? 4m i and ending with n i+1 ? 1. Since, as one can easily check, m i+1 > 4m i for i 3, the conclusion follows. Note also that one can compute in polynomial time, given a string x, what is the string x 0 to which x is moved and vice-versa, given x 0 we can reobtain x in polynomial time. In conclusion, the set A 0 is p-m-equivalent to B and, thus, is in C. The next step is to construct set A by A = A 0 fx j x 2 J i 1;1 ; for some ig So, A is A 0 plus all strings in all sets J i 1;1 . Clearly A is also in C. Next we look at indices of strings in J i 1;1 (which are all in A). The rst one has index 2 n i and the last one has index 2 n h+1 i ? 1. If q(n) = 2 log h n then q(2 n i ) < 2 n h+1 i ? 1, for su ciently large n i . The conclusion follows. 2
Proof of Theorem 1. Suppose that C is 2 log h n -meagre. Then there exists the decomposition C = j C j and a function f : N ?! such that for all j, f j ( ) = f(j; ) is 2 clog h n -computable and C j is nowhere dense via f j . By Lemma 1 there is a set A 2 C such that for in nitely many n fs n ; s n+1 ; : : : ; s 2 log h+1 n g A. There is a j such that A 2 C j . Fix n such that 2 c log h n < 2 log h+1 n and fs n ; s n+1 ; : : : ; s 2 log h+1 n g A. Consider v = A(s 1 )A(s 2 ) : : : A(s n ), where A( ) is the characteristic function of the set A. Since f j ( ) is computable in deterministic time 2 c log h n time, it follows that jf j (v)j 2 c log h jvj < 2 log h+1 jvj . It follows that for all i jf j (v)j if f j (v)(i) = 1 then A(s i ) = 1, so A 2 U f j (v) . But this contradicts U f j (v) \ C j = ;. 2
Our next results indicate that any improvement of the above theorem for C p-m-complete degrees, where C is RE; EXP or NP, would imply the non-collapse of that degree. Our rst step involves the topological size of the class of sets that are p-li-creative for P.
Proposition 1 The class of recursively enumerable sets that are p-li-creative for P is DSPACE log O(1) n]-meagre.
Proof. Let ff j g j2N be an enumeration of all polynomial time, length increasing functions such that f j is computable in time bounded by n j + j. We denote: C = fA j A is r.e. and A is p-li-creative for Pg and C j = fA j A is r.e. and A is p-li-creative for P via f j g Clearly C = j 0 C j . We show that C j is nowhere dense via a witness function which is in DSPACE log O(1) n]. Let is the last string represented in v.) For k = 1; 2; : : : h ? 1, jf j (g k (w 0 ))j log jvj which implies jg k (w 0 )j < log jvj (since f j is length increasing), and jg h (w 0 )j cjg h?1 (w 0 )j c log jvj. We conclude that jf j (g h (w 0 ))j (c log jvj) j +j, so the index i 0 in the lexicographical ordering of of the string f j (g h (w 0 )) has value i 0 2 (c log jvj) j +j ? 1. We de ne the witness function m by m(v) = v1 i 0 ?jvj where i 0 is the index of f j (g h (w 0 )) computed above. We check that m is in DSPACE log O(1) n].
Each iteration is computed in time bounded by (log jvj) j + j and there are blog jvjc + 1 iterations. In consequence, this phase can be done in log j+2 jvj space. In the next phase m(v) can be written on the output tape without using more workspace. Now, if A 2 C j , we have seen that s i 0 6 2 A, but for all B 2 U m(v) , s i 0 2 B. In conclusion C j \ U m(v) = ;, as desired. 2
A similar result holds for polynomially honest paddable sets.
Proposition 2 The class of nontrivial (i.e., not equal to ), polynomially honest paddable sets is DSPACE log O(1) n]-meagre.
Proof. Let fpad j g j2N be an enumeration of all polynomial time, polynomially honest functions of two arguments such that pad j is computable in time bounded by n j +j and let fp j g j2N be a related enumeration of polynomials such that p j (jpad j (x; y)j) jxj + jyj, for all x; y 2 . We denote C = fA j A is r.e., A 6 = , and A is honestly paddableg and C <i;j> = fA j A is r.e., s i 6 2 A, and A is honestly paddable via pad j g
We have C = j C <i;j> and we show that C <i;j> is nowhere dense via a DSPACE log O(1) n] function. De ne f j (x) = pad j (x; 0 p j (jxj)+1 ). Then jf j (x)j > jxj and if A 2 C <i;j> for some i, then for all x 2 , x 2 A if and only if f j (x) 2 A. Clearly f j can be computed in polynomial time. Consider v 2 such that v > s i . Now, observe that since s i 6 2 A, it follows that f j (s i ) 6 2 A; f j (f j (s i )) 6 2 A; : : : ; f h j (s i ) 6 2 A, for all h 2 N. Since 
So, f ?1 (r(g(s i ))) is a polynomial time productive function for B. Moreover since r is length increasing, jr(g(s i ))j > jg(s i )j > q(js i j) and in consequence jf ?1 (r(g(s i )))j > js i j. In conclusion, B is a p-creative for P set with a length increasing productive function. 2
Observation: The above lemma remains true if we assume that A has a p-honest productive function.
Let K = fx j M x (x)haltsg, i.e., K is the \halting problem", a set well-known to be p-m-complete for RE.
Lemma 3 The class of sets p-isomorphic to K is DSPACE log O(1) n]-meagre.
Proof. It is easy to check that K is p-creative for P with the p-honest function id(x) = x as the productive function. By the preceding lemma, the class of sets p-isomorphic to K is included in the class of sets that are p-li-creative for P. Now the conclusion follows from Proposition 1. 2
Lemma 4 Let A be an EXP p-m-complete set. Then the class of sets p-isomorphic to A is DSPACE log O(1) n]-meagre.
Proof. It is shown in Wan91] that a set is p-m-complete for EXP if and only if it is p-creative for P via a length increasing productive function. Now we can reason as in the preceding lemma. 2
Lemma 5 There exists a set A which is NP p-m-complete such that the class of sets p-isomorphic to A is DSPACE log O(1) n]-meagre.
Proof.
In JY85] sets that are NP p-m-complete and p-li-creative for DTIME n k ] are constructed. For example, A = fs i j TIME KMR89] ). In all these constructions, the non-collapse is achieved by building an oracle relative to which there is a C p-m-complete set A having large gaps, i.e. such that there are in nitely many n with fx 2 A j n jxj 2 n g = ;. Our next proposition, which is a \folklore" result, shows that full long intervals also guarantee non-collapse. By an interval, we mean a set of strings that are contiguous in the lexicographical order.
Proposition 3 Let C be RE; EXP, or NP and u a superpolynomial function. If there exists a C p-m-complete set A such that for in nitely many n, fx 2 j n jxj u(n)g A then the C p-m-complete degree does not collapse.
Proof. As in the proof of Theorem 1, one can show that under the above hypothesis, the class of C p-m-complete sets is DSPACE log O(1) n]-second category. Then, using Lemmas 3, 4, 5, the result follows. 2
Open Problems
Some open problems are raised by the last result. Consider the assumption that, for some complexity class C, there exists a p-m-complete set A having in nitely many full intervals (i.e., all strings in the intervals belong to A) that are superpolynomially long. Does this assumption imply the non-collapse of the C p-m-complete degree ? Probably the answer is no. However, it seems di cult to prove this even in relativized worlds. The problem is to build an oracle A such that there are non-isomorphic NP A p-m-complete sets, yet no NP p-m-complete set has full intervals of superpolynomial length. In Proposition 3 the set A has long intervals in which it is equal to . In the oracle constructions quoted before Proposition 3, NP p-m-complete sets having long intervals in which they are equal to ; are used for proving the non-collapse of the NP p-m-complete degree.
What happens if an NP-complete set looks like an arbitrary set in P for long intervals in nitely many times ? Does this imply the non-collapse of the NP p-m-complete degree ? If the set in P is a subset of the NP complete set, then the answer is yes. Indeed, consider A an NP p-m-complete set, let B A be a set in P, and suppose that there exists a superpolynomial function u such that for in nitely many n fx 2 A j n jxj u(n)g = fx 2 B j n jxj u(n)g: Then A 1 = A ? B is also NP p-m-complete and has superpolynomials gaps. This easily implies the non-collapse of the NP p-m-complete degree (for example, see Kur88] ). By using the methods of this paper and the relativized topology from Zim93] one can show that the assertion is true for the sets B in P having the following property: there exists an NP p-m-complete set A such that f(A) B, for all p-invertible functions f (i.e., B is a superset of all sets that are p-isomorphic to A). The question for B an arbitrary set in P seems to be interesting.
