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CONNES’ CALCULUS FOR THE QUANTUM DOUBLE SUSPENSION
PARTHA SARATHI CHAKRABORTY AND SATYAJIT GUIN
Abstract. Given a spectral triple (A,H, D) Connes associated a canonical differential graded algebra
Ω•
D
(A). However, so far this has been computed for very few special cases. We identify suitable
hypotheses on a spectral triple that helps one to compute the associated Connes’ calculus for its
quantum double suspension. This allows one to compute Ω•
D
for spectral triples obtained by iterated
quatum double suspension of the spectral triple associated with a first order differential operator on a
compact smooth manifold. This gives the first systematic computation of Connes’ calculus for a large
family of spectral triples.
1. Introduction
Noncommutative geometry of Connes is the study of interplay between an algebra A and a selfadjoint
operator D, often referred as the Dirac operator represented on the same Hilbert space H. In the last
chapter of his book ([Con2]), using these ingredients Connes also constructed a calculus Ω•D(A). Please
recall that by a calculus or a differential calculus one often means a differential graded algebra. It is
shown in ([Con2]) that using this calculus one can produce Hochschild cocycle and cyclic cocycle (under
certain assumptions) for Poincare´ dual algebras which makes Ω•D worth studying. Last but not the
least Connes showed that in the case of classical spectral triple associated to a compact Riemannian
spin manifold, Ω•D gives back the space of de-Rham forms on the manifold. This establishes Ω
•
D as
a genuine noncommutative generalization of the classical de-Rham complex of a manifold. There are
other instances of calculus as well, see for example ([Wor],[Pod],[BMa]). For a better understanding of
the Connes calculus it is imperative that we compute this in some cases. However outside the works of
Connes there are very few instances ([CSi],[CP]) where this calculus have been computed and have been
put to investigation of concepts like Yang-Mills ([CG2]). In view of this scenario, here in this article
we set ourselves with the task of computation of the Connes calculus for a certain systematic class of
examples, which is by far missing till date.
The concept of quantum double suspension(QDS) of an algebra A, denoted by Σ2A , was introduced
by Hong-Szymanski in ([HSz]). Later quantum double suspension of a spectral triple was introduced by
Chakraborty-Sundar ([CSu]) and a class of examples of regular spectral triple having simple dimension
spectrum were constructed, useful in the context of local index formula of Connes-Moscovici ([CMo]).
Note that iterating QDS on a manifold one can produce genuine noncommutative spectral triples. Under
the following hypotheses
• [D, a]F − F [D, a] is a compact operator for all a ∈ A, where F is the sign of the operator D,
Date: September 1, 2018.
2000 Mathematics Subject Classification. Primary 58B34 ; Secondary 46L87, 16E45.
Key words and phrases. Connes calculus, Spectral triple, Quantum double suspension, DGA, Connections, Curvature.
1
2 PARTHA SARATHI CHAKRABORTY AND SATYAJIT GUIN
• H∞ :=
⋂
k≥1Dom(D
k) is a left A-module and [D,A] ⊆ A⊗ EndA(H
∞) ⊆ EndC(H
∞),
we compute Ω•D for the quantum double suspended spectral triple (Σ
2A, Σ2H, Σ2D). Notable fea-
tures of these hypotheses are, firstly the spectral triple associated with a first order elliptic differential
operator on a manifold will always satisfy them and secondly they are stable under quantum double
suspension. Thus our results allows one to compute the Connes calculus for spectral triples obtained by
iteratively quantum double suspending spectral triples associated with first order differential operators
on smooth compact manifolds. In particular iterated application of our construction on the spectral
triple
(
C∞(T), L2(T), 1i
d
dθ
)
imply the computation of the Connes calculus for odd dimensional quantum
spheres. This extends earlier work of ([CP]).
Organization of this paper is as follows. In section (2) we go through the definition of Connes’ calculus
Ω•D and the quantum double suspension. Section (3) is devoted to the computation of the space of forms
Ω•Σ2D(Σ
2A) . In the last section we study compatible connections, curvatures on a Hermitian finitely
generated projective (right)module ([Con2], Ch. 6) over Σ2A. If we take E to be a Hermitian finitely
generated projective module over A, and denote the affine space of compatible connections by Con(E),
then there is a canonical Hermitian finitely generated projective module over Σ2A which we denote by
E˜ . The affine space of compatible connections on E˜ is denoted by Con(E˜). We show that there is an
affine embedding of Con(E) into Con(E˜) which preserves the Grassmannian connection and together
with HomA
(
E , E ⊗A Ω
2
D(A)
)
, the vector space containing the subspace of curvatures, these fit into a
commutative diagram.
2. Preliminaries on Connes’ Calculus and The Quantum Double Suspension
In this section we recall the definition of Connes’ calculus Ω•D from ([Con2]) and that of the quantum
double suspension from ([HSz]), ([CSu]).
Definition 2.1. A spectral triple (A,H, D), over an algebra A with involution ⋆ consists of the following
things :
(1) a ⋆ -representation of A on a Hilbert space H,
(2) an unbounded selfadjoint operator D,
(3) D has compact resolvent and [D, a] extends to a bounded operator on H for every a ∈ A.
We shall assume that A is unital and the unit 1 ∈ A acts as the identity on H. If |D|−p is in the ideal
of Dixmier traceable operators L(1,∞) then we say that the spectral triple is p-summable. Moreover, if
there is a Z2-grading γ ∈ B(H) such that γ commutes with every element of A and anticommutes with
D then the spectral triple (A,H, D, γ) is said to be an even spectral triple.
Definition 2.2. Let Ω•(A) =
∞⊕
k=0
Ωk(A) be the reduced universal differential graded algebra over A .
Here Ωk(A) := A⊗ A¯k , A¯ = A/C . The graded product is given by(∑
k
a0k ⊗ a1k ⊗ . . .⊗ amk
)
.
(∑
k′
b0k′ ⊗ b1k′ ⊗ . . .⊗ bnk′
)
:=
∑
k,k′
a0k ⊗ (⊗
m−1
j=1 ajk)⊗ amkb0k′ ⊗ (⊗
n
i=1bik′ )
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+
m−1∑
i=1
(−1)ia0k ⊗ a1k ⊗ . . .⊗ am−i,kam−i+1,k ⊗ . . .⊗ amk ⊗ (⊗
n
i=0bik′ )
+(−1)ma0ka1k ⊗ (⊗
m
j=2ajk)⊗ (⊗
n
i=0bik′ ) .
for
∑
k a0k ⊗ a1k ⊗ . . .⊗ amk ∈ Ω
m(A) and
∑
k′ b0k′ ⊗ b1k′ ⊗ . . .⊗ bnk′ ∈ Ω
n(A). There is a differential
d acting on Ω•(A) which is given by
d(a0 ⊗ a1 ⊗ . . .⊗ ak) := 1⊗ a0 ⊗ a1 ⊗ . . .⊗ ak ∀ aj ∈ A ,
and it satisfies the relations
(1) d2ω = 0 , ∀ω ∈ Ω•(A),
(2) d(ω1ω2) = (dω1)ω2 + (−1)
deg(ω1)ω1dω2 , ∀ωj ∈ Ω
•(A).
We have a ∗ -representation π of Ω•(A) on Q(H) := B(H)/K(H), given by
π(a0 ⊗ a1 ⊗ . . .⊗ ak) := a0[D, a1] . . . [D, ak] +K(H) ; aj ∈ A .
Let J
(k)
0 = {ω ∈ Ω
k : πk(ω) = 0} and J ′ =
⊕
J
(k)
0 . But J
′ fails to be a differential ideal in Ω•. We
consider J• =
⊕
J (k) where J (k) = J
(k)
0 + dJ
(k−1)
0 . Then J
• becomes a differential graded two-sided
ideal in Ω• and hence, the quotient Ω•D = Ω
•/J• becomes a differential graded algebra, called the Connes’
calculus.
The representation π gives an isomorphism,
ΩkD
∼= π(Ωk)/π(dJk−10 ) , ∀ k ≥ 0.(2.1)
The differential d on Ω•(A) induces a differential, denoted again by d, on the complex Ω•D(A) so that
we get a chain complex (Ω•D(A), d ) and a chain map πD : Ω
•(A) → Ω•D(A) such that the following
diagram
πD
Ω•(A) Ω•D(A)
πD
Ω•+1(A) Ω•+1D (A)
dd
commutes.
Remark 2.3. In ([Con2]) the definition of Ω•D does not involve the projection map θ and Connes
represented Ω•(A) on B(H) instead on Q(H). However often, the explicit computation of Ω•D is rather
difficult, even in the particular cases. In ([CP]), authors have computed Ω•D for the quantum SU(2) and
the Podles´ sphere by replacing B(H) with Q(H), i,e. following the above prescription. Justification for
this has also been discussed in section (3) of ([CP]).
Now we define Ω•D(A) for non-unital algebra A. Notice that elements of Ω
k are linear combination of
elements of the form a0da1 . . . dak. For non-unital algebra A, one first considers the minimal unitization
A˜ := A⊕C and embedsA in A˜ by the map a 7−→ (a, 0). This makesA an ideal in A˜ . The map (a, λ) 7−→
π(a) + λI gives a faithful representation of A˜ on B(H). Now, using the embedding A →֒ A˜, define
elements of Ωk(A) as linear combination of elements of the form (a0, 0)d(a1, 0) . . . d(ak, 0). Observe that
Ωn(A) ⊆ Ωn(A˜ ) and hence Ω
n(A)
Ωn(A)
⋂
Jn(A˜ )
⊆ Ω
n(A˜ )
Jn(A˜ )
and subsequently we define Ω•D(A) =
Ωn(A)
Ωn(A)
⋂
Jn(A˜ )
for the nonunital case.
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Now we define the concept of quantum double suspension introduced by Hong-Szymanski in ([HSz]).
Let l denotes the left shift operator on ℓ2(N) defined on the standard orthonormal basis (en) by l(en) =
en−1, l(e0) = 0 and N be the number operator on ℓ
2(N) defined as N(en) = nen. We fix the notation
‘u’ throughout the article which denotes the rank one projection |e0〉〈e0| := I− l
∗l. Let K denotes space
of compact operators on ℓ2(N).
Definition 2.4. Let A be a unital C∗-algebra. The quantum double suspension of A, denoted by Σ2A,
is the C∗-algebra generated by a⊗ u and 1⊗ l in A⊗T where T is the Toeplitz algebra.
There is a symbol map σ : T −→ C(S1) which sends l to the standard unitary generator z of C(S1)
and one has a short exact sequence
0 −→ K −→ T
σ
−→ C(S1) −→ 0
If ρ denotes the restriction of 1⊗ σ to Σ2A then one gets the following short exact sequence
0 −→ A⊗K −→ Σ2A
ρ
−→ C(S1) −→ 0
There is a C -linear splitting map σ′ from C(S1) to Σ2A which sends z to 1⊗ l and yields the following
C -vector spaces isomorphism :
Σ2A ∼= (A⊗K)
⊕
C(S1) .
Notice that σ′ is injective since it has a left inverse ρ and hence any f ∈ C(S1) can be identified with
1⊗ σ′(f) ∈ Σ2A. For f =
∑
n λnz
n ∈ C(S1) , we write σ′(f) :=
∑
n≥0 λnl
n+
∑
n>0 λ−nl
∗n. The finite
subalgebra, denoted by (Σ2A)fin, is generated by a ⊗ T and
∑
0≤n<∞ λnl
n +
∑
0<n<∞ λ−nl
∗n, where
a ∈ A and T ∈ B
(
ℓ2(N)
)
is a finitely supported matrix.
Definition 2.5 ([CSu]). For any spectral triple (A,H, D) , (Σ2A, Σ2H := H⊗ ℓ2(N), Σ2D := D ⊗ I +
F ⊗ N) becomes a spectral triple where F is the sign of the operator D and N is the number operator
on ℓ2(N). It is called the quantum double suspension of the spectral triple (A,H, D).
Notice that
(
C[z, z−1], ℓ2(N), N
)
is also a spectral triple, and for any f ∈ C[z, z−1] , we have [Σ2D, 1⊗
σ′(f)] = F ⊗ [N, f ]. Here we record two conditions on a spectral triple which will be used later.
Conditions :
(A) [D, a]F − F [D, a] is a compact operator for all a ∈ A .
(B) H∞ :=
⋂
k≥1Dom(D
k) is a left A-module and [D,A] ⊆ A⊗ EndA(H
∞) ⊆ EndC(H
∞) .
Proposition 2.6. These conditions are valid for the classical case where A = C∞(M) and D is a first
order differential operator. Moreover, if a spectral triple (A,H, D) satisfies these conditions then the
quantum double suspended spectral triple ((Σ2A)fin, Σ
2H, Σ2D) also satisfies them.
Proof. When D is of order 1, [D, a]F − F [D, a] has order −1 and hence it is a compact operator. Now
suppose [D, a]F − F [D, a] is a compact operator for all a ∈ A . To check the stability under QDS, note
that (Σ2A)fin = A⊗ S
⊕
C[z, z−1] as linear space and sign(Σ2D) = F ⊗ 1. Now
[Σ2D, a⊗ T + f ](F ⊗ 1)− (F ⊗ 1)[Σ2D, a⊗ T + f ]
= [D, a]F ⊗ T + FaF ⊗ [N, T ] + 1⊗ [N, f ]− F [D, a]⊗ T − a⊗ [N, T ]− 1⊗ [N, f ]
= [D, a]F ⊗ T − F [D, a]⊗ T + [F, a]F ⊗ [N, T ].
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This says that [Σ2D, (Σ2A)fin](F⊗1)−(F⊗1)[Σ
2D, (Σ2A)fin] is also a compact operator onH⊗ℓ
2(N).
The second condition follows similarly. 
Lemma 2.7. Let σ1, σ2 denote any two 2×2 Pauli spin matrices. For a given spectral triple (A,H, D)
consider the even spectral triple (A˜, H˜, D˜, γ) where H˜ = H⊗C2, A˜ = A⊗ I2, D˜ = D⊗ σ1, γ = 1⊗ σ2 .
Then Ω•
D˜
(A˜) ∼= Ω•D(A).
Proof. First observe that
∑
a˜0
∏n
i=1[D˜, a˜i] = (
∑
a0
∏n
i=1[D, ai])⊗ σ
n
1 where a˜i = ai ⊗ I2. Now
σn1 =
σ1 for n odd ,I2 for n even .
immediately shows that π(Ωn(A˜)) ∼= π(Ωn(A)) for all n ≥ 1. Since
∑
a0
∏n
i=1[D, ai]⊗ σ
n
1 = 0 implies∏n
i=0[D, ai] ∈ π(dJ
n
0 (A)), we have π(dJ
n
0 (A˜))
∼= π(dJn0 (A)) for all n ≥ 1. This completes the proof. 
Remark 2.8. (a) Proposition ( 2.6 ) says that iterating the classical case of spectral triples canonically
associated with a first order differential operator on a compact manifold, one gets a lot of examples
satifying our conditions.
(b) Observe that sign(D˜) = sign(D) ⊗ σ1 and hence if (A,H, D) satisfies our conditions then so
does (A˜, H˜, D˜, γ). For any even spectral triple it is obvious that FA ∩ A = {0} where F = sign(D).
Hence, Lemma ( 2.7 ) will guarantee that in our context, without loss of generality, we can always take
FA ∩A = {0}. Throughout the article we stick to this fact.
Notation :
(1) In this article we will work with (Σ2A)fin and denote it by Σ
2A for notational brevity.
(2) For all f ∈ C[z, z−1], we denote [N, f ] by f ′ for notational brevity.
(3) ‘S’ denotes the space of finitely supported matrices in B(ℓ2(N)) .
(4) Any T = (Tij) ∈ S is said to has order m if m ≥ 1 is the least natural number such that Tij = 0
for all i, j > m.
(5) (eij) will denote infinite matrix with 1 at the ij-th place and zero elsewhere. We call it elementary
matrix.
3. Connes’ Calculus for The Quantum Double Suspension
In this section we take a spectral triple satisfying Conditions (A), (B). Because of Remark ( 2.8 ) we
can assume FA∩A = {0}. Our goal here is computation of Ω•Σ2D
(
(Σ2A)fin
)
. Note that (S, ℓ2(N), N)
is a spectral triple but S is non-unital. We first consider Ω•N (S), following the definition of Ω
•
D for
non-unital algebras. We need to compute this complex first.
Lemma 3.1. πN (Ω
n(S)) = S for all n ≥ 0.
Proof. Let’s take n > 0. We have to show πN (Ω
n(S)) ⊇ S. Choose any T ∈ S of order l. If n is even
then take n = 2r. Now observe that,
T =
l−1∑
j=1
T
([
N,
1
j − l
(ej,l)
] [
N,
1
l − j
(el,j)
])r
+ T
([
N,
1
l − 1
(el,1)
] [
N,
1
1− l
(e1,l)
])r
.
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For n = 2r + 1 we can similarly write,
T =
l−1∑
j=1
T (ej,l)
([
N,
1
l − 2
(el,2)
] [
N,
1
2− l
(e2,l)
])r [
N,
1
l − j
(el,j)
]
+T (el,1)
[
N,
1
1− l
(e1,l)
]([
N,
1
l − 1
(el,1)
] [
N,
1
1− l
(e1,l)
])r
and this completes the proof. 
Lemma 3.2. πN (dJ
n
0 (S)) = S for all n ≥ 1.
Proof. Notice that πN (dJ
n
0 (Ml(C))) is an ideal in Ml(C) for any l and hence if we can produce one
nontrivial element then πN (dJ
n
0 (Ml(C))) will be equal with Ml(C) for all l.
For n = 1 , choose
ζ = (e2,3)d
(
1
2
(e3,1)
)
− (e2,2)d ((e2,1)) .
For n = 2 , choose
ζ =
(
(e2,3)d
(
1
2
(e3,1)
)
− (e2,2)d((e2,1))
)
d
(
−1
3
(e1,4)
)
.
For n = 3 , choose
ζ =
(
(e2,3)d
(
1
2
(e3,1)
)
− (e2,2)d((e2,1))
)
d
(
−1
3
(e1,4)
)
d
(
1
2
(e4,2)
)
.
For n ≥ 4 , choose
ζ =
(
(e2,n+1)d
(
1
n
(en+1,1)
)
− (e2,2)d((e2,1))
)
d
(
−1
3
(e1,4)
)
•
n∏
j=4
d((−1)(ej,j+1))d(
1
n− 1
(en+1,2)).
It is easy to see that for all n ≥ 1 these elements lie in Jn0 (Ml(C)). One can verify that π(dζ) 6= 0 in
each cases. 
Proposition 3.3. For (S, ℓ2(N), N) we have
(1) ΩnN (S) = S for n = 0 , 1 .
(2) ΩnN (S) = 0 for all n ≥ 2.
Proof. Combine Lemma ( 3.1 ) and ( 3.2 ). 
Now we are ready for the computation of Ω•Σ2D
(
Σ2A
)
. Note that both πΣ2D (Ω
•(A⊗ S)) and
πΣ2D
(
Ω•(C[z, z−1])
)
are subspaces of πΣ2D
(
Ω•(Σ2A)
)
, since Σ2A = A ⊗ S
⊕
C[z, z−1] as C-vector
spaces. Furthermore, πΣ2D
(
Ω•(C[z, z−1])
)
= F • ⊗ πN
(
Ω•(C[z, z−1])
)
.
Lemma 3.4. π
(
Ω1(Σ2A)
)
= π
(
Ω1(A⊗ S)
)
+ (F ⊗ 1)
(
A⊗ S + π(Ω1(C[z, z−1]))
)
.
Proof. Note that π
(
Ω1(A⊗ S)
)
⊆ π
(
Ω1(Σ2A)
)
. Now for any element (F ⊗ 1)(a ⊗ T + f0f
′
1) of (F ⊗
1)
(
A⊗ S + π(Ω1(C[z, z−1]))
)
we see that,
(F ⊗ 1)(a⊗ T + f0f
′
1) = (a⊗ T + f0f
′
1)(F ⊗ 1)
= (a⊗ T + f0f
′
1)(1 ⊗ l)(1⊗ l
∗)(F ⊗ 1)
= (a⊗ T + f0f
′
1)(1 ⊗ l)
[
Σ2D, 1⊗ l∗
]
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This is clearly in π
(
Ω1(Σ2A)
)
. To see the reverse inclusion we start with arbitrary element
∑
k(a0k ⊗
T0k + f0k)
[∑2
D, a1k ⊗ T1k + f1k
]
of π
(
Ω1(Σ2A)
)
. Then,∑
k
(a0k ⊗ T0k + f0k)
[
Σ2D, a1k ⊗ T1k + f1k
]
=
∑
k
(a0k ⊗ T0k)
[
Σ2D, a1k ⊗ T1k
]
+ (a0k ⊗ T0k + f0k)
[
Σ2D, f1k
]
+
[
Σ2D, a1k ⊗ f0kT1k
]
− Fa1k ⊗ f
′
0kT1k
which is an element of π
(
Ω1(A⊗ S)
)
+ (F ⊗ 1)
(
A⊗ S + π(Ω1(C[z, z−1]))
)
. 
Lemma 3.5. π
(
Ωn(Σ2A)
)
=
∑n
j=1 F
j−1π
(
Ωn+1−j(A⊗ S)
)
+(F⊗1)n
(
A⊗ S + π(Ωn(C[z, z−1]))
)
for
all n ≥ 1 .
Proof. We prove by induction. Suppose the statement is true for n = k. Any element of π
(
Ωk+1(Σ2A)
)
can be written as ω[Σ2D, a ⊗ T + f ], where ω is in π
(
Ωk(Σ2A)
)
. By assumtion ω =
∑k+1
i=1 ωi where
ωi ∈ F
i−1π
(
Ωk+1−i(A⊗ S)
)
for 1 6 i 6 k and ωk+1 ∈ (F ⊗ 1)
k
(
A⊗ S + π(Ωk(C[z, z−1]))
)
. Hence,
ω[Σ2D, a⊗ T + f ] =
∑k+1
i=1 ωi[Σ
2D, a⊗ T ] +
∑k+1
i=1 ωi(F ⊗ f
′).
This is an element of
∑k+1
j=1 F
j−1π
(
Ωk+2−j(A⊗ S)
)
+ (F ⊗ 1)k+1
(
A⊗ S + π
(
Ωk+1(C[z, z−1])
))
. To
get the reverse inclusion one can use the same trick used in Lemma ( 3.4 ). 
Lemma 3.6. π
(
Ω1(A⊗ S)
) ⋂
(F ⊗ 1)
(
A⊗ S + π(Ω1(C[z, z−1]))
)
= (F ⊗ 1)(A⊗ S).
Proof. Choose any arbitrary element
∑
k (a0k ⊗ T0k)
[
Σ2D, a1k ⊗ T1k
]
of π
(
Ω1(A⊗ S)
)
. In terms of
elementary matrices ((eij)) we can rewrite this element as following ,
∑
k
(a0k ⊗ T0k)
[
Σ2D, a1k ⊗ T1k
]
=
∑
k
∑
i,j
a0kij ⊗ eij
[Σ2D,∑
p,q
a1kpq ⊗ epq
]
=
∑
k,i,j,q
a0kij ([D, a1kjq ] + F (j − q)a1kjq)⊗ eiq
Now any element of (F ⊗1)(A⊗S)+(F ⊗1)π
(
Ω1(C[z, z−1])
)
looks like
∑
k′ Fak′⊗Tk′+F ⊗f for some
f ∈ C[z, z−1]. Equality of these two elements shows that f has to be a compact operator on ℓ2(N) (Take
any linear functional
∫
on B(H) and hit both elements by
∫
⊗Id). Hence, if intersection is nontrivial
then it must be contained in the ideal (F ⊗ 1)(A⊗ S). We now show that (F ⊗ 1)(A⊗ S) is contained
in the intersection. Choose any arbitrary element
∑
k′ Fak′ ⊗ Tk′ . Consider the following equation ,∑
k′
Fak′ ⊗ Tk′ =
∑
k
(a0k ⊗ T0k)
[
Σ2D, a1k ⊗ T1k
]
.
Choose a1k = 1 for each k. Then this equation reduces to,∑
k′
Fak′ ⊗ Tk′ =
∑
k
Fa0k ⊗ T0k[N, T1k].
Using Lemma ( 3.1 ) we can write each Tk′ as
∑
m<∞ T
(k′)
0m [N, T
(k′)
1m ]. Hence, this equation has nontrivial
solution, which shows that (F ⊗ 1)(A⊗ S) ⊆ π
(
Ω1(A ⊗ S)
)
. 
Lemma 3.7. (F ⊗ 1)π (Ωn(A⊗ S)) ⊆ π
(
Ωn+1(A⊗ S)
)
for all n ≥ 1.
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Proof. This follows from the fact that for algebra B
Ωn(B) = Ω1(B)⊗B . . .⊗B Ω
1(B)︸ ︷︷ ︸
n times
.
Now use Lemma ( 3.6 ) which says that (F ⊗ 1)(A⊗ S) ⊆ π
(
Ω1(A⊗ S)
)
. 
Proposition 3.8. π
(
Ωn(Σ2A)
)
= π (Ωn(A⊗ S))
⊕
π
(
Ωn(C[z, z−1])
)
for all n ≥ 0 .
Proof. Combine Lemmas ( 3.5 ), ( 3.6 ) and ( 3.7 ). 
Recall that (the isomorphism in ( 2.1 )), ΩnΣ2D
(
Σ2A
)
∼= π
(
Ωn(Σ2A)
)
/π
(
dJn−10 (Σ
2A)
)
. Hence our
next target is to identify the quotient π
(
dJn−10 (Σ
2A)
)
.
Lemma 3.9. π
(
dJ10 (Σ
2A)
)
= π
(
dJ10 (A⊗ S)
)⊕
π
(
dJ10 (C[z, z
−1])
)
.
Proof. Suppose ζ =
∑
k d(a0k ⊗ T0k + f0k)d(a1k ⊗ T1k + f1k) be an element of dJ
1
0 (Σ
2A). Then,∑
k
(a0k ⊗ T0k + f0k)[Σ
2D, a1k ⊗ T1k + f1k] = 0
Then π(ζ) =
∑
k[Σ
2D, a0k ⊗ T0k + f0k][Σ
2D, a1k ⊗ T1k + f1k] equals to the following sum,∑
k
[Σ2D, a0k ⊗ T0k][Σ
2D, a1k ⊗ T1k] + [Σ
2D, f0k][Σ
2D, f1k]
+ [Σ2D, a0k ⊗ T0k][Σ
2D, f1k] + [Σ
2D, f0k][Σ
2D, a1k ⊗ T1k].
The term
∑
k[Σ
2D, f0k][Σ
2D, f1k] lies in π
(
dJ10 (C[z, z
−1])
)
. If we can write each term [Σ2D, a0k ⊗
T0k][Σ
2D, f1k] as
∑
k′ [Σ
2D, b0k′ ⊗ S0k′ ][Σ
2D, b1k′ ⊗ S1k′ ] such that
(a0k ⊗ T0k)[Σ
2D, f1k] =
∑
k′
(b0k′ ⊗ S0k′)([Σ
2D, b1k′ ⊗ S1k′ ])
where S0k′ and S1k′ ’s are from S and similarly for the term [Σ
2D, f0k][Σ
2D, a1k ⊗ T1k] , then we can
conclude that π
(
dJ10 (Σ
2A)
)
⊆ π
(
dJ10 (A⊗ S)
)⊕
π
(
dJ10 (C[z, z
−1])
)
. First let b1k′ = 1 for all k
′. Then
we have the following equations to solve,
Fa0k ⊗ T0kf
′
1k =
∑
k′
Fb0k′ ⊗ S0k′ [N,S1k′ ](3.2)
F [D, a0k]⊗ T0kf
′
1k + a0k ⊗ [N, T0k]f
′
1k =
∑
k′
F [D, b0k′ ]⊗ S0k′ [N,S1k′ ] + b0k′ ⊗ [N,S0k′ ][N,S1k′ ] .
For that it is enough to solve the following equations
T0kf
′
1k =
∑
k′
S0k′ [N,S1k′ ](3.3)
[N, T0k]f
′
1k =
∑
k′
[N,S0k′ ][N,S1k′ ] .
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Note that f ′1k is of the form
∑n
i=1 λiz
i +
∑m
j=1 λ−j(z
−1)
j
. Then σ′(f ′1k) ∈ B
(
ℓ2(N)
)
is the following
matrix 
0 λ1 λ2 . . . . . . λn 0 . . . . . . . . .
λ−1 0 λ1 λ2 . . . . . . λn 0 . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
λ−m λ−m+1 . . . . . . . . . . . . . . . . . . . . . . . .
0 λ−m λ−m+1 . . . . . . . . . . . . . . . . . . . . .
0 0 λ−m λ−m+1 . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
Each row and column of this matrix has only finitely many non-zero entries and all the diagonal entries
are zero. Denote this matrix by (βpq)p,q. Notice that (eij).σ
′(f ′1k) is the matrix whose i-th row consists
of j-th row of (βpq)p,q and zero everywhere else, whereas σ
′(f ′1k).(eij) is the matrix whose j-th column
consists of i-th column of (βpq)p,q and zero everywhere else. Let T0k be denoted by the matrix (αij)ij .
Since T0k ∈ S, one can assume that αij = 0 for all i ≥ r + 1 and j ≥ s+ 1, for some r, s. Observe that
T0kσ
′(f ′1k) = (αij)ij(β˜pq)p,q , where
β˜pq =
 βpq for 1 ≤ p ≤ s , q ≤ n+ s ,0 otherwise .
Hence (β˜pq)p,q ∈ S and we have a solution for equation ( 3.3 ). Similarly one can do for the term
[Σ2D, f0k][Σ
2D, a1k ⊗ T1k]. 
Proposition 3.10. π
(
dJn0 (Σ
2A)
)
= π (dJn0 (A⊗ S))
⊕
π
(
dJn0 (C[z, z
−1])
)
for all n ≥ 1 .
Proof. For arbitrary ‘n’ it follows from our observation in the previous Lemma that both [Σ2D, a ⊗
T ][Σ2D, f ] and [Σ2D, g][Σ2D, a′⊗T ′] for f, g ∈ C[z, z−1] can be replaced by [Σ2D, b⊗S][Σ2D, b′⊗S′]
where T, T ′, S, S′ all lie in S. 
Lemma 3.11. For the spectral triple
(
C[z, z−1], ℓ2(N), N
)
, we have πN
(
Ωn(C[z, z−1])
)
= C[z, z−1] for
all n ≥ 0.
Proof. Clearly π
(
Ωn(C[z, z−1])
)
⊆ C[z, z−1] . For the other inclusion consider ξ, η ∈ C[z, z−1] where
ξ = z, η = z−1. Then [N, ξ] = ξ and [N, η] = −η.
Case 1 : Suppose n = 2r is even. Choose any φ ∈ C[z, z−1] and consider ω = φ (dξdη) . . . (dξdη)︸ ︷︷ ︸
r
∈
Ωn
(
C[z, z−1]
)
. Then
π(ω) = φ( [N, ξ][N, η]) . . . ([N, ξ][N, η]︸ ︷︷ ︸
r
) .
But [N, ξ][N, η] = −1. This proves that C[z, z−1] ⊆ π
(
Ωn(C[z, z−1])
)
.
Case 2 : Suppose n = 2r + 1 is odd. Choose any φ ∈ C(S1). Consider ω = φξdη (dξdη) . . . (dξdη)︸ ︷︷ ︸
r
∈
Ωn
(
C(S1)
)
for r 6= 0 and ω = φξdη for r = 0. 
Lemma 3.12. For the spectral triple
(
C[z, z−1], ℓ2(N), N
)
, we have πN
(
dJn0 (C[z, z
−1])
)
= C[z, z−1]
for all n ≥ 1.
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Proof. It is clear from previous Lemma ( 3.11 ) that π
(
dJn0 (C[z, z
−1])
)
⊆ C[z, z−1] . For the other
inclusion notice that for n ≥ 1, π
(
dJn0 (C[z, z
−1])
)
is an ideal in C[z, z−1]. We will show that 1 ∈
C[z, z−1] lies in π
(
dJn0 (C[z, z
−1])
)
. Consider ξ = z, η = z−1 ∈ C[z, z−1].
Case 1 : For n ≥ 3 odd, consider
ω = ξdη (dξdη) . . . (dξdη)︸ ︷︷ ︸
(n−1)/2
+ ηdξ (dξdη) . . . (dξdη)︸ ︷︷ ︸
(n−1)/2
∈ Ωn
(
C[z, z−1]
)
.
Case 2 : For n ≥ 2 even, consider
ω = −ξ2dηdη (dξdη) . . . (dξdη)︸ ︷︷ ︸
(n−2)/2
+ η2dξdξ (dξdη) . . . (dξdη)︸ ︷︷ ︸
(n−2)/2
∈ Ωn
(
C[z, z−1]
)
.
Case 3 : For n = 1 , consider ω = ξdη + ηdξ.
One can check that for all n ≥ 1, π(ω) = 0 i,e. ω ∈ Jn0
(
C[z, z−1]
)
. But
π(dω) =

−2 for n = 1 ,
−2(−1)(n−1)/2 for n ≥ 3 odd ,
−4(−1)(n−2)/2 for n ≥ 2 even .
This justifies our claim. 
Proposition 3.13. For the spectral triple
(
C[z, z−1], ℓ2(N), N
)
,
(1) ΩnN
(
C[z, z−1]
)
= C[z, z−1] , for n = 0 , 1 .
(2) ΩnN
(
C[z, z−1]
)
= 0 , for n ≥ 2 .
Proof. Combine Lemma ( 3.11 ) and ( 3.12 ). 
Proposition 3.14. For (Σ2A,H⊗ ℓ2(N), Σ2D) ,
(1) Ω1Σ2D(Σ
2A) ∼= Ω1Σ2D(A⊗ S)
⊕
C[z, z−1] ,
(2) ΩnΣ2D(Σ
2A) ∼= ΩnΣ2D(A⊗ S) , for all n ≥ 2.
Proof. Use Propositions ( 3.8 ), ( 3.10 ) and ( 3.13 ). 
Our next goal is to determine ΩnΣ2D (A⊗ S) in terms of Ω
n
D(A). Note that we are viewing A ⊗ S
inside the unital algebra Σ2A as an embedded subspace.
Lemma 3.15. π (Ωn(A⊗ S)) =
∑n
r=0 F
rπ(Ωn−r(A)) ⊗ S for all n ≥ 0 .
Proof. The inclusion ‘⊆’ is obvious since one just has to expand the commutators [Σ2D, . ] involved in
LHS. For ‘⊇’ we show that F rπ (Ωn−r(A)) ⊗ S ⊆ π (Ωn(A⊗ S)), for each 0 6 r 6 n. Consider first
F ra0
∏n−r
i=1 [D, ai] ⊗ T ∈ F
rπ (Ωn−r(A)) ⊗ S , where 1 6 r 6 n − 1. By Lemma ( 3.1 ), one can write
T =
∑
k T0k
∏r
i=1[N, Tik]. Let I(0k) be the infinite matrix having an identity block matrix in top left
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most corner of order same as that of T0k and zero elsewhere. Then,
∑
k
(a0 ⊗ T0k)
(
n−r∏
i=1
[Σ2D, ai ⊗ I(0k)]
) r∏
j=1
[Σ2D, 1⊗ Tjk]

=
∑
k
(a0 ⊗ T0k)
n−r∏
i=1
(
[D, ai]⊗ I(0k)
)F r ⊗ r∏
j=1
[N, Tjk]

=
∑
k
F ra0
(
n−r∏
i=1
[D, ai]
)
⊗ T0k
 r∏
j=1
[N, Tjk]

= F ra0
n−r∏
i=1
[D, ai]⊗ T.
For r = 0, observe that a0
∏n
i=1[D, ai] ⊗ T = (a0 ⊗ T )
∏n
i=1[Σ
2D, ai ⊗ I(T )] , where I(T ) denotes the
infinite matrix having an identity block matrix in top left most corner of order same as that of T
and zero elsewhere. Finally for r = n, Fna ⊗ T =
∑
k(a ⊗ T0k)
(∏n
i=1[Σ
2D, 1⊗ Tik]
)
where T =∑
k T0k
∏n
i=1[N, Tik] (by Lemma ( 3.1 )). 
Lemma 3.16. π
(
dJ10 (A⊗ S)
)
= π
(
dJ10 (A)
)
⊗ S + Fπ
(
Ω1(A)
)
⊗ S +A⊗ S.
Proof. In terms of elementary matrices (eij) arbitrary element of π
(
dJ10 (A⊗ S)
)
looks like∑
[Σ2D, a0 ⊗ T0][Σ
2D, a1 ⊗ T1] =
∑∑
i,s
{
∑
j
[D, a0ij ][D, a1js] + Fa0ij [D, a1js](i − j)
+a0ija1js(i − j)(j − s) + F [D, a0ij ]a1js(j − s)}⊗ eis
such that for each i and s we have∑∑
j
a0ij [D, a1js] +
∑
j
Fa0ija1js(j − s) = 0 .(3.4)
Consider the following equations
ξ =
∑∑
j
a0ij [D, a1js] ,(3.5)
η =
∑∑
j
a0ija1js(j − s) .(3.6)
Hence, ξ + Fη = 0 by equation ( 3.4 ). Let n be any natural number. For each i and s , consider a0,i,s+n = −1a1,s+n,s = a
 a0,i,s+n+1 = 1a1,s+n+1,s = a
 a0,i,s+n+2 = 1a1,s+n+2,s = a
 a0,i,s+n+3 = 1a1,s+n+3,s = −a .
One easily checks that ξ = 0 in equation ( 3.5 ) and η = 0 in equation ( 3.6 ) for these four pairs together
and hence these pairs can produce infinitely many solutions to the equation ξ + Fη = 0. We can now
conclude that arbitrary a⊗ eis lies in π(dJ
1
0 (A⊗ S)), for each i and s and for any a ∈ A. We will now
show that any Fa[D, b]⊗ eis lies in π
(
dJ10 (A⊗ S)
)
, for each i and s. For any natural number m and
for each i and s , consider
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 a0,i,s+m+1 = −aa1,s+m+1,s = b
 a0,i,s+m+2 = (1/(m+ 2))aba1,s+m+2,s = 1 .
Again one checks that ξ = 0 in equations ( 3.5 ) and η = 0 in equation ( 3.6 ) and one gets 2Fa[D, b]⊗
eis+ab(m−1)⊗eis as an element of π
(
dJ10 (A⊗ S)
)
. Hence Fa[D, b]⊗eis lies in π
(
dJ10 (A⊗ S)
)
, for each
i and s. We will now show that π
(
dJ10 (A)
)
⊗S ⊆ π
(
dJ10 (A⊗ S)
)
. Choose any
∑
k[D, a0k][D, a1k]⊗Tk ∈
π
(
dJ10 (A)
)
⊗ S. Then a0k[D, a1k] = 0 for each k. Let I(k) be the infinite matrix having an identity
block matrix in top left most corner of order same as that of Tk and zero elsewhere. Then [Σ
2D, a0k ⊗
I(k)][Σ
2D, a1k⊗I(k)] ∈ π
(
dJ10 (A⊗ S)
)
for each k and hence, (1⊗Tk)[Σ
2D, a0k⊗I(k)][Σ
2D, a1k⊗I(k)] ∈
π
(
dJ10 (A⊗ S)
)
for each k. Now observe that∑
k
[D, a0k][D, a1k]⊗ Tk =
∑
k
(1 ⊗ Tk)[Σ
2D, a0k ⊗ I(k)][Σ
2D, a1k ⊗ I(k)] .
This proves the inclusion ‘⊇’. Now Lemma ( 3.15 ) shows that π
(
dJ10 (A⊗ S)
)
⊆ π
(
Ω2(A)
)
⊗ S +
Fπ
(
Ω1(A)
)
⊗S+A⊗S. Finally, the fact that [D,A] ⊆ A⊗EndA(H
∞) ⊆ EndC(H
∞) and FA∩A = {0}
implies the inclusion ‘⊆’ by equation ( 3.4 ). 
Lemma 3.17. For all n ≥ 1, Fn+1a⊗ eij ∈ π (dJ
n
0 (A⊗ S)) for any a ∈ A and each i and j.
Proof. The n = 1 case has been addressed in Lemma ( 3.16 ). Let’s take n ≥ 2. Arbitrary element of
π (dJn0 (A⊗ S)) looks like
∑ ∑
i1,in+2
 ∑
i2,...,in+1
n+1∏
j=1
[D, ajij ij+1 ] +
n+1∑
t=1
F t(
n+1∏
j=1
[D, ajij ij+1 ])
(t)
⊗ ei1in+2 ,(3.7)
where
(∏n+1
j=1 [D, ajij ij+1 ]
)(t)
is the following expression
n+1∑
1≤r1<r2<...<rt
[D, a1i1i2 ] . . .
ˆ[D, ar1ir1 ir1+1 ] . . .
ˆ[D, ar2ir2 ir2+1 ] . . .
ˆ[D, artirt irt+1 ] . . . [D, a(n+1)in+1in+2 ]
with ˆ[D, aririr+1 ] = (ir − ir+1)aririr+1 (total number of ^ appears in each summand of the summation∑n
1≤r1<r2<...<rt
is exactly t ) ; such that
∑ ∑
i2,...,in+1
{ a1i1i2
n+1∏
j=2
[D, ajij ij+1 ] +
n∑
t=2, t even
a1i1i2
n+1∏
j=2
[D, ajij ij+1 ]
(t)
+
n∑
t=3, t odd
Fa1i1i2
n+1∏
j=2
[D, ajij ij+1 ]
(t) } = 0
for each i1 and in+2 . Here
(∏n+1
j=2 [D, ajij ij+1 ]
)(t)
is the same expression as
(∏n+1
j=1 [D, ajij ij+1 ]
)(t)
except
for the fact that there is no r1 present i,e. the summation will be over r2, . . . , rt and for t = 1 this term
is zero. Consider
ξ =
∑ ∑
i2,...,in+1
a1i1i2
n+1∏
j=2
[D, ajij ij+1 ] ,(3.8)
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η =
∑ ∑
i2,...,in+1
{
n∑
t=2, t even
a1i1i2(
n+1∏
j=2
[D, ajij ij+1 ])
(t) +
n∑
t=3, t odd
Fa1i1i2(
n+1∏
j=2
[D, ajij ij+1 ])
(t)} .(3.9)
Hence, ξ + η = 0. For each i1 and in+2 , consider
a1,i1,i1+m = a
as,i1+(s−1)m,i1+sm = −1/m ; ∀ 2 ≤ s ≤ n
an+1,i1+nm,in+2 = 1/(i1 + nm− in+2)
and 
a1,i1,i1+m+1 = −a
as,i1+(s−1)m+1,i1+sm+1 = −1/m ; ∀ 2 ≤ s ≤ n
an+1,i1+nm+1,in+2 = 1/(i1 + nm+ 1− in+2)
Here m is a natural number s.t. i1 + nm+ 1− in+2 and i1 + nm− in+2 both are nonzero. Note that
infinitely many such m can be found for given i1, in+2, n. The term
∑
i2,...,in+1
a1i1i2
∏n+1
j=2 (ajij ij+1 (ij−
ij+1)) becomes zero for above choice and these pairs satisfy ξ = 0 in equation ( 3.8 ) and η = 0 in
equation ( 3.9 ). Existence of infinitely many natural numbers m gives us infinitely many solutions to
the equation ξ + η = 0. The only surviving term in the expression ( 3.7 ) for these solution is the term∑
i2,...,in+1
Fn+1
(∏n+1
k=1 akikik+1
)∏n+1
j=1 (ij − ij+1) (when t = n+1), which is equal to F
n+1a for each i1
and in+2. All the other terms become zero because of the existence of commutators (except for t = n,
which also vanishes for our choice a1,i1,i1+m = a, a1,i1,i1+m+1 = −a). This justifies our claim. 
Lemma 3.18.
∑n
j=0 F
n+1−jπ(Ωj(A)) ⊗ S ⊆ π (dJn0 (A⊗ S)), for all n ≥ 1.
Proof. We use induction. We have seen that Fπ(Ω1(A))⊗S+A⊗S ⊆ π(dJ10 (A⊗S)) (Lemma ( 3.16 )).
Assume this is true at the k-th stage. To prove for the k + 1-th stage we use Lemma ( 3.17 ). Let ξ =∑k+1
j=0 F
k+2−jξj ∈
∑k+1
j=0 F
k+2−jπ(Ωj(A))⊗S. Lemma ( 3.17 ) shows that F k+2ξ0 ∈ π
(
dJk+10 (A⊗ S)
)
.
To prove ξ − F k+2ξ0 ∈ π
(
dJk+10 (A⊗ S)
)
, it is enough to show that for each i and j , if π(ω) ⊗ eij ∈
π(dJk0 (A⊗ S)) then π(ω)[D, a]⊗ eij ∈ π(dJ
k+1
0 (A⊗ S)) for any a ∈ A . Let
π(ω)⊗ eij =
∑ k∏
m=0
[Σ2D, xm]
such that ∑
x0
k∏
m=1
[Σ2D, xm] = 0.(3.10)
for all xm ∈ A⊗ S . Now
(π(ω) ⊗ eij)([D, a]⊗ ejj) =
(∑ k∏
m=0
[Σ2D, xm]
)
([D, a]⊗ ejj)
=
∑ k∏
m=0
[Σ2D, xm][Σ
2D, a⊗ ejj ] ,
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since [D, a]⊗ ejj = [Σ
2D, a⊗ ejj ]. If π(ω)[D, a]⊗ eij has to be in π(dJ
k+1
0 (A⊗ S)) then
∑
x0
k∏
m=1
[Σ2D, xm][Σ
2D, a⊗ ejj ] = 0
should hold. But this is clear from equation ( 3.10 ). 
Lemma 3.19. For all n ≥ 1, π (dJn0 (A)) ⊗ S ⊆ π (dJ
n
0 (A⊗ S)) .
Proof. The n = 1 case has been addressed in Lemma ( 3.16 ). Let’s take n ≥ 2. Now choose any∑
k
∏n
j=0[D, ajk]⊗ Tk ∈ π (dJ
n
0 (A))⊗S. Then a0k
∏n
j=1[D, ajk] = 0 for each k. Let I(k) be the infinite
matrix having an identity block matrix in top left most corner of order same as that of Tk and zero
elsewhere. Then
∏n
j=0[Σ
2D, ajk⊗I(k)] ∈ π (dJ
n
0 (A⊗ S)) for each k and hence, (1⊗Tk)
∏n
j=0[Σ
2D, ajk⊗
I(k)] ∈ π (dJ
n
0 (A⊗ S)) for each k. Now observe that∑
k
n∏
j=0
[D, ajk]⊗ Tk =
∑
k
(1⊗ Tk)
n∏
j=0
[Σ2D, ajk ⊗ I(k)] ,
which completes the proof. 
Lemma 3.20. π (dJn0 (A⊗ S)) = π (dJ
n
0 (A))⊗ S +
∑n
r=0 F
n+1−rπ (Ωr(A))⊗ S, for all n ≥ 1.
Proof. Since π (dJn0 (A⊗ S)) ⊆ π
(
Ωn+1(A⊗ S)
)
, Lemma ( 3.15 ) says the following
π (dJn0 (A⊗ S)) ⊆ π
(
Ωn+1(A)
)
⊗ S +
n∑
r=0
Fn+1−rπ (Ωr(A)) ⊗ S.
Now Lemma ( 3.17 ), ( 3.18 ) and ( 3.19 ) shows that
π (dJn0 (A)) ⊗ S +
n∑
r=0
Fn+1−rπ (Ωr(A)) ⊗ S ⊆ π (dJn0 (A⊗ S)) .
We need to show that
π (dJn0 (A⊗ S)) ⊆ π (dJ
n
0 (A))⊗ S +
n∑
r=0
Fn+1−rπ (Ωr(A))⊗ S.
We use induction on n . Lemma ( 3.16 ) gives the basis step of the induction and suppose that
π
(
dJn−10 (A⊗ S)
)
= π
(
dJn−10 (A)
)
⊗ S +
n−1∑
r=0
Fn−rπ (Ωr(A)) ⊗ S.
Recall that for algebra B and for all n ≥ 1 ,
Ωn(B) = Ω1(B)⊗B . . . . . .⊗B Ω
1(B)︸ ︷︷ ︸
n times
= Ω1(B)⊗B Ω
n−1(B) .
Hence Jn0 = J
1
0 ⊗ Ω
n−1 +Ω1 ⊗ Jn−10 . Since d satisfies graded Leibniz rule, we have
dJn0 ⊆ (dJ
1
0 ).Ω
n−1 + J10 . (dΩ
n−1) + (dΩ1). Jn−10 +Ω
1. (dJn−10 )
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(recall the graded product on Ω• ) and hence applying the algebra homomorphism π we get π(dJn0 ) ⊆
π(dJ10 )π(Ω
n−1) + π(Ω1)π(dJn−10 ). Since J
• is a graded ideal in Ω• we have
π (dJn0 (A⊗ S)) ⊆ π
(
dJ10 (A⊗ S)
)
π
(
Ωn−1(A⊗ S)
)
+ π
(
Ω1(A⊗ S)
)
π
(
dJn−10 (A⊗ S)
)
=
(
π
(
dJ10 (A)
)
⊗ S + Fπ
(
Ω1(A)
)
⊗ S +A⊗ S
)(n−1∑
r=0
F rπ(Ωn−1−r(A))⊗ S
)
+
(
π(Ω1(A))⊗ S + FA⊗ S
)(
π
(
dJn−10 (A)
)
⊗ S +
n−1∑
r=0
Fn−rπ(Ωr(A))⊗ S
)
=
n−1∑
r=0
F rπ(dJn−r0 (A)) ⊗ S +
n−1∑
r=0
F r+1π(Ωn−r(A))⊗ S
+
n−1∑
r=0
F rπ(Ωn−1−r(A)) ⊗ S + π (dJn0 (A)) ⊗ S + Fπ
(
dJn−10 (A)
)
⊗ S
+
n−1∑
r=0
Fn+1−rπ (Ωr(A)) ⊗ S +
n∑
r=1
Fn+1−rπ (Ωr(A))⊗ S
= π (dJn0 (A)) ⊗ S +
n∑
r=0
Fn+1−rπ (Ωr(A)) ⊗ S.
Here the first equality follows from Lemmas ( 3.16 ) , ( 3.15 ) and the induction hypothesis. 
Remark 3.21. Note that the second condition, i,e. [D,A] ⊆ A⊗EndA(H
∞), is needed only for Lemmas
( 3.16 , 3.20 ).
Theorem 3.22. For the spectral triple
(
Σ2A, Σ2H, Σ2D
)
, we have
(1) Ω1Σ2D
(
Σ2A
)
∼= Ω1D(A)⊗ S
⊕
Σ2A .
(2) ΩnΣ2D
(
Σ2A
)
∼= ΩnD(A)⊗ S , for all n ≥ 2 .
(3) The differential δ0 : Σ2A −→ Ω1Σ2D
(
Σ2A
)
is given by,
a⊗ T + f 7−→ [D, a]⊗ T
⊕
(a⊗ [N, T ] + f ′).
(4) The differential δ1 : Ω1Σ2D
(
Σ2A
)
−→ Ω2Σ2D
(
Σ2A
)
is given by,
δ1|Ω1
D
(A)⊗S = d
1 ⊗ 1 and δ1|Σ2A = 0.
(5) The differential δn : ΩnΣ2D
(
Σ2A
)
−→ Ωn+1Σ2D
(
Σ2A
)
is given by,
δn = dn ⊗ 1
for all n ≥ 2 .
Here d : Ω•D(A) −→ Ω
•+1
D (A) is the differential of the Connes’ complex.
Proof. (1) Recall from Lemma ( 3.15 ), Ω1Σ2D(A⊗S)
∼= Ω1D(A)⊗S+FA⊗S. Since A⊗EndA(H
∞) ⊆
EndC(H
∞) by the map a⊗g 7−→ a◦g , FA can be embedded in FA⊗EndA(H
∞) ⊆ EndC(H
∞)
by the map Fa 7−→ Fa⊗ I. Now [D,A] ⊆ EndC(H
∞) and FA∩A = {0} gives the direct sum.
Finally, use the fact that FA⊗ S ∼= A⊗ S and Proposition ( 3.14 ) to conclude Part (1).
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(2) For all n ≥ 2 , we have
ΩnΣ2D
(
Σ2A
)
∼=
π
(
Ωn(Σ2A)
)
π
(
dJn−10 (Σ
2A)
)
∼=
π (Ωn(A⊗ S))
π
(
dJn−10 (A⊗ S)
) by Proposition ( 3.14 )
∼=
∑n
r=0 F
rπ (Ωn−r(A))⊗ S
π
(
dJn−10 (A)
)
⊗ S +
∑n−1
r=0 F
n−rπ (Ωr(A))⊗ S
by Lemma ( 3.15 ) , ( 3.20 )
∼=
π (Ωn(A)) ⊗ S +
∑n
r=1 F
rπ (Ωn−r(A)) ⊗ S
π
(
dJn−10 (A)
)
⊗ S +
∑n−1
r=0 F
n−rπ (Ωr(A))⊗ S
∼=
π (Ωn(A))⊗ S +
∑n−1
r=0 F
n−rπ (Ωr(A))⊗ S
π
(
dJn−10 (A)
)
⊗ S +
∑n−1
r=0 F
n−rπ (Ωr(A))⊗ S
∼=
π (Ωn(A))⊗ S
π
(
dJn−10 (A)
)
⊗ S
∼= ΩnD(A) ⊗ S
(3) Obvious since [Σ2D, a⊗ T + f ] = [D, a]⊗ T + Fa⊗ [N, T ] + f ′.
(4) Take arbitrary (a0[D, a1] ⊗ T , b ⊗ S + f) ∈ Ω
1
D(A) ⊗ S
⊕
Σ2A . Using Lemma ( 3.1 ) we
have S =
∑
S0[N,S1] and Proposition ( 3.13 ) implies f =
∑
f0f
′
1 . Now, as an element of
Ω1Σ2D(Σ
2A),
(a0[D, a1]⊗ T , b⊗ S + f)
= (a0 ⊗ T )[Σ
2D, a1 ⊗ I(T )] +
∑
(b⊗ S0)[Σ
2D, 1⊗ S1] +
∑
(1⊗ f0)[Σ
2D, 1⊗ f1]
where I(T ) is the identity block matrix of order same as that of T . Hence,
δ1((a0[D, a1]⊗ T , b⊗ S + f))
= ([Σ2D, a0 ⊗ T ][Σ
2D, a1 ⊗ I(T )] +
∑
[Σ2D, b⊗ S0][Σ
2D, 1⊗ S1]
+
∑
[Σ2D, 1⊗ f0][Σ
2D, 1⊗ f1])+ π(dJ
1
0 (Σ
2A)),
as an element of Ω2Σ2D(Σ
2A) ∼=
pi(Ω2(Σ2A))
pi(dJ10 (Σ
2A))
. Now, by Part (2), we finally get
δ1((a0[D, a1]⊗ T , b⊗ S + f)) =
(
[D, a0][D, a1] + π(dJ
1
0 (A))
)
⊗ T,
as an element of Ω2D(A) ⊗ S.
(5) Follows similarly as Part (4).

Now we want to iterate this Theorem and Proposition ( 2.6 ) guarantees that we are allowed to
do so. Let k ≥ 1 and Σ2kA = Σ2(Σ2(k−1)A). We put the convention Σ0A = A and Σ0D = D.
Let F (k) be the sign of the operator Σ2(k−1)D, acting on the Hilbert space H ⊗ ℓ2(N)⊗k−1. Then
Σ2kD = Σ2(k−1)D ⊗ I + F (k) ⊗N and F (k) = F ⊗ 1⊗k−1. Any element Σ2ka of Σ2kA is of the form
Σ2(k−1)a⊗ T(k−1) + f(k−1) where Σ
2(k−1)a ∈ Σ2(k−1)A , T(k−1) ∈ S and f(k−1) ∈ C[z, z
−1]. Using this
functional equation one can write Σ2ka in terms of elements only from A, S and C[z, z−1].
Corollary 3.23. For the spectral triple
(
Σ2kA, Σ2kH, Σ2kD
)
, k ≥ 1, we have
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(1) Ω1Σ2kD
(
Σ2kA
)
∼= Ω1D(A)⊗ S
⊗k
⊕⊕k
j=1
(
Σ2jA⊗ S⊗(k−j)
)
.
(2) ΩnΣ2kD
(
Σ2kA
)
∼= ΩnD(A)⊗ S
⊗k , for all n ≥ 2 .
(3) The differential δ0 : Σ2kA −→ Ω1Σ2kD
(
Σ2kA
)
is given by,
Σ2(k−1)a⊗ T(k−1) + f(k−1) 7−→ [D, a]⊗ T(0) ⊗ T(1) ⊗ . . .⊗ T(k−1)
⊕
(
Σ2(k−1)a⊗ [N, T(k−1)] + f
′
(k−1)
) ⊕
 k⊕
j=2
(
Σ2(k−j)a⊗ [N, T(k−j)] + f
′
(k−j)
)
⊗Qj

where Qj := T(k−(j−1)) ⊗ T(k−(j−2)) ⊗ . . .⊗ T(k−1) ∈ S
⊗(j−1) .
(4) The differential δ1 : Ω1Σ2kD
(
Σ2kA
)
−→ Ω2Σ2kD
(
Σ2kA
)
is given by,
δ1|Ω1
D
(A)⊗S⊗k = d
1 ⊗ 1⊗k and δ1|⊕k
j=1(Σ2jA⊗S⊗(k−j))
= 0.
(5) The differential δn : ΩnΣ2kD
(
Σ2kA
)
−→ Ωn+1
Σ2kD
(
Σ2kA
)
is given by,
δn = dn ⊗ 1⊗k
for all n ≥ 2 .
Here d : Ω•D(A) −→ Ω
•+1
D (A) is the differential of the Connes’ complex at the k = 0 level.
Proof. Note that F (k)Σ2(k−1)A ⊗ S ∼= Σ2(k−1)A ⊗ S for all k ≥ 1. Now the proof follows easily by
induction on k where Theorem ( 3.22 ) is the basis step of the induction. 
4. Connection, Curvature for The Quantum Double Suspension
Classical geometric objects like connection, curvature are extended to noncommutative set-up by
Connes ([Con2]) using the calculus Ω•D. These notions are meaningful whenever one has a spectral
triple. In this section, we discuss these notions on quantum double suspended spectral triple. We first
recall the following necessary definitions from (([Con2]), Ch. 6).
Let E be a finitely generated projective(f.g.p) module over A, where A is a unital ⋆-algebra. We will
always consider right modules in this section. Denote E∗ to be the space of A-linear maps from E to A.
Clearly E∗ is a right A-module.
Definition 4.1. A Hermitian structure on E is an A-valued positive-definite sesquilinear mapping 〈 , 〉A
such that,
(a) 〈ξ, ξ′〉∗A = 〈ξ
′, ξ〉A , ∀ ξ, ξ
′ ∈ E.
(b) 〈ξ, ξ′.a〉A = (〈ξ, ξ
′〉A).a , ∀ ξ, ξ
′ ∈ E , ∀ a ∈ A.
(c) The map ξ 7−→ Φξ from E to E
∗ , given by Φξ(η) = 〈ξ, η〉A , ∀η ∈ E , gives a conjugate linear
A-module isomorphism between E and E∗. This property will be referred as the self-duality of E.
Any free A-module E0 = A
q has a Hermitian structure on it given by,
〈 ξ, η 〉A =
q∑
j=1
ξ∗j ηj , ∀ ξ = (ξ1, . . . , ξq) , η = (η1, . . . , ηq) ∈ E0.
We refer it as the canonical Hermitian structure on Aq.
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Remark 4.2. It is not known whether every f.g.p module E over A has a Hermitian structure on it.
However, if we assume that A is spectrally invariant i,e. A is dense subalgebra in a C∗-algebra A and
stable under holomorphic function calculus, then any f.g.p module E over A can be written as pAn where
p ∈ Mn(A) is a self-adjoint idempotent i,e. a projection, and hence has a Hermitian structure on it
induced from the canonical structure on An (Lemma (2.2) of ([CG1])).
Assumption : Henceforth throughout the section we assume that A is spectrally invariant subalge-
bra in a C∗-algebra A.
Definition 4.3. Let E be a Hermitian, f.g.p module over A. A compatible connection on E is a C-linear
mapping ∇ : E −→ E ⊗A Ω
1
D such that,
(a) ∇(ξa) = (∇ξ)a + ξ ⊗ da, ∀ ξ ∈ E , a ∈ A;
(b) 〈 ξ,∇η 〉 − 〈∇ξ, η 〉 = d〈 ξ, η 〉A ∀ ξ, η ∈ E (Compatibility).
The meaning of the last equality in Ω1D is, if ∇(ξ) =
∑
ξj ⊗ ωj, with ξj ∈ E , ωj ∈ Ω
1
D(A), then
〈∇ξ, η〉 =
∑
ω∗j 〈ξj , η〉A. Existence of compatible connection has been discussed in ([Con2]). Take
E = pAn, p ∈ Mn(A) a projection, with canonical Hermitian structure on it. The map ∇0 : ξ 7−→
p(dξ1, . . . , dξn) is a compatible connection on E . It is called the Grassmannian connection. The space
of compatible connections is an affine space over the vector space HomA(E , E ⊗A Ω
1
D) and denoted by
Con(E). The connection ∇ extends to a unique linear map ∇′ : E ⊗ Ω1D −→ E ⊗ Ω
2
D such that,
∇′(ξ ⊗ ω) = (∇ξ)ω + ξ ⊗ dω, ∀ ξ ∈ E , ω ∈ Ω1D.
It can be easily checked that ∇′, defined above, satisfies the Leibniz rule, i,e.
∇′(ηa) = ∇′(η)a− ηda , ∀ a ∈ A , η ∈ E ⊗ Ω1D .
A simple calculation shows that Θ = ∇′ ◦ ∇ is an element of HomA(E , E ⊗A Ω
2
D).
Definition 4.4. For a connection ∇, Θ is called the curvature of the connection.
Throughout this section ‘u’ will stand for the rank one projection |e0〉〈e0| = I− l
∗l in B
(
ℓ2(N)
)
. The
map φ : a 7−→ a⊗ u gives an algebra embedding of A in Σ2A and hence extends to the map
φ˜ :Mq(A) −→Mq(Σ
2A)
a = (aij) 7−→ (aij ⊗ u)ij
By dfinition of projective module, let E = pAn for some natural number n and an idempotent p ∈
Mn(A) . For p = (pij)ij , if we denote the matrix (pij ⊗ u)ij by p ⊗ u, then φ˜ gives a f.g.p right Σ
2A-
module E˜ = (p⊗u)(Σ2A)n. However, note that E˜ = (p⊗u)(Σ2A)n is same as (p⊗u)(A⊗S)n because
u is a rank one projection operator. We recall Theorem (3.3) from ([CG1]).
Theorem 4.5 ([CG1]). Let E be a f.g.p A-module with a Hermitian structure where A is spectrally
invariant subalgebra in a C∗-algebra. Then we can have a self-adjoint idempotent p ∈Mn(A) such that
E = pAn and E has the induced canonical Hermitian structure.
Goal of this section is to prove the following theorem.
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Theorem 4.6. Let E be a f.g.p. module over A equipped with a Hermitian structure 〈 , 〉A. Choose
a projection p ∈ Mn(A) such that E = pA
n and E has the induced canonical Hermitian structure. Let
E˜ = (p ⊗ u)(Σ2A)n and restrict the canonical structure on (Σ2A)n to E˜. We have an one-one affine
morphism φ˜con : Con(E) −→ Con(E˜) which preserves the Grassmannian conections, and an one-one C-
linear map ψ : HomA
(
E , E ⊗A Ω
2
D(A)
)
−→ HomΣ2A
(
E˜ , E˜ ⊗Σ2A Ω
2
Σ2D(Σ
2A)
)
such that the following
diagram
φ˜con
Con(E) Con(E˜)
ψ
HomA
(
E , E ⊗A Ω
2
D(A)
)
HomΣ2A
(
E˜ , E˜ ⊗Σ2A Ω
2
Σ2D(Σ
2A)
)ff
commutes. Here f is the map which sends any compatible connection to its associated curvature.
Remark 4.7. Choice of such a projection p ∈ Mn(A) of Theorem ( 4.5 ), such that E = pA
n, has the
advantage that now we have to deal with the canonical Hermitian structure, which is much easier to
tackle as compared to arbitrary Hermitian structure. This is one of the main reason for our assumption
that A is spectrally invariant subalgebra in a C∗-algebra because this assumption is crucial for Theorem
( 4.5 ) to hold.
We break the proof of this theorem into several lemmas and propositions to make it transparent and
then combine them together at the end.
Lemma 4.8. As right Σ2A module,
(p⊗ u)(Ω1D ⊗ S)
n ∼= p(Ω1D)
n ⊗ uS
Proof. We define
Φ : p(Ω1D)
n ⊗ uS −→ (p⊗ u)(Ω1D ⊗ S)
n
p(ω1, . . . , ωn)⊗ uT 7−→ (p⊗ u)(ω1 ⊗ T, . . . , ωn ⊗ T )
and
Ψ : (p⊗ u)(Ω1D ⊗ S)
n −→ p(Ω1D)
n ⊗ uS
(p⊗ u)(ω1 ⊗ T1, . . . , ωn ⊗ Tn) 7−→
n∑
i=1
p(0, . . . , ωi, . . . , 0)⊗ uTi .
Proof is now routine verification. 
Lemma 4.9. (p⊗ u)(A⊗ S)n ∼= pAn ⊗ uS as right Σ2A-module.
Proof. Exact similar description of Φ,Ψ of previous Lemma ( 4.8 ) gives the isomorphism. 
Notation : Henceforth throughout the article δ(T ) = [N, T ] for all T ∈ S and (0, . . . , ai, . . . , 0)︸ ︷︷ ︸
n tuple
will
denote the element of An with ai ∈ A at the i-th co-ordinate and zero elsewhere.
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Proposition 4.10. Let ∇ : E −→ E ⊗A Ω
1
D(A) be a connection where E = pA
n. Define,
∇˜ : (p⊗ u)(A⊗ S)n −→ (p⊗ u)(A⊗ S)n ⊗Σ2A Ω
1
Σ2D(Σ
2A)
by the rule,
(p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn) 7−→
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTi
+(p⊗ u) (a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn))
where δ(T ) = [N, T ]. Then ∇˜ defines a connection on E˜ = (p⊗ u)(Σ2A)n.
Proof. Well-definedness is easy to check. Now consider any a⊗ T + f ∈ Σ2A . Then,
(p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)(a⊗ T + f)
= (p⊗ u)(a1a⊗ T1T, . . . , ana⊗ TnT ) + (p⊗ u)(a1 ⊗ T1f, . . . , an ⊗ Tnf).
Image of this element under ∇˜ is,
n∑
i=1
∇(p(0, . . . , aia, . . . , 0))⊗ uTiT + (p⊗ u)(a1a⊗ δ(uT1T ), . . . , ana⊗ δ(uTnT ))
+
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTif + (p⊗ u)(a1 ⊗ δ(uT1f), . . . , an ⊗ δ(uTnf))
Now,
∇˜ ((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)) .(a⊗ T + f) + (p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)⊗ d˜(a⊗ T + f)
=
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))a⊗ uTiT +
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTif
+(p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn)).(a ⊗ T + f)
+(p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)⊗ (da⊗ T + a⊗ δT + 1⊗ δf)
=
n∑
i=1
{∇(p(0, . . . , ai, . . . , 0))a⊗ uTiT + (p(0, . . . , ai, . . . , 0)⊗ da)⊗ uTiT }
+{(p⊗ u)(a1a⊗ δ(uT1)T, . . . , ana⊗ δ(uTn)T ) + (p⊗ u)(a1a⊗ T1δT, . . . , ana⊗ TnδT )}
+{(p⊗ u)(a1 ⊗ δ(uT1)f, . . . , an ⊗ δ(uTn)f) + (p⊗ u)(a1 ⊗ T1δf, . . . , an ⊗ Tnδf)}
+
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTif
=
n∑
i=1
{∇(p(0, . . . , aia, . . . , 0))⊗ uTiT +
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTif
+(p⊗ u)(a1a⊗ δ(uT1T ), . . . , ana⊗ δ(uTnT )) + (p⊗ u)(a1 ⊗ δ(uT1f), . . . , an ⊗ δ(uTnf))
This shows that,
∇˜ ((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn).(a⊗ T + f))
= ∇˜ ((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)) .(a⊗ T + f) + (p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)⊗ d˜(a⊗ T + f)
i,e. ∇˜ is a connection on E˜ . 
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Lemma 4.11. If ∇ is the Grassmannian connection on E, then ∇˜ is the Grassmannian connection on
E˜.
Proof. Let ∇ = ∇0(E), the Grassmannian connection on E . Then
∇˜0((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn))
=
n∑
i=1
∇0(E)(p(0, . . . , ai, . . . , 0))⊗ uTi + (p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn))
=
n∑
i=1
∇0(E)((p1iai, . . . , pniai))⊗ uTi + (p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn))
=
n∑
i=1
p(d(p1iai), . . . , d(pniai))⊗ uTi + (p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn)) .
Now if ∇0(E˜) denotes the Grassmannian connection on E˜ , then
∇0(E˜)((p ⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn))
= ∇0(E˜)(
n∑
j=1
p1jaj ⊗ uTj, . . . ,
n∑
j=1
pnjaj ⊗ uTj)
=
n∑
j=1
(p⊗ u)(d˜(p1jaj ⊗ uTj), . . . , d˜(p1jaj ⊗ uTj))
=
n∑
j=1
(p⊗ u)(d(p1jaj)⊗ uTj + p1jaj ⊗ δ(uTj), . . . , d(pnjaj)⊗ uTj + pnjaj ⊗ δ(uTj)) .
Here d˜ : Σ2A −→ Ω1Σ2D(Σ
2A) is the differential of Part (3), Proposition ( 3.22 ). Notice that,
n∑
j=1
(p⊗ u)(p1jaj ⊗ δ(uTj), . . . , pnjaj ⊗ δ(uTj)) = (p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn))
and this completes the proof. 
Proposition 4.12. Let Θ : pAn −→ pAn⊗A Ω
2
D(A) be the curvature of the connection ∇ on E = pA
n
and Θ˜ denotes the curvature of the connection ∇˜ of Proposition ( 4.10 ). Then
Θ˜ : (p⊗ u)(A⊗ S)n −→ (p⊗ u)(A⊗ S)n ⊗Σ2A Ω
2
Σ2D(Σ
2A)
is the map given by
(p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn) 7−→
∑n
i=1Θ(p(0, . . . , ai, . . . , 0))⊗ uTi .
Proof. Let ∇ : pAn −→ pAn ⊗A Ω
1
D be a connection for which Θ is the curvature and ∇˜ denotes the
connection in Proposition ( 4.10 ). We let ∇˜′ be the extended map,
∇˜′ : E˜ ⊗Σ2A Ω
1
Σ2D(Σ
2A) −→ E˜ ⊗Σ2A Ω
2
Σ2D(Σ
2A).
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Then Θ˜ = ∇˜′ ◦ ∇˜. Now,
∇˜′
(
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTi
)
= ∇˜′
(
n∑
i=1
p(ω
(i)
1 , . . . , ω
(i)
n )⊗ uTi
)
= ∇˜′
(
n∑
i=1
(p⊗ u)(ω
(i)
1 ⊗ uTi, . . . , ω
(i)
n ⊗ uTi)
)
= ∇˜′
 n∑
i=1
n∑
j=1
(p⊗ u)(0, . . . , 1⊗ u︸ ︷︷ ︸
j−th place
, . . . , 0)⊗ (ω
(i)
j ⊗ uTi)

=
n∑
i=1
n∑
j=1
∇˜
(p⊗ u)(0, . . . , 1⊗ u︸ ︷︷ ︸
j−th place
, . . . , 0)
 .(ω(i)j ⊗ uTi)
+(p⊗ u)(0, . . . , 1⊗ u︸ ︷︷ ︸
j−th place
, . . . , 0)⊗ (dω
(i)
j ⊗ uTi)
=
n∑
i=1
n∑
j=1
∇(p(0, . . . , 1︸︷︷︸
j−th place
, . . . , 0))ω
(i)
j ⊗ uTi + (p⊗ u)(0, . . . , dω
(i)
j ⊗ uTi︸ ︷︷ ︸
j−th place
, . . . , 0)
In the last equality use the fact that δ(u) = [N, u] = 0. Also,
∇˜′((p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn)))
= ∇˜′(
n∑
i=1
(p⊗ u)(0, . . . , ai ⊗ u, . . . , 0)⊗ (1⊗ δ(uTi)))
=
n∑
i=1
∇˜((p⊗ u)(0, . . . , ai ⊗ u, . . . , 0))(1⊗ δ(uTi)) + (p⊗ u)(0, . . . , ai ⊗ u, . . . , 0)⊗ d(1 ⊗ δ(uTi))
=
n∑
i=1
{∇(p(0, . . . , ai, . . . , 0))⊗ u+ (p⊗ u)(0, . . . , ai ⊗ δ(u), . . . , 0)}(1⊗ δ(uTi))
=
n∑
i=1
{∇(p(0, . . . , ai, . . . , 0))⊗ u}(1⊗ δ(uTi))
= 0 . ( see Theorem ( 3.22 ))
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Finally,
Θ˜ ((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn))
= ∇˜′
(
n∑
i=1
∇(p(0, . . . , ai, . . . , 0))⊗ uTi
)
+ ∇˜′ ((p⊗ u)(a1 ⊗ δ(uT1), . . . , an ⊗ δ(uTn)))
=
n∑
i=1
n∑
j=1
∇(p(0, . . . , 1︸︷︷︸
j−th place
, . . . , 0))ω
(i)
j ⊗ uTi + (p⊗ u)(0, . . . , dω
(i)
j ⊗ uTi︸ ︷︷ ︸
j−th place
, . . . , 0)
=
n∑
i=1
n∑
j=1
(∇(p(0, . . . , 1︸︷︷︸
j−th place
, . . . , 0))ω
(i)
j + p(0, . . . , 1︸︷︷︸
j−th place
, . . . , 0)⊗ dω
(i)
j )⊗ uTi
=
n∑
i=1
n∑
j=1
∇′(p(0, . . . , 1︸︷︷︸
j−th place
, . . . , 0)⊗ ω
(i)
j )⊗ uTi
=
n∑
i=1
n∑
j=1
∇′(p(0, . . . , ω
(i)
j︸︷︷︸
j−th place
, . . . , 0))⊗ uTi
=
n∑
i=1
Θ(p(0, . . . , ai, . . . , 0))⊗ uTi

Lemma 4.13. Let ξ˜, η˜ ∈ (p⊗ u)(A⊗ S)n and Ψ(ξ˜) =
∑
k ξk ⊗ uTk , Ψ(η˜) =
∑
k ηk ⊗ uSk where
Ψ : (p⊗ u)(A⊗ S)n −→ pAn ⊗ uS
(p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn) 7−→
n∑
i=1
p(0, . . . , ai, . . . , 0)⊗ uTi
is the isomorphism of Lemma ( 4.9 ). Then the induced canonical Hermitian structure on (p⊗u)(A⊗S)n
has the following form
〈 ξ˜, η˜ 〉Σ2A =
∑
k,k′
〈 ξk, ηk′ 〉A ⊗ (uTk)
∗(uSk′) .
Proof. Let ξ˜ = (p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn) and η˜ = (p⊗ u)(a
′
1 ⊗ T
′
1, . . . , a
′
n ⊗ T
′
n). Then
〈 ξ˜, η˜〉Σ2A = 〈 (
n∑
j=1
p1jaj ⊗ uTj, . . . ,
n∑
j=1
pnjaj ⊗ uTj) , (
n∑
j=1
p1ja
′
j ⊗ uT
′
j, . . . ,
n∑
j=1
pnja
′
j ⊗ uT
′
j) 〉
= 〈
n∑
j=1
(p1jaj ⊗ uTj, . . . , pnjaj ⊗ uTj) ,
n∑
j=1
(p1ja
′
j ⊗ uT
′
j, . . . , pnja
′
j ⊗ uT
′
j) 〉
=
n∑
j,l=1
〈 (p1jaj ⊗ uTj, . . . , pnjaj ⊗ uTj) , (p1la
′
l ⊗ uT
′
l , . . . , pnla
′
l ⊗ uT
′
l ) 〉
=
n∑
j,l=1
n∑
k=1
(pkjaj ⊗ uTj)
∗(pkla
′
l ⊗ uT
′
l )
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Now Ψ(ξ˜) =
∑n
j=1 p(0, . . . , aj, . . . , 0) ⊗ uTj and Ψ(η˜) =
∑n
j=1 p(0, . . . , a
′
j , . . . , 0) ⊗ uT
′
j . Let ξj =
p(0, . . . , aj , . . . , 0) and ηj = p(0, . . . , a
′
j , . . . , 0). Now,
〈 ξr, ηs〉A = 〈 p(0, . . . , ar, . . . , 0), p(0, . . . , a
′
s, . . . , 0)〉A
= 〈 (p1rar, . . . , pnrar), (p1sa
′
s, . . . , pnsa
′
s)〉A
=
n∑
k=1
(pkrar)
∗pksa
′
s
=
n∑
k=1
a∗rpkrpksa
′
s
Hence we have∑
r,s〈 ξr, ηs〉A ⊗ (uTr)
∗(uT ′s) =
∑
r,s (
∑n
i=1(pirar ⊗ uTr)
∗(pisa
′
s ⊗ uT
′
s)) .

Lemma 4.14. For ξ, η ∈ E we have
(a) 〈ξ ⊗ uT,∇η ⊗ uS〉 = 〈ξ,∇η〉 ⊗ (uT )∗uS ,
(b) 〈∇ξ ⊗ uT, η ⊗ uS〉 = 〈∇ξ, η〉 ⊗ (uT )∗uS .
Proof. Let ξ = p(a1, . . . , an) ∈ pA
n, ∇η =
∑
i p(b1i, . . . , bni)⊗ ωi ∈ pA
n ⊗ Ω1D(A). Then,
ξ ⊗ uT = p(a1, . . . , an)⊗ uT
= (p⊗ u)(a1 ⊗ T, . . . , an ⊗ T )
and
∇η ⊗ uS =
∑
i
(p(b1i, . . . , bni)⊗ ωi)⊗ uS
=
∑
i
p(b1iωi, . . . , bniωi)⊗ uS
=
∑
i
(p⊗ u)(b1iωi ⊗ S, . . . , bniωi ⊗ S)
=
∑
i
(p⊗ u)(b1i ⊗ u, . . . , bni ⊗ u)⊗ (ωi ⊗ uS)
Hence,
〈ξ ⊗ uT,∇η ⊗ uS〉
=
∑
i
〈(p⊗ u)(a1 ⊗ T, . . . , an ⊗ T ), (p⊗ u)(b1i ⊗ u, . . . , bni ⊗ u)〉Σ2A(ωi ⊗ uS)
=
∑
i
〈p(a1, . . . , an)⊗ uT, p(b1i, . . . , bni)⊗ u〉Σ2A(ωi ⊗ uS)
=
∑
i
(〈p(a1, . . . , an), p(b1i, . . . , bni)〉A ⊗ (uT )
∗u) (ωi ⊗ uS)
=
∑
i
(〈p(a1, . . . , an), p(b1i, . . . , bni)〉Aωi)⊗ (uT )
∗uS
=
∑
i
〈p(a1, . . . , an), p(b1i, . . . , bni)⊗ ωi〉 ⊗ (uT )
∗uS
= 〈ξ,∇η〉 ⊗ (uT )∗uS
CONNES’ CALCULUS FOR THE QUANTUM DOUBLE SUSPENSION 25
This proves part (a) and part (b) follows similarly. 
Lemma 4.15. The connection ∇˜ of Proposition ( 4.10 ) is compatible with the Hermitian structure
〈 , 〉Σ2A on E˜ , if ∇ is so with respect to 〈 , 〉A on E.
Proof. For ξ˜, η˜ ∈ (p ⊗ u)(A ⊗ S)n, we have isomorphic elements
∑
ξ ⊗ uT,
∑
η ⊗ uS ∈ pAn ⊗ uS
respectively. Let ξ = p(a1, . . . , an) and η = p(b1, . . . , bn). It is easy to see that,
∇˜(ξ˜) = ∇(ξ)⊗ uT + (p⊗ u)(a1 ⊗ δ(uT ), . . . , an ⊗ δ(uT )).
∇˜(η˜) = ∇(η) ⊗ uS + (p⊗ u)(b1 ⊗ δ(uS), . . . , bn ⊗ δ(uS)).
Now,
〈 ξ˜, ∇˜η˜〉Σ2A − 〈 ∇˜ξ˜, η˜〉Σ2A
= 〈 ξ ⊗ uT,∇η ⊗ uS〉Σ2A − 〈∇ξ ⊗ uT, η ⊗ uS〉Σ2A
+〈 ξ ⊗ uT, (p⊗ u)(b1 ⊗ δ(uS), . . . , bn ⊗ δ(uS))〉Σ2A
−〈 (p⊗ u)(a1 ⊗ δ(uT ), . . . , an ⊗ δ(uT ), η ⊗ uS〉Σ2A
= (〈 ξ,∇η〉A − 〈∇ξ, η〉A)⊗ (uT )
∗(uS)
+〈 ξ ⊗ uT, η ⊗ uδ(uS)〉Σ2A − 〈 ξ ⊗ uδ(uT ), η ⊗ uS〉Σ2A (by Lemma ( 4.14 ))
= d(〈 ξ, η〉A)⊗ (uT )
∗(uS) + 〈 ξ, η〉A ⊗ (uT )
∗uδ(uS)− 〈 ξ, η〉A ⊗ (uδ(uT ))
∗uS
Finally,
d˜(〈 ξ˜, η˜〉Σ2A) = d˜(〈 ξ ⊗ uT, η ⊗ uS〉Σ2A
= d˜(〈 ξ, η〉A ⊗ (uT )
∗uS)
= d(〈 ξ, η〉A)⊗ (uT )
∗uS + 〈 ξ, η〉A ⊗ δ((uT )
∗uS)
= d(〈 ξ, η〉A)⊗ (uT )
∗uS + 〈 ξ, η〉A ⊗ ((uT )
∗δ(uS) + δ((uT )∗)uS)
= d(〈 ξ, η〉A)⊗ (uT )
∗uS + 〈 ξ, η〉A ⊗ ((uT )
∗δ(uS)− (δ(uT ))∗uS)
This shows compatibility of ∇˜. 
Proof of the Theorem 4.6 : Define
φ˜con : Con(E) −→ Con(E˜)
∇ 7−→ ∇˜
where ∇˜ is as defined in Proposition ( 4.10 ). Lemma ( 4.15 ) proves that Ran(φ˜con) ⊆ Con(E˜) and
Lemma ( 4.11 ) proves preservation of the Grassmannian connection. It is easy to check that φ˜con is
an affine morphism between Con(E) and Con(E˜). To see injectivity, let φ˜con(∇1) = φ˜con(∇2) and
choose any ξ = p(a1, . . . , an) ∈ E . Then ξ˜ = (p ⊗ u)(a1 ⊗ u, . . . , an ⊗ u) ∈ E˜ . Then it follows that
∇1(ξ) ⊗ u = ∇2(ξ)⊗ u (use Lemma ( 4.9 )) i,e. ∇1(ξ) = ∇2(ξ). Now define
ψ : HomA
(
E , E ⊗A Ω
2
D(A)
)
−→ HomΣ2A
(
E˜ , E˜ ⊗Σ2A Ω
2
Σ2D(Σ
2A)
)
ψ(g) ((p⊗ u)(a1 ⊗ T1, . . . , an ⊗ Tn)) :=
n∑
i=1
g (p(0, . . . , ai, . . . , 0))⊗ uTi .
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It is easy to see that ψ is a well-defined linear map because E˜ ⊗Σ2A Ω
2
Σ2D(Σ
2A) ∼= p
(
Ω2D(A)
)n
⊗ uS as
right Σ2A -module (proof of this fact goes on the same route as described in Lemma ( 4.8 )). Injectivity
follows similarly as before. Finally, in view of Proposition ( 4.12 ), we see that the diagram commutes
and this completes the proof. 2
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