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Abstract
A procedure for evolving hyperbolic systems of equations on compact computational domains
with no boundary conditions was recently described in [1]. In that proposal, the computational
grid is expanded in spacelike directions with respect to the outermost characteristic and initial
data is imposed on the expanded grid boundary. We discuss a related method that removes the
need for imposing boundary conditions: the computational domain is excised along a direction
spacelike or tangent to the innermost going characteristic. We compare the two methods, and
provide example evolutions from a code that implements the excision method: evolution of a
massless self-gravitating scalar field in spherical symmetry.
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I. INTRODUCTION
Many physically relevant solutions to the Einstein equations are asymptotically flat (or
asymptote to flat/open Friedman-Lemaitre-Robertson-Walker cosmologies), and so are in-
finite in spatial extent. To numerically generate these solutions on finite computational
domains, several methods are presently in use. One approach is to use compactification on
the spatial slices so that the boundary of the computational domain is spatial infinity [2, 3]
or (future) null infinity [4–6]. A common approach is to evolve a finite subregion of each spa-
tial slice. One then solves an initial boundary value problem for the Einstein equations; well
posed formulations include [7, 8]. One can also use approximate boundary conditions and
hope that they do not spoil the constraints or the well posedness of the system of equations.
Further discussion of these procedures may be found in [9] and references therein.
Recently, the authors in [1] introduced a simple way to avoid the mathematical complica-
tions involved in finding a well posed, constraint preserving initial boundary value problem
for the Einstein equations. Instead of evolving the computational boundary along a timelike
hypersurface, they propose expanding the computational domain along a spacelike hyper-
surface at each time step. As all characteristics are ingoing on the expansion surface, this
allows for the imposition of initial data instead of boundary conditions along the boundary
of the computational domain.
Here we discuss another simple method to avoid the use of imposing boundary conditions
or spatial compactification on a finite computational domain. For each time step in the
simulation, excise inwards along the innermost characteristic (or on a surface spacelike with
respect to the innermost characteristic) so that the computational domain remains within
the domain of influence of the initial data. As no characteristics are ingoing on this surface,
there is no need to impose boundary conditions or initial data on the boundary (see e.g. [10]
and references therein). We refer to the proposal discussed in [1] as an “expansion method”,
and the idea discussed here as an “excision method”. Figs. (1a)-(1b) provide an illustration
of the two ideas.
Excision methods have long been used in numerical relativity [11] for excising the interiors
of trapped regions (although excision outside of trapped regions have been applied in, e.g.
[12], and [13] discusses a “singularity excision” method that could in principle work outside a
trapped surface). In this work we discuss numerical and coordinate conditions to implement
2
  
Computational
domain at t+dt
Computational
domain at t
ingoing
ou
tg
oi
ng
(a) Expansion method: expand grid along
a direction that is tangent to or spacelike
with respect to the outgoing
characteristic(s).
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(b) Excision method: excise grid along a
direction that is tangent to or spacelike
with respect to the ingoing
characteristic(s).
FIG. 1: Comparison of expansion and excision methods.
excision in computational boundaries exterior to trapped regions, and to discuss how the
excision and expansion methods relate to one another.
We follow the sign conventions of Misner, Thorne, and Wheeler [14], and set c = 1,
8piG = 1.
II. THE EXCISION METHOD IN MORE DETAIL
A. CFL condition and Implementation of excision method with finite difference
methods with 3 + 1 evolution
Consider an outer grid boundary, and denote the innermost characteristic speed orthog-
onal to the grid boundary by c−. For each time step ∆t, we must excise by a value
|δx| ≥ |c−∆t| so the domain of dependence of the grid at t + ∆t is a subset of the grid
at time t. For explicit finite difference methods, the Courant-Friedrichs-Lewy (CFL) condi-
tion states that the numerical domain of dependence of the solution method must contain
by the mathematical domain of dependence of the underlying partial differential equation.
This condition sets c∆t ≤ λmax∆x, where λmax is the maximum CFL number and c is the
characteristic speed [15]. We see that when using excision on the outer boundary with a
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CFL number λmax ≤ 1 (which is typically the case for explicit time solving finite difference
methods), we can only integrate for a time at most equal to t ≤ Nx∆t ≤ λmaxT , where Nx
is the number of initial spatial grid points and T = (Nx∆x)/c is the light crossing time of
the initial data, as illustrated in Fig. (2a). This condition may be relaxed if one is willing
to incur a small amount of violation of the CFL condition on the outer boundary. In par-
ticular, to excise directly along the ingoing characteristic one should excise one spatial grid
point every 1/(c−λ), as is illustrated in Fig. (2b). Provided the characteristic speeds of any
potential errors incurred at the boundary by violating the CFL condition are bounded by c,
the error incurred by this approach will be contained in a region near the excision boundary,
and the size of that region will converge to zero as the resolution increases. See [13] for an
example of a stable and convergent code that excises along an ingoing null ray, and also the
discussion in Sec. (III D). Along the excision surface one may use, e.g. upwind difference
stencils as is done in the example code described in this paper; see Sec. (III B).
By contrast, with the expansion method one may evolve in principle for an indefinite
amount of time by specifying a larger and larger spacelike expansion region [1]. Conversely,
the computational resources to evolve to another time step increases with the growth in
the computational domain in the expansion method, while with the excision method they
decrease as the domain shrinks in size.
B. Null coordinates and excision condition
As discussed earlier, if the computational domain boundary was tangent to the innermost
characteristic, there would be no ingoing characteristics into the domain. There would
neither be a need to apply boundary conditions on that boundary nor to excise along that
boundary. Here we describe coordinate conditions that automatically enforce that setup. We
assume that all the characteristics are contained within the null cone, which is the case for
many physical fields (e.g. [16] and references therein). Gravitational and electromagnetic
waves travel along null characteristics, so we look for coordinates {xµ} such that, e.g. a
x1 = const. hypersurface is tangent to the ingoing null ray at the computational boundary.
As is well-known (e.g. [17]), at each point of a Lorentzian manifold there are two linearly
independent real null vectors, thus we may choose at most two null coordinate surfaces.
4
  
Δt
ΔxXi+1,j-1
Xi,j-1
Xi+1,j
Xi,j
(a) Excision method obeying CFL condition:
the grid point xi+1,j is excised as its domain of
dependence is not contained by the
computational domain at t.
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(b) Excision method that does not obey CFL
condition: the grid point xi+2,j is excised. The
CFL condition is violated as the domain of
dependence of xi+1,j is not a subset of the
computational domain at t.
FIG. 2: Illustration of CFL condition on excision method. Each grid point is labeled by its
time,space index. The rightmost grid points denote the outer boundary of the
computational domain. The shaded region covers the domain of dependence of the upper
left-most grid point in each figure. Even when the CFL number λ < 1, with a CFL
condition violating excision method (Fig. (2b)) one can excise along the ingoing
characteristic. In these figures the CFL number λ = 0.5.
To organize this in a more concrete form, we write the metric as (e.g. [18])
gµνdx
µdxν = αabdx
adxb + γAB
(
dxA + βAa dx
a
) (
dxB + βBb dx
b
)
, (1)
where lower-case Latin indices range over {0, 1}, upper case Latin indices range over {2, 3},
αab has Lorentzian signature, and γAB is positive definite. The matrices αab/α
ab lower/raise
in indices {a}, while γAB/γAB lower/raise indices {A}. We then have
gµνξµξν = α
ab
(
ξa − βAa ξA
) (
ξb − βBb ξB
)
+ γABξAξB. (2)
We consider the case of one null coordinate, x1 ≡ w. We then have gµν∂µw∂νw = 0 =⇒
αww = 0. Labeling p ≡ x0, the metric then reads
gµνdx
µdxν = 2αpwdpdw + αwwdw
2 + γAB
(
dxA + βAa dx
a
) (
dxB + βBb dx
b
)
. (3)
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There remain three gauge degrees of freedom. We can view p as a time coordinate if
gµν∂µp∂νp < 0 (i.e. aww > 0). We could then evolve with p with a w = const. surface
acting as a boundary where no boundary conditions needs to be imposed, as is illustrated
in Fig. (3a). If aww < 0, then p is a spatial coordinate. We would then need to treat w
as the timelike variable. As an aside, in that case one can exhaust the remaining gauge
freedom to set βAp = 0 and detγAB = p
4q, where q is the determinant of the unit 2-sphere,
to obtain Bondi-Sachs coordinates [19–21]. For a discussion of a numerical implementation
of gravitational collapse in spherical symmetry with Bondi-Sachs coordinates see e.g. [22].
We next consider two null coordinates. We label u ≡ x0, v ≡ x1. The conditions
gµν∂µu∂νu = 0 and g
µν∂µv∂νv = 0 give α
uu = 0 and αvv = 0, respectively. The metric is
gµνdx
µdxν = 2αuvdudv + γAB
(
dxA + βAa dx
a
) (
dxB + βBb dx
b
)
. (4)
There remain three gauge degrees of freedom when we include the simultaneous null rescal-
ing degree of freedom u→ eκ, v → e−κv. As is well known (e.g. [6] and references therein),
with characteristic initial data we do not need to impose boundary conditions on u = const.
and v = const. boundaries, as illustrated in Fig. (3b). For a discussion of a numerical im-
plementation of gravitational collapse in double null coordinates, see e.g. [23] and references
therein.
III. EXAMPLE EVOLUTION IMPLEMENTING EXCISION METHOD WITH A
FINITE DIFFERENCE CODE: SELF GRAVITATING SCALAR IN SPHERICAL
SYMMETRY
As an example implementation of an excision method, we consider a massless scalar field
coupled to Einstein gravity.
A. Equations of motion
The massless self gravitating scalar field equations are
Rµν − 1
2
gµνR = Tµν , (5a)
Tµν = ∇µφ∇νφ− 1
2
gµν(∇φ)2,
φ = 0. (5b)
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(a) Conformal diagram of evolution with
one null coordinate, Eq. (3). Evolution in
p, with w relabled as v, with a v = const.
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(b) Conformal diagaram of evolution with
double null coordinates, Eq. (4).
Evolution u and v, with u = const. and
v = const. boundaries.
FIG. 3: Evolution with a null coordinate. Provided the characteristics of all the fields lie
within the null cone, there is no need for boundary conditions on the null boundary.
We evolve this system using the following coordinate system
ds2 = −α(t, r)2dt2 + (dr + α(t, r)ζ(t, r)dt)2 + r2 (dϑ2 + sin2ϑdϕ2) . (6)
These are called Painleve´-Gullstrand (PG) coordinates as they reduce to those named co-
ordinates for Schwarzschild black hole solutions; earlier analytic and numerical studies with
this type of coordinates in four dimensional spacetime include [24–26].
Writing
Q ≡ ∂rφ, (7a)
P ≡ 1
α
∂tφ− ζQ, (7b)
the evolution equation for φ, Eqn. (5b) can be written as the following system of equations
∂tQ− ∂r (α [P + ζQ]) = 0, (8a)
∂tP − 1
r2
∂r
(
r2α [Q+ ζP ]
)
= 0. (8b)
The Hamiltonian and momentum constraints give ordinary differential equations (ODEs)
7
for the metric fields
∂r
(
rζ2
)
+ 2r
∂rα
α
ζ2 − r2ρ = 0, (9a)
∂rα
α
− 1
2
r
ζ
jr = 0, (9b)
where (here nµ ≡ (−α, 0, 0, 0))
ρ ≡ nµnνTµν = 1
2
(
P 2 +Q2
)
, (10a)
jr ≡ −γrµnνTµν = −PQ. (10b)
From the PG coordinate solution for the Schwarzschild black hole,
α = 1, ζ =
√
2m
r
, (11)
we see that these coordinates are horizon penetrating, but not singularity avoiding.
As PG coordinates are spatially flat the ADM mass is always zero, we instead use the
Misner-Sharp mass [27] to characterize the mass of our solutions [28]
mMS(t, r) ≡ r
2
(
1− (∇r)2) = r
2
ζ(t, r)2. (12)
The radial speeds of propagation of the scalar field φ are given by c± = ∓ξt/ξr, where
ξµ = (ξt, ξr, 0, 0) solve the characteristic equation of the scalar field equation of motion
(Eq. (5b)): gµνξµξν = 0. We see the null characteristics define the domain of influence for
φ. Solving for c± gives us
c± = α (±1− ζ) . (13)
The condition ζ(t, r) = 1 signals the formation of a marginally outer trapped surface.
B. Description of code
We work with a unigrid code; the initial computational domain covers r ∈ [0, Rmax]. We
set initial data at t = 0 by specifying the values of P and Q, and then solve for α and ζ using
momentum and Hamiltonian constraints, respectively. The ODEs for these constraints are
discretized using the trapezoid rule and solved with a Newton relaxation method. At every
new time step we solve for α, ζ, P , and Q by alternating between an iterative Crank-Nicolson
solver for P and Q and the ODE solvers for α and ζ until the discrete infinity norm of all
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the residuals are below a pre-defined tolerance. Iterative Crank-Nicolson being a two level
scheme, initial data only need be specified on the t = 0 grid. Regularity at the origin sets
Q|r=0 = ζ|r=0 = ∂rα|r=0 = ∂rP |r=0 = 0. We integrate ζ outwards from r = 0 using the
regularity condition ζ = 0. Solving α using Eq. (9b) from r = 0 automatically enforces its
regularity condition. We use Q = 0 and ∂rP = 0 in lieu of Eqs. (8a) and (8b) respectively
at the grid point r = 0. There is a residual gauge symmetry α(t, r)→ c(t)× α(t, r), which
we use to rescale α so that α = 1 at the outermost grid point.
Formation of a marginally outer trapped surface is signaled by ζ = 1; see Eq. (13). If
ζ > 1 for some connected buffer region interior to the trapped surface, we excise all grid
points interior to that buffer region. At this excision surface, which we call the inner excision
surface to distinguish it from the excision we apply at the outer computational boundary,
we evolve ζ using the tr component of the Einstein equations with upwind stencils
∂tζ − α
2r
∂r
(
rζ2
)− r
2ζ
Ttr = 0. (14)
This provides the boundary condition for ζ at the excision surface. We then integrate
outwards in r using the Hamiltonian constraint as described above to solve for ζ. The
lapse α is held fixed at the excision surface and integrated outwards using the momentum
constraint; the value of α at the excision surface is arbitrary due to the α(t, r)→ c(t)α(t, r)
residual gauge symmetry. We evolve the Q and P fields at the inner excision surface using
Eqs. (8a) and (8b) respectively with upwind stencils.
Following the discussion in Sec. (II A), as PG coordinates are not adapted to the char-
acteristics of the scalar field, we must excise one grid point at the exterior boundary for
each time step we take. We refer to this boundary the outer excision boundary. As the
computational domain decreases by one grid point every time step, we can evolve at most
for a time λT , where λ ≤ 1 is the CFL number and T is the light crossing time of the initial
time slice.
C. Results and convergence
We consider initial data for φ of the following form
φ
∣∣
t=0
= a0
(
r
w0
)4
exp
(
−(r − r0)
2
w20
)
, (15)
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FIG. 4: Integral curves of the ingoing (orange) and outgoing (blue) scalar characteristics
(1, c±, 0, 0) (see Eq. (13)). From the diagram we see that all the characteristics are outgoing
at the excision surface, and we do not need to impose boundary conditions at the outer
grid domain. See Sec. (III C) for run parameters. Note the excision surface is spacelike
with respect to the ingoing characteristic as the CFL number λ = 0.5 < 1; see Sec. (II A).
where {a0, w0, r0} are constant. We set Q|t=0 = ∂rφ|t=0, and P |t=0 = Q|t=0, which gives
approximately ingoing scalar field pulses.
Evolution of an initial scalar pulse that does not form a black hole formation are shown
in Figs. (4), (5), and (6). For these runs, we use an initial grid size of Rmax = 100, Nr =
Nt = 2
15 + 1, and CFL number λ = 0.5. The initial conditions are a0 = 1 × 10−3, w0 = 5,
r0 = 10; the Misner-Sharp mass at the outer grid point on the initial slice is m ≈ 3.1×10−2.
With this setup we can evolve the simulation for t ≈ 1.6× 103m before the grid shrinks to
zero size.
We show results from evolution of an initial scalar pulse that does result black hole in
Figs. (7) and (8). For these runs, we use an initial grid size of Rmax = 800, Nr = Nt = 2
13+1,
and CFL number λ = 0.5. The initial conditions are a0 = 1 × 10−2, w0 = 4, r0 = 8; the
Misner-Sharp mass at the outer grid point on the initial slice is m ≈ 3.6. With this setup
we can evolve the simulation for t ≈ 110m before the grid shrinks to zero size.
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FIG. 5: P field three different times is plotted with the blue solid line. The magenta
dashed line is the outer excision point; we set P = 0 in the excised region (the region to
the right of the outer excision point). See Sec. (III C) for run parameters.
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∆r = 0.012207
∆r = 0.0061035
FIG. 6: The discrete one norm of the ϑϑ component of the Einstein equations, |Eϑϑ|1, at
three different resolutions: ∆r ≈ 2.4× 10−2, ∆r ≈ 1.2× 10−2, and ∆r ≈ 6.1× 10−3. We
observe roughly second order convergence up until t/m ∼ 1300. After this point we have
nearly excised the whole grid including the scalar field, and the norm is dominated by
machine roundoff noise; compare with Fig. (5). See Sec. (III C) for run parameters.
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FIG. 7: The α (blue line) and ζ (blue dash-dotted line) fields at three different times with
black hole forming initial data. The magenta dashed line is the outer excision point; the
green dashed line interior to the trapped surface is the inner excision point. See
Sec. (III C) for run parameters.
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FIG. 8: The discrete one norm of the ϑϑ component of the Einstein equations, |Eϑϑ|1, at
three different resolutions: ∆r ≈ 9.8× 10−2, ∆r ≈ 4.9× 10−2, and ∆r ≈ 2.4× 10−2. We
observe roughly second order convergence. The spike in the initial norms occurs near black
hole formation. The slow increase in |Eϑϑ|1 is mostly driven by the fact that we normalize
the one norm over the non-excised grid points, and most of the error is concentrated near
the inner excision surface; compare with Fig. (7). See Sec. (III C) for run parameters.
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D. Numerical investigation of relaxation of excision CFL condition
In Sec. (II A) we showed that in order to obey the CFL condition with the excision
method with a finite difference code with a CFL number λ ≤ 1, one could only evolve for a
time λT , where T is the light crossing time of the initial data surface. Here we compare our
earlier excision results with an excision method where we excise every 1/(c−λ) time steps
(i.e. directly along the ingoing null characteristic) and examine the form of the solution on
the excision surface. We refer to the excision method where we excise to maintain the CFL
condition on the boundary excision method I (illustrated in Fig. (2a)), while the method
where we excise along the null ray we call excision method II (illustrated in Fig. (2b)).
Note the methods only differ if the CFL number is less than one. For this investigation
we rescaled α every time step so that c− = −1 (instead of rescaling α = 1) at the outer
excision boundary. As in Sec. (III B) we use a CFL λ = 0.5, so to implement method I
we excised one grid point at every time step, while to implement method II we excised
a grid point every other time step. For initial data, we chose an outgoing Gaussian pulse
of scalar field (Eq. (15)) with a = 0.003, w = 4, and r0 = 8, so the Misner-Sharp mass
on the initial outer boundary is m ∼ 0.19. We find that methods I and II both produce
convergent and stable evolution in the region interior to the excision surface. The methods
though produce different results near the outer excision boundary. We find that errors begin
to accumulate near the excision surface when using method II, which very slowly spreads
(e.g. only by a few grid points for resolution ∆r ≈ 0.1 over evolution of time t ∼ 50m) to the
interior solution with respect to the moving excision boundary. The width of this error-filled
region converges to zero with increasing resolution for any fixed time. This region is not
present for runs using method I-instead in those simulations the solution remains regular
and convergent up to the excision boundary. Figs. (9) provide examples of the behavior of
the P variable near the excision boundary for each method. To capture approximately the
same point in time to compare the two methods, for these plots we began the run using
method I with a domain that extended to radius R = 200(≈ 1000m), while with method II
the initial domain extended to R = 100(≈ 500m). We have also ran simulations where we
began with the same R for the initial data and have found a similar accumulation of errors
near the excision boundary for method II, and the lack of accumulation of error near the
boundary for method I. The difference in P in the solution regions interior to the excision
13
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(a) CFL condition obeying excision (see also Fig. 2a): excising every time
step by one grid point.
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∆r = 0.097656
∆r = 0.048828
∆r = 0.024414
(b) CFL condition violating excision (see also Fig. 2b): excising along null
ray, so with a CFL number λ = 0.5 excise a grid point every two time
steps.
FIG. 9: P field profile at a fixed time: Comparison of excision obeying CFL condition and
excision that does not. We set P = 0 in the excised region. The difference in P values in
the regions far to the interior of the excision boundary can be accounted for by our setting
α such that c− = −1 at the boundary; see the discussion in Sec. (III D).
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boundary in each plot is due to the fact that we normalize α such that c− = −1 on the
excision boundaries, and the excision boundaries are at different places at any give time
as the CFL obeying excision moves at half the speed as the null excision boundary. This
difference in P disappears (to within truncation error) if we do not rescale α (note then
c− 6= −1 generically on the boundary, so we do not excise precisely on the null ray with
excision method II in that case).
We caution that these results may not capture the range of differences that may occur
when using methods I and II for different coordinate systems or in axisymmetric/full 3 + 1
evolution codes. In particular, there may exist gauges/numerical setups where the errors
propagate on characteristics smaller or larger than light speed. As discussed earlier, if the
CFL number λ ≥ 1, then there is no difference between methods I and II. It is outside the
scope of this note (and the outside the capabilities of the 1 + 1 evolution code used here) to
investigate whether or not the errors incurred by a CFL violating excision method remain
near the outer boundary and converge to zero for the gauge conditions more commonly used
in symmetry unconstrained 1 + 3 dimensional numerical relativity.
IV. DISCUSSION
Considerable mathematical and computational challenges accompany developing and im-
plementing well posed, constraint preserving initial boundary value problems for the Einstein
equations (e.g. [9] and references therein). We discussed an excision method that removes
the need for boundary conditions when evolving the Einstein equations on compact spatial
domains, and compared the method to the recently proposed expansion method of [1]. If one
uses coordinates not adapted to the characteristics of the hyperbolic degrees of freedom with
an explicit numerical time integrator, using excision that obeys the CFL condition restricts
ones evolution to to be comparable to λT , where T is the light crossing time of the initial
data surface and λ ≤ 1 is the CFL number. If one uses an scheme that is stable with λ = 1,
then it is possible to excise directly along the ingoing null characteristic while still obeying
the CFL condition on the boundary.
As the computational domain becomes smaller as one evolves in time, the excision method
is not useful for simulations where one needs to, for example extract gravitational wave
information near future null infinity. The method may be useful though in simulations
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where one is more interested in the nearby/local physics during gravitational collapse. For
example, in critical gravitational collapse one is interested in understanding the nature of
the (discrete/continuous) self-similarity of the collapse, the time and spatial scales of which
are decreasing exponentially in time [29]. Thus while with the excision method one can only
evolve for a time comparable to the light-crossing time of the initial data surface, this may
not be a serious impediment if one uses an initial data surface that is sufficiently large and
with initial data sufficiently close to the critical collapse regime.
Another potential application of the method would be in studies of the interior structure
of black hole spacetimes. There has been renewed interest in understanding the stability
of the Cauchy horizon of rotating and charged black holes to small perturbations caused
either by the infall of matter or gravitational waves [30–32]. The stability of the Cauchy
horizon of these spacetimes is related to the cosmic censorship conjecture [33, 34], as one
consequence of that the conjecture (if true) is that extendability across the Cauchy horizon
of the Kerr and Reissner-Nordstrom black holes is not generic. An extensive amount of
analysis suggests (but does not prove) that small perturbations inside the black hole will
seed curvature blowup on or near the Cauchy horizon of those black holes (e.g. [35, 36]), and
that this curvature blowup would make the spacetime inextendible past the Cauchy horizon.
Interestingly, recent work suggests that regardless of a possible blowup in curvature on the
Cauchy horizon, the metric of Kerr black holes may be generically extendible by a continuous
(C0) metric that solves the vacuum Einstein equations [32] (provided the black hole solution
exterior to the event horizon is stable). Numerical studies of black hole interiors may provide
further insight on the dynamics of the Cauchy horizon of Kerr and Reissner-Nordstrom black
hole interiors (for a recent such study see [37]). The excision method could be useful for the
following setup: begin with an initial data surfaces that is interior to a slightly perturbed
Reissner-Nordstrom/Kerr black hole, and have one end of the initial data surface terminate
“close” to the putative Cauchy horizon. Then, evolve and excise along the outer surface-if
curvature blowup begins to occur during the course of evolution on the outer boundary,
this would suggest a spacelike curvature singularity is forming starting from the Cauchy
horizon. This approach closely mirrors the reasoning used in previous numerical studies of
the interior of black holes using double null coordinates, see e.g. [38, 39] and references
therein. Excising along the outer boundary allows one to approach this problem using 1 + 3
time evolution, although the CFL condition (Sec. (II A)) would restrict one to excising on a
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spacelike, instead of an exactly null, surface if the CFL number is less than one. Using for
example implicit time stepping routines, it may be possible to devise stable, CFL preserving,
and convergent 3 + 1 codes that implement excision directly along the null ray. For CFL
numbers less than one, if one is willing to violate the CFL condition along the excision
surface one can also excise directly along the null ray with by excising only one point every
1/(c−λ) time steps (see Sec. (III D) or [13]). Our numerical investigations suggest the error
this method incurs on the excision surface converges to zero with higher resolution. It would
be interesting to investigate this issue further in a non-spherically symmetric evolution code,
with a gauge condition (such as generalized harmonic or BSSN) more commonly used in the
numerical relativity literature.
Finally, we note that the expansion and excision methods could be profitably combined:
first the expansion method would be used, then the excision method would be employed once
the grid reached some maximum size. This would allow for the computational domain to
not grow to an impractically large size, and for longer time evolution than the pure excision
scheme would allow for a given fixed initial grid size.
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