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iiiiiivRésumé : Dans cette thèse on explore l’utilisation du contrôle optimal et du transport
de masse pour la modélisation économique. Nous saisissons ainsi l’occasion de réunir
plusieurs travaux faisant intervenir ces deux outils, parfois en interactions l’un avec l’autre.
Dans un premier temps nous présentons brièvement la récente théorie des jeux à champ
moyen introduite par Lasry et Lions et nous concentrons sur le point de vue du contrôle de
l’équation de Fokker-Planck. Nous exploitons cet aspect à la fois pour obtenir des résultats
d’existence d’équilibres et pour développer des méthodes numériques de résolution. Nous
testons les algorithmes dans deux cas complémentaires à savoir le cadre convexe (aversion
à la foule, dynamiques à deux populations) et le cadre concave (attraction, externalités et
eﬀets d’échelle dans un modèle stylisé de transition technologique). Dans un second temps,
nous étudions un problème de matching mêlant tranport optimal et contrôle optimal. Le
planiﬁcateur cherche un couplage optimal, ﬁxé pour une période donnée (engagement),
étant donné que les marges évoluent (éventuellement aléatoirement) de façon contrôlée.
Enﬁn, nous reformulons un problème de partage de risque entre d agents (pour lequel nous
prouvons un résultat d’existence) en un problème de contrôle optimal avec contraintes de
comonotonie; ceci nous permet d’obtenir des conditions d’optimalité à l’aide desquelles
nous construisons un algorithme simple et convergent.
Mots clés : Jeux à champ moyen, contrôle optimal, transport optimal, approximations
numériques, calcul des variations, contrôle de Fokker-Planck, économie mathématique.
Abstract : In this thesis we explore some uses of optimal control and mass transport in
economic modeling. We thus catch the opportunity to bring together some works involving
both tools, sometimes mixing them. First, we brieﬂy present the recent mean ﬁeld games
theory introduced by Lasry & Lions and focus on the optimal control of Fokker-Planck
setting. We take advantage of this aspect in order to obtain both existence results and
numerical methods to approximate solutions. We test the algorithms on two complemen-
tary settings, namely the convex setting (crowd aversion, two populations dynamics) and
the concave one (attraction, externalities and scale eﬀect for a stylized technology switch
model). Secondly, we study matching problems combining optimal transport and optimal
control. The planner looks for an optimal coupling, ﬁxed during the considered time period
(commitment), knowing that the marginals evolve (possibly randomly) and that she can
control the evolution. Finally we reformulate a risk-sharing problem between d agents (for
whose we prove an existence result) into an optimal control problem with comonotonic
constraints. This enables us to write optimality conditions that we use to build a simple
convergent algorithm.
Keywords : Mean ﬁeld games, optimal control, optimal transport, numerical approxima-
tions, calculus of variations, Fokker-Planck control, mathematical economics.
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La théorie du contôle optimal et le transport de masse interviennent dans de nombreux
modèles en économie. Aussi proposons-nous dans ce travail relativement pluridisciplinaire
de donner quelques exemples d’utilisation de ces outils mathématiques en étudiant les
aspects théoriques et numériques de quelques modèles, souvent même en considérant les
deux outils (contrôle et transport) à la fois.
En ce qui concerne les problèmes de contrôle optimal en économie, l’une des premières
distinctions que l’on peut faire porte sur le contrôleur. Nous détaillons dans cette thèse
à la fois des modèles dans lesquels le contrôle est exercé par les individus (au niveau mi-
croscopique) aussi bien que par un planiﬁcateur. Nous espérons montrer au lecteur que
l’usage de la théorie du contrôle optimal est au moins double.
En premier lieu il peut se révéler inattendu et fructueux. Nous exploitons ainsi pour deux
modèles (l’un de jeux à champ moyen, l’autre de partage de risque multi-agents) des re-
formulations de problèmes non initialement posés en termes de contrôle optimal, en vue
d’approcher numériquement leurs solutions.
L’usage du contrôle optimal peut aussi être novateur, c’est précisément ce que nous illus-
trons en empruntant à Lasry et Lions leur récente théorie des jeux à champ moyen, pour
deux modèles étudiant les interactions entre individus (ou agents) au sein de grands groupes
(ou populations). Nous verrons encore cet aspect novateur en enrichissant un problème de
matching avec transport optimal de mesure dans lequel le planiﬁcateur a aussi la possiblité
de contrôler (i.e. agir sur) les marges.
Par transport de masse nous entendons ici d’une part équation de transport et d’autre
part transport optimal de mesure.
Nous insistons sur l’aspect évolutif qui est caractérisé par l’utilisation d’équations de tran-
port (jeux à champ moyen, équation de Fokker-Planck) mais aussi par le contrôle dy-
namique de marges (contrôle optimal et transport optimal pour la planiﬁcation).
Dans cette thèse, le transport optimal entre en scène dans un modèle de planiﬁcation mo-
tivé par l’allocation de tâches à des employés (dont les caractéristiques peuvent évoluer et
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être contrôlées). Nous voyons ici apparaître un premier mélange des deux outils math-
ématiques. Un second a lieu dans les modèles basés sur la théorie des jeux à champ moyen
dans lesquels interviennent des équations de transport contrôlées (équations de Fokker-
Planck ou Kolmogorov).
Jeux à champ moyen
La théorie des jeux à champ moyen (souvent notée dans la suite par MFG, sigle de sa
traduction anglaise "Mean Field Games") a été récemment introduite par Lasry et Lions
([51, 52, 53]) pour décrire des situations d’équilibre en considérant un continuum de joueurs
(aussi appelés agents). Le nom donné à cette théorie se justiﬁe d’une part parce qu’elle
constitue une branche de la théorie des jeux et d’autre part car elle intervient lorsque les
joueurs ont des interactions de type "champ moyen" i.e des interactions où l’inﬂuence d’un
agent est négligeable sur l’état global du système considéré. Ceci constitue l’une des prin-
cipales caractéristiques des situations de jeux à champ moyen, à savoir l’atomisation de
l’agent dans l’économie (jeux non-atomiques). Ce dernier adoptera ainsi un comportement
stratégique basé sur ses caractéristiques propres mais aussi sur l’ensemble des caractéris-
tiques des joueurs, son action propre ayant un impact très réduit sur l’état global. Citons
encore deux hypothèses fondamentales des MFG : l’anonymat des agents (les permuta-
tions entre joueurs sont sans eﬀet sur le champ moyen, les joueurs sont indistinguables
mais peuvent être diﬀérents), ainsi que l’hypothèse, classique en économie, d’anticipations
rationnelles. Il convient aussi de noter que les jeux à champ moyen permettent de se placer
aussi bien dans un cadre d’étude en temps continu, avec ou sans horizon (laissant grande
ouverte la porte à la modélisation de phénomènes de transition) que dans un environnement
aléatoire, stochastique.
Un système de jeux à champ moyen décrit une situation d’équilibre dans le jeu avec une
inﬁnité d’agents. Aussi désignons-nous ce système par équilibre de champ moyen ou encore
système MFG. Lasry et Lions montrent dans [51, 52, 53] qu’un tel système n’est autre que
l’asymptotique d’un équilibre de Nash dans un jeu à N joueurs qui optimisent un critère
(dans ce travail nous n’étudions jamais cette asymptotique et nous nous plaçons directe-
ment dans le cas du continuum d’agents). C’est précisemment par ce passage à la limite
que se révèle un grand intérêt des MFG : la description de l’équilibre s’allège considérable-
ment dans le cas d’un continuum d’agents dont l’inﬂuence individuelle est négligeable sur
l’état global. En eﬀet, le système MFG décrit une situation d’équilibre au travers d’un
système de deux EDP forward/backward couplées :

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2 v + H(x;rv) = V [m]:
Plus précisément, la première EDP est une équation de transport décrivant l’évolution de
la distribution des agents (ou de leurs caractéristiques). La seconde équation correspond
quant à elle à une équation de type Hamilton-Jacobi-Bellman, provenant de l’optimisation3
d’un critère par le biais d’un contrôle. L’aspect forward/backward est intrinsèquement lié
à l’hypothèse d’anticipations rationnelles.
Du point de vue des mathématiques appliquées, les systèmes d’EDP couplées de la sorte
sont souvent diﬃciles à résoudre. Cependant, il s’avère que les systèmes MFG conduisent
dans bon nombre de cas à une étude théorique (existence, unicité), parfois même à des
résolutions explicites, et très souvent à une calculabilité numérique. C’est en fait sur
ce dernier point que nous insistons dans cette thèse. Dans certains cas, il résulte que la
solution du système d’équilibre d’un jeu à champ moyen est un point critique d’un problème
de contrôle optimal régit par une équation de transport (plus précisemment l’équation de
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C’est en fait un principe d’eﬃcience : les incitations de chaque agents mènent à une
situation d’équilibre minimisant un coût global (qui n’est pas cependant la moyenne des
coûts individuels). Dans ce qui suit, et à la diﬀérence de méthodes numériques récemment
proposées par Guéant (voir [38, 39], notion de stabilité éductive) d’une part, et Achdou et
Capuzzo-Dolcetta [2] (méthodes développées directement sur le système d’EDP en horizon
inﬁni, méthodes de Newton dans le cas de l’horizon ﬁni) d’autre part, nous nous basons et
nous appuyons exclusivement sur cette approche "optimisation" (ou contrôle optimal) des
jeux à champ moyen pour développer des algorithmes de résolution aussi bien que pour
retrouver l’existence de solutions.
Les jeux à champ moyen oﬀrent une nouvelle classe de modélisation particulièrement
utile en économie dont l’utilisation semble connaître un essor important. Nous pouvons
citer pour exemple une application à la théorie de la croissance soulignant explicitement
l’importance des distributions de Pareto déjà observées empiriquement dans la théorie des
inégalités (voir [38] ou [40]). Un autre exemple récent auquel s’intéressent Giraud, Guéant,
Lasry et Lions dans [37] est une modélisation MFG de la production d’une ressource épuis-
able (comme le pétrole).
Ci-après nous proposons de donner, dans le chapitre 2, une présentation intuitive et
formelle de la théorie des MFG. Nous commençons par un exemple simple fortement inspiré
du cours de Lions ([56]), nous écrivons le modèle MFG en le justiﬁant brièvement, nous
rappelons un résultat d’existence et d’unicité et enﬁn mettons en évidence le lien avec le
contrôle optimal. Le chapitre 3 (voir aussi [49]) est quant à lui consacré à la description
d’un algorithme de résolution des MFG (dans le cas où le critère de contrôle optimal
associé est concave en la distibution globale, ce qui correspond à une attirance pour les
choix des autres). Pour ce faire, nous nous appuyons sur un modèle stylisé de choix de
technologies avec économie d’échelle et en présence d’externalités positives. Nous voyons
dans un cas, grâce aux simulations, que la non-unicité des solutions peut s’interpréter
comme la possibilité d’une transition technologique. Nous faisons aussi un bref parallèle
avec les travaux de Mancur Olson ([63]) sur l’action collective et le phénomène du passager
clandestin.4 1. Introduction
Enﬁn, et pour conclure en ce qui concerne les jeux à champ moyen, nous présentons au
chapitre 4 un modèle de mouvements de foule pour deux populations, ainsi qu’une méthode
de descente de gradient dans le cas complémentaire au précédent, à savoir le cas où le critère
est convexe par rapport à la densité globale (aversion à la foule). Nous exhibons ensuite
quelques résultats numériques concernant les interactions entre groupes, plus précisemment
dans un cas de "xénophobie" où les deux populations ont des intérêts contradictoires.
Transport optimal et contrôle optimal
La théorie du transport optimal de mesure est née en 1781 avec les travaux de Monge ([62])
qui a posé le problème suivant. Etant données deux densités de probabilité f et g associées
à des mesures de probabilité de Radon  et , trouver une application T : Rd ! Rd











Ce problème est longtemps resté sans solution, c’est-à-dire sans résultat d’existence ni car-
actérisation de minimiseur(s), et ce sont les travaux de Kantorovich et de Koopmans qui
l’ont remis au goût du jour au XXième siècle en s’intéressant à des problèmes de plani-
ﬁcation (ce qui leur valu le prix Nobel d’économie en 1975). Leur motivations premières
étaient le transport optimal de charbon (provenant de mines) à des usines d’acier pour le
premier auteur, et le transport maritime en temps de guerre pour le second. Le problème
apparaissant alors est en fait une relaxation de celui proposé par Monge. Brièvement, en
notant (;) l’ensemble des couplages entre  et  (ou encore des mesures de probabilité
ayant pour marges  et ), et pour un coût de transport donné c : Rd  Rd ! R, le




Depuis une vingtaine d’années (et les travaux de Brenier [7], 1987 pour la publication
française), cette théorie a connu un développement fulgurant et un très grand nombre
de champs d’application est apparu. En économie, l’on peut mentionner les problèmes
d’allocation de ressources ou d’assignement, de matching. Citons par exemple les récents
travaux portant sur des problèmes de matching (Ekeland, [28]), ou encore sur les modèles
hédoniques (Ekeland d’une part, et Chiappori, McCann & Nesheim d’autre part, [29, 23]),
sans oublier les applications en économie urbaine (Carlier & Ekeland, [17, 18], et Buttazzo
& Santambrogio, [9]).5
Dans les problèmes classiques donc, le planiﬁcateur optimise le couplage entre deux
marges données. Nous proposons d’enrichir ce problème en considérant des marges non
plus ﬁxées mais pouvant évoluer de façon contrôlée. C’est là précisément l’objet du chapitre
5 (correspondant à [20]).
Cette extension nécessite bien évidemment un cadre d’étude dynamique. Insistons bien
toutefois sur l’aspect stationnaire du couplage; les marges évoluent durant une période
ﬁxée [0;T] alors que l’allocation/matching du planiﬁcateur, eﬀectué(e) à l’instant initial,
est valable et identique jusqu’en T. Le couplage est ainsi interprété comme un engagement
(à durée déterminée T).
La motivation de ce travail est l’allocation de N tâches à N employés ; classiquement,
l’employeur attribue les tâches les plus diﬃciles aux employés les plus qualiﬁés. Il est na-
turel d’imaginer que les caractéristiques des tâches et des travailleurs évoluent au cours
du temps. Le contrôle optimal apparait quant à lui dès lors que l’on considère par exem-
ple la possibilité d’agir sur le niveau de qualiﬁcation des employés (formations diverses,
néanmoins côuteuses) ou encore sur la facilité d’éxécution des tâches (investissements, typ-
iquement). Mathématiquement, on décrit l’évolution du couple de variable employé/tâche
par le processus Zt = (Xt;Yt) ayant une dynamique du type
dZt = b(Zt;ut)dt + (Zt;ut)dWt;
pour un contrôle ut. La solution de cette équation diﬀérentielle stochastique ayant pour
donnée initiale (x;y) est notée Z
x;y;u
t . Les marges de référence  et  correspondent aux
distributions initiales de X0 et Y0. Le planiﬁcateur optimise alors le contrôle u et le couplage















avec c désignant le coût de transport et de contrôle et  le coût ﬁnal. Nous distinguerons
dans le chapitre 5 les cas couplé et découplé, i.e. le cas pour lequel le contrôle du plan-
iﬁcateur peut être choisi pour tout couple (x;y) et la situation (mathématiquement plus
compliquée à traiter) où, pour les employés de type x ﬁxé, le contrôle est choisi indépen-
damment de la tâche y. Nous pouvons par exemple illustrer cet aspect en pensant à l’achat
d’une licence d’un nouveau logiciel dont on équipe la machine de tous les cadres. Notre
étude contient notamment un résultat d’existence pour le problème couplé, un théorème
de relaxation entre problèmes couplé et découplé ainsi que l’étude complète du cas déter-
ministe quadratique.
Partage de risque multi-agents
Les travaux pionniers sur les problèmes de partage de risque (risk-sharing) en assurance
datent des années soixante et sont dus à Arrow [3], [4] et Borch [6]. Depuis, ce sujet a fait
l’objet de nombreuses études en mathématiques ﬁnancières pour des utilités invariantes6 1. Introduction
en loi (utilités rank-dependent ou mesures de risque monnétaires), notamment de la part
de Carlier, Dana, Föllmer, Jouini, Schachermayer, et Touzi (voir les références précises
dans le chapitre 6). Les travaux existant traitent bien souvent le cas de deux agents. Le
dernier sujet abordé dans cette thèse consiste à étudier de tels problèmes de risk-sharing
lorsqu’interviennent d agents (d > 1), pour des risques unidimensionnels.
Plus précisément, pour d agents ayant des utilités Vi monotones, invariantes en loi,
Fatou (i.e. semi-continues inférieurement pour la convergence p.s. des variables aléatoires














La variable aléatoire X0 2 L1
+ correspond au risque global (ou à la richesse totale). Nous
voyons ainsi que c’est un problème de sup-convolution et consacrons le chapitre 6 à l’étude
de ce dernier (cette partie correspond à la référence [21]). Nous prouvons l’existence et
l’unicité d’une solution comonotone en détaillant les mécanismes permettant de passer de
2 à d agents. L’intérêt croissant porté aux mesures de risque et l’importance des récentes
études sur ce sujet (voir par exemple le livre de Föllmer et Shield [32]), nous conduisent
aussi à remarquer que l’existence a encore lieu pour des utilités simplement concaves.
Un cas intéressant (incluant les rank-linear utilities et rank-dependent utilities) est celui








Dans ce cas, le problème abstrait de sup-convolution peut être reformulé en un problème




F(t;x(t))dt; x tel que
d X
i=1






Cette reformulation variationnelle est le point clé du travail, elle permet successivement de
caractériser les solutions et de développer un algorithme convergent (et très simple du fait
des contraintes sous forme de simplexes) ; la méthode d’approximation ainsi obtenue est
robuste au cas simplement concave. Nous détaillons quelques tests présentant en outre des
régimes dans lesquels certains agents en assurent d’autres, ou encore montrant l’impact de
la loi du risque global sur les règles optimales de partage.Chapitre 2
Présentation des jeux à champ moyen
Nous présentons dans cette première section, en nous inspirant de [51, 52] et d’une partie
des cours de Lions au Collège de France ([56]), un aperçu formel de la théorie MFG.
Nous commençons par un exemple simple de jeu statique, un jeu de position (économie
géographique).
2.1 Un exemple statique simple
Considérons un espace compact 
  Rd muni de la distance euclidienne. Chaque joueur
souhaitant se positionner "le mieux possible" dans cet espace est caractérisé par sa posi-
tion. Nous pourrions en outre citer l’exemple du choix de destination de vacances estivales,
mais nous ferons plus souvent référence au problème dit "de la plage" sur laquelle sont im-
plantés des centres d’intérêt attractifs. Ainsi, alors même que chacun souhaite se placer
près du glacier, proche du parking etc, il est assez fréquent d’observer une aversion à la
foule, aux autres. En ce sens, nous tentons dans ce qui suit, de modéliser et de résoudre
cette situation qui à la fois incite les joueurs à être ensemble et les repousse les uns des
autres.
L’inconnue du problème est une mesure de probabilité sur 
, que nous notons m 2 P(
).
Chaque joueur minimise un coût F : (x;m) 2 
  P(
) ! F(x;m). Typiquement, nous
pouvons penser à un coût séparé: F(x;m) = V (x) + G(m) dans lequel la première com-
posante serait liée à l’eﬀet géographique (attraction/répulsion de certains centres) et la
seconde correspondrait à la prise en compte de la répartition globale des vacanciers (aver-
sion/attirance à la foule). Plus précisément, la fonctionnelle G peut être locale ou non,
c’est à dire du type G(m(x);rm(x);D2m(x);:::) ou G(m  0;rm  1;D2m  2;:::).
Très formellement et intuitivement, nous voyons qu’un équilibre dans ce jeu avec un contin-
uum de joueurs peut se décrire de la façon suivante. Un joueur est en situation d’équilibre
x 2 supp(m) s’il est un point de minimum de l’application y ! F(y;m).
Nous voyons bien que c’est un problème de point ﬁxe: nous ﬁxons m, minimisons par
rapport à la variable qui reste puis trouvons un ensemble de points de minima ; le support
de m doit alors être contenu dans cet ensemble. Mathématiquement le problème MFG
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s’écrit:
supp(m)  argminyF(y;m): (2.1)
Remark 1. A ce stade, nous pouvons aisément remarquer que m résout (2.1) si et seule-
ment si m minimise sur P(




Nous pouvons introduire le principe d’eﬃcience dans le cas dérivant d’un potentiel à travers
cet exemple simple. Ceci correspond à considérer que F(x;m) = 0(m)(x) au sens des
diﬀérentielles formelles (petites variations), pour une certaine forme linéaire  : P(
) !





W(m) avec W 0 = G. Notons que si G est croissante (W est
convexe), les agents fuient la foule alors que si G est décroissante (W est concave), ils
suivent la foule. Dans le cas simple où G(t) = ct pour une constante c, le potentiel s’écrit
(m) =
R
(V m + c
2m2).
Le principe d’eﬃcience donne alors le lien entre l’optimisation joueur par joueur et celle d’un
critère global: nous indiquons dans la proposition suivante dans quels cas les incitations
individuelles mènent à un critère global optimal et dans quels cas l’on peut se servir des
incitations individuelles pour atteindre un état global optimal. Supposons qu’il existe une
application  : P(






m est un équilibre i.e. une solution de (2.1).
Si de plus  est convexe (F est monotone), il y a équivalence.
Notons bien que la stricte convexité donne automatiquement l’unicité de l’équilibre. Justi-
ﬁons brièvement ce résultat. Si m est un point de minimum de (2.2), nous pouvons écrire
l’inéquation d’Euler en invoquant la convexité de P(
): 0(m)(m0   m) > 0 , 8m0. C’est-




F(x;m)dm pour tout m0. Il est alors clair
que m ne charge que les points de minima de F(x;m): supp(m)  argminyF(y;m).
L’autre implication est triviale dans le cas où  est convexe puisqu’alors l’inéquation d’Euler
est suﬃsante.
Dans le souci de rendre plus complet encore cet exemple de positionnement sur une plage,
nous pouvons étudier de plus près la conﬁguration F(x;m) = V (x)+G(m(x)). Sans perte
de généralité, nous pouvons prendre G(0) = 0. Nous nous intéressons au cas de l’aversion
à la foule, à savoir G est strictement croissante. Rappelons par ailleurs que W 0 = G. En





(V m + W(m)): (2.3)
En se souvenant que la solution est telle que supp(m)  argminyV (y)+G(m(y)), un point
de minimum dans (2.3) vériﬁe, pour un certain  réel, les conditions suivantes:2.2. Typologie des jeux à champ moyen 11
V + G(m) >  , sur 
;
V + G(m) =  , sur supp(m):
Nous pouvons en conclure la forme de la densité de probabilité m à l’équilibre:
m(x) = G
 1(   V (x))+:
Le réel  est choisi de telle sorte que:
R
dm = 1. Fixons V (x) = x2
2 (le glacier se situe au
point 0). Nous pouvons alors donner l’expression de la solution dans les cas suivants:
 Si G(t) = ct avec c constante positive: alors m(x) = 1
c(  
jxj2
2 )+. C’est une densité
semi-circulaire autour de 0.
 Si G(t) = t




+ , densité plus "étalée".






2.2 Typologie des jeux à champ moyen
Contrairement à l’exemple précédent, nous décrivons ci-après les MFG dans le cadre dy-
namique (évolution de masses au cours du temps). L’objet de cette section est de présenter
formellement le système d’équilibre des jeux à champ moyen et de rappeler un résultat
d’existence et d’unicité. Comme nous l’avons déjà signalé plus haut, ce système couple
deux EDP évoluant dans des sens opposés en temps. Aussi pouvons-nous donner sans plus








v + H(x;rv) = V (m) , v(T;:) = g(mT): (2.5)
Nous préciserons un peu plus tard les diﬀérents objets ci-dessus (V , g ainsi que le Hamil-
tonien H). La donnée initiale m0 est ﬁxée a priori ; c’est une mesure de probabilité sur Rd
(ou Rd=Zd) que nous prendrons régulière (densité de position des agents) et strictement
positive. L’indice t représente le temps, nous nous concentrons dans cette thèse sur le cas
dynamique à horizon ﬁni, autrement dit: t 2 [0;T].
Ceci étant ﬁxé, la première question naturelle que le lecteur est suceptible de se poser est
celle de l’origine, du fondement du système (2.4)-(2.5). Lasry et Lions expliquent dans
[51, 52, 53] que le système MFG est l’asymptotique d’un équilibre de Nash dans un jeu
à N joueurs. Mais le propos du présent travail n’est pas d’étudier ce passage à limite.
Le système ci-dessus peut se comprendre directement sur le modèle avec une inﬁnité de
joueurs. C’est précisément ce que nous proposons de faire formellement dans la section qui
suit.12 2. Présentation des jeux à champ moyen
2.2.1 Dérivation des équations du système MFG, existence et unic-
ité
Introduisons l’espace d’états 
 que nous choisissons pour des raisons de simplicité 
 =
Rd=Zd, et ﬁxons un bruit  > 0. Le point de départ est la déﬁnition du problème individuel
du joueur dont la position est x 2 





t ;t) + V [mt](Xx




t = tdt + dWt , Xx
0 = x:
(2.6)
Le problème individuel est donc un problème de contrôle stochastique faisant intervenir
diﬀérents coûts donnés: un coût Lagrangien L lié à la position du joueur et au contrôle 
qui sera supposé convexe en , un coût global (ou de champ moyen) V , ainsi qu’un coût
ﬁnal g.
La dynamique du joueur est un processus stochastique contrôlé Xt partant du point x.
Dans cette dynamique, Wt désigne un mouvement brownien standard, et  correspond au
bruit.
Le point clé dans la déﬁnition du problème (2.6) est la prise en compte dans le critère d’un
coût portant sur l’état global du système, à savoir sur (mt)t0 qui désigne le champ créé
par l’ensemble des joueurs, c’est-à-dire la densité des positions à l’instant t.
La dérivation du système se fait alors en deux étapes. La première est la résolution
du problème de contrôle stochastique pour m donné (c’est là l’hypothèse d’anticipations















Déﬁnissons formellement le Hamiltonien H(x;p) = L(x;p) := supfp   L(x;)g. Il





v + H(x;rv) = V [m] , vjt=T = g[mT]:
Très formellement toujours, dans le cas où il y a suﬃsament de régularité, il est possible
de déﬁnir le feedback optimal  qui est un maximiseur dans l’expression du Hamiltonien
H évalué au point (x;rv(t;x)). Le contrôle (qui est le drift du processus du joueur) est
alors  := (t;x) = @pH(x;rv(t;x)).
La seconde équation aux dérivées partielles du système, qui décrit l’évolution de m, est
une équation de transport par drift et diﬀusion.






t )]dm0(x) , 8' 2 C
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avec dXx













t )]dt + r'(X
x
t )dWt:
En eﬀet, en utilisant le fait que le second membre ci-dessus soit une martingale, la déﬁnis-


































et nous aboutissons ainsi à l’équation de Fokker-Planck (souvent appelée équation de Kol-




m + div(m) = 0 , m(0;:) = m0:
Nous pouvons à présent assembler le résultat des deux étapes en considérant le feedback
(t;x) = @pH(x;rv(t;x)), et nous obtenons bien le système (2.4)-(2.5) présenté en début
de section. Remarquons que le choix du Tore dans Rd permet d’avoir de la compacité et
de garantir que la densité m solution de l’équation de Fokker-Planck reste bien une mesure
de probabilité dès que la donnée initiale l’est.
Enﬁn, pour clore ce paragraphe, rappelons simplement ici un résultat d’existence et
d’unicité dont les preuves sont données dans [51, 52, 53].
Si V est un opérateur régularisant, H et g sont régulières avec j@pHj  C(1 + jpj), m0 est
régulière, alors le système (2.4)-(2.5) admet une solution. Si de plus V et g sont strictement
monotones dans le sens où ils vériﬁent pour k = V;g:
R R
(k[m1] k[m2])(m1  m2)  0 )
m1 = m2, alors la solution est unique.
2.2.2 Lien avec le contrôle optimal: le cas dérivant d’un potentiel
L’objet de ce paragraphe est de décrire le point de vue du contrôle optimal des MFG,
qui correspond à un principe d’eﬃcience (auquel nous avons fait allusion dans l’exemple
introductif). Dans cette situation, la situation d’équilibre (dans laquelle les joueurs opti-
misent leur critère individuel), est un point critique d’un coût global. Le lien entre MFG
et contrôle optimal a lieu dans le cas dérivant d’un potentiel, à savoir le cas où il existe
deux applications  et 	 telles que V [m](x) = 0(m)(x) et g[m](x) = 	0(m)(x).14 2. Présentation des jeux à champ moyen
La solution du système d’équilibre (2.4)-(2.5) correspond alors aux points critiques du








 L(x;)m(t;x)dx + (m)(t)dt + 	(mT)
@tm   2
2 m + div(m) = 0 , m(0;:) = m0(:).
(2.7)
Un cadre fonctionnel rigoureux ainsi que l’obtention des conditions d’optimalité de ce
système sont détaillés dans le chapitre 3.
Nous nous concentrons dans cette thèse sur cet aspect d’optimisation globale des jeux
à champ moyen qui présente de nombreux intérêts, que ce soit pour le développement de
méthodes numériques (ce que nous faisons dans les chapitre 3 et 4) ou encore pour retrouver
des preuves d’existence. Enﬁn, et avant de passer à la suite, nous souhaitons souligner les
similarités entre ce cas d’eﬃcience des jeux à champ moyen et les récents travaux de Carlier,
Jimenez et Santambroggio dans [19]. Les auteurs, qui étudient la congestion du traﬁc en
utilisant le transport optimal de mesures, montrent qu’un équilibre de Wardrop est Pareto
eﬃcace pour le même genre de coût dérivant d’un potentiel.Chapitre 3
Computation of MFG with application
to a stylized model of technology switch
Ce chapitre est basé sur un travail commun avec J. Salomon et G. Turinici, dont le titre
original est "Computation of mean ﬁeld equilibria in economics", publié dans Mathematical
Models and Methods in Applied Sciences.
Résumé :
Nous considérons un problème d’optimisation lié a un modèle stylisé pour le choix de
technologies (avec externalités et économie d’échelle). Après avoir prouvé un résultat
d’existence, nous introduisons un algorithme de résolution du problème MFG. Nous termi-
nons avec quelques résultats numériques mettant notamment au jour un cas de multiplicité
d’équilibres de champ moyen décrivant une possible transition technologique.
Mots clés : Mean ﬁeld games, équilibre dynamique, externalités, algorithmes monotones,
contrôle optimal, optimisation non convexe.
Abstract :
Motivated by a mean ﬁeld games stylized model for the choice of technologies (with ex-
ternalities and economy of scale), we consider the associated optimization problem and
prove an existence result. To complement the theoretical result, we introduce a monotonic
algorithm to ﬁnd the mean ﬁeld equilibria. We close with some numerical results, including
the multiplicity of equilibria describing the possibility of a technological transition.
Keywords : Mean ﬁeld games, dynamic equilibrium, externalities, monotonic algorithms,
optimal control, non-convex optimization.
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3.1 Introduction
Mean ﬁeld games (hereafter MFG), introduced recently by Jean-Michel Lasry and Pierre-
Louis Lions (Ref. [51, 52, 53]), appear to be well adapted to economic modeling.
While in standard game theory there are a ﬁnite number of players, MFG studies the
behavior of a continuum of agents.




L(Xt;t) + V [m](Xt)dt

;
over all eligible controls t. The state of a generic player is X(t) (also denoted Xt),
which is a diﬀusion process governed by the controlled stochastic diﬀerential equation
dXt = dWt + tdt, starting at X0 = x0. Here Wt is a Brownian motion, L is a cost for
changing states, and V relates to the state cost. All players solve the same stochastic control
problem but diﬀer in their initial characteristic x0 distributed under a given probability
measure m0.
The criterion depends on the population density m and this dependence models the
interactions between players but reﬂects the insigniﬁcance of the individual inﬂuence (the
agent is atomized in the economy). This aspect will also be used to traduce a scale eﬀect
and externalities. Each player chooses a rational strategy taking into account its own
parameters but more especially the global distribution of agents m.
Mathematically, a mean ﬁeld equilibrium (i.e. Nash point for an inﬁnite number of
players), leads to a PDE system coupling an Hamilton-Jacobi-Bellman equation and a
Kolmogorov equation (see Ref. [53]):

@tm   2
2 m + div( @pH(x;rv)m) = 0
@tv + 2
2 v   H(x;rv) =  V [m];
(3.1)
where H is the Legendre transform of L (see more details in Section 3.2.5). The MFG are
suitable to describe large systems e.g., population dynamics (Ref. [48]), group interactions,
etc. ..., in a stylized mathematical way amenable to numerical studies.
In this paper we focus on an application of MFG. The model enables us to design and
test an eﬃcient algorithm that ﬁnds the corresponding optimal points. The origins of the
algorithm are in the ﬁeld of quantum chemistry (see Ref. [58, 59, 75]).
We will proceed as follows: in Section 3.2 we present a model for the choice of insula-
tion technology of households. We deﬁne the optimization problem and prove an existence
result using a penalized problem. Then we introduce Eq. (3.1) using the optimal control
framework. Section 3.3 is devoted to numerical setting and to the description of the algo-
rithm. Finally, in Section 3.4, we show the eﬃciency of our method on some simulations.
In particular we obtain a result showing the bundling due to the positive externality, and
explore numerically the multiplicity of equilibria.3.2. The Model 19
3.2 The Model
As mentioned before, our aim is not to give an exhaustive economic model, but to document
qualitative behaviors related to the MFG model and propose an adapted numerical method.
We choose to work in a continuous time setting, i.e. on the time interval [0;T] where the
MFG gives a very convenient characterization of a dynamic equilibrium. We look at a
large economy and consider a continuum of consumer agents. Each agent is a household
arbitrating between heating or better insulating their home. We next describe the modeling
of the agents and their action.
3.2.1 The agents
Two important characteristics are assumed. First, any agent (household) owns exactly
one house and cannot move to another before the horizon T. Secondly, we consider that
the households are anonymous (i.e they have similar accommodations and preferences)
but possibly diﬀerent insulation levels. One of our goals is to ﬁnd a dynamic equilibrium
when there is the possibility of a technological transition (from energy consumption to
insulation). Introducing externalities and economy of scale impacts the strategy of the
households. Intuitively, we deal with a model where two particular behaviors are expected:
either all agents continue heating their home or they all decide to insulate it.
Thus, each agent is associated to an insulation level, denoted by x 2 [0;1], which
fully characterizes her state. The null insulation level x = 0 corresponds to a house with
only thin walls, whereas in the maximal insulation level x = 1 all existent technologies
of insulation are used. The dynamics of the agent corresponds to the following controlled
process:
dXt = dWt + tdt + dNt(Xt): (3.2)
In this expression, the control variable is t, which can be interpreted as the eﬀort
required to insulate. The agent optimizes her cost (described in the next section) with
respect to t. The term Wt is a standard real valued Brownian motion centered at zero. The
multiplicative factor corresponding to Wt is the noise , which is related to the technological
innovations and the climate (change of temperatures, storm, etc.);  is assumed to be a
datum of the model. The variable Xt is a diﬀusion process with reﬂexion. In the above
formula, the reﬂexion part has been denoted by Nt(Xt). In our model, this guarantees that
the process stays in [0;1]. We refer to Ref. [33] for additional details about this formulation.
The initial density of agents, denoted by m0, is given; it describes agents’ ownership of
insulation material at t = 0, and corresponds to the density of the initial variable X0.
Remark 2. In what follows, we consider the evolution of the density of agents m(t;:) for
t 2 [0;T]. We recall that for the diﬀusion process dYt = dWt + tdt in R, with initial
distribution m0, the evolution of the law of Yt follows the forward Kolmogorov equation (see20 3. Computation of MFG, technology switch modeling




m + div(m) = 0 in R  (0;T] , m(0;:) = m0(:): (3.3)









The reﬂexive part of process Xt leads to the same equation in [0;1](0;T] with homo-
geneous Neumann boundary conditions m0(t;0) = m0(t;1) = 0 for all t 2 (0;T). In other
contexts this equation is also called the controlled Fokker-Planck equation.
We next model, through a cost functional to be minimized, how the agents control their
insulation level.
3.2.2 The costs
In our model, any agent is assumed to minimize a cost functional composed of three terms:
the cost of acquiring insulation, the insulation maintenance cost and the heating cost.
The cost of acquiring insulation is modeled as the cost to change the state that we take











with c0, c1 and c2 are some positive constants. In this setting, this term is increasing
with respect to x which means that the higher is the insulation level the higher is the
maintenance cost. On the other hand, it is decreasing with respect to the global density
of agents m. This property is related to two economical concepts: economy of scale and
positive externality. Basically, this term encourages the agents to do similar choices: higher
the number of players having chosen the same insulation level, lower its cost.
Finally, the heating cost is taken into account by introducing the third term:
f(t;x) := p(t)(1   x):
In this deﬁnition,  2 [0;1] is given, and p(t) stands for the unit price of energy
(electricity, gas, ...) that may depend on time; by unit we mean the price of energy for a
quantity needed to heat a not insulated house. Various forms of this price are studied in
the last section (simulations). The factor (1   x) is introduced to take into account the
discount rate of the heating price with respect to the insulation level. Let us introduce the








The addition of these three costs will constitute the functional to be minimized, as we
will see in the next paragraph.
3.2.3 Minimization problem and MFG
We are now in the position to write the minimization problem we consider in this paper.


















V = 0 (see Ref. [52]). For the sake of simplicity, we consider that there is no other
constraint on the control variable. This system corresponds to a Lagrangian formulation,
dealing with the microscopic scale (the agent). As mentioned in Remark (2), it is standard













2 m + div(m) = 0 , m(0;:) = m0(:) ,
(3.5)
with boundary conditions: m0(:;0) = m0(:;1) = 0 , (:;0) = (:;1) = 0. Our work is
related to the optimal control of the forward Kolmogorov equation. In this model, the
agents are rational and they have rational expectations: in the minimization problem, the
households see m(t;:) as given for every t in [0;T]. A solution of this problem will present
many similarities with an equilibrium with rational expectations.
Writing our problem as a MFG problem with a ﬁnite horizon (as in Ref. [53]) means
that the critical points of problem (3.5) correspond to mean ﬁeld equilibria. As recalled
in the introduction, these are approximations of Nash equilibria of a N-players game, for
large values of N. This tool enables to handle a continuum of agents, hence atomized in the
economy. Consequently, there is no need to build a representative agent. We consider all
the agents, from the macroscopic point of view. Before writing the critical points equations,
we investigate the existence of a minimizer for a penalized problem.
3.2.4 Existence
Let 
 be the space domain; we will consider as important cases (0;1) with Neumann
boundary conditions and the d-dimensional torus Td.22 3. Computation of MFG, technology switch modeling
Let us deﬁne the time-space domain Q := [0;T]
, a nonnegative continuous function
 : Q  R ! R+, and the function:
 : M
ac
b (R+)  [0;T] ! R






b (R+) denotes the space of Borel measures supported on 
, which are absolutely
continuous with respect to the Lebesgue measure. Note that  introduced in Section 3.2.2
is a particular case of  above.
We refer the reader to Ref. [25] (Chap XVIII, x 4.4) for the precise functional space
setting. When 
 = (0;1) with homogenous Neumann boundary conditions or when 
 = Td
we take V = H1(
). For mixed Dirichlet-Neumann or more general boundary conditions
the natural space V satisﬁes H1
0(
)  V  H1(
). In all cases existence of a solution
of the evolution problem is ensured for  2 L1(0;T;W 1;1(
)). Denote W(0;T) := fu :
u 2 L2(0;T;V ); du
dt 2 L2(0;T;V 0)g. One can prove that W(0;T) is continuously included
in C0(0;T;L2(
)). We refer to Ref. [26] (Chap 2. x 5.5) for additional discussions on
alternative functional settings.












2 m =  div(m);m(0;:) = m0(:); + boundary conditions:
(3.6)
For notational convenience we consider in what follows the case 2
2 = 1. We introduce, as




































 j(t;x)j2m(t;x)dx + (mt)(t)

dt if q = m
+1 otherwise;







B := f(q;m) : q 2 L2(Q);m weak solution of @tm   m =  div(q);
m(0;:) = m0(:) 2 L2(
);m 2 W(0;T)g:
(3.7)3.2. The Model 23
Since we have no information about the convexity of , we introduce the penalized problem:
inf
(q;m)2B
K"(q;m) := K(q;m) + "kqk
2
2; (3.8)
where k:k2 denotes the L2(Q)-norm.
Theorem 3.2.1. If m0 2 L2(
), then the minimization problem (3.8) admits a solution











Proof. The proof proceeds in several steps that we describe below. Let (qn;mn) be a
minimizing sequence of problem (3.8).
Step 1: bounds and convergence of qn . Obviously (qn;mn) is in the domain of K.
There exists a positive constant ~ C such that ~ C > K"(qn;mn) > "kqnk2
2. The sequence qn
is bounded in L2(Q), consequently there exists a subsequence (denoted again by qn) which
converges weakly to a limit q 2 L2(Q). Note also that for all n, div(qn) is bounded in
L2(0;T;V 0).
Step 2: convergence of mn. As shown in Ref. [55], since div(qn) 2 L2(0;T;V 0) and
m0 2 L2(
), then mn 2 W(0;T). Moreover div(qn) is bounded in L2(0;T;V 0) thus mn is
bounded in W(0;T). We want to prove that up to the extraction of a subsequence, mn





where both injections are continuous and the ﬁrst one is compact. Since the injection
V  L2(
) is compact one ﬁnds that W(0;T)  L2(Q) is also compact, cf. Ref. [72] for a
rigorous proof. Then there exists m 2 W(0;T) and subsequence mn such that mn converges
to m weakly in W(0;T) and strongly in L2(Q). Finally, there is another subsequence (again
denoted by mn) converging a.e to m.
Note that since qn * q in L2(Q) and mn * m in W(0;T) then m veriﬁes the weak
form of the equation @tm   m =  div(q) thus (q;m) 2 B.
Step 3: taking limits. The last remaining point is the limit of the functional. Thanks
to the lower semicontinuity of the L2(Q)-norm and the left hand side of K (see Ref. [8]),















2 = K"(q;m);24 3. Computation of MFG, technology switch modeling
which shows that (q;m) is a minimizer of problem (3.7).
Finally, let us prove the last assertion of the theorem.




K(q;m) 6 K(q";m") + "kq"k
2
2 6 K(q;m) + "kqk
2
2;8(q;m) 2 B




"!0 K"(q";m") 6 limsup
"!0
K"(q";m") 6 K(q;m);8(q;m) 2 B










Remark 3. Existence of a solution to problem (3.7) is an open problem. Anyway, note
that for all " > 0, if (q";m") is a minimizer of problem (3.8), the following assertions are
equivalent:
1. problem (3.7) admits a solution (q;m) 2 B with q 2 L2(Q),
2. 9M > 0 such that 8" > 0, kq"k2 < M.
To see that 1 ) 2 let q be optimal in (3.7); from the optimality of q and q" one obtains that
for all " > 0, kq"k2 6 kqk2. Let us now prove 2 ) 1. Since (q")">0 is uniformly bounded
in L2(Q), we have:
lim
"!0"kq"k2 = 0:
Then, using Theorem (3.2.1) we conclude that (q";m") is a minimizing sequence for K.
Proceeding analogously to the proof of the previous theorem, we obtain that there exists
a subsequence (q"n;m"n) such that q"n converges weakly to a limit w 2 L2(Q) and m"n
converges strongly to mw 2 L2(Q). Furthermore, (w;mw) is a solution of problem (3.7)
and:
kq"nk2 6 kwk2:














so that q"n converges strongly in L2(Q).3.2. The Model 25
3.2.5 Optimality conditions
In this section, we describe in a formal way how to obtain optimality conditions for problem












Let us now note that (3.3) can be written in the weak form as:
Z 1
0










v +   rv)m

for every v 2 C1
c ([0;1]  [0;T]). We deﬁne the Lagrangian of problem (3.5):

























and the conditions characterizing the saddle-point of L read as (3.3) together with:










v(T;:) = 0: (3.13)
We obtain the critical point equations that include, in addition to the equation for m,












Remark 4. By introducing the Hamiltonian of the system, deﬁned as the Legendre trans-
form of the changing state cost: H(x;p) = supp   2
2 =
p2
2 , it is easy to see that the









v   H(x;rv) =  
0(m) , v(T;:) = 0:26 3. Computation of MFG, technology switch modeling





2 m + div(m) = 0 , m(0;:) = m0 , m0(:0) = m0(:;1) = 0
 rv = 
@tv + 2
2 v + 2
2 +   rv =  0(m) , v(T;:) = 0
(3.15)
consisting in two coupled Partial Diﬀerential Equations (PDEs), one being backward (the
Hamilton-Jacobi-Bellman equation) and the other one being forward (the Kolmogorov
equation). This coupling will be important for the choice of the numerical method.
3.2.6 Some remarks
We conclude this section with some observations about the modeling with the "tool" MFG.
The MFG seem to be particularly adapted to describe a situation that combines two
economical ideas, positive externality and scale eﬀect. In our model, we introduced a
positive externality (if one insulates better her home, her neighbor has a better insulation
of her apartment). We saw that there is a clear incentive on any agent to choose some
insulation level.
This can be understood considering the form of the insulation maintenance cost, which
is decreasing in the global distribution of agents m. In addition, the negative slope in m
means that there is also an economy of scale in terms of savings that a ﬁrm obtains due
to expansion (think of the maintenance costs). We will see in the last section (using some
numerical simulations) that people indeed stay together i.e., tend to agglomerate.
Let us add some comments about the characteristics of the model. First of all, recall
that the model is in continuous time and space. This is adapted to the study of transition
eﬀects (in particular the possibility for the population to change the consumed technol-
ogy). Moreover the modeling of an inﬁnite number of agents is strongly linked with the
atomization of the agents in the economy. The MFG enables to handle such a situation.
On the one hand, every household is atomized (she takes into account that her action has
no inﬂuence on the global density) and, on the other hand, she has rational expectations
(thus she sees the global density as a datum), and the Nash point approximation leads
consequently to a non-cooperative equilibria.
To conclude our remarks, we emphasize that our model is a stylized model from the
industrial point of view. It is not completely realistic (heating price, maintenance cost)
nor a simpliﬁcation of statistical data. A work of calibration can be done, but is beyond
the scope of the present paper. Before some comments on the behavior of a population of
agents with this modeling, let us give the algorithm that will be used for simulations.
3.3 Numerical Simulations
In this section, we describe the algorithm that we use to solve our problem. This algo-
rithm is an adaptation of a procedure initially developed in the ﬁeld of quantum chemistry3.3. Numerical Simulations 27
Ref. [71, 75] (see also Ref. [58, 59]) following an approach introduced by Krotov Ref. [47].
It has recently been extended to some transport problems in Ref. [22] (see also Ref. [48]).
For a general presentation of this algorithm, see Ref. [69]. This approach shows excellent
results on non-convex problems, where usual gradient methods fail to converge.
Before presenting the optimization algorithm, we introduce a relevant discretization of
the problem. Even if what follows easily generalizes to 2D and 3D situations, we focus in
the rest of the paper on the 1D-case for its simplicity and the consistence with the initial
dimension of the problem. Given a matrix C, we denote by C its transpose.
Let us consider two positive integers M;N. We consider here the case of the bounded
space domain [0;1] for (3.3). We deﬁne the time and space steps by dt = 1
N and dx =
1
M and denote for j = 0;:::;M, i = 0;:::;N by mi
j the numerical approximations of
m(i:dt;j:dx). For reasons that will appear later, the discrete control is deﬁned at the
points (i:dt;(j + 1=2):dx), and is therefore denoted by i
j+1=2. We shall also use the no-
tations i = (i
j+1=2)j=1:::M 1 and mi = (mi
j)j=1:::M 1. Finally, we denote by j(mi) the
approximation of the maintenance cost (m;t;x) at the point (m(i:dt;j:dx);i:dt;j:dx). Re-
member that the total mass of [0;1] is constant in time, so that at the discrete level, we
impose the homogeneous Neumann boundary condition expressed by i
1=2 = i
M 1=2 = 0,
for i = 0:::N   1.
3.3.1 Discretized cost functional
From now on,  stands for the discrete control (i
j+1=2)i;j and g(mi) is the real number
deﬁned by g(mi) = dx
PM 1
j=1 j(mi) where j(mi) = j(mi)mi
j.
We consider the following discrete version of the cost functional J:






































and corresponds to use a trapezoid rule to approximate jj2 in the integral of (3.10).28 3. Computation of MFG, technology switch modeling
3.3.2 Numerical scheme for the controlled Kolmogorov equation
The preservation of the positivity of m at the discrete level appears in numerical simulation
as a crucial issue, especially for small values of . Indeed, the concavity of J with respect to
m leads to numerical instabilities when using schemes which do not possess this property,
independently of their order of accuracy. This fact motivates the use of a low order Godunov
scheme for the advective part of (3.3) which ensures both small computational cost and
positivity of the numerical solutions.
Remark 5. In addition, this framework enables us to avoid the introduction of Lagrange
multipliers corresponding to the constraint m  0.
We are now in the position to deﬁne the numerical solver of (3.3). Starting from
m0
j = m0(j:dx), mi




























In this equation, the terms mi
j+1=2 and mi
j 1=2 of the advective part are deﬁned according











For more details about this type of schemes, we refer to Ref. [64, 43].









Here A corresponds to the identity matrix plus the discrete Laplace operator, i.e. the ﬁrst
two terms of the right hand-side of (3.16) and B is associated to the advective part, i.e.
the last term of the right hand-side of (3.16). The choice of such a scheme ensures the
positivity of the density at the discrete level, under the condition of the following Lemma:
Lemma 3.3.1. For i = 1;:::;N, if for every j = 1;:::;M   1, mi  0 and:
j
i









then mi+1  0.
Proof. Let us ﬁx i; 1  i  N, and j; 1  j  M 1. Suppose that (3.18) holds, i
j+1=2  0
and i
j 1=2  0. Thanks to (3.16), m
i+1


















then guarantees that these coeﬃcients are positive, so that the linear combination is indeed
a convex combination. Other cases shall be dealt similarly.3.3. Numerical Simulations 29
3.3.3 Adjoint state
In the approach we follow, a crucial role is played by the adjoint state vi = (vi
j)j=1:::M 1 that




















where 0(mi) is the vector with components 0
j(mi). This variable is the discrete version
of the Lagrange multiplier deﬁned by (3.11-3.13).
3.3.4 Variations in Jdt;dx
We present now the algebraic manipulations at the heart of the monotonic schemes. Let us
consider two controls  and 0 and the corresponding solutions (mi)i=0:::N and (m0
i)i=0:::N
of (3.16). In what follows, the adjoint v = (vi)i=0:::N corresponds to . One has:
Jdt;dx(


















































where 0 is deﬁned in Section 3.3.3. Combining (3.20) with (3.21) we can write:
Jdt;dx(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We ﬁnally obtain:
Jdt;dx(





















This inequality can also be expressed through the formula:
Jdt;dx(





















































Note that inequality (3.23) disintegrates the variables of J into a sum of local growth
elements. This inequality that reads as a factorization enables to build a monotonic opti-
mization method for functional J.
Remark 6. Given , note that the value of m0i




j(0;) is a continuous, piecewise polynomial function.
Remark 7. Note that the strategy followed to obtain (3.23) applies for more general situ-
ations. Indeed, the two necessary requirements to make use of our method are the linearity
of the dynamic and the concavity of the functional with respect to the state variable. We
refer to Ref. [69] for more details. In particular other types of dependence of the cost with
respect to  could be treated.
3.3.5 Optimization procedure
The method
This section provides a brief summary of the optimization strategy we follow to solve our
problem.
Given  and a positive real number , we deﬁne 0i














2: (3.25)3.3. Numerical Simulations 31
According to Remark 6, this equation may have one, two or four roots, including the trivial
one 0i
j+1=2 = i
j+1=2. When possible, we deﬁne 0i
j+1=2 as the root of (3.25) that is closer
to i
j+1=2; otherwise we set 0i
j+1=2 = i
j+1=2. Thus, the monotonicity of our algorithm is
guaranteed.











































j+1=2 = (1   )
i
























where sign is the function
sign(x) =

1 if x  0

















































j+1=2 < 0: (3.27)
Proposition 3.3.2. Under the condition (3.18), the scheme (3.27) ensures Jdt;dx(0) 
Jdt;dx() i.e., the functional Jdt;dx decreases.
Proof. The monotonicity is a trivial consequence of Inequality (3.23) and Lemma (3.3.1).32 3. Computation of MFG, technology switch modeling
We recall that the bound (3.18) on the control  is very important for the positivity of
the density. As the stability of our optimization scheme is based on the positivity of the
variable m, the strategy presented in the next section has to include a slope-limiter such
that (3.18) prevails. Instead of deﬁning 0i
j+1=2 through (3.27), we alternatively denote by
 i
j+1=2 the value obtained in (3.27) and consider the deﬁnition:

0i





It is easy to check that this modiﬁcation does not spoil the monotonicity of our procedure,
as soon as  satisﬁes (3.18).
The algorithm
We can now deﬁne precisely our optimization algorithm. Suppose that k is given. The
computation of k+1 is achieved as follows.
 Deﬁne vk by (3.19) with  = k.
 Deﬁne m0 = m0 and compute iteratively mi from mi 1 according to the sub-steps:
– deﬁne (k+1)i 1 by (3.28) where  i
j+1=2 is computed with v = vk,
– deﬁne (mk+1)i by (3.16) with i 1 = (k+1)i.
A possible termination criterion is obtained by checking the discrete optimality conditions,















    Tol:
(3.29)
The choice of a monotonic algorithm comes from speciﬁc properties of the MFG model
such as the bi-linearity of the state evolution and special concavity in the cost functional
(cf. work in Ref. [69] for a detailed description of the required properties). Let us mention
that the algorithm converges numerically very quickly.
3.4 Simulations, some results for our model
We present in this section some numerical results.
First, let us write the particular forms that we have chosen for the state costs. We
recall that the heating cost is: f(t;x) = p(t)(1   x). From now on, we take  = 0:8
which means that it is ﬁve times cheaper to heat a home that is fully insulated (than a
non-insulated one). The choice that we did for the constants in the insulation maintenance
cost lead to take: g(t;x;m) = x
0:1+m(t;x). In our algorithm, we choose  = 1. We present in
what follows three results that exhibit three qualitatively diﬀerent phenomena.3.4. Simulations 33
In the ﬁrst one, the unit price of energy p(t) is a constant parameter. With this example,
we want to check some simple behaviors of agents. In the second example we look at a
non-constant unit price of electricity; more precisely, p(t) reaches a peak. We exhibit in
this simulation two numerical equilibria. Finally, in the third example, we consider a more
realistic case with irreversibility in the investment in insulation material. In the following
and for each example, we ﬁxed the horizon T = 1 and the noise 2
2 = 0:07.
In ﬁgures, the horizontal axis is the level of insulation, the depth is the time and the
vertical line is the density of agents.
3.4.1 Positive externality: the households choose the same tech-
nology
We consider here a Gaussian distribution centered in x = 0:5 as initial density of players.
In other words, the households started already to acquire insulation material, but there
are still new technologies that enable them to better insulate the houses.
In the next three ﬁgures, we present the curve of the density for three diﬀerent values
of the unit price of energy p(t). The energy will be successively free (p(t) = 0), then it will
have an intermediate price (p(t) = 3:2), and ﬁnally it will be expensive (p(t) = 10).
Figure 3.1: Evolution of m for p(t) = 0.
On Fig.3.1, we note that, as expected for very low prices of energy, all agents choose
to heat their home and they move to this choice together. On Fig.3.2, for an intermediate
price of energy, the households stay more or less in the same conﬁguration. The important34 3. Computation of MFG, technology switch modeling
Figure 3.2: Evolution of m for p(t) = 3:2.
Figure 3.3: Evolution of m for p(t) = 10.3.4. Simulations 35
point here is that they are grouped around the same state. And in the third case, we can
see on Fig.3.3 that when the cost related to energy is high, the population wants to be
better insulated. And once again, all the players have the same behavior. These solution
involve pure bundling.
The economic reasons that explain the behavior observed in the three cases, which
consists in bundling (without dispersion), are the positive externality and the economy of
scale. These two aspects make the households choose the same technology, the same level
of insulation.
3.4.2 Multiplicity of solutions: the possibility of a technological
transition
First, we look at a situation in which the agents are poorly equipped with insulation
material at time t = 0. Thus, the initial density is an approximation of a Dirac mass in
x = 0:1, piecewise linear on [0;0:1) ,[0:1;0:3), and [0:3;1). Another diﬀerence with the ﬁrst
example is the form of the unit price of energy p(t). In the present case, it starts from a
low level, then reaches a peak and decreases until its initial level as represented in Fig.3.4.
Figure 3.4: Evolution of the unit price of energy p(t).
With this data, we found numerically two MFG equilibria by taking diﬀerent initial-
izations for the control variable 0. These two numerical solutions are presented in Fig.3.5
and Fig.3.6.36 3. Computation of MFG, technology switch modeling
Figure 3.5: Evolution of m, the "insulation equilibrium".
Figure 3.6: Evolution of m, the "energy consumption equilibrium".3.4. Simulations 37
Fig.3.5 shows the solution corresponding to the choice of high insulation levels. In this
case the optimum corresponds to an insulation equilibrium.
The solution in which the households stay heating their apartment stands for a sort of
energy consumption equilibrium and is described on Fig.3.6.
We can explain intuitively the behavior in the following way. If one expects that
everybody will still heat their apartment then it is in her interest to do the same, and we
get the energy consumption equilibrium. However, if one expects that all the households
will improve their insulation, then it is better for her to choose a higher insulation level.
In this case we obtain an insulation equilibrium.
By adding a constraint, one can select an equilibrium (e.g. an ecologic equilibrium).
In brief, this simple model (based on the MFG) and these simulations (using a monotonic
algorithm), enable us to study quantitatively the way the technologies can impact the
culture.
Taking into account equilibria’s costs or ecologic considerations for instance, we can
think of Olson’s Paradox (see the book from Mancur Olson [63]) and the competition be-
tween the self-interest and the common one. Indeed the multiplicity of equilibria shows
that although self-interests could lead to a better (and consensual) situation, they can
carry on another equilibrium (switch or not to clean technologies). This is the free rider
phenomenon: individual risk taking in choosing the new technologies is too high (individ-
uals expect that everybody will not do it) so that the technology switch does not happen
(even if it could be interesting for the group). Let us add that one can imagine the design
of incentives or policies (with low costs, e.g. concentrated on few agents in the very ﬁrst
part of the period), in order to reach one of the two mean ﬁeld equilibria.
3.4.3 Dispersion in the case of irreversibility
Let us show in a last example how additional constraint on the control can be introduced.
We impose   0, so that an investment in insulation material is irreversible. Whereas it is
possible to decide to insulate better the apartment, it is not allowed to choose a lower level
of insulation. The introduction of such a constraint enables us to handle a more realistic
situation. In order to make sense, we have chosen as initial distribution a Gaussian centered
in 0:25 - the households did not yet choose a high insulation level. Every other parameter
is deﬁned as in the second example (unit price of energy reaching a peak, noise, horizon...).
We observe on Fig.3.7 a dispersion in the household choices. During the ﬁrst part of the
period, the agents choose higher insulation levels, and then there is a spreading. Actually
some agents that have chosen to be well equipped with insulation material can not go back.
Moreover, in this case, the risk has a more important inﬂuence. These two reasons explain
intuitively the dispersion that is observed in this example.38 3. Computation of MFG, technology switch modeling
Figure 3.7: Evolution of m, irreversibility and dispersion.
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MFG et mouvements de foule à deux
populations
Ce chapitre est lié à un travail intitulé "Human crowds and groups interactions: a mean
ﬁeld games approach", soumis pour publication dans les proceedings de la 49th IEEE Con-
ference on Decision and Control.
Résumé :
Dans ce chapitre nous modélisons des mouvements de foule par des mean ﬁeld games.
Plus précisément, nous nous intéressons à des dynamiques à deux populations (constituée
chacune par un continuum d’individus) ayant des intérêts contradictoires. Nous nous con-
centrons sur le cas de l’aversion à la foule au sein de son propre groupe ainsi qu’envers l’autre
groupe (xénophobie dans certains cas). Nous écrivons un macro problème de Nash entre
les deux populations, établissons un résultat d’existence et d’unicité et caractérisons les
optima comme des solutions MFG. Enﬁn, nous proposons une méthode simple de descente
de gradient pour approcher numériquement les solutions et montrons quelques simulations.
Mots clés : Mean ﬁeld games, mouvements de foule, contrôle optimal, optimisation
convexe, méthodes de descente de gradient.
Abstract :
This chapter is devoted to the MFG modeling of human crowds. More precisely, we study
2-population dynamics (each of whom consisting of a continuum of individuals) with op-
posit interests. We focus on the crowd aversion case inside the group and also onto the
other group (xenophobia in some cases). We write a macro-Nash problem between two pop-
ulations, then we prove an existence and uniqueness result and characterize optimal points
as MFG solutions. Finally we provide a simple gradient descent method to numerically
approximate the solutions and show some simulations.
Keywords : Mean ﬁeld games, human crowds, optimal control, convex optimization,
gradient descent methods.
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4.1 Introduction
Les mouvements de foule ont fait l’objet, ces dernières années, de bien des études et il paraît
assez naturel de vouloir les modéliser à l’aide de l’outil MFG, particulièrement adapté à
la description d’interactions pour un grand nombre d’individus intelligents (un premier
travail dans ce sens à été accompli par Guéant dans [39]). Aussi proposons-nous dans ce
chapitre de nous atteler à cette tâche en étudiant des dynamiques à deux populations. Les
jeux à champ moyen semblent pouvoir décrire relativement bien les phénomènes de foules
(que nous appelons encore populations ou groupes) en ce sens qu’ils donnent un cadre
d’étude, nous le rappelons, de jeux dans lesquels intéragissent un continuum de joueurs
(nous adopterons souvent ici l’appellation "individus") atomisés dans la population. En
considérant de nouveau le cas compact en horizon ﬁni, nous sommes dans ce qui suit, tout
à fait à même de dévoiler l’aspect dynamique (transition) de l’évolution de foules.
Cette application des MFG est motivée par les récents modèles macroscopiques de mou-
vements de foule étudiés par Buttazzo, Jimenez & Oudet (voir [8]), Carlier et Salomon
([22]), Hughes ([44]), ou encore Maury, Roudneﬀ-Chupin & Santambrogio ([61]) pour une
approche diﬀérente par des ﬂots de gradient. Insistons bien sur le fait que l’usage des
MFG implique une approche micro-macro (limite lorsque le nombre de joueurs N ! 1)
et permet de considérer une foule d’individus "intelligents" (les individus sont à la fois
rationnels et à anticipations rationnelles).
Pour reprendre le vocabulaire précédemment utilisé, nous nous plaçons (encore et tou-
jours...) dans le cadre d’optimalité des jeux à champ moyen pour un coût global : l’équilibre
de champ moyen correspond en fait à un point de minimum d’un problème d’optimisation
global.
Mathématiquement, nous considérons un cas complémentaire à celui traité dans le chapitre
3. Nous y traitions le cas de l’attirance pour les choix eﬀectués par les autres joueurs, qui
correspondait à une fonctionnelle concave par rapport à la densité des joueurs. Nous
étudions à partir de maintenant l’aversion à la foule, c’est-à-dire que nous prenons une
fonctionnelle convexe de la densité de la foule.
Nous attachons un intérêt tout particulier à la modélisation MFG des interactions dy-
namiques entre plusieurs groupes et nous proposons de chercher numériquement des ap-
proximations d’équilibres de Nash entre eux (comme suggéré dans [52]). La méthode
numérique que nous proposons s’avère très performante dans le cas où la mesure initiale
des individus est largement positive.
Le chapitre s’organise donc de la façon suivante. Nous commençons dans la section 4.2
par introduire le problème considéré, nous y prouvons l’existence de solution et donnons
des conditions d’optimalité (en particulier nous faisons le lien entre problème de Nash
entre 2 groupes, MFG et optimisation globale). Dans la partie suivante nous décrivons
l’approche numérique, avant de donner quelques résultats numériques obtenus dans le
dernier paragraphe. En particulier nous simulons un cas dans lequel deux groupes sont
incités à se croiser.4.2. Existence, unicité 43
4.2 Dynamique à 2 populations : existence et optimalité
4.2.1 Présentation du probème
L’espace d’étude est ici le Tore d-dimensionnel 
 = Td. Nous reprenons dans ce qui suit les
notations utilisées dans la partie (3.2.4), à l’instar du domaine temps-espace Q = [0;T]
,
pour un horizon T > 0 ﬁxé. En eﬀet, le problème auquel nous nous intéressons est très
similaire à celui étudié dans le chapitre 3. Nous rappelons ainsi le problème de contrôle de

















2 m =  div(m);m(0;:) = m0(:):
La diﬀérence avec le chapitre précédent réside dans l’ajout d’un coût terminal 	 ainsi
que dans le choix de la fonction . Plus précisemment, 	 : 
 ! R+ correspond à une
incitation pour atteindre un état ﬁnal. Quant à  : Mac
b (
) ! R+, elle modélise les
interactions de type champ moyen entre les individus de la population (c’est en fait le
potentiel dont dérive le coût correspondant à la prise en compte du champ moyen dans le
problème individuel). Aussi pouvons-nous rappeler pour mémoire le problème individuel





t ;t) + 0[mt](Xx




t = tdt + dWt , Xx
0 = x:
Pour une description plus précise de l’aspect jeu à champ moyen de cette modélisation,
nous renvoyons le lecteur aux deux chapitres précédents.
Comme déjà mentionné, nous souhaitons donc nous intéresser au cas de l’aversion à la foule
(ou encore à la pénalisation de la congestion) et pour cela, nous prendrons l’application 
semicontinue inférieurement (sci) et convexe.
Elargissons à présent ce que nous venons de voir au cas où cohabitent deux populations
dans l’ensemble 
.
Commençons par bien préciser que nous adoptons, dans le cas présent, une approche
d’équilibre entre les diﬀérents groupes (équilibre de Nash typiquement, comme le sug-
gèrent Lasry et Lions dans [52]).
Avant de donner le problème associé à la i-ème population, nous introduisons une notation
couramment utilisée en théorie des jeux ; pour un élément x = (x1;x2) 2 R2, et pour une
coordonnée i ﬁxée, nous noterons l’élément x i de R, x i = fx1;x2g   fxig. Le problème
d’optimisation global (résultant d’un continumm de problèmes individuels) pour la pop-
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la donnée mi dépend de i en ce sens qu’elle est un élément de Mb(Q;R+) (ensemble des












Les deux groupes diﬀèrent ainsi par leur situation ou densité initiale mi
0(:), par le coût i

ainsi que par le coût ﬁnal 	i (en revanche nous traitons le cas simple dans lequel le bruit















pour un réel  positif. Ceci correspond à une situation d’aversion aux membres de sa
population mais aussi à ceux de l’autre groupe ; dans ce dernier cas l’aversion est marquée
par , paramètre dit de "xénophobie". En d’autres termes nous identiﬁons ici la notion
de xénophobie à celle de l’aversion à l’étranger (nous distinguons ensuite le cas où la
xénophobie est plus ou moins marquée). Remarquons que le critère dépendant du champ








Au vu de cette expression, nous voyons que l’on pourrait aussi déﬁnir la xénophobie comme
l’aversion aux étrangers relativement à l’aversion à ses proches (i.e. en comparant  et 2).
Le problème de Nash entre les populations est alors déﬁni par :
(N) Trouver  = (
1;








 i) , pour i = 1;2:
4.2.2 Optimalité
Notre but est à présent de caractériser les équilibres de Nash précédemment décrits. Pour










(m)0 , vi(T;:) = 	i:








sous les contraintes : mi est solution de (4.1), pour i = 1;2. En adoptant les notations

















Notons bien que ce problème reste convexe si le réel  est inférieur ou égale à 2.
Nous pouvons à présent énoncer des conditions nécessaires et suﬃsantes pour les points de
Nash.4.2. Existence, unicité 45
Proposition 4.2.1. Si   2 alors les trois assertions suivantes sont équivalentes :
1.  2 Mb(Q;Rd) est solution de (N) et m vériﬁe (4.1) pour  = ,
2.  2 Mb(Q;Rd) est solution de (Q) et m vériﬁe (4.1) pour  = ,
3. (m;v) est solution de (MFG), avec  =  = rv.
Si  > 2 alors on a seulement 2. ) 1. et 1. , 3.
Proof. Montrons que 1. , 3. Pour cela, prenons  solution de (N), et notons m la solution
de l’équation de Fokker-Planck pour cet . Etant donnée la forme du critère Ji
, il est clair
que mi 2 L2(R+) et i 2 L2
dmi(Rd). On en conclut ainsi que imi est une fonction L1(Rd).






















i) = 0 , h
ijt=0 = 0: (4.2)
Déﬁnissons aussi la fonction li : " 2 R ! li(") = Ji
(i
"; i).
La condition nécessaire et suﬃsante (par convexité du problème) d’optimalité est alors :






















T = 0: (4.3)
Aﬁn d’obtenir une condition indépendante de hi, nous introduisons l’état adjoint i comme
















Nous pouvons ainsi, en utilisant successivement l’adjoint ainsi déﬁni, une intégration par







































































ce qui donne  ri = i, mi presque partout. En posant vi =  i, nous obtenons bien la
première équivalence.
L’équivalence 2. , 3. s’obtient exactement de la même façon.
Il est par ailleurs facile de voir que si  > 2, alors le critère J n’est plus convexe et l’on a
seulement 2. ) 1. Notons enﬁn que, par convexité partielle, on a toujours 1. , 3.46 4. MFG et mouvements de foule à deux populations
4.2.3 Existence
Au vu de la Proposition (4.2.1), l’existence d’un minimiseur pour le problème (Q) implique
l’existence d’un point de Nash entre les deux populations.
Avant d’énoncer le résultat nous devons reformuler rigoureusement le problème en suivant
[5, 8, 49].
Nous adoptons ici un point de vue vectoriel sur le problème, ainsi, nous noterons :
 m = (m1;m2) 2 Mb(Q;R2
+), et pour tout x = (x1;x2) 2 R2
+, 1
x := ( 1
x1; 1
x2),
 q = (q1;q2) 2 Mb(Q;R2d), et pour tout y = (y1;y2) 2 Rd  Rd, jyj2 := (jy1j2;jy2j2),






Q ru:dqi = R

 	imi(T)   u0mi
0 , 8u 2 C1(Q) , pour i = 1;2g
Introduisons maintenant la transformation q = m i.e., en suivant la démarche adoptée








































2 :m + (m1)2 + (m2)2 + m1m2 +
R

 	:mjT, si q << m et q = m;
+1 sinon;




et nous pouvons donner le résultat comme annoncé ci-dessus.
Proposition 4.2.2. Si   2 et (m1
0;m2
0) 2 L2(Q), alors le problème (Q) admet une
solution. De plus, il existe un point de Nash i.e. une solution au problème (N).4.2. Existence, unicité 47
Une fois cette reformulation faite, la démonstration reprend largement celle obtenue
par Buttazzo, Jimenez et Oudet dans [8]. Mais avant de prouver le résultat, nous avons
besoin du lemme suivant.
Lemma 4.2.3. K1 est sci pour la topologie faible- des mesures.
K1 est en eﬀet le terme qui pose problème. Cette propriété est très classique et bien
souvent utilisée. Nous avons cependant remarqué qu’il s’avère diﬃcile d’en trouver une
démonstration complète dans la littérature. Nous en proposons donc une ici.









dm, si q << m;
+1, sinon;
est sci pour la topologie faible-. Pour ce faire, nous exploitons l’idée originale de Benamou














où Cb(Q) := Cb(Q;Rd)  Cb(Q;R).













Montrons tout d’abord que si le supremum est ﬁni, alors q << m. Supposons que q ne soit
pas absolument continue par rapport à m. Dans ce cas il existe un borélien non vide A 2 Q
tel que m(A) = 0 et q(A) > 0. Choisissons à présent a = 1A et b =  
jj2





Q bdm = :q(A). Et puisque  est arbitraire (l’on peut choisir une
coordonnée aussi grande que souhaitée), nous trouvons que le supremum est inﬁni dans ce
cas.
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Notons  une densité (vectorielle i.e. à valeurs dans Rd) de q par rapport à m.
















2dm = H(q;m); (4.7)48 4. MFG et mouvements de foule à deux populations




2 (pour le voir, prendre le supremum sur a de la quantité de
gauche). En prenant le supremum dans le membre de gauche de (4.7), on obtient une
première inégalité.
Montrons à présent l’inégalité inverse. Etant donné que la densité  n’est pas forcément
bornée, nous la tronquons en déﬁnissant:
M :=

 si jj  M
M
jj sinon:
On obtient successivement en choisissant a = M;b =  
jMj2
2 , puis en invoquant la col-




























Pour obtenir l’inégalité souhaitée, il suﬃt de faire M ! 1.

























Cette dernière étape consiste à appliquer le théorème de Lusin.
Fixons a;b deux fonctions boréliennes et bornées, qui vériﬁent la contrainte inégalité. Soit
" > 0, alors par le théorème de Lusin, il existe un sous-ensemble A de Q tel que (jqj +
m)(A) < " (ici jqj est la mesure variation totale associée à q) ainsi que deux fonctions
a";b" 2 Cb(Q) telles que a = a", b = b", ja"j  jjajj1, et jb"j  jjbjj1 sur le complémentaire
de A (noté Ac). Remarquons que si (a";b") ne vériﬁent pas la contrainte inégalité de (4.6),
on peut alors prendre ~ a" = a";~ b" = min(b"; 
ja"j2
2 ) et appliquer ce qui suit.






































bdm   2"(jjajj1 + jjbjj1):
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et on montre ﬁnalement (4.8) en prenant le supremum dans le membre de droite sur les
fonctions boréliennes bornées (vériﬁant la contrainte). Nous pouvons conclure que H est
sci pour la topologie faible- en tant que supremum de fonctions continues.
Démontrons à présent la proposition 4.2.2.
Proof. Soit (qn;mn)n une suite minimisante. Cette suite est bien sûr dans le domaine de

































où 8 2 Mb(Q;R2d), jjjjM = supAQ; jAj<1; 2Cb
R
A d. Nous voyons donc que (qn;mn)
sont respectivement bornées dans Mb(Q;R2d) et L2(Q) (a fortiori dans Mb(Q;R2)). On
peut donc extraire une sous-suite (notée (qnk;mnk)) qui converge pour la topologie faible-
vers une limite (q;m) 2 Mb(Q;R2d+2). L’admissibilité de la limite est équivalente à la
fermeture de A qui s’obtient facilement en passant à la limite dans la formulation faible









ce qui prouve que (q;m) est un point de minimum et permet de conclure.
Remark 8. Le problème de l’existence d’une solution au problème joint dans le cas non
convexe  > 2 reste ouvert. Néanmoins, insistons encore sur le fait que tout point critique
de J est une solution de (N).
Remark 9. Terminons cette partie théorique par bien remarquer qu’il est clair que l’existence
reste vraie si l’on ajoute, à l’instar de Maury, Roudneﬀ-Chupin et Santambrogio dans [61],
une contrainte du type m  constante (incompressibilité).
4.3 Méthode numérique
Dans cette section nous introduisons la discrétisation ainsi qu’une méthode de descente de
gradient. Plus précisément nous distinguons les cas selon la convexité du problème joint
(Q). Dans le cas convexe (c’est-à-dire que   2) nous décrivons la descente de gradient
sur la fonctionnelle jointe. Le cas non convexe où  > 2, i.e. dans lequel la xénopho-
bie est bien marquée, nous intéresse tout particulièrement (nous nous attendons à perdre
l’unicité). Nous décrivons donc dans un second temps la méthode de directions alternées
que nous appliquons alors en exploitant la convexité partielle du problème d’une popula-
tion i, étant donnée l’action de l’autre population  i.50 4. MFG et mouvements de foule à deux populations
Expression du gradient En premier lieu, donnons l’expression du gradient de la
fonctionnelle. Nous continuons à jongler entre les formulation en  et en q = m pour
revenir à cette dernière. Ainsi, c’est le problème sous sa forme (4.5) que nous regardons
ici. Nous modiﬁons un peu plus le point de vue en ceci que nous considérons la densité m


































0(:); i = 1;2: (4.10)
Grâce à un calcul diﬀérentiel semblable à celui eﬀectué dans la preuve de la proposition
4.2.1 de la section 4.2.2, on obtient l’expression du gradient de F :



































i; i = 1;2: (4.12)
Algorithme dans le cas convexe Le problème (4.9) étant convexe pour   2, nous
proposons une méthode de descente de gradient pour trouver numériquement une solution.
Nous nous concentrons sur le cas de la dimension 2 et plus précisemment nous prenons

 = [0;1]2 avec conditions périodiques au bord.
Soit deux entiers M et N, le maillage en temps et en espace est de taille dt = T
N et dx =
dy = 1
M. Pour (i;j;k) 2 A := f0;:::;Ng  f0;:::;Mg2, nous noterons fi
j;k l’approximation
numérique de f(idt;jdx;kdy) pour une fonction f déﬁnie sur Q. Les équations (4.10)
et (4.12) seront résolues itérativement par diﬀérences ﬁnies, après initialisation (m0
j;k =
m0(jdx;kdy) et N



















Nous pouvons maintenant donner la méthode de descente de gradient (nous la noterons
ADG dans la suite) que nous utilisons pour l’approximation des solutions. A l’étape n,







. On ﬁxe aussi un seuil de tolérance TOL> 0.4.3. Méthode numérique 51
1. Initialisation :
Nous nous donnons q(0) puis calculons m(0) en résolvant (4.10) par le schéma de
diﬀérences ﬁnies.
2. Etape n :
 Nous calculons successivement : (n) en résolvant numériquement l’équation
(4.12) avec q(n 1) et m(n 1) en entrées, puis le gradient (discrétisé) de la fonc-
tionnelle: rF(q(n 1)), en utilisant la formule (4.11), et à l’aide de (n).
 Nous eﬀectuons la descente : q(n) = q(n 1)   nrF(q(n 1)).
 Si jjq(n)   q(n 1)jj <TOL, on stoppe la procédure.
Sinon, n = n + 1.
Ci-dessus, n est le pas de descente à l’étape n, qui sera choisi optimal en ce sens qu’il
minimise :  2 [0;1] ! F(q(n 1)   rF(q(n 1))). Numériquement nous l’approchons par
dichotomie.
Directions alternées dans le cas non convexe Le cas de l’aversion marquée envers
l’autre groupe ( > 2), dans lequel nous disposons de moins de résultats théoriques, nous
semble aussi très riche. L’un des principaux objectifs de notre travail est d’obtenir des
résultats numériques dans cette situation. Il convient donc d’expliquer selon quel procédé
nous essayons d’approcher les équilibres de Nash entre les 2 populations averses les unes
aux autres. Nous optons ici pour une méthode de directions alternées et exploitons ainsi la
convexité de chacun des problèmes associés à la i-ème population, étant donnée l’évolution























sous la contrainte habituelle que mi est solution de l’EDP (4.10) pour qi, et donnée initiale
mi
0. Nous ne répétons pas l’expression du gradient de F i, pour i = 1;2, qui s’obtient
facilement par analogie au cas joint (4.11)-(4.12).
Dans les lignes qui suivent, lorsque nous écrivons que l’on se donne q ou encore que l’on
calcule q, nous ne précisons pas que dans chaque cas cela correspond à se donner ou à
calculer m en résolvant numériquement, par des diﬀérences ﬁnies, l’EDP de Fokker-Planck.
Nous proposons donc de trouver un équilibre de Nash entre les deux groupes en mettant
en œuvre la stratégie que nous décrivons ci-dessous. L’indice du haut correspond à celui
du groupe alors que celui du bas désigne l’itération.
1. Initialisation :
L’on se donne q1
0 puis l’on calcule q2
1 en appliquant ADG avec q1
0.
2. Etape k > 1 :
On dispose de q2
k.52 4. MFG et mouvements de foule à deux populations
 On calcule à l’aide de la méthode ADG q1
k puis q2






k 1jj <TOL pour i = 1;2, alors on stoppe la procédure.
Sinon, k = k + 1.
4.4 Simulations
Comme déjà annoncé dans l’introduction, l’algorithme ADG semble très bien fonctionner
(la convergence est très rapide) dans le cas où la masse initiale m0 est signiﬁcativement
strictement positive.
L’objet de cette dernière section est de le tester, et pour cela, nous nous intéressons à deux
exemples. Nous choisissons pour nos simulations T = 1 et 2
2 = 0:01.
4.4.1 Aversion à la foule
Dans ce paragraphe, nous exhibons des approximations des solutions du problème à une
population (m2
0 = 0), c’est-à-dire dans le cadre de Buttazzo, Jimenez et Oudet ([8]).
Nous représentons dans la ﬁgure 4.1 le graphe de la masse initiale des individus de la
population (concentrée autour du point (0:3;0:3)), ainsi que celui du coût ﬁnal correspon-
dant à deux puits attractifs au voisinnage des points (0:5;0:8) et (0:8;0:5). Les ﬁgures
4.2 et 4.3 présentent l’évolution de la masse à des instants choisis dans la période [0;T].
Plus précisemment, nous observons (ﬁgure 4.2) un étalement de m dans un premier temps
(dispersion dûe au bruit ainsi qu’à l’aversion à la foule). Notons bien que cet étalement a
lieu pendant une bonne partie de la période, plus de la moitié de cette dernière. Dans un
second temps (ﬁgure 4.3) et à l’approche de l’horizon, nous remarquons que la densité se
scinde en deux et tend à se concentrer sur les deux zones attractives. Enﬁn, nous repro-
duisons la valeur du coût global en fonction des itérations dans la ﬁgure 4.4. Nous voyons
aisément que la fonctionnelle semble numériquement atteindre son minimum dans ce cas
en 5 itérations.
4.4.2 Interactions dynamiques entre deux groupes
Finalement nous regardons de plus près le cas intéressant de deux populations. Plus par-
ticulièrement nous cherchons à approcher numériquement un équilibre de Nash entre les
groupes dont le problème d’optimisation est donné par (4.5), en utilisant la procédure
décrite ci-avant (et en commençant par optimiser sur le groupe 2). Aﬁn de bien marquer
l’aversion des individus d’une population à ceux de l’autre (xénophobie), nous choisissons




(mi)2 + m1m2. Les deux populations diﬀèrent
par leur situation initiale (mi
0, i = 1;2) et leur objectif (	i, i = 1;2) qui sont représentés
dans la ﬁgure 4.5. La densité initiale du premier groupe est concentrée autour du point
(0:35;0:5) alors que celle du second l’est autour de (0:5;0:35). Concernant les coûts ﬁnaux,
la situation est encore symétrique puisque l’un est un potentiel attractif au voisinnage de4.4. Simulations 53
(a) Répartition de la population à l’instant initial (b) Graphe du coût ﬁnal 	
Figure 4.1: Données du problème
(a) Masse en début de période : t = 0:06 (b) Masse en milieu de période : t = 0:5
Figure 4.2: Graphes de la masse qui s’étale dans la première moitié de la période54 4. MFG et mouvements de foule à deux populations
(a) Masse en ﬁn de période : t = 0:9 (b) Masse ﬁnale : t = T = 1
Figure 4.3: Graphes de la masse qui se concentre dans les deux zones attractives en ﬁn de
période
Figure 4.4: Valeur de la fonctionnelle F pour chaque itération4.4. Simulations 55
(0:65;0:5) (groupe 1) et l’autre au voisinnage de (0:65;0:5) (groupe 2).
L’intérêt d’une telle situation est d’observer le comportement des individus ainsi modélisés
qui doivent se croiser pour atteindre leur objectif.
Nous pouvons remarquer, en regardant la ﬁgure 4.6, où sont dessinés les graphes des
(a) Répartition de la population à l’instant initial (b) Graphe des coûts ﬁnaux 	i
Figure 4.5: Données du problème
deux masses, que l’on observe le même phénomène d’étalement que dans l’exemple à une
population. Mais la période d’évolution la plus intéressante à nos yeux est décrite par les
éléments de la ﬁgure 4.7. En eﬀet, nous voyons bien que la population 1 cède la place à
la population 2 qui se dirige alors vers son objectif en passant par le centre du domaine
(plus court chemin sans prendre en compte les aspects de congestion). Les individus de la
population 1 "patientent" pour quelques uns, passent par le bord (conditions périodiques)
pour grande partie, ou même se dirige vers le centre pour d’autres moins nombreux. On
remarque que le groupe 1 se concentre moins vite que le groupe 2. Finalement, nous pou-
vons remarquer, en nous reportant à la ﬁgure 4.8, que les deux populations se regroupent
eﬀectivement autour des points (0:65;0:5) et (0:5;0:65).
Il est en outre important de noter que nous obtenons une situation symétrique dès lors que
nous changeons l’ordre d’optimisation (i.e. si nous commençons par le groupe 1). La rup-
ture de symétrie est donc liée au choix dans la procédure d’optimisation (i.e. commencer
par tel ou tel groupe).56 4. MFG et mouvements de foule à deux populations
(a) Masses en début de période : t = 0:1 (b) Masses en milieu de période : t = 0:4
Figure 4.6: Graphes de m1 et m2 qui commencent par s’étaler
(a) Lignes de niveaux des masses en t = 0:65 (b) Masses se croisant : t = 0:75
Figure 4.7: Le groupe 2 passe ﬁnalement par le centre du domaine à l’instar de quelques
uns des individus du groupe 1, mais la majorité par le bord (conditions périodiques)4.4. Simulations 57
(a) Masses en ﬁn de période : t = 0:9 (b) Masses ﬁnales : t = T = 1
Figure 4.8: Evolution en ﬁn de période.Chapitre 5
Optimal transport and optimal control
Ce chapitre est basé sur un travail commun avec G. Carlier, intitulé "A planning problem
combining calculus of variations and optimal control", accepté, à paraître dans Applied
Mathematics and Optimization.
Résumé :
Nous considérons des variantes du problème classique de transport optimal dans lesquelles
l’on optimise non seulement sur les couplages entre deux variables x et y, mais aussi sur
des contrôles intervenant dans l’évolution (possiblement stochastique) de ces variables. De
telles situations sont motivées par un problème d’allocation de tâches à des employés,
dont les caractéristiques peuvent évoluer et être contrôlées au cours du temps. Nous dis-
tinguons les cas couplé et découplé. Le premier est un problème standard de transport
optimal faisant intervenir comme coût la valeur d’un problème de contrôle optimal. Le
problème découplé s’avère être plus compliqué puisqu’il est non-linéaire par rapport au
plan de transport. Nous traitons complètement le cas déterministe linéaire-quadratique et
montrons que même dans ce cas l’existence d’une solution au problème découplé n’est pas
toujours vériﬁée.
Mots clés : Transport optimal, contrôle optimal
Abstract :
We consider some variants of the classical optimal transport where not only one optimizes
over couplings between some variables x and y but also over some control variables gov-
erning the (possibly stochastic) evolutions of these variables with time. Such a situation
is motivated by an assignment problem of tasks with workers whose characteristics can
evolve with time (and be controlled). We distinguish between the coupled and decoupled
case. The coupled case is a standard optimal transport with the value of some optimal
control problem as cost. The decoupled case is more involved since it is nonlinear in the
transport plan. We fully treat the linear quadratic case and show that even in this case
existence may fail for the decoupled problem.
Keywords : Optimal transport, optimal control.
5960 5. Optimal transport and optimal control
5.1 Introduction
In the classical optimal transport problem, a planner has to ﬁnd some coupling or transport
plan between two nonnegative measures of equal total mass (say 1) so as to minimize
average cost. The Monge-Kantorovich problem is then the linear program consisting in
ﬁnding a cost minimizing measure having prescribed marginals on variables, say x and y.
Such problems have been very much studied in recent years in particular for their various
applications in PDE’s, geometry, probability theory (see the recent books of Villani [73],
[74])... Interestingly, transport/assigment problems have their modern roots in planning
problems (optimally transporting coal from mines to steel factories for instance) and the
pionneering works of Kantorovich in the USSR and Koopmans in the West were awarded
by the Nobel prize in economics in 1975. Typical applications are optimal allocation of
resources or assignment problems; for other economic applications, we refer to the recent
work of Ekeland [28], [29] and Chiappori, McCann and Nesheim [23] relating matching
problems and hedonic equilibria to optimal transport theory.
If, to ﬁx ideas, we think of a ﬁrm having to assign N workers of diﬀerent skills x to N
tasks of diﬀerent diﬃculties y, the assignment problem simply consists in assigning a task
to each worker (for instance assigning most diﬃcult tasks to most skilled workers). It is
however reasonable to think that, in addition to designing such an assignment, the ﬁrm has
the possibility to act directly on the workers’ types using some (costly) control variable like
internal training. The same of course applies to the task type y that may change with time
if, for example, some investments are made to make the task easier or quicker to execute.
This is where optimal control comes into play. The problems we consider in the present
paper are precisely intended to deal with such situations where a planner or ﬁrm has at
disposal as decision variables not only the initial assignment but also control variables that
aﬀect the (possibly stochastic) dynamics of the state variables x and y. More precisely, we
consider the case where the planner chooses the initial coupling between x and y, initially
distributed according to respective probabilities 0 and 0, and a control variable governing
the evolutions of the characteristics x and y. It is assumed that a pair (worker/task) that
is initially formed at time 0 with initial characteristics (x;y) will remain paired or married
during a ﬁxed period although its characteristics may evolve with time, this captures the
idea that for instance workers are assigned a certain task during some minimal period.
We will consider two diﬀerent cases that we respectively call the coupled and the decou-
pled case and will compare them. In the coupled case, one optimizes over initial transport
plans and control for each initial pair (x;y). The coupled problem thus amounts to solve
a standard optimal transport where the cost function simply is the value function of some
optimal control problem. In the decoupled case, we will assume that y is constant in time
and the control variable for x has to be chosen independently of y (for instance the planner
oﬀers the same training to all the workers of same skill, independently of the task they will
be assigned). This case is much more involved since it is not linear (and not even lower
semicontinuous) in the transport plan. Under quite general assumptions it turns out that
the coupled and decoupled problems have the same value but that the latter may fail to5.2. The coupled case 61
have solutions (a counter-example will be given in section 5.4).
The paper is organized as follows. In section 5.2, the coupled problem is introduced,
an existence result is proved and some cases of uniqueness are given. In section 5.3, we
study the decoupled problem which, contrary to the coupled case, gives rise to a nonlinear
optimization problem over transport plans. Finally, section 5.4 is devoted to a linear
quadratic deterministic case that we treat in details and for which we compare the coupled
and the decoupled case, we also give some counterexamples.
5.2 The coupled case
5.2.1 The optimization problem
We consider a ﬁnite horizon framework on the period [0;T]. The state equation for the
joint dynamics of Zt = (Xt;Yt) is
dZt = b(Zt;ut)dt + (Zt;ut)dWt; t 2 [0;T] (5.1)
where Wt is a standard 2d-dimensional Brownian motion on some ﬁltered probability space
and (ut)t2[0;T] is an admissible control process i.e. it is a progressively measurable process
with values in a control space U, assumed for simplicity to be a compact metric space.
We will denote by U the set of admissible controls. We assume that b 2 C(R2d  U;R2d),
 2 C(R2d  U;M2d) (M2d denoting the space of 2d  2d matrices with real entries) and
that there is some constant K1 such that for every (z1;z2;u) 2 R2d  R2d  U one has
jb(z1;u)   b(z2;u)j + j(z1;u)   (z2;u)j  K1jz1   z2j: (5.2)
The Lipschitz assumption (5.2) guarantees the existence and uniqueness of a strong solution
to (5.1) for every initial condition Z0 = (x;y) and every admissible control process u 2 U.
We will denote Z
x;y;u
t this solution in the sequel.












We assume that both c and  are nonnegative and continuous and that there exist a
constant K2 and an exponent k  1 such that for every (z1;z2;u) 2 R2d  R2d  U :
jc(z1;u)   c(z2;u)j + j(z1)   (z2)j  K2jz1   z2j(1 + jz1j
k 1 + jz2j
k 1): (5.3)
The last ingredient in the problem is a pair of Borel probability measures 0 and 0
on Rd giving respectively the distributions of the initial state for x and for y. The initial
distribution  for the joint process Z is chosen by the controller, it is a coupling between
0 and 0 and thus belongs to the set of transport plan (0;0) consisting of all Borel62 5. Optimal transport and optimal control
probability measures  on Rd Rd having 0 and 0 as marginals. We shall ﬁnally assume








kd0(y) < +1: (5.4)
































s ;us)ds + (Z
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; 8(t;z) 2 [0;T]  R
2d:
We won’t discuss whether the previous optimal control admits a solution (for each ﬁxed
z). This issue relies on whether the value function is regular enough so that one can deﬁne
an optimal feedback control, this is of course tightly related with the regularity for the
corresponding Hamilton-Jacobi-Bellman equation. Instead, we will focus on the optimal
transport formulation (5.6).
5.2.2 Existence
It is now easy to check that the inﬁmum in (5.6) is attained, although the arguments are
very standard in optimal transport (see [73]), we give a proof for the sake of completeness.
Theorem 5.2.1. Under the assumptions of paragraph 5.2.1, the value of (5.6) is ﬁnite
and attained by some optimal transport plan.
Proof. First, it follows from assumption (5.3) and standard arguments in control theory
(see for instance [31], section IV.6) that v(0;:) has polynomial growth and is continuous.
More precisely, there is a constant K3 such that
0  v(0;x;y)  K3(1 + jxj
k + jyj
k); 8(x;y) 2 R
2d (5.7)
and, for all (z1;z2) 2 R2d  R2d :
jv(0;z1)   v(0;z2)j  K3jz1   z2j(1 + jz1j
k 1 + jz2j
k 1): (5.8)
It immediately follows from (5.7) and (5.4) that the value of (5.6) is ﬁnite. Since (0;0)






min(v(0;:);n)d; 8 2 (0;0): (5.9)5.2. The coupled case 63
Again, by tightness of (n)n, we may assume, taking a subsequence if necessary, that n
converges narrowly to some  2 (0;0). We thus have, for every M > 0 and every






















and then letting M ! +1 we conclude that  solves (5.6).
5.2.3 Some cases of uniqueness
Our aim now is to exhibit some special cases where there is uniqueness of an optimal
transport plan for (5.6) and this plan is given by a transport map, that is of the form
 = S(x) 
 0 for some measure preserving map S between 0 and 0 (which corresponds
to a deterministic optimal coupling).
It is indeed well-known (see [35], [54] [11]) that if the transportation cost v(0;:;:) satisﬁes
a certain structural condition called the generalized Spence-Mirrlees or twist condition and
if 0 is regular enough (absolutely continuous for instance) then there is uniqueness of an
optimal transportation plan that is in fact given by a transport map. We won’t insist here
on the twist condition and the regularity required on 0 in general. Let us indicate some
particular cases instead :
 d = 1, v(0;:;:) of class C2 (say) and the cross-derivative @xyv(0;x;y) is everywhere
strictly positive, in this case, as soon as 0 is atomless, there is a unique transport
plan that is given by the unique nondecreasing map (or monotone rearrangement)
pushing 0 forward to 0,
 v(0;x;y) = c0(x   y) with c0 strictly convex and diﬀerentiable (see [36]) and 0
absolutely continuous and compactly supported, then there is also a unique optimal
transport plan and the latter is given by a transport map,
 of particular interest is the quadratic case c0(z) = jzj2 which was ﬁrst solved by
Brenier [7], in this case, uniqueness of an optimal plan, once again given by a transport
map, holds as soon as 0 and 0 have second moments and 0 does not give mass to
sets of Hausdorﬀ dimension less than d   1 (see McCann [60]).64 5. Optimal transport and optimal control
Uncontrolled case Let us ﬁrst consider the uncontrolled case where b = b(z) is a
Lipschitz vector ﬁeld,  =
p
2I2d, the running cost c = c(z) and the terminal cost  = (z)





c(Zs)ds + (ZT) j Zt = z

; (t;z) 2 (0;T)  R
2d
is the unique solution with polynomial growth of the backward linear parabolic equation
@tv + v + b  rv =  c; vjt=T = : (5.10)
As seen in the previous paragraph, in the optimal transportation problem (5.6), the cost
to take into account is v(0;:), the value at time 0 of the solution of (5.10).
Let us treat in details the case b = 0 and  = 0. In this case, (5.10) is simply the heat
equation
























In the particular case of the quadratic transportation cost c(x;y) =
jx yj2
2 , a direct com-
















It is well-known that for the quadratic cost, if 0 does not give mass to small sets (i.e.
Borel sets of Hausdorﬀ dimension less than d 1) then there is a unique optimal transport
plan that is in fact induced by a transport map S. Moreover S is characterized by S = ru
with u convex (see [7], [34], [60], [36]).
Linear control and zero transportation cost Let us now consider the linear drift
b(Zt;ut) = ut with constant diﬀusion  =
p
2I2d and the quadratic running cost c(z;u) =
c(u) = u2
2 . We also assume that  2 C2(R2d) and satisﬁes the same assumptions as before.






c(us)ds + (ZT) j Zt = z

; (t;z) 2 (0;T)  R
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is then the viscosity solution of the Hamilton-Jacobi-Bellman equation :
@tv + v +
jrvj2
2
= 0; vjt=T = : (5.12)
Performing the usual Hopf-Cole transformation V (T t;z) = ev(t;z)=2,  := e=2, transforms
(5.12) into the heat equation for V :
@tV   V = 0; V jt=0 = : (5.13)
As soon as  has polynomial growth, this gives the explicit expression
v(t;:) = 2log(GT t ? (:))
where G is again the heat kernel as in (5.11). In the unidimensional case, one may thus
check whether v(0;:;:) satiﬁes the cross-derivative criterion recalled above. Indeed, by a
direct compuation, @xyv(0;:;:) > 0 is equivalent to
(GT ? @xy)(GT ? ) > (GT ? @x)(GT ? @y):
Calculus of variations Let us now consider the simple deterministic case where the
variable y is constant with respect to time, where the state equation for X is simply _ X = u
and where the running and terminal costs respectively take the form
c(x   y) + F(u); and (x   y)
where c,  and F are bounded from below, smooth and strictly convex functions, with
id  D2F  id for some  > 0,  > 0. Let us further assume for simplicity that 0 and






c(X(t)   y) + F( _ X(t))

dt + (X(T)   y):






c(X(t)) + F( _ X(t))

dt + (X(T)):
It is now easy to check that w is a C1 and strictly convex function. Then, it is well-known





possesses a unique solution that is given by an optimal transport map S as soon as 0 is
absolutely continuous with respect to the Lebesgue measure (see [36]). In this simple case
again, we then have existence and uniqueness of an optimal plan that is further given by
a transport map. We will again use this example in the decoupled variant of section 5.3.66 5. Optimal transport and optimal control
5.2.4 Alternative formulations
We now describe formally an alternative formulation of (5.5). Given 0 2 (0;0) as
initial coupling of X and Y and an admissible control that we assume to be of Markovian
type i.e. of the form ut = ut(Xt;Yt), let t 2 [0;T] and u
t be the joint probability law of
(Xt;Yt) (this is purely formal since the dependence of the Markovian control u on x;y may

























+ div(b(z;ut(z))) = 0; jt=0 = 0: (5.14)













which suggests as an alternative formulation of (5.5) to minimize (5.15) over initial con-
ditions 0 2 (0;0) and controls u, the dynamics of u being governed by the PDE
(5.14).







 d0 : '(x) +  (y)  v(0;x;y)
o
: (5.16)
5.3 The decoupled case
In the coupled problem considered previously, the situation is rather simple since the prob-
lem amounts ﬁrst to compute the value function and then to solve the optimal transport
problem where the cost is precisely this value function. However, this requires that the
optimizer is able to design a control that depends on both state variables x and y. If one
thinks of x as being workers’ skills and y the diﬃculty of some task (constant in time to
ﬁx ideas), it may be reasonable to assume in certain cases that the control governing the
evolution of x (training, education...) is the same for every worker of type x independently
of the task y he will be assigned. In this case, one faces a somehow decoupled variant of
the previous problem.
For the sake of simplicity, we will only consider in this section the deterministic case
where in addition y is constant in time and _ X = u (calculus of variations). The running
cost is given by some continuous Lagrangian (x;u;y) 2 R3d 7! L(x;u;y) that is convex with
q-growth in the variable u for some q > 1, and the terminal cost is (x;y) 2 R2d 7! (x;y).5.3. The decoupled case 67
We also assume for simplicity that 0 and 0 are compactly supported. In this framework,












L(X(t); _ X(t);y)dt + (X(T);y):
Of course, (P) possessses solutions as soon as v is continuous (or more generally lower
semicontinuous). In the decoupled case, X is not allowed to depend on y but has instead
to minimize the conditional average of the cost. More precisely, for  2 (0;0), let us
denote the disintegration of  with respect to its ﬁrst marginal as  = x 
 0 and then


















The novel feature of this decoupled problem is that, contrary to the optimal transport
problem (P), it is nonlinear. In fact, since v(x) is concave in x (as an inﬁmum of
linear functionals of x), (Q) is a concave minimization problem over (0;0). Existence
of a minimizer is a real issue here since the criterion in (Q) may not be weakly lower
semicontinuous (and in fact even the measurability of x 7! v(x) is not obvious and a
counterexample to lower semicontinuity will be given in the next section). Our aim now
is not to study existence or nonexistence issues in general but simply to remark that (P)
turns out to be a kind of relaxation of (Q) under quite weak assumptions :
Proposition 5.3.1. If the value function v is continuous and 0 is atomless, then one has
inf(Q) = min(P):






In particular, if S is an optimal transport for (P), i.e. S(x) 
 0 solves (P), then it also
solves (Q).68 5. Optimal transport and optimal control
Proof. Since v(x) 
R
Rd v(x;y)dx(y), one immediately deduces that inf(Q)  min(P).
Now, let us remark that if  is given by a transport map that is  = S(x)
0 then v(x) =




Rd v(x;S(x))d0(x) = R
RdRd vd. Since 0 is atomless the set of transport plans induced by transport maps
is weakly- dense in (0;0) (see [1]). In particular, since v is continuous, there is a
minimizing sequence for (P) of the form n = Sn 







and passing to the limit one gets inf(Q)  min(P). Let  2 (0;0),  solves (Q) if and
only if
J() = inf(Q) = min(P)  I()






If we consider again the case
L(x;u;y) = c(x   y) + F(u); (x;y) = (x   y)
under the same convexity, growth and regularity assumptions as in the example of subsec-
tion 5.2.3, then we immediately deduce that if 0 is absolutely continuous with respect to
the Lebesgue measure, then the corresponding decoupled problem admits a unique solution
that is given by a transport map.
5.4 The linear-quadratic deterministic case
In this paragraph, we treat a special case where the state variable Y remains constant and











and we will distinguish the coupled case (where u is allowed to depend on both x and y)
and the decoupled case where u depends on the initial condition x but has to be the same
for every y. Of course, in this quadratic framework, we will also assume that 0 and 0
have ﬁnite second-order moments.5.4. The linear-quadratic deterministic case 69
5.4.1 The coupled case















By standard arguments, this problem has unique solution given by :
X(t;x;y) := a(t)(x   y) + y; with a(t) =
et 2T + e t
1 + e 2T ; t 2 [0;T]: (5.17)













which is simply the optimal transportation problem with quadratic cost. Denoting by
W 2(0;0) the squared-2-Wasserstein distance between 0 and 0, we then have the fol-










1 + e 2T : (5.19)
5.4.2 The decoupled case
In the decoupled case, one has to minimize with respect to  2 (0;0) and (t;x) 7!

















By the disintegration theorem, every  2 (0;0) admits a disintegration with respect to
its ﬁrst marginal 0 i.e. can be written as  = x 
 0 where x 7! x is a Borel family of
probability measures (naturally interpreted as conditional probability of y given x). We





x(y); for 0-a.e. x 2 Rd:
Using the disintegration of  with respect to 0 and the conditional moment g, it is























2d0(y):70 5. Optimal transport and optimal control
Minimizing in X(:;x) for each ﬁxed x then yields
X(t;x) = a(t)(x   g(x)) + g(x) (5.21)

















































H1 is given by (5.19), one easily gets kak2
H1   T < 0 for every T > 0
(which is consistent with the concavity property of the decoupled problem as noticed in










x  yd(x;y) (5.24)






e 2T(T + 1) + T   1
1   e 2T :
Of course when 0 is absolutely continuous, there is an optimal transport for the
quadratic cost and then by proposition 5.3.1 it is also the unique solution of (5.24). The
particular and simple form of the functional J in (5.24) enables us to deduce various coun-
terexamples and some particular simple cases of non existence when 0 is atomless but
may charge small sets.
The functional J is not lower semicontinuous : To see this, let us take 0 and
0 equal and uniform on the segment [ 1;1], n = Sn 
 0 where Sn is a sequence of















since otherwise Sn would converge to 0 in L2 and then one would have  = 0 
 0.
A counterexample to existence : In view of the previous example, one should in
general suspect non existence for the minimization of J over (0;0). Let us consider
the two-dimensional case where 0 is uniformly distributed on the segment [0;1]  f0g (it
thus charges a small set but still is atomless) and let 0 be uniform on the square [0;1]2.5.4. The linear-quadratic deterministic case 71
Assume that there exists a minimizer  of the decoupled problem. In this case, since 0 is
atomless, using proposition 5.3.1, the explicit values of v(x;y) and v(x) given by (5.22),














































Which implies that x should be a Dirac mass for 0-a.e. x, it would thus imply that 
is induced by a transport map S = (S1;S2). At this stage it is not possible to conclude
directly since there exist measure preserving maps between 0 and 0, and even continuous
ones such as Peano’s function (see for instance [70]). To derive the desired contradiction,
one has to use further proposition 5.3.1 to deduce that S is also an optimal transport map
between 0 and 0 for the quadratic cost. Thus, by well-known arguments (see [36], [73],
[74]) there exists a convex function (x;y) 2 [0;1]2 7!  (x;y) such that (S1(x;0);S2(x;0)) 2
@ (x;0) for (Lebesgue)-a.e. x 2 [0;1] which easily implies that S1(:;0) is nondecreasing
and since S1(:;0) preserves the Lebesgue measure this yields S1(x;0) = x. Now since







for every Borel and bounded ' : [0;1]2 ! R, so that taking '(x;y) = (y S2(x;0))2 yields
the desired contradiction.
The discrete case, diﬀerent values for the coupled and decoupled problems :
Let us now consider the case where both 0 and 0 have ﬁnite support, in this case (5.24)
is in fact a ﬁnite-dimensional problem and it is easy to check that it possesses solutions.
However, because of atoms, proposition 5.3.1 does not apply and it is easy to ﬁnd a case
where the values are diﬀerent. To see this, let us choose d = 1, 0 = 0 and 0 = 1
2 1+ 1
21.
The set of transport plans reduces to the single element  = 1
2(0;1) + 1
2(0; 1). Obviously,
the transport plan  is not induced by any transport map. In this example, the solution of
both the coupled and the decoupled problem is the transport plan . A simple computation
leads to ﬁnd diﬀerent values for the two problems. More precisely, for a ﬁxed horizon T > 0,






> 0. Note that in this very
simple case, the diﬀerence between the decoupled and coupled problem values is increasing
in the horizon T.Chapitre 6
Risk-sharing problems with many
agents : optimal control and numerical
approach
Ce chapitre est basé sur un travail commun avec G. Carlier, dont le titre original est " A
numerical approach for a class of risk-sharing problems", actuellement soumis au Journal
of Mathematical Economics.
Résumé :
Dans ce chapitre nous traitons des problèmes de partage de risque entre d agents ayant
des utilités strictement concaves et invariantes en loi. Dans le cas particulier où toutes
les utilités des agents s’écrivent comme l’intégrale d’une fonctionnelle concave du quantile
du risque individuel, nous donnons une caractérisation des règles optimales de partage
de risque. Ces règles ne peuvent pas être calculées analytiquement lorsque le nombre
d’agents est grand, aussi construisons-nous un algorithme convergent simple et le testons
sur plusieurs exemples.
Mots clés : Partage de risque, comonotonie, sup-convolution, calcul des variations, ap-
proximation numérique.
Abstract :
This chapter deals with risk-sharing problems between many agents, each of whom having
a strictly concave law invariant utility. In the special case where every agent’s utility is
given by a concave integral functional of the quantile of her individual endowment, we
fully characterize the optimal risk-sharing rules. When there are many agents, these rules
cannot be computed analytically. We therefore give a simple convergent algorithm and
illustrate it on several examples.
Keywords : Risk-sharing, comonotonicity, sup-convolution, calculus of variations, nu-
merical approximation.
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6.1 Introduction
Risk-sharing problems have their roots in the seminal works of Arrow [3], [4] and Borch
[6] in insurance and have received a lot of attention since. Starting from the case of two-
agents having preferences given by expected utilities, the theory has been developed in
recent years in particular to incorporate more general law invariant preferences such as
rank-dependent utilities or monetary risk measures in the ﬁnancial literature (see Dana
[24], Jouini, Schachermayer and Touzi, [45], Carlier and Dana [13], [14], [15] as well as the
book by Föllmer and Schied [32] and the references therein).
The fact that comonotonicity is a key property in eﬃcient risk-sharing problems is
well-known and has been particularly emphasized by Landsberger and Meilijson in [50]
(see [16] for an extension to multivariate risks). For suitable law invariant (or quantile-
based) and concave utilities, the abstract risk-sharing problem may be brought down to the
maximization of some concave functional over the set of comonotone allocations. When
utilities are integral functionals of the quantile (which covers the rank-dependent utility
case and more generally the so-called rank-linear utility case), this enables one to rewrite
the problem as a tractable variational problem subject to a comonotonicity constraint.
This reformulation is a key point in the papers mentioned above to analyze and actually
solve many instances of the two-agents case.
The theoretical analysis of the many agents-case is not signiﬁcantly harder than in
the two-agents case. However, the analysis of optimality conditions is more involved since
many more cases may arise in the many agents case. Typically, optimal risk-sharing rules
exhibit ranges of aggregated risk for which a subset of agents is fully insured by the oth-
ers. In the two-agents case, optimal solutions are combinations of three regimes: agent
1 insures agent 2, agent 2 insures agent 1 or the solution is interior and thus given by
some ﬁrst-order condition. If there are more agents, there are many more possibilities
for the comonotonicity constraint to be binding. We thus claim that the diﬃculty of the
many agents case is in fact a matter of combinatorics and that the search for an eﬃcient
computational scheme is therefore natural.
The paper is organized as follows. In section 6.2, we reformulate a class of risk-sharing
problems as tractable variational problems subject to a comonotonicity constraint. More
precisely, some notations and preliminaries are given in paragraph 6.2.1, the two-agents
case is then addressed in paragraph 6.2.2, we ﬁnally show a stability by sup-convolution
result in paragraph 6.2.3 which enables us to reformulate the risk-sharing problem as a
comonotonicity constrained variational problem. Optimality conditions for such problems
are established in section 6.3. Finally, a simple and easy to implement algorithm is de-
scribed in section 6.4 in which convergence is established and various numerical simulations
are presented.6.2. Reformulation of a class of risk-sharing problems 75
6.2 Reformulation of a class of risk-sharing problems
Let (
;F;(P)) be a nonatomic probability space i.e. a probability space such that there
is no A 2 F such that (P)(A) > 0 and (P)(B) 2 f0;(P)(A)g for every B 2 F with
B  A. The nonatomicity of (
;F;(P)) is well-known to be equivalent to the existence
of a uniformly distributed random variable on (
;F;(P)). Given a random variable X on
(
;F;(P)), the law of X is denoted L(X). If X and Y are two random variables X on
(
;F;(P)), we shall denote by X  Y the fact that L(X) = L(Y ).
In the sequel, we will only consider essentially bounded random variables -or risks- on
(
;F;(P)). We will denote for short by L1
+ the nonnegative cone of L1(
;F;(P)).
Let C be the class of utility functions V : L1
+ ! R that :
 are strictly concave,
 are monotone, i.e. V (X)  V (Y ) whenever (X;Y ) 2 L1
+  L1
+ and X  Y a.s.,
 law invariant, i.e. V (X) = V (Y ) whenever (X;Y ) 2 L1
+  L1
+ and L(X) = L(Y ),
 satisfy the following Fatou property:
V (X)  limsup
n
V (Xn)
whenever (Xn)n is bounded in L1
+ and Xn converges a.s. to X.
Given an aggregate risk X0 2 L1
+ and d+1 agents, i = 1;:::;d+1, each of whom having a
utility Vi in the class C, the optimal risk-sharing of X0 among those agents is determined























Vi is said to be exact if the previous supremum is attained
(and then it is attained at a unique point by strict concavity). Our aim is to reformulate
the previous risk-sharing problem in a more tractable way using the notion of comonotone
allocations. Before we do so, we shall need some preliminaries.
6.2.1 Preliminaries
Let X be a bounded random variable on (
;F;(P)) and let FX(t) = (P)(X  t); t 2 R




X (t) = inffz 2 R : FX(z) > tg; for all t 2 (0;1): (6.2)76 6. Risk-sharing with many agents
The random variable X and the quantile function F
 1
X are then equimeasurable in the sense







Let us now recall the well known Hardy-Littlewood inequality (see [42], [57], [10]).
Proposition 6.2.1. Let X and Y be in L1








Y (t)dt = sup
ZY
E(XZ)
and for every concave u : R ! R one has





X (t)   F
 1
Y (t))dt:
Deﬁnition 6.2.2. Let X and Y be in L1(
;F;(P)), then X dominates Y in the sense
of second order stochastic dominance (which we denote by X  Y ) if E(u(X))  E(u(Y ))
for every concave increasing function u : R ! R.
Various characterizations of stochastic dominance are well-known (see [65]) among which:










Y (s)ds; 8s 2 [0;1];










Y (t)dt; 8g bounded nondecreasing: (6.3)
The next statement is originally due to Ryﬀ [67] in the case (
;F;(P)) is [0;1] endowed
with its Borel ﬁeld and the Lebesgue measure, we believe it is well-known but give a short
proof for the sake of completeness:
Lemma 6.2.3. Let X and Y be in L1
+, then X  Y if and only if there is a sequence Zn








i = 1 and each Y n
i  Y , such that Zn
converges a.s. to X.
Proof. Assume ﬁrst that Zn is of the form mentioned above and Zn converges a.s. to X,
then for each concave u, one has E(u(Zn))  E(u(Y )) and one concludes with Lebesgue’s
dominated convergence theorem (the Zn’s being uniformly bounded).
Conversely, assume X  Y and let us prove that X 2 K where K is the closed convex
hull in L1 of the set fZ 2 L1; Z  Y g (clearly K  L1
+ since Y 2 L1
+). If X = 2 K it
follows from Hahn’s-Banach theorem that there exists P 2 L1 and " > 0 such that
E(PX)  sup
ZY
E(PZ) + ":6.2. Reformulation of a class of risk-sharing problems 77















which contradicts X  Y because of inequality (6.3) recalled above. We thus deduce that
X is the L1 (and thus also a.s. taking a subsequence if necessary) limit of a sequence Zn
of the form mentioned in the statement of the lemma.
As a consequence of the previous lemma, we have the following compatibility result
which is originally due to Dana [24]:
Lemma 6.2.4. If a utility function V is in the class C then it is compatible with second
order stochastic dominance that is V (X)  V (Y ) whenever (X;Y ) 2 L1
+ L1
+ and X  Y .
Proof. Assume X  Y , using lemma 6.2.3, X is an a.s. limit of a sequence Zn as in lemma
6.2.3. Since V is concave and law invariant, V (Zn)  V (Y ) and by the Fatou property, we
get V (X)  V (Y ).
A notion that will play an important role in the sequel is that of comonotonicity that
we now recall,
Deﬁnition 6.2.5. Let X1 and X2 be two real-valued random variables on (
;F;(P)), then
the pair (X1;X2) is called comonotone if
(X1(!
0)   X1(!))(X2(!
0)   X2(!))  0 for (P) 
 (P)-a.e. (!;!0) 2 
2:
A family of random variable (X1;:::;Xd+1) on (
;F;(P)) is said to be comonotone if
(Xi;Xj) is comonotone for every (i;j) 2 f1;:::;d + 1g2.
Roughly speaking (X1;:::;Xd+1) is comonotone if all the Xi’s evolve in the same direction
(or coevolve) and we recall that it is well-known that it is equivalent to the fact that each Xi
can be written as a nondecreasing function of the sum
P
i Xi (see for instance [27]). Given
X 2 L1
+, the set of allocations (X1;:::;Xd+1) 2 L1
+ that sum to X and are comonotone
can then be parametrized by Xi := xi(X) where the xi’s are nondecreasing function that
sum to the identity map (on the range of X but this can be extended to the whole line if
necessary). Obviously, each map xi is 1-Lipschitz and therefore, by Ascoli’s theorem, this
parametrization of comonotone allocations with a ﬁxed sum is compact.
Comonotonicity is well-known to be a key property in risk-sharing problems as soon
as agents have preferences that are compatible with second order stochastic dominance.
Indeed, an important result of Landsberger and Meilijson [50] states that any allocation is
dominated (for second order stochastic dominance) by a comonotone one.78 6. Risk-sharing with many agents
6.2.2 The two-agents case
In this paragraph, we study in details the case of two agents (d = 1) by a rearrangement
argument taken from [16].
Proposition 6.2.6. Let V1 and V2 be two utilities in the class C and X0 2 L1
+, there exists
a unique (X1;X2) 2 L1
+  L1
+ such that X1 + X2 = X0 and
V1V2(X0) = V1(X1) + V2(X2):











Proof. Let us ﬁrst suppose that X0 has no atom (i.e. FX0 is continuous, or equivalently
F
 1
X0 increasing). Let X1 and X2 be in L1
+ such that X1 + X2 = X0, it follows from
Jensen’s inequality that E(Xi j X0)  Xi so that in the sup-convolution, it is enough to
maximize over pairs (X1;X2) that are measurable functions of X0. Let X1 = f(X0) and
X2 := X0 f(X0) be such a pair. Since X0 is nonatomic there exists a nondecreasing map
(or monotone rearrangement) ~ f such that ~ f(X0)  f(X0) with 0  ~ f(X0)  X0 (see [68]).
Then set Y1 := ~ f(X0) and Y2 := X0   ~ f(X0). Since Y1  X1, V1(Y1) := V1(X1), we now
claim that V2(Y2)  V2(X2) and to prove it, thanks to lemma 6.2.4, it is enough to prove
that Y2  X2. Let u be a concave function, we have





X0(t)   ~ f(F
 1
X0(t)))dt




X1, by proposition 6.2.1, we get








All this proves that given an admissible pair (X1;X2) one may ﬁnd a better one of the form




X0] ! R such that




X0(1)] ! R. In particular, one can ﬁnd a sequence of
such maps fn such that
lim
n V1(fn(X0)) + V2(X0   fn(X0)) = V1V2(X0):
Since the functions fn are all nondecreasing and bounded by kX0k1, it follows from
Helly’s theorem that there is some (not relabeled) sequence that converges pointwise to
some function f, hence (fn(X0);X0   fn(X0)) is bounded in L1 and converges a.s. to
(f(X0);X0   f(X0)). The Fatou property guarantees then that
V1(f(X0)) + V2(X0   f(X0)) = V1V2(X0):6.2. Reformulation of a class of risk-sharing problems 79
This proves existence of a maximizer in the sup-convolution problem (that is the sup-
convolution is exact at X0), uniqueness follows from the strict concavity of V1 and V2. It
remains to show that (f(X0);X0  f(X0)) is comonotone i.e. X0  f(X0) is nondecreasing
in X0. To prove this last claim, we apply the same trick as before : let g be nondecreasing
such that 0  g(t)  t and g(X0)  X0   f(X0), then X0   g(X0)  f(X0) so that
V1(X0   g(X0)) + V2(g(X0))  V1(f(X0)) + V2(X0   f(X0))
and therefore (X0   g(X0);g(X0)) is optimal as well and by uniqueness this yields X0  
f(X0) = g(X0). The supremum is thus uniquely attained at some comonotone pair.
Let us now treat the case where X0 is arbitrary in L1
+. A theorem of Ryﬀ ([68])
enables us to write X0 = F
 1




X0(U0) + n 1U0, since Xn
0 is nonatomic, we deduce from the previous step that
there exists, for every n  0, a pair of nondecreasing 1-Lipschitz functions xn
1 and xn
2












By Ascoli’s Theorem, we may extract some converging (and not relabeled) subsequence
from (xn
1;xn
2) and denote (x1;x2) its limit. Now, using the fact that V1 and V2 are monotone
and that Xn
0  X0, we have, for every X 2 L1
+ such that X  X0,
V1(X0   X) + V2(X)  V1(X
n













0)) is bounded and converges a.s. (and in fact even in L1) to (X1;X2) =
(x1(X0);x2(X0)), we deduce from the Fatou property that the limsup of the right-hand side
is less than V1(x1(X0))+V2(x2(X0)). Taking the supremum with respect to X we conclude
that the comonotone pair (x1(X0);x2(X0)) is the unique maximizer in the sup-convolution
problem for X0.
6.2.3 Stability by sup-convolution and existence for d + 1 agents
In this section, our aim is to generalize the existence and characterization result of propo-
sition 6.2.6 to the case of d + 1 agents. To do so, let us prove the following stability by
sup-convolution result.
Proposition 6.2.7. Let V1 and V2 be two utilities in the class C, then V1V2 also belongs
to C.
Proof. Let X0;Y0 2 L1
+  L1
+, then by proposition 6.2.6, V1V2(X0) and V1V2(Y0) are
exact that is, there exist nondecreasing functions x1;x2, and y1;y2 summing to the iden-
tity and such that V1V2(X0) = V1(x1(X0)) + V2(x2(X0)) and V1V2(Y0) = V1(y1(Y0)) +
V2(y2(Y0)). Let us prove step by step that V1V2 belongs to C.80 6. Risk-sharing with many agents
 Strict concavity: let  2 (0;1), and assume X0 6= Y0, we thus have (x1(X0);x2(X0)) 6=
(y1(Y0);y2(Y0)), the strict concavity of V1 and V2 then yields
V1V2(X0 + (1   )Y0) > V1(x1(X0) + (1   )y1(Y0))
+V2(x2(X0) + (1   )y2(Y0))
> [V1(x1(X0)) + V2(x2(X0))]
+(1   )[V1(y1(Y0)) + V2(y2(Y0))]
so that V1V2 is strictly concave.
 Monotonicity: assume X0 6 Y0 and let X 2 L1
+ be such X 6 X0, since V1 and V2
are monotone, we have
V1(X0   X) + V2(X) 6 V1(Y0   X) + V2(X) 6 V1V2(Y0)
taking the supremum with respect to X, we deduce that V1V2 is monotone.
 Law invariance property: assume that X0  Y0. We then have by law invariance
of V1 and V2
V1V2(X0) = V1(x1(Y0)) + V2(x2(Y0)) 6 V1V2(Y0);
reversing the role of X0 and Y0 then yields V1V2(X0) = V1V2(Y0).
 Fatou property: let (Xn)n be a bounded sequence in L1
+ that converges a.s. to a









and, by Ascoli’s Theorem, up to a not relabeled subsequence, xn
1 and xn
2 converge
uniformly to some x1 and x2 so that xn












 V1(x1(X)) + V2(x2(X))
 V1V2(X)
from which we deduce the Fatou property for V1V2.
Inductively, one immediately deduces from the previous proposition that if V1;::::;Vd+1
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Theorem 6.2.8. Let X0 2 L1
+ and V1;:::;Vd+1 be in the class C. Then there exists a
unique X = (X1;:::;Xd+1) 2 (L1
+)d+1 such that
Pd+1



















X0(1)] and X = (x1(X0);:::;xd+1(X0)).
Proof. For the sake of simplicity, let us prove the Theorem for d + 1 = 3. Introducing the
notation W2 = V2V3, the maximization problem reads as:




+;X1 + Y2 = X0g:
By proposition 6.2.7, we know that W2 2 C. Proposition 6.2.6 then says that there exists a
unique solution (X1 = x1(X0);Y 2 = y2(X0)) 2 L1
+ L1
+ such that x1,y2 are nondecreasing,
x1(X0) + y2(X0) = X0, and
V1W2(X0) = V1(x1(X0)) + W2(y2(X0)):
We then solve the sub-problem




+;X2 + X3 = y2(X0)g:
By the same arguments, there exists a unique comonotone solution (X2 = z2(y2(X0));X3 =
z3(y2(X0)) 2 L1
+  L1
+ satisfying the same properties as in proposition 6.2.6. Finally, it
is easy to see that (X1 = x1(X0);X2 = x2(X0);X3 = x3(X0)), where x2 := z2  y2 and




Vi(X0), with the desired
properties.
Inductively, one can prove the theorem for every d.
Remark 6.2.9. One may wonder if it is really necessary to proceed inductively to prove
the previous result. On the one hand, we believe that proving stability of the class C by
supremal convolution (that is by aggregation) as we did in proposition 6.2.7 has its own
interest. On the other hand, the rearrangement trick we used in the two-agents case does
not generalize to more agents.
Remark 6.2.10. In the previous statements, we have used strict concavity of the elements
of C for uniqueness purpose only. Strict concavity is in fact quite restrictive since it rules
out the case of monetary risk measures. We now claim that strict concavity, though con-
venient because it implies uniqueness, is in fact not necessary to obtain the existence of at
least one optimal comonotone solution in the supremal convolution problem. To see this, it
is enough to proceed by approximation and use the compactness of comonotone allocations.
By the way, in the next section, we will treat numerically the case of concave and non
strictly concave utilities by using such strictly concave perturbations.82 6. Risk-sharing with many agents
6.2.4 Reformulation
It follows from the previous results that the risk-sharing problem (6.1) between d+1 agents,
each of whom has a utility in C, and for aggregate risk X0, can be simply reformulated as
sup
x2A
J(x); with J(x) :=
d X
i=1









A := fx 2 W
1;1([a;b];R
d) : _ x 2  a.e.; x(a) 2 Sg;
a := F
 1
X0(0); b := F
 1
X0(1);
and  and S are the two simplices:











This reformulation is more tractable than the initial one since maximization is now per-
formed over a more concrete set of functions over an interval, namely the convex and
compact (for the uniform norm) set A. As we shall see in the next paragraph, the fact that
constraints are given by simplices will be very convenient to express necessary conditions.
Of course this reformulation is not very helpful if we keep the previous level of generality
on utility functions. This is why we shall now further specify the utilities and restrict them
to a subclass for which they have a simple expression in terms of quantiles. From now on,
we shall restrict utilities to belong to the class of Rank-Linear Utilities (RLU for short),







This class of utilities is already quite large since it contains expected utilities as well as
the Rank-Dependent Utilities deﬁned by Choquet expectations. Utilities in this class are
obviously law invariant and satisfy the Fatou property as soon as L is continuous (say).
RLU have been studied in details in [14], where it is proved in particular that for VL deﬁned
by (6.5) (with a C2 function L to simplify), the following statements are equivalent:
1. VL is compatible with second order stochastic dominance and monotone,
2. @xL  0; @xxL  0 and @txL  0 on [0;1]  R
3. VL is concave, monotone and (L1(
);L1(
)) upper semi-continuous.6.3. Optimality conditions 83
Now for a utility of the form (6.5), if x is a nondecreasing function and X0 is nonatomic























The next paragraphs are precisely devoted to the theoretical and numerical study of such
problems (under appropriate regularity and concavity assumptions).
6.3 Optimality conditions
In this section, our aim is to give necessary and suﬃcient conditions for the problem
sup
x2A




where we assume that F 2 C([a;b]  Rd;R) is such that F(t;:) is strictly concave and
diﬀerentiable for every t 2 [a;b] and rxF is continuous in its two arguments.
Under these assumptions, problem (6.7) admits a unique solution x that is characterized
as follows:
Theorem 6.3.1. Problem (6.7) admits a unique solution x that is characterized by the
following:
 x 2 A,
 for a.e. t, _ xi(t) = 0 for every i 2 f1;:::;dg with i = 2 I(t) where
I(t) := fj 2 f1;:::;dg : pj(t) = min
i=1;:::;d
pi(t)g





 xi(a) = 0, 8i 2 f1;:::dg with i = 2 I(a).84 6. Risk-sharing with many agents
Proof. Existence and uniqueness follow from standard arguments. Let us denote by x the
solution of (6.7), by concavity of J and convexity of A, x is characterized by the variational
inequalities
J
0(x)  (y   x) =
Z b
a
rxF(t;x(t))  (y(t)   x(t))dt  0; 8y 2 A: (6.9)
Now for y 2 A, deﬁning p by (6.8) and integrating by parts yields
J
0(x)  y =  
Z b
a
p  _ y   p(a)  y(a)
so that (6.9) becomes
Z b
a




p  _ y + p(a)  y(a)

; (6.10)
now the rightmost member of the previous identity is easy to compute by pointwise min-
imization over the simplex and is achieved exactly at those y’s in A such that for a.e.
t 2 [a;b], _ yi = 0 as soon as i = 2 I(t) and yi(a) = 0 for i = 2 I(a).
In the algorithm of next section, we shall take full advantage of the fact that (6.10)
amounts to linear programming over the simplex and is therefore explicit. In particular,









0(x)  y: (6.12)
In particular, a solution of (6.12) is given explicitly by:
y(t) = y(a) +
Z t
a













Ip(t) := fj 2 f1;:::;dg : pj(t) = min
i=1;:::;d
pi(t)g:
For every x 2 A, set
G(x) := fx + (y   x); y 2 argmaxh2A J
0(x)  h;  2 argmax2[0;1] J(x + (y   x))g:
In the next section, we shall need the following elementary result:6.4. Algorithm and numerical results 85
Lemma 6.3.2. The set valued map x 2 A 7! G(x) has a closed graph and x, the solution
of (6.7), is characterized by the condition x 2 G(x).
Proof. Let (xn)n 2 A converge to some x and zn = xn + n(yn   xn) converge to some
z and let us prove that z 2 G(x). Taking subsequences if necessary, we may assume
that n converges to some  2 [0;1] and yn converges uniformly to some y 2 A so that
z = x + (y   x). Using the fact that J is of class C1 enables us to pass to the limit in
J
0(xn)  (yn   h)  0; 8h 2 A; J(zn)  J(x + (yn   x)); 8 2 [0;1]
and therefore to deduce that z 2 G(x).
It is obvious that x, the solution of (6.7), is such that x 2 G(x). Now if x 2 G(x) then
one has either  = 0 or x = y for some  2 [0;1] and some y 2 A as in the deﬁnition of
G(x). If x = y then J0(x)h is maximized over A for h = x which is exactly the variational
inequality characterizing the solution of (6.7). If  = 0 and y 6= x then J(x + (y   x)) is
maximized over [0;1] for  = 0 so that J0(x)(y  x)  0 which again means that J0(x)h
is maximized over A for h = x.
6.4 Algorithm and numerical results
6.4.1 Algorithm and convergence
The algorithm we propose to solve (6.7) is a simple optimal step gradient ascent-like
method. The fact that the constraints are easy to handle relies again on the fact that
linear problems over the simplex are very simple. Our algorithm is deﬁned as follows :



























#Ipk(t) if i 2 Ipk(t)
0 otherwise.














which can be computed by simple dichotomy method.







The convergence of this simple ascent algorithm is then given by:
Theorem 6.4.1. The sequence xk generated by the previous algorithm converges to x, the
solution of (6.7) as k ! 1.
Proof. Since A is compact (for the uniform topology) and the sequence (xk)k has values in
A, it is enough to show that x is the unique cluster point of (xk)k. Let x be such a cluster
point, and let xkn be a subsequence converging to x, taking a subsequence if necessary we
may also assume that xkn+1 converges to some z. Since G has a closed graph, z 2 G(x) i.e.
z has of the form z = x + (y   x) with y maximizing J0(x)  y over A and  maximizing
J(x + (y   x)) over [0;1]. By construction J(xk) is nondecreasing, consequently one has
J(x) = J(z). Now, if x 6= x, then by lemma 6.3.2, one has x = 2 G(x) so that  > 0 and
J0(x)  (y   x) > 0 which implies that J(z) = J(x + (y   x)) > J(x), giving the desired
contradiction. This proves that x is the only cluster point of (xk)k and thus that the whole
sequence (xk)k converges to x.
Remark 6.4.2. As already mentioned, it may seem very restrictive to assume strict con-
cavity since it excludes monetary utility functions that are relevant in ﬁnance. In fact, as
we already explained, strict concavity is by no means essential for existence of an optimal
comonotone risk-sharing rule. It is however a crucial assumption for convergence of our
algorithm. To deal with problems of the form (6.7) with a concave but not strictly concave
J it is enough to consider the perturbed problem
sup
x2A
J"(x) with J"(x) := J(x) + "(x) (6.17)
where " > 0 is a small perturbation parameter and  is a nice (by this, we mean a smooth
integral functional) strictly concave perturbation. Then, our algorithm enables us to com-
pute the solution x" of the perturbed problem (6.17). Now, it is easy to see that under
mild assumptions on the perturbation, x" converges as " ! 0+ to the unique maximizer
of  among the maximizers of J on A. This perturbation scheme thus naturally selects
a particular optimal risk-sharing rule that can be approximated by the algorithm described
above.6.4. Algorithm and numerical results 87
6.4.2 Numerical experiments
In this ﬁnal section, we implement the algorithm introduced in section 6.4.1 and illustrate
it on various examples. The numerical results that we obtain conﬁrm the theoretical
convergence established in theorem 6.4.1 and show that our algorithm converges really fast
on every example we tested.
More precisely, we ﬁrst study three particular cases for a uniform distribution of the
total risk X0 on [0;1]. In a fourth example, we compare the solutions for diﬀerent dis-
tributions of X0. The last test aims at showing that our numerical procedure is robust
for approaching solutions of risk sharing problems with concave but not strictly concave
utilities. But before doing so, we would like to mention that the algorithm gives very good
results, in particular very quick convergence. Indeed, it is shown on Figure 6.1-(a) how
fast the convergence of the value is. We can also see on Figure 6.1-(b) that the diﬀerence
between two successive iterations converges to zero with about the same speed. In all our
tests, the algorithm numerically converges in very few iterations (between 5 and 15).
In the following examples, we always take a = 0 and b = 1 (which is in fact just a
matter of normalization).
(a) Value of (6.7) at each step of the procedure (b) Convergence of the solution:jjxi+1   xijj1
Figure 6.1: Numerical convergence for a 20 agents risk-sharing problem
First case: RDU agents. In the reformulation (6.6), we take functions of the form
Li(t;x) = (1   t)
i(1 + x)
i;
for i = 1;:::;d + 1 which corresponds to RDU with power distortion and power utility
indices. It is easy to see that for i  0 and 0 < i < 1, such functions lead to utilities
that belong to the class C. In this ﬁrst numerical experiment, we look at the case d+1 = 5
and we choose  := (2:8;1:6;2:2;1:05;1:3) and  := (0:58;0:52;0:59;0:53;0:57). Figure 6.2
shows the optimal risk-sharing for these data and represents the cumulative sharing in the
sense that the size of the risk supported by an agent is the diﬀerence between her labeled88 6. Risk-sharing with many agents
line (the lines are labeled on the right hand side of the picture) and the nearest sub-line.
Looking at Figure 6.2, one can for instance notice that Agent 4 fully insures the others for
any risk with value smaller than 0:34. Then, for risk values smaller than about 0.7, Agents
4 and 5 insure the others and ﬁnally, for large values of the risk, every agent bears a part
of the risk.
Figure 6.2: Risk Sharing for 5 agents6.4. Algorithm and numerical results 89
Second case: logarithmic RLU. In this example, we make a diﬀerent choice for
the functions Li. We take two logarithmic functions h1(t;x) := log(t1=2 + x + 1) and
h2(t;x) := log(t2=3 + x + 1). Note that this RLU example does not correspond to RDU
agents. We look at the case of 8 agents, ﬁve of them being of type Li = h1 (i = 3;4;5;6;7)
and three of them of type Li = h2 (i = 1;2;8). The graph of the optimal risk-sharing is
represented in Figure 6.3. The continuous lines correspond to agents of type h1 and the
discontinuous ones to those of type h2. We can see that for risk values between 0 and 0:3,
the three agents of type h2 fully insure the others. Numerically, agents of the same type
support the same proportion of risk which agrees with the theory.
Figure 6.3: Risk Sharing for 8 agents
Third case: mixing RLU and RDU agents. We now turn to a case involving
more agents than in the previous ones: d + 1 = 20. The functions Li are chosen between
Li(t;x) = (1 t)i(1+x)i, for some i and i satisfying the same assumptions as before,
and Li(t;x) = log(ti + x + 1), i 2 (0;1). The graph of the solution is represented on
Figure 6.4.
Fourth case: diﬀerent densities for X0. We now aim to see the impact of the law
of the aggregate risk X0 on the optimal individual risks.
To do so, we take d+1 = 4 and functions Li(t;x) = (1 t)i(1+x)i, with the particular
choice  = (1:16;1:89;1:21;2:92) and  = (0:52;0:58;0:54;0:59). We start with a compari-90 6. Risk-sharing with many agents
Figure 6.4: Risk Sharing for 20 agents6.4. Algorithm and numerical results 91
(a) Gaussian density with  = 0:1 (b) Optimal Risk Sharing for  = 0:1
(c) Gaussian density with  = 0:5 (d) Optimal Risk Sharing for  = 0:5
(e) Gaussian density with  = 0:9 (f) Optimal Risk Sharing for  = 0:9
Figure 6.5: Plots of the solutions for three averages of a Gaussian distributions of the total
risk X0.
son for three truncated and normalized gaussians with variance 2 = 0:01. More precisely,
we plot on Figure 6.5 the graphs of the density for three diﬀerent values of the average
 = 0:1;0:5;0:9, and the corresponding solutions. Let us note for instance that Agent 1
fully insures the others for values lower than 0.57 when the average is small (0:1). This92 6. Risk-sharing with many agents
(a) Uniform density (b) Optimal Risk Sharing for the Uniform density
(c) Exponential density with  = 4 (d) Optimal Risk Sharing for the Exponential density
(e) Quadratic density (f) Optimal Risk Sharing for the Quadratic density
Figure 6.6: Plots of the solutions for three diﬀerent distributions of the total risk X0.
phenomenon disappears for larger values of . We can also remark that Agent 4 supports
a signiﬁcant proportion of risk only for high values of X0 and . We have drawn on Figure
6.6 the graphs of three other densities with the corresponding optimal risk-sharing. The
densities we study are, for t 2 [0;1]:6.4. Algorithm and numerical results 93
 (a)   (b): fX0(t) = 1 (Uniform density),
 (c)   (d): fX0(t) = e t + e  (Exponential-like density),
 (e)   (f): fX0(t) = t2 + 2
3 (Quadratic density, say).
(a) Density of X0 (b) " = 1
(c) " = 0:05 (d) " = 10 5
Figure 6.7: Approximation of the solution of the problem for a linear utility
Fifth case: non stricly concave utilities. To close this series of numerical tests, we
aim to show that our algorithm is actually able to treat concave but not strictly concave
utilities. This is an important extension which is motivated by Choquet expectations and
monetary risk measures such as Expected Shortfalls. The idea is to make a small strictly
concave perturbation of the utilities as explained in remark 6.4.2. In this example, we look
at a case with 5 agents and a gaussian distribution of the aggregate risk X0 (its density is
represented on Figure 6.7-(a)). We then take perturbed utilities of the form
L
"
i(t;x) = (1 + "x
i + (1   ")x)(1   t)
i;94 6. Risk-sharing with many agents
Figure 6.8: Distance of the approximations to the numerical limit
with 0 < i < 1 and i > 0. We then let " ! 0 to recover the (linear) Choquet expectation.
We show the numerical results for " = 1 (Figure 6.7-(b)) , " = 0:05 (Figure 6.7-(c)) and
" = 10 5 (Figure 6.7-(d)).
We have ﬁnally computed the uniform distance between the approximations and the
numerical limit. If x" denotes the numerical solution for a ﬁxed ", we deﬁne this quantity
by jjx10 5  x"jj1, and we give the results on Figure 6.8, for some values of " in [0:02;0:05].
We therefore observe a numerical convergence.
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Phys., vol. 109, 1998, pp. 385-391.Quelques problèmes de transport et de contrôle en économie:
aspects théoriques et numériques
Résumé : Dans cette thèse on explore l’utilisation du contrôle optimal et du transport
de masse pour la modélisation économique. Nous saisissons ainsi l’occasion de réunir
plusieurs travaux faisant intervenir ces deux outils, parfois en interactions l’un avec l’autre.
Dans un premier temps nous présentons brièvement la récente théorie des jeux à champ
moyen introduite par Lasry et Lions et nous concentrons sur le point de vue du contrôle de
l’équation de Fokker-Planck. Nous exploitons cet aspect à la fois pour obtenir des résultats
d’existence d’équilibres et pour développer des méthodes numériques de résolution. Nous
testons les algorithmes dans deux cas complémentaires à savoir le cadre convexe (aversion
à la foule, dynamiques à deux populations) et le cadre concave (attraction, externalités et
eﬀets d’échelle dans un modèle stylisé de transition technologique). Dans un second temps,
nous étudions un problème de matching mêlant tranport optimal et contrôle optimal. Le
planiﬁcateur cherche un couplage optimal, ﬁxé pour une période donnée (engagement),
étant donné que les marges évoluent (éventuellement aléatoirement) de façon contrôlée.
Enﬁn, nous reformulons un problème de partage de risque entre d agents (pour lequel nous
prouvons un résultat d’existence) en un problème de contrôle optimal avec contraintes de
comonotonie; ceci nous permet d’obtenir des conditions d’optimalité à l’aide desquelles
nous construisons un algorithme simple et convergent.
Mots clés : Jeux à champ moyen, contrôle optimal, transport optimal, approximations
numériques, calcul des variations, contrôle de Fokker-Planck, économie mathématique.
Transport and control problems in economics:
theoretical and numerical aspects
Abstract : In this thesis we explore some uses of optimal control and mass transport in
economic modeling. We thus catch the opportunity to bring together some works involving
both tools, sometimes mixing them. First, we brieﬂy present the recent mean ﬁeld games
theory introduced by Lasry & Lions and focus on the optimal control of Fokker-Planck
setting. We take advantage of this aspect in order to obtain both existence results and
numerical methods to approximate solutions. We test the algorithms on two complemen-
tary settings, namely the convex setting (crowd aversion, two populations dynamics) and
the concave one (attraction, externalities and scale eﬀect for a stylized technology switch
model). Secondly, we study matching problems combining optimal transport and optimal
control. The planner looks for an optimal coupling, ﬁxed during the considered time period
(commitment), knowing that the marginals evolve (possibly randomly) and that she can
control the evolution. Finally we reformulate a risk-sharing problem between d agents (for
whose we prove an existence result) into an optimal control problem with comonotonic
constraints. This enables us to write optimality conditions that we use to build a simple
convergent algorithm.
Keywords : Mean ﬁeld games, optimal control, optimal transport, numerical approxima-
tions, calculus of variations, Fokker-Planck control, mathematical economics.