We achieve that the optimal solutions according to Kantorovich-Rubinstein-Wasserstein L p −distance (p > 2) (abbreviation: KRW L p −distance) in a bounded region of Euclidean plane satisfy a partial differential equation. We can also obtain the similar results about Monge-Kantorovich problem with more general convex cost functions.
Introduction
The classical mass transportation problem of Monge and its version of Kantorovich has found a lot of recent interest because of its applications in lots of fields. Given two probability distributions P andP on R 2 . A 4−dimensional random vector (X, Y) with P andP as the marginal distributions is called a coupling of this pair (P,P). The minimum of the coupling distance X − Y L p (p ≥ 1) among all such possible couplings is called KRW L p −distance between P andP, whose coupling is called optimal coupling. This problem has been only completely solved in one dimensional case. In R 1 , KRW L p −distance is just given by
where F andF are distribution functions of P andP respectively, F −1 (u) andF −1 (u) (0 ≤ u ≤ 1) are their right inverses.
In our recent paper (Yinfang & Weian, 2010) , we have transformed the Monge-Kantorovich problem as p = 2 into Dirichlet boundary problems, we have also obtained the corresponding partial differential equations group in , and we have achieved an explicit formula of Kantorovich-Rubinstein-Wasserstein L p −distance (p > 2) in . Now we draw a conclusion that the optimal couplings according to KRW L p −distance (p > 2) in a bounded region of Euclidean plane satisfies a partial differential equation. The proofs are based on variational method from probability point of view. We can also get the similar results about Monge-Kantorovich problem with more general convex cost functions.
Main results
Without losing generality, we may consider two probability measures P andP on [0, 1] × [0, 1]. Let X and Y be two random vectors defined on a same probability space with P andP as their individual laws, and p ≥ 2. Then
We assume further their density functions f (x, y) andf (x, y) are smooth and strictly positive on their domains. Denote the marginal densities
Furthermore, denote the conditional distributions
which are strictly increasing with respect to their first argument so their inverse functions with respect to their first arguments exist. Suppose that X, Y are the optimal coupling, hence
So we just need to look for a density function g(x, y) ∈ G minimizes (3). Actually, we have
Proof: For 0 < a 1 < a 2 < 1 and 0 < b 1 < b 2 < 1 when is small enough, s.t.
and then g(s, t) + δξ(s, t) ∈ G when both , δ are small. Since g is the minimum, 
Consequently we can say
where
g(x, t) f 1 (x) dt On the other hand, if one replace g + δξ by g − δξ, the same computation leads 
Thus we deduce that 
