Let k, l be two positive integers. An S k,l is a graph obtained from disjoint K 1,k and K 1,l by adding an edge between the k-degree vertex in K 1,k and the l-degree vertex in K 1,l . An S k,l -free graph is a graph containing no induced subgraph isomorphic to S k,l . In this note, we show that, for any positive integers k, l with 2 k l, there exists a constant c = c(k, l) such that every connected balanced S k,l -free bipartite graph with minimum degree at least c contains a connected k-factor.
Introduction
In this paper, we only consider simple graphs, i.e., without loops or multiple edges. For terminology and notation not defined here, we refer the reader to [2] .
Let k, l be two positive integers. An S k,l is a graph obtained from disjoint K 1,k and K 1,l by adding an edge between the k-degree vertex in K 1,k and the l-degree vertex in K 1,l , one can see two simple examples S 2,3 and S 3,3 in Figure 1 . Call a graph F -free if it contains no induced subgraph isomorphic to F . A k-factor of a graph is a k-regular spanning subgraph of the graph. Note that a connected 2-factor is a Hamilton cycle, i.e., a cycle containing all vertices of the graph.
Let G = (X, Y ; E) be a bipartite graph with bipartition (X, Y ). We call G balanced if its two partite sets have the same cardinality, i.e., |X| = |Y |. It is not difficult to see that if a bipartite graph contains a k-factor then it is balanced. Thus while considering the existence of k-factors in a bipartite graph we will always assume that the bipartite graph is balanced; similarly, while considering the existence of connected k-factors we will always assume that the bipartite graph is connected. For a subgraph H of a graph G, we use N H (v) to denote the set of neighbors of v in H and use d H (v) to denote the degree of v in H, i.e., the cardinality of N H (v). For a subset A ⊆ V (G), we use N G (A) to denote the set of neighbors of v ∈ A in G, i.e., Petersen [16] was regarded as the first to investigate graphs with k-factors. Hall [7] and Rado [17] were among the first ones to study k-factors in bipartite graphs. A milestone result on this topic was obtained by Tutte [20] in 1952 who presented a necessary and sufficient condition for a graph to contain a k-factor. After that, finding various sufficient conditions for the existence of (connected) k-factors has been widely studied. For more results on k-factors in graphs, we refer the reader to the survey [1] by Akiyama and Kano, or to [4, 9, 11, 12, 13, 19, 20] . For more results on k-factors in bipartite graphs, we refer the reader to [5, 10, 14, 15, 17] .
In this note, we consider connected k-factors in bipartite graphs under forbidden subgraph conditions. Note that any graph with more than 2 vertices contains no connected 1-factor. Thus we consider the case of k, l 2 in the following result. Theorem 1. For any positive integers k, l with 2 k l, there exists a constant c = c(k, l) such that every connected balanced S k,l -free bipartite graph with minimum degree at least c contains a connected k-factor. In particular,
Theorem 2. For any positive integers k, l, m 1, there exists a constant c ′ = c ′ (k, l, m) such that every balanced S k,l -free bipartite graph with minimum degree at least c ′ contains an m-factor. In particular, c ′ = 2(max{k, l, m}) 2 will do.
For the existence of connected 2-factors, i.e., Hamilton cycles, we obtain the following result.
Theorem 3. Every connected balanced S 1,3 -free bipartite graph with minimum degree at least 4 contains a Hamilton cycle.
Tutte [18] conjectured in 1971 that every 3-connected 3-regular bipartite graph contains a Hamilton cycle. The conjecture was disproved by Horton [8] , one can see [3] for more counterexamples. Note that every 3-regular bipartite graph is S 1,3 -free. Thus the degree condition in Theorem 3 is sharp.
Proofs of Theorems 1, and 3
Before to proceed our proofs, we introduce some necessary notations and a useful result. Let f be a nonnegative integer-valued function on V (G). An f -factor of G is a spanning subgraph F of G such that d F (v) = f (v) for all v ∈ V (G). Note that a k-factor is an f -factor with f (v) = k for all v ∈ V (G). The following useful theorem on the existence of f -factors in bipartite graphs was first proved by Ore in [14] . One can also find a necessary and sufficient condition with different form by Tutte in [20] .
Theorem 4 (Ore-Ryser Theorem). A bipartite graph G = (X, Y ; E) contains an f -factor if and only if x∈X f (x) = y∈Y f (y) and for each subset A ⊆ X,
Proof of Theorem 1. We first show that G contains a k-factor and then show that there exists a connected one. Through the proof, we assume that the minimum degree δ(G) of G satisfies
Step 1. G contains a k-factor.
Assume the opposite that G contains no k-factor. By Theorem 4, there exists A ⊆ X such that
We choose such an A with minimum cardinality. Let A 0 = A and, for i 1, let
where d(v, A) denotes the distance between v and A. Now we let A 0 0 = A 0 , A 1 0 = A 2 0 = ∅, and for i = 1, 2, . . ., set
We will get a contradiction by showing that |X| > |Y |.
Proof. By (1),
This implies |A 0 0 | > |A 1 1 |. We will show the second assertion in the following. We first claim that for every vertex v ∈ A 0 i , i 1,
Assume the opposite that v has a neighbor u ∈ A 12 i−1 . Then i 2 and the vertex u has k neighbors in
Next we show that for every vertex
contradicting the minimality of A. Thus
Now we show that for every vertex
(v) k and i is as small as possible. Let u be a neighbor
By (4) and the choice of i, we have
Consequently, every vertex in
Proof. We first claim that for every vertex
Assume the opposite that there exists some x ∈ A 2 2 which contradicts the assertion. Let S be a set of
. Let y be a neighbor of x in A 1 1 (note that A 2 1 = ∅ and such a y exists) and let T be a set of k neighbors of y in A 0 . If there are l vertices in S that have no neighbor in T , then we can find an induced S k,l of G, a contradiction. Thus there are at most l − 1 vertices in S that have no neighbor in T and this implies that |E(S, T )| |S| − (l − 1) = k(k − 1) + 1. It follows that there exists a vertex x ′ ∈ T which has at least ⌈
Since x ′ has no neighbor in A 3 , we get that x ′ has at least k neighbors in A 0 1 , contradicting (4). Thus as we claimed,
We next claim that for every vertex v ∈ A 2 i , i 3, d A 01
Assume the opposite that there exists some v ∈ A 2 i which contradicts the assertion. Let u be a neighbor of
\{u} and let T be a set of k neighbors of u in A i−2 . Similarly as the analysis above, we can see that there exists a vertex v ′ ∈ T which has at least k neighbors in S. By (3), v ′ ∈ A 0 i−2 and the vertex v ′ has at least k neighbors in (4) . Thus as we claimed,
By (5) and the definition of
By (3) and (7), for every vertex
By combining (6) and (7), we have
Together with (8) and (9), we can get that
Now by Claims 1 and 2, we get that |X| > |Y |, a contradiction to the assumption that G is balanced. So G has a k-factor. Note that till now we only need to require
Step 2. G contains a connected k-factor.
We choose a k-factor F of G with minimum number of components. If F is connected, then we are done. So we assume that F is disconnected. Since G is connected, there exists some edge uv ∈ E(G) such that u and v are contained in distinct components of F . We call such an edge a link. If uv is a link and there are u ′ ∈ N F (u) and
induces a k-factor with less components, a contradiction. Thus we have
Proof. Assume w.l.o.g. that u ∈ X. We construct a graph G * on the vertex set (V (G)\V (H 1 )) ∩ Y . Two vertices in V (G * ) are adjacent if and only if they have a common neighbor in the graph F −H 1 . Since F is k-regular, one can see that each vertex in G * has at most k(k − 1) neighbors in G * and the chromatic number of G * is at most k(k − 1) + 1. It follows that V (G * ) can be partitioned into k(k − 1) + 1 independent sets. Suppose the opposite that
Then there exists an independent set I of G * such that d I (v) 2l − 2k. Let S be a set of 2l − 2k vertices in N I (v) and let T = y∈S N F (y). Since S is independent in G * , each two vertices of S has no common neighbors in F , i.e., |T | = k(2l − 2k). By (10) 
Let y be an arbitrary vertex in S. If there are l −k vertices in S\{y} that are not adjacent to any vertex in N F (y), then {v, y}, together with k vertices in N F (y) and l vertices in N H 1 (v) ∪ S\{y}, induces an S k,l of G, a contradiction. Thus there are at most l − k − 1 vertices in S\{y} which are not adjacent to any vertex in N F (y). It follows that
and hence |E G (S, T )| l(2l − 2k). So there exists a vertex y ′ ∈ S with d T (y ′ ) l. It follows that {v, y ′ }, together with k vertices in N H 1 (v) and l vertices in N T (y ′ ), induces an S k,l of G, a contradiction. 
. Note that |T | = k and there always exists an edge between T and each l vertices in S. It therefore follows that
Thus there exists one vertex v of T such that
contradicting Claim 3.
From Claims 3 and 4, there exists a vertex in G with degree at most
a contradiction. The proof of Theorem 1 is complete.
Proof of Theorem 2. Let t = max{k, l, m} and let G be a connected S k,l -free balanced bipartite graph with minimum degree δ(G) 2t 2 . Since S k,l is an induced subgraph of S t,t , we have that G is S t,t -free. From the Step 1 of the proof of Theorem 1, we can see that G contains a t-factor F . Note that F is a t-regular bipartite graph and it contains an s-factor for all s t. Thus G contains an m-factor.
Proof of Theorem 3. Similar to the proof of Theorem 1, we first show that G contains a 2-factor and then show that there exists a connected one. Assume the opposite that G contains no 2-factor. By Theorem 4, there exists A ⊆ X such that
We choose A as small as possible. For i 0, set A i = {v ∈ V (G) : d(v, A) = i}. Note that A 0 = A and A 1 = N (A). We partite A 1 and A 2 into two parts. Let
From (11), one can easily get that
If not, then let u 1 , u 2 , u 3 be three neighbors of v in A i+1 , let u be a neighbor of v in A i−1 , and let v 1 be a neighbor of u in A i−2 . Then {v, v 1 , u, u 1 , u 2 , u 3 } induces an S 1,3 of G, a contradiction. Thus
It follows that |A 1 2 | |A 3 | and |A i | |A i+1 | for each i 3. To get a contradiction, we will show that |A 0 2 | |A 0 1 | in the following. Let x ∈ A 0 that has a neighbor y in A 0 1 . We claim that every vertex in N (x)\{y} has three neighbors in A 0 . Suppose not. Let A ′ = A\{x} and
contradicting the choice of A. Thus we conclude that every vertex x ∈ A 0 has at most one neighbor in A 0 1 , and if x has a neighbor in A 0 1 , then each of its other neighbors has at least three neighbors in A 0 .
Let y be an arbitrary vertex in A 0 1 . We show that N A 2 (y) ⊆ A 0 2 . Let x be the (unique) neighbor of y in A 0 and let y 1 , y 2 , y 3 be three neighbors of x other than y. It follows that y i has three neighbors in A 0 for i ∈ {1, 2, 3}. Let x 1 be a neighbor of y in A 2 . Then x 1 y i ∈ E(G) for some i ∈ {1, 2, 3}; otherwise {x, y, x 1 , y 1 , y 2 , y 3 } induces an S 1,3 . If x 1 has a neighbor y ′ ∈ A 3 , then {x, y i , y ′ }, together with three neighbors of y i in A 0 , induces an S 1,3 , a contradiction. Thus we conclude N 2 (y) ⊆ A 0 2 . Specially, every vertex in A 0 1 has at least three neighbors in A 0 2 . Let x be an arbitrary vertex in A 0 2 . We claim that x has at most three neighbors in A 0 1 . Assume the opposite that y 1 , . . . , y 4 are four neighbors in N A 0 1 (x). Let x 1 be a neighbor of y 1 in A 0 . Recall that x 1 has no neighbors in A 0 1 other than y 1 . Thus {x, x 1 , y 1 , y 2 , y 3 , y 4 } induces an S 1,3 , a contradiction. Thus as we claimed, every vertex in A 0 2 has at most three neighbors in A 0 1 . It follows that |A 0 2 | |A 0 1 | and hence |X| > |Y |, contradicting the assumption that G is balanced. Now we show that G contains a connected 2-factor, i.e., a Hamilton cycle. Let F be a 2-factor of G with minimum number of components. If F is connected, then it is a Hamilton cycle. So we assume that F is disconnected. Note that every component of F is a cycle. Claim 1. For every vertex u of G, N G (u) is contained in at most two components of F .
Proof. We finish the proof by contradiction. Let H 0 , H 1 , H 2 be three components of F such that u ∈ V (H 0 ) and
, otherwise we can get a 2-factor of G with less components.
, a contradiction. Thus we conclude that
} induces a 2-factor with less components, a contradiction. Proof. Let H be a component of F . Since G is connected, there is some edges between H and H ′ , where H ′ is a component of F other than H.
We first show that there is a vertex in H ′ has at least two neighbors in H. Let u ∈ V (H ′ ), v ∈ V (H) with uv ∈ E(G). If d H (u) = 1, then, by Claim 1 and the fact δ(G) 4, we get that u has a neighbor u ′ ∈ V (H ′ )\N F (u). If there is a vertex v ′ ∈ N F (v) which is nonadjacent to u ′ , then {u, u ′ , v, v ′ } ∪ N F (u) induces an S 1,3 , a contradiction. This implies that v ′ is adjacent to both vertices in N F (v). In any case there exists a vertex in H ′ which has at least two neighbors in H. Now let u be a vertex in H ′ which has at least two neighbors
induces an S 1,3 , both yield a contradiction. Thus we conclude that H is a C 4 .
By Claims 1 and 2, if there exists an edge xy with x ∈ X ∩ V (H 1 ) and y ∈ Y ∩ V (H 2 ), then every vertex in X ∩ V (H 1 ) is adjacent to all vertices in Y ∩ V (H 2 ). This implies that there is no edge between Y ∩ V (H 1 ) and X ∩ V (H 2 ); otherwise we can get a 2-factor with less components. It therefore follows that G is the double graph of a cycle, which is Hamiltonian (The double graph of a given graph R is constructed by making two copies of R, say R and R ′ , including the initial edge set of each graph, and adding edges uv ′ and u ′ v for every edge uv of R). The proof of Theorem 3 is complete.
Concluding remarks
In 1994, Flandrin, Fouquet and Li [6] proposed the following conjecture.
Conjecture 1 (Flandrin, Fouquet and Li [6] ). There exists a constant d such that every connected balanced S 3,3 -free bipartite graph with minimum degree at least d contains a Hamilton cycle.
The only known result for Conjecture 1 was obtained by Flandrin, Fouquet and Li [6] who showed that every connected balanced S 3,3 -free bipartite graph with minimum degree at least max{9, Corollary 2. Every connected balanced S 3,3 -free bipartite graph with minimum degree at least 18 contains a 2-factor and a connected 3-factor.
At the end of this note, we give more information on S k,l -free bipartite graphs. It is not difficult to show that a connected bipartite graph is S 1,1 -free if and only if it is a complete bipartite graph. We can also show the following proposition. One can compare it with the fact that every connected K 1,3 -and Z 1 -free graph is a path, or a cycle, or a complete graph minus the edges of a matching, where Z 1 is the graph obtained from a triangle by adding a pendant edge. Proposition 1. A connected bipartite graph G is S 1,2 -free if and only if G is a path, or an even cycle, or can be obtained from a complete bipartite graph by removing a matching.
Proof. The sufficiency is clear. So we prove the necessity of the assertion. We assume that G is S 1,2 -free but it is not a path, not an even cycle, and cannot be obtained from a complete bipartite graph by removing a matching. 
since otherwise there will be a path longer than P with all internal vertices of degree 2. It follows that N (v 0 ) = {v 1 , v k } and G is a cycle, a contradiction. So we assume that Recall that G is not a complete bipartite graph minus the edges of a matching, then there exist vertices u, v 1 , v 2 such that uv 1 , uv 2 / ∈ E(G), and u is contained in the partite set different from the one containing v 1 , v 2 . By Claim 2, d(u, v i ) = 3 for i ∈ {1, 2}. Let P 1 = a 0 a 1 a 2 a 3 and P 2 = b 0 b 1 b 2 b 3 be two shortest paths between u and v 1 , v 2 , respectively, where u = a 0 = b 0 , v 1 = a 3 and v 2 = b 3 . Subject to all above conditions, we take P 1 , P 2 such that E(P 1 ) ∪ E(P 2 ) is as small as possible.
Note that there exists a maximum j such that a i = b i for all i j (possibly j = 0). By our assumption that E(P 1 )∪E(P 2 ) is as small as possible, we have that {a j+1 , . . . , a 3 } and {b j+1 , . . . , b 3 } are disjoint. If j = 2, then {a 0 , a 1 , a 2 , a 3 , b 3 } induces an S 1,2 , a contradiction. If j = 1, then a 2 b 3 / ∈ E(G); since otherwise P ′ 2 = a 0 a 1 a 2 b 3 is a shortest path between u and v 2 such that E(P 1 ) ∪ E(P ′ 2 ) is smaller that E(P 1 ) ∪ E(P 2 ). It follows that {v 0 , v 1 , v 2 , b 2 , b 3 } induces an S 1,2 , a contradiction. Suppose now that j = 0.
If a 0 has a neighbor w other that a 1 , b 1 , then either wa 2 / ∈ E(G) or wb 2 / ∈ E(G); otherwise we can find a shortest path P ′ i between u and v i , i ∈ {1, 2}, such that E(P ′ 1 ) ∪ E(P ′ 2 ) is smaller that E(P 1 ) ∪ E(P 2 ). It follows that either {a 0 , a 1 , a 2 , b 1 , w} or {a 0 , a 1 , b 1 , b 2 , w} induces an S 1,2 , a contradiction. Thus we conclude that d(a 0 ) = 2. Suppose that a 1 has a neighbor w ′ other than a 0 , a 3 . Clearly w ′ = b 2 . We have b 1 w ′ ∈ E(G); otherwise {a 0 , a 1 , a 2 , b 1 , w ′ } induces an S 1,2 . Thus either w ′ a 3 / ∈ E(G) or w ′ b 3 / ∈ E(G); otherwise we can find a shortest path P ′ i between u and v i , i = 1, 2, such that E(P ′ 1 ) ∪ E(P ′ 2 ) is smaller that E(P 1 ) ∪ E(P 2 ). It follows that either {a 0 , a 1 , a 2 , b 1 , w ′ } or {a 0 , b 1 , b 2 , b 3 , w ′ } induces an S 1,2 , a contradiction. This implies that d(a 1 ) = 2 and similarly d(b 1 ) = 2. By Claim 1, the vertex a 2 has a neighbor w ′′ other than a 1 , a 3 . It follows that {a 0 , a 1 , a 2 , a 3 , w ′′ } induces an S 1,2 , a contradiction.
