Abstract-In this paper we consider polynomials orthogonal with respect to the linear functional
INTRODUCTION
Let P be a linear space of all algebraic polynomials, P n its subspace of polynomials of degree at most n, and L : P → C a linear functional defined by where w is a suitable "weight function." Taking L[x k ] = µ k , k ∈ N 0 , and using a concept of orthogonality with respect to the linear functional L (cf. Chihara [1, pp. 5-17]), the necessary and sufficient conditions for the existence of the corresponding orthogonal polynomials π n (n ∈ N 0 ) can be expressed in terms of Hankel determinants, Recently, we have considered orthogonal polynomials with respect to the functional L[x; p] with ζ = mπ (m ∈ N), as well as a case with a modified Chebyshev weight w(x) = x(1 − x 2 ) −1/2 and ζ > 0 (cf. [2] and [3] ). With a matrix Riemann-Hilbert problem formulation of the orthogonality relations, Aptekarev and Van Assche [4] have investigated the case L[p] = 1 −1 p(x)ρ(x)(1 − * The authors were supported in part by the Serbian Ministry of Science and Technological Development (Project: Orthogonal Systems and Applications, grant number #144004). E-mail addresses: gvm@megatrend-edu.net (Milovanović) , aca@elfak.ni.ac.yu (Cvetković) , stanicm@kg.ac.yu (Stanić). 2 ) −1/2 dx, where ρ is a complex valued non-vanishing function on [−1, 1], which is holomorphic in some domain containing the interval [−1, 1]. In a special case ρ can be ρ(x) = e iζx .
Much earlier, orthogonal polynomials on the semicircle with respect to
where Γ = {z ∈ C | z = e iθ , 0 ≤ θ ≤ π} and w is a suitable "weight" function, as well as several applications in numerical integration and numerical differentiation, were investigated (see e.g. [5] and [6] ). In all previous cases, the (quasi) inner-product (p, q) := L[w; p · q] has the property (zp, q) = (p, zq), and because of that the corresponding (monic) polynomials {π n } n∈N0 satisfy the fundamental three-term recurrence relation.
In this paper we study the existence of orthogonal polynomials π n with respect to L, given by (1.1), where w(x) = (1 − x 2 ) λ−1/2 , λ > −1/2, and ζ ∈ R\{0}. In Section 2, for certain combinations of λ and ζ, we prove that these polynomials exist, and in Section 3 we consider some possibilities (numerical and symbolic) for computing three-term recurrence coefficients. Finally, in Section 4 we give the corresponding Gaussian quadratures.
MOMENTS AND EXISTENCE OF ORTHOGONAL POLYNOMIALS
We consider the linear functional
with the restriction ζ > 0. The case ζ < 0 can obtain under substitution x := −x. In our case the moments µ k can be expressed in terms of Bessel functions J ν of the order ν defined by (cf. [7, p. 40 
Theorem 2.1. The moments µ k can be expressed in the form
where A = (2/ζ) λ √ π Γ(λ+1/2), and P λ k and Q λ k are polynomials in ζ, which satisfy the following four-term recurrence relation
with the initial conditions
respectively.
Proof. According to (2.1) and using the recurrence relation for Bessel functions,
, from which we can identify the initial values for P λ k and Q λ k , k = 0, 1, 2. Applying an integration by parts to the integral
we obtain the following four-term recurrence relation
In order to prove (2.2) we apply the induction. According to (2.4), it is clear that (2.2) is true for k = 0, 1, 2. Let suppose that it is true for some three consecutive nonnegative integers k − 1, k and k + 1, k ∈ N. Then, using (2.5), the induction assumptions and (2.3), we get
Some obvious properties of the polynomials P λ n and Q λ n , n ∈ N 0 , are stated in the following lemma.
The free terms in the polynomials P λ n and Q λ n are given by P λ n (0) = (−1) n (2λ) n and Q λ n (0) = 0 respectively. Their leading coefficients are
As we can see immediately, for each λ > −1/2, if ζ > 0 is an arbitrary zero of the Bessel function J λ , the polynomials π n orthogonal with respect to (2.1) do not exist, because ∆ 0 = µ 0 = AJ λ (ζ) = 0 (see (2.4) ).
In the next theorem we prove that for some pairs of λ and ζ these polynomials though exist. Theorem 2.2. Let λ be a positive rational number and ζ be a positive zero of the Bessel function J λ−1 . Then, the polynomials π n orthogonal with respect to (2.1) exist. Proof. In order to prove the existence of polynomials π n orthogonal with respect to the functional (2.1) we need to prove that the corresponding Hankel determinants are different from zero. Supposing that ζ be a nontrivial zero of the Bessel function J λ−1 , the moments (2.2) reduce to
Obviously, from the Hankel determinant (1.2) we can extract the factor (AJ λ (ζ)) n+1 /(iζ) n(n+1) , so that
Note that all determinants H n , n ∈ N, are polynomials in ζ, i.e., H n = H n (ζ) = n(n−1) ν=0
On the other side, non-trivial zeros (ζ > 0) of the Bessel functions J λ , with a rational index λ, are transcendental numbers (cf. [8, p. 220]) and they cannot be zeros of polynomials with rational coefficients unless polynomials are identically equal to zero. Thus, we have to prove only that determinants H n are not identically equal to zero. To prove this we emphasize that, according to Lemma 2.1, the free coefficient in the polynomial P λ k equals P λ k (0) = (−1) k (2λ) k , k ∈ N 0 , and that therefore the free coefficient in the polynomial H n (ζ) equals to H n (0) = B 0 (λ). Using equality (2λ) k = Γ(2λ + k)/Γ(2λ), we get
.
According to Γ(2λ + k) = +∞ 0 x k+2λ−1 e −x dx we recognize the last determinant as a Hankel determinant for the generalized Laguerre measure x 2λ−1 e −x χ [0,+∞) (x) dx (λ > 0). Because of that, H n (0) is evidently different from zero.
Accordingly, when λ is a positive rational number and ζ is a positive zero of the Beseel function J λ−1 , the sequence of orthogonal polynomials with respect to (2.1) exists.
This result enables an application of computational methods for the construction of these polynomials, as well as some applications in numerical quadratures for the mentioned specific values of the parameters λ and ζ.
THREE-TERM RECURRENCE RELATION
In this section we suppose such parameters λ and ζ, which provide the existence of orthogonal polynomials π n with respect to (2.1). As we mentioned in Section 1, the (quasi) inner-product (p, q) := L[w; p · q], in our case (2.1), has the property (zp, q) = (p, zq), and because of that the corresponding (monic) polynomials {π n } n∈N0 satisfy the fundamental three-term recurrence relation
with π 0 (x) = 1, π −1 (x) = 0. The recursion coefficients α n and β n can be expressed in terms of Hankel determinants as (cf. [5] )
where H n is defined in (2.6), and ∆ ′ n is the Hankel determinant ∆ n+1 with the penultimate column and the last row removed. The corresponding determinant H ′ n is given by
Although β 0 can be arbitrary, as usual it is convenient to take β 0 = µ 0 = AJ λ (ζ). In this case, however, the values of Hankel determinants cannot be found easily, but, it is clear that the recursion coefficients are rational functions in ζ. Using our software package [9] we can generate coefficients even in symbolic form for some reasonable small values of n (for n ≤ 2 see Table 3 .1).
Increasing n, the complexity of expressions for α n and β n increases quite rapidly. On the other side, using the Chebyshev algorithm, similarly as in [2] , a numerical construction of recursion coefficients can be done. In Table 3 .2 we give numerical values of α n and β n , n ≤ 14, when λ = 1 and ζ ≈ 8.653727912911012 (a zero of J 0 (z)). Numbers in parentheses indicate decimal exponents.
According to a very extensive numerical calculations we can state the following conjecture. Table 3 .2. Recursion coefficients αn and βn for 0 ≤ n ≤ 14, λ = 1, ζ ≈ 8.653727912911012 n α n β n 0 2.311142689171081(−1) 9.854626351063405(−2) 1 We apply our Gaussian quadrature formula (4.1) to the integral In Table 4 .2 the relative errors in Gaussian approximations, r n = |(G n (ζ ν ) − I(ζ ν ))/I(ζ ν )|, ν = 1, 2, 3, for some selected number of nodes n are given. In numerical construction we use our software package [9] . In order to compare these results we also apply the corresponding Gauss-Gegenbauer quadrature formula with respect to the weight function x → (1 − x 2 ) −1/4 and give its relative errors r G n . As we can see the Gauss-Gegenbauer quadrature is faster for small ζ, but when ζ increases our formula is much faster. Because of a highly oscillatory integrand the Gauss-Gegenbauer quadrature becomes unusable.
