Background: Entropy is a measure of uncertainty and dispersion associated with a random variable. Several goodnessof-fit tests based on entropy are available in literature and the entropy been widely used in many applications.
Background
Entropy is a measure of uncertainty and dispersion associated with a random variable. It is not uniquely defined, there exist axiom systems that justify the particular entropies. Shannon (1948) defined the entropy H(f ) of the random variable X as
where X is a continuous random variable with probability density function (pdf ) f(x) and cumulative distribution function (cdf) F(x). Vasicek (1976) defined H( f ) as H f ð Þ ¼ Z 1 0 log d dp F À1 p ð Þ dp:
Let X 1 ; X 2 ; . . . ; X n be a simple random sample of size n from F(x) and let X 1 ð Þ ≤ X 2 ð Þ ≤ ⋯ ≤ X n ð Þ be the order statistics of the sample. Vasicek (1976) estimator of H(f ) is given by
where m is a positive integer, known as a window size, m < n/2. Here X (i) = X (1) if i < 1 and X (i) = X (1) if i > n. It is of interest to note that VE m;n Van Es (1992) suggested another entropy estimator based on spacing's, given by
They proved the consistency and asymptotic normality of this estimator under some conditions. Ebrahimi et al. (1994) suggested a new estimator by assigning different weights in Vasicek (1976) 
where 
Based on the simulation study, it is shown that this estimator has smaller bias and mean square error as compared to the Vasicek (1976) entropy estimator.
They proved that EE (m,n) converges in probability to H(f ) as n ! ∞, m ! ∞ and m/n ! 0.
(Al-Omari AI (2012): Modified entropy estimators using simple random sampling, ranked set sampling and double ranked set sampling, Submitted) suggested a modified estimator of entropy of an unknown continuous pdf f(x) as 
Alizadeh (2010) proposed a new estimator of entropy and studied its application in testing normality. Park and Park (2003) considered correcting moments for goodnessof-fit tests for two entropy estimates.
Inverse Gaussian distribution
A random variable X is said to have an inverse Gaussian distribution function IG (x; μ, β), if its pdf is of the following form
where μ >0 is the mean and β > 0 is the shape parameter. The variance of X is μ 3 β. Its characteristic function is Table 3 Monte Carlo RMSEs and bias values of the entropy estimators VE (m,n) and AE (m,n) for the standard normal distribution, H(f ) = 1.419 given by
The IG (x; μ, β) has many applications in the field, for example see Seshadri (1999) , and Folks and Chhikara (1998) .
Method
The test procedure Let X 1 ; X 2 ; . . . ; X n be a random sample of size n drawn from the pdf f(x) and let X 1 ð Þ ≤ X 2 ð Þ ≤ ⋯ ≤ X n ð Þ be the order statistics of this sample. Our interest is to test that this random sample is coming from an inverse Gaussian population or not. Thus, the composite null hypothesis is H 0 : X~IG (x; μ, β).
The following corollary is due to Mahdizaheh and Arghami (2010) . Table 4 Monte Carlo RMSEs and bias values of the entropy estimators VE (m,n) and AE (m,n) for the uniform distribution with H(f ) = 0 and exponential distribution with H(f ) = 1 using DRSS Corollary 1: Assume that X is a random variable has an inverse Gaussian distribution IG (x; μ, β) and let
The following corollary is due to Mudholkar and Tian (2002) . 
. . . ; n ð Þ : Mahdizaheh and Arghami (2010) followed Vasicek (1976) and proposed rejecting the null hypothesis H 0 : X~IG (x; μ, β) if
where ψ 2 is a uniform minimum variance unbiased (UMVU) estimate of Ø 2 defined as
Suggested test
Let X i(i) denote the ith order statistic from the ith sample i ¼ 1; 2; . . . ; n ð Þ . Then, the measured RSS units are denoted by X 1(1) , X 2(2) , . . .,X n(n) . The cumulative distribution function of X i(i) is given by
with probability density function defined as
The mean and the variance of the ith order statistic, X i(i) can be written respectively as Critical points at significance level 0.05 of the test statistic are given in Table 6 . The optimal choice of the window size for a given sample size in the estimation of entropy using spacing's is still open problem for testing goodness-of-fit. The bold fonts in Table 6 are the largest critical values based on SRS, RSS and DRSS. For the suggested test, the optimal window size values are summarized in Table 7 .
The ranked set sampling method was suggested by McIntyre (1952) for estimating the mean of pasture and forage yields. The RSS can be described as follows:
Step 1: Select n simple random samples each of size n from the target population.
Step 2: Without cost, visually rank the units within each sample with respect to the variable of interest.
Step 3: For actual measurement, from the ith i ¼ 1; 2; . . . ; n ð Þsample of n units, select the ith smallest ranked unit. The method is repeated h times if needed to increase the sample size to hn units.
Al-Saleh and Al-Kadiri (2000) suggested double ranked set sampling (DRSS) method for estimating the population mean. The DRSS can be described as in the following steps:
Step 1 Randomly select n 2 samples each of size n from the target population.
Step 2 Apply the RSS method on the n 2 samples obtained in Step 1. This step yields n samples each of size n.
Step 3 Reapply the RSS method again on the n samples obtained on Step 2 to obtain a sample of size n from the DRSS data. The cycle can be repeated h times if needed to obtain a sample of size hn units.
The SRS estimator of the population mean is given bŷ μ SRS ¼ X n i¼1 X i =n; with variance Varμ SRS ð Þ¼σ 2 =n. The RSS estimator of the population mean is defined aŝ
The relative precision (RP) of RSS relative to SRS for estimating the population mean is
Takahasi and Wakimoto (1968) showed that the parent pdf f (x) and the population mean can be expressed as
μ i ð Þ , respectively. Also, they showed that 1 ≤ RP ≤ mþ1 2 , where the lower bound is attained if and only if the underlying distribution is degenerate, while the upper bound is attained if and only if the underlying distribution of the data is rectangular.
Al-Saleh and Al-Omari (2002) extended the DRSS for multistage RSS method to increase the efficiency of the estimators for fixed value of the sample size, Al-Omari and Raqab (2012) suggested truncation RSS method for estimating the population mean and median, Al-Omari (2011) suggested double robust extreme RSS for estimating the population mean, Haq and Shabbir (2010) proposed a family of ratio estimators of the population mean using extreme RSS based on two auxiliary variables. Goodness-of-fit test for the IG (x; μ, β) distribution is considered using SRS, RSS and DRSS methods. Our composite null hypothesis is H 0 : X~IG (x; μ, β). Following Mudholkar and Tian (2002) , we reject H 0 if
where
Note that, AE m;n ð Þ f y À Á is the sample estimate of AE f y À Á . Since the entropy estimators are functions of order statistics, then the entropy estimation using RSS and DRSS involves ordering the RSS units.
Results and discussion
In this section, a Monte Carlo experiment is presented to investigate the performance of the entropy estimators i.e. AE (m,n) as well as VE (m,n) and as well as to study the Comparison between VE (m,n) and AE (m,n)
The samples are selected from the uniform, exponential and the standard normal distributions using SRS, RSS and DRSS methods. From Tables 1, 2 , 3, 4, 5, 6 , and 7 we can see that AE m;n ð Þ is more efficient than VE m;n ð Þ for all cases considered in this study. Also, the DRSS is superior to SRS and RSS. For more details about this comparison see (Al-Omari AI (2012): Modified entropy estimators using simple random sampling, ranked set sampling and double ranked set sampling, Submitted).
We can see that these optimal values are different from Mahdizaheh and Arghami (2010) values where their suggested test is based on Vasicek (1976) entropy estimator. Here, we can conclude that the optimal window size depends on the entropy estimator used for the goodnessof-fit test.
Power of the tests
The power of the suggested goodness-of-fit tests using SRS, RSS and DRSS is considered here relative to the same alternatives considered by Mahdizaheh and Arghami (2010) for the distributions, exponential(1), uniform(0,1), Weibull(2,1), lognormal(0,2), beta(2,2), and beta(5,2). 10000 samples of sizes n = 30, 20, 30 are generated for each method at the significance level 0.05. Based on Tables 8 and 9 , we can conclude that gain in the performance of the new suggested tests using different methods considered in this paper is obtained. However, we found that the DRSS is superior to both RSS and SRS methods based on the sample size. Also, the RSS performs better than SRS for all cases considered here. The bold fonts in Tables 8 and 9 are the optimal power values for each design with the same sample size. These optimal power values are < n=2. However, the optimal values of the window size are 2, 3, 4, 5. For fixed n, the power values decreases as m increases, while it increases in n.
Conclusion
In this paper, new goodness-of-fit tests for the inverse Gaussian distribution are suggested using SRS, RSS and DRSS based on the maximum entropy characterization. It is found that the new tests are more powerful under RSS and DRSS, and the test under DRSS is superior to the tests under RSS and SRS methods. We recommend using the suggested goodness-of-fit tests for the inverse Gaussian distribution. As the DRSS is better than RSS, the current work can be extended to multistage RSS design and for some other probability distributions.
