This study examined the functional organisation of the computational processes underlying orientation-dependent and orientationinvariant two-dimensional object recognition. Participants identiWed two previously memorised novel shapes at diVerent image plane orientations while event-related potentials (ERPs) were recorded. A centro-parietal ERP component was found that peaked between 350 and 450 ms post-stimulus onset and whose amplitude was modulated by stimulus orientation only for objects showing an orientation eVect in response times. These Wndings are consistent with a serial model of object recognition whereby object constancy is achieved in at least two successive steps: orientation-invariant feature extraction and orientation-dependent visuo-spatial transformation.
Introduction
The human visual system is remarkably adept at object recognition despite variation in the retinal projection of object shape caused by changes in stimulus orientation and viewpoint. A key issue in vision research concerns the structure and functional organisation of the mechanisms of object constancy that make this possible.
One source of evidence about object constancy in human vision comes from studies of the eVects of changes in stimulus orientation in the fronto-parallel (image) plane on recognition. Unlike depth rotation, which introduces several sources of image variability such as foreshortening, feature occlusion and perspective deformation, two-dimensional (2-D) image plane rotation provides a means of studying eVects of stimulus orientation in the absence of changes in the geometric shape information in the visual input. In the image plane it is frequently found that recognition latencies vary as a function of stimulus orientation consistent with the operation of a 2-D visuo-spatial transformation process (e.g., Arguin & Leek, 2003; Jolicoeur, 1985; Lawson, 1999; Leek, 1998a Leek, , 1998b Leek & Johnston, 2006; Rock, 1973; Tarr & Pinker, 1989 . Functional imaging studies have revealed a network of cortical structures supporting visuo-spatial transformation including the inferior and superior parietal lobes (e.g., Alivisatos & Petrides, 1997; Richter, Ugurbil, Georgopoulos, & Kim, 1997; Tagaris et al., 1997) , as well as the dorso-lateral prefrontal areas (e.g., Lamm, Windischberger, Leodolter, Moser, & Bauer, 2001; Richter et al., 1997) and the pre-motor cortex (e.g., Johnston, Leek, Atherton, Thacker, & Jackson, 2004; Richter et al., 1997; Tagaris et al., 1997) . At the computational level, visuo-spatial transformation in shape perception can be considered in terms of the recoding of stimulus feature locations between spatial coordinate systems using vector matrix transformations (e.g., Johnston et al., 2004; Marr & Nishihara, 1978) , and at the neuronal level by the activity of neuronal population vectors coding for feature orientation (e.g., Pellizzer & Georgopoulos, 1993; Perrett, Oram, & Ashbridge, 1998) .
One intriguing, and sometimes overlooked, aspect of the literature on 2-D visuo-spatial transformation, is that orientation eVects are not always found. Numerous studies have shown that 2-D form recognition can be insensitive to orientation-even when observers have previously seen a stimulus at only one image plane orientation and when the level of stimulus classiWcation required by the task is controlled (e.g., Leek & Johnston, 2006; Takano, 1989; Tarr & Pinker, 1990; Wilson & Farah, 2003) . Such orientation-invariant recognition, could, in principle, be accomplished in several ways, including, for example, by encoding object conWguration within a one-dimensional spatial coordinate system (Tarr & Pinker, 1990; Wilson & Farah, 2003) , or by matching spatially invariant local image features (Lowe, 1999; Takano, 1989) . Several studies have attempted to elucidate the conditions under which orientation-dependent, and orientation-invariant, recognition is observed. Such experiments have shown that several factors such as geometric properties of objects or task requirements can inXuence performance (e.g., Leek & Johnston, 2006; Takano, 1989; Tarr & Pinker, 1990; Wilson & Farah, 2003) . In this paper, we examined the core question of how distinct object constancy processes might be recruited during perception. It has been proposed that recognition proceeds from lowlevel image analysis (e.g., edge detection, segmentation and feature grouping) and the computation of a viewercentred (orientation-dependent) shape description (e.g., Leek, Reppa, & Arguin, 2005; Marr & Nishihara, 1978) . High-level object constancy mechanisms are then presumed to act upon these representations in order to activate a stored shape representation. Distinct visualcomputational routines (e.g., Cavanagh, Labianca, & Thornton, 2001; Roelfsema, Lamme, & Spekreijse, 2000; Ullman, 1984) , 2 supporting 2-D visuo-spatial transformation or the detection of spatially invariant local features, could potentially be used to compensate for mismatches between viewer-centred and stored shape representations. The question therefore arises as to the manner in which these visual routines are used and the functional relationship between them (e.g., Doniger et al., 2001 ).
One possibility is that these processes function serially until recognition is accomplished: Orientation-invariant processes (e.g., spatially invariant local feature detection) would be involved from the beginning. If these succeed, orientation-dependent eVects would not be observed in the recognition latency. If they fail, or if no unambiguous match is found, additional time consuming visuo-spatial transformations would be computed and behavioural responses would be orientation dependent. An alternative possibility is that the diVerent computations on the input are performed in parallel. In this case, a slow, orientationdependent, visuo-spatial transformation process and a relatively fast, spatially invariant, local feature process would be engaged simultaneously, regardless of stimulus type, or other variables such as shape geometry, feature complexity or familiarity. Behavioural responses would then reXect the time-course of the process that reached completion Wrst: orientation-dependent eVects would be found if the analysis of spatially invariant local features fails to result in recognition. But recognition would appear to be insensitive to stimulus orientation if spatially invariant local feature identiWcation succeeds prior to the completion of visuo-spatial transformation. It is possible to distinguish two variants of the parallel model. In one variant, visuo-spatial transformation may be assumed to run in a ballistic manner once engaged, regardless of whether recognition is accomplished earlier through a spatially invariant process. We refer to this as the strong version of the parallel model. On the weaker version transformation is terminated once recognition is achieved. We refer to this as the weak version of the parallel model. Current data do not allow us to distinguish between the serial and the parallel models because the absence of orientation-dependent response time costs in recognition cannot, by hypothesis, be taken as evidence that visuospatial transformation has not occurred. It could only indicate that an orientation-invariant process reached completion Wrst. The serial and parallel models do, however, make contrasting predictions: Unlike the serial model, the parallel account implies that visuo-spatial transformation is used regardless of stimulus type (that is, even for stimuli that potentially allow extraction of spatially invariant local features). The serial model, in contrast, predicts that stimuli recognisable on the basis of spatially invariant local features (or on the basis of some other form of orientation-invariant representation) will not undergo spatial normalisation. To test these predictions we need a measure of ongoing visuo-spatial transformation other than overt behavioural responses such as recognition latency or accuracy.
Here we used an electrophysiological marker of 2-D image transformation as a means of assessing visuo-spatial transformation on-line. Our approach is based on a previously reported orientation-dependent ERP modulation, maximal between 400 and 500 ms post-stimulus onset over centro-parietal electrodes in participants performing a classical mental rotation task requiring sequential matching of two diVerently oriented stimuli (e.g., Kawamichi, Kikuchi, Endo, Takeda, & Yoshizawa, 1998; Milivojevic, Johnson, Hamm, & Corballis, 2003; Muthukumaraswamy, Johnson, & Hamm, 2003; Pegna et al., 1997; Peronnet & Farah, 1989; Pierret & Peronnet, 1994; Wijers, Otten, Feenstra, Mulder, & Mulder, 1989; Yoshino, Inoue, & Suzuki, 2000) . This centroparietal marker, assumed to reXect processing that is directly related to visuo-spatial transformation, provides an opportunity to examine the mechanisms underlying object recognition. The presence of a similar modulation in object recognition can be used as a basis for inferences about the use, and temporal characteristics, of visuo-spatial transformation during recognition. If orientation-dependent and orientation-invariant processes are recruited in parallel, the ERP marker should be modulated regardless of stimulus type and independently of whether an orientation-dependent or orientation-invariant pattern of responses is observed. In contrast, if the serial model is correct, the ERP marker should only be found for stimuli that elicit an orientation-dependent response time function. This is because, under this account, visuo-spatial transformation only occurs when recognition cannot be achieved using orientationinvariant processes.
Methods

Participants
Sixteen undergraduates from the University of Wales, Bangor, were included in the study (age range 18.2-57.8 years; mean 26.5, SD D 12.2).
3
All participants were right-handed as assessed by the Edinburgh Handedness Inventory (OldWeld, 1971) , and had normal or corrected-to-normal vision. Ethics permission for the research protocol, and informed consent from all participants, was obtained according to BPS ethical guidelines.
Stimuli
Fourteen 2-D novel object stimuli were used, adapted from Tarr and Pinker (1990) , see Fig. 1a .
The stimuli consisted of two sets of seven objects referred to as Sets A and B, respectively. Set A contained seven asymmetrical stimuli that had previously been reported to elicit orientation-dependent response times in misoriented object recognition (Tarr & Pinker, 1990 ; see also Leek & Johnston, 2006 for a replication). Set B contained seven symmetrical stimuli previously shown to elicit orientation-invariant response times in recognition (Tarr & Pinker, 1990) . Stimuli subtended 8° of visual angle from a viewing distance of 60 cm. Stimuli were displayed on a Xat screen low-radiation monitor with a 640 £ 480 pixel resolution and 75 Hz refresh rate. Stimulus presentation was controlled by a PC with an AMD Athlon 1.01 GHz processor running E-Prime (Psychology Software Tools, Pittsburg, USA).
Design and procedure
A 2 (Object set: Set A vs. Set B) £ 2 (Block) £ 3 (Stimulus orientation: 0°, §60°, §120°) repeated measures design was used. The study consisted of separate Learning and Test Phases. In the Learning Phase participants were shown one prototype from Set A (Target A) and one from Set B (Target B) and trained to memorise these shapes by copying them. In this phase participants only viewed the targets at a single upright orientation (see Fig. 1a ), i.e., the axis containing the small foot was vertical. Recall was tested by asking participants to draw Targets A and B from memory until perfect accuracy was achieved. In the Test Phase, participants were asked to indicate as quickly and as accurately as possible whether objects presented on the screen, regardless of their orientation, corresponded to a target or not by pressing two designated keys. To avoid eVects of carry-over participants Wrst completed two test blocks with Set B stimuli, then two test blocks with Set A stimuli (Leek & Johnston, 2006; Tarr & Pinker, 1990) . EEG recordings were obtained while participants performed the task (see below).
Trial structure is shown in Fig. 1b . There were a total of 648 trials divided into four equal blocks (two blocks for each stimulus type). Each block consisted of 108 targets and 54 non-targets (ratio 2:1) presented in a randomized order. There were 36 target and 18 non-target trials at each of the three test orientations (0°, §60°, §120°).
EEG recording and processing
EEG recordings were digitized at 1 kHz from 64 Ag/AgCl electrodes set according to the extended international 10-20 convention (American Electroencephalographic Society, 1994) and referenced to Cz. Bipolar recordings were made from electrodes set above and below the left eye to monitor eye blinks. Continuous recordings were band pass Wltered on-line between 0.1 and 200 Hz before being digitally re-Wltered oV-line (zero phase shift low pass 30 Hz, slope D 48 dB/Oct). Eye blinks were mathematically corrected when the standard deviation of the blink model was below 0.005 (Scan 4.2; Neuroscan Inc. 2001 TX, USA). Signals were then sliced into 1100 ms long epochs, starting 100 ms before stimulus onset. Baseline correction was performed in reference to pre-stimulus activity. Individual averages were re-referenced to the global Weld power (GFP) produced across the scalp (average reference) before grand averages were calculated for each condition and block. Only target trials in which participants gave a correct response were included. The average number of accepted trials per condition per subject was 33.6 § 3.5 for each individual after error and artefact rejection.
Statistical analysis
Main ERP components were identiWed based on their typical topography, deXection and latency. Windows of analysis for each component were deWned on the basis of the mean global Weld power (MGFP) across 3 ERP recordings were originally obtained from 25 participants. Nine participants were excluded from the study reported here due to incomplete ERP data, low signal-to-noise in the ERP recordings or because of abnormalities in the behavioural data sets. conditions and groups (Picton et al., 2000) : 80-130 ms for the P1, 150-210 ms for the N2, 210-300 ms for the P2, and 380-530 ms for the P3-like positivity maximal over centro-parietal electrodes (centro-parietal positivity hereafter referred to as CPP). The CPP interval targeted the ERP modulation described in previous reports over centro-parietal electrode sites (e.g., Yoshino et al., 2000) .
Peak detection was time-locked to the electrode of maximal amplitude for each component: electrode P6 for the P1 and N1 peaks, electrode P3 for the P2 peak, and electrode CPz for the CPP. In the case of the P1, N1 and P2, mean amplitudes were analysed over 8 electrodes of maximum amplitude: P3, P4, P5, P6, PO3, PO4, PO7 and PO8. Considering the width of the CPP on the MGFP and based on previous reports, mean CPP amplitudes were analysed over 16 electrodes: C1, C2, C4, Cz, CP1, CP2, CP4, CPz, FC1, FC2, FC4, FCz, P1, P2, P4 and Pz. Mean amplitudes were submitted to a 2 £ 2 £ 3 £ N e within-subject repeated measures ANOVA where N e is the number of electrodes in each analysis. Within-subject factors were: Object set (Set A and Set B), Block (Blocks 1 and 2), Stimulus orientation (0°, 60°, 120°), and Electrodes (N e D 3 for P1, N1 and P2; N e D 16 for CPP).
A Greenhouse-Geisser correction was applied to electrode main eVects and interactions where appropriate (Greenhouse & Geisser, 1959) . Unless otherwise speciWed, only signiWcant main eVects and interactions surviving normalisation (p < .05) are reported.
Results
Behavioural results
Analyses of response times (RTs)
RTs for incorrect responses (4.80%) were eliminated along with RTs greater than §2 SDs from the mean for each orientation per participant (<1%). Mean RTs for Sets A and B stimuli as a function of stimulus orientation are shown in Fig. 2a Analyses were also conducted on the regression slopes of RTs across stimulus orientations. These slopes provide an estimate of the image normalisation rates. Fig. 2b shows the mean regression slopes on RTs across stimulus orientations. A 2 (Object set) £ 2 (Block) repeated measures ANOVA on mean regression slopes showed signiWcant main eVects of Object set, F(1, 15) These analyses show that the expected interaction between orientation and stimulus type is found in both RT and accuracy data. Set A stimuli showed a clear orientation-dependent pattern, while Set B did not (Tarr & Pinker, 1990) .
ERP results
The aim of these analyses was to determine whether: (1) this recognition task would will show an orientation-dependent EEG modulation of the 'CPP' component previously found in earlier studies of mental rotation over centro-parietal electrode sites (e.g., Yoshino et al., 2000) , and (2) this component would be found in both Sets A and B objects regardless of the presence or absence of an orientationdependent response time pattern in the behavioural data.
Four main ERP components were observed in all conditions: P1, N1, P2, CPP. The P1 was maximal over parietooccipital regions and peaked at 116 ms on average (Fig. 3) . The P1 latency was unaVected by object set, block or orientation. Its mean amplitude was signiWcantly greater for Set B than Set A objects (F(1, 15) D 11.8, p < 0.01; Fig. 3a ) and for the 60° rotation angle than upright position (main eVect: F[2, 30] D 9.99, p < 0.0001, post hoc p < 0.001 corrected for multiple comparisons; Fig. 3b) .
The N1 was maximal over parieto-occipital sites and peaked at 182 ms on average. There was a main eVect of stimulus orientation on N1 peak latency, F(2, 30) D 10.7, p < 0.0001, such that N1s elicited by 60° and 120° orientations peaked signiWcantly later than the N1 for 0° (p < 0.01 and p < 0.05 corrected, respectively; Fig. 3b ). N1 mean amplitudes were signiWcantly larger for Set B than Set A objects, F(1, 15) D 22.8, (p < 0.0001; see Fig. 3a ) and for both 60° and 120° orientations as compared to the upright position (main eVect: F[2, 30] D 10.9), (p < 0.0001, post hocs p < 0.01 corrected; Fig. 3b) . No other signiWcant main eVects or interactions were found on N1 latencies or amplitudes.
The P2 was maximal over parieto-occipital sites and peaked at 268 ms on average. The P2 latency was unaVected by object set, block or orientation. Its mean amplitude was signiWcantly greater for Set B than Set A objects (F[1, 15] D 11.85, p < 0.01; Fig. 3a ) and for 60° and 120°r otation angles than upright position (main eVect: F[2, 30] D 9.25, p < 0.001, post hocs p < 0.01 and 0.05 corrected, respectively; Fig. 3b) .
The CPP component peaked around 450 ms over centroparietal sites. Grand average waveforms recorded over the right centro-parietal scalp in each condition and block are shown in Fig. 4 . These show the linear derivation of the 16 electrodes. A linear derivation is the algebraic mean of the amplitude measured at the 16 electrodes (the sum of amplitudes divided by the number of electrodes).
The CPP peaked signiWcantly later in the Set A condition (circa 456 ms, Fig. 4a ) than in the Set B condition (circa 445 ms; Fig. 4b ). An interaction of Block £ Orientation, F(2, 30) D 3.84, p < 0.05, and a three-way interaction of Object set £ Block £ Orientation, F(2, 30) D 4.11, p < 0.05, showed that latencies were delayed with increasing orientation for Set A stimuli in Block 2. The amplitude of the CPP was signiWcantly larger in Set B than in Set A, F(1, 15) D 8.7, p < 0.01. There was also a block main eVect, F(1, 15) D 8.7, p < 0.01, and a main eVect of orientation, F(1, 15) D 8.7, p < 0.01, on CPP mean amplitudes. The CPP mean amplitude was greater overall in Block 2 than Block 1, F(1, 15) D 4.57, p < 0.05, but a signiWcant Block £ Object set interaction, F(1, 15) D 5.06, p < 0.05, showed that the block diVerence was present in the Set A task only (Fig. 4a) . Stimulus orientation aVected CPP mean amplitude signiWcantly, F(2, 30) D 7.99, p < 0.01, but this was only true for Set A as attested by a signiWcant interaction of Object set £ Orientation, F(2, 30) D 4.85, p < 0.05. In sum, in Set A CPP latency increased as a function of stimulus orientation in the second block and CPP amplitude decreased signiWcantly with increasing stimulus orientation. Neither of these eVects was found in Set B (Fig. 4b) . Subtracting the 0° ERP from the 60° and 120° ERPs revealed that diVerences in mean amplitude had preponderance over centro-parietal electrodes in the Set A condition while no clear diVerence pattern emerged in the Set B condition. The topography of the diVerence waves (60°-0° and 120°-0°) was not signiWcantly diVerent (F[20.6, 9 .1] D 2.26, p > .1); that is, the topography of the diVerence waves between conditions did not diVer from that of the CPP and does not signiWcantly vary with rotation angle.
Correlation between CPP amplitude and RT
To further examine the orientation-dependence of the CPP modulation we also calculated regression slopes on the amplitude data across all 16 studied electrodes for each participant (the line of best Wt between CPP amplitude and stimulus orientation). These slopes were correlated with the regression slopes on the RT data (the line of best Wt between mean RT and stimulus orientation). For Set A the CPP regression slopes showed a signiWcant negative correlation with mean slopes of RTs (that is, the regression slopes of mean RTs as a function of stimulus orientation), r D ¡ 0. 35, F(1, 30) D 4.35, p < .04 . This indicates that for the Set A, amplitude over the CPP electrodes decreased as RT increased. In contrast, for the Set B stimuli, there was no signiWcant correlation, r D 0.08, F(1, 30) D 0.24, n.s.
Discussion
The main results of this study can be summarised as follows. First, there was a clear contrast between an orientation-dependent RT pattern for one class of stimuli (Set A), and an orientation-invariant pattern for the other (Set B)-replicating the results for the same stimuli reported in previous studies (e.g., Leek & Johnston, 2006; Tarr & Pinker, 1990) . Second, an orientation-dependent negative modulation of ERPs (CPP) increased in peak latency and decreased in amplitude with increasing stimulus orientation with Set A stimuli but not Set B. The amplitude of the modulation was also shown to negatively correlate with the regression slope of mean RTs across orientations for Set A but not Set B, and decreased across blocks consistent with the decreasing regression slopes on normalisation rates in Set A. Third, CPP modulation interacted with stimulus set such that it was found with Set A stimuli but not Set B. The CPP modulation described here is similar in pattern, latency and topography to the centro-parietal component reported in previous studies that have used mental rotation paradigms, and is widely assumed to reXect neural activity involved in the spatial transformation of visual stimuli (Kawamichi et al., 1998; Milivojevic et al., 2003; Muthukumaraswamy et al., 2003; Pegna et al., 1997; Peronnet & Farah, 1989; Pierret & Peronnet, 1994; Wijers et al., 1989; Yoshino et al., 2000) . Such an orientationdependent ERP modulation can therefore also be found in a recognition task that requires matching a misoriented stimulus to a stored shape representation. We have also shown that this modulation is correlated with the slope of RTs used to estimate the 2-D image normalisation rate, providing further evidence that this component is an index of visuo-spatial transformation. It is also relevant to compare the characteristics of the CPP modulation with mid-latency ERP components. Both the P1 (maximal at 116 ms) and the N1 (maximal at 182 ms) were modulated by stimulus orientation. P1 increased in amplitude with larger angular orientation and was overall larger for Set B than Set A but did not vary in latency. N1 and P2 amplitudes were larger for Set B than Set A objects and varied with stimulus orientation. N1 peak latencies were also related to orientation. However, unlike the later negative CPP modulation, neither the peak latency nor amplitude of P1, N1 or P2 interacted with object set (or block). In other words, the orientation-dependent modulation of mid-latency components was present for both Sets A and B, which, along with the relatively short latency of these components (<200 ms post-onset), indicates that the eVects likely reXect sensitivity to low-level perceptual diVerences between the stimuli such as axis orientation and symmetry, rather than some form of object-type speciWc visuo-spatial transformation. This view is consistent with other reports showing early negative modulation of amplitude and/or peak latency related to the encoding of low-level stimulus features including orientation (e.g., Milivojevic et al., 2003; Proverbio, Esposito, & Zani, 2002; Rossion, Joyce, Cottrell, & Tarr, 2003; Wicker & Long, 1978; Wijers et al., 1989) .
The modulation pattern of the CPP marker during recognition provides electrophysiological evidence in support of the earlier behavioural Wnding (Tarr & Pinker, 1990 ) that object set interacts with the use of visuo-spatial transformation routines. We assume the existence of at least two partially distinct computational routines, discussed earlier, that are sensitive to diVerent aspects of stimuli such as image plane orientation or the extraction of spatially invariant local features. The present study sought to establish the serial or parallel implementation of these processes. The pattern of results reported here is consistent with the serial model of processing, to the extent that absence of the CPP marker during recognition of Set B stimuli suggests that this class of stimulus does not recruit visuo-spatial transformation mechanisms (cf. Heil, Rauch, & Henninghausen, 1998) . The absence of the CPP marker in Set B is also inconsistent with the strong version of the parallel model which assumes that visuo-spatial transformation continues in a ballistic manner once engaged, even after spatial invariant processes have been completed. However, as already noted, in the weak version of the parallel model, both mechanisms are initially recruited, but following successful and rapid implementation of orientation-invariant feature matching, the visuo-spatial transformation mechanism is disengaged. The current results do not distinguish between the serial processing account and the weak version of the parallel model.
The results are also relevant in the context of other recent proposals based on the early extraction of spatially invariant image features in shape identiWcation (e.g., Decaro & Reeves, 2002; Harris & Dux, 2005) . For example, Harris and Dux (2005) have suggested that the initial matching of input and stored shape representations is orientation-invariant, and that image normalisation is used to determine stimulus orientation subsequent to recognitionat least for 2-D stimulus misorientation. One aspect of the current data that is not consistent with this account, however, is the absence of both orientation-dependent response times and the orientation-dependent modulation of CPP in one stimulus set. If 2-D visuo-spatial transformation is used solely to determine image plane object orientation, then misoriented objects, regardless of stimulus type, should show evidence of the use of visuo-spatial transformation. This was not the case here (see also Leek & Johnston, 2006) . While the current data support the claim that orientationinvariant processes may initially mediate identiWcation, further research is needed to determine under what circumstances, and for what purpose, visuo-spatial transformation occurs.
