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Stochastic dynamical systems with absorbing states are used to model systems arising from
ecology, biology, chemical kinetics, and other fields. Despite the fact that these systems are
eventually absorbed, they often persist for long periods of time prior to absorption. Quasi-
stationary distributions (QSD) are the fundamental mathematical objects used to characterize
the stability and long-term behavior of such systems prior to absorption. In the first part of
this dissertation, I consider a collection of Markov chains that model the evolution of multitype
biological populations. The state space of the chains is the positive orthant, with absorption at
the boundary of the orthant, which represents the extinction of different population types. The
main results of this part of the dissertation show that, as the size of the system increases, the
behavior of the associated QSD can be characterized in terms of an underlying continuous-time
dynamical system. The proofs of these results rely on uniform large deviation results for small
noise stochastic dynamical systems and methods from the theory of dynamical systems. In the
second part of this dissertation, I introduce two new stochastic approximation schemes that
can be used to estimate the QSD of a finite-state Markov chain with absorbing states. Both
methods are described in terms of a collection of particles evolving via interacting chains in
which the interaction is given in terms of the total time occupation measure of all particles in
the system and has the impact of reinforcing certain types of transitions. I characterize the
asymptotic behavior of these approximation methods as time and the number of particles in
the system simultaneously become large. In particular, I prove that the approximations given
by these two methods converge almost surely to the Markov chain’s unique QSD and I establish
Central Limit Theorems for the approximations’ fluctuations around the QSD under the key
assumption that the ratio between the number of particles in the system and time goes to zero.
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CHAPTER 1
Introduction, Background, and Preliminaries
In realistic models of many biological, ecological, and chemical systems, the system will
persist for only a finite period of time. For instance, in ecological systems, food and other
resources may become scarce after a long period of time, so many populations are sure to
eventually face extinction. Despite this, the period of time prior to extinction can be quite long
and such systems frequently exhibit a great deal of stability, despite the fact that they will not
persist indefinitely. In order to study the stability of a system prior to extinction, one usually
considers the quasi-stationary distribution(s) (QSD) of the system. A QSD describes the long-
term stability of the system prior to extinction, and therefore is a fundamental object of study
for researchers considering biological and ecological systems (Buckley and Pollet, 2010; Gosselin,
1996, 1998, 2001; Gyllenberg and Silvestrov, 1994; Högnäs, 1997; Pollett, 1996, 2001), models
of chemical kinetics (Parsons and Pollet, 1987; Pollett, 1988), and epidemiological models,
(Andersson and Britton, 2000; Artalejo et al., 2010, 2013). The remainder of this chapter
provides a brief introduction to the topics studied in this dissertation. Section 1.1 provides
an introduction to some of the basic properties of quasi-stationary distributions and reviews
some of the literature studying their existence. Section 1.2 and Section 1.3 provide overviews of
Chapter 2 and Chapter 3 of this dissertation, respectively. In Chapter 2 of this dissertation, I
study the asymptotic properties of QSD associated with certain ecological models. In Chapter
3 of this dissertation, I introduce and analyze two new methods that can be used to estimate
the QSD of a finite state system.
1.1 Background and Preliminaries
A question of great importance in ecology is what conditions must be met in order for a
population of interacting and, possibly, competing species to coexist with one another over long
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time spans. In many realistic models of finite populations, after a large enough amount of time
has passed, one or more of the species are sure to face extinction. However, the time that it
takes for extinction to occur can be quite large, so it is natural to study how the population
sustains long-term coexistence before any of the species are extinct. Furthermore, if such
a period of metastability is possible, then it is important to characterize what the long-term
coexistence between the different species looks like. If the dynamics of a population are modeled
by a Markov process, then such metastability is captured in the notion of a quasi-stationary
distribution (QSD). In order to formally introduce QSD, we begin by considering a space, ∆,
which can be partitioned into a set of “allowed” states and a set of “forbidden” or “absorbing”
states, which are denoted by ∆o and ∂∆, respectively. The states in ∂∆ are said to be absorbing
because we consider processes which become trapped upon entering them. Intuitively, a QSD
is an invariant distribution for a process which is conditioned not to enter the set of forbidden
states.
As mentioned above, processes which become trapped upon entering ∂∆ are well suited to
model biological and ecological systems (Buckley and Pollet, 2010; Gosselin, 1996, 1998, 2001;
Gyllenberg and Silvestrov, 1994; Högnäs, 1997; Pollett, 1996, 2001), but they have also been
used to study models arising from chemical kinetics (Parsons and Pollet, 1987; Pollett, 1988),
epidemiology (Andersson and Britton, 2000; Artalejo et al., 2010, 2013), and other fields. In the
case of ecological and biological models the forbidden states typically represent the extinction
of (sub)populations, while in models of chemical kinetics they often represent the depletion
of particular chemical species. Similarly, in epidemiological models the forbidden states may
represent the complete elimination of a disease or pathogen from a system.
Throughout the remainder of this section we denote by Y ≐ {Yn}n∈N0 a Markov chain on a
countable space ∆ which becomes trapped in ∂∆ upon entry. Additionally, we let
τ∂ ≐ inf{n ∈ N0 ∶ Yn ∈ ∂∆}
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denote the hitting time of ∂∆. For a probability measure µ, we denote the probability law
under which Y has initial distribution µ by Pµ. Namely, for all x ∈ ∆,
Pµ(Y0 = x) = µ(x).
If µ = δx, then we write Px ≐ Pδx . Since we are concerned with the behavior of Y before it
becomes trapped in ∂∆ we assume that Y becomes trapped in finite time. This condition,
known as sure killing at ∂∆, says that for each x ∈ ∆o, Px(τ∂ <∞) = 1. Accordingly, we assume
that Y satisfies the sure killing condition.
For processes for which the sure killing condition is satisfied, stationary distributions fail to
capture the behavior of the process before killing. In particular, if ν is a stationary distribution
for Y , then the support of ν is contained in ∂∆. In order to see this, note that for each x ∈ ∆
and y ∈ ∆o,
lim
n→∞






Px(Yn = y)ν(x) = 0. (1.1)
Since we are typically interested in the behavior of processes before extinction has occurred, it
is helpful to consider another notion of stationarity, namely quasi-stationarity.
Definition 1. A probability measure µ on ∆o is said to be a quasi-stationary distribution
(QSD) for Y if for every n ∈ N,
Pµ(Yn = x∣Yn ∈ ∆o) = µ(x), for all x ∈ ∆o.
Equivalently, µ is a QSD for Y if and only if for each n ∈ N,
Pµ(Yn = x∣τ∂ > n) = µ(x), for all x ∈ ∆o.
The hitting time of ∂∆ is a key object in the study of QSD, so we recall a basic result which
says that if µ is a QSD for Y and Y0 is distributed according to µ, then τ∂ follows a Geometric
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distribution. The following result appears as (Ferrari et al., 1992, Lemma 2.2) and follows from
the definition of QSD and the Markov property.
Proposition 1. Let µ be a QSD for Y . Then there is some θ(µ) ∈ [0,1] such that
Pµ(τ∂ > n) = θ(µ)n, n ∈ N0. (1.2)
The value θ(µ) is known as the exponential rate of survival of Y . Proposition 1 ensures
that if µ is a QSD and θ(µ) ∈ (0,1) (i.e., the absorption behavior of the process is nontrivial)
is such that (1.2) holds, then for each n ∈ N0 and x ∈ ∆o,
µ(x) = Pµ(Yn = x∣τ∂ > n) =
Pµ(Yn = x)
Pµ(τ∂ > n)
= θ(µ)−nPµ(Yn = x),
so
Pµ(Yn = x) = θ(µ)nµ(x).
If we let P̃ denote the transition matrix of Y restricted to ∆o, then this says that
µP̃n = θ(µ)nµ, n ∈ N0. (1.3)
In particular, µ is a QSD for Y if and only if it is a left eigenvector of P̃ with corresponding
eigenvalue θ(µ). Letting n = 1 and combining (1.2) and (1.3), we see that the QSD and
the associated exponential rate of survival are given by the solution to a system of nonlinear
equations, since the dependence of θ(µ) on µ is, in general, nonlinear. This observation has
motivated a significant body of research regarding the use of stochastic methods to approximate
QSD, and, in particular, motivates the stochastic approximation methods studied in Chapter
3.
Another important consequence of Proposition 1 is that if µ is a QSD, then for each θ ∈
[0,− log(θ(µ))),
Eµ(eθτ∂) <∞, and Ex(eθτ∂) <∞ for µ − a.e. x ∈ ∆o. (1.4)
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Once more disregarding situations in which θ(µ) ∈ {0,1}, Proposition 1 says that the existence
of some θ ∈ (0,1) such that (1.4) holds is a necessary condition for the existence of a QSD.
However, in general the existence of a positive exponential moment for τ∂ is not sufficient to
ensure the existence of a QSD. An example of a process with no QSD but where the hitting
time of the boundary has an exponential moment is given in (Méléard and Villemonais, 2012).
Intuitively, a process for which the hitting time of the boundary has an exponential moment
may fail to have a QSD if, for each fixed time n ∈ N, the probability of entering ∂∆ within
n time steps does not decay as the distance between the starting state of the process and ∂∆
increases. However, Ferrari et al. (1995, Theorem 1.1) showed that if Y is irreducible and
lim
x→∞
Px(τ∂ < n) = 0, for each n ∈ N, (1.5)
then the existence of a positive exponential moment of τ∂ is necessary and sufficient for the
existence of a QSD on ∆o.
For the multidimensional processes considered in Chapter 2 of this dissertation, (1.5) fails to
hold, so the existence of a QSD does not follow immediately from the existence of an exponential
moment of the hitting time of ∂∆. Various other results regarding the existence of QSD have
been shown in works including Barbour (1976); Buckley and Pollet (2010); Champagnat and
Villemonais (2017); Darroch and Seneta (1965); Kijima (1992); Lasserre and Pearce (2001);
Seneta and Vere-Jones (1966). In order to argue the existence of QSD for the model studied in
Chapter 2, we apply Theorem 2.1 from Champagnat and Villemonais (2017), which is stated
in Section 2.7.5. This theorem provides a Foster-Lyapunov type condition which ensures the
existence of a QSD and quantifies the rate at which the distribution of a Markov chain which
has been conditioned to avoid extinction approaches the QSD.
Two concepts that connect QSD with the limiting behavior of Markov chains conditioned
on non-absorption are the notions of the quasi-limiting distribution (QLD) and Yaglom limit
of a process.
5
Definition 2. A probability measure α on ∆o is said to be a QLD for Y if there is a probability
measure ν on ∆o such that
lim
n→∞
Pν(Yn = x∣τ∂ > n) = α(x), for each x ∈ ∆o.
A probability measure α on ∆o is said to be a Yaglom limit for Y if for each y ∈ ∆o,
lim
n→∞
Py(Yn = x∣τ∂ > n) = α(x), for each x ∈ ∆o.
By definition, a Yaglom limit is a QLD, but the reverse implication does not always hold.
In general, a Yaglom limit (if it exists) is unique, while a process may have an infinite number
of QLD. For an example of a birth-death process for which there is a continuum of QLD, see
(Doorn, 1991, Theorem 3.2). Note that the following proposition states that QSD and QLD
are equivalent, so QSD are not necessarily unique (see e.g., Méléard and Villemonais, 2012,
Proposition 1).
Proposition 2. A probability measure α on ∆o is a QLD for Y if and only if it is a QSD for
Y .
1.2 Summary of Chapter 2: Asymptotics of Quasi-Stationary Distributions of
Small Noise Stochastic Dynamical Systems in Unbounded Domains
In Chapter 2 we will study discrete time Markov chains with values in the d-dimensional
positive orthant that are absorbed upon hitting the boundary of the orthant. Such processes
are well suited to model biological and ecological systems (Gyllenberg and Silvestrov, 1994;
Högnäs, 1997) where each coordinate represents the population size of individuals of a given
type/species. One of the fundamental issues in mathematical biology is to characterize the
conditions for a population of interacting species to coexist, that is, to survive for a long
time with no extinctions. Many real-world systems are certain to go extinct eventually, yet
appear to be stationary over any reasonable time scale. Generally, the finite nature of the
resources available prevents the system from growing without limit. Thus, provided we wait
6
long enough, a sufficiently strong downward fluctuation in population size is bound to occur.
We are interested in studying the long-term behavior of such systems away from extinction,
under a suitable scaling of the system.
The processes we consider have a natural scaling parameter (N) representing the system
size. From standard results, as N →∞, the linearly interpolated trajectory of the state process
XN , over any compact time interval [0, T ], converges in distribution in C([0, T ] ∶ Rd+) (the
space of continuous functions from [0, T ] to Rd+, equipped with the uniform topology) to the
solution of an ordinary differential equation (ODE) of the form ϕ̇(t) = G(ϕ(t)), ϕ(0) = x (see
(2.3)). Our goal is to analyze the limiting behavior of the steady states of XN , conditioned on
non-extinction, as N →∞, in terms of the properties of the flow determined by the above ODE.
For each N we denote the state of the process XN at the nth time instant by XNn . The steady
state of a Markov chain conditioned on non-extinction is made precise through the notion of
a quasi-stationary distribution (QSD) (see Definition 2.1). We refer the reader to (Méléard
and Villemonais, 2012) for a comprehensive background and survey of results in the theory of
quasi-stationary distributions. QSD are important objects in biological models and discussions
of applications in biology can be found in Buckley and Pollet (2010); Gosselin (1996, 2001);
Pollett (1996, 2001).
Our first main result (Theorem 1) studies asymptotics of QSD of XN (denoted as µN ), as
N →∞, provided they exist and the sequence {µN} is tight. Specifically, in Theorem 1 we show
that, under certain assumptions, any limit point µ of the sequence of QSD {µN} is invariant
under the flow determined by the ODE (2.3) and is supported on the union of interior attractors
of the flow. We also provide lower bounds on the probability of non-extinction over a fixed time
horizon that scale exponentially in system size. These bounds readily give similar lower bounds
on expected time to extinction.
In general Markov chains with absorbing states and an unbounded state space may fail to
have a QSD. Conditions for existence of QSD have been studied by Ferrari et al. (1995); van
Doorn (1991); van Doorn and Pollett (2009); however these results are not easily applicable to
the models considered in this work. We instead make use of the recent work of Champagnat and
Villemonais (2017) that gives general and broadly applicable Lyapunov function-based Foster
type criterion for existence of QSD (see Theorem 10).
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For our second main result we consider a basic family of Markov chains that we refer to
as Binomial-Poisson models where the results of Champagnat and Villemonais (2017) can be
applied to give existence of QSD. Using the stability properties of these Markov chains we
obtain bounds on exponential moments of certain hitting times that allow us to construct
suitable Lyapunov functions (and related objects) for which the conditions in Theorem 10 are
satisfied, thus establishing the existence of a QSD µN for each N . In fact, this QSD can be
characterized as the limit, as n→∞, of the law of XNn , conditioned on non-extinction, starting
from an arbitrary (non-random) initial value in the interior. Using this characterization, and
similar moment estimates as used in the construction of the Lyapunov functions, we then argue
that the sequence of QSD is tight. Finally, from these results and other properties of the model,
we establish our second main result (Theorem 2), which says that the Binomial-Poisson model
satisfies all the conditions in Theorem 1 and therefore provides an important class of Markov
chains where we can characterize the limit points of the sequence of QSD.
We now comment on the proof of Theorem 1. Our results are motivated by the work of
Faure and Schreiber (2014) (see also the unpublished manuscript of Marmet (2013)) which
considers analogous problems for a class of Markov chains where the deterministic dynamical
system obtained under the scaling limit is given by a discrete time evolution equation and
the dynamics are essentially in a compact space (namely, the one step map is a bounded
function). As in Faure and Schreiber (2014), one of the important ingredients in the proof is an
analysis of the large deviation behavior of the sequence of small noise Markov chains in Section
2.1.3. However due to the continuous time setting here one needs to study large deviation
principles on suitable path spaces. One of the issues that arises in the large deviation analysis
is that transition probabilities of the Markov chain behave in a degenerate manner near the
boundaries. Due to this, the associated local rate functions have poor regularity properties,
which in turn makes establishing a global large deviation principle (LDP) on the path space
technically challenging. Another issue arises from the unboundedness of the state space. In
particular, the moment generating functions of the noise sequences can become arbitrarily large
as the system state becomes large. In order to handle these issues, we instead consider LDP for
a collection of modified chains in Rd. These modified chains behave identically to the original
chain until exiting from a given compact set K in the interior of the orthant, and, upon exiting,
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the modified chains change their behavior to more regular dynamics in an appropriate sense.
The large deviation estimates that are needed for our analysis can be obtained by piecing
together the LDP associated with all such compact sets K. A similar approach, in a setting
where the state space is compact, has been proposed in (Marmet, 2013). Another important
point in the analysis is that one needs large deviation estimates that are uniform in initial
condition in compact sets, in the sense of Freidlin and Wentzell (1984, Chapter 3.3, pages 91-
92). For this we use results on uniform Laplace principles for small noise stochastic difference
equations that have been developed in Dupuis and Ellis (1997, Section 6.7). The recent work
Salins et al. (2017) shows that a uniform Laplace principle implies a uniform Large deviation
principle in the sense of Freidlin and Wentzell. These results together allow us to establish
uniform probability estimates that are needed in our large deviation analysis (see Section 2.3).
The proof of Theorem 1 also requires a detailed analysis of the dynamical system properties
of the flow associated with the ODE (2.3). In particular a careful understanding of the properties
of continuous time analogs of absorption preserving pseudo-orbits (in the terminology of Faure
and Schreiber (2014)) and those of the associated recurrence classes are key to the proof (see
Section 2.2). Although some of the arguments are similar, there are new challenges that arise
due to the unboundedness of the state space and the continuous time dynamics. To handle these
features we exploit the stability properties of the underlying ODE and develop several a priori
estimates for pseudo-orbits that are uniform in time and/or space. The dynamical systems
results in Section 2.2 and the large deviation estimates in Section 2.3 take us most of the way
to the proof of Theorem 1. In particular in Section 2.4, using these results, we establish the
lower bound on probabilities of non-extinction given in Theorem 1 and also that the limit points
µ of the QSD are invariant under the flow, they do not charge the boundary, and in fact that
they are supported on the union of absorption preserving recurrence classes in the interior. The
final step is to show that the support in fact lies in the union of the interior attractors. For this,
following Faure and Schreiber (2014), we reformulate the notion of recurrence in terms of the
quasipotential associated with the rate functions in the underlying large deviation principles.
Section 2.5 introduces the quasipotential and this alternative notion of recurrence and proves
the equivalence between these two definitions of recurrence classes. The second definition is
more well suited for the analysis and allows the use of large deviation estimates of Section 2.3
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in studying the behavior of the stochastic dynamical system in terms of the properties of the
recurrence classes. Combining the results of Section 2.5 with the results of Section 2.3 and
properties of absorption preserving pseudo-orbits studied in Section 2.2, the proof of the main
result is completed in Section 2.6.
1.3 Summary of Chapter 3: Approximating Quasi-Stationary Distributions with
Interacting Reinforced Random Walks
QSD are fundamental to the study of stochastic dynamical systems with absorbing states,
which are ubiquitous in epidemiology (Bartlett, 1960), statistical physics (Van Kampen, 1992),
population biology (Méléard and Villemonais, 2012), and other fields. Numerical computation
of QSD is therefore an important problem that is relevant to a wide range of scientific disciplines
and has been studied extensively, particularly since the work of Aldous et al. (1988). The goal of
this chapter is to investigate two approximation schemes that are used to numerically estimate
the QSD of finite state Markov chains. Specifically, we consider the following setting.
Let ∆ denote a finite set and consider a nonempty subset ∂∆ ⊂ ∆. Let ∆o ≐ ∆ ∖ ∂∆ and
assume that ∆o is nonempty. Let {Yn} be a Markov chain taking values in ∆ with transition
probability kernel {Px,y}x,y∈∆. We denote by Pν the probability measure under which {Yn} has
initial distribution ν, namely Pν(Y0 ∈ A) = ν(A). If ν = δx for some x ∈ ∆, we write Px instead
of Pν . We assume that {Yn} is absorbed upon entering ∂∆. In particular, for each x ∈ ∂∆,
Px(Y1 ∈ ∆o) = 0.
Without loss of generality, we assume that ∂∆ consists of a single point which we denote by 0.
Note that
Px(Y1 = y) = Px,y for x, y ∈ ∆.
Recall that a probability measure µ on ∆o is a quasi-stationary distribution (QSD) for the chain
{Yn} if
Pµ(Yn = x ∣Yn ∈ ∆o) = µ(x), for all x ∈ ∆o and n ∈ N.
We assume that ∆o is an irreducible class of the Markov chain and that Px,0 > 0 for some x ∈ ∆o.
Under this irreducibility assumption on the chain it follows from Perron-Frobenius theory that
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there is a unique QSD for {Yn} which we denote by θ∗ (see Collet et al., 2013, Chapter 3).
This probability measure on ∆o can be characterized as the normalized left eigenvector of
the substochastic matrix {Px,y}x,y∈∆o associated with the largest eigenvalue λ ∈ (0,1). In
particular, as noted in Section 1.1, unlike invariant distributions for Markov processes, the
QSD is characterized as a solution of a nonlinear equation and thus presents harder numerical
challenges. In general, numerical linear algebra methods become difficult when the underlying
transition probability matrix is large or ill-conditioned. Thus, it is natural to explore simulation-
based approaches.
There have been two main simulation-based approaches for approximating QSD. These
approaches originate from the works of Fleming and Viot (1979) and Aldous et al. (1988),
respectively. In numerical schemes based on the ideas of Fleming and Viot (see Burdzy et al.,
2000; Del Moral and Miclo, 2000), one considers a collection of particles evolving independently
according to the Markov chain with transition probability kernel {Px,y}, and whenever a particle
is absorbed it jumps instantly to the position of another particle selected at random. It is known
that as both time and the number of particles tend to infinity, the empirical measure of the
current positions of the particles converges almost surely to the unique QSD θ∗ (Benäım and
Cloez, 2015; Del Moral and Miclo, 2000; Villemonais, 2014). The method of Aldous et al. (see
Benäım and Cloez, 2015; Blanchet et al., 2016) approximates the QSD with the time occupation
measure of a single particle that evolves according to the transition kernel {Px,y} between visits
to 0, and when it hits 0 it jumps to a previously visited position with probability proportional
to the time the chain spent at that position.
There has been substantial recent progress in analyzing the convergence rates of these
algorithms. Cérou et al. (2020) proved a Central Limit Theorem (CLT) for the law of Fleming-
Viot particle systems at a given fixed time under very general assumptions. Lelievre et al.
(2018) obtained an infinite-time version in the setting of finite space Markov chains, extending
the ideas of Del Moral and Miclo (2003). For the Aldous, Flannery and Palacios scheme, Benäım
and Cloez (2015) and, independently, Blanchet et al. (2016) proved a Central Limit Theorem,
see also (Del Moral and Miclo, 2004, 2006).
Each of the approximation methods discussed above has benefits and shortcomings. Ap-
proximating with several particles helps the approximation better explore the space, particularly
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when the Markov process has metastable states where a scheme using a single particle can get
stuck in place for long periods of time. On the other hand, as the number of particles approach
infinity, a Fleming-Viot approximation approaches the conditional law of the Markov chain
(conditioned on non-extinction) at some finite-time instant rather than the QSD, and thus in
order to obtain a good approximation for the QSD one needs to run the algorithm over long
time periods. This can be computationally expensive and numerical experiments (see Section
3.7) suggest that, with equivalent number of particle moves, a single particle reinforced random
walk scheme of Aldous et al. performs better than a Fleming-Viot type scheme. This trade-
off between the exploration of state space through multiple particles and the reinforcement of
particle transition probabilities based on the time occupation measure motivates this chapter,
which studies two algorithms that combine desirable features of both approximation schemes.
The two schemes that we study consider a collection of particles that, unlike Fleming-Viot
approximations in which interactions occur through the current particle states, are governed
by interactions with the time occupancy measures of all particles. Specifically, when a particle
is absorbed, it instantly jumps to a state with probability proportional to the total time spent
at that position by all the particles in the collection. The main difference between the two
schemes that we consider is that in the first scheme we start with a(n) particles at time 0 and
the number of particles stays constant over time, whereas in the second scheme we add one
particle at a time at some fixed rate so that there are a(n) particles at time instant n. The
approximation to the QSD is given by the combined (and suitably normalized) time occupation
measure of all particles in the system. Our main results, Theorems 13, 14, 15, and 16 provide
a.s. convergence to the QSD (i.e. strong law of large numbers) and central limit theorems for the
two schemes. In Section 3.7 we present some exploratory numerical results on the performance
of the two schemes and its comparison with the Fleming-Viot and Aldous et al. methods. The
approach to the mathematical analysis of the two schemes is inspired by the methods used in
Benäım and Cloez (2015), for the study of the Aldous et al. scheme based on the path of a single
particle, and draws from techniques for establishing central limit results for general stochastic
approximation schemes developed by Delyon (2000) and Fort (2013).
The theory of stochastic approximations (SA) has a long history, starting from the works
of Robbins and Monro (1951), and Kiefer and Wolfowitz (1952). Since then, it has found many
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applications and has developed into a thriving area of research (Benveniste et al., 2012; Borkar,
2009; Kushner and Yin, 2003). In a typical stochastic approximation scheme one constructs
a discrete time stochastic process whose continuous time interpolation over suitably slow de-
creasing time steps approaches the fixed point of a deterministic ordinary differential equation
(ODE) as the continuous time parameter t approaches infinity. One of the key differences, from
this standard setting, in the analysis of our first scheme presented in Sections 3.2–3.4, is that
instead of a single stochastic approximation sequence, one needs to study an array, indexed by
n, of sequences such that for each n the sequence can be viewed as a SA algorithm targeting the
QSD as the number of steps increase. Theorem 13 provides a strong law of large numbers for
this array as n and the number of time steps become large. This result also provides an almost
sure upper bound on the rate of convergence which plays a crucial role later in the proof of the
central limit theorem in Theorem 14. In order to establish a suitable rate of convergence, we
introduce the notion of pseudo-trajectory sequences (see Definition 17), which is inspired by the
ideas of asymptotic pseudo-trajectories considered in (Benäım, 1997; Benäım and Cloez, 2015),
and is well-suited for array-type schemes such as those considered here.
In Theorem 14 we establish a central limit theorem for the array by considering the n-th
sequence run for n time steps. The proof uses several ideas from Fort (2013, Section 4). In
that work, the author considers a general SA algorithm which covers settings such as that of a
controlled Markov chain that evolves, conditional on the past history of the system, according
to a stochastic kernel depending on the current approximation. The proofs of Fort (2013) do
not easily extend to array settings of the form considered in the current work and it turns out
that the rate of convergence in Theorem 13 is key to suitably controlling the error arrays in
the martingale decomposition of the SA sequences. One of the key requirements in the proofs
is that a(n) = o(n). Indeed, when a(n) ∼ n, the errors due to the finite-time behavior of the
collection of particles can accumulate and the fluctuation properties under the natural central
limit scaling can be somewhat non-standard, see Remark 3.1.2 for a discussion of this point.
While in this work our focus is on approximating the QSD of a finite state Markov chain,
the approach used to prove Theorems 13 and 14 is more generally applicable. In particular,
the notion of a pseudo-trajectory sequence introduced in Definition 17 should be useful for
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obtaining bounds on the rate of convergence and establishing central limit theorems for other
types of SA arrays.
The second numerical scheme is studied in Section 3.5. In this method the approximation
is initialized with a single particle and as time progresses particles are added to the system. At
each step at most one particle is added and the number of particles at time n is denoted by
a(n). Once more, the combined time occupation measure of all particles is used to approximate
the QSD and to replace particles that get absorbed. Since the number of particles changes over
time, the analysis of error terms and the covariance structure gets more involved. In order to
keep the presentation simple, here we restrict attention to the case where a(n) ∼ nζ for some
ζ ∈ (0,1). In Theorem 15 we prove a.s. convergence of the approximation to the QSD and in
Theorem 16 we provide a central limit theorem for this approximation scheme.
One of the challenges in constructing stochastic approximation schemes, with provable
central limit fluctuations, for approximating QSD using a large number of particles is to carefully
analyze the contribution to the variance and bias due to the finite-time behavior of the dynamics
and to suitably calibrate the weights given to particle states as time increases. Specifically,
for the two algorithms studied in the current work, we find that in comparison to the single
particle SA schemes studied in (Benäım and Cloez, 2015; Blanchet et al., 2016), one needs to
place higher weights on particle states at later time instants in order to suitably counterbalance
the variability due to the finite-time behavior of the chains. This point is discussed further
in Remark 3.1.1, however a precise understanding of relationships between size of SA arrays
and time step sizes, for central limit results to hold, remains to be fully developed. Finally,
we remark that in this chapter we consider SA arrays and sequences with time steps of order
1/n. Convergence and fluctuation results for interacting particle schemes with more general
time steps satisfying appropriate decay conditions will be a topic for future study.
1.4 Overview & Organization
This thesis is organized as follows. In Chapter 2 we introduce a collection of models which
are well-suited to model a collection of interacting populations. These models are given in terms
of Markov chains evolving in the non-negative orthant of Rd that become absorbed upon hitting
the boundary of the orthant. These Markov chains are parameterized by a scaling parameter
14
which describes the size of the system. In particular, each coordinate of the appropriately-
scaled Markov chain describes the number of individuals of a particular subpopulation (e.g.,
one particular species), so the chains are absorbed when one or more species go extinct. Stan-
dard results from the theory of Markov processes then ensure that as the size of the system
increases, from each initial condition, the continuous-time processes obtaining by linear inter-
polation of the Markov chains converge in probability to the solution of an ordinary differential
equation (ODE) on compact time intervals. The solutions to these ODE define a continuous-
time dynamical system or flow on the non-negative orthant of Rd. Our main results use the
dynamical systems properties of this flow to characterize the quasi-stationary behavior of the
Markov chains. In particular, our first main results show that if each Markov chain has a QSD
and the collection of QSD is tight, then, under suitable stability conditions on the ODE which
define the flow and on the dynamics of the Markov chains, the support of weak limit points of
the QSD can be characterized in terms of the dynamical systems properties of the flow. We also
introduce a family of Markov chains that are well-suited for modeling ecological and biological
systems. Our second main set of results shows that these Markov chains have QSD, that the
collection of QSD is tight, and that our first main result holds for this family of Markov chains.
The paper that this chapter is based on has been submitted for publication (Budhiraja et al.,
2019).
In Chapter 3 we consider the problem of approximating the QSD of a finite-state Markov
chain using stochastic methods. In this chapter we introduce two new stochastic methods that
can be used to approximate the QSD of such a chain. These methods are described in terms of
a large collection of particles that interact with each other through the combined occupation
measure of all of the particles in the system. The first approximation method is described in
terms of a system that starts with a large number of particles at time 0. As time passes, the
particles move throughout the state space and update the combined occupation measure. We
establish a law of large numbers (LLN) result which says that as the number of particles and
time simultaneously become large, the combined occupation measure converges to the QSD of
the Markov chain, and we provide almost-sure upper bounds on the rate of convergence. We
then establish a central limit theorem (CLT) which characterize the approximations’ fluctua-
tions around the QSD. The second approximation method starts with a single particle at time
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0, then as time passes, branching events occur and more particles are added to the system.
We establish an analogous LLN and CLT for this approximation method that describe the
asymptotic behavior of the approximation as time and the number of particles simultaneously
become large. The chapter ends with a brief presentation of the results of some simulations that
compare the effectiveness of these methods to existing stochastic methods for approximating




Asymptotics of Quasi-Stationary Distributions of Small Noise Stochastic Dy-
namical Systems in Unbounded Domains
2.1 Introduction
In this chapter we consider a sequence of Markov chains that evolve in the non-negative
orthant of Rd that are parameterized by a scaling parameter N that determines the total size
of the system. In particular, for each fixed N , we consider a Markov chain {XNn }n∈N0 that
models the dynamics of a population in which there are d subpopulations, and where the size
of each subpopulation scales with N . The dynamics of each subpopulation depend on the other
subpopulations, so these chains are well-suited to model an ecological or biological system in
which there are d interacting species. Each chain becomes absorbed upon entering the boundary
of the non-negative orthant, and, in the context of such ecological or biological models, this
absorption corresponds to the extinction of one or more of the subpopulations.
The primary goals of this chapter are to provide a characterization of the conditions under
which the subpopulations can coexist for long periods of time and to describe these periods of
long-term coexistence. As QSD are the fundamental probabilistic objects used to describe the
long-term stability of Markov chains that become absorbed, we assume that each Markov chain
has a QSD, and, since we are interested in characterizing the long-term stability of the chains
as the size of the system increases (i.e., as N →∞), we also assume that the sequence of QSD
is tight. Furthermore, we assume that, as the scaling parameter increases, the Markov chains
converge in probability to the solutions of a system of ODE. This system of ODE defines a
continuous time dynamical system or flow on the non-negative orthant, so we view the Markov
chains as random perturbations of the flow. These assumptions, along with further large-
deviations assumptions on the dynamics of the Markov chains and stability assumptions on the
underlying ODE, allow us to characterize the support of the weak limits of the Markov chains’
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QSD in terms of dynamical systems properties of the flow. This characterization is given in
terms of absorption preserving recurrence classes in the interior of the non-negative orthant,
and says that the support of any weak limit point of the QSD is contained in these recurrence
classes. Additionally, we show any weak limit point of the QSD is invariant to the flow, and we
provide bounds on the probability that, starting from the QSD, each chain is not absorbed over
a fixed time horizon. These results are given in Theorem 1, and the majority of this chapter is
dedicated to their proof.
We also consider a family of models to which the aforementioned results can be applied.
These models, which we refer to as Binomial-Poisson models, are well-suited for modeling
ecological and biological systems, and are the subject of the second main set of results in this
chapter. In Theorem 2 we show that the these models have QSD and that the sequence of QSD
associated with them is tight. Additionally, Theorem 2 shows that the conclusions of Theorem
1 hold for the Binomial-Poisson models.
2.1.1 Organization
This chapter is organized as follows. In Section 2.1.3 we introduce the model of interest,
state the assumptions and present the main results of this part of the dissertation. In Section
2.2 we introduce some notions from the theory of dynamical systems, and study properties
of recurrence points and associated (pseudo) orbits for the dynamical system associated with
the law of large numbers limit of the underlying sequence of scaled Markov chains. In Section
2.3 we establish some key large deviation estimates. In Section 2.4 we give some important
asymptotic properties of QSD (provided they exist) for the Markov chains considered in this
work. In Section 2.5 we introduce the quasipotential V that governs the large deviation behavior
of the model and study the properties of V -chain recurrence. In Section 2.6 we complete the
proof of this chapter’s first main theorem, namely Theorem 1. Finally, Section 2.7 proves the
second main result of this chapter, Theorem 2, which gives an important family of models for
which Theorem 1 can be applied.
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2.1.2 Notation
Let ∆ ≐ Rd+, ∆o ≐ {x ∈ ∆ ∶ x > 0}, where inequalities for vectors are interpreted component-
wise, and ∂∆ ≐ ∆∖∆o. Let for N ∈ N, ∆N ≐ ∆∩ 1NZ
d, ∂∆N ≐ ∂∆∩ 1NZ




For x, y ∈ Rd, ⟨x, y⟩ ≐ ∑di=1 xiyi. For x ∈ Rd and A ⊂ Rd, dist(x,A) ≐ infy∈A ∥x − y∥. We denote
by N ε(A) the ε-neighborhood of a set A in ∆, namely N ε(A) ≐ {x ∈ ∆ ∶ dist(x,A) < ε}. For
r > 0 and x ∈ Rd, Br(x) will denote the open ball of radius r centered at x. Denote by P(S)
the space of probability measures on a Polish space S, equipped with the topology of weak
convergence. For a µ ∈ P(S) and µ-integrable f ∶ S → R, we write ∫ fdµ as µ(f). The support





where the supremum is taken over all measurable maps f ∶ S → R such that supx∈S ∣f(x)∣ ≤ 1.
For a bounded F ∶ S → R, we denote supx∈S ∣F (x)∣ by ∥F ∥∞. We denote by K the collection of
all convex compact subsets with a nonempty interior that are contained in ∆o. For T <∞, we
denote by C([0, T ] ∶ S) the space of continuous functions from [0, T ] to S, equipped with the
uniform topology. For φ ∈ C([0, T ] ∶ Rd), let ∥φ∥∗,T ≐ sup0≤t≤T ∥φ(t)∥. Given a metric space S1
and a Polish space S2, a stochastic kernel x↦ θ(dy∣x) on S2 given S1 is a measurable map from
S1 to P(S2). For a ∆-valued random variable X, integrable function f on ∆, and measurable
set A, let E[f(X);A] ≐ E[f(X)1A], where 1A denotes the indicator function of A.
2.1.3 The model








k ), k ∈ N0,
XN0 = xN
(2.1)
where for each x ∈ ∆N , ηNk (x) is a Z
d-valued random variable with distribution θN(⋅∣x) such
that supp(θN(⋅∣x)) ⊂∏di=1[−Nxi,∞).
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We will denote by PNν the probability measure under which the Markov chain {XNk } has
the initial distribution ν, namely PNν (XN0 ∈ A) = ν(A). If ν = δx, we write PNν as simply PNx .
Definition 2.1. A probability measure µN on ∆
o
N is said to be a quasi-stationary distribution
(QSD) for the Markov chain {XNk } if
PµN [X
N




N ] = µN(j), for all j ∈ ∆oN and k ∈ N0.
2.1.4 Definitions and Assumptions
Consider the continuous time process X̂N obtained from a linear interpolation of XN , given
as
X̂N(t) =XNn + [XNn+1 −XNn ](Nt − n), t ∈ [n/N, (n + 1)/N], n ∈ N0, (2.2)
We now introduce a flow ϕ induced by a function G ∶ ∆→ Rd. For each x ∈ ∆, let {ϕt(x)}t≥0
denote the solution (if it exists and is unique) of the ODE
ϕ̇(t) = G(ϕ(t)), ϕ(0) = x. (2.3)
The following assumption ensures the existence and uniqueness of the flow {ϕt(x)}t≥0 for
each x ∈ ∆.
Assumption 1. The function G ∶ ∆→ Rd is Lipschitz.
The following assumption on the law of large numbers behavior of X̂N will play a central
role in our study of asymptotic properties of QSD of XN .
Assumption 2. For any sequence xN → x, with xN ∈ ∆N for every N ∈ N,
PxN ( sup
0≤t≤T
∥X̂N(t) − ϕt(x)∥ > ε)→ 0, as N →∞, for every T ∈ [0,∞) and ε > 0, (2.4)
where {ϕt(x)}t≥0 is the solution of the ODE (2.3).
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We now introduce the notion of absorption preserving pseudo-orbits for the flow associated
with the ODE (2.3). Discrete time analogs of these were introduced in (Faure and Schreiber,
2014).
Definition 2.2. Given δ, T > 0, consider a family of points ξ = (ξ0 = x, . . . , ξn = y) ∈ ∆n+1 and
a collection of times T ≤ T1, . . . , Tn−1 such that
• ∥ξ0 − ξ1∥ < δ
• whenever ξi ∈ ∂∆, ξi+1 ∈ ∂∆
• ∥ξi+1 − ϕTi(ξi)∥ < δ for 1 ≤ i ≤ n − 1.
The piecewise continuous path
(x,{ϕt(ξ1) ∶ t ∈ [0, T1]},{ϕt(ξ2) ∶ t ∈ [0, T2]}, . . . ,{ϕt(ξn−1) ∶ t ∈ [0, Tn−1]}, y) .
is said to be a (δ, T ) absorption preserving pseudo-orbit (ap–pseudo-orbit) from x to y. Oc-
casionally, we will also refer to the sequence {ξi}ni=0 as a (δ, T ) ap–pseudo-orbit from x to
y.
Definition 2.3. For two points x, y ∈ ∆, say that x <ap y if for all δ, T > 0 there is a (δ, T )
ap–pseudo-orbit from x to y. If x <ap y and y <ap x, we write x ∼ap y. If x ∼ap x, then x is
said to be an ap–chain recurrent point. Let Rap denote the set of of ap–chain recurrent points,
and note that ∼ap is an equivalence relation on Rap. For x ∈ Rap, the equivalence class [x]ap
of all y ∈ Rap such that y ∼ap x is said to be ap–basic class. Such a class is called maximal if,
whenever for some y ∈ Rap, x <ap y, we have y ∈ [x]ap. A maximal ap–basic class is called an
ap–quasiattractor. We let R∗ap ≐Rap ∩∆o.
The following will be our main assumptions on the dynamical system {ϕt(x)}. Parts (c)
and (d) say that the velocity fields decay as the boundaries are approached but not at too fast a
rate. Part (e) is our main stability assumption on the dynamics. Parts (a), (b) are requirements
on recurrence classes for the flow that are satisfied quite broadly.
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Assumption 3. (a) There are a a finite number of ap–basic classes contained in ∆o, which
are denoted by {Ki}vi=1. Each Ki is a closed set. Additionally, for some l < v, {Ki}li=1 are
ap-quasiattractors and {Ki}vi=l+1 are non ap-quasiattractors.
(b) For each i = 1, . . . , v there is a xi ∈ Ki such that, for every T > 0, {ϕt(xi) ∶ t ≥ T} is dense
in Ki.
(c) There exists ε > 0 and m > 0 such that for every i = 1, . . . , d, Gi(x) >mxi whenever x ∈ ∆o
and xi ≤ ε.
(d) For every i = 1, . . . , d, as δ → 0, sup
x∈∆∶xi≤δ
Gi(x)→ 0.
(e) For some κ ∈ (0,∞) and M ∈ (1,∞), ⟨x,G(x)⟩ ≤ −κ∥x∥2 for all x ∈ ∆ with ∥x∥ ≥M .
We will need certain assumptions on the moment generating functions of θN(⋅∣x).
Assumption 4. The following hold:
(a) For every N ∈ N, ζ ∈ Rd, and x ∈ ∆oN
HN(x, ζ) ≐ log∫
Rd
exp{⟨ζ, y⟩}θN(dy∣x) <∞.
(b) There exists a stochastic kernel θ(dy∣x) on Rd given ∆o such that
(i) For every x ∈ ∆o, the convex hull of supp(θ(⋅∣x)) = Rd.
(ii) The map x↦ θ(⋅∣x) is a continuous map from ∆o to P(Rd).
(iii) For every ζ ∈ Rd and K ∈ K, supx∈KH(x, ζ) <∞, where
H(x, ζ) ≐ log∫
Rd
exp{⟨ζ, y⟩}θ(dy∣x).
Furthermore, as N →∞,
sup
x∈K∩∆N
∣HN(x, ζ) −H(x, ζ)∣→ 0.
We introduce one final assumption to provide a lower bound on the probability that XN is
absorbed when its initial state is sufficiently close to ∂∆.
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Assumption 5. (a) For each N ∈ N and x, y ∈ ∆oN , there is a k ∈ N such that PNy (XNk = x) > 0.







logPx(X̂N(T ) ∈ ∂∆) ≥ −γ.
We now present our main results.
2.1.5 Main results
It is easy to see that under Assumption 3, for all x ∈ ∆ and t ≥ 0, ϕt(x) ∈ ∆. In particular
ϕt is a measurable map from ∆ to itself for every t ≥ 0. We recall the definition of an invariant
measure for the flow {ϕt}.
Definition 2.4. A probability measure µ on ∆ is {ϕt}-invariant if µ(ϕ−1t (A)) = µ(A) for every
measurable A ⊆ ∆ and t > 0.
Theorem 1. Suppose that for every N ∈ N, there exists a quasi-stationary distribution µN
for {XNn }n∈N0 and that the sequence {µN} is relatively compact as a sequence of probability
measures on ∆o. Suppose that Assumptions 1, 2, 3, 4 and 5 are satisfied. Then any weak limit
point µ of this sequence is {ϕt}-invariant and is supported on ∪li=1Ki. Moreover, letting
λN ≐ [PµN (X
N
1 ∈ ∆o)]N , (2.5)
there is a c > 0 and N0 ∈ N such that λN ≥ 1 − e−cN for all N ≥ N0.
We now introduce a basic family of Markov chains which we refer to as the Binomial-Poisson
models for which Theorem 1 can be applied.
Consider a population with d types of particles evolving in discrete time in which at each
time step, any given particle dies with probability 1/N , and given that the population size at
previous time step was Nx = (Nxi)di=1, the number of particles of type i that are produced
at the next time step follows a Poisson distribution with mean Fi(x) distribution for some
F ∶ ∆→∆. Denoting the total number of particles of type i at time k as NXN,ik , the evolution
of XNk = (X
N,1
k , . . . ,X
N,d
k ) is then given by (2.1) where, for each N , θ
N(dy∣x) ≡ θN,∗(dy∣x) is
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the distribution of U − V where U = (Ui)di=1, V = (Vi)di=1, {Ui, Vj , i, j = 1, . . . , d} are mutually
independent, Ui ∼ Poi(Fi(x)) (namely, a Poisson random variable with mean Fi(x)) and Vi ∼
Bin(Nxi, 1N ) (namely a Binomial random variable with Nxi trials and probability of success
1/N).
Define,
τN∂ ≐ inf{k ∈ N0 ∶X
N
k ∈ ∂∆N}. (2.6)
For a bounded and measurable f ∶ ∆N → R,
PNn f(x) ≐ Ex[f(XNn ); τN∂ > n]. (2.7)
Theorem 2. Suppose that, for each N , XN is given by (2.1) with θN ≡ θN,∗. Further suppose
that F is a bounded Lipschitz map and Assumption 3(a)-(d) are satisfied with G(x) = F (x)−x.







converges to µN in the total variation distance as n→∞. The measure µN is a QSD for {XN}.
The sequence {µN}N∈N is relatively compact as a sequence of probability measures on ∆, and
any weak limit point µ of this sequence is {ϕt}-invariant and is supported by ∪li=1Ki. Finally,
letting λN ≐ [PµN (XN1 ∈ ∆o)]N , there is a c > 0 and N0 ∈ N such that λN ≥ 1 − e−cN for all
N ≥ N0.
Theorem 1 is proved in Section 2.6 while Theorem 2 is established in Section 2.7.
Remark 2.1.1. The Binomial-Poisson models of the form introduced above are a natural class
of models for biological and ecological systems. For a concrete application consider the following












where ci is a suitable population saturation constant. The ecosystem corresponding to the
model above describes the dynamics of interacting species. The parameter bi is the mean
24
reproduction rate of species i in isolation, while the matrix aij describes the interaction effect
between different species on reproduction rates. It is well-known that, for ci suitably large, the
system of ODEs given by ẋ = G(x) = F (x) − x has a fixed point at x0 = −A−1(b − 1) which is a
global attractor in the interior of ∆ if





+ ⋅ ⋅ ⋅ + aid
add
< 2
for every i = 1, . . . , d (see (Kaykobad, 1985) or (Gopalsamy, 2013, p. 294–297)). Under this
condition, Theorem 2 then implies that µN converges weakly to the point mass δx0 .
2.2 Absorption preserving pseudo-orbits
In this section we present some basic facts for absorption preserving pseudo-orbits that will
be used to prove Theorem 1. Throughout the section we will take Assumptions 1 and 3 to hold.
The proofs of many of these results are similar to those found in (Faure and Schreiber, 2014)
for discrete time flows but we provide the details for completeness. Recall that the solution of
the ODE (2.3) with initial value ϕ(0) = x is denoted as {ϕt(x)}t≥0. The following lemma is a
consequence of the stability condition in Assumption 3(e).
Lemma 1. For every T > 0 and compact A ⊂ ∆, there is a δ0 > 0 and a compact A1 ⊂ ∆ such
that for any (δ0, T ) ap–pseudo-orbit {ξi}n+1i=0 with ξ0 ∈ A, we have ξi ∈ A1 for all i = 0, . . . , n+ 1.
Proof. For fixed, x ∈ ∆, ∥ϕt(x)∥2 solves the ODE
d
dt
∥ϕt(x)∥2 = 2⟨G(ϕt(x)), ϕt(x)⟩.
From Assumption 3 (e), when ∥x∥ ≥M
2⟨G(x), x⟩ ≤ −2κ∥x∥2.
This implies the following two facts:
(a) If for any R ≥M , x ∈ BR ≐ {z ∶ ∥z∥ ≤ R} then ϕt(x) ∈ BR for every t ≥ 0.
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(b) Given T > 0, define δ0 = δ0(T ) ≐ κT2 ∧ 1. Then for any δ ≤ δ0, and any R ≥ M , whenever
x ∈ BR+δ, we have that ϕt(x) ∈ BR for all t ≥ T .
Now fix T > 0 and a compact A ⊂ ∆. Without loss of generality assume that there is a R ≥M
such that A ⊂ BR. Let δ0 = δ0(T ) be as defined above and consider a (δ0, T ) ap–pseudo-orbit
{ξi}n+1i=0 with ξ0 ∈ A. Then the above two facts imply that ξi ∈ BR+1 for all i = 0,1, . . . , n + 1.
The result follows on taking A1 = BR+1.
As a consequence of Lemma 1 we get the following result on the boundedness of ap–basic
classes.
Lemma 2. The ap–basic classes are bounded.
Proof. Fix x ∈ Rap and y ∈ [x]ap. Let T > 0 and A = {x}. From Lemma 1, there is a δ0 > 0
and a compact A1 in ∆ such that for each δ ≤ δ0, any (δ, T ) ap–pseudo-orbit starting at x is
contained in A1. Since y ∈ [x]ap, there must exist a (δ, T ) ap–pseudo-orbit from x to y which
says that y must lie in A1. The result follows.
For x ∈ ∆o, we denote the forward orbit of ϕ by γ+(x) ≐ {ϕt(x)∣t ≥ 0}. From Assumption
3(b) and arguments as in Lemma 1 the following result is immediate.
Lemma 3. The following hold:
(a) There exists α0 ∈ (0,1) such that if for some α ∈ (0, α0] and x ∈ ∆o, dist(x, ∂∆) ≥ α, then
for all t ≥ 0, dist(ϕt(x), ∂∆) > α.
(b) There exists M0 ∈ (0,∞) such that if for some M ≥M0 and x ∈ ∆o, ∥x∥ ≤M , then for all
t ≥ 0, ∥ϕt(x)∥ <M .
(c) For every A ∈ K, there exist T > 0, A1,A2 ∈ K such that A1 ⊃ A, A2 ⊂ A1, dist(A2, ∂A1) > 0,
and for all x ∈ A1 and t ≥ T , ϕt(x) ∈ A2.
(d) For every A0 ∈ K, there is an A1 ∈ K such that for every x ∈ A0, the forward orbit γ+(x) ⊂
A1.
Proof of the following lemma follows from the observation (a) in the proof of Lemma 1.
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We say a (δ, T ) ap–pseudo-orbit described by a collection of points ξ = (ξ0, . . . , ξn) ∈ ∆n+1
and a collection of times T ≤ T1, . . . , Tn−1 intersects a set A ⊂ ∆, if for some j ∈ {1, . . . , n − 1},
and t ∈ [0, Tj], ϕt(ξj) ∈ A. We say such an orbit lies in A if its intersection with Ac is empty.
The following lemma shows that for small δ and large T , (δ, T ) ap–pseudo-orbits starting from
the interior stay away from the boundary.
Lemma 5. Suppose A ∈ K. Then there exist ε0 > 0, T > 0, δ > 0 such that any (δ, T ) ap–
pseudo-orbit, {ξk}nk=0 with ξ0 ∈ A does not intersect Eε0 ≐ {x ∈ ∆ ∶ xi ≤ ε0 for some i = 1, . . . , d}.
In particular, there is an A1 ∈ K such that any such ap–pseudo-orbit starting in A lies in A1.
Proof. Let ε1 ≐ dist(A,∂∆) and let ε and m be as in Assumption 3(c). Let ε0 ≐ (ε∧ε1)/4. Note
that for any x ∈ ∆ and i = 1, . . . , d,
d
dt
([ϕt(x)]i)2 = 2[ϕt(x)]iGi(ϕt(x)) > 2m([ϕt(x)]i)2 whenever [ϕt(x)]i ≤ ε. (2.8)
Since m > 0, we can choose a T > 0 such that for any x ∈ ∆ and i = 1, . . . , d with xi ≥ ε0, we
have [ϕt(x)]i > 3ε0 for all t ≥ T . Fix δ ∈ (0, ε0). Consider a (δ, T ) ap–pseudo-orbit, {ξk}nk=0
with ξ0 ∈ A and associated time instants T ≤ T1, . . . , Tn−1. Clearly ξ0 /∈ E2ε0 and by (2.8),
ϕt(ξ0) /∈ E2ε0 for all t ∈ [0, T1]. Also, by our choice of T , ϕT1(ξ0) /∈ E3ε0 and consequently
ξ1 /∈ E2ε0 . A recursive argument now shows that the pseudo-orbit has no intersection with Eε0 .
The result follows.
We now recall a definition from the theory of dynamical systems.
Definition 2.5. The ω-limit set of B ⊂ ∆ is
ω(B) ⋅= {x ∈ ∆ ∶ there is a sequence tn ↑∞ and a sequence xn ∈ B such that ϕtn(xn)→ x} ,
so for x ∈ ∆,
ω(x) ≐ {y ∈ ∆ ∶ there is a sequence tn ↑∞ such that ϕtn(x)→ y} .
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The following result follows from classical arguments and on observing that under Assump-
tion 3(b), if x ∈ ∆o, then ω(x) ⊂ ∆o. For a proof of the lemma in the discrete time setting
see (Faure and Schreiber, 2014). The proof for the continuous time setting considered here is
similar and we omit details.
Lemma 6. For any x ∈ ∆, ω(x) ⊂Rap.
The following lemma gives a useful property of an ap-quasiattractor.
Lemma 7. If [x]ap is maximal, then x <ap z if and only if z ∈ [x]ap.
Proof. Suppose that x <ap z. In order to show that z ∈ [x]ap, it is enough to show that z <ap x.
Note that ω (z) is nonempty. Let z′ ∈ ω (z). From Lemma 6 z′ ∈ Rap. We now show that
z <ap z′. Since z′ ∈ ω (z), there is a sequence Ti ↑ ∞ such that ϕTi (z) → z′. Fix δ, T > 0.
Then we can find T ′ > T such that ∥ϕT ′ (z) − z′∥ < δ. This shows that (z, z, z′, z′), is a (δ, T )
ap–pseudo-orbit from z to z′. Since δ, T > 0 are arbitrary, we have z <ap z′. Combining this
with x <ap z we now see that x <ap z′. Since z′ ∈ Rap and [x]ap is maximal, we must have
z′ ∈ [x]ap. and therefore z <ap x. This completes the proof of the lemma.
The following lemma provides an important invariance property of ap-classes under the
flow {ϕt}.
Lemma 8. Any ap–basic class [x]ap is positively ϕt-invariant for all t ≥ 0: ϕt([x]ap) ⊂ [x]ap.
Additionally, if [x]ap ⊂ ∆o, then [x]ap is ϕt-invariant for all t ≥ 0: ϕt([x]ap) = [x]ap.
Proof. Let y ∈ [x]ap. To begin, fix t, δ, T > 0, and let T ′ > T + t. We can find some δ0 ≐ δ0(y) < δ
such that if ∥y − x0∥ < δ0, then ∥ϕt(y) − ϕt(x0)∥ < δ. Since y ∈ Rap, there is a (δ0, T ′) ap–
pseudo-orbit from y to y, which we denote by ξ = (y, ξ1, . . . , ξn−1, y), with corresponding time
instants (T1, . . . , Tn−1). Then ξ̃ ≐ (ϕt(y), ϕt(ξ1), ξ2, . . . , ξn = y) is a (δ, T ) ap–pseudo-orbit from
ϕt(y) to y with corresponding time instants (T1 − t, T2, . . . , Tn−1), since
∥ϕt(x) − ϕt(ξ1)∥ < δ, and ∥ϕT1−t(ϕt(ξ1)) − ξ2∥ = ∥ϕT1(ξ1) − ξ2∥ < δ.
Thus ϕt(y) <ap y.
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Next, define ξ̃ ≐ (y, ξ1, . . . , ξn−1, ϕt(y)), and note that ξ̃ is a (δ, T ) ap–pseudo-orbit from y
to ϕt(y) with time instants (T1, . . . , Tn−2, Tn−1 + t), since
∥ϕTn−1(ξn−1) − y∥ < δ0,
which ensures that
∥ϕTn−1+t(ξn−1) − ϕt(y)∥ = ∥ϕt(ϕTn−1(ξn−1)) − ϕt(y)∥ < δ.
We have shown that ϕt(y) ∼ap y, and so ϕt(y) ∈ [y]ap = [x]ap. Since y ∈ [x]ap is arbitrary,
ϕt([x]ap) ⊂ [x]ap. This proves the first part of the lemma.
For the second part, suppose now that [x]ap ⊂ ∆o. In order to see that [x]ap ⊂ ϕt([x]ap)
for each t ≥ 0, let y ∈ [x]ap and fix t > 0. We need to show that there is some z ∈ [x]ap such that
ϕt(z) = y. Fix a sequence (δk, T k) such that δk ↓ 0 and T k ↑ ∞. Since y ∈ Rap, we can find a
sequence of (δk, T k) ap–pseudo-orbits with corresponding time instants {T ki }
n(k)−1
i=0 from y to
y, which we denote by ξk = (ξk0 , . . . , ξkn(k)). We assume without loss of generality that T
k > t
for all k and let T̃ k ≐ T kn(k)−1 − t. From Lemma 1 there is a compact K̃ in ∆ such that for all
sufficiently large k, ξki ∈ K̃ for all i ∈ {0, . . . , n(k)}. From Lemma 4 we then have that, for all
such k, ϕT̃k(ξ
k
n(k)−1) lies in some compact set K̃
′. Thus (passing to a subsequence) we may
assume that ϕT̃k(ξ
k







the continuity of ϕt ensures that ϕt(z) = y. Now we show that z ∈ [x]ap. Fix δ, T > 0, and
let k be large enough so that δk < δ, ∥ϕT̃k(ξ
k
n(k)−1) − z∥ < δk, T
k > T , and T̃ k > T . Then
(ξk0 , . . . , ξkn(k)−1, z) is a (δ, T ) ap–pseudo-orbit from y to z with corresponding time instants
(T k1 , . . . , T kn(k)−2, T̃
k), so y <ap z. Now, fix t̃ > max{t, T}, and note that
ϕt̃(z) = ϕt̃−t(ϕt(z)) = ϕt̃−t(y).
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Since y ∈ [x]ap, it follows from the positive ϕt-invariance of [x]ap that ϕt̃−t(y) ∈ [x]ap, so
there is a (δ, T ) ap–pseudo-orbit from ϕt̃−t(y) to y, which we denote by (ξ0, . . . , ξn). Denote
the corresponding time instants by T1, T2, . . . , Tn−1. Then ξ̃ ≐ (z, z, ξ1, . . . , ξn) is a (δ, T ) ap–
pseudo-orbit from z to y with time instants (t̃, T1, . . . , Tn−1), so z <ap y and z ∈ [x]ap.
We now recall the definition of an attractor for the flow {ϕt}.
Definition 2.6. A compact set A is an attractor for the flow {ϕt} if ϕt(A) = A for each t ≥ 0






The neighborhood U is referred to as a fundamental neighborhood for the attractor A.
The proof of Corollary 1 follows the proof of (Kifer, 1988, Proposition 4.2).
Corollary 1. If [x]ap ⊂ ∆o is an ap–quasiattractor, then [x]ap is an attractor.
Proof. Recall that R∗ap denotes the collection of all ap-chain recurrent points in ∆o. Note
that, from Assumption 3(a) and Lemma 2, for each z ∈ R∗ap, [z]ap is a compact set. Choose
δ > 0 such that N δ([x]ap) is an isolating neighborhood of [x]ap with closure contained in ∆o.
Then, from Lemma 4 and Assumption 3(b), there is a compact K0 ⊂ ∆o such that for all
z ∈ N δ([x]ap), ϕt(z) ∈ K0 for all t ≥ 0. Let ε∗ ≐ inf
y∈Rap∖[x]ap
dist([y]ap, [x]ap) Let for ε ≤ ε∗,
Kε ≐K0 ∖ ( ⋃
y∈R∗ap∖[x]ap
N ε([y]ap)). We claim that there is a ε ≤ ε∗ and a δ0 ≤ δ such that
for all z ∈ N δ0([x]ap), ϕt(z) ∈Kε for all t ≥ 0. (2.9)
We argue via contradiction. Suppose the claim is false, then, since there are finitely many ap-
basic classes in R∗ap, there exist δn ↓ 0, εn ↓ 0, zn ∈ N δn([x]ap), tn ≥ 0, y ∈R∗ap∖ [x]ap, such that
ϕtn(zn) ∈ N εn([y]ap). Passing to a subsequence we may assume that zn → z and ϕtn(zn) → u.
Then z ∈ [x]ap and u ∈ [y]ap. We consider two cases: (I) along a further subsequence tn
converges to some t∗ < ∞; (II) tn → ∞. In case (I), u = ϕt∗(z) and so by Lemma 8 u ∈ [x]ap.
But this is a contradiction since y ∉ [x]ap. In case (II), for every δ, T > 0, there is a (δ, T )
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ap–pseudo-orbit from z to u which says that z <ap u. Since [x]ap is a quasiattractor, from
Lemma 7 u ∈ [x]ap which is once more a contradiction to the fact that y ∉ [x]ap. Thus we have
the claim. Now fix δ0 ≤ δ∗ and ε ≤ ε∗ so that (2.9) holds.
We now argue that
for some δ1 ∈ (0, δ0), whenever y ∈ N δ1([x]ap), we have ϕt(y) ∈ N δ0([x]ap) for all t ≥ 0.
(2.10)
Once more we proceed via contradiction. Suppose the statement is false. Then there exist
δn ↓ 0, yn ∈ N δn([x]ap), tn ≥ 0 such that ϕtn(yn) ∈ (N δ0([x]ap))
c
. We can find a subsequence
along which yn → y and ϕtn(yn) → u. We must have y ∈ [x]ap and u ∈ (N δ0([x]ap))
c
. Once
again we consider two cases as above. In case (I), u = ϕt∗(y) ∈ [x]ap which contradicts the fact
that u ∈ (N δ0([x]ap))
c
. In case (II) y <ap u and so as before, u ∈ [x]ap. Once more this is
a contradiction. Thus we have shown (2.10). Now fix δ1 ∈ (0, δ0) such that (2.10) holds. Let
U0 ≐ N δ0([x]ap) and U1 ≐ N δ1([x]ap).





dist(ϕt(y), [x]ap) = 0. (2.11)
Together with Lemma 8 we will then have that [x]ap is an attractor, completing the proof of
the result. In order to show (2.11) we will show that for each open neighborhood O of [x]ap,
O ⊂ U1, there is some t(O) < ∞ such that ϕt(U1) ⊂ O for all t ≥ t(O). Let for any such O,
O1 ⊂⊂ O be an open neighborhood of [x]ap such that for all y ∈ O1, ϕt(y) ∈ O for all t ≥ 0.
Here for open sets G1,G2, we write G1 ⊂⊂ G2 if Ḡ1 ⊂ G2. Existence of such an O1 is shown in
a similar manner as (2.10). It suffices to show that
t(O) ≐ inf{t ∶ ϕt(U0) ⊂ O} <∞,
since then for each t ≥ t(O),
ϕt(U1) = ϕt(O)(ϕt−t(O)(U1)) ⊂ ϕt(O)(U0) ⊂ O,
which will complete the proof.
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In order to see that t(O) < ∞ for each such O, we argue by contradiction. Suppose that
there is some O (with the associated O1) such that t(O) = ∞. Then we can find sequences
{zn} ⊂ U0 and Tn ↑ ∞ such that ϕTn(zn) ∈ Oc. From the definition of O1, this says that
ϕt(zn) ∈ Oc1 for all 0 ≤ t ≤ Tn. Suppose that zn → z along a subsequence. Then ϕt(z) ∈ Oc1 for all
t > 0. Also, since z ∈ N δ0([x]ap), by (2.9), ϕt(z) ∈Kε for all t ≥ 0. Thus we have ω(z) ⊂Kε∖O1.
The final statement of Lemma 3 implies that for each x ∈ ∆o, ω(x) ≠ ∅ and therefore ω(z) is a
nonempty subset of R∗ap. Thus we have that (Kε ∖O1) ∩R∗ap is nonempty which contradicts
the definition of Kε and O1. Thus we have that t(O) <∞ and the result follows.
The following lemma shows that suitable ap-pseudo-orbits come arbitrarily close to ap-
recurrence classes.
Lemma 9. (a) For each δ > 0 and compact A ∈ ∆, there is a δ0 ∈ (0,1] and TA ∈ (0,∞) such
that any (δ0, TA) ap–pseudo-orbit that starts in A intersects N δ(Rap).
(b) For each δ > 0 and A ∈ K, there is a T ∗A ∈ (0,∞) such that for every x ∈ A, there is a
t0 ∈ [0, T ∗A] with ϕt0(x) ∈ N δ(R∗ap).
Proof. Consider first part (a). Fix δ > 0, a compact A ∈ ∆, and let T = 1. With this choice of
A and T , let δ0 and A1 be as given in Lemma 1. Let, for x ∈ ∆, T δ(x)
⋅= inf{t ≥ 0 ∶ ϕt(x) ∈
N δ(Rap)}. Since ω(x) is a nonempty subset of Rap, T δ(x) < ∞ for each x ∈ ∆. We now
claim that T δ is an upper semicontinuous (usc) function on ∆. For this it suffices to argue
that for each α > 0, the level set Lα
⋅= {x ∈ ∆ ∶ T δ(x) ≥ α} is closed. Let {xn} ⊂ Lα be a
sequence converging to some x ∈ ∆, and note that for each t ≥ 0, lim
n→∞
ϕt(xn) = ϕt(x). For t < α,
ϕt(xn) ∈ (N δ(Rap))
c
, which is closed, so ϕt(x) ∈ (N δ(Rap))
c
. Since this holds for all t < α, we
have that x ∈ Lα. This shows that the level sets of T δ are closed and thus establishes the claim.
Since an usc function achieves its supremum over any compact set, T1 = supx∈A1 T
δ(x) < ∞.
Let TA ≐ T1 ∨ 1. Then, from Lemma 1, for any (δ0, TA) ap–pseudo-orbit, given by a collection
of points ξ = (ξ0 = x, . . . , ξn = y) ∈ ∆n+1 and a collection of times TA ≤ T1, . . . , Tn−1, with x ∈ A,
must satisfy ξi ∈ A1 for every i ∈ {0, . . . , n}. Also, by the definition of TA, we must have that
for each i ∈ {1, . . . , n − 1}, there is a t ∈ [0, Ti] such that ϕt(ξi) ∈ N δ(Rap). The result in part
(a) follows.
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The proof of part (b) can be completed in a similar manner on observing that from Lemma
3, for every x ∈ A, the forward orbit γ+(x) is contained in a compact subset of ∆o. We omit
the details.
The following lemma gives key properties of pseudo-orbits in relation to their visits to
neighborhoods of ap-quasiattractors and non-quasiattractors.
Lemma 10. (a) For every θ > 0, there are δ = δ(θ) < θ and T = T (θ) > 0 with the property if
there is a (δ, T ) ap–pseudo-orbit ξ ≐ (ξ0, . . . , ξn) with
ξ0 ∈ N δ(Ki), ξn ∈ N δ(Ki′), and ξj ∈ (N θ(Ki))c for some j ∈ {1, . . . , n − 1}, (2.12)
then we must have i ≠ i′.
(b) There exist δ, T > 0 such that if for some i, i′ ∈ {1, . . . , v} there is a (δ, T ) ap–pseudo-orbit
ξ ≐ (ξ0, . . . , ξn) such that ξ0 ∈ N δ(Ki) and ξn ∈ N δ(Ki′), then we must have that Ki ≤ap Ki′.
Proof. For the first statement in the lemma we will argue via contradiction. By Lemma 5 we can
choose δ̄ > 0, T̄ > 0 and K̃ ∈ K such that any (δ̄, T̄ ) ap–pseudo-orbit starting from N δ̄(Ki) lies
in K̃ for every i = 1, . . . , v. Henceforth we only consider (δ, T ) ap–pseudo-orbits with δ < δ̄ and
T > T̄ . Fix θ > 0 and suppose that there is a sequence θ > δk ↓ 0 and Tk ↑∞, such that for every k
there is a (δk, Tk) ap–pseudo-orbit ξk ≐ (ξk0 , . . . , ξkn(k)) that satisfies (2.12) (with ξ, δ, n replaced
with ξk, δk, n(k)), with i = i′. Let j(k) ∈ {1, . . . , n(k) − 1} be such that ξkj(k) ∈ (N
θ(Ki))c. By
passing to a subsequence if necessary, we can find x, y ∈ Ki and z ∈ (N θ(Ki))c ∩ K̃ such that
ξk0 → x, ξkn(k) → y, and ξ
k
j(k) → z.
In order to see that x ≤ap z, fix δ, T > 0 and let k be large enough so that δk < δ2 , Tk > T ,
∥x − ξk0∥ < δ2 , and ∥ξ
k
j(k) − z∥ <
δ
2 . Then ∥x − ξ
k
1∥ ≤ ∥x − ξk0∥ + ∥ξk0 − ξk1∥ < δ, and
∥ϕTk
j(k)−1






j(k) − z∥ < δ,
and so ξ̃ ≐ (x, ξk1 , . . . , ξkj(k)−1, z) is a (δ, T ) ap–pseudo-orbit from x to z. Thus x <ap z. Similarly,
z <ap y, which shows that z ∈ Ki. However, since z ∈ (N θ(Ki))c, this is a contradiction. This
proves (a).
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Now consider part (b). Fix i, i′ ∈ {1, . . . , v} and suppose that for each δ, T > 0 there is some
(δ, T ) ap–pseudo-orbit ξ ≐ (ξ0, . . . , ξn) such that ξ0 ∈ N δ(Ki) and ξn ∈ N δ(Ki′). Let δk ↓ 0
and Tk ↑ ∞ and let ξk ≐ (ξk0 , . . . , ξkn(k)) be a (δk, Tk) ap–pseuodoorbit such that ξ
k
0 ∈ N δk(Ki)
and ξkn ∈ N δk(Ki′). Passing to subsequences if necessary, we can find x ∈ Ki and y ∈ Ki′
such that ξk0 → x and ξkn(k) → y. Thus, for any fixed δ, T > 0, when k is sufficiently large,
ξ̃ ≐ (x, ξk1 , . . . , ξkn(k)−1, y) is a (δ, T ) ap–pseudo-orbit from Ki to Ki′ , showing that Ki ≤ap Ki′ .
So if for some i, i′, Ki ≤ap Ki′ does not hold, there must exist δ̄ = δ(i, i′) > 0 and T̄ = T (i, i′) <∞
such that there is no (δ̄, T̄ ) ap–pseudo-orbit ξ ≐ (ξ0, . . . , ξn) with the property that ξ0 ∈ N δ̄(Ki)
and ξn ∈ N δ(K̄i′). Define, δ = min(i,i′) δ(i, i′) and T = max(i,i′) T (i, i′). Clearly, the statement
in part (b) holds with this choice of (δ, T ).
The final result of this section is a consequence of Lemma 9 and Lemma 10. It summarizes
key properties of ap-pseudo-orbits in relation to ap-recurrence classes. This result will be used
in Section 2.6 in the proof of Theorem 1.
Lemma 11. For each δ, T > 0, and compact set A ⊂ ∆o, there is a collection of open neighbor-
hoods {Vi}vi=1 of {Ki}vi=1, with V̄i ⊂ N δ(Ki) ∩∆o, along with δ0 ∈ (0, δ), T0 ∈ (T,∞), and n ∈ N,
such that the following hold:
1. N δ0(Ki) ⊂ Vi for each i ∈ {1, . . . , v}.
2. For each i ∈ {1, . . . , l}, if ξ ≐ (ξ0, . . . , ξn) is a (δ0, T0) ap–pseudo-orbit with ξ0 ∈ Vi, then
ξj ∈ Vi for all j ∈ {1, . . . , n}.
3. If ξ ≐ (ξ0, . . . , ξn) is a (δ0, T0) ap–pseudo-orbit with corresponding time instants
(T1, . . . , Tn−1) such that ξ0 ∈ N δ0(Ki) and ξn ∈ N δ0(Kj) for some i, j ∈ {1, . . . , v}, and
there is m ∈ {1, . . . , n − 1} such that ξm ∈ V ci , then i ≠ j and Ki ≤ap Kj.
4. If ξ ≐ (ξ0, . . . , ξn) is a (δ0, T0) ap–pseudo-orbit with ξ0 ∈ A, then there is some k ∈
{1, . . . , n − 1} and t ∈ [0, Tk] such that ϕt(ξk) ∈ N δ(Rap ∩∆o).
Proof. Fix δ, T ∈ (0,∞) and a compact A ∈ ∆o. Since Ki is an attractor for each i ∈ {1, . . . , l},





dist(ϕt(x),Ki) = 0. (2.13)
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For each i ∈ {l + 1, . . . , v}, let Oi be an arbitrary bounded, open, and isolating neighborhood of
Ki such that Ōi ⊂ N δ(Ki) ∩∆o. Denote the (δ, T ) given by part (b) in Lemma 10 by (δ∗1 , T ∗1 )
and (δ0, TA) given by Lemma 9(a) as (δ∗2 , T ∗2 ). Let θ > 0 be small enough so that N θ(Ki) ⊂ Oi
for each i ∈ {1, . . . , v}. From Lemma 10 we can find δ1 < min{θ, δ∗1 , δ∗2} and T1 > max{T,T ∗1 , T ∗2 }
such that if ξ ≐ (ξ0, . . . , ξn) is a (δ1, T1) ap–pseudo-orbit with ξ0 ∈ N δ1(Ki) and ξn ∈ N δ1(Kj)
such that ξm ∈ (N θ(Ki))c for some m ∈ {1, . . . , n − 1}, then i ≠ j and Ki ≤ap Kj .
Now, let Vi ≐ N θ+ε(Ki), where ε > 0 is small enough so that Vi ⊂ Oi for all i ∈ {1, . . . , v},
and let δ2 < δ1 be small enough so that N δ2(Vi) ⊂ Oi. Thus for every i ∈ {1, . . . , v}
Ki ⊂ N δ2(Ki) ⊂⊂ N θ(Ki) ⊂⊂ Vi ⊂⊂ N δ2(Vi) ⊂⊂ Oi,
where, as before, for open sets G1,G2, we write G1 ⊂⊂ G2 if Ḡ1 ⊂ G2.




Then (1) and (2) hold when δ0 ≐ δ2 and T0 ≐ T2. Additionally, (3) holds from the property of
(δ1, T1) ap–pseudo-orbits noted above since V ci ⊂ (N θ(Ki))c for each i ∈ {1, . . . , v}. Finally,
since T0 ≥ T ∗2 and δ0 ≤ δ∗2 , from Lemma 9, (4) holds as well.
2.3 Large Deviation Estimates
Throughout this section we will assume that Assumption 4 is satisfied. We will give some
key uniform large deviation bounds that will be used in Sections 2.4, 2.5 and, 2.6.
For α ∈ (0,1) let Vα ≐ {x ∈ ∆o ∶ dist(x, ∂∆) > α}. For each compact K ∈ K, let Vα,K ≐ Vα∩K
and let πα,K denote the projection map from Rd to V̄α,K defined as
πα,K(x) ≐ arg miny{∥y − x∥ ∶ y ∈ V̄α,K}.
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Similarly, denote by πNα,K the projection map from R
d to V̄α,K ∩∆N . Let θN,α,K be a transition
probability kernel on Rd defined by
θN,α,K(⋅∣x) ≐ θN(⋅∣πNα,K(x)).
Let {XN,α,Kn } be a Rd-valued chain defined as in (2.1) but with θN replaced with θN,α,K . We
consider continuous time processes X̂N,α,K associated with {XN,α,Kn } as




n ](Nt − n), t ∈ [n/N, (n + 1)/N], n ∈ N0.
We now present a basic large deviation result for X̂N,α,K . Recall the stochastic kernel θ(dy∣x)
from Assumption 4(b). Define for x, ζ ∈ Rd






{⟨ζ, β⟩ −Hα,K(x, ζ)}.
We note that for every β, ζ ∈ Rd, Hα,K(x, ζ) = Hα′,K′(x, ζ) and Lα,K(x,β) = Lα′,K′(x,β)
whenever πα,K(x) = x = πα′,K′(x). Define for x ∈ ∆o and β, ζ ∈ Rd,
L(x,β) ≐ Lα,K(x,β), H(x, ζ) ≐Hα,K(x, ζ) if x ∈ Vα,K .





0 Lα,K(φ(t), φ̇(t))dt, if φ is absolutely continuous
∞, otherwise
.
Note that if for α,α′ > 0 and K,K ′ ∈ K, φ ∈ C([0, T ] ∶ V̄α,K) ∩ C([0, T ] ∶ V̄α′,K′) then
Sα,K(φ(0), T, φ) = Sα′,K′(φ(0), T, φ). Thus we define for φ ∈ C([0, T ] ∶ Rd) that satisfies
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φ(0) = x and φ(t) ∈ ∆o for all t ∈ [0, T ],
S(x,T, φ) = Sα,K(x,T, φ) if φ ∈ C([0, T ] ∶ V̄α,K) for some α > 0 and K ∈ K. (2.14)
The following uniform large deviation principle will be used several times in this work.
Theorem 3. Suppose Assumption 4 is satisfied. Fix T ∈ (0,∞), α > 0 and K,K ′ ∈ K. For each
a ∈ (0,∞), let
Φx,α,K′,T (a) ≐ {φ ∈ C([0, T ] ∶ Rd) ∶ Sα,K′(x,T,φ) ≤ a}.
(a) (Compact Level Sets) For every a ∈ (0,∞), the set ⋃
x∈K
Φx,α,K′,T (a) is compact.
(b) (Upper Bound) Given δ, γ ∈ (0,1) and L ∈ (0,∞), there is some N <∞ such that
Px(∥X̂n,α,K
′
− φ∥∗,T < δ) ≥ exp(−n(Sα,K′(x,T, φ) + γ))
for all n ≥ N,x ∈K ∩∆N , and φ ∈ Φx,α,K′,T (L).
(c) (Lower Bound) Given δ, γ ∈ (0,1) and L ∈ (0,∞), there is some N <∞ such that
Px(d(X̂n,α,K
′
,Φx,α,K′,T (l)) ≥ δ) ≤ exp(−n(l − γ))
for all n ≥ N , x ∈K ∩∆N , and l ∈ [0, L].
Proof. We will apply (Dupuis and Ellis, 1997, Theorem 6.7.5). Let for x, ζ ∈ Rd,
HNα,K(x, ζ) ≐ log∫Rd
exp{⟨ζ, y⟩}θN(dy∣πNα,K(x)).





HNα,K(x, ζ) <∞, sup
x∈Rd




∣HNα,K(x, ζ) −Hα,K(x, ζ)∣→ 0 as N →∞. (2.16)
37
Furthermore, from Assumption 4(b)(ii) x ↦ θ(dy∣πα,K(x)) is a continuous map from Rd to
P(Rd). Thus (Dupuis and Ellis, 1997, Condition 6.2.1, Condition 6.7.2) are satisfied. Next,
since from Assumption 4(b)(i) the convex hull of the support of θ(dy∣πα,K(x)) is all of Rd,
(Dupuis and Ellis, 1997, Condition 6.7.4) is satisfied as well. Thus, from (Dupuis and Ellis, 1997,
Theorem 6.7.5) we have that, for every T ∈ (0,∞), {X̂N,α,K}N∈N satisfies a Laplace principle,
uniformly on compact subsets of Rd, in the sense of (Dupuis and Ellis, 1997, Definition 1.2.6),
with rate function Sα,K(x,T, ⋅). It is shown in (Salins et al., 2017, Theorem 4.3) that a uniform
Laplace principle of the form given in (Dupuis and Ellis, 1997, Theorem 6.7.5) implies a uniform
Large deviation principle in the sense of Freidlin and Wentzell (Freidlin and Wentzell, 1984),
which says that parts (a)-(c) of the theorem hold. The result follows.
Lemma 12. For every α ∈ (0,1) and a compact K⊆∆o, (x,β) ↦ Lα,K(x,β) is a continuous
map on Rd ×Rd.
Proof. The proof follows from (Dupuis and Ellis, 1997, Lemma 6.5.2) on noting that, due to
Assumption 4(b) for every x ∈ Rd, the convex hull of the support of θ(dy∣πα,K(x)) is Rd and
that supx∈RdHα,K(x, ζ) <∞ for every ζ ∈ Rd.
An important consequence of the above uniform large deviation principle is the following
uniform upper bound for closed sets F in C([0, T ] ∶ Rd).














Proof. Fix T,α,K,K ′ as in the statement of the theorem. We begin by showing that for each
s ≥ 0 and δ > 0 there is some ε ≐ ε(δ) ∈ (0,1) such that for all x, y ∈K with ∥x − y∥ ≤ ε
{φ ∈ C([0, T ] ∶ Rd) ∶ d(φ,Φx,α,K′,T (s)) ≤ δ}







Let κ0 ≐ 1 + supx∈K,∥β∥≤1L(x,β). From Lemma 12 κ0 < ∞. Since ∪y∈KΦy,α,K′,T (s − δ4) is a
compact set, we can find ε ∈ (0, δ8κ0 ) such that for all ψ ∈ ∪y∈KΦy,α,K′,T (s −
δ
4
) and 0 ≤ t1 ≤ t2 ≤ T
with ∣t1 − t2∣ ≤ ε, we have ∥ψ(t2) − ψ(t1)∥ ≤ δ8 .
Fix y ∈K and φ in the set on the right side of (2.17). Then there is a ψ1 ∈ Φy,α,K′,T (s − δ4)




8 . Note in particular that ψ1(0) = y. Fix a x ∈ K such that
∥y − x∥ ≤ ε. Let t0 ≐ ∥x − y∥ and define the function ηx,y ∶ [0, t0]→ Rd as




Define ψ2 ∶ [0, T ]→ Rd as
ψ2(s) ≐ ηx,y(s)1[0,t0](s) + ψ1(s − t0)1(t0,T ](t).













+ s − δ
4
≤ s.
Thus ψ2 ∈ Φx,α,K′,T (s). Furthermore
∥φ − ψ2∥∗,T ≤ ∥φ − ψ1∥∗,T + ∥ψ1 − ψ2∥∗,T ≤
5δ
8
+ ∥ψ1 − ψ2∥∗,T .
Also, for t ∈ (t0, T ],
∥ψ1(t) − ψ2(t)∥ = ∥ψ1(t) − ψ1(t − t0)∥ ≤
δ
8
and for t ∈ [0, t0]


















Since ψ2 ∈ Φx,α,K′,T (s) , we have d(φ,Φx,α,K′,T (s)) ≤ δ and thus φ is in the set on the left side
of (2.17). This proves the inclusion in (2.17).




Sα,K′(x,T, φ) = 0, the the result clearly




Sα,K′(x,T, φ) > 0. Fix s ∈ (0, S̄) and let {xn} ⊂K and ε ↓ 0.
Since K is compact, we may pass to a subsequence and assume that xn → x̃ for some x̃ ∈ K.
Since inf
φ∈F
Sα,K′(x̃, T, φ) > s, F ∩ Φx̃,α,K′,T (s) = ∅. This, along with the facts that Φx̃,α,K′,T (s)
is compact and F is closed, ensures that there is some δ ∈ (0, s) such that
F ⊂ {φ ∈ C([0, T ] ∶ Rd) ∶ d(φ,Φx̃,α,K′(s)) > δ}.
Let ε = ε(δ) > 0 be chosen as above (2.17). Without loss of generality we assume that ∥x̃−xn∥ ≤ ε
for all n. Then, for every n ∈ N,
F ⊂ {φ ∈ C([0, T ] ∶ Rd) ∶ d(φ,Φx̃,α,K′,T (s)) > δ}























≤ −(s − δ
4
).
The result follows from letting δ → 0 and s→ S̄.
2.4 Asymptotic Behavior of QSD
In this section we assume that Assumptions 1, 2, 3, 4 and 5 are satisfied. Using these
assumptions we will provide several exponential probability estimates and use them to deduce




∥X̂N(t) − ϕt(XN0 )∥ = ∥X̂N − ϕ⋅(XN0 )∥∗,T .
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The estimates obtained in Lemma 13 and Lemma 14 are the key steps in the proof of
Theorem 5 which gives the asymptotics of λN ≐ [PµN (XN1 ∈ ∆o)]N , where µN is a QSD for
{XN}. Recall the definition of Vα from Section 2.3.
Lemma 13. For each α > 0, compact set K ⊂ Vα, ε > 0, and T > 0, there is a c ∈ (0,∞) and
N0 ∈ N such that for every N ≥ N0,
sup
x∈K∩∆N
Px [DNT ≥ ε] ≤ exp(−Nc).
Proof. Let α > 0 and K ⊂ Vα be compact. For each ε ∈ (0, α), let
Fε = {ψ ∈ C([0, T ] ∶ Rd) ∶ sup
0≤t≤T
∥ψ(t) − ϕt(ψ(0))∥ ≥ ε} .
Using Lemma 3 we can (and will) assume without loss of generality that ε is small enough so
that the compact set












(0))∥ ≥ ε] .
















Sα,K′(x,T,ψ) − δ] .




Sα,K′(x,T,ψ) > 0. Arguing by
contradiction, suppose that this infimum is 0. Then, there are sequences {xn} ⊂K and {ψn} ⊂
C([0, T ] ∶ Rd) such that ψn ∈ Fε for each n and lim
n→∞
Sα,K′(xn, T,ψn) = 0. Since Sα,K′(x,T,φ) <
∞ if and only if φ(0) = x, we can assume without loss of generality that xn = ψn(0) for every
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n. For each ε′ > 0,
ψn ∈ {φ ∈ C([0, T ] ∶ Rd) ∶ Sα,K′(y, T, φ) ≤ ε′ for some y ∈K}
whenever n is sufficiently large. Since K is compact, Theorem 3 ensures that {ψn} is precompact
in C([0, T ] ∶ Rd) and so there is a convergent subsequence of {ψn}. Denoting this subsequence
by {ψnk} and its limit by ψ, we have that
lim
k→∞
(ψnk , xnk) = lim
k→∞
(ψnk , ψnk(0)) = (ψ,ψ(0)).
Since φ↦ Sα,K′(φ(0), T, φ) is lower semi-continuous, it follows that
Sα,K′(ψ(0), T,ψ) ≤ lim
k→∞
Sα,K′(ψnk(0), T,ψnk) = 0,
which says that ψ(t) = ϕt(ψ(0)). However, this is a contradiction, since ψ ∈ Fε. The result
follows.
Lemma 14. Let U be a fundamental neighborhood of an attractor A ⊂ ∆o such that Ū ⊂ ∆o.
Then for every T0 ∈ (0,∞), there are c0 ∈ (0,∞), T ∈ (T0,∞) and N0 ∈ N such that
sup
x∈U∩∆N
Px(XN⌊NT ⌋ ∈ U
c) ≤ exp (−c0N)
for all N ≥ N0.
Proof. Let α ≐ dist(A,U c). Since U is a fundamental neighborhood of the attractor A, we can




dist(ϕt(x),A) < α/2. Let K ∈ K be a compact set containing U .
From Lemma 3 there exists a σ ∈ (0, α/4) and a K ′ ∈ K such that N σ(γ+(U)) ⊂ K ′, where
γ+(U) = ∪x∈Uγ+(x). Then for each x ∈ U ∩∆N , we have
Px(XN⌊NT ⌋ ∈ U
c) ≤ Px(dist(XN⌊NT ⌋,A) > α) ≤ Px(∥X
N
⌊NT ⌋ − ϕT (x)∥ > α/2)
≤ Px(∥XN⌊NT ⌋ − X̂
N(T )∥ + ∥X̂N(T ) − ϕT (x)∥ > α/2)
≤ Px (DNT > σ) + Px (∥XN⌊NT ⌋ − X̂
N(T )∥ > α/4,DNT ≤ σ) .
(2.19)
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Using the Markov property, we have
Px (∥XN⌊NT ⌋ − X̂
N(T )∥ > α/4,DNT ≤ σ) ≤ Px (∥XN⌊NT ⌋ −X
N





Px (∥XN1 − x∥ > α/4) .








Thus for any λ > 0
sup
x∈K′∩∆N
Px (∥XN1 − x∥ > α/4) ≤ c(λ)e−λNα/4.
The result follows on using the above estimate and Lemma 13 in (2.19).
The following lemma says that for every open U ⊂ ∆o, the support of µN (when it exists)
has a nonempty intersection with U when N is sufficiently large.
Lemma 15. Suppose that for each N ∈ N, XN has a QSD µN . Then for each open U ⊂ ∆o,
there is some N0 ∈ N such that µN(U) > 0 for all N ≥ N0.
Proof. Let N0 be large enough so that U ∩ ∆oN is nonempty for all N ≥ N0. Fix N ≥ N0,
x ∈ U ∩ ∆oN and w ∈ ∆oN with µN(w) > 0. From Assumption 5(a), there is a k ∈ N such that
Pw(XNk = x) > 0. Then

















The following theorem quantifies the asymptotic behavior of the sequence {λN} introduced
in (2.5).
Theorem 5. Suppose that for each N ∈ N, XN has a QSD µN . Then there exist c, c′ ∈ (0,∞)
such that for all N ∈ N
0 ≤ 1 − λN ≤ c′ exp(−cN).
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Proof. From Assumption 3 and Corollary 1 there exists an attractor A in ∆o. Let U ⊂ ∆o be
a fundamental neighborhood of A. From Lemma 14 there are c0 ∈ (0,∞) and T,N1 ∈ N such
that for all N ≥ N1
sup
x∈U∩∆N
Px(XNNT ∈ U c) ≤ exp (−c0N) . (2.20)






















µN(U) = PµN (X
N
k ∈ U) = ∑
x∈∆oN
Px(XNk ∈ U)µN(x). (2.21)
Thus for all N ≥ N1 ∨N2
λN ≥ λTN ≥ inf
x∈U∩∆oN
Px(XNNT ∈ U) = 1 − sup
x∈U∩∆oN
Px(XNNT ∈ U c) ≥ 1 − exp (−c0N) ,
where the last inequality uses (2.20). The result follows.
For δ > 0, T ∈ N, and K ∈ K, let
βNδ,K(T ) ≐ sup
x∈∆N∩K
Px[∥X̂N − ϕ⋅(x)∥∗,T ≥ δ]. (2.22)
The following lemma gives a different lower bound on λN . This bound will be needed in
the proof of Theorem 6 below.
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Lemma 16. Suppose that for each N ∈ N, XN has a QSD µN . Let A be an attractor in ∆o,
Ũ ⊂ ∆o be an open set containing A, and K ∈ K be such that Ũ ⊂ K. Then there is some δ > 0
and T,N0 ∈ N such that λTN ≥ 1 − βNδ,K(T ) for each N ≥ N0.
Proof. Since A is an attractor, there is a fundamental neighborhood U of A contained in Ũ .
Thus we can find a δ > 0 and T ∈ N such that N δ(ϕT (U)) ⊂ U . From Lemma 15 we can find a










From our choice of U and δ it now follows that
λTN ≥ 1 − sup
x∈U∩∆oN
Px(XNNT ∈ (N δ(ϕT (U)))c) ≥ 1 − βNδ,K(T ).
A key consequence of the following theorem is that the support of any weak limit point of
µN is contained in ∆
o. This, along with a further characterization of the support of such weak
limit points given in Corollary 2, is a key element in the proof of Theorem 1.
Theorem 6. Suppose that for each N ∈ N, XN has a QSD µN . Then, for every δ > 0, T ∈ N
and K ∈ K, there exists an open neighborhood VK of ∂∆ in ∆ such that
lim sup
N→∞
µN(VK) ≤ lim sup
N→∞
βNδ,K(T )
infx∈VK∩∆N Px[X̂N(T ) ∈ ∂∆]
= 0. (2.23)
Suppose in addition that µN converges along some subsequence to some probability measure µ
on ∆. Then, there is an open neighborhood V0 of ∂∆ in ∆ such that, µ(V0) = 0.




let K ′ ≐ N δ0(ϕ[0,T ](K)) and consider the closed set
F ≐ {φ ∈ C([0, T ] ∶ Rd) ∶ ∥φ − ϕ⋅(φ(0))∥∗,T ≥ δ0} .
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Sα,K1(x,T, φ) ≐ −c(K).








logPx(X̂N(T ) ∈ ∂∆) ≥ −c(K)/4.
Combining last two displays, we can find a N1 ∈ N such that for all N ≥ N1
βNδ,K(T )




Px (∥X̂N − ϕ⋅(x)∥∗,T ≥ δ)
inf
x∈VK∩∆N
Px[X̂N(T ) ∈ ∂∆]
≤ exp(−Nc(K)/2),
which converges to 0 as N →∞. This proves the last equality in (2.23).
Next, from Assumption 3 and Corollary 1 there exists an attractor A in ∆o. Let Ũ ∈ ∆o be
an open set containing A, and K ∈ K be such that Ũ ⊂K. Then, from Lemma 16 there is some
δ > 0 and T,N0 ∈ N such that
λTN ≥ 1 − βNδ,K(T ) for each N ≥ N0.
Since µN(∆oN) = 1, we have, with VK given as in the first part of the theorem,





(1 − Px(XNNT ∈ ∂∆))µN(x)
= ∑
x∈VK∩∆oN
(1 − Px(X̂N(T ) ∈ ∂∆))µN(x) + ∑
x∈∆oN∖VK
(1 − Px(X̂N(T ) ∈ ∂∆))µN(x)
≤ (1 − inf
x∈VK∩∆oN
Px(X̂N(T ) ∈ ∂∆))µN(VK) + µN(∆oN ∖ VK)
= 1 − inf
x∈VK∩∆oN
Px(X̂N(T ) ∈ ∂∆)µN(VK).
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Px(X̂N(T ) ∈ ∂∆)
.
This proves the first inequality in (2.23).
Finally, let V0 be a open neighborhood of ∂∆ such that V̄0 ⊂ VK . From the first part of the
theorem, taking the limit along the convergent subsequence,
µ(V0) ≤ lim inf
N→∞




The following theorem proves the invariance of µ under the flow {ϕt}.
Theorem 7. Suppose that for each N ∈ N, XN has a QSD µN and suppose that µN converges
along some subsequence to some probability measure µ. Then µ is invariant under {ϕt}. In
particular, µ(ϕ−1t (B)) = µ(B) for each measurable set B ⊂ ∆ and t ≥ 0.
Proof. From Corollary 1, for each i ∈ {1, . . . , l} Ki is an attractor. Fix 1 ≤ i ≤ l, δ > 0 and K ∈ K
such that N γ(Ki) ⊂K for some γ > 0. Let βNδ,K be as in (2.22). It suffices to show that for any
continuous and bounded f ∶ ∆ → R and t > 0, µ(f) = µ(f ○ ϕt). Fix f and t as above and let
ε > 0 be arbitrary. Using the fact that {µN} (considered along the convergent subsequence) is







Let tN = ⌊Nt⌋/N . Note that tN → t as N →∞ and from Theorem 5 λtNN → 1 as N →∞. For a
bounded g ∶ ∆o → R and k ∈ N, let








PN,∗k f(x) ≐ Ex[f(X
N





µN(f) = λ−tNN µN(P
N
⌊Nt⌋f).
In particular, as N →∞,









∣PN⌊Nt⌋f(x) − f ○ ϕt(x)∣ .
For each x ∈K ∩∆N ,






⌊Nt⌋f(x) − f ○ ϕt(x)∣
≤ ∣∣f ∣∣∞Px(τN∂ ≤ ⌊Nt⌋) + ∣P
N,∗
⌊Nt⌋f(x) − f ○ ϕt(x)∣ ,
and Assumption 2 ensures that as N →∞,
sup
x∈K
∣PN,∗⌊Nt⌋f(x) − f ○ ϕt(x)∣→ 0.
Let δ̃ ≐ infx∈K,0≤s≤t dist(ϕs(x), ∂∆) > 0, and note that Assumption 2 ensures that as N →∞,
sup
x∈K
Px(τN∂ ≤ ⌊Nt⌋) ≤ sup
x∈K
Px(∥XN − ϕ⋅(x)∥∗,t > δ̃)→ 0.
Combining the two previous convergence properties, we see that as N →∞,
∣PN⌊Nt⌋f(x) − f ○ ϕt(x)∣→ 0,
and therefore that
∣µ(f) − µ(f ○ ϕt)∣ ≤ lim sup
N→∞
∣µN(f) − µN(f ○ ϕt)∣ ≤ ε.
Since ε > 0 is arbitrary, the result follows.
We now recall the definition of the Birkhoff center of {ϕt}.
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Definition 2.7. The Birkhoff center of {ϕt ∶ t ≥ 0} is
BC(ϕ) ≐ {x ∈ ∆ ∶ x ∈ ω(x)}.
Lemma 17. The Birkhoff center of {ϕt ∶ t ≥ 0} is contained in the closure of Rap. Furthermore
BC(ϕ) ∩∆o ⊂R∗ap.
Proof. Let δ, T > 0 and suppose that x ∈ ω(x). There is a sequence of time instants ti ↑∞ such
that ϕti(x)→ x, so if we let
j = min{i ∶ ti > T and ∥ϕti(x) − x∥ < δ},
then (x,x, φtj(x), x, x) is a (δ, T ) ap–pseudo-orbit from x to x. Since δ, T are arbitrary, x ∈Rap.
This proves the first part of the lemma. The second part is now immediate on using Assumption
3(a).
We will use the Poincaré recurrence theorem given below. For a proof see (Hasselblatt and
Katok, 1995, Theorem 4.1.19).
Theorem 8. Let ν be a measure which is invariant under {ϕt}. Then for each measurable
B ⊂ ∆ and T > 0,
ν({x ∈ B ∶ {ϕt(x)}t≥T ⊂ ∆ ∖B}) = 0.
The next result is a consequence of Lemma 17 and Theorem 8. It shows that the support
of µ is contained in R∗ap.
Corollary 2. Suppose that for each N ∈ N, XN has a QSD µN and suppose that µN converges
along some subsequence to some probability measure µ. Then supp(µ) ⊂R∗ap.
Proof. From Theorem 7 µ is invariant under {ϕt}. Enumerate the d-dimensional rationals in ∆
as Qd ≐ {q1, q2, . . .} and for m,n ∈ N, denote the ball of radius n−1 centered at qm by B(qm, n−1).
Then for each m,n ∈ N, Theorem 8 says that
µ(B̃(qm, n−1)) = µ(B(qm, n−1)),
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where
B̃(qm, n−1) ≐ {x ∈ B(qm, n−1) ∶ there exist tk ↑∞ with ϕtk(x) ∈ B(qm, n
−1) for all k ∈ N}.
Let R ≐ ∩∞n=1 ∪∞m=1 B̃(qm, n−1), then
1 = µ(∩∞n=1 ∪∞m=1 B(qm, n−1)) = µ(∩∞n=1 ∪∞m=1 B̃(qm, n−1)) = µ(R),
which together with Theorem 6 implies that supp(µ) ⊆ R ∩ ∆o. Furthermore if x ∈ R, then
x ∈ ω(x), so R ⊆ BC(ϕ) and consequently R̄ ∩∆o ⊂ BC(ϕ) ∩∆o. It now follows from Lemma
17 that
supp(µ) ⊆ R ∩∆o ⊆ BC(ϕ) ∩∆o ⊆R∗ap.
Combining the results of Corollary 2, Theorem 7 and Theorem 5 we have most of Theorem
1. In particular we have the lower bound on probabilities of non-extinction given in Theorem
1 and also that the limit points µ of the QSD are invariant under the flow, and that they are
supported on the union of absorption preserving recurrence classes in the interior. The final
step is to show that the support in fact lies in the union of the interior attractors. For this
we will introduce another notion of recurrence which is given in terms of the quasipotential
associated with the rate functions in the underlying large deviation principles.
2.5 Quasipotential and Chain-recurrence
In this section we suppose that Assumptions 1, 2, 3 and, 4 are satisfied. Recall the rate
function S introduced in (2.14). For x, y ∈ ∆o let C(x, y, T ) ≐ {φ ∈ C([0, T ] ∶ ∆o) ∶ φ(0) =
x,φ(T ) = y} and define





For x, y ∈ ∆o, we say x leads to y in ∆o if V (x, y) = 0 and we write x <V y. We say x ∈ ∆o
is V -chain recurrent if x <V x. The collection of V -chain recurrent points is denoted as RV .
For x, y ∈ ∆o we say x ∼V y if x <V y and y <V x. Equivalence classes under ∼V will be called
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V -basic classes and equivalence class associated with a x ∈ RV will be denoted as [x]V . For
x, y ∈RV we say [x]V ≺ [y]V if x <V y. A V -basic class [x]V is said to be maximal if whenever
for y ∈ RV , if [x]V ≺ [y]V , then we have that y ∈ [x]V . A maximal V -basic class is a called a
V -quasiattractor. The following is the main result of this section.
Theorem 9. We have R∗ap = RV and for each x ∈ RV , [x]V = [x]ap. In particular there are
finitely many V -chain recurrent points and for every x ∈RV , [x]V is a closed set. Furthermore,
Ki for i = 1, . . . , l is a V -quasiattractor while Ki for i = l + 1, . . . , v is not a V -quasiattractor.
Before proving Theorem 9 we will establish some basic results regarding V (⋅, ⋅) and RV . A
sequence of trajectories {φn}, with φn defined on time horizon [0, Tn], is said to be (asymp-
totically) low cost if S(φn(0), Tn, φn) → 0 as n →∞. The following lemma is a consequence of
the stability properties of the ODE (2.3) studied in Lemma 3 and the property that low cost
trajectories closely follow the solution of the ODE.
Lemma 18. Let α ∈ (0,∞) and K ∈ K. Let T0 ∈ (0,∞) and suppose Tn ∈ [T0,∞) for all
n ∈ N. Let φn ∈ C([0, Tn] ∶ ∆o) be such that φn(0) ∈ Vα,K for each n ≥ 1. Suppose that
S(φn(0), Tn, φn) → 0 as n → ∞. With α0 and M0 as in Lemma 3, let α1 = α2 ∧ α0 and
K1 = BM1(0), where M1 = 1 + (M0 ∨ supx∈K ∥x∥). Then, for some k ≥ 1, φn(t) ∈ Vα1,K1 for all
n ≥ k and t ∈ [0, Tn].
Proof. Let for n ≥ 1,
τ(φn) ≐ inf{t ∈ [0, Tn] ∶ dist(φn(t), ∂∆) ≤ α1 or ∥φn(t)∥ ≥M1},
where the infimum is taken to be Tn if the above set is empty. Note that the result holds
trivially if the above set is empty for all but finitely many n. Now, arguing by contradiction,
suppose the set is nonempty for infinitely many n. Consider the subsequence along which the
above sets are nonempty and denote the subsequence once more as {n}. Also assume without
loss of generality that γn ≐ S(φn(0), Tn, φn) ≤ 1 for every n.
We claim that there is a δ > 0 and k0 ∈ N such that τ(φn) ≥ δ for all n ≥ k0. Indeed,
otherwise, by passing to a further subsequence (once more denoted as {n}) we can find a
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sequence δn → 0 such that for every n
φn(0) ∈ Vα,K , φn(δn) ∈ [Vα1,K1]
c.
Since S(φn(0), Tn, φn) ≤ γn ≤ 1, we must have from the compactness of level sets property in
Theorem 3 that φn(0) and φn(δn) converge along a subsequence to the same limit, which is a
contradiction.
Let δ > 0 be such that τ(φn) ≥ δ for all sufficiently large n. For each such n let τ̂n ≐ τ(φn)−δ,













L(φn(t), φ̇n(t))dt = γn ≤ 1. (2.25)
In particular, {φ∗n} ⊂ ∪x∈K1Φx,α1,K1,δ(1). From Theorem 3 the latter set is compact and so,
along some subsequence, φ∗n converges to some φ
∗ in C([0, δ] ∶ Vα1,K1). Using the compactness





∗(t), φ̇∗(t))dt = 0.
In particular, φ∗(t) solves the ODE (2.3), namely φ∗(t) = ϕt(φ∗(0)) for t ∈ [0, δ]. Since φ∗(0) ∈
Vα1,K1 , in view of Lemma 3, we must have that ∥φ∗(δ)∥ <M1 and dist(φ∗(δ), ∂∆) > α1. However
from the definition of τ(ϕn), we have that for each n, φ∗n(δ) satisfies either, dist(φ∗n(δ), ∂∆) ≤ α1
or ∥φ∗n(δ)∥ ≥ M1. This is a contradiction since φ∗n converges to φ∗ (along some subsequence).
The result follows.
Corollary 3. Let K ∈ K and T0 > 0. Then there exists a γ > 0 and a A1 ∈ K such that
whenever for some x ∈ K we have T x ∈ [T0,∞) and φx ∈ C([0, T x] ∶ ∆o) with φx(0) = x and
S(x,T x, φx) ≤ γ, then φx(t) ∈ A1 for all t ∈ [0, T x].
Proof. Let α ∈ (0,∞) be such that K = Vα,K . Let α1,K1 be as in Lemma 18. We argue
by contradiction. Suppose the statement in the corollary is false. Then there are sequences
γn ↓ 0, xn ∈ K, time instants T xn ∈ [T0,∞), trajectories φxn ∈ C([0, T xn] ∶ ∆o), and sets
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Bn = {x ∈ ∆o ∶ ∥x∥ ≤ n,dist(x, ∂∆) ≥ 1/n} such that S(φxn(0), T xn , φxn) ≤ γn and φxn(tn) ∈ Bcn
for some tn ∈ [0, T xn]. However, from Lemma 18, there exists a k ∈ N such that φxn(t) ∈ Vα1,K1
for all n ≥ k and all t ∈ [0, T xn], which is clearly a contradiction since we can find a n0 > k such
that Vα1,K1 ⊂ Bn for all n ≥ n0.
The following continuity property of V , which is a consequence of continuity of Lα,K shown
in Lemma 12, will be needed in the proof of Theorem 9.
Lemma 19. Suppose xn, x ∈ ∆o are such that xn → x as n → ∞. Then for every y ∈ ∆o,
V (xn, y)→ V (x, y) and V (y, xn)→ V (y, x).
Proof. Fix x ∈ ∆o and let G ⊂ ∆o be a bounded open ball containing x such that Ḡ ⊂ ∆o.
Without loss of generality assume that xn ∈ G for every n. Choose α ∈ (0,1) and a K ∈ K such
that Vα,K ⊃ Ḡ. Since Ḡ is compact, from Lemma 12, we have that
sup
z∈Ḡ,∥β∥≤1
Lα,K(z, β) ≐ κ0 <∞,
where B1(0) is the unit ball in Rd. Let ε ∈ (0,∞) be arbitrary. Take x1, x2 ∈ G such that
x1 ≠ x2 and ∥x1 − x2∥ ≤ ε/(2κ0). Also, fix y ∈ ∆o. From the definition of V (x2, y) we can find a
sequence Tk →∞ and φk ∈ C([0, Tk] ∶ ∆o) such that for all k, φk(0) = x2, φk(Tk) = y and
S(x2, Tk, φk) ≤ V (x2, y) + ε/2.
Let δ = ∥x1 − x2∥, β ≐ (x2−x1)∥x2−x1∥ , T̃k ≐ Tk + δ and define for t ≤ T̃k
φ̃k(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x1 + βt t ≤ δ



















+ V (x2, y) +
ε
2
= V (x2, y) + ε.
Thus V (x1, y) ≤ V (x2, y) + ε which proves the convergence V (xn, y) → V (x, y). The proof of
V (y, xn)→ V (y, x) is similar and is omitted.
The following result is a consequence of compactness of level sets property in Theorem 3
and the uniqueness of the path where the rate function vanishes.
Lemma 20. Fix T ∈ (0,∞) and a K ∈ K. For each δ > 0, there is some ε ≐ ε(K,T, δ) > 0 such
that for any φ ∈ C([0, T ] ∶ Vα,K) and x ∈K, if Sα,K(x,T, φ) ≤ ε, then sup
0≤t≤T
∥φ(t) − ϕt(x)∥ < δ.
Proof. Arguing via contradiction, suppose that there is some δ > 0 such that for all ε > 0, there
is some x ∈ K and φε ∈ C([0, T ] ∶ Vα,K) such that Sα,K(x,T,φε) < ε but ∥φε(t) − ϕx(t)∥ ≥ δ
for some t ∈ [0, T ]. Using the compactness of level sets property in part (a) of Theorem 3 and
recalling that Sα,K(x,T,φ) = 0 if and only if φ(t) = ϕt(x) for t ∈ [0, T ], we see that
c ≐ inf{Sα,K(x,T,φ) ∶ x ∈K, sup
t∈[0,T ]
∥φ(t) − ϕt(x)∥ ≥ δ} > 0.
Thus c ≤ Sα,K(x,T, φε) < ε for all ε > 0. Letting ε ↓ 0, we obtain c = 0, which is a contradiction.
As an intermediate step we now prove a somewhat weaker statement than that in Theorem
9.
Lemma 21. Suppose that x ∈RV . Then x ∈R∗ap and [x]V ⊂ [x]ap.
Proof. Let y ∈ [x]V . Then there exist time instants Tn ↑∞ and φn ∈ C([0, Tn] ∶ ∆o) such that
for all n ≥ 1, φn(0) = x,φn(Tn) = y, and S(x,Tn, φn) < 1n . From Lemma 18 there exists a k ∈ N,
α1 > 0 and a K1 ∈ K such that, for all n ≥ k, φn ∈ C([0, Tn] ∶ Vα1,K1).
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Now fix T, δ > 0. From Lemma 20 there is a ε > 0 such that, with T ∗ = T and T ∗ = 2T ,
whenever for some φ ∈ C([0, T ∗],Vα1,K1) and z ∈ Vα1,K1 , Sα1,K1(z, T
∗, φ) ≤ ε,
then ∥φ − ϕ⋅(z)∥∗,T ∗ < δ.
(2.26)
Choose n0 such that 1/n0 ≤ ε and Tn0 ≥ T . Write Tn0 = mT + t0 where m ∈ N and t0 ∈ [0, T ).
Then, from (2.26), with φ = φn0
∥φ(jT )−ϕT (φ((j − 1)T ))∥ < δ for j = 1, . . . ,m− 1, and ∥φ(mT + t0)−ϕT+t0(φ((m− 1)T ))∥ < δ.
Thus with ξ0 = ξ1 = x, ξ2 = φ(T ), . . . , ξm = φ((m − 1)T ), ξm+1 = φ(Tn0), the sequence ξ =
(ξ0, . . . , ξm+1) along with time instants (T,T, . . . , T + t0) defines a (δ, T ) ap–pseudo-orbit from
x to y. Since δ, T > 0 are arbitrary x <ap y. Similarly, y <ap x, showing that x ∈ Rap and
y ∈ [x]ap. This shows [x]V ⊂ [x]ap and completes the proof.
From Lemma 21 and Assumption 3 (see also Lemma 2) the closure of RV is a compact set
in ∆o.
We now complete the proof of Theorem 9 by establishing the reverse inclusion from the one
established in Lemma 21.
Proof of Theorem 9. From Lemma 21 if x ∈ RV , then x ∈ R∗ap and [x]V ⊂ [x]ap. Now
suppose that x ∈ R∗ap. From Assumption 3 there is a x∗ ∈ [x]ap such that {ϕt(x∗); t ≥ T} is
dense in [x]ap for every T > 0. Fix y ∈ [x]. Let for n ∈ N, tn, t̃n ∈ (0,∞) be such that tn ↑ ∞,
t̃n ↑∞ as n→∞, and for every n
∥ϕtn(x∗) − x∥ ≤ 1/n, ∥ϕtn+t̃n(x
∗) − y∥ ≤ 1/n.
Using Lemma 19 it follows that x <V y. This shows that x ∈ RV and that [x]ap ⊂ [x]V . We
thus have that R∗ap =RV and for all x ∈RV =Rap, [x]ap = [x]V . Similar arguments show that
[x] is a V -quasiattractor if and only if it is an ap-quasiattractor. The result follows.
In view of Theorem 9, henceforth we will use the qualifier ‘V ’ or ‘ap’ interchangeably when
referring to recurrence classes and quasiattractors in ∆o.
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2.6 Proof of Theorem 1
In this section we assume that Assumptions 1, 2, 3, 4 and 5 are satisfied. The following
lemma shows that there are low cost trajectories that take any given point in a recurrence class
to any other point in the same class.
Lemma 22. For any γ > 0 and K ∈ RV , there is a T ∈ (1,∞) such that for all x, y ∈ K, there
exist Tx,y ∈ (1, T ) and φx,y ∈ C([0, Tx,y] ∶ ∆o) with
S(x,Tx,y, φx,y) ≤ γ, φx,y(0) = x, φx,y(Tx,y) = y.
Proof. Fix γ ∈ (0,1) and K ∈ RV . Let γ0 ≐ supz∈K,∥β∥≤1L(z, β). Let k ∈ N and v1, . . . , vk ∈ K
be such that for any x ∈ K, there exists 1 ≤ i ≤ k with ∥x − vi∥ ≤ γ/(4κ0). For i, j ∈ {1, . . . , k},
let T̃i,j ∈ (1,∞) and ψi,j ∈ C([0, T̃i,j] ∶ ∆o) be such that ψi,j(0) = vi, ψi,j(T̃i,j) = vj and
S(vi, T̃i,j , ψi,j) ≤ γ/2. Let x, y ∈ K be arbitrary and select i, j ∈ {1, . . . , k} such that ∥x − vi∥ ≤
γ/(4κ0) and ∥y − vj∥ ≤ γ/(4κ0). Consider the continuous trajectory φx,y in ∆o defined over the


















b, the trajectory connects the points a and
b in time length d in a manner described by c. When c = lin, the trajectory is just a linear
path connecting a and b and when c = ψi,j , the trajectory is defined by ψi,j introduced above.
Clearly S(x,Tx,y, φx,y) ≤ γ, φx,y(0) = x and φx,y(Tx,y) = y. Also, Tx,y ≤ max1≤i,j≤k T̃i,j + 2 ≐ T .
The result follows.
Recall that for a set B ⊂ ∆, τNB ≐ inf{t ≥ 0 ∶ X̂N(t) /∈ B}. The following lemma gives
an upper bound on the probabilities of long residence times of the Markov chain near non-
quasiattractors.
Lemma 23. Suppose that Kj ∈RV is not a quasiattractor. Then we can find some λ > 0 such
that for all γ > 0, there is some N0 ≐ N0(γ) and ζ ≐ ζγ ∶ N → R satisfying lim
n→∞





Px (τNNλ(Kj) > exp(Nγ)) ≤ ζγ(N)
for all N ≥ N0.
Proof. Since Kj is not a quasiattractor, there exists a λ0 ∈ (0,1), u1 ∈Kj , y1 ∈ ∆o∩[N 2λ0(Kj)]c
such that u1 <V y1. Choose λ1 ∈ (0, λ0) such that, for some A0 ∈ K, y1 ∈ A0, ∪vk=1N λ1(Kk) ⊂ A0,
and for each i, k ∈ {1, . . . , v} such that i ≠ k, dist(N λ1(Kk),N λ1(Ki)) ≥ λ1. From Lemma
3 we can find a A1 ∈ K such that the forward orbit γ+(x) ⊂ A1 for every x ∈ A0. Let




Then, denoting by ηx,y the linear trajectory from x to y,
for x∗, y∗ ∈ A1 with ∥x∗ − y∗∥ ≤ δ, S(x∗, ∥y∗ − x∗∥, ηx∗,y∗) ≤ γ0.
With δ as above, choose, T ∗A1 as in Lemma 9(b) (with A replaced with A1). Then, in view of
Theorem 9, for every x ∈ A1, there exists a t0 ∈ [0, T ∗A1] such that ϕt0(x) ∈ N
δ(RV ).
Define for x ∈ N λ1(Kj) the continuous trajectory φγx(⋅) according to the following two cases:
Case I: ϕt0(x) ∈ N δ(Ki) for some i ≠ j, Case II: ϕt0(x) ∈ N δ(Kj).
In Case I, we simply take φγx(t) = ϕt(x) for t ∈ [0, t0]. In particular, T γx ≐ t0 is the length of
the time interval over which the trajectory is defined.
For Case II we proceed as follows. Taking K = A0 and T0 = 1 in Corollary 3, denote
by (γ∗,A∗) the (γ,A1) given by the corollary. Let u0 ∈ Kj be such that ∥u0 − ϕt0(x)∥ ≤ δ.
Then u0 <V u1 <V y1. Let t1(x) ∈ [1,∞) and φ1 ∈ C([0, t1(x)] ∶ ∆o) be such that φ1(0) = u0,
φ1(t1(x)) = y1 and S(u0, t1(x), φ1) ≤ γ∗ ∧ γ/3. Using Lemma 22 we can assume without loss of
generality that supw∈Nλ(Kj) t1(w) ≐ t̄1 < ∞. From Corollary 3, φ1(t) ∈ A
∗ for all t ∈ [0, t1(x)].
Consider the continuous trajectory φγx in ∆




















when c = flow, representing the segment of ϕt(a) until it reaches b. In this case let T γx =




Note that in both cases, T γ ≐ supx∈Nλ1(Kj) T
γ
x ≤ t0 + 1 + t̄1 < ∞. Also, in both cases,
φγx(t) ∈ A1 ∪A∗ ≐ A2 for all t ∈ [0, T γx ]. Furthermore, in Case II,
S(x,φγx, T γx ) ≤ 0 + γ0 + γ/3 = γ/2
and in Case I the cost on the left side of the above display is 0.
Let λ ∈ (0, λ1), α′ > 0 be such that K ′ ≐ N λ(A2) ⊂ ∆o and K ′ = Vα′,K′ . Extend the
trajectory φγx from [0, T γx ] to [0, T γ] by defining φγx(t + T γx ) ≐ ϕt(φγx(T γx )) for t ∈ (T γx , T γ]. The
bound from Theorem 3(b) ensures that for each δ̃ ∈ (0,1) there is some N0(δ̃) ∈ N such that,
whenever N ≥ N0(δ̃),








∥∗,T γ < λ)
≥ exp (−N(S(x,T γ , φγx) + δ̃/4)) = exp (−N(S(x,T γx , φγx) + δ̃/4))
≥ exp(−N(γ/2 + δ̃/4))
for all x ∈ N λ(Kj).
It follows that for each x ∈ N λ(Kj), if N ≥ N0(γ), then
Px (τNNλ(Kj) > T
γ) ≤ 1 − Px(∥φγx − X̂N∥∗,T γx < λ)
≤ 1 − exp(−N(γ/2 + γ/4))
Using the Markov property we see that, if N ≥ N0(γ) and x ∈ N λ(Kj), then












We can assume without loss of generality that N(γ) is large enough so that ⌊ exp(Nγ)T γ ⌋ >
exp(Nγ)
2T γ .
Then for all N ≥ N0(γ),
sup
x∈Nλ(Kj)
Px (τNNλ(Kj) > exp(Nγ)) ≤ (1 − exp(−3Nγ/4))
exp(Nγ)
2Tγ









The result follows from taking ζγ(N) ≐ exp (− exp(Nγ/4)2T γ ).
Proof of Theorem 1. Recall that we assume that Assumptions 1,2, 3, 4 and 5 are satisfied.
Also, by assumption, for every N ∈ N, there exists a quasi-stationary distribution µN for {XN}
and that the sequence {µN} is relatively compact. From Theorem 5 there are a1, c1 ∈ (0,∞)
such that
λN ≥ 1 − a1e−c1N , for all N ∈ N.
Let µ be a limit point of µN . From Theorem 7 µ is invariant under the flow {ϕt}. From Corollary
2 supp(µ) ⊂ R∗ap. Thus to finish the proof, it suffices to show that for every j ∈ {l + 1, . . . , v},
there is a neighborhood Vj of Kj such that µ(Vj) = 0. Fix ε > 0 and choose a F0 ∈ K such that
µN(F c0) < ε for every N ∈ N. This can be done in view of Theorem 6 and our assumption that
the sequence {µN} is relatively compact.
Using Lemma 3(c) we can assume that F0 is large enough so that for some T1 ∈ (0,∞) and
δ̂ > 0, ϕt(x) ∈ F1 for all t ≥ T and x ∈ F0 where F1 ⊂ F0 is such that dist(F1, ∂F0) > δ̂.
Let λ be as in Lemma 23. Fix δ = λ ∧ δ̂. From Lemma 11, we can choose δ0 ∈ (0, δ), an




Px[∥X̂N − ϕ⋅(x)∥∗,T0 ≥ δ0].




Define c∗ = min{1, c1, c2}. Let, with γ = c∗/8, ζ(N,γ) ≐ ζ∗(N) be as in Lemma 23. Then, for
some a3 ∈ (0,∞),
sup
x∈Nλ(Kj)
Px (τNNλ(Kj) > exp(Nc
∗/8)) ≤ a3ζ∗(N), for all N ∈ N.
Define mN = exp(Nc∗/2) and m′N = exp(Nc∗/4).
Define the events
EN = {(X̂N(0), X̂N(T0), X̂N(2T0), . . . , X̂N(mNT0)), (T0, T0, . . . , T0),
defines a (δ0, T0) ap–pseudo-orbit.}
and
E ′N = {for any i ∈ {l + 1, . . . , v} and any q ≥m′N , and p ≥ 0,
if X̂N(pT0) ∈ N δ0(Ki), then X̂N((p + q)T0) /∈ N δ0(Ki)}.
Without loss of generality we can assume that mN > (b + 2)(m′N + 1). Then, for x ∈ ∆o
Px(X̂N(mNT0) ∈ Vi) ≤ Px(X̂N(mNT0) ∈ Vi,EN ,E ′N) + Px(EN , (E ′N)c) + Px((EN)c).
Define for α = 1, . . . , b + 1, tNα = ⌊αmN/(b + 2)⌋. Then, from Corollary 11 (2) and definition of
E ′N , with K = ∪vj=1Kj ,




Px(X̂N(tNα T0) ∈ [N δ0(K))]c ∩∆o).
Using Lemma 11 (3), for every x ∈ ∆o















Px(τNN δ(Ki) > exp(Nc
∗/4)) ≤ bζ∗(N).
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From our choice of δ0, T0 we see that if for some k, X̂
N((k−1)T0) ∈ F0, then ϕT0(X̂N((k−1)T0)) ∈
F1, and if in addition, ∥X̂N(kT0) − ϕT0(X̂N((k − 1)T0))∥ ≤ δ0, then X̂N(kT0) ∈ F0. Using this
observation, we see that, with
k∗ ≐ min{1 ≤ k ≤mN ∶ ∥X̂N(kT0) − ϕT0(X̂
N((k − 1)T0))∥ > δ0},
for every x ∈ F0,
Px((EN)c) = Px(∥X̂N(kT0) − ϕT0(X̂












≤mNβNδ0,T0,F0 ≤ a2 exp(Nc
∗/2) exp(−Nc∗) = a2 exp(−Nc∗/2).
Thus, from our choice of F0
λmNT0N µN(Vj) = ∫ µN(dx)Px(X̂
N(mNT0) ∈ Vj)








≤ bζ∗(N) + (b + 1)µN([N δ0(K)]c) + a2 exp(−Nc∗/2) + ε
Note that µN([N δ0(K))]c)→ 0, in view of Theorem 6 and Corollary 2. Since λN ≥ 1− a1e−c1N
and mNe
−c1N ≤ e−c∗N/2 → 0, λmNT0N → 1. Thus sending N → ∞ in the above display, we have
µ(Vj) ≤ ε. Since ε > 0 is arbitrary, the result follows.
2.7 Proof of Theorem 2
In this section we prove Theorem 2. For this we first show that when θN = θN,∗, under the
conditions of the theorem, Assumptions 1, 2, 3, 4 and 5 are satisfied. These assumptions are
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verified in Sections 2.7.1, 2.7.2, 2.7.3, 2.7.4, respectively. We then argue in Section 2.7.5 that,
for every N , XN has a QSD µN of the form in the statement of Theorem 2. In Section 2.7.6
we show that the sequence {µN} is tight. Finally, in Section 2.7.7 we combine the results of
previous sections to complete the proof of Theorem 2.
2.7.1 Verification of Assumption 2
We need to show that when θN = θN,∗, and xN → x, then (2.4) holds. The proof follows by a
standard application of Grönwall’s lemma and from moment formulas of Poisson and Binomial
random variables and thus we only give a sketch. First, using the relation (2.1) and the discrete







Next, using the relation,




k+1(x))], x ∈ ∆,
and the Lipschitz property of G, it can be checked that
X̂N(t) = xN + ∫
t
0
G(X̂N(s))ds +MN(t) +RN(t), t ∈ [0, T ], N ∈ N (2.29)
where MN is a martingale and sup0≤t≤T ∥RN(t)∥ converges to 0 in probability as N → ∞.
Standard moment estimates show that E(sup0≤t≤T ∥MN(t)∥2) → 0 as N →∞. Next, using the
moment bound (2.28) and the convergence properties noted above, it can be checked that X̂N
is tight in C([0, T ] ∶ ∆). Finally, if X̂N converges in distribution along a subsequence to X̂,
then from (2.29) it follows that X̂ must satisfy
X̂(t) = x + ∫
t
0
G(X̂(s))ds, t ∈ [0, T ].
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From the unique solvability of the ODE in (2.3), which is a consequence of the Lipschitz property
of G, it now follows that X̂(t) = ϕt(x) for all t ∈ [0, T ], a.s. This proves the convergence in
(2.4).
2.7.2 Verification of Assumption 3
Parts (a)-(d) hold by assumption. We now verify part (e) of Assumption 4. Since G(x) =
F (x)−x, for each x ∈ ∆, ⟨x,G(x)⟩ = ⟨x,F (x)⟩− ∥x∥2. As F is bounded, taking M ≐ 2∥F ∥∞, we
see that ∥F (x)∥ ≤ ∥x∥/2 for all ∥x∥ ≥M . Thus
⟨x,G(x)⟩ ≤ 1
2
∥x∥2 − ∥x∥2 = −1
2
∥x∥2 for all x ∈ ∆ with ∥x∥ ≥M.
Thus Assumption 4(e) holds with κ = 1/2 and M as above.
2.7.3 Verification of Assumption 4
Part (a) of the assumption is immediate from the fact that for x ∈ ∆o, θN,∗(⋅∣x) is the
probability law of UN −V N , where UN = (UNi )di=1 and V N = (V Nj )dj=1 are d-dimensional random
variables such that {UNi , V Nj , i, j = 1, . . . , d} are mutually independent and UNi ∼ Poi(Fi(x)),
V Nj ∼ Bin(Nxj ,1/N), for i, j = 1, . . . , d.
For part (b), define, for x ∈ ∆o, θ(⋅∣x) as the probability law of U −V , where U = (Ui)di=1 and
V = (Vj)dj=1 are d dimensional random variables such that {Ui, Vj , i, j = 1, . . . , d} are mutually
independent and Ui ∼ Poi(Fi(x)), Vj ∼ Poi(xj), for i, j = 1, . . . , d. Then with this choice of θ,
Assumption 4(b) parts (i) and (ii) are clearly satisfied. Finally, part (iii) is a consequence of










2.7.4 Verification of Assumption 5
Part (a) of the assumption is clearly satisfied (in fact with k = 1). Part (b) is verified in the
following lemma.
Lemma 24. Suppose that θN = θN,∗. Then, for every γ ∈ (0,∞) and T ∈ N, there is an open







logPx(X̂N(T ) ∈ ∂∆) ≥ −γ.
Proof. For x ∈ ∆o, let ix ≐ arg min
1≤i≤d





2T . Let δ1 ≐
γ
2(T−log(eT−1)) , δ ≐ min{δ0, δ1}, and Uγ ≐ N
δ(∂∆). Fix x ∈






j (XNj−1), where ηNj (XNj−1) = U j − V j
and the conditional distribution of (U j − V j) given that XNj−1 = x is that of (UN , V N) as in
Section 2.7.3. Thus




























Let Ũ1, . . . , ŨNT be i.i.d. Poisson random variables with mean γ/2T , and let Ṽ 1, Ṽ 2, . . . , Ṽ NT











V jix = Nxix
⎞
⎠
= Px (U1ix = ⋯ = U
N
ix = 0,by time instant NT all initial Nxix type ix particles die)
≥ Px (Ũ1 = ⋯ = ŨNT = 0, Ṽ 1 ≤ NT, Ṽ 2 ≤ NT . . . , Ṽ Nxix ≤ NT )















Combining the last two displays
1
N









































logPx(X̂N(T ) ∈ ∂∆) ≥ −
γ
2
+ δ(−T + log(eT − 1)) ≥ −γ.
2.7.5 Existence of Quasi-stationary Distributions
In this section we prove the existence of a QSD µN for the Markov chain {XNn }, for each
N ∈ N, and show that the sequence {µN} of QSD is relatively compact in P(∆). For some
uniform bounds needed for the tightness proof in Section 2.7.6, it will be convenient to consider
the N -step processes {X̃Nn }n∈N0 , where
X̃Nn ≐XNnN , n ∈ N0,N ∈ N. (2.30)
Recall the definition of τN∂ and P
N
n from (2.6) and (2.7).
For existence of QSD, we will use the following result from (Champagnat and Villemonais,
2017).
Theorem 10. ((Champagnat and Villemonais, 2017, Theorem 2.1, Proposition 3.1)) Fix N ∈
N. Suppose that there are θ1, θ2, c1 ∈ (0,∞), functions ϕ1, ϕ2 ∶ ∆oN → R+, and a measurable
subset K ⊂ ∆oN such that:
(B1) For each x ∈K, for some n2(x) ∈ N,
Px(XNn ∈K) > 0, for all x ∈K and n ≥ n2(x).
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(B2) We have θ1 < θ2 and
(a) inf
x∈∆oN





ϕ2(x) > 0, sup
x∈∆oN
ϕ2(x) ≤ 1
(c) PN1 ϕ1(x) ≤ θ1ϕ1(x) + c11K(x) for all x ∈ ∆oN
(d) PN1 ϕ2(x) ≥ θ2ϕ2(x) for all x ∈ ∆oN .
Suppose also that there exist C ∈ (0,∞) and n0,m0 ∈ N such that n0 ≤m0 and
Px(XNn0 ∈ ⋅ ∩K) ≤ CPy(X
N
m0 ∈ ⋅), for all x ∈ ∆
o
N and y ∈K. (2.31)











for all probability measures µ on ∆oN which satisfy µ(ϕ1) <∞ and µ(ϕ2) > 0. Moreover, µN is
the unique QSD of {XN} that satisfies µN(ϕ1) <∞ and µN(ϕ2) > 0. Additionally, µN(K) > 0.
Remark 2.7.1. The above theorem combines two different results from (Champagnat and
Villemonais, 2017). Proposition 3.1 of (Champagnat and Villemonais, 2017) shows that under
the assumptions of Theorem 10 we have for some c2 ∈ (0,∞), n1 ∈ N and a probability measure
ν supported on K
Px(XNn1 ∈ ⋅) ≥ c2ν(⋅ ∩K), for all x ∈K.





Py(n < τN∂ )
inf
y∈K
Py(n < τN∂ )
≤ c3.
Using these facts, it then follows that, under the assumptions of Theorem 10, all the conditions
of Theorem 2.1 in (Champagnat and Villemonais, 2017) are satisfied, which gives the existence
of QSD µN with the properties stated in the above theorem.
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In Lemma 11 we use the above result to establish existence of a QSD for the sequence {XNn }
considered in this work, for each N ∈ N. We begin with some preliminary estimates.
Consider for r ∈ N
Kr ≐ {x ∈ ∆o ∶ x ⋅ 1 ≤ r}, KNr ≐Kr ∩∆oN , (2.32)
and let
σN∂ ≐ inf{k ∈ N0 ∶ X̃
N
k ∈ ∂∆N},
τNr ≐ inf{k ∈ N0 ∶XNk ∈K
N




τ̂Nr ≐ τNr ∧ τN∂ , σ̂
N
r ≐ σNr ∧ σN∂ .
Lemma 25. Fix λ0 ∈ (0,∞). There exists a c(λ0) ∈ (0,∞) and r0 > 0 such that for all r ≥ r0
and λ ≤ λ0
Ex (eλσ̂
N
r ) ≤ ex⋅1c(λ0) for all x ∈ ∆oN and N ∈ N.




τ̂Nr ) ≤ ex⋅1c(λ0) for all x ∈ ∆oN and N ∈ N.
Proof. Let a = maxi ∥Fi∥∞. Given u ∈ N−1N, consider the random variable Vu that represents
the number of particles among Nu initial particles that die in N steps when at each step
any particle can die independently of the remaining particles with probability 1/N . Note that
Vu ∼ Bin(Nu,γ(N)) where





Let U ∼ Poi(Nad) be independent of Vx. Then, under Px, (X̃N1 − x) ⋅ 1 ≤d 1N (U − Vx⋅1), where















Note that for x ∈ (KNr ∪ ∂∆N)c
Px(σ̂Nr > 1) ≤ Ex(eX̃
N






0 (1)x⋅1 ≤ ex⋅1CN(1)e−V
N
0 (1)r.
By a recursive argument, for n ∈ N
Px(σ̂Nr > n) ≤ ex⋅1e−n(rV
N
0 (1)−logCN (1)). (2.33)
Note that








V N0 (1) = −N log [1 − γ(N)(1 − e−1/N)] .



















≐ ϑ, V N0 (1) ≥
1
2
(1 − e−1) ≐ ς.
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Thus, for r ≥ r0 ≐ (λς + ϑ)
e−n(rV
N












Combining this with (2.33), for all N ∈ N, x ∈ (KNr ∪ ∂∆N)c and λ0 < λ
Ex (eλ0σ̂
N




This proves the first statement in the lemma. The second statement follows on noting that
τ̂Nr ≤ Nσ̂Nr , for each r ∈ R+ and N ∈ N.



















Proof. We only prove the first statement. The second statement is shown in a similar manner.




) = Ey (EX̃N1 (e
λσ̂Nr )11<σN
∂
(1X̃N1 ∈K + 1X̃N1 ∈Kc))























Since supN∈NN(e1/N − 1) ≤ e, the result follows.
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The following lemma will be used to verify condition (B2)(d) of Theorem 10.







Px(X̃N1 ∈KNr ; σN∂ > 1) > 0.





Px(XN1 ∈KNr ; τN∂ > 1) > 0.
Proof. Once again, we only prove the first statement. Consider, for z ∈ N/N , a collection of
Nz particles of a single type, where each particle, independently of all other particles, has a 1N
chance of dying at each time step. Then the probability that all Nz particles are dead in N
time steps is







Note that for any K ⊂ ∆o, x ∈K ∩∆N and N ≥ 1, min
1≤i≤d
xi ≥ 1N , and so








Px(σN∂ ≤ 1) = Px(τ
N













Px(τN∂ ≤ N) ≤ (1 − e
−2)d ≐ α0.
Thus, for K ⊂ ∆o,
Px(X̃N1 ∈K ∣σN∂ > 1) = 1 − Px(X̃
N
1 ∈Kc∣σN∂ > 1) = 1 −
















Px(X̃N1 ∈Kc; σN∂ > 1)
1 − α0
.







Px(X̃N1 ∈ (KNr )c; σN∂ > 1) < 1 − α0. (2.34)
Fix r > 0 and let x ∈KNr . As before, let a = maxi ∥Fi∥∞. Fix k ∈ N and define for a1 ∈ (0,∞)
m =m(N,k, a1) ≐ max{1 ≤ j ≤ k ∶XNj ⋅ 1 ≤ a1}.
Let Y Nk ≐X
N
k ⋅ 1. Then

















where Uj are iid Poi(ad), Vj are iid Bin(Na1,1/N), and {Uj , V ′j , j, j′ ∈ N} are mutually inde-
pendent. For a2 > a1





















(Uj − Vj) ≥ N(a2 − a1)
⎞
⎠
Thus for each γ > 0, by Markov’s inequality,







EeγU1Ee−γV1 (1 − (EeγU1Ee−γV1)k)
1 −EeγU1Ee−γV1
.
Note that for each N ≥ 1,
(EeγU1Ee−γV1) = ead(e










Let r1 be large enough so that e
ad(eγ−1)er1(e
−γ−1)/2 < 12 and r1 > −2
log(1−α0)
γ . If we fix r ≥ r1 and
let a2 = r and a1 = r/2, then




2 < (1 − α0)N ≤ (1 − α0).







Px(X̃N1 ∈KNr ∣ σN∂ > 1) ≐ c0 > 0.
Finally, for all N > 1, r ≥ r1, and x ∈KNr
Px(X̃N1 ∈KNr ; σN∂ > 1) = Px(X̃
N
1 ∈KNr ∣ σN∂ > 1)Px(σ
N
∂ > 1) ≥ c0(1 − α0) > 0.
The result follows.
Denote by QN the collection of all µ ∈ P(∆oN) such that for every c ∈ (0,∞), there exists
a r ∈ (0,∞) such that Eµ(ecσ̂
N
r ) < ∞. The following result gives the existence of QSD for the
chain XN for each N and provides an important characterization of these QSD.
Theorem 11. There is a probability measure µN on ∆
o








) → µN in the total variation distance. For each N ∈ N, the measure µN is a
QSD for {XNn }. It is the unique QSD for {XNn } that belongs to QN .
Proof. Fix N ∈ N and let r1 ∈ (0,∞) and θ2 ∈ (0,1] be as in the second statement in Lemma
27. Fix r2 ≥ r1, let K =KNr2 and define ϕ2 ∶ ∆
o
N → R+ by ϕ2(x) ≐ 1K(x).
Fix an arbitrary θ1 ∈ (0, θ2). From Lemma 25 there is a r3 > r2 such that for any fixed
r ≥ r3
ϕ1(x) ≐ Ex (θ−τ̂
N
r
1 ) <∞ for all x ∈ ∆
o
N . (2.35)
We now verify the conditions of Theorem 10 with the above choice of K,ϕ1, ϕ2, θ1 and θ2. It is
clear that condition (B1) is satisfied with n2(x) = 1. Also, (B2)(b) is satisfied, since ϕ2(x) = 1
for each x ∈ K. Since θ1 ∈ (0,1), inf
x∈∆oN
ϕ1(x) ≥ 1. Also, since K ⊂ KNr , sup
x∈K
ϕ1(x) = 1, and












Py(XN1 = x) ≐ κ1 > 0,
the inequality in (2.31) is satisfied with C = κ−11 . Thus, from Theorem 10 it follows that there
exists a QSD µN for {XNn } that satisfies
EµN (θ
−τ̂Nr







, for any xN ∈K. (2.36)
We now show that µN ∈ QN . Fix c ∈ (0,∞). Let ϕ2, θ2 and K be as above. Choose θ∗1 ∈
(0, θ2 ∧ e−c). From the second statement in Lemma 25 there exists a r4 > r3 such that
ϕ̃1(x) ≐ Ex ((θ∗1)
−τ̂Nr4) <∞ for all x ∈ ∆oN .
Then from the previous argument, there is a QSD µ̃N for {XNn } such that
Eµ̃N (e













, for any xN ∈K.
From (2.36) we now see that µN = µ̃N and that EµN (e
cτ̂Nr4 ) < ∞. Since c > 0 is arbitrary, it
follows that µN ∈ QN . Also, since r2 ≥ r1 is arbitrary, we see (by choosing a larger K if needed)
that the convergence in (2.36) holds for all xN ∈ ∆oN .
Finally we argue uniqueness. Let µ̃N ∈ QN be a QSD for {XNn }. Choose r5 ≥ r1 such that
µ̃N(KNr5) > 0. Consider K̃ =K
N
r5 and ϕ̃2 = 1K̃ . Fix θ1 ∈ (0, θ2) and let r > r5 be such that
Eµ̃N ((θ1)
−τ̂Nr ) <∞, and Ex((θ1)−τ̂
N
r ) <∞ for all x ∈ ∆oN .
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Then by the previous argument (and Theorem 10)
EµN ((θ1)
−τ̂Nr ) <∞ and µN(K̃) > 0.
But since the above two properties are also satisfied by µ̃N , from Theorem 10 we must have
µN = µ̃N .
2.7.6 Tightness of Quasi-Stationary Distributions
We now prove the tightness of the sequence of QSD {µN} given in Theorem 11.
Theorem 12. Let for N ∈ N, µN be as given in Lemma 11. Then, the sequence {µN} is tight.
Proof. Recall the definition of PNn from (2.7) and let P̃
N



















, n,N ∈ N} (2.37)
is tight for some sequence {xN}, where xN ∈ ∆oN for each N . For this it suffices to show that







n ⋅ 1 ≥ L1 ∣ σN∂ > n) ≤ ε.





Px(X̃N1 ∈Kr;σN∂ > N) ≥ θ2 > 0,
so for every r ≥ r1, with ϕr2(x) = ϕ2(x) ≐ 1Kr(x), for each N ∈ N,
PN1 ϕ
r
2(x) ≥ θ2ϕr2(x) for all x ∈ ∆oN .
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Recall that a = max1≤i≤d ∥Fi∥∞ <∞ and X̃Nk = X
N
Nk for k ∈ N. We now consider a coupling
between the sequence of d-dimensional random variables {Xnk } and a sequence {Z
N
k } of N/N -
valued random variables that preserves certain monotonicity properties. Note that {Xnk } can be
constructed as follows. Consider a collection of iid random fields {(UNk (x), V
N
k (x)), x ∈ ∆
o
N}k∈N
where UNk (x) is a d-dimensional random variable with mutually independent coordinates dis-
tributed as Poisson random variables with means FNi (x), i ∈ {1, . . . , d}, and V Nk (x) is a d-
dimensional random variable, independent of UNk (x), of mutually independent Binomial ran-












k )), k ∈ N0,X
N
0 = xN . (2.38)
gives a construction for the Markov chain {Xnk }. Then we can construct, along with the above
iid random fields, iid fields {(ANk (z),B
N
k (z)); z ∈ N/N}k∈N such that
ANk (x ⋅ 1) ∼ Poi(ad − F (x) ⋅ 1), and D
N
k (x) ≐ A
N
k (x ⋅ 1) +U
N








k (x)⋅1) ≤ z−x⋅1, for x ∈ ∆
o
N and z ∈ N/N.














0 = zN .
The sequence ZNk describes the evolution of the (scaled) population size of a single-type pop-
ulation in which at each time step any particle can die with probability 1/N independently of
other particles, and Poi(ad) new particles are born. Let Y Nk ≐ X
N
k ⋅ 1. Then, by construction,
ZNk ≥ Y
N
k for all k,N .
Fix r ≥ r1 and let xN be in Kr ∩∆N for each N . Also, let zN = xN ⋅1. In order to prove the









n ⋅ 1 ≥ L1 ∣ σN∂ > n) ≤ ε.
Let Z̃Nn ≐ ZNnN for n ∈ N0, N ∈ N, and define
σN,Zr ≐ inf{n ∈ N0 ∶ Z̃Nn ≤ r}, σ
Z,N
∂ ≐ inf{n ∶ Z̃
N
n = 0}.
Using similar arguments as in the proofs of Lemmas 25 and 26 we can assume without loss of
generality that r is large enough so that there is a θ1 ∈ (0, θ2) such that for
ϕN1 (z) ≐ Ez (θ
−(σN,Zr ∧σZ,N∂ )











we have C <∞ and




1 (z) +C1B(z), z ∈ N/N,N ∈ N.
For fixed L < ∞, there is a L1 ∈ (r0,∞) such that for all z ≥ L1, we have ϕN1 (z) ≥ L for all
N ∈ N. Then, with ϕ2 = ϕr02
PxN (X̃
N
n ⋅ 1 ≥ L1 ∣ σN∂ > n) ≤ PzN (Z̃
N
n ≥ L1 ∣ σN∂ > n) ≤ P(ϕ
N
1 (Z̃Nn ) ≥ L ∣ σN∂ > n)
≤ L−1E(ϕN1 (Z̃Nn ) ∣ σN∂ > n) = L
−1


































































(n−1) ⋅ 1)1σN∂ >n−1)
Thus
































Since xN ∈Kr for each N ,
PxN (X̃
N
n ⋅ 1 ≥ L1 ∣ σN∂ > n) ≤ L




2.7.7 Completing the Proof of Theorem 2
We can now complete the proof of Theorem 2. We will apply Theorem 1. From Sections
2.7.1, 2.7.2, 2.7.3, 2.7.4 it follows that Assumptions 2, 3, 4 and 5 are satisfied. From Section








converges to µN in the total variation distance as n → ∞. Furthermore, the measure µN is a
QSD for {XN}. From Section 2.7.5 the sequence {µN}N∈N is relatively compact as a sequence
of probability measures on ∆. Theorem 2 is now immediate from Theorem 1.
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CHAPTER 3
Approximating Quasi-Stationary Distributions with Interacting Reinforced
Random Walks
3.1 Introduction
Since QSD are the primary means through which one can describe the long-term stability
of stochastic dynamical systems with absorbing states, it is important to develop methods that
can efficiently estimate them. As discussed in Chapter 1, the QSD of a finite-state Markov
chain is given as the solution to a system of nonlinear equations. Due to this nonlinearity, when
the state space of the Markov chain is large or its dynamics are ill-conditioned, deterministic
numerical methods may be ill-suited to estimating the QSD of the chain. Consequently, a wide
body of research has developed around investigating and analyzing stochastic approaches to the
approximation of QSD. The two main simulation-based approaches to QSD approximation were
introduced in the works of Fleming and Viot (1979) and Aldous et al. (1988). The approach
introduced by Fleming and Viot relies on a large system of interacting particles whose empirical
measure converges to the QSD as the number of particles and time increase. The method
introduced by Aldous, Flannery and Palacios uses the time occupation measure of a single
particle to approximate the QSD of the chain, and can be viewed as a stochastic approximation
method (Benäım and Cloez, 2015).
In this chapter we introduce two new stochastic methods that can be used to approximate
the QSD of a finite Markov chain. These methods are described in terms of a large collection of
particles that interact with each other through the combined time occupation measure of the
entire system. Accordingly, these methods combine many of the beneficial aspects of both of
the simulation-based QSD approximation schemes. For example, since there are many particles
simultaneously evolving, these methods are able to more quickly explore the state space when
compared to the single-particle approach introduced in Aldous et al. (1988). Additionally, since
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the number of particles and time simultaneously increase in our methods, these methods avoid
the finite-time deficiencies of other interacting-particle-based approaches. In particular, we
show that as time increases, approximations computed from both of the methods introduced
in this work converge almost surely to the QSD of the Markov chain. For other interacting-
particle-based approaches, if one does not initialize the system with a sufficiently large number
of particles, then the empirical measure of the particles will not converge to the QSD, but rather
to the law of the Markov chain conditioned on non-absorption up to a fixed time instant.
The main results of this chapter characterize the asymptotic behavior of the two methods
we introduce. The two methods are described in detail in Section 3.1.2, but, at a high level, they
can be differentiated as follows. The first scheme starts out with a large number of particles at
time 0. This number of particles is determined by the length of time for which the algorithm
will be run, and is denoted by a(n). Consequently, at each time instant, the first method’s
approximation is given by the combined time occupation measure of a(n) particles. The second
scheme starts with a single particle at time 0, but as time passes, branching events occur and
more particles are added to the system so that there are a(n) particles at time instant n. For the
first method we provide a law of large numbers (LLN) result which provides almost-sure upper
bounds on the method’s convergence rate as time and the number of particles in the system
simultaneously increase. We then use this result on the algorithm’s convergence rate to establish
a central limit theorem (CLT) describing the approximation’s fluctuations around the QSD as
the number of particles and time become large. For the second method we establish a LLN
showing that the approximation converges almost surely to the QSD as time increases. We also
establish a CLT for the second method, but in contrast to the CLT of the first approximation
scheme, this CLT does not require that we establish any rates of convergence in the LLN. The
key assumptions made in this chapter are on the step-size of the algorithms and the number of
particles in each system at time n. In particular, some of our results require that a(n) = o(n).
3.1.1 Organization
This chapter is organized as follows. In Section 3.2 we prove a.s. convergence of Algorithm
I and provide some associated rate of convergence bounds (Theorem 13). In Section 3.3 we
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analyze the noise terms of Algorithm I. Combining results of Sections 3.2 and 3.3, in Section
3.4 we prove the central limit theorem for this algorithm stated in Theorem 14. In Section 3.5
we prove a.s. convergence for Algorithm II and in Section 3.6 we establish the corresponding
CLT. Finally, in Section 3.7 we present some exploratory numerical experiments.
3.1.2 Description of the algorithms
We denote by P(∆o) the space of probability measures on ∆o. Letting d ≐ ∣∆o∣, P(∆o) can
be identified with the (d − 1)-dimensional simplex





For notational convenience, elements of ∆o will be labeled as {1,2, . . . d}. For each ν ∈ P(∆o),
we consider a transition probability kernel K[ν] on ∆o given by
K[ν]x,y ≐ Px,y + Px,0 ν(y) for x, y ∈ ∆o. (3.1)
For each ν ∈ P(∆o), the Markov chain associated with the transition probability kernel K[ν]
is irreducible, and we denote the corresponding unique invariant distribution by π(ν). Define
h(ν) ≐ π(ν) − ν for ν ∈ P(∆o).
It is well known that h ∶ S → TS ≐ {x ∈ Rd ∶ ∑di=1 xi = 0} is a smooth function and the Jacobian
matrix ∇h(θ∗) is a Hurwitz matrix, in particular there is some L > 0 such that the eigenvalues
of ∇h(θ∗) have their real parts bounded above by −L; see (Benäım and Cloez, 2015, Corollary
2.3).
The approximation algorithms described below are given in terms of a certain step size




, k ∈ N0, (3.2)
where N∗ = ⌊γ∗⌋ + 1. Let {a(n)}n∈N be a sequence of positive integers increasing to ∞.
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Algorithm I. For fixed x0 ∈ ∆o, we consider a collection {Xi,nk }1≤i≤a(n),n∈N,k∈N0 of ∆
o–valued
random variables, an array {θnk}n∈N,k∈N0 of P(∆
o)–valued random measures, and a collection
{Fnk }n∈N,k∈N0 of σ-fields given on some probability space (Ω,F ,P), defined recursively as follows.
For n ∈ N and k = 0, let
Xi,n0 ≐ x0, 1 ≤ i ≤ a(n), F
n
0 ≐ {∅,Ω} and θn0 ≐ δx0 .
Having defined the above random variables and σ-fields for some k ∈ N0 and all n ∈ N, define,
for each n ∈ N and 1 ≤ i ≤ a(n)
P (X1,nk+1 = y1, . . . ,X
a(n),n






K[θnk ]xi,yi . (3.3)
on the set {X1,nk = x1, . . . ,X
a(n),n





k+1, . . . ,X
a(n),n
k+1 )
and the new estimate of the QSD is given by












We are interested in the asymptotic behavior of θn ≐ θnn. In order to write {θnk}
∞
n=1 as a stochastic











− π(θnk ). (3.5)





k ) + ε
n
k+1). (3.6)
Algorithm II. In order to distinguish from the notation used for the first scheme, we will use
bold symbols to denote some key quantities with slightly different definitions than those in the
definition of the first algorithm. In this method, rather than starting with a(n) particles, we
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will start with 1 particle at time 0 and add particles over time. This algorithm is therefore
described by a single sequence of random variables rather than by an array. In particular a(n)
will denote the number of particles at the n-th time step rather than the number of particles in
the n-th sequence in the array. Here {a(n)} is a non-decreasing sequence of integers satisfying
the following:
1. a(0) = 1.
2. For each n ∈ N, a(n + 1) − a(n) ≤ 1.
3. The number of particles at instant n is a(n) and there is some ζ ∈ (0,1) such that the
n-th particle is added at time step b(n) = ⌊n1/ζ⌋.
The above properties in particular say that a(n) ∼ nζ and the sequence {b(n)} satisfies b(1) ≐ 0,
and
b(n) ≐ inf{m > b(n − 1) ∶ a(m) = a(n − 1) + 1}. (3.7)
We will also need a {1, . . . , a(n)} valued random variable ιn which will tell us where to add
the new particle at time instant n + 1 if a(n + 1) = a(n) + 1. The precise manner in which this
particle is added is not important and one can use an arbitrary non-anticipative rule for doing
so. More precisely, the scheme is given as follows.
Consider a collection {Xin}1≤i≤a(n+1),n∈N0 of ∆
o–valued random variables, a sequence
{ιn}n∈N0 of random variables with ιn taking values in {1, . . . , a(n)}, a sequence {θn}n∈N0 of
P(∆o)–valued random measures, and a sequence {Fn}n∈N0 of σ-fields given on some probabil-
ity space (Ω,F ,P), recursively defined as follows. We let
X10 ≐ x0, ι0 ≐ 1, F0 ≐ {∅,Ω} and θ0 ≐ δx0 .
Note a(0) = a(1) = 1. We let ι1 ≐ 1. Having defined {Xin}1≤i≤a(n+1), θn, ιn+1 and Fn, define
the elements for the next step as follows:
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• Conditioned on Fn, particles evolve according to the kernel K[θn] independently. In partic-
ular, if no branching occurs, namely a(n + 2) = a(n + 1), then
P (X1n+1 = y1, . . . ,X
a(n+2)





on the set {X1n = x1, . . . ,X
a(n+1)
n = xa(n+1)}. On the other hand, if a branching event occurs,
i.e. a(n + 2) = a(n + 1) + 1, on the set {X1n = x1, . . . ,X
a(n+1)
n = xa(n+1) and ιn+1 = `}, the
particle with index ` will replicate, the new particle be given the index a(n + 2), and
P (X1n+1 = y1, . . . ,X
a(n+2)










• With Gn+1 ≐ Fn ∨σ{X1n+1, . . . ,X
a(n+2)
n+1 } and Hn+1 an arbitrary σ-field independent of Gn+1,
let ιn+2 be an arbitrary Gn+1∨Hn+1 measurable random variable with values in {1, . . . , a(n+
2)}.
• Let Fn+1 = Fn ∨ σ(X1n+1 . . . ,X
a(n+2)
n+1 ) ∨ σ(ιn+2).
• Finally, let the new QSD estimate be








Note that by construction, θn, {Xin}1≤i≤a(n+1), and ιn+1 are Fn measurable for all n ∈ N0.
Also note that ιn+1 plays a role in the definition of the measure θn+2 only when a(n + 2) =
a(n + 1) + 1.









n+1 ≐ δXin+1 − π(θn). (3.9)
Then the evolution equation in (3.8) can be rewritten as
θn+1 = θn + γn+1(h(θn) + εn+1). (3.10)
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3.1.3 Statement of results
We first describe the results for Algorithm I, namely the algorithm given by (3.6). The
following theorem proves that the approximation scheme converges a.s. to the unique QSD θ∗
and provides an a.s. upper bound on the rate at which {θnk} converges to θ∗.
Theorem 13. As n → ∞, θnn → θ∗ almost surely. Furthermore, for each p ∈ (0,1), there is a
β > 0, such that for P-a.e. ω, there is a n0 ≡ n0(ω) ∈ N such that for all n ≥ n0 and np ≤ k ≤ n,
∥θnk − θ∗∥ ≤ k
−β.
Theorem 13 is proved in Section 3.2. The next theorem provides a central limit theorem




This sequence will give the scaling factor in the CLT. The covariance matrix for the limiting
Gaussian distribution is given in terms of a nonnegative definite matrix U∗ which is introduced
later in (3.48). For the CLT we will need additional conditions on the step sizes and the number
of particles in the system.
Theorem 14. Suppose that a(n)/n→ 0 as n→∞ and γ∗ > L−1. Then, as n→∞,
σn(θnn − θ∗)
L→ N (0, V ),
where V is the solution to the Lyapunov equation
U∗ +∇h(θ∗)V + V∇h(θ∗)T + γ−1∗ V = 0, (3.12)
U∗ is the nonnegative definite matrix given by (3.48), and
L→ denotes convergence in distribution.
Theorem 14 is proved in Section 3.4 by combining results from Sections 3.2 and 3.3.
The following are our main results for Algorithm II given by (3.10). The first result proves
the a.s. convergence of the scheme. This time we don’t provide convergence rates as it turns
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out that unlike the proof of Theorem 14, the proof of Theorem 16 does not require the use of
convergence rates.
Theorem 15. As n→∞, θn → θ∗ almost surely.
Theorem 15 is proved in Section 3.5.
Our final result gives a CLT for Algorithm II. Proof is given in Section 3.6.
Theorem 16. Suppose that a(n)/n→ 0 as n→∞ and γ∗ > L−1. Then, as n→∞,
σn(θn − θ∗)
L→ N (0, V ),
where V is the solution to the Lyapunov equation
U∗ +∇h(θ∗)V + V∇h(θ∗)T + (1 + ζ)γ−1∗ V = 0,
and U∗ is the nonnegative definite matrix given by (3.48).
Remark 3.1.1. The condition γ∗ > L−1 is used in an important way in the proofs of CLT
in Theorems 14 and 16. We note that the CLT for a single particle scheme given in (Benäım
and Cloez, 2015) allows for any γ∗ > (2L)−1. Thus, we find that for CLT results here we need
larger step sizes than those allowed for the single particle scheme. Larger step sizes correspond
to placing higher weights on particle states at later time instants. This need for suitably
emphasizing later time points more arises in order to counterbalance the variability due to the
large number of particles at any fixed time instant.
Remark 3.1.2. Recall that for the CLT results we require that a(n) = o(n). This condition is
crucial in obtaining the estimates on the discrepancy array (resp. sequence) given in Lemma 36
(resp. Proposition 11). As noted in the Introduction, when a(n) ∼ n one expects nonstandard
fluctuation behavior under the natural CLT scaling. To see this, consider the elementary
setting of a collection of i.i.d. Markov chains. Specifically, let {Xnm, m ∈ N0}n∈N be a collection
of i.i.d. irreducible Markov chains on ∆o with transition probability kernel K0 and stationary
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distribution θ∗. For simplicity suppose that X
n












− θ∗), m,n ∈ N. (3.13)
It is straightforward to show that if a(n) = o(n), then, as n→∞,
√
a(n)n(θnn − θ∗)
L→ N (0, U∗).
where U∗ is defined in a similar manner as in (3.48). However when a(n) ∼ a∗n for some a∗ ∈
(0,∞), a different behavior emerges, and in fact the asymptotic mean of the scaled differences
√
a(n)n(θnn − θ∗) is nonzero as n→∞. In particular, one can easily see that
√
a(n)n(θnn − θ∗)
L→ N (α∗, U∗),
where
α∗ ≐ a∗[(K0Q0)x0,⋅ − θ∗(K0Q0)], θ∗(K0Q0) ≐ ∑
x∈∆o
(K0Q0)x,⋅θ∗(x),
where Q0 is defined as in (3.15) on replacing on its right side K[ν] with K0 and Π(ν) with the
d× d matrix [θ∗, θ∗,⋯]T . For the stochastic approximation algorithms considered in this work,
in order to study the limit behavior when a(n) ∼ n one will need to carefully analyze the limiting
behavior of state dependency in the (appropriately scaled) discrepancy array/sequence, which
describes the deviations of the linearized evolution from the underlying stochastic approximation
algorithm (see discussion in Section 3.1.4 below) in order to identify the asymptotic ‘drift’ in
the Gaussian limit. This study will be taken up elsewhere.
Remark 3.1.3. Since in Algorithm II one particle is added at a time and at time k there













From Theorem 16 it follows immediately that
βn(θn − θ∗)
L→ N (0, Ṽ ),
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where Ṽ is the unique solution to the Lyapunov equation
(1 − ζ)U∗ + (1 + ζ)γ−1∗ Ṽ +∇h(θ∗)Ṽ + Ṽ∇h(θ∗)T = 0. (3.14)
On the other hand, recall that for Algorithm I the central limit theorem takes the form
σn(θnn − θ∗)
L→ N (0, V ),
where V is the solution to (3.12). The quantities V and Ṽ can be viewed as the ‘per-particle’
asymptotic covariance matrices for the two numerical schemes.
3.1.4 Decomposition and linearization
One of the key ingredients in the proofs is the following explicit representation of the solution
of Poisson’s equation associated with the transition probability kernel K[⋅]. For a proof, see
(Benäım, 1997, Lemma 5.1).
Lemma 28. For each ν ∈ P(∆o), let Π(ν) be the d × d matrix with entries Π(ν)x,y = π(ν)y.




[exp (t(K[ν] − I)) −Π(ν)] dt, (3.15)
is well-defined and the map ν ↦ Q[ν] is continuously differentiable. Furthermore,
(I −K[ν])Q[ν] = Q[ν](I −K[ν]) = I −Π(ν). (3.16)
Using the above result, and following (Benäım, 1997; Benäım and Cloez, 2015), we de-
compose the noise in Algorithm I given in (3.5) in the following manner: for each n ∈ N and
1 ≤ i ≤ a(n), write
εi,nk+1 = δXi,n
k+1
− π(θnk ) = (X
i,n
k+1)
T (I −Π(θnk ))
= (Xi,nk+1)
T (I −K[θnk ])Q[θ
n


































































Along with the above evolution equation, it will be helpful to consider the linearized evolu-
tion array {µnk} given by





and to study the discrepancy array {ρnk} given by
ρn0 ≐ θn0 − θ∗ and ρnk ≐ (θ
n
k − θ∗) − µ
n
k . (3.21)




k for all k ∈ N0. As in (Fort, 2013), the proof of Theorem 14 relies
on two steps: the first is to prove a central limit theorem for the sequence {µnn} (with suitable
scaling), and the second is to show that under the central limit scaling, the sequence {ρnn} tends
to 0 in probability.
We follow a similar approach for Algorithm II introduced in (3.8). This time we define the















where the terms for each particle are given by
ein+1 ≐ Q[θn]Xin+1,⋅ − (K[θn]Q[θn])Xin,⋅
rin+1 ≐ (K[θn]Q[θn])Xin,⋅ − (K[θn]Q[θk])Xin+1,⋅
(3.23)
Then the sequence {θn} defined in (3.8) can be rewritten as
θn+1 = θn + γn+1h(θn) + γn+1en+1 + γn+1rn+1. (3.24)
We also introduce the linearized evolution sequence {µk} given by
µ0 ≐ 0 and µn+1 ≐ (I + γn+1∇h(θ∗))µn + γn+1en+1 (3.25)
and we define the discrepancy sequence {ρk} by
ρ0 ≐ θ0 − θ∗ and ρn+1 ≐ θn+1 − θ∗ −µn+1. (3.26)
The proof once more proceeds by first establishing a central limit theorem for the linearized
evolution and then showing that the discrepancy is asymptotically negligible.
3.1.5 Notation
The following notation will be used in this chapter. Convergence in distribution of random
variables Zn to Z will be denoted as Zn
L→ Z. Constants in the proofs of various estimates will
be denoted as κ,κ1, κ2,⋯; their values may change from one proof to next. For a space S, m ∈ N
and a bounded h ∶ S → Rm, ∥h∥∞ ≐ sups∈S ∥h(s)∥. For nonnegative sequences {an}, {bn} we
write an ∼ bn, if an/bn → 1 as n→∞. For a vector v ∈ Rd, the j-th coordinate will be denoted as
v(j) or vj . We denote by C0 ≐ C0(R+,P(∆o)) the space of continuous P(∆o)-valued functions
on [0,∞) endowed with the topology of uniform convergence on compact intervals. Recall that





∥xn(t) − x∗(t)∥ = 0.
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2−T min{1, ∥x − y∥T,∗}, x, y ∈ C0.
3.2 Convergence of Algorithm I
This section is dedicated to the proof of Theorem 13. In Section 3.2.1 we introduce a notion
of pseudo-trajectory sequences for the flow induced by h that is motivated by ideas of asymptotic
pseudo trajectories considered in (Benäım, 1999; Benäım and Cloez, 2015) and which is more
well-suited for the array-type stochastic approximations studied here. In Section 3.2.2 we show
that the sequence {θ̂n} of continuous time processes obtained from a suitable interpolation
of our stochastic approximation array {θnk} satisfies the pseudo-trajectory sequence property
introduced in Section 3.2.1 and finally, in Section 3.2.3 we use this fact to complete the proof
of Theorem 13.
3.2.1 Pseudo-trajectory sequences
Consider the sequence of algorithm update time instants {τk} associated with the SA,
defined as




γj , k ∈ N. (3.27)
For r ∈ R+, we let τr ≐ τ⌊r⌋. For ν ∈ P(∆o), consider the ODE associated with the flow induced
by h,
Φ̇(t) = h(Φ(t)), Φ(0) = ν. (3.28)
We denote the solution to (3.28) with initial condition Φ(0) = ν by {Φt(ν)}.
We now introduce a notion of a pseudo-trajectory sequence that will be convenient for our
purposes.
Definition 17. For λ < 0 and p ∈ (0,1], we say that a sequence {Xn} ⊂ C0 is a (λ, τn, p)-
pseudo-trajectory sequence (PTS) for Φ if for all T > 0 and ε > 0, there is an n0 ∈ N such that
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for all n ≥ n0 and 0 ≤ j ≤ Ln ≐ Ln(p, T ) ≐ ⌊ 1T (τn −
τnp
2
)⌋ + 1, and tn,j ≐ τnp2 + jT ,
sup
0≤u≤2T
∥Xn(tn,j + u) −Φu(Xn(tn,j))∥ ≤ exp{(λ + ε)tn,j}.
The following lemma provides an upper bound for the rate at which a (λ, τn, p)-PTS con-
verges to θ∗. Recall that the largest eigenvalue of ∇h(θ∗) is bounded above by −L < 0.
Lemma 29. Suppose that for some λ < 0 and p ∈ (0,1), {Xn} is a (λ, τn, p)-PTS for Φ. Then
there is some β > 0 and n0 ∈ N such that for all n ≥ n0, if np ≤m ≤ n, then
∥Xn(τm) − θ∗∥ ≤ exp(−βτm).
Proof. Fix α1 ∈ (0, L). Then we can find (cf. (Benäım and Cloez, 2015, Lemma 2.1)) some
T ∈ (0,∞) so that for all ν ∈ P(∆o),
sup
T≤u≤2T
∥Φu(ν) − θ∗∥ ≤ exp(−α1T )∥ν − θ∗∥.
For np ≤ m ≤ n, let 0 ≤ j(m) ≤ Ln be such that tn,j(m)+1 ≤ τm ≤ tn,j(m)+1 + T and let u(m) ≐
τm − tn,j(m), so that
τm = (τm − tn,j(m)) + tn,j(m) = u(m) + tn,j(m).
Note that u(m) ∈ [T,2T ]. Now, fix ε ∈ (0,−λ), and let α2 ≐ −(λ + ε) > 0. Define α ≐ α1 ∧ α2.
Since {Xn} is a (λ, τn, p)-PTS for Φ, we can find some n0 such that for all n ≥ n0 and for each
np ≤m ≤ n,
∥Xn(τm) − θ∗∥ ≤ ∥Xn(u(m) + tn,j(m)) −Φu(m)(Xn(tn,j(m)))∥ + ∥Φu(m)(Xn(tn,j(m))) − θ∗∥




) + exp(−αT )∥Xn(tn,j(m)) − θ∗∥.
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Iterating this for an additional j(m) times, we see that there are κi ≡ κi(α,T ) ∈ (0,∞) such
that if n ≥ n0 and m ≥ np, then
























) + exp (−α(j(m) + 2)T ))
(3.29)
Note that, by our choice of j(m),







Also note that for k ∈ N
γ∗(log(k +N∗) − log(N∗)) ≤ τk ≤ 1 + γ∗ log(k +N∗ − 1)
from which it follows that, there is a κ4 ∈ (0,∞) and n1 ≥ n0 such that and all n ≥ n1, τnp2 ≥ κ4τn.
Combining the above two observations with (3.29), we have for all n ≥ n1 and np ≤m ≤ n
∥Xn(τm) − θ∗∥ ≤ 2κ3 exp(−α
τnp
2
) ≤ 2κ3 exp (−ακ4τm) .
The result follows.
3.2.2 The algorithm as a pseudo-trajectory sequence
In this section we show that a suitable continuous time interpolation of the array {θnk} is
a PTS for Φ in the sense of Definition 17. For n ∈ N, let θ̂n be the continuous-time process
defined as





, t ∈ [0, γk+1) and k ∈ N0.
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We write θ̄n(⋅) to denote the analogous continuous-time process obtained by piecewise constant
interpolations of {θnk}. We will prove in this section that, with λ = −(2γ∗)
−1 and arbitrary
p ∈ (0,1), {θ̂n} is a (λ, τn, p)-PTS for Φ. Towards that end, let
ε̄n(τk + t) ≐ εnk+1, t ∈ [0, γk+1), k ∈ N0 (3.30)
and define





ε̄n(s)ds∥ , 0 ≤ j ≤ Ln, (3.31)
where Ln = Ln(p, T ) is as in Definition 17. In Lemma 30 we provide an estimate relating θ̂n
with ∆(⋅, ⋅, ⋅) that is used to prove asymptotic properties of {θ̂n}. The proof is a consequence
of the Lipschitz property of h and Grönwall’s lemma. Define m ∶ R+ → N0 by
m(t) ≐ sup{k ≥ 0 ∶ t ≥ τk}, t ≥ 0. (3.32)




∥θ̂n(tn,k + u) −Φu(θ̂n(tn,k))∥ ≤ C(T )[∆(n, tn,k, T ) + γm(tn,k)]
Proof. Fix T ∈ (0,∞). Note that, for n ∈ N and t ≥ 0,












Then, for 0 ≤ s ≤ 2T ,
θ̂n(tn,k + s) = θ̂n(tn,k) + ∫
s
0
h(θ̂n(tn,k + u))du +An,k(s) +Bn,k(s).
Also,





Letting K denote the Lipschitz constant of h we see that
∥θ̂n(tn,k + s) −Φs(θ̂n(tn,k))∥ = ∥∫
s
0




∥θ̂n(tn,k + u) −Φu(θ̂n(tn,k))∥du + ∥An,k(s)∥ + ∥Bn,k(s)∥,
(3.33)
for all s ≥ 0. Next for each u ∈ [tn,k, tn,k + 2T ],
θ̂n(u) − θ̄n(u) = θ̂n(u) − θ̂n(τm(u)) = ∫
u
τm(u)
[h(θ̄n(s)) + ε̄n(s)]ds. (3.34)




(h(θ̄n(s)) + ε̄n(s))ds∥ ≤ κ1(u − τm(u)) ≤ κ1γm(u) ≤ κ1γm(tn,k),




∥θ̄n(u) − θ̂n(u)∥du ≤ 2KTκ1γm(tn,k). (3.35)
The result now follows on using the estimate (3.35) in (3.33), recalling the definition of Bn,k
and ∆(n, tn,k, T ), and applying Grönwall’s lemma.
Lemma 35 provides the key estimate in the proof that {θ̂n} is a PTS for Φ. The main
ingredients in its proof are Lemmas 31, 32, 33, and 34 given below. Consider the following









































































The following lemma estimates the error term corresponding to ` = 1. Henceforth in this
section we assume that p ∈ (0,1) and T ∈ (0,∞) are fixed, and λ ≐ −(2γ∗)−1. Recall the
quantities Ln and tn,j from Definition 17.
Lemma 31. Let q ≥ 2. There is a n0 ∈ N and C(q, T ) ∈ (0,∞) such that for all n ≥ n0 and all















≤ C(q, T ) exp (qλtn,k) .
Proof. Note that for each n ∈ N, {δ1,nj }
∞
j=1 is adapted to {Fnj }∞j=1. Additionally, from (3.3), for







E [(Q[θnj ]Xi,nj+1,⋅ −K[θ
n
j ]Q[θnj ]Xi,nj ,⋅) ∣F
n
j ] = 0. (3.39)















j ]Q[θnj ]Xi,nj ,⋅∥ ≤ κ1γj+1
for some κ1 ∈ (0,∞). Thus, for each n ∈ N, {δ1,nj }
∞
j=1 is a martingale difference sequence, and so

























































Next note that, for some κ3(T ) ∈ (0,∞) and n0 ∈ N,












Thus, there is some κ4(q, T ) ∈ (0,∞) such that for all n ≥ n0,
fn,k(q) ≤ κ4(q, T ) exp(−
q
2γ∗
tn,k) = κ4(q, T ) exp (λqtn,k) .
The result follows.
The next three lemmas, namely Lemmas 32, 33, and 34 will be used to bound the remaining
error terms.

































∥δ2,i,nj+1 ∥ ≤ κγm(tn,k).
The result follows.











Proof. Let bi,nj (⋅) ≐ γjK[θ
n






j+1. Then, with κ as in (3.42), we










































Proof. Using the boundedness and Lipschitz property of K(⋅) and Q(⋅), we see that for some
κ1 ∈ (0,∞), ∥δ4,i,nj+1 ∥ ≤ κ1γj+1∥θ
n
j+1 − θnj ∥. Also, from (3.6),
∥θnj+1 − θnj ∥ = γj+1∥h(θnj ) + εnj+1∥ ≤ 3γj+1.
























≤ 3κ1γ2m(tn,k)+1[m(tn,k + 2T ) −m(tn,k) + 1].
The result now follows on noting that from (3.40) and (3.41), for some κ2 ∈ (0,∞)







The following corollary is used in the proof of Lemma 35. Recall the definition of rnk+1 from
(3.18). For a collection of events {An,k ∶ 0 ≤ k ≤ Ln, n ∈ N} we denote
{An,k i.o. } ≐ {ω ∶ ω ∈ An,k for infinitely many (n, k), s.t. 0 ≤ k ≤ Ln, n ∈ N}.
98





















Proof. Fix T,C ∈ (0,∞). From Lemmas 32, 33, and 34, and (3.41), for some κ1 ∈ (0,∞), n0 ∈ N,































The last expression can be bounded by 12 exp(λtn,k) for n sufficiently large. The result follows.
We now present the key estimate that will be used to prove Theorem 13.







log ∆(n, tn,k, T ) ≤ λ a.s.
Proof. Fix T ∈ (0,∞) and ε ∈ (0,−λ). Write σ = λ + ε. From the boundedness of εnk+1, we can
find κ1 ∈ (0,∞) such that














+ κ1 [ sup
0≤u≤T












From (3.38) it follows that


























































From Corollary 4, since σ > λ, the second term in (3.43) equals 0. Since ε ∈ (0,−λ) is arbitrary,









































































where C(q, T ) is as in Lemma 31. The equation in (3.44) now follows from the Borel-Cantelli
lemma and the result follows.
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3.2.3 Proof of Theorem 13
We now complete the proof of Theorem 13. Fix p ∈ (0,1) . From Lemma 30, for every
T <∞, there is a C(T ) ∈ (0,∞) such that for all n ∈ N and all 0 ≤ k ≤ Ln,
sup
0≤u≤2T
∥θ̂n(tn,k + u) −Φu(θ̂n(tn,k))∥ ≤ C(T )[∆(n, tn,k, T ) + γm(tn,k)]. (3.46)
Additionally, Lemma 35 ensures that for a.e. ω, for every ε ∈ (0,−λ), T < ∞, there is some
n1 ≡ n1(ω, ε, T ) ∈ N such that for all n ≥ n1 and all 0 ≤ k ≤ Ln,
∆(n, tn,k, T ) ≤ exp (tn,k (λ + ε/2)) .




∥θ̂n(tn,k + u) −Φu(θ̂n(tn,k))∥ ≤ exp ((λ + ε) tn,k) .
We have thus shown that {θ̂n} is a.s. a (λ, τn, p)-pseudo-trajectory, so Lemma 29 ensures that
there is some β > 0 and n0 = n0(ω) ∈ N such that for all n ≥ n0 and np ≤ k ≤ n,
∥θ̂n(τk) − θ∗∥ ≤ exp(−βτk).
The result follows.
3.3 Analysis of the noise terms in Algorithm I
The goal of this section is to provide estimates on the error terms defined in (3.18) that will
be useful for the study of the CLT. In Section 3.3.1 we characterize the covariance structure of
the error terms {enk+1}. In Section 3.3.2 we provide some bounds on the moments of {e
n
k+1}.
Finally, in Section 3.3.3 we estimate the remainder terms {rnk+1}.
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3.3.1 Covariance structure of the error terms
We first study the covariance structure of the error terms {enk+1}. Consider the collection
of d × d matrices {Fθ(z) ∶ θ ∈ P(∆o), z ∈ ∆o} defined by, for x, y ∈ ∆o, (θ, z) ∈ P(∆o) ×∆o,
Fθ(z)x,y ≐ ∑
u∈∆o
(K[θ]z,uQ[θ]u,xQ[θ]u,y) − (K[θ]Q[θ])z,y (K[θ]Q[θ])z,x , (3.47)




It is easily verified that U∗ is a nonnegative definite matrix. The following result gives an
expression for the conditional covariance matrix of enk+1.








((U∗)x,y + (D(1),nk )x,y + (D
(2),n
k )x,y) , (3.49)
where the following hold:
(i) There is a C1 ∈ (0,∞) such that for all n ∈ N and 0 ≤ k ≤ n − 1, ∥D(1),nk ∥ ≤ C1∥θ
n
k − θ∗∥.







m−1 ∥ ≤ C2k
−β
Proof. Fix n ∈ N and 0 ≤ k ≤ n − 1. Then, from (3.3), for each x, y ∈ ∆o and 1 ≤ i ≤ a(n),
E [Q[θnk ]Xi,n
k+1,x
















































































































































(Xi,nk )x,y = (U∗)x,y + (D
(1),i,n










(w)π(θnk )w − Fθ∗(w)(θ∗)w), D
(2),i,n
k ≐ Fθnk (X
i,n

































and using (3.53), we obtain the identity in (3.49).







(w)π(θnk )w − Fθ∗(w)π(θ∗)w) . (3.54)
Since the maps θ ↦ K[θ], θ ↦ Q[θ] are bounded and Lipschitz, it follows that θ ↦ Fθ(w)
is a bounded and Lipschitz map as well for every w ∈ ∆o. Also, θ ↦ π(θ) is a bounded and
Lipschitz map (see e.g. (Benäım and Cloez, 2015, Corollary 2.3)). Combining these facts we
see that θ ↦ ∑w∈∆o Fθ(w)π(θ)w is a bounded and Lipschitz map as well. The claim in (i) is
now immediate from the representation of D
(1),n
k in (3.54).
Proof of Claim (ii): It suffices to show that for each (u, v) ∈ ∆o ×∆o, there are some C2, β > 0





(D(2),nm−1 )u,v∥ ≤ C2k
−β.
Now fix (u, v) ∈ ∆o ×∆o and, abusing notation, denote (D(2),nm )u,v once more as D(2),nm . By
another abuse of notation, denote the (u, v)-th coordinate of Fθ(x), for θ ∈ P(∆o) and x ∈ ∆o,
by Fθ(x) as well. For θ ∈ P(∆o) let Uθ ∈ Rd be the vector whose x-th coordinate is given by
Uθ(x) ≐ (Q[θ]Fθ)(x). By the Poisson equation (3.16) we have that
[(I −K[θ])Uθ](x) = Fθ(x) − ∑
w∈∆o
Fθ(w)π(θ)w.
Therefore, if we let
D
(2,a),i,n








k ≐ Uθnk (X
i,n




































k+1, we have that, for each fixed n ∈ N,
{D(2,a),nk }
∞
k=1 is a G
n
k -martingale increment sequence. Applying Burkholder’s inequality, we see





























m−1 ] . (3.55)
For i ≠ j, we have by a conditioning argument, and using (3.3), that
















] ≤ κ2. (3.57)
























































































































Since the maps θ ↦K[θ] and θ ↦ Q[θ] are bounded Lipschitz maps, there is a κ6 ∈ (0,∞) such
that for all x ∈ ∆o and θ, θ′ ∈ P(∆o), ∣Uθ(x) −Uθ′(x)∣ ≤ κ6∥θ − θ′∥. Observe that



























































3.3.2 Bounds on the moments of the error terms
The following result gives a useful moment bound for {enk}.
























. The result is
now immediate on observing that if 1 ≤ i1, i2, i3, i4 ≤ a(n) and i4 ∉ {i1, i2, i3}, then we have that
E[ξi1(x)ξi2(x)ξi3(y)ξi4(y)] = 0, and, for x, y ∈ ∆o, 1 ≤ i1, i2, i3, i4 ≤ a(n), 0 ≤ k ≤ n−1 and n ∈ N,






∣Q[θ]x1,y1 − (K[θ]Q[θ])x2,y2 ∣)
4
<∞.
3.3.3 Analysis of the remainder terms
In this section we provide bounds to control the remainder terms rnk+1.




k+1, such that for some C ∈ (0,∞), and all n ∈ N
and 0 ≤ k ≤ n − 1,
(a) E∥ 1
γk+1




































































Proof of Claim (a): Since θ ↦K[θ], θ ↦ Q[θ] are bounded Lipschitz maps, there is a κ1 ∈ (0,∞)















k ∥ ≤ 2κ1γk+1,
which shows that E∥γ−1k+1r
n,a
k+1∥ ≤ 2κ1.



























3.4 Central Limit Theorem for Algorithm I
The goal of this section is to prove Theorem 14. To do this we first study the linearized
evolution (3.20). Then, in Section 3.4.1, we study the asymptotic behavior of the discrepancy
(3.21). Finally, in Section 3.4.3 we present the proof of Theorem 14.
3.4.1 The linearized evolution





(I + γj∇h(θ∗)), ψ∗(m,m + 1) ≐ I. (3.63)





γkψ∗(m + 1, k + 1)enk . (3.64)
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Furthermore, from (Fort, 2013, Lemma 5.8), with L as introduced above (3.2), for each 0 < L′ <
L there is a C(L′) ∈ (0,∞) such that for all n ∈ N and 1 ≤ k ≤ n











The following proposition provides some useful bounds on {µnk}.
Proposition 6. The following hold:
(i) With probability one, as n → ∞ we have µnn → 0. Furthermore, for each p ∈ (0,1), and
a.e. ω, there is some α > 0 and n0(ω) ∈ N such that if n ≥ n0(ω) and np ≤ k ≤ n, then
∥µnk+1∥ ≤ k
−α.





Proof. The proof of (i) is similar to the proof of Theorem 13 and is omitted for brevity.
Next, using (3.64), (3.65), and Proposition 4, we see that for each L′ ∈ (0, L), there is a
























Choosing L′ ∈ (0, L) such that L′γ∗ > 1/2, and using the form of γk, we can find a κ2 ∈ (0,∞)
such that for all 0 ≤m ≤ n − 1, E∥µnm+1∥2 ≤
κ2γm+1
a(n) . The result follows.
3.4.2 Analysis of the discrepancy
The following result is used to study the asymptotic behavior of {ρnn}. Following (Fort,










(1 − t)2 ∂
2hi
∂θk∂θl
(θ + t(θ − θ∗))dt, 1 ≤ k, l ≤ d. (3.66)
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For 0 ≤ j ≤ n, we denote the random matrix R(n)i (θ
n
j ) as R
(n,j)
i . Then, using Taylor’s expansion,
for 1 ≤ i ≤ d and 0 ≤ j ≤ n,





For brevity we write the above display in a vector form as
h(θnj ) = ∇h(θ∗)(θnj − θ∗) + (θnj − θ∗)TR(n,j)● (θnj − θ∗). (3.67)





(I + γj (∇h(θ∗) + 2(µnj−1)TR(n,j−1)● + (ρnj−1)TR(n,j−1)● )) .
Then for each p ∈ (0,1), L′ ∈ (0, L), and a.e. ω, there is a C = C(p,L′, ω) ∈ (0,∞) such that if
np ≤ k ≤ n, then











Proof. Let A ≐ ∇h(θ∗) and
Anj ≐ ∇h(θ∗) + 2(µnj−1)TR(n,j−1)● + (ρnj−1)TR(n,j−1)●
= ∇h(θ∗) + (µnj−1)TR(n,j−1)● + (θnj−1 − θ∗)TR(n,j−1)● ,
so that with κ1 ≐ supn∈N supθ∈P(∆o) max1≤i≤d ∥R
(n)
i (θ)∥, we have
∥Anj −A∥ = ∥(µnj−1)TR(n,j−1)● + (θnj−1 − θ∗)TR(n,j−1)● ∥ ≤ κ1 (∥µnj−1∥ + ∥θnj−1 − θ∗∥) .
Fix p ∈ (0,1) and L′ ∈ (0, L). Applying Proposition 6(i) and Theorem 13, choose α > 0 and, for
a.e. ω, n1 ∈ N such that if n ≥ n1, and np ≤ j ≤ n, then ∥µnj−1∥ ≤ j−α and ∥θnj−1 − θ∗∥ ≤ j−α. Thus,
for a.e. ω there is an n0 ∈ N such that for all n ≥ n0 and np ≤ j ≤ n, ∥Anj −A∥ ≤ j−α/2. The result
now follows from Lemma 44.
Recall that σn =
√
a(n)/γn. The next result will be used to show that σnρnn
P→ 0 as n→∞.
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γkψ(n, k + 1)rnk]
P→ 0. (3.68)
Proof. Fix L′ ∈ (γ−1∗ , L) and let p ∈ (0,1 − (L′γ∗)−1). Using (3.19), (3.20), (3.21), (3.67) and a
recursive argument, we can write




























4). We begin by showing that
σ1+κn ψ(n,np)ρnnp−1
P→ 0. (3.70)
Since ∥ρnnp−1∥ is a bounded sequence, it is enough to show that σ1+κn ψ(n,np) converges to 0 in
probability. From Corollary 5, for a.e. ω, there is a κ1(ω) ∈ (0,∞) such that
















































From our choice of κ, (p − 1)L′γ∗ + 1 + κ < 0, and so we have, on applying (3.72) with k = np,












































From Proposition 6, there is a κ3 ∈ (0,∞) such that for all n ∈ N and k ≤ n, E∥µnk−1∥
2 ≤





























































which tends to 0 as n→∞, since κ̃ < 1. Combining this convergence with (3.74) and (3.75), we
have (3.73), which together with (3.70) proves the first statement in the lemma.
We now prove the second statement. Let rn,ai , r
n,b
i be as in (3.61) and (3.62), respectively,




























Using Proposition 5(a), we can find some κ7 ∈ (0,∞) such that for all n ∈ N and 1 ≤ k ≤ n,






































































γkψ(n, k + 1)rn,ak ∥
P→ 0. (3.79)
Now, consider the term σn ∥∑nk=1 γkψ(n, k + 1)r
n,b
















γkψ(n, k + 1)rn,bk = γnΞ
n











γkψ(n, k + 1)rn,bk




Ξnk (γk+1ψ(n, k + 2) − γkψ(n, k + 1))





Ξnk (γk+1ψ(n, k + 2) − γkψ(n, k + 2) (I + γk+1H
n
k ))






kψ(n, k + 2) (γ
−1
∗ I +Hnk ) .
(3.81)
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Applying Corollary 5 and Proposition 5, for a.e. ω, we can find a κ9 ≡ κ9(ω) ∈ (0,∞) such that






















which tends to 0 as n→∞. Also, using Proposition 5 we see that for some κ11 ∈ (0,∞)











∥(γ−1∗ I +Hnk )∥ <∞ a.s.,








kψ(n, k + 2) (γ
−1















which, as for (3.78), goes to 0 as n→∞. Upon combining (3.81), (3.82), (3.83), and (3.84), we





γkψ(n, k + 1)rn,bk ∥
P→ 0.
This, along with (3.79), shows (3.68) and completes the proof of the lemma.
3.4.3 Proof of Theorem 14
In order to prove Theorem 14, it will be convenient to consider the array {Zn,k, n ∈ N,1 ≤
k ≤ n} defined for n ∈ N and 1 ≤ k ≤ n as
Zn,k ≐ σnγkψ∗(n, k + 1)enk . (3.85)
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Zn,k = σnµnn. (3.86)
The next lemma is used to verify that a conditional Lindeberg condition holds for {Zn,k}.
Lemma 37. Suppose that γ∗ > (2L)−1. Then, as n→∞, we have ∑nk=1 E∥Zn,k∥4 → 0.
Proof. From Proposition 4, there is κ1 ∈ (0,∞) such that for all n ∈ N and all 1 ≤ k ≤ n,
E [∥enk∥
4] ≤ κ1
a(n)2 . Now, fix L
′ ∈ (0, L) such that L′γ∗ > 1/2, and recall from (3.65) that for some
κ2 ∈ (0,∞), and for all n ∈ N and 1 ≤ k ≤ n,

















































which tends to 0 as n→∞. The result follows.
The next lemma is used in the proof of Theorem 14 to establish the form of the limiting
covariance matrix V . Recall the matrix U∗ introduced in (3.48).
Lemma 38. Suppose that γ∗ > (2L)−1. Define




γ2kψ∗(n, k + 1)
U∗
a(n)
ψ∗(n, k + 1)T ,
and
















P→ V and V (2)n
P→ 0, where V is the matrix given as the unique solution of the
Lyapunov equation
U∗ +∇h(θ∗)V + V∇h(θ∗)T + γ−1∗ V = 0. (3.88)
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Proof. We begin by noting that the Lyapunov equation in (3.88) has a unique solution. Indeed,
note that U∗ is nonnegative definite and ∇h(θ∗) + (2γ∗)−1I is Hurwitz, as −L + (2γ∗)−1 < 0.
The unique solvability of (3.88) is now an immediate consequence of (Horn and Johnson, 1991,
Theorem 2.2.3). Next, noting that




γ2kψ∗(n, k + 1)U∗ψ∗(n, k + 1)
T ,
the proof that V
(1)
n
P→ V as n→∞ follows from (Fort, 2013) (see Section 5.4, Limiting Variance,
therein). Now, recall that with the matrices {D(1),nk } and {D
(2),n
k } introduced in Proposition




















n = V (2,a)n + V (2,b)n , where















γ2kψ∗(n, k + 1)D
(1),n
k−1 ψ∗(n, k + 1)
T ,
and















γ2kψ∗(n, k + 1)D
(2),n
k−1 ψ∗(n, k + 1)
T .
Using part (i) of Proposition 3, we can find some κ1 ∈ (0,∞) such that for all n ∈ N and 1 ≤ k ≤ n,
∥D(1),nk−1 ∥ ≤ κ1∥θ
n
k−1 − θ∗∥. Also, for each p ∈ (0,1), from Theorem 13, we can find α > 0 such that
for a.e. ω, there is an n0(ω) ∈ N such that for all n ≥ n0(ω) and np ≤ k ≤ n, ∥θnk−1(ω)−θ∗∥ ≤ k
−α.
116
Fix L′ ∈ (0, L) such that L′γ∗ > 1/2. Then, for n ≥ n0(ω) and some κ2 ∈ (0,∞), we have














































































Since L′γ∗ > 1/2, both of these terms converge to 0 as n→∞ and so we have that ∥V (2,a)n ∥→ 0




j−1 . Using summation by parts we have






(γ2kψ∗(n, k + 1)Ξ
n
kψ∗(n, k + 1)
T − γ2k+1ψ∗(n, k + 2)Ξ
n
kψ∗(n, k + 2)
T).
(3.90)






P→ 0 as n→∞. (3.91)
Let Ṽ
(2,b)
n = V (2,b)n − γnΞnn. Following (Delyon, 2000), if we let A1 ≐ γkψ∗(n, k + 1), A2 ≐
γk+1ψ∗(n, k + 2), and B ≐ Ξnk , then using the inequality









(∥γkψ∗(n, k + 1) − γk+1ψ∗(n, k + 2)∥ ⋅ ∥Ξnk∥ ⋅ (∥γkψ∗(n, k + 1)∥ + ∥γk+1ψ∗(n, k + 2)∥)).
(3.92)
Furthermore, using the fact that γk+1 − γk+2 ≤ γ2k+1/γ∗, we can find some κ5 ∈ (0,∞) such that
∥γkψ∗(n, k + 1) − γk+1ψ∗(n, k + 2)∥ = ∥γk(I + γk+1∇h(θ∗)) − γk+1I∥∥ψ∗(n, k + 2)∥
≤ (γk − γk+1 + ∥∇h(θ∗)∥γkγk+1) ∥ψ∗(n, k + 2)∥ ≤ κ5γ2k+1∥ψ∗(n, k + 2)∥. (3.93)
Additionally, there is some κ6 ∈ (0,∞) such that for all n ∈ N and 1 ≤ k ≤ n − 1,
∥γkψ∗(n, k + 1)∥ + ∥γk+1ψ∗(n, k + 2)∥ ≤ κ6γk+1∥ψ∗(n, k + 2)∥. (3.94)
Using (3.92), (3.93) and (3.94) we see that






γ2k+1∥ψ∗(n, k + 2)∥
2γk+1∥Ξnk∥.
Thus, from Proposition 3(ii), for some κ7, κ8 ∈ (0,∞),



























P→ 0 as n→∞. The result follows.
We now complete the proof of Theorem 14.




P→ 0 as n → ∞. Thus, it suffices to show that σnµnn
L→ N (0, V ) where V is as in the
statement of the theorem. Recall the martingale difference array {Zn,k} introduced in (3.85),
and note from (3.86) that σnµ
n
n = ∑nk=1Zn,k. In order to complete the proof we apply (Hall and
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n + V (2)n
P→ V,
as n → ∞. Therefore, the conditions of (Hall and Heyde, 1980, Corollary 3.1) are satisfied,
proving that ∑nk=1Zn,k
L→ N (0, V ), as n→∞. The result follows.
3.5 Convergence of Algorithm II
In this section we prove the a.s. convergence of Algorithm II introduced in Section 3.1.2.
Namely we provide the proof of Theorem 15. Recall that in this method, we initialize the
scheme with a single particle and as time progresses, particles are added to the system and the
total time occupation measure of all particles is used to update the SA estimate. The goal of
the section is to prove that θn → θ∗ as n →∞, where θn is as introduced in (3.10). The proof
idea is similar to that in (Benäım and Cloez, 2015). We introduce the continuous-time process
{θ̂(t)} given by
θ̂(τn + t) ≐ θn + t
θn+1 − θn
τn+1 − τn
, t ∈ [0, γn+1), n ∈ N0,
where the sequence {τn} is defined in (3.27). As before, for each ν ∈ P(∆o), we denote the
solution to the ODE (3.28) by {Φt(ν)}. We now recall the notion of an asymptotic pseudo-
trajectory for a single trajectory (Benäım, 1999; Benäım and Cloez, 2015). Recall the space C0
from Section 3.1.5.





∥X(t + u) −Φu(X(t))∥ = 0. (3.95)
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In order to prove Theorem 15 we will show that {θ̂} is a.s. an asymptotic pseudo-trajectory
of Φ. For this, we begin by decomposing algorithm’s noise in the following manner: for each
n ∈ N0, 1 ≤ i ≤ a(n + 1), and x ∈ ∆o, let
δ`,in+1(x) ≐
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γn+1Q[θn]Xin+1,x − γn+1 (K[θn]Q[θn])Xin,x ` = 1
γn+1 (K[θn]Q[θn])Xin,x − γn (K[θn]Q[θn])Xin,x ` = 2
γn (K[θn]Q[θn])Xin,x − γn+1 (K[θn+1]Q[θn+1])Xin+1,x ` = 3
γn+1 (K[θn+1]Q[θn+1])Xin+1,x − γn+1 (K[θn]Q[θn])Xin+1,x ` = 4
(3.96)
where Q(⋅) denotes the solution to the Poisson equation in (3.16).














We will now establish several bounds on the error terms. The following lemma provides a bound
for the martingale noise term, namely the term corresponding to ` = 1. Recall the function m(⋅)
defined in (3.32).












Proof. Note that {δ1j }∞j=1 is adapted to {F j}∞j=1, and E[δ1j+1∣F j] = 0, where F j is as introduced
above (3.8). Thus, {δ1j }∞j=1 is a martingale difference sequence. Furthermore, there is some
κ1 ∈ (0,∞) such that ∥δ1j+1∥ ≤ κ1γj+1 for each j ∈ N0. The result now follows by standard
martingale estimates (see e.g. the proof of Proposition 4.4 in (Benäım, 1999)).
The next result provides bounds for the remaining error terms.
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Proof. The proofs for the cases when ` = 2 and ` = 4 are similar to the proofs of Lemma 32
and Lemma 34, respectively, and are omitted. We now consider the case when ` = 3. Recall




























































































































For t, u > 0, let
n ≐ n(t, u) ≐m(t + u), m ≐m(t), (3.100)




































































































































































































We begin by considering η3(n,m). Let κ1 ≐ supθ∈P(∆o)
x∈∆o
∥K[θ]Q[θ]x,⋅∥, so that ∥βij∥ ≤ κ1γj . Note






a(j)2 . Using the last two estimates,



































Note that there are some c1, c2 ∈ (0,∞) and some t1 ∈ (0,∞) such that if t ≥ t1, then c1m(t)ζ ≤
a(m(t)) ≤ c2m(t)ζ . From the definition of a(⋅) and b(⋅), we see that b(a(m)) ∼m. Fix ε ∈ (0,1).
Then, there is a t2 ∈ (t1,∞) such that if t ≥ t2, then b(a(m(t))) ≥ (1− ε)m(t). It follows that if







Recall that τk = ∑kj=1 γj ∼ γ∗ log(k). From this and the definition of m(⋅) it follows that, with
α = 1/γ∗, for some t3 ∈ (t2,∞) and c3, c4 ∈ (0,∞), and all t ≥ t3,
c3 exp(4αt/5) ≤m(t) ≤ c4 exp(3αt/2).

















c2ζ3 (1 − ε)2ζeζαt/10
. (3.105)






. Then combining (3.103), (3.104), and (3.105), we see that if t ≥ t3,
then sup0≤u≤T ∥η3(n(t, u),m(t))∥ ≤ κ6eζαt/10 , and so, as t→∞,
sup
0≤u≤T
∥η3(n(t, u),m(t))∥→ 0. (3.106)





















which shows that as t→∞,
sup
0≤u≤T
∥η2(n(t, u),m(t))∥→ 0. (3.108)













































Additionally, b(i) ∼ i1/ζ , so we can find some t4 ∈ (0,∞) such that if t ≥ t4 and i ≥ a(m(t)),
then 1b(i) ≤ (1 + ε)
1
















Combining (3.109) and (3.110), we see that
sup
0≤u≤T
∥η1(n(t, u),m(t))∥→ 0, (3.111)
as t → ∞. Finally, consider η0(n,m). We have, for some κ11 ∈ (0,∞), that ∥η0(n,m)∥ ≤
κ11∑nj=m 1j1+ζ , so it follows that as t→∞.
sup
0≤u≤T
∥η0(n(t, u),m(t))∥→ 0. (3.112)
Combining (3.101), (3.106), (3.108), (3.111), and (3.112) we see that the convergence in
(3.98) holds with ` = 3. The result follows.
Define the continuous-time process {ε̄(t), t ≥ 0} by
ε̄(τn + t) ≐ εn+1, t ∈ [0, γk+1), n ∈ N0,
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and define





ε̄(s)ds∥ , t, T ≥ 0.
We now complete the proof of Theorem 15.
Proof of Theorem 15: Fix T ∈ (0,∞). Then, for some κ1 ∈ (0,∞), and all t > 0.






























From Lemma 39 and Lemma 40 we now have that limt→∞ ∆(t, T ) = 0. From (Benäım, 1997,
Proposition 4.1) it follows that {θ̂(t)} is an asymptotic pseudo-trajectory. The result now
follows exactly as in the proof of (Benäım and Cloez, 2015, Theorem 1.2).
3.6 Central Limit Theorem for Algorithm II
In this section we provide the proof of Theorem 16. In Section 3.6.1, we characterize the
covariance structure of the error sequence {en}. In Section 3.6.2 we present some results for
the linearized evolution sequence {µn}, and in Section 3.6.3 we characterize the asymptotic
behavior of the discrepancy sequence {ρn}. The proof of Theorem 16 is completed in Section
3.6.4.
We begin by studying the covariance structure of the error terms.
3.6.1 Covariance structure of the error terms
Recall the collection of matrices {Fθ(z) ∶ θ ∈ P(∆o), z ∈ ∆o} defined by (3.47) and let
U∗ be the d × d matrix introduced in (3.48). The following result gives an expression for the
conditional covariance matrix of {en+1} introduced in (3.22). The proof is similar to the proof
of Proposition 3.










n are d × d random matrices satisfying the following:
(i) for some C1 ∈ (0,∞) and all n ∈ N, ∥D(1)n ∥ ≤ C1∥θn − θ∗∥.









Proof. By a similar argument as in the proof of Proposition 3, we have that







































and using the identity in (3.115). The proof of (i) is similar to the proof of part (i) of Proposition
3 and is omitted. We now show that (ii) holds as well.
Proof of (ii): As in the proof of part (ii) of Proposition 3, it suffices to show that there is





(D(2)m )u,v∥ ≤ C2(n + 1)−β.
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Fix (u, v) ∈ ∆o × ∆o and, once more abusing notation, denote (D(2)m )u,v as D(2)m . Using the






























n = D(2,a)n +D(2,b)n . Note that with Gn ≐ Fn+1, {D(2,a)n }∞n=1 is a {Gn}∞n=1-martingale
increment sequence. Consequently, we can apply Burkholder’s inequality and use a conditioning






















































































































































Since the maps θ ↦K(θ) and θ ↦ Q(θ) are bounded Lipschitz maps, there is a κ3 ∈ (0,∞) such



































































































+ γm]) . (3.122)
The result follows on combining (3.116) and (3.122).
The next result provides a useful bound for the moments of the error sequence {en}. The
proof is similar to the proof of Proposition 4 and is omitted.
Proposition 8. There is some C > 0 such that for all n ∈ N, E∥en∥4 ≤ C/a(n)2.
3.6.2 The linearized evolution sequence
The goal of this section is to study the linearized evolution sequence given in (3.25). The
following lemma says that µn given by the linearized evolution in (3.25) converges a.s. to 0.
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The proof is similar to the proof of (Fort, 2013, Proposition 5.1) and Proposition 6, and is
therefore omitted.
Lemma 41. As n→∞ we have µn → 0 a.s.
The next result is used in the proof of Proposition 11. It provides a useful bound on the




Proposition 9. Suppose that γ∗ > L−1. Then there is some C ∈ (0,∞) such that for all n ∈ N0,
E∥µn+1∥2 ≤ C/σ2n+1.
Proof. Recall the collection of matrices {ψ∗(n, k), n ∈ N, k ≤ n + 1} defined in (3.63). A simple





γkψ∗(n + 1, k + 1)ek. (3.123)
Proposition 8 ensures that there is some κ1 ∈ (0,∞) such that E∥ek∥2 ≤ κ1/a(k) for all k ∈ N.



















Note that there is some κ3 ∈ (0,∞) such that
σ2n ≤ κ3n1+ζ , n ∈ N, (3.124)
















The right side is bounded since γ∗L
′ > 1. The result follows.
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3.6.3 Analysis of the discrepancy sequence
The goal of this section is to show that the discrepancy sequence {ρn} converges to 0 in
probability under the central limit scaling. As in Section 3.4.2, for each n ∈ N, we let R(n)●




i (θn), 1 ≤ i ≤ d, where R
(n)
i (θ), for θ ∈ P(∆
o), is defined as in
(3.66). Note that this tensor satisfies
h(θn) = ∇h(θ∗)(θn − θ∗) + (θn − θ∗)TR(n)● (θn − θ∗). (3.125)





(I + γj (∇h(θ∗) + 2µTj−1R(j−1)● + ρTj−1R(j−1)● )) ,
and let ψ(n,n + 1) ≐ I. The next proposition provides a useful bound on ψ(n, k).
Proposition 10. For each L′ ∈ (0, L), and a.e. ω, there is a C = C(L′, ω) ∈ (0,∞) such that
if 1 ≤ k ≤ n, then











Proof. Let A ≐ ∇h(θ∗) and
An ≐ ∇h(θ∗) + 2µTj−1R(j−1)● + ρTj−1R(j−1)● = ∇h(θ∗) +µTj−1R(j−1)● + (θj−1 − θ∗)TR(j−1)● .
From Theorem 15 and Lemma 41, ∥An −A∥ → 0 a.s. as n → ∞. The result now follows from
(Fort, 2013, Lemma 5.8).
The next result will be used to show that {ρn} tends to 0 in probability under the central
limit scaling.





γkψ(n, k + 1)rk)
P→ 0.
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Proof. Fix L′ ∈ (γ−1∗ , L) and κ ∈ (0, 12 ∧ [2L
′γ∗(1 + ζ)−1 − 1]). Using (3.24), (3.25), (3.26),









γkψ(n, k + 1) (µTk−1R
(k−1)
● µk−1) . (3.127)
We begin by showing that as n→∞,
σ1+κn ψ(n,1)ρ0
P→ 0. (3.128)
Since ∥ρ0∥ is bounded, it suffices to show that σ1+κn ψ(n,1) tends to 0 in probability. Using
Proposition 10, for a.e. ω, there is some κ1(ω) ∈ (0,∞) such that



























Combining (3.129) and (3.130), we obtain, for a.e. ω, some κ3(ω) ∈ (0,∞) such that





Since κ ∈ (0, 12 ∧ [2L
′γ∗(1 + ζ)−1 − 1]), we have that 12(1 + κ)(1 + ζ) − L
′γ∗ < 0, which ensures










Note that R ≐ supk ∥R
(k−1)
● ∥ < ∞ a.s., so using Proposition 10, for a.e. ω, we can find some





γkψ(n, k + 1) (µTk−1R
(k−1)



































































(k − 1)−(1+ζ) (3.135)
for some κ6 ∈ (0,∞). Recalling that κ < 1/2 we see that the expression in (3.135) converges to 0
as n →∞. Combining this observation with (3.133) and (3.134) we obtain (3.132). The result
now follows on combining (3.128) and (3.132).
The next result will be used to prove Corollary 6.





γkψ(n, k + 1)rk]
P→ 0. (3.136)



















((K[θn]Q[θn])Xin,⋅ − (K[θn+1]Q[θn+1])Xin+1,⋅) ,
so that rn+1 = r(a)n+1 + r
(b)






γkψ(n, k + 1)r
(a)



















Using the fact that θ → K[θ], θ → Q[θ] are bounded Lipschitz maps, we can find some κ2 ∈
(0,∞) such that for k ∈ N, E∥ 1γk r
(a)






























Since ζ < 1, the final term in (3.138) tends to 0 as n → ∞. Combining this observation with




















● + ρTnR(n)● ,




γkψ(n, k + 1)r
(b)









γkγk+1Ξkψ(n, k + 2) (γ−1∗ I +Hk) .
(3.140)
Recall the sequence {b(n), n ∈ N0} defined as b(n) ≐ ⌊n1/ζ⌋. Let βik ≐ (K[θk]Q[θk])Xik,⋅. Using















































































































































































Combining (3.141) and (3.142) we see that there is some κ7 ∈ (0,∞) such that for each
n ∈ N,
∥Ξn∥ ≤ κ7 logn. (3.143)





which tends to 0 as n → ∞, since ζ < 1. Note that A ≐ supn∈N ∥γ−1∗ I +Hn∥ < ∞ a.s., which,





















The last term in (3.145) can be bounded above by κ10(logn)n−
1
2
(1−ζ), for some κ10 ∈ (0,∞) and
hence the expression in (3.145) tends to 0 as n→∞. Combining this with (3.140) and (3.144),









The result follows on combining (3.139) and (3.146).
The following corollary says that the discrepancy sequence {ρn} tends to 0 in probability
under the central limit scaling.
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Corollary 6. Suppose that γ∗ > L−1. Then, as n→∞, σnρn
P→ 0.
Proof. The result is immediate from Proposition 11 and Proposition 12.
3.6.4 Proof of Theorem 16
Consider the array {Zn,k, n ∈ N,1 ≤ k ≤ n} given by







We will apply (Hall and Heyde, 1980, Corollary 3.1) to complete the proof of Theorem 16. The
conditions for this result are verified in Lemma 42 and Lemma 43 given below.
Lemma 42. Suppose that γ∗ > L−1. Then, as n→∞, ∑n+1k=1 E∥Zn+1,k∥4 → 0.











































which tends to 0 as n→∞. The result follows.
The next lemma is used to characterize the limiting covariance matrix in Theorem 16.
Recall the matrix U∗ defined in (3.48).
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Lemma 43. Suppose that γ∗ > L−1. Define




γ2kψ∗(n, k + 1)
U∗
a(k)
ψ∗(n, k + 1)T ,
and









]ψ∗(n, k + 1)T .
As n→∞, V (2)n
P→ 0 and V (1)n
P→ V , where V is the unique solution of the Lyapunov equation
U∗ + (1 + ζ)γ−1∗ V +∇h(θ∗)V + V∇h(θ∗)T = 0. (3.150)
Proof. As in the proof of Lemma 38, the Lyapunov equation (3.150) has a unique solution, as
U∗ is nonnegative definite, and the matrix
H̃ ≐ ∇h(θ∗) + (1 + ζ)(2γ∗)−1I, (3.151)
is Hurwitz since −L + (1 + ζ)(2γ∗)−1 < −L + γ−1∗ < 0. We now consider V
(1)
n . Define σ̃
2
n ≐ n−ζγn.
Since σ̃n/σn → 1 as n→∞, it suffices to prove that
σ̃2n
σ2n














γ2n+1 = γ2n+1 + o(γ2n),
σ̃2n+1
σ̃2n
γn+1 = γn+1 + o(γn). (3.154)
From (3.63) it follows that
ψ∗(n + 1, k + 1) = (I + γn+1∇h(θ∗))ψ∗(n, k + 1),
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(Ṽ (1)n + γn+1[∇h(θ∗)Ṽ (1)n + Ṽ (1)n ∇h(θ∗)T ]
+ γ2n+1∇h(θ∗)Ṽ (1)n ∇h(θ∗)T ).
(3.155)
Using the second identity in (3.153),
σ̃2n+1
a(n + 1)
γ2n+1U∗ = γn+1U∗ + o(γn). (3.156)
Fix L′ ∈ (γ−1∗ , L). Then, from (3.63) there is some κ1 ∈ (0,∞) such that















and so we can find some κ2 ∈ (0,∞) such that
∥Ṽ (1)n ∥ ≤ κ2, n ∈ N. (3.157)
Combining the first identity in (3.153) with (3.157) we see that
σ̃2n+1
σ̃2n
Ṽ (1)n − Ṽ (1)n = (
σ̃2n+1
σ̃2n
− 1) Ṽ (1)n = (1 + ζ)
γn
γ∗
Ṽ (1)n + o(γn). (3.158)
Additionally, from (3.154) and (3.157) we see that
σ̃2n+1
σ̃2n
γ2n+1∇h(θ∗)Ṽ (1)n ∇h(θ∗)T = o(γn). (3.159)
Finally, noting that γn+1 = γn+o(γn), and combining (3.154), (3.156), (3.158), and (3.159) with





n + γn [U∗ + γ−1∗ (1 + ζ)Ṽ (1)n +∇h(θ∗)Ṽ (1)n + Ṽ (1)n ∇h(θ∗)T ] + o(γn). (3.160)
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Let V denote the aforementioned unique solution to (3.150). Recall from (3.150) that the
matrix H̃ defined in (3.151) satisfies U∗ + H̃V + V H̃T = 0. Thus, (3.160) can be rewritten as
Ṽ
(1)
n+1 − V = Ṽ
(1)
n − V + γn [H̃(Ṽ (1)n − V ) + (Ṽ (1)n − V )H̃T ] + o(γn). (3.161)
Recalling once more that H̃ is Hurwitz, it follows from (3.161) and the proof of (Fort, 2013,
Lema 5.11) that Ṽ
(1)
n




P→ V as n → ∞. The proof that V (2)n
P→ 0 as n → ∞ is similar to the analogous result in
Lemma 38, and is omitted.
Proof of Theorem 16. From (3.26) we see that σn(θn−θ∗) = σnµn+σnρn. Also, from Corollary
6, σnρn
P→ 0 as n → ∞. Thus, it suffices to show that σnµn
L→ N (0, V ) where V is as in the
statement of the theorem. Recall the martingale difference array {Zn,k} introduced in (3.147),
and note from (3.148) that σnµn = ∑nk=1Zn,k. In order to complete the proof we apply (Hall










E [Zn,kZTn,k∣Fk−1] = V
(1)
n + V (2)n
and from Lemma 43, ∑nk=1 E [Zn,kZTn,k∣Fk−1]
P→ V, as n→∞. Therefore, the conditions of (Hall
and Heyde, 1980, Corollary 3.1) are satisfied, proving that ∑nk=1Zn,k
L→ N (0, V ), as n → ∞.
The result follows.
3.7 Numerical Results
In this section we present results from some numerical experiments. We compare five
simulation based methods for computing the QSD of a finite state Markov chain. The first four
methods can be viewed as stochastic approximation algorithms and are described in terms of a
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, n ∈ N0,
where γ∗ ∈ (0,∞) and N∗ ≐ ⌊γ∗⌋ + 1. In order to ensure that the results from the various
methods are comparable, we measure the run-time of each method by the total number of
particle transitions.
The first estimation method, which we refer to as the Single scheme, is the algorithm given
in (Benäım and Cloez, 2015, Equation (7)). In order to obtain an estimate for the QSD using
this scheme, we run the algorithm for na(n) time steps. Since there is a single particle, and it
moves once at each time step, this means that there are a total of na(n) particle movements.
The second scheme, which we refer to as the Independent scheme, is given by evolving a(n)
Single schemes independently of one another. Each of these independent schemes runs for n time
steps, and the estimate for the QSD is then given by the average of the a(n) estimates. At each
time instant, there are a(n) particle movements, so the total number of particle movements is
na(n). The third scheme, which we refer to as the Interacting scheme, is the algorithm defined
in (3.4). In the notation of this work, our final estimate for the QSD is then given by θnn. As
with the Independent scheme, since a(n) particles move at each time instant, there are na(n)
particle movements in total. The fourth scheme is the Branching scheme, which is described




a(i + 1) particle
movements. Consequently, we run this scheme for ξ(n) time steps, where




a(i + 1) ≥ na(n)} .
The final method is the Fleming-Viot approximation. A description of this method and some
important results regarding its convergence properties can be found in (Groisman and Jonck-
heere, 2012). In order to estimate the QSD using the Fleming-Viot approximation, we consider
a collection of a(n) particles that evolve according to the dynamics described in (Groisman and
Jonckheere, 2012). At each time instant a particle is chosen uniformly at random to move, so
after na(n) time steps, there have been na(n) particle movements. The final estimate for the
QSD is given by the empirical measure of the a(n) particles at the na(n)-th time instant. Our
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experimental results suggest that the first four methods all converge rapidly when the dynamics
of the underlying Markov chain are simple. For example, for the Markov chain whose transition








the rates of convergence of the various methods were comparable regardless of the distribution
of the initial states of the particles in the systems. However, we find significant differences when
there are several points in the state space at which the Markov chain is expected to spend a
relatively long time. With an abuse of terminology, for a Markov chain {Yn} on ∆, we refer to
a point x ∈ ∆o as a fixed point if Ex(Y1) = x. We now consider an example of a Markov chain
that has several fixed points.
Let {Yn} be the Markov chain on ∆ ≐ {0,1, . . . ,9} with transition probability matrix
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0 0
0.2 0.1 0.7 0 0 0 0 0 0 0
0 0.1 0.8 0.1 0 0 0 0 0 0
0 0 0.8 0.1 0.1 0 0 0 0 0
0 0 0 0.8 0.1 0.1 0 0 0 0
0 0 0 0 0.01 0.98 0.01 0 0 0
0 0 0 0 0 0.1 0.1 0.8 0 0
0 0 0 0 0 0 0.1 0.1 0.8 0
0 0 0 0 0 0 0 0.1 0.8 0.1
0.2 0 0 0 0 0 0 0 0.7 0.1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that (in our terminology) {Yn} has three fixed points, namely, 2,5, and 8. We implemented
the various QSD approximation methods discussed above for estimating the QSD of {Yn}.
Applying (Benäım and Cloez, 2015, Corollary 2.3) we see that γ∗ ≈ 4.17 satisfies γ∗ > L−1,
where L is as in Section 3.1.2.
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Fleming−Viot    
Figure 3.1: Results for the first experiment: a(n) = ⌊n0.75⌋ and n ≐ 1000. The Interacting scheme
converges most rapidly, and the Single scheme converges more rapidly than the branching scheme.
In our first experiment we take a(n) = ⌊n0.75⌋ and n ≐ 1000. We repeated the experiment
for each scheme R = 300 times and averaged the results. For the Independent, Interacting, and
Fleming-Viot schemes, the initial states of the a(1000) = 177 particles were chosen uniformly
at random from {4,5,6}. This same set of initial states was used in each of the 300 repetitions
of the simulation. Since the Single and Branching schemes are initialized with only a single
particle, we chose the initial states of the 300 repetitions so that they would be proportionate
to the initial states used for the schemes that start with a(n) particles. In Figure 3.1 we plot
the total variation distance between the estimate of the QSD given by each scheme and the
true QSD as a function of the number of particle transitions. The results are plotted for the
first 70,000 particle movements.
Note that the Interacting scheme converges most quickly to the QSD in this experiment.
The Fleming-Viot algorithm appears to have a significant asymptotic bias, which is a conse-
quence of the fact that the number of particles is not sufficiently large for the time asymptotic
behavior of the Fleming-Viot processes to effectively approximate the QSD. The experimental
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Fleming−Viot    
Figure 3.2: Results of the second experiment: a(n) = ⌊n0.5⌋ and n ≐ 2000. While the Interacting scheme
still converges most rapidly, the Branching scheme converges more rapidly than the Single scheme.
results when the initial states of the particles were chosen uniformly at random from {1,2, . . . ,9}
were similar.
Our second experiment is on the same underlying Markov chain, but with a(n) ≐ ⌊n0.5⌋,
and n = 2000. In this experiment we started every particle from 5, which is the fixed point from
which the Markov chain is expected to take the longest time to escape. While the Interacting
scheme still performed best in this setting, we found that the Branching scheme performed
better than the Single scheme. The results for the first 40,000 particle movements are plotted
in Figure 3.2.
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APPENDIX A: A MATRIX ESTIMATE
In this appendix we present a matrix estimate that is used in Chapter 3 of this dissertation.
A.1 A Matrix Estimate
The following lemma is similar to (Fort, 2013, Lemma 5.8).
Lemma 44. Let A be a d × d Hurwitz matrix such that the real part of all of its eigenvalues is
bounded above by −L where L ∈ (0,∞). Fix p ∈ (0,1). Let {Ank}
∞
n,k=1 be an array of matrices
such that supnp≤k≤n ∥Ank −A∥ → 0, where ∥ ⋅ ∥ denotes the Frobenius norm on the space of d × d


















Proof. Let {λi}di=1 denote the eigenvalues of A, and use the Jordan decomposition of A to write
A = SJS−1, where S is invertible and J is a Jordan matrix. Let
Dt ≐ diag(t, t2, . . . , td), Λ ≐ diag(λ1, λ2, . . . , λd).
Then, following (Fort, 2013), we have that A = (SDt)(Λ +Rt)(SDt)−1, where limt→0 ∥Rt∥ = 0.
Write
(SDt)−1(I + γjAnj )(SDt) = I + γjΛ + γjRt + γj(SDt)−1(Anj −A)(SDt).
For np ≤ k ≤ n, we have




Fix 0 < L′ < L′′ < L, and note that there is some t0 > 0 such that if 0 ≤ t ≤ t0, then ∥Rt∥ ≤
(L′′ −L′)/2. Also, there is some n0 such that if n ≥ n0, np ≤ k ≤ n, then
∥I + γkΛ∥ ≤ 1 − γkL′′, ∥Ank −A∥∥SDt∥∥(SDt)
−1∥ ≤ (L′′ −L′)/2. (A.2)
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Combining (A.1) and (A.2), we see that if np ≤ k ≤ n, t ≤ t0, and n ≥ n0,
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