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ABSTRACT The Internet improves the speed of information dissemination, and the scale of unstructured
text data is expanding and increasingly being used for mass communication. Although these large amounts
of data meet the infinite demand, it is difficult to find public focus in a timely manner. Therefore, information
extraction from big data has become an important research issue, and there are many published studies on big
data processing at home and abroad. In this paper, we propose a multi-feature keyword extraction method,
and based on this, an artificial intelligence driven big data MFE scheme is designed, then an application
example of the general scheme is expanded and detailed. Taking news as the carrier, this scheme is applied
to the algorithm design of hot event detection. As a result, a multi-feature fusion clustering algorithm is
proposed based on user attention with two main stages. In the first stage, a multi-feature fusion model is
developed to evaluate keywords, and this model combines the term frequency and part of speech features.
We use it to extract keywords for representing news and events. In the second stage, we perform clustering and
detect hot events in accordance with the procedure, and during the composition of news clusters, we analyze
several variadic parameters in order to explore the optimal effectiveness. Then, experiments on the news
corpus are conducted, and the results show that the approach presented herein performs well.
INDEX TERMS Artificial intelligence, extraction scheme, big data, online news, news clustering.
I. INTRODUCTION
In recent years, the rapid development of the Internet has
ushered in an era of explosive growth of information. With
the comprehensive transfer of human life to the Internet,
the era of big data has now become inevitable. As a frontier
concept of the global Internet, big data mainly includes two
characteristics: on the one hand, the amount of information
in the whole society increases sharply; on the other hand,
the amount of information available to individuals is growing
exponentially. From the perspective of scientific and techno-
logical development, big data is an inevitable product under
the trend of digitalization. As this trend continues, we will
enter an era where everything is recorded and everything
is digitized in the near future. Everyone’s life is full of
The associate editor coordinating the review of this manuscript and
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structured and unstructured data from the Internet, social
media [1], [2] and mobile media [3], [4]. In the past few
years, the big data industry has paid more attention to how
to deal with massive, multi-source and heterogeneous data
and obtain value from it, but most of them are structured
data. It is undeniable that, although structured data volume is
large enough, these are only the tip of the iceberg. According
to IDC, data is growing at a rapid rate of about 50% per
year. By 2020, the global data scale will reach 40ZB [5],
among which text and other unstructured data account for up
to 75-85%. Therefore, it is particularly urgent and important
to mine and analyze unstructured text data.
In business practice, information extraction based on big
data is widely used in all walks of life, using cognitive
technology to gain new business insights and solve key
intellectual problems, which is called cognitive business by
IBM. For example, companies can obtain text data from
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customer relationship data, social networks, news sites and
shopping site reviews, then perform natural language pro-
cessing through computers, ultimately get business insights
at a whole new level across all businesses. Briefly, infor-
mation extraction based on big data can reveal trends and
associations hidden in textual information, providing strong
support for business decisions, industry trend research, and
hot content tracking. Actually, the development of informa-
tion extraction in China is relatively early. Especially with
the advent of the era of artificial intelligence, the importance
of information extraction has gradually been valued by the
market.
Information extraction is to mine and establish a monitor-
ing model. Once the data capacity explodes or the popular
vocabulary is updated, information extraction can update
the learning model in real time and redefine the monitoring
model. In this paper, we proposed a multi-feature keyword
extraction (MFE) for calculating the relevance of words and
phrases to the content of the article subject and returning the
first N words or phrases that can best represent the article
subject according to the order of relevance. The evaluation
method of multi-feature fusion is used in the process of
keyword extraction, which can extract high-quality keywords
even if the article is short. Then combining with the features
of user attention, such as article reading quantity, comment
volume and comment growth rate, we adopted a new algo-
rithm based on MFE to cluster text of various media, so as to
facilitate subsequent analysis of social hot events.
Next, we will take online news as an example. Online news
reports have increased considerably among enormous quan-
tities of data on blogs, online newspapers and news websites.
The massive amount of news can overwhelm people when
they access reports of interest, although there are currently
general classifications of news, such as business, technology,
and sports. For an individual who frequently reads news,
it would be desirable if they could access or abandon all
similar news reports conveniently targeting events in which
they are personally interested or uninterested. To accomplish
this, the clustering model built in this paper combines charac-
teristics of news for the static pool of news. Usually, a news
report includes not only the contents of the report itself but
also some incidental information, such as the number of com-
ments, which is often overlooked. In addition to concentrating
on seeking better utilization of news content [6], we expect
incidental information to play its due role. Depending on this
case, the following two aspects will be taken into consid-
eration. One is an improved representation of news reports,
which should effectively model the contents. The other is that
hot news can better represent events, so we propose a method
based on user attention for event extraction.
According to this case, our main contributions include the
following: 1) Based on tens of thousands of online news from
NetEase News, we analyzed the characteristics of static pool
with news to extract events that most people focus on. 2) We
proposed a new method to calculate the similarity between
news and events, relying on an aligned set of basis vectors
obtained using keyword correlation analysis. 3) We estab-
lished a multi-feature fusion model for evaluating keywords
that combines the term frequency and part of speech features
together. 4) We designed an approach to detect hot events in
accordance with the procedure, and during the composition
of news clusters, we analyzed several variadic parameters in
order to explore the optimal effectiveness.
The remainder of this paper is organized as follows.
Section 2 gives a brief review of related work. Section 3 pro-
vides the necessary text representation model and presents
our computation method of similarity. In section 4, the pro-
posed approach is presented. Then, we report on the exper-
imental methodologies and results in section 5, followed by
conclusions and future work in section 6.
II. RELATED WORK
This research mainly relates to previous work on informa-
tion extraction, news event detection and keyword extraction.
Thus, we mainly review them in this section.
During the last few years, information extraction has
attracted wide attention due to adding knowledge to the
search results of major commercial search engines. Working
with collections of articles in a particular domain to extract
relevant information in a structured manner are often cus-
tomized. This means some specific templates are used for
filling in with information collected from texts. The main
obstacle is poor portability because templates are designed
for a specific purpose and they are difficult to reuse. Mooney
and Bunescu [7] describe an information extraction algorithm
for identifying entities and relationships in texts. Infoboxes
and Wikipedia are used to solve the problem of named
entity recognition [8]. To solve the problem of mixing struc-
tured texts, a method [9] for identifying terms in articles
is proposed, using the terms to identify document-related
fragments. The method [10] describes how to summarize
a web entity based on the entity’s occurring in web arti-
cles. We can refer to [11] for the knowledge generation.
It describes a project that attempts to automatically extract
information about artists from the Web, use it to generate
personalized narrative biographies, and populate a knowl-
edge base. YAGO [12] is well-known project related to
extracting knowledge fromWordNet andWikipedia. An auto-
matic query-based retrieval method [13] has been built to
extract user-defined relationships from large text databases
such as media databases. Gkatziaki et al. [14] contribute
to the computation of objective evaluations with a tool that
is targeted at extracting data about companies from Web-
accessible, semi-structured resources in a way that fits the
justly tight requirements of the platform. Based information
extraction, machine learning has gained much more interest
due to effectiveness and efficiency, particularly their success
in many shared tasks [15]. Some machine learning methods
were directly used for natural language processing task such
as tumor information extraction [16]. Information extraction
is a hot topic in the field of natural language processing
in recent years, in which event extraction is one of the
VOLUME 7, 2019 80123
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three main tasks. The ACE (Automatic Content Extraction)
evaluation conference, which promotes the development of
event extraction, defines events as special things that involve
participants [17]. In the MUC (Message Understanding Con-
ference) evaluation meeting before the ACE meeting, there
is a scenario template task, which focuses on the extraction
of events. As early as 1958, a classical approach [18] based
on the frequency of occurrence of words was proposed. The
research on event extraction has strong domain relevance,
emphasizing the extraction of relevant information from the
text according to the specified event type and its template.
Ji et al. [19] put forward a method for extracting events by
taking frequently occurring named entities as core entities,
which could perform cross-document event recognition tasks
and then arrange the identified events on the timeline. Gar-
rido et al. [20] proposed a method called TM-Gen, extracting
information from any number of articles and representing
them in a topic map format. Shinyama et al. [21] describes the
process of using named entity recognition to obtain important
definitions (citing different narrative styles of the same event)
from news articles. Different natural language processing
systems have been developed and utilized to extract events
and clinical concepts form text, and several success stories
in applying these tools have been reported widely [22], [23].
Yazdani et al. [24] proposed an approach relies on both atrial
and ventricular activity analysis, based on a novel non-linear
filtering technique recently proposed to extract short-term
events from biomedical signals.
Although the definition of an event can vary significantly,
the notion of an event is widely used in many related research
fields in natural language processing [25]. According to
WordNet [26], a general definition of a news event is ‘‘a
specific thing happens at a specific place and time’’, which
may be consecutively reported by various media within a
period. Most prevailing approaches to news event detection
were proposed based on Allan et al. [27]. They were mainly
variants and improvements of the single pass method and
agglomerative clustering algorithms [28]–[34]. One charac-
teristic of news, time information, was not helpful for improv-
ing the results of news event detection [28], while another
study [35] utilized aging theory and obtained good perfor-
mance. In this paper, the boosting comment characteristic
will be the focus. In addition, the classical news clustering
algorithm could be classified into two groups: k-means vari-
ations and vector space models. The k-means algorithm and
its extensions [36]–[39] are most popular for partitioned and
hierarchical clustering with a number of defects: effective-
ness depends on random initialization and decreases with big
data [40]. The vector space model [41] is an approach that
reveals better results for homogeneous events and requires
ensuring the number of clusters in advance [42]. Some tech-
niques related to ontologies, machine learning, and natural
language processing were applied to help the documentalists
of categorization and tagging of news [43]–[45]. It is not
an easy task to extract specific information from a large
number of articles with a journalistic writing style in natural
language. Many studies [46]–[48] have faced such problems,
which have not yet been solved. Many researchers applied
events detection to a specific field [49], [50], working on
detection of economic events that may influence the market,
such as mergers. Yang et al. [51] presented an event detection
framework to discover real-world events from multiple data
domains, including online news media and social media.
Automatic keyword extraction is the process of identifying
key paragraphs, key phrases, key terms, or keywords in an
article that properly represent the document topic [52]. Due
to keyword extraction provides a compact representation of
article, some applications, such as automatic classification,
automatic clustering, automatic indexing, automatic filtering,
and automatic summarization, can benefit from the keyword
extraction process [53]. Keyword is the smallest meaningful
element of language that can move independently in Chi-
nese, and the relationship between news and correspond-
ing keywords has been studied extensively, falling into two
categories: supervised and unsupervised approaches. In the
former, the keyword extraction algorithm consists of two
steps. The first step is training, in which models are trained
to find keywords from labeled news reports. The second
step is extraction, where the keywords are chosen from news
reports that are not trained. The latter is composed of sim-
ple statistical approaches, linguistic approaches and machine
learning approaches. Zhao and Zeng [54] extracted keywords
from micro blogs using a three-feature graph model, seman-
tic space and word location. Hromic et al. [55] focused on
a structure approach based on exploded events and graph
generation. Marujo et al. [56] proposed a method to find
solutions for problems such as high variance and lexical
variants. Kim et al. [57] detected exploded and popular
keywords including abbreviations. Zimniewicz et al. [58]
applied a scheduling model for a class of keyword extraction
approaches and proposed methods for the overall perfor-
mance evaluation of different algorithms, which are based
on processing time and correctness (quality) of answers.
Duari and Bhatnagar [59] proposed a parameterless keyword
extraction method (sCAKE) based on semantic connectivity
of words, combining with graph construction and scoring
methods. In this paper, a multi-feature fusion will be used for
keyword extraction.
III. SYSTEM MODEL AND DEFINITIONS
To calculate the similarity between news and events,
we should transform news reports into a form that a computer
can understand, that is, to build a model to represent news
reports. The commonly used text representation model is
the vector space model, which we also use in this paper.
Every dimension of vector is a feature item extracted from
news. Using vectors to represent text, the relevant knowl-
edge in mathematics to calculate the similarity between vec-
tors can be used, and the similarity between vectors can
be referred to as the similarity between news, thus reduc-
ing the difficulty of calculating similarity between news
reports.
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A. NEWS AND EVENT MODEL
For each news report N , we can extract keywords from news
headlines and contents as feature items and construct news
vector models based on these characteristics. Using the vector
N (n1,m1, n2,m2, . . . , nk ,mk ) to represent a news report, nk
is the feature of the vector, and the feature term is the keyword
extracted from the news. The variable mk is the weight of
the feature item, which will be introduced in more detail in
section 4.1.
For each hot event, a vector E(e1, s1, e2, s2, . . . , ei, si) can
be constructed to represent the event, of which ei is a keyword
extracted from the event and si is the weight of the keyword
related to the event. We specify a ten-dimensional vector for
an event; then, the initial elements of the vector are set to
the same as the first news in this event. When subsequent
news is classified to the event, keywords change, and the
corresponding weights are recalculated (see Section 4.2).
B. SIMILARITY CALCULATION
To support the functionality, which is finding groups of
reports describing the same event, we take the similarity com-
parison method into consideration. This section explains how
to calculate an approximate similarity between news reports
and events. Then, the computation is based on an aligned set
of basis vectors obtained using keyword correlation analysis.
In this paper, we propose a new method to calculate the
similarity between news and events. The following is the
relevant definition:
Definition N: N represents a piece of news.
Definition E: E represents an event.
Definition t0: t0 represents the current time.
Definition P1:P1 is a set, P1 = {k1, k2, . . . , km}, one of
which ki represents a keyword that appears at the same time
in news N and event E .
Definition P2: P2 is a set, P2 = {w1,w2, . . . ,wm}, which
contains the weight for each of the keywords in P1.
Definition P3: P3 is a set, P3 = {t1, t2, . . . , tm}, which
contains the last time that each keyword in P1 was recently
updated.
Definition P4: P4 is a set, P4 = {e1, e2, . . . , en}, which
contains all keywords for an event.
Definition P5: P5 is a set, P5 = {s1, s2, . . . , sn}, which
contains the weight of each keyword in P4.
Definition P6: P6 is a set, P6 = {q1, q2, . . . , qn}, which
contains the last time that each keyword in P4 was most
recently updated.
From there, the similarity calculation formula is as follows.











The similarity value we obtain with the above formula will
be a fractional number between 0 and 1. The closer the value
is to 1, the greater the similarity between news N and event E
is and the greater the possibility that news N is classified into
event E . Conversely, the closer the value is to 0, the smaller
the possibility that news N is classified into event E . Finally,
the calculated similarity is compared with a given threshold.
If it is larger than the given threshold, the news is classified
into the event. Otherwise, the news is stored as a new event
in the event library.
IV. THE PROPOSED MFE SCHEME
A. MULTI-FEATURE KEYWORD EXTRACTION
TF is an acronym for term frequency, i.e., the number of times
a term occurs in an article. It is generally believed that the
higher the TF of a word, the more important the word is in
the article. For search engine optimization, a large number
of duplicate words are packed in one article. To avoid this,
Ctotal is set as the total number of words in a news set, and
Li = TF/Ctotal . When Li > L, we regard this word as useless






0 TF/Ctotal > L
(2)
According to the characteristics of the Chinese language,
keywords are generally Nouns (n) and Verbs (v), and a few
adjectives and adverbs are included. Prepositions and auxil-
iary words generally cannot express specific meaning. The
Names (nr), Place Names (nt) and Institution Names (ns)
are more likely to become keywords. Therefore, this paper
uses part of speech (POS) to adjust the weights of keywords.
Set A is a vector {nr, nt, ns, v}, t is the keyword, Pweight is the
part of speech weight of words, p is the part of speech of can-
didate keywords, T is the keyword set, and P comprises the
weight of the part of speech corresponding to the keywords.
Adjustable variables a, b and c have general values 3, 2 and 1,
respectively. When ∀p ∈ A and p = nr , Pweight = TFnew ∗ a;
when p = (ns|nt), Pweight = TFnew ∗ b; or when p ∈ n ∩ p /∈
Aorp = v; Pweight = TFnew ∗ c, we add t to set T , and Pweight
to set P. The final set T is the filtered keyword set, and P is
the part of speech weight of corresponding words.
FIGURE 1. The example of a news reports.
Taking the news report shown in Figure 1 as an example,
the keyword extraction is performed, and the result listed in
table 1 shows that the combined feature of TFnew and POS is
significantly better than the single TFnew feature. Under the
influence of multi-feature keyword extraction, many irrele-
vant words were successfully removed.
TFnew and part of speech are two important features in
evaluating the importance of keywords. According to the
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TABLE 1. Evaluation of feature combination.
different degrees of importance of the two characteristics in
the evaluation of keywords, we give the following formula:
wi = k1TFnew + k2Pweight (3)
In the above formula, ki is an adjustable parameter, gener-
ally 0, 1, 2 or 3. In the process of keyword extraction, TF fea-
tures and part of speech features were integrated into the
unified multi-feature fusion model to determine the weights
of the keywords. Then the multiplying parameters a/b/c are
used to emphasize the possibility of different words being
the keyword according to part of speech, and the integra-
tion of Pweight and the TFnew is used to balance the relative
importance between the two features of TFnew and POS, then
keyword extraction for different types of text is achieved by
adjustment of a/b/c and ki.
B. AN AI-DRIVEN BIG DATA MFE SCHEME
Applying the multi-feature keyword extraction in the previ-
ous section, an artificial intelligence driven big data MFE
scheme is constructed. And the unstructured text big data
mentioned in this section can come from various channels,
such as the Internet, social media and mobile terminals. The
main algorithm flow descriptions are shown as Algorithm 1.
The end condition of the algorithm is that no new features
appear. In the specific application of MFE scheme, it can be
summarized as the following general process:
Step 1:Data collection. The content of data collection cov-
ers all aspects of human activities such as scientific research,
life, work and entertainment, and its forms include news,
blog, BBS and microblog.
Step 2: Data cleaning. For the HTML raw text crawled by
the crawler, data cleaning is required to filter out the label
text. There are a lot of unnecessary information in the web
page, such as advertisements, navigation bars, html code,
javascript code, comments, etc. Information that we are not
interested in can be deleted. If the main body extraction is
required, the text can be extracted by using tag usage, tag
Algorithm 1 An AI-Driven Big Data MFE Scheme
Input: a set D{d1, d2, . . . , dn} of texts
Output: a set F{f 1, f 2, . . . , fm} of features; a set
G{g1, g2, . . . , gm} of evaluation measures
1: For i = 1 : n do
2: Extract keywords form d i using MFE
3: End for
4: For j = 1 : m do
5: Compute the feature data f j
6: Cluster the texts D with single pass algorithm in a
particular order associated with feature f j
7: Compute evaluation measures gj{v1, v2, v3, v4}
8: End for
9: return G{g1, g2, . . . , gm}
density determination, data mining idea, visual web page
block analysis technology and other strategies. Text data (usu-
ally spoken text records) may contain human emoji, such as
[laughing], [Crying], [Audience paused]. These expressions
are usually unrelated to what is being said and therefore
need to be removed. This can be done with simple regular
expressions. In addition, text data that people generate on
social forums is essentially informal. Most tweets come with
lots of sticky words like ‘‘RainyDay’’, ‘‘PlaingInTheCold’’
and so on. These also can be split into normal forms with
simple rules and regular expressions. And all punctuation
should be treated as a priority. For example, periods, commas,
question marks are important punctuation that should be
retained, while others need to be removed.
Step 3: Data preparation. Data preparation can be divided
into three parts: word segmentation, part-of-speech tagging,
and text vector calculation. The data interaction between each
step process is conducted through some data record files,
so as to avoid the memory overflow error caused by adding
all process data into memory at one time. For Chinese text
data, such as a Chinese sentence, the words are continuous,
and the minimum unit granularity of data analysis we want is
words, so we need to work on word segmentation, so that we
can prepare for the next step. The purpose of part-of-speech
tagging is to allow the sentence to incorporate more useful
language information into subsequent processing. Text vector
calculation is prepared for the subsequent calculation of word
weight and the screening of keywords.
Step 4:Algorithm using. For a single feature, the algorithm
arranges texts in descending order according to the feature
values, and prioritizes text with significant features. Texts
with a large amount of reading, more comments, or faster
commentary speeds can better represent the hot spots of
public concern, that is, where social hot spots are. After all
the features are traversed, the clustering results are evaluated
according to the common evaluation indicators of text analy-
sis, such as recall and precision, and the optimal results and
their corresponding features can be obtained.
Then the following section expands the example.
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C. SPECIAL HOT EVENT DETECTION SCHEME
As we mentioned earlier, this paper uses keyword notation
as the basis for the algorithm. By calculating the similar-
ity between a news report and all existing events, we can
obtain the maximum value. If the max is larger than a given
Similarity Threshold (ST), we assume that this news could
be classified into the corresponding event. However, if it is
not, we would create a new event based on this news in the
range of the Proportion of Prepositive Clustering (POPC)
or abandon it out of range. Afterwards, the weights of the
keywords on the event must be handled carefully. Then,
in descending order, according to the number of comments
attached to the news, the algorithm could handle massive
online news effectively. Generally, the algorithm flow is spec-
ified in Algorithm 2.
Algorithm 2 Hot Event Detection
Input: a set S{s1, s2, . . . , sn} of news reports
Output:a set E{e1, e2, . . . , em} of events
1: For each news report si in S by a particular order
2: If i == 1 then
3: Set e1 = s1
4: Add e1 to E
5: Else if i < POPC ∗ size(S) then
6: If sim(si, ek) > ST then
7: Add si to ek
8: Recalculate the weight of ek
9: Else
10: Create a new event ec
11: Add ec to E
12: End if
13: Else if sim(si, ek) > ST then
14: Add si to ek
15: Recalculate the weight of ek
16: Else




The detailed explanation is as follows.
Step 1: Collect news reports by crawling the news por-
tals with a Web crawler. In addition, extract keywords from
every piece of news and simultaneously set the Number
of Keywords (NOK). Then, news will be represented as a
fixed-length list of keywords from the content of the news
itself.
Step 2: Sort all news in descending order according to the
number of comments attached to the news.
Step 3: Set the first piece of news with the most comments
as the initial event and the news’ weights as that of the event.
Step 4: Fetch a news report from the news corpus in order
and calculate the maximum similarity between the news and
all the events based on the list of keywords. In this paper,
we compare the news obtained with the first event and obtain
a similarity value. However, we are not sure whether it is the
maximum or not, and we then calculate another similarity
value between the news and the next event so that we can
record the larger one and its corresponding event. With that
methodology, the maximum similarity can be calculated.
Step 5: If the maximum similarity is larger than the given
similarity threshold, classify this news to the corresponding
event and add the weights of same keywords representing
news to the corresponding weights of the event. Then, divide
all the keyword weights of the event by the number of news
items belonging to this event, and the newly calculated event
keywords are obtained. After that, if the weight of the news
keywords is larger than that of the event, the algorithm will
replace the smaller weight and its keyword with the larger
pair. Besides, we assume that news with a larger number of
comments is most likely to be an event. And In the initial
cluster, the news with the most comments firstly constitute
the initial event set, so for subsequent news, which key words
haven’t appeared in the key words of events, the algorithm
will directly remove it.
Step 6: If the maximum similarity is not larger than the
given similarity threshold, a new event for the news is created,
and the keywords and weights of the news are regarded as
the event’s, with the news report in the range of POPC.
In addition, the news report will be abandoned if it is out of
range.
Step 7: Repeat the processing steps from step 4 to step 6
until all news is handled.
D. THREE PARAMETERS
There are three impact factors in our algorithm that may
influence the result of news clustering, including the number
of keywords, the similarity threshold and the proportion of
prepositive clustering.
One of the key issues in this algorithm is the similarity
calculation, which is based on keywords representing news.
According to the formula calculating similarity, we assume
that the increment or decrement to the number of key-
words directly changes the result of the similarity calculation,
thereby possibly impacting the maximum similarity.
To handle this, a simple comparison of the max to the sim-
ilarity threshold is performed to determine whether the news
is classified to an existing event stored in the event library or
not. It will be hard to classify the news to a certain event if the
similarity threshold is too high. Thus, the similarity threshold
will have a significant impact on the result of news clustering.
Through the initial local clustering, the algorithm first
automatically generates a hot event library inwhich the global
number of hot events and their contents are determined by the
proportion of prepositive clustering. If POPC has a higher
proportion, more news will be clustered with more events
extracted. In this paper, the proportion of prepositive cluster-
ing is also explored.
V. EXPERIMENTS AND ANALYSIS
In this section, we evaluate our proposed approach to learn
the event mining. We use Excel to plot figures and Python
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TABLE 2. The standard events.
to implement all algorithms. The compared approaches
are respectively classical clustering algorithms and the
multi-feature model (ours).
A. DATA PREPARATION
Our corpus is built from part of NetEase News, which con-
tains 19681 news articles from July 1 through August 9 of
2017. Each piece of news is marked as on-event or off-event
for every one of the events extracted artificially. We defined a
piece of news as on-event if it is related to one of the standard
events and off-event if it is not. Taken absolutely, an on-event
news article belongs only to a certain event, not to two or
more. table 2 lists some statistics about all the standard events
and shows the number of news belonging to each event.
B. EVALUATION MEASURES
Methods considering relevance were used. Then, the evalu-
ation indices system for testing the efficiency of clustering
news were established, and its four components were the
generation rate, precision, recall and F1-score.
As table 2 shows, the sum of events in the standard event
set is 10, which is marked as a constant variable n. We let
the set of n standard events En be {E1, . . . ,En} and the
set of events detected automatically be Tr = {T1, . . . ,T r},
of which each T consists of keywords {t1, . . . , tk} as well as
each E = {e1, . . . , ek} and k is below limit ten. If there is an
event Ei that has a percentage of the same keywords between
Ei and Tj greater than 30%, we define Ei ∈ En ∩ Tr . Then,
the generation rate could be expressed as follows:
generation− rate =
|En ∩ Tr |
n
(4)
where it reaches its best value at 1 and its worst value at 0.
In this paper, we define precision and recall based on the
standard events and clustering events detected by the method
















where if an event T exists in the set of events Tr and it makes
Ei ∩ (∀T ∈ Tr ) take the maximum value, we regard it as Tk .
Intuitively, precision is the ratio of events that are clustered
exactly to the standard events, and recall is the ratio of events
clustered correctly to all the events detected.
To combine the two indicators mentioned above, we take
the F1-score into account. In the equation below, the precision
and recall are weighted equally.
F1−score =
2 ∗ precision ∗ recall
prcision+ recall
(7)
Thus, the closer the F1-score is to 1, the higher the cluster-
ing quality.
C. EXPERIMENTAL DESIGN
Two sets of experiments were performed in our study. The
first experiment investigated the measures for evaluating our
approachwith the aforementioned dataset. In this experiment,
there were a total of 224 parallel tests, and among them, dif-
ferentiators depended on three variable parameters, including
the number of keywords, similarity threshold and proportion
of prepositive clustering. We set the number of keywords
representing a news article from 4 to 18 with the specific
interval 2, the similarity threshold from 0.1 to 0.7 with
the specific interval 0.1, and the proportions of prepositive
clustering at 1%, 3%, 5% and 7%, yielding the 224(8*7*4)
pairs of different combinations. For example, in one test,
we clustered the news based on the number of keywords as 6,
a similarity threshold of 0.3 and the proportion of prepositive
clustering at 1%. In the second experiment, we examined
the performance of the classical clustering algorithms on the
same set of data.
To compare our approach, some other clustering algo-
rithms were chosen as the baseline. In k-means algorithm,
news articles are placed into k partitions, and the initialization
methods Forgy and Random Partition [60] are used; the Forgy
method randomly chooses k observations from the corpus and
uses these as the initial means, while the Random Partition
method first randomly assigns a cluster to each observation
and proceeds to the update step and computing the initial
mean to be the centroid of the cluster’s randomly assigned
points until it is improved. We chose initial centers in a way
that gives a provable upper bound on the WCSS object, and
the filtering algorithm used kd-trees to speed up each k-means
step [31]. Besides, mini batch k-means, dbscan clustering,
birch clustering, spectral clustering, agglomerative cluster-
ing, mean shift clustering and affinity propagation clustering
are also on the list.
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FIGURE 2. The tradeoff between different representations of news in
terms of generation rates, precision, recall and F1-score.
D. EXPERIMENTAL RESULTS AND ANALYSIS
As can be seen from Figures 2, the linear correlations of
the data are similar in shape. The data using ten keyword
representations appear balanced and a little superior to the
data using other keyword representations. This phenomenon
reflects the small amount of available information, which
means that using ten keyword representations could lead to
better clustering results.
FIGURE 3. The tradeoff between POPC and ST in terms of generation
rates, where NOK is ten.
Figures 3-6 show the effectiveness of the approach
proposed in this paper with various parameters, compar-
ing the generation rate, precision, recall and F1-score.
In Figures 3-6, the more significantly the line extends out-
wards, the better the clustering results. The graphs in these
figures lead to two preliminary conclusions.
1) For the proportion of prepositive clustering, we found
that the highest percentage 7% outperforms any other one.
Furthermore, the combinations of POPC 7% and ST 40%
had greater influence on the experimental results (that is,
evaluation indicators reached larger values).
In table 3, events keywords extracted by the algorithm 2
are listed in details and the listing order corresponds to the
standard events.
2) In the direction of the similarity threshold, an inverse
relationship between precision and recall is evidenced, where
it is possible to increase one at the cost of reducing the other.
FIGURE 4. The tradeoff between POPC and ST in terms of precision,
where NOK is ten.
FIGURE 5. The tradeoff between POPC and ST in terms of recall, where
NOK is ten.
FIGURE 6. The tradeoff between POPC and ST in terms of F1-score, where
NOK is ten.
the similarity threshold. Table 4 shows the results when POPC
is 7% and NOK is 10. Usually, precision and recall are not
dissected and discussed in isolation. Instead, the measure that
is a combination of precision and recall is the F1-score (the
weighted harmonic mean of precision and recall) [61], which
is more useful for reference and often used in the field of
information retrieval for query classification performance.
We will further explore the approach to verify whether the
performance improved from this approach by setting up other
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TABLE 3. Events keywords in experiment with NOK 10, POPC 7% and
ST 40%.
TABLE 4. Experimental results for POPC 7% and NOK 10.
FIGURE 7. Experimental results of the three approaches.
experiments for comparison. In the experiment, we regard the
keyword vector extracted by the general feature of TF-IDF
and MFE schema as the inputs for clustering algorithms
baselines. The comparison results between the clustering
algorithms and themulti-featuremodel are shown in Figure 7.
Unfortunately, there are five algorithms (including birch clus-
tering, spectral clustering, agglomerative clustering, mean
shift clustering and affinity propagation clustering) failing to
cluster with same hardware, and the reason for the failure is
memory not enough. It means these algorithms are memory
intensive compared to our approach.
There are significant differences among the above seven
groups of experiments, and our approach obviously achieves
the optimized result as well as the black part (see Figure 7).
The results demonstrate that our approach offers good
performance and MFE schema is superior to TF-IDF
as input.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a multi-feature keyword extraction
method, based on which we designed an artificial intelligence
driven big data MFE scheme and expanded an application
example of this universal scheme. We have discussed the task
of clustering algorithms with application to news overload-
ing on the Internet. Through the experiments we designed,
we conducted a detailed empirical study on the feasibility
and validity of our approach. According to the analysis of the
experimental results, we can obtain a better event generation
rate, precision, recall and F1-score when using the specified
POPC, ST and NOK, which provides an effective clustering
method for detecting hot events from the massive amount of
online news. Thus, for practical applications, the approach
provides a reference value. However, this method also has
the following shortcomings. The threshold set in this paper
is a fixed value, while the news flow is dynamic data.
If the threshold can be dynamically adjusted according to
the event detection, the detection effect of the hot event can
be improved. Moreover, the source of hot events is limited
to news only. However, in daily life, many hot events may
first appear in microblogging, forums and so on. If we want
to provide users with more comprehensive social hot events,
the source of information should not be confined to the news,
but should be integrated with multiple data sources. We will
solve these problems in future work and study the feasibility
of applying this method to knowledge discovery.
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