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EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF
ARBITRARY MULTIPLICITY, BASED ON GENERALIZED ITERATED
FOURIER SERIES, CONVERGING POINTWISE
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the expansion of iterated Stratonovich stochastic
integrals of arbitrary multiplicity k (k ∈ N), based on the generalized iterated Fourier
series. The case of Fourier–Legendre series and the case of trigonotemric Fourier series
are considered in details. The obtained expansion provides a possibility to represent the
iterated Stratonovich stochastic integral in the form of iterated series of products of standard
Gaussian random variables. Convergence in the mean of degree 2n (n ∈ N) of the expansion
is proven. The results of the article can be applied to numerical solution of Ito stochastic
differential equations.
1. Introduction
The idea of representing of iterated Stratonovich stochastic integrals in the form of multiple
stochastic integrals from specific discontinuous nonrandom functions of several variables and following
expansion of these functions using generalized iterated Fourier series in order to get effective mean-
square approximations of mentioned stochastic integrals was proposed and developed in a lot of
publications of the author [1]-[17]. The term "generalized iterated Fourier series" means that this
series is constructed using various complete orthonormal systems of functions in the space L2([t, T ]),
and not only using the trigonometric system of functions. Here [t, T ] is an interval of integration of
iterated Stratonovich stochastic integrals. For the first time the mentioned approach is considered
in [1]. Usage of the Fourier–Legendre series for approximation of iterated Stratonovich stochastic
integrals took place for the first time in [1] (see also [2]-[28]). The results from [1]-[28] and this work
convincingly testify, that there is a doubtless relation between multiplier factor 1/2, which is typical for
Stratonovich stochastic integral and included into the sum, connecting Stratonovich and Ito stochastic
integrals, and the fact, that in the point of finite discontinuity of sectionally smooth function f(x)
its generalized Fourier series converges to the value (f(x + 0) + f(x − 0))/2. In addition, as it is
demonstrated, the final formulas for expansions of iterated Stratonovich stochastic integrals, based
on the Fourier–Legendre series are essentially simpler than its analogues, based on the trigonometric
Fourier series. Note that another approaches to expansion of iterated Ito and Stratonovich stochastic
integrals, based on Fourier series can be found in [4]-[31]. For example, in [4]-[28] the method of
expansion of iterated Ito stochastic integrals, based on generalized multiple Fourier series is proposed
and developed. The ideas underlying this method are close to the ideas of the method considered in
this article.
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2. Theorem on Expansion of Iterated Stratonovich Stochastic Integrals of
Arbitrary Multiplicity k
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent.
Consider the following iterated stochastic integrals
(1) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m, and
∗∫
and
∫
denote Stratonovich and Ito stochastic integrals, respectively.
Further we will denote the complete orthonormal systems of Legendre polynomials or trigonometric
functions in the space L2([t, T ]) as {φj(x)}∞j=0. We will also pay attention on the following well-known
facts about these two systems of functions.
Suppose that f(x) is a bounded at the interval [t, T ] and sectionally smooth function at the open
interval (t, T ). Then the generalized Fourier series
∞∑
j=0
Cjφj(x)
with the Fourier coefficients
Cj =
T∫
t
f(x)φj(x)dx
converges at any internal point of the interval [t, T ] to the value (f(x+ 0) + f(x− 0)) /2 and converges
uniformly to f(x) on any closed interval of continuity of the function f(x), laying inside [t, T ].
At the same time the Fourier–Legendre series converges if x = t and x = T to f(t + 0) and
f(T − 0) correspondently, and the trigonometric Fourier series converges if x = t and x = T to
(f(t+ 0) + f(T − 0)) /2 in the case of periodic continuation of the function f(x).
Define the following function on a hypercube [t, T ]k
(3) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
=
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1},
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where t1, . . . , tk ∈ [t, T ] (k ≥ 2), and K(t1) ≡ ψ1(t1) for t1 ∈ [t, T ]. Here 1A denotes the indicator of
the set A.
Let us formulate the following statement.
Theorem 1 [1]-[13], [16], [17]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuously differentiable
function at the interval [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of Legendre polynomials
or trigonometric functions in the space L2([t, T ]).
Then, the iterated Stratonovich stochastic integral J∗[ψ(k)]T,t of type (1) is expanded in the conver-
ging in the mean of degree 2n (n ∈ N) iterated series
(4) J∗[ψ(k)]T,t =
∞∑
j1=0
. . .
∞∑
jk=0
Cjk ...j1
k∏
l=1
ζ
(il)
jl
,
where
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0) and
(5) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk
is the Fourier coefficient.
Note that (4) means the following
(6) lim
p1→∞
. . . lim
pk→∞
M



J∗[ψ(k)]T,t − p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
ζ
(il)
jl

2n

 = 0.
Proof. Let us condider several lemmas.
Define the function K∗(t1, . . . , tk) on a hypercube [t, T ]
k as follows:
K∗(t1, . . . , tk) =
k∏
l=1
ψl(tl)
k−1∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
=
(7) =
k∏
l=1
ψl(tl)

k−1∏
l=1
1{tl<tl+1} +
k−1∑
r=1
1
2r
k−1∑
sr,...,s1=1
sr>...>s1
r∏
l=1
1{tsl=tsl+1}
k−1∏
l=1
l 6=s1,...,sr
1{tl<tl+1}


for t1, . . . , tk ∈ [t, T ] (k ≥ 2) and K∗(t1) ≡ ψ1(t1) for t1 ∈ [t, T ], where 1A is the indicator of the set
A.
Lemma 1. In the conditions of Theorem 1 the function K∗(t1, . . . , tk) is represented in any internal
point of a hypercube [t, T ]k by the generalized iterated Fourier series
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(8) K∗(t1, . . . , tk) =
∞∑
j1=0
. . .
∞∑
jk=0
Cjk ...j1
k∏
l=1
φjl (tl), (t1, . . . , tk) ∈ (t, T )k,
where Cjk...j1 has the form (5). At that, the iterated series (8) converges at the boundary of a hypercube
[t, T ]k (not necessarily to the function K∗(t1, . . . , tk)).
Proof. We will perform proving using induction. Consider the case k = 2. Let us expand the
function K∗(t1, t2) using the variable t1, when t2 is fixed, into the generalized Fourier series at the
interval (t, T )
(9) K∗(t1, t2) =
∞∑
j1=0
Cj1 (t2)φj1 (t1) (t1 6= t, T ),
where
Cj1(t2) =
T∫
t
K∗(t1, t2)φj1(t1)dt1 =
T∫
t
K(t1, t2)φj1 (t1)dt1 =
= ψ2(t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1.
The equality (9) is executed pointwise at each point of the interval (t, T ) according to the variable
t1, when t2 ∈ [t, T ] is fixed, due to sectionally smoothness of the function K∗(t1, t2) with respect to
the variable t1 ∈ [t, T ] (t2 is fixed).
Note also that due to the well-known properties of the Fourier series, the series (9) converges when
t1 = t, T (not necessarily to the function K
∗(t1, t2)).
Obtaining (9) we also used the fact that the right-hand side of (9) converges when t1 = t2 (point
of finite discontinuity of function K(t1, t2)) to the value
1
2
(K(t2 − 0, t2) +K(t2 + 0, t2)) = 1
2
ψ1(t2)ψ2(t2) = K
∗(t2, t2).
The function Cj1(t2) is a continuously differentiable one at the interval [t, T ]. Let us expand it into
the generalized Fourier series at the interval (t, T )
(10) Cj1(t2) =
∞∑
j2=0
Cj2j1φj2(t2) (t2 6= t, T ),
where
Cj2j1 =
T∫
t
Cj1 (t2)φj2 (t2)dt2 =
T∫
t
ψ2(t2)φj2 (t2)
t2∫
t
ψ1(t1)φj1(t1)dt1dt2,
and the equality (10) is executed pointwise at any point of the interval (t, T ). The right-hand side of
(10) converges when t2 = t, T (not necessarily to Cj1 (t2)).
Let us substitute (10) into (9)
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(11) K∗(t1, t2) =
∞∑
j1=0
∞∑
j2=0
Cj2j1φj1(t1)φj2 (t2), (t1, t2) ∈ (t, T )2.
Note that the series on the right-hand side of (11) converges at the boundary of square [t, T ]2 (not
necessarily to K∗(t1, t2)). Lemma 1 is proven for the case k = 2.
Note that proving Lemma 1 for the case k = 2 we get the following equality (see (9))
(12) ψ1(t1)
(
1{t1<t2} +
1
2
1{t1=t2}
)
=
∞∑
j1=0
t2∫
t
ψ1(t1)φj1 (t1)dt1φj1 (t1),
which is executed pointwise at the interval (t, T ), besides the series on the right-hand side of (12)
converges when t1 = t, T.
Let us introduce assumption of induction
∞∑
j1=0
∞∑
j2=0
. . .
∞∑
jk−2=0
ψk−1(tk−1)
tk−1∫
t
ψk−2(tk−2)φjk−2 (tk−2) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk−2
k−2∏
l=1
φjl (tl) =
(13) =
k−1∏
l=1
ψl(tl)
k−2∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
.
Then
∞∑
j1=0
∞∑
j2=0
. . .
∞∑
jk−1=0
ψk(tk)
tk∫
t
ψk−1(tk−1)φjk−1 (tk−1) . . .
t2∫
t
ψ1(t1)φj1(t1)dt1 . . . dtk−1
k−1∏
l=1
φjl(tl) =
=
∞∑
j1=0
∞∑
j2=0
. . .
∞∑
jk−2=0
ψk(tk)
(
1{tk−1<tk} +
1
2
1{tk−1=tk}
)
ψk−1(tk−1)×
×
tk−1∫
t
ψk−2(tk−2)φjk−2(tk−2) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk−2
k−2∏
l=1
φjl(tl) =
= ψk(tk)
(
1{tk−1<tk} +
1
2
1{tk−1=tk}
) ∞∑
j1=0
∞∑
j2=0
. . .
∞∑
jk−2=0
ψk−1(tk−1)×
×
tk−1∫
t
ψk−2(tk−2)φjk−2(tk−2) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk−2
k−2∏
l=1
φjl(tl) =
= ψk(tk)
(
1{tk−1<tk} +
1
2
1{tk−1=tk}
) k−1∏
l=1
ψl(tl)
k−2∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
=
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(14) =
k∏
l=1
ψl(tl)
k−1∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
.
On the other side, the left-hand side of (14) may be represented by expanding the function
ψk(tk)
tk∫
t
ψk−1(tk−1)φjk−1 (tk−1) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk−1
into the generalized Fourier series at the interval (t, T ) using the variable tk to the following form
∞∑
j1=0
. . .
∞∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl).
Lemma 1 is proven.
Let us introduce the following notations
J [ψ(k)]sl,...,s1T,t
def
=
l∏
p=1
1{isp=isp+1 6=0}
×
×
T∫
t
ψk(tk) . . .
tsl+3∫
t
ψsl+2(tsl+2)
tsl+2∫
t
ψsl(tsl+1)ψsl+1(tsl+1) ×
×
tsl+1∫
t
ψsl−1(tsl−1) . . .
ts1+3∫
t
ψs1+2(ts1+2)
ts1+2∫
t
ψs1(ts1+1)ψs1+1(ts1+1) ×
×
ts1+1∫
t
ψs1−1(ts1−1) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(is1−1)
ts1−1
dts1+1dw
(is1+2)
ts1+2
. . .
(15) . . . dw
(isl−1)
tsl−1
dtsl+1dw
(isl+2)
tsl+2
. . . dw
(ik)
tk ,
where
(16) Ak,l = {(sl, . . . , s1) : sl > sl−1 + 1, . . . , s2 > s1 + 1, sl, . . . , s1 = 1, . . . , k − 1} ,
(sl, . . . , s1) ∈ Ak,l, l = 1, . . . , [k/2] , is = 0, 1, . . . ,m, s = 1, . . . , k,
[x] is an integer part of a number x, 1A is the indicator of the set A.
Let us formulate the statement about connection between iterated Ito and Stratonovich stochastic
integrals J∗[ψ(k)]T,t, J [ψ
(k)]T,t of fixed multiplicity k (see (1), (2)).
Lemma 2. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuously differentiable function at the
interval [t, T ]. Then, the following relation between iterated Ito and Stratonovich stochastic integrals
is correct
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(17) J∗[ψ(k)]T,t = J [ψ
(k)]T,t +
[k/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak,r
J [ψ(k)]sr ,...,s1T,t w. p. 1,
where
∑
∅
is supposed to be equal to zero; hereinafter w. p. 1 means "with probability 1".
Proof. Let us prove the equality (17) using induction. The case k = 1 is obvious. If k = 2 from
(17) we get
(18) J∗[ψ(2)]T,t = J [ψ
(2)]T,t +
1
2
J [ψ(2)]1T,t w. p. 1.
Let us demonstrate that equality (18) is correct w. p. 1. In order to do it let us consider the process
ηt2,t = ψ2(t2)J [ψ
(1)]t2,t, t2 ∈ [t, T ] and find its stochastic differential using the Ito formula
(19) dηt2,t = J [ψ
(1)]t2,tdψ2(t2) + ψ1(t2)ψ2(t2)dw
(i1)
t2 .
From the equality (19) it follows that the diffusion coefficient of the process ηt2,t, t2 ∈ [t, T ] equals
to 1{i1 6=0}ψ1(t2)ψ2(t2).
Further, using the standard relation between Stratonovich and Ito stochastic integrals w. p. 1 we
will obtain the relation (18). Thus, the statement of Lemma 2 is proven for k = 1 and k = 2.
Assume that the statement of Lemma 2 is reasonable for certain integer k > 2, and let us prove
its rightness when the value k is greater per unit. In the assumption of induction w. p. 1 we have
J∗[ψ(k+1)]T,t =
∗∫
t
T
ψk+1(τ)

J [ψk]τ,t + [k/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak,r
J [ψ(k)]sr ,...,s1τ,t

 dw(ik+1)τ =
(20) =
∗∫
t
T
ψk+1(τ)J [ψ
(k)]τ,tdw
(ik+1)
τ +
[k/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak,r
∗∫
t
T
ψk+1(τ)J [ψ
(k) ]sr,...,s1τ,t dw
(ik+1)
τ .
Using the Ito formula and the standard connection between Stratonovich and Ito stochastic
integrals, we get w. p. 1
(21)
∗∫
t
T
ψk+1(τ)J [ψ
(k) ]τ,tdw
(ik+1)
τ = J [ψ
(k+1)]T,t +
1
2
J [ψ(k+1)]kT,t,
(22)
∗∫
t
T
ψk+1(τ)J [ψ
(k)]sr ,...,s1τ,t dw
(ik+1)
τ =


J [ψ(k+1)]sr ,...,s1T,t if sr = k − 1
J [ψ(k+1)]sr ,...,s1T,t + J [ψ
(k+1)]k,sr ,...,s1T,t /2 if sr < k − 1
.
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After substitution of (21) and (22) into (20) and regrouping of summands we pass to the following
relations which are reasonable w. p. 1
(23) J∗[ψ(k+1)]T,t = J [ψ
(k+1)]T,t +
[k/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak+1,r
J [ψ(k+1)]sr ,...,s1T,t
when k is even and
(24) J∗[ψ(k
′+1)]T,t = J [ψ
(k′+1)]T,t +
[k′/2]+1∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak′+1,r
J [ψ(k
′+1)]sr ,...,s1T,t
when k′ = k + 1 is uneven.
From (23) and (24) w. p. 1 we have
(25) J∗[ψ(k+1)]T,t = J [ψ
(k+1)]T,t +
[(k+1)/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak+1,r
J [ψ(k+1)]sr ,...,s1T,t .
Lemma 2 is proven.
Consider the partition {τj}Nj=0 of [t, T ] such that
(26) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Lemma 3. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous function on [t, T ]. Then
(27) J [ψ(k)]T,t = l.i.m.
N→∞
N−1∑
jk=0
. . .
j2−1∑
j1=0
k∏
l=1
ψl(τjl)∆w
(il)
τjl
w. p. 1,
where ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval [t, T ], satisfying
the condition (26).
Proof. It is easy to notice that using the property of Ito stochastic integral additivity, we can
write down
(28) J [ψ(k)]T,t =
N−1∑
jk=0
. . .
j2−1∑
j1=0
k∏
l=1
J [ψl]τjl+1,τjl + εN w. p. 1,
where
εN =
N−1∑
jk=0
τjk+1∫
τjk
ψk(s)
s∫
τjk
ψk−1(τ)J [ψ
(k−2) ]τ,tdw
(ik−1)
τ dw
(ik)
s +
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+
k−3∑
r=1
G[ψ
(k)
k−r+1]N
jk−r+1−1∑
jk−r=0
τjk−r+1∫
τjk−r
ψk−r(s)
s∫
τjk−r
ψk−r−1(τ)J [ψ
(k−r−2)]τ,tdw
(ik−r−1)
τ dw
(ik−r)
s +
+G[ψ
(k)
3 ]N
j3−1∑
j2=0
J [ψ(2)]τj2+1,τj2 ,
G[ψ(k)m ]N =
N−1∑
jk=0
jk−1∑
jk−1=0
. . .
jm+1−1∑
jm=0
k∏
l=m
J [ψl]τjl+1,τjl ,
J [ψl]s,θ =
s∫
θ
ψl(τ)dw
(il)
τ ,
(ψm, ψm+1, . . . , ψk)
def
= ψ(k)m , (ψ1, . . . , ψk)
def
= ψ
(k)
1 = ψ
(k).
Using standard evaluations (37) for the moments of stochastic integrals, we obtain w. p. 1
(29) l.i.m.
N→∞
εN = 0.
Comparing (28) and (29) we get
(30) J [ψ(k)]T,t = l.i.m.
N→∞
N−1∑
jk=0
. . .
j2−1∑
j1=0
k∏
l=1
J [ψl]τjl+1,τjl w. p. 1.
Let us rewrite J [ψl]τjl+1,τjl in the form
J [ψl]τjl+1,τjl = ψl(τjl)∆w
(il)
τjl
+
τjl+1∫
τjl
(ψl(τ) − ψl(τjl))dw(il)τ
and put it into (30). Then, due to moment properties of stochastic integrals, continuity (as a result
uniform continuity) of functions ψl(s) (l = 1, . . . , k) it is easy to see that the prelimit expression on
the right-hand side of (30) is a sum of the prelimit expression on the right-hand side of (27) and of
the value which tends to zero in the mean-square sense if N →∞. The lemma is proven.
Remark 1. It is easy to see that if ∆w
(il)
τjl
in (27) for some l ∈ {1, . . . , k} is replaced with(
∆w
(il)
τjl
)p
(p = 2, il 6= 0), then the differential dw(il)tl in the integral J [ψ(k)]T,t will be replaced with
dtl. If p = 3, 4, . . . , then the right-hand side of the formula (27) w. p. 1 will become zero. If we replace
∆w
(il)
τjl
in (27) for some l ∈ {1, . . . , k} with (∆τjl)p (p = 2, 3, . . .), then the right-hand side of the
formula (27) also w. p. 1 will be equal to zero.
Let us define the following multiple stochastic integral
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(31) l.i.m.
N→∞
N−1∑
j1,...,jk=0
Φ (τj1 , . . . , τjk)
k∏
l=1
∆w(il)τjl
def
= J [Φ]
(k)
T,t.
Assume that Dk = {(t1, . . . , tk) : t ≤ t1 < . . . < tk ≤ T }. We will write Φ(t1, . . . , tk) ∈ C(Dk), if
Φ(t1, . . . , tk) is a continuous in the closed domain Dk nonrandom function of k variables.
Let us consider the multiple Ito stochastic integral
(32) I[Φ]
(k)
T,t
def
=
T∫
t
. . .
t2∫
t
Φ(t1, . . . , tk)dw
(i1)
t1 . . . dw
(ik)
tk
,
where Φ(t1, . . . , tk) ∈ C(Dk).
It is easy to check that this stochastic integral exists in the mean-square sense, if the following
condition is met
T∫
t
. . .
t2∫
t
Φ2(t1, . . . , tk)dt1 . . . dtk <∞.
Using the arguments which similar to the arguments used for proving of Lemma 3 it is easy to
demonstrate that if Φ(t1, . . . , tk) ∈ C(Dk), then the following equality is fulfilled
(33) I[Φ]
(k)
T,t = l.i.m.
N→∞
N−1∑
jk=0
. . .
j2−1∑
j1=0
Φ(τj1 , . . . , τjk)
k∏
l=1
∆w(il)τjl
w. p. 1.
In order to explain it, let us check the rightness of equality (33) when k = 3. For definiteness we
will suggest that i1, i2, i3 = 1, . . . ,m. We have
I[Φ]
(3)
T,t
def
=
T∫
t
t3∫
t
t2∫
t
Φ(t1, t2, t3)dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 =
= l.i.m.
N→∞
N−1∑
j3=0
τj3∫
t
t2∫
t
Φ(t1, t2, τj3)dw
(i1)
t1 dw
(i2)
t2 ∆w
(i3)
τj3
=
= l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
τj2+1∫
τj2
t2∫
t
Φ(t1, t2, τj3)dw
(i1)
t1 dw
(i2)
t2 ∆w
(i3)
τj3
=
= l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
τj2+1∫
τj2


τj2∫
t
+
t2∫
τj2

Φ(t1, t2, τj3)dw(i1)t1 dw(i2)t2 ∆w(i3)τj3 =
= l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
τj2+1∫
τj2
τj1+1∫
τj1
Φ(t1, t2, τj3)dw
(i1)
t1 dw
(i2)
t2 ∆w
(i3)
τj3
+
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(34) + l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
τj2+1∫
τj2
t2∫
τj2
Φ(t1, t2, τj3 )dw
(i1)
t1 dw
(i2)
t2 ∆w
(i3)
τj3
.
Let us demonstrate that the second limit on the right-hand side of (34) equals to zero. Actually,
the second moment of its prelimit expression equals to
N−1∑
j3=0
j3−1∑
j2=0
τj2+1∫
τj2
t2∫
τj2
Φ2(t1, t2, τj3)dt1dt2∆τj3 ≤M2
N−1∑
j3=0
j3−1∑
j2=0
1
2
(∆τj2)
2
∆τj3 → 0,
when N → ∞. Here M is a constant, which restricts the module of function Φ(t1, t2, t3), because of
its continuity, ∆τj = τj+1 − τj .
Considering the obtained conclusions we have
I[Φ]
(3)
T,t
def
=
T∫
t
t3∫
t
t2∫
t
Φ(t1, t2, t3)dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 =
= l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
τj2+1∫
τj2
τj1+1∫
τj1
Φ(t1, t2, τj3)dw
(i1)
t1 dw
(i2)
t2 ∆w
(i3)
τj3
=
= l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
τj2+1∫
τj2
τj1+1∫
τj1
(Φ(t1, t2, τj3)− Φ(t1, τj2 , τj3 )) dw(i1)t1 dw
(i2)
t2 ∆w
(i3)
τj3
+
+l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
τj2+1∫
τj2
τj1+1∫
τj1
(Φ(t1, τj2 , τj3)− Φ(τj1 , τj2 , τj3)) dw(i1)t1 dw
(i2)
t2 ∆w
(i3)
τj3
+
(35) + l.i.m.
N→∞
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
Φ(τj1 , τj2 , τj3)∆w
(i1)
τj1
∆w(i2)τj2 ∆w
(i3)
τj3
.
In order to get the sought result, we just have to demonstrate that the first two limits on the
right-hand side of (35) equal to zero. Let us prove that the first one of them equals to zero (proving
for the second limit is similar).
The second moment of the prelimit expression of the first limit on the right-hand side of (35)
equals to the following expression
(36)
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
τj2+1∫
τj2
τj1+1∫
τj1
(Φ(t1, t2, τj3)− Φ(t1, τj2 , τj3))2 dt1dt2∆τj3 .
Since the function Φ(t1, t2, t3) is continuous in the closed bounded domain D3, then it is uniformly
continuous in this domain. Therefore, if the distance between two points of the domain D3 is less
than δ(ε), then the corresponding oscillation of the function Φ(t1, t2, t3) for these two points of the
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domain D3 is less than ε (∀ ε > 0 ∃ δ(ε) > 0 which does not depends on mentioned points of the
domain D3).
If we assume that ∆τj < δ(ε) (j = 0, 1, . . . , N − 1), then the distance between points (t1, t2, τj3),
(t1, τj2 , τj3) is obviously less than δ(ε). In this case
|Φ(t1, t2, τj3)− Φ(t1, τj2 , τj3 )| < ε.
Consequently, when ∆τj < δ(ε) (j = 0, 1, . . . , N − 1) the expression (36) is evaluated by the
following value
ε2
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
∆τj1∆τj2∆τj3 < ε
2 (T − t)3
6
.
Because of this, the first limit on the right-hand side of (35) equals to zero. Similarly we can prove
equality to zero of the second limit on the right-hand side of (35).
Consequently, the equality (33) is proven for k = 3. The cases k = 2 and k > 3 are analyzed
absolutely similarly.
It is necessary to note that proving of formula (33) rightness is similar, when the nonrandom
function Φ(t1, . . . , tk) is continuous in the open domain Dk and bounded at its border.
Let us consider the class M2([0, T ]) of functions ξ : [0, T ] × Ω → R, which are measurable in
accordance with the collection of variables (t, ω) and Ft-measurable for all t ∈ [0, T ].Moreover ξ(τ, ω)
independent with increments ft+∆ − ft for t ≥ τ (∆ > 0),
T∫
0
M
{
ξ2(t, ω)
}
dt <∞,
and M
{
ξ2(t, ω)
}
<∞ for all t ∈ [0, T ].
It is well known [29], [33] that an Ito stochastic integral exists in the mean-square sence for any
ξ ∈M2([0, T ]). Further we will denote ξ(τ, ω) as ξτ .
Lemma 4. Suppose that the following condition is met
T∫
t
. . .
t2∫
t
Φ2(t1, . . . , tk)dt1 . . . dtk <∞,
where Φ(t1, . . . , tk) is a nonrandom function. Then
M
{∣∣∣∣I[Φ](k)T,t
∣∣∣∣2
}
≤ Ck
T∫
t
. . .
t2∫
t
Φ2(t1, . . . , tk)dt1 . . . dtk, Ck <∞,
where I[Φ]
(k)
T,t is defined by the formula (32).
Proof. Using standard properties and estimates of stochastic integrals for ξτ ∈M2([t0, t]) we have
[33]
(37) M


∣∣∣∣∣∣
t∫
t0
ξτdfτ
∣∣∣∣∣∣
2

 =
t∫
t0
M
{|ξτ |2} dτ, M


∣∣∣∣∣∣
t∫
t0
ξτdτ
∣∣∣∣∣∣
2

 ≤ (t− t0)
t∫
t0
M
{|ξτ |2} dτ.
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Let us denote
ξ[Φ]
(l)
tl+1,...,tk,t
=
tl+1∫
t
. . .
t2∫
t
Φ(t1, . . . , tk)dw
(i1)
t1 . . . dw
(il)
tl
,
where l = 1, . . . , k − 1 and ξ[Φ](0)t1,...,tk,t
def
= Φ(t1, . . . , tk).
In accordance with induction it is easy to demonstrate that ξ[Φ]
(l)
tl+1,...,tk,t ∈ M2([t, T ]) with respect
to the variable tl+1. Further, using the estimates (37) repeatedly we obtain the statement of Lemma
4.
Not difficult to see that in the case i1, . . . , ik = 1, . . . ,m from Lemma 2 we have
(38) M
{∣∣∣∣I[Φ](k)T,t
∣∣∣∣2
}
=
T∫
t
. . .
t2∫
t
Φ2(t1, . . . , tk)dt1 . . . dtk.
Lemma 5. Suppose that every ϕl(s) (l = 1, . . . , k) is a continuous function on [t, T ]. Then
(39)
k∏
l=1
J [ϕl]T,t = J [Φ]
(k)
T,t w. p. 1,
where
J [ϕl]T,t =
T∫
t
ϕl(s)dw
(il)
s , Φ(t1, . . . , tk) =
k∏
l=1
ϕl(tl),
and the integral J [Φ]
(k)
T,t is defined by equality (31).
Proof. Let at first il 6= 0 (l = 1, . . . , k). Let us denote
J [ϕl]N
def
=
N−1∑
j=0
ϕl(τj)∆w
(il)
τj .
Since
k∏
l=1
J [ϕl]N −
k∏
l=1
J [ϕl]T,t =
=
k∑
l=1
(
l−1∏
g=1
J [ϕg]T,t
)(
J [ϕl]N − J [ϕl]T,t
) k∏
g=l+1
J [ϕg]N

 ,
then because of the Minkowski inequality and the inequality of Cauchy-Bunyakovski we obtain
(40)

M


∣∣∣∣∣
k∏
l=1
J [ϕl]N −
k∏
l=1
J [ϕl]T,t
∣∣∣∣∣
2



1/2 ≤ Ck k∑
l=1
(
M
{∣∣∣∣J [ϕl]N − J [ϕl]T,t
∣∣∣∣4
})1/4
,
where Ck is a constant.
Note that
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J [ϕl]N − J [ϕl]T,t =
N−1∑
j=0
J [∆ϕl]τj+1,τj , J [∆ϕl]τj+1,τj =
τj+1∫
τj
(ϕl(τj)− ϕl(s)) dw(il)s .
Since J [∆ϕl]τj+1,τj are independent for various j, then [34]
M


∣∣∣∣∣∣
N−1∑
j=0
J [∆ϕl]τj+1,τj
∣∣∣∣∣∣
4

 =
N−1∑
j=0
M
{∣∣∣∣J [∆ϕl]τj+1,τj
∣∣∣∣4
}
+
(41) + 6
N−1∑
j=0
M
{∣∣∣∣J [∆ϕl]τj+1,τj
∣∣∣∣2
} j−1∑
q=0
M
{∣∣∣∣J [∆ϕl]τq+1,τq
∣∣∣∣2
}
.
Because of Gaussianity of J [∆ϕl]τj+1,τj we have
M
{∣∣∣∣J [∆ϕl]τj+1,τj
∣∣∣∣2
}
=
τj+1∫
τj
(ϕl(τj)− ϕl(s))2ds,
M
{∣∣∣∣J [∆ϕl]τj+1,τj
∣∣∣∣4
}
= 3


τj+1∫
τj
(ϕl(τj)− ϕl(s))2ds


2
.
Using this relations and continuity and as a result the uniform continuity of the functions ϕl(s),
we get
M


∣∣∣∣∣∣
N−1∑
j=0
J [∆ϕl]τj+1,τj
∣∣∣∣∣∣
4

 ≤
≤ ε4

3N−1∑
j=0
(∆τj)
2 + 6
N−1∑
j=0
∆τj
j−1∑
q=0
∆τq

 < 3ε4 (δ(ε)(T − t) + (T − t)2) ,
where ∆τj < δ(ε) (∀ ε > 0 ∃ δ(ε) > 0 which does not depends on points of the interval [t, T ] and
such that |ϕl(τj)− ϕl(s)| < ε, s ∈ [τj , τj+1]). Then the right-hand side of formula (41) tends to zero
when N →∞.
Considering this fact, as well as (40), we come to (39).
If w
(il)
tl = tl for some l ∈ {1, . . . , k}, then the proof of Lemma 3 becomes obviously simpler and it
is performed similarly. Lemma 3 is proven.
Using the Lemmas 2 and 3 w. p. 1 we obtain
(42) J∗[ψ(k)]T,t = J [ψ
(k)]T,t +
[k/2]∑
r=1
1
2r
∑
(sr ,...,s1)∈Ak,r
J [ψ(k)]sr ,...,s1T,t = J [K
∗]
(k)
T,t,
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where the stochastic integral J [K∗]
(k)
T,t defined in accordance with (31).
Let us subsitute the relation
K∗(t1, . . . , tk) =
=
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl) +K
∗(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
into (42). Here p1, . . . , pk <∞.
Then using Lemma 5 we obtain
(43) J∗[ψ(k)]T,t =
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
ζ
(il)
jl
+ J [Rp1...pk ]
(k)
T,t w. p. 1,
where the stochastic integral J [Rp1...pk ]
(k)
T,t is defined in accordance with (31) and
(44) Rp1...pk(t1, . . . , tk) = K
∗(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl),
ζ
(il)
jl
=
T∫
t
φjl(s)dw
(il)
s .
At that, the following equality is executed pointwise in (t, T )k in accordance with Lemma 1
(45) lim
p1→∞
. . . lim
pk→∞
Rp1...pk(t1, . . . , tk) = 0.
Lemma 6. In the conditions of Theorem 1
lim
p1→∞
. . . lim
pk→∞
M
{∣∣∣J [Rp1...pk ](k)T,t∣∣∣2n
}
= 0, n ∈ N.
Proof. At first let us analize in details the cases k = 2, 3, 4. Using (81) w. p. 1 we have
J [Rp1p2 ]
(2)
T,t = l.i.m.
N→∞
N−1∑
l2=0
N−1∑
l1=0
Rp1p2(τl1 , τl2)∆w
(i1)
τl1
∆w(i2)τl2
=
= l.i.m.
N→∞
N−1∑
l2=0
l2−1∑
l1=0
Rp1p2(τl1 , τl2)∆w
(i1)
τl1
∆w(i2)τl2 + l.i.m.N→∞
N−1∑
l1=0
l1−1∑
l2=0
Rp1p2(τl1 , τl2)∆w
(i1)
τl1
∆w(i2)τl2 +
+l.i.m.
N→∞
N−1∑
l1=0
Rp1p2(τl1 , τl1)∆w
(i1)
τl1
∆w(i2)τl1 =
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=
T∫
t
t2∫
t
Rp1p2(t1, t2)dw
(i1)
t1 dw
(i2)
t2 +
T∫
t
t1∫
t
Rp1p2(t1, t2)dw
(i2)
t2 dw
(i1)
t1 +
+1{i1=i2 6=0}
T∫
t
Rp1p2(t1, t1)dt1,
where
(46) Rp1p2(t1, t2) = K
∗(t1, t2)−
p1∑
j1=0
p2∑
j2=0
Cj2j1φj1(t1)φj2 (t2), p1, p2 <∞.
Using Lemma 4 we obtain
M
{∣∣∣J [Rp1p2 ](2)T,t∣∣∣2n
}
≤ Cn

 T∫
t
t2∫
t
(Rp1p2(t1, t2))
2n
dt1dt2+
(47) +
T∫
t
t1∫
t
(Rp1p2(t1, t2))
2n
dt2dt1 + 1{i1=i2 6=0}
T∫
t
(Rp1p2(t1, t1))
2n
dt1

 ,
where constant Cn <∞ depends on n and T − t (n = 1, 2, . . .).
Note that due to the assumptions proposed earlier, the function Rp1p2(t1, t2) is continuous in the
domains of integrating of integrals on the right-hand side of (47) and it is bounded at the boundary
of square [t, T ]2.
Let us estimate the first integral on the right-hand side of (47)
0 ≤
T∫
t
t2∫
t
(Rp1p2(t1, t2))
2n
dt1dt2 =

 ∫
Dε
+
∫
Γε

 (Rp1p2(t1, t2))2n dt1dt2 ≤
≤
N−1∑
i=0
i∑
j=0
max
(t1,t2)∈[τi,τi+1]x[τj ,τj+1]
(Rp1p2(t1, t2))
2n
∆τi∆τj +MSΓε ≤
≤
N−1∑
i=0
i∑
j=0
(Rp1p2(τi, τj))
2n∆τi∆τj+
+
N−1∑
i=0
i∑
j=0
∣∣∣∣(Rp1p2(t(p1p2)i , t(p1p2)j ))2n − (Rp1p2(τi, τj))2n
∣∣∣∣∆τi∆τj +MSΓε ≤
(48) ≤
N−1∑
i=0
i∑
j=0
(Rp1p2(τi, τj))
2n
∆τi∆τj + ε1
1
2
(T − t− 3ε)2
(
1 +
1
N
)
+MSΓε ,
where
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Dε = {(t1, t2) : t2 ∈ [t+ 2ε, T − ε], t1 ∈ [t+ ε, t2 − ε]}, Γε = D\Dε,
D = {(t1, t2) : t2 ∈ [t, T ], t1 ∈ [t, t2]},
ε is a sufficiently small positive number, SΓε is the area of Γε, M > 0 is a positive constant limiting
the function (Rp1p2(t1, t2))
2n , (t
(p1p2)
i , t
(p1p2)
j ) is a point of maximum of this function, when (t1, t2) ∈
[τi, τi+1] x [τj , τj+1],
τi = t+ 2ε+ i∆ (i = 0, 1, . . . , N), τN = T − ε, ∆ = (T − t− 3ε)/N, ∆ < ε,
ε1 > 0 is any sufficiently small positive number.
Getting (48), we used the well-known properties of Riemann integrals, the first and the second
Weierstrass Theorems for the function of two variables, as well as the continuity and as a result the
uniform continuity of the function (Gp1p2(t1, t2))
2n
in the domain Dε (∀ ε1 > 0 ∃ δ(ε1) > 0 which
does not depends on t1, t2, p1, p2 and if
√
2∆ < δ(ε1), then the following inequality takes place∣∣∣∣(Rp1p2(t(p1p2)i , t(p1p2)j ))2n − (Rp1p2(τi, τj))2n
∣∣∣∣ < ε1).
Considering (11) let us write down
lim
p1→∞
lim
p2→∞
(Rp1p2(t1, t2))
2n = 0 when (t1, t2) ∈ Dε
and execute the iterated passage to the limit lim
ε→+0
lim
p1→∞
lim
p2→∞
in the inequality (48). Then according
to arbitrariness of ε1 we have
(49) lim
p1→∞
lim
p2→∞
T∫
t
t2∫
t
(Rp1p2(t1, t2))
2n
dt1dt2 = 0.
Similarly to arguments given above we have
(50) lim
p1→∞
lim
p2→∞
T∫
t
t1∫
t
(Rp1p2(t1, t2))
2n dt2dt1 = 0,
(51) lim
p1→∞
lim
p2→∞
T∫
t
(Rp1p2(t1, t1))
2n
dt1 = 0.
From (47), (49)–(51) we get
(52) lim
p1→∞
lim
p2→∞
M
{∣∣∣J [Rp1p2 ](2)T,t∣∣∣2n
}
= 0, n ∈ N.
Note that (52) can be obtained by a more simple way. We have
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T∫
t
t2∫
t
(Rp1p2(t1, t2))
2n
dt1dt2 +
T∫
t
t1∫
t
(Rp1p2(t1, t2))
2n
dt2dt1 =
=
T∫
t
t2∫
t
(Rp1p2(t1, t2))
2n dt1dt2 +
T∫
t
T∫
t2
(Rp1p2(t1, t2))
2n dt1dt2 =
(53) =
∫
[t,T ]2
(Rp1p2(t1, t2))
2n
dt1dt2.
Combining (47) and (53) we obtain
M
{∣∣∣J [Rp1p2 ](2)T,t∣∣∣2n
}
≤
(54) ≤ Cn

 ∫
[t,T ]2
(Rp1p2(t1, t2))
2n dt1dt2 + 1{i1=i2 6=0}
T∫
t
(Rp1p2(t1, t1))
2n dt1

 ,
where constant Cn <∞ depends on n and T − t (n = 1, 2, . . .).
Since the integrals on the right-hand side of (54) exist as Riemann integrals, then they are equal
to the corresponding Lebesgue integrals. Moreover, the following equality
lim
p1→∞
lim
p2→∞
(Rp1p2(t1, t2))
2n
= 0
holds for all (t1, t2) ∈ (t, T )2.
According to (9)–(11), (46) we have
Rp1p2(t1, t2) =

K∗(t1, t2)− p1∑
j1=0
Cj1(t2)φj1(t1)

+
+

 p1∑
j1=0

Cj1 (t2)− p2∑
j2=0
Cj2j1φj2 (t2)

φj1(t1)

 .
Then, applying two times (we mean here an iterated passage to the limit lim
p1→∞
lim
p2→∞
) the Dominated
Convergence Theorem of Lebesgue we obtain
(55) lim
p1→∞
lim
p2→∞
∫
[t,T ]2
(Rp1p2(t1, t2))
2n dt1dt2 = 0, lim
p1→∞
lim
p2→∞
T∫
t
(Rp1p2(t1, t1))
2n dt1 = 0.
From (54) and (55) we get (52).
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Let us consider the case k = 3. Using (82) w. p. 1 we have
J [Rp1p2p3 ]
(3)
T,t = l.i.m.
N→∞
N−1∑
l3=0
N−1∑
l2=0
N−1∑
l1=0
Rp1p2p3(τl1 , τl2 , τl3)∆w
(i1)
τl1
∆w(i2)τl2
∆w(i3)τl3
=
= l.i.m.
N→∞
N−1∑
l3=0
l3−1∑
l2=0
l2−1∑
l1=0
(
Rp1p2p3(τl1 , τl2 , τl3)∆w
(i1)
τl1
∆w(i2)τl2 ∆w
(i3)
τl3
+
+Rp1p2p3(τl1 , τl3 , τl2)∆w
(i1)
τl1
∆w(i2)τl3
∆w(i3)τl2
+Rp1p2p3(τl2 , τl1 , τl3)∆w
(i1)
τl2
∆w(i2)τl1
∆w(i3)τl3
+
+Rp1p2p3(τl2 , τl3 , τl1)∆w
(i1)
τl2
∆w(i2)τl3
∆w(i3)τl1
+Rp1p2p3(τl3 , τl2 , τl1)∆w
(i1)
τl3
∆w(i2)τl2
∆w(i3)τl1
+
+Rp1p2p3(τl3 , τl1 , τl2)∆w
(i1)
τl3
∆w(i2)τl1
∆w(i3)τl2
)
+
+l.i.m.
N→∞
N−1∑
l3=0
l3−1∑
l2=0
(
Rp1p2p3(τl2 , τl2 , τl3)∆w
(i1)
τl2
∆w(i2)τl2
∆w(i3)τl3
+
+Rp1p2p3(τl2 , τl3 , τl2)∆w
(i1)
τl2
∆w(i2)τl3 ∆w
(i3)
τl2
+Rp1p2p3(τl3 , τl2 , τl2)∆w
(i1)
τl3
∆w(i2)τl2 ∆w
(i3)
τl2
)
+
+l.i.m.
N→∞
N−1∑
l3=0
l3−1∑
l1=0
(
Rp1p2p3(τl1 , τl3 , τl3)∆w
(i1)
τl1
∆w(i2)τl3
∆w(i3)τl3
+
+Rp1p2p3(τl3 , τl1 , τl3)∆w
(i1)
τl3
∆w(i2)τl1
∆w(i3)τl3
+Rp1p2p3(τl3 , τl3 , τl1)∆w
(i1)
τl3
∆w(i2)τl3
∆w(i3)τl1
)
+
+l.i.m.
N→∞
N−1∑
l3=0
Rp1p2p3(τl3 , τl3 , τl3)∆w
(i1)
τl3
∆w(i2)τl3
∆w(i3)τl3
=
=
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t1, t2, t3)dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 +
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t1, t3, t2)dw
(i1)
t1 dw
(i3)
t2 dw
(i2)
t3 +
+
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t2, t1, t3)dw
(i2)
t1 dw
(i1)
t2 dw
(i3)
t3 +
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t2, t3, t1)dw
(i3)
t1 dw
(i1)
t2 dw
(i2)
t3 +
+
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t3, t2, t1)dw
(i3)
t1 dw
(i2)
t2 dw
(i1)
t3 +
T∫
t
t3∫
t
t2∫
t
Rp1p2p3(t3, t1, t2)dw
(i2)
t1 dw
(i3)
t2 dw
(i1)
t3 +
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+1{i1=i2 6=0}
T∫
t
t3∫
t
Rp1p2p3(t2, t2, t3)dt2dw
(i3)
t3 + 1{i1=i3 6=0}
T∫
t
t3∫
t
Rp1p2p3(t2, t3, t2)dt2dw
(i2)
t3 +
+1{i2=i3 6=0}
T∫
t
t3∫
t
Rp1p2p3(t3, t2, t2)dt2dw
(i1)
t3 + 1{i2=i3 6=0}
T∫
t
t3∫
t
Rp1p2p3(t1, t3, t3)dw
(i1)
t1 dt3+
+1{i1=i3 6=0}
T∫
t
t3∫
t
Rp1p2p3(t3, t1, t3)dw
(i2)
t1 dt3 + 1{i1=i2 6=0}
T∫
t
t3∫
t
Rp1p2p3(t3, t3, t1)dw
(i3)
t1 dt3.
Using Lemma 4 we obtain
M
{∣∣∣J [Rp1p2p3 ](3)T,t∣∣∣2n
}
≤ Cn
( T∫
t
t3∫
t
t2∫
t
(
(Rp1p2p3(t1, t2, t3))
2n
+ (Rp1p2p3(t1, t3, t2))
2n
+
+(Rp1p2p3(t2, t1, t3))
2n
+ (Rp1p2p3(t2, t3, t1))
2n
+ (Rp1p2p3(t3, t2, t1))
2n
+
+(Rp1p2p3(t3, t1, t2))
2n
)
dt1dt2dt3+
+
T∫
t
t3∫
t
(
1{i1=i2 6=0}
(
(Rp1p2p3(t2, t2, t3))
2n
+ (Rp1p2p3(t3, t3, t2))
2n
)
+
+1{i1=i3 6=0}
(
(Rp1p2p3(t2, t3, t2))
2n + (Rp1p2p3(t3, t2, t3))
2n
)
+
(56) +1{i2=i3 6=0}
(
(Rp1p2p3(t3, t2, t2))
2n
+ (Rp1p2p3(t2, t3, t3))
2n
)
dt2dt3
)
, Cn <∞.
Note that integrand functions on the right-hand side of (56) are continuous in the domains
of integrating of iterated integrals and bounded at the boundaries of these domains. Moreover,
everywhere in (t, T )3 the following formula takes place
(57) lim
p1→∞
lim
p2→∞
lim
p3→∞
Rp1p2p3(t1, t2, t3) = 0.
Further, similarly to estimate (48) (see 2-dimensional case) we realize the iterated passage to the
limit lim
p1→∞
lim
p2→∞
lim
p3→∞
under the integral signs on the right-hand side of (56) and we get
(58) lim
p1→∞
lim
p2→∞
lim
p3→∞
M
{∣∣∣J [Rp1p2p3 ](3)T,t∣∣∣2n
}
= 0, n ∈ N.
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From the other hand
T∫
t
t3∫
t
t2∫
t
(
(Rp1p2p3(t1, t2, t3))
2n
+ (Rp1p2p3(t1, t3, t2))
2n
+ (Rp1p2p3(t2, t1, t3))
2n
+
+(Rp1p2p3(t2, t3, t1))
2n
+ (Rp1p2p3(t3, t2, t1))
2n
+ (Rp1p2p3(t3, t1, t2))
2n
)
dt1dt2dt3 =
(59) =
∫
[t,T ]3
(Rp1p2p3(t1, t2, t3))
2n
dt1dt2dt3,
T∫
t
t3∫
t
(
(Rp1p2p3(t2, t2, t3))
2n
+ (Rp1p2p3(t3, t3, t2))
2n
)
dt2dt3 =
=
T∫
t
t3∫
t
(Rp1p2p3(t2, t2, t3))
2n
dt2dt3 +
T∫
t
T∫
t3
(Rp1p2p3(t2, t2, t3))
2n
dt2dt3 =
(60) =
∫
[t,T ]2
(Rp1p2p3(t2, t2, t3))
2n dt2dt3,
T∫
t
t3∫
t
(
(Rp1p2p3(t2, t3, t2))
2n + (Rp1p2p3(t3, t2, t3))
2n
)
dt2dt3 =
=
T∫
t
t3∫
t
(Rp1p2p3(t2, t3, t2))
2n dt2dt3 +
T∫
t
T∫
t3
(Rp1p2p3(t2, t3, t2))
2n dt2dt3 =
(61) =
∫
[t,T ]2
(Rp1p2p3(t2, t3, t2))
2n
dt2dt3,
T∫
t
t3∫
t
(
(Rp1p2p3(t3, t2, t2))
2n
+ (Rp1p2p3(t2, t3, t3))
2n
)
dt2dt3 =
=
T∫
t
t3∫
t
(Rp1p2p3(t3, t2, t2))
2n
dt2dt3 +
T∫
t
T∫
t3
(Rp1p2p3(t3, t2, t2))
2n
dt2dt3 =
(62) =
∫
[t,T ]2
(Rp1p2p3(t3, t2, t2))
2n
dt2dt3,
Combining (56), (59)–(62) we have
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M
{∣∣∣J [Rp1p2p3 ](3)T,t∣∣∣2n
}
≤ Cn

 ∫
[t,T ]3
(Rp1p2p3(t1, t2, t3))
2n dt1dt2dt3+
+1{i1=i2 6=0}
∫
[t,T ]2
(Rp1p2p3(t2, t2, t3))
2n
dt2dt3+
+1{i1=i3 6=0}
∫
[t,T ]2
(Rp1p2p3(t2, t3, t2))
2n
dt2dt3+
(63) +1{i2=i3 6=0}
∫
[t,T ]2
(Rp1p2p3(t3, t2, t2))
2n
dt2dt3

 .
Since the integrals on the right-hand side of (63) exist as Riemann integrals, then they are equal
to the corresponding Lebesgue integrals. Moreover, the following equality
lim
p1→∞
lim
p2→∞
lim
p3→∞
Rp1p2p3(t1, t2, t3) = 0
holds for all (t1, t2, t3) ∈ (t, T )3.
According to the proof of Lemma 1 and (44) for k = 3 we have
Rp1p2p3(t1, t2, t3) =

K∗(t1, t2, t3)− p1∑
j1=0
Cj1(t2, t3)φj1 (t1)

+
+

 p1∑
j1=0

Cj1(t2, t3)− p2∑
j2=0
Cj2j1(t3)φj2 (t2)

φj1(t1)

+
+

 p1∑
j1=0
p2∑
j2=0

Cj2j1(t3)− p3∑
j3=0
Cj3j2j1φj3 (t3)

φj2(t2)φj1 (t1)

 ,
where
Cj1(t2, t3) =
T∫
t
K∗(t1, t2, t3)φj1 (t1)dt1,
Cj2j1(t3) =
∫
[t,T ]2
K∗(t1, t2, t3)φj1 (t1)φj2 (t2)dt1dt2.
Then, applying three times (we mean here an iterated passage to the limit lim
p1→∞
lim
p2→∞
lim
p3→∞
) the
Dominated Convergence Theorem of Lebesgue we obtain
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(64) lim
p1→∞
lim
p2→∞
lim
p3→∞
∫
[t,T ]3
(Rp1p2p3(t1, t2, t3))
2n
dt1dt2dt3 = 0,
(65) lim
p1→∞
lim
p2→∞
lim
p3→∞
∫
[t,T ]2
(Rp1p2p3(t2, t2, t3))
2n
dt2dt3 = 0,
(66) lim
p1→∞
lim
p2→∞
lim
p3→∞
∫
[t,T ]2
(Rp1p2p3(t2, t3, t2))
2n
dt2dt3 = 0,
(67) lim
p1→∞
lim
p2→∞
lim
p3→∞
∫
[t,T ]2
(Rp1p2p3(t3, t2, t2))
2n dt2dt3 = 0.
From (63)–(67) we get (58).
Let us consider the case k = 4. Using (83) w. p. 1 we have
J [Rp1p2p3p4 ]
(4)
T,t =
= l.i.m.
N→∞
N−1∑
l4=0
N−1∑
l3=0
N−1∑
l2=0
N−1∑
l1=0
Rp1p2p3p4(τl1 , τl2 , τl3 , τl4)∆w
(i1)
τl1
∆w(i2)τl2
∆w(i3)τl3
∆w(i4)τl4
=
= l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l3=0
l3−1∑
l2=0
l2−1∑
l1=0
∑
(l1,l2,l3,l4)
(
Rp1p2p3p4(τl1 , τl2 , τl3 , τl4)∆w
(i1)
τl1
∆w(i2)τl2 ∆w
(i3)
τl3
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l3=0
l3−1∑
l2=0
∑
(l2,l2,l3,l4)
(
Rp1p2p3p4(τl2 , τl2 , τl3 , τl4)∆w
(i1)
τl2
∆w(i2)τl2
∆w(i3)τl3
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l3=0
l3−1∑
l1=0
∑
(l1,l3,l3,l4)
(
Rp1p2p3p4(τl1 , τl3 , τl3 , τl4)∆w
(i1)
τl1
∆w(i2)τl3
∆w(i3)τl3
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l2=0
l2−1∑
l1=0
∑
(l1,l2,l4,l4)
(
Rp1p2p3p4(τl1 , τl2 , τl4 , τl4)∆w
(i1)
τl1
∆w(i2)τl2 ∆w
(i3)
τl4
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l3=0
∑
(l3,l3,l3,l4)
(
Rp1p2p3p4(τl3 , τl3 , τl3 , τl4)∆w
(i1)
τl3
∆w(i2)τl3
∆w(i3)τl3
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l2=0
∑
(l2,l2,l4,l4)
(
Rp1p2p3p4(τl2 , τl2 , τl4 , τl4)∆w
(i1)
τl2
∆w(i2)τl2
∆w(i3)τl4
∆w(i4)τl4
)
+
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+l.i.m.
N→∞
N−1∑
l4=0
l4−1∑
l1=0
∑
(l1,l4,l4,l4)
(
Rp1p2p3p4(τl1 , τl4 , τl4 , τl4)∆w
(i1)
τl1
∆w(i2)τl4 ∆w
(i3)
τl4
∆w(i4)τl4
)
+
+l.i.m.
N→∞
N−1∑
l4=0
Rp1p2p3p4(τl4 , τl4 , τl4 , τl4)∆w
(i1)
τl4
∆w(i2)τl4
∆w(i3)τl4
∆w(i4)τl4
=
=
T∫
t
t4∫
t
t3∫
t
t2∫
t
∑
(t1,t2,t3,t4)
(
Rp1p2p3p4(t1, t2, t3, t4)dw
(i1)
t1 dw
(i2)
t2 dw
(i3)
t3 dw
(i4)
t4
)
+
+1{i1=i2 6=0}
T∫
t
t4∫
t
t3∫
t
∑
(t1,t3,t4)
(
Rp1p2p3p4(t1, t1, t3, t4)dt1dw
(i3)
t3 dw
(i4)
t4
)
+
+1{i1=i3 6=0}
T∫
t
t4∫
t
t2∫
t
∑
(t1,t2,t4)
(
Rp1p2p3p4(t1, t2, t1, t4)dt1dw
(i2)
t2 dw
(i4)
t4
)
+
+1{i1=i4 6=0}
T∫
t
t3∫
t
t2∫
t
∑
(t1,t2,t3)
(
Rp1p2p3p4(t1, t2, t3, t1)dt1dw
(i2)
t2 dw
(i3)
t3
)
+
+1{i2=i3 6=0}
T∫
t
t4∫
t
t2∫
t
∑
(t1,t2,t4)
(
Rp1p2p3p4(t1, t2, t2, t4)dw
(i1)
t1 dt2dw
(i4)
t4
)
+
+1{i2=i4 6=0}
T∫
t
t3∫
t
t2∫
t
∑
(t1,t2,t3)
(
Rp1p2p3p4(t1, t2, t3, t2)dw
(i1)
t1 dt2dw
(i3)
t3
)
+
+1{i3=i4 6=0}
T∫
t
t3∫
t
t2∫
t
∑
(t1,t2,t3)
(
Rp1p2p3p4(t1, t2, t3, t3)dw
(i1)
t1 dw
(i2)
t2 dt3
)
+
+1{i1=i2 6=0}1{i3=i4 6=0}

 T∫
t
t4∫
t
Rp1p2p3p4(t2, t2, t4, t4)dt2dt4+
+
T∫
t
t4∫
t
Rp1p2p3p4(t4, t4, t2, t2)dt2dt4

+
+1{i1=i3 6=0}1{i2=i4 6=0}

 T∫
t
t4∫
t
Rp1p2p3p4(t2, t4, t2, t4)dt2dt4+
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+
T∫
t
t4∫
t
Rp1p2p3p4(t4, t2, t4, t2)dt2dt4

+
+1{i1=i4 6=0}1{i2=i3 6=0}

 T∫
t
t4∫
t
Rp1p2p3p4(t2, t4, t4, t2)dt2dt4+
(68) +
T∫
t
t4∫
t
Rp1p2p3p4(t4, t2, t2, t4)dt2dt4

 ,
where expression ∑
(a1,...,ak)
means the sum according to all possible permutations (a1, . . . , ak). Note that the analogue of (68)
was obtained in Section 6 [28] with using a different approach.
By analogy with (63) we obtain
M
{∣∣∣J [Rp1p2p3p4 ](4)T,t∣∣∣2n
}
≤ Cn

 ∫
[t,T ]4
(Rp1p2p3p4(t1, t2, t3, t4))
2n
dt1dt2dt3dt4+
+1{i1=i2 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t2, t2, t3, t4))
2n dt2dt3dt4+
+1{i1=i3 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t2, t3, t2, t4))
2n dt2dt3dt4+
+1{i1=i4 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t2, t3, t4, t2))
2n dt2dt3dt4+
+1{i2=i3 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t3, t2, t2, t4))
2n dt2dt3dt4+
+1{i2=i4 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t3, t2, t4, t2))
2n dt2dt3dt4+
+1{i3=i4 6=0}
∫
[t,T ]3
(Rp1p2p3p4(t3, t4, t2, t2))
2n dt2dt3dt4+
+1{i1=i2 6=0}1{i3=i4 6=0}
∫
[t,T ]2
(Rp1p2p3p4(t2, t2, t4, t4))
2n dt2dt4+
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+1{i1=i3 6=0}1{i2=i4 6=0}
∫
[t,T ]2
(Rp1p2p3p4(t2, t4, t2, t4))
2n dt2dt4+
(69) +1{i1=i4 6=0}1{i2=i3 6=0}
∫
[t,T ]2
(Rp1p2p3p4(t2, t4, t4, t2))
2n
dt2dt4

 , Cn <∞.
Since the integrals on the right-hand side of (69) exist as Riemann integrals, then they are equal
to the corresponding Lebesgue integrals. Moreover, the following equality
lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
Rp1p2p3p4(t1, t2, t3, t4) = 0
holds for all (t1, t2, t3, t4) ∈ (t, T )4.
According to the proof of Lemma 1 and (44) for k = 4 we have
Rp1p2p3p4(t1, t2, t3, t4) =

K∗(t1, t2, t3, t4)− p1∑
j1=0
Cj1(t2, t3, t4)φj1(t1)

+
+

 p1∑
j1=0

Cj1(t2, t3, t4)− p2∑
j2=0
Cj2j1(t3, t4)φj2 (t2)

φj1 (t1)

+
+

 p1∑
j1=0
p2∑
j2=0

Cj2j1(t3, t4)− p3∑
j3=0
Cj3j2j1(t4)φj3 (t3)

φj2 (t2)φj1 (t1)

+
+

 p1∑
j1=0
p2∑
j2=0
p3∑
j3=0

Cj3j2j1(t4)− p4∑
j4=0
Cj4j3j2j1φj4 (t4)

φj3 (t3)φj2 (t2)φj1 (t1)

 ,
where
Cj1 (t2, t3, t4) =
T∫
t
K∗(t1, t2, t3, t4)φj1 (t1)dt1,
Cj2j1(t3, t4) =
∫
[t,T ]2
K∗(t1, t2, t3, t4)φj1 (t1)φj2 (t2)dt1dt2,
Cj3j2j1(t4) =
∫
[t,T ]3
K∗(t1, t2, t3, t4)φj1 (t1)φj2 (t2)φj3(t3)dt1dt2dt3.
Then, applying four times (we mean here an iterated passage to the limit lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
)
the Dominated Convergence Theorem of Lebesgue we obtain
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(70) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]4
(Rp1p2p3p4(t1, t2, t3, t4))
2n
dt1dt2dt3dt4 = 0,
(71) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t2, t2, t3, t4))
2n dt2dt3dt4 = 0,
(72) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t2, t3, t2, t4))
2n
dt2dt3dt4 = 0,
(73) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t2, t3, t4, t2))
2n dt2dt3dt4 = 0,
(74) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t3, t2, t2, t4))
2n
dt2dt3dt4 = 0,
(75) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t3, t2, t4, t2))
2n
dt2dt3dt4 = 0,
(76) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]3
(Rp1p2p3p4(t3, t4, t2, t2))
2n
dt2dt3dt4 = 0,
(77) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]2
(Rp1p2p3p4(t2, t2, t4, t4))
2n
dt2dt4 = 0,
(78) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]2
(Rp1p2p3p4(t2, t4, t2, t4))
2n dt2dt4 = 0,
(79) lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
∫
[t,T ]2
(Rp1p2p3p4(t2, t4, t4, t2))
2n
dt2dt4 = 0.
Combaining (69) with (70)–(79) we obtain that
lim
p1→∞
lim
p2→∞
lim
p3→∞
lim
p4→∞
M
{∣∣∣J [Rp1p2p3p4 ](4)T,t∣∣∣2n
}
= 0, n ∈ N.
Lemma 6 for k = 4 is proven.
Let us consider the case of arbitrary k (k ∈ N). Let us analyze the stochastic integral of type (31)
and find its representation, convenient for the following consideration. In order to do it we introduce
several notations. Suppose that
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S
(k)
N (a) =
N−1∑
jk=0
. . .
j2−1∑
j1=0
∑
(j1,...,jk)
a(j1,...,jk),
Csr . . .Cs1S
(k)
N (a) =
=
N−1∑
jk=0
. . .
jsr+2−1∑
jsr+1=0
jsr+1−1∑
jsr−1=0
. . .
js1+2−1∑
js1+1=0
js1+1−1∑
js1−1=0
. . .
j2−1∑
j1=0
∑
r∏
l=1
Ijsl
,jsl+1
(j1,...,jk)
a r∏
l=1
Ijsl
,jsl+1
(j1,...,jk)
,
where
r∏
l=1
Ijsl ,jsl+1
(j1, . . . , jk)
def
= Ijsr ,jsr+1 . . . Ijs1 ,js1+1(j1, . . . , jk),
Cs0 . . .Cs1S
(k)
N (a) = S
(k)
N (a),
0∏
l=1
Ijsl ,jsl+1
(j1, . . . , jk) = (j1, . . . , jk),
Ijl,jl+1(jq1 , . . . , jq2 , jl, jq3 , . . . , jqk−2 , jl, jqk−1 , . . . , jqk)
def
=
def
= (jq1 , . . . , jq2 , jl+1, jq3 , . . . , jqk−2 , jl+1, jqk−1 , . . . , jgk),
where l ∈ N, l 6= q1, . . . , q2, q3, . . . , qk−2, qk−1, . . . , qk, s1, . . . , sr = 1, . . . , k − 1, sr > . . . > s1,
a(jq1 ,...,jqk ) is an scalar value, q1, . . . , qk = 1, . . . , k, expression
∑
(jq1 ,...,jqk )
means the sum according to all possible permutations (jq1 , . . . , jqk).
Using induction it is possible to prove the following equality
(80)
N−1∑
jk=0
. . .
N−1∑
j1=0
a(j1,...,jk) =
k−1∑
r=0
k−1∑
sr,...,s1=1
sr>...>s1
Csr . . .Cs1S
(k)
N (a),
where k = 1, 2, . . . , the sum according to empty set supposed as equal to 1.
Hereinafter, we will identify the following records
a(j1,...,jk) = a(j1...jk) = aj1...jk .
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In particular, from (80) for k = 2, 3, 4 we get the following formulas
N−1∑
j2=0
N−1∑
j1=0
a(j1,j2) = S
(2)
N (a) + C1S
(2)
N (a) =
=
N−1∑
j2=0
j2−1∑
j1=0
∑
(j1,j2)
a(j1j2) +
N−1∑
j2=0
a(j2j2) =
N−1∑
j2=0
j2−1∑
j1=0
(aj1j2 + aj2j1)+
(81) +
N−1∑
j2=0
aj2j2 ,
N−1∑
j3=0
N−1∑
j2=0
N−1∑
j1=0
a(j1,j2,j3) = S
(3)
N (a) + C1S
(3)
N (a) + C2S
(3)
N (a) + C2C1S
(3)
N (a) =
=
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
∑
(j1,j2,j3)
a(j1j2j3) +
N−1∑
j3=0
j3−1∑
j2=0
∑
(j2,j2,j3)
a(j2j2j3)+
+
N−1∑
j3=0
j3−1∑
j1=0
∑
(j1,j3,j3)
a(j1j3j3) +
N−1∑
j3=0
a(j3j3j3) =
=
N−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
(aj1j2j3 + aj1j3j2 + aj2j1j3 + aj2j3j1 + aj3j2j1 + aj3j1j2)+
+
N−1∑
j3=0
j3−1∑
j2=0
(aj2j2j3 + aj2j3j2 + aj3j2j2) +
N−1∑
j3=0
j3−1∑
j1=0
(aj1j3j3 + aj3j1j3 + aj3j3j1)+
(82) +
N−1∑
j3=0
aj3j3j3 ,
N−1∑
j4=0
N−1∑
j3=0
N−1∑
j2=0
N−1∑
j1=0
a(j1,j2,j3,j4) = S
(4)
N (a) + C1S
(4)
N (a) + C2S
(4)
N (a)+
+C3S
(4)
N (a) + C2C1S
(4)
N (a) + C3C1S
(4)
N (a) + C3C2S
(4)
N (a) + C3C2C1S
(4)
N (a) =
=
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
∑
(j1,j2,j3,j4)
a(j1j2j3j4) +
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j2=0
∑
(j2,j2,j3,j4)
a(j2j2j3j4)
+
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j1=0
∑
(j1,j3,j3,j4)
a(j1j3j3j4) +
N−1∑
j4=0
j4−1∑
j2=0
j2−1∑
j1=0
∑
(j1,j2,j4,j4)
a(j1j2j4j4)+
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+
N−1∑
j4=0
j4−1∑
j3=0
∑
(j3,j3,j3,j4)
a(j3j3j3j4) +
N−1∑
j4=0
j4−1∑
j2=0
∑
(j2,j2,j4,j4)
a(j2j2j4j4)+
+
N−1∑
j4=0
j4−1∑
j1=0
∑
(j1,j4,j4,j4)
a(j1j4j4j4) +
N−1∑
j4=0
aj4j4j4j4 =
=
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j2=0
j2−1∑
j1=0
(aj1j2j3j4 + aj1j2j4j3 + aj1j3j2j4 + aj1j3j4j2+
+aj1j4j3j2 + aj1j4j2j3 + aj2j1j3j4 + aj2j1j4j3 + aj2j4j1j3 + aj2j4j3j1 + aj2j3j1j4+
+aj2j3j4j1 + aj3j1j2j4 + aj3j1j4j2 + aj3j2j1j4 + aj3j2j4j1 + aj3j4j1j2 + aj3j4j2j1+
+aj4j1j2j3 + aj4j1j3j2 + aj4j2j1j3 + aj4j2j3j1 + aj4j3j1j2 + aj4j3j2j1)+
+
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j2=0
(aj2j2j3j4 + aj2j2j4j3 + aj2j3j2j4+ aj2j4j2j3 + aj2j3j4j2 + aj2j4j3j2+
+aj3j2j2j4 + aj4j2j2j3 + aj3j2j4j2 +aj4j2j3j2 + aj4j3j2j2 + aj3j4j2j2) +
+
N−1∑
j4=0
j4−1∑
j3=0
j3−1∑
j1=0
(aj3j3j1j4 + aj3j3j4j1 + aj3j1j3j4+ aj3j4j3j1 + aj3j4j1j3 + aj3j1j4j3+
+aj1j3j3j4 + aj4j3j3j1 + aj4j3j1j3 +aj1j3j4j3 + aj1j4j3j3 + aj4j1j3j3) +
+
N−1∑
j4=0
j4−1∑
j2=0
j2−1∑
j1=0
(aj4j4j1j2 + aj4j4j2j1 + aj4j1j4j2+ aj4j2j4j1 + aj4j2j1j4 + aj4j1j2j4+
+aj1j4j4j2 + aj2j4j4j1 + aj2j4j1j4 + aj1j4j2j4 + aj1j2j4j4 + aj2j1j4j4)+
+
N−1∑
j4=0
j4−1∑
j3=0
(aj3j3j3j4 + aj3j3j4j3 + aj3j4j3j3 + aj4j3j3j3)+
+
N−1∑
j4=0
j4−1∑
j2=0
(aj2j2j4j4 + aj2j4j2j4 + aj2j4j4j2+ aj4j2j2j4 + aj4j2j4j2 + aj4j4j2j2)+
+
N−1∑
j4=0
j4−1∑
j1=0
(aj1j4j4j4 + aj4j1j4j4 + aj4j4j1j4 + aj4j4j4j1)+
(83) +
N−1∑
j4=0
aj4j4j4j4 .
Possibly, formula (80) for any k was found by the author for the first time.
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Assume that
a(j1,...,jk) = Φ(τj1 , . . . , τjk)
k∏
l=1
∆w(il)τjl
,
where Φ (t1, . . . , tk) is a nonrandom function of k variables. Then from (31) and (80) we have
J [Φ]
(k)
T,t =
[k/2]∑
r=0
∑
(sr ,...,s1)∈Ak,r
×
× l.i.m.
N→∞
N−1∑
jk=0
. . .
jsr+2−1∑
jsr+1=0
jsr+1−1∑
jsr−1=0
. . .
js1+2−1∑
js1+1=0
js1+1−1∑
js1−1=0
. . .
j2−1∑
j1=0
∑
r∏
l=1
Ijsl
,jsl+1
(j1,...,jk)
×
×
[
Φ
(
τj1 , . . . , τjs1−1 , τjs1+1 , τjs1+1 , τjs1+2 , . . . , τjsr−1 , τjsr+1 , τjsr+1 , τjsr+2 , . . . , τjk
)
×
×∆w(i1)τj1 . . .∆w
(is1−1)
τjs1−1
∆w
(is1 )
τjs1+1
∆w
(is1+1)
τjs1+1
∆w
(is1+2)
τjs1+2
. . .
. . .∆w
(isr−1)
τjsr−1
∆w
(isr )
τjsr+1
∆w
(isr+1)
τjsr+1
∆w
(isr+2)
τjsr+2
. . .∆w(ik)τjk
]
=
(84) =
[k/2]∑
r=0
∑
(sr ,...,s1)∈Ak,r
I[Φ]
(k)s1,...,sr
T,t w. p. 1,
where
I[Φ]
(k)s1,...,sr
T,t =
T∫
t
. . .
tsr+3∫
t
tsr+2∫
t
tsr∫
t
. . .
ts1+3∫
t
ts1+2∫
t
ts1∫
t
. . .
t2∫
t
∑
r∏
l=1
Itsl
,tsl+1
(t1,...,tk)
×
×
[
Φ
(
t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk
)
×
×dw(i1)t1 . . . dw
(is1−1)
ts1−1
dw
(is1 )
ts1+1
dw
(is1+1)
ts1+1
dw
(is1+2)
ts1+2
. . .
(85) . . . dw
(isr−1)
tsr−1
dw
(isr )
tsr+1
dw
(isr+1)
tsr+1
dw
(isr+2)
tsr+2
. . . dw
(ik)
tk
]
,
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where k ≥ 2, the set Ak,r is defined by relation (16). We suppose that the right-hand side of (85)
exists as an Ito stochastic integral.
Remark 2. The summands on the right-hand side of (85) should be understood as follows: for
each permutation from the set
r∏
l=1
Itsl ,tsl+1
(t1, . . . , tk) =
= (t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk)
it is necessary to perform replacement on the right-hand side of (85) of all pairs (their number is
equals to r) of differentials with similar lower indexes of type dw
(i)
tp dw
(j)
tp by the values 1{i=j 6=0}dtp.
Note that the term in (84) for r = 0 should be understand as follows
T∫
t
. . .
t2∫
t
Φ (t1, . . . , tk)
∑
(t1,...,tk)
(
dw
(i1)
t1 . . . dw
(ik)
tk
)
.
Using Lemma 4 we get
M
{∣∣∣J [Φ](k)T,t∣∣∣2n
}
≤
(86) ≤ Cnk
[k/2]∑
r=0
∑
(sr ,...,s1)∈Ak,r
M
{∣∣∣I[Φ](k)s1,...,srT,t ∣∣∣2n
}
,
where
M
{∣∣∣I[Φ](k)s1,...,srT,t ∣∣∣2n
}
≤
≤ Cs1...srnk
T∫
t
. . .
tsr+3∫
t
tsr+2∫
t
tsr∫
t
. . .
ts1+3∫
t
ts1+2∫
t
ts1∫
t
. . .
t2∫
t
∑
r∏
l=1
Itsl
,tsl+1
(t1,...,tk)
×
×Φ2n
(
t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk
)
×
(87) × dt1 . . . dts1−1dts1+1dts1+2 . . . dtsr−1dtsr+1dtsr+2 . . . dtk,
EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS 33
where Cnk and C
s1...sr
nk are constants and permutations in the course of summation in (87) are
performed only in
Φ2n
(
t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk
)
,
Consider (86), (87) for Φ(t1, . . . , tk) = Rp1...pk(t1, . . . , tk):
M
{∣∣∣J [Rp1...pk ](k)T,t∣∣∣2n
}
≤
(88) ≤ Cnk
[k/2]∑
r=0
∑
(sr ,...,s1)∈Ak,r
M
{∣∣∣I[Rp1...pk ](k)s1,...,srT,t ∣∣∣2n
}
,
M
{∣∣∣I[Rp1...pk ](k)s1,...,srT,t ∣∣∣2n
}
≤
≤ Cs1...srnk
T∫
t
. . .
tsr+3∫
t
tsr+2∫
t
tsr∫
t
. . .
ts1+3∫
t
ts1+2∫
t
ts1∫
t
. . .
t2∫
t
∑
r∏
l=1
Itsl
,tsl+1
(t1,...,tk)
×
×R2np1...pk
(
t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk
)
×
(89) × dt1 . . . dts1−1dts1+1dts1+2 . . . dtsr−1dtsr+1dtsr+2 . . . dtk,
where Cnk and C
s1...sr
nk are constants and permutations in the course of summation in (89) are
performed only in
R2np1...pk
(
t1, . . . , ts1−1, ts1+1, ts1+1, ts1+2, . . . , tsr−1, tsr+1, tsr+1, tsr+2, . . . , tk
)
,
From the other hand we can consider the generalization of formulas (54), (63), (69) for the case of
arbitrary k (k ∈ N). In order to do this, let us consider the disordered set {1, 2, . . . , k} and separate
it into two parts: the first part consists of r disordered pairs (sequence order of these pairs is also
unimportant) and the second one consists of the remaining k − 2r numbers. So, we have
34 D.F. KUZNETSOV
(90) ({{g1, g2}, . . . , {g2r−1, g2r}︸ ︷︷ ︸
part 1
}, {q1, . . . , qk−2r︸ ︷︷ ︸
part 2
}),
where
{g1, g2, . . . , g2r−1, g2r, q1, . . . , qk−2r} = {1, 2, . . . , k},
braces mean an disordered set, and parentheses mean an ordered set.
We will say that (90) is a partition and consider the sum according to all possible partitions
(91)
∑
({{g1,g2},...,{g2r−1,g2r}},{q1,...,qk−2r})
{g1,g2,...,g2r−1,g2r,q1,...,qk−2r}={1,2,...,k}
ag1g2,...,g2r−1g2r ,q1...qk−2r .
Below there are several examples of sums in the form (91)
∑
({g1,g2})
{g1,g2}={1,2}
ag1g2 = a12,
(92)
∑
({{g1,g2},{g3,g4}})
{g1,g2,g3,g4}={1,2,3,4}
ag1g2g3g4 = a1234 + a1324 + a2314,
∑
({g1,g2},{q1,q2})
{g1,g2,q1,q2}={1,2,3,4}
ag1g2,q1q2 =
(93) = a12,34 + a13,24 + a14,23 + a23,14 + a24,13 + a34,12,
∑
({g1,g2},{q1,q2,q3})
{g1,g2,q1,q2,q3}={1,2,3,4,5}
ag1g2,q1q2q3 =
= a12,345 + a13,245 + a14,235 + a15,234 + a23,145 + a24,135+
+a25,134 + a34,125 + a35,124 + a45,123,
∑
({{g1,g2},{g3,g4}},{q1})
{g1,g2,g3,g4,q1}={1,2,3,4,5}
ag1g2,g3g4,q1 =
= a12,34,5 + a13,24,5 + a14,23,5 + a12,35,4 + a13,25,4 + a15,23,4+
+a12,54,3 + a15,24,3 + a14,25,3 + a15,34,2 + a13,54,2 + a14,53,2+
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+a52,34,1 + a53,24,1 + a54,23,1.
Now we can generalize formulas (54), (63), (69) for the case of arbitrary k (k ∈ N):
M
{∣∣∣J [Rp1...pk ](k)T,t∣∣∣2n
}
≤ Cnk

 ∫
[t,T ]k
(Rp1...pk(t1, . . . , tk))
2n
dt1 . . . dtk+
+
[k/2]∑
r=1
∑
({{g1,g2},...,{g2r−1,g2r}},{q1,...,qk−2r})
{g1,g2,...,g2r−1,g2r,q1,...,qk−2r}={1,2,...,k}
1{ig
1
=ig
2
6=0} . . .1{ig
2r−1
=ig
2r
6=0}×
×
∫
[t,T ]k−r

Rp1...pk
(
t1, . . . , tk
)∣∣∣∣
tg
1
=tg
2
,...,tg
2r−1
=tg
2r

2n×
(94) ×
(
dt1 . . . dtk
)∣∣∣∣∣
(dtg
1
dtg
2
)ydtg1 ,...,
(
dtg
2r−1
dtg
2r
)
ydtg
2r−1

 ,
where Cnk is a constant, (
t1, . . . , tk
)∣∣∣∣
tg
1
=tg
2
,...,tg
2r−1
=tg
2r
means the ordered set (t1, . . . , tk) where we put tg
1
= tg
2
, . . . , tg
2r−1
= tg
2r
.
Moreover
(
dt1 . . . dtk
)∣∣∣∣∣
(dtg
1
dtg
2
)ydtg1 ,...,
(
dtg
2r−1
dtg
2r
)
ydtg
2r−1
means the product dt1 . . . dtk where we replace all pairs dtg
1
dtg
2
, . . . , dtg
2r−1
dtg
2r
by dtg1 , . . . , dtg2r−1
correspondingly.
Note that the estimate like (94), where all indicators 1{·} must be replaced with 1, can be obtained
from estimates (88), (89).
The comparison of (94) with (5.36) [17] (Theorem 5.2, Page A.273) or with (38) [18] (Theorem 2,
Pages 21–22) shows a similar structure of these formulas.
Let us consider the particular case of (94) for k = 4
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M
{∣∣∣J [Rp1p2p3p4 ](4)T,t∣∣∣2n
}
≤ Cn4

 ∫
[t,T ]4
(Rp1p2p3p4(t1, t2, t3, t4))
2n
dt1dt2dt3dt4+
+
∑
({g1,g2},{q1,q2})
{g1,g2,q1,q2}={1,2,3,4}
1{ig
1
=ig
2
6=0}
∫
[t,T ]3
(
Rp1p2p3p4
(
t1, t2, t3, t4
)∣∣∣∣
tg
1
=tg
2
)2n
×
×
(
dt1dt2dt3dt4
)∣∣∣∣∣
(dtg
1
dtg
2
)ydtg1

+
+
∑
({{g1,g2},{g3,g4}})
{g1,g2,g3,g4}={1,2,3,4}
1{ig
1
=ig
2
6=0}1{ig
3
=ig
4
6=0}
∫
[t,T ]2
(
Rp1p2p3p4
(
t1, t2, t3, t4
)∣∣∣∣
tg
1
=tg
2
,tg
3
=tg
4
)2n
×
(95) ×
(
dt1dt2dt3dt4
)∣∣∣∣∣
(dtg
1
dtg
2
)ydtg1 ,(dtg3 dtg4 )ydtg3

 .
Not difficult to notice that (95) is consistent with (69) (see (92), (93)).
According to (7) we have the following expression for all internal points of the hypercube [t, T ]k
Rp1...pk(t1, . . . , tk) =
=
k∏
l=1
ψl(tl)

k−1∏
l=1
1{tl<tl+1} +
k−1∑
r=1
1
2r
k−1∑
sr,...,s1=1
sr>...>s1
r∏
l=1
1{tsl=tsl+1}
k−1∏
l=1
l 6=s1,...,sr
1{tl<tl+1}

−
(96) −
p1∑
j1=0
. . .
pk∑
jk=0
Cjk ...j1
k∏
l=1
φjl (tl).
Due to (96) the function Rp1...pk(t1, . . . , tk) is continuous in the domains of integrating of stochastic
integrals on the right-hand side of (89) and it is bounded at the boundaries of these domains (let us
remind that the iterated series
∞∑
j1=0
. . .
∞∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
converges at the boundary of hypercube [t, T ]k).
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Let us perform the iterated passage to the limit lim
p1→∞
. . . lim
pk→∞
under the integral signs in the
estimates (88), (89) (like it was performed for the 2-dimensional case (see above)). Then, taking into
account (45), we get the required result.
From the other hand we can perform the iterated passage to the limit lim
p1→∞
. . . lim
pk→∞
under the
integral signs in the estimate (94) (like it was performed for the 2-dimensional, 3-dimentional, and
4-dimensional cases (see above)). Then, taking into account (45), we obtain the required result. More
precisely, since the integrals on the right-hand side of (94) exist as Riemann integrals, then they are
equal to the corresponding Lebesgue integrals. Moreover, the following equality
lim
p1→∞
. . . lim
pk→∞
Rp1...pk(t1, . . . , tk) = 0
holds for all (t1, . . . , tk) ∈ (t, T )k.
According to the proof of Lemma 1 and (44) we have
Rp1...pk(t1, . . . , tk) =

K∗(t1, . . . , tk)− p1∑
j1=0
Cj1(t2, . . . , tk)φj1 (t1)

+
+

 p1∑
j1=0

Cj1 (t2, . . . , tk)− p2∑
j2=0
Cj2j1(t3, . . . , tk)φj2 (t2)

φj1 (t1)

+
. . .
+

 p1∑
j1=0
. . .
pk−1∑
jk−1=0

Cjk−1...j1(tk)− pk∑
jk=0
Cjk...j1φjk(tk)

φjk−1 (tk−1) . . . φj1 (t1)

 ,
where
Cj1 (t2, . . . , tk) =
T∫
t
K∗(t1, . . . , tk)φj1 (t1)dt1,
Cj2j1(t3, . . . , tk) =
∫
[t,T ]2
K∗(t1, . . . , tk)φj1 (t1)φj2 (t2)dt1dt2,
. . .
Cjk−1...j1(tk) =
∫
[t,T ]k−1
K∗(t1, . . . , tk)
k−1∏
l=1
φjl(tl)dt1 . . . dtk−1.
Then, applying k times (we mean here an iterated passage to the limit lim
p1→∞
. . . lim
pk→∞
) the
Dominated Convergence Theorem of Lebesgue in the integrals on the right-hand side of (94) we
obtain
lim
p1→∞
. . . lim
pk→∞
M
{∣∣∣J [Rp1...pk ](k)T,t∣∣∣2n
}
= 0, n ∈ N.
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Theorem 1 is proven.
It easy to notice that if we expand the function K∗(t1, . . . , tk) into the generalized Fourier series
at the interval (t, T ) at first according to the variable tk, after that according to the variable tk−1,
etc., then we will have the expansion
(97) K∗(t1, . . . , tk) =
∞∑
jk=0
. . .
∞∑
j1=0
Cjk ...j1
k∏
l=1
φjl (tl)
instead of the expansion (8).
Let us prove the expansion (97). Similarly with (12) we have the following equality
(98) ψk(tk)
(
1{tk−1<tk} +
1
2
1{tk−1=tk}
)
=
∞∑
jk=0
T∫
tk−1
ψk(tk)φjk(tk)dtkφjk(tk),
which is executed pointwise at the interval (t, T ), besides the series on the right-hand side of (98)
converges when t1 = t, T.
Let us introduce assumption of induction
∞∑
jk=0
. . .
∞∑
j3=0
ψ2(t2)
T∫
t2
ψ3(t3)φj3(t3) . . .
T∫
tk−1
ψk(tk)φjk (tk)dtk . . . dt3
k∏
l=3
φjl(tl) =
(99) =
k∏
l=2
ψl(tl)
k−1∏
l=2
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
.
Then
∞∑
jk=0
. . .
∞∑
j3=0
∞∑
j2=0
ψ1(t1)
T∫
t1
ψ2(t2)φj2 (t2) . . .
T∫
tk−1
ψk(tk)φjk (tk)dtk . . . dt2
k∏
l=2
φjl(tl) =
=
∞∑
jk=0
. . .
∞∑
j3=0
ψ1(t1)
(
1{t1<t2} +
1
2
1{t1=t2}
)
ψ2(t2)×
×
T∫
t2
ψ3(t3)φj3 (t3) . . .
T∫
tk−1
ψk(tk)φjk(tk)dtk . . . dt3
k∏
l=3
φjl(tl) =
= ψ1(t1)
(
1{t1<t2} +
1
2
1{t1=t2}
) ∞∑
jk=0
. . .
∞∑
j3=0
ψ2(t2)×
×
T∫
t2
ψ3(t3)φj3 (t3) . . .
T∫
tk−1
ψk(tk)φjk(tk)dtk . . . dt3
k∏
l=3
φjl(tl) =
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= ψ1(t1)
(
1{t1<t2} +
1
2
1{t1=t2}
) k∏
l=2
ψl(tl)
k−1∏
l=2
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
=
(100) =
k∏
l=1
ψl(tl)
k−1∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
.
From the other hand, the left-hand side of (100) may be represented by expanding the function
ψ1(t1)
T∫
t1
ψ2(t2)φj2 (t2) . . .
T∫
tk−1
ψk(tk)φjk (tk)dtk . . . dt2
into the generalized Fourier series at the interval (t, T ) using the variable t1 to the following form
∞∑
jk=0
. . .
∞∑
j1=0
Cjk...j1
k∏
l=1
φjl(tl),
where we used the following replacement of integrating order
T∫
t
ψ1(t1)
T∫
t1
ψ2(t2)φj2 (t2) . . .
T∫
tk−1
ψk(tk)φjk(tk)dtk . . . dt2dt1 =
=
T∫
t
ψk(tk)φjk (tk) . . .
t3∫
t
ψ2(t2)φj2 (t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1dt2 . . . dtk =
= Cjk...j1 .
The expansion (97) is proven. So, we may formulate the following theorem.
Theorem 2 [12], [13], [16], [17]. Suppose that the conditions of Theorem 1 are met. Then
(101) J∗[ψ(k)]T,t =
∞∑
jk=0
. . .
∞∑
j1=0
Cjk ...j1
k∏
l=1
ζ
(il)
jl
,
where notations is the same as in Theorem 1.
Note that (101) means the following
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lim
pk→∞
. . . lim
p1→∞
M



J∗[ψ(k)]T,t − pk∑
jk=0
. . .
p1∑
j1=0
Cjk...j1
k∏
l=1
ζ
(il)
jl

2n

 = 0,
where n ∈ N.
3. Examples. The Case of Legendre Polynomials
In this section we provide some practical material (based on Theorem 1 and the system of Legendre
polynomials) about expansions of iterated Stratonovich stochastic integrals of the following form [32]
(102) I
∗(i1...ik)
(l1...lk)T,t
=
∗T∫
t
(t− tk)lk . . .
∗t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk
,
where i1, . . . , ik = 1, . . . ,m, l1, . . . , lk = 0, 1, . . .
The complete orthonormal system of Legendre polynomials in the space L2([t, T ]) looks as follows
(103) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
Using Theorem 1 and the system of functions (103) we obtain the following expansions of iterated
Stratonovich stochastic integrals [1]–[17], [20], [21], [23], [25]-[28]
I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(104) I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(105) I
∗(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(106) I
∗(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
∗(i1i2)
(01)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
ζ
(i1)
0 ζ
(i2)
1√
3
+
+
∞∑
i=0
(
(i + 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
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I
∗(i1i2)
(10)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
ζ
(i2)
0 ζ
(i1)
1√
3
+
+
∞∑
i=0
(
(i + 1)ζ
(i2)
i+2 ζ
(i1)
i − (i+ 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2)
(02)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(01)T,t +
(T − t)3
8
(
2ζ
(i2)
2 ζ
(i1)
0
3
√
5
+
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i + 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
))
,
I
∗(i1i2)
(20)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(10)T,t +
(T − t)3
8
(
2ζ
(i2)
0 ζ
(i1)
2
3
√
5
+
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i + 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
))
,
I
∗(i1i2)
(11)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t −
(T − t)
2
(
I
∗(i1i2)
(10)T,t + I
∗(i1i2)
(01)T,t
)
+
+
(T − t)3
8

1
3
ζ
(i1)
1 ζ
(i2)
1 +
∞∑
i=0

 (i+ 1)(i+ 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i + 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)



 ,
I
∗(i1)
(3)T,t = −
(T − t)7/2
4
(
ζ
(i1)
0 +
3
√
3
5
ζ
(i1)
1 +
1√
5
ζ
(i1)
2 +
1
5
√
7
ζ
(i1)
3
)
,
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where
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (i = 1, . . . ,m).
4. Examples. The Case of Trigonometric Functions
Let us consider the Milstein expansions of the integrals I
(i1)
(1)T,t, I
∗(i1i2)
(00)T,t, I
∗(i1)
(2)T,t (see [29]-[31]), based
on the trigonometric Fourier expansion of the Brownian Bridge process (the version of the so-called
Karhunen-Loeve expansion):
(107) I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
∞∑
r=1
1
r
ζ
(i1)
2r−1
)
,
(108) I
∗(i1)
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
∞∑
r=1
1
r2
ζ
(i1)
2r −
1√
2pi
∞∑
r=1
1
r
ζ
(i1)
2r−1
)
,
(109)
I
∗(i1i2)
(00)T,t =
1
2
(T − t)
(
ζ
(i1)
0 ζ
(i2)
0 +
1
pi
∞∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
)))
,
where ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1 (i = 1, . . . ,m) are independent standard Gaussian random variables.
It is obviously that at least (107)–(109) are significantly more complicated in comparison with
(104)–(106). Note that (107)–(109) also can be obtained using Theorem 1 [1], [2], [4]-[13], [16], [17].
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