Genetic algorithms have been applied to various optimization problems in the past. Our library GeneiAL implements a framework for genetic algorithms specially targeted to the area of hybrid electric vehicles. In a parallel hybrid electric vehicle (PHEV), an internal combustion engine and an electrical motor are coupled on the same axis in parallel. In the area of PHEVs, genetic algorithms have been extensively used for the optimization of parameter tuning of control strategies. We use GeneiAL to control the torque distribution between the engines directly. The objective function of this control strategy minimizes the weighted sum of functions that evaluate the fuel consumption, the battery state of charge, and drivability aspects over a prediction horizon of fixed finite length. We analyze the influence of these weights and different configurations for the genetic algorithm on the computation time, the convergence, and the quality of the optimization result. For promising configurations, we compare the results of our control strategy with common control strategies.
Introduction
In recent years, the fuel consumption and emission of vehicles have come into focus of society, politics, and the automotive industry. As a result, pure electric vehicles have been placed on the market. However, for these vehicles, there is a trade-off between the possible driving range and the weight of the battery. Hybrid electric vehicles (HEVs) are equipped with an internal combustion engine (ICE ) and an electrical motor (EM ) and thus benefit from the advantages of both propulsion systems. The ICE allows a wider driving range and is efficient for high torque values. The EM produces no pollutant emission and is efficient for low torque and speed. Thus, the EM can support the combustion engine for a better efficiency.
Here, we consider parallel hybrid electric vehicles (PHEVs), i.e., the ICE and the EM are coupled on the same axis in parallel. Thus, the engines produce the requested torque for driving either separately or in combination. Moreover, the ICE can be used to recharge the battery by generating more torque than requested. Alternatively, electric energy can be recuperated while braking, using the EM as a generator.
A control strategy has to distribute the torque requested by the driver between the engines within their specified physical limits. This problem is known as the energy management problem for HEVs [6] . In the past, heuristic control strategies (e.g., rule-based control strategies [11] ) as well as control strategies based on optimal control (e.g., equivalent consumption minimization strategies [8, 6] ) have been proposed. If an estimation on the future driving conditions is available, predictive control strategies can be applied. An overview of different kinds of control strategies is given in [9] . Optimal-control-based strategies use, e.g., dynamic programming [1] or evolutionary programming [10] . Note that an online control strategy has to provide a torque split within a limited computation time and that the control unit of the vehicle has limited processing power. This is the reason why we consider here only real-time capable control strategies, i.e., strategies that provide a new torque distribution every 0.02 seconds.
We introduce a control strategy based on genetic algorithms (GA) [5] . It considers multiple objectives: The overall goal is to minimize the fuel consumption. Secondly, our strategy maximizes the available electric energy while keeping the state of charge of the battery near a reference value to ensure a long battery lifetime. Finally, drivability aspects are considered during the optimization to increase the driving comfort (e.g., to reduce the noise emission of the internal combustion engine).
Genetic algorithms have already been applied in the context of HEVs. On the one hand, the sizing of powertrain components has been optimized [2] ; on the other hand, the parameters of control strategies have been tuned using genetic algorithms [9] . In [14] , a GA-based optimization for the scheduling of the electrical generator has been presented for a series hybrid solar vehicle. However, control strategies that are directly built on genetic algorithms are rare: In [15] , a control strategy based on genetic algorithms has been introduced where the optimization is done over the complete driving cycle. Usually, even if the final destination is known in advance, it is difficult to determine a precise prediction for the route to the final destination. Furthermore, due to the computational overhead of an optimization over the whole driving cycle, such a strategy is not real-time capable and can only be used as a reference strategy. In contrast to that, we restrict the optimization to a limited prediction horizon and thus get a real-time capable control strategy.
We implemented a genetic algorithm library called GeneiAL [3] and used it to build a GAbased control strategy. Besides some standard genetic operators that are provided by GeneiAL, the library can easily be extended by customized genetic operators. For our control strategy, we use this feature to create smoothing variants of standard genetic operators to obtain better drivability. The GA-based control strategy optimizes the control by starting a genetic algorithm run for each time step.
We evaluated our control strategy and derived a real-time capable configuration for the genetic algorithm yielding good optimization results. Our control strategy uses a fitness function that computes a weighted sum of a set of objectives. Therefore, we evaluate the influence of various weights on different driving cycles. We show the trade-off between drivability and fuel consumption minimization. Drivability can be obtained by an additional objective in the fitness function or by a search space restriction. We examine the convergence of the genetic algorithm and the influence of the population size and the number of iterations on both the result and the runtime for a set of configurations.
The paper is organized as follows. In Section 2 the vehicle model, the energy management problem, and the notation used in the context of genetic algorithms are introduced. Our GA- based strategy is described in Section 3. Experimental results are presented in Section 4 and in Appendix A. We conclude the paper in Section 5. Lists of the acronyms, variables, and constants used in this paper are given in Appendix B.
Preliminaries

Vehicle Model
We consider a simplified model of a first generation Toyota Prius, but with a parallel hybrid vehicle powertrain (Figure 1 ). This parallel hybrid electric vehicle has an internal combustion engine (ICE) and an electrical motor (EM). Both engines are directly coupled to the same axis which is mounted to a manual transmission gearbox. The gearbox is connected to the wheels using a differential. So, the engines and the gearbox move with the same angular velocity ω ice = ω em = ω gb . We denote the current gear by h and model gear shifts as discrete changes. The gear ratio that corresponds to gear h is denoted by r h and can be used to convert the angular velocity at the gearbox into the angular velocity at the wheels ω wh = ω gb /r h . The correlation between the speed of the vehicle and the angular velocity at the wheels is given by v = r wh ω wh , where r wh is the wheel radius. If an acceleration/deceleration a is requested by the driver, the necessary torque T wh at the wheels can be computed by
where ρ is the density of air, C d the air drag resistance, A the vehicle frontal area, m the mass of the vehicle, m r the equivalent mass of the rotating parts of the vehicle, g the acceleration of gravity, f r the rolling resistance, and θ the road slope. The torque T gb that has to be generated by the engines can be obtained by
where T ice is the torque at the ICE, T em is the torque at the EM, T br is the torque applied to the brakes, and η gb is the mechanical transmission efficiency which we assume to be constant. We ignore the dynamics of the internal combustion engine and the electrical motor and assume immediate torque responses. The instantaneous fuel consumptionṁ f is given by a function depending on the current angular velocity and the torque produced by the internal combustion engine. We approximate this function by interpolation on a discrete map.
The battery state of charge (SoC ) can be computed from the input power P em of the electrical motor, the maximum cell capacity Q batt,max , the battery current I and the open circuit voltage U oc . The change of the SoC is given bẏ
The input power of the electrical motor depends on the current angular velocity and torque of the motor. It is obtained by interpolation on a discrete map. We assume that the battery is given by an equivalent circuit where the battery cells are connected in series and we neglect internal losses. To guarantee a long battery lifetime, a control strategy has to keep the SoC near a reference value SoC ref .
For a smooth and safe operation of the hybrid powertrain, the following limits are given for the angular velocities and torques of the engines as well as for the battery state of charge:
The bounds T ice,max , T em,min and T em,max are functions of the respective angular velocities and are represented by static maps. Note that T ice and T br are always non-negative. However, T em can have a negative value, in which case the battery is charged. Another way to charge the battery is recuperation of braking energy by opening the clutch at the ICE and using the EM as a generator.
Energy Management and Drivability
In PHEVs, both the torque of the internal combustion engine T ice and the torque of the electrical motor T em sum up to the torque at the gearbox T gb . At each time step t ∈ {0, . . . , T }, a control strategy gets an input speed v(t), a road slope θ(t), and a gear h(t). A speed function v(t) together with a road slope function θ(t) and a gear function h(t) is called a driving cycle. The control strategy computes for the given input a split u(t) ∈ Q ≥0 that specifies the amount of torque that is produced by the internal combustion engine. The remaining torque is generated by the electrical motor.
In the following, we use T u ice (t) and T u em (t) when we explicitly refer to the split u(t) under which the torques are determined. For a given driving cycle, the quality of a split function u(t) is evaluated using an evaluation function J(u(t), SoC (t), t). Common aspects that are considered are the fuel consumption, the battery state of charge, and the drivability of the split function. The aim in the discretized energy management problem is to find a cost-minimal split function u * (t) with value
J(u(t), SoC(t), t) . In general, the split of the optimal solution u * (t) for the energy management problem may fluctuate arbitrarily. Due to the noise emission of the ICE for varying torques, this results in bad drivability and reduces the driving comfort. To prevent this, on the one hand, an additional constraint can be added to the optimization that keeps the difference of consecutive splits in a predefined range. On the other hand, an evaluation function can be implemented that prefers consecutive splits with a small deviation.
Genetic Algorithms
Genetic algorithms [5, 7] belong to the class of stochastic local search algorithms [12] . Instead of performing a systematical search, genetic algorithms evolve a set of individual search paths. In general, this class of algorithms does not guarantee optimal solutions. However, for problems with a huge search space, they are fast in computing suitable solutions. In the area of the energy management problem for PHEVs, where a split has to be computed within a limited time frame, local search algorithms are a reasonable choice since they can terminate the computation any time and provide the best solution they have computed so far.
Genetic algorithms are inspired from evolution by natural selection. Figure 2 gives a schematic overview of a genetic algorithm. In each iteration (generation) of the optimization, a genetic algorithm uses a set of solutions (population). Initially, the set of solutions (initial population) is arbitrary, often randomly generated. Each solution is called a chromosome and can represent a single value (gene) or a sequence of values (genes). For each chromosome in the population, a value (fitness) is computed using an evaluation function (fitness function). The solutions with the highest values (fittest chromosomes) are selected for generating new solutions by adding them to the mating pool. A chromosome c i is selected with a probability
, where f i is the fitness of chromosome c i and K is the population size.
New solutions are generated by crossover and mutation. For crossover at least two chromosomes from the mating pool are selected (coupled ) and their solutions are combined. These new chromosomes (children) are put to the offspring pool. The size of the offspring pool is ρ · K, where ρ is called crossover rate. Note that children can be far away from the original solutions (parents) in the search space. However, in the course of evolution, the solutions converge and the effect of the crossover becomes smaller (decreasing diversity in the population). Further randomness is added to the search by mutation, where the solutions of the offspring pool are randomly changed with a probability µ (mutation rate).
The next generation is built from the chromosomes of the current generation, the offspring pool, and a new set of randomly generated solutions. Usually, the fittest chromosomes, the elite, survive in the next generation. Note that this elitism guarantees that the best solutions so far are used in the next generation and thus the fitness of the best chromosome cannot decrease. The other chromosomes of the current generation are replaced by chromosomes of the offspring pool either randomly or depending on the fitness. If the size of the offspring pool is not sufficient to replace the chromosomes, additional randomly generated chromosomes are added to the next generation.
When the stopping criterion has been reached, the optimization terminates and the genetic algorithm outputs the best solution, i.e., the fittest chromosome of the last generation. Different operators and methods for selection, crossover, mutation, elitism and replacement have been proposed in the literature [5] .
Genetic Algorithm based Control Strategy
Genetic Algorithm Library
We implemented an extensible genetic algorithms library called GeneiAL, which is published under the MIT License [3] . Being the building block of our control strategy, the library was designed to encapsulate the work flow of a genetic algorithm. GeneiAL provides a framework to maximize the fitness value of chromosomes in a population over the course of generations using a custom fitness function for a user-defined optimization problem. The library offers the user high flexibility and extensibility while simultaneously featuring good scalability for the core functionality, e.g., through multi-threading support for evaluating the fitness function. For this purpose, GeneiAL supports user-defined chromosome types. Specifically, it is possible to optimize sequences of genes, i.e., the result is a sequence of optimized values.
The library facilitates the user to specify how initial chromosomes are generated: By default the initial population is filled with chromosomes that have random values within a specified interval. However, for chromosomes with a gene sequence, it is also possible to specify the maximal difference between two consecutive genes. Furthermore, instead of generating a random initial population, GeneiAL also supports the partial or full reuse of a previous population from a prior optimization run.
Additionally, GeneiAL allows the implementation of customized genetic operators. Apart from commonly known genetic operators (e.g., roulette-wheel selection, N -point crossover, and uniform mutation [5] ), we implemented problem-specific genetic operations for crossover and mutation of chromosomes with a gene sequence (smoothed crossover, smoothed mutation).
The optimization evolves until a stopping criterion is reached. GeneiAL provides the following basic stopping criteria: The fitness value criterion is triggered when the best fitness value of the current generation is greater or equal a specified value. Alternatively, the computation can be terminated when a maximal number G max of generations has been produced. The fixed-point criterion compares the best fitness value of the current generation with the best fitness value in previous generations within a specified window size. The computation is stopped when the difference between the fitness values is smaller than a given threshold value. GeneiAL allows to create advanced user-defined stopping criteria as well as combining (AND, OR, XOR, negation) multiple stopping criteria.
A set of diagnostic tools enables analyzing the genetic algorithm's behavior, i.e. to measure its runtime and to analyze the behavior of single genetic operators. Additionally, GeneiAL can be easily extended by user-specified observers with customized pre-and post-processing logic, e.g., before a new generation is evolved.
Control Strategy
Our control strategy is a predictive control strategy based on optimal control. In contrast to control strategies based on dynamic programming (DP) [1] , our strategy stores a feasible solution in each optimization step. Thus, it can provide a solution even if the optimization is stopped early.
In each time step, the strategy gets predictions on the speed of the vehicle, the slope of the road, and the gear used by the driver for all time steps within the prediction horizon, i.e., for the current time step and the following T p time steps. It optimizes a split sequence of length T p + 1 and returns only the first value of this sequence as the split for the current time step.
The chromosomes represent split sequences with a split for each time step within the prediction horizon. We use split values u(i) from the set {0, 0.01, . . . , 1} for i ∈ {t, . . . , t + T p }.
The population is a set C of K chromosomes, where K is fixed for all generations. The initial population is generated uniformly at random, i.e., each chromosome is a sequence of randomly generated splits
Alternatively, we can generate the initial population for a time step t + 1 by reusing the optimized population of time step t. For this, the split sequence of each chromosome is shifted by one and a random split value is appended for time step
The fitness function is used to evaluate the chromosomes. In the area of HEVs, multiple objectives have to be considered: the fuel consumption, the battery state of charge (SoC ) at the end of the prediction horizon, the difference between SoC and SoC ref , and the difference between consecutive splits. We implemented the following fitness functions that compute values within the interval [0, 1] for a prediction horizon of length T p + 1. Each of these fitness functions computes a high fitness value for good chromosomes and a low value for bad ones.
• Fuel consumption minimization e f : We estimate a lower bound (ṁ f,min ) and an upper bound (ṁ f,max ) for the instantaneous fuel consumption within the prediction horizon [t, t + T p ] and set
Note that this equation scales the average fuel consumption to the interval [0, 1] and that GeneiAL maximizes the fitness function, whereas the fuel consumption has to be minimized. • SoC level maximization e sl : We estimate a lower bound (SoC loc min ) and an upper bound (SoC loc max ) for the battery state of charge at time step t + T p and set
• SoC deviation minimization e sd : The idea behind this evaluation function is to keep the battery state of charge near SoC ref using a normal distribution function ( Figure 3 ). Let N ν,σ be the normal distribution function with expected value ν and standard deviation σ.
We set
where ν and σ depend on the estimates of SoC • Split difference minimization e ud : Let [u min , u max ] be the allowed split range. With u(−1) = 0, we set
• Split difference transgression e ut : Let ∆u max be the maximal allowed difference between consecutive splits and [u min , u max ] be the allowed split range. We set
where
Figure 4: 2-point crossover for the points (t + 1, t + i)
The fitness function is a weighted sum of these evaluation functions, i.e., w f e f + w sl e sl + w sd e sd + w ud e ud + w ut e ut . The fitness configuration of a GA-based control strategy is the tuple (w f , w sl , w sd , w ud , w ut ). Note that the weights are positive numbers that sum up to one. So, the fitness value is in the interval [0, 1].
The genetic operators (selection, coupling, crossover, mutation, elitism, replacement) are used to build a new generation. For selection, we chose roulette wheel selection [5] that selects chromosomes based on the idea of spinning a roulette wheel. The space that a chromosome occupies on the wheel corresponds to its probability, i.e., we use a fitness-proportional selection.
The coupling of the chromosomes in the mating pool is done randomly. This means that two chromosomes are chosen uniformly at random for mating.
For crossover, we use different strategies that generate two children for each chromosome couple. N -point crossover swaps between the parents' genes at N randomly selected points (Figure 4) . Smoothed crossover is a variant of N -point crossover, where the split differences between neighboring genes of the offspring are kept within ±∆u max for better drivability.
The offspring is mutated using uniform mutation, i.e., a gene is selected uniformly at random for mutation. A set of k randomly selected genes of a chosen chromosome are mutated. This means that the split is replaced by a random value. Smoothed mutation is a variant of uniform mutation. After a uniform mutation, the ε-neighborhood of each of the k mutated genes is increased/decreased in the same direction than the mutated gene for better drivability. Thereby, we assure that the split differences of consecutive genes are kept within ±∆u max .
For the new generation, an elite of the chromosomes with the highest fitness is selected and these chromosomes are added to the next generation. Furthermore, we replace the worst chromosomes by new offspring from the offspring pool. If the number of offspring is smaller than the number of chromosomes that should be replaced, we add randomly generated chromosomes to the next generation.
As stopping criterion, the algorithm terminates after G max generations in order to ensure a fixed computation time.
The GA-configuration of a GA-based control strategy is a tuple C GA = (K, ρ, µ, G max ) that contains the population size, the crossover rate, the mutation rate, and the maximal number of generations. In our implementation, the number of elite chromosomes is given by (1 − ρ)K.
Experimental Results
We tested our GA-based control strategy using 2-point-crossover and uniform mutation and compared it with other control strategies using a MATLAB/Simulink model with the vehicle dynamics from Section 2.1. For this purpose, we chose the following commonly used driving cycles as benchmarks: the NEDC (New European Driving Cycle) is the standard driving cycle used in Europe and is composed of a city and a highway part. The city program FTP-75 and the highway program HWFET of the EPA Federal Test Procedure are the standard driving cycles used in the US.
For real-time capability, the current torque T gb is distributed between the engines every 0.02 seconds based on a given torque split. However, we allow that the torque split computed by a control strategy can stay fixed for at most one second. The GA-based strategy is real-time capable, e.g., for C GA = (50, 0.75, 0.1, 100). In our benchmarks, we use a prediction horizon of length T p = 20 seconds for all predictive control strategies. For this length, a navigation system can provide a sufficiently good approximation on the future driving conditions. The strategy ICE drives purely with the internal combustion engine, unless ω ice < ω ice,min . Analogously, the strategy EM uses the electrical motor whenever this is feasible according to (1) . In particular, if SoC < SoC min , EM uses the internal combustion engine. Table 1 shows that the highest fuel consumption is obtained by the strategy ICE followed by the EM strategy.
However, the control strategies based on optimal control (RDP, ADP, A-ECMS, T-ECMS, GA) that optimize when to use the electrical motor achieve better results. The control strategies RDP and ADP [4] are based on receding dynamic programming [1] , where the fuel consumption is minimized using an objective function that calculates the weighted sum of the fuel mass flow and the deviation of the battery state of charge from SoC ref for a prediction horizon. Additionally, ADP uses a cost-to-go approximation in the objective function to estimate the costs that are needed for the rest of the driving cycle. The equivalent consumption minimization strategy (ECMS) [6] minimizes the equivalent fuel consumption, i.e., the sum of the current fuel consumption and the input power of the electrical motor times a time-dependent equivalence factor. In adaptive ECMS (A-ECMS) [6] , the equivalence factor is adapted using, e.g., a PI-controller. The telemetry ECMS (T-ECMS) [13] adapts the equivalence factor over time using an estimation for the energy needed for the rest of the driving cycle (energy horizon). T-ECMS uses two equivalence factors, one for charging and one for discharging. These factors are weighted using the estimated energy horizon. Note that both ECMS does not need a priori knowledge of the driving cycle.
Finally, the results of the best GA-configuration for the respective driving cycles are presented in Table 1 . The fuel consumption of our GA-based strategy is up to 1.8% lower than the results for the other control strategies on all driving cycles.
Fitness evaluation and drivability. In this section, we present the results of our GAbased control strategy for different fitness weights. First, we searched for a configuration of fitness weights with optimal results for various driving cycles. For this benchmark (Table 2) , we chose the real-time capable GA-configuration C GA = (50, 0.75, 0.1, 100) and used fitness configurations (w f , w sl , w sd , w ud , w ut ) that neglect the drivability (w ud = w ut = 0). Table 2 : Fuel consumption in gram and SoC at the end of the driving cycle for different fitness weights and the real-time capable GA-configuration C GA = (50, 0.75, 0.1, 100). The lowest and highest fuel consumption values are typed in black and blue bold print, respectively.
In Table 5 in Appendix A, the results for a broader range of fitness weights are presented. The quality of the optimization (fuel consumption) depends on the fitness configuration. For bad configurations, the GA-based strategy performs only slightly better than the ICE strategy; for good configurations, the fuel consumption is within the range of the best control strategies. In a second approach (Table 3) , we considered the drivability evaluation in the fitness function (i.e., w ud > 0 or w ut > 0). First, we neglected the battery state of charge in the optimization, i.e., we set w sl = w sd = 0 (upper part of Table 3 ). However, we considered also the optimization of the fuel consumption, the battery state of charge, and the drivability simultaneously (lower part of Table 3 Table 3 : Fuel consumption in gram, SoC at the end of the driving cycle, and the sum of the split differences of consecutive time steps ( |.|) for different fitness weights and the GAconfiguration C GA = (50, 0.75, 0.1, 100). The lowest and highest values for |.| are typed in black and blue bold print, respectively.
In Table 4 , we restricted the search space to drivable split sequences, i.e., two consecutive splits differ by at most ∆u max . Small ∆u max values improve drivability whereas the fuel consumption is only slightly worse than the results in Table 3 .
Real-time capability. We examined the convergence behavior of our strategy for K ∈ {30, 50, 100, 200, 500, 1000}. We used the fitness configuration (1.0, 0.0, 0.0, 0.0, 0.0), ρ = 0.75, µ = 0.1, an elite of size (1 − ρ)K, and we terminated the optimization after 100 generations. Figure 5 shows the increase of the fitness values over 100 generations of a genetic algorithm run for different population sizes. The population size influences the maximal fitness value of the initial population and the convergence rate, which influences the quality of the optimization result. However, as a compromise between the quality of the optimization result and the realtime capability of our control strategy, we use a population size of K = 50.
Conclusion
Our GA-based control strategy shows promising results for the energy management problem of hybrid electric vehicles. The fuel consumption of our strategy is comparable to the results of common control strategies. On the NEDC, the GA-based strategy performs about 1.8% better than the best considered reference strategy. Furthermore, adding an evaluation of the drivability to the fitness function or restricting the search space to drivable split sequences has little effect on the fuel consumption at the end of a driving cycle. However, the driving comfort can be improved by both. Nevertheless, the choice of the fitness configuration is important to achieve a low fuel consumption. By adjusting the population size, we get a real-time capable control strategy. As future work, we plan to extend the GA-based control strategy such that the first x torque splits of a chromosome are used instead of only the first one. By this, we can spend more time on the optimization. Table 6 : Fuel consumption in gram, SoC , and |.| at the end of the driving cycle for different fitness weights and the GA-configuration C GA = (50, 0.75, 0.1, 100). The lowest and highest values for |.| are typed in black and blue bold print, respectively.
