This study explores the utility of small-footprint, discrete return lidar data in deriving important forest structural attributes with the primary objective of estimating plot-level mean tree height, dominant height, and volume of Eucalyptus grandis plantations. The secondary objectives of the study were related to investigating the effect of lidar point densities (1 point/m 2 , 3 points/m 2 , and 5 points/m 2 ) on height and volume estimates. Tree tops were located by applying local maxima (LM) filtering to canopy height surfaces created at each density level, followed by buffering using circular polygons. Maximum and mean height values of the original lidar points falling within each tree polygon were used to generate lidar mean and dominant heights. Lidar mean value was superior to the maximum lidar value approach in estimating mean plot height (R 2 *0.95; RMSE*7%), while the maximum height approach resulted in superior estimates for dominant plot height (R 2 *0.95; RMSE*5%). These observations were similar across all lidar point density levels. Plot-level volume was calculated using approaches based on lidar-derived height variables and stems per hectare, as well as stand age. The level of association between estimated and observed volume was relatively high (R 2 ¼0.82-0.94) with non-significant differences among estimates at high lidar point densities and field observation. Nearly all estimates, however, exhibited negative biases and RMSE ranging in the order of 20-43%. Overall, the results of the study demonstrate the potential of lidar-based approaches for forest structural assessment in commercial plantations, even though further research is required on improving stems per hectare (SPHA) estimation.
I Introduction
Forest structural assessment is an important component in timber resources management (von Gadow and Bredenkamp, 1992) . In addition, it has increasingly become pressing to monitor forest resources with the aim of tackling problems related to ecosystem dynamics (Brown, 2002) . There is, for example, the need for sound management of South African forestry sector, which contributes significantly to the hydrological processes of catchments through stream flow reduction (Le Maitre et al., 2002; Louw and Scholes, 2002; Dye and Versfeld, 2007) . Traditional assessment methods employ very expensive and time-consuming manual inventories that involve field visits by personnel. These surveys often cover a portion of forest population and are designed according to specific sampling strategies (Schreuder et al., 1993; Avery and Burkhart, 2001 ). The required accuracy, spatial extent, cost, and time (among others) are, in turn, critical considerations when selecting an appropriate sample size.
The introduction of remote sensing technologies in forestry has been crucial in addressing the challenges of manual inventory by providing a synoptic view of often extensive areas with continuous spatial coverage, including places that are difficult to access during field visits (Wulder, 1998; Boyd and Danson, 2005) . Optical imagery is the earliest remote sensing technology employed in forestry (Boyd and Danson, 2005) . Advances of the technology over the years have resulted in significant improvements in spatial and spectral resolutions that are suitable for detailed information extraction (Wulder, 1998; Boyd and Danson, 2005) . This, coupled with developments in sophisticated machine computing capabilities, has enabled the characterization of forest attributes at even the tree level (eg, Gougeon, 1995; Dralle and Rudemo, 1996; Brandtberg and Walter, 1998; Pollock, 1998; Wulder et al., 2000; Pouliot et al., 2002; Wang et al., 2004; Chubey et al., 2006) . Spectral, spatial, and textural information are important features of imagery in structural characterizations (Wulder, 1998) . Structural attributes derived from these features are mostly related to the horizontal dimension of forests.
Specific examples of such attributes include forest area holding (Wynne et al., 2000; Chubey et al., 2006) , crown cover (Wu and Strahler, 1994; Ozdemir, 2008; Song and Dickinson, 2008) , leaf area index (McAllister and Valeo, 2007; Song and Dickinson, 2008) , and stand density (Wu and Strahler, 1994; Franco-Lopez et al., 2001) .
Attributes that require inputs from the vertical dimension, such as height, volume, and biomass, are often inferred empirically from attributes with horizontal features (eg, Mäkelä and Pekkarinen, 2001; Hall et al., 2006; Chubey et al., 2006; Ozdemir, 2008) . Ozdemir (2008) , for example, related field-measured stem volume with crown area and shadow area derived from Quickbird imagery in open juniper forest stands. The study illustrated that the approach was unable to account for stem size and tree height, two attributes that are obscured from top view by crown. Chubey et al. (2006) , on the other hand, used a decision tree analysis to classify forest areas according to land-cover types, forest species composition, crown closure, stand age, and stand height. Overall accuracies of results for all classifications except height exceeded 80%. Height classification, which focused on pine forests, based on reflectance from red and near-infrared bands returned a rather poor accuracy (49%) and led to the conclusion that height estimation from imagery is unreliable.
Another common shortcoming in the application of optical remote sensing to forest inventories relates to the saturation of information embedded in the imagery at high levels of biomass or leaf area index (Sader et al., 1989; Nemani et al., 1993; Foody and Curran, 1994; Chen and Cihlar, 1996; Wulder, 1998; Turner et al., 1999; Steininger, 2000) . This is attributed to the fact that optical imagery captures mainly the horizontal features of a canopy and is virtually insensitive to the increase in the vertical structural quantity (and composition) once the canopy is closed (Wulder, 1998) . Turner et al.
(1999) observed a decrease in sensitivity of spectral vegetation indices derived from Landsat 5 imagery to leaf area index (LAI) exceeding 5 in temperate vegetation covers. Steininger (2000) found that the relationship between stand reflectance derived from Landsat imagery and biomass saturated at approximately 15 kg m À2 or over 15 years of stand age. Although high spatial resolution imagery (eg, IKONOS, Quickbird) is better equipped to minimize saturation, the problem may still persist at very high biomass levels (Leboeuf et al., 2007) .
A relatively new generation of remote sensing technology that has shown great promise to overcome the shortcomings of conventional optical imagery is lidar (light detection and ranging). Lidar sensors acquire three-dimensional (3-D) information of objects by emitting dense laser pulses and recording the reflected signals from the objects (Wehr and Lohr, 1999) . This characteristic enables such sensors to capture a large volume of information about the underlying ground surface (Ackermann, 1999) and has attracted a rapidly growing interest within the forestry community (Lefsky et al., 2002; Lim et al., 2003; Reutebuch et al., 2005; Hyyppä et al., 2008) .
A plethora of lidar applications in forestry has been presented in the literature. Forest classification, for example, is one process that has traditionally been performed by spectral and/or textural information of optical imagery but can also be done using lidar data. Zimble et al. (2003) exploited the vertical distribution of lidar points and classified forests as single-story and multi-story with an accuracy level of 97% compared to the field-based classification. A similar accuracy level was reported by Falkowski et al. (2009) who demonstrated the potential of lidar data and a non-parametric classification algorithm, namely Random Forest, to classify a structurally diverse and mixed-species coniferous forest into six succession stages ranging from open land to old multi-story forest. Classification of species can also be performed at individual tree level, given sufficient information acquired from individual trees (eg, Brandtberg, 2007; Ørka et al., 2009) . Jensen et al. (2008) estimated LAI using various lidar distributional statistics such as height percentiles and canopy cover metrics in coniferous forests with accuracies in R 2 reaching up to 0.86. The authors found that inclusion of spectral vegetation indices from SPOT 5 did not improve LAI estimation significantly. Thomas et al. (2008) compared hyperspectral and lidar height percentiles in the estimation of chlorophyll and carotenoid concentrations in a boreal forest and found the lidar data to be superior, indicating the direct relationship between canopy structure and the biochemical concentrations.
Lidar data can also be extended to characterize forest structural features in support of various management efforts of ecological importance. Andersen et al. (2005) 
¼0
.98) for use in fire behavior prediction models. A number of studies were also conducted to explore the potential of lidar in wildlife habitat assessment (eg, Goetz et al., 2007; Graf et al., 2009; Müller and Brandl, 2009) .
Accurate assessment of timber and/or biomass resources in a range of forest environments using lidar data is well documented. In this regard, the technology has achieved a high level of accuracies relative to other remote sensing methods (Lefsky et al., 2001; McCombs et al., 2003; Coops et al., 2004) as well as field inventories (eg, Hyyppä et al., 2001; Coops et al., 2004; Holmgren, 2004; Naesset, 2004; Maltamo et al., 2006) .
Most studies have followed area-based analysis to estimate structural attributes where multiple trees are treated as a unit. This is basically the most appropriate approach for lidar systems that have large-footprint laser returns (eg, Means et al., 1999; Lefsky et al., 1999; Drake et al., 2002) . Numerous studies involving small-footprint discrete laser returns have also adopted a similar approach in terms of spatial scale (Lefsky et al., 2001; Naesset, 2002; Holmgren, 2004; Hall et al., 2005; Thomas et al., 2006; van Aardt et al., 2006) . Typically, this approach assesses structural attributes using lidar distributional (eg, maximum, mean, coefficient of variation, and percentiles of canopy height, as well as canopy density distributions) metrics extracted either from point data or interpolated canopy surface. Naesset (2004) extracted several lidar metrics from lidar data at the plot level and regressed against a number of field inventory structural attributes in coniferous forests. A stepwise regression analysis returned models that were able to explain 60-97% of the variability present in field values of the attributes. Hall et al. (2005) applied an information-theoretic approach, namely Akaike's Information Criterion (AIC), to relate stand-level structural attributes with lidar-derived metrics and found R 2 ranging between 0.57 and 0.87. van Aardt et al. (2006) classified coniferous, deciduous, and mixed forests into homogenous and hierarchical objects using canopy height surface derived from discrete return lidar data. Lidar height and intensity distributional metrics were then extracted for each object and correlated to field volume and biomass using stepwise regression analysis (adjusted R 2 ¼0.58-0.79). Area-based analysis is useful for large area inventories, as is applied routinely in Scandinavia (a summary is given in Naesset, 2007) . Other advantages include easy integration with traditional forest inventory methods due mainly to similarity in support scale (Hyyppä et al., 2008) and the insensitivity to lidar point density Thomas et al., 2006; Hyyppä et al., 2008) .
A notable drawback of the area-based approach is the requirement for robust models to serve as prediction tools (Hyyppä et al., 2008) . The cost of developing such models is directly related to the spatial coverage of the forest under consideration due to the necessity for sufficient sample size to represent the variability present in the population. In addition, the high level of accuracy required in commercial forestry may require model development that addresses site-specific characteristics (Kato et al., 2009; Zhao et al., 2009) . This, in turn, is compounded when there is a great deal of fragmentation and associated site quality variations, as is prevalent in the context of South African forestry landholdings. Models can also be scale-dependent, as shown by Patenaude et al. (2004) , who used a model to predict aboveground biomass and found different results dependent on whether an area was considered as a single unit or an aggregate of subsets. Furthermore, area-based expressions of forest structures often lack information on individual trees and thus do not contribute to management approaches that require assessment of individual trees (Bortolot and Wynne, 2005; Koch et al., 2006) . In comparison, individual tree-based analysis is often preferable due to the detail of information extracted and the low amount of field reference data required (Hyyppä et al., 2008) . It is also advantageous in that scalability to larger spatial coverage requires simple aggregation of tree-level measurements, provided suitable tree detection accuracy (Zhao et al., 2009) .
It is therefore logical that increased interest is being shown in the research community to design methods that are capable of extracting lidar information about individual trees (Hyyppä et al., 2001; Persson et al., 2002; Popescu et al., 2002; Brandtberg et al., 2003; Morsdorf et al., 2004; Bortolot and Wynne, 2005; Roberts et al., 2005; Chen et al., 2007; Kato et al., 2009; Koch et al., 2009) . Popescu et al. (2003) used a variable window size and local maxima filtering to locate and segment crowns of individual trees in stands of deciduous, coniferous, and mixed species. Stepwise regression was used to estimate field-measured crown diameter from lidar-derived height, diameter of crown segments, and the number of trees, with the best models being similar for both deciduous and coniferous trees (R 2 ¼0.62-0.63). The best models for estimating plot-level tree volume and biomass also included crown diameter as independent variable. The corresponding R 2 values for coniferous trees were 0.83 and 0.78, while poorer results were obtained for deciduous species. Holmgren et al. (2003) derived tree height and stem volume from lidar data using different approaches for forests dominated by Norway spruce, Scots pine, and birch. Tree height was derived at the plot and single tree levels (local maxima filtering) with results showing strong similarities between the two methods (R 2 ¼0.89-0.91; RMSE¼10-11%). Height assessment was followed by computation of volume. The first method utilized height derived using the areabased approach and canopy area, which was assumed to inherit the generally good correlation between total crown area and basal area. The second method used the number of stems and height derived from lidar data as inputs. The first method (area-based approach) returned superior results (R 2 ¼0.90; RMSE¼22%) to the second approach (R 2 ¼0.82; RMSE¼26%). Maltamo et al. (2004) derived stem counts and volume from lidarderived height and diameter at breast height (DBH) for similar species studied by Holmgren et al. (2003) . Estimation errors in RMSE were reported to be 25% and 75% for volume and tree count, respectively. The use of a Weibull distribution to account for small trees decreased the corresponding values to 16% and 49%. Heurich (2008) Maltamo et al. (2004) relied on DBH models that are calibrated using field inventory data, while Holmgren et al. (2003) used regressed field volume with lidarderived variables. Chen et al. (2006) argued that combining area-based and individual tree-based analysis constitutes an acceptable compromise. The manner in which such a compromise is achieved is critical and should focus on the cost-benefit aspect of the approach. This may hint at the need for model development at a lower sampling intensity than the conventional inventory, a notion that has yet to be realized in the forestry industry. In the mean time, more research is needed to further minimize the reliance on models that require continual training or calibration. Additionally, an increased emphasis should be placed on translating current research outputs into operational applications. This in particular has an important significance for commercial forest industries which essentially perform pre-harvest structural assessments for monetary valuation purposes. In a rare example, Peuhkurinen et al. (2007) demonstrated such an assessment using lidar data and fielddeveloped models in forest stands dominated by Norway spruce. The study compared information derived from lidar canopy height with other methods, including systematic plot sampling and inventory by compartments. An actual harvest inventory was used as reference data. Comparisons of the methods based on diameter distributions, volumes, number of trees, and bucking simulations showed superior results for the lidar-based approach.
This study extends the efforts of the above studies to retrieve important forest structural variables in tropical plantation environments using lidar data and limited inputs from standard management (field) information. The inputs from field information do not require traditional field visits, but are available in most commercial plantation management as documentation compiled at the time of planting. As such we purposely avoided data inputs that require field-based measurements. Intensive management of the plantations targeted in this study is believed to provide the necessary platform to investigate the success of our proposal. The specific objectives of this study were to:
(1) evaluate the utility of discrete return, small-footprint lidar data for derivation of accurate plot-level mean and dominant tree height; (2) assess the usefulness of lidar-derived tree height and stems per hectare (SPHA) for estimation of plot-level volume; and (3) explore the effect of simulated lidar point densities on the estimation of tree height and volume.
Potential trees were first identified using local maxima filtering in order to achieve these objectives. Although not stated as an objective in this study, the local maxima filtering compared two methods of window size determination, namely the semi-variogram range and known tree spacing of the plantations, as recorded at the time of planting. As a result, the effects of these methods on variable estimation also will be presented. This was followed by computing height of individual trees using a suitable estimator. Stand density and estimated height were then used to calculate plot-level volume.
II Methods 1 Study area and field data
The study area is located near the town of Richmond in the municipality of Sisonke, KwaZuluNatal, South Africa ( Figure 1 ). The geographical extent of the area coincident with the lidar survey is bounded by 30 11 0 41 00 E to 30 15 0 48 00 E and 29 48 0 54 00 S to 29 51 0 11 00 S. The study area falls within the summer rainfall region of South Africa and experiences cold dry winters and warm wet summers. Mean annual rainfall ranges from 746 to 1100 mm while temperatures vary between a high of 20 C to below 10 C (Schulze, 1997) . Plantation forestry dominates the land use in the area, with species from the Eucalyptus and Pinus genera primarily grown. The dominance of these genera in the area reflects the figure at the regional and national levels (Godsmark, 2009) . The increase in areal coverage of the Eucalyptus genus, in particular, has been the largest over the last two decades. Most of this increase is observed in the province of KwaZulu-Natal where the study area is situated (Godsmark, 2009) . Eucalyptus grandis is the most widely grown species of the genus due to favorable climatic factors in the area as well as the economic importance of the species (Rietz and Smith, 2004) . The present study has therefore focused on E. grandis.
The main purpose of Eucalyptus plantations in the country is to provide raw material for pulp production, which accounts for approximately 80% of the total harvest, while timber, sawlogs, poles, and other end products make up the remaining purposes (Godsmark, 2009 ). The high demand for these products necessitates a shortrotation cropping system of the plantations (Schönau and Boden, 1982; Clarke and Wessels, 1995; Brown et al., 1997; Gonçalves et al., 1997; Louw and Scholes, 2002) . Typical harvest age in South Africa ranges between six and 11 years (Coetzee, 1999; Rietz and Smith, 2004) . The age of the trees for this study ranged from four to nine years, a range deemed representative of the population. A total of 19 stands were selected.
Field data were collected during spring (October) of 2006. Plots were sampled following a standard protocol practiced by the forest industry for inventory of structural attributes (Esler, 2004) . The protocol specifies that the sample size in terms of area should be approximately 5% of a given stand. Plots (*10 m radius) are selected systematically as nodes of a 50 m by 100 m grid covering the stand and thereby capturing as much variability within the compartment as possible. Such systematic sampling is a standard protocol followed in different regions (eg, Holmgren et al., 2003; Naesset, 2004) . In order to avoid subjectivity, we laid the grids on existing maps of stand boundaries before the field visits. A total of 63 nodes representing plots were sampled in 19 selected stands. Differential global positioning system (DGPS) at a submeter accuracy level was used to mark an open space at the edge of a stand and nearest to each sample plot. Distance and bearing was then used to locate the node. The nearest tree to the node was used as the center of a plot. Instead of a 10 m radius, a 15 m radius was specified for this study in order to include more trees. Plot size modification was done to strengthen the statistical reliability of the results by including more trees than would be found in a 10 m radius plot. Furthermore, we believed that a larger plot would compensate for an offset due to error of locating a plot center. Plot area was then adjusted for slope, since this has an implication on the conversion of tree count to stems per hectare (SPHA) and volume (von Gadow and Bredenkamp, 1992) .
Spacing between and within rows of the stands were approximately 3 and 2.4 m, respectively. Such spacing is recommended in intensive silvicultural plantations of Eucalyptus grandis (Pallett and Sale, 2004) . This, in combination with homogeneity of stands, limits the variation in crown diameter as can be observed visually in the field. An assumption was therefore made that 2.4 m would approximate the average crown diameter of a tree for the study area.
Only trees with a DBH greater than 5 cm were considered for enumeration within each plot. This is commensurate to inventory protocol of the industry managing the plantations and has also been followed by other studies (eg, Holmgren, 2004; Maltamo et al., 2004) . Trees that appeared to be damaged, dead, or dying were excluded from the counting process for two main reasons. First, the commercial industry rarely includes such trees in an accounting scheme and, second, the number of lidar returns from trees devoid of canopies was deemed less significant. Tree counts in each plot were then converted to SPHA based on the area of the respective plot. Tree height was measured on a subsample of trees selected across the range of DBH values. Relationships between DBH and corresponding height were established at plot level using regression analysis with coefficients of determination (R 2 ) exceeding 80% for the majority of plots. Heights of all trees within a plot were estimated using the resulting regression equations. Subsequently, two area-based definitions of height were derived, namely mean height and dominant height. Mean height was calculated as the arithmetic mean of all trees. Dominant height can be defined as the mean height of a selected number of trees per hectare (García, 1998) . The selection of these trees could be based on DBH or height. Dominant height was derived as the mean of the top 20% tallest trees, as per the forest mensuration protocol of the forestry company that manages the study area.
Tree height and DBH are the two most important variables explaining the variability in tree volume (Avery and Burkhart, 2001) . Thus, when these variables are known for individual trees, volume can be calculated for each tree. The Schumacher and Hall (1933) stem volume function is used in this study (equation 1):
where V t is volume of the mean tree, DBH and HT are diameter at breast height and mean tree height, respectively, and b 0 -b 2 are coefficients fit for Eucalyptus grandis (Coetzee, 1992) . Plot-level volume was derived by adding volume of individual trees. The aggregate volume was then converted to a hectare scale based on the area of a plot. Summaries of the field inventory and analysis data are presented in Table 1 .
Lidar data
A lidar survey of the study area was carried out by Airborne Laser Solutions (ALS, www.alsafrica.com) on 8 November 2006, using the Optech ALTM 3033 sensor. The system uses discretereturn near infrared laser pulses (wavelength 1064 nm) with a pulse rate of 33 kHz and was configured to record first and last returns per pulse. A flying height of 550 m above the ground, coupled with a laser beam divergence of 0.2 mrad and associated footprint size of 0.2 m, resulted in a mean nominal point density of five points per square meter (points/m 2 ). The vertical and horizontal accuracies of the height returns were 0.15 m and 0.28 m, respectively.
The data provider classified the points as ground and non-ground using Terrasolid's TerraScan1 software (Terrasolid Ltd, Helsinki, Finland) . The software first searches and removes low and isolated points. Low points (below ground) are identified by routinely comparing the elevation of each point called a center point with its nearest point in the xy plane. If the center point is lower than the other, it is considered as a low point. Isolated points refer to points that do not fall within a neighborhood specified by a 3-D radius. Following filtering, an initial triangulated irregular network (TIN) is built using local low points that are assumed to be ground hits. These triangles fall mostly below the ground with the vertices touching the ground. Points are then iteratively added to shape the triangle upwards resulting in a surface that closely resembles a ground. Non-ground points are classified by selecting points that are at a specified height from a triangulated surface built from the final ground points. The data provider of this study reported that this process involved an initial automated classification using the software, which attained accuracies between 60 and 80% depending on terrain variation. This was followed by a manual editing process aided by 0.15 m resolution orthophoto images. Accuracy of the final digital terrain model (DTM) was assessed using ground control points. Based on this, a mean error for the DTM was reported as þ0.031 m (range: -0.017 to þ0.078 m).
Tree identification at different lidar point densities
A parallel study (Tesfamichael et al., 2009 ) was dedicated to the analysis of local maxima filtering and the estimation of SPHA using the same data set. A brief summary is presented in the following subsections.
a Generating the canopy height model. A standlevel digital elevation model (DEM) was created from the lidar ground return layer. Since original lidar points were irregularly spaced, a continuous surface was created by estimating values for non-sampled areas using the ordinary kriging interpolation approach (Oliver, 1990) in Surfer 8.0 (Golden Software, Inc., Golden, CO, USA). A pixel size of 1 m was used in the interpolation, with at most one point used for generating a pixel height value. Whenever two or more points occurred within a pixel, the minimum point was utilized for the interpolation. The selection of these points was based on the assumption that they theoretically were closest to the 'true' ground value for that pixel. Canopy return heights subsequently were derived by subtracting DEM values from non-ground lidar returns. It was felt that point-based normalization before interpolation reduces the error levels of the final canopy height model (CHM). These points were then used to generate a CHM using ordinary kriging interpolation. An alternative approach to create the CHM would be generating separate surface models representing the terrain and canopy surfaces and differencing the two surfaces (Maltamo et al., 2004; Hyyppä et al., 2008) . Stand-level CHMs were generated at 0.2 m, 0.5 m, and 1 m spatial resolutions, after which a subset was extracted for each plot for further plot-level analysis (Tesfamichael et al., 2009 ). The maximum return height was selected whenever more than one lidar return fell within a pixel, a method also followed by Hyyppä et al. (2001) , Koch et al. (2009), and Zhao et al. (2009) , among others. The selection of maximum returns increases the likelihood that the resulting CHM will represent the upper shape of the canopy for a given plot. A CHM is used to locate potential tree locations by identifying a pixel with maximum height within a neighborhood (Popescu et al., 2002; McCombs et al., 2003; Maltamo et al., 2004) . Certain studies have shown that the application of a smoothing filter to the CHM, prior to local maxima filtering, improves the distinctiveness of trees (eg, Hyyppä et al., 2001; Persson et al., 2002; Maltamo et al., 2004; Koch et al., 2006) . However, smoothing, evaluated for a sample of plots, reduced the detection rate considerably; this was attributed to the loss of variability in height for closely spaced trees (Koch et al., 2006; Reitberger et al., 2009) . As a result, smoothing was not applied here.
b Specifying a local maxima filtering window size. Specification of the filter size is an important step in local maxima filtering (Wulder et al., 2000; Popescu et al., 2002) . Filter size was determined using two methods, namely the semi-variogram range and known tree spacing (Tesfamichael et al., 2009) . In the first method, an omnidirectional semi-variogram analysis was performed at each spatial resolution. The semi-variogram range has been shown to provide an approximate estimate of tree crown diameter based on multispectral imagery (eg, Woodcock et al., 1988a; 1988b; Wulder et al., 2000) . It was proposed that the geometry of the upper CHM would prove useful to semivariogram derivation. Since the target of the study is an even-aged, monoculture plantation, the resulting range value can be used as the average canopy diameter of a tree for a plot and consequently the filter size in the local maxima filtering approach. In the second method, a fixed filter size, equal to within-row tree spacing at the time of planting, was used for local maxima filtering. The number of maxima from each plot was converted to a SPHA estimate for that plot. Comparison of the spatial resolutions showed that 0.2 m returned the best estimate of SPHA for both approaches (Tesfamichael et al., 2009 ). This spatial resolution was therefore used for further analysis of CHMs, the results of which are presented in this study.
c Simulating lidar point densities and tree identification. Lidar point density is directly related to survey cost (Baltsavias, 1999; Lovell et al., 2005) and its effect on forest structural estimations has been the subject of interest in different studies (eg, Holmgren, 2004; Thomas et al., 2006; Magnusson et al., 2007) . Three lidar point densities were compared in this study to assess the effect on SPHA, height, and volume estimations. These densities were 5 points/m 2 (the original density), 3 points/m 2 , and 1 point/m 2 , with the latter two densities extracted from the original density level. Extraction of points was based on random selection (Anderson et al., 2005) . It was deemed important to evaluate the similarity in distributions of the simulated point densities and the original point density. This was confirmed using histogram analysis. CHMs were then generated at a spatial resolution of 0.2 m for each density level.
Local maxima filtering was performed using filter sizes determined by the semi-variogram range and tree spacing at CHMs generated at the three lidar point densities. A summary of the results is given in Table 2 . The overall accuracies of plot-level SPHA estimates derived from local maxima were distinctly better for the tree spacing approach than for the semi-variogram approach at each density level.
In both local maxima filtering approaches, lidar-derived SPHA underestimated fieldenumerated SPHA significantly, with the exception of the approach that utilized tree spacing at the density of 5 points/m 2 . Thus, although there was no validation using individual trees, an error of omission prevailed over that of commission. The magnitude of underestimation tended to vary directly with SPHA. The net underestimation of SPHA was attributed to the exclusion of small trees that were overtopped by taller, adjacent trees (Persson et al., 2002; Popescu et al., 2002; Heurich, 2008) .
Estimation of height
In order to estimate plot-level mean and dominant heights, individual tree crowns were first delineated using local maxima as centers of crowns. The delineation was based on window sizes specified by the semi-variogram range and tree spacing approaches. It has been reported that gridding introduces error in estimates of canopy surfaces due to the interpolation procedure and the choice of grid size , which led to our use of points rather than rasterized information. Non-ground points thus were assigned to each of the crown polygons, from which mean and maximum heights were extracted as estimates of individual tree heights. Average values of these heights were calculated and compared with field-measured mean height for each plot. Dominant height of each plot was calculated using the same approach employed to the field data, that is, the average height of the tallest 20% tree-level point heights. Derivation of mean and dominant height was replicated for each set of trees identified at the three lidar point densities (1 point/m 
Estimation of volume
Volume typically can be calculated for each tree, followed by aggregation to a plot or stand level, given the availability of necessary information at individual tree level. Tree height and DBH are the most common independent variables needed for the estimation of tree volume (Avery and Burkhart, 2001) . The intention of this study was to derive both these variables from the lidar data. Although height can be retrieved in a relatively straightforward manner, DBH cannot be measured from airborne lidar scanning directly. Relationships between height and DBH could be used to estimate the latter; however, establishing such a relationship breaches the assumption of variable independence. An alternative approach to DBH derivation is to make use of information on stand stocking, which relates to basal area (von Gadow and Bredenkamp, 1992) . In an even-aged plantation, mean basal area can be computed from SPHA, dominant height, and the age of trees. SPHA and dominant height were estimated using the procedures described above while age is documented for each plantation. We assumed that the derivation of basal area, and thus resultant DBH, remained independent from the mean height independent variable in the volume estimation (dependent variable). This assumption is based on the facts that (1) basal area and subsequent DBH are derived from dominant (maximum) heights and (2) basal area estimation furthermore relies on two additional non-height-specific variables (SPHA and age). The basal area function chosen in this study is given in equation 2 (Pienaar and Harrison, 1988) :
where BA is basal area in m 2 /ha, Age is the age of trees, and HD is dominant height per plot. b 0 -b 5 are site specific coefficients (Kotze, 2000) . The resulting BA was then used to derive quadratic mean DBH (QDBH) using equation 3 (Pienaar and Kotze, 1998) . Equation 3 is an inversion of the function for estimating BA of a tree (equation 4) while SPHA and 40,000 are scaling factors to a hectare-level computation. QDBH and mean height, which was derived either from the mean or maximum lidar returns, were then used as inputs to equation 1 to calculate volume of the mean tree. Multiplying volume of the mean tree by SPHA of a plot yielded volume per hectare for that plot. Similar to height estimations, volume estimation was replicated for the three lidar point densities.
where r ¼ DBH/2.
Accuracy assessment
Lidar estimates and field observations were compared among density levels and between local maxima filtering approaches. Comparisons also included estimates of height derived from mean and maximum lidar metrics. Analysis of variance (ANOVA) was used to determine if the estimated means differed significantly from the observed mean and among each other. Residual analysis was used to quantify the difference between observed and estimated plot-level means using RMSE. RMSE was expressed as a percentage of the observed mean. A linear relationship between estimated and observed values was established for each of the variables (mean height, dominant height, and volume). The relationship was evaluated both graphically and based on the coefficient of determination (R 2 ). Table 3 summarizes results of ANOVA, regression analysis, and errors of estimation for mean tree height. The difference between observed and estimated mean height using mean lidar height values was not significant. In contrast, estimates using maximum lidar height values varied significantly from field observations. The difference between estimates of the two metrics was also significant. The local maxima filtering technique and lidar point density did not affect height estimation for a given metric. Error analysis showed higher RMSE values for the maximum lidar than for the mean lidar estimation approach. This observation held true for all lidar point densities and local maxima filtering approaches. The relationship between observed and estimated mean heights, based on mean lidar points, consistently exhibited R 2 values exceeding 0.90 for both local maxima filtering approaches. Such accuracies were achieved at all density levels. Similar R 2 values were obtained when maximum lidar points within delineated trees were used. Figure 2 provides various graphical representations of the results. The graph relating observed and estimated mean height shows that nearly all plots were overestimated by maximum lidar height values (Figure 2a) . In general, the overestimation by both lidar height values increased with height. Errors of estimation were also plotted and exhibited a direct relationship with mean height (Figure 2b ). This behavior was in particular more noticeable for maximum lidar height values. These characteristics were deemed similar across lidar point densities ( Figure 2c ) and for both local maxima filtering approaches (Figure 2d ). Table 4 summarizes the comparison between observed and estimated dominant height at all density levels and local maxima filtering approaches. Estimated and observed dominant height did not vary significantly. There were also no significant differences between estimates based on lidar metrics at all density levels and for both local maxima filtering approaches. However, the difference between the mean and maximum estimates and the observed values appears to be considerable with approximately 1-2 m for mean and *0.5 m or less for maximum lidar height values. RMSE was also relatively similar across all estimates. Coefficients of determination for the linear relationship between estimated and observed dominant height at all density levels and local maxima filtering approaches were similar for both lidar metrics (R 2 *0.95). Figure 3 shows the relationship between estimated and observed dominant height as well as the error analysis; the graphs indicate that maximum lidar height input values yielded higher estimates than mean values (Figure 3, a and b) . The lidar point density (Figure 3c ) and local maxima filtering approaches (Figure 3d ) did not have any effect, as can be seen from the similar estimates in the respective graphs.
III Results 1 Height

Volume
Although the objective was to estimate volume at the plot level, volume of the mean basal area tree had to be computed first. It is therefore useful to explore the derivatives of lidar that will serve as independent variable inputs to the tree volume estimation. These inputs are mean height and QDBH of the tree with mean basal area. Calculation of mean basal area, in turn, requires dominant height, in addition to SPHA and age. Results presented above showed that dominant height computed from maximum lidar height values was marginally better than when mean lidar values were used. Hence maximum lidar height values were chosen for computing QDBH. Mean lidar height values, on the other hand, were superior for estimating plot-level mean height. These estimates were, therefore, used in the equation to calculate mean tree volume (equation 1).
A summary of the results of mean tree volume estimation is presented in Table 5 . The mean values of volume estimates ranged between 0.26 and 0.31 m 3 compared to 0.26 m 3 of field observation. Local maxima filtering using the semi-variogram range resulted in overestimation, while tree spacing-based local maxima resulted in underestimation. The estimates, however, were not significant, compared to the field mean. There was, however, a significant difference between estimates at 1 point/m 2 density level for the semi-variogram-based local maxima filtering approach and at 3 points/m 2 and 5 points/m 2 densities for the tree spacing-based local maxima filtering approach. Comparison based on RMSE shows higher values for trees identified using the semi-variogram approach than the tree spacing-based local maxima filtering approach. Linear model fitness between observed and estimated volume resulted in R 2 values ranging between 0.76 and 0.83 across all lidar point densities for both local maxima filtering approaches. Graphical representation of observed-estimated relationships shows increased overestimation in the case of the semi-variogram, as opposed to the tree spacing local maxima filtering approach (Figure 4a ). This is confirmed by the graph showing the error distribution (Figure 4b) . Figures 4a and 4b also show that only a limited number of samples were considerably underestimated at higher tree volume values. Comparison of estimation among densities (Figure 4c ) exhibited slightly higher values for 1 point/m 2 than for 3 points/m 2 and 5 points/m 2 for most of the samples. Plot-level volume estimates were lower than field-observed values at all point density levels and for trees identified using the two respective local maxima filtering methods (Table 6 ). Estimates that followed tree spacing-based local maxima filtering at the density levels of 3 points/m 2 and 5 points/m 2 did not differ significantly from field mean. Differences among estimates were not significant, except for estimates between the semi-variogram range at 1 point/m 2 and the tree spacing approach at 5 points/m 2 . There also appeared to be relatively strong similarities among estimates within each local maxima filtering approach. It can also be seen that mean volume estimates increased with lidar point density within each local maxima filtering approach (Table 6 ). Superior accuracies were obtained for trees identified using local maxima filtering based on tree spacing, as opposed to the semi-variogram range approach. Error of estimation (RMSE) and fit statistics (R 2 ) hinted at improved estimation accuracy when the tree spacing approach, rather than semi-variogram range, was used for local maxima filtering (Table 6) .
Graphical representations of estimations are illustrated in Figure 5 . Figure 5a shows a fairly high degree of relationship between observed and estimated values at 5 points/m 2 . However, field volume was underestimated for most samples for both local maxima filtering approaches, as illustrated in Figure 5b . A comparative evaluation of the graphs indicates less underestimation when tree spacing rather than semi-variogram range was used in the tree identification procedure. It can also be seen from Figures 5a and 5b that error of estimation increased as volume increased. Comparison of the effects of lidar point density on the estimation of volume indicates marginally higher values for nearly all samples in the case of 3 points/m 2 and 5 points/m 2 , as opposed to 1 point/m 2 ( Figure 5c ).
IV Discussion 1 Height
The relationship between field-observed and lidar-derived mean height using either mean or maximum lidar height values was regarded as strong (R 2 ¼0.93-0.94) ( Table 3) . ANOVA and error comparisons between the two estimates in relation to field observations indicated that mean lidar height values were superior to maximum values, which overestimated field height significantly (Table 3) . A relatively poor accuracy for the maximum lidar height estimates may contradict the assumption that the maximum point within each tree should approximate the top height of a tree measured on the ground. This view holds, particularly, when comparisons are made based on individual trees (eg, Clark et al., 2004) . The observation in this study was attributed to various reasons. Since fewer trees were identified than exist on the ground, it is probable that small trees were omitted due mainly to a lidar shadow effect by taller trees. The absence of such small trees from a plot is likely to inflate the mean height calculated only from the lidar-identified trees. Another possible explanation relates to the field measurement. This was a closed-canopy environment and crowns of the trees were often interleaved, which led to errors in identification of tree tops. et al. (2008) also noted this issue as a potential reason for overestimation of mean tree height in their study. Furthermore, the tops of Eucalyptus trees are not distinctively pointed, resulting in difficulty when finding the tree apex from the ground (Tickle et al., 2006) . It is thus likely that the field measurements generally underestimated actual tree height, exacerbated by the marginally inflated mean tree height in the case of lidar estimates due to the exclusion of smaller trees. The fact that overestimation was greater for taller trees using both metrics also hinted at the difficulty of measuring such trees in the field. As a result, it is logical to assume that the negative bias of field measurement increased with height. These arguments also explain why lidar mean height did not underestimate field mean height, as was observed in other studies that followed individual tree height estimation (eg, McCombs et al., 2003; Morsdorf et al., 2004; Suárez et al., 2005; Heurich, 2008) . Similar to mean height, the goodness-of-fit of the relationship between observed and estimated dominant height was strong for both mean and maximum lidar height metrics (R 2 ¼0.94-0.95; Table 4 ). Although there was no significant variation between observed and estimated values, a difference in mean values of 1-2 m using mean lidar height values compared to a maximum of 0.5 m using maximum lidar height values (Table  4) could be considered large in commercial forest management contexts. A variation of such magnitude could have an impact on characterizing site quality of a plantation area. In addition, dominant height is also an essential input to the computation of basal area, since it generally relates to the stocking of a plantation.
Both mean height and dominant height did not vary across lidar point densities, corroborating results from a concurrent study that utilized an area-based modeling approach (Tesfamichael et al., 2010) . This phenomenon is worth noting, given that the current study extracted the height of individual trees as identified from lidar data. An additional advantage of the observations is that height accuracies did not rely on the accuracy of tree counts. The number of trees extracted using local maxima identification differed significantly between lower (1 point/m 2 ) and higher lidar point density levels (3 points/ m 2 or 5 points/m 2 ), as well as between the tree spacing-based and semi-variogram-based local maxima filtering methods (Table 2 ). It is likely that the variability in point height is comparable across the study area, provided that identified trees in most cases represented the tallest trees. In addition, the relatively high canopy closure of the plantations favors point returns from the very top surface of canopy. A generally rounded or flattened canopy top of Eucalyptus trees further adds to this effect, since the variability in height for such canopy geometries is relatively low (Nelson, 1997) . The relatively high estimation accuracies obtained using the approach followed in this study strongly hints that field height measurement might be superfluous. This could have a significant impact on the industry that considers the current field protocol as expensive and time-consuming.
Volume
Studies that attempted to estimate individual stem volume from lidar data are rare (eg, Persson et al., 2002; Heurich, 2008) . These studies typically employed models developed from a combination of lidar and field data to derive certain tree attributes, with relatively high estimation accuracies reported. In contrast, this study relied on lidar data and auxiliary information (tree spacing and/or age), readily available for properly documented plantation stands. Our results showed that the relationship between observed and estimated volume of the mean tree was relatively strong at the three lidar point densities for both approaches of local maxima filtering (R 2 ¼0.76-0.83; Table 5 ). Although the errors of estimations (RMSE) were deemed large, the graphical illustrations did not show considerable systematic error (Figure 4 ). This has resulted in the non-significant difference between the observed and estimated tree volume (Table 5) . It is also important to note that such accuracies were found in spite of underestimations in the number of trees detected from lidar CHMs. Plot-level volume estimation in this study was deemed satisfactory, based on the results relating to the coefficient of determination and ANOVA for higher lidar point densities. The levels of error observed as underestimates are, on the other hand, high in comparison to the expectations of the commercial forest industry that usually requires accuracy within 10%. Underestimation was attributed to the loss of volume in small trees that are often missed during the detection process (eg, Persson et al., 2002; Maltamo et al., 2004; Heurich, 2008) . This argument holds true in this study since our estimation of SPHA, which was used as a multiplication factor for plot-level aggregation, was underestimated by the lidar data. In order to substantiate this argument, a simple sensitivity analysis was performed to rank the importance of input variables using the data obtained from lidar point density of 5 points/m 2 and tree spacing based local maxima filtering. Each of the inputs was varied based on the input variable RMSE values, and the resulting overall mean volume differences are depicted in Figure 6 . Varying SPHA resulted in the largest mean difference in plot-level tree volume, while mean height and dominant height have relatively similar effect.
The tendency of direct relationship between volume and its underestimation (Figure 5b ) can also be explained by the underestimation of SPHA. That is, assuming an inverse relationship between plot density and detection rate, it is highly likely that denser plots will result in a greater underestimation of volume.
The approach to estimate plot-level volume, based on an average mean tree volume and SPHA, was different from that employed by Persson et al. (2002) and Heurich (2008) , who calculated volume of each tree and then aggregated to the plot level. Comparability of the results was nevertheless notable, indicating the suitability of the method. It should be stressed that this method was developed for even-aged monoculture stands, typically characterized by homogenous physical structures. Although the approach by Persson et al. and Heurich has become common practice, it is important to consider its drawback. Deriving DBH from lidarderived height (and crown dimension) relies on model calibration using costly field data.
Comparison among estimates indicated similarities among lidar point densities (Table 6) , thereby indicating the suitability of low point density compared to the higher densities. This will have a significant contribution in reducing the cost of lidar surveys. The lidar data provider for this study, for example, indicated that there would approximately be a net 30% cost reduction for a survey of 3 points/m 2 compared to 5 points/m 2 for an area of 10,000 ha. Similarities were also observed between estimates of local maxima filtering methods, clearly showing the potential of the semi-variogram approach in the analysis of tree detection. The fact that this approach does not require any a priori knowledge of field conditions makes it more appealing, especially in cases where there is considerable difference in stocking between the time of planting and lidar data acquisition.
Both the similarities in plot-level volume estimates across the density levels and between local maxima filtering approaches were realized in spite of the significant variations in SPHA. This can be explained by the fact that mean and dominant height may also be contributing to Figure 6 . Overall difference in estimated tree volume due to changes in each variable for lidar point density of 5 points/m 2 and tree spacing-based local maxima filtering volume estimation to an extent of affecting the significance level. The contribution of these variables is manifested at the tree level. The height of trees identified using local maxima filtering often represents the tallest trees within a plot. Basal area derived from these trees is relatively high (equation 2) and is directly related to stem diameter (QDBH) (equation 3). Although SPHA is directly related to basal area, it is inversely related to stem diameter. It follows that finding the dominant trees contributed towards the overall similarities of plot-level volume estimates which might have negated the effect of SPHA to a certain degree. This corroborates the assertion that dominant trees explain most of the variability in volume (eg, Hyyppa et al., 2001; Maltamo et al., 2004; Heurich, 2008) , although these sources derived volume for each tree. We concluded that the accuracy of volume estimation at the tree and plot level can be regarded as promising in light of the different methods followed in deriving the field and lidar volume. The field method computed the volume of each tree from known height and DBH, while the average tree volume was calculated using the lidar data. This may also hint at the ability of lidar data to accurately estimate plot-level mean DBH, a variable that has traditionally been difficult to assess from remotely sensed data.
V Conclusions
This study outlines a methodology for quantifying timber resources in Eucalyptus grandis plantations using discrete return lidar height data and limited auxiliary input(s) from readily available information on plantations. It has demonstrated that two height variables (mean and dominant height) can be accurately estimated from trees identified from CHMs using local maxima filtering techniques. Combining estimates of height and stems per hectare, along with documented information on age of plantations, resulted in accurate estimates of mean tree volume. Furthermore, tree volume estimates were similar in all cases of local maxima filtering approaches and lidar point densities, although significant variations were observed in SPHA estimates. Plot-level volume estimates were comparable to field observation particularly at higher lidar point densities, although underestimation was noted at all point densities. This underestimation was attributed to a smaller number of trees identified using lidar data than exist in the field.
In conclusion, the overall approach of this study in minimizing inputs from field inventories should be considered indicative, rather than definitive, to future directions of lidar applications in the plantation industry. We suggest that future research should place more emphasis on improving SPHA estimation, given its importance as reported in this study. One approach could involve the development of advanced tree-counting procedures that are suitable for Eucalyptus plantation forests, which are typically characterized by overlapping crowns and near-rounded/flat canopy tops. Another approach would be to account for small trees using theoretical distribution functions, as illustrated by Maltamo et al. (2004) , provided that reliable functions have already been developed.
