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1. Nastudujte problematiku tvorby komunikačńıho middleware v prostřed́ı JAVA ME.
Soustřed’te se na SOA infrastrukturu.
2. Navrhněte aktivńı komponentu včetně zp̊usobu konfigurace a nástroj̊u pro generováńı
zpráv.
3. Dále navrhněte XML schéma pro komunikaci s komponentou.
4. Proved’te implementaci navrženého řešeńı v jazyku Java ME s ohledem na využit́ı ve
vestavěném multifunkčńım zař́ızeńı.
5. Vytvořte demonstračńı aplikaci, která ukáže možnosti navržené komponenty. Snažte
se o pokryt́ı všech funkćı poskytovaných komponentou a vestavěným zař́ızeńım.
6. Zhodnot’te dosažené výsledky a možnosti využit́ı navržené komponenty v r̊uzných
aplikaćıch.
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Abstrakt
V prostřed́ı téměř každého podniku existuje softwarová podpora pro podporu obchodńıch
proces̊u. S nar̊ustaj́ıćım počtem těchto aplikaćı roste i potřeba integrovat je tak, aby vzniklo
komplexńı prostřed́ı, které funguje efektivně a generuje zisk. V oblasti integrace podni-
kových aplikaćı existuje několik princip̊u, každý se svými výhodami i nedostatky, technika
zaśıláńı zpráv se však pro mnoho integračńıch problému ukázala jako nejvýhodněǰśı. Tato
práce se zabývá podnikovým prostřed́ım s aplikacemi vestavěných systémů multifunkčńıch
kancelářských zař́ızeńı na platformě Java ME a prezentuje vlastńı řešeńı uniformńı komu-
nikačńı vrstvy pro integraci těchto aplikaćı do podnikové infrastruktury. Výsledná softwa-
rová komponenta aplikuje principy techniky zaśıláńı zpráv v SOA pro správu firemńıho
tisku, kde je spolu s navrženým schématem zpráv použita v komunikaci s tiskovým serve-
rem.
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Abstract
In almost each enterprise there is a software support for business processes. With a growing
number of the applications there is an increasing demand to integrate those applications
in order to have an effectively working environment which generates profit. In enterprise
applications integration there are few principles, each with their own advantages and disa-
dvantages. However, the message-oriented middleware layer proves to be the best solution
to many integration scenarios. This work deals with an enterprise of applications running
on multifunction embedded office devices based on Java ME platform, and introduces an
in-house developed communication middleware layer to integrate those applications. The
resulting software component applies principles of messaging in a printing management
SOA environment to communicate with a print server using a designed set of messages.
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4.2 Multifunkčńı zař́ızeńı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.1 Ricoh Embedded Software Architecture . . . . . . . . . . . . . . . . 23
5 Definice problému 25
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Každý podnik má sv̊uj informačńı systém. Tento systém může být bud’ manuálńı, nebo
určitým zp̊usobem automatizovaný. Zahrnuje lidi a stroje (poč́ıtače či jiné technické pros-
tředky), včetně metod organizovaných pro sběr, zpracováńı, přenos a š́ı̌reńı dat, která repre-
zentuj́ı uživatelskou informaci [21]. Podnikové informačńı systémy velkých firem se však v
dnešńı době bez rozsáhlé softwarové podpory neobejdou. Aby fungovaly rychle, spolehlivě a
úsporně, a t́ım generovaly zisk, jsou nuceny nahradit lidský faktor softwarovými aplikacemi.
S rostoućım počtem takových r̊uznorodých aplikaćı však podnik opět ztráćı na efektivitě.
Vzniká redundance dat, kdy každá aplikace vlastńı svou kopii těch samých dat, což zne-
snadňuje správu celého systému. Podobný problém plat́ı i pro funkcionalitu — proč mı́t v́ıce
zp̊usob̊u realizace jedné funkce, když můžeme mı́t jednu implementaci, která dělá přesně
to, co požadujeme, a poskytovat ji ostatńım aplikaćım. Řešeńım je sjednotit tyto aplikace,
tedy integrovat.
Tato práce si klade za ćıl seznámit čtenáře s obecnými zp̊usoby integrace aplikaćı a
prostředky, které lze k integraci použ́ıt. Předmětem samotné práce je potom komponenta,
realizuj́ıćı jeden z prostředk̊u integrace — zaśıláńı zpráv (messaging), tzv. komunikátor.
Tato komponenta má za úkol poskytnout jednotné rozhrańı pro vzájemnou komunikaci apli-
kaćı pomoćı funkčńıho řešeńı softwarové komunikačńı vrstvy, založené na principu zaśıláńı
zpráv (message-oriented middleware).
Komunikátor je primárně vyv́ıjen pro platformu Java ME, určenou pro běh aplikaćı na
vestavěných zař́ızeńıch, kde bude také nasazen a testován. Přesto je navržen tak, aby byly
jeho implementace použitelné v širš́ım spektru softwarových platforem. Plánované využit́ı
této komponenty je jako součást nové generace vestavěných softwarových terminál̊u multi-
funkčńıch kancelářských zař́ızeńı od firmy Ricoh. Tato zař́ızeńı umožňuj́ı běh aplikaćı d́ıky
platformě Embedded Software Architecture založené právě na Javě ME. Zmı́něný vestavěný
terminál se stane součást́ı distribuované infrastruktury řešeńı pro správu firemńıho tisku Sa-
feQ vybudované v duchu SOA a bude využ́ıvat komunikátor pro komunikaci s jednotlivými
entitami SafeQ.
Kapitola 2 poskytuje obecněǰśı pohled na problematiku propojováńı systémů. Zabývá
se obecnými otázkami integrace aplikaćı a věnuje se mj. prostřed́ı SOA. V následuj́ıćı ka-
pitole 3 jsou probrány softwarové prostředky integrace aplikaćı se zvláštńım d̊urazem na
techniku zaśıláńı zpráv (kap. 3.4). Kapitola 4 seznamuje čtenáře s prostřed́ım SafeQ a s
principy a architekturou multifunkčńıch zař́ızeńı od firmy Ricoh, pro kterou je komunikátor
primárně vyv́ıjen. Následuj́ıćı kapitola 5 již rozv́ıj́ı motivaci pro vývoj komunikátoru, defi-
nuje problémy, které je nutné řešit, a předkládá konkrétńı požadavky a omezeńı výsledného
produktu. V kapitole 6 je vytvořena formálńı analýza těchto požadavk̊u, která dále v kapi-
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tole 7 slouž́ı jako podklad pro návrh architektury komunikátoru. V téže kapitole je rovněž
definován základ architektury vestavěného terminálu s grafickým uživatelským rozhrańım
pro multifunkčńı zař́ızeńı Ricoh (kap. 7.5) a navržena XML struktura zpráv a některé
možné typy zpráv použitelné v SafeQ (kap. 7.3). Posledńı kapitola 8 se zabývá nasazeńım
komunikátoru v prostřed́ı s vestavěným terminálem a demonstruje jeho použitelnost na
klasické úloze zabezpečeného odloženého tisku, kdy si uživatel tiskne úlohu až po potvrzeńı
na terminálu.
Tato diplomová práce plně navazuje na stejnojmenný semestrálńı projekt vytvořený v
zimńım semestru, který se zabýval předevš́ım teoretickými základy problematiky integrace
aplikaćı (kap. 2) a principu zaśıláńı zpráv (kap 3.4). Jeho výsledkem byla analýza požadavk̊u
a omezeńı pro vyv́ıjenou komponentu a koncept architektury (viz kap. 6). Zde je práce dále
rozvinuta krátkou studíı o ćılovém prostřed́ı (viz kap 4), č́ımž zakončuje teoretickou část




Integrace aplikaćı (enterprise integration) je široký pojem. Neznamená pouze propojeńı
poč́ıtačových aplikaćı, ale v širš́ım kontextu zahrnuje propojeńı lid́ı či celých společnost́ı v
podnikovém prostřed́ı byznys proces̊u. Byznys proces je posloupnost aktivit, jejichž výsledkem
je produkt nebo služba poskytnutá zákazńıkovi na základě jeho požadavk̊u [20]. Podnikové
aplikace redukuj́ı lidský chybový faktor a zajǐst’uj́ı, aby tyto procesy fungovaly rychle, spo-
lehlivě a efektivně.
Prostřed́ı podnikových aplikaćı bývá silně heterogenńı. Figuruj́ı v něm aplikace vybudo-
vané na r̊uzných platformách, za použit́ı r̊uzných technologíı a programovaćıch jazyk̊u. Ty-
pickým př́ıkladem je firma s několika odděleńımi (marketingové odděleńı, finančńı odděleńı,
odděleńı výroby, správy informačńıch technologíı — IT a lidských zdroj̊u — HR). Jak se
firma vyv́ıj́ı, přibývaj́ı softwarové aplikace, které slouž́ı jednotlivým odděleńım a postupně
nahrazuj́ı předchoźı ”paṕırové“ informačńı systémy.
Tyto aplikace však zároveň zapouzdřuj́ı informace uvnitř odděleńı a často neberou v
potaz existenci ostatńıch aplikaćı (information silo [7]). Jakmile chce tedy firma automati-
zovat nějakou činnost, která zahrnuje spolupráci v́ıce odděleńı, je nutné tyto úkony provést v
každém systému odděleně a výměnu dat realizovat obskurńımi zp̊usoby (sneakernet, swivel-
chair integration[7]). Jakkoliv jsou tyto zp̊usoby nenáročné na implementaci, jsou značně
neefektivńı, náchylné k chybám a v konečném d̊usledku vedou k nespokojenosti zákazńıka.
2.1 Typy integraćı
Integrace je proces, který v r̊uzném kontextu nabývá r̊uzných podob. V zásadě lze identifiko-
vat několik integračńıch scénář̊u, které opakovaně vyvstávaj́ı na povrch při řešeńı problémů
tohoto typu [6]. Tyto scénáře představuj́ı r̊uzné varianty řešeńı podnikové integrace a lo-
kalizuj́ı problémy, které vyvstávaj́ı při jejich použit́ı. V praxi se často vyskytuj́ı v r̊uzných
kombinaćıch, v závislosti na požadavćıch byznys proces̊u:
• Informačńı portál
• Sd́ılená funkcionalita
• Architektura orientovaná na služby
• Sd́ılená data
5
Uvedený výčet slouž́ı jako kostra pro identifikaci problémů integrace. Zvláštńı pozornost
je věnována konceptu architektury orientované na služby, nebot’ představuje prostřed́ı námi
vyv́ıjeného komunikačńıho rozhrańı.
2.1.1 Informačńı portál
Informačńı portály sdružuj́ı informace z r̊uzných část́ı podnikového systému a prezentuj́ı je
koncovému uživateli skrze modulárńı uživatelské rozhrańı. Jde o integraci na prezentačńı
úrovni (portal integration [14]. Uživatel nemuśı přistupovat ke každému systému zvlášt’,
informačńı portál tato data transparentně źıská a zobraźı v jednotlivých sekćıch jednotného
uživatelského rozhrańı.
Uživateli jsou prezentována data a zpř́ıstupněny funkce z r̊uzných systémů a je čistě na
něm, jak s nimi bude operovat. Takto je zabezpečena flexibilita v rozhodováńı o jednotlivých
kroćıch byznys procesu, na druhou stranu operátoři manipuluj́ıćı s daty dělaj́ı často při jeho
plněńı chyby. Tento zp̊usob integrace je nejméně efektivńı, z hlediska implementace je však
zároveň nejjednodušš́ım řešeńım problému integrace aplikaćı.
Informačńı portály nab́ızej́ı r̊uzné stupně interakce mezi výstupy z jednotlivých systémů,
obecně je však tento typ interakce značně neefektivńı. Př́ıkladem je tzv. screen scraping, což
je technika automatického źıskáńı užitečných dat z jejich vizuálńı reprezentace v jednom
systému a jejich vložeńı do druhého systému pomoćı emulace terminálu [14]. Tato tech-
nika byla obzvlášt’ v dř́ıvěǰśıch dobách jedinou možnost́ı integrace kv̊uli absenci aplikačńıch
rozhrańı na úrovni byznys logiky v jednotlivých aplikaćıch.
Nástup webových rozhrańı výrazně zjednodušil rozvoj tohoto typu integrace. Př́ıkladem
jsou elektronické obchody, které prezentuj́ı informace o stavu zásob zbož́ı a zároveň stavu
doručeńı objednávky.
2.1.2 Sd́ılená funkcionalita
Hlavńım problémem, který sd́ıleńı funkcionality řeš́ı, je realizace distribuovaných byznys
proces̊u. Takové procesy se rozprost́ıraj́ı přes v́ıce podnikových aplikaćı, přičemž každá
aplikace poskytuje specifickou funkcionalitu. Byznys proces tak má charakter zpracováńı
požadavku v postupných sousledných kroćıch (např. po přijet́ı objednávky postupně následuje
jej́ı validace, ověřeńı skladových zásob, výpočet daně atd.) [6].
Základńı podmı́nkou pro sd́ıleńı funkcionality je poskytnut́ı vhodného rozhrańı [12].
Nejintuitivněǰśı př́ıstup spoč́ıvá v exportu aplikačńıho programového rozhrańı (API), které
umožńı klientským aplikaćım pracovat př́ımo s objekty aplikačńı logiky. Z hlediska technické
realizace je základńım řešeńım použit́ı vzdáleného voláńı procedur nebo distribuovaných
objekt̊u, např. standardu CORBA1, potažmo aplikačńıch rozhrańı, jako Java RMI2, nebo
.NET Remoting3. Jinou možnost́ı je využit́ı technologíı na bázi zaśıláńı zpráv, např. stan-
dard̊u SOAP4, JMS API5, potažmo komerčńıch řešeńı (IBM WebSphere MQ6, Microsoft
MSMQ7). Každý př́ıstup má však své pro a proti a zálež́ı na požadavćıch prostřed́ı, ve
kterém integračńı řešeńı vyv́ıj́ıme (v́ıce v kap. 3).
1The official CORBA standard from the OMG group - http://www.omg.org/docs/formal/04-03-12.pdf
2Remote Method Invocation Home - http://java.sun.com/javase/technologies/core/basic/rmi/index.jsp
3.NET Remoting Overview - http://msdn.microsoft.com/en-us/library/kwdt6w2k(VS.71).aspx
4SOAP Version 1.2 Part 1: Messaging Framework - http://www.w3.org/TR/soap12-part1/
5Java Message Service - http://java.sun.com/products/jms/
6WebSphere MQ Product Page - http://www-01.ibm.com/software/integration/wmq/
7Microsoft Message Queueing - http://www.microsoft.com/windowsserver2003/technologies/msmq/default.mspx
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Sd́ıleńı funkcionality souviśı se sd́ıleńım a replikaćı dat [6]. Např́ıklad můžeme požadovat
implementaci sd́ılené funkce pro źıskáńı adresy zákazńıka, která dovoluje klientským apli-
kaćım př́ıstup k těmto dat̊um, až když je skutečně potřebuj́ı, než aby je uchovávaly ve
svém lokálńım úložǐsti. Data jsou nav́ıc zapouzdřena, což odstraňuje nevýhody př́ımého
sd́ıleńı (viz kap. 2.1.4). Rozhodnout, zda data replikovat, nebo poskytnout sd́ılenou funkćı
je otázkou mnoha kritéríı jako např. frekvence změny (adresa může být žádána často, ale
k jej́ı změně docháźı zř́ıdka).
2.1.3 Architektura orientovaná na služby
SOA (Service Oriented Architecture) je zp̊usob vývoje systémů, které zakládaj́ı svoji funk-
cionalitu na sémantice byznys proces̊u a zapouzdřuj́ı ji v diskrétńıch jednotkách nazývaných
služby [3]. Tato architektura je speciálńım př́ıkladem aplikace sd́ıleńı funkcionality v pod-
nikové integraci a vyznačuje se jistými charakteristickými rysy.
Služba je v podstatě sd́ılená funkce s danými vstupy a výstupy (contract). Prostřed́ı
SOA však nav́ıc definuje mechanismy a infrastrukturu pro př́ıstup a vyhledáváńı těchto
služeb, č́ımž zajǐst’uje jejich opakovatelnou použitelnost. Koncept služeb vycháźı z objek-
tově-orientovaného návrhu. Zapouzdřuj́ı logiku byznys proces̊u, př́ıpadně jejich část́ı, roz-
sahem tak mohou pokrývat mnohem větš́ı funkcionalitu než klasické objekty tř́ıd. Princip
zapouzdřeńı s jasně daným rozhrańım však z̊ustává.
Aplikace se v prostřed́ı SOA vyv́ıjej́ı skládáńım dostupných služeb, což je velmi efek-
tivńı a př́ınosné z hlediska flexibility správy byznys proces̊u. Množstv́ı logiky byznys pro-
cesu, kterou může služba obsáhnout, neńı striktně ohraničeno. Jak ukazuje obr. 2.1, služba
zapouzdřuje určitý krok nebo podproces složený ze sekvence krok̊u. Může však také za-
pouzdřit kompletńı byznys proces.
Obrázek 2.1: Struktura služeb (převzato z [3])
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SOA je založena na paradigmatu distribuovaného programováńı, klade ovšem specifické
požadavky na zp̊usob návrhu služeb, zpráv a vztah̊u mezi nimi. Na rozd́ıl od distribuované
aplikace, kde jsou jej́ı jednotlivé výpočetńı uzly svázány těsnými vazbami, danými pevně
daným rozhrańım objekt̊u, aplikace v servisně-orientovaném prostřed́ı spoléhaj́ı na volné
vazby mezi službami (loose coupling [7]) v čistě heterogenńım prostřed́ı a voláńı vzdálené
služby je umožněno d́ıky vhodnému komunikačńımu rámci.
Ońım vhodným komunikačńım rámcem může být např. zaśıláńı zpráv (messaging).
Zp̊usob, jakým spolu služby komunikuj́ı, je popsán tzv. deskriptorem služby. Tento deskrip-
tor v základě obsahuje název služby, jej́ı vstupy a výstupy. Pokud chce služba A komunikovat
se službou B, muśı mı́t k dispozici deskriptor služby B, teprve poté může prob́ıhat užitečná
komunikace. Deskriptory a užitečná data jsou přenášena právě pomoćı autonomńıch zpráv
(viz obr. 2.2).
Obrázek 2.2: Komunikace služeb (převzato z [3])
SOA neńı definovaný standard, ale sṕı̌se paradigma pro efektivńı tvorbu aplikaćı, které
deleguj́ı určité kĺıčové činnosti na aplikace jiné. Koncept SOA neńı svázán s konkrétńı tech-
nologíı, na internetu a v literatuře se však často hovoř́ı o SOA jako o prostřed́ı webových
služeb (standard W3C Web Services8). Důvod je zřejmě ten, že je pro implementaci tohoto
konceptu obzvlášt’ vhodný, protože maximalizuje mı́ru uvolňováńı vazeb. Formát zpráv a
protokol pro komunikaci s webovou službou je dán standardem SOAP, který definuje struk-
turu zprávy jako XML dokument, přenášený přes webový protokol HTTP. Pro vybudováńı
SOA je však také možné využ́ıt komplexńıch komerčńıch řešeńı, opět však nejčastěji založené
na principu zaśıláńı zpráv. Rozbor výše zmı́něných standard̊u přesahuje rámec této práce,
detaily jsou diskutovány v literatuře [3] a [7].
Obr. 2.3 ilustruje př́ıklad aplikace v prostřed́ı SOA. Na nejnižš́ı úrovni lež́ı služba pro
źıskáńı dat z datového úložǐstě (zde zeměpisná data, adresy). Tato data jsou dále zpra-
cována jinou službou (zde vyhledáńı nejkratš́ı cesty za použit́ı zeměpisných dat). Výsledná
data mohou být pak využita podnikovými platformami (CRM systém) nebo prezentována
koncovému uživateli pomoćı služby Google Maps API [23].
2.1.4 Sd́ıleńı dat
Sd́ıleńı dat představuje formu integrace aplikaćı na nejnižš́ı úrovni. Smyslem je poskytnout
jednotný pohled a př́ıstup k určitému typu informace. Problém sd́ıleńı dat má dvě roviny:
poskytnut́ı jednotného pohledu na určitý typ dat (datovou entitu, viz [11]) a udržeńı kon-
zistence jednotlivých instanćı těchto dat mezi integrovanými aplikacemi.
8http://www.w3.org/2002/ws/
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Obrázek 2.3: Př́ıklad SOA (převzato z [23])
Představme si např. datovou entitu s názvem Zákazńık. Tato entita vystupuje v r̊uzných
systémech: CRM systém, účetńı systém a doručovatelský systém. Každý z těchto systémů
udržuje vlastńı pohled na tuto datovou entitu ve vlastńım datovém úložǐsti. Bylo by ovšem
žádoućı, aby se s informacemi o zákazńıkovi manipulovalo jednotným zp̊usobem ve všech
aplikaćıch, které informace o zákazńıkovi potřebuj́ı sd́ılet, neboli disponovat vrstvou, která
zajist́ı agregaci potřebných informaćı. Pokud by potom uživatel jedné aplikace změnil údaje
určitého zákazńıka, změna by byla viditelná i v ostatńıch aplikaćıch.
Zat́ımco zajǐstěńı jednotného pohledu na data je záležitost́ı definice jednotné entity
Zákazńık, která je schopna obsáhnout informace potřebné ve všech aplikaćıch (např. jed-
notný formát adresy), existuje v́ıce zp̊usob̊u pro zajǐstěńı konzistence dat v těchto apli-
kaćıch. Bud’ agregačńı vrstva disponuje př́ımým spojeńım s úložǐsti ostatńıch aplikaćı a
veškeré změny jsou prováděny v reálném čase, nebo jsou data replikována a agregačńı
vrstva pracuje s jednotnými entitami ve svém úložǐsti.
Př́ımé sd́ıleńı dat může být př́ınosné. Neńı to invazivńı technika, kdy zasahujeme do
struktury aplikaćı, protože aplikace bývaj́ı navrženy s oddělenou datovou vrstvou (např.
databáze, která z podstaty umožňuje transakčńı př́ıstup pro v́ıce uživatel̊u). Aplikace však
mı́vaj́ı př́ıstup k dat̊um v nezapouzdřené podobě, což ale může být nevýhoda, nebot’ data





Jakmile je rozhodnuto o použit́ı integrace, je na čase zvolit technologii, která umožńı propo-
jeńı systémů. V této kapitole jsou popsány čtyři hlavńı př́ıstupy k integraci: sd́ıleńı soubor̊u,
sd́ıleńı databáze, vzdálené voláńı procedur a zaśıláńı zpráv. Žádný z těchto př́ıstup̊u neńı
ten nejlepš́ı a každý má své výhody i nevýhody, které zde uvedeme. Jde o to, vybrat v
daném př́ıpadě ten nejvhodněǰśı, př́ıpadně zvolit kombinaci, která zajist́ı vyvážené řešeńı
integračńıho problému.
Jednotlivé př́ıstupy maj́ı specifické vlastnosti, které vymezuj́ı jejich použitelnost při
řešeńı daného problému. Jednou z hlavńıch vlastnost́ı je již zmiňovaná mı́ra uvolňováńı
vazeb. Aplikace vystavěné na tomto principu radikálně usnadňuj́ı podnikovou integraci,
protože jsou navrženy tak, aby skrz vnitřńı změny neovlivňovaly funkčnost aplikaćı druhých
— použ́ıvaj́ı vhodné komunikačńı prostředky. Takový návrh obětuje optimalizaci výkonnosti
ve prospěch zajǐstěńı interoperability mezi systémy r̊uzných technologíı, výkonnost́ı, dostup-
nost́ı a umı́stněńı [7]. Systém takových aplikaćı se pak snadněji adaptuje na nečekané změny
v jednotlivých jeho částech.
Právě uvolňováńı vazeb je d̊uvod proč věnovat návrhu integrace tolik pozornosti a nespo-
kojit se s použit́ım proprietárńıho textového protokolu [6]. Přestože se to na prvńı pohled
nezdá, tento př́ıstup neńı pro účely integrace ideálńı: obě komunikuj́ıćı strany uvažuj́ı o
té druhé z hlediska technologie platformy (odlǐsná reprezentace datových typ̊u), lokality
(problém změny IP adresy), času (problém synchronńı komunikace — obě strany se musej́ı
pod́ılet na výměně dat zároveň) a formátu zaśılaných dat (modifikace protokolu vede na
změny na obou stranách). Všechny tyto požadavky kladou velké nároky na znalosti aplikace
o svém okoĺı. Pokud však dokážeme tyto nedostatky eliminovat, jsme schopni zajistit, aby
se aplikace vyv́ıjela ve svém prostřed́ı nezávisle na něm, což v konečném d̊usledku ušetř́ı
peńıze i čas.
Daľśım jevem, který je patrný předevš́ım v datové integraci, je neshoda dat [13]. V
zásadě existuj́ı dva typy neshody dat. Syntaktická neshoda dat (structural dissonance)
znamená problém rozd́ılné reprezentace dat, sémantická neshoda dat (semantic dissonance)
představuje rozpor dvou aplikaćı v chápáńı smyslu (sémantiky) dat, kdy je obt́ıžné určit,
co přesně data znamenaj́ı (např. zda je udávaná cena s dańı nebo bez daně). Oba problémy
vyvstávaj́ı při transformaci dat, kdy je nutné převádět data z formátu, který použ́ıvá jedna
aplikace, do formátu vlastńıho aplikaci druhé. Zat́ımco syntaktická neshoda se automaticky
řeš́ı snadno podle jasně daných pravidel, sémantická neshoda představuje problém, který
je nutno zohlednit při návrhu transformace.
Výše zmı́něná omezeńı jsou rozhoduj́ıćı pro výběr vhodné komunikačńı vrstvy, tzv. mi-
ddleware. Tento termı́n označuje softwarovou vrstvu tvoř́ıćı komunikačńı rozhrańı mezi
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klientskými aplikacemi v distribuovaných systémech [22]. Jeho primárńı účel je zapouzdřit
komunikaci dvou aplikaćı a sńıžit tak vazby v systému, často však poskytuje daľśı užitečné
služby, jako např. transakce a monitorováńı komunikace. Middleware také redukuje závislost
klientských aplikaćı na operačńım systému (např. abstrahuje od použ́ıváńı śıt’ového roz-
hrańı), č́ımž zajǐst’uje interoperabilitu heterogenńıch systémů.
Obrázek 3.1: Schéma middleware (převzato z [17])
Middleware může být obecně vybudován nad r̊uznými technologiemi, poč́ınaje sd́ıleńım
soubor̊u a zaśıláńım zpráv konče. Jednotlivé typy maj́ı specifické vlastnosti, výhody i
nevýhody, a to jaký typ použ́ıt často záviśı na konkrétńı situaci.
3.1 Sd́ıleńı soubor̊u
Sd́ıleńı soubor̊u je nejzákladněǰśı technika integrace aplikaćı, která slouž́ı k předáváńı dat.
Je velmi jednoduchá, nevyžaduje speciálńı hardware nebo software, a proto je široce podpo-
rovaná aplikacemi na rozličných platformách. Jedna z aplikaćı exportuje soubor v určitém
formátu aplikačńıch dat na určité mı́sto ve sd́ıleném souborovém systému a ostatńı aplikace
tento soubor čtou.
Výhoda sd́ıleńı soubor̊u spoč́ıvá v redukci vazeb mezi aplikacemi, protože exportovaný
soubor může být libovolně transformován nezávisle na zdrojové aplikaci tak, aby vyhověl
požadavk̊um druhých aplikaćı na formát dat. Zdrojová aplikace se může libovolně vyv́ıjet,
ovšem za předpokladu zachováńı exportovaných dat v dohodnutém tvaru. Požadavek na
formát dat v souboru je d̊uležitým rozhodnut́ım při sd́ıleńı soubor̊u. V dnešńı době je
časté využit́ı formátováńı podle standardu XML, kolem kterého byla vybudována rozsáhlá
softwarová podpora pro jeho zpracováńı (viz kapitola 3.5).
Nevýhoda sd́ıleńı soubor̊u spoč́ıvá v načasováńı výměny dat mezi systémy. Z d̊uvod̊u
zvýšené zátěže neńı vhodné provádět export př́ılǐs často, na druhou stranu ńızká frek-
vence může vést ke ztrátě synchronizace mezi systémy a použ́ıváńı zastaralých dat. Daľśı
nevýhodou je již zmiňovaná sémantická neshoda dat: Pokud transformujeme soubor s daty
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Obrázek 3.2: Sd́ıleńı dat (převzato z [6])
exportovanými z jedné aplikace do formátu pro import aplikace druhé, nestač́ı pouze auto-
maticky provést syntaktickou konverzi (např. z XML do CSV1), ale zároveň je nutné být
obeznámen s přesným významem jednotlivých datových položek, aby importovaný soubor
obsahovat přesně tu informaci, kterou ćılová aplikace požaduje.
3.2 Sd́ılená databáze
Sd́ılená databáze představuje centrálńı úložǐstě dat, dostupné všem aplikaćım. Návrh schématu
databáze muśı podléhat požadavk̊um všech integrovaných aplikaćı a systém ř́ızeńı báze dat
zajǐst’uje konzistenci dat při jejich źıskáváńı a modifikaci. T́ım je odstraněna nevýhoda
zastaralosti dat, která byla patrná při použit́ı sd́ıleńı soubor̊u. Problém nekonzistence v re-
prezentaci dat je z větš́ı části odstraněn použit́ım standardizovaného jazyka SQL, který je
značně rozš́ı̌ren v oblasti relačńıch databáźı. Nejednoznačnosti v interpretaci sémantiky jsou
řešeny již ve fázi návrhu integrace, nebot’ aplikace se muśı shodnout na společném schématu
dat. T́ım je možné se vyvarovat problémům, které mohu nastat až během provozu.
Obrázek 3.3: Sd́ıleńı databáze (převzato z [6])
Návrh vhodného databázového schématu, který splňuje všechny požadavky klientských
aplikaćı, může na druhou stranu vést k rigidńım schémat̊um, se kterými se obt́ıžně pracuje.
1Comma-separated values — hodnoty oddělené čárkami (viz RFC 4180)
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Aplikace jsou odst́ıněny jedna od druhé za cenu svázáńı s jednotnou strukturou dat. Tento
problém se stává o to větš́ım při integraci systémů třet́ıch stran, které spoléhaj́ı na určité
databázové schéma, které se obvykle měńı s novou verźı, a programátor má jen velmi
omezené možnosti s t́ımto požadavkem něco dělat. Daľśı problém představuje výkonnost.
Sd́ılená databáze se snadno může stát úzkým hrdlem systému. Tento problém lze sice řešit
replikaćı dat, potom však muśıme poč́ıtat s nutnost́ı synchronizovat nová data s ostatńımi
uzly datového pole.
3.3 Vzdálené voláńı procedur
Na rozd́ıl od předchoźıch dvou integračńıch technik je vzdálené voláńı procedur přednostně
prostředek pro sd́ıleńı funkcionality. Změna v datech jedné aplikace si často vyžaduje vy-
voláńı okamžitých akćı v ostatńıch aplikaćıch, což je u sd́ılených soubor̊u problematické z
hlediska zpožděńı dané frekvenćı exportu souboru a u sd́ılené databáze obt́ıžné, protože
poskytuje data, která nejsou nijak zapouzdřena, č́ımž může být, byt’ nechtěně, narušena
integrita dat mezi aplikacemi (aplikace se neshoduj́ı v pohledu na správnost dat).
Vzdálené voláńı procedur aplikuje princip zapouzdřeńı. Operace s daty druhých aplikaćı
jsou realizovány př́ımým voláńım přes definované rozhrańı (stubs, skeletons), což umožňuje
včas kontrolovat integritu dat. Obě aplikace nav́ıc mohou vnitřně formátovat data nezávisle
na sobě, sémantická neshoda dat je ošetřena poskytnut́ım patřičně definovaného rozhrańı,
které reprezentuje požadovanou sémantiku.
Obrázek 3.4: Vzdálené voláńı procedur (převzato z [6])
Problém vzdáleného voláńı procedur vyplývá ze sémantiky lokálńıho voláńı procedur
a jej́ı odlǐsnosti od vzdáleného voláńı procedur. U lokálńıch voláńı muśı volaj́ıćı i volaná
metoda ležet ve stejném adresovém prostoru, obě musej́ı být napsány ve stejném jazyce,
volaj́ıćı metoda muśı předat daný počet parametr̊u daných datových typ̊u, atd. U komuni-
kace aplikaćı, které nelež́ı v jednom adresovém prostoru, se však setkáváme s jinými jevy:
• Problém interoperability r̊uzných platforem (např. Java versus C++)
• Problém rychlosti — lokálńı voláńı je mnohem rychleǰśı než vzdálené⇒ Má se čekat?
• Problém dostupnosti v př́ıpadě výpadku śıtě
• Problém bezpečnosti voláńı — nasloucháńı, podvržený př́ıjemce voláńı
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Pokud nejsou respektovány tyto uvedené odlǐsnosti vzdálené a lokálńı komunikace,
můžeme vytvořit systém, který pracuje velmi pomalu a nespolehlivě.
Zapouzdřeńım sémantiky vzdáleného voláńı procedur do sémantiky lokálńıho voláńı
procedur nav́ıc nijak neřeš́ı problém vazeb v systému. Tak jako v jakékoliv jiné objek-
tově-orientované aplikaci, objekty jsou vzájemně svázány prostřednictv́ım rozhrańı, která
poskytuj́ı. Při návrhu systému využ́ıvaj́ıćıho vzdáleného voláńı procedur tedy stálé muśıme
dbát na minimalizaci vazeb vhodným návrhem rozhrańı, v opačném př́ıpadě je výsledkem
těžko udržovatelný a málo škálovatelný systém.
3.4 Zaśıláńı zpráv
Technika zaśıláńı zpráv je př́ıstup k implementaci middleware a prostředek integrace, kterým
se budeme zabývat přednostně, nebot’ je předmětem návrhu systému v tomto projektu.
Aplikace komunikuj́ı vkládáńım jednotek dat – zpráv – do kanál̊u, což jsou logické cesty
propojuj́ıćı aplikace. Z hlediska komunikace hraje aplikace roli producenta nebo konzu-
menta. Producenti vkládaj́ı zprávy do kanál̊u a konzumenti zprávy z kanál̊u vyb́ıraj́ı. Zprávy
jsou datové struktury, které mohou být interpretovány jako data, př́ıkaz nebo událost.
Komunikačńı vrstva založená na zaśıláńı zpráv (message-oriented middleware) p̊usob́ı
jako neutrálńı zóna mezi heterogenńımi systémy, která zajǐst’uje přenos aplikačńıch dat
[2]. Komunikace je z podstaty asynchronńı, což znamená, že producenti zpráv nečekaj́ı,
až vzdáleńı konzumenti přijmou a zpracuj́ı zprávu. Jakmile producent předá zprávu vrstvě
middleware, pokračuje ve své činnosti, a vrstva zajist́ı doručeńı zprávy na pozad́ı (send-and-
forget). Systém je zodpovědný za doručeńı zprávy, i když vzdálená strana neńı dostupná.
Zprávy jsou ukládány na straně producenta a v př́ıpadě chybovosti přenosu opakovaně
zaśılány straně konzumenta, dokud nedojde k úspěšnému přenosu (store-and-forward). To
zaručuje maximálńı možnou spolehlivost přenosu. Asynchronnost mj. umožňuje, aby kon-
zumenti nemuseli aktivně čekat na př́ıchoźı zprávy, ale byli uvědomeni systémem pomoćı
mechanismu zpětného voláńı (callback).
Obrázek 3.5: Schéma komunikace zasláńım zprávy (převzato z [6])
Asynchronńı zaśıláńı zpráv je v mnoha směrech výhodná technologie. Na rozd́ıl od
sd́ıleńı soubor̊u umožňuje vedle dat sd́ılet i funkcionalitu a odstraňuje problémy se stárnut́ım
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informace, sd́ılená databáze zase představuje úzké hrdlo a vzdálené voláńı procedur zp̊usobuje
těsné vazby mezi aplikacemi a nereflektuje problémy vzdálené komunikace.
Podobně jako sd́ıleńı soubor̊u uvolňuje vazby mezi aplikacemi — zprávy mohou být
libovolně transformovány, směrovány i monitorovány; producentská aplikace nev́ı, co se
stane se zprávou v momentě, kdy ji umı́stńı do kanálu, nev́ı tedy ani, kterými cestami zpráva
projde, jak bude transformována a dokonce ani která aplikace ji zkonzumuje. V př́ıpadě
transformaćı zpráv pak sice nastává nejednoznačnost v sémantice dat, př́ıstup principu
zaśıláńı zpráv je však takový, že se nesnaž́ı navrhnout systém tak, aby se tomuto problému
vyvaroval do budoucna (jako v př́ıpadě sd́ılené databáze), ale snaž́ı se př́ımo na tento
problém poukázat a donutit vývojáře jej včas řešit.
Komunikace prostřednictv́ım zaśıláńı zpráv s sebou přináš́ı i některá omezeńı. Jedná se
předevš́ım o složitost celého modelu vývoje a testováńı integrovaného prostřed́ı, která je
zapř́ıčiněna asynchronnost́ı komunikace. Programátor muśı poč́ıtat s velkým počtem para-
lelńıch operaćı. Ty mohou být v reakci na př́ıjem zprávy vyvolávány v těžko určitelných
okamžićıch i během vykonáváńı jiných operaćı a aplikace musej́ı s těmito jevy poč́ıtat. Pa-
ralelismus v takovém prostřed́ı tedy znesnadňuje testováńı a odstraňováńı chyb v systému.
V knize [6] jsou prezentovány vzory, které jsou použ́ıvány pro návrh řešeńı integrace
aplikaćı pomoćı zaśıláńı zpráv. Tato kapitola nast́ıńı význam některých těchto vzor̊u a
jejich vlastnost́ı (podvzory), uvedeny však budou pouze ty nejzákladněǰśı, které použijeme
při vývoji komponenty, která je předmětem tohoto projektu.
3.4.1 Zpráva
Zpráva je atomická jednotka, zapouzdřuj́ıćı data putuj́ıćı kanálem. Obsahuje informaci pro-
ducenta, která muśı být přenesena z jeho adresového prostoru do adresového prostoru
konzumenta. Proces zabaleńı informace do zprávy se nazývá marshaling, opačný proces
rozbaleńı zase unmarshaling.
Zprávy jsou specifické datové struktury. Obvykle obsahuj́ı hlavičku s metainformacemi o
zprávě, užitečnými pro komunikačńı vrstvu, a tělo zprávy s aplikačńımi daty. Tento koncept
je analogický paketové komunikaci např. v śıt́ıch TCP/IP.
Z pohledu programátora aplikaćı existuj́ı rozd́ılné typy zpráv:
• Př́ıkazová zpráva (command message) slouž́ı k vyvoláńı určité akce (služby) ve vzdálené
aplikaci.
• Dokumentová zpráva (document message) je pouhým nositelem dat
• Událostńı zpráva (event message) slouž́ı k oznámeńı změny v aplikaci.
Často bývá nutné, aby konzument zprávy potvrdil jej́ı př́ıjem a zpracováńı, př́ıpadně
vrátil výsledek operace. Obvykle dokumentová zpráva potvrzuje zprávu př́ıkazovou a obsa-
huje identifikátor, který určuje kontext potvrzovaného př́ıkazu.
3.4.2 Kanál zpráv
Kanály zpráv řeš́ı otázku, jak jsou zprávy doručovány vzdáleným konzument̊um. Kanál je
virtuálńı cesta mezi producentskou a konzumentskou aplikaćı, která slouž́ı jako prostředek
pro komunikaci určitého typu informace (potažmo zprávy). Producent sice nev́ı, která apli-
kace na druhém konci kanálu zprávu zkonzumuje, může si být ale jista, že je doručena
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aplikaci, která má o tuto zprávu zájem. To plat́ı za předpokladu, že zpráva obsahuje infor-
maci kompatibilńı s kanálem, do kterého je vložena.
Implementace kanál̊u se lǐśı systém od systému. Mohou být realizovány př́ımými śıt’ovými
spojeńımi mezi koncovými body nebo sdružovány přes centrálńı systém. Jsou dány logickou
adresou, jej́ıž formát je rovněž závislý na implementaci middleware.
Ustaveńı infrastruktury kanál̊u je hlavńı náplńı v projektu integrace. Vždy muśı být
někdo, kdo kanály staticky definuje tak, aby byly př́ıstupné aplikaćım produkuj́ıćı zprávy.
Aplikace zažádaj́ı o př́ıstup ke kanálu na základě jeho logické adresy a poté mohou vkládat
zprávy.
Existuj́ı dva základńı typy kanál̊u. Point-to-point kanál doručuje zprávu jednoho produ-
centa právě jednomu konzumentovi, kdežto publish-subscribe kanál doruč́ı zprávu jednoho
producenta v́ıce než jednomu konzumentovi, každý konzument pak obdrž́ı totožnou kopii
zprávy. Komponenta, která je předmětem tohoto projektu, pracuje výhradně s point-to-
point kanály.
3.4.3 Koncový bod
Aplikace a middleware jsou v podstatě dvě oddělené softwarové entity. Aby mohla aplikace
pośılat a přij́ımat zprávy, muśı mı́t dispozici rozhrańı pro př́ıstup k middleware, obecněji
řečenou jakousi vrstvu, která zajist́ı propojeńı aplikačńı domény a domény vrstvy middle-
ware.
Koncový bod je komponenta klientské aplikace, která jedńım směrem zajǐst’uje tvorbu
zpráv z aplikačńıch dat a jejich vkládáńı do kanál̊u a opačným směrem extrakci dat ze
zpráv a jejich předáváńı aplikaci. Obvykle k tomu použ́ıvá aplikačńı rozhrańı middleware.
Aplikace často použ́ıvaj́ı v́ıce koncových bod̊u pro př́ıstup k v́ıce kanál̊um.
Pośıláńı zpráv má jednoduchou sémantiku, př́ıjem zpráv se však často lǐśı. Existuje v́ıce
př́ıstup̊u k doručeńı zprávy konzumentovi: konzument může žádat middleware vrstvu v
pravidelných intervalech (polling consumer) o zprávy nebo naopak samotný systém předává
př́ıchoźı zprávy automaticky pomoćı mechanismu zpětného voláńı (event-driven consumer).
3.4.4 Sběrnice zpráv
Vzor sběrnice zpráv (message bus) představuje styl propojeńı aplikačńıch systémů v pod-
niku pomoćı zaśıláńı zpráv, podobně jako v hardwarové sběrnici (např. PCI), propojuj́ıćı
jednotlivé hardwarové komponenty. Sběrnice přenáš́ı data určité aplikačńı domény, komu-
nikace je však na této úrovni určitým zp̊usob jednotná. Jsou dány:
• Datové entity, přenášené prostřednictv́ım dokumentových zpráv
• Množina př́ıkaz̊u, přenášené prostřednictv́ım př́ıkazových zpráv
• Infrastruktura kanál̊u, které přenášej́ı vždy pouze jeden určitý typ informace nebo
př́ıkaz̊u
Pokud chce aplikace komunikovat, připoj́ı se k této sběrnici prostřednictv́ım koncového
bodu. Poté má k dispozici sadu dokumentových a př́ıkazových zpráv a sadu kanál̊u, které
může využ́ıvat.
Jako př́ıklad aplikace sběrnice zpráv lze uvést prostřed́ı aplikace SafeQ (viz kap. 4).
Jednotlivá multifunkčńı kancelářská zař́ızeńı od r̊uzných výrobc̊u se napojuj́ı na jednotnou
sběrnici zpráv, prostřednictv́ım které si vyměňuj́ı zprávy s tiskovými servery. Př́ıkladem
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může být např. př́ıkazová zpráva Print s údaji o tisku úlohy, nebo dokumentová zpráva
PrintJob nesoućı data tiskové úlohy. Takto lze pomoćı sběrnice zpráv vybudovat prostřed́ı
s architekturou orientovanou na služby (viz kapitola 2.1.3).
3.5 Úvod do XML
XML (Extensible Markup Language) je standardńı předpis pro vytvářeńı tzv. značkovaćıch
jazyk̊u. Definuje generickou syntaxi pro vkládáńı jednoduchých značek do uživatelských dat
v textové podobě, č́ımž umožňuje tato data účelově strukturovat. Tato vlastnost čińı takto
značkované dokumenty ideálńım nástrojem pro přenos a uchováńı informace vhodným pro
automatizované zpracováńı.
Uplatněńı jazyka XML dnes lež́ı ve dvou hlavńıch oblastech. Za prvé slouž́ı jako prostředek
pro uchováńı informace, potažmo jej́ı prezentaćı koncovému uživateli (webové dokumenty,
články, knihy atd.). Úspěch v této oblasti vyplývá z úspěchu jazyka HTML pro popis
webových dokument̊u. Druhá oblast, pro použit́ı v této práci d̊uležitěǰśı, těž́ı se schop-
nosti XML zakódovat informaci pro přenos z jedné aplikace do druhé. Proto XML nalezl
široké použit́ı právě v oblasti integraćı aplikaćı at’ už se jedná o prostý export a import
XML souboru, XML databázi (Apache Xindice2), technologie pro vzdálené voláńı metod
(XML-RPC3) či právě zaśıláńı zpráv (již zmı́něné SOAP a Web Services).
Základńı stavebńı jednotkou XML dokumentu je prvek. Prvky se skládaj́ı z uživatelské
informace (obsahu prvku) obklopené startovaćı a ukončovaćı značkou (tagem) nesoućı název
prvku. Prvky mohou být dále doplněny př́ıdavnou informaćı, zasazenou do počátečńı značky,
což je hodnota tzv. atributu. Specifikace striktně určuje syntaxi značek a atribut̊u, je však
na vývojáři aplikace, aby určil množinu prvk̊u a atribut̊u, která bude systémem využ́ıvána,
tedy vytvořil XML aplikaci [5]. Př́ıkladem aplikaćı XML je nástupce HTML XHTML4,
RSS5 — rodina jazyk̊u pro čteńı novinek na webových stránkách, nebo jazyk SVG6 pro
popis dvourozměrné vektorové grafiky.
3.5.1 Struktura XML dokumentu
XML formátuje dokument do stromové datové struktury. Prvky lze do sebe libovolně
vnořovat při zachováńı př́ıpustného stylu strukturováńı: nesmı́ doj́ıt k jejich vzájemnému
překryt́ı (well-formedness) a muśı existovat právě jeden kořenový prvek. Vzhled prvk̊u a










4Extensible HyperText Markup Language - http://www.w3.org/TR/2001/REC-xhtml11-20010531
5Really Simple Syndication - http://www.rssboard.org/rss-specification
6Scalable Vector Graphics - http://www.w3.org/Graphics/SVG
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Zde má kořenový prvek adresa právě dva atributy typ a rokNastěhovánı́, jejichž hod-
noty muśı být ohraničeny uvozovkami. Prvek adresa obsahuje prvky jméno, přı́jmenı́,
ulice, město a psč, jejichž obsah vyjadřuje uživatelskou informaci o adrese autora této
práce.
Aby bylo možné podpořit rozvoj určité XML aplikace, je vhodné mı́t nástroj, který urč́ı,
zda daný XML dokument vyhovuje požadavk̊um systému, který tuto aplikaci využ́ıvá. Ta-
kovým nástrojem jsou schémata. Schémata formalizuj́ı omezeńı na strukturu dokumentu,
př́ıpustné prvky a atributy, jejich datové typy, aj. Dokument, který splňuje tato ome-
zeńı, se nazývá validńı. V dnešńı době existuje v́ıcero zp̊usob̊u zápisu schémat, z nichž
nejvýznamněǰśı jsou jazyky DTD7 a XSD8. Prvńı z uvedených sloužil už před nástupem
XML k popisu dokument̊u jazyka SGML9. DTD však má jen omezené možnosti — popi-
suje, kde v dokumentu se mohou které prvky, atributy a entity vyskytovat. XSD naproti
tomu rozš́ı̌rilo možnosti DTD t́ım, že umožňuje specifikovat datové typy prvk̊u (např. č́ıslo,
řetězec) a daľśı omezeńı na hodnoty obsahu prvku.
Nutno dodat, že pro XML aplikaci neńı nutné definovat patřičné schéma. Primárńı
význam lež́ı v jejich použit́ı pro formálńı definici. Výhoda formalizované definice spoč́ıvá
v tom, že je jednoznačná a znemožňuje r̊uzné interpretace, na rozd́ıl od definice popsané
v přirozeném jazyce. Všichni, kdo chtěj́ı dokumenty XML odpov́ıdaj́ıćı danému schématu
zpracovávat, proto věd́ı, jak mohou dokumenty vypadat [8].
XML disponuje ještě jedńım mocným nástrojem, a t́ım jsou jmenné prostory. Je to
mechanismus, který umožňuje v jednom dokumentu XML kombinovat v́ıce sad značek,
které mohou jinak p̊usobit problém kv̊uli shodným názv̊um [8]. Jelikož maj́ı ve vztahu
k této práci sṕı̌se okrajový význam, odkazujeme na literaturu [5], která se jimi zaob́ırá
podrobněji.
3.5.2 Přenos informace pomoćı XML
V úvodu této kapitoly byly nast́ıněny možnosti použit́ı jazyka XML pro přenos dat mezi
aplikacemi. Důvod̊u, proč je tento př́ıstup výhodný, je několik [2]:
• XML z principu umožňuje jednoduše modelovat komplexńı hierarchické datové struk-
tury.
• XML elementy a atributy svým názvem popisuj́ı data, která obsahuj́ı. Těmito infor-
macemi se ř́ıd́ı parsery při zpracováńı dokumentu.
• XML prezentuje data jako řetězec znak̊u, č́ımž usnadňuje výměnu dat mezi hetero-
genńımi platformami.
• XML zavád́ı striktńı syntaxi dokument̊u. Algoritmy, které je zpracovávaj́ı, jsou rela-
tivně jednoduché a rychlé.
• XML aplikace mohou být inkrementálně doplňovány o nové prvky a atributy při za-
chováńı kompatibility se starš́ımi verzemi. Parsery zpracuj́ı pouze tu část dokumentu,
které rozumı́.
7Document Type Definition - součást XML p̊uvodem z SGML - http://www.w3.org/TR/REC-xml
8XML Schema - http://www.w3.org/TR/xmlschema-1
9Standard Generalized Markup Language - předch̊udce jazyka XML, jednou z úspěšných aplikaćı SGML
je jazyk HTML pro tvorbu webových dokument̊u. SGML je popsán standardem ISO 8879:1986
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Termı́n parser uvedený výše označuje algoritmus využ́ıvaný aplikaćı pracuj́ıćı s XML
dokumenty, který zpracovává vstupńı dokument a rozděluje jej na prvky, atributy a samotná
aplikačńı data kousek po kousku. V závislosti na názvech extrahovaných prvk̊u a atribut̊u
manipuluje s objekty resp. procedurami aplikačńı logiky (např. vytvoř́ı kolekci a naplńı jej
položkami z dokumentu). Většina parser̊u zároveň kontroluje správnost syntaxe dokumentu
(well-formedness) a pokud naraźı na chybu, přeruš́ı zpracováváńı s chybou. Některé parsery
jsou také schopny kontrolovat validitu dokumentu podle zadaného schématu, ovšem za cenu
sńıžeńı výkonu zpracováváńı. Vı́ce o r̊uzných typech parser̊u, jejich možnostech, výkonnosti
a aplikačńım rozhrańı v jazyce Java v literatuře [9].
Dle specifikace mohou XML dokumenty obsahovat jakýkoliv znak ze znakové sady Uni-
code, která dokáže obsáhnout naprostou většinu světových abeced. Tyto znaky je možné
zakódovat pomoćı některého z mnoha v́ıcebajtových kódováńı (např. UTF-8, UCS-2). Stejně
tak je však dovoleno použ́ıvat i starš́ı znakové sady, jako např. četné nadmnožiny ASCII
(ISO 8859-2, Windows-1250 atd.) zakódované na 8 bitech. Parsery se proto snaž́ı zjistit
kódováńı podle několika prvńıch byt̊u v dokumentu [5], jeho snaha však konč́ı neúspěchem,
pokud je dokument kódován pomoćı některé z nadmnožiny ASCII mimo UTF-8. V takovém
př́ıpadě je nutné přidat do dokumentu tzv. XML deklaraci, která dá parseru informaci o
použitém kódováńı:
<?xml version="1.0" encoding="iso-8859-2"?>
Výše popsaný postup zajǐst’uje, že bude XML dokument čitelný na všech platformách,
které zvládaj́ı práci se standardńımi znakovými sadami a kódováńımi, proto je XML ob-
zvlášt’ vhodným nositelem informace mezi heterogenńımi platformami.
V rámci této práce je XML aplikováno na definici formátu zprávy, která je přenášena





Tato kapitola má za úkol uvést čtenáře do kontextu řešeného problému a seznámit ho s
prostřed́ım, pro které je vyv́ıjená softwarová komponenta určena. Bude zde pojednáno nejen
o použitých softwarových i hardwarových entitách a o roli uživatele v tomto prostřed́ı, ale
předevš́ım o př́ıčinách a okolnostech, které podńıtily vývoj této komponenty, a ćılech, které
má za úkol splnit.
4.1 SafeQ
Distribuovaná servisně-orientovaná aplikace SafeQ slouž́ı ke konsolidaci správy tisku převáž-
ně ve větš́ıch a středńıch organizaćıch (firmy, školy, vládńı instituce), jejichž ćılem je usnad-
nit př́ıstup zaměstnanc̊u ke službám multifunkčńıch kancelářských zař́ızeńı (tisk, skenováńı,
koṕırováńı, faxováńı) a zároveň kontrolovat a optimalizovat spotřebu fyzických prostředku
jako paṕır či toner.
Obrázek 4.1: Prostřed́ı śıt’ového tisku prostředńıctv́ım protokolu LPR
Služby v SOA SafeQ jsou poskytovány převážně multifunkčńımi kancelářskými zař́ı-
zeńımi (MFD). V rámci této architektury jsou implementovány byznys procesy týkaj́ıćı
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se už́ıváńı MFD a správy tiskové agendy v podniku. SafeQ výrazně zjednodušuje práci
s MFD, nebot’ pro všechny podporované značky zajǐst’uje jednotné uživatelské rozhrańı
ovládané dotykovým panelem fyzicky připojeného exterńıho terminálu (viz obr. 5.1), popř.
vestavěného terminálu běž́ıćıho v MFD.
Hodnota SafeQ spoč́ıvá v rozš́ı̌reńı možnost́ı klasického śıt’ového tisku prostřednictv́ım
LPR protokolu1 v unixových systémech (viz obr. 4.1), kdy uživatelské stanice (workstations)
odeśılaj́ı tiskové úlohy na LPR server (network print server), kde jsou následně řazeny do
front pro tisk na jednotlivých připojených śıt’ových tiskárnách (MFD or network printer).
SafeQ rozšǐruje funkcionalitu tohoto systému v několika hlavńıch bodech:
• Velmi přesné účtováńı spotřebovaného tiskového materiálu na základě výpočtu množ-
stv́ı spotřebovaného paṕıru a jeho procentuálńıho pokryt́ı tonerem.
• Evidence náklad̊u s ohledem na zadanou cenu materiálu v̊uči jednotlivým uživatel̊um,
skupinám uživatel̊u či projekt̊um.
• Možnost účtováńı kopíı, fax̊u i sken̊u
• Zabezpečený odložený tisk s využit́ım exterńıch terminál̊u
• Uživatelský a administrátorský př́ıstup přes webové rozhrańı
Obrázek 4.2: Prostřed́ı SafeQ
Schéma architektury SafeQ, znázorněné na obrázku 4.2, vyznačuje komunikačńı in-
frastrukturu jednotlivých prvk̊u v systému. Součást́ı SafeQ serveru jsou sd́ılené ovladače
pro komunikaci s MFD a interńı databáze uživatel̊u (PostgreSQL), kterou lze synchronizo-
vat s Active Directory.
Jako př́ıklad si uvedeme odložený tisk úlohy, který dovoluje zabezpečit proces tisku
d̊uvěrných dokument̊u t́ım, že uživatel požádá o tisk až u tiskárny prostřednictv́ım externě
1RFC 1179
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napojeného terminálu. Uživatelé použ́ıvaj́ı specializovaný tiskový ovladač k odesláńı tiskové
úlohy ze své pracovńı stanice ve formátu jazyka tiskárny (PCL, Postscript, ...) na SafeQ ser-
ver prostřednictv́ım LPR protokolu. Zde jsou data tiskové úlohy ukládána do integrovaného
řadiče tiskových úloh (spooler) ve formě soubor̊u. Úloha čeká ve spooleru do doby, než se
uživatel autentizuje na exterńım terminálu (např. PINem nebo čipovou kartou) a zažádá o
jej́ı vytǐstěńı. Uživatel může rovněž zažádat o vytǐstěńı přes webové rozhrańı SafeQ.
4.2 Multifunkčńı zař́ızeńı
Multifunkčńı zař́ızeńı (MFD) jsou kancelářské stroje, které v sobě integruj́ı funkce tiskárny,
skeneru, koṕırky a faxu. Různé typy pokrývaj́ı r̊uzné segmenty trhu v závislosti na funkćıch,
které poskytuj́ı, vesměs jsou to však nákladná zař́ızeńı s objemnými zásobńıky na paṕır,
vybavená mechanismy, které umožňuj́ı plně automatizovat proces zpracováńı dokument̊u
r̊uzných formát̊u. T́ım jsou určena sṕı̌se pro organizace, firmy a školy, než pro domáćı použit́ı
(viz obr. 4.3).
Obrázek 4.3: HP Color LaserJet CM4730mfp (převzato z www.hp.com)
Moderńı MFD posunula možnosti automatizovaného zpracováńı a správy dokumen-
tové agendy uživatele ještě o krok dál. Stala se komplexńımi vestavěnými systémy obsa-
huj́ıćı klasický poč́ıtačový hardware jako procesor, pamět’ a pevný disk, na kterém běž́ı
śıt’ový operačńı systém (např. Linux). To umožňuje výrobc̊um vyv́ıjet aplikačńı rozhrańı
k funkćım MFD, která jsou dále podporována vývojovými nástroji (SDK) pro implemen-
taci aplikaćı, které kompletně ř́ıd́ı celý proces zpracováńı dokumentu, př́ıpadně jeho část
(např. rozpoznáńı znak̊u v naskenovaném dokumentu, vlastńı zp̊usob př́ıjmu tiskové úlohy,
předzpracováńı a kompletace atd.).
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Zp̊usoby realizace vrstvy MFD API se lǐśı od výrobce, prakticky se však děĺı na dvě
kategorie:
Serverové aplikace zpracovávaj́ı požadavky na provedeńı funkce MFD od vzdálené apli-
kace. Pomoćı vývojových nástroj̊u je možné implementovat aplikaci, která komunikuje
s MFD, např. prostřednictv́ım SOAP zpráv (Konica Minolta OpenAPI).
Interńı aplikace jsou plnohodnotné aplikace, které běž́ı rovněž př́ımo na MFD, např.
v rámci virtuálńıho stroje Javy. Standardńı rozhrańı Java ME je pak výrobcem
zař́ızeńı doplněno knihovnami pro ovládáńı funkćı př́ıstroje popř. tvorbu grafického
uživatelského rozhrańı s použit́ım integrovaného LCD panelu. Tohle je př́ıpad archi-
tektury, kterou zvolila pro svá MFD právě firma Ricoh, která zakládá knihovnu pro
tisk na standardńım Java rozhrańı tisku2.
4.2.1 Ricoh Embedded Software Architecture
Přestože komunikátor navrhujeme obecně pro jakýkoliv poč́ıtačový systém, primárně je
plánován provoz na aplikačńı platformě Embedded Software Architecture multifunkčńıch
zař́ızeńı Ricoh Aficio MP. Tato platforma je vybudována nad virtuálńım strojem jazyka
Java ME v konfiguraci Connected Device Configuration (CDC) verze 1.1.2 [15].
Zmı́něný typ konfigurace je obecně zaměřen na zař́ızeńı s vyšš́ım výpočetńım výkonem
a śıt’ovým rozhrańım, jakými jsou právě MFD. Ćılem je poskytnout aplikačńı rozhrańı a
nástroje podobné platformě Java SE, aby vývojáři znaĺı této platformy dokázali aplikovat
své znalosti i v prostřed́ı vestavěných systémů. CDC bývá rozš́ı̌reno třemi typy profil̊u, které
stav́ı jeden na druhém (Personal Basis Profile stav́ı na Foundation Profile a Personal Pro-
file stav́ı na Personal Basis Profile). Ricoh Embedded Software Architecture splňuje profil
Foundation Profile, což spolu s charakteristikou CDC dává optimalizovanou implementaci
aplikačńıho rozhrańı odpov́ıdaj́ıćı Java SE 1.4.2, mimo podporu grafických uživatelských
rozhrańı AWT a Swing3.
Aplikace, běž́ıćı na této platformě (tzv. SDK/J aplikace), využ́ıvaj́ı standardńıch funkćı
kancelářského zař́ızeńı (koṕırováńı, skenováńı, tisk, fax) a aplikačńıho rozhrańı virtuálńıho
stroje Javy.
Jak je vidět na obrázku 4.4, SDK/J aplikace mohou být dvoj́ıho typu. Xlety jsou apli-
kace, jejichž model životńıho cyklu se významně lǐśı od klasických aplikaćı v Javě SE.
Přestože jsou specifikovány v rámci Personal Basic Profile, firma Ricoh adoptovala tento
model pro svá zař́ızeńı a vyvinula vlastńı implementaci grafického uživatelského rozhrańı,
založenou na AWT, která poskytuje prvky (např. tlač́ıtka, modálńı okna) a obsluhu událost́ı
nad těmito prvky pro integrovaný dotykový displej. Xlety jsou podobné webovým applet̊um,
maj́ı definovaný životńı cyklus, který spravuje manažer Xlet̊u. V rámci virtuálńıho stroje
může běžet v́ıce xlet̊u, které mohou být operátorem zař́ızeńı libovolně startovány, poza-
stavovány a ukončovány. Stavový diagram znázorňuj́ıćı životńı cyklus xlet̊u je na obrázku
4.5.
Kromě grafického uživatelského rozhrańı mohou xlety pracovat s funkcionalitou sa-
motného zař́ızeńı, provádět tisk, skenováńı, fax atd. Toto rozhrańı je vyznačeno na obrázku
4.4 jako MFD API.
2Java Print Service - http://java.sun.com/j2se/1.4.2/docs/guide/jps/index.html
3Knihovna prvk̊u GUI Swing je vyspěleǰśı náhrada za dř́ıvěǰśı Abstract Window Toolkit. Vı́ce viz
http://java.sun.com/products/jfc/tsc/articles/architecture
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Obrázek 4.4: Ricoh Embedded Software Architecture
Obrázek 4.5: Životńı cyklus xletu
Druhým typem aplikaćı, běž́ıćıch na MFD Ricoh, jsou serverové aplikace. Tyto aplikace
běž́ı v rámci frameworku OSGi jako tzv. bundles. Tento framework spravuje životńı cykly
bundle aplikaćı podobně jako manažer xlet̊u spravuje xlety4. Účel bundle aplikaćı je posky-
tovat funkcionalitu serverových webových aplikaćı, komunikuj́ıćıch se vzdálenými klienty
prostřednictv́ım webového protokolu HTTP (tzv. servlet̊u). OSGi dále nab́ıźı podporu roz-
hrańı JSP (Java Server Pages) pro snadněǰśı tvorbu dynamických webových aplikaćı. Bundly
mohou v rámci virtuálńıho stroje komunikovat s xlety přes speciálńı rozhrańı (ComManager),
jejich př́ıstup k MFD API a śıt’ovému rozhrańı je proto mnohem omezeněǰśı.




V kapitole 4.1, zabývaj́ıćı se aplikaćı SafeQ, bylo zmı́něno použit́ı exterńıch terminál̊u,
fyzicky napojených na multifunkčńı zař́ızeńı (viz obr. 5.1). Uživatelé ovládaj́ı MFD skrze
terminál, který komunikuje se SafeQ serverem pomoćı proprietárńıho protokolu. Úkolem
terminál̊u je předevš́ım:
• Poskytnout jednotné v́ıcejazyčné uživatelské rozhrańı pro př́ıstup k MFD
• Autorizovat uživatele pro př́ıstup k funkćım MFD. Uživatelé se mohou identifikovat
PINem nebo čipovou kartou
• Umožnit zabezpečený odložený tisk (volba tisku určité úlohy až po autorizaci)
• Komunikovat se SafeQ serverem za účelem zaúčtováńı tisku, skenu, faxu či kopíı
Obrázek 5.1: SafeQ Terminal Proffesional (převzato z [19])
Je zřejmé, že terminály jsou nezbytnou komponentou v aplikaci SafeQ. Je však velice
d̊uležité si uvědomit, že některé typy MFD teoreticky exterńı terminál nepotřebuj́ı, nebot’
jeho funkcionalitu lze efektivně implementovat v samotném zař́ızeńı pomoćı vývojových
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nástroj̊u poskytovaných př́ımo výrobcem (viz kap 4.2.1), at’ už se jedná o grafické uživatelské
rozhrańı ovládané dotykovým displejem či možnosti autentizace.
Toto zjǐstěńı je hlavńı motivaćı k vývoji komponenty pro komunikaci se serverem Sa-
feQ, zde nazývané komunikátor. Tato komponenta se stane součást́ı generace vestavěných
terminál̊u, běž́ıćıch př́ımo v MFD. Zákazńıci si již nebudou muset kupovat drahé exterńı ter-
minály, mı́sto toho jim bude nab́ıdnuto toto levněǰśı a spolehlivěǰśı řešeńı, šité na mı́ru př́ımo
jejich MFD. Na druhou stranu vývoj vestavěných terminál̊u klade nároky na flexibilitu a
možnosti aplikačńıho rozhrańı hostitelského MFD. V současné době proto z podporovaných
MFD připadá v úvahu pouze Ricoh Embedded Software Architecture.
Životńı cyklus vývoje komunikátoru se snaž́ı koṕırovat některé postupy unifikovaného
procesu vývoje aplikaćı nast́ıněné v knize [1], předevš́ım co se týče aplikace modelovaćıho
jazyka UML. Ćılem je vytvořit produkt, který odpov́ıdá požadavk̊um kladeným na funk-
cionalitu a nefunkcionálńı omezeńı. Celý proces startuje neformálńı specifikaćı požadavk̊u,
pokračuje jejich analýzou a návrhem architektury. Ve fázi implementace je vytvořen spusti-
telný produkt, který je pr̊uběžně testován pomoćı jednotkových test̊u. Nakonec je produkt
nasazen do ćılového prostřed́ı.
Přestože zmı́něný proces vývoje poč́ıtá s iteracemi, zde použitý model sṕı̌se odpov́ıdá
modelu vodopád s možnosti návratu na předchoźı stupeň [10], který je vzhledem k rozsahu
praćı plně dostačuj́ıćı.
5.1 Neformálńı specifikace
Předmětem práce je komponenta, která realizuje aktivńı prvek distribuované SOA in-
frastruktury (tzv. komunikátor). Tento prvek má za úkol poskytovat klientským aplikaćım
funkce middleware pro komunikaci s ostatńımi aplikacemi prostřednictv́ım výměny zpráv.
Ćılem je źıskat uniformńı, škálovatelné rozhrańı pro asynchronńı komunikaci aplikaćı běž́ıćıch
převážně na vestavěných systémech. Př́ınosem bude usnadněńı integrace nových zař́ızeńı do
stávaj́ıćı infrastruktury.
Dále bylo požadováno zvážit všechny možnosti konfigurace této komponenty a imple-
mentovat nejvhodněǰśı variantu pro danou platformu. Poč́ıtá se také s návrhem aplikace, jež
má demonstrovat praktické využit́ı komunikátoru pro ovládáńı daného vestavěného zař́ızeńı
prostřednictv́ım komunikace s ostatńımi aplikacemi napojenými na tuto vrstvu. Tato apli-
kace poté v budoucnu poslouž́ı jako základ ke komplexněǰśım systémům pro ovládáńı
zař́ızeńı (vestavěný terminál).
Vedle funkcionality byly mnohem větš́ı nároky kladeny na nefunkcionálńı požadavky.
Jejich splněńı významně ovlivńı návrh systému. Nefunkcionálńı požadavky rozdělujeme na
dva typy: jedny jsou obecné požadavky, nezávislé na ćılové platformě, které z větš́ı části
plynou z princip̊u zaśıláńı zpráv, druhé (tzv. požadavky exterńıho rozhrańı) berou obecně v
potaz nároky na rozhrańı v̊uči systémům třet́ıch stran. V tomto př́ıpadě budou předmětem
těchto požadavk̊u omezeńı architektury multifunkčńıho zař́ızeńı od firmy Ricoh, na kterém
bude komponenta vyv́ıjena a testována. Zdrojem těchto požadavk̊u je předevš́ım manuál k
multifunkčńımu zař́ızeńı. Kompletńı výčet, který je součást́ı dokumentace k projektu, viz
př́ılohy A, B a C.
Nejvýznamněǰśım nefunkcionálńım požadavkem je asynchronnost komunikace. Ovlivňuje
významně návrh aplikace, hlavně co se týče správy śıt’ových spojeńı. Aplikace využ́ıvaj́ıćı
komunikátor nesmı́ být blokovány po dobu výměny zpráv. Po předáńı zprávy komunikátoru
muśı aplikace pokračovat ve své činnosti. V opačném směru muśı být na př́ıchod zprávy
zpětně upozorněna komunikátorem.
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Jeden z problémů, prameńıćıch z asynchronnosti komunikace, je zp̊usob ošetřeńı stavu,
kdy zpráva nemůže být doručena (např. kv̊uli chybě spojeńı). Mechanismus zpětné notifi-
kace chybového stavu klade nároky no logiku klientské aplikace, jeho implementace proto
neńı zat́ım požadována. V každém př́ıpadě muśı být tato událost zaznamenána, aby správce
systému mohl podniknout nutná nápravná opatřeńı.
Co se týče implementace protokolu, bylo požadováno navrhnout vhodný formát pro
přenos dat mezi komunikuj́ıćımi systémy, který plně vyhovuje požadavk̊um na výměnu
libovolného typu dat a který pokud možno odpov́ıdá moderńım komunikačńım standard̊um.
Jeden z okrajových požadavk̊u je šifrováńı komunikace. Vzhledem k omezeńı na verzi
virtuálńıho stroje Javy v multifunkčńım zař́ızeńı bude nutné použ́ıt rozš́ı̌reńı Java Secure
Socket Extension, které je ve verzi Javy 1.4.2 již standardńı součást́ı [18].
Obrázek 5.2: Schéma př́ıkladu použit́ı komunikátoru
Obrázek 5.2 znázorňuje nasazeńı komunikátoru v ćılovém prostřed́ı, jakým je již zmiňované
SafeQ. Upřesňuje vizualizaci rozhrańı z obr. 4.2 mezi tiskovým serverem a MFD. Komu-
nikátor běž́ı ve virtuálńım stroji na MFD a poskytuje middleware služby aplikaćım pro
tisk, skenováńı, koṕırováńı a faxováńı, integrované ve vestavěném terminálu multifunkčńıho
zař́ızeńı. Tyto aplikace komunikuj́ı se vzdáleným komunikátorem na straně tiskového ser-
veru pomoćı zpráv, které mohou obecně zapouzdřovat jakékoliv aplikačně-závislé př́ıkazy.
Zde to bude např. zjǐstěńı stavu zař́ızeńı, spuštěńı tisku, autentizačńı proces atd. Zprávy
však také mohou sloužit k replikaci dat, nebot’ bude nutné sd́ılet data tiskových úloh (např.
popis stránky v jazyce tiskárny).
V ćılovém prostřed́ı jakým je SafeQ nepotřebujeme, aby mezi sebou komunikovaly dvě
tiskárny, prezentované řešeńı tedy neńı typickým integračńım problémem. Smyslem je za-
jistit jednotnou komunikaci serveru s multifunkčńımi zař́ızeńımi a minimalizovat úsiĺı k
integraci nových zař́ızeńı do stávaj́ıćı architektury. Pokud využijeme prostředk̊u a prin-
cip̊u nast́ıněných v teoretickém úvodu práce, nejen že usnadńıme proces integrace nových




Diagram př́ıpad̊u použit́ı na obr. 6.1 shrnuje nejzákladněǰśı funkcionalitu komunikátoru.
Hlavńımi aktéry jsou aplikace běž́ıćı na vestavěných zař́ızeńıch. Aplikace muśı mı́t možnost
vytvářet zprávy a plnit je užitečnými daty (Vytvoř zprávu). K tomu je potřeba definovat
mechanismy pro generováńı zpráv a formát zpráv. Komunikátor muśı být dále schopen
zaśılat zprávy lokálńıch aplikaćı (Pośılej zprávy) a přij́ımat zprávy vzdálených aplikaćı
(Přij́ımej zprávy).
Obrázek 6.1: Diagram př́ıpad̊u použit́ı komunikátoru
Daľśım aktérem je správce, který je zodpovědný za dodáńı informaćı potřebných pro
funkci infrastruktury pro doručováńı zpráv (Konfiguruj ). Zároveň muśı mı́t možnost zobra-
zit informaci o chybových stavech komponenty, potažmo celé infrastruktury (Zobraz chyby).
Jádro funkcionality komunikátoru tvoř́ı výměna zpráv. Než však rozebereme př́ıslušné
př́ıpady použit́ı, je nutné podat vysvětleńı k terminologii použité v prostřed́ı komunikátoru:
• Relace (sessions) — Objekty, které vymezuj́ı př́ıstup aplikace ke komunikátoru. Zprávy
jsou zaśılány a přij́ımány skrze relace.
• Kanál (channel) — Pojmenovaná virtuálńı cesta mezi dvěma aplikacemi (viz 3.4.2).
• GUID (Globally Unique Identifier) — Řetězec znak̊u a č́ısel, který jednoznačně určuje




Popis Producentská aplikace pośılá zprávy vzdálené konzumentské apli-
kaci skrze relaci, ustavenou nad určitým virtuálńım kanálem. Název
kanálu určuje ćılovou aplikaci, identifikátor GUID určuje adresované
zař́ızeńı v śıti.
Počátečńı podmı́nky Aplikace má zprávy k odesláńı
Koncové podmı́nky Aplikace odeslala zprávy
Hlavńı tok Zasláńı zprávy
1. Př́ıpad použit́ı se spust́ı, když chce aplikace odeslat zprávy.
2. Aplikace požádá komunikátor o vytvořeńı relace.
3. Aplikace předá objekty zprávy komunikátoru skrze relaci.
4. Aplikace ukonč́ı relaci.
5. Aplikace pokračuje ve vykonáváńı svého kódu.
6. Pro všechny předané zprávy :
6.1 Komunikátor rozhodne o ćılové destinaci zprávy a zařad́ı
ji do patřičné fronty
6.2 Komunikátor serializuje zprávu do proudu XML dat.
6.3 Komunikátor odvyśılá XML data přes patřičný kanál do
ćılové destinace.
Vedleǰśı toky —
Výjimky Chyba překladu: Neznámý typ zprávy
1. Zpráva je přesunuta do kanálu ”mrtvých“ zpráv
Chyba odesláńı: Neznámý GUID nebo služba
1. Zpráva je přesunuta do kanálu ”mrtvých“ zpráv
Chyba spojeńı
1. Zpráva je přesunuta do kanálu ”mrtvých“ zpráv
Tabulka 6.1: Detail př́ıpadu Pośılej zprávy
• Producent — Koncový bod aplikace, která pośılá zprávy.
• Konzument — Koncový bod aplikace, která přij́ımá zprávy.
• Kanál ”mrtvých“ zpráv — Záznam o chybách v komunikaci.
Důležitým rozhodnut́ım, které bylo dále potřeba učinit, byla otázka formátu dat zpráv
putuj́ıćıch po śıti. Nakonec bylo rozhodnuto o použit́ı jazyka XML, který má pro tento účel
výhodné vlastnosti. XML je prostředek k odstraněńı vazeb mezi komunikuj́ıćımi systémy,
protože má tu vlastnost, že sám o sobě popisuje data, která reprezentuje. Nav́ıc je to
standardizovaný formát dat nezávislý na platformě, č́ımž přisṕıvá k interoperabilitě (v́ıce
viz kap. 3.5). Pro tento účel bude nutno definovat XML aplikaci popisuj́ıćı zprávy (viz kap.
7.3).
Jak lze vyč́ıst z detailu př́ıpadu užit́ı v tab. 6.1, zasláńı zprávy je proces. Producent
muśı nejdř́ıve vytvořit relaci nad určitým kanálem a zkonstruovat objekty zpráv. Aplikace
předávaj́ı zprávy komunikátoru, který je ukládá do patřičné fronty k odesláńı. Po předáńı
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všech zpráv aplikace ukonč́ı relaci a pokračuje ve své činnosti, což je realizace asynchronńı
komunikace. Komunikátor postupně serializuje přijaté zprávy do formátu XML a odeśılá je
prostřednictv́ım śıt’ových spojeńı, které jsou dány adresaćı GUID.
Název Přij́ımej zprávy
Aktéři Vestavěná aplikace
Popis Konzumentská aplikace přij́ımá zprávy od vzdálené producentské
aplikace.
Počátečńı podmı́nky Konzumentská aplikace je registrována pro př́ıjem zpráv na určitém
virtuálńım kanále.
V kanálu se nacházej́ı zprávy.
Koncové podmı́nky Konzumentská aplikace přijala zprávy.
Hlavńı tok Přijet́ı zprávy
1. Př́ıpad použit́ı se spust́ı, když komunikátor obdrž́ı zprávu od
vzdálené producentrské protistrany.
2. Pro všechny zprávy v kanálu :
2.1 Komunikátor rekonstruuje př́ıchoźı proud XML dat do ob-
jektu zprávy.
2.2 Komunikátor vyhledá konzumenta zprávy z registro-
vaných na základě informaci v hlavičce zprávy.
2.3 Komunikátor předá objekt zprávy konzumentovi.
2.4 Konzument zpracuje data z objektu zprávy.
Vedleǰśı toky —
Výjimky Konzument nenalezen
1. Zpráva je přesunuta do kanálu ”mrtvých“ zpráv
Konzument nerozumı́ zprávě (po kroku 2.3)
1. Zpráva je přesunuta do kanálu ”mrtvých“ zpráv
Tabulka 6.2: Detail př́ıpadu Pośılej zprávy
Př́ıjem zprávy je proces opačný (tab. 6.2): je nutné akceptovat př́ıchoźı spojeńı, zkon-
struovat objekt zprávy a na základě informaćı v hlavičce zprávy (název kanálu) nalézt kon-
zumenta. Aby komunikátor mohl nalézt konzumenta, muśı umožnit aplikaćım registrovat
se k odběru zpráv. Aplikace, které již dále nemaj́ı zájem o př́ıchoźı zprávy, se odregistruj́ı.
Součást́ı komunikátoru má být konfiguračńı rozhrańı (týká se př́ıpad̊u použit́ı ”Konfi-
guruj“ a ”Zobraz chyby“ ), které umožńı definovat infrastrukturu middleware přǐrazeńım IP
adres jednotlivým GUID, popř. dodat jinou konfiguračńı informaci pro nasazeńı v určitém
ćılovém prostřed́ı. Dále bude umožňovat zobrazeńı obsahu záznamu chybové komunikace
(kanál ”mrtvých“ zpráv).
Př́ıpad použit́ı ”Vytvoř zprávu“ vynucuje návrh a implementaci rozhrańı pro generováńı
zpráv. Toto rozhrańı zahrnuje návrh a implementaci zpráv potřebných v ćılovém prostřed́ı
(sběrnice zpráv). Objekty zpráv implementuj́ı jednotné rozhrańı a jsou nositeli uživatelské
informace, dodané aplikaćı (viz kap. 3.4.1). V aplikačńım rozhrańı jsou tedy využ́ıvány
klientskými aplikacemi pro zapouzdřeńı a źıskáńı přenášené aplikačńı informace.
Obrázek 6.2 znázorňuje koncept systému dvojice komunikátor̊u. Aplikace budou použ́ıvat
komunikátor skrz rozhrańı producenta (P) a konzumenta (C), která dohromady tvoř́ı kon-
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cový bod (viz kap. 3.4.3). Necht’ producent realizuje aplikačńı logiku zaśıláńı zpráv (tvorba
zpráv z aplikačńıch dat, ustaveńı relace atd.) a konzument implementuje reakci na př́ıjem
zprávy (zpracováńı dat ze zprávy). Jádro komunikátoru necht’ tvoř́ı systém front pro od-
choźı a př́ıchoźı zprávy (Queues), směrovač zpráv (MR), rozděluj́ıćı zprávy od producent̊u
do odchoźıch front, a dispečer zpráv (MD), který naopak přiděluje př́ıchoźı zprávy kon-
zument̊um. Jednotka Translation zajǐst’uje serializaci objekt̊u zpráv do formátu XML a
naopak. Logika P2P reprezentuje rozhrańı pro tvorbu a správu obousměrných TCP spojeńı.
Na základě specifikace požadavk̊u a výše provedené analýzy byl sestrojen analytický
diagram tř́ıd (viz obr. 6.3). Úkolem tohoto diagramu je ilustrovat logické rozděleńı navr-
hovaného systému podle funkcionality do analytických baĺıčk̊u a tř́ıd a těm přǐradit od-
povědnosti za provedeńı kĺıčových činnost́ı. Diagram také naznačuje vazby mezi stano-
venými entitami. Uvedený postup reflektuje snahu dostát základńım požadavk̊um dobrého
objektového návrhu — zachováńı koheze tř́ıd a minimalizace jejich vzájemných vazeb.
Obrázek 6.2: Schéma komunikace dvou komunikátor̊u
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Metodologie stanovená na začátku předchoźı kapitoly udává jako fázi následuj́ıćı po analýze
požadavk̊u fázi návrhu architektury systému a jednotlivých jeho komponent. V této fázi
poslouž́ı diagram analytických tř́ıd a baĺıčk̊u sestrojený na konci předchoźı kapitoly (viz
obr. 6.3) jako zdroj návrhových tř́ıd. Dojde k jeho detailněǰśımu rozpadu na tř́ıdy a rozhrańı
s vazbou na standardńı API použitého jazyka, v tomto př́ıpadě Javy ME. Jakmile budou
tyto tř́ıdy stanoveny spolu s předpisem jejich použit́ı (neboli realizacemi př́ıpad̊u použit́ı z
diagramu 6.1), je možné přistoupit k jejich implementaci.
Nutno dodat, že v praxi se kompletńı diagram návrhových tř́ıd realizuje jen zř́ıdka, a
to v př́ıpadech, kdy je použit pro generováńı zdrojových kód̊u tř́ıd. Ćılem tv̊urce návrhu
je podat pokud možno jasnou představu o struktuře systému, přičemž model návrhu je
pr̊uběžně aktualizován v závislosti na skutečnostech, které lze odhalit až při implementaci
(např. detaily použit́ı exterńıch knihoven).
Jednotlivými částmi komunikátoru se budeme zabývat v následuj́ıćıch podkapitolách.
7.1 Aplikačńı rozhrańı
Architektura komunikátoru je organizována do vrstev. Nejvyšš́ı vrstvu tvoř́ı aplikačńı roz-
hrańı komunikátoru (Communicator API), na nižš́ı úrovni se nacháźı vrstva MessageIO (viz
kap. 7.2).
Jádro API lež́ı v konceptu relaćı (sessions). Idea relaćı vycháźı z nefunkcionálńıch
požadavk̊u. Komunikátor muśı být schopen zajistit práci s v́ıce spojeńımi, zároveň však
minimalizovat dobu, po kterou jsou spojeńı držena, a také jejich počet, aby nedocházelo k
plýtváńı prostředky a zahlcováńı infrastruktury. Aplikace může zaśılat resp. přij́ımat zprávy
jedině skrze relaci, přičemž plat́ı, že aplikace muśı ukončit relaci, když sama v́ı, že již nebude
zaśılat resp. přij́ımat daľśı zprávy.
Relace jsou vždy tvořeny nad pojmenovaným kanálem. Název kanálu reprezentuje virtuálńı
cestu mezi komunikuj́ıćımi aplikacemi, která komunikuje určitý druh informace. Bývá to
jednoznačný, snadno zapamatovatelný řetězcový identifikátor (pro kanál komunikuj́ıćı tis-
kové zprávy např. ”printerRequest“). Tento identifikátor je přenášen v hlavičce zprávy a
slouž́ı k identifikaci vzdáleného konzumenta, přičemž plat́ı, že na jednom kanále může na
daném zař́ızeńı naslouchat právě jeden konzument.
K identifikaci uzl̊u v śıti slouž́ı GUID, což je jednoznačná identifikace ćılového zař́ızeńı
(MFD, server). Na uzlu, jemuž je přǐrazen GUID, běž́ı jedna instance komunikátoru, která
přij́ımá požadavky z middleware vrstvy od ostatńıch GUID v śıti.
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Obrázek 7.1 znázorňuje návrh vrstvy aplikačńıho rozhrańı. V následuj́ıćı části budou
popsány stěžejńı rozhrańı a tř́ıdy s ohledem na poskytovanou funkcionalitu.
Obrázek 7.1: Návrhový diagram tř́ıd API
Communicator je abstraktńı tř́ıda, která tvoř́ı jádro aplikačńıho rozhrańı komunikátoru.
Poskytuje metody pro vytvořeńı relace (createSession) a registraci konzumenta
(registerConsumer) nad určitým kanálem. Protože př́ıstup ke kanál̊um je reali-
zován prostřednictv́ım relaćı, vracej́ı obě metody objekty implementuj́ıćı rozhrańı
(Session).
Tř́ıda je navržena jako Jedináček (singleton), což zaručuje jedinou globálně př́ıstupnou
instanci komunikátoru [4] (pomoćı funkce init).
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ProducerSession, ConsumerSession reprezentuj́ı rozhrańı pro producentskou a konzu-
mentskou relaci. Relace obecně slouž́ı k vymezeńı př́ıstupu ke komunikátoru potažmo
určitému kanálu.
Producentská relace umožňuje klientské aplikaci zaśılat zprávy skrz rozhrańı Producer
a metodu produce. Objekt této relace uchovává referenci na rozhrańı nižš́ı vrstvy pro
daľśı zpracováńı zprávy a jej́ı odesláńı (rozhrańı MessageOutput). Po odesláńı všech
zpráv je nutné relaci ukončit metodou close, což umožńı uvolněńı prostředk̊u za-
braných relaćı v nižš́ıch vrstvách. Zápis zpráv do uzavřené relace je považováno za
neplatnou operaci.
Konzumentská relace implementuje rozhrańı Consumer, zpracováńı př́ıchoźıch zpráv
metodou consume však deleguje na objekt poskytnutý při registraci (v diagramu
př́ıklad PrinterHandler). Konzument je registrován pro př́ıjem zpráv, pokud je
uložen v registru konzument̊u (ConsumerRegister). Po uzavřeńı konzumentské re-
lace dojde k vyjmut́ı konzumenta z registru, tzn. jeho odhlášeńı od kanálu.
Oba typy relaćı uchovávaj́ı záznam o relaci. Tyto záznamy reprezentuj́ı relaci v nižš́ıch
vrstvách komunikátoru, jejich účel je rozebrán v následuj́ıćı kapitole 7.2.
7.2 Vstupně-výstupńı vrstva
Vstupně-výstupńı vrstva (MessageIO) zajǐst’uje přesun aplikačńıch dat zapouzdřených ve
zprávě z lokálńıho uzlu na vzdálený. Tato činnost zahrnuje:
• Směrováńı odchoźıch zpráv ke vzdálenému uzlu na základě identifikace GUID.
• Směrováńı př́ıchoźıch zpráv k lokálńımu konzumentovi na základě názvu kanálu.
• Správu śıt’ových spojeńı na základě stavu relaćı.
• Transformaci odchoźıch objekt̊u zpráv do proudu XML dat (serializace)
• Transformaci př́ıchoźıho proudu XML dat do objekt̊u zpráv (rekonstrukce)
Návrh infrastruktury tř́ıd a rozhrańı pro prvńı tři činnosti jsou znázorněny na diagramu
7.2. Zvýrazněny jsou tř́ıdy př́ımo zodpovědné za vyřizováńı odchoźıch (Output layer) a
př́ıchoźıch (Input layer) zpráv.
MessageIO je tř́ıda implementuj́ıćı návrhový vzor Jedináček, jej́ımž úkolem je inicializo-
vat vstupńı a výstupńı vrstvu a poskytnout rozhrańı pro př́ıstup k těmto vrstvám.
Inicializace zahrnuje i spuštěńı serveru zpráv, který obsluhuje př́ıchoźı spojeńı.
MessageOutput je rozhrańı pro př́ıstup k výstupńı vrstvě. Je využ́ıváno objekty pro-
ducentských relaćı k umı́stněńı zprávy do odchoźı fronty pomoćı metody enqueue.
Parametr této metody je objekt zapozdřuj́ıćı předanou zprávu a informace o relaci,
ve které vznikla (SessionedMessage). Tento objekt je vytvořen metodou wrap, která
kromě objektu zprávy, vytvořeného producentskou aplikaćı, vyžaduje informace o
relaci zapouzdřené v objektu ProducerSessionRecord, který si udržuje každá pro-
ducentská relace. Informace o relaci jsou dále součást́ı hlavičky přenášené zprávy a
slouž́ı předevš́ım k nalezeńı konzumentské aplikace ve vzdáleném uzlu.
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Obrázek 7.2: Návrhový diagram tř́ıd vstupně-výstupńı vrstvy
ThreadPoolExecutor je implementace nástroje pro efektivńı správu vláken (tzv. thread
pool) z baĺıku java.util.concurrent, který je standardńı součást́ı JDK 1.51. Protože
použitá verze Javy neobsahuje tento baĺık, byla využita knihovna backport.util.-
concurrent, implementovaná specielně pro účel využit́ı tohoto mocného rozhrańı
v nižš́ıch verźıch Javy2. Účelem této tř́ıdy je redukce režie spojené s vytvářeńım
vláken jejich opětovnout recyklaćı pro daľśı úkoly (reprezentovány pomoćı rozhrańı
Runnable). Jsou vykonávány dva typy úkol̊u: odesláńı zprávy (MessageOutputTask)
a uvolněńı prostředk̊u relace (SessionCleanupTask).
MessageOutputTask reprezentuje úkol odesláńı zprávy. Tato činnost zahrnuje předevš́ım
serializaci objektu zprávy do proudu XML dat a odesláńı přes standardńı śıt’ové roz-
1JSR 166 — http://jcp.org/aboutJava/communityprocess/final/jsr166/index.html
2http://backport-jsr166.sourceforge.net
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hrańı Javy. K tomu potřebuje jednak objekt zprávy (SessionedMessage) a jednak
informace o destinaci zprávy (MessageChannel).
MessageChannelPool, MessageChannel slouž́ı ke správě a zapouzdřeńı informaćı o
vzdálené destinaci zprávy s určitým GUID a představuje jádro směrovače zpráv.
Ačkoliv se v názvu těchto tř́ıd objevuje slovo ”kanál“, nijak významově nesouviśı
s kanály jako cestami mezi aplikacemi. Zde se jedná sṕı̌se o cesty mezi dvěma uzly s
odlǐsným GUID.
Tř́ıda MessageChannelPool slouž́ı k źıskáńı objektu kanálu MessageChannel na zá-
kladě řetězce GUID (využ́ıváno výstupńı vrstvou) nebo na základě IP adresy (využ́ıváno
vstupńı vrstvou). Obousměrný překlad zajǐst’uje tř́ıda GuidRegistry. MessageCha-
nnelPool je aplikaćı tvořivého návrhového vzoru Továrna, který obecně umožňuje
lépe strukturovat logiku tvorby objekt̊u s jedńım rozhrańım avšak několika možnými
implementacemi [4].
Tř́ıda MessageChannel slouž́ı při odeśıláńı a přijmu zprávy k źıskáńı tzv. portu
(MessagePort). Objekty kanál̊u jsou využ́ıvány aktivńımi tř́ıdami MessageOutputTask
pro nasměrováńı odchoźı zprávy do patřičného śıt’ového spojeńı resp. tř́ıdou Message-
Server pro přiděleńı vstupńıho bodu vlákn̊um MessageInputTask. T́ımto zp̊usobem
docháźı k efektivńımu sd́ıleńı śıt’ových spojeńı mezi relacemi. V současné době jsou v
rámci Továrny implementovány pouze kanály nad klasickými TCP sockety (Plain-
Channel), do budoucna je plánováno použit́ı šifrovaných SSL socket̊u (SecuredCha-
nnel).
MessagePort reprezentuje vysokoúrovňovou abstrakci nad TCP sockety pro zápis (me-
toda write) či čteńı (metoda read) zprávy do výstupńıho resp. z vstupńıho proudu.
V př́ıpadě port̊u je nutné si uvědomit, že může nastat situace, kdy obě vzdálené strany
navazuj́ı spojeńı zároveň. Proto obsahuje MessageChannel dva porty: primárńı pro
odchoźı spojeńı a sekundárńı pro př́ıchoźı spojeńı. Pro odchoźı zprávy je zpravidla
přidělován primárńı port (metodou MessageChannel.open bez parametru, č́ımž se
naváže spojeńı), pokud však již spojeńı mezi uzly existuje, je přidělen sekundárńı
port. Metoda MessageChannel.open s parametrem socket nenavazuje spojeńı, pouze
slouž́ı k obaleńı TCP socketu do abstrakce portu a vraćı vždy sekundárńı port (to
je využ́ıváno při navázáńı spojeńı vláknem serveru). Ćılem této aplikačńı logiky je
eliminovat situace, kdy jsou zbytečně otevřeny oba porty v určitém kanálu.
SessionObserver, SessionSubject, SessionCleanupTask jsou rozhrańı a tř́ıda pro
správu śıt’ových spojeńı. Základem je návrhový vzor Pozorovatel, d́ıky kterému jsou
objekty MessageChannel notifikovány v př́ıpadě uzavřeńı relace [4]. Tyto objekty si
dále udržuj́ı množinu závislých relaćı, a pokud velikost této množiny klesne na nulu,
je zřejmé, že neexistuje relace, která by potřebovala využ́ıt př́ıslušné spojeńı, a proto
je možné jej uzavř́ıt. Notifikaci a uzav́ıráńı spojeńı má na starost právě aktivńı tř́ıda
SessionCleanupTask, jej́ıž vlákno je spuštěno vždy po zavřeńı relace. Aby tento
mechanismus fungoval bezchybně, muśı toto vlákno čekat na zpracováńı všech zpráv
předaných výstupńı vrstvě v rámci relace, což zajǐst’uje funkce waitUntilSatisfied
v tř́ıdách uchovávaj́ıćı záznamy o relaćıch (SessionRecord). Uzav́ıráńı spojeńı dále
podléhá protokolu využ́ıvaj́ıćı tzv. interńı zprávy, o kterých je psáno dále v kapitole
o tvorbě zpráv.
MessageServer je implementaci klasického konkurentńıho serveru pro obsluhu spojeńı na
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TCP portu, jehož č́ıslo je dáno konfiguraćı. Zpracováńı př́ıchoźıho datového toku dele-
guje nově vytvořeným vlákn̊um MessageInputTask v podobě objektu MessagePort.
MessageInputTask je aktivńı tř́ıda zpracovávaj́ıćı vstupńı proud XML dat, rekonstruuje
z něj objekty zpráv a předává je registrovaným konzumentským aplikaćım. Každé
vlákno MessageInputTask čte ve smyčce pomoćı funkce read z portu zpráv a konč́ı
v momentě ukončeńı spojeńı.
MessageDispatcher slouž́ı k doručeńı rekonstruovaného objektu zprávy konzument̊um.
Na základě názvu kanálu v hlavičce zprávy může zprávu vyř́ıdit bud’ interńı dispečer
(InternalDispatcher), který zpracovává interńı zprávy (takové, které jsou určeny
pouze pro výměnu informaćı mezi komunikátory) nebo exterńı dispečer (External-
Dispatcher), který konzumenta vyhledává v registru ConsumerRegistry.
ConsumerRegistry je registr odkaz̊u na konzumentské relace registrované pro odběr
zpráv na určitém kanálu. Název kanálu (např. ”printerRequest“) slouž́ı jako kĺıč do
asociativńıho pole, přičemž hodnotou je reference na konzumentskou relaci, která
deleguje zpracováńı volané metody consume na objekt konzumenta poskytnutý při
registraci metodou aplikačńıho rozhrańı registerConsumer.
7.3 Zprávy
Tato kapitola navazuje na předchoźı doplněńım informaćı o posledńıch dvou odpovědnostech
vstupně-výstupńı vrstvy. Jedná se o serializaci a rekonstrukci objekt̊u zpráv. Nejprve je
však d̊uležité rozebrat návrh rozhrańı pro tvorbu zpráv z pohledu klientské aplikace a
implementaci nových zpráv z pohledu návrháře sběrnice zpráv.
7.3.1 Formát zprávy
Následuj́ıćı úsek XML kódu znázorňuje podobu zprávy putuj́ıćı po śıti ve formě řetězce
textových XML dat. Protože je tato XML aplikace velmi jednoduchá a pro potřeby použit́ı
komunikátoru to nutné neńı, schéma pomoćı některého z jazyk̊u pro popis XML metadat














Zpráva se skládá ze dvou část́ı: hlavičky a těla. Hlavička je společná pro všechny typy
aplikačńıch zpráv a obsahuje povinná pole, která jednak slouž́ı komunikátoru k nalezeńı
ćılového uzlu (pole zdrojové GUID srcGuid a ćılové GUID dstGuid) př́ıpadně konzu-
mentské aplikace (pole requestChannel) v ćılovém uzlu, a jednak koncovému bodu kon-
zumentské aplikace pro udržeńı kontextu komunikace. Z pole replyChannel se konzument
38
dozv́ı, na kterém kanálu producent naslouchá pro zprávy s odpověd́ı, pole corelationId
udává identifikaci relace, ve které byla tato zpráva doručena a sequenceNum udává pořad́ı
zprávy vyprodukované v relaci.
Tělo zprávy slouž́ı již jen konzumentské aplikaci a zapouzdřuje aplikačńı data nebo
př́ıkaz. Podle obsahu těla zprávy jsou rekonstruovány objekty zpráv, které slouž́ı k př́ımé
manipulaci s aplikačńımi daty. Kořenový element aplikačńı zprávy nese jej́ı název, obsah
je dán implementaćı př́ıslušných tř́ıd zajǐst’uj́ı jej́ı serializaci (MessageExternalizer) a













Součást́ı této zprávy jsou informace o tisknutém dokumentu jako je počet stran, formát
velikosti paṕıru, jazyk popisuj́ıćı dokument (např. PCL, Postrscript, PDF) atd., a sa-
mozřejmě odkaz na soubor s daty tiskové úlohy, př́ıpadně data nese př́ımo zpráva v CDATA
sekci binary (v tomto př́ıpadě je však nutné binárńı data vhodně zakódovat).
Aby mohla aplikace využ́ıvat zprávy, muśı být definováno určité aplikačńı rozhrańı.
To umožňuje vytvářet objekty zpráv, plnit je daty a následně předávat výstupńı vrstvě
(metoda produce tř́ıdy ProducerSession) či naopak přistupovat k dat̊um obsaženým v
přijaté zprávě (metoda consume tř́ıdy ConsumerSession). Diagram 7.3 znázorňuje tř́ıdy, jež
jsou součást́ı tohoto API. Základem jsou dvě hlavńı rozhrańı Message a SessionedMessage:
Message reprezentuje zprávu na úrovni kódu producenta a konzumenta a je součást́ı veřej-
ného API komunikátoru. Návrhář sběrnice zpráv (tj. množiny potřebných aplikačńıch
zpráv) vytvoř́ı tř́ıdy implementuj́ıćı toto rozhrańı. Zprávy tak mohou být nezávisle
implementovány, popř. distribuovány v odděleném Java arch́ıvu (JAR).
SessionedMessage reprezentuje zprávu na úrovni vstupně-výstupńı vrstvy (MessageIO).
V objektu tř́ıdy MessageInfo zapouzdřuje informace o relaci, ve které zpráva vznikla.
Tyto informace jsou dále součást́ı hlavičky zprávy putuj́ıćı po śıti. Tř́ıda LocallySe-
ssionedMessage představuje zprávu předanou lokálńımu komunikátoru a určenou
k odesláńı ve výstupńı vrstvě, naopak RemotelySessionedMessage rekonstruovanou
zprávu ve vstupńı vrstvě adresovaného komunikátoru.
InternalMessage reprezentuje typ interńı zprávy, která slouž́ı čistě pro interńı komuni-
kaci dvou komunikátor̊u a t́ım pádem neńı tvořena producenty ani předávána konzu-
ment̊um. Sem spadá např. zpráva pro vyjednáńı uzavřeńı spojeńı (ChannelClosed-
Message). Tuto zprávu odeśılá komunikátor v momentě, kdy neexistuj́ı žádné re-
lace závislé na určitém spojeńı. Vzdálená strana odpov́ıdá toutéž zprávou v tomtéž
př́ıpadě.
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Obrázek 7.3: Návrhový diagram tř́ıd zpráv
7.3.2 Serializace a rekonstrukce
Vrstva zabezpečuj́ıćı serializaci objekt̊u zpráv (převod do textové XML reprezentace) a
jejich opětovnou rekonstrukci představuje část vstupně-výstupńıho rozhrańı na nejnižš́ı
úrovni.
Práce s formátem XML na aplikačńı úrovni předpokládá zapojeńı tzv. XML parseru,
což je komponenta pro zpracováńı XML dat dle určitého paradigmatu. Pro tento účel byl
zvolen parser kXML 2 implementuj́ıćı paradigma pull-parsing XmlPull 1.1, vyvinuté jako
výkonná alternativa pro parsováńı i generováńı kódu kompletńıch XML dokument̊u3. Oproti
modelu DOM API je toto rozhrańı mnohem méně pamět’ové náročné, nebot’ neukládá celý
XML dokument do paměti, a na rozd́ıl od SAX API je mnohem snadněji použitelné pro
dokumenty s rozvětveněǰśı strukturou, nebot’ kód prováděj́ıćı parsováńı reflektuje strukturu
dokumentu4.
Obrázek 7.4 znázorňuje návrh této vrstvy:
MessageExternalizer je rozhrańı pro tř́ıdy př́ımo implementuj́ıćı logiku serializace dat
určité zprávy do výstupńıho proudu socketu. Toto rozhrańı obsahuje jedinou metodu
externalize, jej́ıž parametr je výstupńı proud OutputStream standardńı knihovny
java.io. Toto rozhrańı je nutno implementovat pro každou aplikačńı zprávu, jej́ıž
objekty chceme v komunikaci využ́ıvat, nebot’ určuje jej́ı strukturu a př́ıtomné datové
prvky (to stejné plat́ı pro rozhrańı MessageBuilder).
MessageBuilder je protěǰsek rozhrańı MessageExternalizer ve vstupńı vrstvě, nebot’
určuje předpis pro rekonstrukci př́ıchoźıho XML proudu do objektu aplikačńı zprávy.
3http://xmlpull.org/history/index.html
4DOM parser vytvář́ı obraz stromové struktury kompletńıho XML dokumentu v paměti, naproti tomu
SAX parser postupně procháźı strom dokumentu a vyvolává události zpracovávané metodami naprogra-
movanými vývojářem XML aplikace. Protože struktura dokumentu neńı kompletně ukládána do paměti, je
nutné pro jej́ı validaci určitým zp̊usobem udržovat aktuálńı pozici při pr̊uchodu dokumentu.
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Obrázek 7.4: Návrhový diagram tř́ıd pro serializaci a rekonstrukci
Tř́ıda je zodpovědná za zpracováńı těla př́ıchoźı zprávy, přičemž objekty jsou tvořeny
tř́ıdou MessageParser na základě názvu zprávy v těle. Dodaná data jsou sestavena
do objektu zprávy pomoćı metody build.
MessageParser se stará o parsováńı vstupńıho proudu dat s ohledem na definovanou
strukturu zprávy (parsuje hlavičku, tělo přenechává objekt̊um MessageBuilder). V
současné době se poč́ıtá pouze s formátem XML (XmlMessageParser), v jehož př́ıpadě
je použita nadstavba objektu InputStream, źıskaného ze socketu, speciálně určená
pro čteńı větš́ıho počtu XML dokument̊u bez nutnosti pokaždé otev́ırat nové spojeńı
(WrappedInputStream)5.
7.4 Konfiguračńı rozhrańı
Konfigurace komunikátoru je v současné podobě realizována prostřednictv́ım konfiguračńıho
souboru dodávaného v distribučńım arch́ıvu. Formát souboru odpov́ıdá standardńımu Java
5Autor Andy Clark, IBM — http://xerces.apache.org/xerces2-j/samples-socket.html
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Properties, který se skládá se z posloupnosti direktiv ve tvaru
klı́č=hodnota,
oddělených novým řádkem.
Tento soubor obsahuje převážně informace o infrastruktuře uzl̊u s danými identifikátory
GUID, lze však konfigurovat i jiné vlastnosti komunikátoru, např. č́ıslo portu, na kterém







Nutno dodat, že v př́ıpadě konfigurace pomoćı souboru je tvorba infrastruktury GUID
značně nepraktická, nebot’ každá změna v śıti uzl̊u vyžaduje modifikaci konfiguračńıho
souboru, opětovné sestaveńı instalačńıho arch́ıvu a instalaci na všechna MFD. Naštěst́ı
v př́ıpadě platformy SDK/J existuje mnohem efektivněǰśı řešeńı.
To spoč́ıvá v návrhu a implementaci konfiguračńı aplikace typu klient-server. Základem
serverové aplikace, běž́ıćı v rámci frameworku OSGi, je jednoduchý HTTP servlet, který
źıskává konfiguračńı informace o infrastruktuře prostřednictv́ım dat předaných HTTP me-
todou POST. Tenký klient na straně administrátora MFD běž́ı v libovolném webovém
prohĺıžeči a umožňuje zadávat konfiguračńı data přes grafické uživatelské rozhrańı. Ser-
verová aplikace běž́ıćı na multifunkčńım zař́ızeńı tato data zpracovává a předává komu-
nikátoru. Proces předáńı dat ze serverové aplikace do xletu vyžaduje speciálńı typ mezia-
plikačńı komunikace, kterou však platforma SDK/J umožňuje [16]. Sekvenčńı diagram 7.5
znázorňuje zp̊usob realizace tohoto typu konfigurace realizován.
Základem je tř́ıda ComManager, která je součást́ı platformy SDK/J. Ta umožňuje výměnu
dat mezi aplikacemi obou zmı́něných typ̊u (xlet a servlet). Př́ıjemce dat se nejdř́ıv muśı
registrovat objektu ComManager pod svým produktovým č́ıslem (viz kapitola 8). Vyśılaćı
strana poté může přes ComManager předávat libovolné objekty aplikaćım adresovaným t́ımto
produktovým č́ıslem. Configurator je potom tř́ıda, která je součást́ı konfiguračńıho roz-
hrańı komunikátoru a implementuje rozhrańı GuidRegistry, využ́ıvané pro překlad dvojic
GUID:IP (viz tř́ıda MessageChannelPool ve vstupně-výstupńı vrstvě).
Popsaný zp̊usob konfigurace je v současnosti ve fázi analýzy možných rizik a omezeńı.
Pokud by se jej podařilo v budoucnosti bez problému realizovat, mohl by sloužit i jako
prostředek pro diagnostiku běhu komunikátoru. Během odeśıláńı resp. př́ıj́ımáńı zprávy
totiž mohou nastat výjimky, které vedou k přerušeńı hlavńıho toku a chybovému stavu
komunikace. V takovém př́ıpadě je zpráva přesunuta komunikátorem př́ıpadně konzumen-
tem do tzv. kanálu ”mrtvých“ zpráv. Tento kanál uchovává informace o zprávách, které
nemohly být doručeny, a slouž́ı jako podrobněǰśı záznam pro odhaleńı chyb komunikace.
Webové konfiguračńı rozhrańı by mohlo sloužit k výpisu popř. analýze obsahu tohoto in-
terńıho kanálu.
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Obrázek 7.5: Sekvenčńı diagram konfigurace pomoćı aplikace typu klient-server
7.5 Vestavěný terminál
V rámci praktické demonstrace funkcionality komunikátoru byla navržena a implemen-
tována aplikace v prostřed́ı správy tisku. Jedná se o základ vestavěného terminálu nové
generace pro MFD jako softwarovou variantu exterńıho terminálu (viz obr. 5.1). Aplikace
běž́ı na multifunkčńım zař́ızeńı Ricoh Aficio MP 2550 (obr. 8.1) jako xlet a pro komunikaci
s tiskovým serverem využ́ıvá komunikátor jako knihovnu.
V současné podobě umožňuje vestavěný terminál správu účtováńı tisku a skenováńı
dokument̊u, nicméně do budoucna jsou možnosti téměř neomezené. Budoućı vývoj tak
bude směřovat k implementaci softwarového terminálu, který plně odpov́ıdá možnostem
p̊uvodńıho exterńıho terminálu. Př́ıkladem lze navrhnout protokol a př́ıslušné zprávy pro
účtováńı koṕırováńı či faxováńı, nebo pro autentizaci prostřednictv́ım integrované čtečky
karet.
Uvedený typ multifunkčńıho zař́ızeńı disponuje barevným dotykovým LCD panelem,
který umožňuje operátorovi manipulovat s jednoduchým grafickým uživatelským rozhrańım
vestavěného terminálu. Základem pro návrh se proto stal vzor Model-View-Controller (MVC),
který slouž́ı v aplikaćıch s grafickým uživatelským rozhrańım pro odděleńı aplikačńı logiky
od jej́ı prezentačńı části. Obrázek 7.6 znázorňuje návrh testovaćı aplikace s návaznost́ı na
standardńı tř́ıdy aplikačńıho rozhrańı MFD (Device SDK API).
Xlet je rozhrańı MFD API, které reprezentuje kontext aplikace typu xlet. Vývojář xletu
implementuje jednotlivé metody pro přechod mezi stavy xletu (viz obr. 4.5). Je nutné
si uvědomit, že operátor MFD může jednotlivé běž́ıćı xlety libovolně pozastavovat a
spouštět a xlet muśı s těmito přechody poč́ıtat. Implementaci xletu poskytuje tř́ıda
XletController.
XletController implementuje vedle vstupńıho bodu xletu také kontrolér v MVC struktuře
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Obrázek 7.6: Návrhový diagram tř́ıd vestavěného terminálu
aplikace. Ten je zodpovědný za zpracováńı podnět̊u z uživatelského rozhrańı (přesněji
z jednotlivých pohled̊u) a za přechody mezi obrazovky (pohledy) aplikace. K tomuto
účelu poskytuje sadu tř́ıd pro zpracováńı uživatelských událost́ı (events), které od-
pov́ıdaj́ı tř́ıdám standardńı sady pro tvorbu uživatelského rozhrańı AWT (tzv. action
listeners).
XletModel představuje aplikačńı byznys logiku terminálu. Tato logika se může nacházet v
r̊uzných stavech v závislosti na tom, jaké funkce terminálu jsou už́ıvány. V současnosti
je implementována pouze funkce pro správu tisku a skenováńı. Na diagramu 7.6 je
př́ıkladem znázorněn návrh funkcionality tisku.
PrintFunction je část modelu, která se stará o vyřizováńı požadavk̊u na tisk doku-
mentu. Implementuje rozhrańı Consumer, což j́ı umožňuje přij́ımat zprávy s tiskovými
úlohami (PrintJobMessage) od serveru na určitém kanálu (v tomto př́ıpadě ”print-
Request“). Zároveň děd́ı ze tř́ıdy Observable (součást standardńı knihovny java.-
util), aby mohl pohled (view) reagovat na asynchronńı změny stavu modelu (např.
př́ıchod zprávy, dokončeńı tisku) a realizovat změny v GUI (např. zobrazeńı modálńıho
okna, deaktivace tlač́ıtek).
PrintJobAdapter je abstraktńı tř́ıda MFD API pro zpracováńı událost́ı o stavu tiskové
úlohy. Jakmile je např. tisk fyzicky dokončen je vyvolána metoda printJobCompleted
v děděné tř́ıdě (TerminalPrintJobListener) a ta může patřičně zareagovat. V tomto
př́ıpadě je zaslána zpráva PrintJobStatusMessage o výsledku tiskové úlohy zpět
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serveru a provedena notifikace pohledu.
MenuView, PrintView jsou pohledy v architektuře MVC, přesněji řečeno jednotlivé
obrazovky grafického uživatelského rozhrańı. Jejich zodpovědnost́ı je vykreslováńı
uživatelských primitiv jako např. tlač́ıtka a popisky a registrace obsluh uživatelských
událost́ı. Některé pohledy zároveň mohou být př́ıjemci asynchronńıch událost́ı od
modelu prostřednictv́ım rozhrańı Observer. Pohled MenuView vykresluje obrazovku




Tato kapitola si klade za ćıl seznámit čtenáře s postupem nasazeńı komunikátoru do prostřed́ı
distribuované tiskové aplikace a ukázat jeho praktické použit́ı. Funkčnost bude předvedena
na modelu klient-server pomoćı test̊u sestrojených v testovaćım prostřed́ı jUnit. Testy bu-
dou spouštěny na testovaćı pracovńı stanici v roli tiskového serveru a budou komunikovat
pomoćı komunikátoru s aplikaćı vestavěného terminálu běž́ıćı v MFD Ricoh Aficio MP 2550
(viz obr. 8.1).
Obrázek 8.1: Ricoh Aficio MP 2550
8.1 Instalace
Aplikace (typu server a xlet) jsou do multifunkčńıho zař́ızeńı instalovány bud’ př́ımo z
pamět́ı Secure Digital nebo z webového serveru v lokálńı śıti. V Embedded Software Ar-
chitecture slouž́ı jedna SD karta jako úložǐstě pro operačńı systém a běhové prostřed́ı
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virtuálńıho stroje Javy a na druhou jsou instalovány aplikace zabalené do JAR, doplněné
tzv. DALP soubory, což jsou XML soubory s konfiguračńımi informacemi.
Instalaci lze provést bud’ př́ımo z panelu zař́ızeńı, nebo přes webové administrátorské
rozhrańı zař́ızeńı v śıti. Druhý př́ıstup je mnohem pohodlněǰśı a obzvlášt’ vhodný v př́ıpadě,
kdy provád́ıme laděńı aplikace. Obrazovou dokumentaci k oběma zp̊usob̊um instalace lze
nalézt v př́ılohách této práce.
Schéma 8.2 zobrazuje strukturu instalačńıho arch́ıvu pro instalaci přes webové roz-
hrańı včetně exterńıch knihoven použitých v aplikaci. Jak lze vidět, instalačńı arch́ıv ob-
sahuje kromě aplikace vestavěného terminálu (ComEmbTestApp-100.jar) a knihovny s ko-
munikátorem (ComEmb-100.jar) také knihovnu pro logováńı běhu aplikace Microlog1, pull
parser kXML 22a rozhrańı pro programováńı s vlákny3. ComEmbTestApp-100.dalp obsahuje












Schéma 8.2: Adresářová struktura instalačńıho arch́ıvu
Instalace aplikace se provád́ı pod přiděleným produktovým č́ıslem (320400100). Arch́ıv
s implementaćı xletu (ComEmbTestApp-100.jar) muśı být digitálně podepsán certifikátem
vydaným na základě oficiálńı žádosti př́ımo firmou Ricoh, která se tak chráńı proti zneužit́ı
poskytnutého aplikačńıho rozhrańı.
8.2 Použit́ı
Demonstrace bude provedena na př́ıkladu odloženého tisku dokumentu ve formátu PCL. Pro
konkrétněǰśı informace ohledně použit́ı aplikačńıho rozhrańı komunikátoru lze nahlédnout
do př́ıloh této práce (viz sekvenčńı diagram E.1). Sńımky uživatelského rozhrańı panelu
multifunkčńıho zař́ızeńı vztahuj́ıćı se k demonstraci použit́ı jsou umı́stněny tamtéž.
Po úspěšné instalaci vestavěného terminálu s komunikátorem a jeho spuštěńı je na LCD
panelu multifunkčńıho zař́ızeńı zobrazena obrazovka jednoduchého menu s dvěma tlač́ıtky
pro tisk a skenováńı (viz př́ıloha F.1(a)).
Již v tomto momentě je komunikátor registrován na kanálu ”printerRequest“ pro př́ıjem
zpráv. Přijaté tiskové úlohy uživatel zobraźı stiskem tlač́ıtka s obrázkem tiskárny v menu.
1Implementace log4j API pro Java ME - http://microlog.sourceforge.net/snapshot
2http://kxml.sourceforge.net
3Zpětná implementace baĺıku java.util.concurrent z Javy SE 1.5 do starš́ıch verźı Javy -
http://backport-jsr166.sourceforge.net
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Jakmile přijde z testovaćı stanice zpráva PrintJobMessage, je zobrazeno tlač́ıtko, které























Po stisku tlač́ıtka tiskové úlohy se objev́ı dialogové okno s informacemi o přijaté tiskové
úloze. Uživatel poté potvrd́ı, zda chce skutečně vytisknout zvolený dokument a po potvrzeńı
je úloha fyzicky vytǐstěna (viz př́ıloha F.1(c))
Po vytǐstěńı je testovaćı stanici zpět zaslána zpráva s informaćı o stavu vytǐstěné úlohy
















V posledńı fázi se iniciátor komunikace (testovaćı stanice) snaž́ı uzavř́ıt spojeńı. Předt́ım
však pośılá zprávu ChannelClosedMessage po interńım kanálu (internal), kterou se do-
tazuje, zda je možné uzavř́ıt spojeńı. Pokud neńı spojeńı na straně MFD právě využ́ıváno
žádnou jinou relaćı, je zpráva ChannelClosedMessage zaslána zpět a spojeńı je uzavřeno.





Integrace aplikaćı je komplexńı problém, který nabývá mnoha podob, jehož řešeńı bere v
úvahu mnohá kritéria a dilemata. Jedńım z nejd̊uležitěǰśıch krok̊u k efektivńı integraci je
však volba vhodných prostředk̊u, které co možná nejv́ıce redukuj́ı vzájemné závislosti mezi
aplikacemi. Bylo uvedeno několik možných př́ıstup̊u k integraci, přičemž princip komunikace
pomoćı zpráv byl prezentován jako nevhodněǰśı varianta vzhledem k ćılovému prostřed́ı.
V rámci této práce byla kompletně navržena a implementována softwarová komponenta
(komunikátor) realizuj́ıćı komunikačńı vrstvu integruj́ıćı funkcionalitu multifunkčńıch kan-
celářských zař́ızeńı na platformě Java ME do ćılového prostřed́ı pro správu firemńıho tisku
podniku, č́ımž navázala na předchoźı práci, zabývaj́ıćı se převážně teoretickými východisky
pro tento typ integrace a charakteristikou ćılového prostřed́ı. Tato komponenta byla úspěšně
nasazena na platformu Embedded Software Architecture zař́ızeńı od firmy Ricoh, kde
byla použita spolu s jednoduchou implementaćı softwarového terminálu pro realizaci za-
bezpečeného odloženého tisku (źıskáńı dat a potvrzeńı stavu tiskových úloh vzdálené apli-
kaci v roli tiskového serveru).
Současný stav vývoje komunikátoru si vyžaduje předevš́ım implementaci četných zátě-
žových test̊u, které by odhalily možné chybové stavy v komunikaci mezi MFD a tiskovým
serverem. Plného využit́ı by komunikátor dosáhl ve spojeńı s vestavěným terminálem, který
by umožnil uživateli autentizovat se v̊uči tiskovému serveru př́ımo na MFD. Z tohoto po-
hledu je prezentované řešeńı zabezpečeného odloženého tisku nedokonalé, nebot’ je třeba
navrhnout jak potřebné autentizačńı zprávy a autentizačńı logiku na straně tiskového ser-
veru, tak uživatelské rozhrańı pro vestavěný terminál. To plat́ı i pro daľśı funkcionalitu mimo
tisk, jako je podpora skenováńı, která je aktuálně ve fázi implementace, a dále koṕırováńı
a faxováńı (aktuálně ve fázi analýzy). T́ımto zp̊usobem by projekt vestavěného terminálu
navázal na tuto práci.
Protože je komunikátor od počátku navrhován pro obecněǰśı použit́ı, je teoreticky možné
jej využ́ıt i v jiných prostřed́ıch než ve správě tisku. Lze jej využ́ıt všude tam, kde je
potřeba uniformńı škálovatelné rozhrańı pro obousměrnou komunikaci aplikaćı, at’ už se
jedná např. o pr̊umyslové využit́ı či P2P śıtě pro sd́ıleńı dat. Podmı́nkou je vytvořeńı spe-
cifické množiny potřebných př́ıkazových a dokumentových zpráv a př́ıpadná implementace
na obecněji využitelné platformy, než je Java ME.
Př́ınos této práce spatřuji nejen v předpokládaném komerčńım využit́ı v prostřed́ı apli-
kace SafeQ, ale také v osobńım rozvoji z hlediska znalost́ı technik unifikovaného procesu
vývoje aplikaćı, programovaćıho jazyka Javy a rozš́ı̌reńı obzor̊u v oblasti možnost́ı dnešńıch
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vydáńı, December 2006.
[10] Melonfire, C.: Understanding the pros and cons of the Waterfall Model of software
development. TechRepublic, 2006, [Online].
URL http://articles.techrepublic.com.com/5100-10878_11-6118423.html
[11] MSDN: Entity aggregation. 2009, [Online].
URL http://msdn.microsoft.com/en-us/library/ms978573.aspx
[12] MSDN: Functional integration. 2009, [Online].
URL http://msdn.microsoft.com/en-us/library/ms978578.aspx
[13] MSDN: Integrating layer. 2009, [Online].
URL http://msdn.microsoft.com/en-us/library/ms978710.aspx
[14] MSDN: Portal integration. 2009, [Online].
URL http://msdn.microsoft.com/en-us/library/ms978588.aspx
50
[15] Ricoh: Introduction of Embedded Software Architecture: Embedded Software
Architecture Version 4.10. Ricoh Co., Ltd.
[16] Ricoh: Xlet Type Developer’s Guide (Xlet): Embedded Software Architecture Version
4.10. Ricoh Co., Ltd.
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Seznam použitých zkratek a
symbol̊u
SOA – Service-oriented architecture
HR – Human Resources
API – Application Programming Interface
CORBA – Common Object Request Broker Architecture
RMI – Remote Method Invocation
JMS – Java Message Service
SOAP – Simple Object Access Protocol
HTTP – Hypertext Transfer Protocol
CSV – Comma-separated Values
SQL – Structured Query Language
PCI – Peripheral Component Interconnect
RSS – Really Simple Syndication
XHTML – Extensible Hypertext Markup Language
SVG – Scalable Vector Graphics
DTD – Document Type Definition
XSD – XML Schema Definition
SGML – Standard Generalized Markup Language
LPR – Line Printer Deamon Protocol
PCL – Printer Command Language
LDAP – Lightweight Directory Access Protocol
SDK – Software Development Kit
LCD – Liquid Crystal Display
CDC – Connected Device Configuration
AWT – Abstract Window Toolkit
OSGi – Open Services Gateway initiative
JSP – JavaServer Pages
UML – Unified Modeling Language
GUID – Globally Unique Identifier
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P2P – Peer To Peer
CDATA – Character Data
JAR – Java Archive
MVC – Model-View-Controller
DOM – Document Object Model
SAX – Simple API for XML
PDF – Portable Document Format
CRM – Customer Relationship Management
MFD – Multi-function Device





C Požadavky exterńıho rozhrańı
D Obrazová instalačńı dokumentace
E Použit́ı API komunikátoru




Name: FR-1: Create session
Description: The communicator shall create a session on request of application.
Analysis: The main purpose of sessions shall be to provide a single interface for using the
communicator and to define an interval in which single inter-application communi-
cation is running, allowing effective manipulation with related network connections.
The session shall have a state which determines its liveliness.
Name: FR-2: Return session ID
Description: A session shall have its ID which identifies the current context of communi-
cation.
Analysis: The communicator shall return session ID if and only if session is successfully
established. The session ID is a fixed length securely unique number.
Name: FR-3: Close sessions
Description: The communicator shall close a session on request of application.
Analysis: When the sending application terminates the session, the network connections
that are not currently used by the other sessions are closed, and all resources released.
The applications are responsible for closing created sessions.
Name: FR-4: Handle inactive session
Description: The communicator shall release inactive sessions.
Analysis: A session is considered inactive if it is not used by owner application for a long
time period. All inactive sessions shall be automatically closed. An attempt to process
messages via such session shall throw an exception. Closing an inactive session shall
be considered empty operation.
Name: FR-5: Register consumers
Description: An application shall register to the communicator to be notified as the
messages arrive.
Analysis: The consumer shall obtain a session when successfully registered and be able
to receive messages until the corresponding session is closed. The consumer shall be
able to receive messages of compatible types only
Name: FR-6: Unregister consumers
Description: An application shall unregister from the communicator when no longer needs
to receive messages.
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Analysis: To unregister, a consumer application simply closes its consumer session obtai-
ned by registration. Then the application will no longer be able to receive messages.
Name: FR-7: Construct message objects
Description: The communicator shall expose interface for constructing various kinds of
messages.
Analysis: A message object shall comply with the uniform message interface to allow
unifying the message creation process.
Name: FR-8: Accept message objects
Description: The communicator shall accept message data from producer applications via
an active session.
Analysis: The producer shall obtain a session from the communicator before it is able to
send messages. Accepted messages are translated to a canonical format.
Name: FR-9: Route messages
Description: The communicator shall resolve network destination of accepted messages.
Analysis: The routing information is provided by GUID.
Name: FR-10: Translate Messages
Description: The communicator shall translate message objects into protocol messages in
a canonical format.
Analysis: The communicator constructs a header which contains information necessary
for proper identification of the message (e.g. receiver and sender identification, type
of data in the message, ...) and body holding data an application data. The canonical
format shall be XML.
Name: FR-11: Discover message consumer
Description: The communicator shall identify consumer application which is a received
message intended for.
Analysis: On the consumer’s side the right one from the registered consumers is recognized
according to the message’s recipient name. Additionally, each consumer shall mind
the compatible message types.
Name: FR-12: Parse Messages
Description: The communicator shall parse data from the canonical format into a specific
message object.
Analysis: The type of the message is determined by the name field in the canonical message
header.
Name: FR-13: Deliver message objects
Description: The communicator shall deliver parsed message object to application iden-
tified as the recipient.
Analysis: The application shall implement some kind of listener interface and is notified
when the message arrives. The message data are passed via method of interface. The
consumer shall have a fully initialized session when consuming a message. When such
a session should be created is going to be specified in the design phase.
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Name: FR-14: Create channels
Description: The communicator shall create a new channel only when channel for specified
destination does not exist.
Analysis: The channel is a route for messages between two communication endpoints
identified by GUID. It is based on IP sockets. A channel is created when there are
messages to be transmitted and no corresponding channel is available.
Name: FR-15: Close channels
Description: The communicator shall close the channel and release all related resources
when there are no sessions using it.
Analysis: The corresponding socket shall be closed along with the channel. There shall
be an adequate timeout between the events when the channel is unused and closed to
prevent possible frequent socket connection establishments and closings.
Name: FR-16: Configure communicator
Description: The administrator shall provide the communicator with configuration infor-
mation.
Analysis: The configuration information comprises GUID endpoint addresses and associ-
ated IP addresses, port number of the communicator and other information related to
the communicator’s functions. The configuration interface shall consist of client side
web interface and a configuration application on the side of the communicator.
Name: FR-17: Configuration client
Description: The graphical user interface for setting the configuration properties.
Analysis: The client is web-based. The administrator shall use it to connect to the communicator-
side configuration application via web browser.
Name: FR-18: Configuration application
Description: Configuration application on the side of the communicator.
Analysis: The configuration application shall accept configuration information from lo-
gged clients a use it to configure the communicator.
Name: FR-19: Logging
Description: The communicator shall expose communication log to the administrator.





Name: NR-1: Encrypted Messages
Description: The system shall encrypt message data using SSL.
Analysis: Considering the Ricoh SDK/J platform and corresponding JRE, the data en-
cryption shall be realized using Java Secure Socket Extension (JSSE 1.0.3).
Name: NR-2: XML structure
Description: The data transferred between applications on the protocol message level
shall be formatted using XML.
Analysis: The format of protocol messages shall be determined by a metadata description
document (XML schema).
Name: NR-3: Connection persistence
Description: The connection persists for a necessary amount of time only.
Analysis: While sending or receiving messages the communicator shall keep the connection
open for a minimum necessary amount of time. Otherwise the channels maintaining
the connection shall be closed.
Name: NR-4: Handle multiple connections
Description: The communicator shall effectively handle multiple connections.
Analysis: To reduce memory consumptions and overhead of constant thread creation, a
simple thread pool pattern shall be used.
Name: NR-5: Handle network errors
Description: The communicator shall effectively handle network connection errors and
delays.
Analysis: The communicator shall exert the best effort to connect to the remote appli-
cation. In case of need it shall poll a number of times until successfully connected.
There shall be limitations on the time period for which the I/O may block. Unsuc-





Description: The communicator shall be designed for deployment on MFDs.
Analysis: The primary platform for development and testing of the initial version of the
communicator shall be Ricoh Embedded Software Architecture.
Name: EI-2: Energy mode transitions
Description: The communicator shall cope with transitions between MFD’s energy mo-
des.
Analysis: On Ricoh, Xlet applications supporting Energy Save mode is prohibited of wri-
ting to HDD/SD while in Energy Save Mode. Before writing to HDD/SD the recover
from Energy Save mode must be made to prevent HDD/SD from damage. In other
words, the application must prevent from transiting to Energy Save mode while wri-
ting to HDD/SD.
Name: EI-3: Port number limitation
Description: The communicator shall use only port numbers available at host MFD.
Analysis: The communicator running on Ricoh shall use a port number higher than 50000.
Name: EI-4: Maximum available HDD space
Description: The communicator shall manage limited HDD space.
Analysis: As for Ricoh, the maximum available disk space per Xlet is 1GB.
Name: EI-5: Memory restrictions
Description: The communicator shall effectively manage memory resources of host device.
Analysis: The communicator running on Ricoh shall mind currently configured heap and
stack sizes.
Name: EI-6: Process initialization
Description: The communicator shall be initialized within a defined amount of time.
Analysis: Ricoh Xlet initialization timing restriction is set to 3 seconds.
Name: EI-7: Process start
Description: The communicator shall be started within a defined amount of time.
Analysis: Ricoh Xlet start timing restriction is set to 1 second.
Name: EI-8: Process finish
Description: The communicator process shall be terminated within a defined amount of
time.




Tato kapitola př́ılohy prezentuje oba zp̊usoby instalace komunikátoru, potažmo vestavěného
terminálu na MFD Ricoh Aficio MP 2550, prostřednictv́ım sńımk̊u webového rozhrańı a
instalačńı aplikace př́ımo v zař́ızeńı.
Sńımek D.1 zobrazuje ovládaćı panel zař́ızeńı Ricoh Aficio MP 2550 se spuštěným
systémovým menu, z něhož je možné se dostat do instalačńıho menu, zobrazené na sńımku
D.2.
V tomto menu lze instalovat aplikace s určitého umı́stněńı (SD karta nebo webový ser-
ver). Po zvoleńı instalačńıho zdroje jsou zobrazeny dostupné instalačńı arch́ıvy. Zvoleńım
arch́ıvu je zobrazen dialog dotazuj́ıćı se na umı́stněńı instalované aplikace (lze instalovat
opět na SD kartu nebo i na pevný disk). Po nainstalováńı muśı být nakonec aplikace na-
startována (Startup Setting).
Webové instalačńı rozhrańı (viz sńımek D.3) je část administrátorského rozhrańı, do
kterého se lze přihlásit zadáńım WWW adresy tiskárny v śıti do libovolného webového
prohĺıžeče. Možnosti odpov́ıdaj́ı instalačńımu menu v MFD, zde je však nav́ıc možnost
poslat instalačńı arch́ıv př́ımo z lokálńıho poč́ıtače.
Obrázek D.1: Ovládaćı panel Ricoh Aficio MP 2550 se systémovým menu
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Obrázek D.2: Instalačńı aplikace na MFD








(a) Menu vestavěného terminálu
(b) Fronta úloh odloženého tisku
(c) Potvrzeńı tisku zvolené úlohy
Obrázek F.1: Uživatelské rozhrańı
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