We give a program for solving stochastic boundary value problems involving functionals of (multiparameter) white noise. As an example we solve the stochastic Scb.rodinger equation
Introduction
The general motivation to study stochastic differential equations from the point of view of applications is the need to understand systems where there are random fluctuations or noise, or where the available inf9rmation is incomplete.
The theory for ordinary differential equations with the randomness represented by e.g. white noise is now well understood (see e.g. [0] ). The theory for stochastic partial differential equations (SPDE) is less developed. See, however, [W] . We here present a framework for treating certain SPDE's, generalizing the approach in [L0Ul] . We advocate these techniques on the equations
where Dis a given bounded domain, fa given deterministic function and Vis a positive, noisy potential.
In this article we represent the positive noise V by the Wick exponential Exp(W) of d-parameter white noise W. The product of the two distribution valued processes V and u is then interpreted as a Wick product V <>u. This is related to the Wick product used in quantum field theory. This interpretation can be regarded as a natural extention of the Ito integral interpretation of ordinary stochastic differential equations with white noise.
It turns out that there does not exist a generalized white noise functional u which solves (1.1) (see e.g. [HKPS] for definition). However, the solution can be represented as an L 1 functional process u (cp, x, w) . Heuristically u(cp, x, w) is the value of u when the test function ("window") cp is used, shifted to the point x and in the experiment w.
The paper is organized as follows: In Section 2 we recall the definition of the white noise probability space (S'(Rd), B, p,), the d-parameter white noise Wand the d-pararneter Brownian motion Bx. In Section 3 we define the Hermite transform 'H.,.which transforms elements of L 2 (p,) into analytic functions of infinitely many complex variables z1, z2, ••. In Section 4 we describe the inverse 1{-1 in terms of an explicit integral operator. The Wick product on L 2 (p,) is defined in Section 5. Then in Section 6 we introduce the L 2 functional processes £.2 and we illustrate how to solve the Walsh equation
on 8D in terms of u E £ 2 • The basic method is to apply the Hermite transform and its inverse.
We then turn to the concept of positive noise V in Section 7. We point out that for equation (1.1) there does not exist an L 2 functional process solution u. In fact, (1.1) does not even have a solution in (S*), the space of generalized white noise functionals (Section 8). However, we show that if we extend the Wick product to L 1 (Section 9) and use this L 1 interpretation in (1.1), there exists an L 1 functional process u solving the equation (Section 10). After this paper was written we learned that ideas similar to ours based on the Stransform (which is related to our Hermite transform, see [L0Ul, §5] ) and the Wick product have earlier been adopted by Kuo and Potthoff [KP) to solve certain SDEs. However, their method seems insufficient here because, as just mentioned, the solution of the equation we consider is not a generalized white noise functional. In fact, we think that in general the natural framework for solutions of stochastic partial differential equations is not (S*), but the space of L 1 functional process.
The white noise probability space
In this section we introduce the basic probability space that we will use in the rest of the paper. Here we only state the main results. For more details we refer to [HKPS) .
In the following d will denote a fixed positive integer, interpreted as the time-, spaceor time-space dimension of the system we consider. More generally we will call d the parameter dimension. LetS= S(Rd) be the Schwartz space of rapidly decreasing smooth The dualS'= S'(Rd) of S, equipped with the weak star topology, is the space of tempered distributions.
Let B = B(S') be the family of Borel subsets of S'. We now consider the probability measure f.L on B which is characterized by the following property: 
where (·, ·)Rd denotes the usual inner product in L 2 (Rd). In other words, in the sense of distributions we have
The space L 2 (p) can be given a useful representation, which we now describe: [I] ):
where fn Ef}((Rd)n) (i.e. fn EL 2 ((Rd)n) and fn is symmetric) and E R for all a. Moreover, assume that, using the notation from (4.2),
In quantum statistics there is a special product of random variables based on renormalization principles. 
We extend this definition to L 2 (J.L) in the natural way by using the expansion (2.18): 
L).
Alternatively, using (2.16) we see that this can also be formulated as follows:
whenever this sum converges in L 1 (p,).
The equivalence of (5.2) and (5.3) follows from (2.20), which gives the identity (5.3) (a+f3) As a motivation for the use of Wick products in stochastic differential equation we mention that if Yt is an adapted and, for example, bounded stochastic process then in a sense that is made precise in [L0U2, Theorem 3.3] . Thus by representing multiplication by white noise in stochastic differential equations by Ito integrals one is really interpreting the product by white noise as a Wick product. In that sense the use of Wick products instead of ordinary products in stochastic partial differential equations is a natural extension of this principle. We also point out that Wick multiplication reduces to ordinary multiplication if one of the factors is deterministic (corresponding to all the fn 's being zero for n > 0 in the expansion (2.18)).
The following connection between Wick products and the Hermite transform 1{ is crucial:
where the product on the right is the usual complex product. If a= 0 then co:(·) is just a measurable function on Rd (independent of cp). We also require that
Remark Suppose that for each multi-index a we are given an element ao: such that for some s < oo, 
So the distributional derivative of a evaluated at the y-shifted <I> coincides with the yderivative of (a, ci>y}· Returning to (6.3) we obtain (6.5)
where n = lal. 
Such processes are called functional processes. They were introduced in [L0U1] in the case where the parameter dimension d = 1, and for such processes the derivatives were taken in distribution sense for each a. By (6.5) we see that this is (essentially) the same as taking the x-derivatives of The family of all V generalized functional processes is denoted by C,P.
Conclusion
For a generalized functional process X we interpret X(cp,x,w) as the measurement of X obtained by using the "window" cp shifted to the point x. And in stochastic differential equations involving X ( cp, x, w) the derivatives are taken in the x-variable, for each fixed window cp. In this sense our concept has similarities to Colombeau distributions [C] . For a more thorough motivation of our approach see [L0U3] . Generalized functional processes are both more general, mathematically simpler and easier to interpret than functional processes, so we will only consider this more general concept from now on. For simplicity we drop the word "generalized", so that "functional processes" really means "generalized functional processes" from now on.
The main idea in the solution of stochastic partial differential equations can now be summarized as follows:
Interpret the products involved as Wick products and look for solutions in the form of functional processes. By taking Hermite transform the equation is transformed to a (complex) deterministic partial differential equation involving usual products. If this equation can be solved, the inverse Hermite transform will give the solution of the original stochastic equation.
The stochastic Poisson equation
To illustrate the method we consider the equation To illustrate our method, we now want to solve (6. 7) using this definition. Taking Htransforms on both sides in (6.10), we get as we expand W¢ along a base {ek}k::: 1
forn=1,2,3, ...
The solution formula of (6.9) extends by linearity to the case where f -is C-valued. Hence (6.12) [fv G(x,r) 
<Pr(s)dr]dBs
This is our solution to problem (6.7).
(6.13) (6.14)
To compare this solution with the Walsh solution uo in (6.8) we interpret uo as a functional process uo(<P,x) by defining
s)<Px(r)dr dBs
Comparing with (6.13) we see that 
In spite of this u0 and u are not equal, and the explanation is that they do not satisfy the boundary requirement ulan= 0 in the same sense.
Positive noise
In many applications the noise that occurs is not white. The following example illustrates this:
If we consider fluid flow in a porous rock we often lack exact information about the permeability of the rock at each point. The lack of information makes it natural to model the permeability as a (multiparameter) noise. This noise will of course not be white but positive since permeability is always a nonnegative quantity. If we try to model permeability as a functional process we are therefore led to the following definition: 
Suppose u is an L 2 functional process solving (8.3). Then taking the 7-t-transform of (8.3)
so it is clearly possible to choose e1, cp and f such that (! * cp)(x) = 1 for xE (0, 1) and for xE (0, 1) For this choice of ell cp and f and with z= (2i, 0, ... ) (8.4) gets the form 
so a solution of (8.5) does not exist for z = (2i, 0, ... ). We conclude that ·it is not possible to find a z-analytic (entire) function u(x;z) which solves (8.4). Hence u(cp,x,·) cannot be in L 2 (J1). In fact, we shall see in Section 10 that u cannot be in V(f.l) for any p> 1. However, it is possible to find a solution in L 1 (J1). 
11.-->00
-lim e-!llcpll 2
J=[Xn](c,o) · J=[Yn](c,o)
e-!llcpll 2
J=[X](c,o). J=[Y](c,o).
Corollary 9.3 Let X, Y EL 1 and assume that X~ Y exists. Then
Proof Choose cp = 0 in (9.1). 
It is well-known that the solution v of (9. 7) can be expressed as follows: Let {bt}t;:::o be a Brownian motion on Rd (independent of Bx) with law px (Px(bo = x) = 1) and put
Then by the Feynman-Kac formula we have Corollary 9.5 Suppose u (cp,x,w) is an £ 1 functional process which solves (8.1). Then (9.8)
where Ex denotes expectation with respect to px.
The stochastic Schrodinger equation
We now have the sufficient background for discussing the general stochastic equation (8.1).
Modified to the L 1 (f.l) setting our definition of a solution of (8.1) becomes the following:
Definition 10. 1 We say that an £ 1 functional process u = u (cp, x, w) is a solution of (8.1) if for all cpES there is a set HlfJcS' with Jl(HifJ) = 1 such that for all wEHifJ the function x-+ u(cp,x,w) solves the (deterministic) boundary value problem 2) Again we interpret the first part, (10.1), in the weak (distribution) sense, i.e. for all wEHtp the functions X-+ u(cp,x,w) and X-+ Exp wi{J:z: <> u(cp,x, ·)belong to LtocCD) 
lo lo lo 
<>Un-b'I/J)-(F,'I/J)
As n -+ oo this converges to, by Lemma 10.5 (10.20) and Lemma 10.6,
which shows that (10.1) holds. 
Appendix: Basis-invariance of the Wick product
Apparently the alternative definition (5.3) of the Wick product depends on the choice of basis elements {ek}/! 1 for L 2 (Rd). In this appendix we will prove directly that this is not the case. First we establish some properties of Hermite polynomials. Recall that the Hermite polynomials are defined by the relation .,2 dn ( .,2)
We adopt the convention that h_1 (x) = 0. Then for n=O, 1, 2 ... we have
If x= (x1 , x 2, ... , XN) is a vector, and a= (a1, a2, ••• , aN) is a multi-index, we define ha(x) = ha 1 (xi)ha 2 (x2) ... haN (XN) Formulated in this language, (A1) takes the form a! 
Using the equation (A1) backwards, we have the following
The sum of the two first terms gives the required expression. As for the three last terms, we have when we letS denote the sum of these
Here and this proves the lemma. 
IPI=l .
If (a, b)= 0, the last term vanishes. This proves the case with one {3. By induction we will assume that the statement is true on all levels uptoN. We use (A2) again to get Now we can finally subtract the third term III from the second II, and get IP1l=l, ... ,JpNJ=l · and this proves the proposition. 0 We now proceed to show basis-invariance. So we consider two bases {ek}~1 and {ek}~1 for L 2 (Rd). We let (Jk = fekdB and Ok = fekdB denote the corresponding first order integrals and we let <> and ¢ denote the Wick products that arise from the two bases. To prove that<>=¢ we proceed as follows: 
II-III=-

~=1
In the third equality we used proposition A.2. We now let N ~ oo, and this proves the lemma. Proof Because of Corollary A.5 it suffices to prove that for all n1 , n 2 , •.
• , nM
As in the proof of Lemma A.4, we may just as well assume that 01, 82 , •.. , ()M is in some finite dimensional subspace generated by the 0k-s. I 
