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Introduction
Future developments of long-term interest rates are key to strategic decision making by economic agents. Financial markets analysts have set up a whole "industry" of interest rate forecasting. Even though the specialists in this area all try to develop a view on future interest rate movements, they do so for very different reasons. For instance, investors want to know the direction of interest rates so they can increase the performance of their investment portfolio. Government bond agencies on the other hand, predict the interest rate to estimate financing costs and determine when is a good time to fund their capital needs.
Mainstream economic literature distinguishes, broadly speaking, three methods of economic forecasting, namely time series models, structural models and forecasts that are (also) based on expert knowledge. The latter category uses tacit knowledge, based on intuition and experience. Quite often experts use model outcomes in combination with other factors they consider relevant for expected interest rate developments. It makes forecasting a mixture of science and art (Hendry and Clements (2003) ). Science represents the econometric systems that embody consolidated economic knowledge but art (judgement) plays an important role as well. This paper aims to assess the quality of the various economic forecasting methods by comparing the outside sample errors of long-term interest rate predictions with the random walk as benchmark prediction method. Such comparison is somewhat hindered by the fact that much interest rate forecasting is conducted in the private sector, where, in general, the models or methodologies are not published. Especially in the investment industry it is unlikely that successful interest rate forecasters would like to inform competitors about the quality of their model. In order to include as yet the quality of these forecasting models in our assessment we use the long-term interest forecasts for a large group of private forecasters, collected and published by Consensus Economics. These consensus forecasts can be seen as the output of the forecasting methodologies of experts.
The information contents of the various forecasting methods may not completely overlap. In that case combining forecasts makes use of the additional information content contained in the individual methods, so that a combined forecast is likely to outperform the individual forecasts (Bates and Granger, 1969) . Therefore we also construct combined forecasts using different weighting schemes and compare the quality of these forecasts with the forecasts which stem from the single methodologies. Empirical research has convincingly shown that combining forecasts leads to a better forecast performance (e.g. Hendry and Clements (2004) , Aiolfi and Timmermann (2004) , and Timmermann (2005) ).
Our paper is in line with other studies which compare interest rate forecasting methods (see e.g. Fauvel et al. (1999) ). Pooter et al. (2007) also discuss different model specifications, but do so with regards to the term structure of interest rates. Chun (2008) surveys individual expert forecasts across the term structure. Our analysis extends these studies. Firstly, we consider long-term interest rates, whereas most studies focus on short-term interest rate or on the term premia. Secondly, we compare macroeconomic causal models, expert models and time series models in relation to long-term interest rate forecasting. This comparison relates to forecasting performance across countries (United States, Germany, United Kingdom, The Netherlands and Japan) and considers the difference between two forecast horizons: a 3 month forecast period and a 12 month forecast period. This paper is structured as follows. Section 2 discusses various aims of interest rate forecasting. Section 3 describes our practical implementation of the forecasting models and the set up of the performance assessment. This section also introduces the benchmarks for our interest rate forecast models, i.e. the random walk model, and as alternative a somewhat more sophisticated times series model. Section 4 discusses the outcome of the expert based forecasts. Section 5 considers the structural forecasting models, where long-term interest rates forecasts stem from causal economic relationship using information on leading indicators as determinants for long-term interest rates. Section 6 assesses whether pooling of forecast models improves the predictive performance. Section 7 provides the final comparative quality judgment. Here we compare the forecasting performance of all 4 forecasting methodologies with the benchmark models. Finally, section 8 concludes.
2.
Aims of interest rate forecasts For an assessment of the quality of interest rate forecasts, it is necessary to find out about the aim of the forecasting exercise. The introduction already mentioned that economic agents have different aims in their use of interest rate forecasts. A comparative analysis of the quality of the forecasts should be aware of these different aims. A first difference relates to the time horizon of the forecast. Some investors base their investment decisions on very short horizons, others focus more on a longer time horizon. The first group can be categorised as tactical investors and the second group as strategic investors. In the short run view, interest rate volatility determines the change in bond prices and hence the bond investment return. It is relevant for the asset portfolio. However, the interest rate also feeds into the valuation of pension liabilities. Pension funds discount their future liability at the long-term interest rate.
Besides investors, interest rate forecasts are also relevant for borrowers. For instance government agencies, people that hold a mortgage on their property or corporations that are considering to finance an investment plan all take into account the interest rate forecast.
Different aims imply that different loss functions are to be considered when assessing the quality of the forecasts. Overall, the investor will be more worried about a forecast error that leads to a lower performance and mortgage holder will be more hurt by higher finance costs than anticipated. The risks are a-symmetric. In our study we do not focus on interest rate forecast for any specific purposes. Therefore, in the assessments of interest rate forecasting models, we take the "goodness of fit" as the criterion for comparison. In our comparative analysis models with the lowest (outside sample) forecast error are considered as the "best" forecasting models so that the mean squared forecast error acts as loss function. Moreover, in the last part of this paper, we also consider whether models are able to capture the direction of interest rate changes.
3.
Methods and models for interest rate forecasts
As mentioned before this paper considers three categories of forecasting models: 1. Time series models 2. Structural models 3. Structural models cum additional information and tacit knowledge (intuition) Of course, each of these categories can be split up into various subcategories.
With respect to the time series models, where long term interest rates are explained solely by past values of these rates, we restrict ourselves to the class of ARIMA-models, which are commonly used for (interest rate) forecasting. We select the models with the best possible fit given the usual identification and specification procedure of these models. We do not include structural time series models in our analysis as identification of the various components of the interest rates time series does not seem appropriate for our purposes.
With respect to structural econometric models where long-term interest rates are explained, along with other economic variables of interest, by causal relationships, a large variety in techniques and methodologies can be used: single equation approaches, structural systems of equations models, VAR, VECM models and non-linear neural network models. In this comparative analysis we concentrate on single equations and the VAR approach. There are also differences in the amount of data which is used to apply the structural models. On the one hand, there is a tendency in empirical research towards working with large datasets (see for instance Ludvigson and Ng (2005) , Pooter et al (2007) and Watson (1998 and 2005) ). Stock and Watson (2005) , for instance, argue that with a large data set more information is included which protects the robustness of the model against structural instability. On the other hand, Boivin and Ng (2003) point out that smaller, pre-screened, datasets can lead to better results. As we elaborate in section 5, we follow Den Butter and Jansen (2004) in incorporating macro economic data in causal models. It means that we base our model specifications on a relatively small group of a qualified dataset.
In our empirical approach, we specify and compare models from all three categories, but use the time series models as a benchmark model in order to investigate whether the incorporating the additional information of the structural models and expert forecasts pays off to get a better forecasting performance. In fact we use two time series models as benchmark, namely the simple random walk model and an adequately specified ARIMA model.
The simple random walk model is specified as follows:
(1)
where n l R + represents the interest rate at month t+n, t R the interest rate at month t and ε is the disturbance term. ε as a mean of 0 and an expected value of 0. This implies that the expected value of R at time t+n is equal to t R .
(2) As our other benchmark model we select the best fitting specification from the class of ARIMA models. E.g. Fauvel et (1999) find that ARIMA models are satisfactory and useful for interest rate forecasting. Application of the usual specification selection procedure leads to two alternative specifications of an ARIMA model, namely the AR(2) model:
The estimation results of equation (3) are summarized in table X. The table shows the results for both the 3 month and 12 month forecast horizon. The second column shows which lags have been incorporated. The first lag to which referred is labelled variable C(1) and the second C(2). Both are variables, as described in equation (3), are lagged long-term interest rates. Table 2 shows that the ARIMA(2,1,0) model overall performs slightly better than the AR(2) model. It should be noted that the ARIMA(2,1,0) model is a somewhat more sophisticated version of the benchmark random walk model, which reads as ARIMA(0,1,0). Comparison of the results of Table 1 and Table 2 shows that the outside sample forecasting performance of the ARIMA (2,1,0) model is slightly better than that of the random walk model. So estimating the additional four parameters seems to pay off when forecasting long-term interest rates, albeit that differences in performance are minor. 
Expert forecasts
The opinion of the experts is a crucial component in applied economic forecasting. Franses et al (2007) point out that "official forecasts of international institutions are never purely model-based. Preliminary results of models are adjusted with expert opinions." This is also in line with a quotation in Fauvel et al (1999) where it is stated that " judgement is a heavy component in forecasting economic data". As a matter of fact the combination of modelbased forecasts and expert knowledge illustrates how economic forecasting is partly science and partly an art. The tension between the science of forecasting and the art of forecasting was already noted by Samuelson (1975) in the following quotation: "When Robert Adams wrote a MIT-thesis on the accuracy of different forecasting methods, he found that 'being Sumner Slichter' was apparently one of the best methods known at that time. This was a scientific fact, but a sad scientific fact. For Slichter could not and did not pass on his art to an assistant or to a new generation of economists. It died with him, if indeed it did not slightly predecease him. What he hoped to get by scientific breakthrough is a way of substituting for men of genius, men of talent and even just run-of-the-mill men. That is the sense in which science is public, reproducible knowledge." Hence Samuelson's main concern with forecasting is that a forecasting artist may outperform a forecasting scientist, while the art of forecasting is non-reproducible. The quotation suggests that, in that time, experts were indeed able to outperform forecasters who rely on models. In this vein Shiller (1989, 1990) compare the informational content in forecasts from economic models and in forecasts combining economic models with judgement. Such investigation does not only indicate to what extent forecasters use different information, or all relevant information available, but it also gives a clue for combining the forecasts (see also section 6) in order to improve them. In the same vein McNees (1990) investigates the extent to which judgement is helpful to improve mechanically generated forecasts. He concludes that the historical records suggest that judgemental adjustment improves the forecasts, despite instances of success of mechanically generated forecasts. Moreover he looks at whether forecasters who combine their forecasts with judgement overadjust or underadjust. In other words, whether they put too much or too little trust in the mechanically generated forecast from their models. McNees finds a slight overadjustment. The message therefore is that forecasters should adjust their models using judgement, but that they should be very careful about it. It is, according to McNees, a mistake to accept adjustments that are made at face value, especially when the adjustments appear without any explanation of the reasoning behind them.
A number of more recent studies focus more specifically on the quality of survey based financial forecasts of experts. The outcomes of these studies are mixed. Brooks and Gray (2003) evaluated the bond yield forecast that published on a semi annually basis in The Wall Street Journal. These authors conclude that the performance is poor: in 67% of the forecasts the directional forecast is wrong. Chun (2008) finds that for long maturity interest rates econometric models consistently outperform the survey forecasters over a forecast horizon of over 3 to 4 quarters. On a short term (1 to 2 months ahead) the random walk outperforms. According to Chun (2008) market based and survey based forecasts do quite well on a short time horizon. Kolb and Stekler (1996) investigate whether there is a consensus amongst financial forecasters at all. It seems incorrect to speak of a consensus when there is a large diversion in views. Kolb and Stekler (1996) conclude that probably in 50 to 65% of the cases there is a consensus about the direction long-term interest rates are expected to move. The consensus forecast is in fact an (unweighted) average of a panel of individual forecast. Therefore, the consensus forecast is already a combined model when assuming that the forecasters that participate in the survey use different information and different models. Bauer et al (2003) compared the consensus forecast from the Blue Chip Consensus forecasts survey for a number of economic variables. They conclude that the average forecast performs better than the best forecaster. We will discuss the advantages of combining forecasts further in section 6.
A specific characteristic of expert forecasts, which hampers a comparative analysis, is that there is entry and exit of forecasters (see also Capistran and Timmermann (2006) ). The group of forecasters is not constant throughout the sample period. Information through personal communication with financial institutions reveals that interest rate forecasts are much connected to a forecaster. The experts who are responsible for forecasting time series use their own models and interpretation. This suggests that forecasts are probably more closely linked to individual forecasters and not necessarily to the institution. This would make an assessment of forecasts of individual institutions troublesome. For that reason we only consider average expert forecasts in our assessment in order to test the overall ability of experts in the industry to forecast long-term interest rates.
Our data are expert forecasts for long-term interest rates published by Consensus Economics. These data are available on a monthly basis, but only provide forecasts three month ahead and a year ahead. That is why, in our comparative analysis, we confined our quality judgement to the 3 month and 12 month ahead forecasts, whereas we could have calculated forecasts for other horizons using our own models.
Table5 shows how often the experts were able to forecast the direction of long-term interest rate changes. In accordance to findings of Brooks and Gray (2003) the outcome is disappointing. On average, in less than half of the cases the average forecaster was able to predict the direction of expected change of long-term interest rates. This holds for both the 3 and 12 month horizon. We have also tested the quality of the expert forecasts in the out of sample period. The results for the MSFE are summarised in the table 6. The table shows that on average the MSFE is equal to 22.5 basis points over a 3 month horizon and 58 basis points on a 12 month forecast horizon. The spread for the 12 month forecast horizon for the various countries is quite large. One key element of the expert forecast data is that the expert forecast consistently underestimate interest rate changes. This may be the result of two factors. First, these survey data are averages of expert forecasts where, in case of diverging views, expected interest rate changes are smoothed out. A second reason could be that, given uncertainties, the interest rate forecast also reflects probabilities risk scenarios which are other than the base forecast. Chart 1shows ratios of the means square of the expert forecast (expected interest rate change) relative to the mean square of the actual interest rate changes. In all but two cases the ratio has a value of significantly lower than 1. It means that the expected interest rate change of the experts is smaller than the mean squared of the actual change. Hence the experts underestimate the size of interest rate changes. By the way, it should be noted that, when it is indeed hard to beat the random walk, this seems a wise strategy.
Chart 1: ratio of mean squared expected interest rate change versus mean square of actual interest rate changes
Yet it appears to be of interest to correct for the bias of the consensus forecast of experts to underestimate interest rate changes. For that reason we estimated for each country the following specification which relates the true interest change to the expected interest change:
(5)
In this equation the coefficient α symbolizes the structural bias in the expert forecast. This is quite similar to the approach of Capistran and Timmermann (2006) . They suggest that the best way to deal with the problem of entry and exit of forecasters is equal weighting and adding a constant variable to adjust for noise in the aggregate forecast. The expert forecast dataset we use is equally weighted. Table 7 shows the MSFE for the out of sample period of this corrected expert consensus forecast for both time horizons. For nearly all countries the MSFE is lower in the out of sample period for the corrected expert forecast than for the expert forecast of table 4.
How do the corrected expert perform in relation to the benchmarks? Table 7 shows that the average MSFE of the models of expert forecasts is higher both on a 3 and 12 month forecast horizon than the random walk and the ARIMA (2,1,0) model in the out of sample period. Even though the corrected expert forecasts perform better than the original expert forecasts, the corrected expert forecasts are still not good enough to beat the benchmarks in the out of sample period. It is remarkable that correcting the expert forecasts for underestimation bias also increased the score of these forecasts with respect to the direction of the interest change. This is illustrated in table 8. Whereas the expert forecasts without bias correction indicated the right direction below 50% of the cases in the out of sample period, the corrected forecasts obtain a score is above 50%. They especially improve for the 12 month horizon. 
Structural model forecasts
Most structural econometric models used for macroeconomic policy analysis contain interest rate equations which can be used for forecasting interest rates. There are also a number of studies which focus more specifically on interest rate forecasting, using causal economic relationships. Ludvigson and Ng (2005) detect several economic variables that have forecasting ability for future excess returns on US government bonds. Also Ang and Piazzesi (2003) find evidence of macro economic factors for long-term interest rates (even though forecasting power is weaker for long maturity bonds than shorter maturity bonds). Pooter et al (2007) show that macro economic factors improve the forecast performance as far as term structure models are concerned. Dewachter and Lyrio (2006) find that long-run inflation expectations are important in the modelling of long-term bond yields, although this relationship is better in explaining than on forecasting interest rates, Finally, Bikbov and Chernov (2006) also find that macro factors and the term structure are useful for forecasting long-term bond yields.
Here we follow the methodology of Den Butter and Jansen (2004) who estimated structural long-term interest rate equations through encompassing five partial interest rate theories, namely the theories of the interest rate parity, term structure theory, classical theory of capital, Fisher's interest rate theory and portfolio theory. The explanatory variables of their specification can be used for forecasting as well. We have selected variables that are available on a monthly basis that link with these theories. The following variables have been taken as possible explanatory variables in our interest rate equation: short-term interest rate, inflation, oil price, leading indicator for economic activity, earnings return on equities and finally a lagged long-term interest rate variable.
Two alternative structural models are specified and estimated using the above explanatory variables, namely a VAR specification and a single interest equation where changes in interest rates act as dependent variable.
The system of VAR equations incorporates all possible explanatory variables from interest rate theories mentioned above. We specified the VAR models with a maximum lag length of two month, so that: When estimating these systems of VAR equations we did not look at the economic plausibility of the estimates, e.g. by a further structuring of the VAR models, but just accepted the estimation results whenever they are statistically feasible. Table 7 summarises the results the MSFE of the VAR equations. The table shows that on 3 month forecast horizon, the out of sample results are quite good as compared to the random walk model, especially for Japan and Germany. On a 12 month horizon the performance of the VAR model forecasts is substantially poorer, and shows a large variation between countries. This may be caused by the unstructured character of the VAR-models, so that on the longer run, the forecasts diverge strongly from the range of plausible realisations. For that reason we have estimated a second type of specifications to forecast long-term interest rates using the other macroeconomic variables suggested by interest rate theories. These structured interest equations use the information in the explanatory variables as follows. First it is investigated how a change in a level of a variable over a period preceding the time of forecast is able to explain interest rate movements over the two forecast horizons. This specification is as follows for a one variable model:
In this equation we optimize lag length p, considering changes in the level of the explanatory variables form levels at the month of forecast up to 6 months preceding the month of forecast. This means that when we forecast the interest rate at month t for t+3 we analyse changes in our explanatory dataset from t-1 to t=t up to t-6 to t=t. The result is that through this method both our set of explanatory variables and actual and forecast interest rate changes are stationary (which we tested through an Augmented Dickey-Fuller test).
Similar to Pooter et al (2007) we acknowledge that macro economic data is published with a delay and we follow Pooter et al in the specifying all real sector explanatory variables with a one month lag (see also the annex). However, such publication delay is not, in order to mimic the actual forecasting process, is not required for financial market variables (10yrs yield, 3month yield and the oil price), as they are published without delay. Table 10 shows which variables have been incorporated in the country models. For each variable it shows how many months change (t -t-p) led to the best within sample performance. It also shows the t-value for each variable and finally the R-squared of the model and the Akaike information criterion. Leading indicators and oil prices are represented in most equations. On the other hand it appears that equity market developments do not improve the explanation by the models of long-term interest rates. Table11 gives the results for the models which can be used to predict the change of the long term interest rate in the next 12 months. A striking difference with the 3 month horizon models is that the oil price appears not to provide any additional information to explain 12 months interest rate changes. 
6.
Combining interest rate forecast In case the information content of forecasting methods differs, a combined forecast can be superior to both individual forecasts. Empirical evidence confirms that combined forecasts often lead to better forecasting performance. Hendry and Clements (2003) point out that structural breaks are major source of forecast failure. Timmermann (2005) adds that models differ due to a different information set and different modeling approaches, so that they may generate a diverging view on the occurrence of structural breaks. In that case combining forecasts can be seen as a form of diversification, which reduces the chance that the model is wrong about a structural breakdown.
Then, the question is how to combine separate forecasts. Methods that are used, apart from equal weighting, are historical performance weighted, optimal weighted, trimming, shrinkage, and time varying weights (see for instance Stock and Watson (2005) , Chan, Stock and Watson (1999) , Aiolfi and Timmermann (2004) , Timmermann (2005) , Poorter et al (2007) and Chun (2008) ). Studies that use a large group of forecasts have found positive outcomes for trimming and shrinkage (Aiolfi and Timmermann (2004) ). Other studies find positive results for equal weighting (Chan, Stock and Watson (1999) and Timmermann (2005) ).
Following this literature, our performance assessment considers three ways of combining: (i) equal weighting, (ii) historical performance based weighting and (iii) optimized weighting. Method (ii) calculates the weights based on the relative strength of the forecasting error. The method with the lower forecasting error is given a higher weight. Method (iii) calculates the optimal weight within the in sample period regressing through an regression that minimizes the forecasting error. Using these three weighting schemes, we consider two types of combined forecasts, namely: Combination 1: the corrected expert forecast combined with the structured interest equation; Combination 2: the original expert forecast combined with the structured interest equation. Table 13 gives the weights in the combined models according to the relative performance of the models in the sample period. It shows that, for a 3 month forecast period, the weight of the models based on the corrected expert forecast is on average larger than that of the structured interest equations. For the United Kingdom and The Netherlands the weights of the corrected expert forecasts is unity versus zero for the structured interest equation. It indicates that the structured interest rate equations, in the sample period contain no additional information vis a vis the corrected expert forecast. This is different for the other countries, where there seems to be a good balance between the models which indicates that both methods contain about the same amount of additional information. Apparently the correction for underestimation bias is largely responsible for the good contribution of the expert forecasts, as in Combination 2, with the uncorrected expert forecast, these forecast obtain relatively low weights as compared to the structured interest equation.
The results for the 12 month horizon are somewhat different. On average, in both combined forecasts, the structured interest rate equations obtain the largest weights. However, for the United States and Germany the corrected experts forecasts obtains a weight of one, so that here the structured interest rate equation provides no additional information (within the observation period) to the corrected expert forecasts. On the other hand, it is the other way around for the Netherlands. Also in case of the United Kingdom and Japan the structured interest rate equation contributes most to the combined forecast. With respect to Combination 2 it appears that all weights are about the same for the 12 month ahead forecast: the structured interest equation contributes almost 80% to the combined forecast and the uncorrected expert forecast somewhat over 20%. Below we present the MSFE of the combined forecast in three ways for both horizons. We present the results for combination 1: economic change models and models based on expert forecasts. The first column with MSFE findings (second and fifth column in the table) show the MSFE for the optimized weights. These weights are based on the weights presented in the previous table. The table also shows the MSFE in case we apply equal weights (50% economic change model and 50% model based on expert forecasts). Finally, we also present the MSFE in the out of sample period for a third measure of combining: performance based weights. The weight through this measure for the economic change model is the inverse of the ratio MSFE economic change model/(MSFE economic change model + MSFE model based on expert forecasts). Table 14 compares the forecasting performance of the Combination 1 models with different weighting schemes in the outside sample period. It shows that the performance based weights yield the lowest MSFE for a 3 month forecast horizon (in the out of sample period) and that the optimized weighting system has the lowest MSFE for a 12 month forecast horizon. 13.3 Table 15 gives the same indicators of forecasting performance for the Combination 2 models with the original instead of the corrected expert forecasts. Although these models give a lower weighting to the expert forecast and a higher weighting to structured interest equation forecasts, the conclusion almost the same as for the Combination 1 forecasts: the performance based weightings lead to better results in the out of sample period for the 3 month forecast and the optimized weights perform better with the 12 month forecast horizon. It is remarkable that the average level of MSFE is lower for Combination 2 than Combination 1, whereas the original expert forecasts perform worse than the corrected expert forecasts. Table 16 summarizes the results of all relevant forecasting models by comparing the MSFE of the 3 month forecasting horizon in the out of sample period 2004:5 -2008:3 . The best benchmark model is the random walk, but the ARIMA (2,1,0) model has a very similar average MSFE. We find similar low values for all countries which are under 10 basis points, except for the United States. It appears that almost all other models are unable to beat the random walk. A notable exception is Japan, where the corrected expert forecast, and 3 out of 6 combination models yield lower MSFE's than the random walk. Quite surprisingly the lowest value here is found for the VAR model, a model with a poor performance in most other countries except Germany.
All combined models outperform the best expert forecasts and the best structural models. Yet there is only one combination model, which even on average can match the random walk, namely the combination of the uncorrected expert forecasts and the structured interest rate equation, where the weights are calculated using within sample forecasting errors. This model beats the random walk in the United States, in the United Kingdom and in Japan. However, it is impossible to calculate whether such differences are statistically significant. 17.6 9.0 9.9 12.0 7.9 11.3 MSFE weights: 2B and 3B 14.9 8.8 7.7 9.5 6.5 9.5 Table 17 gives the same summary indicators for comparing the forecasting performance on a 12 month forecast horizon. Here we already noted that the ARIMA (2,1,0) model performs best amongst the benchmark models in the out of sample period. This holds both for the average and for each individual country. Obviously the MSFE is substantial higher for a 12 month horizon than for a 3 month horizon because a longer lead time is more difficult to predict.
Here the benchmark time series models are more often outperformed by other models than in case of the 3 month horizon forecasts. With the corrected expert forecasts it is the case for the United States, Germany and the United Kingdom. The structured interest rate equation forecasts outperform the benchmark models for all countries considered. The same is true for the combined models, where in case of the 12 month forecasting horizon, the structured interest rate equations carry a large weight. It is again the model that combines the original expert forecasts with the structured interest equation that performs best. The MSFE as indicators to compare forecasting performance assume a quadratic and symmetric loss function with respect to forecast errors. As an alternative table 18 gives in percentages how often the models correctly predict the direction of change of the long-term interest rate. A percentage higher than 50% outperforms the throwing of a coin (here we include zero's for the random walk because it does not predict a change). We have presented these over 50% hits in bold characters. The table shows that for all countries and for both forecasting horizons the corrected expert forecasts beat the throwing of the coin. The same is true, except for the 3 month horizon in the United States, for the structured interest equation. The best overall performance is again obtained by the combination models, where the number of correctly forecasted interest rate changes is even higher for the 12 month horizon than for the 3 month horizon. Here on average two thirds of the forecasts of the direction of the interest rate change are correct. 
Conclusions
The comparative analysis of this paper shows that it is hard to beat the random walk when forecasting long-term interest rates. Especially when the forecasting horizon is relatively short -3 month -the random walk model and another, somewhat more sophisticated ARIMA-model almost consistently outperform other forecasting methodologies investigated in this paper. A combination of expert consensus forecasts and forecasts calculated by structured interest equations, where the explanatory variables are suggested by interest rate theories, comes second best in our assessment based on the criterion of lowest squared forecast errors. These combined models appear to beat the random walk more often when the longer forecasting horizon of 12 month is looked upon. In that case the additional information of other relevant leading macroeconomic variables and of (tacit) expert knowledge seems to pay off. We acknowledge that our assessment relates to a specific reference period (1989:1 -2003:4) and to a specific outside sample forecasting period (2003:5-2008: 3) , and that we only consider 5 major OECD countries with well developed capital markets (United States, Germany, United Kingdom, The Netherlands and Japan), so that in a strict sense, our results are only applicable to those periods and countries. However, the scope of our assessment seems sufficiently broad that our results may contribute to knowledge on the adequacy of forecasting methods. In that sense it corroborates with results from other studies that combination of forecasts may be useful to enhance the forecasting performance (see e.g. Den Butter and Van de Gevel (1989) , Den Butter and Van Dijken 1997) ).
The results of our assessment raises the question whether the whole industry of interest rate forecasting yields value for money now that it appears that simple time series models, which are to be constructed and maintained at low costs, show such good predictive performance on a relatively short horizon. Yet the fact that traders at the financial markets are willing to pay for these forecasts, and do not share them with their competitors, is a revealed preference. It may suggest that interest rate forecasts serve another aim than just be accurate with lowest possible forecast errors. Our alternative indicator of forecast performance, namely the relative amount of correct forecasts of the direction of change of the interest rate, shows that more sophisticated models using additional macroeconomic information and combining that information with expert knowledge, can be useful. A scope for future research is to see what alternative loss functions are relevant for interest rate forecasting at the financial markets. That would allow a cost benefit analysis of the forecasting industry.
ANNEX
The economic data we have incorporated in our data set have monthly frequency. For data that are available at a daily frequency (such as the interest rate time series and the oil price) we have calculated monthly averages. The consensus economic forecast is published around the third week of the month and are collected throughout the month, which approximates a monthly average as well. We have delayed the economic data with one month, since most data is published with one month delay. This is required to make sure that the data is actually available at the time of the forecast.
The data series have been collected from Bloomberg and Thomson Financial Datastream. The consensus forecasts have been collected from Consensus Economics.
