ABSTRACT A delay/disruption tolerant network (DTN) architecture where a ''store-carry-forward'' strategy is adopted for data transmissions can be utilized in vehicular ad hoc networks (VANETs). The key point of routing in DTN-enabled VANETs is to choose the best node and determine the best time to forward messages. Time-space graph models provide an idea of converting the dynamic routing problems into static ones in deterministic DTNs. But it is a challenge to predict vehicles' future positions in order to obtain the time-space graph. In this paper, to achieve the cost-efficient and reliable routing in DTN-enabled VANETs, a novel timeliness-aware trajectory data mining algorithm is proposed to predict nodes' future positions. A sparse time-space graph is then obtained, based on which, two routing heuristics are proposed. Simulation results demonstrate that our proposed routing algorithms ensure low cost and high reliability over time.
I. INTRODUCTION
Vehicular Ad Hoc Networks (VANETs) are self-organized networks where vehicles establish temporarily network connectivity for quick and cost-efficient distribution of data. Through efficient vehicle-to-vehicle communications, VANETs are able to provide traffic alert dissemination, dynamic route planning, context-aware advertisement and file sharing [1] - [5] , playing a crucial role in the construction of Intelligent Transportation Systems (ITSs). The design of routing protocols which can satisfy the throughput and delay requirements of applications in VANETs is a key point to support the ITS. However, considering the intermittent link connectivity and topology dynamics caused by the nodes' high-speed mobility, common IP-based routing protocols developed for traditional networks where at least one end-toend path between any source-destination pair exists are not suitable for VANETs. Fortunately, Delay/Disruption Tolerant Network (DTN) architecture where a ''store-carry-forward'' strategy [6] is adopted for data transmissions provides a solution for this problem. In this strategy, a node can store a message in its buffer, carries it while moving and forward it until a connection opportunity occurs. The DTN architecture has been widely adopted in extreme environments such as battlefields, wildlife tracking and deep space etc., whose effectiveness has been extremely verified.
The key point of DTN routing is to choose the best node and determine the best time to forward messages. A large amount of routing protocols in DTN-enabled MANETs have been developed, which contribute to the study of VANET. Epidemic routing was early recommended [7] , aiming to successful transmission by multiple copies. Although it can provide high message delivery ratios, the overall cost is high due to exponentially increasing buffer size. To decrease the cost, some improved opportunistic routing have been proposed in the literatures [8] - [11] , most of which achieve a compromise between the delay and overhead. Recently, taking full advantage of prior knowledge, time-space graph-based routing algorithms are proposed [12] . Compared to static graph, time-space graph models characterize DTN topologies in space and time dimensions, converting the dynamic routing problems into static ones. A shortest path between a sourcedestination node pair in time-space graph is shown in Fig. 1 . Although many works have verified the effectiveness of timespace graph models, most of them are applied to deterministic DTNs consisted of nodes such as buses or satellites which have fixed tours and schedules. Nevertheless, recent studies show that human mobility has a high percent of potential predictability [13] - [15] , which provides feasibility of applying predicted time-space graph models into time-evolving and predictable VANETs. But how to predict the vehicles' future positions in order to obtain the time-space graph? Prediction models such as Markov model [16] , spatiotemporal correlation model [17] , gray prediction model [18] , and data mining model [19] are widely used. In our previous study, we have proposed a semi-Markov model based algorithm to obtain a semi-deterministic time-space graph for predictable UAV networks, which have limited number of nodes [21] . Obviously, it is not suitable for VANETs since its complexity becomes extremely high when there are large number of nodes and contacts. Fortunately the advance in location acquisition technologies has generated a large amount of spatial trajectories representing the mobility of various moving objects, such as phones, vehicles etc.. The huge volume of trajectory data makes it possible to analyze the mobility patterns of these moving objects. Ning et al. [20] proposed the idea of trajectory data mining in VANETs, which is a technology that discovers mobility patterns of objects from their historic trajectory data and predict nodes' future position. How to develop a fast and accurate mining algorithm to extract effective information for nodes' location prediction from a great mass of trajectories is a great challenge for routing design in DTN-enabled VANETs. Extensive work has been done to parse the rules of historical movement trajectories for mobile objects, but seldom prediction models considered the time dimension which is a significant factor in DTNs. Beyond that, the other specific properties of DTNs such as limited energy of nodes and ever-changing reliability of links are also need to be considered in the routing design for VANETs.
In this paper, we propose two routing algorithms in DTN-enabled VANETs which take full advantages of the trajectory data mining technology and time-space graph model. We first design a novel timeliness-aware trajectory data mining algorithm based on association rule discovery, in order to mine frequent movement trajectories and generate movement patterns, so that nodes' future location can be predicted. Next, the time-space graph model is constructed according to the predicted spatial and time information, and we then generate a sparse graph where the reliability degree of links exceeds a given threshold. Finally, we design two routing algorithms based on the sparse graph model, and demonstrate the algorithm effectiveness by extensive simulations. Our contributions can be summarized as follows.
• Considering the effectiveness of frequent movement trajectories will be weakened over time, we proposed a timeliness-aware data mining algorithm that can predict nodes' future positions.
• Based on the predicted spatial and time information, a sparse time-space graph model is constructed to maintain dynamic VANET topologies in the cost-efficient and reliable manner.
• We design two novel routing algorithms based on the sparse time-space graph, and simulation results demonstrate that, compared with the benchmark, the improvement ratios of link overhead and reliability degree arrives up to 60% and 40%, respectively. The remaining paper is organized as follows. We summarize the related work in section II, and the timeliness-aware data mining method of trajectory prediction is proposed in section III. Section IV describes our designs of sparse graph model and routing algorithms. We demonstrate simulation results in section V, before concluding this paper.
II. RELATED WORK A. DTN ROUTING
According to whether prior knowledge is used, DTN routing protocols can be classified into three types, that is, proactive knowledge-based routing, model-based routing and opportunistic routing, as shown in Fig. 2 . As the names imply, the first one is appropriate for deterministic networks such as satellite networks and the second one applies to the networks where node mobility is with relax regularity, conforming to one mobile or social model. Since we consider the movements of nodes in the VANET follow a general rule, we would not cover the third one in detail.
1) PROACTIVE KNOWLEDGE BASED ROUTING
In deterministic networks such as satellite networks, each node owns proactive network knowledge including node movement pattern, node locations at future time and contact VOLUME 5, 2017 duration between any node pairs. The main point of proactive knowledge based routing is adding the time factor into network topologies. Jain et al. [22] first proposed a unicast routing based on proactive knowledge including contacts summary, contacts, queuing and traffic demand oracle. Thus, the routing issue could be transformed into a multicommodity flow problem and it aims to compute the minimum delay path for data. Merugu et al. [12] suggested a routing based on time-space graph for the satellite backbone network, where time-space routing tables are constructed by adding a time dimension. Since the node and time the message arrives at are recorded in the tables, shortest path from source to destination could be obtained in a further build time-space graph. With this, the time varying network is transformed into a classical static network problem, where Dijkstra's shortest path algorithm could be utilized. Besides, Fischer et al. [23] make the time discrete and proposed a predictable link-state routing based on a static topology snapshot sequence, under the consumption that the network topology is static in each time slot.
However, it has to be noted that the study of the proactive knowledge based routing are limited to the fully deterministic networks and are not appreciate for the large-scale integrated space/Air Information networks with heterogeneity.
2) MODEL-BASED ROUTING
Although the prior knowledge is not easy to obtain in most DTN networks, the node mobility or contact is with some imprecise regularity in some scenarios, with which the routing performance could be improved. Leguay et al. . [24] proposed a generic routing scheme called MobySpace, using a high-dimensional Euclidean space model constructed upon mobility patterns which are obtained by historic information. Messages will be forwarded to nodes which have smaller Euclidean distance from the destination by multi-hop. While the authors studied a routing where social and mobile models are used to predict the optimal relays in [25] . An association based contact prediction model was proposed in [26] and the evaluation showed that the accuracy of it is high enough. Based on the contact prediction, the authors designed a routing that controls replicas by contact probabilities and message delivery probabilities, greatly reducing the network overhead.
Most work studied predictions models for contact or node trajectory using historical information in the predictable DTNs. However, there is little work considering the time dimension that is a significant factor in DTNs, ensuring the timeless of the prediction.
B. ROUTING IN DTN-ENABLED VANET
DTN architecture allow VANETs to wait for a specific time period before transferring data. Various routing protocols which are involved in DTN enabled VANETs have been presented by researchers. In DTN enabled VANET, Kitani et al. [29] use the buses to collect traffic information from cars in their proximity and periodically disseminate the collected information to neighboring cars. They choose buses as message ferries mainly because the buses have regular routes. This scheme improves the efficiency up to 50%. Definitely, the performance is restricted heavily by the working periods and routines of the buses. Moreover, the intervals at each stop cannot be ignored, which also influences totally delay. Burgess et al. [30] proposed an algorithm for vehicular DTNs called Maximum Priority (MaxProp) which enables nodes to assign the priority to the packets. On the basis of the given priorities, each node can decide either transmit or drop the packet. In the VDTNs, the transmission duration and opportunities for each node are limited, the nodes move fast in sparse areas. The buffer of node is limited in real environment. So to decide the priority of packets in a buffer of nodes is important when performing efficient routing.
The RoadSide Units (RSUs) support communications between the vehicles and infrastructures. Probabilistic Bundle Relaying Scheme (PBRS) was proposed in [31] which makes RSUs to determine whether or not to release its data to a vehicle on the basis of certain criterion. PBSR calculates the release probability by utilizing the speed of vehicles. A faster node will be more likely to be selected since it can reach the coverage area of destination RSU earlier. This technique increase the transfer rate from source RSU to destination RSU. Yu and Ko [32] proposed a Fastest-Ferry Routing in DTN-Enabled VANET (FFRDV) protocol for sparse vehicular ad hoc networks under a highway road environment where vehicles are moving with high speeds and few traffic lights. In FFRDV, the roads are divided into the logical blocks based on geographic information. When an emergent event occurs, FFRDV selects message ferries which have the responsibility of relaying data by a velocity based strategy. Geographical opportunistic routing for vehicular networks (GeOpps) aims to enhance the performance of single-copy routing protocol in vehicular DTNs [33] . It uses the geo location of vehicles to forward geographical bundle opportunistically towards the final destination location. The vehicle that is heading towards or near the destination location of the bundle becomes the next bundle carrier. The Location and Direction Aware Opportunistic Routing (LDAOR) [34] method was proposed for the opportunistic VANET. The physical location and direction of vehicles are considered for choosing the best forwarder node. Although the delivery ratio and overhead in LDAOR is not significantly different from MaxProp, but the differences between LDAOR and MaxProp in terms of end-to-end delay, loss in buffers and aborted messages are considerable.
However, there is no work try to mine the movement patterns of vehicles, which is quite useful for predicting nodes' future positions and time-space models hence can not be utilized.
III. PREDICTION MODEL OF NODE MOVEMENT BASED ON TIMELINESS-AWARE ASSOCIATION RULES MINING
Since the future state of the moving objects could be affected by the previous movement state, Inspired by the viewpoint of things being generally associated, some researchers introduced association rules mining in predicting the motion tendency of moving objects [37] . In this section, we utilize this solution to predict the future locations of moving nodes in the DTN-enabled VANET.
A. ASSOCIATION RULES
An association rule reflects the relation between two different substances. Association rules mining is initially used to analyze the transactional retail data. By discovering the association between two different commodities in one customer's market basket, we speculate his buying habits, which could guide sales. The most classic example is the case of ''beer and diapers'' [36] . The Wal-Mart in America did a detailed analysis on the original transaction data within a year (an example of data is shown in Table. 1), and an unexpected finding was that beer was always bought along with diapers. In fact, it forms a simple association rule which could be expressed as ''diapers ⇒ beer''. With this association knowledge, the market could rearrange goods on shelves appropriately and place the associated products together, making the customers more convenient to buy and the sales surely rise.
Here are some basic concepts on association rules mining.
1) ASSOCIATIONS RULES DISCOVERING
As above, an association rule is expressed by X ⇒ Y , where X and Y are disjoint itemsets, i.e., X Y = ∅. The intensity of association rules can be measured by support and confidence degrees related to support count, which will be explained in detail next.
2) SUPPORT COUNT
The support count of the set of items X is defined as follows.
where, t i is the itemset with ID i recorded in the database; T is the set of all items; | • | is the element number in the set.
3) SUPPORT DEGREES
The support degree of the association rule X ⇒ Y is defined as,
4) CONFIDENCE DEGREES
The confidence degree of the association rule X ⇒ Y is defined as,
Specifically, for the association rule of {milk, diaper} ⇒ {beer} in the above table, the support count of the set {milk, diaper, beer} is 2, meanwhile, the total number of items is 5, therefore, the support degree of this association rule is 2/5 = 0.4. The confidence degree is the support count ratio of the set {milk, diaper, beer} over the set {milk, diaper}.
Since there are three itemsets (IDs: 3, 4, 5) containing {milk, diaper}, the confidence degree of this association rule is 2/3 ≈ 0.67.
5) FREQUENT ITEMSETS
For a given support threshold minsup, a frequent itemset is a set of items whose support degree is not lower than minsup.
6) ASSOCIATION RULES DISCOVERING
For a given set of several items in T , association rules mining refers to finding all rules whose support and confidence degrees are not lower than their thresholds minsup and minconf .
B. FREQUENT TRAJECTORIES MINING BASED ON ASSOCIATION RULES DISCOVERING
Moving objects are constantly changing in discrete or contiguous space along with time. For a moving vehicle, its trajectories follow some regularity, which is conducive to the prediction of its future position, depending on its historic trajectories. AprioriTraj [37] is the classical association rules mining algorithm tailored for mining frequent movement trajectories.
Definition 1 (Unit Movement Trajectory): given a trajectory with a definite length as a unit movement trajectory, the length of a trajectory t a is the number of unit trajectories it contains.
Definition 2 (Sub-Trajectory): If the node sequence of the trajectory t a is the sub-sequence of another trajectory t b , then t a is the sub-trajectory of t b , denoted as t a ⊆ t b , e.g., < P 4 , P 3 , P 2 > is the sub-trajectory of < P 1 , P 4 , P 3 , P 2 >.
Definition 3 (Trajectory Connection): for two non-unit movement trajectories with the same length t a =< P a 1 , P a 2 , . . . , P a k > and Table. 2. All unit movement trajectories belong to some trajectory. For a certain unit movement trajectory, we can build a trajectory identity list consisting of all trajectories that containing this unit movement trajectory. Taking the unit trajectory {A} in Table. 2 as an example, which is contained in the trajectories of 1 and 5, the trajectory identity list is {1, 5}. Then we can obtain the trajectory identity sets as shown in Table. 3. Based on the above definitions, the procedure of AprioriTraj is described as follows. Scan the database to find frequent unit movement trajectories, and put these unit trajectories into f 1 . Connect unit movement trajectories in f 1 , in order to generate the candidate set C 2 . Then, scan the database again to calculate the support degree of the movement trajectories in C 2 , delete infrequent trajectories from C 2 , and generate the set f 2 of frequent movement trajectories each with the length of 2. Utilize f k−1 to generate f k , and repeat this procedure until the frequent movement trajectories are no longer produced.
Although AprioriTraj removes infrequent movement trajectories, it still has some defects: 1) it has to scan the database for the generation of the set of frequent movement trajectories, and 2) the timeliness of the support degree is neglected, which makes the effectiveness of association rules mining gradually weakened over time.
C. TIMELINESS-AWARE FREQUENT TRAJECTORIES MINING
To overcome those imperfections of AprioriTraj, we propose a timeliness-aware frequent trajectories mining algorithm, which is shown in Algorithm 1. It is decomposed into two steps: 1) pre-process of movement trajectories. It aims to take the similar trajectories into a single one for simplification; 2) discovery of frequent movement trajectories. The purpose of this step is to find all frequent movement trajectories, each of which has the support degree not lower than the minimal threshold minsup; 
1) PRE-PROCESS OF MOVEMENT TRAJECTORIES
Before executing the movement trajectories mining, we first preform the pre-process of movement trajectories. Here, the j th movement trajectory a mobile node can be expressed as t j =< P However, this trajectory expression makes itself relatively dense in time and spatial dimensions, thus leading to the difficulty of analyzing common rules. Consequently, we preprocess the original data of movement trajectories: divide the given node-motion area into several squares with the same size, and a movement trajectory will pass through some of squares. As shown in Fig. 3 , the node-motion area is divided into four squares s 1 , s 2 , s 3 , and s 4 . Then, the movement trajectories < P 0 1 , P 0 2 , P 0 3 , P 0 4 , P 0 5 , P 0 6 , P 0 7 , P 0 8 > and < P * 1 , P * 2 , P * 3 , P * 4 , P * 5 > both can be expressed as < s 3 , s 4 , s 2 , s 1 >, i.e., they are transformed into the same trajectory. To further show the direction of the trajectory, we mark the edges between adjacent squares and the processed trajectory can be expressed as
where d i is a positive or negative sign representing t j passes through the edge e i along the positive or negative direction of axis. For example, the above trajectories can be expressed as < (e 2 , +), (e 3 , +), (e 4 , +) >. The pre-process operation generalizes the smaller set of original data owned by movement trajectories, which is easy for us to execute the following data mining of frequent movement trajectories.
After executing the pre-process of movement trajectories, we also have the following new definition.
Definition 7 (Adjacent Unit Movement Trajectories): t a =< E a
1 > and t b =< E b 1 > are two unit movement trajectories, and if they pass through two edges of the same square, then they are two adjacent trajectories.
2) TIMELINESS-AWARE FREQUENT TRAJECTORIES MINING ALGORITHM
As the effectiveness of frequent movement trajectories will be weakened over time, we introduce a timeliness factor here.
For all movement trajectories in the database, the generation time of the first and the last movement trajectories are time s and time e , respectively. We divide the duration from 
If the generation time of a historical movement trajectory t is within the period from T i to T j , it can be substituted by the middle time point (T i + T j −T i 2 ). Then, we have the corresponding timeliness factor as follows.
ag(t) =
Note that the numerator formula represents the difference between the generation time of trajectory t and the middle time point of the entire period for all trajectories in database. We can see that, the middle time point time m is a critical point, which means that the movement trajectory that generates before time m has a negative timeliness factor, and further, the value of ag(t) ranges from −0.5 to 0.5. That corresponds to the fact that the prediction accuracy for the motion of objects will become low as time goes on.
On the basis of the timeliness factor, we redefine the support degree of the trajectory t a in the following.
where, |D| is the total amount of movement trajectories. Hence for a trajectory t a , its support count is no longer the number of historical trajectories in the database which contains t a but taking the timeliness factor into account. Given the database D and the minimal threshold of the support degree supmin, we try to find the set of all frequent movement trajectories F through iterations. The steps are as follows:
Step 1: Scan the generation time of the historical movement trajectories in D, calculate the timeliness factor for each movement trajectory t a , according to Eq. (5), and update the support degree according to Eq. (6).
Step 2: Scan the database to find the set f 1 of frequent unit movement trajectories and build their trajectory identity lists Tid − List.
Step 3: If two frequent unit movement trajectories t a and t b satisfy definition 3, connect them into one trajectory with the length of 2. The set of movement trajectories derived by using this way is denoted as C. Compute the support degree of the movement trajectories in C according to Eq. (6). Then, delete the movement trajectories, each of which does not satisfy the threshold minsup, from C, in order to generate the set f 2 of frequent movement trajectories each with the length of 2.
Step 4: For all movement trajectories in f 2 , connect any two adjacent trajectories as the explanation of definition 7. Generate the candidate set C of frequent movement trajectories each with the length of 3. Then, go through the same process in step 2, in order to compute the corresponding support degree. Then, delete the movement trajectories, each of which does not satisfy the threshold minsup, from C , in order to generate the set f 3 of frequent movement trajectories each with the length of 3. We terminate the procedure until frequent movement trajectories are no longer produced. Finally, output the set F.
3) EXAMPLE OF THE TIMELINESS-AWARE FREQUENT TRAJECTORIES MINING
For easy understanding, we illustrate the executing process of Tid − Traj algorithm with an example. Giving a moving object database history data shown in Table 4 and a support threshold of 1/3, the frequent trajectory data mining process is shown in Figure 4 . Firstly, scan the data set to obtain all frequent unit trajectories and their Tid − List with a support value, E 1 : {1, 3, 4, 6} : 2/3, E 2 : {1, 2, 3, 6} : 2/3, E 3 : {1, 2, 3, 5} : 5/6, E 9 : {1, 3, 4, 5} : 2/3. Then emerge these trajectories according to Definition 6. For example, E 1 and E 2 are adjacent, then E1 ∧ E 2 =< E 1 , E 2 >, and the Tid − List of < E1, E2 > can be generated by the intersection of Tid − List of E1 and E2, {1, 3, 4, 6}{1, 2, 3, 6} = {1, 3, 6}. The support of < E 1 , E 2 > is 3/6 = 1/2. Repeatedly, 2-frequent trajectory set C2 can be further produced. Delete the trajectory < E 3 , E 6 > which is less than the support threshold and the frequent trajectory set f 2 is obtained. In f 2 , find the connectable trajectory to connect. For example, < E1, E2 > and < E2, E3 > can be connected as 
FIGURE 4.
Example of the timeliness-aware frequent trajectories mining. VOLUME 5, 2017 and its support value is 2/6 = 1/3. The trajectories generated after the connection are added to C 3 , and f 3 is generated by checking the support of the trajectories in C 3 . The trajectory in f 3 can no longer be connected, thus the process is ended.
D. PREDICTION MODEL OF NODE FUTURE MOVEMENT
Based on the timeliness-aware frequent trajectories mining algorithm, a prediction model of node future movement, which includes generation and matching of movement rules, is build. Specifically, it selects movement rules whose confidence degree not smaller than the minimal threshold minconf , from the frequent trajectories, and then guild to predict the future movement trends.
1) GENERATION OF MOVEMENT RULES
the movement rules are easily generated according to the set F determined by using the method in the last subsection. More specifically, for the frequent movement trajectory t i with the length of k, we divide it into (k − 1) pairs of short trajectories. If the trajectory pair (
≥ minconf , then the movement rule t 1 i ⇒ t 2 i generates.
2) MATCHING OF MOVEMENT RULES
for each node pair, give the current movement trajectory t p as the input. Select the movement rules with satisfying one of the following conditions: 1) in the movement rule t i ⇒ t j , t i is the sub-trajectory of t p , and the last item of the sequence that t i contains is the same as the one t p contains, e.g., t i =< B, C, D >, and t p =< A, B, C, D >; 2) in the movement rule t i ⇒ t j , t p is the sub-trajectory of t i , and the last item of the sequence that t p contains is the same as the one t i contains, e.g., t i =< A, B, C, D >, and t p =< B, C, D >; 3) in the movement rule t i ⇒ t j , t i is equal to t p . Sort the selected movement rules in terms of their confidence degree, and the t j of the movement rule t i ⇒ t j with the largest confidence degree is the output of the prediction.
IV. TIME-SPACE GRAPH MODELING AND ROUTING ALGORITHMS
According to the predicted results of future node movement obtained by our timeliness-aware frequent trajectories mining algorithm, we can get the location information of each node in future time slots. When the transmitting and receiving power are fixed, the distance between two nodes determines whether they are connected. Due to the high-speed motion of vehicular nodes, the topology of the VANET is varying. Therefore, a time varying graph model is constructed as shown in Fig. 5 (a) . To demonstrate the storage information in the graph under the 'store-carry-forward' mechanism of DTN architecture, it is turned into a time-space graph in Fig. 5 (b) . Then, we determine the reliable path with the minimal link overhead on the sparse graph model. The current time-space graph modeling assumed that the quality of predicted links was always guaranteed. But in fact, the predicted link still can be unreliable due to the attenuation characteristic of wireless channels. For this end, the parameter reflecting the reliability degree should be added into the link of time-space graphs. As a result, our objective is to determine a weighted sparse graph, where the reliability degree of the link between any node pair is not lower than the given threshold.
A. TIME-SPACE GRAPH MODELING
We imagine an integrated space/Air information network with n nodes and m time slots within a motion period. In the time-space graph, the topology can be represented by G (V , E) , where V = {v t j |j = 1, 2, . . . , n, t = 0, 1, . . . , m} is the virtual node set, and E is the virtual link set. The time-space graph has (m + 1) layers, each of which has a topology snapshot with n nodes. Specially, the link v
represents that the data is stored/carried by the node v i during the time slot t; v t−1 i → v t j represents that the data is delivered from the node v i to the node v j during the time slot t. As shown in Fig. 5 (b) , the green path tells us that: the data is carried by the node v 2 , during the first time slot, then is delivered to the node v 6 when t = 2, and finally arrives at the node v 7 , when t = 3.
FIGURE 5.
Illustrations of graph models.
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For the link e, the overhead of data forwarding or storage is denoted as c(e). Then, the total link overhead of the interconnected time-space graph G can be denoted as c(G) = e∈G c(e). In G, the path p G u,v with the minimal link overhead from the node u to the node v has the total link overhead c G u,v = e∈p G u,v c(e). We also introduce the reliability degree r(e) determined by the physical assessment device, for the link e. For the interconnected time-space graph G, we let the reliability degree of the node pair (u, v) has the reliability degree r G u,v = e∈p G u,v r(e), where p G u,v is the most reliable path from the node u to the node v. We determined the reliability degree of G as the minimal one among the reliability degrees of all node pairs. The sparse time-space graph G simplified from G has the following characteristics: 1) G is also interconnected; 2) the reliability degree of G is not lower than the given threshold; 3) G has the minimal total link overhead.
B. ROUTING ALGORITHMS
As the routing problem is always connected with the topology control problem, we prune links, transforming the time-space graph into a simplified but connected graph. Based on the traditional Backward-Forward method (BFM) [38] , we proposed two topology simplification algorithms in this section: the Union of Min Cost Reliable Path (UMCRP) and the Greedy with Min Cost Reliable Path (GMCRP) algorithms. The routing process is then accomplished in the simplified topology.
1) BACKWARD-FORWARD METHOD
Firstly, we give the description of BFM, whose idea is as follows: If we want to find a path from s to t, BFM first utilize the so-far explored path from s to an intermediate node u, and then select the least cost or the most reliable path from u to t.
2) UNION OF MIN COST RELIABLE PATH ALGORITHM
The main idea of UMCRP algorithm is to find a minimum cost reliable path for each node pair and take the union of them to form a subgraph which guarantee the overall reliability. It can be described by the illustration of Fig. 7 . There are three candidate paths from the node v 0 a to the node v 2 a . The reliability degrees of these paths are 1, 0.81, 0.64, respectively, from top to bottom, meanwhile, the total link overhead are 4, 6, 4, respectively. Assume that the reliability threshold is 0.7, then the undesirable path v 0 a → v 1 c → v 2 a will be removed. Select the path with the smaller link overhead in the rest of two paths as the final one, that is v 0 a → v 1 a → v 2 a . The UMCRP algorithm is shown in Algorithm 2. for all integer 1≤i, j ≤ |V 1 | do 4 :
Find the minimum cost reliable path P G BFP (v 0 i , v T j ) in X using Backward-Forward method. 6: end for 7: if e∈P G BFP (v 0 i , v T j )≥r and e / ∈G then 8: G =G {e} 9: end if 10: end for 11: Return G .
another routing algorithm that is Greedy with Minimum Cost Reliable Path (GMCRP) algorithm. The basic idea is as follows. We pick a path with the least cost among all minimum cost reliable paths between a node pair in each round. Then we add all links in the path into G and clear the costs of these links to zeros and remove this pair from X . Repeat this process until all node pairs are guaranteed to be connected. 
Algorithm 3 Greedy With Min Cost Reliable Path (GMCRP)
Require: The topology G , the Threshold value r. Ensure: The simplified topology G .
while X / ∈∅ do 4: Find the minimum cost reliable path P BFP (v 0 i , v T j ) in X using Backward-Forward method, and assume P g (v 0 i , v T j ) has the least cost among these paths; 5: if e∈P g (v 0 i , v T j )≥r and e / ∈G then 6: G ←e;
7:
end if 9: end while 10: end for 11: Return G .
V. SIMULATION RESULTS AND DISCUSSIONS
To evaluate the performances of our routing algorithms UMCRP and GMCRP, the benchmark is the Union of Least Cost Path (ULCP) algorithm that ensures the link overhead not the reliability is taken into account. The time-evolving network with the 10-node topology for data transmission, which is generated by a graph generator randomly. For the node pair v i and v j , we add the corresponding link with the probability δ. The smaller δ is, the more sparse topology we have. For the link in the time-space graph, the overhead is randomly selected from 1 to 50, while the reliability degree varies from 0.8 to 1.
First of all, we let the topology density increase from 0.2 to 0.8, in order to analyze the ratio of link overhead, ratio of link number, and the reliability degree over those time-space graphs. From Fig. 9 , we can see that, the ratios of link overhead and the amount of links both decrease followed by three routing algorithms, with the increment of topology density. This means that, three routing algorithms all simplify the topology based on the sparse graph model, when the topology density is large. Especially, ULCP has the lowest link overhead and the least number of links, because it merely considers the link overhead during the process of path computation. Compared with UMCRP, our GMCRP has the lower link overhead, since GMCRP removes unnecessary links from the time-space graph, which is more simplified than that produced by UMCRP. In addition, the reliability degrees of UMCRP and GMCRP are both higher than the given threshold, but ULCP does not. That is because ULCP does not consider the reliability in the process of graph simplification.
Next, when δ = 0.5 and the threshold of reliability increases from 0.2 to 0.8, we analyze the ratios of link overhead, amount of links, and the reliability degree over those under the case of the time-space graph without using any simplified operations. From Fig. 10 , we can see that, the ratios of link overhead and edge number both increase followed by three routing algorithms, with the increment of the threshold. We can also see that, ULCP has the lowest link overhead and the least number of links, because it merely considers the link overhead during the process of path computation. Compared with UMCRP, our GMCRP has the lower link overhead as the reliability degree threshold increases. In addition, the reliability degrees of UMCRP and GMCRP are both higher than ULCP.
Above all, the proposed routing algorithms can ensure the cost-efficient connectivity and high reliability of paths over time.
VI. CONCLUSION
In this paper, we have designed a timeliness-aware data mining algorithm to predict the future nodes' locations in DTN-enabled VANETs, and constructed the time-space graph according to the predicted results. Based on sparse graph models, the topology simplification and routing algorithms have also been proposed. The simulation results demonstrate that our proposed routing algorithms can ensure the cost-efficient connectivity and high reliability of paths over time.
