Given a birational normal extension O of a two-dimensional local regular ring (R, m), we describe all the equisingularity types of the complete m-primary ideals J in R whose blowing-up X = Bl J (R) has some point Q whose local ring O X,Q is analytically isomorphic to O.
Introduction
A sandwiched surface singularity (X, Q) is a normal surface singularity that can be projected birationally to a non-singular surface. From a more algebraic point of view, the local ring O of any sandwiched singularity is a birational normal extension of a two-dimensional local regular ring R. Once a sandwiched surface singularity has been fixed, in this paper we address the problem of describing the equisingularity classes of all its birational projections to a plane. The problem of classifying the germs of sandwiched surface singularities was already posed by Spivakovsky. As he claims in [14] this problem has two parts: discrete and continuous. The continuous part is to some extent equivalent to the problem of the moduli of plane curve singularities, while the main result of this paper solves completely the combinatorial part.
Any birational projection from a sandwiched singularity to a plane is obtained by the morphism of blowing up a complete m O -primary ideal in the local ring of a regular point O on the plane. Our goal is to give all the equisingularity types of these ideals. Namely, class of K.
If K is a weighted cluster, there is a well established notion for a germ of curve to go through K (which is a linear condition, see [1] 4.1), and the equations of all curves going through K define a complete m O -primary ideal H K in R (see [1] 8.3). Any complete m O -primary ideal J in R has a weighted cluster of base points, denoted by BP (J), which consists of the points shared by, and the multiplicities of, the curves defined by generic elements of J. Moreover, the maps J → BP (J) and K → H K are reciprocal isomorphisms between the semigroup I R of complete m O -primary ideals in R (equipped with the product of ideals) and the semigroup W (see [1] 8.4.11 for details). If p ≥ O, denote by J(p) the ideal in I R corresponding by the preceding isomorphism to the irreducible cluster K(p) ∈ W ending at p, that is, J(p) = H K(p) .
A couple of ideals J, J ′ in I R are equisingular if BP (J) and BP (J ′ ) are similar ( [1] 8.3). Notice that two equisingular complete ideals in I R have equisingular (that is, topologically equivalent) generic germs and equal codimensions ( [1] 8.3.9).
Sandwiched surface singularities
The main references here are [14] and [4] . If I ∈ I R , we denote by π I : X = Bl I (R) −→ S the blowing-up of I. The surface X is not regular in general, and its singularities are sandwiched singularities. Moreover, if K is the set of base points of I, we have a commutative diagram where the morphism f , given by the universal property of the blowing-up, is the minimal resolution of the singularities of X ([14] Remark 1.4). Let O be any singularity of X; then we say that I is an ideal for O. It follows that the exceptional divisor E O associated with the minimal resolution of O is a connected subset of the exceptional divisor E K . There is a bijection between the set of irreducible components of π −1 I (O) and the set of dicritical points of K = BP (I) (see [3, 11] ). This allows to write {L p } p∈K + for the set of these components on X. Because of this, we may think of O as a singularity obtained by contracting a connected curve (which will be called E O ) of E K containing no component with self-intersection −1 (such a component E p is necessarily the exceptional divisor of the blowing-up of some maximal point of K and thus, a dicritical point).
For any ideal J = p∈K + J(p) α(p) with positive α(p), we have an analytic isomorphism X ∼ = Bl J (R) (cf. [14] , Corollary I.1.5). Since we are interested in sandwiched singularities modulo analytic isomorphism, the relevant information we need to retain about K = BP (I) is, on one hand, its set of points K and, on the other, knowing which of the points 4 of K are dicritical (the rest being non-dicritical, of excess zero).
Enriques diagrams and dual graphs
We introduce the Enriques diagrams and the weighted dual graphs related to them. The Enriques diagrams are combinatorial objects that enclose the topological information of the clusters of infinitely near points in S, namely they represent the similarity classes of clusters.
A tree is a finite graph with a partial order relation ≤ between the vertices, without loops, which has a single initial vertex, or root, and every other vertex has a unique immediate predecessor. The vertex q is said to be a successor of p if p is the immediate predecessor of q. If p has no successors then it is an extremal vertex. The set of vertices of a graph will be denoted by the same letter as the graph itself. An Enriques diagram D ([2] Enriques IV.I, [1] Casas 3.9; see also [6] and [8] for a combinatorial presentation) is a tree with a binary relation between vertices, called proximity and denoted by → D , which satisfies:
1. Every vertex but the root is proximate to its immediate predecessor; the root is proximate to no vertex. 
If p is a vertex in D, we write r D (p) for the number of vertices in D proximate to p. A satellite vertex is said to be satellite of the last free vertex that precedes it. In order to express graphically the proximity relation, Enriques diagrams are drawn according to the following rules:
1. If q is a free successor of p then the edge going from p to q is smooth and curved and, if p is not the root, it has at p the same tangent as the edge joining p to its predecessor.
2. The sequence of edges connecting a maximal succession of vertices proximate to the same vertex p are shaped into a line segment, orthogonal to the edge joining p to the first vertex of the sequence.
If K is a cluster, there is an Enriques diagram D K naturally associated with it by taking one vertex for each point of K and the proximity of the cluster as the proximity Incidence between the irreducible components of a divisor E on a surface is usually represented by means of the weighted dual graph of E. It is defined by taking a vertex for each component of E, and by joining two vertices by an edge if and only if the corresponding components of E meet; each vertex is weighted by taking minus the self-intersection of the corresponding component. If D is the Enriques diagram of a cluster K, the (weighted) dual graph of D, denoted by Γ D , is the weighted dual graph of the exceptional divisor E K (which has no loops). Since the information enclosed in the weighted dual graph is the same as that contained in the intersection matrix of K, this definition is consistent. Remark 1.1. The similarity class of a cluster may be represented either by its Enriques diagram or by its weighted dual graph, since from the intersection matrix the ordering ≤ (of being infinitely near) and the proximity may be inferred. In fact, this is also true for rational surface singularities. From the intersection matrix A of a rational surface singularity, the fundamental cycle Z may be computed (see [10] Theorem 4.2) and from it, the order of the blowing-ups performed to resolve the singularity: the negative entries of AZ correspond to the exceptional components having appeared in the last blowing-up (cf. Theorem 1.14 of [13] ). It is worth noticing that the proximity of D cannot be recovered in general only from its dual graph without weights (see [1] 
4.4).
A non-singular graph is the weighted dual graph of some Enriques diagram (cf. [14] ). The vertex in Γ D corresponding to p in D will be denoted by p, written in roman font. A chain ch Γ (q, p) of a graph Γ without loops is the subgraph composed of all vertices and edges between the vertices q, p ∈ Γ; it will be described by the ordered sequence of vertices between q and p, and d Γ (q, p) will denote its length. Two vertices q, p ∈ Γ are adjacent if d Γ (p, q) = 1; a vertex is an end if it is adjacent to only one vertex. A weighted subgraph of a weighted graph Γ is a subgraph of Γ whose vertices have the same weights as Γ.
The following result describes the proximity relations between the vertices of a chain:
two vertices of an Enriques diagram D, and consider the non-singular graph
Moreover, all the vertices of ch Γ (q, p) correspond to vertices in the same branch of D.
Proof. The first assertion of (a) is just Lemma 3.2 of [5] .
; in any case, either u is infinitely near to v or viceversa, and hence u and v cannot belong to different branches of D. Now, we prove (b). First of all, note that for any i ∈ {0, . . . , n} either u i is proximate to u i+1 or viceversa (cf. 1.2). By (a), u 1 is necessarily infinitely near to u 0 and so, proximate to it. If each u i+1 is proximate to u i , the first claim is obvious by taking i 0 = n + 1. Assume that there exists some i ∈ {1, . . . , n} such that u i is proximate to u i+1 , and take i 0 to be minimal with this property. We claim that u k+1 → D u k for k ∈ {0, . . . i 0 − 1}, and u k → D u k+1 for k ∈ {i 0 , . . . , n}. To show this, assume that there exists some j ≥ i 0 + 1 such that u j+1 → D u j and take j 0 to be minimal. Then, both u j 0 −1 and u j 0 +1 are proximate to u j 0 and, since they are adjacent to it, they are maximal among the vertices of D proximate to u j 0 . However, by (a) they are in the same branch of D, so they must be equal, which is impossible. Note that u i 0 is the maximal point in D among the vertices belonging to ch Γ (q, p). By (a) we know that every u j , j ≥ i 0 is infinitely near to q. Write u σ(j) for the maximal vertex in D among the vertices belonging to ch Γ (q, u i 0 −1 ) such that u j is infinitely near to it. By (a) applied to ch Γ (u σ(j) , u j ) and the maximality of u σ(j) , necessarily u σ(j)+1 is infinitely near to u j and, because u σ(j)+1 is proximate to u σ(j) , so is u j . This completes the proof.
The resolution graph of a sandwiched singularity O is the weighted dual graph of the exceptional divisor of the minimal resolution of O. These graphs are called sandwiched graphs and they are characterized as the weighted subgraphs of some non-singular graph containing no vertices of weight 1 (see [14] Proposition II.1.11; cf. forthcoming 1.4). In particular, the graph obtained from a sandwiched graph by removing an end is still a sandwiched graph. Proof. To exhibit the tree structure of C, we will prove that 1. there is a unique minimal element of C by ≤, which is taken as the root of C;
2. for any p ∈ C, its immediate predecessor in C is the maximal element of {q ∈ C : q < p}.
Suppose that p and q are two different minimal vertices in C, and write w for the maximal vertex in D(p) ∩ D(q) (this is, the maximal vertex which both q and p are infinitely near or equal to). Then, as Γ D contains no loops,
and, by the connectivity of Γ C , we infer that w ∈ C, contradicting the minimality of q and p. We denote by O C the minimal vertex of C, which is set as the root of C. On the other hand, if p ∈ C, p = O C , the vertices in D(p) are totally ordered by the natural ordering ≤ of D. Hence, there exists a unique immediate predecessor of p, which is the maximal element of {q ∈ C | q < p}, and this proves (a). Now, to prove (b), we show that → C defined as above is a proximity relation for C. Since the root is the minimal vertex of C, it is clear that it is proximate to no other vertex of C. If p = O C , its immediate predecessor q 0 in C is the maximal element of {q ∈ C | q < p}; hence q 0 < p and q 0 ∈ C. Then (b) Figure 1 ). In particular, if I ∈ I R is an ideal for O with Enriques diagram D, the set of points of K = BP (I) corresponding to the vertices of C does not constitute, in general, a subcluster of K. In [14] Corollary II.1.14, Spivakovsky introduced a type of birational projection into a plane that could be achieved for any sandwiched singularity. Namely he showed that, once a sandwiched surface singularity O is fixed, an ideal I ∈ I R can be chosen in such a way that:
Lemma 2.7. Let C be a contraction for Γ O associated with an Enriques diagram D. Then for any vertex
(i) O is the only singularity of X = Bl I (R);
(ii) the strict transform (by the minimal resolution of X) of any exceptional component of π
is a curve of the first kind, that is, the strict transform by f (see diagram 1.1) of any L p with p ∈ BP (I) + has self-intersection equal to −1.
An ideal satisfying the above conditions (i) and (ii) (cf. Let p ∈ K + and assume that there exists some q ∈ K infinitely near to p. We may assume that q is an immediate successor of p. Then, ω Γ D (p) = r D (p) + 1 ≥ 2 against condition (ii). Therefore, p must be maximal in K. Now, assume that p is satellite, proximate to u 1 and u 2 . Then, p ∈ ch Γ D (u 1 , u 2 ). Necessarily, u 1 and u 2 are not dicritical points of K and thus, u 1 , u 2 ∈ Γ O . If follows that p ∈ Γ O against the assumption p ∈ K + .
Conversely, if the dicritical vertices of D are free and extremal, the union of the nondicritical vertices of Γ D is connected and hence X has only one singularity. Moreover, as above, the self-intersection of the strict transform on S K of any component L p with p ∈ K + is −1. Proof. By virtue of 2.8, any dicritical point of D is free and extremal. Therefore, for any p ∈ C, there are exactly ω Γ O (p) − ω Γ C (p) of these vertices in the first neighborhood of p. This gives both claims.
Next result is a sort of converse of Lemma 2.7:
Corollary 2.10. Let C be an Enriques diagram and assume that the dual graph Γ C equals 
Contractions for a sandwiched surface singularity
In this section we describe all the contractions for a given sandwiched surface singularity O. Observe that, by virtue of 2.9 and 2.11, this is equivalent to listing all the equisingularity classes of the S-ideals for O.
Suppose that the resolution graph Γ O has n vertices and that v is an end of Γ O = Γ n . The weighted graph obtained by removing v is again a sandwiched graph and will be denoted by Γ n−1 (see §1.3). We want to detail a procedure to obtain all the contractions for Γ n from the contractions for Γ n−1 . Then, by induction on n, the whole list of contractions for a given sandwiched singularity will be inferred just from its resolution graph.
The first result of this section describes how the vertex v looks like in any contraction: Proof. Assume that v is satellite, proximate to the vertices u 1 and u 2 in C, and suppose that u 2 is proximate to u 1 . We will show that v ∈ ch Γ C (u 1 , u 2 ), thus contradicting that v is an end, and proving the first claim. Consider the Enriques subdiagram C(v) of C comprising all the points preceding or equal to v. In particular, u 1 , u 2 are both in C(v), and v is maximal among the points of C(v) proximate to u 1 , and also to u 2 . Hence, as vertices of Γ C(v) , v is adjacent to both u 1 and u 2 and so, v ∈ ch Γ C(v) (u 1 , u 2 ). Now, the rest of vertices of C \ C(v) all lie after some vertex of C(v), giving rise to blowing-ups of extra points. The combinatorial effect of these blowing-ups is translated in the dual graph by the elementary modifications introduced in I.1.5 of [14] , those of the first kind corresponding to the blowing-ups of free points while those of the second kind to the blowing-ups of satellite points. From their definition, it is immediate that these modifications respect the property of being in the chain determined by two vertices already in the graph. For the second claim, let q be the only vertex in Γ O to which v is adjacent, and assume that v is not the root of C. We distinguish two cases. The first one is when v is maximal among the points in C proximate to q. Since v is an end, there are no vertices in C proximate to v and v is an extremal vertex of C. The second case is when q is maximal among the points in C proximate to v. Since v is and end, v must have a unique successor, say w, preceding q. Denote by u the immediate predecessor of v. Since v is free and v is adjacent only to q, v cannot be the last point in C proximate to u. Hence w must be proximate to u and so w is satellite of v. This completes the proof.
The following result shows how to construct a contraction for Γ n from a contraction for Γ n−1 . Moreover, any contraction for Γ n can be obtained in this way. 
and q 1 → C ′ q 0 , then set q i → C v for all i ∈ {1, . . . , r}, and either set q 0 → C v, provided q 0 is the root of C ′ and r < ω Γn (v) − 1 (with v becoming the root of C), or
Then C is a contraction for Γ n . Moreover, any contraction C for Γ n can be constructed from some contraction C ′ for Γ n−1 as above.
Proof. Clearly C defined as above satisfies Γ C = Γ n and ω Γ C (p) ≤ ω Γn (p) at each vertex p ∈ C. Thus, invoking 2.10 and 2.11, the first claim follows. By virtue of 3.1, the vertex v of C corresponding to v is either free or the root of C. Since v is adjacent to u in Γ n , there are only two possibilities for their corresponding vertices in C:
Case 1: v is maximal among the vertices in C proximate to u. Hence v cannot be the root of C, and by 3.1 v is free. Moreover, v is an extremal vertex of C: otherwise, 3.1 implies that v has a unique successor, which is satellite of v and thus proximate to u, contradicting the maximality of v among the vertices proximate to u. Therefore the set of vertices of C ′ = C {v} is connected and has a tree structure. By considering the restriction of the proximity of C to C ′ , C ′ becomes an Enriques diagram. Clearly the graphs Γ C ′ and Γ n−1 are equal (disregarding weights). Observe that r C ′ (u) = r C (u) − 1 and that
for any q ∈ C ′ {u} and
Thus, invoking 2.10 and 2.11, C ′ is a contraction for Γ n−1 . Finally, notice that the Enriques diagram C is obtained from C ′ by the procedure of the first rule of the statement, and we are done in this case.
Case 2: u is maximal among the vertices in C proximate to v. Let p 1 , . . . , p j = u be the vertices in C preceding or equal to u which are proximate to v. First of all, we define on the set of vertices of C ′ = C {v} a tree structure. We distinguish two cases:
2.1. If v is the root of C, then take p 1 as the root of C ′ , and for any q ∈ C ′ {p 1 } declare that p is the immediate predecessor of q in C ′ if and only if p is the immediate predecessor of q in C.
2.2.
Otherwise, take the root of C as the root of C ′ ; for any q ∈ C ′ {p 1 } declare that p is the immediate predecessor of q in C ′ if and only if p is the immediate predecessor of q in C; declare that the immediate predecessor of p 1 in C ′ is the immediate predecessor p 0 of v in C.
Restrict the proximity of C to C ′ , namely, for any q, q ′ ∈ C ′ set q → C ′ q ′ if and only if q → C q ′ . Let us check that it satisfies the properties 1 to 3 of a proximity (see §1.3).
In the first case (where v is the root of C) these properties are clearly satisfied. In the second case, the only condition that must be checked is property 1 for the vertex p 1 , namely, that p 1 → C p 0 . Since p 1 is a successor of v in C, by 3.1 we infer that p 1 is satellite of v. Thus p 1 is satellite in C: p 1 is proximate to its immediate predecessor in C, which is v, and to some point of C, say p; moreover, v must be proximate to p, as well. Since v is proximate to p 0 , we infer that p = p 0 and p 1 → C p 0 , as desired. Therefore C ′ is an Enriques diagram, whose dual graph Γ C ′ equals Γ n−1 disregarding weights. Observe that r C ′ (p 0 ) = r C (p 0 ) − 1 and r C ′ (q) = r C (q) if q ∈ D, q = p 0 . Applying 1.2, we have
for any q ∈ C ′ {p 0 } and
Thus, invoking 2.10 and 2.11, C ′ is a contraction for Γ n−1 .
Finally, it remains to show that the Enriques diagram C may be obtained from C ′ by the procedure of the second rule of the statement. Indeed, according to the proximity defined in C ′ , notice first that {u = p j → C ′ · · · → C ′ p 1 } is a chain of free vertices in C ′ preceding or equal to u, and that p 1 is the root of C ′ if and only if v is the root of C. On the other hand, recall that the proximity relations in C involving the vertex v are
and the further proximity relation v → C p 0 must be added in case p 1 is not the root of C ′ . This is exactly what performs the operation of the second rule, and we are done.
The whole list of contractions for Γ O are obtained by applying recursively the rules of 3.2. Let us just sketch the main steps of an implementation of this procedure. Each step of this procedure adds a new vertex keeping the proximities already defined. The idea is that the bigger the weights of Γ O are, the more Enriques diagrams for O can be found.
Step 1. Choose any vertex of Γ O , say p 1 , and take
Step i. Assume that Γ i−1 , C i−1 have been obtained, where Γ i−1 is a subgraph of Γ O . Choose a vertex p i adjacent to some q ∈ Γ i−1 . The graph Γ i is obtained by adding p i with weight ω Γ O (p i ) to Γ i−1 , adjacent to q; the new Enriques diagram C i is obtained from C i−1 by adding p i according to one of the rules of 3.2:
. . , r}, and either set
The procedure stops at step n, the number of vertices of Γ O . At this point, the obtained weighted graph Γ n equals Γ O , and the Enriques diagram C n is just a contraction for Γ O . Remark 3.3. At any step of the procedure, there may be several choices to add a fixed new vertex (for example, we may apply either rule 1 or 2 to add the vertex p i to C i−1 ). In order to obtain the whole list of all the contractions for Γ O , all these possibilities must be performed. It might also happen that an Enriques diagram C i−1 to which the new vertex cannot be added is reached. This means that no Enriques diagram for O with the subset of proximities of C i−1 exists. Remark 3.4. Minimal singularities are rational surface singularities whose fundamental cycle is reduced. They are characterized as those sandwiched singularities that can be obtained by blowing up a complete ideal all whose base points are free (see [12] 2.5; cf. [14] ). As a consequence of our results, a sandwiched surface singularity O is minimal if and only if there exists a contraction for O that is obtained by applying the first rule at each step of the above procedure. Example 3.5. Let O be a singularity whose resolution graph is shown at the bottom of Figure 3 .5. By applying the procedure just described, we obtain the whole list of contractions for O. The S-Enriques diagrams shown in Figure 2 are obtained by adding free successors to them as explained in (b) of 2.9. Proof. For the first assertion, we need to find a marked subdiagram E of D which is an extension of C. Take F = {p ∈ D : p is proximate to some q ∈ C}, and define E = (E, ρ E ), where E = C ∪ F and ρ E is the restriction of ρ D to E. Notice that E is a connected subtree of D since, if p is proximate to some q ∈ C, then any vertex in D(p) infinitely near to q is also proximate to q. Hence, E together with the proximities inherited from the proximity of D is an Enriques subdiagram of D. Furthermore, E is a marked subdiagram of D.
Moreover, by 1.2, the cardinality of F equals λ := λ C . Denote the vertices of F by {p 1 , . . . , p λ } so that p i is not infinitely near to p j if j > i. Write E λ := E and for 1 ≥ i < λ, define, recursively E i as the marked Enriques diagram obtained from E i+1 by deleting p i (and keeping the restricted proximity and marking map; the successors of p i become successors of the immediate predecessor of p i ). Notice that the E i are the marked Enriques diagrams generated by the procedure detailed above to reach E, proving that E is an extension of C, as wanted.
For the converse, let E = (E, ρ E ) be an extension of a contraction C for O. Thus, by 2. We have already pointed out that sandwiched singularities are normal birational extensions of the regular ring R. If R ⊂ O is such an extension, there exists a complete ideal I ⊂ R such that O = R[I/a] N Q , where N Q is a height two maximal ideal in R[I/a] containing m R (the maximal ideal of R), and a is a generic element of I (see [7] ). R is said to be maximally regular in O if there is no other regular ring R ′ such that
Write D I for the marked Enriques diagram of the base points of I. Let E and C be the extension and the contraction for O associated with D I . Then, by virtue of 4.2, D I can be thought as being constructed from E by adding new vertices which are infinitely near to some dicritical vertex of E and not proximate to any vertex of C, or preceding the root of C (notice that in any case, the proximities of E, and hence also the proximities of C, are preserved). Moreover, R is maximally regular in O if and only if the root of D I equals the root of E, i.e. no vertices have been added to E preceding the root. 
