Abstract-An adaptive amplitude normalized nonlinear gradient descent (AANNGD) algorithm for the class of nonlinear finite impulse response (FIR) adaptive filters (dynamical perceptron) is introduced. This is achieved by making the amplitude of the nonlinear activation function gradient adaptive. The proposed learning algorithm is suitable for processing of nonlinear and nonstationary signals with a large dynamical range, and removes the unwanted effect of saturation nonlinearities. For rigour, sensitivity analysis is performed and the improved performance of the AANNGD algorithm over the standard LMS, NGD, NNGD, the fully adaptive NNGD (FANNGD) and the sign algorithm is verified by simulations on nonlinear and nonstationary inputs with large dynamics.
I. INTRODUCTION
Real time signals are often nonstationary and nonlinear which makes the processing increasingly difficult. To that cause, neural networks have been employed as nonlinear adaptive filters [1] . Standard linear and nonlinear adaptive filtering methods based on gradient descent have been applied to such signals, with a wide range of applications in signal processing, control and time series analysis. Applications include system identification, denoising, and equalization. Since nonlinear models are more general, here we consider a simple nonlinear finite impulse response (FIR) filter realized as a dynamical feedforward perceptron, shown in Figure 1 . It consists of a standard FIR filter follows by a saturation type nonlinearity Φ, typically a sigmoid. The Gradient Descent algorithm (NGD) introduced for this nonlinear neural filter suffers from slow convergence. To this cause Normalized Nonlinear Gradient Descent (NNGD) algorithm [2] with an adaptive learning rate was derived. The learning rate of the NNGD varies according to the tap input power at the filter input. However the NNGD algorithm does not cater for large signal dynamics. Namely for NNGD to operate properly, the signals should be rescaled and standardised to the range of the nonlinear activation function.
Therefore, there is a need to introduce an algorithm that allows for large and unknown signal dynamics. Having a learning algorithm with gradient adaptive amplitude of the nonlinear activation function of a neuron can help to solve these problems. In this paper, we extend the derivation of the Normalized Nonlinear Gradient Descent (NNGD) algorithm [2] , which was proven to provide fast convergence for a simple nonlinear FIR filter and introduce a gradient S.L. Goh and Danilo P. Mandic is with the Imperial College London. Milorad Bozic is with University of Banjaluka.
adaptive amplitude of the activation function. This way, the Adaptive Amplitude Normalized Nonlinear Gradient Descent (AANNGD) learning algorithm is introduced. To deal with the increased computational complexity, a class of sign algorithm is further introduced in this context. The analysis is supported by examples of nonlinear prediction and Monte Carlo analysis. The paper is organised as follows, Section I. is the introduction, Section II. provides the NNGD and FANNGD algorithm, Section III. explains the AANNGD algorithm, Section IV. is on the sign algorithm, Section V. is on the sensitivity and robustness of the AANNGD, Section VI. presents the experimental results and the final section is on conclusions.
II. NNGD AND FANNGD ALGORITHM
The goal of nonlinear stochastic gradient descent algorithm for a structure in Figure 1 is to minimise the instantaneous squared prediction error, e(k) for which the cost function is given by
The instantaneous output error e(k) can be expressed as
whereas the weight update equation of such an NNGD algorithm is given by
where d(k) the desired output of the network
is the input to the filter and the weight vector is given by
is the nonlinear activation function, (·) T is the vector transpose and η(k) the learning rate. To obtain an adaptive learning rate algorithm (NNGD), expand the instantaneous output error via Taylor series expansion [2] 
where h.o.t. denotes the higher order terms (the remainder of the Taylor series expansion). From equation (2), the first partial derivatives in equation (4) can be obtained as
whereas weight update for i = 1, 2, . . . , N is given by
if for simplicity, the second and higher order derivatives in (4) is neglected, the a posteriori error term is then
Finally from (7), the a posteriori output error e(k + 1) is minimised for
which is actually the learning rate of the NNGD algorithm. Factor C is included to balance for the truncation in the derivation of NNGD, and for simplicity the value C was chosen to be a small positive value in order to ensure that the algorithm will not diverge [3] . However the value of C is critical to the performance of the NNGD.
A truncated Taylor series expansion in the residual error term (7) is often not good enough an approximation especially in the case of nonlinear and nonstationary signals. To further improve the performance of NNGD and to compensate for the independence assumption in its derivative parameter C is made gradient adaptive to produce a fully adaptive normalized nonlinear gradient descent algorithm (FANNGD) [4] . A sequence C(k) is obtained from a simple update [4] 
where according to the gradient rule, the update of ∆C(k) is given by
Here, µ is a small positive constant that represents the step size of the algorithm and the initial value C(0) is chosen to be a small positive value. For simplicity, denote Φ (x T (k)w(k)) = Φ (k). The gradient of the cost function with respect to C(k) is given by [3] 
Substituting (11) into (9), we obtain the gradient adaptive
Variable C(k) as derived in (12), replaces the static C in (8) to yield
However although fast converging, this algorithm works only standardised inputs. 1 To design a filter that is able to cope with nonlinear, nonstationary signal which exhibit large dynamics, we propose the adaptive amplitude normalized gradient descent (AANNGD) algorithm where the amplitude of the activation function, Φ(x T (k)w(k)), is made gradient adaptive.
III. THE ADAPTIVE AMPLITUDE NORMALISED GRADIENT DESCENT ALGORITHM
The goal of the adaptive amplitude algorithm is to obtain an activation function that adapts its amplitude according to the dynamics of the input signal. This way we can perform adaptive filtering on any input with an unknown range. Thus we can rewrite the activation function as [5] Φ
where λ is the variable that changes the amplitude of
is the activation function with the unit amplitude. Thus if λ = 1, we will have
The update for the gradient adaptive amplitude is given by
where ∇ λ E(k) denotes the gradient of the objective function, E(k), with respect to the amplitude of the activation function, λ and ρ denotes the step size of the algorithm which is chosen to be small positive constant. Thus, we obtain the gradient of the objective function, E(k) as
The Adaptive Amplitude Normalized Nonlinear Gradient Descent learning algorithm (AANNGD) for a nonlinear feedforward dynamical perceptron employed as a nonlinear adaptive FIR filter now becomes
1 Standardisation to zero mean and unity standard deviation can be per-
IV. SIGN ALGORITHMS By applying sign algorithms we are able to relax the complexity imposed by the derivation of the adaptive learning rate in the algorithm. In this case, vector x(k) is a regressor composed of input samples to which the sign operator is applied component-wise. The sign algorithm is also applied to the adaptive amplitude λ. The sign-sign algorithm (SSAAN-NGD) is given by [6] [7]
The signed regressor algorithm (SRAANNGD) is obtained by applying the sgn function to the regressor only and is given by
Finally the signed error algorithm (SEAANNGD) is obtained by applying the sgn function to the error term and is given by
V. SENSITIVITY AND ROBUSTNESS OF AANNGD
To evaluate the dependence of the performance of the AANNGD on the choices of parameters η and ρ, we provide a simplified analysis of sensitivity of the cost function with respect to these parameters. The partial derivative of the cost function with respect to the learning rate parameter η is given as
The partial derivative of the cost function with respect to stepsize ρ, we have
By looking at the ratio between
, it is obvious that the AANNGD is more sensitive to the change in the learning rate η that governs the weight adaptation. To assess robustness to the choice of initial amplitude λ(0), an experiment was carried out which was based upon the measurement of the prediction gain R p = 10log 10 σ 
VI. EXPERIMENTAL RESULTS
For the experiments the amplitude of the input signals were scaled to be within the range [0, 0.1] and the nonlinearity at the neuron was chosen to be the logistic sigmoid function,
with a slope, β = 1, and an initial amplitude λ(0) = 16 . The step size of the adaptive amplitude was chosen to be ρ = 0.15. For the FANNGD algorithm, we choose µ = 0.01 and C(0) = 0.1. The tap input was of order N = 4. The input signal was a fourth-order autoregressive (AR) process with white Gaussian noise as the driving input. The noise is normally distributed N (0, 1). The stable AR filter model is given as
The nonlinear filter model is given by
Monte Carlo analysis of 100 iterations was performed on the prediction of the input signal. Firstly we generate the convergence curves for the standard Least Mean Square (LMS), Nonlinear Gradient Descent (NNG), and Normalized Nonlinear Gradient Descent (NNGD) algorithm on nonlinear input (24). The result is shown on Fig. 3 . We can observe that NNGD converges more rapidly and have better performance than the LMS and NGD algorithm. The LMS algorithm outperforms the NGD due to large dynamics of the input.
In the next stage we employ an adaptive amplitude to the standard NGD and NNGD to examine their performance. Fig.  4 shows the performance curves for the Adaptive Amplitude Nonlinear Gradient Descent (AANGD), the Fully Adaptive Normalized Nonlinear Gradient Descent (FANNGD) and the Adaptive Amplitude Nonlinear Gradient Descent (AANNGD) algorithm on nonlinear input (24). The result showed that AANNGD converges more rapidly than FANNGD. This way it is proven that by having an adaptive amplitude of the activation function, the performance improves. Finally, we simplify the AANNGD algorithm by using the sign algorithm. Fig. 5 shows the effect of applying the sign algorithm into the AANNGD algorithm. On the graph, label (1) denotes sign-sign algorithm, (2) sign-error algorithm, (3) sign-regressor algorithm, and (4) the original AANNGD algorithm. From Fig. 5 , we see that the sign-sign algorithm exhibits similar performance to that of AANNGD and the rest of the sign algorithm has poorer performance than AANNGD. Hence, by employing a signregressor algorithm the performance is as good as that of the AANNGD algorithm. Fig. 6 shows the response tested on a nonstationary speech signal. It is clearly shown that AANNGD adapts the amplitude of the nonlinearity according to the amplitude of the signal. We can deduce from the λ(k) graph that when the speech amplitude is constant (meaning no speech activity), λ does not change either. As the speech amplitude varies, λ will also vary accordingly. As the number of iterations increases, the amplitude of λ will increase gradually. Table 1 shows the computational complexity for each algorithm used. The table illustrates the significant difference in computational complexity between the various nonlinear gradient descent NGD algorithms used in this paper. From the Table, we can deduce that the sign algorithms used less multiplication cycles as compared to the original algorithms. been demonstrated that using a gradient adaptive amplitude improves the performance of the NNGD algorithm when dealing with inputs with large and unknown dynamics, without changing the order of computational complexity. The AAN-NGD has been shown to be robust to the initial choice of the amplitude λ(0). Experimental results show that AANNGD outperform the LMS, NGD, NNGD and FANNGD algorithm on nonlinear input. To reduce the computational complexity, a class of sign algorithm has been derived and applied to AANNGD which shows performance similar to that of a standard AANNGD.
