Abstract-We show that the state complexity profile of a convolutional code is the same as that of the reciprocal of the dual code of in case that minimal encoders for both codes are used. Then, we propose an optimum permutation for any given ( 1) binary convolutional code that will yield an equivalent code with the lowest state complexity. With this permutation, we are able to find many ( 1) binary convolutional codes which are better than punctured convolutional codes of the same code rate and memory size by either lower decoding complexity or better weight spectra.
I. INTRODUCTION

C
ONVOLUTIONAL codes are widely used in many digital communication systems for increasing the reliability of transmission due to the fact that convolutional codes have regular trellis structures and hence can be decoded by Viterbi algorithm [1] . For applications which require high coding rates, punctured convolutional codes [2] which are obtained from periodically puncturing some bits from mother codes of low coding rates are usually considered. A punctured convolutional code can be decoded by Viterbi algorithm using the decoding trellis of its mother code. Good punctured convolutional codes have been found by several researchers [2] - [7] . In particular, some of the best known punctured codes can be found in [7] . In this paper, we will show that the punctured convolutional code may not be the best choice if a rate 1 convolutional code is needed.
Linear block codes can be represented by trellises [8] - [15] . In [8] , Forney introduced the minimal trellis construction for the linear block code, which minimizes the number of vertices (states) at each depth, as claimed by Muder [9] . Similar concepts can be extended to the "minimal trellis" [17] of convolutional codes. Minimal trellises for convolutional codes constructed from the parity check matrices and from generator matrices have been, respectively, investigated by Sidorenko and The authors are with the Department of Electrical Engineering, National Taiwan University, Taipei 106, Taiwan, R.O.C. (e-mail: tang@eagle.ee.ntu.edu. tw; mclin@cc.ee.ntu.edu.tw).
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Zyablov [16] and McEliece and Lin [17] . The state spaces of the minimal trellis of a linear block code can be described by its state complexity profile. It [8] has been shown that the state complexity profile of a linear block code and its dual code are identical. In Section III, we define the state complexity profile of the convolutional code in a manner similar to that of a linear block code. We show that the state complexity profiles of a convolutional code and the reciprocal of its dual code are identical if minimal encoders for both codes are used. We also show the relation between minimal trellises of a convolutional code and its reciprocal dual regarding nodes which have branches emanating from them and nodes which have branches entering them. For a communication system using an error-correcting code, a permutation may be easily applied at the receiver to achieve low trellis complexity regardless of the bit ordering at the transmitter. By applying a permutation to the bits of each word of an ( ) convolutional code , we have an equivalent code of . Among the equivalent codes, there is at least one for which the total number of vertices associated to its minimal trellis module [17] is the least and it is termed as an optimally equivalent code. In Section IV, we propose a method to find the permutation that leads to an optimally equivalent code of an ( 1) convolutional code. Hence, we are also able to find an optimally equivalent code of an ( 1) convolutional code. In this paper, a good convolutional code is characterized by a large free distance and thin weight spectra and low state complexity. In Section V, we show that an ( 1) convolutional code with a trellis of low state complexity will also have small number of branches. With the method derived in Section IV, we are able to find good ( 1) convolutional codes with the aid of computer. We provide 6 tables which contain good ( 1) convolutional codes for 3, 4, 5, 6, 7, and 8, respectively. Many codes in these tables are better than the best punctured convolutional codes of the same code rate and memory size by either lower decoding complexity or better weight spectra.
II. PRELIMINARIES
Let
, be a power series over a finite field in the indeterminate . In this paper, we only consider the case of 2 . 
Let be a nonzero sequence. According to [14] , its left index, denoted , is the smallest index such that 0. Similarly, the right index of if exists, denoted is the largest index such that 0. Whenever exists, the span of , denoted , is the discrete interval 1 . Otherwise . A nonzero sequence is said to be active at depth if both 1 and are in . A generator matrix of a linear block code is said to be a minimal span generator matrix (MSGM) [14] if for any two distinct rows and of it, we have which is termed the -property and which is termed the -property. For convolutional codes, MSGM can be similarly defined over or [17] . For a convolutional code, there are two matrices closely related to which are very interesting. One is and the other is which is defined as . An encoder (or ) is an MSGM if is a minimal encoder, for which the associated is with -property and the associated is with -property.
III. CHARACTERISTICS OF THE CONVOLUTIONAL CODE WITH MINIMAL TRELLIS
In this section, we derive characteristics of convolutional codes with minimal trellises which are similar to the counterparts of block codes. Consider an ( ) linear block code . Let 0 1 1 be an index set. Define [13] 0 1 , 1 and 0 and 0 the empty set. The vertices at depth of a minimal trellis for form a state space that is isomorphic to the quotient space [13] ( 2) where and are the subcodes of consisting of all the codewords of for which the components with indices outside and are zeros, respectively. If an MSGM for is available, the dimension of , , is in fact the number of rows of an MSGM which are active at depth .
For a convolutional code , suppose that the encoder is an MSGM. Associated with , we can obtain the minimal trellis for [17] . In general, we are interested in the regular portion of the trellis, for which the state space at depth is isomorphic to the state space at depth for any integer . The regular portion from depth to depth 1 is called a trellis module [17] . Now we can check the state spaces of the ( ) convolutional code which is generated by a minimal encoder . 
Note that is the dimension of state space for a conventional trellis module. Now we can define the set as the state complexity profile of the convolutional code .
For a linear block code and its dual code , it has been shown [8] that . In the following, we derive a similar result for the convolutional code . Let be a minimal encoder for . Let and be spaces generated by rows of and , respectively. Interesting relations among , , and are given by the following lemma. Consider the minimal trellis module for a convolutional code , which is closely related to its minimal encoder that is an MSGM. Every branch of the minimal trellis module is labeled by one symbol (binary bit). Nodes of the minimal trellis module at depth are isomorphic to states of the state space at that depth. A node at depth from which two branches emanate implies there is an associated information bit triggering an impulse response beginning at depth . In other words, there is one row in which has left index . A node at depth for which two branches merge implies that there is an impulse response triggered by some information bit which is faded out at depth . In other words, there is one row in which has right index . Hence, each node at depth has two branches ema- 
IV. OPTIMALLY EQUIVALENT ( 1) AND ( 1) CONVOLUTIONAL CODES
In this section, we derive the state complexity profile for the ( 1) convolutional code. We also show a method to find an optimally equivalent ( 1) 
Note that and for . For clarity, we may offset the invariant quantity which is the memory size of the ( 1) convolutional code, the nonzero offset 's are equal and occur consecutively.
By applying the same permutation to the bits of each word of an ( ) convolutional code , we have an equivalent code of . Among all the possible equivalent codes, there is at least one for which the number of vertices associated to its minimal trellis module is the least and it is termed as an optimally equivalent code. The sum of dimensions of state spaces in the minimal trellis module for an ( 1) code is (5) where . By Lemma 3, we can easily check that the condition of a smaller total number of vertices associated to a minimal trellis is equivalent to a larger . For an ( 1) code, the distribution of is completely determined by the indices and . In case , the nonzero occur at depths from 1 to and hence there are 0's and 1's in the offset state complexity profile. In case , the nonzero occur at depths from 1 to and hence there are 1's and 0's in the offset state complexity profile. Thus, we have . In the following, we will show a method to find an optimally equivalent ( 1) convolutional code. From Theorem 1, we can also find an optimally equivalent ( 1) convolutional code. Theorem 2: For an ( 1) convolutional code , the permutation if if (6) will result in an optimally equivalent code of , where means the concatenation of two ordered sets and . Proof: In case that , then for any -column permutation . We now need to find a permutation which leads to the largest or equivalently the least . For , we have
. Thus for any , 1 , where the equality holds if is the permutation given in (6) .
Consider the case of . Suppose that , that implies 0 . Clearly, , similar processes can be continued. Since is finite, these processes can not last forever. Therefore we may assume . A permutation which leads to the largest or equivalently the largest number of 1's is preferred. Since 1 and , then 1 1, where the equality holds if is the permutation given in (6). 
V. GOOD ( 1) CONVOLUTIONAL CODES
In applying the Viterbi algorithm (VA) to decoding a convolutional code, the decoding complexity is sometimes measured by the number of vertices per minimal trellis module or sometimes by the number of branches per minimal trellis module, where each branch corresponds to one code bit. In Section IV, we have already shown that for an ( 1) convolutional code in case the decoding complexity is measured by the number of vertices, then a large is desired. In the following, we consider the case that the decoding complexity is measured by the number of branches. For an ( 1) convolutional code with memory size , it has a reciprocal dual , which is an ( 1) We see that a large is desired for both measures of decoding complexity. Hence, is a good measure of decoding complexity for an ( 1) code. If we decode an ( 1) binary convolutional code with memory size by applying VA to the conventional trellis, the decoding complexity measured by the number of branches [7] (each branch corresponds to 1 code bit) per trellis module is 2 . For an ( 1) binary punctured code with memory size obtained from a certain convolutional code, the decoding complexity measured by the number of branches per trellis module (each branch corresponds to 1 code bit) is 2 . The advantage of decoding for ( 1) punctured convolutional code over ( 1) convolutional code using conventional trellis is clear. However, we note that compared to an ( 1) punctured convolutional code for 1, an ( 1) convolutional code with minimal trellis module has the same decoding complexity for 1 and has lower decoding complexity for 1 in case the decoding complexity measured by the number of branches per trellis module and each branch corresponds to one code bit.
For a coding system, low decoding complexity as well as low error rate is desired. The error performance of an ( ) convolutional code with free distance can be estimated by its code weight spectrum and information weight spectrum which are, respectively, represented by and , where is the total number of code sequences with weight 1 and is the total number of information bits associated to the code sequences with weight 1. In case the code is applied over a symmetric and memoryless channel and maximum-likelihood decoding is used, the first event error probability of the coding system can be estimated by 1 and the symbol error probability can be estimated by 1 1 , where is the probability of erroneously decoding a code sequence into a give code sequence which is separated by a distance of . We see that for achieving low error rate, small and or "thin" weight spectra are desired. In [20] , an algorithm called FAST algorithm is proposed to efficiently compute the weight spectra of convolutional codes.
With the aid of Theorem 1, 2, FAST algorithm and computer, we are able to search for good ( 1) convolutional codes. For the given , and 1, we search for ( 1) codes which have the currently best weight spectra. For the given , and , we exhaustively check all the possible ( 1) codes. For each ( 1) code to be checked, we randomly choose a generator matrix with -property for the associated reciprocal dual ( 1) code and compute the associated weight spectra. The codes with the currently best weight spectra found in this search are listed in Tables I-VI for  3 4 5 6 7 , and 8, respectively. For comparison, we also list some of the best known punctured codes in Table VII . We can see many codes in these tables are better than punctured convolutional codes of the same code rate and memory size [2] , [3] , [7] by either lower decoding complexity or better weight spectra. Note that we only randomly choose one of the many possible generator matrices with -property for a given ( 1) code. It is likely that there exist better ( 1) codes if we exhaustively checking all the possible generator matrices.
VI. CONCLUDING REMARKS
In this paper, we show that the state complexity profiles of a convolutional code and the reciprocal of its dual code are identical if minimal encoders for both codes are used. We also propose an optimum permutation for any given ( 1) binary convolutional code that will yield an equivalent code with the lowest state complexity. Moreover, we find many good ( 1) convolutional codes which are superior to the popular punctured convolutional codes by either lower decoding complexity or better weight spectra. The code search used here is not complete. Hence, it is likely that there exist codes better than those found in this code search. In fact, how to design a method to efficiently check the possible encoders under the restriction of -property for the reciprocal of the dual code of an ( 1) code is an interesting problem.
