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Abstract—We propose a coding scheme that achieves the
capacity of the compound block-fading channel with lattice
decoding at the receiver. Our lattice construction exploits the
multiplicative structure of number fields and their group of
units to absorb ill-conditioned channel realizations. To shape
the constellation, a discrete Gaussian distribution over the lattice
points is applied. A by-product of our results is the proof that the
lattice Gaussian distribution is capacity-achieving in the AWGN
channel for any signal-to-noise ratio.
I. INTRODUCTION
We consider a real1 block-fading channel described by the
equation
y = Hx + z, (1)
where H ∈ Rn×n is a diagonal matrix, and x ∈ Rn is the input
subject to the constraint E[xtrx] ≤ nP . The noise entries are
Gaussian with zero-mean and variance σ2c . Assuming that the
receiver has complete knowledge of H, which is fixed for the
whole transmission, the (white AWGN input) achievable rates
of such model is
C =
1
2
log det
(
I + SNRHtrH
)
. (2)
Let H be the set of all channel matrices with fixed capacity:
H =
{
H ∈ Rn×n :H is diagonal and
1
2
log det
(
I + SNRHtrH
)
= C} . (3)
We say that a sequence of codes is universal or achieves the
capacity of the compound model for the block-fading channel
if, for all H ∈ H the error probability vanishes, as T → ∞,
with rate R arbitrarily close to C. In this work we construct
universal algebraic lattice codes for the block-fading channel.
Initial research on lattice codes for fading channels was
concerned with the diversity order and minimum product
distance [2]. Recently, [3] and [4] have achieved a constant
gap to the capacity in the broader scope of compound MIMO
channels. The work [5] showed the existence of lattice codes
achieving the capacity of a fixed nonrandom MIMO channel
(but not that of the compound channel - see Section IV for
1All our results extend naturally to the complex model with some appro-
priate adaptations.
more details). Further, [6], [7] examined the diversity order of
lattice codes, in the infinite-constellation setting, for MIMO
and block-fading channels, respectively. The Poltyrev limit and
dispersion on ergodic fading channels were studied in [8].
The notion of compound MIMO channels dates back to [9].
The authors provide a technique to convert traditional random
codes into universal ones, under the additional assumption that
the norm of H is bounded (see also [10]). In other words, it
is shown how to achieve the compound capacity for H ∩ S,
where S is a compact set. However, the question to achieve
the capacity of the compound fading channel remains open.
In this paper, we make a step towards this goal by proving
that lattice codes from Generalized Construction A achieve
the capacity of the compound block-fading channel over the
entire space of channels (3) (the case of ergodic fading
and extensions to MIMO channels will be addressed in a
forthcoming journal paper). This represents an advantage of
ideal lattices over the classic Gaussian random codes [9],
[10] and standard Construction A [5]. This is made possible
by exploiting the multiplicative structure of number fields
and their group of units. Similar techniques had previously
demonstrated good simulation performance in the fast fading
channel with efficient decoding [11].
As in [1], we employ the lattice Gaussian distribution to
shape the constellation. A technical novelty of the present
work is the error probability analysis via the properties of
sub-Gaussian random variables. Due to sub-Gaussianity, and
as a corollary of our results for the block-fading channel, we
were able to remove a threshold SNR assumption and simplify
the analysis of the coding scheme [1].
This work is organized as follows. In Section II we intro-
duce the notation and some main definitions, including that of
good universal infinite lattices. In sections III and IV we show
how to achieve the infinite compound capacity with algebraic
lattices, and argue that traditional mod-p lattices fail to do
so. In Section V the lattice Gaussian distribution is used to
achieve the power-constrained model capacity.
II. NOTATION AND INITIAL DEFINITIONS
The channel equation (1) after T uses can be written in
matrix form:
Yn×T = Hn×nXn×T + Zn×T (4)
or in vectorized form
ynT = HnTxnT + znT , (5)
where H = IT ⊗H, and IT is the identity matrix T × T . We
omit the indices when it is clear from the context. From now
on, ‖H‖ = √trace(HtrH) denotes the Frobenius norm of H.
A. Lattice Codes
Let Λ be a full-rank lattice in Rn. The Voronoi region of a
point x ∈ Λ is defined as
VΛ(x) , {y ∈ Rn : ‖x− y‖ ≤ ‖x¯− y‖ for all x¯ ∈ Λ} .
Throughout the text, we write VΛ = VΛ(0). The volume of
Λ is defined as the volume of its Voronoi region and denoted
by V (Λ). Given σ > 0, the volume-to-noise ratio (VNR) of a
lattice is defined as γΛ(σ) = V (Λ)2/n/σ2.
For σ > 0 and c ∈ Rn, we define the Gaussian distribution
of variance σ2 centered at c ∈ Rn as
fσ,c(x) =
1
(
√
2piσ)n
e−
‖x−c‖2
2σ2 ,
for all x ∈ Rn. For convenience, we write fσ(x) = fσ,0(x).
We also consider the Λ-periodic function
fσ,Λ(x) =
∑
λ∈Λ
fσ,λ(x) =
1
(
√
2piσ)n
∑
λ∈Λ
e−
‖x−λ‖2
2σ2 , (6)
for all x ∈ Rn. Observe that fσ,Λ restricted to the Voronoi
region VΛ is a probability density.
We define the discrete Gaussian distribution over Λ centered
at c ∈ Rn as the following discrete distribution taking values
in λ ∈ Λ:
DΛ,σ,c(λ) =
fσ,c(λ)
fσ,c(Λ)
, ∀λ ∈ Λ,
where fσ,c(Λ) ,
∑
λ∈Λ fσ,c(λ) = fσ,Λ(c). Again for conve-
nience, we write DΛ,σ = DΛ,σ,0.
Lemma 1 in [1] shows that each component of x ∼ DΛ−c,σ
has an average power always less than σ2. Discrete and
continuous Gaussian distributions share similar properties, if
the flatness factor is small.
Definition 1 (Flatness factor [12]). For a lattice Λ and for a
parameter σ, the flatness factor is defined by:
Λ(σ) , max
x∈VΛ
|V (Λ)fσ,Λ(x)− 1| .
In other words, fσ,Λ(x)1/V (Λ) , the ratio between fσ,Λ(x) and the
uniform distribution over VΛ, is within [1− Λ(σ), 1+ Λ(σ)].
B. Infinite Compound Model
Since our scheme is divided in two parts, shaping and
coding, we first define a compound model for the infinite
constellation, analogous to the Poltyrev limit [13] for Gaussian
channels. Let
H∞ =
{
H ∈ Rn×n : H diagonal and det HtrH = D} , (7)
where D is a positive constant. Consider a lattice Λ ⊂ Rn×T
with vectors written in matrix-form (4). The error probability
of Λ, given H, is denoted by Pe(Λ,H).
Definition 2. We say that a sequence of lattices ΛT of
increasing dimension is universally good for the block-fading
channel if for any γΛT (σ) >
2pie
D1/n
and all H ∈ H∞,
Pe(ΛT ,H)→ 0.
Notice that the condition on the VNR is equivalent to
γHΛT (σ) > 2pie. We stress that this definition requires a
sequence of lattices to be simultaneously good for all channels
in the set. For a fixed H, this requirement is not different from
the original Gaussian channel coding problem. However, as
shown in the end of Section IV traditional codes [13] fail to
achieve the compound capacity.
III. CONSTRUCTION A FROM OK -LATTICES
We follow closely the construction of [14]. For an introduc-
tion to the algebraic theory used in this section, the reader is
referred to [2]. We describe in the next subsection some main
concepts used throughout the paper.
A. Basic Notation
We consider algebraic number fields K/Q, i.e. extensions
of Q with finite degree n. There are n homomorphisms
σ1, . . . , σn that embed K into C. If the images of all these
embeddings are contained in R, we say that K is a totally real
extension. The ring of integers of K is denoted by OK , and
its invertible elements are called units. The map σ : K → Rn,
σ(x) = (σ1(x), . . . , σn(x)) is called the canonical embedding.
It takes OK into a lattice in Rn. The squared volume of this
lattice, ∆K , is the discriminant of K.
Any ideal p of OK can be decomposed as the product
of prime ideals. Let p be a prime number and consider the
decomposition pOK =
∏g
i=1 p
ei
i . We say that pi is above p.
It follows that OK/pi ' Fpl , for some l. When g = n, l = 1,
and we say that p splits.
B. Construction A
From now on, let K/Q be a totally real extension with
[K : Q] = n. Let p ⊂ OK be a prime ideal above p, so that
there exists an isomorphism φ : OK/p → Fpl . Denote by pi
the canonical projection pi : Ok → OK/p. The OK-lattice Λ
associated to a linear (T, k)-code C ⊂ FTpl is defined as the
pre-image by φ◦pi of C (φ and pi are applied componentwise):
ΛOK (C) = pi−1 ◦ φ−1(C). (8)
If C is linear, ΛOK (C) is a lattice and ΛOK (C)/pT ' C. The
associated real lattice Λ is obtained by applying (elementwise)
the canonical embedding σ : K → Rn. It follows that an
element y = σ(x), with x ∈ OTK , belongs to Λ if and only
if (φ ◦ pi)(x) ∈ C. The equivalent real lattice has volume
pl(T−k)
√
∆K
T
.
Following steps of [13] and [15, Appendix B]2, the set of
such lattices satisfies, asymptotically, the Minkowski-Hlawka
theorem, as p → ∞. More formally, let λ > 0 be a scaling
factor and α = (λ−1pl(T−k)
√
∆K
T
)1/nT . Consider a function
f : RnT → R bounded outside a compact support. The
ensemble
LK,T,k,p,λ =
{
1
α
ΛK(C) : C is an (T, k, p) code
}
(9)
satisfies
lim
p→∞ELK,T,k,p,λ
 ∑
x∈Λ(C)\{0}
f(x)
 = λ ∫
RnT
f(x)dx. (10)
All lattices in the ensemble have volume 1/λ. We can also
visualize their vectors in matrix form
Xn×T =
 x1...
xn

with xi = σi(x),x ∈ OTK . These lattices are closed by
multiplication by units , i.e., if u is a unit in Ok, then
uΛOK (C) = ΛOK (C). In matrix form, this reads UΛ = Λ,
where U = diag(σ1(u), . . . , σn(u)).
IV. CODING: POLTYREV LIMIT FOR BLOCK-FADING
CHANNELS
Suppose that H ∈ H∞ (Eq. (7)), and let H˜∞ = H∞/D1/2n.
To achieve the infinite compound capacity, we first show how
to “compactify” H∞.
A. Quantizing the Channel Coefficients
We use the group of units of OK to quantize the channel
coefficients. Let U = diag(σ1(u), . . . , σn(u)) be the diagonal
matrix corresponding to the embedding of a unit. Let U be
the set of all possible matrices U. For a normalized channel
matrix H˜ = H/D1/2n, we define
UH˜ = arg min
U∈U
∥∥∥H˜U−1∥∥∥ , (11)
with ties broken in a systematic manner. The association H˜→
UH˜ defines an equivalence relation. By quotienting H˜∞ by
this relation, we obtain the equivalence classes associated to
the error matrices EH = H˜U−1H˜ . Let
E =
{
EH˜ = H˜U
−1
H˜
: H˜ ∈ H˜
}
(12)
be the set of all the possible error matrices. In what follows we
argue that E is compact and provide bounds on the elements
of E . First recall that Dirichlet’s Unit Theorem (e.g. [16, Thm
7.3]) states the existence of u1, . . . , un−1 fundamental units
such that any unit in OK can be written as
u = ζ
n−1∏
i=1
ukii , where ki ∈ Z and ζ is a root of unit. (13)
2The proof in [15] is presented for quadratic number fields, but it can be
generalized to any number field. Details are left for a journal version of this
paper
Fig. 1. Handling an ill-conditioned channel realization by the quantization
of the channel space
This implies that the group of units, under the transformation
`(u) = (log |σ1(u)|, . . . , log |σn(u)|) (14)
is an (n − 1)-dimensional lattice in Rn, contained in the
hyperplane orthogonal to the vector (1, . . . , 1). The volume
of this lattice, referred to as logarithmic lattice, is called the
regulator of K.
Theorem 1. For any channel matrix H, there exists U =
diag(σ1(u), . . . , σn(u)) such that∥∥∥H˜U−1∥∥∥ ≤ √ne(n−1)( RKVn−1 )1/(n−1) ,
where RK is the regulator and Vn is the volume of a unit
n-dimensional Euclidean sphere.
Proof. Write the diagonal elements of H˜ in
vector form as h˜ = (log |h˜1|, . . . , log |h˜n|). Let
v = (log |σ1(u)|, . . . , log |σn(u)|) be the closest
point in the logarithm lattice to h˜. Let ρ be the
covering radius of the logarithmic lattice. We have
(log |h˜i| − log |σi(u)|) ≤
∥∥∥h˜− v∥∥∥ ≤ ρ ,therefore
n∑
i=1
|h˜i|2|σi(u)−1|2 =
n∑
i=1
e2(log |h˜i|−log |σi(u)|) ≤ ne2ρ.
For the final bound we combine three inequalities for the
minimum norm and covering radius of an n-dimensional
lattice: ρ(Λ)λ1(Λ∗) ≤ 12n [17, Thm. 2.2], λ1(Λ)λ1(Λ∗) ≥ 1
and λ1(Λ) ≤ 2(det Λ)1/nV1/nn .
As a corollary, the set of error matrices E (Equation (12))
is compact.
Example 1. Let K = Q[
√
5], so that OK = Z[φ], where
φ = (1 +
√
5)/2 is the Golden ratio. The units of OK are
of the form ±φk, k ∈ Z, and its embeddings in R2 are
the blue dots depicted in Figure 1. After normalization, the
channel realizations h1, h2 lie in the hyperbola h1h2 = 1.
Any realization (h1, h2) can be taken, by multiplication by an
appropriate unit, to a bounded fundamental domain. This way,
ill-conditioned channel realizations can be “absorbed” by the
group of units.
B. Achieving the Limit
In this subsection we prove the asymptotic goodness of the
proposed algebraic lattices.
Theorem 2. There exists a sequence of lattices in the ensemble
(9) universally good for the block-fading channel.
The proof uses the techniques of [9], [10, Appendix], and
consists of two parts: (i) an universal code for a finite set
of channel matrices and (ii) fine quantization of the channel
coefficients
Proof. (i) Suppose that we have H1, . . . ,HL channel matri-
ces. Averaging the sum of these probabilities Pe(Λ,Hi) over
all lattices in the ensemble, we have
EL
[
L∑
i=1
Pe(Λ,Hi)
]
=
L∑
i=1
EL [Pe(Λ,Hi)]
≤ L
(
P (Z /∈ B√
nT (σ2c+ε)
) + λ
vol B√
nT (σ2c+ε)
D
n
2
)
,
(15)
where the expression in brackets in the rhs is due to Eq. (10)
combined with [13, Eq. 13] (see also the proof of Theorem 3
[5]). This sum of probabilities can be made arbitrarily small as
long as the threshold condition VNR > 2pie/D1/n is satisfied.
(ii) Infinite part. First notice, by writting Y = DEhX¯ + Z,
X¯ = UH˜X, that Pe(Λ,H) = Pe(Λ, DEH˜). This follows
since the lattices in our ensemble are closed under multiplica-
tion by a unit U. It follows from [9, Lem. 7] that for a second
matrix EH˜0 such that
∥∥∥E−1
H˜0
−E−1
H˜
∥∥∥ ≤ η, there is a constant
κ, s.t.
Pe(Λ, DEH˜ |Z ∈ B√nT (σ2c+ε)) ≤
enTηκPe(Λ, DEH˜0 |Z ∈ B√nT (σ2c+ε)).
(16)
Now, since the set E is compact, for any arbitrarily small η,
we can choose Lη,n large enough and matrices EH˜1 , . . . ,EH˜L
such that for all E ∈ E , there exists i, such that∥∥∥E−1
H˜i
−E−1
∥∥∥ ≤ η. Therefore, for any H ∈ H∞, there exists
i such that
Pe(Λ,H) ≤ P (Z /∈ B√nT (σ2c+ε))
+ enTηκPe(Λ,Hi|Z ∈ B√nT (σ2c+ε)).
(17)
Taking the average over the ensemble:
EL [Pe(Λ,H)] ≤ P (Z /∈ B√nT (σ2c+ε))
+ λLη,ne
nTηκ
vol B√
nT (σ2c+ε)
D
n
2
.
(18)
Now if we choose λ to be lesser than D1/2T /
√
2pieσ2c , then
λ
vol B√
nT (σ2c+ε)
D
n
2
→ 0 exponentially in T.
Therefore, we can choose Lη,n, independent of T , such
that the total exponent is negative, and hence the average
probability of error of the ensemble can be made arbitrarily
small.
We close this section arguing that mod-p lattices [13] fail
to universally achieve capacity. All mod-p lattices contain
multiples of the canonical vectors (say, pβei, where β is
a scaling factor). Hence VHΛ is contained in the set S ={
x ∈ RnT : |x1| ≤ h1βp/2
}
, and therefore for any Λ in the
mod-p ensemble
Pe(Λ,H) ≥ P (z /∈ S) = P (|z1| ≥ h1βp/2). (19)
Consider now the matrix H ∈ H∞, with h1 = 1/p2, h2 = p2,
hi = D
1/(n−2), i = 3, . . . , n. It is clear that Pe(Λ,H) →
1, as p → ∞, and there is no good lattice (in the sense of
Def. 2) in the ensemble. This does not contradict [5, Thm.
3], who showed, for a given fixed H, the existence of a good
Λ (depending on H), which does not imply the existence of
one single sequence with vanishing probabilities for all H.
Note that this effect is prevented in our construction, since
our lattices have full diversity.
V. SHAPING: THE LATTICE GAUSSIAN DISTRIBUTION
The final transmission scheme is similar to [1]. Using a
coding lattice of dimension nT from the ensemble (9), the
transmitter chooses a vector x in Λ drawn according to a
lattice Gaussian distribution DΛ,σs . The received applies MAP
decoding to recover an estimate xˆ of the sent symbol.
Consider a vector-form channel equation (5), with indices
omitted. Let ρ = σ
2
s
σ2c
. MAP decoding reads:
xˆ = arg max
x∈Λ
p(x|y,H) = arg max
x∈Λ
p(y|x,H)p(x)
= arg max
x∈Λ
fσc(y −Hx)fσs(x)
(a)
= arg min
x∈Λ
σ−2c ‖y −Hx‖2 + σ−2s ‖x‖2
(b)
= arg min
x∈Λ
‖Fy −Rx‖2
where RtrR = ρ−1HtrH+ I and Ftr = ρ−1HR−1. In the
above equation, (a) is due to the definition of DΛ,σs , while
(b) is obtained by completing the square. This coincides
with the well-known MMSE-GDFE [5], except that SNR is
replaced by ρ. We note that the matrices F and R are block
diagonal, namely, the MMSE filter is only applied on the
spatial dimension. Therefore MAP decoding is equivalent to
MMSE-GDFE filtering plus lattice decoding.
To analyze the error probability, we write
y′ = Fy = Rx + (FH−R)x + Fw = Rx + w′
where w′ , (FH−R)x+Fw can be viewed as the equivalent
noise. The error probability associated with a lattice Λ is given
by
Pe(Λ) =
∑
x∈Λ
P (error|x)P (x) = P {w′ 6∈ V(RΛ)} (20)
where the last step follows from the total probability theorem.
We stress that in (20), the probability is evaluated with respect
to both distributions x ∼ DΛ,σs and w ∼ fσc .
Next, we will show that the equivalent noise w′ is sub-
Gaussian. Therefore, the error probability is exponentially
bounded above by that of a Gaussian noise, and a good
ensemble as in Def. 2 will also have a vanishing probability
of error for w′. Let us recall the definition of sub-Gaussian.
Definition 3 (sub-Gaussian [18]). A random variable X is
sub-Gaussian with parameter σ > 0 if for all t ∈ R, the
moment-generating function satisfies E[etX ] ≤ eσ2t2/2. The
tails of X are dominated by a Gaussian of parameter σ, i.e.,
P(|X| ≥ t) ≤ 2e−t2/(2σ2) for all t ≥ 0. More generally, we
say that a random vector x is sub-Gaussian (of parameter σ)
if all its one-dimensional marginals uTx for a unit vector u
are sub-Gaussian (of parameter σ).
Lemma 1. Let x ∼ DΛ,σ . Then the moment generating
function of Ax for any square matrix A satisfies
E[et
trAx] ≤ eσ
2
2 ‖Atrt‖2 .
Proof. We rewrite the moment generating function as follows:
fσ(Λ) · E[ettrAx] = 1
(
√
2piσ)n
∑
x∈Λ
e−
‖x‖2
2σ2
+ttrAx
= e
σ2
2 ‖Atrt‖2fσ
(
Λ− σ√
2
Atrt
)
.
Since fσ (Λ− a) ≤ fσ(Λ) for any vector a, the proof is
completed.
Lemma 2. The equivalent noise w′ is sub-Gaussian with
parameter σc.
Proof. Let us derive its moment generation function:
E[et
trw′ ] = E[et
tr((FH−R)x+Fw)]
= E[et
tr(FH−R)x]E[et
trFw]
≤ ettr(FH−R)(FH−R)trt·σ2s/2 · ettrFFtrt·σ2c/2
= et
tr[σ2s(FH−R)(FH−R)tr+σ2cFFtr]t/2 = eσ
2
c‖t‖2/2.
The last step holds because the covariance matrix [5]
σ2s(FH−R)(FH−R)tr + σ2cFFtr
= σ2sρ
−2R−TR−1 + σ2cρ
−2R−THtrHR−1
= σ2cR
−T (ρ−1I +HtrH)R−1 = σ2cI.
For any unit vector u, we have
E[etu
trw′ ] = E[e(tu)
trw′ ] ≤ E[eσ2c‖tu‖2/2] = eσ2c t2/2
completing the proof.
Finally, from Theorem 2, taking an universal lattice Λ from
the Minkowski-Hlawka ensemble (9), the error probability
vanishes as long as the VNR γRΛ(σ) > 2pie (as T → ∞),
i.e..
V (RΛ)
2
nT
σ2c
=
|I + ρHtrH| 1nV (Λ) 2nT
σ2c
> 2pie. (21)
Thus, from [12, Lemma 6], any rate
R =
n
2
log(2pieσ2s)−
1
T
log(V (Λ))− ε
=
1
2
log det
(
I + ρHtrH
)− ε = C − ε, (22)
for any arbitrarily small ε is achievable. Note that the achiev-
able rate only depends on H through det(I + ρHtrH). There-
fore, there exists a lattice Λ achieving capacity C of the
compound channel.
Remark 1. Note that we do not need a condition on the
SNR as in [1] anymore, thanks to sub-Gaussianity. The only
condition we need is that DΛ,σs behaves like a continuous
Gaussian distribution, namely, Λ(σs) is negligible. When this
is the case, the signal power P ≈ σ2 and ρ ≈ SNR.
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