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Parke Mathematical Laboratories, Inc., Bedford Road, Carlisle, Mass. 
The notions of "rank" and "nullity" are introduced into coding 
theory as possible new tools. Various results demonstrate heir rele- 
vance and suggest their potential utility. 
The weight function and the theory of vector spaces have come to 
play a basic and well justified role in the study of group codes. However, 
the salient features of coding theory differ from those normally con- 
sidered in the study of vector spaces. In particular, the notions of code 
and of weight depend upon the choice of a basis; and the weight function, 
although essentially a norm, does not. take its vMues in the ground field. 
Similar situations arise very often when, given a matrix, one con- 
siders the space generated by the row, or column, vectors. 
In some of these situations, the theory of matroids (Whitney, 1933) 
provides efficient ools. That it may be so also for the investigation of 
codes is further suggested by the presence in Whitney's theory of the 
notions of rank and nullity, which are intimately related to that of 
weight. A recent report (Calabi, 1960) has shown that such an approach 
is fruitful and natural. Indeed, some of the definitions and results of 
Slepian (1960) can already be found in the more general setting of 
Whitney's paper. 
In this expository note we shall only give a few results to substantiate 
the interest of the rank and the nullity functions for the study of binary 
group codes. And we shall omit all proofs that can be found in Whitney 
(1933) or in Calabi (1960); thus no knowledge of matroids is required 
and the exposition is not interrupted by technical details. 
PRELIMINARIES 
I fx  = (x l ,x~,  --- ,x,~) and y = (y~, y2, - - - ,  y~) are two binary 
sequences, we shall set: 
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x+ y = (xl + y l ,x~ + y2, "'" , x ,  + y~); 
xy = (x ly l  , x2y~ , • • • , x ,y , )  ; 
w(x)  = number of nonzero terms in x; 
x c y if y¢ = 1 whenever x~ = 1. 
If  x, y satisfy the last relation, we shall say that x is contained in y; 
moreover we shall say that x and y are disjoint if xy = 0, where 0 = 
(0, O, - . .  , 0 ) .  
I f  C is a code (a subgroup of the additive group of all the n-sequences), 
a sequence x # 0 of C is said to be minimal if it does not contain any 
other sequence of C different from 0. Notice that a minimal sequence 
does not need to have minimal weight; but clearly every sequence of C of 
minimal weight is minimal. Notice also that there are codes in which 
every sequence is minimal: for instance if the weight of a sequence of C 
is always less than twice the minimal weight. 
As shown in Calabi (1960, Prop. 2), we have (see also Whitney, 
Appendix) :
PROPOSITION 1. For any nonzero x C C there is an integer h = 1 
and minimal sequences xl ,  x2, . . .  , x~, of C, disjoint in pairs, such that 
x l+x2+. . .  +xh=x.  
Hence the minimal sequences completely characterize the code: in 
technical anguage, denoting by M the set of the minimal sequences of 
C, this property is stated: 
CO~OLLAaY. M is a set of generators for C, and hence contains a basis 
for C. 
Remember now that a sequence y is called a leader for C if w(y  + x) >= 
w(y)  for all x C C. Since w(y  + x) = w(y)  + w(x)  - 2w(xy) ,  we have 
that y is a leader if and only if 2w(yx)  <= w(x)  for every x in C. We can 
limit ourselves, however, to x in M: 
PROeOSlTIO~ 2. A sequence y is a leader for C if and only if 2w(xy)  <= 
w(x)  for all x C M. 
The proof, using Prop. 1, can be obtained by specialization of Calabi's 
Prop. 16 (but attention should be given to the different definition of 
leader). 
THE RANK AND NULLITY OF A SEQUENCE 
If C is a code of n-sequences, with ]~ information digits, following 
Slepian, we shall denote by ~2 a generator matrix and by A a parity- 
check matrix. 
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To every sequence y we can then associate that submatrix A(y) of 
A which is formed by the w(y)  columns corresponding to the nonzero 
terms of y. For instance if y = (1001101) and 
I11110001 
|1100100 t 
A = |1010010 I 
LOllOOO1j 
we have 
i1001 
/lOlO/ 
A(y)  = 11o001. 
[O0OlJ 
The rank of y, denoted by p(y), is defined to be the rank of the matrix 
A(y).  In our example p(y) ---- 4. Notice that if 1 denotes the sequence 
of weight n, p(1) = r = n -- k is the number of checking digits. 
The nul l i ty of y is then defined by ~(y) = w(y)  - p(y) .  In particular 
then ~(1) = w(1) - p(1) = n - r = k. 
PROPOSITION 3. For any sequence y, ~(y) is the maximal number of 
independent sequences x of C contained in y. 
This result (proven by Whitney, Theorem 5) gives a direct interpre- 
tation of the nullity. In order to obtain a similar statement for p, let 
f~(y) be the submatrix of f~ formed by the columns corresponding to the 
nonzero terms of y. Denote by p*(y) the rank of ft(y) : then p* is the 
rank function corresponding to the dual code C* having A as generator 
matrix (see Calabi, Slepian). If then v*(y) = w(y)  - p*(y) ,  we have: 
PROPOSITmN 4. For any sequence y, p(y)  = r -- ~*(1 q- y). 
This is a consequence of Whitney, Sections 11 and 13. Applying, 
then, Prop. 3 above to v*, and calling equation (parity check) any linear 
combination of rows of A, we have: 
COROLLARY. For any sequence y, r -- p(y)  is the maximum number of 
indeDendent equations contained in 1 + y. 
Notice that 1 -k y is the "complement" of y: that is, that sequence 
which is obtained from y by interchanging zeros with ones. 
Again because of Prop. 3, a minimal sequence x of C is characterized 
by the properties v(x) = 1 and ~(y) = 0 fory  c x ,y  ~ x. I t i s then  
clear that if C, C' are two codes, both consisting of n-sequences, and if 
p, ~ and p', ~' are the corresponding functions, then p and p' are equal if 
and only if ~ and p' are equal, and this if and only if C and C' are equal. 
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That is, p (or ~) characterizes C. It is easy to verify (see Whitney, 
Section 2) that the function p satisfies: 
(a) p(0) = 0; 
(b) i fx  c yandw(x)  + 1 = w(y) , thenp(x)  = p(y) orp(x)  = 
p(y) + 1; 
(c) i fx  c y ,x  c z andw(x)  + 1 = w(y)  = w(z ) , f romp(x)  = 
p(y) = p(z) follows p(x) = p(x -1- y ~- z). 
(Observe that, in c, y and z each have a "one" more than x; and thus 
x -~ y ~- z is the sequence obtained by "adding" to x these two "ones.") 
As shown by Whitney, these properties characterize rank functions. 
NIore precisely, if p is a function defined on the set of all binary n- 
sequences, taking nonnegative integral values, and satisfying a, b, c 
above, then there is a code C for which p is the rank function. This 
code has k = n - p(1) information digits and is determined by the set 
M of those sequences x for which p(x) < w(x)  but p(y) = w(y)  for 
y c x, y ~ x. More directly, C can be described as the set of those 
sequencesx forwh ichx  = 0 orw(x)  -- p(x) > w(y)  -- p(y) for all 
ycx ,  y~x.  
SOME PROPERTIES 
Let C be a code and p the corresponding rank function. Our definition 
(or property b) above) shows that p(x) =< p(y) if x c y. Moreover: 
PROeOSITION 5. For any two sequences x, y we have p(x ~ y) <= 
p(x) + p(y). 
This shows that p is a norm. In our present notation, this is Prop. 3 
of Calabi (1960). 
PROPOSITION 6. A sequence y is a leader for C if and only if (1) 
~(y) = 0 (or equivalently p(y) = w(y) )  and (2) 2p(xy) _-< p(x) + 1 
for all minimal sequences x of M. 
The proof is given by that of Calabi, Prop. 21. Notice that if, in the 
definition of leader, we use a strict inequality (proper, or unambiguous 
leader), then condition (1) is superfluous and (2) becomes a strict in- 
equality. Notice also that y can be a leader but satisfy 2p(xy) ~ p(x) -]- 1 
for nonminimal sequences x of C. 
These three properties of the rank show its similarity to the weight. 
In particular, Prop. 6 indicates that p is capable of expressing the error 
correcting capability of C. 
For the function ~ we have, because of Prop. 3, ~(x) -< ~(y) if x c y. 
However ~ is not a norm: more precisely ~(x + y) ~ ~(x) + ~(y). In 
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order to exemplify the use of the nullity, or of considerations essentially 
equivalent o it, we will prove: 
PROPOSITION 7. Let y and z be leaders for C, one of which is proper. 
Then ~(y + z ~- yz) = O. 
Since v(x) = 0 implies w(x) = p(x), by Prop. 4 we have also w(x) <= r; 
and since w(y ~- z + yz) = w(y) + w(z) -- w(yz), we obtain: 
COlmLLAn~. Let y and z be leaders for C, one of which is proper. Then 
w(y) + w(z) <= r + w (yz). 
This corollary is particularly interesting when y and z are disjoint. 
In  order to prove the proposition, suppose ~(y + z + yz) ~ 0; then 
there i sx  C Mwi thxcy+z  +yz.  Thus 
w(x) = w(x(y + yz) ) + w(x(z + yz) ) + w(xyz) 
= w(zy)  - w(xyz) + w(xz) - w(xyz) + w(xyz) 
< ½w(x) + ½w(x) - w(xuz) 
a contradiction. 
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