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1. INTRODUCTION 
The purpose of the present paper is to investigate nonlinear differential 
hyperbolic systems of the form 
a(x) g - g + A(z4).3f(f, x), 
d 
P(x) $ - g + B(v) 3 g(t, x) for 0 < x < 1 and t > 0, 
with the initial data 
u(0, x) = uo(x); v(0, x) = VJX), O<x<l, (1.2) 
and the following boundary-value conditions of non-local type: 
In order to explain the above notation and to inform the reader about the 
general framework of the paper let us enumerate some basic assumptions 
that we shall use in the sequel. 
(H,) Both L, and L, are multivalued mappings from R” info R” 
(R = l-00, 00 [) and their graphs are maximal monotone subsets in R” x R”. 
(Hz) There exist two lower semicontinuous proper convex functions q~,, I,K 
R” + ]--CD, +CO] such that A =a q,, B = 8~. Here &I and @ denote the 
subdifferentials of q~ and w, respectively. Moreover, we assume that 
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(0 D(v) = R”, where D(y) is the effective domain of ty, i.e., 
D(v) = (r E R”; y(r) < +oo}. 
(ii) R(L,) n Int D(q) # 0 and 
(-R(U) n Int D(v) f 0. 
(Hz)’ Hq’pothesis (H2) is satisfied and, in addition, instead of assumption 
(ii) a stronger one holds: 
(ii)’ D(p) = R”. 
(H3) C is a constant diagonal matrix, i.e., C = diag(C, ,..., C,), where 
Ci > 0, i = l,..., n. Both a and p are also diagonal matrices, i.e., a = 
diag(a, ,..., a,), P = diagCg, ,..., /3,), where ai, pi E L”(0, l), i = I,..., n, and in 
addition there exists some constant 6 > 0 such that ai( pi(x) > 6, for a.e. 
x E JO, I[, i = l,..., n. 
The previous papers of Barbu [2] and Moroaanu 112, 14, 151 are 
concerned with nonlinear differential systems of the form (1.1) with local 
boundary-value conditions. The existence in the problem (l.l)-( 1.3) was 
solved under certain assumptions in Barbu and Morosanu 131, but here 
(Section 2) we use a different approach, which is similar to that used for 
delay differential equations (see, e.g., Webb [22]) and for other types of 
problems with non-local boundary-value conditions (see Vinter 1211 and 
Zabczyk [23]). This approach allows us to study, in Section 3, the 
asymptotic behaviour of solutions, as t -+ co. Theorems 3.1 and 3.2 rely on 
the technique of o-limit sets developed by Dafermos and Slemrod [S] while 
in Theorem 3.3 we employ the result due to Bruck 161 (see also Pimbley and 
Nicolaenko [ 16 1). Section 4 is devoted to a problem from electrical network 
theory. This problem has been studied by many authors (see, e.g., Cooke and 
Krumme [7], Infante [ll], Rasvan [ 171, Slemrod 1201) under different 
assumptions and by methods different from ours. 
2. EXISTENCE AND REGULARITY OF SOLUTIONS 
The theory of monotone operators, the convex analysis, and the theory of 
evolution equations associated to monotone operators are the basic tools we 
shall use in what follows. All the results in these fields, with the exception of 
some particular references, can be found in [ 1, 4, 51. We assume falimiarity 
with the usual notation of function spaces and Wk,p spaces. We recall only 
that BV(0, 1; R”) is the space of all R”-valued functions of bounded 
variation defined on [0, l] and M(0, 1; R”) represents the dual space of 
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C([O, 1 ];R”). Any element of M(0, 1; R”) is called a measure over [O, 11. By 
the well-known Riesz theorem (see [18, p. 1101) every function c = 
( v, ,.*., unj E BV(0, 1; R”) generates a measure Dzl given by 
h,(x) dv,(x), Vh = (h, )...) h,) E C(f0, 11; R”) (2.:) 
and, conversely, for every measure p E M(O, 1; R”) there exists 
u E BV(0, 1; R”) such that p = Dv (see formula (2.1)). 
Consider the product space 
Y=L’(O, l;R”)xL’(O, l;R”)xR” 
endowed with the usual product and Hilbertian norm. Let us define the 
operator 2: Y + Y by 
D(9)= {(u,~~y)E Y;u,vEH’(O, ~;R”):J=~(~)ED(L,), 
v(O) E D&j and ~(0) E L,(v(O))}, (2.2) 
59 ~~,~=[~~~~+~3,). forevery(u,v,y)ED(9). (2.3) 
The derivatives are understood in the sense of distributions. 
We have denoted by x and B the realizations on L2(0, 1; R”) of A and B, 
respectively. In other words, A and B represent the subdifferentials of the 
functions @, E L’(0, 1; R”) -+ l-00, +co] defined by 
@p(u) = (l cp(u(x)) dx, if o(u) E L’(0, 1). 
-0 
= i-00. otherwise, 
and analogously for Y. 
We recall that Lp(O, P, R”), 1 <p < co, is a space of equivalence classes 
of functions (with respect to the equality a.e. on [0, r]). If h E Lp(O, Ts Rx’) 
and h contains a function h, E C([O, 7J; R”) then h is identified with h, so 
that in particular h(0) and h(T) make sense. 
The following lemma is useful in our treatement. 
LEMMA 2.1. Assume that hypotheses (HI) and (Hz)’ hold. The)?, the 
operator 9 dejked by (2.2), (2.3) is maximal monotone. 
Proof. By an elementary calculation involving the hypotheses we may 
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infer that 9 is monotone. In order to prove the maximality of 9 it suffices 
to show that for each element (h, k, z) E Y, the equation 
(2.4) 
has a solution (u, v,~) E D(9). To solve (2.4) we express it as the following 
boundary-value problem: 
u(x) - v’(x) + A (u(x)) 3 h(x), a.e. x E 10, l[, 
v(x) - u'(x) + B&(x)) 3 k(x), a.e. x E 10, I[, (2.5) 
MO)? -u(l)) E L,(@)~ VU))? (2.6) 
where the multivalued mapping L,: R2" + R2" is defined by 
WTJ = Wl) x W2h (2.7) 
L, r = 
0 ( 
L,(r) 
s 1 s+L,(s)-z * 
(2.8) 
In order to conclude we can use a procedure similar to that developed in our 
previous paper [ 121. Remember that [ 12, Lemma 11 the operator T: X-t X, 
X= L2(0, 1; R") x L2(0, 1; R"), defined by 
with the domain D(T) = {(p, q) E H'(0, 1; R") x H'(0, 1; R"); 
(P(O), -P(l)) E GlMQ q(l))1 . IS maximal monotone provided that the 
multivalued mapping L,: R2" + RZn is maximal monotone. Therefore 
problem (2.5)-(2.6) with A and B replaced by their Yosida approximations 
(see [5, p. 281) A, and B,l, respectively, has, for each i, > 0, a unique 
solution (Us, 21.~) E H’(0, 1; R") x H’(0, 1; R"). Next, by the technique of 
[ 121, we may infer that {(u,, ~l.~)} converges, as A. + 0, in the weak topology 
of H’(0, 1; R") x H'(0, 1; R") to a solution (~7, i7) of (2.5)-(2.6). In other 
words, the operator 9: X+X, defined by 
9 u = 
0 ( 
-v’ + A(u) 
V -4’ +B(v) 1 ’ 
with the domain D(9) = D(T) is maximal monotone. In [ 12, Lemma 21 we 
have proved that 9 is maximal monotone under Caratheodory assumptions 
on A and B. However, the present different assumptions on A and B do not 
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generate any essential diff’culty. Therefore (~7, V; V(1)) is a solution of (2.4). 
In particular D(9) is a nonempty set. Thereby the proof is now complete, 
Next we shall define another operator 9,: Y-+ Y corresponding to 
hypotheses (H,) and (H,). To this purpose let us denote by 2 the operator 
defined from C([O, 11; Rn) into M(0, 1; R”) by 
A”(u) = {p E M(0, 1; R”); ,u(u - h) > @(u) - @P(h), 
for every h E C([O, I]; Rn)\, (2.9) 
D(‘x) = {u E C([O, 11; R”);K@) # rzr). (2.10) 
Then, we set 
D(.S?r) = ((u, v, y) E Y; u E H’(0, 1; Rn), the equivalence 
class v contains a function u1 E RI/TO, 1; RR) and 
there exists ,U EA”(u) such that ,U - Du, E 
L’(O, 1; Rn), Y = v,(l) E D(L)? u,(O) E D(L,) 
and 40) E LWW (2.11) 
Then, let 
‘u 
0 i 
(-K,,,, +J(u))nL”(O, I; R”) 
9, v = --u’ +B(v) 
I 
(2.12) 
4’ , L,(Y) + u(l) / 
for every (u, U, y) E D(9,), where K,,, is the set of all measures Dv t 
occurring in (2.1 I), associated to (u, v, y). 
LEMMA 2.2. Assume that hypotheses (H,) and (H-J hold. Then, the 
operator 9, defined by (2.11) and (2.12) is maximal monotone. 
Proof. One can easily verify that 9i is monotone in Y. Let us define, as 
in 1141, the multivaluedoperator &‘:X-tX,X==L2(0, 1;Rn)xL2(0, l;R’), 
by 
D(d) = ((u, U) E X, u E H”(0, 1; R”), the class u contains 
v, E BV(0, 1; R”) and there exists .u E x(u) such 
that wh -41)) E Lo(vlm~ h(l!) and 
,o - Dv, E L2(0, 1; R”)], 
(-Ku, +x(u) f-Q/(0, 1; Rn) 
-u’ + B(v) 
V(U, V) E D(d j, 
where L, is defined by (2.77, (2.8) (with some z E R*) and K,, is the set of 
all measures Dv, associated to (u, v) which appear in D(d). It is easy to 
observe that the maximality of 3, is equivalent to the maximality of &’ and 
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this fact is contained in [14, Lemma 2.11. Thus, the proof of Lemma 2.2 is 
finished. 
We are now able to formulate the following two existence and regularity 
results. 
THEOREM 2.1. Assume that hypotheses (H,), (Hz)' and (H3) hold and 
let (f,g, e) E W’31(0, C r) and uO, v0 E H’(0, 1; R”) such that 
(u,, vo, v,(l)) E D(9), where D(9) is defined by (2.2). Then, there e-xists a 
unique pair (u, v) E W’@(O, T: L’(0, 1; R”) x W1Sc3(0, T; L’(O, 1; RR)) such 
that for each t E [0, T[ we have 
4x1 9 (6 x) - ; (t, x) + A (u(t, x)) 3f(t, x), 
a.e. x E IO, 1[, 
/d-g I (t, x) - g (t, -Y> + B(v(t, x)) 3 g(t, x), 
(2.13) 
(2.14) 
-u(t, 1) E c a+v(t, 1) ,& + L,(v(t, 1)) + e(t), vt E [O, T[. (2.15) 
In addition, 
au av 
%7&E L”O(O, T;L2(0, l;R”)), 
u, v E L”(]O, T[ x IO, l[; R”). (2.17) 
THEOREM 2.2. Assume that hypotheses (H,), (H,) and (HJ hold, 
(f, g, e) E W’3’(0, T, Y); u. E H’(0, 1; R”) and v, E BV(0, 1; R”) such that 
(uo, 210, v,(l)) E W2,), where D(S1) is defined by (2.11) and the 
equivalence class of v, is ident@ed with v. itselJ Then there exists a unique 
pair (u, v) E W’,m(O, T:L*(O, 1; R”)) x W’3”o(0, T: L’(O, 1; R”)) such that u 
and v satisfj7 (2.17); u satisfies (2.16); for each t E [0, T[ we have v(t, -) E 
BV(0, 1; R”) and 
4x> __ ‘it” (t, x) - C,(t, x) + A(u(t, x)) 3f(t,x), 
a.e. x E 10, 1 [, (2.18) 
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/8(x) $ (t, x) - g (4 x) + B(u(t, x)) 3 g(t, x), 
a.e. x E j0, l[, (2.19) 
with the property that 
h(x) E Cl D(q), vx E 10, I]. (2.20) 
In addition u, 0 sati& (2.14) a& (2.15). 
By a+ u/at, a ’ u/at we have denoted the right partial derivatives of 
U, u: [0, T[ --) 1;‘(0, 1; R”); in both theorems, for each t E [O, T[, (au/ax>(ty -) 
represents the distributional derivative of u(t, -); in Theorem 2.2, for each 
t E [0, T[, ti,(r, .) denotes the ordinary derivative of v(t, .) which does not 
coincide with the distributional derivative of tl(t, a), so we have preferred the 
notation il, instead of &/ax; finally, o&t, .) is the singular part of tl(t, .)5 i.e., 
2)*(t) x) = o(t, x) - ix d,(t, 5)d<, -0 
and D.r~s(r, .) is the measure generated by US(t) .). Let us also note that in 
Theorem 2.2 for each t E 10, T[, the equivalence class uft, .) was identified 
with one of its representatives. 
For the sake of brevity we confine ourselves to the proof of the second 
theorem. The proof of the first theorem is left to the reader because it relies 
on the same procedure. 
Proof of Theorem 2.2. 
Firstly, we suppose u(x) =/7(x) = C = I, a.e., x E 10, l[, where I is the 
identity operator in R”. Let us consider the following Cauchy problem on the 
space Y. 
@Jzo= ~~~~~~~. (2.223 
Since (u,(.), uJ.), v,(l)) E D(9J an since, by Lemma 2.2, SI is maxima! d 
monotone it follows from the general existence theory (see [ 1, Theorem 2.2, 
Corollary 2.1, pp. 131-1331) that there exists (u, V,JJ) E W’730(0, T; I”) 
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which satisfies (2.21)-(2.22). More precisely, for each t E [O, T[ the 
equivalence class v(t, .) contains a function v’(t, .) E BV(0, 1; R”) and there 
exists p(t) E x((u(t, e)) such that y(t) = v’(t, I), 
$2t, 9-D$(t, -)+lu(t)=f(t, *), in L*(O, 1; R”), 
g (6 .> -g (4 .> + B(v(t, a)) 3 g(t, a), in L2(0, l;R”), (2.23) 
and further (2.14) and (2.15) are satisfied. We recall that if v E M(0, 1; R”), 
that is, v=Dq, with q E BV(0, 1; R”), then v=v,+vs, where 
IJ~ = 4 E L ‘(0, 1; Rn) and v, = Dq, . Here 4 is (the equivalence class of) the 
ordinary derivative of q and qs is the singular part of q. According to 
[lo, 191, if vEJ(k) then 
va(4 E ‘4 (k(x)), a.e. x E 10, I[, (2.24) 
and 
v,(k - A) > 0, for every h E C( [0, 11; R”), 
satisfying h(x) E Cl D(q), O<x< 1. (2.25) 
Taking into account the fact that p(t) - D,v ‘(t, .) E L’(O, 1; R”), 0 < t < T, 
we conclude by (2.23), (2.24) and (2.25) that (2.18), (2.19) and (2.20) hold. 
It remains to show that U, u satisfy (2.17) and u also satisfies (2.16). To this 
purpose let us consider the operator 2:: Y+ Y defined by 
D(9:) = D(S), (2.27) 
where A, and B, are the Yosida approximations of A and B, respectively 
(see [5, p. 281). By Lemma 2.1, for each J. > 0, 9: is maximal monotone. 
We assert that for every (h, k, JJ) E Y and c > 0 
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In other words, we assert that the sequence of the solutions (Gd, L-3 ,J’.I.) E 
D(9) of the equation 
(2,29) 
converges in Y, as i, + 0, to the solution (~7~ z7,y) E D(Si) of the equation 
(2.30) 
But (2.29) and (2.30) are equivalent to some boundary-value problems on 
the product space L’(O, 1; R”) X L*(O, 1; R”). Thus arguing as in the proof 
of Lemma 2.1 in [ 141 we conclude that indeed (2.28) holds. Consider now 
the following approximating Cauchy problems 
where 
By virtue of (2.28) Theorem 3.16 in [5, p. 102] leads to 
as A -+ 0, in Y, uniformly on [O, T]. (2.33) 
By a standard device (see [I, Theorem 2.2, p. 131, Corollary 2.1, p. 1331) it 
follows that 
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because (see (2.32) and (2.33)) 
Here we have considered for simplicity that 9; is single-valued, i.e., L, is 
single-valued. Equation (2.31) can be rewritten as 
Un=aqf 
( 
$-&%+f , 
1 
a.e. (t, x) E Q, 
a.e. (t, x) E Q, (2.35) 
a+2.‘,(t, 1) 
at + L*(t’.a(k 1)) + u,k 1) 3 e(t), 0 ,< t < T, (2.36) 
where Q = IO, T[ x IO, 1 [; P,.~ and w,\ are the regularized functions associated 
to CJJ and II/, respectively; and p.f is the conjugate function of q,\ (see, e.g., [ 1, 
pp. 52, 571). The fact that A, = aq.l and B, = aw,l are Lipschitzian implies 
that for each I > 0, A, u,~ and B, a.% belong to L “(0, T; L *(O, 1; R “)) and 
therefore au,t/ax and an,/& belong to L “(0, P, L *(O, 1; R")). Thus the 
Fubini’s theorem and Eq. (2.31) allow us to assert that (2.35) holds for a.e. 
(4 -y> E e. 
In order to obtain an estimate for Bv,/ax we shall proceed in a manner 
which is in the spirit of [3, 12, 141. Thus it will be useful to define the 
function q3: Q x R" x R" + ]-co, +co] as follows, 
PA(t,x;r,s)=y,i(r)+ (r,$++q.f (s-2++ (2.37) 
where (., s), is the usual scalar product in R". 
It is then obvious by (2.35) and (2.37) that 
(~A)~a~,a (,JV’,,$), a.e. (t,x)EQ, (2.38) 
where aPA(t, x; ., .) denotes the subdifferential of Pn(t, x; ., =), for a.e. 
(t, x) E Q. Let U* be a function in H’(0, 1; R") such that z, E L,(v*(O)) and 
-z2 E Lz(v*(l)), where (see (H*)(ii)) z1 E R(L,) n Int D(p) and z2 E 
(-R(L,)) n Int D(o). Of course, such a chaise is possible. Let u* be the 
function u*(x) = (1 - x) z, + xz2. By (2.38) it is apparent that 
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c (u”)‘, v.t- v* 
( ) ( 
+ u.1, (v”)’ -z* -%+f 
n ) n 
ii’;,e+z*-~+f ) for every z * E R n, a.e. (t, x) E Q. 
n 
(2.39) 
For each /z > 0 and x E [O,l], we choose z* = z.:(x) =AA(u*(x)). 
By (HJ(ii) it follows that {zX\ is bounded in C([O, 11; R"), because the 
set {u*(x); x E [0, 1]} is a compact set contained in Int D(A) and 
~~A,z(u*(x))~~, ,< l[A(u*(~))[~~, 0 <x < 1. The symbol // - IIn represents the 
Euclidean norm of R". 
Since (see [l, p. 57; 4, p. 911) 
v,TYz?Yx)) = (z.?(x), u*(x)), -PA@*(x)> 
< (Z,?(X), u*(x)), - q((I -I- M)-’ @*ix)>, 
for every 0 < x < 1. 
and since q is bounded from below by an affine function we may infer that 
co.T(zf(x)) < cow vx E [O, I]. (2.40) 
On the other hand, by applying the definition of conjugate function one 
obtains 
+ u*,$-%+f- 
( ) !I- 
+p 
n 
S!$L!!$+f 
- /I n 
- q(u * + PM:JT a.e. (t, x) E Q, (2‘41) 
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where p > 0 small enough, and 
WA = mx/ll m,1 II” 3 if mA f 0, 
= 0, if m,, = 0, 
and 
m,$$-$+~ a.e. (t, x) E Q. 
We also note that 
J b’ f (u.~ - u *, v,, - v *),, dx 
= -Uv,& 1)) + 44 - 
av,ltt, 1) 
at 
+L,(v*(l)), V,l(l, 1)-v”(l) 
< const., a.e. t E 10, T[. (2.42) 
For the sake of simplicity we have assumed that L, and L, are single-valued. 
For proving (2.42) we have also used hypotheses (2.33) and (2.34). By 
combining inequalities (2.39), (2.40), (2.41) and (2.42) it follows that 
(c?v,/~x} is bounded in L m (0, T; L ’ (0, 1; R “)). (2.43) 
By a similar procedure we obtain 
Since 
(a~,~/ax} is bounded in L “(0, T; L ’ (0, 1; R “)). (2.44) 
(2.45) 
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from (2.43) and (2.44) it follows that the sequences 
{ u.~}, { un} are bounded in L”(Q). (2.46) 
From (HJ(i)? (2.46) and the second equation of (2.35) we derive that 
{a~,~/&} is bounded in L E (0, T; L ‘(0, 1; R”)). (2.47) 
Finally (2.33), (2.46) and (2.47) lead us to the desired conclusion, i.e. that u 
satisfies (2.16), (2.17) and u satisfies (2.17). The general case when a, ,8, C 
are different from I can be treated in a similar manner. We note only that the 
space Y must be replaced by 
B=L;,(o: 1) x *.. x Lin(O, 1) x L&(0, 1) X .** 
x L;JO, 1) x RF, 
where Li(O, 1) is the p-weighted L2 space and RE means R” with the scalar 
product 
i=l 
tlr= (r l ?..., rJ, s = (sl ,..., s,,) E R”. 
It is easy to observe that the operator 
with D(.??,) = D(9,), 
is maximal monotone on r’ and the space ? coincides algebraically and 
topologically to Y. Thus the procedure used above for the normalized case 
can be repeated. The proof of Theorem 2.2 is now complete 
Remark 2.1. Consider the second equation of (2.31) in Li(Q). From 
(2.33), (2.34) and (2.44) one obtains by passing to the limit in this equation, 
that (2.19) is satisfied for a.e. (t, x) E Q. By the same reasoning one deduces 
that system (2.13) also holds for a.e. (t, x) E Q. 
Remark 2.2. Both Theorems 2.1 and 2.2 remain valid if the associated 
operators 9 and 9,) respectively, are m-maximal monotoNne, w > 0. For 
example, L, may be assumed Lipschitz continuous as it happens frequentiy 
in physical applications from electrical network theory. 
Remark 2.3. The roles of A and B can be reversed to obtain two results 
symmetric to the above theorems. In this case assumptions (i) and (ii) of 
(II,) become 
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0’) D(P) = R”, 
(‘jj) D(L,) n Int D(w) f 0 and D(L,) n Int D(yl) # 0. 
Remark 2.4. By the procedure used in the proof of Theorem 2.2 the 
main existence and regularity result of [3] can be reobtained, where the 
nonlinearities of system (1.1) satisfy some conditions of Caratheodory type. 
Remark 2.5. We can also consider, instead of (1.3), other types of non- 
local boundary conditions like 
+ E(t), t > 0, (1.3)’ 
where L:R2”-tRZn is maximal monotone and E: [O, co ] + R”*. In order to 
solve poblem (l.l), (1.2), (1.3)’ we must work in the space 
Y,=L2(0,1;R”)~L2(0,1;R”)~R”~R”. 
Let us assume that hypotheses (H,), (HZ)’ hold. Instead of 
another operator, $?: Y, --f Y,, by 
D(g)= {(u,u;y,z)E Y,;u,uEH’(O, l;R”), 
(A z> = Q-499 41)) E wJ)L 
lU\ / 4+X((u) \ 
A? we define 
It is easy to observe that problem (l.l), (1.2), (1.3)’ can be expressed as a 
Cauchy problem associated to the operator SF. We do not intend to study 
this new problem in detail. We only mention that the above treatment may 
be adapted to this case. 
Remark 2.6. Obviously Cl D(3) (the closure of D(g) in Y) is the set 
L2(0, 1; R”) X L’(O, 1; R”) x Cl D(L,). Therefore under hypotheses (H,), 
(Hz)’ and (H3) for G = (f, g, e) E L’(0, T, Y) and z0 E Cl D(S) the Cauchy 
problem 
$ z(t) i M3(z(t)) 3 MG(t), t > 0, 
z(0) = z. (2.49) 
HYPERBOLIC SYSTEMS 359 
has a weak solution (see [ 1, Definition 2.2, p. 1341), where 
Fix (u,, no) E L*(O, 1; R”) x L*(O, 1; R”) and take some arbitrary 
y, E Cl D(L,). If (u(t, .), v(t, .), w(t)) is the weak solution of (2.48) - (2.49) 
corresponding to z0 = (uO, ~l~,y,,) and G then, by definition, the pair 
(u(r, .), t~(r, .)) is said to be a weak solution of problem (l.l)-(1.3) 
corresponding to (uO, tl,J and G. Generally the weak solution for (1.1 t(l.3 ) 
is not unique because y,, was arbitrarily chosen in Cl D(Lz) (even more, 
there is generally an infinite number of weak solutions). 
If GE W’.‘(O, T, Y) and uO, u0 E H’(0, 1;R”) such that Z, = (u,, ug? 
u,(l)) E D(S) then (2.48)-(2.49) has a strong solution (u(t, a), ~(t, .). 
v(t, 1)) (see [ 1, Definition 1.2, p. 1101). Then by definition the pair 
(u(t: .), v(t, .)) is said to be a strong solution for (l.l)--( 1.3) corresponding to 
(u,,, vO) and G. The strong solution of (l.l)-(1.3) is unique and it coincides 
with the solution obtained by Theorem 2.1. In a similar way we can define 
the concepts of weak and strong solutions of (1. I)-( 1.3) under hypotheses 
G-b>, (H2h (4). 
3. ASYMPTOTIC BEHAVIOUR OF SOLUTIONS 
To begin with, we formulate some new hypotheses necessary in what 
follows. 
0%) (Ag,e)EL’(O,~;Y). 
(Hj) There exists at least one solution (z&6) E H’(0. 1; R”) x 
H’(O, 1; R”) of the problem 
u’(x) E A@(x)), u’(x) E B(?J(x)), a.e. x E 10, 1 [? (3~1) 
0) E L,(W)? --u(l) E L*(z;(l)). (3.21 
(H,) At least one of the following three assumpt-ions holds. 
(a) Both A and B are strictly monotone, that is, 
( wi - w* ) u, - l& = 0, with wiEAui, i= l,2=xu,=u2, 
and analogously for B. 
(b) A is single-valued and strictly monotone and, in addition, either L t 
is one-to-one (as a multivalued function) or L, is strictly monotone. 
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(c) B is single-valued and strictly monotone and at least one of the 
multivalued functions L ; ’ and L; ’ is one-to-one. 
THEOREM 3.1. Assume that hypotheses (H,), (HJ, (HA), (H4), (H5) and 
(H,) hold and u,,, v,, E L2(0, 1; R”). Then problem (3.1~(3.2) has a unique 
solution (~2, t7) E H’(0, 1; R”) x H’ (0, 1; R”) such that 
u(t, a)- u”, v(t, .) -+ 5, 
as t --+ 00, strongly in L’(O, 1; R”), (3.3) 
where (u, v) is a weak solution on (0, co [ of (l.l)-(1.3) corresponding to 
(u, , v,;A g, e). If in addition uO, v0 E H’(0, 1; Rn) such that (uO, vO, ~~(1)) E 
D(9) and (f, g, e) E W17’(0, co; Y) then the strong solution on 10, co [, (u, v) 
associated to (u,, vO;f, g, e), satisfies (3.3) in the weak topology of 
H’(0, 1; R”) (so in particular in C([O, 11; R”)). 
Proof The existence of solutions on the positive half axis follows by 
Theorem 2.1. Without any loss of generality we may assume U(X) = p(s) = 
C=I, a.e. x E 10, I[. 
Firstly, we concentrate on the case of the strong solution (u, tl) associated 
to (u,, vo, v,(l)) E w6 and (f,g, e) E W”‘(O, co,; Y). Let us again 
consider the Cauchy problems (2.3 l)-(2.32) this time on 10, co [. Noting that 
(2.34) is satisfied for a!1 t E [O, co [ we may repeat the procedure used in the 
proof of Theorem 2.2 to derive (see (2.47)) that the sets 
(au,/ax) and (av,t/8x} are bounded in 
Lm(O, 00: L’(0, 1; R”)). 
Therefore, by (2.33) we may infer that 
r  r  
g, ;E Lm(O, co; L2(0, 1; R”)). 
On the other hand, hypothesis (H,) says that the set 9-‘(e) is nonempty, 
where 19 denotes the null vector of Y. This together with assumption (H4) 
leads to (see, e.g., Lemma 2.1 in [13]), 
{(u(t, e), v(t, s), v(t, 1)); t > 0) is bounded in Y. (3.5) 
By virtue of (3.4) and (3.5) the sets 
{u(t, .); t > 01 and Iv(t, *>; t > 01 
are bounded in H’(0, 1; R”). (3.6) 
It remains to show (3.3). To this purpose we may also assume that f- 0, 
g z 0, and e E 0. This is possible by the following. 
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LEMMA 3.1 (Theorem 2.1 in [ 151). Let li be a maximal monotone 
operator on a real Hilbert space H such that 0 E R(U) and let {S(t), t > 0 1 
be the contraction semigroup on Cl D(U) generated by -4. Suppose that 
there exists lim S(t) x, as t + 00, in the strong (weak) topology oj- H, 
Vx E Cl D(U). Then for every (weak) solution MJ of the inhomogeneous 
equation 
w’(t) + U(w(t)) 3p(t), t > 0, 
with p E L’(0, co; H), there exists lim w(t), as t --t co, in the strong 
(respectively weak) topology of H. and this limit belongs to U-‘(O). 
In order to continue the proof of Theorem 3.1 we firstly suppose the case 
when (u, u) is a strong solution of (l.l)-(1.3) associated to the pair 
jug, uO) E H’(0, 1; R”) X H’(0, 1; R”) such that (z+,, z/“, vJi)> E D(3). In 
other words, 
where (T(t); t > O} is the contraction semigroup generated by -9 and 
defined on L’(O, 1; R”) X L’(O, 1; R”) x Cl D(L2j. Due to (3.6) the 
technique of c-limit sets developed by Dafermos and Slemrod 181 applies to 
this case. Let us denote, as usual, 
4%, uo7 L’o(l)) 
= ((w, z,u) E Y; there exists t, -+ co such that 
(w, z.4’) = lim T(t,)(u,, uO, v,(l)) strongly in Y)~ 
n-m 
By (3.6), w(u,, ~~~~ u,(l)) is nonempty. As (uo, ~1~. uo( 1)) E D(s) we have 
o(uo? v,,, v,(l)) c D(9) (see [S, Theorem 51). Let (u ,^ G. O(1)) E 2-‘(e) and 
let (w, z, z(l)) E u(u~, vo, v,(l)). According to [Sj we have 
II W)(w z, z( 1)) - (z?, v^ , u”( l))iil, = const., vt>o. (3.8) 
Since 
f W)( IV, z, z(l)) + .~{T(t)(w, z, z(l))} 3 0, vtao, (3.9) 
by means of (3.8) one obtains 
Gmt)(w z, z( I))>, T(t)(w, z, z(l)> - (6, a( l>))p 
=o vt>o. (3.10) 
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Denoting 
w, *>, v”(t, a), v’(t, I)) = T(t)(w, z, z( 1)) 
> - u”(O)), 
we derive from (3.10) 
(v’(t, 0) - C(O), zqt, 0 
f 1; (Wit, x>> 
,“I 
-A W(x)>, qt, x) - qx>>, dx 
f J, (B(W, x)> - B(v^(x)), v’(t, x) - G(x)), dx 
t (L,(C(t, 1)) -&(3(l)), V’(t, 1) - C(l)), dx = 0, vt>o. (3.11) 
For the sake of simplicity, A, B and L, are assumed single-valued. Using 
(3.11) and (H,) we deduce, in a manner very close to that of [ 15 1, that 
w = u^ and z = v”, which implies that the stationary (u”, 0) of (3.1)-(3.2) is 
unique and w(uO, v,,, L~J 1)) is a singleton, i.e., (3.3) holds. For example, let 
us suppose that A and L, are strictly monotone. From (3.11) we then obtain 
and 
qt, x) = C(x), vt>o, VXE 10, 11, (3.12) 
qt, l)-v^(l)=O, Vt > 0. (3.13) 
Therefore 
aqt, X) 
-,+A(zqx)) = 0, t>O, a.e. xE [O, 11. 
As (6, v”) satisfies (3.1) we obtain 
qt, x) - C(x) = AI(t), t > 0, x E [O, 11, (3.14) 
where M(t) does not depend on x. From (3.13) and (3.14) it follows that 
z?(t, .) = 0, t > 0. Using this fact along with (3.12) we deduce IV = u^ and 
z = ii, as claimed. For other cases of (H,) we refer the reader to [ 151. As 
(3.3) holds for every strong solution of (l.lt(1.3) (with f = 0, g = 0, and 
e = 0) we infer by a simple completion argument that this is also true for 
every weak solution. The proof of Theorem 3.1 is now complete. 
In order to formulate another result of asymptotic convergence we 
introduce, instead of (H5) and (H,), two new hypotheses. 
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(Hs)’ o~A(o)n~(0)n~,(o)nL2(o). 
(H,)’ At least one of the following three assumptions holds, 
fj) A-‘(o) = B-‘(O) = (0). 
(jj) A-‘(O)= {O} and, in addition, either L;‘(O) = (0) or (w, r>, = 0. 
bvith MT E L,(r) implies Y = 0. 
ljjj) B-‘(O) = {O} and, in addition, either L,(O) = (01 or Lz(0) = {Ol, 
THEOREM 3.2. Assume that hypotheses (H,), (Hz)‘, (El,), (HA)? (H5)‘V 
(H,)’ hold. Then 
u(t, *> + 0, u(t, .) -+ 0, 
as t -3 00, strongly in L’(0, 1; R”)? (3.153 
where (u, u) is any weak solution of (1. l)-( 1.3). If in addition (f, g7 e) E 
W’s’(O, 00; Y) and uO, ZI,E H’(0, 1;R”) such that (uO: uO! v,(l)) E .D(.9) 
and (u, u) denotes the strong solution of (1.1 j(1.3) associated to (uO, tTn; 
.r’,g, e), then (3.15) holds in the weak topology of H*(O, 1; R”). 
Proof. Obviously 0 E 9-‘6. We have only to show (see the proof of 
Theorem 3.1) that for (uO, uO, ~~(1)) ED(s) the set w(u,, L’,,; v,(l)) is a 
singleton. Repeating the procedure from the proof of the preceding theorem. 
with (u ,^ 6, G(1)) = 8, we obtain indeed IC)(U,, not cO( 1)) = (01. Thus Theorem 
3.2 is completely proved. 
Remark 3.1. Under hypotheses (Hi), (Hz)‘, (Hs)’ and (H,)‘(j) it follows 
that (0.0) is the unique solution of (3.1)-(3.2), To show this let (u”. 8) E 
Nr(O, 1: R”) x H’(0, 1; R”) be an arbitrary solution of (3.1)-(3.2). We 
multiply the equations of (3.1) by C(X) and C,(x)? respectively. Integrating 
from 0 to 1 and using (H,)‘(j) it follows that u^r 0, d = 0, which is the 
desired conclusion. The reader can also easily observe that if (II,), (IYI~)~~ 
(H,)‘. (H$Cjj) (or (H,)‘(jjj)) hold and, in addition, A is single-valued 
(respectively, B is single-valued) then (0,O) is again the unique solution of 
(3.1~(3.2). 
In order to state another result of this section we remember 
DEFINITION 3.1 (Bruck 161). Let S be a monotone operator on a real 
space ‘k: Then S is demipositive if there exists?*, E S’(0) which satisfies 
(A) the condition z, -+ z weakly, JV,, E Sjz,). (iv,) bounded and 
lim (cv,, z, - yojy = 0 imply 8 E S(z). 
n-m 
Here 0 is the null vector of Y. 
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THEOREM 3.3. Assume that hypotheses (H,), (Hz), (H3), (H,) hold and 
besides A-‘(O) =B-‘(0) = {O), D(L,) = R”, 0 EL,(O) n L,(O) and 
Then 
(Ml, r), = 0, with w  E L2(r) implies r = 0. (3.16) 
44 *> + 0, as tb+ 00, strong& in L’(0, 1; R”)? (3.17) 
v(t, *> + 0, as t+ co, weakly in L’(O, 1; R”), (3.18) 
where (u, tl) is any weak solution on [0, co [ of (l.l)-( 1.3). If, in addition, 
(u, tl) is the strong solution on [0, 00 [ of (1. l)-( 1.3) corresponding to 
(J; g, e) E W’v’(O, co; Y) and to (u,, vO) E H’(0, 1; R”) x BV(0, I; R”) such 
that (u,, ?I,,, u,(I)) E D(2,) then (3.17) holds in the weak topology of 
H’(0, 1; R”). 
Proof. The existence of solutions on [O, co 1 for (1.1~(1.3) follows by 
Theorem 2.2. We may again assume a(x) = P(X) = C = Z, a.e. x E 10, 11. If 
(u, v) is the strong solution corresponding to cfl g, e) E I+“~’ (0, co ; I’) and to 
(uO, tl,,) E H’(0, 1; R”) x BV(0, 1; R”) such that (u,, L’~, z+,(l)) E D(5?,) 
then, as in the proof of Theorem 2.2 (see also the proof of Theorem 3.1) the 
boundedness of the set {u(t, .); t > O} in H’(0, 1; R”) follows. It remains to 
prove that for any weak solution (u, v) of (l.l)-(1.3) both (3.17) and (3.18) 
hold in the weak topology of L2(0, 1; R”). To this end it suffices to show 
that T,(t)(u,, uO,yO) converges to 0, weakly in Y. Here {T,(t), t > 0} is the 
semigroup generated by -A?, . We assert that LS?~ is demipositive with respect 
to f?. To show this let {(u,, v,,~‘,,,)} and ((z,, $vm, s,)} be some sequences 
in Y such that 
and {(z,n,w,s,)}isboundedinY, (3.19) 
urn-ii, V,-+u; weakly in L2(0, 1; R”), 
Y,-+Y, in R”, 
lim ((z,, w,, s,), (u,, u~,J?~))~ = 0. m-m 
(3.20) 
(3.21) 
Taking into account the definition of Sr, we infer by (3.20) 
lim ~~(21,) = 0, 
m+lx where ,uu, E xu,, 
J& 1’ @m(x), v,(x)), dx = 0, where 6, E &, , 
0 
where v, E L2(ym). 
(3.22) 
(3.23) 
(3.24) 
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Assume that ~(0) = w(O) = 0. From (3.22) and (3.23) one deduces that 
@(zT) = Y(F) = 0. 
Since A-‘(O)=B-l(O)= {O} we then have U(x)= tl(xj=O, a.e. 
xE 10, l[. As II = R” it follows that L2 is bounded on bounded sets. 
Then (3.16) along with (3.24) implies that y= 0. Therefore (U. 5,)~) = 
0 E 9; ‘(/3); that is, ~8~ is indeed demipositive with respect to 8. In 
particular 9; ‘(0) = (8). Assumingfz 0, g = 0, and e E 0 (see Lemma 3.1) 
we infer by Bruck’s result [6] that (3.17) and (3.18) hold weakly in 
L’(O, 1; R”) as claimed. The proof is complete. QED. 
4. AN EXAMPLE 
Consider the mixed problem 
Lg-g+Ru+e(l,x)=O. 
, 
n 
+;+G,=O, forO<x< I, t>O, 
d 
(4.lj 
u(0, x) = u,(x); u(0. x) = u,(x); o<x< 1, (4.2) 
v(t, 0) = R&t, 0); 
(4.3 j 
It is well known that this problem occurs in electrical network theory (see, 
e.g., Cooke and Krumme [7]). Here i = --u represents the current flowing in 
the line and u is the voltage across the line; R, Ri,, L, GI C, C, are some 
physical constants; e represents the voltage per unit length impressed along 
the line in series with it;f, is a nonlinear resistance. Assume that: 
the graph off0 is maximal monotone in R x R, (4.4) 
L > 0, c, > 0, R 2-0, G > 0, R, > 0, c > 0. (4.5) 
By some elementary reasoning involving (4.4) and (4.5) it follows that there 
exists a unique solution (u ,^ I?) E H’(O, 1) x H1(O, 1) of the boundary-value 
problem 
-a’(x) + Ru(x) = 0; -u’(x) + Gu(x) = 0, a.e. x E 10, 1[,(4.6) 
u(0) = R,u(O); --u(l) Wo(4ljj. (4.7) 
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Both Theorems 2.1 and 3.1 can be applied to this problem. We confine 
ourselves to stating the following result: 
PROPOSITION 4.1. Assume that (4.4), (4.5) hold and at least one of the 
constants R and G is positive. (i.e. >O). If e E L’(0, co; L’(O, 1)) then 
u(t, -)- 2.2, v(t, .)- 27, 
as t-+cO, strongly in L 2(0, l), (4.8) 
where (u, v) is any weak solution on [O, co [ of (4.1)-(4.3). Suppose, in 
addition, e E W’~‘(O, a3;L2(0, 1)) and uO, v0 E H’(0, 1) such that 
~~(1) E D(fO) and v,(O) = R, u,(O). If (u, v) denotes the strong solution on 
[0, co [ of (4.1E(4.3) associated to (uO, vO; e) then (4.8) holds in the weak 
topology of H’(0, 1). 
According to [14] ( see also 19, p. 211) let us interpret the term e as a 
feedback distributed control to achieve a < u(t, x) < b, 0 < t < T, 0 <x < 1, 
where a, b E R. Namely, let e(zl) = al,(u), where K = [a, 61. We recall that 
Z,(u) = 0 if u E K, and = +co otherwise. System (4.1) becomes 
(4.1)’ 
We conclude this section by stating an existence result whose proof relies on 
Theorem 2.2 
PROPOSITION 4.2. Assume that (4.4) and (4.5) hold and R(f,) Cl 
J-b, -a[ # 0. In addition, let uO, v0 E H’(0, 1) such that Z.&Y) E [a, b), 
Vx E [0, 11, v,,(l) E D(f,) and v,(O) = R,u,(O). Then, problem (4.1)‘, (4.2), 
(4.3) has a unique solution (u, v) with the properties from Theorem 2.2. 
Remark 4.1. It is important to note that the asymptotic stability theory 
developed in Section 3 does not hold if the operators 9 and .J8r (defined by 
(2.2)-(2.3) and (2.1 l)-(2.12)) are only c+monotone, m > 0 (i.e., 2 + oZ, 
5?i + OI are monotone, where Z is the identity operator on Y). For example, 
we cannot assume in Proposition 4.1 instead of (4.4) that f, is Lipschitz 
continuous. The stability for problem (4.1)-(4.3) in this different case is 
studied by Infante [ 111 and Slemrod [20] by methods different from ours. 
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