This study is concerned with predicting surface heat transfer in steady hypersonic flows using high-order discontinuous Galerkin methods. A robust shock capturing method that uses smooth artificial viscosity for shock stabilization is developed. To minimize parametric dependence, an optimization method is formulated that results in the least amount of artificial viscosity necessary to sufficiently suppress nonlinear instabilities and achieve steady-state convergence. The performance is evaluated in hypersonic flows over a circular half-cylinder. Results show this methodology to be significantly less sensitive than conventional finite-volume techniques to mesh topology and inviscid flux function.
I. Introduction
Robust and accurate computation of hypersonic flows is the subject of active research. One of the primary difficulties is correctly predicting surface heat transfer, which is very sensitive to shock-induced instabilities, such as the carbuncle phenomenon, and errors that propagate to the thermal boundary layer 1, 2 . Currently, low-order finitevolume discretizations combined with slope limiters are most commonly used for such problems. Although these methods have been used to obtain good heating predictions in a variety of hypersonic flow configurations in which the mesh is specifically aligned with strong shocks, results often suffer substantially in the absence of shock-conformed meshes 1 . In recent assessments of standard finite-volume techniques, Kitamura et al. 2, 3 found heat transfer predictions, particularly on non-shock-aligned meshes, to be extremely sensitive to a variety of factors, such as the inviscid flux scheme, the choice of reconstructed variables, and the slope limiter along with associated parameters. Unless the correct combination of the aforementioned factors is selected, large errors are observed in heating predictions, even in cases where thermodynamic quantities are accurately computed and the solution is free from carbuncles. Although generating meshes that are aligned with shocks is straightforward for simpler problems, the geometric and physical complexities typically associated with real hypersonic applications call for solution algorithms that produce accurate heating results regardless of mesh topology. One promising approach is Gnoffo's multi-dimensional inviscid flux reconstruction procedure 4 , which produced good heating results for various hypersonic flow configurations, including flow over a circular cylinder and a double cone, on uniformly biased tetrahedral meshes. Automatic shock fitting techniques provide another potential avenue for resolving the issue of mesh dependence 5, 6 . Outside of finite volume schemes, an encouraging approach to computing hypersonic flows is finite-elementbased discretizations, namely high-order discontinuous Galerkin (DG) methods 7, 8 . This family of numerical methods offers a number of advantages over classical schemes, such as arbitrarily high spatial order of accuracy, geometric flexibility, a high degree of scalability, and straightforward implementation of hp-adaptation strategies. DG-methods have displayed encouraging performance in the field of steady aerodynamics 9, 10 , although it has also shown success in chemically reacting flows [11] [12] [13] , turbomachinery applications 14, 15 , and turbulent flows [16] [17] [18] [19] . Much recent effort has been dedicated to improving the robustness of high-order approximations of flow-field discontinuities, which commonly lead to nonlinear instabilities and solver divergence. Two essential ingredients for dealing with shocks are shock detection and shock stabilization, both of which have been extensively studied with regard to finite difference and finite volume discretizations. In the context of DG-methods, a number of shock detectors have been developed. Persson and Peraire 20 proposed a resolution sensor based on the decay rate of the Fourier modes of the solution approximation. Vuik et al. 21 projected the high-order solution onto a multiwavelet basis to indicate discontinuous regions, and Krivodonova et al. 22 used inter-element variable jumps. Recently, the entropy-residual was shown to accurately detect shocks in inviscid flows 23 . A comparison of various shock indicators has been performed by Qiu and Shu 24 .
To stabilize discontinuities, one natural approach is to increase mesh resolution in the detected regions, but this is not always sufficient. Instead, mesh refinement is typically supplemented or entirely replaced by limiting or artificial viscosity techniques. Yu et. al 25 found that although limiters may be more efficient, they are more likely to dampen small-scale features. In addition, limiters are difficult to apply to curved elements and to high polynomial approximation orders. These issues are less severe in artificial viscosity methods, which have seen significant contributions by researchers such as Hartmann 26 , Zingan et al. 27 , and Aliabadi et al. 28 . In their classical sub-cell-resolution methodology, Persson and Peraire 20 proposed adding to troubled cells an elementwise-constant artificial viscosity that scales with the ratio of local element size to polynomial order. This was extended to RANS calculations by Nguyen et al. 29 . Recently, smooth artificial viscosity formulations have gained popularity since elementwise-constant formulations tend to generate spurious oscillations near the shock as a result of large jumps in artificial viscosity magnitude among neighboring elements. Most notably, Barter and Darmofal 30 developed a PDE-based artificial viscosity formulation in which the artificial viscosity is treated as a state variable governed by a reaction-diffusion equation. This formulation was shown to be more robust and accurate than conventional elementwise-constant methodologies.
These significant advances in shock capturing methods have enabled the computation of hypersonic problems using DG-methods. Many inviscid flows in this regime have been calculated. However, only a limited number of hypersonic viscous flows, particularly those in which the heat transfer load is a target quantity, have been computed. Papoutsakis et al. 31 was able to capture key flow structures of chemically reacting flow over a double cone configuration using a second-order-accurate DG discretization, although quantitative comparisons with finite volume and experimental results revealed a need for improvement. In addition, Barter and Darmofal 30 applied their PDE-based artificial viscosity formulation to hypersonic flow over a circular cylinder using randomly oriented tetrahedra. Despite some small spanwise variations, they obtained good surface heating results. This artificial viscosity method has been adopted by other researchers. For instance, Burgess 32 used it to compute hypersonic flow over a circular cylinder on a quadrilateral mesh and successfully applied hp-adaptation techniques, and Brazell and Mavriplis 33 computed hypersonic flow over a sphere. On the whole, however, hypersonic flows remain largely unexplored by DG-methods.
The present work thus aims to expand the capabilities of the DG-method and evaluates its performance in predicting heat transfer in hypersonic environments. A shock capturing procedure suited for steady hypersonic flow computations is developed. The procedure uses a smooth artificial viscosity formulation with minimal parametric dependence that yields an "optimal" amount of artificial viscosity that sufficiently suppresses nonlinear instabilities without significantly modifying the solution. In addition, sensitivities to the mesh topology and the inviscid/viscous flux schemes are investigated in a canonical hypersonic test case.
The remainder of the paper is organized as follows: Section 2 outlines the governing equations and DG discretization, followed by a description of the shock capturing formulation in Section 3. The subsequent section focuses on results for hypersonic flow over a circular cylinder and assesses the influences of the inviscid/viscous flux functions and mesh topology on surface heating predictions. The paper concludes with a summary of the major findings.
II. Mathematical formulation A. Governing Equations
The compressible flow equations describing conservation of mass, momentum, and energy are given as
The viscous stress tensor and heat flux are specified as
where µ is the dynamic viscosity, obtained using Sutherland's law for air, and κ is the thermal conductivity, which is related to µ by the Prandtl number, Pr = 0.71. This set of equations is closed by relating pressure to internal energy via the ideal gas law,
where the heat capacity ratio γ is set to a value of 1.4 in this study.
B. Discontinuous Galerkin Discretization
To develop a discontinuous Galerkin framework, the governing equations in Eqs. (1) are expressed in vector form as
where U ∈ R N U is the conservative state vector, F ∈ R N U ×N d is the inviscid flux, and Q ∈ R N U ×N d is the viscousdiffusive flux, with N U being the number of state variables and N d the number of spatial dimensions. F is a nonlinear function of the full state vector while Q can be linearized with respect to the gradients of the state variables.
By partitioning the computational domain Ω into a set of N e non-overlapping cells {Ω e } {e=1,...,Ne} with boundaries ∂Ω e , multiplying Eq. (4) by a test function φ, and then integrating over the entire domain, the following variational formulation can be obtained:
The finite-dimensional test space V p h is defined as
where P p denotes the space of polynomial functions of degree p. The global solution U is approximated by U = Ne ⊕ e=1 U e , where the local polynomial approximation is given by
with U e n (t) as the nth expansion coefficient. Applying this formulation to approximate F by F and performing integration by parts on the advection term, the LHS of Eq. (5) evaluated for Ω e can be recast as
for m = 1, ..., N p . n is the outward pointing normal on ∂Ω e , and the notations () + and () − refer to interior and exterior information about element Ω e , respectively. Information is exchanged between adjacent elements via a Riemann solver. In this study, the Riemann solvers employed are the Roe 34 , HLLC 35 , AUSM+ 36 , and SLAU 37 flux functions. To describe the discretization of the viscous flux, let Q i ∈ R N d be the (linearized) diffusion flux of the ith state variable such that
where D is a fourth-order tensor representing the first-order differentiation of the viscous flux with respect to the solution gradient. Since the overall discretization of the diffusion term is distributive over addition, this formulation can be further simplified by first discretizing
The three terms from left to right on the RHS of Eq. (10d) represent interior diffusion, dual consistency, and interelement viscous effects. The discretization of ∇ · Q i is then given by
which can be expanded using the relations in Eq. (10) . In this study, U = {U }, where the operator
is the mean value across element faces, and the prescription of Q i follows either the symmetric interior penalty (SIP) scheme 38 or the second form of Bassi and Rebay (BR2) 39 . All integrals in Eq. (8b) and (10d) are evaluated according to standard Gaussian quadrature rules.
For postprocessing, the temperature gradient can be computed in different ways. One method is to linearize with respect to the state variables as
Another method is to compute it based on the following variational formulation:
where φ ∈ R N d is a vector of test functions and T = {T }. Both methods generate nearly identical results. The wall heat flux is then computed from the wall temperature gradient as q wall = −κ∇T wall · n.
In this study, the heat transfer results are presented nondimensionally via the Stanton number, defined as
where c p is the specific heat at constant pressure, T t is the stagnation temperature, and (·) ∞ denotes free-stream values.
III. Shock-Capturing Method
This section introduces the shock capturing framework and describes how artificial viscosity is localized, smoothed, and added to the governing equations.
A. Artificial viscosity formulation
To regularize the system near discontinuities, an artificial viscosity term, ∇ · Q AV , is added to the RHS of Eq. (4), with
where
T is a modified state vector, with h t = E + p/ρ the total enthalpy, which yields better preservation of total enthalpy across a shock in the steady, inviscid limit 30 ; η is the spatially-dependent artificial viscosity and h is a measure of the local element size that should be smooth and account for mesh anisotropy. Drawing from the work of Yano et al. 40, 41 , h = M −0.5 , where M is a continuous Riemannian metric tensor field, and h = det(h) 1/N d is a volume-based length scale. Further details can be found in Refs. 40 and 41. To localize the artificial viscosity around discontinuities, a shock detector is required to indicate troubled elements. The resolutionbased sensor of Persson and Peraire 20 and the inter-element jump indicator of Krivodonova 22 have been shown to perform well for hypersonic flows. This work uses a sensor based on intra-element variable jumps, defined as
where ξ is chosen to be the thermodynamic pressure andξ denotes the average over Ω e . This shock sensor is small in smooth flow regions and assumes larger values in the vicinity of discontinuities. It is straightforward to implement since information from neighboring elements is not required.
Incorporating the h/p-scaling introduced by Persson and Peraire 20 , artificial viscosity is then initially applied in an elementwise-constant manner as
where C η is a scaling factor, λ max is the maximum wave speed in the domain, and H(x) is the Heaviside step function. S * is a threshold parameter that controls the number of troubled elements flagged by the shock detector, with values of 10%-20% found to perform well without much sensitivity. Previous works have shown smooth artificial viscosity fields to increase robustness and decrease shock-induced errors compared to traditional elementwise-constant artificial viscosity fields. Therefore, to smooth the elementwise-constant viscosity obtained by Eq. (17), the following elliptic partial differential equation is solved for η:
The
B. Artificial viscosity optimization
The objective of this section is to outline a procedure for reducing the dependence on user-defined parameters, which is a key issue of conventional artificial viscosity formulations. The artificial viscosity profile can be characterized by its magnitude and span, which are controlled by C η and n η , respectively. In general, larger magnitude and thickness of the artificial viscosity layer increase robustness (unless exceedingly large), but produce more error in the solution. Conversely, if the magnitude and thickness are too small, nonlinear instabilities will persist, which may result in the inability to reach convergence or, even if a steady-state solution can be obtained, the appearance of near-shock oscillations that alter the downstream heat transfer. Therefore, an artificial viscosity profile in this study is considered "optimal" if it sufficiently suppresses nonlinear instabilities while minimizing solution contamination. Using the previously described artificial viscosity framework, the following simple optimization procedure designed for steady calculations is utilized:
1. Perform shock detection on a previous converged, steady-state solution 2. Modify C η and/or n η and generate a new artificial viscosity field according to Eq. (17) and (18) 3. Obtain new solution with updated artificial viscosity
Go back to Step 1 until artificial viscosity is optimized
In this context, it is noted that C η and n η should initially be set to relatively large values in order to increase robustness and then successively decreased with each iteration. A lower bound should also be specified for n η in order to guarantee adequate smoothness and reduce near-shock oscillations. It was found that a lower bound of approximately 0.5 works well. Under this framework, given the difficulty of quantifying and identifying sufficient damping of shockinduced instabilities, the criterion adopted for an optimized artificial viscosity profile in hypersonic flows is simply the least amount that can yield steady-state convergence. Even though shock-induced oscillations may sometimes exist in converged solutions, the proposed criterion works well since such oscillations are typically quite small and have not been observed significantly alter the solution provided that the artificial viscosity field is adequately smooth. Note that if this procedure is applied to lower Mach numbers, the criterion of steady-state convergence may not be modified. An example of this is provided in the following section.
It should be noted that this method does not generate a new artificial viscosity field at each time step and thus only slightly increases the computational cost. In addition, the solution of each iteration can be used as the initial conditions of the following iteration to minimize the added time necessary to generate new solutions. Finally, the proposed artificial viscosity formulation is general and can be combined with different shock detectors.
C. Test Case: Smooth Flow
In this section, the previously described artificial viscosity formulation is applied to smooth, two-dimensional inviscid flow over a circular cylinder at a Mach number of Ma = 0.38. At this operating condition, no stabilization should be necessary to reach steady-state convergence, and the addition artificial viscosity would likely be detrimental to the solution. Therefore, a key question is whether, given an initially nonzero artificial viscosity field, the optimization procedure will cause the artificial viscosity to vanish everywhere and thus preserve accuracy. To investigate this, S * is set to very small values (on the order of 0.01) to deliberately flag troubled elements and introduce artificial viscosity into the domain. In addition, since the true solution should yield uniform entropy, the criterion for "optimized" artificial viscosity is convergence of the L 2 -norm of entropy,s = ||s − s ∞ || 2 . Simulations were run on a coarse, medium, and fine mesh with 36, 144, and 576 elements, respectively, and polynomial orders p = 1, 2, and 3. T. The domain is circular with a diameter 20 times larger than the cylinder diameter. For simplicity, only the parameter C η is modified, with n η = 10. Figure 1 shows the fine mesh as well as the density field of the fine p = 3 reference solution (without artificial viscosity). The entropy norm of the reference solution iss ref = 0.00737. To illustrate the optimization procedure, Table 1 lists the values of C η ands at each iteration for the fine p = 3 case, and Figure 2 displays the artificial viscosity, density, and entropy fields obtained from the first iteration, which yielded the largest amount of artificial viscosity. As a result of the artificial viscosity, large errors in the solution are generated downstream of the cylinder. However, as the magnitude of the artificial viscosity is decreased with each iteration, these errors vanish ands approachess ref . This trend was observed over all meshes and polynomial orders. 1.00 9 10 −6
1.00 Table 1 : C η and normalized entropy norm at each iteration of the artificial viscosity optimization procedure for the fine p = 3 case for inviscid flow over a circular cylinder at Ma = 0.38. Table 1 for the fine p = 3 case for inviscid flow over a circular cylinder at Ma = 0.38.
To assess mesh convergence, the entropy norm of the optimized solution is plotted as a function of mesh resolution for each polynomial order in Figure 3 . The p + 1 order of accuracy is preserved, indicating that the optimization procedure can yield good solutions for flow simulations in which artificial viscosity is initially incorrectly added to the domain. 
IV. Results and Discussion
This section discusses results for hypersonic flow over a circular half-cylinder. For all calculations in this study, pseudo-time-stepping is used to facilitate convergence and GMRES is used to solve the linear system at each time step. In addition, polynomial order sequencing is employed: lower-order solutions are projected to higher orders and then used to iterate toward a final polynomial order of p = 3. 2nd-order curvilinear meshes are used for all simulations. Finally, unless otherwise specified, solutions are obtained with the Roe and BR2 flux functions.
A. Hypersonic flow over circular half-cylinder
This canonical test case has been found to be extremely mesh-sensitive in finite-volume discretizations. Nompelis et al. 43 investigated this problem using a series of meshes with hexahedral elements in the boundary layer, but different element types and sizes in the shock region. Very good heating results were obtained on well-aligned hexahedral elements, but randomly oriented isotropic tetrahedra in the shock region produced large spanwise and circumferential variations in the wall heat flux profile. Higher resolution near the shock moderately improved the results, but asymmetries were still present. Similarly, Gnoffo and White 44 used uniformly biased tetrahedral elements throughout the entire computational domain and observed even larger asymmetries in the heating results. It was only after a series of algorithmic developments culminating in a multi-dimensional inviscid flux reconstruction procedure 4, 45, 46 that an almost fully symmetric heat flux profile was obtained, despite slight asymmetries still appearing and a large increase in the computational cost.
Kitamura et al. Using a DG-discretization, Barter and Darmofal 30 obtained good heating predictions on a mesh with structured tetrahedra in the boundary layer and of random orientation outside the boundary layer. Some variations near the stagnation point and spurious oscillations near the outflow boundaries were present. They employed their PDEbased artificial viscosity methodology, in which the artificial viscosity is appended to the state vector and a reaction-
The flow parameters for the configuration investigated in this study are listed in Table 2 . Inflow boundary conditions are specified, extrapolation is used for the outflow boundary conditions, and for 3D calculations, symmetry is employed at extruded boundaries. The cylinder surface is an isothermal no-slip wall.
Ma
Re T wall T ∞ 17.605 376,930 500 200 Table 2 : Flow parameters for hypersonic flow over circular cylinder. Ma is the Mach number, Re is the Reynolds number based on half the cylinder diameter D, T wall is the cylinder wall temperature, and T ∞ is the free-stream temperature.
Artificial viscosity optimization
This section illustrates the artificial viscosity optimization procedure on a non-shock-aligned quadrilateral mesh, displayed in Figure 4 , with 100 elements in the radial direction and 65 elements in the azimuthal direction. Using Gmsh 47 to generate very high-aspect-ratio curved elements, such as those near the cylinder wall, can at times result in negative volumes; therefore, Gmsh was only used to create linear elements, which were then combined in pairs to form high-order elements.
The progression of the values of C η and n η are displayed in Figure 5 (a). Very large initial values are chosen for the parameters for the sake of illustration, and at each iteration, only one parameter is modified by a prescribed scaling factor, both for simplicity and to demonstrate the individual effects of each parameter. Note that other methods can be more efficient for choosing the values of C η and n η , although the added computational cost for the overall optimization of the artificial viscosity field is not significant. The resulting heat flux profiles along the cylinder surface corresponding to each iteration are shown in Figure 5 (b). It can be seen that larger amounts of artificial viscosity produce larger heat fluxes. As C η and n η decrease, the heat flux rapidly converges toward a steady profile. This suggests that obtaining the least amount of artificial viscosity needed for steady-state convergence may not be necessary, but instead a few iterations of the optimization procedure may be sufficient. Furthermore, the stagnation point Stanton number of approximately 0.008 agrees very well with results reported by Barter and Darmofal 30 . As illustrated in Figure 6 , the final artificial viscosity field has a much greater magnitude and span than the initial artificial viscosity field as a result of the smaller values of C η and n η . The temperature field obtained with the final artificial viscosity is displayed in Figure 7 to illustrate the smooth, stable shock profile as well as the considerable increase in temperature in the post-shock region. 
Sensitivity of heating prediction to inviscid and viscous flux functions
The calculation was repeated with different inviscid and viscous flux functions to assess their influence on the predicted surface heating. The inviscid flux functions are the Roe, HLLC, AUSM+, and SLAU schemes, while the viscous flux functions are the interior penalty (IP) and BR2 schemes. The AUSM+ flux function was developed by Liou 36 as an improvement over the advection upstream splitting method (AUSM). It is positivity-preserving and exactly resolves one-dimensional shocks and contact discontinuities, making it suited for high-Mach-number flows. Similarly, the SLAU scheme is derived from the AUSM family, with special consideration for low-Mach-number regimes 37 . The same final artificial viscosity field was used for all calculations. Figure 8 shows no discernible differences among the predicted heat flux profiles, suggesting a much lower sensitivity to the flux functions than finite volume schemes. 
Heating prediction sensitivity to mesh topology
A uniformly biased tetrahedral mesh, displayed in Figure 9 , was created to test the sensitivity of the solution to the underlying mesh topology. This mesh was created from a hexahedral mesh with 100 elements in the radial direction, 65 elements in the azimuthal direction, and 4 elements in the spanwise direction. Each hexahedron was partitioned into six tetrahedra by adding diagonals in a consistent manner. The intentional uniform bias promotes the appearance of non-physical asymmetries that expose deficiencies in the solution algorithm 45 . The heat flux at all quadrature points on the cylinder wall is plotted in Figure 10 . The solution exhibits excellent symmetry, with slight variations apparent only in a close-up view. Figure 11 displays the face-averaged values of the surface heat flux, which show essentially no spanwise or circumferential variation and agree very well with the solution from the previous quadrilateral mesh, despite the stark differences in the underlying mesh topology. For visual comparison of the solution field, Figure 12 displays the Mach number distributions in the shock region for the quadrilateral and tetrahedral meshes. In both cases, the shock is somewhat diffused due to the artificial viscosity; nevertheless, it is smoothly captured and free from significant oscillations. These results indicate a much lower sensitivity to mesh topology compared to standard finite volume schemes.
V. Summary
A simple, robust shock capturing method for steady hypersonic flows was developed for high-order discontinuous Galerkin schemes. The method generates a smooth, optimal artificial viscosity field that sufficiently suppresses nonlinear instabilities with minimal solution contamination. It can also be successfully applied to smooth flows by causing unneeded artificial viscosity to vanish, thus preserving order of accuracy. The shock capturing formulation was employed to obtain accurate surface heating predictions in hypersonic flows over a circular half-cylinder. Furthermore, the influence of inviscid/viscous flux functions and mesh topology on the heating results was investigated, and it was found that for all inviscid flux functions (Roe, HLLC, AUSM+, and SLAU), viscous flux functions (interior penalty and BR2), and mesh topologies (quadrilaterals and uniformly biased tetrahedra), the shock is smoothly captured and the surface heating profiles exhibit excellent symmetry. This is in contrast with the very high sensitivities prevalent in standard finite volume schemes. Our shock capturing formulation is general and can be applied to different polynomial orders, basis functions, element shapes, and quadrature rules, as well as other high-order numerical methods. Future work will entail quantitative comparisons with state-of-the-art finite volume hypersonic flow solvers from an error-cost perspective, as well as computation of a more challenging flow configuration, namely hypersonic flow over a double cone. 
