Medical outcomes are inexorably linked to patient illness and clinical interventions. Interventions change the course of disease, crucially determining outcome. Traditional outcome prediction models build a single classifier by augmenting interventions with disease information. Interventions, however, differentially affect prognosis, thus a single prediction rule may not suffice to capture variations. Interventions also evolve over time as more advanced interventions replace older ones. To this end, we propose a Bayesian nonparametric, supervised framework that models a set of intervention groups through a mixture distribution building a separate prediction rule for each group, and allows the mixture distribution to change with time. This is achieved by using a hierarchical Dirichlet process mixture model over the interventions. The outcome is then modeled as conditional on both the latent grouping and the disease information through a Bayesian logistic regression. Experiments on synthetic and medical cohorts for 30-day readmission prediction demonstrate the superiority of the proposed model over clinical and data mining baselines.
Introduction
Interventions keep us alive, even when we fall gravely ill. Doctors carefully assess us. They take our pulse, image our insides, explore our family history. This complex web of factors inform the doctor on how to intervene. That changes the natural course of disease. Hippocrates, who advocated gentler interventions believed that the body would heal itself. He would have been surprised at modern intervention that stop short of miraculous. Hearts and kidneys can be repaired, machines can breathe for you. Interventions are what hospitals and modern medical care all about. They change over time.
But other aspects have not changed from Hippocrates' time. The need to make careful clinical observation before diagnosis and the requirement to assess prognosis. The modern equivalent of Hippocratic meticulous recording is the * Center for Pattern Recognition and Data Analytics, Deakin University, Geelong Waurn Ponds Campus, Victoria, Australia. † Electronic Medical Recording (EMR) system. When a patient enters a hospital, the EMR system records diagnosis, tests, medications, and the interventions administered. Further, prognosis is assessed and an effective care regimen is formulated. Assessing prognosis requires modeling outcome prediction. Examples include readmission prediction, mortality prediction and suicide risk prediction.
Since, interventions are designed to change the course of disease, they play a crucial role in the resulting outcome. Differing choices in interventions may lead to different outcomes. For example in cancer patients, the choice of radiotherapy versus chemotherapy, or their combination, has different impact on survival [1] . Similarly, prognosis of cardiac patients in terms of recurrence of heart attack or survival differs with interventions [12] . Therefore, prediction rules tailored to interventions are required.
Current methods used in the healthcare community combine both patient conditions and interventions, deriving a single prediction rule. For example, in cancer survival prediction, the Cox proportional hazards model [18, 5] or the logistic regression [7] is used to learn a single prediction rule, irrespective of the intervention. Recent work on readmission prediction for patients [6] uses logistic regression to derive a score based rule termed HOSPITAL, that stratify patients according to their readmission risk. Once again this is a single rule. A single rule, however, may lack the capacity to incorporate differential rules for different interventions. Popular predictive methods, such as logistic regression, Support vector machine (SVM), Naïve Bayes, and Random Forest [13] require amalgamation of interventions with the patient condition variables, and suffer from the same limitation.
Learning prediction rule for each medical interventions is not appropriate either as many interventions are performed together and our experience suggests that only a few latent intervention groups exist in the data. Therefore, it is sufficient to learn prediction rules at the group level. With clinical advancement new interventions are adopted whilst older ones are phased out. For example, in Figure 1 we can see how the interventions related to patients with acute myocardial infarction have evolved over the years (2007) (2008) (2009) (2010) (2011) ). An appropriate model should also be able to keep up with such evolving intervention practice.
To this end, we propose a Bayesian nonparametric, supervised framework that: a) models a set of intervention groups through a mixture distribution; b) builds a prediction rule for each group; and c) allows the mixture distribution to change with time. Under this framework, data is split over pre-defined time windows such that distribution of the interventions within a window is almost stationary. A Hierarchical Dirichlet Process (HDP) prior is then used to extract a set of latent intervention groups. The number of groups is not known a priori, but the HDP allows it to be estimated from the data. For each time-window a separate distribution over the intervention groups are learnt ensuring that the model keeps up with evolving intervention practice. The outcome is modeled as conditional on both the latent grouping and the patient's condition data through a Bayesian logistic regression. We call this model as the HDP-LR. Efficient inference is derived for this model. We apply the model for 30-day readmission prediction on two patient cohorts obtained from a large hospital in Australia: 2652 admissions related to Myocardial infarction between 2007-2011, and 1497 admissions related to Pneumonia between 2009-2011. We demonstrate that on both cohorts, the 30-day readmission prediction by our model outperforms that of state-of-the-art clinical and machine learning baselines. The time-window is set at 1 year for both cohorts. We show the intervention groups and the changing distribution over the intervention groups over time. We also illustrate the highest risk factors for the major intervention groups. The risk factors are found to be different for each intervention group, validating the need for separate prediction rules. We also measure the cumulative precision of prediction after risk stratification. On top 5% of the most risky patients in terms of readmission within 30 days of discharge after an hospitalization with an acute myocardial infarction, HDP-LR is more than three times better than random, whilst all other baselines are either below or slightly above random prediction. For completeness, we test the HDP-LR on simulated data. In summary, our main contributions are:
• A supervised nonparametric Bayesian prediction framework (HDP-LR), that separately models interventions, extracts latent intervention groups and learns group-specific prediction rules. The HDP prior allows modeling of evolving intervention distributions in time.
• The development and implementation of efficient collapsed Gibbs sampler for HDP-LR.
• Validation on two real world hospital datasets, demonstrating that our model outperforms state-of-the-art clinical and machine learning baselines.
Background
The proposed framework is suitable for modeling medical prognosis where interventions play a crucial role and changes in intervention practice is frequent. However, in this paper we focus solely on the 30-day readmission prediction after an acute care hospitalization. Hospital readmissions are costly. The 30-day readmission rate is estimated at 18% among the Medicare beneficiaries in the USA costing $17 billion [14] . Some of the hospital readmissions are avoidable and thus the 30-day readmission rate is used as a performance indicator of hospital service. In the USA, hospitals with high risk-adjusted rates are penalized financially [14] . Accurate risk prediction can help towards avoiding readmissions by facilitating formulation of effective post-discharge care plans [3] .
Prediction of 30-day readmission following an acute care hospitalization has been an active area of research within the healthcare community [8] . In [22] the authors performed a study with 4812 medical and surgical patients. A risk score (LACE: L-Length of stay, A-Acuity of admission, C-Charlson Comorbidity score, and E-Emergency department use) is proposed after analysing the cohort employing logistic regression. It was further validated on a big retrospective cohort of patients from Canada. In [16] the authors performed their study on a cohort of 10946 general medicine patients. A similar scoring system was developed after analysing the data with logistic regression. It was validated on a random split of derivation and validation cohort. In the most recent work [6] the authors performed a retrospective cohort study and proposed another scoring system (HOSPITAL) to identify potentially avoidable readmissions. Cross-validated performance is reported for predicting the both avoidable and any 30-day readmission. Since, this is the most recently proposed method we use it for our clinical baseline. Readmission prediction using popular machine learning techniques such as Naïve Bayes, SVM and Random Forest have been studied for heart-failure patients in [15] and for ten separate cohorts in [4] . In all these methods, only a single prediction rule is learnt.
A single rule, however, may not be sufficiently expressive to model the effect of different interventions on the outcome [1, 12] . On the contrary, learning prediction rules for each and every medical interventions is not useful as many interventions are performed together as a group, and thus it is sufficient to learn prediction rules at the group level. Apart from this, the constant flow of clinical innovation introduces newer and more advanced form of interventions whilst phasing out the older ones, thus giving rise to a changing distribution over the intervention groups. An appropriate framework should learn prediction rules specific to each intervention group under evolving intervention practice.
The Dirichlet process (DP) mixture model is a Bayesian nonparametric framework used to discover groups in the data when the number of groups are not known [17] . In a supervised setting, Shahbaba and Neal [20] use DP as a prior for dividing data in clusters and learn a separate linear classifier for each cluster. The motivation was to learn nonlinear boundaries through a piecewise linear approximation. The idea from this model can be adapted for our problem, where we can learn the grouping over the intervention and then build group-specific classifiers using data of the patient condition. However, this model cannot cope with the changing distribution over the intervention groups due to the use of a static mixture distribution.
The above limitation can be addressed by splitting the data over pre-defined time windows such that distribution of the interventions within a window is almost stationary. Given this structure of data a hierarchical Dirichlet process (HDP) prior [21] can model the changing intervention by using a separate mixture distribution for each window. The intervention groups are shared across different windows facilitating sharing of data from different windows. This avoids fragmentation of data related to the same intervention group and thus does not degrade performance.
Framework
This section presents a predictive framework for modeling healthcare data where intervention plays a crucial role. The proposed framework attempts to model the following issues in the healthcare data:
• Different sets of interventions often lead to different outcomes and therefore different prediction rules.
• Interventions change over time with clinical innovation.
We address the above issues by building a prediction rule for each intervention group. This offers the flexibility to model the effect of each intervention on the outcome (addressing the first point) and is not affected when new interventions are introduced. For newly introduced interventions, new groups are created and the respective prediction rules are learnt. To model the changing distribution over interventions (addressing the second point), our framework uses a set of intervention distributions -one for each time window. Consider healthcare data where for each patient, the data consists of features associated with patient conditions (denoted by x), list of interventions (denoted by i) and an outcome variable (denoted by y). Typically, such data is collected sequentially over years. Due to ongoing changes in clinical practice, the distribution over the interventions changes during the course of data collection. To model this change explicitly, we divide the total time duration into T time-windows so that the distribution over the interventions within a time window is almost stationary. We organize the data into batches corresponding to each of the T windows (indexed as t = 1,..., T ). Since we are dealing with prediction problem in a supervised setting, the t-th batch has labeled training examples denoted
To build a prediction model that meets above goals, a hierarchical Dirichlet process (HDP) mixture is used to learn a set of latent intervention groups (or clusters). The use of HDP allows us to generate new intervention groups (or clusters) when a new set of interventions are introduced in the hospital. Further, it offers flexibility in modeling changing intervention distributions through use of a separate mixture distribution for each time-window. The intervention groups are shared across different windows, which helps the data from the windows to be shared. Given each intervention group, a separate classifier is learnt through a Bayesian logistic regression. The process of learning intervention groups is also predictive in that it encourages groupings that lead to low predictive error. We refer to this model as HDP-LR.
Formally, let G 0 ∼ DP (γ, H) be a draw from a Dirichlet process with concentration parameter γ and base measure H. Since we are using a HDP prior, we have T derived random measures G t ∼ DP (α t , G 0 ), t = 1,..., T where α t is the concentration parameter specific to time-window t. The parameter α t controls the variance, or roughly the difference, from G t to G 0 . We note that the random measure G 0 is discrete with probability one. Since G t 's are random measures drawn from DPs using G 0 as their base measures, G t 's are also discrete and share atoms [21] . The generative process is given as
which can be written using stick-breaking notation [19] as
where θ k are independent random variables drawn from H. Further, the notation δ θ k denotes an "atom" at θ k and . . . β k , π tk are the "stick-breaking weights". The variable θ k takes values in a product space of two independent variables φ k and w k . Thus, we can explicitly write
For our HDP-LR model, the φ k can be interpreted as k-th "intervention atom" while the w k is the "classifier atom" for the k-th intervention cluster. The intervention atom φ k is a draw from a Dirichlet distribution with parameter λ , i.e. φ k ∼ Dir (λ ). The classifier atom w k is a draw from a multivariate i.i.d. normal distribution with mean zero and standard deviation σ w , i.e. w k ∼ N 0, σ 2 w I . Figure 2 shows the two graphical representations (the stochastic and the stickbreaking) of the HDP-LR, where the two representations can be seen to be connected via a group indicator variable z tn such that ψ tn ≡ θ z tn . The complete generative process of HDP-LR is summarized as:
where Ber (.) and Dir (.) denote the Bernoulli and Dirichlet distributions, respectively and f (.) is the logistic function.
Model Inference
The inference of model parameters is typically performed by computing a joint posterior distribution of parameters conditioned on the observations. For our proposed model, this posterior distribution does not have a closed form, however, it is possible to approximate this distribution using Markov chain Monte Carlo (MCMC) sampling procedure.
We use a popular variant of MCMC -known as Gibbs sampling. The algorithm iteratively samples a single or a set of variables from their conditional distribution given the remaining set of variables and the observations. The MCMC parameter state space consists of the variables : {β , π, z, φ , w} along with hyperparameters γ, α t and σ w . To improve the mixing time, we use a collapsed Gibbs sampler, integrating out π, φ and only sample {β , z, w, α t }. The hyperparameters γ and σ w are fixed to one. Sampling of α t and β remain identical to the HDP [21] . However, we still need to derive the Gibbs sampling updates for the variables z and w.
4.1 Sampling z Sampling of z tn requires assigning an intervention i tn to different intervention groups. For this assignment, two possibilities exist: (1) the intervention i tn is assigned to existing intervention groups, i.e. z tn takes a value k = 1,..., K (2) the intervention i tn is assigned to a new intervention group, i.e. z tn is set to K + 1. For the first case, the Gibbs samples of z tn are drawn as
where z −tn and i −tn are defined as z −tn = {z t n | t = t, n = n} and i −tn = {i t n | t = t, n = n}.
In the above expression, we have three terms interacting: intervention likelihood (likelihood of i tn being assigned to the group k given other interventions), class likelihood (the level of classification error if i tn is assigned to group k) and the predictive prior (the prior probability of i tn being assigned to the group k given other assignments). For the second case, when z tn is assigned to a new group, the Gibbs samples of z tn are drawn as
In the above expression, the computation of class likelihood term requires a marginalization with respect to w K+1 . This marginalization is approximated numerically using Monte Carlo procedure.
Sampling w k
The Gibbs conditional posterior of w k can be written as
where we have X k {x tn | z tn = k}, n k is the cardinality of
where x k i denotes the i-th data vector of X k . Sampling from the above posterior is not straight-forward as this does not reduce to any standard distribution. A popular approach in such situations is to approximate the density using Laplace approximation [2, 10] . The basic idea is to find the mode of the posterior distribution and then approximate the posterior with a multivariate normal distribution centered at the computed mode. To compute the mode of the posterior, we optimize the logarithm of the posterior. As log is a monotonic function, optimizing the logarithm of the posterior does not alter the result. For the optimization, we use Newton's method mainly due to its quadratic convergence properties. The Newton's method requires both the first and the second derivatives, which can be written in closed form as
where
is a diagonal matrix with entries between 0 and 1. The covariance matrix of the normal distribution can be directly computed by taking the negative of the inverse of the Hessian of the log posterior, i.e. Σ Laplace where n l,k is the number of times the l-th intervention appears in the k-th intervention group.
Prediction for new observations Given training data
during the training phase. The new observations (or test data) are considered part of the last time-window and thus T -th HDP batch. For a new observation x,ĩ , the outcomeỹ can be sampled as
The expression for posterior p z |ĩ,
remains similar to the predictive prior term in (4.9).
Experiments
We evaluate the HDP-LR on a synthetic dataset and two hospital datasets.
Baselines
We compare the prediction performance (AUC) of our model with the following baselines: a) A clinical baseline using the HOSPITAL score [6] ; b) Bayesian Logistic Regression (B-LR); c) SVM with linear kernel (Linear-SVM); d) SVM with 3rd order polynomial kernel (Poly3-SVM); e) Naive Bayes; and, f) Random Forest. Weka [11] is used for the SVM, Naïve Bayes and the Random Forest. The patient condition and intervention features are merged to obtain a single feature vector for these methods.
Experiments with Synthetic Data
A simulated dataset spanning 5 years with 100 unique patients per year is constructed. Nine different types of interventions are considered. Three intervention topics are created from horizontal bar patterns of a 3x3 matrix (Figure 3a) . We simulate the intervention change as an evolving mixture of intervention topics (Figure 3b ). Per patient 'intervention' feature is synthesized by sampling an intervention topic from the yearspecific mixture distribution and then sampling 4 interventions from the selected intervention topic. The intervention topic specific classification weight vector is sampled from a 50-variate Normal distribution. The 'patient condition' features are binary random vectors. The label is assigned by taking the dot product of 'patient condition' feature with the classifier weight and using a logistic link function. The prediction task is to predict labels for the patients in the 5th year. Two training cases are considered: 1) training with all the past years (1-4), and 2) training with the 4th year only. In the former case the prediction algorithm has access to more data, however, it must cope with the changes in the predictive distribution of outcome given features. In the latter case the distributional change may be only little, however, due to the less training data it is more difficult to learn the correct classifier. Default setting from Weka is used for the baselines -SVM, Naïve Bayes and the Random Forest. For HDP-LR, Gibbs sampler is run for a total of 1000 iterations -the first 500 for burn-in and the remaining 500 for posterior computation. The mode of number of topics converged quickly (within the first 50 iterations) and thus the posterior estimate is stable. The topics and the mixture distributions are discovered correctly (see Figs 3a & 3b) .
HDP-LR outperforms the baselines for both the cases (Table 1) . When all past data is used, the HDP-LR outperforms (AUC 0.842) the closest contender, Poly3-SVM (AUC 0.739) by a large margin. Even when only the 4th year data is used, HDP-LR outperforms (AUC 0.765) its closest contender, B-LR (AUC 0.714). As expected, all simpler models such as B-LR, Linear SVM and the Naïve Bayes suffer when all past data is used for training as they cannot cope with the distributional change. However, complex methods such as Poly3-SVM and Random Forest were able to improve with the past data.
Experiments with Hospital Data
The data is collected from a large public hospital in Australia 1 . The hospital EMR system provides a single point of access for information on patient hospitalizations, emergency department visits, and in-hospital medications and treatments. This mission, ICD-10 codes for each emergency visit, and departments that have been involved in the patient's care. Other information includes demographic data (age, gender etc.) and details of the patient's access to primary care facilities. We evaluate our model on two separate cohorts of patients: 1) Patients with a primary admission diagnosis of acute myocardial infarction (AMI), and 2) Patients with a primary admission diagnosis of pneumonia. For each patient, we have a sequence of admissions in the hospital. Of these, the discharge corresponding to an admission with primary reason for admission as AMI is treated as the unit of observation in the predictive model. These discharges are the assessment points (APs) from which prediction is made. Patient records prior to an AP are used to construct features. The 'patient condition' features contains demographic (age, gender and occupation) and disease information accumulated at four different time scales -past 1 month, past 3 months, past 6 months and the past 1 year. The procedure codes associated with only the current admission is used as the 'intervention' feature. If there is a readmission within a 30-day period following an AP with only cardiac related diagnosis, the class label is set to 1. Figure 1 illustrates the mixture ratio of major procedures performed each year during 2007-2011. We can see three groups of procedures -those whose usage is decreasing in the recent years (eg. Cerebral anesthesia), those that increase (eg. Coronary angioplasty with stenting) and others whose usage remains unchanged. These intervention patterns visibly affected the readmission rate (Figure 4 As with synthetic data, two training settings provide two competing choices. More past data provides large training data but challenges the algorithm with changes in data distributions over time. On the contrary, when confined only to recent data, the intervention distribution may remain unchanged, however, the algorithm must learn from a smaller set of training data. Surprisingly, for this data, Poly3-SVM and the Random Forest fail to leverage on larger training data and show worse performance when all past data is used compared to training with 2010 data only. All other baselines provide only marginal improvement with more data. HDP-LR provides the highest improvement (ΔAUC 0.066) with the inclusion of past data. This implies that HDP-LR was able to handle the distribution change well and effectively leverages past training data. When training with data from 2007-2010, 6 intervention clusters are inferred ( Figure 5 ) The total number of patients assigned to these groups over the years is shown. The three major topics are labeled by the strongest procedure (highest weight) of the group: a) Coronary angioplasty with stenting, b) Coronary artery bypass, and c) No intervention. In 2007, the intervention group representing 'Coronary angioplasty with stenting' was not present, however, it is used increasingly in recent years. In contrast, the intervention group 'Coronary artery bypass' is being phased away.
The strongest risk factors are patient condition features corresponding to the largest positive weights in the linear regression model. The top five risk factors for each of the three major intervention groups (Table 3) shows how they differ across intervention groups. Thus, the prediction was aided by modeling interventions separately.
The precision of prediction after risk stratification is presented in Figure 6 . The baseline readmission rate is 0.048 i.e. a random risk stratification would achieve a precision of 0.048. Risk stratification based on B-LR performs is even worse than random among the top 5% of the riskiest patients. Risk stratification based on HOSPITAL score is only slightly better than the baseline rate. However, HDP-LR is able to achieve more than 3 times precision compared to the baseline rate among the top 5% of the riskiest patients. As with AMI, the discharge corresponding to an admission with primary reason as Pneumonia is treated as the assessment points (APs) from which prediction is made. Patient records prior to an AP are used to construct the features, in a similar fashion to the AMI cohort. If there is a readmission within a 30-day period following an AP with any respiratory related diagnosis, then the class label is set Table 4 . When trained with all past data, HDP-LR (AUC 0.672) is the closest contender to the HOSPITAL (AUC 0.688), which performs the best. One explanation for this may be that pneumonia data is only over two years and thus does not have much intervention changes over time. The other methods perform well below HDP-LR. Similar performance can be seen for the case when training with 2010 data only. HDP-LR infers two major intervention groups. No distribution change in the intervention usage over the years is observed, but the risk factors are different (see Table 5 ).
Cohort 2 -Pneumonia

Conclusion
We propose a Bayesian nonparametric, supervised predictive framework for healthcare data modeling medical interventions explicitly. An HDP prior over the interventions Table 5 : Top-5 risk factors associated with 30-day readmission for two major intervention groups in the pneumonia cohort.
discovers latent intervention groups, and captures distributions over time. The outcome is then modeled as conditional on both the latent grouping and the patient's condition data through a Bayesian logistic regression, thus resulting in a set of classifiers -one for each intervention group. This yields a prediction framework that is more expressive in modeling the effect of interventions whilst being capable to keep up with the clinical innovation at the same time. Experiments demonstrate that this method outperforms both clinical and data mining baselines in predicting 30-day readmission. As a future work, it would be interesting to exploit the statistical sharing across different intervention classifiers by replacing the HDP mixture model with shared subspace models [9] .
