Activity recognition using motion sensors, which denotes a person's posture, has become one of the most important research topics in body sensor network. With the rapid development of monitoring and sensing applications, activity recognition on mobile devices or portable platforms has drawn lots of attentions. Constrained by computing capability and energy budget, activity recognition on mobile devices faces the challenge of hungry energy consumption. Most of the existing work focus on modeling and recognizing activities accurately,however, without computational cost consideration. In this paper, we present WCF: Wavelet Coefficients based Features for activity recognition, which are cost-effective on feature extraction. WCF are extracted from wavelet domain of the sensory raw data and describes the timbre and rhythm properties of activities. Feature space in WCF is hierarchical. Compared with other features, WCF are extracted with less computational cost and redundancy. And WCF have better classification accuracy on activity recognition task. Experiments are conducted on the large public data set USC-HAD to recognize 11 kinds of activities, and our approach outperforms others by reducing 55% ∼ 75% computational cost as well as achieving 96.23% classification accuracy.
INTRODUCTION
With the development of sensor technologies, representing and understanding human states with sensory data have become an important application in body sensor network. Among these states, recognizing human activities and behaviors have been a key topic, especially in human interaction, human sports analyzing, and healthcare assistance. Activity Recognition(AR), which identifies the activity that a user performs, is attracting tremendous amount of attentions. The advance of MEMS technologies make sensors smaller, richer in categories, and more powerful. Sensors such as acceleration sensors, gyroscope sensors, magnetometer sensors, and audio sensors have been widely embedded in personal equipments to provide rich physical readings. With these sensory data, we have a better way to model and understand human activities.
Activity recognition applications fall across a broad range of disciplines. Clinicians and medical researchers can monitor and diagnose patients using the continuous activity data. AR can be helpful to doctors diagnosing such conditions as they monitor daily activities in order to detect deviations from a typical routine or deterioration of a patient's current physical status [1] . Similar work have been done in the field of smart homes and workplaces automation using stationary sensors to detect the locations and activities of people in the room [2] . Fall detection, especially for the elder, can help prevent many serious injury. Mobile activity recognition systems can autonomously send an alert for help if the elder have fallen down [3] . Higher level activity recognition (such as 'having lunch','working') may be used to customize mobile phone to benefit the user by disabling incoming calls or setting the device to silent mode [4] . These applications are almost done through continuous sensing on mobile devices, such as smart phones(equipped with motion sensors) or portable equipments with sensor nodes.
Recent work on AR include: prototyping wearable sensor systems [2, 3, 1] , developing pattern recognition and machine learning algorithms to model and recognize activities [5] , and building human activity data sets [6] . Most of these work focus on recognizing human activity more correctly or analyzing them more deeply. But few research focus on recognizing activities efficiently with less energy consumption to apply it widely in human's normal life. However, many problems exits in these work. As discussed previously, providing status of people's activity continuously on portable devices is very meaningful and practical. Activity recognition task on these mobile and portable devices face one common problem: energy limitation.
In this paper, we propose a novel method of feature extraction called Wavelet Coefficients based Features(WCF). Our main contributions of WCF include: 1)WCF are extracted with less computational cost compared with traditional features. 2)WCF have less redundancy among features in theoretically. 3)WCF describe timbre and rhythm characters of activity signals, and improves the classification accuracy of activity recognition task. As far as we know, we are the first to apply wavelets in feature construction of activity recognition.
The paper is organized as follows. Section 2 mainly presents the preliminary and related work of feature extraction on activity recognition task. Section 3 describes our approach of WCF in detail. Section 4 conducts experiments on public dataset to evaluate our design. Finally, section 5 concludes our paper.
PRELIMINARY AND RELATED WORK

Processing Steps of Activity Recognition
Task Figure 1 shows the main steps of activity recognition task. Sensory raw data are collected from embedded sensors in first step. In this step, sensory raw data are segmented into separate instances for all channels, as shown in figure 2. Instance segmentation are based on the sliding window with overlap strategy. One instance is obtained in a window. This overlap strategy can help avoid losing information between successive instances. Through feature extraction on windows, raw data are transformed into feature candidates at second step. In the third step(optional), we select a subset of the feature candidates as the final feature vector. At last, we use the classifier trained from machine learning algorithm to recognize human activities. The classifier is trained from labeled instances off-line through the same processing steps.
Two main parts in the activity recognition task are: 1)transforming sensory raw data into feature vector; 2)learning the classifier from labeled instances. More importantly, these two parts are also the main energy consumers in activity recognition task. Although the cost of learning algorithms is very high, it's often done off-line. This cost has little affects on energy efficiency. However, the cost of the feature extraction can not easily be ignored. This step needs to scan the whole window more than one time and conduct complex numeric calculations, which must been done online. From the point of application, cost budget from upper application provided for AR is limited. This means that feature extraction should have less computational complexity. In this paper, we focus on the second part to propose a better 
Traditional Feature Extraction
Researchers have developed many methods to extract features from activity signals. Two kinds of features are proved to be effective in activity recognition: statistical features and physical features [7] . These two kinds of features are designed from different points of view and describe different characters of the original sensory data.
Statistical Features
Statistical features(SF) are used to extract mathematical statistical characters of the sensory data. SF are regarded as the general features which describe the overall information of raw data. The cost of each feature in SF is low, however, the task of activity recognition always needs a large set of SF to get a satisfactory classification accuracy. These features are computed from each axis of both accelerate and gyroscope sensors. Table 1 shows the statistical features used in this paper. Values of the cost column in table 1 is the computational cost of each feature. Some of them have been intensively investigated in previous studies and in proven to be effective for activity recognition. The exact meaning of each feature can be found from [8, 9] . We don't explain in detail because of space limitation.
We use the CPU running time on the same PC to measure the computational cost. The values of computational cost vary among different computers. However, we only care about the relative values among features for comparison and evaluation.
Physical Feature
The second set of features are called physical features(PF), which are derived based on our physical interpretations of human motion. Physical features are calculated based on the physical meanings of human activity. On the other hand, PF have different practical meanings in different kinds of data. In comparison, most of the physical features are calculated based on data from multiple sensor channels. In other words, sensor fusion is performed at feature level for physical features. Table 2 shows the physical features used in this paper and their computational cost. We can find from the table, most of PF cost more than SF. Energy features in PF, such as 'Average Acceleration(Rotation) Energy', are calculated based on FFT making the cost higher than others. 
Disadvantages of SF and PF
In the previous section, we have presented the definitions of statistical and physical features. However, many problems exist in these features.
First, the computational cost of features extraction is very high, especially for physical feature calculation in table 1 and 2. PF achieve better accuracy than SF through more expensive calculations. However, PF are designed for specific sensor types. General features can be applied more widely and have better scalability. Second, there are bulk redundancy in both kinds of features, especially for statistical features. There are no strategies to guarantee redundancy generation. Redundant features do not provide information to improve the classification accuracy. Some even confuse the classifier rather than help discriminate these activities. If too much redundancy exists among features, the stability of the feature selection will be very poor. Finally, for statistical features usage, the high vector dimensionality makes the performance degrade sharply when there are not enough training data to learn all the parameters of activity models reliably.
OUR APPROACH
To address the problems above, we propose a wavelet coefficients based features extraction method, we call it WCF for short in following sections. WCF are designed for general purposes so that when new sensor types are involved, feature extraction can still be efficient. WCF provide a hierarchical feature space for sensory data. And we can select preferred subset on demand. WCF reduce the computational cost of feature extraction and increase the classification accuracy.
Wavelet Theory and Application
Wavelet transformation is a tool that divides data, functions, or operators into different frequency components. Each component has a resolution that matches its scale. In wavelet theory, L 2 (R) are used to stand for the wavelet function space [10] . The fact that L 2 (R) is decomposed into an infinite wavelet subspace is equivalent to the statement that ψj,k,j, k ∈ Z span an orthonormal basis of L 2 (R). An arbitrary function f ∈ L 2 (R) is expressed as:
where ψj,k(x) is called the wavelet basis function and dj,k = f, ψj,k is called wavelet coefficients [11] . Note that j controls the resolution(frequency domain) and k controls the location(time domain). The wavelet coefficients dj,k is a combination of time and frequency information. If data in some location are relatively smooth (it can be represented by low-degree polynomials), then its corresponding wavelet coefficients should be fairly small by the vanishing moment property of wavelets.
Large coefficient mean important information at this moment on this frequency band. Wavelet transformation also has a hierarchical and multi-resolution decomposition structure property. Taking the popular Discrete Wavelet Transformation(DWT) [11] as an example, a n-level DWT transforms the original raw data into wavelet domain on different subbands. The coefficients can be grouped into two parts, one subband of low-frequency coefficients and n subbands of high-frequency coefficients. High-frequency coefficients are the detail information of original data in different scales, which are described as Dn at level n. Low-frequency coefficients are the approximation of the original data, which are described as A. These subbands construct the hierarchical structure of wavelet coefficients. Because of the orthogonality of the wavelet basis ψj,k [12] , features extracted from different subbands have less redundancy and relevance. Additionally, we can also follow [13] using symmetrical uncertainty(SU) as the correlation measure. SUx,y donates redundancy among features extracted from dx,k and dy,k. SUx,c and SUy,c can describe the relevance between class concept with features extracted from d x,k and d y,k , respectively. We use SU to describe the relevance in equation 2.
where x, y is decomposition level in DWT.
WCF Design
Based on the analysis in previous section, we use DWT as a preprocessing step. First, we transform the sensory data into wavelet domains through a n-level DWT composition. Then, we calculate features from each subband of the wavelet domains. The detail of WCF extraction is described in algorithm 1.
WCF extraction algorithm takes sensory data window, decomposition level and window size as the input. Output are the features of instances. The symbols in algorithm 1 are defined as follow in table 3.
Sensory Raw Data Transformation
Activity raw data are often collected through multiple directions based on the devices or sensor nodes. For motion sensors, accelerate and gyroscope sensors collect data on x, A ← dwt(windowc, 'a'); 9:
for j = 0 to n do 10: wcf ← wcf ∪ normalize(wcfrhythm); 20: end for 21: return wcf ; y, and z axis respectively. In this paper, we call these directions as channels(at line 6 algorithm 1). The original activity instances(at line 1 algorithm 1) can be formatted as in equation 3.
where C is the channel set of the instance, and Tm − T1 is the length of instance window k(at line 3 algorithm 1). The first step of WCF extraction transforms Activityinstance into wavelet domains through n level DWT(from line 7 to line 10 algorithm 1). Parameters 'a' and 'd' stands for getting low-frequency and high-frequency coefficients respectively.
Definition of Timbre and Rhythm
We consume that different activities have their own timbre and rhythm characters just like music. For example, dancing is just like music and is made up of different low-level activities. Different kinds of music have different characters in timbre and rhythm. WCF are designed to extract the timbre and rhythm of human activities. After transformation, sensory raw data are divided into different subbands. We regard the histogram of each subband as a probability distribution. From probability theory, a probability distribution can be characterized by its moments [14] . In this paper, we define timbre and rhythm based on music genres classification problem [15] . Timbre features are defined as the mean, variance, and skewness of each subband. These calculation are the same as the ones in SF (table 1) extraction. Rhythm features are defined as energy feature [15] . Energy features are calculated as the percentage of current subband energy in sum of all subband energy, as expressed in equation 4. These features are all calculated on the wavelet domain(line 12 to line 17 algorithm 1).
Feature Normalization
For a feature set, features are calculated based on different methods so that the unit of features are different. Without a normalization among features, most learning algorithms will have poor performance. In this paper, we normalize all the features into a uniform scale using equation 5 [7] .
where μ and σ are the empirical mean and standard deviation of a particular feature across all activity classes.
EXPERIMENTAL RESULTS AND EVAL-UATION
In this work, we choose Support Vector Machines(SVM) as our main learning algorithm to evaluate the efficiency. Because the dimensionality of feature set ranges from 10 to 100. SVM has been proven effectively in handling this kind of feature set [16] . And we also use k-Nearest Neighbor algorithm(kNN) and J48 decision tree to help evaluate our WCF in activity classification. Without loss of generality, we use precision, recall and F1-score to evaluate feature sets. Window size in this paper is set as 500 with 100 overlap. Wavelet basis function used in WCF extraction is 'db5' which has best effects in this work [12] .
Dataset
In our work, we use USC-HAD dataset [6] which are collected on the sensing platform called MotionNode. This dataset is collected from 13 subjects with divergence in gender, age, height, and weight. The type of sensors are accelerometer and gyroscope on 3-axis respectively, and six channels in total. 11 activities are used in this paper: walking forward, walking left, walking right, walking upstairs, walking downstairs, running forward, jumping, sitting, standing, sleeping, and elevator. We divide the original data stream into fixed length window with 20% overlap just as discussed in section 2.
Evaluation of SF and PF
In this section, we first evaluate the computational cost and classification accuracy of SF and PF. We use the classification accuracy of SVM classifier on different feature sets. Figure 3 shows the accuracy-cost with the SF adding into feature vector. The left y axis stands for classification accuracy. The right one stands for total computational cost of current feature set. Heuristically, we use a simple feature selection strategy in our evaluation. We add a group of SF each time into the feature vector and evaluate the classification accuracy. One group is one set of features extracted from the six channels. There are totaly 66 SF from six channels(11 kinds of SF in each channel). We can get that the accuracy increases slowly as features are added into the feature vector. However, the computational cost increases sharply after the sixth group of features added. Figure 4 shows the accuracy-cost of PF similar with SF. Almost every PF is extracted from multiple sensor channels. And there are 22 features in total. So the average cost of PF may be higher than SF. For PF, the evaluation strategy is more simple. We add one PF each time into feature vector. We can see that accuracy increases sharply when the size ranges from 5 to 10, however, the cost also increases suddenly.
Generally speaking, PF have better performance than SF in accuracy but has higher computational cost.
Evaluation of WCF
In this section, we evaluate WCF from two aspects: accuracy improving and cost reducing. WCF combine the advantages of SF and PF. The specific features(such as PF) with practical meanings for activity can improve the accuracy. And the general features(in SF) save computational cost. WCF approach costless general calculation to extract specific features. WCF have many feature candidates in a hierarchical space. In practical applications, a subset of WCF is selected based on demand. Heuristically, we choose timbre and rhythm features from different subbands as a subset to best approximate the WCF full set.
First, we should find the most valuable subband to calculate timbre features. We take decomposition level of DWT n = 7. Table 4 shows the classification accuracy of using each subband's timbre features independently. Dk stands for the timbre features on k − th high-frequency subbad across all channels. And A stands for the timbre features on the low-frequency subband. We can see that A is the most important features of WCF, and using only A can archieve 92.2% accuracy. Second, we add A from all channels into feature vector. Then we add rhythm features of one subband D k into feature vector each time. Figure 5 shows the classification accuracy when each subband's rhythm feature Dk is added into feature vector. We can see that timbre features A with level-6 rhythm features D6 of each channel can reach 95.29% accuracy. In following parts, we call the subset composed of A timbre and D6 rhythm features as W CF in short. We have proved the accuracy performance of WCF'. But we care more about the computational cost of WCF'. The timbre features in WCF' are same as in SF in calculating mean, variance, skewness. Feature calculation has nothing different but on wavelet coefficients. We have mentioned that the computational cost of wavelet transformation is not high. The computational complexity is O(N ). Here, we quantify it as the same way with the other cost measurements, CPU running time. The cost of 1-level decomposition on a window is about 1 × 10 −1 ms, and 7-level is about 3.8 × 10 −1 ms. We share the decomposition cost to every feature equally. Figure 5 shows the accuracy-cost of WCF'. We can find that WCF' reduce much more cost than SF and increase much more accuracy than PF. Similarly with PF, when the size over 10, the accuracy increase slowly. However, cost of PF increase sharply but WCF' remains steady.
We can conclude that WCF' are cost-effective and have better accuracy. In addition, we use different classification algorithms to evaluate WCF' from a general view. In this part, we use kNN and decision tree(J48) with SVM to evaluate feature set together. Table 6 shows best accuracy-cost performance for SF, PF, and WCF' using different classification algorithms respectively. We can see that WCF' outperforms SF and PF both in accuracy and cost. So far, we have proven the effectiveness of WCF' on computational cost and classification accuracy compared with SF and PF. However, we have still not made best-effort for WCF to get the the max classification accuracy. WCF' are a subset selected from WCF heuristically. In detail, we only involve one rhythm(energy) feature for each instance. With the decomposition level increasing and more rhythm features being added to feature vector, the accuracy would make a further improvement. We add one rhythm feature of six channels into feature set with Aα each time, and measure accuracy and cost. After adding all rhythm features, we get figure 6. We can find much information in this figure. First, we can get higher accuracy as cost increase, and we get new best accuracy 96.23%. Second, we find that adding level-6 and 7 rhythm features will decrease the accuracy. This means that these two level don't make any contribution to accuracy when cooperating with the other five levels' rhythm features. This is a general problem in feature selection. We will do future research on feature selection based on WCF. The amount of instances ranges variously among activities. The overall accuracy is a mixed criterion for evaluation. Additionally, we use precision, recall, and F-measure to evaluate different feature sets together. Table 7 shows the classification results for each activity from different criterions. We can see from the table that the accuracy performance of WCF also has a big improvement. Figure 7 shows the performance of WCF in classifying different amounts of activities. For different kinds of requirements, the activities set we aim to recognize are different. A better approach should have steady performance across different tasks. In figure 7 , PF and WCF always outperform SF. And PF have no obvious differences with WCF when classifying few activities. However, WCF outperform PF when the amount of activities increases.
CONCLUSION
In this work, we propose a cost-effective feature extraction method for activity recognition. We call it Wavelet coefficients based Feature extraction(WCF). WCF can be widely used on energy limitation devices to perform activity recognition task in an efficient way. WCF reduce computation cost and improve classification accuracy in feature extraction step. Besides computational cost reduction, WCF provide a hierarchical feature space in a general way. It's a feature specific design for activity recognition but can still be easily applied to other sensor data type. Through sufficient experiments on USC-HAD dataset, WCF outperform SF and PF both on computational cost reduction and accuracy improvement.
In our future work, we will focus on improving WCF in order to select feature adaptively based on different datasets and requirements. WCF shall also provide user-defined tradeoff between accuracy and cost.
