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RÉSUMÉ 
Certaines variables cotm11e les rendements d'actifs ne sont pas distribués selon une loi normale. De 
plus, le recours à la convergence asymptotique vers celle-ci peut être difficilement justifiable. Une des 
conditions nécessaires aux tests usuels en analyse exacte est la distribution normale du terme d 'erreur 
sans quoi les probabilités sont biaisées. Pour améliorer la puissance des tests, il est possible d 'utiliser les 
techniques de simulation Monte-Carlo et du «bootstrap». Celles-ci ont l 'avantage d 'uti liser les mêmes 
statistiques que la méthode usuelle. Avec une application sur le MEDAF, ce mémoire vise à démontrer 
que l'étude des rendements gagne à employer ces nouvelles techniques. Le MEDAF n'est malgré tout 
pas validé en considérant une autre distribution. La différence qu 'elle entraine aurait cependant pu être 
assez significative pour changer les conclusions. 
MOTS CLÉS : simulation Monte-Carlo; bootstrap; MEDAF; analyse exacte. 
INTRODUCTION 
Il est toujours bon pour un économiste d'améliorer la précision de ses recherches 
empiriques. Comme dans plusieurs domaines, ce sont parfois les moyens technologiques 
qui peuvent le limiter. Il a déjà fallu des semaines pour régresser un modèle 
économétrique ayant une seule variable dépendante et un terme d'erreur 
homoscédastique. Aujourd'hui, c'est en un clignement d'œil que des modèles complexes 
sont estimés en tenant compte de l'hétéroscédasticité. Un changement aussi important 
pourrait bien se produire avec l'une des hypothèses les plus courantes en économétrie. 
Une des conditions essentielles aux tests d'hypothèse usuels est la distribution du terme 
d'erreur selon une loi normale. Si elle n'est pas respectée, il est impossible d'avoir recours 
aux tables de statistiques pour déduire une probabilité de réalisation en analyse exacte. 
Plusieurs études peuvent se rabattre sur l'analyse asymptotique et le théorème central 
limite pour justifier une convergence de la distribution vers une loi normale, mais ce n'est 
pas le cas pour toutes les variables. 
La preuve a été faite à plusieurs reprises que les rendements d'actifs financiers ne sont 
pas distribués selon une loi normale en échantillon fini. Même avec une grande quantité 
d'observations, ceux-ci ne semblent jamais converger vers la normalité, ce qui biaise les 
analyses exactes et asymptotiques usuelles (Beaulieu, Dufour et Khalaf, 2007). Dans ces 
conditions, l'utilisation des tables entraîne une mauvaise appréciation des probabilités 
de réalisation des statistiques ce qui pourrait mener à une inférence erronée sur la 
signification des coefficients estimés. Toutes les recherches économétriques sur les 
rendements sont affectées par ce problème parce que les techniques usuelles ne peuvent 
s'y ajuster. En effet, ces tables sont construites en fonction de certaines distributions 
seulement et n'existent pas pour les autres. Heureusement, cette situation n'est plus une 
impasse depuis quelques années puisqu'il est désormais possible de ne pas y avoir 
recours. 
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Le but de ce mémoire est d'explorer deux techniques, la simulation Monte-Carlo (MC) et 
le «bootstrap», qui permettent de faire une analyse exacte sur une variable sans avoir 
recours à la normalité des erreurs. Il y a une dizaine d'années, il aurait été difficile de le 
faire sans les moyens technologiques d'aujourd'hui parce que ces méthodes nécessitent 
un très grand nombre d'opérations. Le résultat sera de démontrer que toutes les études 
empiriques gagnent à les utiliser parce qu'elles augmentent la puissance des tests et 
utilisent des statistiques qui sont familières. Elles seront comparées avec les méthodes 
usuelles pour faire ressortir leurs avantages et leurs inconvénients. 
L'application de ces techniques sera effectuée sur un des modèles les plus connus en 
finance, le modèle d'évaluation des actifs financiers (MEDAF), avec des données 
canadiennes. Bien qu'il soit possible d'obtenir un grand nombre d'observations pour les 
rendements, les échantillons seront de tailles restreintes pour démontrer l'efficacité des 
méthodologies. Cette subdivision permettra de comparer les estimations en temps 
d'expansion et de récession économique pour détecter une sous-performance du modèle 
due aux perturbations économiques. Le MEDAF est depuis toujours rejeté par la 
littérature. Le tester à nouveau montrera l'impact de la supposition à tort de la normalité 
sur sa performance empirique. 
Il sera question au premier chapitre de la revue de littérature concernant le MEDAF et de 
différentes méthodes qui ont été employées pour le tester. Il y aura ensuite au deuxième 
chapitre une description de la construction de la base de données. Au troisième chapitre, 
les méthodologies de la simulation MC et du «bootstrap» seront décrites en détail avec 
les étapes nécessaires pour les utiliser. La présentation des résultats sera faite au 
quatrième chapitre avec une comparaison entre les tests usuels, la simulation MC et le 
«bootstrap». En conclusion, l'inférence sera faite sur la validité du MEDAF et il y aura une 
présentation des avenues éventuelles de recherche avec ces nouvelles méthodologies. 
CHAPITRE 1 
REVUE DE LITTÉRATURE 
1.1 La présentation du MEDAF 
1.1.1 La théorie 
L'étude empirique du MEDAF doit être effectuée relativement à sa théorie pour en 
évaluer la validité. Pour mieux comprendre comment elle influence cette analyse, la 
présentation sommaire de la dérivation du modèle se retrouve en annexe (A). L'équation 
de la version de Sharpe-Lintner est obtenue à partir de cette dérivation en supposant 
l'existence d 'un actif sans risque caractérisé par un rendement constant (Huang et 
Litzenberger, 1988). Il a ainsi une variance nulle et donc une covariance nulle avec tous 
les autres actifs du marché. Le modèle s'écrit ainsi : 
(1.1) 
où: 1, 2, .. . , N (N =nombres d'actifs) , 
t = 1, 2, .. . , T (T =nombres de périodes), 
E(R;t) = rendement espéré d'un actif, 
~i = coefficient de corrélation d'un actif, 
Rft = rendement sans risque, 
E(Rmt) = rendement espéré du marché. 
Comme l'actif sans risque n'est que théorique, un actif réel le plus faiblement risqué du 
marché doit lui être substitué. Son rendement observé sert alors d'estimation du taux 
sans risque pour la régression du modèle. Comme le taux sans risque est constant par 
hypothèse, il peut donc être éliminé de l'équation (1 .1) en le soustrayant au rendement 
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espéré des actifs et du marché (Cochrane, 2000). Le modèle est alors une relation qui lie 
les rendements excédentaires, c'est-à-dire nets du taux sans risque. Après la 
transformation, le modèle s'écrit ainsi : 
où: E(ri) = 
E(rm) = 
E(Rit)- Rf= ~i[E(Rm)- Rf], 
ECrit) = ~i [E(rm)], 
(1.2) 
(1.3) 
rendement espéré d'un actif, net du taux sans risque, 
rendement espéré du marché, net du taux sans risque. 
Il existe aussi une forme conditionnelle présentée en annexe (A) qui permet la variation 
des coefficients de corrélations du MEDAF. Même si elle augmente la performance du 
modèle à l'intérieur de l'échantillon, cette forme ne sera pas considérée. Elle n'est pas une 
représentation fidèle au MEDAF de Sharp-Lintner qui n'admet pas ce genre de variation 
n'étant pas dynamique. L'étude du modèle sous cette forme ne représenterait donc pas 
une validation inconditionnelle. 
Toutefois, la possibilité d'une dépendance temporelle du coefficient incite à une 
construction de la base de données de manière différente. Elle sera en effet subdivisée en 
plusieurs sous-périodes qui seront composées d'observations sur de courts intervalles 
de temps. Si elle le peut, la subdivision limitera, ne serait-ce qu'un peu, les effets de 
changements structurels à certaines sous-périodes. Les estimations des coefficients sont 
donc statiques à l'intérieur d'une sous-période et dynamiques lorsqu'elles sont 
comparées l'une à l'autre. Les résultats obtenus de cette façon permettront d'évaluer s'il 
y a une différence significative de performance entre les sous-périodes avec des 
perturbations économiques et celles sans perturbation. De la même manière, d'autres 
paramètres sujets à cette dépendance comme l'hétéroscédasticité, l'autocorrélation, la 
distribution du terme d'erreur et ses paramètres pourront être variables d'une sous-
période à l'autre. 
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En aucun temps la subdivision ne se veut ni une preuve d'absence ou de présence d'un 
quelconque facteur affectant les estimations ni une substitution à l'étude du MEDAF sous 
forme conditionnel. Si elle le peut encore une fois, elle limitera les impacts de ces facteurs 
qui pourront être étudiés de façon spécifique dans une étude subséquente. La création 
d'une plus grande quantité de sous-échantillons permettra surtout d'établir des 
conclusions en fonction de plusieurs sous-échantillons de petite taille au lieu d'un seul 
large échantillon et aussi de comparer les résultats entre les différentes méthodologies 
de test dans ces conditions. 
1.1.2 Le modèle empirique en série chronologique 
Les rendements étant considérés comme aléatoires, leur espérance et leur variance sont 
inconnues et inobservables. Les deux ne peuvent qu'être estimées à l'aide de leurs 
réalisations observées. L'étude en série chronologique du MEDAF utilise ces réalisations 
pour obtenir une estimation des coefficients du modèle pour chaque actif. Elle n'est pas 
la représentation exacte du modèle, mais elle est fidèle à sa théorie. Ce genre d'étude est 
particulier parce que pour une période il y a N observations d'un type de variable 
dépendante, c'est-à-dire les rendements des N actifs. Ceux-ci sont expliqués par la même 
variable indépendante, le rendement du marché, qui n'a qu'une observation à cette 
période. Une constante et un terme d'erreur aléatoire sont ajoutés aux N régressions 
distinctes qui mèneront chacune à l'estimation de trois paramètres. Le modèle 
économétrique est donc: 
(1 .4) 
où: = 1, 2, ... , N (N =nombres d'actifs), 
t 1, 2, .. . , T (T =nombre de périodes), 
r;t = rendement observé d'un actif net du taux sans risque, 
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ai = constante, 
~i = coefficient de corrélation, 
rmt = rendement observé du marché net du taux sans risque, 
llit = terme d'erreur aléatoire. 
L'équation (1.4) est la base sur laquelle repose le mémoire et sur laquelle des tests seront 
appliqués. L'étude du MEDAF en série chronologique est la méthode la plus populaire 
dans la littérature. Elle pourrait cependant être effectuée de deux autres manières 
présentées brièvement en annexe (A) qui lui sont équivalentes (Cochrane, 2000). 
Pour évaluer la performance du MEDAF à l'intérieur de l'échantillon, il faut faire un test 
de signification sur la constante qui capte les erreurs significatives de prédiction 
(Cochrane, 2000) . Pour un modèle économétrique standard, elle n'est testée qu'une seule 
fois . Dans le cas de l'étude en série chronologique, il faut faire un test sur chacune des N 
constantes estimées. Bien qu'il soit sur un seul paramètre à la fois, le test peut être joint, 
c'est-à-dire qu'il considère l'effet de la contrainte sur les autres coefficients, ou 
indépendant, c'est-à-dire qu'il considère les coefficients fixes malgré la contrainte. 
L'hypothèse n'est pas jointe parce qu'elle ne concerne qu'un seul paramètre. Elle est 
indépendante et s'écrit ainsi : 
H0 : ai= 0, 
H1 : ai* O. 
(1.5) 
Si une proportion significative de tests effectués sur les N constantes rejette Ho, ce 
résultat pourrait être interprété de plusieurs façons. Il pourrait s'agir d'opportunités 
d'arbitrages (possibilité d'un gain sans prise de risque) , de l'absence d'au moins une 
variable explicative additionnelle (mauvaise spécification du modèle) et autres. Peu 
importe la cause, ce serait une preuve suffisante pour invalider le MEDAF et pour 
suspecter qu'au moins une de ses hypothèses pose problème. 
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Un test de signification sur le coefficient de corrélation n'a pas de répercussions sur la 
validité du MEDAF parce qu'il n'y a pas de restriction sur sa valeur (Cochrane, 2000). 
Cependant, la non-linéarité de la relation estimée pourrait invalider le modèle. Celle-ci 
n'est pas souvent testée parce qu'elle est admise dans la littérature depuis les premiers 
travaux empiriques (Fama et French, 1992). Ce test sera donc laissé de côté comme pour 
beaucoup d'autres études. D'autres raisons justifiant ce choix seront expliquées 
ultérieurement au chapitre 1 en lien avec les méthodologies de test choisies. 
Comme c'est le cas pour tous les tests, l'inférence peut être affectée par 
l'hétéroscédasticité. Il est important d'en tenir compte puisqu'elle modifie la variance des 
estimateurs qui affecte la valeur des statistiques de test Certaines constantes pourraient 
ne plus être significatives en considérant l'hétéroscédasticité, améliorant ainsi 
suffisamment la performance du modèle pour faire une inférence différente. Les 
estimations doivent donc alors être ajustées selon la méthode de régression uti lisée à 
l'aide d'une matrice de poids. Qu'elle soit présente ou non, l'hétéroscédasticité n'invalide 
cependant pas le MEDAF. Par contre, la présence d'autocorrélation dans le terme d'erreur 
aurait de plus importantes conséquences puisqu'elle pourrait impliquer une mauvaise 
spêcification du modèle. Les rendements des actifs pourraient être dépendants de leurs 
valeurs antérieures, alors que la théorie suppose que seul le rendement du marché 
courant doit les affecter. Corriger les estimations à l'aide d'une matrice de poids ne serait 
pas suffisant. La présence d'hétéroscédasticité et la présence d'autocorrélation seront 
donc testées. 
1.2 Les premières études 
Les premières recherches empiriques rejetaient le MEDAF à cause de la présence d'une 
constante significative dans la majorité des régressions faites par les moindres carrés 
ordinaires (MCO) (Beaulieu, Dufour et Khalaf, 2007). D'autres modèles ont alors été 
développés comme le modèle à trois facteurs (Fama et French, 1992), le modèle 
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d'évaluation par arbitrage (Ross, 1976) et autres. Ceux-ci permettent entre autres 
d'ajouter d'autres variables pour expliquer les rendements et pourraient servir à des 
recherches subséquentes afin de trouver de nouvelles avenues pour expliquer les 
rendements. Les estimations du MEDAF qui ont mené à son rejet avaient cependant été 
testées en supposant une distribution du terme d'erreur selon une loi normale (Beaulieu, 
Dufour et Khalaf, 2007). Pourtant, des études empiriques qui avaient déjà été effectuées 
sur la distribution des rendements des actifs avaient démontré que l'hypothèse de la 
normalité était trop forte (Fama, 1965). Leurs distributions sont caractérisées 
généralement par des extrémités plus épaisses (kurtosis supérieur à 3) et une certaine 
asymétrie (skewness différent de 0) même dans de très grands échantillons (Campbell, 
Lo et Mackinlay, 1997). Les tests étaient donc biaisés en évaluant de façon erronée la 
distribution des statistiques ce qui aurait pu mener à de mauvaises conclusions (Beaulieu, 
Dufour et Khalaf, 2007). 
Le type d'analyse effectuée a un impact sur les conclusions qui peuvent être faites. 
L'analyse exacte usueHe d'une variable a besoin d'un échantillon distribué selon une loi 
normale pour être valide. Cette condition est nécessaire pour obtenir la probabilité de 
réalisation des statistiques calculées. Si elle est respectée, cette probabilité issue des 
tables de statistiques est valide pour l'échantillon étudié. Pour par la suite faire une 
inférence sur la variable étudiée à partir des résultats obtenus, il faut s'assurer que 
l'échantillon soit représentatif de la population. Si la condition de distribution n'est 
cependant pas respectée, cette analyse est invalide. Aucune inférence ne peut être faite à 
partir de l'échantillon sur la population parce qu'on suppose qu'elle aussi ne suit pas une 
loi normale. Lorsque cette situation problématique survient, il est possible d'avoir 
recours à l'analyse asymptotique. Elle repose usuellement sur le théorème central limite 
qui suppose qu'avec une quantité suffisante d'observations la distribution de la variable 
converge éventuellement vers une loi normale. Ce type d'analyse ne permet pas de faire 
une inférence sur l'échantillon étudié, mais les probabilités sont jugées valides pour faire 
une inférence sur la population. Autant les analyses exactes que les analyses 
asymptotiques usuelles ne sont donc pas valides pour le MEDAF parce que les 
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rendements ne satisfont pas la condition de normalité en échantillon fini et parce qu'il y 
a des preuves empiriques que le recours au théorème central limite est difficilement 
justifiable. 
Même si ces tests avaient pu considérer une distribution alternative, ils auraient été 
limités par la nécessité de la loi normale pour tester le MEDAF à ce moment. La 
justification des préférences moyennes-variances d'où découle ce modèle (annexe A) ne 
peut se faire que de deux façons (Huang et Litzenberger, 1988). La première est 
d'imposer une forme à la fonction d'utilité basée uniquement sur le critère de la moyenne 
et de la variance des rendements. Il est difficile de le faire parce qu'il faut absolument que 
cette forme respecte les propriétés d'aversion désirables chez un investisseur. Pour 
contourner ce problème, il est possible de caractériser la distribution des rendements par 
une loi normale qui ne dépend que de ses deux premiers moments. Cette distribution 
était la seule jugée capable de justifier les préférences moyennes-variances. Elle était 
donc nécessaire pour le tester. De plus, les moyens technologiques plus limités à ce 
moment rendaient difficile la considération de différentes lois de probabilités (Dufour, 
2006). Il a cependant été prouvé par la suite que la normalité des erreurs n'était pas 
nécessaire (Berk, 1997) et que la simple caractérisation de la moyenne et de la variance 
dans les paramètres de la distribution est suffisante pour faire la preuve des préférences. 
La porte est depuis ouverte à de nouvelles méthodes qui caractérisaient différemment la 
distribution du terme d 'erreur pour tester le MEDAF. L'analyse asymptotique et l'analyse 
exacte n'ont pas non plus comme condition nécessaire la normalité. Leur utilisation 
usuelle avec celle-ci n'est qu'un cas spécifique. De plus, les ordinateurs peuvent 
désormais effectuer beaucoup plus d'opérations qu'auparavant et ne représentent donc 
plus une limite à la considération de méthodologies alternatives. 
1.3 L'analyse asymptotique sans le théorème central limite 
Il est possible de faire une analyse asymptotique sans avoir recours au théorème central 
limite qui suppose une convergence de la distribution du terme d'erreur vers une loi 
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normale. Une des façons de contourner l'imposition de la normalité est de faire la 
régression du MEDAF par la méthode des moments généralisés (MMG) (Greene, 2012). 
Celle-ci permet de caractériser les moments de la régress ion comme la valeur des 
coefficients, mais surtout ceux de la distribution du terme d'erreur. Les moments 
représentent des contraintes qui doivent être respectées lors de J'estimation. Le choix de 
distributions différentes de la loi normale peut être fait par J'imposition d'un kurtosis ou 
d'un skewness particulier. N'importe quel autre moment peut aussi être utilisé. Après 
J'estimation, des tests sont effectués sur une ou plusif'!urs contraintes de moment pour 
déterminer si elles sont trop fortes ou valides pour Je modèle. Par exemple, si la 
distribution de référence est une loi de Student, les tests déterminent d'abord si celle-ci 
reflète bien les rendements en fonction de ses contraintes. Si celles-ci sont respectées, les 
autres tests seront appliquer grâce aussi à leurs propres contraintes de moment. 
Généralement, les résultats obtenus avec cette méthodologie abaissent la performance 
du MEDAF parce que les statistiques calculées en MMG ont une valeur plus élevée qu'en 
MCO (Mackinlay et Richardson, 1991). Cette méthodologie a seulement des propriétés en 
analyse asymptotique et a besoin de larges échantillons pour être utilisée, bien qu'il ait 
été démontré par simulation que les résultats en petit échantillon ne sont pas 
grandement affectés. 
Autrement, la régression peut aussi être faite par maximum de vraisemblance (MV). Cette 
méthode suppose que la variable dépendante est distribuée selon une fonction de 
vraisemblance à partir de laquelle l'estimation est obtenue (Greene, 2012). Au lieu 
d'utiliser la loi normale, il suffit d'y substituer, par exemple, la loi de Student qui peut 
s'écrire de cette façon (Fiorentini, Calzolari et Sentane, 2003). L'emploi de cette loi 
corrige la principale caractéristique qui pose problème avec l'imposition .de la normale, 
c'est-à-dire un kurtos is plus élevé. La loi de Student possède plusieurs degrés de liberté 
qui influencent directement son niveau d'aplatissement et il est important de choisir celui 
qui est le plus représentatif. Il est possible de le faire par essais-erreurs, mais aussi de 
manière plus efficace par l'estimation d'un vecteur de pondérations en ne considérant 
que des degrés inférieurs à 30. La distribution n'est pas significativement différente de la 
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normale pour un degré plus élevé (Tu et Zhou, 2004). Ce vecteur indique, par les 
proportions qu'il contient, quels sont les degrés de liberté les plus susceptibles de se 
rapprocher de celui de l'échantillon étudié. Il reste tout de même un choix arbitraire à 
faire qui est facilité par le vecteur optimisé. Encore une fois, les conclusions sur la validité 
ne changent pas par l'utilisation de cette méthode à cause d'une constante significative 
dans plusieurs estimations. De plus, la preuve de la validité des résultats pour l'analyse 
exacte n'a pas été faite (Beaulieu, Dufour et Khalaf, 2007). 
La loi normale et la loi de Student ne sont que des cas particuliers d'une classe de 
distributions appelées elliptiques. Celle-ci a comme caractéristique d'être symétrique et 
de pouvoir être écrite sous la forme d'une fonction de vraisemblance. Ce type de 
distribution dépend également de la moyenne et de la variance ce qui justifie les 
préférences moyennes-variances. Elle peut donc être aussi employée pour les 
estimations par MV (Hodgson, Linton et Vorkink, 2002). Cette approche est faite 
essentiellement en deux étapes avec une première régression par MCO. Cette dernière 
sert à estimer les paramètres d'une fonction de vraisemblance qui est ensuite utilisée 
dans une seconde estimation en MV. Cette technique est intéressante pour l'étude des 
modèles avec des données journalières parce qu'elle est plus puissante que les méthodes 
traditionnelles. Elle possède, par contre, que des propriétés en analyse asymptotique. 
L'utilisation de cette méthode mène aussi à un rejet plus fort du MEDAF que la méthode 
traditionnelle. 
1.4 L'analyse exacte sans la loi normale 
Malgré l'existence de plusieurs méthodes décrites précédemment qui n'ont pas recours 
au théorème central limite, celles-ci ont besoin de la convergence asymptotique pour 
justifier leurs propriétés. Il est donc impossible de s'en servir pour faire une analyse 
exacte. Les méthodes mentionnées précédemment ne seront pas employées, mais elles 
ont tout de même des avantages intéressants. Premièrement, peu importe la distribution 
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de la variable dépendante, les estimateurs obtenus en MCO sont sans biais et efficaces si 
et seulement si les conditions de linéarité, de rang, d'exogénéité et d'homoscédasticité 
sont respectées (Greene, 2012). Ce sont les tests usuels qui ont un problème de biais sans 
la normalité. La méthode par MCO peut donc être employée sans problème. 
Deuxièmement, s'il y a présence d'hétéroscédasticité ou d'autocorrélation, l'estimation 
peut être corrigée par une matrice de poids ou en moindres carrées généralisées. Ce n'est 
pas un problème lié à l'hypothèse de la normalité. Troisièmement, la loi de Student 
représente bien la distribution d'une bonne partie des rendements. C'est cette loi qui sera 
donc considérée comme distribution alternative. Deux méthodologies de test sont en 
mesure de respecter ces trois caractéristiques tout en offrant une analyse exacte valide. 
Les tests en «bootstrap» permettent d'obtenir une évaluation de la distribution d'une 
statistique de test en subdivisant un échantillon en plusieurs sous-ensembles de façon 
aléatoire après avoir estimé les paramètres du modèle. Cette opération est possible 
lorsque le terme d'erreur est distribué indépendamment et identiquement. Les 
statistiques calculées pour chacun des sous-ensembles servent alors à déduire une 
probabilité de réalisation de la statistique de l'échantillon (Greene, 2012). Non seulement 
cette technique ne contraint pas à l'utilisation de données suivant une loi normale, mais 
elle n'a aussi jamais besoin de faire une hypothèse sur la distribution. Cette technique a 
déjà été employée pour l'étude du MEDAF avec des résultats qui démontrent à nouveau 
la présence de constantes significatives pour beaucoup de portefeuilles (Groenworld et 
Fraser, 2001). Le «bootstrap» est cependant plus performant avec de plus grands 
échantillons. Les évaluations des distributions reposent alors sur une portion beaucoup 
plus large de données ce qui la rend plus précise. La subdivision de la base de données 
limite par conséquent la taille des sous-échantillons et est sujette à un biais lié à la 
sélection des données si elles ne sont pas représentatives de la population. Le 
<;bootstrap» reste néanmoins valide et sera donc employé pour être comparé aux autres 
méthodes. 
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Une récente littérature a proposé la simulation MC comme méthode de test valide pour 
l'analyse exacte (Beaulieu, Dufour et Khalaf, 2007). Celle-ci consiste à générer plusieurs 
vecteurs de termes d'erreurs fictifs selon une loi de distribution et de calculer des 
statistiques de test correspondantes pour obtenir aussi une probabilité de réalisation de 
celle de l'échantillon. Le principe général de cette méthode se rapproche du «bootstrap» 
puisque le calcul de plusieurs statistiques représente également une évaluation de la 
distribution de celles-ci. La taille de J'échantillon testé n'est pas un problème. La difficulté 
est plutôt de trouver la bonne distribution pour générer les termes fictifs. Cette technique 
sera employée parce qu'elle permet de considérer entre autres la loi de Student en 
analyse exacte qui est plus représentative des rendements (Beaulieu, Dufour et Khalaf, 
2007). La simulation MC n'impose aucune restriction sur le type de loi qui peut être 
utilisée. De façon générale, Je seul critère nécessaire est qu'il doit être possible de générer 
des termes d'erreurs fictifs à partir de la loi choisie. Dans le cas spécifique du MEDAF, il 
faut en plus que cette distribution satisfasse les contraintes pour justifier les préférences 
rn oye nn es-va ri an ces. 
Ces deux approches sont intéressantes parce qu'elles utilisent des statistiques de test 
déjà disponibles. Elles requièrent cependant des étapes supplémentaires lors de la 
subdivision ou la création de valeurs fictives et lors de l'obtention d'une probabilité de 
réalisation de la statistique de l'échantillon. En théorie, elles sont identiques si la fonction 
de distribution choisie est bien la bonne et que l'échantillon est représentatif de la 
population. Si le terme d'erreur suit une loi normale, les résultats seront alors similaires 
à l'utilisation des tests usuels. Les résultats des méthodes usuelles seront donc comparés 
aux résultats en simulation et en «bootstrap» parce que cet exercice fera ressortir les 
divergences de conclusions qui pourraient survenir en utilisant la même méthode de 
régression par MCO. La subdivision en plusieurs sous-périodes permettra d'observer 
comment se comporte le «bootstrap» comparé à la simulation MC dans de très petits 
échantillons. 
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L'utilisation de la loi de Student aura l'effet de diminuer les probabilités de réalisation 
d'une statistique par rapport à la normale tant que la méthode de régression est la même. 
C'est pour cette raison que le test de la linéarité ne sera pas effectué pas qu'il est 
impossible dans ces conditions que cette conclusion change. Si la statistique n'est pas 
significative sous la loi normale, elle est assurément non significative sous la loi de 
Student. De la même manière, si une statistique est significative sous la loi de Student, 
elle est assurément significative sous la loi normale. L'évaluation de la constante du 
MEDAF se trouve entre ces deux situations. L'utilisation usuelle de la loi de normale qui 
donne un résultat significatif pourrait être non significatif lorsque la loi de Student est 
utilisée à condition qu'elle soit plus représentative. Ces situations tiennent seulement à 
condition que les statistiques soient calculées de la même façon à partir des mêmes 
méthodes d'estimation. 
Étant donné que la base de données sera transformée en plusieurs sous-périodes de 
rendements d'actifs, il sera aussi possible de réévaluer les paramètres différents de la 
distribution (comme la variance) à chaque fois. La présence d'hétéroscédasticité et 
d'autocorrélation sera aussi réévaluée de la même manière. L'inférence sur la validité du 
MEDAF sera faite à partir d'un grand nombre de résultats d'échantillons différents sans 
jamais supposer qu'un seul échantillon est représentatif au départ de la population. C'est 
l'analyse commune de tous les résultats qui tranchera. 
CHAPITRE II 
BASE DE DONNÉES 
2.1 Les données 
La base de données est constituée d'actions de 96 entreprises cotées à la Bourse de 
Toronto même si d'autres types d'actifs pouvaient aussi être utilisés (Beaulieu, Dufour et 
Khalaf, 2007). La période retenue d'observations mensuelles est de janvier 1998 à 
novembre 2013 . Les entreprises ont été en activité pour la totalité de la période et ont 
traversé la récession de 2008-2009. Un facteur relié au choix des données pourrait 
entraîner un biais ce qui remettrait en cause la validité interne de cette étude au niveau 
de certaines variables omises ou de la forme fonctionnelle. Cette situation serait 
équivalente à une preuve de l'invalidité du MEDAF sous sa forme originale. Tenir compte 
de ces effets est important, mais ne représenterait pas non plus une validation 
inconditionnelle. Évaluer le biais engendré par ce genre de facteurs méritera de s'y 
attarder lorsque la démonstration sera faite que l'utilisation d'une méthodologie exacte 
peut affecter l'inférence. Il sera intéressant à ce moment de considérer d'autres points 
pour solidifier sa validation ou la contredire sur d'autres points. 
Les rendements des actifs sont obtenus en respectant la méthode usuellement employée 
(Campbell, Lo et Mackinlay, 1997). Comme ceux-ci ne sont pas disponibles directement, 
ils doivent être calculés indirectement à l'aide des prix de clôture des actions de cette 
façon: 
(2.1) 
où : 1, 2, ... , N (N = nombre d'actifs), 
prix de clôture de la période courante, 
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Pir-1 prix de clôture de la période antérieure, 
D it dividendes payés dura nt la période courante. 
Cette méthode est valide pour tous les modèles expliquant les rendements. Ceux-ci 
peuvent aussi être calculés de façon continue (Beaulieu, Dufour et Khalaf 2007), mais ne 
seront pas utilisés pour essayer une méthode différente d'étude des rendements. Ils se 
calculent de cette façon : 
Tit = log (1 + Rit)- (2.2) 
Les prix ont été obtenus sur le site de Yahoo Finance Québec qui tient à jour des prix 
ajustés en fonction des dividendes. Les marchés financiers offrent la possibilité d'obtenir 
des prix pour presque toutes les fréquences. Celle qui est utilisée ici est mensuelle parce 
qu'il est plus difficile de rejeter la normalité ainsi plutôt qu'avec une fréquence 
quotidienne ce qui démontrera la puissance de la méthodologie en simulation MC 
(Beaulieu Dufour et Khalaf, 2007). De plus, cet intervalle diminue l'effet de volatilité 
élevée qui est présent en utilisant des données journalières et qui augmente la variance 
des estimateurs (Shanken, 1996) . 
L'hypothèse de l'existence d'un actif sans risque est remise en question depuis toujours. 
Le marché canadien semble cependant être un environnement où cette hypothèse serait 
la moins forte entre autres parce que Standard and Poor's lui accorde sa meilleure cote 
de crédit (AAA) au Canada. Le système financier canadien s'est d'ailleurs révélé très 
résistant lors de la dernière récession (Durocher, 2008). Les bons du Trésor canadien à 
91 jours seront donc utilisés pour estimer le taux sans risque parce qu'ils sont très 
liquides et très surs. Plusieurs travaux empiriques utilisent également les bons du Trésor 
(Beaulieu, Dufour et Khalaf, 2007). Pour évaluer la performance du marché, l'indice du 
S&P jTSX semble adéquat puisqu'il mesure le rendement de plus de 200 entreprises 
cotées à la Bourse de Toronto, le plus gros marché boursier au Canada. Ces rendements 
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ont été calculés en se basant aussi sur des données prises sur le site de Yahoo Finance 
Québec. 
2.2 La formation des portefeuilles 
L'utilisation individuelle des rendements des actifs n'est pas appropriée parce que 
certains titres et leurs coefficients estimés auraient une variance trop élevée. Ceci 
favoriserait la performance du modèle par une imprécision des données et les tests de 
significations n'auraient pas une grande puissance. Pour diminuer cette variance, il est 
possible de regrouper les actifs en portefeuilles. Il n'y a pas de stratégie optimale pour la 
formation de ceux-ci. Elle se fait selon la taille des entreprises (Fama et French, 1992) ou 
encore selon leur secteur d'activité (Breeden, Gibbons et Litzenberger, 1989). Pour ce 
travail, le regroupement est fait selon les coefficients estimés de chaque actif en série 
chronologique (Black, Jensen et Scholes, 1972) parce que cette méthode assure une plus 
grande dispersion pour évaluer la constante sur plusieurs coefficients de risque 
différents. Chaque portefeuille sera constitué de 8 actifs qui seront les mêmes pour toutes 
les sous-périodes. Il n'y a pas de quantité minimale d'actifs par portefeuille, mais il est 
certain qu'un nombre plus élevé abaissera la variance. 
La composition des portefeuilles peut engendrer un problème de corrélation entre les 
bêtas estimés et la constante (Black, Jensen et Scholes, 1972). Les portefeuilles ayant de 
faibles coefficients ont tendance à avoir de petites constantes alors que les portefeuilles 
ayant de forts coefficients ont plutôt de grandes constantes. Il ne faut donc pas former les 
portefeuilles pour une période en se basant sur les estimations des coefficients de chaque 
actif au cours de cette même période. La formation doit se faire sur une période différente 
parce qu'elles sont stationnaires (Black, Jensen et Scholes, 1972). Les actifs seront donc 
classés dans chaque portefeuille selon leurs estimations durant toute la période de la 
base de données de 1998 à 2013 et leur composition restera fixe pour toutes les sous-
périodes. La première estimation est faite sur les quatre premières années de 
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l'échantillon avec 48 observations de 1998-M1 à 2001-M12. Les estimations suivantes 
sont espacées d'un an et considèrent toujours les quatre années qui suivent jusqu'en 
2010. La première estimation sera suivie de celle entre 1999-M1 à 2002-M12 et ainsi de 
suite. La dernière sous-période ne contient que 46 observations, de 2010M1 à 2013M10. 
CHAPITRE III 
LE MODÈLE 
Cette section suit essentiellement la représentation du modèle de Beaulieu, Dufour et 
Khalaf(2007) à laquelle ont été ajouté ou substitué d'autres types de tests (Greene, 2012). 
Ces modifi cations n'ont pas été faites en fonction de leurs propriétés désirables ou 
indésirables, elles visent plutôt à démontrer un avantage des méthodes de simulation MC 
et de «bootstrap». Celles-ci ne contraignent pas à l'utilisation de certaines statistiques et 
ne changent donc pas la façon de les interpréter. Les deux méthodes ont volontairement 
été écrites de façon similaire pour souligner leurs similarités. À moins d'une indication 
contraire, il faut considérer que l'écriture du modèle provient de Beaulieu, Dufour et 
Khalaf (2007). Pour la simplifier, il n'y a pas de référence aux sous-périodes pour chaque 
actif, mais les tests seront tout de même faits pour chacune d'entre elles. 
3.1 Le modèle et son estimation par MCO 
L'équation (1.4) du MEDAF est réécrite sous forme matricielle. Elle sera employée pour 
simplifier l'écriture des estimations et de certaines statistiques. Le vecteur de la variable 
dépendante contient les rendements d'un actif. La matrice de variables indépendantes 
est constituée d'un vecteur unitaire pour évaluer la constante et d'un vecteur des 




1, 2, ... , N (N = nombre de portefeuilles), 
nombre de périodes, 
vecteur de la variable dépendante (T x 1), 
matrice des variables indépendantes (T x 2), 
(3.1) 
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8; vecteur de coefficients (2 x 1), 
U; vecteur d'erreurs aléatoires (T x 1), 
Les coefficients et les termes d'erreurs sont estimés par MCO. La présence d'un accent 
circonflexe fera toujours référence aux estimations des paramètres. Celles-ci sont 




Bi = (X'X)-1X'Yi' 
o.= y. - x13-l 1 1 J 
1, 2, ... , N (N =nombre de portefeuilles), 
estimation du vecteur des coefficients (2 x 1), 
estimation du vecteur d'erreurs (T x 1), 
vecteur de la variable dépendante (T x 1), 
matrice des variables indépendantes (T x 2) . 
3.2 La simulation MC et le «bootstrap» 
(3.2) 
(3.3) 
La simulation MC et le «bootstrap» emploient tous les deux l'estimation du terme d'erreur 
sans lui imposer la normalité pour obtenir la distribution d'une statistique de test. Ces 
méthodes supposent que les termes d'erreur sont identiquement et indépendamment 
distribués (iid). Cette hypothèse est nécessaire parce qu'elle justifie les opérations qui 
seront effectuées pour estimer la distribution des statistiques de test Elles ne sont 
cependant pas les mêmes pour chacune des méthodologies. 
Pour la simulation MC, l'hypothèse d'un vecteur d'erreurs iid implique que celui qui a été 
estimé est une réalisation aléatoire. Il peut donc être substitué par n'importe quel autre 
vecteur qui serait distribué en respectant les mêmes critères. Une infinité de vecteurs 
peuvent satisfaire cette condition même s'ils sont fictifs puisqu'ils n'ont jamais été 
estimés. Malgré tout, il faut supposer qu'ils font tous partie d'un grand ensemble. En 
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représentation matricielle, un vecteur d'erreurs particulier pourrait être obtenu grâce à 
une matrice de sélection dont les valeurs sont égales à 1 et à O. Le produit du grand 
ensemble et de la matrice de sélection permettrait donc d'obtenir un des vecteurs fictifs. 






W = [ûi V1 Vz ... Vn], 
Vn E W -t Vn = J. W, 
1,2, ... , N (N = nombre de portefeuilles), 
1, 2, ... , n (n = nombre de vecteurs fictifs), 
nombre de périodes, 
estimation du vecteur d'erreurs (T x 1), 
grand ensemble contenant tous les vecteurs 
d'e rreur possibles (T x n), 
matrice aléatoire de sélection d'un vecteur fictif (T x n), 
Vn vecteur d'erreurs fictif (T x 1), 
opération élément par élément. 
(3.4) 
(3.5) 
Comme dit précédemment, il y a une infinité de vecteurs fictifs possibles. Par conséquent, 
le grand ensemble et la matrice de sélection sont de dimensions infinies et il est donc 
impossible d'obtenir un vecteur fictif de cette façon. Cependant, l'hypothèse du terme 
d'erreur iid implique que tous les éléments du grand ensemble suivent la même fonction 
de distribution. Celle-ci a certains paramètres qui devront être déterminés et testés s'ils 
sont inconnus. Cette relation se présente de cette façon: 
où : w 
W ~ J=(v), 
W ~ J=(v0), 
grand ensemble contenant tous les vecteurs 
d'erreur possibles (T x n), 
.1'"( ... ) fonction de distribution selon certains paramètres, 




vo paramètres inconnus. 
Plusieurs vecteurs fictifs pourront donc être générés à partir de la fonction de 
distribution. Des statistiques de test seront alors calculées pour chacun des vecteurs 
générés et seront comparées à celle de l'échantillon pour déterminer la probabilité de 
réalisation de cette dernière. 
La technique en «bootstrap» applique une logique similaire, mais en formant des sous-
ensembles avec des éléments du vecteur d'erreurs qui sont choisis aléatoirement (Greene, 
2012). En répétant cette opération un grand nombre de fois , un grand nombre de sous-
ensembles de terme d'erreurs sont ainsi obtenus. Les créations de ces sous-ensembles 
sont possibles parce que les termes sont iid, ils ne sont donc pas conditionnels aux 
variables dépendantes. Une des valeurs du vecteur d'erreurs peut donc se retrouver dans 
une multitude de sous-ensembles. Ceux-ci peuvent être obtenus à l'aide d'une matrice de 
sélection composée aléatoirement de 0 et de 1, pour obtenir des sous-ensembles de 
même taille. Ces sous-ensembles seront donc de taille inférieure au vecteur estimé. Tous 
les éléments dans le vecteur estimé ont des probabilités égales d'être choisis. Il n'est pas 
nécessaire de connaître la distribution du vecteur d'erreurs estimé. Contrairement à 
l'équation (3.5), les dimensions sont connues puisqu'il n'y a pas une infinité de valeur 
possible dans les sous-ensembles. Il n'y aura donc pas de génération de vecteurs fictifs, 







ûï = [Z1 Zz .. . ZnL 
Zn E Ûi ~ Zn = L. Ûi, 
1,2, ... , N (N = nombre de portefeuilles), 
1,2, ... , n (nombre de sous-ensembles), 
nomb re de périodes, 
nombre de périodes dans les sous-ensembles, 
estimation du vecteur d'erreurs (T x 1), 
matrice de sélection d'un sous-ensemble (T x 1), 
(3.8) 
(3.9) 
Zn vecteur d'erreurs fictif (G x 1). 
opération élément par élément 
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Il sera également possible de calculer les statistiques pour chaque sous-ensemble et 
d'obtenir une probabilité de réalisation de celle de l'échantillon par comparaison. Comme 
le terme d'erreur est un élément du grand ensemble et que les sous-ensembles sont issus 
du terme d'erreur, les sous-ensembles sont également des éléments du grand ensemble. 
Les sous-ensembles créés en «bootstrap» suivent donc la même loi de distribution que le 
grand ensemble supposé en simulation MC : 
(3 .10) 
3.3 Probabilité de réalisation 
Pour déduire une probabilité de réalisation des statistiques en simulation ou en 
«bootstrap», la procédure est similaire. Les deux doivent d'abord générer un certain 
nombre de vecteurs fictifs ou créer un certain nombre de sous-ensembles. Il peut y en 
avoir aussi peu que 20, mais il est préférable que ce nombre soit plus élevé, au-dessus de 
200 (Beaulieu, Dufour et Khalaf, 2007) en simulation MC. Ce sera pareil en «bootstrap» 
pour augmenter la puissance des tests et établir plus facilement leur niveau. Les deux 
méthodes suivent essentiellement ces quatre étapes : 
1) Formuler un test d'hypothèse sur une variable. Tous les types d'hypothèses 
peuvent être considérer à condition que la statistique de test utilisée dépendante 
des termes d'erreurs. 
2) Calculer une statistique de test qui mesure si la contrainte entraine une 
différence significative. La statistique est la même pour les deux techniques et est 
représentée ainsi de façon générale : 
où: T 
Stato 
f( ... ) 
oi 
nombre de périodes, 
valeur de la statistique calculée pour l'échantillon, 
fonction de calcul d'une statistique, 
estimation du vecteur d'erreurs (Tx1) . 
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(3.11) 
3) Générer des vecteurs de termes d'erreurs fictifs ·en fonction de la distribution 
appropriée ou créer des sous-ensembles à partir du vecteur d'erreurs estimé. 
Calculer ensuite les statistiques de tests associées à chacun de la même manière 
que pour l'équation (3.10). Cette étape est représentée ainsi: 




f( ... ) 
vn 





f( ... ) 
Zn 
nombre de périodes, 
1, 2, ... , n (n =nombre de sous-ensembles), 
valeur de la statistique calculée pour un vecteur fictif, 
fonction de calcul d'une statistique, 
vecteur d'erreurs fictif (Tx1). 
nombre de périodes, 
1, 2, ... , n (n = nombre de vecteurs fictifs), 
nombre de périodes dans les sous-ensembles, 
valeur de la statistique calculée pour un vecteur fictif, 
fonction de calcul d'une statistique, 




4) Déduire une probabilité de réalisation de la statistique du vecteur d'erreurs 
estimé par rapport à ceux qui ont été générés ou créés en calculant la proportion 
de statistiques supérieures à celle de l'échantillon : 
PROB(Stat0 < Statn), (3.14) 
où : n 1, 2, ... , n (n =nombre de générations/créations), 
Stato valeur de la statistique calculée pour !"échantillon, 
Statn valeur de la statistique calculée. 
Si la statistique calculée pour l'échantillon mesure une différence significative due à la 
contrainte, la probabilité sera inférieure au niveau de signification et Ho sera donc rejetée. 
La probabilité est donc trop faib le d'obtenir la même valeur de la statistique de test avec 
un vecteur d'erreurs généré ou créé aléatoirement. La distribution des statistiques n'est 
jamais connue en Simulation MC et en «bootstrap» parce que ce n'est pas nécessaire pour 
obtenir la probabilité de réalisation d'une statistique. 
3.4 Choix d'une distribution 
Si certains paramètres de la distribution sont inconnus comme un degré de liberté, ils 
sont déterminés en se basant sur un test du kurtosis et du skewness en simulation MC. 
L'hypothèse nulle établit la valeur de ces deux moments pour l'échantillon comme étant 
égale à la valeur des moments théoriques de la distribution testée. Les hypothèses 
s'écrivent ainsi : 
où : 
H0 : skewness(Ui) = skewness(:F(v0 )), 
H0 : kurtosis(Ui) = kurtosis(:F(v0)), 





Y: fonction supposée de distribution, 
vo paramètre testé. 
La simulation ne peut pas déterminer par elle-même le type de loi qu'il faut choisir. Le 
résultat de ce test entraînera ou non le rejet d'un paramètre testé, mais nécessairement 
le rejet d'une loi puisqu'elle peut avoir plusieurs paramétrisations possibles. Un test sur 
un ensemble de paramètres donne un intervalle de confiance contenant tous ceux qui ne 
rejettent pas l'hypothèse nulle, c'est-à-dire qui ne génèrent pas de vecteur d'erreurs fictifs 
significativement différents. Si tous les paramètres possibles sont rejetés, la loi peut alors 
l'être aussi. Contrairement au test usuel qui ne fait que rejeter la loi normale, un test en 
simulation considère d'autres alternatives à celle-ci. Au lieu de se servir des tests 
proposés par Beaulieu, Dufour et Khalaf (2007), les estimateurs du kurtosis et du 
skewness corrigés pour les échantillons finis seront utilisés. Ceux-ci devraient donner des 
résultats similaires (Campbell, Lo et Mackinlay, 1997) . Cette mesure est employée pour 





où: 1,2, ... , N (N =nombre de portefeuilles), 
1, 2, ... , T (T = nombre de périodes), 
U;t éléments du vecteur d'erreurs, 
il; moyenne des éléments du vecteur d'erreurs(= 0), 
b biaisé, 




3.5 Le niveau d'un test 
Le niveau d'un test est le seuil de probabilité qui est jugé nécessaire pour rejeter Ho. C'est 
pour cette raison qu'on l'appelle aussi un niveau de tolérance parce qu'il indique la 
probabilité maximale tolérée de risque de se tromper en rejetant Ho alors qu'elle est vraie. 
Lorsque la probabilité de réalisation d'une statistique de test est inférieure ou égale à ce 
seuil, la contrainte impose alors une relation suffisamment différente, c'est-à-dire qu'elle 
a une probabilité assez faible d'être obtenue de façon aléatoire. Il faut donc fixer un 
niveau pour chacun des tests parce qu'ils ont tous une source d'incertitude qu i leur est 
propre. L'inverse du niveau d'un test est sa puissance, c'est-à-dire la probabilité de rejeter 
Ho alors qu'elle est fausse. 
Si une distribution est imposée avant de faire un test, il n'y a qu'une seule source connue 
de risque. Il se peut que la distribution imposée comme une loi normale ne soit pas 
représentative, mais elle n'aurait pas été testée préalablement. La probabilité d'imposer 
cette distribution alors qu'elle n'est pas la bonne n'est donc pas connue. Il n'y a donc pas 
besoin de fixer un niveau de tolérance face à ce risque. Sans doute, le test est 
potentiellement biaisé par cette erreur diminuant ainsi la puissance du test, mais on ne 
peut pas savoir dans quelle proportion. Il n'y a donc qu'une seule source de risque connue 
de commettre une erreur de type 1. Les tests peuvent être biaisés par d'autres facteurs 
que la distribution, mais encore là dans une proportion inconnue. Ils ne sont donc pas 
pris en considération pour fixer le niveau d'un test. 
Pour les tests usuels, il n'y a qu'un seul niveau à fixer parce qu'un test ne dépend jamais 
d'un autre test fait préalablement sur la distribution. La même chose est vraie pour la 
simulation MC si une distribution a été choisie sans tester ses paramètres. Elle aurait été 
imposée pour faire les tests sur un échantillon. Pour le «bootstrap», il n'y a aussi qu'une 
seule source de risque puisqu'il n'y a jamais d'hypothèse sur la distribution. Elle est 
évaluée comme une distribution unique pour chaque échantillon. Lorsque la simulation 
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.MC est utilisée pour déterminer la distribution qui sera employée pour générer un terme 
d'erreur fictif, il y a alo rs deux sources connues de risque de faire une erreur de type 1. 
La première est de rejeter une distribution alors que c'est la bonne et la deuxième est de 
rejeter Ho alors qu'elle est vraie en utilisant la distribution précédente. Comme le 
deuxième test dépend du premier, il y a a lors une source globale de risque de faire une 
erreur de type 1. Il faut donc établir un niveau global de test selon Beaulieu, Dufour et 
Khalaf (2007). Une proportion de ce niveau est assignée au test sur la d istribution et 
l'autre va au test subséquent. Il n'y a pas de façon optimale de déterminer cette 
proportion. La règle la plus simple est de diviser le niveau global en deux (Beulieu, Dufour 
et Khalaf, 2007). Par exemple, si le niveau global d'un test de signification en simulation 
est de 5 %, le test pour déterminer quels paramètres de distribution do ivent être rejetés 
aura un niveau de 2,5 % et le test de signification avec une distribution qui n'a pas été 
rejetée aura un niveau de 2,5 %. 
3.6 Tests de signification 
Pour tester l'hypothèse de la constante (1.5) du MEDAF, un test de signification doit être 
fait sur sa différence par rapport à O. Ce test, qu'il soit par simulation ou par «bootstrap», 
ne se limite pas seulement à cette valeur. C'est dans ce cas spécifique que la contrainte 
est égale à 0 comme n'importe quel test de signification. Chaque constante sera testée de 
façon jointe, c'est-à-dire en tenant compte des impacts de la contrainte sur les autres 
coefficients. Il y aura donc N tests par sous-période. Ce test prend la forme d'un modèle 
contraint versus non contraint autant pour la simulation MC que pour le «bootstrap». 
L'estimation contrainte s'exprime directement sous forme matricielle à l'aide de la 
formulation de l'hypothèse pour obtenir les paramètres contraints et les termes d 'erreurs. 
Ces opérations se font de cette façon : 
H0 : RBi - Q = 0, 













Bic= Bi- (X'X)-1 R'(RX'XR')-1 (RÊi- Q), 
Ûic = Yi - XBic' 
1,2, ... , N (N = nombre de portefeuilles), 
contraint, 
vecteur de coefficients (2 x 1), 
estimation du vecteur des coefficients contraints (2 x 1}, 
estimation du vecteur des coefficients (2 x 1), 
matrice des variables indépendantes (T x 2), 
vecteur de sélection du paramètre à tester (1 x 2), 
contrainte, 
estimation du vecteur d'erreurs contraint (T x 1), 




Beaulieu, Dufour et Khalaf (2007) proposent de mesurer la différence entre les deux 
modèles par la statistique du ratio de vraisemblance. De plus, il est possible d'utiliser 
celles du multiplicateur de Lagrange et de Wald (Greene, 2012). Toutes ces mesures 








1,2, ... , N (N = nombre de portefeuilles) , 
contraint, 
estimation du vecteur d'erreurs contraint (T x 1), 
estimation du vecteur d'erreurs (T x 1}, 
statistique du ratio de vraisemblance, 
statistique du multiplicateur de Lagrange, 





En simulation, il faut générer deux vecteurs avec la loi de distribution choisie pour 
remplacer les vecteurs des erreurs contraints et non contraints. La simulation cherche 
ainsi à déterminer si la différence est significative ou si elle peut être obtenue 
aléatoirement avec une probabilité suffisante. En «bootstrap», il faut remplacer ces 
vecteurs par les sous-ensembles d'erreurs non-contraints et contraints correspondants. 
3.7 Tests de l'hétéroscédasticité 
Pour être estimé par MCO, le vecteur d'erreurs doit nécessairement être 
homoscédastique, c'est-à-dire dont la variance est constante en tout temps et sans 
condition. Lorsque la variance du terme d'erreur est inconstante parce qu'elle dépend 
d'un ou plusieurs facteurs, il y a alors présence d'hétéroscédasticité. Une relation entre la 
variance du terme d'erreur et une ou plusieurs variables peut alors être supposée. La 
nature de cette relation n'est pas connue et peut être déterminée. Elle se formule donc de 










ar= f(ZA) , 
A = [a0 a1 a2 . .. ap], 
1, 2, ... , N (N = nombre de portefeuilles), 
1, 2, ... , P (P = nombre de facteurs expliquant la var iance, 





facteurs affec ta nt la variance. 
(3.28) 
(3 .29) 
Le test porte alors sur les coefficients sauf celui de la constante pour déterminer si la 
relation est significative. Si ce n'est le cas, le terme d'erreur est homoscédastique sinon il 
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y a alors de l'hétéroscédasticité. La régression d'un modèle ne pourra être faite par MCO 
seulement et devra être ajustée avec une matrice de poids. Le test sur la signification de 
la relation se formule ainsi : 
H0 : a 1 = a 2 = ... = aP = 0, 
H1 : Au moins 1 des ap * O. 
(3.30) 
En faisant un test de façon jointe sur tous les coefficients sauf la constante, Ho fait 
l'hypothèse de l'homoscédasticité. Si elle n'est pas rejetée, c'est parce que seule la 
constante du modèle est significative et donc qu 'il n'y a pas hétéroscédasticité. Tous les 
éléments du vecteur d'erreurs au carré ne sont donc pas significativement différents l'un 
de l'autre. Par rapport à l'équation (3.28), la relation avec l'homoscédasticité est alors : 
ar = f(ao). (3.31) 
L'estimation en MCO de cette relation se fait à l'aide d'un modèle économétrique. Elle 
supposera la dépendance de la variance envers les variables indépendantes du modèle 
(3.1), c'est-à-dire les rendements du marché. Cette forme est équivalente de façon 
asymptotique au test de White (Greene, 2012). D'autres dépendances de la variance 
comme des effets ARCH, GARCH, etc. pourraient aussi être évaluées de cette façon. La 
matrice de variables dépendantes contient les éléments du vecteur d'erreurs de 
l'équation (3 .1) au carré. La matrice de variables indépendantes contient également un 
vecteur unitaire pour évaluer la constante. Cette relation se présente donc ainsi : 
où: 
T 
Ut= XAi + Ei, 
Ai = (ao a1], 
1,2, ... , N (N = nombre de portefeuilles), 
nombre de périodes, 




X matrice des variables indépendantes (T x 2), 
Ai vecteur de coefficients (2 x 1}, 
Ei vecteur de termes d'erreur aléatoire (T x 1}, 
La relation est estimée par MCO pour obtenir l'estimation des coefficients et du terme 
d'erreur. La mesure de la signification de la relation se fait par une statistique de test de 
Engel (Beaulieu Dufour et Khalaf, 2007). Celle-ci se sert du coefficient de détermination 
du modèle et donc des termes d'erreur estimés. Si le coefficient est suffisamment élevé, 
c'est parce que la relation entre la variance et les variables indépendantes est significative 
et qu'il faut tenir compte de l'hétéroscédasticité. Celle-ci peut être corrigée à l'aide d'une 
matrice de poids qui dépendra du coefficient estimé. Ce résultat est important parce que 
l'hétéroscédasticité entraîne généralement une plus grande variance des estimateurs ce 
qui affecte le calcul des tests et donc l'inférence. Les constantes significatives du MEDAF 
estimées par MCO pourraient ne plus l'être en considérant l'hétéroscédasticité. La 











1,2, ... , N (N =nombre de portefeuilles), 
nombre de périodes, 
un vecteur unitaire (T x 1), 
estimation du vecteur d'erreurs (T x 1}, 
vecteur de la variable dépendante (T x 1}, 
[1 - i(i'i) - 1 i'] (T x T), 
coefficient de détermination, 
statistique de Engle. 




L'autocorrélation du terme d'erreur peut amener un bia is similaire à l'hétéroscédasticité 
dans les tests. Il est donc important de pouvoir la détecter pour la corriger par une 
matrice de poids appropriée. De plus, ce résultat pourrait aussi invalider le MEDAF s'il 
est possible de modéliser les rendements avec leurs valeurs antérieures. Les mesures 
employées auront recours à l'autocorrélation des termes d'erreur. Elle est obtenue de 
cette façon : 
(3.36) 
où : 1, 2 . ... , N (N = nombre de portefeuilles), 
1, 2, .. . , K (K = nombre d 'autocorrélations considé rées), 
1, 2, ... , T (T = nombre de périodes) . 
~ élément du vecteur d'erreurs estimé (ÜiJ, U;r 
Pii autocorrélation. 
La statistique du ratio de variance sera employée pour déterminer le nombre 
d'autocorrélations significatives comme pour Beaulieu Dufour et Khalaf (2007) . Au lieu 
de se servir aussi du test de Portemanteau, c'est plutôt le coefficient d'autocorrélation qui 
est utilisé (Campbell, Lo et MacKinlay, 1997). Les deux statistiques s'obtiennent ainsi : 
où: 
t 
Ca = 1 + Pii , 
Rv = 1 + 2 Ij;1 ( 1 - -k) Pïi , 
1, 2, ... , N (N = nombre de portefeuilles), 
1, 2, .... K (K =nombre d'autocorrélations considérées), 
1, 2, ... . T (T = nombre de périodes), 
autocorrélation. 
coefficient d'autocorrélation, 






Les résultats ne sont pas analysés de manière usuelle en présentant les probabilités 
individuelles de chaque statistique calculée. Il y a 12 sous-périodes et 13 portefeuilles 
pour un total de 156 périodes-portefeuilles. Chacune d'elles est considérée comme une 
estimation distincte du modèle sur laquelle chaque test est réalisé avec des paramètres 
indépendants et avec quatre méthodologies différentes. L'importante quantité de 
résultats rend difficile J'inférence globale sur le MEDAF, c'est pourquoi ils sont présentés 
sous forme de proportion qui représente Je nombre de périodes-portefeuilles qui 
rejettent Ho divisé par Je nombre total de périodes-portefeuilles. Les résultats individuels 
de chaque test se retrouvent en annexe (B) et ne servent pas directement à l'inférence, 
sauf dans le cas de l'analyse de la performance du MEDAF en période de récession. 
Chacun des tests est fait avec un niveau global de 10%. Il y aura d'abord les résultats avec 
les techniques usuelles et la simulation MC qui imposent la normalité des erreurs. Ces 
deux méthodes devraient.obtenir des résultats similaires puisqu'elles supposent la même 
distribution. Leurs résultats ne peuvent cependant pas être utilisés pour l'inférence, sauf 
pour les tests de kurtosis et de skewness, compte tenu de ce qui a été mentionné 
précédemment à propos de leur biais. Ils servent seulement de référence pour les 
comparer aux résultats sans biais qui sont obtenus en simulation MC sans la normalité et 
en «bootstrap». Il y aura une génération de 999 vecteurs d'erreurs fictifs en simulation 
MC parce qu'un nombre supérieur n'améliore pas la précision des tests (Beaulieu, Dufour 
et Khalaf, 2007) . Il y en a autant pour les créations de sous-ensembles en «bootstrap». La 
simulation MC sans la normalité a un niveau de 5% pour le test sur la distribution et de 
5% pour les tests subséquents (voir chapitre 3) en utilisant la distribution déterminée à 
partir des tests de skewness et de kurtosis qui suivent. 
36 
4.1 Tests de kurtosis et skewness 
Les tests sur le skewness (3.15) et le kurtosis (3.16) sont faits avec la méthode usuelle en 
supposant qu'ils suivent aussi une loi normale parce que le terme d'erreur est distribué 
ainsi par hypothèse. Ensuite, la simulation MC génère aléatoirement plusieurs vecteurs 
d'abord selon une loi normale, puis selon une loi de Student pour comparer leur kurtosis 
et leur skewness à celui de la période-portefeuille. Les degrés de liberté supérieurs à 30 
n'ont pas été considérés parce qu'ils ne génèrent pas un terme d'erreur distribué 
significativement différemment d'une loi normale (Thu et Zhou, 2004). Ces tests utilisent 
tous les mêmes mesures proposées pour le skewness (3.18) et le kurtosis (3.20). 
Tableau 4.1 : Tests de skewness et de kurtosis 
Type de test Sk Ku 
Proportion en supposant une loi normale 0,397 0,365 
Proportion en supposant une loi nonnale en simulation MC 0,410 0,372 
Proportion en supposant une loi de Student (5) en simulation MC 0,090 0,077 
Les tests usuels et en simulation supposant une loi normale montrent que cette 
hypothèse est trop forte . Elle est rejetée dans une proportion de 39,7% pour le skewness 
et de 36,5% pour le kurtosis par les test usuels et dans une proportion similaire par la 
simulation MC, ce qui montre bien la puissance de cette méthodologie. Pour la simulation 
MC sans la normalité, c'est la loi de Student de degré de liberté 5 qui a minimisé la 
proportion de rejet pour le skewness et le kurtosis. Bien que la loi de Student ait un 
skewness de 0 comme la loi normale, celui-ci est moins souvent rejeté parce que la 
variance du skewness augmente lorsque le degré de liberté est plus faible. Comme plus 
de 90% des périodes-portefeuilles ne rejettent pas cette distribution, il est supposé que 
celle-ci peut être utilisée pour effectuer une analyse exacte de chacune des périodes-
portefeuilles. Ce résultat indique aussi une convergence asymptotique vers une 
distribution qui n'est pas la loi normale, mais qui pourrait s'approcher d'une loi de 
Student De plus, il ne semble pas y avoir de dépendance temporelle du rejet de cette 
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distribution (voir annexe B). Il n'y a pas de résultats pour le «bootstrap» parce qu'il n'y a 
pas d'hypothèse de distribution avec cette technique. 
4.2 Tests de signification de la constante 
Le test d'hypothèse sur la constante (3.21) est mesuré à l'aide des statistiques Lr (3.25), 
Lm (3.26) et Wald (3.27) . Les probabilités avec la technique usuelle supposant un terme 
d 'erreur distribué normalement sont obtenues par une Fisher (1, T -1). Il y a une seule 
contrainte et la période-portefeuille est de tailleT= 48, sauf pour la dernière qui a une 
taille de 46. La simulation évalue la distribution des statistiques en fonction d'un terme 
d'erreur généré selon une loi normale et ensuite en fonction d'une loi de Student de degré 
de liberté 5. Le «bootstrap» évalue la distribution à partir des sous-ensembles créés 
aléatoirement qui contiennent 15 observations. 
Tableau 4.2 : Tests de signification de la consatante 
Type de test Lr Lm Wald 
Proportion en supposant une loi normale 0,526 0,526 0,532 
Proportion en supposant une loi normale en simulation MC 0,526 0,526 0,53 8 
Proportion en supposant une loi de Student (5) en simulation MC 0,250 0,276 0,301 
Proportion en «bootstrap» 0,179 0,263 0,295 
Les tests en supposant la normalité portent à croire qu'un peu plus de 50% des périodes-
portefeuilles ont des constantes significatives. L'utilisation de la loi de Student de degré 
de liberté 5 en simulation MC abaisse cette proportion substantiellement autour de 25 à 
30% selon les différentes statistiques. Le «bootstrap» obtient des résultats similaires ce 
qui permet de croire à nouveau que la loi de Student (5) est représentative des 
rendements. Cette proportion n 'est pas suffisamment faible pour qu'elle soit considérée 
comme négligeable. La constante du MEDAF reste donc significative dans une bonne 
proportion des périodes-portefeuilles, même avec une distribution représentative des 
rendements. Il y a environ 25% plus de constantes significatives en supposant la loi 
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normale. Cette différence aurait tout de même pu être suffisante pour faire une évaluation 
différente de la performance du M EDAF. Il se peut que d'autres facteurs viennent abaisser 
à nouveau le nombre de périodes-portefeuilles ayant une constante estimée significative. 
En se référant aux résultats en simulation MC sans la normalité et en «bootstrap», la 
présence d'une constante significative est observable dans plus de périodes/portefeuilles 
qui contiennent des observations des rendements de 2008 et 2009 (voir annexe 8) . 
Étonnamment, même si la variance des rendements augmente (voir annexe 8), il y a une 
légère augmentation du nombre de rejets de Ho. Bien que la relation ne soit pas nette, les 
proportions sont légèrement plus faibles pour les autres années. Il serait possible que le 
MEDAF gagne en performance lors de périodes de croissance, mais il continue de fai re 
des erreurs de prévision régulièrement en période de croissance. Tous les portefeuilles 
ont eu une constante significative au moins une fois de 1998 à 2009. Il semble que les 
portefeuilles avec de faibles coefficients de corrélation aient plus souvent une constante 
significative que ceux avec des coefficients plus élevés. Encore une fois, la considération 
d 'autres facteurs pourrait changer ces résultats. 
4.3 Tests de l'hétéroscédasticité 
La mesure de l'hétéroscédasticité pour le test d'hypothèse (3.30) est faite par l'estimation 
d'un modèle (3 .32) et de la statistique En (3.35). Avec la méthode usuelle, la probabilité 
de réalisation de la statistique est obtenue avec une Fisher (1, T-1). La simulation MC et 
le «bootstrap» ont le même fonctionnement que pour le test de signification de la 
constante. 
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Tableau 4.3 : Tests de l'hétéroscédasticité 
Type de test En 
Proportion en supposant une loi normale 0,147 
Proportion en supposant une loi normale en simulation MC 0,147 
Proportion en supposant une loi de Student (5) en simulation MC 0,032 
Proportion en «bootstrap» 0,096 
Environ 15% des sous-périodes présentent de l'hétéroscédasticité avec le test usuel et la 
simulation MC en supposant un terme d'erreur distribué normalement. Cette proportion 
est faible, mais il aurait fallu en tenir compte. Cependant, ces résultats sont biaisés par 
l'imposition de la normalité, c'est pourquoi ils ne peuvent être utilisés . La simulation MC 
avec un terme d'erreur généré selon une loi de Student de degré de liberté 5 donne une 
proportion de 3,2% des périodes-portefeuilles qui présente de l'hétéroscédasticité 
significative. Le résultat est supérieur en «bootstrap» avec une proportion de 9,6%. Ces 
résultats sont suffisants pour rejeter l'hétéroscédasticité. Il n'y a pas une preuve 
suffisante de sa présence dans les données. Elle n'affecte donc pas significativement la 
performance du modèle en l'estimant par MCO. Un résultat contraire aurait pu aider la 
performance du MEDAF. Les résultats présentés à propos de la constante tienne toujours. 
4.4 Tests de I'autocorrélation 
Le test d'autocorrélation mesuré par le coefficient .de corrélation (3.37) fonctionne 
comme ceux du kurtosis et du skewness. La somme de ceux-ci est distribuée 
normalement pour le test usuel, peu importe l'autocorrélation considérée si les 
hypothèses de normalité du terme d'erreur et d'iid sont respectées. Le test avec le ratio 
de variance (3.38) fonctionne comme un test de signification. Ces deux tests concernent 
la première autocorrélation seulement. 
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Tableau 4.4 : Tests de l'autocorrélation 
Type de test Ca Vr 
Proportion en supposant une loi normale 0,160 0,154 
Proportion en supposant une loi normale en simulation MC 0,147 0,154 
Proportion en supposant une loi de Student (5) en simulation MC 0,141 0,135. 
Proportion en «bootstrap» 0,032 0,032 
Les tests faits avec les trois premières méthodes mon trent une présence 
d'autocorrélation dans environ 15% des périodes-portefeuilles avec des résultats 
similaires pour le coefficient de corrélation et pour le ratio de variance. Les tests en 
«bootstrap» affichent cependant une très faible présence d'autocorrélation dans 3,2% 
des périodes-portefeuilles. Comme elle est significative dans une faible proportion de 
périodes-portefeuilles, les tests ne considèrent pas d'autocorrélatio n supérieure à 1. La 
présence d'autocorrélation est très faible dans les données selon les différents résultats. 
Elle n'invalide donc pas nécessairement le MEDAF par la modélisation possible des 
rendements avec leur passé. Elle n'affecterait pas beaucoup l'inférence globale sur la 
signification de la constante en estimant le modèle par MCO. 
4.5 Comparaison des résulta ts et inférence 
Il est intéressant de noter que les résultats avec les méthodes usuelles et la simulation 
MC en supposant la normalité sont toujours très proches. Ce résultat prouve que la 
simulation MC est en mesure d'évaluer correctement la distribution de to utes les 
statistiques de test avec un terme d'erreur généré aléatoirement selon une loi normale. 
Ce doit donc aussi être le cas lorsqu'ils sont générés selon une loi de Student. La 
simulation MC permet vraiment l'analyse exacte sans être dépendante de la normalité 
des erreurs. Le «bootstrap» obtient des résultats semblables en général à la simulation 
MC avec la loi de Student de degré de liberté 5, mais parfois assez différents comme dans 
le cas de l'autocorrélation des erreurs. Cette différence peut démontrer que la simulation 
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MC n'impose pas exactement la bonne distribution etjou que le «bootstrap» souffre du 
faible nombre d'observations dans chaque période-portefeuille. 
Néanmoins, les deux techniques donnent une meilleure évaluation de la performance du 
MEDAF qui même sans la normalité ne semble toujours pas être valide à cause encore 
une fois de la présence de nombreuses constantes significatives. L'hétéroscédasticité 
n 'est pas assez forte pour influencer significativement les tests, alors que 
l'autocorrélation est très faible et ne permet pas de conclure à une mauvaise spécification. 
Ces résultats correspondent à ce qui a été obtenu à l'aide de données américaines dans le 
cas de la simulation MC (Beaulieu, Dufour, et Khalaf, 2007) . Il semble y avoir légèrement 
moins de constantes significatives en période de croissance, mais cette relation n'est pas 
nette et ne permet pas de conclure que les perturbations sont la seule source de mauvaise 
performance empirique du MEDAF. 
CONCLUSION 
L'étude empirique du MEDAF sans imposer la normalité est certainement un avantage 
majeur. Les tests sont alors plus puissants et l'inférence faite repose sur une base plus 
solide. Malgré tout, ce modèle conserve toujours son principal problème, c'est-à-dire la 
présence d'une constante significative. Elle est moins présente qu'en faisant l'hypothèse 
de la normalité, mais le reste suffisamment pour rejeter le modèle. Celle-ci semble 
effectivement plus présente lorsqu'il y a des perturbations économiques comme la 
récession de 2008. Cependant, la relation n'est pas nette parce que le MEDAF prévoit 
souvent de façon erronée certains rendements en période de croissance. Globalement, le 
MEDAF conserve sa mauvaise performance. 
Les techniques utilisées auraient bien pu modifier ces conclusions, mais elles restent 
inchangées après cette étude. La baisse du nombre de constantes significatives est 
conséquente avec les travaux de Beaulieu, Dufour et Khalaf (2007) ainsi que les résultats 
sur l'absence de l'hétéroscédasticité et de l'autocorrélation. L'analyse du MEDAF pourrait 
aller bien plus loin en considérant sa forme conditionnelle, d'autres variables explicatives, 
d'autres types d'actifs, etc. Elle pourrait aussi considérer l'hétéroscédasticité et 
l'autocorrélation pour améliorer la précision des estimations dans les périodes-
portefeuilles nécessaires. La comparaison avec d'autres modèles financiers serait à 
nouveau très intéressante. Toutes ces avenues de recherche en analyse exacte ont été 
considérées en supposant généralement la normalité. Il serait pertinent de les étudier à 
nouveau à l'aide des nouvelles techniques qui ont été présentées pour valider l'inférence 
qui a été faite. 
Ces méthodologies ne sont plus limitées par la technologie, comme le prouve ce mémoire 
dont les résultats ont été obtenus grâce aux serveurs de I'UQAM. Le principal défi de la 
simulation MC est de trouver la bonne distribution. Bien que le test du kurtosis et du 
skewness élimine les distributions qui ne sont pas représentatives, l'utilisation de l'une 
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d'entre celles qui n'ont pas été rejetées reste un choix arbitraire. Le «bootstrap» n'a pas 
ce problème parce qu'il ne suppose jamais une distribution particulière. Cependant, il est 
plus difficile d'obtenir une bonne estimation avec un nombre restreint d'observations. 
Ces deux techniques similaires d'un point de vue conceptuel et opérationnel permettent 
néanmoins de tester plus précisément des modèles qui ne peuvent justifier le recours à 
la normalité. Toutes les études empiriques peuvent donc considérer leur utilisation, si 
l'hypothèse de normalité est trop forte. 
ANNEXE A 
THÉORIE COMPLÉMENTAIRE 
A.l Le résumé de la dérivation du MEDAF (Huang et Litzenberger, 1988). 
A.l .l Problème de maximisation de l'investisseur 
La dérivation du MEDAF débute pour chaque investisseur par une maximisation 
classique de leur fonction d'utilité. Chacun choisit des actifs ou des portefeuilles en 
fonction de l'espérance et de la variance de leurs rendements aléatoires. Ce sont les deux 
seuls facteurs qui font varier l'utilité d'un investisseur par hypothèse. Le problème se 
présente de cette façon : 
(Al) 
où : 1, 2, ... , N (N =nombre de portefeuilles) , 
1, 2, ... , J (J = nombre d'investisseurs), 
uj fonction d'utilité, 
Ei espérance des rendements, 
cr2 variances des rendements. 
1 
A.1.2 Aversion au risque 
Les préférences des investisseurs doivent refléter leur aversion pour le risque, 
comportement jugé désirable par hypothèse. De plus, l'aversion absolue doit être 




RA et -ct RA---"( m~i) < 0, dmj 
1, 2, ... , j U = nombre d'investisseurs), 
coefficient d'aversion absolue, 
dériva tion partielle, 
richesse. 
A.1.3 Frontière de portefeuilles efficients 
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(A.2) 
Parmi tous les portefeuilles possibles sur le marché, l'investisseur préfèrera toujours 
celui qui a la plus petite variance pour une espérance de rendement donnée (dominance 
stochastique du second degré). Il les classe donc en considérant, en quelque sorte, 
seulement les deux premiers moments de leur distribution. Le résultat de ce classement 
est la frontière moyenne/ variance et à partir de sa portion efficiente (supérieure), 
l'investisseur en choisira un sur celle-ci. Pour chaque portefeuille de la frontière, il est 
possible de trouver un autre portefeuille unique qui a une covariance nulle avec lui. Il est 
aussi possible d'obtenir un portefeuille de marché avec tous ceux étant sur la frontière. 
Tous les portefeuilles de cette frontière peuvent être exprimés comme une combinaison 
linéaire de deux ou plusieurs autres en faisant aussi partie. Il y a donc aussi un 
portefeuille à covariance nulle par rapport à celui du marché qui offre toujours un 
rendement inférieur par hypothèse. En utilisant alors le théorème de séparation en deux 
fonds, la courbe des titres de marchés, appelée également le MEDAF bêta 0, est obtenue 
ainsi: 
(A.3) 
où : 1, 2, .. . , N (N = nombre de por tefeuilles), 
t 1, 2, .. . , T (T = nombre de périodes), 
E( ... ) espérance, 
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Rit rendement d'un actif, 
Rmot rendement d'un actif avec covariance nulle. 
~i coefficient de corrélation 
Rmt rendement du marché. 
A.1.4 MEDAF de Sharpe-Lintner 
Lorsque l'hypothèse de l'existence d'un actif sans risque est faite, le rendement espéré de 
cet actif, qui est inférieur à celui du marché, est substitué à celui du portefeuille à 
covariance nulle pour obtenir la forme de Sharpe-Lintner. Le MEDAF est un modèle 
d'équilibre linéaire statique qui relie le rendement espéré d'un actif au rendement espéré 
du marché. Le modèle retient la covariance d'un actif avec ce marché comme seule source 
de risque. Toute autre source est éliminable par diversification par hypothèse et ne 
devrait pas affecter la prévision. Pour obtenir le rendement espéré d'un actif, il suffit de 
soustraire le rendement sans risque du rendement espéré du marché, multiplier le 
résultat par le coefficient de la mesure de covariance de l'actif avec le marché et 
additionner le taux sans risque. L'analyse empirique porte principalement sur les 
hypothèses dont elle découle et débute à cette équation : 
où: 
t 






1, 2, ... , N (N = nombre de portefeuilles), 
1, 2, ... , T (T =nombre de périodes), 
espérance, 
rendement d'un actif, 
rendement sans risque. 
coefficient de corrélation 
rendement du marché. 
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A.2 Forme conditionnelle 
Des changements structurels dans Je marché pourraient causer une diminution de la 
performance du modèle. C'est pourquoi la forme conditionnelle du MEDAF permet au 
coefficient de corrélation de varier en fonction d'autres facteurs (Shanken, 1996) . Tenir 
compte de ces facteurs augmente généralement la performance des prévisions à 
l'intérieur de l'échantillon. Même si d'autres variables affectent alors Je coefficient de 
corrélation, Je rendement du marché reste malgré tout la seule variable explicative des 
rendements. La forme conditionnelle s'écrit ainsi : 
où: 1, 2, ... , N (N = nombre de portefeuilles), 
1, 2, ... , T (T = nombre de périodes), 
E( ... ) espérance, 
Ri rendement d'un actif, 
Rft rendement sans risque. 
Pi coefficient de corrélation 
Rm rendement du marché. 
S changement structurel, 
oi effet du changement sur le coefficient 
A.3 Estimations différentes 
A.3.1 Coupe transversale de la série chronologique : 
À J'aide des valeurs estimées en série chronologique (3.2), il est possible d'estimer une 
relation plus fidèle au MEDAF puisque les coefficients sont alors connus (Cochrane, 2000). 
L'espérance des rendements est alors liée à J'espérance du marché. La coupe transversale 
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permet d'estimer une prime de risque du marché et une constante qui sont communes à 
tous les actifs. Il y a aussi un terme d'erreur propre à chacun des actifs : 
(A.6) 
où: 1, 2, ... , N (N = nombre de portefeuilles), 
1, 2, ... , T (T = nombre de périodes), 
E( ... ) espérance, 
nr rendement net d'un actif, 
Yo constante, 
Y1 prime de risque, 
Il; terme d'erreur. 
L'ajout d'une constante n'est pas nécessaire ici, mais la théorie du modèle suppose qu'elle 
doit être égale à zéro. Il n'y a pas de constante puisque la coupe transversale est en faite 
la moyenne de la série chronologique. Les erreurs des prévisions sous cette forme sont 
donc équivalentes aux constantes estimées en série chronologique (3.2). Il faut donc que 
ces termes ne soient pas significativement différents de zéro en les testant de façon jointe 
de cette manière: 
Ho: 1-li = 0, (A.6) 
H1 : au moins un des 1-li * 0 
L'estimation se fait inévitablement dans un échantillon plus restreint étant donné qu'il 
n'y a que N portefeuilles et donc, le même nombre de coefficients. Pour tester de façon 
robuste cette forme, il faut donc avoir une quantité suffisante de portefeuilles. Il y a donc 
un choix à faire entre la précision des estimations des coefficients de corrélation en 
regroupant un grand nombre d'actifs et entre le nombre de constantes estimées avec un 
plus grand nombre d'actifs. 
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A.3.2 Estimation selon Fama-Macbeth : 
Il est possible d'utiliser une autre méthode pour estimer la coupe transversale, mais elle 
lui est mathématiquement équivalente (Fama et Macbeth, 1973). Elle consiste à estimer 
ainsi la coupe transversale pour chaque période à l'aide des coefficients estimés en série 






1, 2, ... , N (N =nombre de portefeuilles), 
1, 2, ... , T (T =nombre de périodes), 
rendement net d'un actif, 
constante, 
prime de risque, 
terme d'erreur. 
(A.7) 
La moyenne de tous les coefficients selon la méthode de Fama-Macbeth correspond aux 
valeurs en coupe transversale : 
E(Yot) = Yo· 
E(yu) = Y1• 




L'espérance de l'équation selon Fama-Macbeth revient à l'équation en coupe transversale. 
Cette méthode fournit plus de données pour tester des coefficients par rapport à 
l'échantillon puisque qu'il y a alors T valeurs, mais impose la même restriction de N 
observations pour tester les moyennes des coefficients ainsi que la moyenne de l'erreur 
de prévision de façon jointe. 
ANNEXE B 
RÉSULTATS INDIVIDUELS 
B.l Tests de skewness et de kurtosis 
Probabi lité des tests usuels du skewness en supposant une loi nom1ale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
1998 0,667 0,05 1 0,264 0,079 0,092 0,516 0,891 0,998 1,000 0,995 0,714 0,749 0,441 
1999 0,202 0,126 0,903 0,832 0,665 1,000 1,000 1,000 0,999 0,007 0,565 0,238 0,534 
2000 0,358 0,469 0,079 0,151 0,584 0,404 0,50 1 0,422 0,983 0,7 11 0,233 0,202 0,130 
200 1 0,903 0,529 0,328 0,753 0,947 0,998 1,000 0,998 1,000 0,534 0,845 0,981 0,728 
2002 0,978 0,56 1 0,624 0,514 0,890 0,973 0,860 0,658 0,138 0,589 0,540 0,327 0,396 
2003 0,510 0,597 0,478 0,70 1 0,683 0,235 O,ll3 0, 197 0,452 0,550 0,572 0,508 0,082 
2004 0,964 1,000 1,000 0,998 0,968 0,828 0,038 0,166 0,763 0,540 0,646 0,067 0, 132 
2005 0,654 1,000 1,000 1,000 1,000 0,470 0,435 0,29 1 0,769 0,953 0,779 0,324 0,246 
2006 0,334 1,000 1,000 1,000 1,000 0,999 0,999 0,322 1,000 1,000 0,996 0,996 0,697 
2007 0.306 0,264 0,687 1,000 1,000 1,000 1,000 0,862 0,995 0,982 0,973 0,985 0,162 
2008 0,033 0,333 0,927 0,984 0,991 1,000 0,409 0,851 0,796 0,670 0,600 0,876 0,936 
2009 0,837 0,998 0,992 0,877 0,913 0,937 0,957 0,997 0,998 0,968 0,983 0,946 0,990 
Nb. rejets 3 4 6 5 7 7 5 4 7 5 3 4 2 
Probabi li té des tests en simulation MC du skewness en supposant une loi normale 
Portefeui lle 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 l3 
1998 0,696 0,052 0,285 0,077 0,098 0,553 0,902 0,997 0,999 0,994 0,747 0,776 0,474 
1999 0,210 0,137 0,907 0,849 0,689 1,000 1,000 1,000 0,998 0,0 14 0,594 0,262 0,562 
2000 0,395 0,504 0,089 0,163 0,609 0,435 0,515 0,451 0,981 0,741 0,244 0,222 0,136 
2001 0,916 0,564 0,346 0,776 0,953 0,997 1,000 0,996 0,999 0,553 0,861 0,981 0,759 
2002 0,977 0,605 0,656 0,537 0,903 0,973 0,881 0,692 0,158 0,6 17 0,573 0,333 0,407 
2003 0,544 0,625 0,509 0,719 0,71 1 0,263 0,125 0,222 0,484 0,571 0,6 17 0,530 0,084 
2004 0,966 1,000 1,000 0,996 0,968 0,844 0,050 0, 185 0,785 0,584 0,683 0,082 0, 161 
2005 0,694 1,000 1,000 1,000 1,000 0,510 0,470 0,336 0,795 0,96 1 0,804 0,343 0,266 
2006 0,356 1,000 0,999 0,999 0,999 0,998 0,998 0,348 1,000 0,999 0,994 0,995 0,728 
2007 0,339 0,290 0,720 1,000 1,000 1,000 1,000 0,872 0,993 0,984 0,97 1 0,986 0, 160 
2008 0,037 0,360 0,937 0,983 0,988 0,999 0,443 0,864 0,820 0,692 0,628 0,890 0,944 
2009 0,856 0,995 0,992 0,893 0,924 0,939 0,960 0,996 0,997 0,969 0,983 0,95 1 0,987 






























Probabilité des tests en simulation MC du skewness en supposant une loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 ll l 12 1 13 Nb.lllejets 
1998 0,425 0,046 0,154 0,049 0,045 0,3 14 0,615 0,860 0,890 0,82 1 0,445 0,476 0,264 0 
1999 0,097 0,064 0,611 0,546 0,421 0,970 0,974 0,976 0,870 0,00 1 0,333 0,139 0,332 3 
2000 0,228 0,285 0,040 0,097 0,348 0,249 0,286 0,250 0,773 0,458 0,148 0,114 O,D?O 0 
2001 0,626 0,318 0,188 0,493 0,684 0,864 0,971 0,858 0,910 0,324 0,557 0,769 0,455 1 
2002 0,754 0,334 0,374 0,32 1 0,623 0,744 0,585 0,399 0,074 0,354 0,322 0,172 0,227 0 
2003 0.3 10 0,3 63 0,278 0,431 0,427 0,162 0,057 0,116 0,267 0,326 0,333 0,317 0,063 0 
2004 0,729 0,951 0,898 0,854 0,741 0,541 0,014 0,105 0,480 0,348 0,381 0,041 0,094 1 
2005 0,387 0,972 0,970 0,968 0,972 0,290 0,262 0,190 0,494 0,704 0,500 0,207 0, 142 4 
2006 0,206 0,903 0,891 0,904 0,900 0,88 1 0,874 0, 184 0,960 0,89 1 0,836 0,840 0,424 1 
2007 0,177 0,144 0,428 0,969 0,966 0,988 0,984 0,578 0,822 0,761 0,738 0,781 0,086 4 
2008 0,012 0,186 0,664 0,76 1 0,807 0,893 0,246 0,561 0,517 0,403 0,347 0,594 0,677 0 
2009 0,561 0,849 0,80 1 0,597 0,648 0,675 0,709 0,843 0,853 0,739 0,775 0,690 0,802 0 
Nb. rejets 0 2 1 2 2 2 3 1 1 0 0 0 0 14 
Probabilité des tests usuels du kurtosis en supposant une loi norma le 
Ponefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 JO 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,060 0,902 0,509 0,770 0,700 0,055 0,095 0,988 0,973 0,928 0,691 0,216 0,627 4 
1999 0,356 0,035 0,799 0,369 0,274 1,000 1,000 1,000 1,000 0,472 0,367 0,057 0,594 4 
2000 0,208 0,736 0,031 0,168 0,184 0,295 0,333 0,137 0,699 O,D75 0,362 0,366 0,679 0 
200 1 0,729 0,541 0,962 0,989 0,994 1,000 1,000 1,000 1,000 0,980 0,858 0,987 0,999 10 
2002 0,985 0,016 0,528 0,448 0,252 0,984 0,996 0,088 0,143 0, 154 0,365 0,632 0,445 3 
2003 0,543 0,529 0,578 0,326 0,128 0, 149 0,377 0,484 0,435 0,808 0,406 0,124 0,299 0 
2004 0,103 1,000 1,000 0,995 0,946 0,944 0,179 0,066 0,322 0,992 0,795 0,109 0,158 6 
2005 0,220 1,000 1,000 1,000 1,000 0,444 0,225 0,442 0,513 0,812 0,981 0,738 0,458 5 
2006 0,534 1,000 0,998 0,998 0,997 1,000 1,000 0,4 14 1,000 1,000 1,000 1,000 0,334 10 
2007 0,534 0,468 0,580 1,000 1,000 1,000 1,000 0,990 0,980 0,665 0,559 0,819 0,602 6 
2008 0,050 0,328 0,955 0,988 0,783 0,999 0,059 0,235 0,550 0,221 0,639 0,005 0,358 3 
2009 0,286 0,977 0,959 0,375 0,948 0,996 0,874 0,975 0,96 1 0,443 0,397 0,11 8 0,622 6 
Nb. rejets 1 5 6 6 6 8 5 5 6 4 2 2 1 57 
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Probabilité des tests en si mulation MC du kurtosis en supposant une loi nom1ale 
Portefeui lle 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 JO 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,072 0,925 0,556 0,825 0,764 0,048 0,104 0,973 0,963 0,944 0,751 0,230 0,680 4 
1999 0,374 0,026 0,846 0,389 0,277 1.000 1,000 1,000 0,994 0,503 0,383 0,069 0,653 4 
2000 0,2 10 0,806 0,035 0,195 0, 190 0,3 15 0,350 0, 150 0,748 0,079 0,378 0,394 0,735 0 
2001 0,792 0,593 0,957 0,973 0,979 0,999 1,000 0,997 0,999 0,969 0,895 0,975 0,988 10 
2002 0,973 0,023 0,566 0,478 0,260 0,971 0,985 0,087 0,15 1 0,167 0,39 1 0,689 0,479 3 
2003 0,596 0,578 0,624 0,337 0, 127 0,158 0,397 0,524 0,445 0,868 0,433 0, 132 0,309 0 
2004 0,093 1,000 0,995 0,983 0,949 0,947 0,199 0,076 0,337 0,976 0,856 0,11 6 0, 166 6 
2005 0,234 1,000 1,000 1,000 1,000 0,475 0,252 0,479 0,541 0,869 0,972 0,797 0,502 5 
2006 0,581 0,993 0,986 0,986 0,985 0,999 1,000 0,43 1 1,000 0,999 0,993 0,992 0,364 10 
2007 0,571 0,507 0,620 1,000 1,000 1,000 1,000 0,975 0.968 0,742 0,610 0,875 0,650 6 
2008 0,044 0,359 0,957 0,976 0,835 0,990 0,053 0,235 0,600 0,236 0,695 0,013 0,394 3 
2009 0,301 0,963 0,956 0,429 0,952 0,982 0,916 0,967 0,956 0,482 0,430 0, 119 0,669 7 
Nb. rejets 1 5 6 6 6 8 6 5 6 4 2 2 1 58 
Probabilité des tests en simulation MC du ku rtosis en supposant une loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.œejets 
1998 0,681 0,277 0.520 0,383 0,419 0.681 0,724 0,066 0,136 0,247 0,872 0,626 0,459 0 
1999 0,803 0,686 0,358 0,559 0,600 0,976 0,969 0,972 0,234 0,532 0,564 0,682 0,470 3 
2000 0,758 0,404 0,7 10 0,75 1 0,637 0,784 0,796 0,743 0,414 0,668 0,568 0,575 0,432 0 
2001 0,4 16 0,501 0, 183 0,062 0,027 0,638 0,967 0,434 0,663 0, 11 2 0,314 0,072 0,068 1 
2002 0.100 0,693 0,844 0,825 0,6 11 0,119 0,008 0.671 0,635 0,742 0,806 0,865 0,8 18 0 
2003 0,848 0,844 0,855 0,782 0,735 0,744 0,807 0,829 0,542 0,366 0,552 0,665 0,592 0 
2004 0,653 0,867 0,259 0,0 12 0,189 0,218 0,644 0,7 19 0,788 0.059 0,374 0,725 0,652 0 
2005 0,753 0,968 0,964 0,966 0,969 0,542 0,764 0,818 0,835 0,358 0,109 0,404 0,54 1 4 
2006 0,84 1 0,214 0,048 0,032 0,021 0,864 0,918 0,8 14 0,934 0,730 0,172 0,19 1 0,582 0 
2007 0,843 0,531 0,492 0,960 0,960 0,985 0,985 0,065 0,136 0,444 0,493 0,344 0,469 4 
2008 0,7 10 0,59 1 0,185 0,092 0,380 0, 115 0,714 0,617 0,495 0,760 0,865 0,697 0,572 0 
2009 0,778 0,126 0,183 0,578 0,21 1 0,009 0,309 0,133 0,170 0,547 0,558 0,734 0,474 0 
Nb. rejets 0 1 1 2 2 2 3 1 0 0 0 0 0 12 
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8.2 Tests de signification de la constante 
Probabi lité des tests usuels Lr en supposant une loi normale 
Pm1efeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.Illejets 
1998 0,997 0,993 0,795 0, 187 0,971 0,992 0,860 0,801 0,6 19 0, 730 0,994 0,997 0,985 7 
1999 0,990 0,998 0,804 0,797 0,499 0,835 0,890 0,680 0,907 0,786 0,572 0,842 0,976 4 
2000 0,977 0,94 1 0,685 0,554 0,768 0,814 0,238 0,549 0,274 0,139 0,922 0,990 0,917 5 
2001 0,96 1 0,960 0,891 0,928 0,604 0,393 0,522 0,660 0,866 0,531 0, 102 0,664 0,796 3 
2002 0,993 0,999 0,985 0,905 0,217 0,653 0,356 0,229 0,780 0,766 0,226 0,693 0,862 4 
2003 0,916 0,688 0,820 0,905 0,884 0,994 0,999 0,999 0,997 0,964 0,081 0,702 0,423 7 
2004 0,977 0,962 0,965 0,943 0,985 0,341 0,868 0,948 0,907 0,818 0,048 0,383 0,187 7 
2005 0,890 0,937 0,909 0,92 1 0,9 11 0,991 0,999 1,000 0,999 0,996 0,584 0,387 0,297 9 
2006 0.998 0,998 0,981 0,981 0,978 0,983 0,977 0,977 0,982 0,929 0,6 19 0,537 0,127 10 
2007 0,3 15 0,992 0,985 0,996 0,994 0,988 0,937 0,983 0,979 0,968 0,726 0,591 0,838 9 
2008 0,301 0,988 0,996 0,988 0,999 0,999 0,956 0,978 0,874 0,712 0,934 0,838 0,8 15 8 
2009 0,974 0,342 0,859 0,996 1,000 0,999 1,000 0,999 0,997 0,997 0,966 0,617 0,224 9 
Nb. rejets 9 10 6 9 7 7 6 7 7 5 4 2 3 82 
Probabi lité des tests Lr en simulation MC en supposant une loi nonnale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 l 6 L 7 1 8 1 9 1 10 1 Il j 12 l 13 Nb.Illejets 
1998 0,997 0,993 0,789 0,188 0,969 0,993 0,86 1 0,807 0,622 0,737 0,994 0,997 0,984 7 
1999 0,990 0,998 0,803 0,799 0,493 0,836 0,88 1 0,68 1 0,909 0,782 0,568 0,838 0,975 4 
2000 0,978 0,938 0,686 0,557 0,774 0,814 0,244 0,546 0,265 0, 142 0,923 0,992 0,915 5 
2001 0,959 0,963 0,886 0,927 0,6 11 0,394 0,528 0,657 0,866 0,529 0,103 0,660 0,792 3 
2002 0,993 0,999 0,987 0,902 0,223 0,656 0,359 0,222 0,775 0,772 0,224 0,693 0,868 4 
2003 0,9 18 0,691 0,816 0,902 0,882 0,994 1,000 0,999 0,998 0,96 1 0,080 0,704 0,4 15 7 
2004 0,977 0,958 0,960 0,941 0,986 0,345 0,862 0,944 0,908 0,827 0,046 0,388 0,186 7 
2005 0,890 0,940 0,912 0,921 0,912 0,992 0,999 1,000 0,998 0,995 0,589 0,390 0,297 9 
2006 0,998 0,999 0,980 0,983 0,979 0,983 0,977 0,979 0,982 0,933 0,615 0,542 0, 13 1 10 
2007 0,318 0,992 0,986 0,995 0,996 0,988 0,937 0,982 0,977 0,966 0,722 0,592 0,836 9 
2008 0,306 0,988 0,997 0,989 0,999 0,999 0,956 0,978 0,879 0,7 12 0,932 0,84 1 0,808 8 
2009 0,972 0,351 0,859 0,997 1,000 0.999 1,000 0,999 0,997 0,997 0,966 0,620 0,224 9 
Nb. rejets 9 10 6 9 7 7 6 7 7 5 4 2 3 82 
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Probabilité des tests Lr en simulation MC en supposant w1e loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.ll!ej ets 
1998 0,973 0,965 0,753 0,180 0,928 0,959 0,820 0,753 0,588 0,686 0,965 0,975 0,953 6 
1999 0,956 0,974 0,760 0,752 0,478 0,790 0,840 0,64 1 0,852 0,736 0,540 0,787 0,933 2 
2000 0,939 0,894 0,645 0,527 0,731 0,759 0,230 0,525 0,263 0,126 0,873 0,957 0,870 1 
2001 0,916 0,914 0,843 0,875 0,574 0,383 0,494 0,624 0,815 0,507 0,092 0,626 0,745 0 
2002 0,965 0,985 0,952 0,857 0,209 0,6 10 0,342 0,226 0,740 0,7 17 0,220 0,647 0,813 3 
2003 0,863 0,653 0,769 0,856 0,840 0,966 0,985 0,982 0,978 0,914 0,078 0,661 0,416 4 
2004 0,928 0,920 0,916 0,896 0,948 0,327 0,820 0,904 0,859 0,764 0,047 0,375 0,182 0 
2005 0,839 0,891 0,859 0,877 0,867 0,960 0,984 0,991 0,984 0,97 1 0,550 0,370 0,289 5 
2006 0,977 0,982 0,943 0,942 0,942 0,949 0,941 0,938 0,943 0,884 0,594 0,512 0,122 2 
2007 0,298 0,960 0,948 0,973 0,968 0,957 0,889 0,950 0,940 0,925 0,690 0,560 0,783 4 
2008 0,291 0,952 0,974 0,954 0,985 0,986 0,908 0,936 0,826 0,670 0,887 0,794 0,768 5 
2009 0,935 0,325 0,8 10 0,974 0,990 0,986 0,988 0,985 0,974 0,979 0,927 0,580 0,216 7 
Nb. rejets 4 6 2 3 3 6 3 3 3 2 1 2 1 39 
Probabilité des tests Lr en «bootstrap)) 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,932 0,913 0,493 0,077 0,801 0,922 0,688 0,670 0,559 0,580 0,924 0,892 0,749 4 
1999 0,887 0,945 0,399 0,438 0,207 0,650 0,752 0,591 0,776 0,565 0,395 0,594 0,828 1 
2000 0,801 0,639 0,425 0,379 0,498 0,584 0,175 0,292 0,312 0,152 0,702 0,880 0,589 0 
2001 0,688 0,718 0,579 0,705 0,442 0,113 0,492 0,528 0,778 0,415 0,06 1 0,160 0,335 0 
2002 0,905 0,954 0,903 0,731 0,224 0,277 0,125 0,089 0,514 0,577 0,196 0,502 0,673 3 
2003 0,675 0,413 0,541 0,628 0,596 0,899 0,948 0,949 0,909 0,802 0,096 0,418 0, 130 3 
2004 0,906 0,819 0,847 0,824 0,871 0,236 0,646 0,765 0,663 0,6 10 0,016 0,229 0,008 1 
2005 0,753 0,765 0,701 0,701 0,684 0,863 0,967 0,972 0,96 1 0,944 0,200 0, 124 0,129 4 
2006 0,955 0,940 0,896 0,892 0,883 0,824 0,776 0,834 0,827 0,735 0,489 0,416 0,009 2 
2007 0,176 0,890 0,876 0,890 0,871 0,817 0,634 0,84 1 0,863 0,860 0,546 0,202 0,485 0 
2008 0,150 0,82 1 0,916 0,890 0,969 0,964 0,773 0,866 0,663 0,524 0,774 0,655 0,655 3 
2009 0,783 0,361 0,716 0,933 0,945 0,939 0,970 0,948 0,936 0,937 0,849 0,469 0,007 7 
Nb. rejets 4 4 2 1 2 3 3 3 3 2 1 0 0 28 
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Probabilité des tests usuels Lm en supposant tme loi nonnale 
Portetèuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.ll!ejets 
1998 0,998 0,995 0,799 0,187 0,975 0,995 0,865 0,805 0,621 0,733 0,996 0,998 0,988 7 
1999 0,993 0,999 0,808 0,801 0,500 0,839 0,894 0,683 0,9 11 0,789 0,574 0,846 0,979 4 
2000 0,98 1 0,946 0,688 0,555 0,772 0,8 18 0,238 0,550 0,274 0,139 0,927 0,993 0,92 1 5 
2001 0,965 0,965 0,896 0,932 0,606 0,394 0,523 0,663 0,871 0,532 0,102 0,667 0,800 3 
2002 0,995 1,000 0,988 0,909 0,217 0,656 0,356 0,229 0,784 0,769 0,226 0,695 0,866 4 
2003 0,921 0,69 1 0,824 0,909 0,889 0,996 1,000 1,000 0,999 0,968 0,081 0,705 0,424 7 
2004 0,980 0,967 0,969 0,948 0,988 0,341 0,873 0,952 0,912 0,822 0,048 0,384 0,187 7 
2005 0,895 0,942 0,9 14 0,926 0,916 0,994 1,000 1,000 0,999 0,998 0,586 0,388 0,297 9 
2006 0,999 0,999 0,984 0,984 0,98 1 0,986 0,981 0,98 1 0,985 0,934 0,621 0,538 0,127 10 
2007 0,3 16 0,994 0,988 0,997 0,996 0,991 0,942 0,986 0,982 0,972 0,729 0,593 0,842 9 
2008 0,30 1 0,991 0,998 0,99 1 1,000 1,000 0,96 1 0,982 0,879 0,715 0,939 0,843 0,819 8 
2009 0,978 0,342 0,864 0,998 1,000 1,000 1,000 1,000 0,998 0,998 0,971 0,619 0,224 9 
Nb. rejets 9 10 6 9 7 7 6 7 7 5 4 2 3 82 
Probabilité des tests Lm en simulation MC en supposant une loi normale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 JO 1 11 1 12 1 13 
Nb.ll!ejets 
1998 0,997 0,996 0,798 0, 183 0,974 0.994 0,864 0,814 0,622 o. 730 0,995 0,998 0.987 7 
1999 0,99 1 0,999 0,807 0,798 0,501 0,839 0,898 0,686 0,9 11 0,79 1 0,574 0.848 0,979 4 
2000 0,980 0.941 0,686 0,555 0,772 0,820 0,234 0,551 0,280 0,130 0,928 0,995 0,927 5 
2001 0,963 0,965 0,895 0,935 0,608 0,390 0,518 0,668 0,871 0,534 0,106 0,669 0,803 3 
2002 0,995 0,999 0,988 0,913 0,222 0,650 0,354 0,223 0,780 0,765 0,230 0,695 0,866 4 
2003 0,920 0,694 0,829 0,905 0,885 0,996 1,000 0,999 0,999 0,968 0,084 0,700 0,434 7 
2004 0,979 0,965 0,966 0,948 0,986 0,343 0,872 0,954 0,907 0,819 0,048 0,384 0,186 7 
2005 0,898 0,942 0,9 13 0,926 0,915 0,993 1,000 1,000 1,000 0,998 0,586 0,384 0,293 9 
2006 0,999 0,999 0,984 0,988 0,982 0,986 0,983 0,982 0,983 0,939 0,621 0,536 0,127 10 
2007 0,320 0,995 0,987 0,997 0,997 0,991 0,942 0,986 0,985 0,974 0,733 0,597 0,834 9 
2008 0,305 0,991 0,996 0,991 0,999 1,000 0,960 0,98 1 0,879 0,7 12 0,938 0,842 0,812 8 
2009 0,977 0,339 0,863 0,998 1,000 1,000 1,000 0,999 0,998 0,999 0,969 0,626 0,230 9 
Nb. rejets 9 10 6 9 7 7 6 7 7 5 4 2 3 82 
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Probabilité des tests Lm en simulation MC en supposant une loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.rilejets 
1998 0,976 0,970 0,748 0,182 0,932 0,966 0,8 17 0,759 0,595 0,695 0,968 0,978 0,954 6 
1999 0,964 0,981 0,766 0,755 0,472 0.789 0,846 0,647 0,856 0,748 0,554 0,797 0,940 2 
2000 0,94 1 0,901 0,651 0,528 0,735 0,768 0,231 0,529 0,268 0,129 0,879 0,963 o;873 1 
2001 0,920 0,922 0,851 0,878 0,569 0,375 0,499 0,635 0,818 0,508 0,100 0,640 0,756 0 
2002 0,970 0,988 0,954 0,860 0,215 0,62 1 0,340 0,22 1 0,743 0,719 0,219 0,653 0,814 3 
2003 0,878 0,657 0,776 0,858 0,835 0,970 0,992 0,987 0,982 0,927 0,077 0,67 1 0,405 4 
2004 0,942 0,925 0,922 0,897 0,955 0,327 0,819 0,908 0,859 0,767 0,046 0,367 0, 186 1 
2005 0,837 0,893 0,858 0,876 0,869 0,964 0,990 0,993 0,985 0,978 0,55 1 0,373 0,283 5 
2006 0,983 0,985 0,950 0,946 0,943 0,948 0,941 0,942 0,95 1 0,883 0,587 0,520 0,122 4 
2007 0,303 0,966 0,957 0,979 0,97 1 0,957 0,895 0,950 0,942 0,930 0,692 0,557 0,788 5 
2008 0,29 1 0,961 0,975 0,957 0,987 0,990 0,913 0,942 0,828 0,675 0,891 0,802 0,767 5 
2009 0,937 0,336 0,813 0,977 0,99 1 0,989 0,992 0,987 0,979 0,982 0,930 0,590 0,2 14 7 
Nb. rejets 4 6 4 3 4 6 3 3 4 2 1 2 1 43 
Probabilité des tests Lm en «bootstrap» 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11 1 12 1 13 
Nb.lllejets 
1998 0,963 0,944 0,5 19 0,072 0,833 0,949 0,702 0,683 0,573 0,586 0,946 0,951 0,806 5 
1999 0,9 16 0,972 0,441 0,465 0,222 0,660 0,772 0,609 0,793 0,594 0,386 0,611 0,85 1 2 
2000 0,843 0,685 0,443 0,372 0,508 0,603 0,168 0,299 0,285 0, 15 1 0,719 0,918 0,625 1 
2001 0,742 0,747 0,607 0,738 0,435 0, 115 0,485 0,544 0,790 0,389 0,052 0,174 0,323 0 
2002 0,931 0,982 0,924 0,75 1 0,241 0,285 0,118 0, 10 1 0,536 0,576 0,167 0,512 0,675 3 
2003 0,700 0,404 0,576 0,642 0,604 0,938 0,985 0,980 0,958 0,825 0,097 0,425 0, 127 4 
2004 0,920 0,834 0,863 0,835 0,892 0,23 1 0,664 0,794 0,706 0,632 0,006 0,222 0,001 1 
2005 0,777 0,790 0,723 0,697 0,686 0,907 0,987 0,993 0,980 0,972 0,188 0,140 0,121 5 
2006 0,982 0,965 0,909 0,906 0,90 1 0,850 0,806 0,859 0,854 0,752 0,49 1 0,437 0,025 5 
2007 0,189 0,924 0,907 0,928 0,9 12 0,855 0,650 0,863 0,879 0,877 0,545 0,219 0,505 4 
2008 0,154 0,867 0,953 0,922 0,984 0,982 0,805 0,886 0,689 0,537 0,798 0,664 0,665 4 
2009 0,835 0,354 0,727 0,958 0,983 0,977 0,992 0,974 0,960 0,960 0,880 0,474 0,005 7 
Nb. rejets 5 5 4 4 4 5 3 3 3 2 1 2 0 41 
57 
Probabilité des tests usuels de Wald en supposant une loi norma le 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,999 0,997 0,803 0,187 0,979 0,996 0,869 0,809 0,623 0,736 0,997 0,999 0,99 1 7 
1999 0,995 0,999 0.8 12 0,805 0,502 0.844 0,899 0,685 0,916 0,793 0,575 0,851 0,983 4 
2000 0,984 0,95 1 0,690 0,557 0,775 0,822 0,238 0,55 1 0,274 0,139 0,932 0,995 0,926 5 
2001 0,969 0,969 0,901 0,937 0,608 0,394 0,524 0,665 0,875 0,534 0,103 0,669 0,804 4 
2002 0,997 1,000 0,99 1 0,9 14 0,217 0,658 0,356 0,229 0,787 0,773 0,226 0,698 0,87 1 4 
2003 0,926 0,693 0,828 0,914 0,894 0,997 1,000 1,000 0,999 0,972 0,081 0,707 0,424 7 
2004 0,984 0,971 0,973 0,952 0,99 1 0,34 1 0,877 0,957 0,917 0,826 0,048 0,384 0, 187 7 
2005 0,900 0,947 0,919 0,93 1 0,921 0,995 1,000 1,000 1,000 0,999 0,587 0,388 0,298 9 
2006 1.000 1,000 0,987 0,987 0,985 0,989 0,984 0,984 0,988 0,939 0,623 0,540 0,127 10 
2007 0,3 16 0,996 0,991 0,998 0,997 0,993 0,947 0,989 0,985 0,976 0,732 0,595 0,847 9 
2008 0,302 0,993 0,999 0,993 1,000 1,000 0,965 0,985 0,883 0,718 0,944 0,847 0,823 8 
2009 0,98 1 0,343 0,869 0,999 1,000 1,000 1,000 1,000 0,999 0,999 0,974 0,621 0,225 9 
Nb. rejets 9 10 7 9 7 7 6 7 7 5 4 2 3 83 
Probabilité des tests de Wald en simulation MC en supposant une loi normale 
Portefeuille 
Période 
1 1 2 1 3 J 4 l 5 J 6 l 7 1 8 j 9 1 10 1 Il 1 12 1 13 Nb.lllejets 
1998 0,998 0,996 0,808 0,188 0,980 0,996 0,865 0,809 0,620 0.737 0,997 0,999 0.992 7 
1999 0,996 0,999 0,813 0,808 0,502 0,840 0,902 0,689 0,916 0,796 0,577 0,846 0,984 5 
2000 0,985 0,951 0,684 0,554 0,777 0,825 0,238 0,55 1 0,277 0, 14 1 0,935 0,995 0.924 5 
2001 0,970 0,968 0,900 0,934 0,6 11 0,392 0,534 0,662 0,876 0,538 0, 101 0,665 0,80 1 3 
2002 0.996 0,999 0,992 0,913 0,218 0,658 0,3 52 0.220 0,784 0,771 0,220 0,700 0,870 4 
2003 0,927 0,689 0,824 0,917 0,899 0,997 1,000 0,999 0,999 0,975 0,086 0,70 1 0,428 7 
2004 0,985 0,969 0,974 0,949 0,990 0.346 0,879 0,957 0,920 0,833 0,047 0,391 0,183 7 
2005 0,906 0,946 0,916 0,933 0,923 0,995 1,000 1,000 1,000 0,999 0,594 0,389 0,295 10 
2006 1,000 0,999 0,986 0,988 0,983 0,987 0,984 0,985 0,987 0,938 0,623 0,541 0, 129 10 
2007 0,318 0,997 0,992 0,998 0,998 0,993 0,943 0,990 0,986 0,974 0,731 0,604 0,851 9 
2008 0,3 12 0,993 0,998 0,993 1,000 1,000 0,965 0,985 0,879 0,725 0,947 0.846 0,818 8 
2009 0,980 0,345 0,867 0,998 1,000 1,000 1,000 1,000 0,999 0,999 0,975 0,62 1 0,231 9 
Nb. rejets 10 10 6 9 7 7 7 7 7 5 4 2 3 84 
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Probabilité des tests de Wald en simulation MC en supposant une loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 Nb.lllejets 
1998 0,983 0,972 0,762 0,181 0,938 0,971 0,8 14 0,758 0,598 0,692 0,974 0,983 0,962 6 
1999 0,967 0,985 0.761 0,752 0,469 0.793 0,853 0,640 0,863 0,757 0,539 0,805 0,945 2 
2000 0,948 0,900 0,651 0,526 0,726 0,770 0,228 0,529 0,259 0,132 0,875 0,968 0,88 1 1 
2001 0,921 0,924 0,850 0,885 0,580 0,38 1 0,497 0,624 0,83 1 0,506 0,098 0,636 0,760 0 
2002 0,973 0,992 0,957 0,872 0,2 10 0,613 0,345 0,225 0,744 0,729 0,223 0,667 0,820 3 
2003 0,880 0,656 0,783 0,866 0,84 1 0,975 0,992 0,989 0,985 0,935 0,076 0,670 0,408 4 
2004 0,948 0,925 0,929 0,903 0,959 0,323 0,828 0,910 0,865 0,773 0,047 0,370 0,184 1 
2005 0,850 0,901 0,870 0,88 1 0,865 0,969 0,992 0,996 0,990 0,98 1 0,567 0,370 0,289 5 
2006 0.987 0,989 0,954 0,958 0,950 0,955 0,948 0,948 0,955 0,898 0,597 0,515 0,123 7 
2007 0,306 0,971 0,960 0,98 1 0,976 0,962 0,903 0,957 0,949 0,940 0,688 0,571 0,792 6 
2008 0,295 0,964 0,980 0,966 0,989 0,993 0,920 0,948 0,836 0,678 0,90 1 0,799 0,774 5 
2009 0,944 0,333 0,819 0,98 1 0,994 0,992 0,996 0,992 0,983 0,986 0,934 0,591 0,218 7 
Nb. rejets 4 6 4 4 5 7 3 4 4 2 1 2 1 47 
Probabi lité des tests de Wald en «bootstrap» 
Portefeui lle 
Période 
l 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11 1 12 1 13 
Nb.Œejets 
1998 0,983 0,967 0,525 0,079 0,870 0.967 0,702 0,702 0,573 0,604 0,964 0,980 0.856 5 
1999 0,946 0,989 0,460 0,451 0,246 0,678 0,777 0,600 0,808 0,603 0,411 0,618 0,889 2 
2000 0,883 0,712 0,446 0,388 0,514 0,620 0,171 0,298 0,307 0, 156 0,746 0,950 0,64 1 1 
2001 0,785 0,79 1 0,622 0,752 0,432 0, 135 0,500 0,543 0,798 0,400 0,054 0,169 0,355 0 
2002 0,953 0,994 0,946 0,774 0,244 0,276 0,107 0,099 0,524 0,600 0,174 0,520 0,7 10 3 
2003 0,73 1 0,427 0,569 0,676 0,619 0,960 0,997 0,995 0,983 0,859 0,100 0,434 0, 125 4 
2004 0,939 0,849 0.878 0,852 0,921 0,212 0,690 0,8 19 0,705 0.643 0,000 0,227 0.005 2 
2005 0.786 0,803 0,730 0,734 0,703 0,942 0,997 0,999 0,99 1 0,986 0,208 0, 120 0,107 5 
2006 0,992 0,984 0,924 0,9 18 0,911 0,889 0,839 0,903 0,878 0,782 0,502 0,434 0,025 6 
2007 0,184 0,953 0,929 0,957 0,946 0,884 0,670 0,898 0,905 0,895 0,554 0,234 0,513 5 
2008 0,142 0,912 0,975 0,943 0,993 0,993 0,824 0,912 0,696 0,531 0,823 0,677 0,680 6 
2009 0,853 0,363 0,739 0,978 0,997 0,995 0,998 0,986 0,968 0,975 0,897 0,477 0,007 7 
Nb. rejets 5 6 4 4 5 5 3 5 4 2 1 2 0 46 
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A.3 Tests de l'hétéroscédasticité 
Probabi lité des tests usuels En en supposant une loi nonnale 
Portefeui lle 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.t!lejets 
1998 0,293 0,781 0,012 0,050 0,126 0,984 0,643 0,430 0,504 0,862 0,930 0,750 0,925 3 
1999 0,675 0,794 0,295 0,220 0,088 0,346 0,192 0, 11 0 0,064 0,336 0,365 0,695 0,520 0 
2000 0,40 1 0,553 0,774 0,767 0,830 0,935 0,469 0,592 0,465 0,589 0,160 0, 106 0,528 1 
2001 0,548 0,808 0,603 0,701 0,456 0,464 0,828 0,68 1 0,844 0,506 0,784 0,870 0,345 0 
2002 0,006 0,145 0,433 0,466 0,369 0.380 0, 169 0,391 0,479 0,993 0,644 0,373 0,932 2 
2003 0,419 0,183 0,656 0,540 0,403 0,906 0,633 0,604 0,462 0,74 1 0,364 0,082 0,978 2 
2004 0,341 0,943 0,940 0,937 0,964 0,3 16 0,706 0,8 18 0,95 1 0,998 0,996 0,972 1,000 9 
2005 0,997 0,764 0,450 0,436 0,277 0,043 0,735 0,759 0,246 0,973 0,312 0,655 0,478 2 
2006 0,084 0,599 0,530 0,446 0,098 0,196 0,867 0,499 0,321 0,354 0,017 0, 185 0,909 1 
2007 0,407 0,556 0,591 0,530 0,302 0, 186 0,5 12 0,905 0,603 0,240 0,867 0,456 0,963 2 
2008 0,536 0,95 1 0,706 0,672 0,098 0,564 0,720 0,700 0,589 0,225 0,707 0, 190 0,477 1 
2009 0,876 0, 122 0,562 0,407 0,763 0,732 0,4 19 0,738 0,780 0,873 0,820 0,258 0,373 0 
Nb. rejets 1 2 1 1 1 3 0 1 1 3 2 1 6 23 
Probabilité des tests En en simulation MC en supposant une loi normale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.fllejets 
1998 0,286 0,789 O,ülO 0,048 0,124 0,983 0,638 0,43 1 0,509 0,862 0,930 0,755 0,923 3 
1999 0,674 0,792 0,293 0,227 0,090 0,341 0,194 0, 109 0,064 0,336 0,365 0,691 0,508 0 
2000 0,400 0,554 0,772 0,769 0,835 0,933 0,470 0,593 0,461 0,592 0,163 0, 109 0,521 1 
2001 0,552 0,805 0.605 0,694 0,45 5 0,462 0,828 0,685 0,851 0,503 0,783 0,866 0,35 1 0 
2002 0,006 0,140 0,437 0,462 0,373 0,379 0,166 0,388 0,473 0,993 0,653 0,369 0,932 2 
2003 0,4 18 0, 183 0,649 0,540 0,403 0,908 0,634 0,604 0,468 0,738 0,360 0,082 0,978 2 
2004 0,348 0,942 0,945 0,937 0,963 0,3 17 0,700 0,822 0,952 0,998 0,996 0,974 1,000 9 
2005 0,997 0,763 0,446 0,436 0,273 0,044 0,73 1 0,764 0,243 0,973 0,309 0,649 0,488 2 
2006 0,078 0,594 0,530 0,449 0,096 0, 193 0,868 0,498 0,319 0,343 0,019 0,188 0,911 1 
2007 0,409 0,565 0,589 0,526 0,306 0, 188 0,516 0,906 0,605 0,239 0,861 0,449 0,965 2 
2008 0,540 0,953 0,702 0,673 0,099 0,560 0,727 0,695 0,596 0,216 0,706 0, 187 0,477 1 
2009 0,88 1 0,126 0,561 0,409 0,760 0,727 0,4 18 0,735 0,777 0,869 0,812 0,254 0,375 0 
Nb. rejets 1 2 1 1 1 3 0 1 1 3 2 1 6 23 
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Probabi lité des tests En en simulation MC en supposant une loi de Student de de.gré 5 
Portefeu ille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.I]Jejets 
1998 0,286 0,739 0,010 0,048 0,126 0,947 0,597 0,402 0,477 0,813 0,882 0,704 0,880 0 
1999 0,641 0,744 0,290 0,216 0,084 0,325 0,187 0,106 0,060 0,326 0,348 0,653 0,499 0 
2000 0,389 0,52 1 0,725 0,724 0,780 0,880 0,459 0,563 0,442 0,559 0,151 0,095 0,498 0 
2001 0,520 0,759 0,577 0,663 0,437 0,434 0,782 0,649 0,795 0,490 0,736 0,827 0,330 0 
2002 0,006 0,145 0,4 15 0,445 0,353 0,368 0,1 66 0,380 0,468 0,965 0,612 0,358 0,886 1 
2003 0,400 0,177 0,624 0,525 0,385 0,853 0,595 0,57 1 0,436 0,702 0,350 0,076 0,937 0 
2004 0,326 0,894 0,895 0,888 0,915 0,304 0,660 0,770 0,903 0,979 0,97 1 0,929 0,987 3 
2005 0,975 0,720 0,429 0,417 0,257 0,039 0,695 0,724 0,234 0,930 0,306 0,626 0,460 1 
2006 0,082 0,566 0,507 0,427 0,096 0,192 0,8 18 0,48 1 0,308 0,342 0,018 0,177 0,849 0 
2007 0,385 0,528 0,568 0,512 0,299 0, 18 1 0,496 0,850 0,569 0,23 1 0,8 15 0,437 0,913 0 
2008 0,510 0,898 0,663 0,632 0,096 0,533 0,683 0,667 0,559 0,214 0,663 0,183 0,455 0 
2009 0,8 15 0, 11 9 0,540 0,387 0,723 0,684 0,399 0,707 0,740 0,824 0,770 0,244 0,353 0 
Nb. rejets 1 0 0 0 0 0 0 0 0 2 1 0 1 5 
Probabilité des tests En en «bootstrap» 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.I]Jejets 
1998 0,660 0,374 0,303 0,066 0,473 0.673 0,084 O,û25 0,352 0.88 1 0,105 0,466 0.082 0 
1999 0,434 0,513 0,328 0,352 0,232 0,095 0,161 0,016 0,279 0,215 0,022 0,152 0,4 15 0 
2000 0,49 1 0,317 0,643 0,832 0,653 0,932 0,688 0,372 0,68 1 0,998 0,433 0,624 0,275 2 
2001 0,393 0,044 0,176 0,096 0,101 0,248 0,934 0,540 0,683 0,304 1,000 0,732 0,238 2 
2002 0.636 0,740 0,491 0,222 0,557 0,171 0,136 0,454 0,077 1,000 0,983 0,048 0,88 1 2 
2003 0,334 0,245 0,057 0,254 0,3 19 0, 146 0,698 0,665 0,655 0,193 0,952 0,28 1 1,000 2 
2004 0,4 16 0,651 0,667 0,737 0,554 0,179 0,111 O,û98 0,824 1.000 1,000 1,000 1.000 4 
2005 1.000 0,177 0,208 0,339 0,398 0,600 0,646 0,715 0,738 0,257 0,171 0,75 1 0,492 1 
2006 0,7 10 0,660 0,350 0,371 0,486 0,582 0,070 0,436 0,544 0,390 0,099 0,008 1,000 1 
2007 0,360 0,497 0,427 0,630 0,662 0,625 0,410 0,11 2 0,3 14 0,39 1 0,859 0,038 0,936 1 
2008 0,667 0, 196 0,556 0,373 0,793 0,740 0,130 0,239 O,û38 0,150 0,022 0,281 0,079 0 
2009 0,010 0,116 0,055 0,6 11 0,708 0,674 0,794 0,636 0,407 0,228 0,122 0,042 0,297 0 
Nb. rejets 1 0 0 0 0 1 1 0 0 3 4 1 4 15 
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A.4 Tests de l'autocorrélation 
Probabilité des tests usuels Ca en supposant w1e loi nonna le 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 JO 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,281 0,232 0,763 0,938 0,625 0,100 0,422 0,307 0,327 0,478 0,08 1 0,475 0,8 14 1 
1999 0,022 0,0 16 0,655 0,182 0,325 0,563 0,541 0,366 0,142 0,145 0,699 0,813 0,080 0 
2000 0,373 0,337 0,141 0,223 0,296 0,580 0,968 0,986 0,173 0,462 0,916 0,816 0,965 4 
2001 0,119 0,873 0,161 0,341 0,454 0,622 0,797 0,604 0,661 0,779 0,668 0,606 0,576 0 
2002 0,993 0,909 0,607 0,033 0,299 0,392 0,42 1 0,850 0,545 0,995 0,973 0,63 1 0,200 4 
2003 0,629 0,98 1 0,999 0,999 0,999 0,9 12 0,033 0,265 0,288 0,912 0,216 0,359 0,217 6 
2004 0,348 0,307 0,580 0,585 0,640 0,852 0,773 0,080 0,466 0.800 0,495 0,192 0,028 0 
2005 0,119 0,335 0,447 0,355 0,446 0,238 0,858 0,894 0,893 0,803 0,380 0,449 0,4 14 0 
2006 0,753 0,757 0,687 0,735 0,832 0,494 0,302 0,785 0,464 0,442 0,089 0, 141 0,656 0 
2007 0,949 0,537 0,38 1 0,771 0,785 0,792 0,862 0,982 0,691 0,085 0,635 0,340 0,670 2 
2008 0,284 0,749 0,259 0,575 0,709 0,} 17 0,662 0,056 0,152 0,279 0,673 0,298 0,476 0 
2009 0, 199 0,777 0,959 0,977 0,980 0,995 0,944 0,999 0,973 0,97 1 0,865 0,629 0,766 8 
Nb. rejets 2 2 2 3 2 2 2 3 1 3 2 0 1 25 
Probabilité des tests Ca en simulation MC en supposant une loi nonnale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 JO 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,394 0,351 0,815 0,954 0,704 0,009 0,510 0,196 0,214 0,398 0,032 0,560 0,863 1 
1999 0,090 0,095 0,712 0,057 0,223 0,470 0,435 0,239 0,257 0,253 0,759 0,856 0,038 0 
2000 0,271 0,231 0,257 0,328 0,395 0,660 0,982 0,993 0,289 0,555 0,943 0,865 0,978 4 
2001 0,226 0,832 0,029 0,227 0,346 0,537 0,741 0,514 0,570 0,719 0,596 0,514 0,486 0 
2002 0,99 1 0,886 0,514 0,138 0,409 0,277 0,331 0,806 0,453 0,995 0,963 0,549 0,09 1 3 
2003 0,543 0,977 0,999 1,000 0,999 0,887 0,143 0,368 0,401 0,884 0,097 0,454 0,085 4 
2004 0,234 0,418 0,485 0,489 0,551 0,806 0,832 0, 198 0,578 0,839 0,375 0,306 0,146 0 
2005 0,004 0,437 0,542 0,447 0,531 0,123 0,8 18 0,864 0,854 0,853 0,472 0,544 0,5 13 0 
2006 0,680 0,816 0,759 0,794 0,871 0,576 0,404 0,832 0,554 0,34 1 0,207 0,025 0,568 0 
2007 0,968 0,613 0,485 0,829 0,843 0,843 0,899 0,992 0,759 0,196 0,702 0,226 0,598 2 
2008 0,384 0,806 0,3 81 0,639 0,774 0,2 13 0,723 0,077 0,271 0,392 0,590 0,399 0,562 0 
2009 0,079 0,835 0,978 0,986 0,988 0.997 0,968 1,000 0,983 0,980 0,908 0,538 0,709 9 
Nb. rejets 2 1 2 3 2 1 2 3 1 2 3 0 1 23 
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Probabilité des tests Ca en simulation MC en supposant une loi de Student de degré 5 
Portelèuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.lllejets 
1998 0,398 0,355 0,831 0,962 0,714 0,008 0,537 0,203 0,210 0,365 0,015 0,581 0,864 1 
1999 0,098 0,108 0,737 0,071 0,212 0,477 0,456 0,272 0,270 0,264 0,777 0,871 0,040 0 
2000 0,269 0,250 0,267 0,351 0,422 0,675 0,984 0,992 0,282 0,589 0,951 0,871 0,983 4 
2001 0,243 0,836 0,049 0,233 0,360 0,554 0,752 0,527 0,589 0,73 1 0,61 1 0,532 0,499 0 
2002 0,990 0,892 0,525 0,148 0,420 0,281 0,318 0,817 0,463 0,994 0,965 0,562 0,085 3 
2003 0,556 0,977 0,999 0,999 0,999 0,894 0,159 0,393 0,402 0,891 0,105 0,482 0,094 4 
2004 0,230 0,417 0,499 0,493 0,575 0,818 0,834 0,203 0,576 0,863 0,413 0,309 0, 148 0 
2005 0,008 0,442 0,552 0,468 0,544 0,144 0,838 0,872 0,864 0,869 0,494 0,563 0,522 0 
2006 0,693 0,823 0,766 0,810 0,882 0,590 0,431 0,854 0,563 0,334 0,208 0,028 0,574 0 
2007 0,969 0,637 0,482 0,835 0,849 0,854 0,91 1 0,99 1 0,769 0,203 0,722 0,235 0,592 2 
2008 0,409 0,815 0,380 0,67 1 0,785 0,239 0,755 0,065 0,260 0,387 0,614 0,409 0,593 0 
2009 0,079 0,843 0,978 0,987 0,989 0,998 0,967 1,000 0,986 0,986 0,905 0,551 0,7 16 8 
Nb. rejets 2 1 2 3 2 1 2 3 1 2 2 0 1 22 
Probabilité des tests Ca en <<bootstrap» 
Portefeui lle 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11 1 12 1 13 
Nb.lllejets 
1998 0,369 0,340 0,660 0,834 0,563 0,176 0,450 0,048 0,037 0,064 0, 172 0,456 0,692 0 
1999 0,211 0,205 0,577 0,121 0,032 0,142 0,109 0,003 0,302 0,277 0,612 0,696 0,176 0 
2000 0,007 0.022 0,281 0,352 0,366 0,530 0,867 0,908 0,309 0,45 1 0,796 0,698 0,870 1 
2001 0,273 0,424 0,135 0,000 0,042 0,191 0,346 0,161 0,240 0,340 0,214 0,182 0,135 0 
2002 0,813 0,513 0,157 0,229 0,370 0,009 0,034 0,405 0,115 0,805 0,65 1 0,179 0,083 0 
2003 0,161 0,685 0,876 0,894 0,887 0,493 0,225 0,352 0,35 1 0,508 0,098 0,401 0,098 0 
2004 0,010 0,423 0.157 0,155 0,177 0,420 0,673 0,254 0,458 0,690 0,075 0,3 18 0,222 0 
2005 0,158 0,471 0,534 0,478 0,533 0,087 0,407 0,459 0,467 0,690 0,418 0,463 0,417 0 
2006 0,284 0,690 0,625 0,663 0,734 0,504 0,393 0,664 0,500 0,038 0,280 0,145 0,205 0 
2007 0,820 0,507 0,425 0,695 0,691 0,722 0,783 0,917 0,607 0,262 0,571 0,016 0,221 1 
2008 0,366 0,648 0,350 0,553 0,62 1 0,286 0,578 0,186 0,295 0,379 0,212 0,378 0,477 0 
2009 0,086 0,683 0,857 0,889 0,903 0,951 0,841 0,980 0,895 0,873 0,736 0,163 0,310 3 
Nb. rejets 0 0 0 0 1 1 0 3 0 0 0 0 0 5 
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Probabilité des tests usuels Vr en supposant tme loi nonnale 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.œejets 
1998 0,383 0,347 0,817 0,959 0,717 0,012 0,526 0,192 0,210 0,366 0,041 0,567 0,87 1 1 
1999 0,086 0,095 0,724 0,064 0,200 0,480 0,456 0,255 0,25 1 0.264 0,759 0,858 0,035 0 
2000 0,250 0,236 0,269 0,322 0,397 0,667 0,981 0,993 0,269 0,545 0,946 0,861 0,979 4 
2001 0,241 0,834 0,035 0,237 0,356 0,55 1 0,745 0,524 0,578 0,718 0,589 0,521 0,486 0 
2002 0,990 0,877 0,506 0,144 0,399 0,280 0,310 0,806 0,471 0,995 0,963 0,544 0,075 3 
2003 0,539 0,976 0,998 0,999 0,999 0,887 0,136 0,382 0,38 1 0,880 0,094 0,464 0,114 4 
2004 0,250 0,416 0,478 0,49 1 0,575 0,805 0,832 0,195 0,553 0,847 0,395 0,311 0, 143 0 
2005 0,008 0,449 0,539 0,450 0,537 0,128 0,812 0,858 0,861 0,848 0,487 0,539 0,512 0 
2006 0.690 0,81 1 0,751 0,788 0,882 0,583 0,396 0.83 1 0,547 0,349 0,20 1 0,018 0,578 0 
2007 0,968 0,629 0,473 0,829 0,835 0,844 0,906 0,99 1 0,752 0, 184 0,703 0,245 0,605 3 
2008 0,398 0,805 0,375 0,664 0,771 0,241 0,724 0,070 0,275 0,383 0,603 0,402 0,577 0 
2009 0,084 0,824 0,975 0,986 0,990 0,998 0,966 1,000 0,985 0,981 0,904 0,545 0,703 9 
Nb. rejets 2 1 2 3 2 1 3 3 1 2 3 0 1 24 
Probabi lité des tests Vr en simulation MC en supposant une loi normale 
Portefeui lle 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 I l 1 12 1 13 
Nb.lltejet s 
1998 0,3 75 0,338 0,822 0,959 0,690 0,031 0,514 0,199 0,212 0,389 0,038 0,576 0,856 1 
1999 0, 104 0,100 0,735 0,074 0,212 0,475 0,450 0,250 0,269 0,255 0,759 0,852 0,053 0 
2000 0,26 1 0,217 0,246 0,3 19 0,426 0,667 0,979 0,991 0,302 0,568 0,944 0,872 0,980 4 
2001 0,238 0,837 0,041 0,237 0,348 0,549 0,74 1 0,524 0,588 0,726 0,60 1 0,516 0,499 0 
2002 0.99 1 0,886 0,518 0,140 0,404 0,283 0,3 15 0.808 0,44 1 0,995 0,964 0,542 0,090 3 
2003 0,543 0,975 0,998 0,999 0,999 0,883 0,162 0,374 0,400 0,88 1 0,106 0,459 0,09 1 4 
2004 0,23 1 0,419 0,479 0,487 0,552 0,808 0,824 0,197 0,555 0,843 0,397 0,296 0,143 0 
2005 0,006 0,43 1 0,539 0,473 0,533 0,11 9 0,813 0,861 0,860 0,847 0,476 0.558 0,510 0 
2006 0,685 0,807 0,747 0,799 0,876 0,575 0,401 0,836 0,545 0,338 0,198 0,023 0,59 1 0 
2007 0,968 0,620 0,475 0,833 0,83 7 0,839 0,905 0,989 0,745 0,202 0,711 0,242 0.602 3 
2008 0,396 0,811 0,369 0,666 0,766 0,228 0,7 17 0,059 0,266 0,402 0,595 0,412 0,563 0 
2009 0,093 0,832 0,975 0,987 0,987 0,998 0,964 1,000 0,984 0,983 0,906 0,544 0,700 9 
Nb. rejets 2 1 2 3 2 1 3 3 1 2 3 0 1 24 
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Probabilité des tests Yr en simulation MC en supposant une loi de Student de degré 5 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.!llejet s 
1998 0,400 0,349 0,833 0,964 0,697 0,013 0,533 0, 197 0,219 0,395 0,036 0,573 0,870 1 
1999 0,096 0,110 0,747 0,082 0,223 0,495 0,448 0,270 0,255 0.260 0,773 0,870 0.037 0 
2000 0,274 0,230 0,255 0,329 0,396 0,674 0,980 0,993 0,273 0,559 0,944 0,877 0,979 3 
2001 0,236 0,847 0,036 0,236 0,35 1 0,556 0,760 0,527 0,60 1 0,725 0,604 0,527 0,493 0 
2002 0,993 0,891 0,539 0,149 0,404 0,288 0,329 0,816 0,475 0,994 0,965 0,558 0, 11 1 3 
2003 0,549 0,977 0,999 0,999 0,999 0,897 0,142 0,378 0,403 0,885 0,108 0,452 0,109 4 
2004 0,235 0,426 0,510 0,513 0,573 0,815 0,835 0,204 0,571 0,862 0,409 0,315 0,148 0 
2005 0,002 0,442 0,557 0,473 0,549 0,135 0,825 0,876 0,872 0,862 0,478 0,555 0,507 0 
2006 0.695 0,823 0,763 0,802 0,883 0,599 0,4 11 0,841 0,567 0,332 0,203 0.022 0,592 0 
2007 0,973 0,636 0,481 0,828 0,848 0,855 0,908 0,990 0,775 0,206 0,717 0,230 0,608 2 
2008 0,404 0,819 0,376 0,663 0,781 0,236 0,737 0,067 0,281 0,385 0,599 0,405 0,564 0 
2009 0,078 0,834 0,976 0,987 0,992 0,998 0,967 1,000 0,987 0,982 0,913 0,559 0,7 13 8 
Nb. rejets 2 1 2 3 2 1 2 3 1 2 1 0 1 21 
Probabilité des tests Vr en ((bootstrap» 
Pm1efeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 Il 1 12 1 13 
Nb.œejets 
1998 0,350 0,345 0,664 0,831 0,565 0,165 0,440 0,046 0,023 0,06 1 0,176 0,459 0,686 0 
1999 0,187 0,200 0,592 0,13 1 0,026 0,138 0,11 7 0,0 17 0,303 0,301 0,60 1 0,700 0,189 0 
2000 0,005 0,032 0,285 0,327 0,378 0,5 18 0,866 0,905 0,300 0,450 0,797 0,70 1 0,877 1 
2001 0,294 0,437 0, 122 0,025 0,044 0, 191 0,353 0,164 0,231 0,330 0,21 1 0, 141 0,134 0 
2002 0,805 0,504 0,170 0,213 0,388 0,0 18 0,040 0.399 0, 127 0,808 0,657 0. 179 0,107 0 
2003 0,176 0,695 0,873 0,889 0,89 1 0,507 0,240 0,349 0,368 0,512 0,104 0,405 0,095 0 
2004 0,0 19 0,419 0,152 0,152 0,192 0,405 0,660 0,257 0,452 0,702 0,074 0,318 0.225 0 
2005 0,164 0,466 0,514 0,464 0,523 0,085 0,398 0,465 0,464 0,707 0,422 0,446 0,44 1 0 
2006 0,282 0,672 0,620 0,674 0,735 0,503 0,386 0,660 0,516 0,044 0,253 0,146 0, 189 0 
2007 0,823 0,513 0.430 0,696 0,701 0,720 0,775 0,909 0,6 14 0,259 0,575 0,03 1 0,209 1 
2008 0,382 0,639 0,362 0,552 0,623 0,28 1 0,577 0,188 0,300 0,365 0,214 0,370 0,484 0 
2009 0,098 0,684 0,856 0,898 0,905 0,95 1 0,835 0,981 0,892 0,880 0,748 0,16 1 0,307 3 
Nb. rejets 0 0 0 0 1 1 0 3 0 0 0 0 0 5 
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A.S Écart-type 
Ecart-type du terme d'erreur des rendements 
Portefeuille 
Période 
1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 ll 1 12 1 13 
Moyenne 
1998 2,352 2,520 2.859 2,895 2,478 2,260 1,949 2.166 2,517 2,387 2,653 2,705 3,114 2,527 
1999 1,725 2,152 2,766 2 ,93 1 2,892 3,369 3,415 3,478 4,435 3,964 4,920 5,024 4,637 3,516 
2000 2,304 2,86 1 3,069 3,098 2.931 2,663 2,146 2,36 1 2,732 2,920 3,715 3,562 4,031 2,953 
200 1 2,205 2 ,628 3,706 4,224 4,201 3,721 2,799 2,344 4,027 4,846 6,07 1 5,974 5,3 17 4,005 3,261 
2002 2,553 2,863 3,349 3,512 3,3 18 3,046 2,75 1 2,535 2,629 3,263 4,147 4,268 4,897 3,318 
2003 2,039 2 ,557 2,807 2,697 2,627 2,206 1,890 1,919 2,375 2,941 3,249 3,564 4,165 2,695 
2004 2,156 4.193 4,606 4,744 4.646 3,161 2,703 2,734 2,548 3,437 4,200 4.801 5,657 3,814 
2005 2,341 5,022 5,134 5,073 5,067 2,506 2.389 2,389 3.09 1 4,675 6,296 6,797 7,002 4,445 
2006 2,753 4 ,367 4,902 5.297 5,348 4,00 1 3,786 3,695 5,510 6,088 6,646 6,626 6,4 12 5,033 
2007 3,534 4 ,755 5,397 7,514 7,577 7.020 6,854 5,60 1 7,519 7,995 8,650 8,578 8.556 6,889 5,995 
2008 3,209 3,663 4.201 4,160 4, 155 3,556 3,55 1 4,428 5,007 5,684 6,479 8,272 8,527 4,992 
2009 4,749 6. 113 5,880 6,066 6,822 6,323 6,677 10,722 11 ,189 11.867 13,202 10.393 11,999 8,616 
2,660 3,641 4,056 4,351 1 4,338 3,653 3,409 3,698 1 4,465 5,006 5,852 5,880 6,193 
Moyenne 
3,677 1 3,774 1 5,479 
4,400 
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