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Abstract
This paper deals with the behavior of eigenvalues for some non-homogeneous elliptic operators. More
precisely, we present measure type estimates evaluating neighborhoods of the so-called resonant set. Various
problems like the non-homogeneous incompressible limit of the compressible Navier–Stokes equations lead
to such studies. This will be the purpose of a forthcoming paper.
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1. Introduction
Let us consider the non-homogeneous elliptic operator
W(ρ)ψ = div(ρ∇ψ), (1)
where ρ > 0 is a given function defined on a smooth enough, bounded domain Ω . It arises in
the study of wave propagation in non-homogeneous media. We are interested in the behavior of
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∂nψ = 0 on ∂Ω. (2)
As this operator is self adjoint, there exists an orthonormal basis of eigenvectors (ψn)n1 for the
L2(Ω) scalar product. Moreover, the associated sequence of eigenvalues (λn)n1 satisfies
lim
n→∞|λn| = +∞.
Let
Ej = Ker(W − λj I).
Then
∑
j Ej spans the whole space, and either Ej is one-dimensional (simple eigenvalue), with
a corresponding unit eigenvector ψj , or the dimension of Ej is larger than one (multiple eigen-
value). The aim of the paper is to present measure type estimates evaluating neighborhoods of
the so-called resonant set. To perform such analysis, eigenvalue and eigenvector derivatives with
respect to ρ and careful studies of the normal subspaces to the resonant sets are necessary.
We first investigate resonances in the case of simple eigenvalues. We then turn to crossing
eigenvalues and end up by remarks on higher multiplicities. For other type of mathematical
results regarding eigenvalue crossings, see for instance [4,5,12] and references cited therein. The
reader is also referred to [7] for a perturbation theory and references to an analysis of some
generic properties of PDE’s.
1.1. Simple eigenvalues
1.1.1. Eigenvalues and eigenvectors derivatives with respect to ρ
Let us compute formally the derivative λ˜j of λj with respect to ρ. Let ρ˜ and ψ˜ be the lin-
earized variables. We have
div(ρ∇ψ˜ + ρ˜∇ψj) = λ˜jψj + λj ψ˜ in Ω, and ∂nψ˜ = 0 on ∂Ω. (3)
Multiplying (3) by ψj we get
λ˜j = −
∫
Ω
ρ˜|∇ψj |2, (4)
where we used the normalization
∫
Ω
ψ2j = 1. Multiplying now (3) by ψk with k = j , we get the
following relation between ψ˜ and ρ˜∫
Ω
ψ˜ψk = − 1
λj − λk
∫
Ω
ρ˜∇ψk · ∇ψj .
Thus
ψ˜ = −
∑
k =j
1
λj − λk
(∫
ρ˜∇ψk · ∇ψj
)
ψk.Ω
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1.1.2. Measure estimates for simple eigenvalues
The incompressible limit of inhomogeneous Navier–Stokes equations leads to the study of
Σ
φ
j,k,l =
{
ρ
∣∣ φ(λj (ρ))+ φ(λk(ρ))= φ(λ	(ρ))},
where φ(x) = √−x. More generally we can define Σφj,k,l for any smooth function φ. For sim-
plicity we will only detail the case φ(x) = x. The general case can be treated by exactly the same
methods. Therefore let us define
Σj,k,	 =
{
ρ
∣∣ λj (ρ) + λk(ρ) = λ	(ρ)},
which is expected to be a manifold of codimension 1. The reader is, for instance, referred to
[1,2,6,9–11] for mathematical limit processes where such sets are encountered. In these studies,
evaluating the measure of neighborhoods of Σj,k,	 is very important.
The easiest way is to define a measure on Besov type balls. Let Ω be an open bounded set.
We define Bs,p2 as the image by the restriction map with respect to Ω of the Besov space on the
whole space, see for instance [3] for details. Given s ∈ R+, p ∈ [1,+∞], the Besov space Bs,p2
is defined as follows
B
s,p
2 =
{
u ∈ L2(Ω)
∣∣∣ u =∑
n1
unψn and
(
nsun
)
n1 ∈ 	p
(
N
∗)},
where ψn is a given fixed orthonormal basis.
We will in particular use the Besov spaces Bs(Ω) = Bs,∞2 and u ∈ L2(Ω) will be identified
with the sequences of coefficients (un)n1 on the basis (ψn)n1.
Let ds stand for the distance in Besov space Bs(Ω), and let
Σ
s,ε
j,k,	 =
{
ρ
∣∣ ds(ρ,Σj,k,	) < ε}.
We would like to get a result of the form
meas
(
Σ
s,ε
j,k,	
)
 C0ε,
as ε goes to 0 (we will detail below the measures we consider). However, the study of singular
limits involves the construction of approximate solutions, most often in finite dimensions, there-
fore we also are interested in finite-dimensional approximations of Σs,εj,k,	. Let PN be for instance
the projector on the first N eigenvalues of the Laplace operator. Then passing to the limit involves
in many cases
ΣNj,k,	 =
{
ρ = PNρ
∣∣ λj (ρ) + λk(ρ) = λ	(ρ)}
which is now finite-dimensional. Similarly, let
Σ
s,N,ε = {ρ = PNρ ∣∣ ds(ρ,ΣNj,k,	)< ε}.j,k,	
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meas
(
Σ
s,N,ε
j,k,	
)
 C0ε,
for some positive C0 independent of ε and N .
Let us now detail the measures we consider. The ball of radius R in Bs(Ω) is defined as
follows
Bs(R) =
{
(un)n1
∣∣ |un|Rn−s}.
Let μ be the Lebesgue measure on R. We define
μs,R =
⊗
n1
(
nsμ
2R
)
,
which is a tensorized measure on RN∗ such that
μs,R
(
Bs(R)
)= 1.
We also define
μs,R,N =
⊗
1nN
(
nsμ
2R
)
.
Of course, there are many other ways to define measures on Bs(Ω). The current definition
depends on the choice of the orthonormal basis (ψn)n. Our proof uses in a crucial way the fact
that the two above measures are tensor products. It may extend to other tensorized measures.
Theorem 1.1 (Quasi-resonance for finite approximations). Let R > 0 and ρ0 ∈ Bs(Ω) such
that for every ρ ∈ ρ0 + Bs(R), the eigenvalues λj (ρ), λk(ρ) and λ	(ρ) are simple, with related
eigenvectors ψj(ρ), ψk(ρ) and ψ	(ρ). Let us assume moreover that
ρ 	→ ∣∣∇ψj(ρ)∣∣2 + ∣∣∇ψk(ρ)∣∣2 − ∣∣∇ψ	(ρ)∣∣2 never identically vanishes.
Then there exists a constant C1 > 0 and an integer N0 such that for every 0 < ε < 1 and every
N > N0
μs,R,N
(
Σ
s,N,ε
j,k,	
)
 C1ε,
and such that for every 0 < ε < 1,
μs,R
(
Σ
s,ε
j,k,	
)
 C1ε.
D. Bresch et al. / J. Differential Equations 241 (2007) 207–224 2111.2. Quasi-double eigenvalues
Let us define the following set
Σj,k =
{
ρ
∣∣ λj (ρ) = λk(ρ)},
and similarly let
ΣNj,k =
{
ρ = PNρ
∣∣ λj (ρ) = λk(ρ)}.
Let also define
Σ
s,N,ε
j,k =
{
ρ = PNρ
∣∣ ds(ρ,ΣNj,k)< ε}.
The aim of this part of the paper is to obtain estimates of the form
μs,R,N
(
Σ
s,N,ε
j,k
)
 C1ε2
uniformly in ε and N . More precisely, we prove
Theorem 1.2 (Quasi-double eigenvalues for finite approximations). Let ρ0 ∈ Bs(Ω) and R > 0
be such that for ρ ∈ ρ0 + Bs(R), λj (ρ) is never a triple eigenvalue. Let us also assume that
when λj (ρ) is a double eigenvalue (λj (ρ) = λk(ρ)), with an orthonormal basis of eigenvectors
(ψj (ρ),ψk(ρ)), then the following non-degeneracy condition holds true:
Vect
(|∇ψj |2 − |∇ψk|2,∇ψj · ∇ψk) is of dimension 2.
Then there exists a constant C1 and an integer N0 such that for every 0 < ε < 1 and every
N > N0
μs,R,N
(
Σ
s,N,ε
j,k
)
Cε2,
and
μs,R
(
Σ
s,ε
j,k
)
 Cε2.
A similar result for multiple eigenvalues is also discussed.
1.3. Sketch of proofs
The proofs rely on a careful study of the normal subspaces to these sets. More precisely we
prove that these normal subspaces slowly change when we move along Σs,Nj,k,	 or Σ
s,N
j,k and slowly
depend on high frequencies, which allows to factor out high frequencies.
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2.1. Quasi-diagonalization
Proposition 2.1 (Differentiation of λj : case of a simple eigenvalue). Let ρ0 ∈ Bs(Ω) with s > d .
Let λj be a single eigenvalue with corresponding eigenvector ψj . Then
∇ρλj (ρ0).ρ˜ = −
∫
Ω
ρ˜|∇ψj |2
and
∇ρψj (ρ0).ρ˜ = −
∑
k =j
ψk
λj − λk
∫
Ω
ρ˜∇ψk · ∇ψj = (W − λj I)−1W(ρ˜)ψj ,
where ∇ρ stands for the differential with respect to ρ.
Proof. This proposition is very classical and standard, see for instance [8]. Let us however recall
an elementary proof. Let us look for the j th eigenvalue ofW (ρ + ερ˜). We put an ε in front of
ρ˜ to better isolate the various orders of approximation. We have∫
Ω
W(ρ + ερ˜)ψj ψ¯k = δj,kλj − ε
∫
Ω
ρ˜∇ψj · ∇ψ¯k,
were δj,k denotes Kronecker symbol.
A first step is to replace ψj by another vector φj such that in the new basis composed by φj
and the ψk (k = j ), W(ρ + ερ˜)φj has components of order ε2 on the ψk (k = j ). For this, we
search φj under the form φj = ψj + εφ˜j with φ˜j to be defined (in fact φ˜j will be given by (5)).
Let us write
W(ρ + ερ˜)φj = λjψj + εW(ρ˜)ψj + εW(ρ)φ˜j + ε2W(ρ˜)φ˜j .
We moreover impose φ˜j to be generated by ψk with k = j . In this caseW(ρ)φ˜j has no compo-
nent on ψj . Hence the component on ψj ofW(ρ + ερ˜)φj is, up to ε2 terms
λlin,j = λj + ε
∫
Ω
W(ρ˜)ψj .ψ¯j = λj − ε
∫
Ω
ρ˜|∇ψj |2,
which is simply the expected linearized expression. Moreover,
W(ρ + ερ˜)φj − λlin,j φj = −ελj φ˜j + εW(ρ˜)ψj − ε
(∫
Ω
W(ρ˜)ψj ψ¯j
)
ψj
+ εW(ρ)φ˜j + ε2W(ρ˜)φ˜j + ε2
(∫
ρ˜|∇ψj |2
)
φ˜j .Ω
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ε2
∫
Ω
W(ρ˜)φ˜j · ψ¯j = −ε2
∫
Ω
ρ˜∇φ˜j · ∇ψ¯j ,
and is therefore of order ε2. Let us decompose φ˜j ,
φ˜j =
∑
k =j
φ˜j,kψk.
The component ofW(ρ + ερ˜)φj − λlin,j φj on ψk (with k = j ) is
−ελj φ˜j,k + ε
∫
Ω
W(ρ˜)ψj · ψ¯k + ελkφ˜j,k − ε2
∫
Ω
ρ˜∇φ˜j · ∇ψ¯k + ε2
(∫
Ω
ρ˜|∇ψj |2
)
φ˜j,k,
which is of order ε2 provided
φ˜j,k = − 1
λj − λk
∫
Ω
ρ˜∇ψj · ∇ψ¯k.
We thus define
φ˜j = −
∑
k =j
1
λj − λk
(∫
Ω
ρ˜∇ψj · ∇ψ¯k
)
ψk, (5)
which can be rewritten
φ˜j = −
(W(ρ) − λj I)−1(I − Πj)W(ρ˜)ψj
where Πj denotes the projection on ψj . This leads to
‖φ˜j‖Bs C‖ρ˜‖Bs−1‖ψj‖Bs .
With this choice of φ˜j we have
W(ρ + ερ˜)φj − λlinφj = ε2θj (6)
where
θj =W(ρ˜)φ˜j +
(∫
Ω
ρ˜|∇ψj |2
)
φ˜j .
Note that
‖θj‖Bs−2  C‖ρ˜‖Bs−1‖φ˜j‖Bs .
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ible, except if λlin is precisely an eigenvalue. Equation (6) says that there exists an eigenvalue of
W(ρ + ερ˜) which is at a distance of order ε2 of λlin. This eigenvalue is necessarily λj (ρ + ερ˜).
More precisely, as (W(ρ + ερ˜) − λlinI)−1ε2θj = φj
we have ∣∣∣∣∣∣(W(ρ + ερ˜) − λlinI)−1∣∣∣∣∣∣L2→L2  ε−2‖φj‖L2‖θj‖−1L2 .
Hence ∣∣λj (ρ + ερ˜) − λlin∣∣ ε2‖θj‖L2‖φj‖−1L2 ,
namely
λj (ρ + ερ˜) = λlin,j + O
(
ε2‖ρ˜‖2Bs
)
.
Letting ε go to 0 ends the proof of the derivability of λj with respect to ρ.
We now develop the same arguments for the corresponding eigenvector. Let ψˆk be a basis of
eigenvectors ofW(ρ + ερ˜). Let us decompose φj in this basis
φj =
∑
k
βkψˆk.
We have (W(ρ + ερ˜) − λj (ρ + ερ˜))φj =∑
k
βk
(
λk(ρ + ερ˜) − λj (ρ + ερ˜)
)
ψˆk.
But this also equals
ε2θj −
(
λj (ρ + ερ˜) − λlin,j
)
φj ,
which is of order ε2 in L2. This implies that ‖φj − βj ψˆj‖L2 is of order ε2. Now ‖φj‖L2 equals
1 + O(ε2) by the choice of φ˜j . Combining all these results gives the derivability of the eigen-
vector with respect to ρ. 
2.2. Regularity of λj and ψj
Note that provided ρ  ρmin > 0, ψj ∈ Bs if ρ ∈ Bs . In particular, if s is large enough,
|∇ψj |2 ∈ L2 and ∣∣∇ρλj (ρ0).ρ˜∣∣C(‖ρ‖Bs )‖ρ˜‖L2,
hence λj (ρ) is Lipschitz continuous in ρ, with respect to the L2 norm of ρ and therefore also
with respect to the B2,∞σ norm of ρ for σ fixed large enough (depending on space dimension).
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to ρ. More precisely, if
PNρ˜ = 0,
then ∣∣∇ρλj (ρ0).ρ˜∣∣ ∥∥|∇ψj |2∥∥L2∥∥(I − PN)ρ˜∥∥L2 C(‖ρ‖Bs )N−s‖ρ˜‖Bs . (7)
Bound (7) says that λj does not depend much on high frequencies. It implies that if PNρ1 =
PNρ2 and ‖ρ1‖Bs R and ‖ρ2‖Bs R then∣∣λj (ρ1) − λj (ρ2)∣∣ 2C(R)N−sR.
However, this is not sufficient to control eigenvalues, since a precision of order ε requires to
go up to N of order ε−1/s which goes to infinity as ε goes to 0 and is therefore useless. To go
further, we will need to get similar controls on the gradient of ψj . More precisely,
∇ρψj (ρ0).ρ˜ =
(W(ρ0) − λj )−1(I − Πj)∇.(ρ˜∇ψj).
Let σ > 0 be some fixed regularity. Note that for s large enough we have∥∥∇ρψj (ρ0).ρ˜∥∥Bσ  C‖ρ˜‖Bs/2 .
Therefore ρ 	→ ψj (ρ) is Lipschitz continuous in a neighborhood of ρ0 with respect to ρ in Bs/2
norm ∥∥∇ψj(ρ0) − ∇ψj (ρ1)∥∥Bσ  C1‖ρ0 − ρ1‖Bs/2 . (8)
Moreover, if PNρ1 = PNρ2 then
∥∥∇ψj(ρ1) − ∇ψj(ρ2)∥∥Bσ  C1Ns/2 ‖ρ1 − ρ2‖Bs , (9)
hence the gradient of the eigenvector slowly changes when we add high frequency perturbations
to ρ.
2.3. Proof of Theorem 1.1
Let
Ω˜ = ρ0 + Bs(R).
Let
φ(ρ) = λj (ρ) + λk(ρ) − λ	(ρ).
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dφ(ρ).ρ˜ =
∫
Ω
nρρ˜
where
nρ =
(|∇ψj |2 + |∇ψk|2 − |∇ψ	|2).
Hence the normal of Σj,k,	 at ρ is nρ , provided this function does not identically vanish. If it
vanishes, then ρ is a degenerate point of Σj,k,	, which will not be considered here.
Let α be the minimum of ‖nρ‖L2 over Ω˜ and let
C2 = max
m=j,k,	;ρ∈Ω˜
∥∥∇Ψm(ρ)∥∥Bs/2 .
Let N be large enough and η such that
3C22
Ns/2
+ 6C1ηC2 + 6C1C2R
Ns/2
 α2/6C22 .
With (9), we get
‖nρ − nPNρ‖Bσ 
6C1C2R
Ns/2
. (10)
Now we are in PNΩ˜ which has a finite dimension and is bounded and may therefore be covered
by N -dimensional balls of radius η (the distance being the Bs one). Let BN(ρi, η), i = 1, . . . ,M
be a collection of such balls. Using (8), we have
‖nρ − nρi‖L2  6C1C2η (11)
provided ρ ∈ BN(ρi, η). Moreover∥∥(Id − PN)nρi∥∥L2  3C2Ns/2 . (12)
Combining (10) and (12) we get
‖nρ − PNnρi‖L2 
α2
6C22
. (13)
Let us now fix N ′ with N < N ′ +∞, and let
Bi =
(
BN(ρi, η) ×RN ′−N
)∩ Ω˜.
Let
Aεi = Bi ∩ Σs,N
′,ε
.j,k,	
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Ω˜ ∩ Σs,N ′,εj,k,	 =
M⋃
i=1
Aεi .
Note also that PNnρi is fixed and independent of N ′. Let us now work on some Bi . Let x0 ∈ Bi
and let us study (x0 +RPNnρi ) ∩ Bi . Let
f (τ) = φ(x0 + τPNnρi ).
When x0 + τnρi ∈ Bi then
f ′(τ ) =
∫
Ω
nx0+τnρi PNnρi
hence combining (13) and the definition of α we get
f ′(τ ) α2 − α
2
25
 α
2
2
.
Therefore, since
f (τ1) − f (τ2) =
τ2∫
τ1
f ′(s) ds  α
2
2
(τ1 − τ2),
denoting μ the Lebesgue measure on R,
μ
(
(x0 +RPNnρi ) ∩ Aεi
)
 α−2ε. (14)
It remains to sum over all possible x0 to get the result. More precisely
μs,R,N ′
(
Aεi
)= ∫
Bi
1|φ|ε dμs,R,N ′

∫
RN
′−N
∫
BN(ρi ,η)
1|φ|ε1‖x‖BsR dμs,R,N ′
=
∫
RN
′−N
[ ∫
BN(ρi ,η)
1|φ(xN ,x˜N )|ε
N⊗
j=1
j sdμ
2R
]
1‖x˜N‖sR
N ′⊗
j=N+1
j s dμ
2R
where x = (xN , x˜N ) with obvious notations.
Hence we have to bound ∫
1|φ(xN ,x˜N )|ε
N⊗
j=1
j s dμ
2R
BN(ρi ,η)
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a change of variables such that the first variable is PNnρi . Using (14) we bound this integral by
some Cε, the constant being independ on x˜N and N ′ and being dependent on N , α, j , k, 	.
Summing all these estimates we get that there exists some constant Ci such that
μs,R,N ′
(
Aεi
)
 Ciε.
Summing over i ends the proof of Theorem 1.1, since the case N ′ = +∞ is similar. 
3. Double eigenvalues
3.1. Quasi-diagonalization
Proposition 3.1 (Behavior of the eigenvalues near a double point). Let ρ0 ∈ B2,∞s (Ω) such that
either λj (ρ0) = λ	(ρ0) being a double eigenvalue, with a corresponding orthonormal basis of
eigenvectors (ψj ,ψ	), or λj (ρ0) = λ	(ρ0), with corresponding unit eigenvectors ψj and ψ	.
Then the eigenvalues λj (ρ0 + ρ) and λ	(ρ0 + ρ) are given by
λj (ρ0) + λ	(ρ0)
2
+ 1
2
(∫
Ω
ρ|∇ψj |2 +
∫
Ω
ρ|∇ψ	|2
)
±1
2
√√√√(λj (ρ0) − λ	(ρ0) + ∫
Ω
ρ|∇ψj |2 −
∫
Ω
ρ|∇ψ	|2
)2
+ 4
(∫
Ω
ρ∇ψj · ∇ψ	
)2
+ O(‖ρ‖2Hs ).
Proof. To simplify notations we assume j = 1 and 	 = 2. In the sequel the index k will refer
to any integer different from 1 and 2, and j = 1 or 2. To follow better the various orders of
approximation we introduce ε and study ρ0 + ερ˜. As before, let for j = 1,2
φj = ψj + εφ˜j ,
where φ˜j is generated by the ψk (with k = 1,2). As in the previous section,
W(ρ + ερ˜)φj = λjψj + εW(ρ˜)ψj + εW(ρ)φ˜j + ε2W(ρ˜)φ˜j .
As previously we choose φ˜1 and φ˜2 such that the components ofW(ρ + ερ˜)φj on the ψk’s are
of order ε2. Note that λjψj + εW(ρ˜)ψj has component
λlin,j = λj − ε
∫
Ω
ρ˜|∇ψj |2
on ψj and component
λlin,j,	 = −ε
∫
ρ˜∇ψj · ∇ψ¯	
Ω
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W(ρ + ερ˜)φj − λlin,j φj − ελlin,j,	φ	
= −ελj φ˜j + εW(ρ˜)ψj + ε
(∫
Ω
ρ˜|∇ψj |2
)
ψj
− ελlin,j,	ψ	 + εW(ρ)φ˜j + ε2W(ρ˜)φ˜j + ε2
(∫
Ω
ρ˜|∇ψj |2
)
φ˜j + ε2
(∫
Ω
ρ˜∇ψj · ∇ψ¯	
)
φ˜	.
Hence its components on ψk with k = 1,2 are of order ε2 provided
−λj φ˜j,k + λkφ˜j,k −
∫
Ω
ρ˜∇ψj · ∇ψ¯k = 0
which gives
φ˜j,k = 1
λk − λj
∫
Ω
ρ˜∇ψj · ∇ψ¯k.
We therefore choose
φ˜j =
∑
k =1,2
1
λk − λj
(∫
Ω
ρ˜∇ψj · ∇ψ¯k
)
ψk,
which can be rewritten
φ˜j = −
(W(ρ0) − λj I)−1(I − Πj,	)W(ρ˜)ψj (15)
where Πj,	 is the projector on the plane spanned by ψj and ψ	. Moreover, φ˜j may be bounded
by
‖φ˜j‖Bs  ‖ρ˜‖Bs−1‖ψj‖Bs .
The order ε2 terms are
ε2W(ρ˜)φ˜j + ε2
(∫
Ω
ρ˜|∇ψj |2
)
φ˜j + ε2
(∫
Ω
ρ˜∇ψj · ∇ψ¯	
)
φ˜	
which are bounded by
Cε2‖ρ˜‖Bs
(‖ψj‖Bs + ‖ψk‖Bs ).
We have now to focus on the array(
λ1 + ελlin,1 ελlin,1,2
ελ λ + ελ
)
,lin,1,2 2 lin,2
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μ± = λ1 + λ2 + ελlin,1 + ελlin,22 ±
1
2
√
(λ1 − λ2 + ελlin,1 − ελlin,2)2 + 4ε2λ2lin,1,2. (16)
Let (α1, α2) and (β1, β2) be the components of the corresponding unit eigenvectors. Note that as
the array is symmetric, the corresponding eigenvectors are orthogonal.
Now let ψ3 = α1φ1 + α2φ2 and ψ4 = β1φ1 + β2φ2. The main point is that
W(ρ + ερ˜)ψ3 − μ+ψ3
and
W(ρ + ερ˜)ψ4 − μ−ψ4
are of order ε2, which means that W(ρ + ερ˜) has two eigenvalues λj and λ	, close to μ+ and
μ− up to an order ε2 term. More precisely, following the lines of Proposition 2.1,∥∥(λj (ρ0 + ερ˜), λ	(ρ0 + ερ˜))− (μ−,μ+)∥∥ Cε2, (17)
which ends the proof. 
Remarks.
(1) If λj (ρ0) = λ	(ρ0), we get
λj (ρ0) + 12
(∫
Ω
ρ˜|∇ψj |2 +
∫
Ω
ρ˜|∇ψ	|2
)
± 1
2
√√√√(∫
Ω
ρ˜|∇ψj |2 −
∫
Ω
ρ˜|∇ψ	|2
)2
+ 4
(∫
Ω
ρ˜∇ψj · ∇ψ	
)2
+ O(‖ρ‖2Hs ).
Thus the former proposition describes λj and λ	 is the vicinity of ρ0: in the plane spanned
by |∇ψj |2 − |∇ψ	|2 and ∇ψj · ∇ψ	, the difference between the two eigenvalues behaves
like
√
X2 + Y 2. On the contrary their average evolves in the direction of |∇ψj |2 + |∇ψ	|2.
(2) If λj (ρ0) = λ	(ρ0), the former proposition gives a similar picture: in the plane spanned
by |∇ψj |2 − |∇ψ	|2 and ∇ψj · ∇ψ	, the difference between the two eigenvalues may be
approximated by
√
(X − α)2 + Y 2 for some α.
Let us now turn to the study of the regularity of the eigenvectors. Using (15) we get when
λj (ρ0) = λk(ρ0) that the eigenvectors ofW(ρ0 + ερ˜) lie, up to O(ε2) terms, in
Vect(ψj ,ψ	) − ε
(W(ρ0) − λj )−1(1 − Πj,	)W(ρ˜)Vect(ψj ,ψ	). (18)
Note that (18) describes the differential of the two-dimensional vector space Vect(ψj ,ψ	) under
a small perturbation ρ˜.
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f (ρ) = ∣∣∇ψj(ρ)∣∣2 − ∣∣∇ψ	(ρ)∣∣2
and
g(ρ) = ∇ψj(ρ) · ∇ψ	(ρ).
It is important to note that Πj,	 depends on the plane generated by ψj and ψ	 and not on ψj
and ψ	 themselves in the sense that if we replace (ψj ,ψ	) by any other orthonormal basis this
defines the same plane Πj,	(ρ) (this may be checked by explicit computation).
As Vect(ψj ,ψ	) depends smoothly on ρ, so does Πj,	(ρ).
3.2. Proof of Theorem 1.2
The proof is similar to that of Theorem 1.1, except that now we split Bs(R) with respect to
PNΠj,	(ρi) instead of PNnρi .
The first step is to use regularity of Vect(ψj ,ψk) to cut off high frequencies. Let us fix
s large enough. Note that ‖ψj‖Bs and ‖ψ	‖Bs are bounded as ρ describes Bs(R). Therefore
‖ψ − PNψ‖Bs/2 is uniformly bounded on Bs(R), by a constant which goes to 0 as N goes to
infinity.
Moreover, Πj,	 is Lipschitz continuous in ρ on Bs(R) and using (18) is slowly depending on
high frequencies of ρ. Hence the situation is similar to that of Theorem 1.1.
We fix some N large enough using compactness in high frequencies and cover PNΩ by balls
BN(ρi, η), such that Πj,	(ρ) remains close to Πj,	(ρi) as ρ describes BN(ρi, η).
The second step is to split BN(ρi, η) according to PNΠj,	(ρi). More precisely, let
Bi =
(
BN(ρi, η) ×RN ′−N
)∩ Bs(R).
If ρ0 ∈ Bi , we consider the plane
Π ′ = ρ0 + PNΠj,	(ρi).
Let C2 be the Lipschitz constant of λj − λ	. Let now
θ = min
ρ∈Π ′∩Bi
∣∣λj (ρ) − λ	(ρ)∣∣.
Let ρ¯ be a point such that ∣∣λj (ρ¯) − λ	(ρ¯)∣∣< 2θ.
If θ > (C2 + 1)ε then Π ′ ∩Bi ∩Σs,N ′,εj,	 is void. If on the contrary θ  (C2 + 1)ε, we expand λj
and λ	 near ρ¯ which gives the eigenvalues
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∫
Ω
ρ˜(|∇ψj (ρ¯)|2 + |∇ψ	(ρ¯)|2)
2
± 1
2
√√√√(λj (ρ¯) − λ	(ρ¯) + ∫
Ω
ρ˜
(|∇ψj(ρ¯)|2 − |∇ψ	(ρ¯)|2))2 + 4(∫
Ω
ρ˜∇ψj(ρ¯) · ∇ψ	(ρ¯)
)2
+ O(‖ρ˜‖2Bs ),
and which leads to
λj − λ	 = ±
√√√√(λj (ρ¯) − λ	(ρ¯) + ∫
Ω
ρ˜
(|∇ψj |2 − |∇ψ	|2))2 + 4(∫
Ω
ρ˜∇ψj .∇ψ	
)2
+ O(‖ρ˜‖2Bs ).
Let X and Y be the coordinates of ρ˜ in the plane PNΠj,	(ρi) with basis PNf (ρi), 2PNg(ρi).
We have
λj − λ	 = ±
√√√√(λj (ρ¯) − λ	(ρ¯) + X ∫
Ω
PNf (ρi)f (ρ¯)
)2
+ 4Y 2
(∫
Ω
PNf (ρi)f (ρ¯)
)2
+ O(‖ρ˜‖2Bs ).
But
∫
Ω
PNf (ρi)f (ρ¯) and 2
∫
Ω
PNf (ρi)f (ρ¯) are bounded away from 0, by some constant
α > 0, hence
|λj − λ	| α
√
X2 + Y 2 − ∣∣λj (ρ¯) − λ	(ρ¯)∣∣− O(‖ρ˜‖2Bs )
 α
√
X2 + Y 2 − (C2 + 1)ε − O
(‖ρ˜‖2Bs ).
Now provided η is small enough (depending on geometric characteristics of f (ρ¯) and 2g(ρ¯)
which is never singular),
|λj − λ	| α2
√
X2 + Y 2 − (C2 + 1)ε
therefore |λj − λ	| > 3(C2 + 1)ε provided
√
X2 + Y 2 > C3ε for some constant C3 depending
only on C2. Therefore, μ denoting here the two-dimensional Lebesgue measure,
μ
((
ρ0 + Πj,	(ρi)
)∩ Bi ∩ Σs,N,εj,	 ) C4ε2
for some constant C4 which again depends on geometric characteristics of f (ρ¯) and 2g(ρ¯).
Summing over i ends the proof. 
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The previous construction may be extended to the case of multiple eigenvalues. Let us assume
for instance that for some ρ0, we have an eigenvalue of multiplicity d  2. For simplicity let us
note λ1, . . . , λd the d eigenvalues which collapse at this ρ0. Let ψ1, . . . ,ψd be corresponding
eigenvectors. As previously let us make a change of basis
φ	 = ψ	 + εφ˜	
where 1 l  k. As previously, we choose φ˜	 such that the components on ψj with j > k are of
order ε2. This leads to the study of the matrix A(ρ˜) = (ajl(ρ˜)) of components
ajl = λj δj=l − ε
∫
Ω
ρ˜∇ψj · ∇ψ¯	.
The same arguments give that the eigenvalues ψj(ρ + ερ˜) (1 j  k) are close to the eigenval-
ues of the matrix A(ρ˜) up to terms of order ε2.
We now have to consider the vector space Π(ρ) spanned by |∇ψj |2 −|∇ψk|2 and ∇ψj ·∇ψk .
Note that the maximal dimension of Π(ρ) is
dim
(
Π(ρ)
)= N(N − 1)
2
+ (N − 1),
which is the codimension of Σλ1,...,λd .
We say that ρ ∈ Σλ1,...,λd is non-degenerate if the dimension of Π(ρ) is maximal and equals
N(N − 1)/2 + (N − 1).
As previously we introduce
ΣNλ1,...,λd = {ρ = PNρ | ρ ∈ Σλ1,...,λd }
and
Σ
s,N,ε
λ1,...,λd
= {ρ = PNρ ∣∣ dHs (ρ,ΣNλ1,...,λd )< ε}.
If all the points of Σλ1,...,λd are non-singular we get
μs,R,N
(
Σ
s,N,ε
λ1,...,λd
)
< Cεd,
the constant C being independent on N and ε.
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