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Abstract
Attosecond electron dynamics in small and medium size molecules, induced by an
ultrashort strong optical pulse, is studied computationally for a frozen nuclear geome-
try. The importance of exchange and correlation eﬀects on the non-equilibrium electron
dynamics induced by the interaction of the molecule with the strong optical pulse is
analyzed by comparing the solution of the time-dependent Schro¨dinger equation based
on the correlated ﬁeld-free stationary electronic states computed with the Equation-Of-
Motion Coupled Cluster Singles and Doubles (EOM-CCSD) and the Complete Active
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Space Multi-Conﬁgurational Self-Consistent Field (CAS-SCF) methodologies on one
hand, and various functionals in real-time Time-Dependent Density Functional Theory
(TD-DFT) on the other. We aim to evaluate the performance of the latter approach,
which is very widely used for non linear absorption processes and whose computational
cost has a more favorable scaling with the system size.
We focus on LiH as a toy model for a non-trivial molecule, and show that our conclu-
sions carry over to larger molecules, exempliﬁed by ABCU (C10H19N). The molecules
are probed with IR and UV pulses whose intensities are not strong enough to signiﬁ-
cantly ionize the system. By comparing the evolution of the time dependent ﬁeld-free
electronic dipole moment, as well as its Fourier power spectrum, we show that TD-
DFT performs qualitatively well in most cases. Contrary to previous studies, we ﬁnd
almost no changes in the TD-DFT excitation energies when excited states are pop-
ulated. Transition between states of diﬀerent symmetries are induced using pulses
polarized in diﬀerent directions. We observe that the performance of TD-DFT does
not depend on the symmetry of the states involved in the transition.
1 Introduction
The interaction of ultrashort and strong optical pulses with matter has been the focus of
intense activity for the past two decades. Such pulses provide a direct analytic tool to
probe the electronic states, and to prepare a non-equilibrium state of a molecule.1,2 Tailored
pulses can generate a non-equilibrium electron density made of the coherent superposition
of speciﬁc stationary electronic states, which could potentially steer chemical reactions, via
isomerization, bond breaking, and reorganization. These processes occur in a time scale of
the order of picoseconds or more, but their outcome is in principle controlled by the initial
non-equilibrium (electronic) conditions. Potential applications abound, most prominently to
catalysis, chemical reactivity, and biology.3
Experimental facilities dedicated to photo-physics and photo-chemistry have taken great
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strides beyond the previous (femtosecond) state of the art.4 Several powerful techniques give 
access to optical pulses at the attoesecond time scale, such as X-Ray Free Electron Lasers,5 
and High Harmonic Generation (HHG).6 Single attosecond pulses have been isolated7 from 
HHG pulse trains, giving access to detailed attosecond probe or pump pulses, though the 
combination of both in an atto pump-probe experiment remains a challenge.
Electron dynamics can be probed on the attosecond time scale, while typical ionic motion 
resides in the picosecond regime, as the fastest movements last dozens of femtoseconds. An 
advantage of attosecond photo-chemistry is that the preparation of electronic states should 
be less perturbed by or entangled with the movement of the nuclei, as is the case with femto 
and longer pulses. One can probe the resulting motion as a function of the time delay between 
pump and probe pulses before the onset of signiﬁcant nuclear motion: longer time delays 
would give access to the vibronic dynamics. The corollary is that short attosecond pulses 
have a large energy bandwidth, which can result in strong entanglement between electronic 
states. This can also be exploited to tailor a speciﬁc non equilibrium electronic density by 
adjusting the characteristics of the short strong optical pulse, such as carrier wave length, 
polarization, duration, and carrier envelope phase.
A spectrum of diﬀerent theories addresses the modelling of the electronic structure of 
stationary states for frozen nuclei, within the Born-Oppenheimer approximation, going from 
full conﬁguration interaction (CI), which is in principle exact but scales exponentially with 
the number of electrons N , to coupled cluster (CCSD(T)),8,9 which scales as N5, and com-
plete active space multiconﬁguration self consistent ﬁeld (CAS-SCF),10–13 which limits the 
eﬀective number of electrons and active orbitals, to mean-ﬁeld density functional theory 
(DFT),14,15 which usually scales as N3. This list of theories is not exhaustive by any means; 
they are given in decreasing order of both accuracy and computational cost. Only few of 
these methods can be used to compute the electronic or nuclear dynamics in molecules, due 
to their computational cost. Even for small molecules, one usually focuses on a restricted 
number of nuclear degrees of freedom taking part in the reaction, and a small number of
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electronic states.
Simulating attosecond electron dynamics in molecules has received growing interest in the
past few years, focusing mainly on diatomic (H2, N2, CO, LiH) and triatomic (CO2, LiCN)
molecules, for which experimental data is available, the electronic structure is relatively sim-
ple, and highly accurate quantum chemical methods can be implemented. There are three
main ways of solving the time-dependent Schrodinger equation. The ﬁrst is to propagate or-
bitals, as it is done in real time TD-DFT,16 TD-CAS,17–20 TD-CI,21 and R-matrix scattering
theories.22 Another route consists in computing a basis of ﬁeld-free electronic states, with
a correlated method such as CI,23–26 coupled cluster,27,28 multi-reference SCF,29 or linear
response TD-DFT,28,30 and then solving the time-dependent Schro¨dinger equation including
the coupling to the electric ﬁeld to all orders in the basis of ﬁeld-free electronic states. It
is therefore possible to obtain the time dependent populations of the ﬁeld-free electronic
states, as well as the dipole moment during the dynamics. Real-time propagation methods
like TD-DFT only provide the time-dependent dipole moment, which is an observable of the
density, unlike the populations. The populations can be extracted by comparing intensities
with a linear response spectrum or projecting on ground state orbitals, but in this work we
will mainly focus on the comparison of the time-dependent dipole moments. Finally, the
explicit resolution of the Schro¨dinger equation on a grid is another method of choice, but
essentially possible only for H2 and H
+
2 .
31–34
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Real-time TD-DFT16 has the strong advantage of good system-size scaling, which allows
for the calculation of ion as well as electron dynamics. Real-time propagation of the equations 
makes TD-DFT a simple ﬁrst order diﬀerential equation, which scales remarkably well as 
N2. TD-DFT is thus a good compromise, and often the only choice for large systems. The
central issue in the application of TD-DFT is that exchange and correlation (xc) eﬀects are 
not well controlled or systematically improvable. One important feature of the xc potential
is that it is a functional of the time-dependent density and has a non-local dependency
on time. Approximate functionals are usually made adiabatic, that is, they depend on
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the instantaneous density only. In any case, this means that the TD-DFT Hamiltonian 
includes an extra time-dependency in the xc potential, which in turn implies that, when an 
approximate xc functional is used, the excitation energies of the system might not be constant 
in time, and can change as the populations of the excited states change.35 Therefore, the 
TD-DFT excitation energies of a given system out of equilibrium may change in time, even 
in the absence of an external perturbation.
Although not as abundant as for ground-state properties, several benchmarks of xc func-
tionals can be found in the literature for excited-state properties (see ref. 36 for a compre-
hensive review). Most of these benchmarks focus on the performance of TD-DFT to predict 
excitation energies and, to a lesser extent, transition dipole moments when the initial state 
is the ground-state. However, because of aforementioned spurious variation in time of the 
excitation energies, this information is not enough to infer the accuracy of TD-DFT to de-
scribe the electron dynamics in attosecond pulses. Several TD-DFT benchmarks of electron 
dynamics driven by optical pulses used simple model systems for which exact solutions of the 
time-dependent Schro¨dinger equation are available.37–42 These studies showed that approxi-
mate xc functionals very often fail to even qualitatively reproduce important features of the 
exact results, such as resonant Rabi oscillations, charge-transfer dynamics, or the dynamical 
step structures of the xc potential. Nevertheless, conclusions about the behavior of TD-DFT 
for model systems are not always straightforward to carry over to more realistic systems, 
so more speciﬁc benchmarks on small and medium-size molecules are essential to assess the 
performance of approximate xc functionals in TD-DFT simulations of ultrafast electron dy-
namics. In this vein, Raghunathan and Nest compared the attosecond electron dynamics 
in TD-CI Singles+Doubles with diﬀerent ﬂavors of TD-DFT, for the molecules Li2C2 and 
LiCN.25,43 They found mixed results and claimed that the best agreement between TD-DFT 
and TD-CISD was obtained when not too much energy was pumped to the molecules, and 
for transitions where the dipole moments of the ground and ﬁnal states had similar direc-
tions and magnitudes. They also noted the time-dependence of the excitation energies, and
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showed it could seriously hinder the usage of TD-DFT in coherent control theory.25,44 Sonk 
and Schlegel28 have studied butadiene, comparing TD-CI populations starting from a num-
ber of diﬀerent linear response TD-DFT approximations, and using RPA and EOM-CCSD 
as references. They conclude on the importance of long range correction, and that several 
LC-GGA functionals give excellent results with respect to CCSD and experiment, both for 
excitation position and for the residual state population after a pulse. Semilocal and hybrid 
DFT functionals provide too low excitation energies and IPs, and are populated much too 
strongly by an IR pulse.
In the following, we attempt to validate and expand previous TD-DFT benchmarks by 
investigating the role of exchange and correlation in attosecond electron dynamics induced 
by ultrashort optical pulses in a small molecule (LiH) with well separated potential energy 
surfaces (PES), and on a larger molecule (ABCU or C10H19N) with a principal C3 axis. 
We compare the time-dependent solution of the Schro¨dinger equation in a basis of multi-
determinant ﬁeld-free states (EOM-CCSD and CAS-SCF), with diﬀerent functionals for 
real-time TD-DFT. CAS-SCF10–13 and EOM-CCSD8,9,45–47 were chosen as representatives 
of two widely used complementary methods based on multi-determinant wave functions for 
computing transition energies and wave functions of excited electronic states. CAS-SCF is 
variational for both the determinants and LCAO coeﬃcients on a restricted active space while 
EOM-CCSD uses a truncated expansion of the many electron wave function on determinants. 
For the 4 electron molecule LiH, both methodologies are expected to be close to the FCI 
limit. These methods are thus among the most accurate, yet computationally aﬀordable 
for the benchmarked systems. We focus on the electron dipole moment, as the simplest 
observable which is common to all theories, and examine its response to short and strong 
optical pulses with IR or UV frequencies. ABCU is beyond the reach of full coupled cluster 
methodology, and is treated only within the complete active space (CAS-SCF) quantum 
chemistry method. Because of their C3 symmetries, the low lying A and E excited states of 
ABCU present strong similarities with the Σ and Π states of the C∞V LiH molecule.
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2 Methodology
2.1 Optical aborption cross-section
For each molecule under study we start by calculating the optical absorption cross-section,
which gives the probability of absorption as a function of photon frequency. This quantity
can be obtained in a straightforward way with the CAS-SCF and EOM-CCSD methods, as
those methods allow to calculated the excitation energies of the system and the corresponding
transition dipole moments, which in turn are trivially related to the oscillator strengths. In
the case of TD-DFT, the excitation energies and oscillator strengths can also be obtained
directly using linear-response theory through the well known Casida method. Here, however,
we have used a diﬀerent method, by calculating the optical absorption from real-time TD-
DFT.48,49 In this method the ground-state of the system is perturbed by a dipolar electric
ﬁeld that acts at t = 0 and excites equally all the frequencies of the system:
δv(r, t) = −E · rδ(t) . (1)
We then solve the time-dependent Kohn-Sham equations to obtain the time-dependent den-
sity, n(r, t), and compute the time-dependent dipole moment:
µ(t) =
�
dr rn(r, t) . (2)
From the induced dipole moment, δµ(ω), we obtain the components of the dynamical po-
larizability tensor:
αij(ω) =
δµi(ω)
Ej
, (3)
which are trivially related to the optical absorption cross-section tensor:
σij(ω) =
4πω
c
Im [αij(ω)] . (4)
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E(t) = E e
−(t−t0)
2
2σ2 cos(ωt+ φ) , (5)
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where t0 and σ are the center and width of the envelope, respectively, ω is the carrier 
frequency, φ is the carrier envelope phase (CEP), and E deﬁnes both the ﬁeld strength and 
polarization direction. In some cases the pulse is so short that it is a one cycle pulse. In 
such cases the electric ﬁeld is deﬁned including a correction to ensure that no DC or low 
frequency components are present.50
With attosecond pulses, where the ﬁeld is strong and the frequency bandwidth quite 
wide, it is essential to go beyond the linear and perturbative regime and perform a real-time 
propagation of the systems interacting with the external ﬁeld. After the end of the pulse, the 
system is propagated further in time and we keep track of the time-dependent dipole moment, 
µ(t). To obtain the relevant spectra of electronic transitions, a Fourier transformation (FT) 
is then applied to the time-dependent dipole moment vector components after the pulse 
window. The modulus squared of the FT gives the power spectrum of the dipole moment. 
Note that, because the FT excludes the pulse window, what is computed is the power 
spectrum of the ﬁeld-free dipole moment and it contains information about the excitation 
energies and transition dipole moments between states present in the wave packet after the 
pulse. We found that total time-propagations of T ≥ 48 fs for LiH and of T ≥ 20 fs for ABCU 
were suﬃcient to obtain a good resolution in the peak positions and relative intensities of the
8
 
 
Note that in the last two equations all the quantities were moved from time domain to the 
more convenient frequency domain.
2.2 Ultrashort optical pulse
Based on the results for the optical absorption cross-section, we choose a set of ultrashort 
optical pulses to probe a representative range of excited states of the system. All the pulses 
are taken to have a gaussian envelope:
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dipole power spectrum. All the dipole moments in the ﬁrst 20 fs are shown in the Supporting 
Information.
2.3 TD-DFT
We use DFT and TD-DFT as implemented in the OCTOPUS code,48,51 which has an em-
phasis on solving the time-dependent Kohn-Sham equation in real-time. In OCTOPUS, the 
main quantities are discretized in a regular rectangular real-space grid. Therefore, it is pos-
sible to improve in a systematic way the convergence with respect to the grid parameters: 
the spacing between the grid points and the size of the simulation box. We found that grid 
spacings of 0.22 a.u. (LiH) and 0.32 a.u. (ABCU) and simulation boxes constructed from a 
union of spheres of radius 16 a.u. (LiH) and 18 a.u. (ABCU) centered at the nuclei are neces-
sary to converge the position of the main spectral peaks within 0.1 eV in all our calculations. 
In the case of LiH, in order to explicitly include all the electrons in the calculations we use 
Hartwigsen-Goedecker-Hutter pseudopotentials52 with all the electrons included in the va-
lence space. For ABCU, we use the standard norm-conserving pseudopotentials distributed 
with the OCTOPUS package. In the case of the time-dependent calculations, we found that 
time steps of 0.02 a.u. (LiH) and 0.05 a.u. (ABCU) were small enough to ensure the stabil-
ity of the time-dependent propagation, which in turn is carried out using the approximated 
enforced time-reversal symmetry propagator with the exponential of the Hamiltonian being 
numerically calculated using a Taylor expansion.53
The laser ﬁeld is included in the Kohn-Sham Hamiltonian in the dipole approximation. 
In such a regime, using real time propagation allows us to extract electromagnetic properties 
that go beyond the commonly used linear response Casida approach.
Several hundreds of functionals have been proposed for DFT,54 from which we have 
selected qualitatively diﬀerent representatives. The TD-DFT baseline is the local density 
approximation (LDA), which we compare here with the hybrid B3LYP functional55,56 and 
the average-density self-interaction correction (ADSIC),57 whose improved asymptotic tail
9
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tions
For comparison, the electronic dynamics is computed by solving the time-dependent Schro¨dinger
equation (TDSE) numerically in a basis of the multi-determinant ﬁeld-free electronic states
of the molecule.19,60 These states diagonalize the stationary electronic Hamiltonian. The
full electronic Hamiltonian used in the TDSE includes the coupling of the molecule with
the time-dependent electric ﬁeld of the pulse in the dipole approximation. This coupling is
therefore included to all orders, as in the TD-DFT methodology. The electronic structure of
the ﬁeld-free electronic states (energy and multi-determinant wave functions) and the tran-
sition dipole matrix elements can be obtained with any electronic structure method able to
compute a band of excited states. Here the computation of the ﬁeld free electronic states
was done using the MOLPRO61 implementation of EOM-CCSD8,9,45–47 for LiH, and CAS-
SCF10–13 for both LiH and ABCU. The CAS-SCF approach has been extensively used in
our previous work on LiH62,63 and ABCU.29 CAS-SCF is recognized to be able to describe
well static correlation eﬀects and charge transfer excited states, including doubly excited
states, provided the active space (number of electron and number of orbitals) is chosen with
care.10–13,64 For describing coherent electronic dynamics in a band of excited states, one needs
to use CAS-SCF average, which leads to systematic errors in the transition frequencies since
the energy is minimized for an average wave function over the band of electronic states.
EOM-CCSD is expected to better describe dynamic electron correlation9,45–47 and is is im-
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for the potential should be important for charge transfers and excitations. Because the 
computational cost of applying the Fock operator in real-space is considerably more than 
the use of local and semi-local DFT functionals, we limit the use of B3LYP to LiH. All 
functionals will be considered adiabatic, i.e. vxc(t) = vxc[n(t)] where n(t) is the instantaneous 
density. It has been shown that the functional should have memory and spatial non-local 
dependencies,58,59 but these are very complex and little is known about their properties.
2.4 Time-dependent propagation of multi-determinant wave func-
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plemented to get all the excited states that converge top the IP, by adding diﬀuse function 
on each atom center, see also Ref.27,28 EOM-CCSD is expected to give accurate transitions 
frequencies for singly excited states, which is the case for the LiH molecule investigated here. 
By the diagrammatic construction of the method, we expect properties related to the wave 
functions of higher excited states are also accurately described by EOM-CCSD. Since the 
transition dipoles depend on the quality of the wave functions, one of our purposes was to 
compare the values of the transition dipoles in the two methodologies. It indeed turns out 
that for LiH, CAS-SCF transitions dipoles are systematically larger than those computed in 
EOM-CCSD. There are not yet experimental results for highly excited electronic states and, 
therefore, no systematic way to judge how accurate the average CAS-SCF and EOM-CCSD 
transition frequencies and dipoles are for these states.
For the LiH molecule, a band of 40 electronic states (15Σ, 20Π, and 5∆) has been 
computed in CAS-SCF average including all the 4 electrons in the active space and 29 
orbitals (13 σ, 7π, and 2δ), in the 6-311++g(2df,2p) basis set.65 We also computed a band 
of 63 states (23 Σ, 40 Π) in EOM-CCSD methodology as implemented in MOLPRO using 
the aug-cc-pVQZ basis set, further augmented by the following diﬀuse functions (exponents 
in parenthesis): on Li, 3 s functions (0.00318, 0.001 and 0.0001), 2 p functions (0.003253 
and 0.001), 1 d function (0.0133), 1 f function (0.0226), and 1 g function (0.05); on H, 5 s 
functions (0.012815, 0.0064, 0.0032, 0.001,and 0.0001), 2 p functions (0.0424 and 0.01), 1 d 
function (0.095), and 1 f function (0.18). These very diﬀuse basis functions were added to 
describe correctly the states close the ionization potential.
For the ABCU molecule, the electronic structure of a band of 20 states has been com-
puted in CAS-SCF average in an active space of 8 electrons and 13 orbitals, and with the 
6-31++G(d,p) basis set.29
11
 
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
3 Results
3.1 LiH
The ground and excited states are computed in all approaches for nuclei ﬁxed at the experi-
mental geometry according to Ref. 66. The accessible electronic states will be of either Σ or
Π symmetry with respect to the main axis. The computed energies of the ∆ states are all
above the IP.
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Figure 1: Optical absorption cross-section of LiH as a function of energy for light polarized
parallel (top panel) and perpendicular (bottom panel) to the main molecular axis.
Table 1: Ground-state dipole moment µGS (a.u.), excitation energies ∆EGS−1Σ and ∆EGS−1Π
(eV), and transition dipole moments µGS−1Σ and µGS−1Π (a.u.) of LiH obtained with diﬀerent
methods.
Method µGS ∆EGS−1Σ µGS−1Σ ∆EGS−1Π µGS−1Π
CAS-SCF 2.10 3.11 -1.39 3.87 -1.67
EOM-CCSD 2.31 3.66 -0.93 4.63 -1.34
TD-LDA 2.21 3.05 -1.00 3.96 -1.29
TD-ADSIC 1.80 3.29 -0.86 4.74 -1.22
TD-B3LYP 2.23 3.09 -0.95 4.11 -1.25
In Fig. 1 we plot the absorption cross-section of LiH up to 9 eV obtained with diﬀerent
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methods for light polarized parallel, E�, and perpendicularly, E⊥, to the main molecular
axis. Within the dipole approximation for the ﬁeld, standard optical selection rule implies 
that only excited states with Σ symmetry are accessed with the parallel polarization, while 
only excited states with Π symmetry are accessed with the perpendicular polarization. The 
excitation energies and the corresponding transition dipole moments of the 1Σ and 1Π excited 
states are also given in Table 1. These values are directly related to the absorption cross-
section spectra, as the position of the peaks is determined by the energy of the excited states 
and the oscillator strengths are proportional to the square of the corresponding transition 
dipole moments. For the lowest excited Σ and Π states, we observe some considerable 
diﬀerences in the obtained results, especially between CAS-SCF and EOM-CCSD. Overall, 
CAS-SCF gives larger transition dipole moments, while the EOM-CCSD excitation energies 
are systematically higher by 0.5-0.75 eV. The TD-DFT excitation energies fall between those 
calculated via CAS-SCF and EOM-CCSD: TD-LDA excitation energies are very close to the 
CAS-SCF ones, while the TD-ADSIC ones are higher in energy and, for the case of the 
1Π state, almost on top of the corresponding EOM-CCSD excitation energy. TD-B3LYP 
excitation energies are slightly higher in energy than the TD-LDA ones. This is the expected 
behavior, as B3LYP includes a small fraction of Hartree-Fock, which gives excitation energies 
considerably larger than the usual (semi-)local DFT functionals. The TD-DFT transition 
dipole moments agree reasonably well with those obtained via EOM-CCSD, although they 
seem to be underestimated by TD-ADSIC. In Table 1 the ﬁeld-free ground-state dipole 
moment is also given. The CCSD ground-state dipole is in excellent agreement with the 
experimental value of 2.31 a.u.,67 while all the other methods seem to underestimate it, with 
ADSIC having the largest deviation of 22 % with respect to experiment.
For the higher lying excited states, care must be taken when analyzing the results ob-
tained with TD-LDA and TD-B3LYP. Indeed, the exchange potential of LDA has an incor-
rect asymptotic behavior (the potential decays exponentially instead of exhibiting the correct
−1/r behavior). As a consequence, the eigenvalue of the highest-occupied Kohn-Sham or-
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bital will be severely overestimated, which means that the electron occupying the HOMO 
is less bound and thus easier to photo-ionize. This, in theory, would not be a problem if 
the continuum of unbound Kohn-Sham states was accurately described. Unfortunately this 
is not the case, as that would require using a complete basis set to numerically represent 
the orbitals, which, in the case of a real-space grid, implies a simulation box of inﬁnite size. 
Therefore, in our TD-DFT simulations, the unbound Kohn-Sham states are not accurately 
described. Because the LDA ionization potential (IP) obtained from Koopman’s theorem is 
around 4.4 eV, some excited states above 5 eV have an unbound Kohn-Sham orbital pop-
ulated and are thus poorly described and strongly depend on the details of the simulation 
box. This strong dependence on the simulation box can be used to identify such states and 
we observe that the position and intensity of the TD-LDA peaks found at around 5, 5.5, 
and 7 eV change continuously with the size of the simulation box. Therefore, the qualitative 
agreement found between TD-LDA and CAS-SCF in Fig. 1 for the corresponding Σ states 
is fortuitous. Although B3LYP includes a fraction of the Hartree-Fock exchange, which has 
the correct asymptotics, this fraction is not enough to signiﬁcantly improve the value of the 
IP and the situation for the excited states above 5 eV is the same as for LDA. Note that, 
strictly speaking, this problem is not restricted to TD-LDA or to TD-DFT, but it is less 
severe for methods based on Hartree-Fock, which has the correct asymptotic behavior, or 
for xc functionals that have better asymptotics, like ADSIC. Indeed, we obtain a value of 
9.4 eV for Koopman’s IP calculated with ADSIC. For this reason we will only discuss the 
absorption cross-section obtained with TD-ADSIC, EOM-CCSD, and CAS-SCF. For both 
light polarizations we observe large qualitative and quantitative discrepancies between the 
results obtained by all the methods for the states lying above 5 eV. For the 2Σ and 3Σ excited 
states, the discrepancies between CAS-SCF and EOM-CCSD seem to be only quantitative, 
with the latter yielding higher excitation energies and lower transition dipole moments. In 
the case of TD-ADSIC, these two excited states seem to be either absent or at much higher 
energies.
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Table 2: Carrier frequencies, ω, and intensities, E� and E⊥, of the laser pulses applied to
LiH.
Pulse ω (a.u.) ω (eV) ω (nm) E� (a.u.) E⊥ (a.u.)
IR 0.0570 1.55 800 0.01 0.02
UV1a 0.1150 3.13 396 0.005 0.01
UV1b 0.1345 3.66 339 0.005 0.0025
UV2a 0.1480 4.03 308 0.01 0.005
UV2b 0.1709 4.65 267 0.005 0.0025
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Based on the absorption spectra of Fig. 1, we choose ﬁve diﬀerent excitation pulses. All 
the pulses are deﬁned using Eq. 5 with σ = 60 a.u. (ca. 1.5 fs) and φ = 0. The intensities 
and carrier frequencies are summarized in Table 2. The UV frequencies are chosen to be 
roughly resonant with the CAS-SCF and EOM-CCSD excitation energies of the ﬁrst two 
excited states (1Σ and 1Π). The intensities are chosen such that the exciting laser power is 
not so large as to remove an important fraction of an electron from the molecule. This is 
done by choosing a pulse intensity small enough to minimize the populations of the highly 
excited states obtained with CAS-SCF and EOM-CCSD during the pulse. This is crucial, 
because these states have large photo-ionization widths and once reached ionize almost in-
stantaneously.63 In particular, in our real-space TD-DFT calculations, when the excitation 
pulse input power is suﬃciently large, the electrons spread throughout the simulation box 
and can be reﬂected by the boundaries, as there is no way for them to leave the box.
Below we compare the diﬀerent ﬁeld frequencies and polarizations to show the eﬀect 
of resonance, multi photon absorption, and symmetry on the power spectrum of the dipole 
moment. According to the selection rules, for a ﬁeld polarized parallel to the main molecular 
axis, E�, the only allowed transitions are between Σ states. Therefore, the E� pulses will 
build a superposition of Σ states only. These states will be visible in the power spectrum of 
the parallel dipole moment component, µ�, while the power spectrum of the perpendicular 
component of the dipole moment, µ⊥, will be zero by symmetry. Therefore, only the power 
spectrum of µ� will be plotted for E�. In the case of a ﬁeld polarized perpendicularly to the
15
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Figure 2: (a) LiH optical absorption spectra. The frequency components of the IR ﬁeld as 
well as the same pulse with double or triple of the original frequency are shown as ﬁlled curves.
(b) Parallel induced dipole moment power spectra for the IR pulse with the ﬁeld parallel to 
the main molecular axis. (c)-(d) Parallel and perpendicular induced dipole moment power 
spectra for the IR pulse with the ﬁeld perpendicular to the main molecular axis.
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main molecular axis, E⊥, the only allowed transitions from the ground-state are to Π states.
Once Π states are populated, further transitions are possible, either to Σ or to ∆ states. 
All these transitions between states with diﬀerent symmetries will be visible in the power 
spectrum of µ⊥. The variation in time of µ� will be made of a superposition of beatings 
between states with the same symmetry. Therefore, the corresponding power spectrum will 
only contain peaks at frequencies that correspond to energy diﬀerences between populated 
Σ states or between populated Π states.
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The ﬁrst situation we consider is for low frequency IR pulses. As explained above, when 
the electric ﬁeld of the pulse is parallel to the molecular axis, only Σ states can be accessed, 
either by one or multi-photons transitions. From Fig. 2(a) we observe that the CAS-SCF, 
EOM-CCSD, TD-LDA and TD-B3LYP 1Σ states are two photon resonant with the pulse 
and the corresponding peaks are visible at around 3 eV in the power spectrum of the dipole 
parallel to the molecular axis shown in Fig. 2(b). The diﬀerence in the peak heights given by 
these methods is related to the diﬀerences in the corresponding transition dipole moments. 
The same state calculated by EOM-CCSD and TD-ADSIC is found to be higher in energy 
and thus slightly out of resonance, which explains not only the position of the peaks in the 
power spectrum, but also their reduced intensities. For the pulse polarized perpendicularly 
to the molecular axis, the Π states are accessible by one or three photon transitions. From 
the absorption spectra it is visible that the TD-ADSIC and EOM-CCSD 1Π states are three 
photon resonant, with the CAS-SCF, TD-LDA, and TD-B3LYP 1Π states close enough 
to be also accessible. As in the case of the parallel pulse, the diﬀerent relative intensities 
between the methods seen in Fig. 2(c) can be explained by how close the excited state is to 
resonance with the pulse and by the diﬀerences in the transition dipole moments. For the 
perpendicular pulse, although a direct transition from the ground-state to a Σ state is dipole 
forbidden, these states are still accessible through a two step process: photon absorption 
to get to a Π state and then re-emission or new absorption to get to a Σ state. The small 
peaks below 1 eV conﬁrm that these processes do occur, as their position corresponds to 
the energy diﬀerence between the 1Π state and the 1Σ and 2Σ states. This can be further 
conﬁrmed by looking at the power spectrum of the dipole moment along the molecular axis 
in Fig. 2(d), which tells us which Σ states are populated. It is observed that Σ states are 
populated for all methods on the same energy window, which is not apparent in the power 
spectrum of Fig. 2(c). Finally, comparing the excitation energies given by the position of 
the dipole power peaks with the excitation energies obtained from linear response (see Table 
S1 from the Supporting Information), no signiﬁcant shifts, that is, shifts larger than 0.1 eV,
17
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Figure 3: (a) LiH optical absorption spectra. The frequency components of the UV1a ﬁeld
as well as the same pulse with double the original frequency are shown as ﬁlled curves. (b)
Parallel induced dipole moment power spectra for the UV1a pulse with the ﬁeld parallel to
the main molecular axis. (c)-(d) Parallel and perpendicular dipole moment power spectra
for the UV1a pulse with the ﬁeld perpendicular to the main molecular axis.
We then considered the response to a ﬁeld resonant with the ﬁrst CAS-SCF Σ state. For
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are observed for the parallel pulse. For the perpendicular pulse shifts of around 0.1 eV are 
observed in the excitation energies of the 1Σ and 1Π states obtained with TD-LDA and 
TD-B3LYP . As mentioned in the Introduction, this type of behavior can be traced back to 
the use of an approximated exchange-correlation functional35 and has been observed in the 
literature before.25,44
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the pulse parallel to the molecular axis, we see from Fig. 3(a) that the 1Σ state is directly 
accessible and the pulse is broad enough so that this state is populated by all methods, 
despite the diﬀerences in excitation energies. We observe well-deﬁned peaks in Fig. 3(b) 
corresponding to the transition from the ground-state to the 1Σ state in all cases. As in 
the case of the IR pulse, the relative intensities of the peaks correspond to the diﬀerences 
in the transition dipole moments and, in the case of TD-ADSIC and EOM-CCSD, to the 
energy diﬀerence between excited state and the resonant pulse frequency. In the case of 
CAS-SCF, a second transition is also visible at around 6.2 eV, which corresponds to a two 
photon transition to a higher Σ state. When the ﬁeld is perpendicular to the molecular axis, 
the pulse is still broad enough to populate the 1Π state, as can be seen in Fig. 3(c), even if 
a considerable population of that state is only achieved for CAS-SCF. Because the energy 
diﬀerences between the CAS-SCF 1Π and the 3Σ states is close to the carrier frequency, a 
distinct peak can be observed at around 2.3 eV for the CAS-SCF spectra, which corresponds 
to a transition from the 1Π state to the 3Σ state. Similarly, two smaller peaks can be seen 
at around 1.4 and 3.2 eV, which correspond to transitions from the 1Π state to the 2Σ and 
4Σ states respectively. It is possible to conﬁrm that these Σ states are indeed populated, as 
the corresponding peaks can be observed at around 5 and 7 eV in the power spectra of the 
parallel dipole shown in Fig. 3(d). The same ﬁgure shows that the 2Σ and 3Σ EOM-CCSD 
states are also populated, although this is not visible in Fig. 3(c). In this case, we note 
small shifts of 0.1 eV in the excitation energies of the 1Σ state for the parallel pulse with 
TD-ADSIC and TD-B3LYP.
As can be seen in Fig. 1 and in Tab. 1, there is a diﬀerence of more than 0.5 eV in the 
excitation energy of the 1Σ state as calculated with CAS-SCF and with EOM-CCSD. Since 
this energy diﬀerence has important consequences in the relative intensities of the peaks of 
the dipole power spectrum when the pulse is resonant with the CAS-SCF state, we now apply 
a pulse that is resonant with the corresponding EOM-CCSD 1Σ state to see the eﬀect on 
the spectra. For the pulse parallel to the molecular axis, the relative intensities of the main
19
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Figure 4: (a) LiH optical absorption spectra. The frequency components of the UV1b ﬁeld 
as well as the same pulse with double the original frequency are shown as ﬁlled curves. (b) 
Parallel induced dipole moment power spectra for the UV1b pulse with the ﬁeld parallel to 
the main molecular axis. (c)-(d) Parallel and perperdicular dipole moment power spectra 
for the UV1a pulse with the ﬁeld perpendicular to the main molecular axis.
peaks of Fig. 4(b) are now inverted with respect to the CAS-SCF resonant case (Fig. 3(b)),
which is the expected result considering that it is now the EOM-CCSD 1Σ state that is 
resonant with the pulse frequency. In Figs. 4(c) and 4(d) the power spectrum of the parallel
and perpendicular components of the dipole moment are plotted in the case of the pulse
polarized perpendicularly to the molecular axis. In this case the carrier frequency of the
ﬁeld is less than 0.6 eV from resonance with the CAS-SCF, TD-LDA, and TD-B3LYP 1Π
20
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Figure 5: (a) LiH optical absorption spectra. The frequency components of the UV1a ﬁeld 
are shown as ﬁlled curves. (b) Perpendicular induced dipole moment power spectra for the 
UV2a pulse with the ﬁeld perpendicular to the main molecular axis. (c) LiH optical absorp-
tion spectra. The frequency components of the UV1b ﬁeld are shown as ﬁlled curves. (d) 
Perperdicular dipole moment power spectra for the UV2b pulse with the ﬁeld perpendicular 
to the main molecular axis.
The ﬁnal two cases considered are for UV ﬁelds resonant with the CAS-SCF and EOM-
CCSD 1Π states (Fig. 5). For a pulse parallel to the molecular axis (see Supporting Informa-
21
 
 
states, which explains why these states are considerably populated. No signatures of Π to Σ 
transitions are observed in this case, due to the ﬁeld intensity being four times smaller than 
for the previous UV1a pulse. For this pulse, no signiﬁcant shifts of the excitation energies 
are seen in the plots.
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Figure 6: Equilibrium geometry of neutral ABCU obtained from CAS-SCF.29 The molecule 
belongs to the C3 symmetry group and the main molecular axis passes by the N and C4 
atoms.
All quantum chemical calculations are performed at the equilibrium geometry of the
neutral, optimized in CAS-SCF with 8 active electron, 13 orbitals, and the 6-31++G(d,p)
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tion), the results can be deduced from the optical absorption spectra and, in this respect, are 
very similar to the previous UV1a and UV1b cases. For the pulse polarized perpendicularly 
to the molecular axis, the 1Π states are populated by one photon transitions and the cor-
responding transition is readily identiﬁed in Figs. 5(c) and 5(d). The relative intensities of 
the peaks obtained with the diﬀerent methods are again explained by the diﬀerences in the 
corresponding transition dipole moments and by how close to resonance are the excitation 
energies. Nevertheless, we note one important diﬀerence with respect to the previous cases: 
in Fig. 5(c) we observe that the excitation energies of the TD-LDA and TD-B3LYP 1Π states 
for the UV2a pulse are shifted towards higher energies by more than 0.3 eV with respect to 
the corresponding excitation energies found in the optical absorption. From all the pulses 
considered, this is the case where the largest shifts are found.
3.2 ABCU
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Figure 7: Optical absorption cross-section of ABCU as a function of energy for light polarized 
parallel (top panel) and perpendicular (bottom panel) to the main molecular axis.
The ABCU optical absorption cross section computed using CAS-SCF, TD-LDA, and 
TD-ADSIC is shown in Fig. 7. The excitation energies and transition dipole moments of
the ﬁrst nine excited states are also given in Table 3. Like in the case of LiH, the incorrect 
asymptotics of the LDA potential leads to a poor description of some of the excited states,
namely the ones above 4.5 eV. In the case of ADSIC this value is 6.4 eV. We observe that 
all the excitation energies are strongly underestimated by both TD-LDA and TD-ADSIC
when compared to the CAS-SCF results. This underestimation appears to be systematic, 
with most of the TD-LDA excited states being around 0.8 eV lower in energy than the
corresponding CAS-SCF states, while this value is 1.0 eV for TD-ADSIC. Nevertheless, in
23
 
 
basis set. As discussed in the Introduction, the electronic states of ABCU in the C3 geometry 
belong either to the A symmetry (analogous to the Σ symmetry of a diatomic molecule) or 
to the doubly degenerate E symmetry that is analogous to the Π states. Moreover, due to 
the asymmetry between the N (top) and C4 (bottom) part of the cage (see Fig. 6), ABCU
behaves as a hetero-nuclear diatomic molecule with a size of 3 A˚. ABCU is a rigid cage with
a high fragmentation energy.68
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Table 3: Excitation energies (eV), and transition dipole moments (a.u.) of selected ABCU
excited states (ES) obtained with diﬀerent methods.
Transition dipole moment (a.u.)
Excitation Energy (eV) TD-LDA TD-ADSIC CAS-SCF
ES TD-LDA TD-ADSIC CAS-SCF µx µy µz µx µy µz µx µy µz
1A 3.46 3.22 4.00 0.00 0.00 -0.02 0.00 0.00 -0.01 0.00 0.00 0.06
1E 3.75 3.51 4.52 -0.58 0.26 0.00 -0.59 0.24 0.00 0.65 0.38 0.00
2E 3.75 3.51 4.52 0.26 0.58 0.00 -0.24 -0.59 0.00 -0.39 0.65 0.00
2A 3.84 3.64 4.88 0.00 0.00 -0.39 0.00 0.00 -0.44 0.00 0.00 -0.28
3E 4.26 4.13 5.14 0.29 0.03 0.00 0.30 -0.29 0.00 -0.06 0.26 0.00
4E 4.26 4.13 5.14 0.03 -0.29 0.00 0.29 0.31 0.00 -0.26 -0.07 0.00
3A 4.39 4.22 5.39 0.00 0.00 0.23 0.00 0.00 0.25 -0.13 -0.13 0.00
5E 4.42 4.36 5.37 0.24 0.05 0.00 0.32 0.06 0.00 0.13 -0.13 0.00
6E 4.42 4.36 5.37 -0.05 0.24 0.00 -0.07 0.32 0.00 0.00 0.00 0.07
the case of the energy diﬀerences between excited states, there is a much lower deviation
of around 0.1 eV of the TD-DFT results with respect to the CAS-SCF ones. This implies
that the TD-DFT spectra are roughly shifted by 0.8-1.0 eV towards lower energies with
respect to the CAS-SCF spectra. As for the peak intensities, they seem to be systematically
overestimated with TD-LDA and TD-ADSIC, with the notable exception of the 1E and 2E
excited states, which are strongly underestimated.
Table 4: Parameters of the optical pulses applied to ABCU.
Pulse ωCAS−SCF (eV) ωLDA (eV) ωADSIC (eV) Eˆ |E| (a.u.) σ φ
IR+ 1.52 1.25 1.17 ⊥ 0.03 25 0
IR− 1.52 1.25 1.17 ⊥ 0.03 25 π
UV+ 4.90 3.84 3.62 � 0.05 30 0
UV− 4.90 3.84 3.62 ⊥ 0.02 30 π
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In this case we used four diﬀerent pulses taken from Ref. 29. In that work the authors
used CAS-SCF, and the frequencies of some of the pulses were chosen to be resonant with the 
excitation energy of the 2A excited state (4.9 eV), while some IR pulses were roughly three-
photon resonant with the 1E and 2E excited states (4.6 eV). Because of the large diﬀerences
in the excitation energies given by TD-LDA and TD-ADSIC with respect to the CAS-SCF, 
we decided to perform TD-DFT calculations with UV pulses always resonant with the 2A
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excited state and the IR pulses always three photon resonant with the 1E and 2E excited
states (for the given xc functional). All the pulse parameters are summarized in Table 4.
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Figure 8: (a) Perpendicular induced dipole moment power spectra for the IR+ pulse with the 
ﬁeld perpendicular to the main molecular axis. (b) Perpendicular induced dipole moment 
power spectra for the IR− pulse with the ﬁeld perpendicular to the main molecular axis.
The ﬁrst case we consider is the excitation by two identical IR pulses with opposite carrier
envelope phases. As shown in Ref. 29, the diﬀerence in the phases means that the density 
will be localized in diﬀerent parts of the molecule during the pulses and so the transient
dynamics will be diﬀerent, which will lead to slightly diﬀerent populations of the excited 
states. Because the pulses are polarized perpendicularly to the main molecular axis, the
excited states of E symmetry can be accessed through a multi-photon transition. Once a E
25
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The second case considered is the response to two UV pulses resonant with the 2A state,
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26
 
 
state is populated, further transitions to excited states with A symmetry become possible. 
In Fig. 8 we observe peaks between 3.5 and 4.5 eV corresponding to the 1E and 2E excited 
states, which are three photon resonant with the pulse. Other peaks can be seen at lower 
energies, which correspond to transitions from the 1E and 2E states to excited states with 
A symmetry. No signiﬁcant shifts are observed in the excitation energies obtained from TD-
DFT with respect to the ones in Fig. 7. On the other hand, large discrepancies are found for 
the relative intensities of the peaks between the diﬀerent methods. These can be partially 
explained by the diﬀerences in the transition dipole moments predicted by the diﬀerent 
methods. There are two noteworthy qualitative diﬀerences between the TD-DFT results 
and the CAS-SCF ones. First, the relative intensities of the transition from the ground-state 
to the 1E and 2E excited states with respect to the other transitions at lower energy seem 
to be inverted. This is because the transition dipole moment between the ground-state and 
the 1E/2E states in TD-DFT is underestimated. Second, TD-DFT predicts smaller changes 
than CAS-SCF in the intensity of the transitions from the 1E/2E states to the excited states 
with A symmetry when the CEP changes. As shown in Ref. 29, the opposite CEP gives rise 
to diﬀerent transient dynamics and, therefore, diﬀerent pairs of states are slightly populated 
during the pulse, which induces the change in the peaks near 1 eV. Because the transition 
dipole moments between the excited states are large, it is enough to have 0.1% of population 
in one highly excited state to observe the peak near 1 eV. This means that the observed 
diﬀerences between the TD-DFT and CAS-SCF results are not necessarily caused by large 
diﬀerences in the excited states populations. Comparing the excitation energies given by 
the position of the dipole power peaks with the excitation energies obtained from linear 
response (see Table S2 from the Supporting Information), the situation for ABCU seems to 
be somewhat worse than for LiH: shifts between 0.2 and 0.3 eV are found for the excitation 
energies of the 1,2E states for the IR+ pulse for both TD-LDA and TD-ADSIC, and for the 
IR− pulse for TD-ADSIC.
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Figure 9: (a) Parallel induced dipole moment power spectra for the UV+ pulse with the ﬁeld 
parallel to the main molecular axis. (b) Perpendicular induced dipole moment power spectra 
for the UV− pulse with the ﬁeld perpendicular to the main molecular axis.
but polarized along diﬀerent directions, and with opposite carrier envelope phases. Their 
intensities are set by Ref. 29 with a criterion to limit the occupancy of autoionizing states.
For the UV− pulse, the electric ﬁeld is polarized perpendicularly to the main molecular axis
and the allowed transitions are the same as for the previous IR pulses. In Fig. 9(b) we 
observe that the pulse considerably populates the excited states with E symmetry found
between 3.5 and 5 eV. Further transitions occur from the 1E and 2E states to excited states
with A symmetry, as can be seen in the lower part of the same spectrum. In all cases a good 
agreement is found between all methods. For the UV+ pulse, the electric ﬁeld is polarized
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parallel to the main molecular axis and the allowed transitions are to excited states with 
A symmetry. In Fig. 9(a), several small peaks can be observed between 3 and 5.5 eV, 
which correspond to transitions from the ground-state to A states. From these states further 
transitions are possible to other A states, either by further photon absorption or by emission. 
These transitions correspond to the peaks found below 3 eV. Overall the three methods give 
similar results, with CAS-SCF predicting higher intensities, as usual. The most signiﬁcant 
diﬀerence is the higher number of excited states accessible in the TD-DFT cases, which 
results in a higher number of peaks in the corresponding spectra. Concerning the excitation 
energies of the 1,2E states, like for the previous IR case, shifts of around 0.3 eV are observed
for the UV− pulse for both TD-LDA and TD-ADSIC.
4 Conclusions
We have compared the performance of EOM-CCSD, CAS-SCF, and TD-DFT methods (LDA, 
ADSIC, and B3LYP) via the simulation of real-time ultrafast electron dynamics in molecules 
excited by an attosecond pulse for frozen nuclear geometries. To compare the aforementioned 
methods we chose the power spectrum of the ﬁeld-free induced electronic dipole moment as 
a function of time, after real-time propagation. Two molecules were examined, namely LiH, 
a small but non trivial case for which EOM-CCSD is still computationally aﬀordable, and 
ABCU, a medium sized cage molecule with suﬃcient symmetry to provide distinct characters 
for the excited states and to simplify the analysis of the ﬁeld-free dipole power spectra. For 
both molecules, probing diﬀerent components of the dipole moment with pulses polarized 
in diﬀerent directions allowed us to characterize diﬀerent types of transitions between the 
states.
We ﬁnd that TD-DFT is able to qualitatively reproduce the results obtained with the 
two other methods. This happens for ﬁelds that are suﬃciently strong to take the system 
beyond the linear response regime, provided that the intensities are not strong enough for
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the system to ionize, as ionization is not considered in our framework. This latter condition 
should be carefully considered when selecting an xc functional and makes functionals with 
an incorrect asymptotic behavior less suited for practical applications. This conﬁrms the 
conclusions of Ref. 28 obtained for IR pulses. Here we also investigate UV pulses and two 
polarization directions of the electric ﬁeld. The addition of CAS to EOM-CCSD (and RPA in 
Ref. 28) to the direct time TD-DFT results gives quite a representative set of wave function 
methods. The better performance of ADSIC in the present work is similar to the long range 
corrected functionals, but does not contain adjustable parameters or imply the cost of a full 
HF exchange term in Vxc.
For the exchange-correlation functionals used in this work and for pulse intensities con-
sidered, we found almost no changes in the TD-DFT excitation energies once the excited 
states of the system start to be populated. This is in contrast with previous ﬁndings25,44 
and implies that TD-DFT calculations using simple adiabatic functionals can still be suited 
to study attosecond dynamics of small and medium sized molecules when none or little ion-
ization occurs, despite the known limitations and pathologies of such functionals. Also in 
contrast with previous studies,25,43,44 we found that TD-DFT performed equally well when 
the initial and ﬁnal states of a given transition had either similar or diﬀerent dipole moments, 
that is, the qualitative and quantitative performance of the xc functionals was not related 
to the symmetries of the states that were part of the wave-packet. For both of the molecules 
under study, and for all of the pulses considered, the attosecond molecular response depends 
principally on the transition frequencies and on the transition dipoles between the states. 
Computing this response quantitatively and reliably with TD-DFT requires improving the 
xc functional to obtain more accurate excitation energies and transition dipole moments.
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