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Abstract
The purpose of this paper is to indicate that the recently proposed Momentum
fractional least mean squares (mFLMS) algorithm has some serious flaws in its
design and analysis. Our apprehensions are based on the evidence we found in
the derivation and analysis in the paper titled: “Momentum fractional LMS for
power signal parameter estimation”. In addition to the theoretical bases our
claims are also verified through extensive simulation results. The experiments
clearly show that the new method does not have any advantage over the classical
least mean square (LMS) method.
Keywords: Least mean squares algorithm, Fractional least mean squares
algorithm, Momentum fractional least mean square algorithm.
1. Introduction
The least mean square (LMS) is one of the most widely used algorithms
in adaptive signal processing [1]. It has a number of variants to deal with
various signals and environmental conditions [2, 3, 4, 5, 6, 7, 8, 9, 10, 11].
To improve the convergence performance of the conventional LMS, different
methods have been proposed based on adaptive step-size notion [12, 13, 14, 15].
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Amongst all the variants, an important modification is the one proposed by
J. G. Proakis and is called as the momentum LMS (mLMS) [16]. Unlike the
conventional LMS where instantaneous gradient is used for weight update, in
mLMS the momentum of the gradient change is used [17]. By incorporating the
momentum of the gradient, the mLMS can achieve better convergence without
compromising the steady-state error[17, 18]. Another method proposed by Raja
et al [19], is the application of fractional calculus. Using the same method a
series of papers have been published [20, 21, 22]; claiming the improved steady-
state and convergence performance. But all these variants [19, 22, 23] have been
criticized and are shown to offer no improvement over the conventional LMS
[24, 25]. Recently, another method in the same direction is proposed named as
momentum FLMS (mFLMS) [26]. We argue that the proposed method does
not [26] improve the performance of the conventional LMS and has serious flaws
in its analysis presented in the paper. Our argument is supported by analytical
reasoning and extensive simulations.
The organization of this paper is as follows: Flaws in the design, analysis and
simulation setup of the mFLMS paper are discussed in section 2. Estimation
model, simulation setup and evaluation parameters are defined in section 3,
followed by results and discussion in section 4. Finally, the paper is concluded
in section 5.
2. Remarks on “Momentum fractional LMS for power signal param-
eter estimation ”
2.1. Design
This section focuses on the main flaws of the design of the mFLMS algo-
rithm [26]. The structure of the mFLMS algorithm follows the architecture of
the FLMS algorithm [19], thus the problems of the FLMS that are mentioned
in [24], are inherited in the mFLMS algorithm as well. Let us first rewrite the
expressions presented in [26], they will be referred in the forthcoming mathe-
matical analysis. The first equation is the weight update rule for the FLMS
algorithm presented in [26]:
wˆ(n+ 1) = wˆ(n) + µ1e(n)u(n) +
µf
Γ (2− f)e(n)u(n) |wˆ|
1−f (n). (12)
where µ1 and µf are the real positive values, defining the step-size. While f
is the fractional power in the range 0 < f < 1 and Γ represents the Gamma
function. Here, u and wˆ are the vectors defining the input and the estimated
weights of the filter respectively. The error between target and estimated out-
puts is e(n).
The key set of equations derived in [26] are given as:
wˆ(n+ 1) = wˆ(n) + v(n+ 1), (13)
v(n+ 1) = αv(n) + g(n), (14)
g(n) = µ1e(n)u(n) +
µf
Γ (2− f)e(n)u(n) |wˆ|
1−f (n), (15)
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where v(n+1) is the velocity update term defined by the momentum, α ∈ (0, 1),
and the instantaneous gradients g(n).
According to [26], Eq. (12) is the weight update equation of the Fractional
LMS algorithms [19], which uses absolute value of the weight vector primarily
to avoid complex values. However with this change, the fractional gradient
term will not be the actual gradient of the cost function. Indeed, to exploit the
fractional gradient characteristics, the complex domain information needs to be
processed accordingly and proper gradient information must be incorporated [5].
With this change of absolute value of the weight vector, the FLMS algorithm has
shown to offer no improvement compared to the conventional method [24]. Since
the mFLMS approach [26] also utilizes the absolute values of wˆ in equation (15)
avoiding the complex mathematics, the same argument is valid for this case as
well.
2.2. Convergence Analysis
There are serious flaws in the analysis section of the mFLMS algorithm,
which are listed below.
1. By employing the assumption of µf = µ1Γ (2− f) , the authors construct
the equation (16) using equation (13) to (15), as:
wˆ(n+ 1) = wˆ(n) + α [wˆ(n)− wˆ(n− 1)] + µ1e(n)u(n) |wˆ|1−f (n). (16)
However, the solved equation should be
wˆ(n+1) = wˆ(n)+α [wˆ(n)− wˆ(n− 1)]+µ1e(n)
[
u(n) + u(n) |wˆ(n)|1−f ] .
2. Even if we consider the above mentioned flaw as a typo error, the solution
from (16) to (33), are not consistent and cannot be proved under any
condition.
3. The last term in Eq. (17) should have  operator (element by element
operation), as it was used in Eqs. (15) and (16) of the paper.
4. The last term in Eq. (17) should not have one added to the last bracket,
rather the equation should be
∆wˆ(n+ 1) = ∆wˆ(n) + α [∆wˆ(n)−∆wˆ(n− 1)]
+ µ1e(n)
[
u(n) + u(n) |wopt + ∆wˆ(n)|1−f
]
.
5. Eq. (19) is incorrect because it defines the binomial formula for vectors.
The right hand side of the equation is however resulting in a scalar term
(note that all the vectors are considered to be column vectors in this
analysis).
6. The result in Eq. (23) is technically incorrect, in general the expecta-
tion of fractional power of any random variable cannot be replaced by
the expectation of its unit power and a linear operation [27]. Thus, the
expression in Eq. (23) is an approximation.
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7. The convergence analysis of the mFLMS algorithm is primarily dependent
on the evaluation of the expectation terms of the form E[∆wγ(n)] (where γ
is a fractional number). However, the analysis provided in this paper does
not provide its accurate evaluation. Instead, the authors have approxi-
mated this fractional moment using some function G without providing
its expression (see Eq. (23)). Thus, the whole convergence analysis is
vague and the stability bound derived in Eq. (33) is meaningless without
the knowledge of the function G.
2.3. Simulation Setup
In adaptive signal processing, performance comparison between algorithms
can be made on the basis of different criteria. Three important measures of
performance are: (1) Convergence rate, (2) steady-state error and (3) compu-
tational complexity. In [26, Sec. 3.1], it is already mentioned that the mFLMS
algorithm is computationally very expensive, we therefore focus only on conver-
gence and steady-state measures for our experiments.
We argue that in [26] the simulation parameters used for LMS algorithm
are not appropriate. With the learning rate of 1 × 10−3 (as adopted in [26])
the LMS algorihtm converges slowly, interestingly the graphs are shown for just
4000 iterations (see [26, Fig. 2]). For a fair evaluation, both algorithms must
be setup at either equal convergence (for steady-state performance comparison)
or equal steady-state (for convergence performance). Also if one algorithm can
perform better than the other in both aspects, then higher convergence rate at
the cost of low steady-state performance must be shown.
3. Experimental Setup
To re-evaluate the performance of the mFLMS and the conventional LMS
algorithm, we considered the same problem of power signal parameter estimation
as used in [26].
3.1. Power signal parameter estimation model
In this section an overview of the power signal estimation model is provided.
To estimate signal parameter, a sampled multi-harmonic sinusoidal signal y,
with different amplitudes and phases, is considered, i.e.,
y(n) =
N∑
k=1
ak sin(nωk + φk) + (n), (1)
where (n) is a Gaussian disturbance of zero mean and constant variance σ2,
ak, ωk and φk are the amplitude, the angular frequency and the phase shifts of
the sinusoid respectively.
With the help of the trigonometric identities, Eq. (1) can be transformed
into:
y(n) =
N∑
k=1
ak (sinnωk cosφk + cosnωk sinφk) + (n), (2)
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following the assumption made in [26], the frequencies ωk of the four sinusoids
are taken to be known, Now, Eq. (2) can be written as:
y(n) =
N∑
k=1
bk sinnωk + ck cosnωk + (n), (3)
where bk = ak cosφk and ck = ak sinφk are the unknown parameters, ak and
φk can be obtained using the following relations:
ak =
√
b2k + c
2
k φk = tan
−1 ck
bk
. (4)
The desired vector of parameters `, and the corresponding input vector are
defined as:
` = [b1, c1, b2, c2, · · · , bN , cN ]T ∈ IR2N, (5)
ψ = [sinω1n, cosω1n, sinω2n, cosω2n, · · · , sinωNn, cosωNn]T ∈ IR2N. (6)
Finally the power signal parameter estimation model is given as:
y(n) = ψT (n)θ + (n), (7)
While applying the LMS and mFLMS algorithms, the unknown parameter
θ will be treated as the weight vector and will be updated using the respective
weight update rules.
3.2. Simulation setup
We consider a composite signal of sinusoidal with four different frequencies
[28], i.e.,
y(n) = 1.8 sin(0.07n+ 0.95) + 2.9 sin(0.5n+ 0.8)
+ 4 sin(2n+ 0.76) + 2.5 sin(1.6n+ 1.1) + (n). (8)
We assume that all four frequencies used in equation (8) are known. This
assumption is the same made in [26]. The desired parameter set is defined as:
θ = [a1, a2, a3, a4, φ1, φ2, φ3, φ4]
T = [1.8, 2.9, 4, 2.5, 0.95, 0.8, 0.76, 1.1]T . (9)
3.3. Evaluation metrics
The performance of both the LMS and the mFLMS algorithm is evaluted
on two metrics: (1) mean squared error (MSE) and (2) the normalized weight
differences (NWD) defined as a fitness function δ in [26]. The NWD is given as:
NWD(n) =
||θˆ(n)− θ||
||θ|| , (10)
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where θ and θˆ are the desired and approximated parameter vectors at the nth
iteration. Another performance measure based on MSE is given as:
MSE =
1
M
M∑
i=1
(θi − θˆi)2, (11)
where M is the length of the desired vector θ, and θˆ is the final estimated vector
of parameters.
4. Results and Discussion
The LMS and mFLMS [26] algorithm are compared for three noise levels,
i.e., (σ2 = 0.3, σ2 = 0.6, and σ2 = 0.9) . Figs. 1, 2, and 3 show the learning
curves for mFLMS and LMS for respective noise levels. We setup the LMS and
the mFLMS algorithms for the same convergence performance, and compared
the steady-state performance of the two. From the Figs. 1,2 and 3, it can
be seen that under all conditions the LMS algorithm performed better than
the mFLMS. The experiments were repeated for 1000 independent rounds and
mean results for every 100th iteration was reported. For each independent
round, the weights were initialized using random values obtained from Gaussian
distribution of mean zero and variance of one. The performance of the mFLMS
algorithm is evaluated for three different values of momentum α, i.e., (α =
0.2, 0.5, 0.8) and for each value of the momentum, the algorithm is compared
for three different fractional powers, i.e., 0.25, 0.5, and 0.75. We observed
that the effect of momentum in the mFLMS algorithm is equivalent to that
of the learning rate in the conventional LMS, i.e, the increase in convergence
rate increases the steady-state error. The effect of fractional power f is also
arguable, it is shown to degrade the steady-state performance without even
improving the convergence rate. Normalized weight difference results for every
100th iteration under all 27 scenarios (3 noise level, 3 different step-sizes, and 3
different values of fractional power) are summarized in Tables 1, 2 and 3. Final
obtained values of estimation parameters and mean squared error (MSE) for
noise levels (σ2 = 0.3, σ2 = 0.6, and σ2 = 0.9) are reported in Table 4, 5 and 6
respectively.
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(a) f = 0.25.
(b) f = 0.50.
(c) f = 0.75.
Figure 1: Comparison of steady state results for σ2 = 0.30.
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(a) f = 0.25.
(b) f = 0.50.
(c) f = 0.75.
Figure 2: Comparison of steady state results for σ2 = 0.60.
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(a) f = 0.25.
(b) f = 0.50.
(c) f = 0.75.
Figure 3: Comparison of steady state results for σ2 = 0.90.
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Table 1: Performance comparison based on fitness achieved at specific iterations for σ2 = 0.302
Method α Fitness achieved at specific iterations
100 200 300 400 500 600 700 800 900 1000
mFLMS(f=0.25) 0.2 0.3218 0.0725 0.0284 0.0246 0.0243 0.0246 0.0250 0.0242 0.0250 0.0246
mFLMS(f=0.50) 0.2 0.2867 0.0628 0.0264 0.0239 0.0237 0.0242 0.0239 0.0245 0.0242 0.0242
mFLMS(f=0.75) 0.2 0.2679 0.0647 0.0257 0.0228 0.0229 0.0229 0.0229 0.0228 0.0227 0.0231
LMS(η=0.027) 0.2397 0.0619 0.0260 0.0222 0.0218 0.0222 0.0224 0.0217 0.0225 0.0221
mFLMS(f=0.25) 0.5 0.1228 0.0323 0.0319 0.0316 0.0316 0.0312 0.0316 0.0314 0.0317 0.0312
mFLMS(f=0.50) 0.5 0.1033 0.0314 0.0306 0.0311 0.0310 0.0311 0.0312 0.0313 0.0308 0.0307
mFLMS(f=0.75) 0.5 0.1044 0.0302 0.0294 0.0293 0.0295 0.0289 0.0302 0.0298 0.0292 0.0289
LMS(η=0.042) 0.1041 0.0294 0.0281 0.0279 0.0281 0.0278 0.0281 0.0279 0.0281 0.0278
mFLMS(f=0.25) 0.8 0.0572 0.0567 0.0571 0.0569 0.0553 0.0556 0.0571 0.0572 0.0564 0.0554
mFLMS(f=0.50) 0.8 0.0548 0.0525 0.0543 0.0553 0.0529 0.0525 0.0535 0.0546 0.0537 0.0524
mFLMS(f=0.75) 0.8 0.0518 0.0500 0.0505 0.0499 0.0495 0.0488 0.0502 0.0516 0.0497 0.0492
LMS(η=0.1) 0.0462 0.0466 0.0462 0.0462 0.0461 0.0464 0.0459 0.0460 0.0466 0.0464
Table 2: Performance comparison based on fitness achieved at specific iterations for σ2 = 0.602
Method α Fitness achieved at specific iterations
100 200 300 400 500 600 700 800 900 1000
mFLMS(f=0.25) 0.2 0.3108 0.0694 0.0373 0.0362 0.0366 0.0361 0.0359 0.0351 0.0355 0.0358
mFLMS(f=0.50) 0.2 0.2857 0.0676 0.0357 0.0344 0.0342 0.0344 0.0341 0.0334 0.0339 0.0340
mFLMS(f=0.75) 0.2 0.2912 0.0782 0.0354 0.0311 0.0314 0.0315 0.0313 0.0318 0.0311 0.0308
LMS(η=0.027) 0.2428 0.0656 0.0338 0.0315 0.0320 0.0316 0.0313 0.0307 0.0309 0.0307
mFLMS(f=0.25) 0.5 0.1158 0.0460 0.0459 0.0467 0.0457 0.0466 0.0458 0.0462 0.0459 0.0458
mFLMS(f=0.50) 0.5 0.1235 0.0424 0.0430 0.0421 0.0426 0.0426 0.0427 0.0420 0.0419 0.0420
mFLMS(f=0.75) 0.5 0.1198 0.0412 0.0406 0.0402 0.0400 0.0405 0.0398 0.0400 0.0394 0.0400
LMS(η=0.042) 0.1077 0.0402 0.0394 0.0400 0.0392 0.0402 0.0395 0.0398 0.0392 0.0396
mFLMS(f=0.25) 0.8 0.0797 0.0801 0.0807 0.0815 0.0804 0.0784 0.0801 0.0829 0.0801 0.0785
mFLMS(f=0.50) 0.8 0.0708 0.0724 0.0722 0.0731 0.0716 0.0718 0.0739 0.0724 0.0719 0.0712
mFLMS(f=0.75) 0.8 0.0669 0.0672 0.0697 0.0687 0.0676 0.0669 0.0680 0.0690 0.0684 0.0668
LMS(η=0.1) 0.0646 0.0653 0.0647 0.0657 0.0664 0.0652 0.0649 0.0665 0.0656 0.0654
Table 3: Performance comparison based on fitness achieved at specific iterations for σ2 = 0.902
Method α Fitness achieved at specific iterations
100 200 300 400 500 600 700 800 900 1000
mFLMS(f=0.25) 0.2 0.3273 0.0811 0.0439 0.0422 0.0422 0.0422 0.0423 0.0430 0.0426 0.0420
mFLMS(f=0.50) 0.2 0.3125 0.0815 0.0426 0.0411 0.0405 0.0404 0.0405 0.0398 0.0400 0.0404
mFLMS(f=0.75) 0.2 0.2941 0.0816 0.0410 0.0390 0.0384 0.0378 0.0385 0.0380 0.0378 0.0387
LMS(η=0.027) 0.2423 0.0693 0.0393 0.0378 0.0378 0.0380 0.0380 0.0386 0.0382 0.0378
mFLMS(f=0.25) 0.5 0.1319 0.0549 0.0547 0.0544 0.0546 0.0543 0.0543 0.0551 0.0551 0.0552
mFLMS(f=0.50) 0.5 0.1288 0.0522 0.0518 0.0516 0.0522 0.0510 0.0523 0.0523 0.0521 0.0515
mFLMS(f=0.75) 0.5 0.1248 0.0498 0.0496 0.0495 0.0489 0.0496 0.0507 0.0489 0.0497 0.0495
LMS(η=0.042) 0.1110 0.0488 0.0483 0.0481 0.0483 0.0485 0.0480 0.0490 0.0489 0.0488
mFLMS(f=0.25) 0.8 0.0944 0.0925 0.0939 0.0945 0.0933 0.0922 0.0956 0.0955 0.0951 0.0928
mFLMS(f=0.50) 0.8 0.0869 0.0880 0.0896 0.0892 0.0867 0.0880 0.0899 0.0893 0.0894 0.0856
mFLMS(f=0.75) 0.8 0.0826 0.0837 0.0854 0.0844 0.0844 0.0821 0.0849 0.0843 0.0832 0.0811
LMS(η=0.1) 0.0800 0.0794 0.0786 0.0801 0.0798 0.0799 0.0806 0.0797 0.0809 0.0794
10
Table 4: Performance comparison based on estimation error for σ2 = 0.302
Method α Adaptive parameters MSE
θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
mFLMS(f=0.25) 0.2 1.9105 2.8816 3.8812 2.5303 0.9977 0.8001 0.7639 1.1139 3.98E-06
mFLMS(f=0.50) 0.2 1.8005 2.9045 3.9970 2.5002 0.9506 0.7991 0.7598 1.1010 3.95E-06
mFLMS(f=0.75) 0.2 1.8006 2.9043 4.0026 2.5023 0.9496 0.8003 0.7599 1.1008 7.71E-07
LMS(η=0.027) 1.8017 2.9048 3.9983 2.5009 0.9505 0.7992 0.7598 1.1008 6.41E-07
mFLMS(f=0.25) 0.5 1.7999 2.8985 3.9991 2.4947 0.9500 0.7985 0.7583 1.1004 9.19E-06
mFLMS(f=0.50) 0.5 1.8005 2.9028 3.9954 2.5000 0.9519 0.8016 0.7602 1.1000 4.52E-06
mFLMS(f=0.75) 0.5 1.7986 2.9042 4.0059 2.5043 0.9501 0.8010 0.7605 1.1001 4.37E-06
LMS(η=0.042) 1.8022 2.9034 3.9975 2.5013 0.9515 0.8013 0.7600 1.0999 1.90E-06
mFLMS(f=0.25) 0.8 1.8080 2.8936 3.9853 2.5001 0.9457 0.8011 0.7614 1.1020 4.33E-05
mFLMS(f=0.50) 0.8 1.8022 2.9084 4.0051 2.5023 0.9431 0.7997 0.7628 1.0994 3.92E-05
mFLMS(f=0.75) 0.8 1.8102 2.9010 4.0079 2.5113 0.9538 0.7985 0.7611 1.1006 2.03E-05
LMS(η=0.1) 1.8083 2.9036 4.0086 2.5127 0.9514 0.7982 0.7616 1.0994 1.51E-05
True values 1.8 2.9 4 2.5 0.95 0.8 0.76 1.1 0
Table 5: Performance comparison based on estimation error for σ2 = 0.602
Method α Adaptive parameters MSE
θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
mFLMS(f=0.25) 0.2 1.7995 2.8981 4.0013 2.5030 0.9482 0.7999 0.7604 1.1011 3.94E-06
mFLMS(f=0.50) 0.2 1.7992 2.8993 4.0025 2.4998 0.9495 0.7993 0.7610 1.1022 2.43E-06
mFLMS(f=0.75) 0.2 1.8004 2.9036 4.0037 2.5012 0.9504 0.7985 0.7597 1.1003 9.96E-07
LMS(η=0.027) 1.8925 2.9328 3.7577 2.4026 0.9750 0.8300 0.7450 1.0707 9.21E-07
mFLMS(f=0.25) 0.5 1.7981 2.8967 3.9930 2.4939 0.9537 0.7989 0.7579 1.1008 1.52E-05
mFLMS(f=0.50) 0.5 1.7993 2.9015 3.9998 2.5025 0.9512 0.8001 0.7595 1.0979 7.78E-06
mFLMS(f=0.75) 0.5 1.8063 2.9002 4.0020 2.4988 0.9477 0.7990 0.7621 1.1000 7.02E-06
LMS(η=0.042) 1.8042 2.9021 3.9996 2.5007 0.9530 0.7994 0.7588 1.1003 4.20E-06
mFLMS(f=0.25) 0.8 1.8009 2.9186 3.9866 2.4943 0.9484 0.7994 0.7596 1.1051 7.35E-05
mFLMS(f=0.50) 0.8 1.8153 2.8892 3.9982 2.5124 0.9466 0.8009 0.7615 1.0984 6.53E-05
mFLMS(f=0.75) 0.8 1.8104 2.9010 4.0098 2.5102 0.9459 0.7992 0.7575 1.0927 4.81E-05
LMS(η=0.1) 1.8085 2.9238 3.9993 2.5115 0.9460 0.8009 0.7606 1.1027 3.58E-05
True values 1.8 2.9 4 2.5 0.95 0.8 0.76 1.1 0
Table 6: Performance comparison based on estimation error for σ2 = 0.902
Method α Adaptive parameters MSE
θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
mFLMS(f=0.25) 0.2 1.7970 2.8958 3.9938 2.4978 0.9490 0.8003 0.7612 1.0989 1.59E-05
mFLMS(f=0.50) 0.2 1.8022 2.9038 3.9917 2.5003 0.9507 0.7986 0.7595 1.1001 1.14E-05
mFLMS(f=0.75) 0.2 1.8029 2.9100 3.9975 2.4966 0.9494 0.7998 0.7606 1.1010 9.29E-06
LMS(η=0.027) 1.8025 2.9009 3.9986 2.5028 0.9486 0.8002 0.7612 1.0983 2.93E-06
mFLMS(f=0.25) 0.5 1.8015 2.8920 3.9919 2.4974 0.9508 0.7998 0.7603 1.1043 1.98E-05
mFLMS(f=0.50) 0.5 1.7986 2.9000 4.0045 2.4978 0.9489 0.7980 0.7600 1.0999 1.00E-05
mFLMS(f=0.75) 0.5 1.7968 2.8962 3.9955 2.5008 0.9520 0.7949 0.7620 1.0995 6.48E-06
LMS(η=0.042) 1.8076 2.8993 3.9972 2.5052 0.9498 0.7997 0.7598 1.1035 4.02E-06
mFLMS(f=0.25) 0.8 1.8053 2.8980 3.9874 2.4987 0.9571 0.8026 0.7554 1.1052 1.33E-04
mFLMS(f=0.50) 0.8 1.8131 2.8926 3.9913 2.4938 0.9550 0.7984 0.7579 1.1071 5.28E-05
mFLMS(f=0.75) 0.8 1.8284 2.9032 3.9920 2.5063 0.9593 0.7984 0.7608 1.1070 3.72E-05
LMS(η=0.1) 1.8114 2.9164 4.0052 2.5240 0.9525 0.8016 0.7574 1.1014 3.32E-05
True values 1.8 2.9 4 2.5 0.95 0.8 0.76 1.1 0
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5. Conclusion
Recently, momemtum fractional LMS (mFLMS) algorithm has been pro-
posed for the estimation of power signal parameter [26]. The algorithm is shown
to outperform the conventional LMS algorithm. The mathematical assumptions
made for a simplified derivation of the mFLMS algorithm are however invalid.
In this research, we have highlighted the discrepancies in the mFLMS algorithm
proposed in [26]. Extensive experiments have also been performed to thoroughly
investigate the merits of the mFLMS algorithm. After a careful analysis of the
experimental results, we conclude that, under no condition the mFLMS algo-
rithm is better than the conventional LMS algorithm for power signal parameter
estimation. In fact the LMS algorithm consistently performed much better than
the mFLMS yielding better convergence and steady-state performance.
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