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Two-particle scattering in graphene is a multichannel problem, where the energies of the iden-
tical or opposite-helicity channels lie in disjoint energy segments. Due to the absence of Galilean
invariance, these segments depend on the total momentum Q. The dispersion relations for the two
opposite-helicity scattering channels are analogous to those of two one-dimensional tight-binding
lattices with opposite dispersion relations, which are known to easily bind states at their edges.
When an s-wave separable interaction potential is assumed, those bound states reveal themselves as
three Feshbach resonances in the identical-helicity channel. In the limit Q→ 0, one of the resonances
survives and the opposite-helicity scattering amplitudes vanish.
PACS numbers: 72.10.−d, 72.80.Vp, 71.10.Li
I. INTRODUCTION
Since the advent of graphene,1 whose low-energy ex-
citations behave as massless and chiral Dirac fermions
propagating in two dimensions (2D),2,3 the role of elec-
tron-electron interactions has been an active research
field.4 In this context, the two-body problem in a sin-
gle layer of graphene has been studied recently.5,6 Ref-
erence 5 found that, due to the relativistic dispersion
relation of electrons in graphene, the conventional de-
coupling of center-of-momentum and relative coordinates
fails, which prevents a simple effective one-body descrip-
tion. The general case of nonzero total momentum was
barely addressed in Ref. 5 despite its potential impor-
tance for charge transport phenomena in graphene.7 The
main goal of our present work is to contribute to fill this
gap by carrying out a detailed analysis of the two-particle
scattering problem at nonzero total momentum. Like the
work of Refs. 5 and 6, the study presented here could
provide important insights on the many-body physics of
graphene.
One aspect of the two-body Dirac scattering in 2D
which has so far received little attention is its multi-
channel character. A remarkable feature of multichan-
nel scattering of particles with internal structure is the
occurrence of Fano-Feshbach resonances,8–10 extensively
studied in nuclear and atomic physics and with a wealth
of recent applications to quantum gases.11,12 In this work
we show that similar resonances appear for the two-body
problem in graphene.
II. TWO-BODY PROBLEM IN GRAPHENE
We consider the scattering of two interacting particles
moving in a perfect graphene lattice. If their crystal mo-
menta are close enough to the same Dirac point, a con-
tinuum description in a single valley suffices. Then, the
wave function Φαβ(r1, r2) for two particles has four com-
ponents, the double index α, β referring to the sublattice
(pseudo-spin) indices of particles 1 and 2 respectively. At
energy , Φαβ is governed by the Dirac equation (we use
units in which ~ = vF = 1)
Φαβ = −iσαα′ ·∇1Φα′β − iσββ′ ·∇2Φαβ′ + V Φαβ , (1)
where doubly appearing indices α′ and β′ are summed
over. The two-dimensional gradient ∇j acts on the co-
ordinate of particle j, σ is the vector of Pauli matrices,
and V = V (r1 − r2) is the two-body interaction.
Since Eq. (1) conserves the total momentum Q (mea-
sured with respect to the Dirac point), we choose to write
the wave function as follows
Φαβ(r1, r2) = e
i[Q·(r1+r2)/2−t]Ψαβ(r1 − r2) . (2)
As the center-of-mass and relative motions of two parti-
cles in a graphene lattice do not factorize,5 the relative
wave function Ψαβ(r1 − r2) depends on the total mo-
mentum Q, which appears as a parameter in the relative
two-body problem.
The Fourier transform of the relative wave function is
the four-component vector Ψ(q), where q is half the rela-
tive momentum, hereafter expressed in complex notation
(q → q ∈ C and Q → Q ∈ R+ without loss of general-
ity). In the helicity representation (see Appendix A), the
Dirac equation (1) reads
Ψ(q) = K(q)Ψ(q)+
1
Ω
∑
q′
V (q, q′)U†(q)U(q′)Ψ(q′) , (3)
where Ω is the area. The 4 × 4 matrices K(q) and U(q)
are implicit functions of the total momentum Q. We
choose to work in the valley where energy and helicity
have the same sign. The kinetic energy K(q) is given by
the diagonal matrix
K(q) =
 |q+|+|q−| |q+|−|q−|−|q+|+|q−|
−|q+|−|q−|
 ,
(4)
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2with q± = Q/2±q the momentum of the electrons, where
we use units ~ = vF = 1. The unitary matrix U(q) =
Ud(q)R
† is related to the transformation from sublattice
coordinates to helicities and consists in
Ud(q) = exp(−iθ+σ3/2)⊗ exp(−iθ−σ3/2)
R = exp(−ipiσ2/4)⊗ exp(−ipiσ2/4), (5)
σi being the Pauli matrices and θ± = arg(q±). Finally,
V (q, q′) is the interaction matrix element for the two-
particle scattering process. It is independent of Q and
the helicity indices.
The kinetic energy  lies in three non-overlapping in-
tervals for the four possible helicity channels: (−∞,−Q)
for channel (−−), (−Q,Q) for channels (+−) , (−+), and
(Q,∞) for channel (++). Thus, the elastic collision of
two electrons in graphene poses a multichannel problem,
with the important peculiarity that, unlike in atomic
multichannel scattering, open channels close when en-
ergy crosses thresholds. We note that, in the isotropic
limit, Q → 0, the central energy interval collapses to a
point at  = 0, which results in a nontrivial scattering
problem.
Because the two opposite-helicity channels have a
bounded energy range, we expect that resonances may
appear in the (−−) or (++) channels (|| > Q). These
resonances are due to virtual transitions into quasi-bound
states of the (+−) , (−+) channels (|| < Q), which would
be true bound states in the absence of coupling between
channels. This is the same mechanism which underlies
Fano-Feshbach resonances in atomic and nuclear physics.
What is unique to the resonances encountered here is the
absence of particle internal structure and the fundamen-
tal sensitivity to the absolute motion.
A. Symmetries
Negative and positive energies are related by a simple
symmetry operation. Consider the matrix m1 = σ1 ⊗
σ1, which interchanges the helicities of both particles. It
commutes with U†(q)U(q′) and anticommutes with K(q)
in Eq. (3). Thus, applying the transformation m1 and
changing the sign of the interaction V (q, q′) is equivalent
to changing the sign of the energy. Thus, we may restrict
ourselves to positive energies in the rest of this work.
The present problem lacks parity, rotation and time-
reversal symmetry. However, we identify two relevant
symmetries:
(i) Permutation of the two colliding particles P12. This
exchange operator can be written as P12 = Pˆm12, where
Pˆ qPˆ = −q, and m12 interchanges the pseudo-spin com-
ponents and (because [m12,R] = 0) helicities (+−) ↔
(−+). It is easy to prove that [P12,K] = [P12,U] = 0.
Therefore, if the interaction has the symmetry V (q, q′) =
V (−q,−q′), then P12 commutes with the Hamiltonian.
(ii) Reflection at the x-axis Px = Pˆxm3, where
PˆxqPˆx = q
∗, and m3 = σ3 ⊗ σ3. If V (q, q′) = V (q∗, q′∗),
then Px commutes with the Hamiltonian.
We will classify the scattering states according to these
symmetries later.
B. T -matrix equation and solution
We consider a purely s-wave separable potential
V (q, q′) = λ0 hereafter, such that both symmetries are
fulfilled. We will find that even in this simple case, the
scattering amplitude displays a rich structure. The T -
matrix equation for the two-body scattering problem for-
mulated in Eq. (3) satisfies
T(z; qf , qi) = W(qf , qi)
+
1
Ω
∑
q
W(qf , q)G0(z; q)T(z; q, qi) , (6)
where W(q, q′) = λ0U†(q)U(q′) incorporates interaction
and pseudo-spin rotation, and G0(z; q) = (z − K)−1 is the
unperturbed propagator. Introducing an upper cutoff pc,
the solution of Eq. (6) is
T(z; qf , qi) = U
†(qf )
[
λ−10 −M(z)
]−1
U(qi) , (7)
with
M(z) =
1
4pi2
∫
|q|<pc
d2qU(q)G0(z; q)U
†(q) .
Note that, thanks to the separable s-wave potential, this
solution is exact.
III. RESULTS
In the q-plane, the curves of constant kinetic energy
are either homo-focal ellipses [channels (++) and (−−),
for || > Q] or homo-focal hyperbolae [channels (+−)
and (−+), for || < Q], which cross at right angles. This
suggests the use of elliptic coordinates (see Appendix C).
Specifically, the transformation q = (Q/2) cosh (u+ iv),
with u ≥ 0 and −pi < v ≤ pi, renders the kinetic energy
separable,
K(q) = Q
 coshu cos v − cos v
− coshu
 . (8)
The v-dependence of the kinetic energy in the two cen-
tral channels (+−) , (−+) resembles the dispersion rela-
tion of a Bloch wave in a tight-binding chain with nearest-
neighbor hopping and v playing the role of crystal mo-
mentum. In this picture, we would expect the interac-
tion V to play the role of an impurity potential that can
nucleate bound states lying outside the band (−Q,Q),
where they become resonances for the outer (−−,++)
channels with incoming energy || > Q. Mathematically,
3this translates into the appearance of poles for the outer-
channel propagators in the lower part of the complex-
energy plane, and hence in the z-dependence of the T -
matrix (7).
The matrix M(z) in Eq. (7) can be computed by intro-
ducing elliptic coordinates. It becomes of the form
M =
[
A B
Bᵀ A
]
, A =
[
d a
a d
]
, B =
[
a b
c a
]
, (9)
where a, b, c, d are complex functions of z, Q, and pc
and are given in Appendix C. The matrix M(z) inher-
its the symmetries P12 and Px of the scattering prob-
lem Eq. (3): M(z) commutes with both m12 and m1 =
R†m3R = σ1 ⊗ σ1. The eigenvectors can be classified as
symmetric and antisymmetric under m12 and m1, which
defines corresponding eigenspaces of the T -matrix Eq. (7)
(with respect to P12 and Px). In the antisymmetric
eigenspace of m1, two eigenvectors vᵀa = (0, 1,−1, 0)/
√
2
and vᵀs = (1, 0, 0,−1)/
√
2 of M(z) with eigenvalues
d(z) − c(z) and d(z) − b(z) are found which are anti-
symmetric and symmetric under m12, respectively. In
the symmetric eigenspace of m1, two eigenvectors of the
form vᵀs±(z) = [a±(z),±b±(z),±b±(z), a±(z)] are found,
both being also symmetric under m12. All eigenvectors
are normalized as vᵀi (z)vj(z) = δij . The explicit formu-
lae for a±/b± are given in Appendix C. In the basis of
eigenstates of m12 and m1, we can write[
λ−10 −M(z)
]−1
=
∑
j=a,s,s±
tj(z)vj(z)v
ᵀ
j (z) . (10)
The eigenvalues of the T -matrix, tj(z), are functions
of a, b, c, d and can be calculated to be
1
ta(z)
=
1
λ0
+
Q
8pi
h(x)g(x) , (11a)
1
ts(z)
=
1
λ0
+
Q
4pi
[
Γ2cρ(x) +
1
4
h(x)g(x)
]
, (11b)
1
ts±(z)
=
1
λ0
+
Q
8pi
[
Γ2c
ρ(x)
(
x∓√x2 + 3 )− 1
h(x)
+
1
4
h±(x)g(x)
]
, (11c)
where x = z/Q, h(x) =
√
x2 − 1, g(x) = ln(4Γc) −
ln [x+ h(x)] + i(pi/2) sgn [Im(x)], Γc = pc/Q, ρ(x) =
h(x)− x, and finally
h±(x) =
1
h(x)
[
x2 + 1± h(x) + x
[
3 + x(2 + x2)ρ(x)
]
√
x4 + 2x2 − 3 ρ(x)
]
.
For |x| < 1, the usual analytical continuation √x2 − 1→
i
√
1− x2 is implied. For ts±(z), we have shown only the
leading behavior in the cutoff, which is sufficient for the
low-energy region considered here.
To compute the scattering amplitudes, we must con-
sider on-shell expressions, thus letting z = + i0+ where
the dependence of  on the initial and final momenta is
channel specific. For example, for (++) scattering one
has  = |qi+|+ |qi−| = |qf+|+ |qf−|.
A. Non-resonant scattering
Due to the quadratic dependence on the cutoff of t−1s
and t−1s±, for most energies within the relevant region
  pc the collision will be dominated by the antisym-
metric (in P12) element alone, |ta|  |ts±|, |ts|. By using
Eq. (11a) and the projector element from Eq. (D1), we
can derive the final formula for the scattering amplitude
for two particles colliding in the antisymmetric mode of
the (++) incoming channel
T++,++
(
+ i0+; qf , qi
)
=
1
2
sin
[
(θf− − θf+)/2
]
sin
[
(θi− − θi+)/2
]
λ−10 +
1
8pi
√
2 −Q2
(
ln 4pc
+
√
2−Q2 + i
pi
2
) . (12)
B. Feshbach resonances
As can be guessed from Eq. (11), the symmetric diag-
onal T -matrix elements are relevant only when the real
part of their inverses is very small, Re
(
tj(z)
−1) ' 0.
However, for the (+−) and (−+) channels (|x| < 1), be-
cause in that case Im
(
tj(z)
−1) scales with p2c and thus
is always large, the symmetric T -matrix element will be
very small. By contrast, for the two (|x| > 1) channels
[(++) if λ0 > 0 and (−−) if λ0 < 0], the possibility
of a sharp resonance exists since Im (g(z)) is small and
independent of pc.
It follows from Eq. (11) that, by just taking into ac-
count the dominant quadratic dependence on the cut-
off, the equation Re
(
ts(zs)
−1) = 0 can be satisfied at
xs ≡ s/Q if
λ0p
2
c/4piQ = −1/ρ(xs) . (13a)
Similarly, in the case of ts±(z) given by Eq. (11c), the
location of the resonance is given by
λ0p
2
c
4piQ
=
2
√
x2s± − 1
1− ρ(xs±)
(
xs± ∓
√
3 + x2s±
) . (13b)
As shown in Fig. 1, the solutions xj of Eqs. (13) are
monotonically growing, positive functions of λ0p2c/4piQ
that start at 0, 1, 2, for j = s−, s, and s+, respectively.
Consequently, the interaction strength λ0p2c/4piQ must
equal or exceed the thresholds cs− = 0, cs = 1, and
cs+ = 2 for the corresponding resonances to occur. The
asymptotics for xj  1 are
xj ' bj λ0p
2
c
4piQ
, bs− = 1 , bs = bs+ =
1
2
. (14)
Thus, for the resonance to occur and the resulting res-
onance energy to lie in the region where the approxi-
mations are valid (j  pc), the following condition is
4 0
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FIG. 1. Location of the (asymmetric) resonances Eq. (11),
defined by the condition Re[tj(xjQ)−1] = 0.
necessary and sufficient
cjbj
Q
pc
< bj
λ0pc
4pi
 1 . (15)
In this situation the inclusion of the other sub-dominant
real part only shifts the position of the resonance by a
negligible amount. By Taylor expanding tj(z)−1 near the
resonance, one arrives at a Breit-Wigner form
tj(z) ≈
√
WjΓj
2pi
1
z − j + iΓj/2 , j = s, s+, s− , (16)
with weight Wj and width Γj . For j = s, the results are
rather simple, Γs ' λ0
(
2s −Q2
)
/16 and Ws ' 32piλ0.
The ratio Γs/s < λ0s/16 1 is very small, implying a
narrow resonance. For j = s±, the formulas are lengthy.
From their width shown in Fig. 2(a) (along that of j = s)
one concludes that the Breit-Wigner form survives; hence
they are narrow as well. The weight of all resonances are
shown in Fig. 2(b).
The contribution of the resonance s to the scattering
amplitude near the resonance reads
T++,++
(
+ i0+; qf , qi
)
' 1
2
ts() sin
[
(θf− + θ
f
+)/2
]
sin
[
(θi− + θ
i
+)/2
]
. (17)
The expressions for the other two resonances s± are much
more involved.
The fact that these resonances are of the Fano-
Feshbach type is confirmed by a simple computation in
which one neglects the coupling between channels. Then,
precisely at the energy given in Eq. (13a), one finds a
bound state for the symmetric (+−) and (−+) chan-
nel. Once the inter-channel coupling is included, this
bound state turns into a sharp resonance. This is exactly
the same mechanism underlying the appearance of Fano-
Feshbach resonances. Close to the resonance energy, the
incoming particle pair, say, in the symmetric subspace of
the (++) channel with λ0 > 0 virtually jumps into the
quasi-bound state in the symmetric subspace of the (+−)
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FIG. 2. Width Γj and weightWj of the symmetric resonances,
defined via 2pi|tj(z)|2 = WjΓj/[(z − j)2 + Γ2j/4] repulsive
interaction λ0 > 0. The relative width Γj/j shown in (a) is
measured in units of Γ−2c  1, i.e., the resonances are always
narrow.
and (−+) channels. However, unlike in atomic Fano-
Feshbach resonances, the neglect of inter-channel cou-
pling is not a good approximation in the present problem
mostly because of the locality of the interaction, which
strongly mixes the channels. This explains why the other
two resonances are not obtained from the same type of
reasoning.
The present approach makes a poor prediction about
the resonant energies because of their strong dependence
on the cutoff. In fact, for this model λ0p2c/4pi = piV0,
where V0 is the interaction at the origin in real space. We
can restore units to show that the dimensionless parame-
ter which controls all the characteristics of the resonances
is nothing but the ratio of energies piV0/~vFQ. On the
other hand, the relative characteristics of the resonances
can be shown to be insensitive to variations in the high-
momentum content of the interaction if restricted to be
of the form V (q, q′) = λ0f(|q|)f∗(|q′|). Specifically, it can
be proven that Eqs. (13) remain valid provided that p2c is
replaced by a single function of an effective momentum
cutoff. This means that for this restricted set of inter-
actions, once a resonance is given, the properties of the
other two are independent not only of the cutoff but also
of the other model parameters. One could object that
total momentum is not strictly conserved for separable
interactions. However, momentum conservation does not
have to be conserved beyond the Dirac approximation,
when umklapp processes in the electron interaction as
5well as finite bandwidth effects are taken into account.
C. Isotropic limit
The isotropic limit for the (++) channel can be ob-
tained immediately from the previous formulae. One has
to remember that in this limit, θ+ − θ− → pi, and we
take   Q. Some degeneracy of the T -matrix must
be taken into account but the calculation is otherwise
straightforward. We give here the result for the scat-
tering amplitude of two particles colliding in the (++)
channel
T++,++
(
+ i0+; qf , qi
)
=
1
2
[
1
λ−10 +

8pi
(
ln 2pc + i
pi
2
)
+
cos (αf − αi)
λ−10 − p
2
c
8pi +
z
16pi
(
ln 2pc + i
pi
2
)] , (18)
where αi,f ≡ arg(qi,f ).
The first term is similar to that encountered in the one-
body scattering by an impurity (see Appendix B), with
a smooth behavior as a function of energy. By contrast,
the second term is specific of two-body scattering and
displays a sharp resonance provided the second condition
in Eq. (15) is fulfilled. The well defined limits for the
position and the width of the resonance are r ' λ0p2c/8pi
and Γ ' λ02r/16.
On the other hand, the isotropic limit in the (+−)-
(−+) channels is more delicate. As the kinetic energy
range collapses to a point, we have to use a different
approach. Here we fix the incoming momenta and let
Q→ 0. This implies that the energy has to vanish as well,
with  ∼ Q cosαi and qi = |qi| exp(iαi). This implies
that cosαf = ± cosαi because of the possible helicity
flip, but there is no restriction on |qf |.
The leading behavior for the scattering amplitudes in
these channels is ta() ∼ Q2 while ts() and ts±() scale
as Q/p2c , which clearly shows that scattering amplitudes
vanish in this isotropic limit (see Appendix E). A possi-
ble explanation for this fact relies again on the analogy
with the tight-binding Hamiltonian. The Q → 0 limit
can be seen as the limit in which the width of the band
becomes very narrow. The effective mass of the tight-
binding particles increases without limit, meaning that
any state prepared with a given lattice momentum qi
will suffer very little scattering.
IV. CONCLUSIONS
We have identified an analogy between the two-particle
scattering in graphene and the Fano-Feshbach effect in
atomic and nuclear physics. As an example, the case of a
s-wave separable potential has been fully analyzed. A set
of resonances has been found whose origin is traced back
to virtual transitions into closed channels. Our study
establishes a connection between the fields of electronic
interactions in graphene and Fano-Feshbach resonances
in cold atom systems.
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Appendix A: Dirac equation in graphene
Free Dirac equation. We use units in which ~ = vF =
1 and the Einstein summation convention on repeated
indexes, unless the repeated index appear at both sides
of the equation, being orphaned in only one of the sides.
Indexes given by the first letters of the Greek alphabet,
α, β, . . . = ↑, ↓, refer to pseudo-spin (sub-lattice quantum
number), those with Latin letters, j, k = 1, 2 ≡ x, y, will
run in 2D-Euclidean space and those with late letters of
the Greek alphabet, σ, τ, . . . = +,−, refer to the helic-
ity of the particle. The single-valley one-particle Dirac
equation in graphene in real space reads
i ∂tψα(r, t) = −i ∂jσjαβψβ(r, t) + V (r)ψα(r, t) , (A1)
where r = (x, y) and σj , j = 1, 2, 3 denote the Pauli
matrices.
When V (r) = 0, the plane wave solutions can be cho-
sen as ψα(r, t) ∼ wασ(k) ei(k·r−t), where k is the mo-
mentum and  = σ|k| is the energy. The columns of
w(k) are normalized spinors and satisfy
kjσ
j
αβwβσ(k) = σkwασ(k). (A2)
Orthonormality and completeness for the spinors read
w†(k)w(k) = w(k)w†(k) = 1. Specifically, we chose the
spinors as in Ref. 3:
w(k) =
1√
2
(
e−iθk/2 e−iθk/2
eiθk/2 −e−iθk/2
)
, (A3)
with k = k (cos θk, sin θk). For later use we collect some
useful formulas here
w†(k1)w(k2) = ei(θ1−θ2)σ
1/2 = u†(k1) u(k2) ,
u(k) = w(k)σ1 = e−iθkσ
3/2 eipiσ
2/4 = ud(k) r
† .
Normalized solutions of the one-particle Dirac equation
will be written in real and Fourier spaces, and helicity or
6pseudo-spin basis, as
ψα(k, t) = wασ(k)ψσ(k, t) =
1√
Ω
∫
Ω
d2r ψα(r, t) e
−ik·r,
ψσ(k, t) = w
†
σα(k)ψα(k, t),
ψα(r, t) =
1√
Ω
∑
k
ψα(k, t) e
ik·r . (A4)
Interaction potential. The potential V (r) is assumed
to be spherically symmetric and short ranged. The
Fourier transform reads
V (k,q) =
∫
Ω
d2r e−i(k−q)·rV (r)
=
∞∑
l=−∞
eil(θq−θk)Vl(k, q) , (A5)
with
Vl(k, q) = 2pi
∫ ∞
0
dr r V (r) Jl(kr) Jl(qr) ,
where Jn(z) is the Bessel function of integer order. A sep-
arable s-wave approximation, which dominates low en-
ergy scattering, is used through out this work Vl(k, q) '
λlk
lql, namely V (k,q) ' λ0. This approach is valid for
k, q  1/a, a being the range of the potential. Therefore,
the action of the potential on the wave function V (r)ψ(r)
is expressed in momentum space as (1/Ω)
∑
q λ0ψ(q)
within this approximation.
Appendix B: Scattering by a separable s-wave
impurity
Here we solve the scattering problem for a single elec-
tron at very low energies using the s-wave separable ap-
proximation. The obtained T -matrix shows the leading
behavior at low energies for short range impurities. We
start from (A1), as written in momentum space and then
transformed to helicities. For a separable potential the
result is
i ∂tψσ(k, t) = σkψσ(k, t) +
λ0
Ω
(
eiθkσ
1/2
)
σσ′
×
∑
q
(
e−iθqσ
1/2
)
σ′τ
ψτ (q, t) . (B1)
The corresponding T -matrix equation will be written as
T(z;k1,k2) = λ0 e
i(θk1−θk2)σ1/2
+
1
Ω
∑
q
W(k1,q)G0(z;q)T(z;q,k2) , (B2)
where G0(z;q) is the diagonal propagator, whose ele-
ments are given by 1/(z − σq).
The solution to (B2) for an s-wave separable po-
tential can be sought in the form T(z;k,q) =
eiθkσ
1/2T(z) e−iθqσ
1/2 where, after substitution of this
ansatz in (B2) and solving for T(z), we get the solution
T(z) =
[
λ−10 −M(z)
]−1
with
M(z) =
1
(2pi)
2
∫ pi
−pi
dθe−iθσ
1/2
[∫ pc
0
dk kG0(z;k)
]
eiθσ
1/2 ,
where pc is a cutoff on the order of the smallest of the
inverse of potential range 1/a or the inverse of the lattice
spacing 1/b. When |z|  pc, Re(z) > 0, Im(z) > 0 the
solution for the full T -matrix is found to be
T(z;k1,k2) =
1
λ−10 − z2pi
[
ln zpc − ipi2
] [ C12 iS12
iS12 C12
]
,
(B3)
where for brevity we define C12 = cos(θ1/2 − θ2/2) and
S12 = sin(θ1/2− θ2/2)
Appendix C: Elliptic coordinates
In this appendix, the momentum q = qx + iqy ∈ C
and we will write explicitly |q| for the modulus. The
total momentum is, by convention, real and positive, Q >
0. The transformation to elliptic coordinates reads q =
(Q/2) cosh(u + iv) with u ≥ 0 and −pi < v ≤ pi (see
Ref. 13).
All integrals needed in the main text are of the form∫ uc
0
du
∫ pi
−pi
dv
Q2
4
| sinh (u+ iv) |2ein+θ+ein−θ−
×
{
1
z ±Q cos(v) ,
1
z ±Q cosh(u)
}
, (C1)
where n± = 0,−1, 1 and
eiθ+ =
cosh
(
u+iv
2
)
cosh
(
u−iv
2
) , eiθ− = − sinh (u+iv2 )
sinh
(
u−iv
2
) .
The results after integration are collected in Table I.
The cutoffs in the different coordinate systems are cho-
sen as pc = (Q/2) sinhuc, uc ' ln(4pc/Q) and therefore
(1/4) sinh (2uc) = 2p
2
c/Q
2 +O(1).
Using Table I, we find the integrals a, b, c, d of the
main text as follows
a(z) =
1
16piQh
(
z
Q
) [2p2cρ( zQ)+ zQ2 g( zQ)
]
,
b(z) =
1
16piQh
(
z
Q
) [2p2cρ2( zQ)− Q22 g( zQ)
]
,
c(z) =
1
16piQh
(
z
Q
) [2p2c + (z2 − 3Q22
)
g
(
z
Q
)]
,
d(z) =
1
16piQh
(
z
Q
) [2p2c − (z2 − Q22
)
g
(
z
Q
)]
, (C2)
7(n+, n−)
∫ pi
−pi dv | sinh (u+ iv) |2ein+θ+ein−θ−
∫ uc
0
du | sinh (u+ iv) |2ein+θ+ein−θ−
(0, 0) pi
(
2 sinh2 u+ 1
)
Is2 + uc sin
2 v
(0,±1) pi coshu −Is2 cos v + Ic1 sin2 v
(±1, 0) pi coshu Is2 cos v + Ic1 sin2 v
(±1,±1) pi −Ic2 cos (2v) + uc cos2 v
(±1,∓1) −pi (2 sinh2 u− 1) −Is2 + uc sin2 v
TABLE I. Table of integrals for the evaluation of Eq. (C1). The imaginary parts drop out from the second column and are
not shown in the third because they are odd in v. Here we have defined Is2 =
∫ uc
0
du sinh2 u = (1/4) (sinh (2uc)− 2uc) '
2p2c/Q
2 − uc/2, Ic2 =
∫ uc
0
du cosh2 u = (1/4) (sinh (2uc) + 2uc) ' 2p2c/Q2 + uc/2, and Ic1 =
∫ uc
0
du coshu = sinhuc = 2pc/Q.
where ρ(x), h(x) and g(x) are defined in the main text
after Eq. (11). The leading term in the cutoff is pro-
portional to p2c . The function g(z/Q) is a correction of
logarithmic order.
The eigenvalues and eigenvectors of the matrix
M, which consists of the expressions given in (C2),
are given in the main text [before Eq. (10) and
in Eqs. (11)], except for the eigenvectors vᵀs±(z) =
[a±(z),±b±(z),±b±(z), a±(z)]. The ratio of the entries
reads
a(z)±
b(z)±
=
b(z)∓
a(z)∓
=
√
1 +
c(z)− b(z)
4|a(z)| ±
c(z)− b(z)
4|a(z)| ,
(C3)
where, according to Eqs. (C2), c(z)−b(z) > 0 and a(z) <
0 for z > Q.
Appendix D: Projectors for s, s+, and s−
In Eq. (17) of the main text, we have considered the
(++)-(++) component of the asymmetric projector ma-
trix
(
U†(q)vavᵀaU(q
′)
)
++,++
≡ Xa(q, q′), with the result
Xa(q, q
′) =
1
2
sin
(
θ− − θ+
2
)
sin
(
θ′− − θ′+
2
)
. (D1)
Close to the resonances (see Sec. III B), we need also the
symmetric projectors. There, we find
Xs(q, q
′) =
1
2
sin
(
θ− + θ+
2
)
sin
(
θ′− + θ
′
+
2
)
, (D2)
Xs±(q, q′) =
[
a±(z) cos
(
θ−+θ+
2
)
∓ b±(z) cos
(
θ−−θ+
2
)]
×
[
a±(z) cos
(
θ′−+θ
′
+
2
)
∓ b±(z) cos
(
θ′−−θ′+
2
)]
,
where a±(z) and b±(z) are assumed to be normalized
such that 2(a2±+ b2±) = 1. In the isotropic limit (Q→ 0)
the expression a(z)+/b(z)+ = b(z)−/a(z)− in Eq. (C3)
tends to infinity. So, we have a+ → 1/
√
2, b+ → 0,
a− → 0, and b− → 1/
√
2, such that the above expression
simplifies to
Xs±(q, q′)→ 1
2
cos
(
θ− ± θ+
2
)
cos
(
θ′− ± θ′+
2
)
. (D3)
Appendix E: Isotropic limit Q→ 0
(++) scattering channel. As discussed in the main
text, the isotropic limit for this situation can be obtained
by Q → 0 leaving   Q fixed. This limit is straight-
forward from Eqs.(11). Rotational symmetry makes the
states s, s− degenerate. The space spanned by vs, vs+
has (1, 0, 0, 0) and (0, 0, 0, 1) as basis vectors. The state
s− has a very simple spinor, vs− = (0, 1, 1, 0)/
√
2, but it
is projected to zero in the (++) channel.
(+−), (−+) scattering channels. The limit we con-
sider in this situation is with fixed incoming momenta,
so  ∼ Q cos(θi), being qi = |qi|eiθi the incoming momen-
tum. We here make a definite assumption of entrance in
(+−) and such that 0 ≤ θi ≤ pi/2, in order to ease the
notation. After a long but straightforward computation,
the dominant (Q→ 0) on-shell scattering amplitude ele-
ments are found to be
ta = ± λ0Q
2
2|qiqf | sin(qi) sin(qf ) ,
ts = −2piQe
iθi
p2c
sin(qi) sin(qf ) ,
ts+ = ± 4piQ
p2cf+(θi)
,
ts− =
4piQ
p2cf−(θi)
cos(qi) cos(qf ) , (E1)
with
f±(θ) = cos(θ) + i
[
2 csc(θ)− sin(θ)]
±i
√
3 + cos2(θ) csc(θ)e−iθ ,
where the sign ± is chosen according to cos(θi) =
± cos(θf ).
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