Most routers on the Internet employ a ÿrst-in-ÿrst-out (FIFO) scheduling rule to determine the order of serving data packets. This scheduling rule does not provide quality of service (QoS) with regards to the di erentiation of services for data packets with di erent service priorities and the enhancement of routing performance. We develop a scheduling rule called Weighted Shortest Processing Time-Adjusted (WSPT-A), which is derived from WSPT (a scheduling rule for production planning in the manufacturing domain), to enhance router QoS. We implement a QoS router model based on WSPT-A and run simulations to measure and compare the routing performance of our model with that of router models based on the FIFO and WSPT scheduling rules. The simulation results show superior QoS performance when using the router model with WSPT-A. ?
Introduction
Routers in the Internet are necessary to support networking and data communication. A router receives data packets from sources on the Internet at its input port(s) and sends them out to requested destinations through its output port(s). Because a router's data transmission rate is limited by available bandwidth, it typically uses a bu er or queue of limited storage capacity to keep incoming packets awaiting service. Packets are removed from the queue for servicing when bandwidth becomes available. If a data packet arrives at a router when its queue is full, the packet is dropped. Most routers on the Internet today use the ÿrst-in-ÿrst-out (FIFO) scheduling rule to determine the order in which queued packets will be served [1] . By this rule, the ÿrst data packet to arrive at a router is placed at the front of its queue, and is then ÿrst to be removed for servicing.
Quality of service (QoS) requires the di erentiation of services for data packets with di erent priorities and the enhancement of performance metrics, such as delay, packet loss, throughput, and so on [2] [3] [4] [5] [6] [7] [8] . Various kinds of network applications run on the Internet, including email, web browsing, teleconferencing, IP telephony, etc. Data packets for these applications have varying characteristics and QoS requirements. For example, some applications place no 'hard' constraints on delay. Others, such as audio and video applications, are time-dependent and place strict constraints on delay and packet loss. QoS on the Internet requires that data packets with di erent QoS requirements are provided di erentiated services based on those requirements. The FIFO scheduling rule provides services to data packets based on their arrival times without consideration of their QoS requirements. Moreover, if we consider the scheduling of services for data packets as a job scheduling problem, theories for job scheduling in the manufacturing domain show that FIFO does not achieve optimization of job scheduling performance with regard to QoS performance metrics [9] . Thus, Internet routers using FIFO scheduling do not provide QoS.
Several QoS architectures for the Internet have been proposed, including Integrated Service (IntServ) and Di erentiated Services (Di Serv) [2] [3] [4] [5] [6] [7] [8] 10] . IntServ provides QoS on a per-ow basis. An end-to-end (source-to-destination) bandwidth reservation is required to ÿrmly guarantee service to an individual data ow. The implementation of IntServ requires the support of a range of complex mechanisms, such as packet scheduling, packet classiÿcation, admission control, and path reservation. IntServ is not scalable because of the management overhead required to maintain the state of each ow. Therefore, it is not practical for the Internet, which carries a large number of individual ows. Di Serv addresses the scalability problem of IntServ by providing QoS on a per-aggregation basis. Di Serv divides the Internet into domains with edge and core routers that perform di erent functions. The edge routers of a domain classify, police, and mark data packets based on certain administrative policies. Core routers inside the domain provide per-hop QoS corresponding to the type of aggregate tra c. To di erentiate services for data packets with di erent classes of QoS requirements or service priorities in a core router, multiple queues are maintained. Packets are placed into queues corresponding to their class. Each queue services packets using FIFO. In Di Serv, there is no need to reserve bandwidth on an end-to-end connection path.
Both of the proposed architectures have shortcomings with regards to QoS. For example, the per-connection end-to-end bounds on delay for Intserv depend on the number of hops, or routers, on a connection path. However, hop count is uncertain due to routing dynamics. Thus, an end user cannot expect to have a delay bound on an absolute time basis. By reserving bandwidth for an individual ow, Intserv does provide better QoS than without bandwidth reservation, but does not guarantee QoS. Di Serv provides even better QoS for the high-priority class of data packets, but again without guarantees. Thus, neither Intserv nor Di serv provide absolute guarantees for QoS.
Zhang surveys a number of scheduling rules to provide per-connection end-to-end QoS in packetswitching networks (Internet) [11] . Many scheduling rules and associated performance problems have also been studied in the context of real-time and queuing systems with the goals of optimizing various performance measures such as delay and throughput [9, 12, 13] . However, existing job scheduling rules target the optimal performance on average, in sum or with an upper bound, for a population of jobs. Scheduling rules that optimize average performance do not necessarily produce performance stability, which also plays an important part in end-users' QoS satisfaction. For example, end users may feel more frustrated when delays vary to a large extent at di erent times than when delays stay at a stable and thus predictable level.
If we consider a performance measure for a population of jobs that follow a certain probability distribution, it is typically desirable to have both an average close to a target value and a small variance. A small variance implies performance stability and thus performance predictability. Thus, for a given performance metric such as delay, a small variance with a slightly o target average can illicit higher end-user satisfaction than an on target average with a high variance. Moreover, the performance stability and predictability of individual service providers, such as routers, enables end users to proactively plan their tasks to meet QoS requirements, rather than being passive and having little control. A measure for performance stability is delay jitter [11] . Some studies focus on the end-to-end delay bounds of tra c regulated, packet-switched networks [14] [15] [16] [17] . Still, scheduling rules for bounding or minimizing delay jitter while maintaining a desirable average delay level are not well established.
In this study, we investigate a scheduling rule for routers that aims to provide performance stability for QoS while maintaining a desirable average performance. In the following sections of this paper, we ÿrst describe the FIFO and Weighted Shortest Processing Time (WSPT) scheduling rules. Next we introduce our WSPT-Adjusted (WSPT-A) scheduling rule and describe how we derive this rule from WSPT. We present implemented models of routers using these three rules, and describe experiments that test the QoS performance of these models under di erent tra c conditions. Finally, we present our simulation results and compare the QoS performance of the router models.
Router models with FIFO, WSPT, and WSPT-A
We present models of routers using the FIFO and WSPT scheduling rules, followed by the description of a router model using WSPT-A, which is derived from WSPT. These router models are used in our study to compare the QoS performance of the three scheduling rules. For each of our router models, we implement the corresponding scheduling rule in the queue of the generic router shown in Fig. 1 .
Router model with FIFO
We choose the router model with FIFO to compare performance with our model because it is a common router model in practical use on the Internet. This model employs the simple FIFO scheduling rule in the queue, and processes packets in the order in which they are received. In this case, arrival time is the only factor considered when ordering packets for service.
Router model with WSPT
WSPT is a scheduling rule developed for production planning in the manufacturing domain. For a given set of jobs that are ready for processing on a single machine at time = 0, WSPT minimizes the total weighted completion time [12] . The completion time of a job is the time it takes to process it, which includes waiting and servicing time. Delay is deÿned as the time a job is completed less its start time. Thus, WSPT minimizes the total weighted delay.
Using WSPT, the priority of a job is given by the ratio of the weight factor to the service time of the job as follows:
where p i is the service priority of job i, w i its priority weight, and t i its processing time. Jobs are served in decreasing order of service priority. By incorporating the weight factor into the computation of a job's service priority, WSPT is capable of di erentiating services for jobs with di erent priority weights. By incorporating the processing time of a job, WSPT minimizes the weighted delay for a set of jobs.
WSPT assumes data packets contain information of priority weight, which can be speciÿed in the Type-Of-Service (TOS) ÿeld of a TCP/IP header. The service time of a data packet can be obtained as follows:
where S i denotes the packet size of i in bits, and r denotes the bandwidth (service rate) of the output port. Substituting Eq. (2) into Eq. (1), the priority of a data packet can be computed as follows:
As long as there is enough space available in the queue, an incoming data packet is placed into the queue according to its priority. If the queue does not have enough space available, the priority of the incoming data packet is compared with that of the last data packet in the queue. If the incoming packet has a higher priority, the last packet is de-queued and dropped by the router. This comparison and dropping of data packets continues until there is enough space available for the incoming data packet, or the last data packet in the queue has a higher priority.
Since data packets continuously arrive at the router, low-priority packets in the queue may wait for a short or long time, or be dropped before they are served, depending on the number and priorities of arriving packets. The dynamic insertion of packets in the queue introduces instability in the router by creating a large variance in delays.
Router model with WSPT-A
To overcome instability problems associated with WSPT, we modify it by introducing an additional term to increases the compensation in the priority of a data packet as the waiting time of the data packet increases. The adjusted scheduling rule, called WSPT-Adjusted or WSPT-A, uses the following formula to compute the priority of a data packet:
where c i is an exponential compensation term for data packet i given by the following:
where T i stands for the waiting time of data packet i in the queue, and Á are constants, and P the average service time of data packets passing through the router. P can be estimated from the ratio of average packet size to output port bandwidth, and used as a constant in Eq. (5).
Using an exponential compensation term, the compensation value falls in the range [0, 1]. Given , Á and P, the value of the compensation term depends on waiting time. The compensation term increases to 1 as waiting time increases from 0 to inÿnity. We let the exponential compensation term change between some initial level and its maximum value of 1. The initial level is the compensation value when the waiting time is zero as follows: = e − P=(0+ÁP) (6) that is, T i equals 0. The parameters and Á can be determined by setting the level of compensation for a waiting time that is considered to reach the limit of tolerance. We can express this waiting time in terms of n times the average service time P and set the corresponding compensation value to ÿ. Thus, when T i increases from 0 to nP, the compensation value increases from to ÿ as follows:
By solving Eqs. (6) and (7) for and Á, we get = − ln ln ÿ ln − ln ÿ n;
Formulas (8) and (9) are used to obtain and Á using , ÿ and n. The values of and are then used to compute the priority of a data packet. Priorities are recomputed with updated waiting time values whenever an incoming packet needs to be queued. After recomputing the priorities of packets in the queue, they are resorted to maintain a decreasing order of priority.
Simulation and experiments
To examine QoS performance, we implement the three router models using OPNET Modeler software [13] . We then conduct simulation experiments under various tra c conditions. In this section, we ÿrst describe the implementation of the three router models, followed by a description of our simulation experiments.
Implementation of router models
The router model implementation is shown in Fig. 2 . Each model consists of two input ports, an IP forwarder module, an output port, and a packet sink labeled "egress". Each input port is associated Fig. 2 . Implementation of the router models using OPNET Modeler. with three tra c sources, for a total of six (src0 to src5). Each tra c source generates a stream of data packets with a high-or low-priority weight. The priority of a data packet is marked in the ToS ÿeld of the IP header. We set ToS to 7 for high-priority, and 0 for low-priority. In general, a Poisson process is a good characterization of a random arrival process. Thus, we use a Poisson process to generate data packets at each tra c source, so the inter-arrival time of packets follows an exponential distribution. A normal distribution is used to determine the packet sizes. The mean data arrival rate (bits/second) for each tra c source can be determined by the ratio of the mean packet size (bits) to the mean inter-arrival time (seconds). The IP forwarder module forwards packets from the inputs to the output port, where a queueing discipline module is implemented with a queue and a scheduling rule. The di erent scheduling rules (FIFO, WSPT, and WSPT-A) are implemented for di erent router models. Finally, the packet sink collects output packets. Table 1 shows the identical conÿgurations of the router models, including the service rate in bits/second (b/s), queue capacity in bits (b), and the weight values of high-and low-priority data packets. For WSPT and WSPT-A, priority weights of 5 and 2 are assigned to high-and low-priority packets identiÿed by ToS values. Thus, 2.5 is the ratio of high-to low-priority weight, which gives a higher service priority to more high than low-priority weight data packets. For WSPT-A, we set ÿ to 0.95 for a waiting time of 60 times the average service time (60P), since the queue capacity is about 55 times the average packet size, a waiting time of 60P is approximately equivalent to the worst case waiting time for FIFO. To select an appropriate compensation level , we run a series of preliminary simulations under a heavy tra c condition (described in the next section). For each simulation, the service rate, queue capacity and weight values are set to the levels shown in Table 1 . The values of vary from 0.2 to 0.5. Figs. 3 and 4 show the delay time and packet loss for values of 0.2, 0.3, 0.3875, 0.4 and 0.5. When is set to 0.3875, the router model with WSPT-A demonstrates an e ective control of packet delay with a low level of packet loss. Hence, we set to 0.3875.
Simulation experiments
Each model is tested under two types of tra c conditions: heavy and light. In the heavy tra c condition, the mean data arrival rate of high-priority data packets exceeds the service rate of the router so that low-priority packets have little chance of being served. In the light tra c condition, this arrival rate is lower than the service rate so that low-priority packets have a good chance of being served. For each condition, each tra c source generates packets using the same normal distribution for packet size with a mean of 10,000 bits and variance of 2000 bits. Using the mean size of data packets and the service rate of the router in Table 1 , we obtain an average service time P of 0:0156 s for all router models. Sources 0, 1, 3, and 4 generate high-priority packets, and 2 and 5 generate low-priority packets.
In the heavy tra c condition shown in Table 2 , each input port generates high-priority data packets at an average arrival rate of 350,000 b/s (250,000 b/s + 100,000 b/s from two tra c sources) and low-priority at the rate of 150,000 b/s. In total, high-priority data packets are generated at the average rate of 700,000 b/s, which is higher than the service rate of the router. In the light tra c condition shown in Table 3 , each input port generates high-priority packets at 150,000 b/s (75; 000 × 2 b/s from two tra c sources) and low-priority at 150,000 b/s. The total high-priority packets are generated at an average rate of 300,000 b/s, which is lower than the service rate of the router.
We run one simulation run for each of the three router models in each of the two tra c conditions, totaling six simulations. Each simulation runs for 180 s. 
Measures of QoS performance
QoS has three main attributes: timeliness, precision, and accuracy [18, 19] . If we consider a service request as a process, for a given input, timeliness measures how fast an output is produced and precision measures how much output is given. The router models in this study address the timeliness and precision attributes of QoS. Measures of timeliness include delay, delay jitter, and response time. Measures of precision include throughput, bandwidth, and packet loss (drop) rate.
We collect packet delay (in seconds) to measure timeliness. To collect this performance data, we use a data collection mode in OPNET Modeler, called the bucket mode, where the total simulation time is evenly divided into time intervals. The bucket contains raw data collected during a time interval, and gives the average of this data as a measurement. In our 180 s simulations, we collect 100 values of delay with 1:8 s time intervals. We collect this measure for high and low priority packets separately.
We collect the percentage packet loss rate and throughput to measure precision. Packet loss rate measures packets that are rejected or dropped at the queue. An incoming data packet can be rejected if there is not enough available space in the queue, or a data packet already in the queue can be dropped to make room for a higher priority packet. The packet loss rate is a ratio of rejected or dropped packets to total packets received at a given time. Throughput is deÿned as the data rate (b/s) from the router's output port. Throughput is also collected using the bucket mode. Both loss rate and throughput are collected for high and low-priority packets separately.
Results and discussions
In this section, we present simulation results for the heavy and light tra c conditions, followed by a discussion of these results.
Results for heavy tra c condition
The delay performance of high-priority data packets for all three router models is shown in Fig. 5 . We see that the router model with WSPT-A produces the lowest mean delay, with a much smaller variance (and thus, greater stability) than with WSPT. Fig. 5 clearly demonstrates an instability problem using WSPT. While FIFO also has a small variance in delay, its mean delay is much higher than WSPT-A. Hence, for the heavy tra c condition, the router model with WSPT-A demonstrates the best performance for delay in high-priority data packets.
The delay performance of low-priority data packets from the router model with FIFO is shown in Fig. 6 . WSPT serves no low-priority packets, and WSPT-A serves very few, thus their delay performance is not measurable in comparison with the FIFO model. The router model with WSPT-A serves a few low-priority data packets because their priorities increase as their waiting times increases if they are not pushed out of the queue by higher priority packets. The served low-priority data packets experience extremely large delays.
The packet loss rates of high-and low-priority data packets, and all packets combined, at the end of the simulation are summarized for all router models in Table 4 . For high-priority data packets, the router models with WSPT and WSPT-A produce much lower packet loss rates than that of FIFO. The loss rate with WSPT-A is slightly higher than with WSPT because of the few low-priority data packets that get served under WSPT-A. The trade-o for serving more high-priority packets with WSPT-A and WSPT is shown in their higher loss rates of low-priority packets. For all data packets combined, the three router models produce almost the same packet loss rate because they are all subject to the limited service capacity of the router.
Similar conclusions can be drawn from the throughput performance of the three router models shown in Figs. 7, 8 and 9 . The throughput performance of WSPT and WSPT-A is much higher for high-priority data packets, and lower for low-priority packets when compared with FIFO. The throughput performance of all data packets is about the same for all three models (640,000 b/s) because they are all subject to the limited service capacity of the router. 
Results for light tra c condition
The delay performance of high-and low-priority data packets for all three router models is shown in Figs. 10 and 11 . In Fig. 10 , WSPT overlaps with WSPT-A, indicating a similar performance for high-priority packets, which is much better than that of FIFO. Conversely, the delay performance for low-priority is slightly better with FIFO as shown in Fig. 11 . WSPT and WSPT-A produce comparable delay performance for low-priority data packets. Again, the router model with WSPT produces a larger variance in delay than the router model with WSPT-A. In the light tra c condition, there is no packet loss from the three router models because the data arrival rate of all packets is smaller than the service and queue capacity of the router.
Throughput performance for all router models is shown in Figs. 12, 13 , and 14. The models demonstrate similar throughput performance in all cases because both high-and low-priority packets get the bandwidth they need in the light tra c condition.
Discussion of results
The beneÿts of using WSPT-A over FIFO and WSPT are evident in the heavy tra c condition. Overall, the router models with WSPT and WSPT-A provide much better QoS performance in terms of service di erentiation than with FIFO. From Fig. 5 , we observe that by introducing the exponential compensation term in WSPT-A, we overcome the instability problem with WSPT, and thus provide performance stability. The cost of adding this term is a slightly higher loss rate of high-priority packets in heavy tra c as shown in Table 4 . With regard to packet loss rate and throughput, WSPT and WSPT-A are comparable.
For the light tra c condition, the router models with WSPT-A and WSPT provide better QoS for high-priority data packets than with FIFO, in terms of delay. This is directly related to the ability of WSPT and WSPT-A to di erentiate services between high-and low-priority data packets. Again, WSPT-A overcomes the instability problem associated with WSPT and produces a low level of delay with a small variance. Because the router is able to handle all incoming tra c in the light tra c condition, there is no di erence in performance between the router models with regards to packet loss and throughput.
Conclusion
Although the router model with FIFO is commonly used on the Internet today, we demonstrated in this study that by using the WSPT-A scheduling rule in place of FIFO, the QoS performance of routers can be largely enhanced in both heavy and light tra c conditions without using more sophisticated mechanisms, such as two separate queues to separate data packets with di erent classes of priority. The router model with WSPT-A provides a high level of QoS performance, in addition to providing performance stability. While WSPT-A could be easily implemented in a router, the drawback is a possibly high runtime overhead in the router under heavy tra c conditions because of more computation involved in WSPT-A than in FIFO. Hence, WSPT-A may be adopted by routers in networks that are not heavily loaded and can sacriÿce some runtime overhead for better QoS. Additionally, we run simulation experiments under two tra c conditions. Since this study shows the promising results of using WSPT-A, further ÿeld tests of putting WSPT-A on routers under real Internet tra c conditions will help verify the results of this study and provide insights into the impact of the runtime overhead before employing WSPT-A on the Internet.
