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Throughout the paper, by an algebra we shall mean an algebra over a fixed unital commutative ring
R, and we assume without further mentioning that 1
2
∈ R.
LetAbe an algebrawith center Z(A). Set [x, y] = xy−yx for x, y ∈ A. AnR-linearmap δ ofA is called
derivation if δ(xy) = δ(x)y+ xδ(y) for all x, y ∈ A. For example, for a fixed element b ∈ A, we define a
map ad(b) : x → [x, b] for all x ∈ A. Then ad(b) is a derivation of A, which is called inner derivation of
A induced by b. AnR-linear map δ of A is said to be a Lie derivation if δ([x, y]) = [δ(x), y] + [x, δ(y)]
for all x, y ∈ A. Lie derivations have been discussed by many authors (see [1,2,4,6,7,10,12]).
Let A and B be two unital algebras with unit 1 and 1′, respectively. A Morita context consists of
A, B, two bimodules AMB and BNA, and two bimodule homomorphisms called the pairings MN :
M ⊗B N → A and MN : N ⊗A M → B satisfying the following commutative diagrams:
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M ⊗B N ⊗A M MN⊗IM−−−−−→ A ⊗A M
IM⊗NM
⏐⏐ ∼=
⏐⏐
M ⊗B B ∼=−−−−→ M
and
N ⊗A M ⊗B N NM⊗IN−−−−→ B ⊗B N
IN⊗MN
⏐⏐ ∼=
⏐⏐
N ⊗A A ∼=−−−−→ N.
If (A, B,M,N, MN, ψNM) is a Morita context, then the set
G =
⎛
⎝ A M
N B
⎞
⎠ =
⎧⎨
⎩
⎛
⎝ a m
n b
⎞
⎠ | a ∈ A,m ∈ M, n ∈ N, b ∈ B
⎫⎬
⎭
forms an R-algebra under matrix-like addition and multiplication, where at least one of the two
bimodulesM and N is distinct from zero. Such anR-algebra is called a generalized matrix algebra (see
[11,13] for details). We further assume that M is faithful as an (A, B)-bimodule. If N = 0, then G
becomes a triangular algebra (see [5] for details).
Consider a generalized matrix algebra G. Any element of the form
⎛
⎝ a 0
0 b
⎞
⎠ ∈ G
will be denoted by a ⊕ b. Let us define two natural projections πA : G → A and πB : G → B by
πA :
⎛
⎝ a m
n b
⎞
⎠ → a and πB :
⎛
⎝ a m
n b
⎞
⎠ → b.
The center of G is
Z(G) = {a ⊕ b | am = mb, na = bn for allm ∈ M, n ∈ N} .
Furthermore, πA(Z(G)) ⊆ Z(A) and πB(Z(G)) ⊆ Z(B), and there exists a unique algebra isomorphism
τ from πA(Z(G)) to πB(Z(G)) such that am = mτ(a) and τ(a)n = na for all m ∈ M, b ∈ N (see [13,
Lemma 3.1 and Lemma 3.2]).
Cheung [5] initiated the study ofmapping problems on triangular algebras. Cheung [6] investigated
Lie derivations of triangular algebras. Recently, Ji and Qi [7] discussed Lie derivations on some subsets
of triangular algebras.
Recently, some results on maps of triangular algebras have been extended to generalized matrix
algebras (see [8,9,13]).
The aim of this paper is to describe Lie derivations of generalized matrix algebras. More precisely,
we will prove the following result.
Theorem 1. Let G be a generalized matrix algebra. Suppose that
(i) Z(A) = πA(Z(G)) and Z(B) = πB(Z(G));
(ii) either A or B does not contain nonzero central ideals.
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If δ is anR-linear map of G such that
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for all x, y ∈ G with xy = 0, then there exists a derivation d of G and an R-linear map τ : G → Z(G)
vanishing at commutators [x, y] with xy = 0 such that
δ(x) = d(x) + τ(x)
for all x ∈ G.
Proof. Set
U =
⎛
⎝ A M
0 B
⎞
⎠ .
Then U is a triangular algebra itself. We first claim that Z(U) = Z(G). Trivially, Z(G) ⊆ Z(U). We now
show that Z(U) ⊆ Z(G). If a ⊕ b ∈ Z(U), then am = mb for all m ∈ M [5, Proposition 3]. Since
a ∈ Z(A) = πA(Z(G)) we get that there exists τ(a) ∈ πB(Z(G)) such that a ⊕ τ(a) ∈ Z(G) and
am = mτ(a) for all m ∈ M. Thus, m(b − τ(a)) = 0 for all m ∈ M. Recall that M is faithful as a right
B-module. Hence b − τ(a) = 0 and so b = τ(a). This implies that a ⊕ b ∈ Z(G). Hence Z(U) = Z(G).
Since δ is anR-linear map, we get that there existR-linear maps f1 : A → M and g1 : A → N such
that
δ
⎛
⎝ a 0
0 0
⎞
⎠ =
⎛
⎝ ∗ f1(a)
g1(a) ∗
⎞
⎠
for all a ∈ A. Similarly, there existR-linear maps f2 : B → M, f3 : M → M, f4 : N → M, g2 : B → N,
g3 : M → N, and g4 : N → N such that
δ
⎛
⎝ 0 0
0 b
⎞
⎠ =
⎛
⎝ ∗ f2(b)
g2(b) ∗
⎞
⎠ ,
δ
⎛
⎝ 0 m
0 0
⎞
⎠ =
⎛
⎝ ∗ f3(m)
g3(m) ∗
⎞
⎠ ,
δ
⎛
⎝ 0 0
0 n
⎞
⎠ =
⎛
⎝ ∗ f4(n)
g4(n) ∗
⎞
⎠
for all b ∈ B,m ∈ M and n ∈ N. Hence
δ
⎛
⎝ a m
n b
⎞
⎠ =
⎛
⎝ ∗ f1(a) + f2(b) + f3(m) + f4(n)
g1(a) + g2(b) + g3(m) + g4(n) ∗
⎞
⎠
for all a ∈ A, b ∈ B,m ∈ M, and n ∈ N.
Since
⎛
⎝ 0 0
0 b
⎞
⎠
⎛
⎝ a m
0 0
⎞
⎠ = 0 we get that
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δ
⎛
⎝ 0 −mb
0 0
⎞
⎠ = δ
⎛
⎝
⎡
⎣
⎛
⎝ 0 0
0 b
⎞
⎠ ,
⎛
⎝ a m
0 0
⎞
⎠
⎤
⎦
⎞
⎠
=
⎡
⎣δ
⎛
⎝ 0 0
0 b
⎞
⎠ ,
⎛
⎝ a m
0 0
⎞
⎠
⎤
⎦+
⎡
⎣
⎛
⎝ 0 0
0 b
⎞
⎠ , δ
⎛
⎝ a m
0 0
⎞
⎠
⎤
⎦ .
This implies that
⎛
⎝ ∗ ∗
−g3(mb) ∗
⎞
⎠ =
⎡
⎣
⎛
⎝ ∗ ∗
g2(b) ∗
⎞
⎠ ,
⎛
⎝ a m
0 0
⎞
⎠
⎤
⎦+
⎡
⎣
⎛
⎝ 0 0
0 b
⎞
⎠ ,
⎛
⎝ ∗ ∗
g1(a) + g3(m) ∗
⎞
⎠
⎤
⎦ .
We get from the last relation that
−g3(mb) = g2(b)a + bg1(a) + bg3(m) (1)
for all a ∈ A, b ∈ B, and m ∈ M. Taking m = 0 in (1) we get that g2(b)a + bg1(a) = 0. This
implies that g1(1) + g2(1′) = 0, g1(a) = g1(1)a, and g2(b) = −bg1(1). Thus, we get from (1) that
g3(mb) = −bg3(m). Taking b = 1′ in the last relation we get that 2g3(m) = 0 and then g3 = 0.
Similarly, computing
⎡
⎣
⎛
⎝ a 0
0 0
⎞
⎠ ,
⎛
⎝ 0 0
n b
⎞
⎠
⎤
⎦ we can obtain that f1(a) = af1(1), f2(b) = −f1(1)b,
and f4 = 0. Hence
δ
⎛
⎝ a m
n b
⎞
⎠ =
⎛
⎝ ∗ af1(1) − f1(1)b + f3(m)
g1(1)a − bg1(1) + g4(n) ∗
⎞
⎠ .
Replacing δ by δ + ad
⎛
⎝ 0 f1(1)
−g1(1) 0
⎞
⎠we may assume that
δ
⎛
⎝ a m
n b
⎞
⎠ =
⎛
⎝ ∗ f3(m)
g4(n) ∗
⎞
⎠ .
In particular, we have
δ
⎛
⎝ a m
0 b
⎞
⎠ =
⎛
⎝ ∗ f3(m)
0 ∗
⎞
⎠ . (2)
This implies that δ induces anR-linear map of U such that
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for all x, y ∈ U with xy = 0. By [7, Theorem 2.1] we have that there exists a derivation d1 of U and an
R-linear map μ : U → Z(G) vanishing at commutators [x, y] with xy = 0 such that
δ(x) = d1(x) + μ(x) (3)
for all x ∈ U . In view of [6, Lemma 5] we have that
d1
⎛
⎝ a m
0 b
⎞
⎠ =
⎛
⎝ pA(a) as − sb + f (m)
0 pB(b)
⎞
⎠ (4)
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for all a ∈ A, b ∈ B, andm ∈ M, where s ∈ M and
(i) pA is a derivation of A, f (am) = pA(a)m + af (m); and
(ii) pB is a derivation of B, f (mb) = mpB(b) + f (m)b.
Substituting both (2) and (4) into (3) we get that in particular
f3(m) = as − sb + f (m)
for all a ∈ A, b ∈ B, andm ∈ M. This implies s = 0 and f3 = f . Hence
δ
⎛
⎝ a m
0 b
⎞
⎠ =
⎛
⎝ pA(a) f (m)
0 pB(b)
⎞
⎠+ μ
⎛
⎝ a m
0 b
⎞
⎠ (5)
for all a ∈ A, b ∈ B, andm ∈ M. Since f4 = 0, we have that there existR-linear maps h1 : N → A and
h2 : N → B such that
δ
⎛
⎝ 0 0
n 0
⎞
⎠ =
⎛
⎝ h1(n) 0
g4(n) h2(n)
⎞
⎠
for all n ∈ N. Since
⎛
⎝ a 0
0 0
⎞
⎠
⎛
⎝ 0 0
n 0
⎞
⎠ = 0 we get that
δ
⎛
⎝ 0 0
−na 0
⎞
⎠ = δ
⎛
⎝
⎡
⎣
⎛
⎝ a 0
0 0
⎞
⎠ ,
⎛
⎝ 0 0
n 0
⎞
⎠
⎤
⎦
⎞
⎠
=
⎡
⎣δ
⎛
⎝ a 0
0 0
⎞
⎠ ,
⎛
⎝ 0 0
n 0
⎞
⎠
⎤
⎦+
⎡
⎣
⎛
⎝ a 0
0 0
⎞
⎠ , δ
⎛
⎝ 0 0
n 0
⎞
⎠
⎤
⎦ .
It follows from (5) that
⎛
⎝−h1(na) 0
−g4(na) −h2(na)
⎞
⎠ =
⎡
⎣
⎛
⎝ pA(a) 0
0 0
⎞
⎠ ,
⎛
⎝ 0 0
n 0
⎞
⎠
⎤
⎦+
⎡
⎣
⎛
⎝ a 0
0 0
⎞
⎠ ,
⎛
⎝ h1(n) 0
g4(n) h2(n)
⎞
⎠
⎤
⎦ .
Thus, we get from the last relation that
h1(na) = −ah1(n) + h1(n)a;
h2(na) = 0;
g4(na) = npA(a) + g4(n)a
for all a ∈ A and n ∈ N. Taking a = 1 in the last relations we obtain that h1 = 0 and h2 = 0. Thus, we
get that
δ
⎛
⎝ 0 0
n 0
⎞
⎠ =
⎛
⎝ 0 0
g4(n) 0
⎞
⎠ .
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Similarly, computing δ
⎛
⎝
⎡
⎣
⎛
⎝ 0 0
0 b
⎞
⎠ ,
⎛
⎝ 0 0
n 0
⎞
⎠
⎤
⎦
⎞
⎠we can obtain that
g4(bn) = pB(b)n + bg4(n)
for all b ∈ B and n ∈ N. Set g = g4 and
μ
⎛
⎝ a m
0 b
⎞
⎠ =
⎛
⎝μ1(a, b,m) 0
0 μ2(a, b,m)
⎞
⎠ .
Considering the above relations we have that
δ
⎛
⎝ a m
n b
⎞
⎠= d1
⎛
⎝ a m
0 b
⎞
⎠+ δ
⎛
⎝ 0 0
n 0
⎞
⎠+ μ
⎛
⎝ a m
0 b
⎞
⎠
=
⎛
⎝ pA(a) + μ1(a, b,m) f (m)
g(n) pB(b) + μ2(a, b,m)
⎞
⎠ . (6)
Since
⎛
⎝ 0 0
n 1
⎞
⎠
⎛
⎝ 0 m
0 −nm
⎞
⎠ = 0 we see that
−δ
⎛
⎝ mn m
−nmn −nm
⎞
⎠= δ
⎛
⎝
⎡
⎣
⎛
⎝ 0 0
n 1
⎞
⎠ ,
⎛
⎝ 0 m
0 −nm
⎞
⎠
⎤
⎦
⎞
⎠
=
⎡
⎣δ
⎛
⎝ 0 0
n 1
⎞
⎠ ,
⎛
⎝ 0 m
0 −nm
⎞
⎠
⎤
⎦+
⎡
⎣
⎛
⎝ 0 0
n 1
⎞
⎠ , δ
⎛
⎝ 0 m
0 −nm
⎞
⎠
⎤
⎦ .
Substituting (6) into the last relation we can get that
pA(mn) = mg(n) + f (m)n − μ1(mn,−nm,m), (7)
pB(nm) = g(n)m + nf (m) + μ2(mn,−nm,m) (8)
for allm ∈ M, n ∈ N.
Assume without loss of generality that A does not contain nonzero central ideals. It follows from
(7) that
pA(amn) − amg(n) − f (am)n = −μ1(amn,−nam, am)
for all a ∈ A,m ∈ M, and n ∈ N. Extending the last relation we can get
pA(a)mn + apA(mn) − amg(n) − pA(a)mn − af (m)n = −μ1(amn,−nam, am)
It further follows from (7) that
aμ1(mn,−nm,m) = μ1(amn,−nam, am)
for all a ∈ A, m ∈ M, and n ∈ N. This implies that for each pair of elements m ∈ M, n ∈ N the set
Aμ1(mn,−nm,m) is a central ideal of A. Hence, μ1(mn,−nm,m) = 0. Since
μ1(mn,−nm,m) ⊕ μ2(mn,−nm,m) ∈ Z(G)
Y. Du, Y. Wang / Linear Algebra and its Applications 437 (2012) 2719–2726 2725
for allm ∈ M and n ∈ N, we get that μ2(mn,−nm,m) = 0. Thus, we get from both (7) and (8) that
pA(mn) = mg(n) + f (m)n and pB(nm) = g(n)m + nf (m)
for allm ∈ M and n ∈ N. Define
d
⎛
⎝ a m
n b
⎞
⎠ =
⎛
⎝ pA(a) f (m)
g(n) pB(b)
⎞
⎠
for all a ∈ A, b ∈ B, andm ∈ M. It is easy to check that d is a derivation of G. Set
τ
⎛
⎝ a m
n b
⎞
⎠ = μ
⎛
⎝ a m
0 b
⎞
⎠ .
Then
δ(x) = d(x) + τ(x)
for all x ∈ G. The proof is now complete. 
We say thatM is loyal if aMb = 0 implies a = 0 or b = 0 for any a ∈ A and b ∈ B (see [3, Section
2]).
Applying Theorem 1 we can obtain the following result.
Theorem 2. Let G be a generalized matrix algebra. Suppose that
(i) Z(A) = πA(Z(G)) and Z(B) = πB(Z(G));
(ii) M is loyal as an (A, B)-bimodule;
(iii) either A or B is noncommutative.
If δ is anR-linear map of G such that
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for all x, y ∈ G with xy = 0, then there exists a derivation d of G and an R-linear map τ : G → Z(G)
vanishing at commutators [x, y] with xy = 0 such that
δ(x) = d(x) + τ(x)
for all x ∈ G.
Proof. We assume without loss of generality that A is noncommutative. We claim that A does not
contain nonzero central ideals. Indeed, suppose that I is a nonzero central ideal of A. Taking 0 = a ∈ I
we see that Aa is a nonzero central ideal of A. This results in [A, A]a = 0 and so [A, A]Mτ(a) = 0. Since
M is loyal and τ(a) = 0 we get that [A, A] = 0, contradicting our assumption. The result now follows
from Theorem 1. 
Note that the main examples of generalized matrix algebras are full matrix algebras (an inflated
algebra can be viewed as a full matrix algebra) and triangular algebras (see [11,13]).
Let A be a unital algebra andMn(A) be the algebra of all n × n matrices over A (n  2). Then the
full matrix algebraMn(A) can be represented as a generalized matrix algebra of the form
⎛
⎝ A M1×(n−1)(A)
M(n−1)×1(A) M(n−1)×(n−1)(A)
⎞
⎠ .
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Lemma 1. Mn(A) does not contain nonzero central ideals.
Proof. Denote Z(Mn(A)) as the center ofMn(A). Note that Z(Mn(A)) = Z(A) · In, where In is the unit
ofMn(A). Suppose that a is a nonzero central element ofMn(A). Then a = c · In for some nonzero
element c ∈ Z(A). Set b = ∑ni,j=1 eij , where eij denotes the usual matrix unit ofMn(A). It is clear that
ba = ∑ij ceij ∈ Z(Mn(A)). That is,Mn(A)a ⊆ Z(Mn(A)). This implies thatMn(A) does not contain
nonzero central ideals. 
As a consequence of Lemma 1 and Theorem 1 we have the following result.
Corollary 1. LetMn(A) be a full matrix algebra with n  3. If δ : Mn(A) → Mn(A) is anR-linear map
such that
δ([x, y]) = [δ(x), y] + [x, δ(y)]
for all x, y ∈ Mn(A) with xy = 0, then there exists a derivation d of Mn(A) and an R-linear map
τ : Mn(A) → Z(A) · In, where In is the unit ofMn(A), vanishing at commutators [x, y]with xy = 0 such
that
δ(x) = d(x) + τ(x)
for all x ∈ Mn(A).
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