Abstract-This paper is concerned with stabilization problem of a new class of linear time-invariant uncertain systems via linear state feedback control. We derive a necessary and sufficient condition that extends a previous result in terms of system form.
between the chosen limits 020 and 20, apparently picks up more of the significant correlation between r and u and hence gives better results.
To illustrate the suboptimal accuracy of the projection method, we performed a simulation study consisting of 128 Monte Carlo simulations. In each run, we collected 4096 samples. The noise e was chosen as a unit variance, Gaussian, white noise sequence, independent of the reference signal r. The reference signal was also chosen as a unit variance, Gaussian, white noise sequence, just as before. In this simulation, only the optimal direct method and the projection method were compared. In the projection method, we used a noncausal FIR filter with 41 taps, also as before. The results of the Monte Carlo simulation are presented in Table II . The values shown are the mean values of the parameter estimates together with their estimated standard deviations. Clearly the accuracy of the projection method is worse than that of the direct method, as expected. There is also a slight bias in the parameter estimates obtained with the projection method, which is due to a nonvanishing correlation betweenû andũ. One reason for this is that we used rather small M 1 and M 2 ; another is that the estimated coefficients in the noncausal FIR filter are not perfect due to the noise in u. The latter effect tends to be worse as model order increases, while the former decreases with increasing model order. In a practical situation, it is therefore recommended to try different values of M 1 and M 2 to optimize the results.
VII. CONCLUSIONS
The projection method consists of two steps. First, the mapping from the reference signal r to the input u is modeled using a noncausal FIR filter. This gives an estimateû of u that is asymptotically uncorrelated with u 0û. In the second step, the open-loop system is identified using measurements of y andû. The method gives consistent estimates regardless of the nature of the feedback, but the accuracy is suboptimal. In the case of undermodeling, the model can be fit to the data with arbitrary frequency weighting, which is a clear advantage compared to the direct method.
I. INTRODUCTION
Consider a linear time-invariant uncertain system of the form _ x = Ax + bu (1) where x 2 R n is the state, u is the control, and the entries of A and b are uncertain. Stabilizing such an uncertain system has received wide attention in recent years; see, e.g., the local pole placement method in [2] , the particular geometric pattern called "generalized antisymmetric stepwise configuration" (GAS configuration) in [6] , and some special structures on single-input case in [10] and multiinput case in [4] . In this paper, the system (1) under consideration is single input; i.e., u 2 R.
To derive the main result, Wei [6] introduced an important concept termed "standard system." Following [6] , in this paper we first supply a new concept termed "new standard system," which is closer to practical engineering control systems. Then we present a necessary and sufficient condition that extends the main result in [6] . The stabilization problem stated in this paper is different from the quadratic stabilization problem on time-varying case in [1] , [5] , and [7] - [9] . entry aij or bi is called a sign-invariant entry. If aij < 0 or bi < 0, then entry aij or bi is called a negative sign-invariant entry. Obviously, a sign-invariant entry includes a negative (or positive) sign-invariant entry. A constant is specially considered as a sign-invariant uncertainty.
II. PRELIMINARIES
In the sequel, an n 2 (n + 1) matrix P = fp ij g is said to be a pattern matrix if every entry p ij of the matrix is either zero or one. As denoted in [6] , the associated matrix M Then, the set 6 is divided into some subsets 6p by pattern matrix P and the number of the subsets 6 p is finite for a fixed order system. It should be emphasized that a pattern matrix P always corresponds to some prescribed new standard system by noting 2) of Remark 2.4.
For convenience, we always use (or ) to denote an entry that is sign-invariant (or negative sign-invariant). Note that (or ) in different entries may be different. According to Fact 2.7, we easily have the following fact.
Fact 2.8:
A square uncertain matrix = fqijg is antisymmetric () if the following conditions hold.
2) q ii (i = 1; . . . ; n) is sign-invariant.
3) q uv 0 for all t v > u, u < t and for all u > v; t v. if it is antisymmetric and is generated from a Hurwitz core.
In view of Definition 2.9 we immediately have the following fact. Remark 2.11: Fact 2.10 implies another way to define a nonsquare matrix that is HA. Definition 2.9 is useful for proving Lemma 2.13. However, Fact 2.10 is more useful for proving stabilizability of system (A; b) 2 6 p where P has an NGAS configuration.
Definition 2.12: An n 2 n square matrix = [q 1 q 2 . . . q n ] is said to be partially HA if there exists some m(1 m n 0 1) such that the n 2(n 0m
The ensuing lemma is useful for proving Propositions 3.6, 3.9, and 3.12 in Section III. ) have no effect to the stabilizability. [10] for details): Given an n 2 (n + 1) in- 2) p ii+1 = 1 for all i = 1; 2; . . . ; n and p jj = 1 for all j = 1; 2; . . . ; j 3 .
Proposition 2.15 (see
3) If h g + 2; 1 g j 3 and p gh = 1, then puv = 0 for all u > v, u h 0 1 and v < g + 1. 4) If h g + 2, j 3 < g n 0 1 and p gh = 1, then p uv = 0 for all u v, j 3 < u h 0 1, j 3 + 1 v < g + 1 and for all u > v; 1 v j 3 , u h 0 1. Noting the proof of Proposition 3.2, we can similarly prove Proposition 3.5.
For a pattern matrix P satisfying Condition B , we have the following conclusion whose proof can be found in our internal report. Every interval system (A; b) 2 6p is stabilizable () the pattern matrix P satisfies Condition A 2 .
The proof of Proposition 3.9 is very simple and omitted here.
Definition 3.10:
Consider new standard systems where 1 i 3 < n and 1 i 3 + j 3 n. An n 2 (n + 1) pattern matrix P = fp ij g = [P 1 P 2 . . . P n P n+1 ] is said to satisfy Condition A 3 if P satisfies one of the following two conditions. Condition C 1 : 1) p ii = 1 and p jj+1 = 1 for all 1 i i 3 + j 3 and i 3 + 1 j n where 0 < i 3 < n and 2) there exists some t(i 3 + 1 t i 3 + j 3 + 1) such that det(P t ) 1 = det[P 
2) pii = 1 and pjj+1 = 1 for all 1 i i 3 + j 3 and i 3 + 1 j n where 0 < i 3 < n.
3) det(P i +j +1) . . . p n01 n p n n+1 = 1 where P m (m = i 3 + j 3 + 1; . . . ; n) is defined as (2). 
Proposition 3.12:
Consider new standard systems where 1 i 3 < n; 1 i 3 +j 3 n. Every system in 6 p is stabilizable () the pattern matrix P satisfies Condition A3.
Noting Remark 2.14, we only need to show that there exists an n 2 (n0m) right submatrix 3 (as in Definition 2.12) of the corresponding coefficient matrix being HA in order to prove the sufficient part of Proposition 3.12 by mathematical induction. When n+1-order interval systems are concerned, by applying Proposition 2.15, relatively long but straightforward calculations can lead to the desired conclusion according to several cases. The detailed proof is omitted here and can be found in our laboratory report. We complete the proof (necessity) of Proposition 3.12 in the Appendix. Now we collect Propositions 3.6, 3.9, and 3.12 as a main result in this paper.
Theorem 3.15:
Consider new standard systems where 0 i 3 n, 0 j 3 n and 1 i 3 + j 3 n. Every interval system in 6 p is stabilizable () the pattern matrix P has an NGAS configuration.
Based on Definition 3.14, Theorem 3.15 actually involves Propositions 3.6, 3.9, and 3.12. It should be notable that Proposition 3.6 and Proposition 3.9 are two very easily testable results in term of the geometrical structures. Now we make a remark for Proposition 3.12. not only satisfies Condition B but also has NAS configuration.
Remark 3.17: Noting Remark 3.13 and Proposition 3.5, Condition A3 extends Condition A1; i.e., Condition B. Based on the above analysis, NAS configuration as in Definition 3.1 of [8] is a stronger condition than Condition B. On the other hand, NGAS configuration means one of Conditions A1; A2, and A3. Therefore, NGAS configuration as in Definition 3.14 is significantly different from NAS configuration as in Definition 3.1 of [8] .
IV. CONCLUSIONS
Following [6] , in this paper we have developed a necessary and sufficient condition to guarantee robust stabilization of an interval system of the new standard form. From the structure point of view, the proposed NGAS configuration not only extends GAS configuration as in [6] but also is significantly different from NAS configuration as in [8] . According to Condition 3) of Definition 3.1, there are only two cases with which to be concerned.
Case 1: Condition a) of 3) of Definition 3.1 is satisfied. Then, a straightforward computation will show that p gh = 0 for all h g +2, 1 g. Hence Condition 2) of Definition 2.2 is trivially true.
Case 2: Condition b) of 3) of Definition 3.1 is satisfied. Then a straightforward computation will show that 1) p gh = 0 for all h g + 2, t g and puv = 0 for all t 0 1 u v, v < t and 2) p gh p uv = 0 for all h t + 1, g < t, t u h 0 1 and v < g + 1.
2) Above, implies that if h t + 1, g < t and p gh = 1, then puv = 0 for all t u h 0 1 and v < g + 1. Hence, combining 1) with 2), we conclude that 2) of Definition 2.2 holds.
We now assume that Condition 2) of Definition 2.2 is satisfied. Our objective is to prove that Condition 3) of Definition 3.1 is true. Since P has a GAS configuration by assumption, according to Fact 2.13 in [6] P is generated from P 1 = [3 1] via a sequence of augmentations (either down or up). Denote t to be the number of the row in which P 1 lies with respect to P . Now consider this problem for t = 1 and 1 < t n.
Case 1): t = 1. P is generated from P1 above via a sequence of down augmentations. It is obvious that P satisfies Condition a) of 3) of Definition 3.1.
Case 2): 1 < t n. Since P is generated from P1 = [3 1] via a sequence of augmentations (either down or up), we may have that the number of up augmentations is t 01 and the number of down augmentations is n 0 t. Hence, it is natural that p gh = 0 for all h g + 2, t g and p uv = 0 for all t 0 1 u v, v < t, i.e., 1) above is true. If h t + 1, g < t and p gh = 1, then it follows from P satisfying Condition 2) of Definition 2.2 that puv = 0 for all t u h 0 1 and v < g + 1, and consequently 2) above is true. Above, 1) and 2) imply that P satisfies Condition b) of 3) of Definition 3.1. It follows from Case 1) and Case 2) that Condition 3) of Definition 3.1 is true.
Proof (Necessity) of Proposition 3.12: The necessity of Proposition 3.12 is equivalent to the following claim. If a pattern matrix P = fpijg does not satisfy Condition A3, then there must be an interval system (A 1 ; b 1 ) 2 6 p , which is not stabilizable.
Using the same proving method in the proof (necessity) of Theorem 3.1 of [6] can derive the truth of the claim above. Since q 1 ; q 2 , q 3 , and, consequently, q 1 q 2 are interval entries, when their varying bounds are greater than two, we may choose q3 = 01, q1q2 = 4. Substituting q 3 = 01 and q 1 q 2 = 4 into all of the inequalities above and adding up all of the inequalities above, we obtain the contradictory requirement 0 > 0.
Remark: In the example above, a straightforward computation easily shows that system (A; b) satisfies Condition A3 as long as any one of q1 , q2 , and q3 is kept to be zero.
I. INTRODUCTION
In this paper, we shall focus on the following bilinear matrix inequality (BMI) optimization problem 
is a particular case of LMI constraint (3). The simpler feasibility problem (BFP) comprising (2), (4), and (5) has been first considered in [10] , using general-purpose branch and bound (BB) procedures. It has been later improved in [7] with a tighter relaxation inspired by indefinite quadratic programming results [14] , [15] , [1] , [11] . The branching in [10] and [7] and most related works is performed in the space of all variables (x; y) of dimension N1 + N2 . This entails serious limitations for the practicability of these results in the control field. Indeed, BMIs arising from control problems have large N 1 + N 2 even in the simplest applications. This fact is also well recognized in global optimization. The efficiency of a global optimization algorithm critically depends on the used branching space, and this motivates the development of recent decomposition methods in global optimization 
