In this paper, we present accurate measurements of the fundamental Boltzmann constant based on a line-shape analysis of acetylene spectra in the ν 1 + ν 3 band recorded using a tunable diode laser. Experimental spectra recorded at low pressures (0.25 − 9 Torr), have been analyzed using a Speed Dependent Voigt model that takes into account the molecular speed dependence effects. This lineshape model reproduces the experimental data with good accuracy and allows us to determine precise line-shape parameters for the P(25) transition of the ν 1 + ν 3 band. From the recorded spectra we obtained the Doppler-width and then determined the Boltzmann constant, k B .
I. INTRODUCTION
Acetylene is an important trace constituent in the atmospheres of Earth and other planets, and Saturn's Titan. This molecule is a light, linear molecule. Therefore, its spectrum is often straightforward to analyse. The ν 1 + ν 3 band of acetylene, with ν 1 as the symmetric CH stretch and ν 3 as the antisymmetric stretch is a strong absorption band compared to other nearby absorption bands. Therefore, it provides a good test case for measurements of fundamental physical constants such as the optical determination of the Boltzmann constant.
The motivation for this study is the retrieval of the Boltzmann constant (k B ) with high precision. The accepted value for the k B published by the Committee on Data for Science and Technology (CODATA) is 1.3806488 × 10 −23 J K −1 with a relative uncertainty of 9.1 × 10 −7 . 1 This value was determined based upon a number of studies described and referenced by Mohr et al. 1 using measurements of the ideal gas constant, R. The Boltzmann constant can be defined as k B = R/N A where R is the ideal gas constant and N A is Avogadro number. Thus, k B can be calculated based upon an accurate determination of R.
One of the recent methods of measuring k B is the laser spectroscopy using Doppler-width thermometry approach, which was used in our study. This alternate method has been attempted by different experimental groups and the calculated relative uncertainty in its value is of an order of 10 −4 and 10 −5 . [2] [3] [4] [5] [6] It is desirable to improve the known value of k B to have relative accuracy higher than 10 −6 . To achieve such a high accuracy, a significant improvement of the experimental precision is required.
The experiment is based on measuring ro-vibrational absorption features of C 2 H 2 gas inside a temperature and pressure controlled cell maintained at thermal equilibrium. The width at half-maximum of the absorption line is dominated by the Doppler width due to the molecular velocity distribution along the laser beam at low gas pressure. a) Electronic mail: Adriana.predoicross@uleth.ca.
The Doppler width of a spectral absorption line recorded in a cell is related to the equilibrium temperature and Boltzmann constant as it is shown in Eq. (1)
where γ D is the Doppler broadening, M is the mass of the gas particle, c is the speed of light, T is temperature, and ν is the line position. Several research groups have carried out spectroscopic measurements to obtain k B . Lemarchand et al. 7, 8 have studied laser absorption spectroscopy in the mid-IR and corrected for the deviation resulting from the hyperfine structure and determined a value of 1.38080(20) × 10 23 J K −1 for k B , which agreed within total systematic uncertainty about 2.3 × 10 −6 to the accepted CODATA value which is a remarkable result. Casa et al. 3 have studied spectra of carbon dioxide transitions and have achieved an relative error of 1.6 × 10 −4 in their reported value for k B of 1.38058(13) × 10 −23 J K −1 . Yamada et al. 4 have determined k B using the Doppler width of acetylene transitions and reported a value for the k B equal to 1.3940(17) × 10 −23 J K −1 . This group mentioned that in their determination of the Doppler width of a ro-vibrational absorption line using a comb-locked diode laser the lack of accuracy in temperature measurement is the main contributor to the quoted error. Truong et al. 9 have measured k B to be 1.38104(59) × 10 −23 J K −1 . The relative deviation of their result from CODATA value was 2.7 × 10 −4 .
Cygan et al. 10 concluded that the line-shape models used in a line-shape study can influence the accuracy of Doppler widths retrieved by laser spectroscopy.
The common profiles used by the authors to analyse the spectra recorded at very low pressure were the Voigt profile (VP) 11 and the Gaussian profile. The influence of Dicke narrowing 12 on the accuracy of Doppler width measurements has been considered in several studies. Lemarchand et al. 7 have employed NH 3 spectra using the VP and Galatry (soft collisions) 13 models and they obtained k B with an uncertainty as low as 3.7 × 10 −5 . Recently, Castrillo et al. 14 have found the relative uncertainty of k B to be 2.4 × 10 −5 by using a lineshape study of H 2 O and considering both the Speed Dependent Voigt (SDV) model [15] [16] [17] and the newly introduced partially correlated Speed Dependent Hard Collision (pcSDHC) profile. [18] [19] [20] In this study, we used a 3-channel tunable diode laser spectrometer provided with a temperature and pressurecontrolled cell to record spectra of the P(25) line of acetylene. From these spectra, we measured the Doppler broadening of the P(25) transition and retrieved the k B using the SDV line-shape model. We compared our value of k B with previous published results and the value reported in the CODATA database.
II. THEORETICAL LINE-SHAPE MODELS
Proper use of line-shapes is required to measure the Doppler line width which is related to k B . The Doppler width is a result of the velocity distribution of the molecules in the gas cell. To obtain an accurate modelling of the recorded high resolution absorption line-shapes and to measure the Doppler width, we have to take into account different physical effects such as pressure broadening, pressure-induced shifting, and molecular speed dependent effects.
To model the line-shapes of our spectral lines, we have used the SDV model. The spectral line-shape is given by the following function:
where S = S 0 PL with S 0 being the line strength, P the partial pressure of the gas, and L the absorption path-length. K(x, y) is the spectral line-shape of choice. Our program reads in unit-less parameters x and y that are defined as follows:
In Eq. 
where is the line width considering all contributions to line broadening. The collisional broadening and shifting slightly depend on the molecular speed. Taking this dependence into account, the line-shape profile becomes the SDV profile. Following the formalism developed by Berman, 16 Ward, 15 and Pickett, 17 the SDV expression becomes
where f M ( − → v ) is the Maxwell-Boltzmann distribution of molecular velocities with − → K as the wave vector. By using the Kummer confluent hypergeometric function, F 1 (a, b, z), the collisional broadening and shifting could be written as
In Eq. (6) and (7), m and n were parameters related to the intermolecular potential which is approximated by an inverse power form, namely,
Here, v MP S was the most probable speed of the emitter molecules and it can be obtained using Eq.
Having used the dimensionless parameters x and y which have already been defined, the SDV profile in Eq. (5) can be rewritten to the following form: 16
and tan −1 ∈ [−π /2, π /2]. The profile was simulated using MATLAB software. This software program was used to fit the experimental data to the theoretical line-shape.
III. EXPERIMENTAL PROCEDURE
The spectra analysed in this study, have been recorded using a 3-channel tunable diode laser spectrometer designed for line-shape studies of gases. It uses a New Focus Velocity Laser System, tunable between 1500 nm and 1640 nm, and achieving a high signal to noise ratio (>2000), making this instrument quite useful for low pressure studies such as this one.
The instrument setup is presented in Figure 1 . The first channel includes a temperature and pressure controlled gas cell. The second channel incorporates a room temperature reference gas cell. Both cells have the same path length of 1.54 m. The third channel records the background signal. Measuring the signals of the three channels simultaneously, we are able to perform an accurate line-shape analysis.
A. Temperature and pressure measurement
To test the thermal stability and thermal gradient inside the cell, we performed several experiments. The temperature controlled absorption gas cell which is centered inside a vacuum jacket, minimizes the thermal conductive/convective coupling to the outside cell. The heating/cooling is supplied by a temperature-controlled fluid that is in direct contact with the cell body to make sure that the temperature gradients are minimized. The main concern in the operation of our variable temperature cell has been the temperature gradient along the length of the cell. Though it is not feasible to remove thermal gradients from the design of absorption cells completely, improvements have been made as solution. Platinum resistor thermometers are mounted on rods in different depths and distances and attached to the cell flanges. We have used multiple temperature sensors to monitor the temperature variability of the cell over its base length. We have calibrated thermometers using the triple point of water.
The diagram of the temperature sensor setup is given in Figure 2 . One of the flanges has three temperature ports, one pressure port, and a gas inlet port. The other flange has four temperature ports and one gas outlet port. The heating/cooling of the gas inside the temperature controlled cell is performed using a Neslab ULT-80 thermal bath.
Based on the tests we performed at room temperature, the averaged thermal stability in our gas cell was 0.0052 K over the 4 h of measurement as can be seen in Fig gradient inside the cell and obtained that larger gradients are formed at the lower temperatures, but at room temperature the thermal horizontal gradient within both ends was 1.6 × 10 −4 K/cm. The measured vertical temperature gradient was 4.17 × 10 −5 K/cm which is smaller than the horizontal one.
The pressures of the gas samples are monitored using two MKS Baratron capacitance manometers with a full scale reading of 10 Torr (for the temperature controlled gas cell) and 100 Torr (for the reference gas cell) and their accuracy is in order of 10 −5 Torr. There was only a negligible drift in the overall pressure with time as a result of local temperature instability in the laboratory.
Our pure gas sample of acetylene was supplied by Praxair with a quoted concentration of 99.99%. Using our spectrometer setup, we recorded spectra for P(25) transition in the ν 1 + ν 3 absorption band of C 2 H 2 at an average temperature of 295.78 K. For this transition, we recorded spectra at different pressures in the 0.25 Torr-9 Torr range. We recorded the spectra four times for each pressure and we should note that every measurement itself is actually the average of 100 measurements.
IV. SPECTROSCOPIC RESULTS AND ERROR ANALYSIS
We have used LabVIEW software to monitor and record spectra which operates using a New Focus Velocity laser system. The interface of the laser virtual instrument in Lab-VIEW allows the user to be able either to select the desired wavelength for scanning or to select specific transitions to be scanned. Scanning with our instrument is possible by setting the laser's center wavelength to the preferred starting wavelength. When the center wavelength has been set, we can measure pressure and temperature with our instrument. Then, the piezo voltage is ramped from −3 V up to 2.7 V (which corresponds to a window of just over 30 GHz) in an user set interval usually around 0.001 V. At each step and for each detector, we record the average and standard deviation of 100 points. At the end of the piezo scan we measure pressure and temperature again then take the process for a new central wavelength to be repeated.
Our spectrometer incorporates a Thorlabs SA200-14A Fabry Perot (FP) interferometer to allow for wavelength calibration. The FP cavity offers a 1.5 GHz (0.05 cm −1 ) free spectral range (FSR) and has a high finesse. Two important aspects in testing the FP cavity were examining the fringe spacing to confirm the FSR of 0.05 cm −1 ; and then confirming the measurements of line positions. In order to confirm the size of the FSR of the FP cavity, the following experiment was done.
For this test, the laser piezo was scanned from −2 to 2 V in a very slow manner with 3 s between samples. This was done to enable the measurement of 3 wavelengths from the WA1500 EXFO wavemeter. The average and standard deviation of the wavelengths was calculated for each laser piezo voltage recorded. After a complete laser piezo scan had been recorded the wavenumbers associated with each peak were found and subtracted from each other to find the average FSR for that scan. Our results of average spacing for five scans, showed that the free spectral range for the FP cavity is 0.049616 ± 0.000381 cm −1 . This result confirms the use of 0.05 cm −1 as the correct fringe spacing for any analysis completed with this system. Once the wavelength scale has been determined, a transmission file can be created. We used Chebyshev polynomial functions to correct the background of the spectral files. The frequency is measured directly by using our calibrated EXFO wavemeter.
The nonlinearity of the piezo element has been corrected through the inclusion of a FP interferometer in conjunction with the wavemeter to determine the wavelength of the laser. This method allows us to record reliable wavelength scales. When a scan is completed over multiple FSRs, we record the wavelength of the laser at the first FP peak. Using this wavelength and the properties of the FP cavity we can then determine the wavelength of every other peak recorded by the cavity. For a complete scan of the piezo in the laser, we can observe almost 30 peaks associated with the FSR of the FP cavity. We know from previous observations that the piezo nonlinearity is roughly that of a cubic function. Therefore, these 30 peaks will allow for 29 separate sub-regions where the piezo will appear linear in the local domain between successive peaks.
We also examined the reproducibility of line-width in our measurement. To verify the uncertainty of line-width measurement, we examined 500 identical spectra and determined the uncertainty in the line-width for our spectra. At pressure about 0.5 Torr, the average line-width at half maximum was found to be 0.0098 cm −1 with error of 4.13 × 10 −7 cm −1 for the line center which shows the reproducibility of our recordings.
For the low pressure, we examined spectra of the ν 1 + ν 3 band. This band was ideal for our experiments because it is a strong absorption band and accurate line positions are available in the literature. [21] [22] [23] The dual chamber setup allowed for the simultaneous measurement of line positions inside both the reference cell and the temperature controlled cell. After taking the difference between each of the retrieved line positions, it was found that the line position between the two channels differs by an average of 1.65 × 10 −5 cm −1 associated with the combination of wavemeter and FP cavity.
The analysis of the recorded spectral files is accomplished by first creating a wavelength scale using the combined information obtained from the wavemeter and the positions of the FP peaks. The transmission profiles were fitted with the SDV line-shape model to obtain the residuals (Observation−Calculation) for each pressure. The software minimizes the differences between the experimental spectra and the calculated spectra by adjusting various line parameters through nonlinear least squares. The improved quality of the residuals indicates a higher accuracy in the line-shape parameters obtained.
In our analysis procedure, we have fitted the line position, intensity, broadening, and Doppler width while fixing the selfshifting values to the highly accurate values determined previously by our group. 23 Figure 4 shows the spectra of the P(25) line fitted with the SDV model measured at 295.78 K and at different pressures. The upper panel shows the observed data and the lower panel shows the residuals plotted for several pressures. Each of the lower panels was plotted with the same vertical scale to make it easier to compare them. Figure 4 presents the results of fitting our spectral profile in the pressure range of 0.25-5 Torr using the SDV profile. In the implementation of the SDV profile, the broadening and shift are assumed to depend on collisional speed, and on inverse power law expression for the inter-molecular potential energy surface. We performed fits with different values of the q parameter and found that the residuals are minimized for q = 5, in agreement with the findings of Hashemi et al. 24 As it is clear from an examination of our fit residuals, the SDV lineshape model reproduces the experimental spectra with good accuracy.
The bottom panel in Figure 4 shows that at lower pressures, SDV profile is considered to simulate well the recorded spectra with the noise level. We can also see the "W " shape structure in the center of the residuals specially in pressures above 1 Torr. To interpret this effect, we should mention that the collisions induce a confinement of molecules by the surrounding molecules which can cause the Doppler contribution of the line shape become narrower. 12 Considering SDV profile, we cannot fit for narrowing parameter. To take into account this parameter besides speed dependent effects, we need to do the simulations of spectra with line-shape models that take into account the narrowing effects, such as the pCSDHC model. 20 In the fitting procedure, both the self-broadening (γ S ) and Doppler broadening (γ D ) are related to the width of the line. Thus, they cannot be fitted simultaneously as they are highly correlated.
To determine a precise value for γ S , we first calculated the standard deviation of all γ D values across all pressures for γ S values and plotted the results. We then fitted these points to a quadratic function and calculated the minimum based on the first derivative of the equation of best fit. The minimum value we obtained served to be our optimum γ S value. For the obtained γ S value, we fitted for γ D and obtained a pressure dependence relationship for γ D .
Hence, the Doppler width values can be plotted as a function of the gas pressure and, by doing a fit to a linear function, one can take the zero-order coefficient with its statistical uncertainty as zero-pressure measurement of the Doppler width. This would lead to the correct evaluation of the statistical uncertainty. We found that the zero-order width is equal to 0.00125 cm −1 with error about 6.12 × 10 −6 cm −1 .
The γ D values were plotted in a diagram with the pressure in one axis. The γ D value should be constant with pressure as it is only a function of physical constants. Therefore, the correct γ S coefficient should allow for the retrieval of a constant, γ D . This can be seen in Figure 5 where γ D remains constant as the pressure changes. After finding the ideal value for the self-broadening coefficient, we were able to refit our data and obtain new values for the γ D . For example, for the self-broadening value equal to 0.107 cm −1 atm −1 we obtained the averaged γ D = 0.0012507 cm −1 with a statistical error of 1.066 × 10 −8 cm −1 . To calculate Doppler width values and their errors at different pressures, we first performed different fits for recorded data at different pressures and obtained Doppler width values together with their errors. Then, we obtained k B for each of the Doppler width values and found the mean value for k B as shown in Figure 6 . In this procedure, 44 spectra was used. Using these γ D values, we were able to calculate k B using Eq. (1) to obtain the accurate values for k B . We obtained that in the low pressure the average value of k B is 1.38066 × 10 −23 J K −1 for SDV model.
A. Statistical and systematic error analysis
Determining an accurate value for k B requires better knowledge of different error sources. Considering Eq. (1), the uncertainty of our calculation for k B is due to the uncertainties in measuring ν, T, and γ D as can be seen in Eq. (10) . Moreover, we should take into account the error resulted from line-shape model we used. The following expression is used to determine the error in k B :
FIG. 6. Plot of calculated Boltzmann constant values within its mean value and standard error across pressure.
In order to identify the type A error in temperature, the standard deviation of the mean for temperature was calculated to be 0.005 K. We tested the temperature stability of our inner cell by recording data each 60 s over a time span of about 4 h. The relative error contribution of temperature stability was 1.75 × 10 −5 . Also, we considered the error due to the temperature horizontal gradient and we obtained that the relative uncertainty was 8.33 × 10 −5 for the whole inner chamber. Investigating the temperature vertical gradient resulted in relative error contribution to be 0.00014 × 10 −5 which is smaller compared to the horizontal error along the cell. Therefore, the relative error due to the temperature measurement was 8.51 × 10 −5 . The statistical errors of the line positions were determined similarly. The relative uncertainties for the Doppler width (γ D ), position (ν), and temperature (T) which are the most important error contributors were found to be 0.84 × 10 −5 , 0.00038 × 10 −5 , and 8.51 × 10 −5 for the average calculation, respectively. Line-center frequency measurement showed that the relative error is 0.00025 × 10 −5 .
It is clear from these error results that the largest contribution to error is obtained from the temperature measurement within this experiment. Using these values the resulting relative error for k B is 8.54 × 10 −5 for SDV model.
Taking into account the different error budgets, we also calculated the systematic error in our measurement. First of all, the combined uncertainty of the temperature measurement and the resistance or voltage measurement can be expressed as an equivalent temperature uncertainty in millikelvin (mK). The uncertainty varies with temperature due to the variation of the sensor sensitivity and excitation. When a sensor is used to measure temperature, a polynomial fit to the measured calibration data is often used to convert the sensor resistance (R) or voltage (V ) to a temperature (T). How well the polynomial represents the sensor calibration data is another source of uncertainty when using the sensor. The absolute error was found to be 2.4 mK as our systematic source of temperature measuring and leads the relative error contribution of 0.81 × 10 −5 .
The error of frequency scale measurement that comes from frequency calibration from FP interferometer and EXFO wavemeter was in order of 10 −5 cm −1 . The wavemeter precision is in order of 10 −3 cm −1 , but our calibration processes offer an error in line position on the order of 10 −5 cm −1 using the FP cavity, the wavemeter, and channel 2 spectra, gives rise to 1.65 × 10 −5 cm −1 error in the wavenumber (as it is explained in Sec. IV).
Furthermore, in fitting with SDV profile, we have considered the influence of the type of interaction potential in our analysis. Using q = 5 resulted in less error in simulation of the spectra and its average relative error calculated to be 0.38 × 10 −5 .
Based on all these error budgets the relative error of k B is 1.87 × 10 −5 which is smaller than the statistical error we obtained. Combining both types of error, our global error in calculation of k B is 8.74 × 10 −5 . This error in our measurement is less than the errors reported in the findings of the previous studies by Casa et al. 3 and Djerroud et al. 5 where they have obtained this uncertainty to be 1.6 × 10 −4 and 1.9 × 10 −4 , respectively, and it is four times larger than the obtained result by Castrillo et al. 14 where they have obtained the relative uncertainty to be 2.4 × 10 −5 .
V. CONCLUSIONS
In this study, we have performed a line-shape analysis of acetylene at room temperature and low gas pressures. Accurate line-shape parameters have been obtained considering Speed Dependent Voigt profile. The calculated value for the Boltzmann constant using Doppler thermometry in our experiment was 1.38066 × 10 −23 J K −1 with relative statistical uncertainty of 8.54 × 10 −5 at low pressure for SDV model. Also, the relative systematic error in for k B was 1.87 × 10 −5 .
We can conclude that our limiting factor was not the signal to noise ratio but the line-shape model used and the determination of the line-shape parameters. Using error analysis, most of the uncertainty in this measurement was due to the temperature measurement and next due to line-shape model that was used. For our temperature measurements, the thermal gradient was the largest error contributor.
The uncertainty in the modelling of collisional effects was limited by our knowledge on the fitting parameters such as self-broadening, Doppler width, and parameter q and thus parameters m and n in the SDV model.
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