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This paper is devoted to the theory and application of multidimensional 
stable distributions. Properties of these laws are developed and explicit algebraic 
representations are given in terms of characteristic functions. Symmetric and 
asymmetric laws and their properties are studied separately. A measure of 
association for variables following a symmetric bivariate stable distribution is 
provided and its properties are shown to be analogous to those of the ordinary 
correlation coefficient. Examples are given, and the class of symmetric multi- 
variate stable distributions is applied to a problem in portfolio analysis. 
1. INTRODUCTION 
This work is concerned with probabilistic aspects of multivariate stable 
distributions. In Section 2, this class of distributions is defined, algebraic 
characteristic function representations are given, and some properties of the 
class are presented. Section 3 defines the symmetric multivariate stable distribu- 
tions and presents some of their properties. Since the variables under study 
generally do not possess econd moments, correlation coefficients do not exist. 
However, an extended notion of correlation coefficient applicable to symmetric 
multivariate stable laws is presented in Section 4. The last section presents 
an application of stable laws to a problem in portfolio analysis, and also discusses 
some examples. 
2. MULTIVARIATE STABLE LAWS 
2.1. DeJnitions 
A distribution function F(y) is said to be univariate stable if to every 61 > 0, 
ba > 0, and real c, , cs , there corresponds a positive number 6 and a real 
number c such that for every scalar y, -co < y < co, 
F(y) *F(-- 
1 
3’b,cs) &(q), (2.1) 
* Currently on leave (1972-1973) at Departments of Administrative Science and 
Statistics, Yale University, New Haven, Connecticut. 
444 
Copyright 0 1972 by Academic Press, Inc. 
AI1 rights of reproduction in any form reserved. 
MULTIVARIATE STABLE DISTRIBUTIONS 445 
where * denotes the convolution operator. It has been shown [5] that the 
class of distributions satisfying (2.1) have a log characteristic function 
where --co <v < 00, --00<a,<co, y30, -1<fl<l,O<ol<2, 
[v/I v I] E 0 at v = 0, and for all v, 
w(v, 4 01 # 1, = 1 tan(?rol/2), 
(2/7r) log 1 v I, 01 = 1. 
The parameter cx is called the characteristic exponent. For y > 0, the distribu- 
tions are nonsingular with respect to Lebesgue measure. For discussions of 
the properties of these laws, see, e.g., Feller [3] and Gnedenko and Kolmogorov 
M- 
Now let x denote a p x 1 vector. By analogy with the univariate case, a 
distribution function G(x) is said to be multivariate stable if to every pair 
of scalars b, > 0, b, > 0, and real vectors c1 , c2 , there corresponds a positive 
scalar b and a real vector c such that for every x = (xJ, ---co < xi < 00, 
j = I,..., p, 
G(y)*G(y)=G(y). 
It has been shown by LCvy [6] and Feldheim [2] that the class of distributions 
satisfying (2.4) have a multivariate log characteristic function 
log+(t) = iPt(t) - $I’&) + 1 [eitSw - 1 - 1 z,W] &d@(w), (2.5) 
where t denotes a p-vector, PI(t) and Pa(t) are homogeneous polynomials of 
degree one and two, respectively, I = (w’w)lla denotes the length of the vector w, 
and C?(W) is a finite measure defined on and integrable over the surface defined 
by the sphere I = 1. The integration is in polar coordinates over the p-sphere, 
and 0 < 01 < 2. The result in (2.5) was obtained by finding the canonical 
integral representation of infinitely divisible multivariate laws and then 
specializing the class to the stable laws (the same argument may be used in 
the univariate case). Let the volume measure in (2.5) be denoted by V. That is, 
dV = dr d@(w)/ra+l. 
If V is identically zero, the integral in (2.5) vanishes and the characteristic 
function of a multivariate normal distribution results (if PZ vanishes, the result 
is a one point degenerate distribution). L&y shows this case (normality) 
corresponds to 01 = 2. Next assume V f 0 and 0 < 01 < 2. 
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By carrying out the integration over r (from zero to infinity) in (2.9, just 
as it would be done in the univariate case, separately for each range of iy, namely, 
0 < 01 < 1, 01 = 1, 1 < 01 < 2, and combining terms, it is found that every 
multivariate stable log characteristic function must be representable in the form 
log$(t) = ia’t - (t’t>*~“(f[t/(t’t)‘~“] + ig[ol, t/(t’t)lj2J}, 
where for all 01, 0 < 01 < 2, 
(24 
f[t/(t’tyJ] SE k, j 1 cos e p d@(w), k, > 0; 
fora:#I,O<a<2, 
g[a, t/(t’t)l12] = -k, tan y 1 cos 0 [ cos 0 la--l d@(w), 
while for a: = 1, 
g[l, t/(t’t)l’2] = ; k, 1 cos 0 log[(t’t)l’Z 1 cos 0 I] d@(w). 
Q(w) was defined in (2.5), 6 denotes the angle between the t and w vectors, 
a denotes any p-vector, the integration is taken over the surface of the p-sphere 
of unit radius, and 12, = -r(-ol) cos 42 for OL # 1, CY # 2, and k, = 42 
for a = 1. 
Remarks. (1) Note from (2.6) that 4(t) corresponds to a singular distribution 
(with respect to Lebesgue measure) if and only if f(a) = 0, and this occurs 
when D(w) = constant. 
(2) For a: # 1, ifg( .)/‘( .) = /3 tan(ra/2), it follows that - 1 < fl< 1. 
This will be seen more clearly in Section 2.2. 
2.2. Explicit Algebraic Representations 
In this section, the characteristic function representation given in (2.6) in 
terms of integrals is simplified and is given an algebraic sum representation. 
Rewrite (2.6) in the form 
log+(t) = ia’t - I(t), 
where 
I(t) = (t’t)“~“{f[t/(t’t)l~“] + z&x, t/(t’t)“q}. 
Thatis,forol#l,O<ol<2, 
I(t) = kt?,(t’t)“/2 J [toss 0]“l/2 [I - i tan y , zzz i , ] d@(w). (2.7) 
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Since 0 is the angle between t and w, t’w = (t’t)1/2(w’w)1iz cos 8. Substituting 
for cos 0, and recalling that w’w = 1 in the integral in (2.7), gives 
.  I  
I(t) = k, J (t’ww’t)G/2 [l - G tan y 1 d@(w). (2.8) 
Suppose first that Q(w) is absolutely continuous with respect to Lebesgue 
measure, and let d@(w) = @‘(w) dw. Invoking the mean value theorem in (2.8) 
gives 
.  I  
I ( t )  = c,(t’w,w,lt) 42 rp’(wJ [ 1 - s tan -?J- 1 , 
where C, EZ k, s dw, and wO denotes a value of w intermediate to its range of 
definition. Now define 
Sk = 2y’=[oyWJ]~‘~ wow;. 
Note that Q is a positive semidefinite symmetric matrix of order p and rank I, 
1 < T < p. Thus, 
I(t) = $(t’aty [l - s tan 7 1, (2.9) 
with w,‘w, = 1. It will be seen that the multiplicative factor of 4 wasinserted 
out of deference to the normal distribution. 
Now suppose that CD(W) is a discrete measure with m atoms, m = 1,2,3,... . 
Thus, m might be infinite. I(t) is then simply a weighted sum evaluated at 
each of the jumps of G(w); i.e., 
(2.10) 
where Q~ = [~A,@(w~)]~@ wjwj), wj denotes thej-th atom of Q(w), and wiwj = 1 
for each j. Now, a,, for each j, is a positive semidefinite symmetric matrix 
of rank r9, 1 < rf < p. 
We assume that no two terms of the sum are proportional, to maintain 
uniqueness of the representation. If they were, they could be combined to 
produce a new sum with one less term. We might also have taken m to be 
infinity for the general case, permitting an infinite number of the CQ’s to be 
zero in specific cases. We used this form, however, to emphasize that many 
interesting classes of these distributions occur for finite m (in fact, the case 
of m = 1 is particularly interesting). 
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Noting that (2.9) may be thought of as a special case of (2.10), in terms of 
the form of the representation, for every measure a(w) + 0, whether discrete, 
absolutely continuous, or mixed, the integral in (2.8) will be representable 
in the form given in (2.10). Expanding and simplifying (2.10) gives 




2 (t’p,ty (-WY 
B(t) Es j-l m I wj’t I 
El w%w2 ’ 
(2.12) 
and W,‘wj = 1 for every j. Taking absolute values in (2.12) shows that 
- 1 < j(t) < 1. Note also that for every scalar o, 
Now consider the case of 01 = 1. From (2.6), 
I(t) = k&‘t)“2 1 [co9 e-p’2 [ 1 + ; 6 log j(t’t)“” cos 0 I] d@(w). 
Substituting for cos 8 gives 
I(t) = kl J (t’ww’t)1’2 [1 + 4 & log ( w’t I] d@(w). 
Applying the identical argument used for the case of LX # 1 gives 
1(t) = ; ; (t’Pjty2 [l + ; & log 1 wj’t I], (2.13) 
5-l 
where w,‘w~ = 1 for each j, and Q, is a positive semidefinite symmetric matrix 
of rankr,, 1 < r, <pp. 
Expanding (2.13) and simplifying gives 
w = ; ,t (t’w)1’2 11 + p3#)/, (2.14) 
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where 
i (t’s2,tt)l/2 & log I wjlt I 
PI(t) = j-l 
Fl wvt)1’2 ’ 
(2.15) 
andforeveryj,wj’wj = l.Thus,forp = l,Wj’Wj =~j~=l,sothat(wj(=l. 
Since log+(t) = ia’t - I(t), combining terms from (2.11), (2.12), (2.14), and 
(2.15) shows that a distribution is multivariate stable if and only if its log 
characteristic function if representable, for 01 # 1, in the form 
10g4(t) = ia’t - i E (t’Qit)“/2 11 + i&t> tan 71, 
34 
(2.16) 
and for a = 1, as 
log#(t) = ia’t - k gl (t'njt)1'2 11 + t B(t)/3 (2.17) 
where /t(t) and pi(t) are defined in (2.12), and (2.15), respectively. The “if and 
only if” assertion in this statement follows from the fact that (2.5), from which 
these results were derived, characterizes the entire class uniquely. 
Remarks. (1) It is easily seen from (2.16) that for 01 = 2, tan(nol/2) = 0 
and log $(t) reduces to 
or 
log+(t) = ia’t - 4 2 (t’SL,t), 
i=l 
log+(t) = ia’t - Qt’Zt, (2.18) 
where c z Cy P, . This is the log characteristic function of the multivariate 
normal distribution. Thus, (2.16) is applicable for all 01, 0 < OL < 2, except 
for a! = 1 (the case of 01 = 1 is given in (2.17)). 
(2) It will be assumed from now on that no two of the terms 
in (2.16) and (2.17) are proportional. Otherwise nonuniqueness might result. 
A sufficient condition is that no two of the Q;s are proportional. 
(3) In Remark (1) of Section 2.1 it was seen that $(t) corresponds 
to a singular distribution if and only if f(s) = 0 (wheref(*) is defined in (2.6)). 
It may be seen from (2.16) and (2.17) that this condition is equivalent to the 
condition that cy (t’B,t)(l/2 = 0. That is, a density with respect to Lebesgue 
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measure exists if and only if Cy (t’SLjt)“12 > 0 for all t + 0. If CF !$ is positive 
definite, for all t + 0, CT (t’f$t) > 0, and hence, [ET (t’Ojt)]m/2 > 0, for all (Y, 
0 < 01 < 2. Application of the CT-inequality shows that CT (t’sljt)“12 > 0. 
Thus 4(t) corresponds to a nonsingular distribution if C,” !$ is positive definite. 
Otherwise, the distribution is singular. 
2.3. Properties 
P. I. Linear Combinations 
The random vector X : p x 1 follows a multivariate stable distribution with 
characteristic exponent 01 if and only if every linear combination of the compo- 
nents of X follows a univariate stable distribution with characteristic exponent (Y. 
Proof. (a) Suppose 01 # 1, and that for every h : p x 1, h + 0, h'X follows 
the univariate stable distribution with log characteristic function 
log#,,tx(w) = ia,(h)v - Ah) I w Nl + B(W/l w I> t4~4U, (2.19) 
where a,(h), r(h), and /?(h) denote functions of h, and for all h, y(h) > 0, 
-1 < j?(h) < 1. Since &(wh) = hx(w), for all w, 
log+,(h) = ia,, - r(h)[l + $3(h) tan(rrol/2)]. 
Replacing h by (wh) gives 
log#htx(w) = log&(wh) = ia,, - y(wh)[l + $(vh) tan(?ra/2)]. (2.20) 
Equating real and imaginary parts of (2.19) and (2.20) and noting the results 
must hold for 01 = 2 gives 
r(4 = I w I” r(h)> r(h) > 0, (2.21) 
a,(wh) ES waO(h) = wa'h, (2.22) 
BW,h) 5 +(hx -1 <(B(h) d 1, (2.23) 
for some p-vector a, for all h + 0, and for all w. Setting w = (h'h)+" in (2.21), 
combining terms, and comparing with (2.6) h s ows that X is multivariate stable. 
(b) Now suppose that for all 01 # 1, X : p x 1 follows a multivariate 
stable distribution. Then from (2.16), for every h + 0, 
log+h*x(w) = ia,w - y 1 w I”(1 + @(wh) tan(rror/2)}, 
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where a, = a’h, and y = +Cy (h’f+h)“/“. From the remarks following (2.12) 
/3(&) = /3(h)w/] 2, j, and - 1 < /3(h) < 1. Hence, $,,,x(n) reduces to a univariate 
stable characteristic function for every h + 0. 
The arguments for 01 = 1 for both parts (a) and (b) are completely analogous. 
The next property concerns the multivariate stable family as a family of 
limit laws. The result is known (see Rvaceva [II]) but the proof below appears 
to be new and does not involve any analytical complexities. 
P.2. Domains of Attraction 
(a) Let X, ,..., X, denote independent and identically distributed (i.i.d.) 
random p-vectors. Suppose there exist sequences of location vectors @, : p x 1 
and scalars ,f,, , such that if V, = f  ;‘(C: Xj - p,), 9’{Vn} converges to some 
nondegenerate law. Then 
$2 T{V,} = 6p{V} 
where V is a multivariate stable random vector. 
(b) Conversely, every multivariate stable law is expressible as the limit 
law of a sum of centered and scaled independent and identically distributed 
(i.i.d.) random vectors. 
Proof of (a). Suppose 6p(vld} converges to 9{V} for some nondegenerate V. 
Then, for an arbitrary p-vector h, h + 0, 9{h’V,) converges to 9{h’V). But 
h’V, is a sum of centered and scaled i.i.d. scalar random variables. Hence 
B{h’V} must be univariate stable (see e.g., Gnedenko and Kolmogorov [4, 
p. 1621. Since (h’V) is univariate stable for every h, by Property (P.l), -E”(v> 
must be multivariate stable. 
Proof of(b). Let Y, ,..., Y, denote i.i.d. p-vectors following the multivariate 
stable law with c.d.f. F,(x). Then by (P.l), above, for any p-vector h $ 0, 
h’Yj follows a univariate stable law with c.d.f. F,(x). Then, there exist sequences 
of constants, b, and fn , depending upon h, such that Ey h’Yj follows the law 
with c.d.f. F,[(x - b,J/fJ [4, p. 1621. H ence, f  ;‘(C,” h’Yj - b,) follows the law 
with c.d.f. F,(x). Since at least one p, can always be found so that b, = h’& , for 
every h (a, = b,h/(h’h) is the pseudoinverse solution), if 2, = f  ,‘(c: Yj - a,), 
h’Z, follows the law with c.d.f. F,(x). S ince F,(x) does not depend upon n, it 
is also the limiting distribution. Hence, F,(x) is the limit law of Z, . 
P.3. Infinite Divisibility 
If X : p x 1 follows a multivariate stable law, it may be represented as a 
sum of independent and identically distributed multivariate stable vectors. 
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Specifically, if X follows the law in (2~3, X may be represented in the form 
where the Xj’s are independent p-vectors and each follows the law with log 
characteristic function 
log&t) = izi’t - (t’t)“l”{f[t/(t’t)‘q + ig[a, t/(t’t)““]}, (2.24) 
where j = (l/n)f and g = (1 /n)g, and f and g are defined in (2.6). The result 
holds for any n. 
Proof. Since X follows a multivariate stable law, its law is also infinitely 
divisible (by construction); i.e., its characteristic function is representable as 
4(t) = P(t), 
for every 71, where t$(t) is some characteristic function. It is seen that 4(t) is 
the multivariate stable law defined in (2.24). 
P.4. Absolute Continuity 
All nondegenerate multivariate stable laws are absolutely continuous with 
densities which are continuously differentiable of all orders. 
Proof. From (2.16) and (2.17), for all a, 0 < (II < 2, 
Since 1 4(t)/ vanishes at infinity to an order greater than unity (the order is 
exponential), 1 +(t)[ is integrable; so the density exists and is continuous (see 
Cramer [I, p. loll). Since the density is given by 
f(y) =(2$ s e-it’rM) & 
it is clear that f(y) may be differentiated any number of times. 
3. SYMMETRIC MULTIVARIATE STABLE LAWS 
3.1. Dejnitions 
The class of probability laws which are symmetric about a p-vector, a, is 
defined by the condition that the characteristic function $(t) satisfy 
e-“a’t#t) = .&a’$$( -t). (3.1) 
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Requiring that (3.1) hold for all t in (2.16) and (2.17) implies that /l(t) = 0 
and a(t) = 0. Thus, every multivariate stable distribution symmetric about a 
point a in p-space must have log characteristic function 
log+(t) = ia’t - 4 f  (t’SZjtp’2, o<ci<2. (3.2) 
1=1 
The class of probability laws with characteristic function 9(t) which are 
spherically symmetric (isotropic) about a p-vector a are defined by the condition 
that e+‘f$(t) must depend only upon the length of t. Spherically symmetric 
laws are a special case of symmetric laws (and so must also satisfy (3.2)). 
However, the isotropy condition requires, in addition, that the last term in 
(3.2) depend only on t’t. Clearly this requirement is satisfied if and only if 
~2~ is proportional to the identity matrix for every j. Thus, d(t) represents an 
isotropic stable law if and only if 
log+(t) = ia’t - y(t’t)+, y  > 0; (3.3) 
the law is nonsingular if and only if y > 0. 
A distribution defined by (3.2) for some parameter set (m; a; P, ,..., Q, ; a) 
will be said to be symmetric multivariate stable, of order m. It is assumed 
that no two of the 8;s are proportional, and that 2: QL, is positive definite, 
so that $(t) will be nonsingular (see Remark (3), Section 2.2). 
P.1 
3.2. Properties of Symmetric Stable Laws 
If X : p x 1 is symmetric multivariate stable of order m, every linear 
combination of the components of X follows a symmetric univariate stable 
distribution. 
Proof. If the law of X is given by (3.2) and h is any p-vector, 
log+,>,(v) = i(a’h)w - Y j v  Iti, 
where y z 4Cy (h’!$h)+. 
P.2 
For any distribution defined by (3.2), log 1 d(t)1 is concave if and only if 
its characteristic exponent 01 is in the range 1 < OL < 2. If 0 < 01 < 1, log 1 b(t)1 
is neither concave nor convex. 
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Remark. It will be seen in Section 5 that (P.2) is precisely the condition 
needed to minimize risk in an investment portfolio in which assets jointly 
follow a symmetric multivariate stable distribution. The implication of (P.2) 
which is most useful is that for 1 < a: < 2, Cy (t’S2jt>“/2 is convex in t. 
Proof. Define for x :p x 1, f(x) = (x’x)y, f(x) $ 0. It will first be shown 
thatf(x) is convex if and only if l/2 < y. (P.2) is then easy to establish. 
Form the Hessian matrix of second partial derivatives of f(x), 
H = ~Y(x’x)“-~ A, 
where 
That is, for i # j, the ij-th element of A is -2( 1 - y) X,X, , and A is symmetric. 
It is easy to see that A may be rewritten in the form 
A = (x’x) I, - 2(1 - y) xx’, 
where I, denotes the identity matrix of order p. f(x) is convex if II is positive 
definite, which will be true if A is positive definite. Hence it must be shown 
that the latent roots of A are positive. But xx’ has only one nonzero latent 
root, viz, x’x. Hence, xx’ = (x’x) I’DI”, where I’ is an orthogonal matrix of latent 
vectorsofxx’andD = diag(1, O,..., 0). Since I’r’ = I,, A may be written in the 
canonical form A = I!D*I”, where D* G diag[x’x(2y - I), x’x,..., x’x]. That 
is, all latent roots of A will be positive if y > 8 , and thenf(x) will be convex. 
Now make the identification (Y = 2y, and x = 8ii2t, where SL, is symmetric 
and positive semidefinite. Then, it may be concluded that if 
g,(t) E (t’G$t)+, 
gj(t) is convex if 1 < LY < 2. Moreover, if 
h(t) = f (t’8,ty = - 2 gm 
j=l i=l 
h(t) must be convex since it is the sum of convex functions. Hence, log ] b(t)1 = 
-WI2 is concave. 
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Now consider the case of OL = 1 (y = i). In this instance, A is only positive 
semidefinite. However, it is not hard to see that f(x) remains convex. Let 
0 < X < 1 be given. Then, if x1 and x2 are any two points, 
f[kl + (1 - A) x21 = @Xl + (1 - A> x21’ Px, + (1 - A) %111’2, 
and 
f”[AXl + (1 - h) xa] = xs(x,‘x,) + (1 - X)2 (xa’x,) + 2X(1 - h)(x,‘x,). 
Moreover, since by the Cauchy inequality, 
f”P% + (1 - A) %I 9 @f(Xl) + (1 - ~)f(X2)12* 
Sincef(x) > O,f(x) must be convex. 
Note that if 01 < 1, i.e., if y < +, the first latent root of D* is negative 
while all others are positive. Hence, if 01 < 1, log 1 +(t)l is neither concave 
nor convex. 
P.3. Suppose Y : p x 1 follows the law in (3.2) with parameters 
(m; % ; % ,..., 8, ; a), Z : p x 1 follows the law in (3.2) with parameters 
(n; 6, ; Yl ,***, y, ; a), and Y and Z are independent. Then, if for Br : q x p and 
B2 : q x p, q d p, rank (B,) = rank (B,) = q, Y* = BrY + cr , and 
Z = B2Z + c2 , (Y* + Z*) also follows the law in (3.2), but with parameters 
(m + n; B,6v + B2ez + cr + c2 ; 8, ,..., em+,, ; a), where 9, = B,SQBr for 
j = l,..., m and 9j = BaYi-mBa’, for j = m + I ,..., m + n. 
Remark. 
P.3 is not a special case of the defining property given in (2.4), which would 
assert that for any 6, > 0, b, > 0 and c1 and c2 it should be possible to find a 
b > 0 and a c such that [(b,X, + ci) + (b,X, + c2)] follows the same distribu- 
tion as (bX + c). In (2.4), 4 and b, are scalars, whereas in (P-3) they are 
generahzed to matrices. 
Note that symmetric multivariate stable laws of order one are not generally 
closed under convolutions of this type. That is, the convolution must yield 
a law of order two, unless Bi , B, , SLj , Y, are all scalars, j = l,..,, m; k = l,..., n. 
P.4 
If X : p x 1 follows a symmetric (about zero) multivariate stable law of 
order one, its probability density contours are elliptical.1 
1 This result was developed jointly with G. Bhattacharyya and G. Tiao. 
683/2/4-8 
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Proof. Suppose X :p x 1 follows the symmetric stable law with log 
characteristic function 
log$x(t) = - i(t’t)“/Z, 0 < a: .< 2. 
Then, by the inversion formula, the density function of X is given by 
P(X) = (2T!)l,2 - s exp(-it’x - $(t’t)o/“) dt. 
Let t = Ik for some fixed orthogonal matrix r, I’I” = I. Then 
s 
exp(-idr’x - &(T’T)“/~) dc 
That is, p(x) = p(r’x), for every orthogonal I’. Since the density is invariant 
under rotations, the density contours of X ‘are circular; i.e. p(x) = const 
implies x’x = const. A location and scale change will produce a variable with 
distribution given in (3.2). Such an affine transformation changes the contours 
from circular to elliptical. This follows from the fact that since the density 
of X is a function of x’x the density of Y = W2X is a function of (y’sL-ly). 
Thus, the density contours of Y must be elliptical (and Y has log characteristic 
function -( 1/2)jt’Ot)+). 
4. ASSOCIATION IN SYMMETRIC MULTIVARIATE STABLE DISTRIBUTIONS 
4.1. Defnitions 
Let 2 : 2 x 1 follow a symmetric bivariate stable distribution with log 
characteristic function 
log&(t) = ia’t - & C (t’Qjt~‘z, 
3-1 
(4.1) 
for ‘kj > 0 (and no two P3’s are proportional). This notation implies Sz, is 
positive semidefinite. 
Let Z’ = (X, Y). In bivariate distributions with finite variances the covariance 
and correlation coefficient measure the association betweenX and Y. In stable 
distributions with 01 < 2 all second order moments are infinite so that these 
conventional measures of association are not defined. It will be shown that 
the usual notion of association is easily extended. 
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Define the asSociution parameter p for the distribution in (4.1), as follows. 
Denote the t-element of Sz, by wij(k), i,j = 1,2, and k = I,..., m. Then define 
(4.2) 
Corresponding to the usual covariance is the codispersion, u12 E Cy w12(k). 
P.1 
4.2. Properties of the Association Parameter 
Let the association parameter p for a bivariate symmetric stable distribution 
be defined as in (4.2). Then -1 < p < 1. 
Proof. Define E = Cy Bk, and let Z = (cQ). Then uii = cr w&). Since 
SQ > 0 for all j, C >, 0. Hence a,,~,, - u& 3 0. Since p = u~~/(u~~u,,)~/*, the 
result follows. 
Remark. For a = 2 the association parameter reduces to the ordinary 
correlation coefficient since C is then the covariance matrix of the distribution. 
P.2 
Let the bivariate vector z’ = (X, Y) follow the symmetric bivariate stable 
distribution law in (4.1). Then, if X and Y are independent, their association 
parameter is zero. 
Proof. Let t’ = (tr , t,) and a’ = (al, %) in (4.1). Then, if m = p = 2, 
log&(t) = ia’t - i([tr2ql(l) + t22~22( 1) + 2tIt2w,2(1)]a/2 
+ [t12wn(2) + ta2w22(2) + 2t,t,w12(2)1”‘“>. 
The marginals are given by 
If X and Y are independent it is necessary that &(t) = $x(tl) &(t2), so that 
ia’t - 2 $ [t12wll(i) + t2”wz2(i) + 2tlt2w12(i>1”/2 
3=1 
= ia’t - i i [t12wn(j)]“/2 + i [t22w22(j)]“/2 . 
I 1 1=1 I=1 
(4.3) 
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It is easily verified that for (4.3) to hold for all t, and t, , it is necessary that 
urs(l) = wr2(2) = 0 (to achieve independence it is required in addition that 
w,,(2) = ~~~(1) = 0 or equivalently, that ~~~(1) = w&2) = 0). Hence, the 
codispersion aI2 = Ct w,,(k) = 0, so that from (4.2), p = 0. Note that for 
m = 1, independence is not possible (unless 01 = 2). Moreover, for m > 2, 
the argument is analogous (it will be necessary for independence to have 
0+(K) = 0, for all k = 2 ,..., m). 
Remark. Note from (4.3) that the converse of (P.2) is not generally true. 
That is, p = 0, or x:,“wrs(j) = 0, m 3 2, implies X and Y are independent 
if and only if 01 = 2 (the multivariate normal distribution). 
P.3 
The symmetric bivariate stable distribution defined in (4.1) with association 
parameter p defined in (4.2) is singular if and only if p2 = 1. 
Proof. The determinant of cy !& is given by 
Comparison with (4.2) shows that if p2 = 1, / Cl” !& ( = 0, so that the distribu- 
tion is singular. Conversely, if the distribution is singular, C,” SZR, is not positive 
definite so that its determinant must vanish, which implies that p2 = 1. 
Remarks. 1. When the distribution in (4.1) is singular (p2 = I), all the 
mass is concentrated either in a point, or in a subspace of dimension one, in 
which case X and Y are functionally dependent. It is easy to check that the 
dependence is linear if and only if 01 = 2. 
2. The parameter p is a measure of association between X and Y 
in that when X and Y are independent, p = 0; when X and 
dependent (X and Y are functionally related), p = fl; and 
Y are completely 
-l,<p<l. 
5. INTERPRETATION OF SYMMETRIC MULTIVARIATE STABLE DISTRIBUTIONS 
5.1. An Application to Portfolio Analysis 
Let pj(r) denote the price per unit of asset j (the asset might be some 
speculative security in an investment portfolio) at time S- one period from now 
in the future, and define for known ~Q(T - l), 
y, ~ 1% PM - 1% Ph - 1) 
l%P,(T - 1) - 
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Suppose Y = (YJ, i = l,..., p, and Y follows the symmetric multivariate 
stable law defined in (3.2). This assumption on the marginals (with a in the 
range 1 < OL < 2) was suggested by Mandelbrot [7]. Now consider an invest- 
ment portfolio containing p assets whose price changes follow this law. Suppose 
the vector of fractions of resources allocated to each of these variable price 
assets is c = (cj), j = I,..., p, so that the return on this allocation of resources 
is Q = c’Y. Moreover, since 01 > 1, by assumption, Y has a finite first moment 
vector, and EQ = c’a. The log characteristic function for returns is given by 
log&(r) = iT(c’a) - 4 ( T la f  (c’f+2)“12. 
j=l 
(5.1) 
The “risk” associated with the allocation is taken to be the coefficient of 
- 1 T IoL in (5.1), a parameter related to the scale parameter of the distribution 
of Q; that is, 
risk = r(c) = + 5 (c’!+z)@. (5.2) 
1 
Thus, if returns were normally distributed (a = 2), T(C) would be proportional 
to the variance of return. It is, of course, possible, and sometimes desirable, 
to use other measures of risk. 
Define the set of “efficient” portfolios as those for which it is not possible 
to achieve greater expected return without increasing risk. It may be shown 
(see Press [8, pp. 346-3471) that the set of efficient portfolios can be obtained 
as the solution of a programming problem with objective function 
R(c) E A(c’a) - 4 f  (c’Qjc)“/2, O<h<co. (5.3) 
1 
That is, for some fixed, preassigned X (A is fixed by the behavior of the investor 
towards risk taking), maximize R(c) with respect to c, subject to the conditions 
that (i) ci > 0, i = I,..., p, and (ii) C,” ci = 1. Of course there is still the 
question of whether or not a maximum of R(c) exists. 
Since for 1 < 01 < 2, - * Cr (C’S2jCp” is a concave function of c (see, 
Section 3 (P.2)), and since hc’a is also a concave function of c, R(c) is concave 
in c for 1 < OL < 2. Thus R(c) has a global maximum. 
Maximizing R(c) in (5.3) subject to the two constraints is a problem in 
concave programming (which may be solved by any one of several existing 
algorithms (see e.g., Rosen [lo])), 
Note that in the above application, Q, the return on the portfolio, follows 
a univariate symmetric stable distribution. If a portfolio management firm 
were studying the problem, they would very likely be interested in the joint 
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return behavior of many such portfolios. That is, they would be interested 
in the behavior of some vector of Q’s, corresponding to an atline transformation 
of the Y vector. Since Y follows a multivariate stable law, the vector of portfolio 
returns will have jointly stable components. 
5.2. Examples 
Multivarkte Cauchy Distribution 
Although most stable distributions, both univariate and multivariate, do 
not have densities expressible in simple closed form, the multivariate normal 
and multivariate Cauchy distributions are exceptions. For the Cauchy distribu- 
tion, the result is given in the lemma below. 
Let &(t) denote the characteristic function of Y : p x 1, and suppose for 
c b 0, 
log&(t) = ia’t - (t’Ct)1/2. (5.4) 
Then Y will be said to follow a multivariate Cauchy distribution of order one. 
If C > 0, the distribution is nonsingular. 
LEMMA. The density of a nonsingular multivariate Cauchy vector of order 
one is given by 
f(y) = K 1 Z 1-1/2[1 + (y - a)’ E-l(y - a)J-(p+l)12, 
where K = F[(p + 1)/2] W- (p+l)j2 and C is positive definite. 
Proof.2 It will be shown that the density in the lemma corresponds to the 
characteristic function in (5.4). 
Suppose X : p x 1 is a random vector with densityg(x) = K(1 + x’x)-@+l)12, 
where K is defined above. Let y3 denote the j-th column of anyp x p orthogonal 
matrix I’ with yr = t(t’t)-l/2. Then t’I’ = (t’t)l”(l, O,..., 0). Define 
exp(it’x) 
4x(t) = K 1 (1 + x’x)(P+lu2 dx, 
a I am grateful to M. L. Eaton for suggesting this proof. My original proof noted that 
g(x) is a multivariate Student t-density and this results from a gamma mixture of multi- 
variate normal densities (Raiffa and Schlaifer [9, p. 256). Interchanging order of integration 
in h(t) and evaluating the integrals gives the result. That proof relies upon a useful 
technique, but does not have the pedagogical virtue of reducing the multivariate problem 
to the analogous univariate problem. 
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and let x = I‘z, where z = (zj). Note that if 
and the normalizing constant of the Student t-density is used, it may be found 
that if g, 3 79i2r(/3/2) r-l[(K + 1)/2], Fk = g,b,k’2. Letting bk = 1 + ct-’ zj2, 
k = 2 ,..., p, and noting that b, = b,, + z”,-, , 
The last integral is a form of the one dimensional characteristic function of 
the Cauchy distribution and is given by n exp(-(t’t)1/2). Combining terms 
gives #x(t) = exp(-(t’t)1/2). Letting X = W(Y - a) gives the final desired 
result. 
Remark. The densities of symmetric multivariate Cauchy distributions of 
higher order are obtainable by evaluating convolutions of densities of the form 
given in the lemma, but with differing location and scale matrices. 
Spherical Symmetric Catchy Distribution 
In (5.4) take C = 0~1. Then 
log~Y(t) = ia’t - a(t12 + 0.. + ts2)l12, 
Independent Stable Variates 
a > 0. 
In (4.1), take Qzj to be diagonal for all j. Moreover, if wi(j) denotes the i-th 




; ’ if i =j, i = l,..., p, j = l,..., m, 
, if i # j. 
Since in this case (t’$t) = t&A”, j = I,..., m, m < p, and (t’P,t) = 0 for 
p <mandj>p, 
log&(f) = ia’t - s $ (tj2)a12, 
3=1 
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That is, the components of Y are independent stable variates. If 01 = 1, each 
Cauchy variate has a median equal to a, and semi-interquartile range equal 
to 7/Z. The location and scaling are standardized by choosing a, = 0 and y = 2. 
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