



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































競合層のセル数∧㌃。、 20 40 40 40










競合層のセル数凡。11 20 40 40 40
島のしきい値LT。 0．16 0．19 0．10 0．00






































































































0．72 29．5 1．3 0．9
　正規分布型
Wクラスタデータ





















































































































































































































































































































































サンプル数 150 683 126 215
属性数（次元数） 4 10 10 5


































































競合層のセル数凡田 10 35 20 10
Liのしきい値Lm 0．0 0．12 0，004 0，007
dゾのしきい値∂叫。 1．0 0．27 0．81 0．89
拡張2段階SOMBCW Iris Vowe1Thyroid
競合層のセル数∧⊆、 10 35 20 10
五；のしきい値L㍍ LO 0．19 0．85 0．81
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えるようなデータに対しては，拡張2段階SOMによっても同等のクラスタリング結果が
得られると考えられる．
　次に，最短距離法，最長距離法，ウォード法それぞれにおける各データセットの誤分類率
を比較すると，Vowelデータのようにクラスタの分布が歪曲している場合には最短距離法
が最も良く，その他のデータセットについてはウォード法が最も良好であるといえる．こ
れに対して2段階SOMでは，いずれのデータセットに対しても，他の階層的クラスタリン
グ手法と比較して同等以上のクラスタリング性能を示している．
　これらの実験結果は，5．2．3節で述べた，人工データを用いた場合の実験結果における所
見と一致しており，したがって，階層的クラスタリング手法や尾means法，従来型2段階
SOMと比較して，拡張2段階SOMを用いたクラスタリングの有効性が確認できたと考え
られる．
5．4　クラスタリングの安定性
　ここでは，表5．2および表5．5に示した誤分類率とは別の観点として，競合層のセル数を
変化させたときの，クラスタリング性能の安定性にっいて述べる．一般に，SOMを用いた
クラスタリングでは，対象データに対して最適と思われる競合層セル数を経験的に設定し
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図5．6BCWデータおよび密度の異なる人工データに対するセル数と誤分類率の関係
なけれぼならない．そのため，セル数の変動に対するクラスタリング結果の安定性は重要
な要素である．
　図5．6は，クラスタ内のデータの密度が大きく異なる，BCWデータと図4．1（c）に示す人
工データをクラスタリングしたときの，従来型2段階SOMと拡張2段階SOM双方におけ
る，競合層のセル数と誤分類率の関係を示している．従来型2段階SOMは，セル数の増加
にともなって，クラスタリング性能が急激に悪化する傾向が見られる．これに対して，拡
張2段階SOMでは，ある程度のセル数の変動に対しても，誤分類率が低く抑えられてい
る．このことから，拡張2段階SOMにおけるクラスタリングの安定性が確認できたと考え
られる．
5．5　本章のまとめ
本章では，前章において示された2段階SOMの問題点について検討し，その原因につ
いて定性的な分析を行った．その結果，2段階SOMのTHSOM過程において，競合層セ
5．5　本章のまとめ 73
ルのコードベクトル間距離に基づいた，各セルにおける活性度算出法の問題点を指摘した．
この問題点を解決するために，セル単位のコードベクトル間距離ではなく，隣接セル間の
コードベクトル間距離の変化量に基づいた，各セルの不活性度を定義し，これをもとに拡
張2段階SOMの提案を行った．
　拡張2段階SOMに対して，人工データおよびUCI　MLデータベースから引用した実デー
タを用いた性能評価実験を行ない，拡張2段階SOMでは，従来型2段階SOMでは困難
であった，密度の異なるデータの正確なクラスタリング実現できることを示した．さらに，
UCI　MLデータベースのIris，　Breast－cancer　wisconsin，　Vowel，　Thyroid　glandデータセッ
トによるクラスタリング実験を行ない，階層型クラスタリング手法におけるクラスタリン
グの正確さが大きく異なるようなデータセットに対しても，拡張2段階SOMでは，いず
れも良好なクラスタリング結果が得られることを示し，拡張2段階SOMの有効性を確認
した．
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第6章
結言
6．1　本論文のまとめ
　本論文では，自己組織化マップ（SOM）のクラスタリング問題への適用に関して，その
クラスタリング性能の向上を目的とした学習アルゴリズムの改善を行った．各章における
成果を以下にまとめる．
　第2章では，従来の代表的なクラスタリング手法について概説し，非階層的手法である
ん一means法は代表ベクトルの初期状態によってクラスタリング結果にばらつきがあること
や，個々のクラスタを1つの代表点だけで近似するために任意形状のクラスタの抽出が困
難であることを指摘した．また，最短距離法，最長距離法，ウォード法などに代表される
階層的手法は，手法によってクラスタリング結果が大きく異なる場合があり，対象データ
に適した手法を選択するには経験に基づく試行錯誤が必要であることや，対象データの大
規模化への対応が困難であることを指摘した．以上をふまえた上で，SOMおよびSOMを
用いたクラスタリング手法の概要とその特長を述べ，クラスタリング問題にSOMを適用
することで，従来のクラスタリング手法の問題点を解決できる可能性を示した．
　第3章では，SOMの基本学習アルゴリズムにおいて，学習後に生じる不活性セルが，学
習後のクラスタ抽出の際にクラスタ境界の正確な推定を阻害することを示し，SOMをクラ
スタリング問題に適用する上での問題点を明らかにした．クラスタリング問題への適用に
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おけるSOMの学習アルゴリズムの問題点を解決するために，従来の基本学習アルゴリズ
ム（BSOM）と，　BSOMにおける近傍関数にしきい値作用を取り入れた，しきい値SOM
（mSOM）とを段階的に適用する2段階SOMを提案した．その際THSOMの学習法を
再検討し，学習中のセルの勝利回数と学習後のコードベクトル間距離を組合わせることに
よって，競合層の各セルに対する活性度を定義し，不活性セル判定の正確化を図った．こ
の2段階SOMの学習アルゴリズムに対して基礎的な学習実験を行った結果，2段階SOM
では，SOMにおける位相保持写像の性質を維持しっっ，不活性セルの発生を抑制すること
が可能であることを確認した．
　第4章では，2段階SOMのクラスタリング性能を定量的に評価するために，人工的に作
成したデータセットを用いてクラスタリング実験を行った．等方的な分散を持つ正規分布
型データセットのクラスタ抽出において，κ一means法ではクラスタ数の増加によってクラ
スタ抽出に失敗するケースが増えるのに対し，2段階SOMでは正確なクラスタ抽出を安定
的に行えることを示した．また，クラスタごとのデータ密度が異なっていたり，任意形状
のクラスタで構成されるような非正規分布型データセットのクラスタ抽出においては，階
層的クラスタリング手法（最短距離法，最長距離法，ウォード法）では，抽出対象のクラ
スタの特徴によって適用すべき手法が異なること，2段階SOMではその傾向が緩和される
ことを確認した．一方で，クラスタごとのデータ密度が異なるようなデータセットに対し
ては，た一means法と同様に，クラスタの境界を正しく推定できない場合が多く発生するこ
とを明らかにした．
　第5章では，2段階SOMのTHSOM過程における，各セルの活性度の算出方法に改良を
加えた，拡張2段階SOMの提案を行った．従来型2段階SOMでは，セルの活性度をコー
ドベクトル間距離に基づいて算出していたため，クラスタ毎にデータ密度が異なるような
場合に，各セルの活性度のグラフから不活性セルを正確に検出できないという問題があっ
た．これに対して拡張2段階SOMでは，隣接セル間のコードベクトル間距離の変化量に注
目してセルの活性度を定義することにより，人工的な評価用データセットを用いた学習実
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験において，データ密度の異なるクラスタで構成されるデータセットに対して，不活性セ
ルの検出が良好に行えることを示した．さらに，UCI　MLデータベースの実データを用い
たクラスタリング実験を行ない，従来のクラスタリング手法および従来型2段階SOMを
用いたクラスタリング手法に対して，誤分類率および競合層セル数の変動に対する安定性
の面から，拡張2段階SOMの有効性を確認した．
　これら一連の研究成果から，本研究の目的である，自己組織化マップを用いたクラスタ
リングの高性能化については，十分に達成できたと考えられる．
6．2　今後の課題
　本論文では，主にクラスタリング時の誤分類率によって，提案手法を含め，種々の従来手
法におけるクラスタリング性能を評価している．しかしながら，大規模なデータへの適用
を考えた場合，誤分類率が低いことはもちろん重要であるが，それと同時に，クラスタリ
ングに要する計算時間も，クラスタリング性能を示す重要な指標となる．したがって，時
間的コストの観点から，従来の階層的クラスタリング手法と，2段階SOMを用いた手法の
場合の計算時間について，理論的および定量的な評価を行なわなければならない．
　また，本論文で提案した2段階SOMによるクラスタリング手法は，従来型2段階SOM，
拡張2段階SOMともに，最終的にはSOMのコードベクトル間の距離に基づいてクラスタ
の抽出を行う．そのため，望ましいクラスタ分割を得るための，しきい値設定が非常に重
要であり，最適なしきい値を自動設定するための工夫，あるいは，データ間の距離に基づ
かないクラスタ抽出法の提案が必要と思われる．これにっいては，片means法において情
報量規準を組合わせた手法が提案されており［33］，本研究においても，学習後のSOMに対
して，赤池情報量規準AIC［34］あるいはベイズ型情報量規準BIC［35］を用いたクラスタ抽
出法について，すでに検討を始めている［36］［37］．今後，このアプローチに対して詳細な研
究を進め，SOMを用いたクラスタリングの更なる性能向上を行うことが課題である．
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