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Abstract
In modernen Fahrzeugen befindet sich eine Vielzahl von Steuergeräten, die verschie-
denste Funktionen, wie z.B. das Antiblockiersystem (ABS) realisieren. Die Funktionali-
täten von Steuergeräten werden heute mit unterschiedlichen Methoden beschrieben. Eine
dieser Methoden sind Message Sequence Charts (MSCs). Aufgrund der Freiheitsgrade
von MSCs gibt es verschiedene Möglichkeiten gleiche Funktionalität unterschiedlich zu
beschreiben. In dieser Arbeit wird eine Methode definiert, wie verschiedene MSCs hin-
sichtlich Funktionskompatibilität auf Basis von endlichen Automaten untersucht werden
können.
Diese Diplomarbeit ist in zwei Schwerpunkte gegliedert. Zum einen soll ein Konzept
für die Transformation des MSCs in der entsprechenden Automaten-Darstellung und einen
Vergleich-Algorithmus zur Rückwärtskompatibilitätsanalyse der endlichen Automaten ent-
wickelt werden. Zum anderen ist es Aufgabe, die Methode auf Basis von Java zu imple-
mentieren und in die Software-Plattform CAMP zu integrieren.
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1 Motivation
In modernen Fahrzeugen werden immer mehr Steuergeräte integriert. Für den Hersteller
kostet die Neuentwicklung der Steuergeräte nicht nur mehr Geld sondern auch Zeit. In
dieser Situation sind Kompatibilitätsanalysen von Steuergeräten sinnvoll um den Entwick-
lungsprozess zu optimieren und damit die Entwicklungskosten zu reduzieren.
Um dieses Ziel zu erreichen, wurde im Rahmen des Forschungsprojektes CompA (Compa-
tibility-Analysis for Electronic Control Units) eine Methodik zur Analyse von (Rückwärts-
) Kompatibilität von Steuergeräten definiert [Glo07]. Im Rahmen dieses Projekts sind
mehre Schwerpunkte definiert: XML-Metamodell, Kompatibilitätsanalyse und GUI-Ent-
wicklung für die automatisierte Meta-modellerzeugung. In Hinsicht auf die Kompatibili-
tätsanalyse werden die Untersuchungen noch in zwei Richtungen zugeordnet: Die XML-
Kompatibilitätsanalyse und die MSCs-Kompatibilitätsanalyse. Die XML-Kompatibilitäts-
analyse beschäftigt sich mit der Analyse von Steuergeräten bezüglich ihrer (Rückwärts-)
Kompatibilität. Ziel dieses Bereichs ist die Kompatibilitätsanalyse von statischen Eigen-
schaften von Steuergeräten [Tim07]. Im Bereich der MSCs-Kompatibilitätsanalyse wird
im Gegensatz dazu die Kompatibilität des dynamisches Verhaltens der Steuergeräten auf
Basis der graphischen Darstellung der MSCs analysiert.
1.1 Herausforderung und Ziel
Diese Diplomarbeit konzentriert sich auf das Teilgebiet „MSC-Kompatibilitätsanalyse“.
Message Sequence Charts (MSCs) ist eine Sprache, die das dynamische Verhalten von
Systemen, durch die Festlegung der Sequenz der Nachrichten zwischen kommunizieren-
den Objekten spezifiziert. Die Herausforderung für Entwickler ist, mit MSCs trotz unter-
schiedlicher graphischer Darstellung ein äquivalentes Verhalten spezifizieren zu können.
Abbildung 1.1 zeigt zwei kompatible MSCs in eine graphischen Darstellung. MSC1 in
der Abbildung mit Inline-Expression1 „Alternative-Box“ und „Optional-Box“ hat drei
mögliche Verhaltensweisen: {a ≺ c,b ≺ c,c} (x ≺ y wird im Folgenden bedeuten, dass
Ereignis x vor Ereignis y stattfindet). Gleichzeitig wird jedoch nur eine von der drei Mög-
lichkeiten ausgeführt. In dem MSC2 ist eine Inline-Expressions „Alternative-box“ mit
drei Sections dargestellt. Diese Darstellung beschreibt auch drei Verhaltensmöglichkeiten:
{a≺ c,b≺ c,c}. Das sind die selben wie inMSC1. Deshalb haben die zwei unterschiedli-
chen graphischen Darstellungen ein äquivalentes Verhalten spezifiziert.
1Die Strukturelle MSC-Sprachkonstrukte werden im nächsten Kapitel erläutert werden
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Abbildung 1.1: Beispiel für eine kompatible graphische Darstellung von MSCs
Das Ziel der Diplomarbeit ist es, ein Konzept zur Analyse der dynamischen Verhal-
ten von Steuergeräten, die in graphischer Form in MSCs dargestellt sind zu erstellen.
Dazu sind diese zunächst in endliche Automaten umzusetzen. Es soll im Rahmen des
Forschungsprojekts CompA ein Software-Modul entwickelt werden, um eine Rückwärts-
kompatibilitätsaussage zwischen zwei Steuergeräten automatisch oder semi-automatisch
treffen zu können. In CompA soll auch eine graphische Benutzungschnittstelle zur Verfü-
gung gestellt werden, damit der Nutzer das Modul komfortabel bedienen kann.
1.2 Aufbau der Diplomarbeit
Diese Diplomarbeit besteht aus folgenden Teilen: Motivation, Theoretische Grundlagen,
Stand der Technik, Konzept zur Transformation, Determinierung und Kompatibilitäts-
analyse, Implementierung und Validierung, Zusammenfassung und Ausblick.
Im folgenden Kapitel werden einige notwendige theoretische Grundlagen anhand von
Beispielen vorgestellt. Darin werden Grundlagen der MSCs und endlicher Automaten de-
tailiert erläutert, um das bessere Verständnis zum nachherigen Transformations- und De-
terminierungskonzept zu haben.
Das anschließende Kapitel „Stand der Technik“ ist ein Überblick über einige vorhandene
Methodiken der MSC-Automaten-Transformation.
Danach wird der Entwurf von Transformation des MSCs und Kompatibilitätsanalyse
anhand der Automatentheorie ausgehend von der konzeptionellen Ebene besprochen. Zu-
erst wird die Dekomposition vorgestellt, danach folgt die ausführliche Beschreibung der
Transformationregeln für Komponenten von MSCs, schließlich wird die Funktionsweise
des Algorithmus zur Kompatibilitätsanalyse erklärt.
Die Implementierung soll die Anforderungen des Konzepts erfüllen und eine entspre-
chende Aussage am Ende treffen. Die ausführliche Erklärung der Implementierung wird
2
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aufgezeigt. Die gemeinsame Plattform „CAMP“ wird kurz vorgestellt, anschließnd wird
die Implementierung der einzelnen Bestandteile erläutert.
Zur Validierung der Korrektheit der Implementierung im Rahmen dieser Diplomarbeit,
werden einige Tests mit der Hilfe von Beispiel-MSCs durchgeführt. Die Ergebnisse der
Tests werden in dem Kapitel „Validierung“ diskutiert und erklärt.
Im abschließenden Kapitel werden die Ergebnisse zusammengefasst und ein kurzer Aus-
blick auf mögliche Erweiterungen gegeben.
3
2 Grundlagen von MSCs und endlichen
Automaten
In diesem Kapitel werden die theoretischen Grundlagen der vorgelegten Arbeit erklärt.
Zunächst werden Message Squence Charts(MSCs) vorgestellt, dann werden die Grundla-
gen der endlichen Automaten beschrieben. Beide Teile werden für das Verständnis in den
weiteren Kapiteln benötigt.
2.1 MSCs
Message Sequence Charts (MSCs) ist eine Sprache, die vom ITU-T (International Tele-
communication Union - Telecommunication Standardization Sector) standardisiert wurde,
um das dynamische Verhalten von Systemen, besonders des Nachrichtenumtausches zwi-
schen kommunizierenden Objekten, zu spezifizieren. Es gibt zwei Darstellungsformen in
MSCs: Textuelles MSC für eine maschinelle Weiterbearbeitung und graphisches MSC, für
die Benutzung durch Menschen. Liste 2.1 ist ein textuelles MSC-Beispiel.
Listing 2.1: Beispiel eines textuellen MSC(MSC/PR)
0 msc ExampleMSC;
1 inst Client, Server;
2 condition Idle shared all;
3 instance Client;
4 in ConReq from env;
5 out connect to Server;
6 endinstance;
7 instance Server;
8 in connect from Client;
9 out conInd to env;
10 endinstance;
11 condition Connecting shared all;
12 instance Client;
13 in accepted from Server;
14 out conCnf to env;
15 endinstance;
16 instance Server;
17 in conAcc from env;
18 out accepted to Client;
19 endinstance;
20 condition Connected shared all;
21 endmsc;
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2.1 MSCS
Die MSC-Sprache stammt aus dem OSI-Zeit-Sequenz-Modell und wurde mit eigener
formaler Syntax und Semantik weiter entwickelt.
Momentan sind MSCs in technischen Branchen weit verbreitet, besonders im Telekom-
munikationsumfeld. Die traditionelle Rolle der MSCs im Entwicklungsvorgang ist Inter-
aktivität zwischen den Kommunikationsinstanzen zu beschreiben. Die aktuell am meisten
eingesetzte Notationen des MSCs sind MSC-96 und MSC-Notation 2000.
2.1.1 MSC-2000
Die aktuelle Notation der MSCs ist MSC-2000, welche im Jahr 2000 fertig gestellt wurde.
Weil die Vorständigkeit von Syntax und Rückwartskompatibel mit MSC-92 und MSC-96
wird Notation 2000 als Standardnotation in diese Arbeit genommen. In Abbildung 2.1 ist
ein konkretes Sicherheitssystem mit graphischer MSCs dargestellt. Diese Darstellung ist
ein Diagramm mit Notation MSC-92 ohne jegliche Spezifizierung über Umgebung.
Nutzer SicherheitSystem
Bereit
Entsperren
Okay
Pincode eintiippen
Entsperren
Instanzen
Condition
Nachrichten
Instanzende
Msc Entsperren Szenario
Abbildung 2.1: Beispiel:Darstellung der MSC-92
In Abbildung 2.1 wird ein Entsperrenssignal von dem Sicherheitssystem an die Umge-
bung nach der Zustimmung zum Pincode geschickt, um die Tür zu öffnen, und gleichzei-
tig noch ein Signal an den Nutzer, um die Zustimmung zu signalisieren. Der selbe Fall in
MSC-2000 wird mit einem Gate und Reference wie in Abbildung 2.2 dargestellt.
2.1.2 Basic MSC Notation
Basic-MSC umfasst alle Sprachkonstrukte, die notwendig sind, um den Nachrichtenfluss
zu spezifizieren. Im folgenden Abschnitt werden Elemente der Basic-MSC (Instanz, Nach-
richten, Bedingung, Aktion, Timer, Environment und Gates) vorgestellt.
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Nutzer SicherheitSystem
Entsperren
Entsperren
Msc Beispiel
Tür
Bereit
Msc Entsperren Szenario
Referenz
Abbildung 2.2: MSC Darstellung mit Reference und Gate
Instance sind Event-Träger, die untereinander oder mit der Systemumgebung Messages
austauschen können. Die Instanzen werden auch als Kommunikationsobjekte verstanden.
In der graphischen Form werden Instanzen als vertikale Linien mit Instanzkopf und Instan-
zende dargestellt. Innerhalb des Instanzkopfes wird der Instanzname spezifiziert, damit die
Instanz eindeutig definiert wird. Ein Instanzende bedeutet nur, dass in demMSC keine wei-
teren Ereignisse oder Kommunikation für die Instanz beschrieben werden.
Message werden durch Pfeile dargestellt. Diese horizontale oder geneigte Pfeile zeigen
den Zeitverlauf in MSC-Szenario an. Mit Message wurden zwei Verhaltensweise definiert:
Der Pfeilanfang beschreibt das Senden und die Pfeilspitze bezeichnet die Verarbeitung
einer Message. Die Messages können mit ihrer Namen und zusätzlichen Informationen
beschriftet werden. Entlang jeder Instanzachse wird eine Totalordnung der spezifizierten
Message-Sende- und Message-Verarbeitungsereignisse angenommen. Ereignisse auf ver-
schiedenen Instanzachsen werden durch Kommunikation partiell geordnet, da eine Messa-
ge zuerst gesendet werden muss, bevor sie verarbeitet werden kann.
Condition beschreibt einen Zustand, der sich auf eine Menge der in MSCs enthaltenen
Instanzen bezieht. Bedingungen werden zur Beschreibung von wichtigen Systemzustän-
den benutzt. Es ist vergleichbar mit der „If“ Klausel in meisten Programmierungssprachen.
Sobald das Inhalt der Condition erfüllt ist, geht die Kommunikation der betreffenden In-
stanzen weiter fort. Graphisch werden Bedingungen durch Sechsecke dargestellt, die die
Instanzen, auf die sich die Bedingung bezieht, überdecken.
Action Zusätzlich zur Kommunikation können Aktionen von Instanzen in Form von Action-
Box spezifiziert werden. Eine Action-Box wird durch ein Rechtecksymbol dargestellt, das
beliebigen Text enthalten kann.
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Timer und Time Constraint Der Timer in MSCs wird nach Bedeutung in unterschiedli-
chen Formen spezifiziert. In MSCs werden die Ereignisse Timer-Setzen, Timer-Stoppen,
Timer-Zurücksetzen individuell konstruiert und die zeitliche Angaben werden immer ei-
ner Instanz zugeordnet. Daher werden die zeitlichen Angaben der Ereignisse deutlich dar-
gestellt. Wenn die Dauer zwischen zwei Ereignisse wichtig ist, ist das Time Constraint
geeignet in dieser Situation eingesetzt zu werden. Im Vergleich zum Timer, einem echten
Ereignis, hat das Time Constraint keinen Einfluss auf die Ausführung der Ereignisse der
Instanz. Zeitliche Parameter werden im Time Constraint als absolute Abmessung mit Zei-
chen „@“ oder relative Abmessung mit „&“ spezifiziert. Die absolute Abmessung versteht
man auch als eine globale Zeitangabe, um den Anfang und das Ende des Ereignisses zu
identifizieren. Dagegen werden die Aufgaben, die Abmessung der Zeitdifferenz zwischen
zwei Ereignissen oder Anfang und Ende eines strukturellen Sprachkonstruktes von relati-
ven Abmessung übernommen.
Environment und Gates Umgebung (Environment) in MSCs ist allgemein definiert für
die mögliche Quelle und Senke einer Nachricht. Die Nachricht kann aus der Umgebung
stammen oder an die Umgebung geschickt werden. Zwischen MSCs und der Umgebung
werden Messages ausgetauscht. Diese Schnittstelle wird hier als Gate bezeichnet. Das Ga-
te dient als Senke oder Quelle von den zwischen Instanzen und Umgebung ausgetauschten
Messages. Zum einen werden vorhandene MSC-Szenarien und Instanzen unter dem Ein-
satz von Gates problemlos wiederverwendet. Auf der anderen Seite sind sie auch notwen-
dig für die Modellierung der Broadcast-Message und Groupcast-Messages sein [Coo05].
In MSC-2000 werden folgende Subtypen von Gate definiert:
• Message Gate
• Order Gate
• Create Gate
• Gate on Inline-Expression
Im Folgenden wird auf zwei häufig verwendet Gate Arten: „Message Gate“ und „Order
Gate“ kurz erklären.
Message Gates haben ausdrückliche oder implizite Namen, d.h. Sie sind damit sowohl
in Situationen, die alle betreffenden Instanzen im selben Szenario einschließen, einsetzbar,
als auch in dem Fall, dass Nachrichten aus der Umgebung mit implizitem Name „message
from env“ weitergeleitet werden sollen.
Order gates dienen einen ähnlichen Zweck. Anstatt des Nachrichtentausches in Mes-
sage gates, werden bei Order gates Ereignisse innerhalb der MSCs mit der Umgebung
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zusammen referenziert. Für Order gates sind die ausdrücklichen Namen notwendig.
2.1.3 Strukturelle Sprachkonstrukte
Strukturelle MSC-Sprachkonstrukte bezeichnen Sprachelemente, die über die Beschrei-
bung des reinen Messageflusses hinausgehen. Mit ihnen lassen sich MSCs und MSC-
Teile zu komplexeren Abläufen kombinieren (Inline-Expressions und High-Level-MSCs),
MSC-Diagramme in anderenMSC-Diagrammen wiederverwenden (Reference), MSC-Ins-
tanzen verfeinern (Dekomposition) und allgemeine Ereignisstrukturen für Instanzen defi-
nieren (Coregion) [Sch01].
Inline-Expression werden als Operatoren in MSCs definiert. Damit können Teilabläufe,
die innerhalb eines MSC-Diagramms spezifiziert worden sind, zu komplexeren Abläufen
kombiniert werden. Sie erlauben es, die Wiederholung von Teilabläufen (loop-Operator),
alternative Teilabläufe (alt-Operator), die parallele Komposition von Teilabläufen (par-
Operator), optionale Teilabläufe (opt-Operator) und Ausnahmen in Form von Teilabläufen
(exc-Operator) zu spezifizieren. Graphisch werden Inline-Expressions als Rechtecke mit
in der linken oberen Ecke spezifizierten Namen dargestellt. Teilabläufe werden durch ge-
strichelten Linien in Sections separiert.
Inline-Expression: Alternative präsentiert eine Schablone in einer „alt“ Box mit mehr
Varianten, die durch gestrichelte Linien getrennt sind. Nur eine der Varianten wird ausge-
wählt und ausgeführt. Wenn alle Ereignisse in der Instanz sequenziell betrachtet werden,
entspricht die Alternative-expression einem Zweig der Teilabläufe.
Inline-Expression: Optional spezifiziert alle Ereignisse innerhalb „opt“ Box ausgeführt
werden dürfen, aber nicht müssen. Diese Inline-Expression ist äquivalent zu einer bilate-
ralen „Alternative“ Inline-Expression mit einem leeren Alternative-Teil.
Inline-Expression: Loop realisiert die Wiederholung von Teilabläufen in MSCs. Die An-
zahl der Wiederholungen und die Anfangsbedingungen der Inline-Expression „loop“ wer-
den durch „boundary“ mit Winkelklammer wie z.B. „loop<m,n>“ spezifiziert. Die Inline-
Expression ist komplex, wegen der vielfältigen Grenzbedingungen. In Tabelle 2.1.3 sind
alle Grenzbedingungen der „loop“ expression aufgeführt.
„Loop<n>“ entspricht „Loop<n,n>“ (n ist eine natürliche Zahl) und bedeutet, dass der
Inhalt der Inline-Expression loop genau n-mal ausgeführt wird. Im selben Fall hat das
„Loop<inf,inf>“ die gleiche semantische Bedeutung wie „Loop<inf>“. Einzig zu beach-
ten ist hier nur, dass „Loop<inf>“ eine echtes unendliches Durchlaufen spezifiziert, d.h.
Diese Schleife wird nie verlassen.
Inline-Expression: Parallel Um die Parallelität der Interaktionsereignisse zu spezifizie-
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Format Bedeutung
Loop<m,n> MSC-Loop-Operator mindestens m-mal
und maximal n-mal ausgeführt werden.
Loop<n> genau n-mal ausgeführt wird.
Loop<m,inf> mindestens m-mal, maximal unendlich
ausgeführt werden.
Loop<inf> Sonderfall: Echt unendliche durchlaufen.
Tabelle 2.1: Tabelle des Loop-Boxes
ren, definiert ITU eine neue Inline-Expression : „Parallel“. Die nebenläufigen Ereignisse
werden wie Inline-Expression „Alternative“ durch gestrichelte Linien getrennt. Die paral-
lelität existiert nur zwischen den Teilen der „Parallel“ Box. Alle Ereignisse innerhalb einer
Section behalten die sequenzielle Reihenfolge. Abbildung 2.3 zeigt ein konkretes Beispiel
von „Parallel“ Inline-Expression.
par
a
d
b
c
a
d
b
c
a
d
b
c
a
d
b
c
abcd acbd
a
d
b
c
acdb
cdab
a
db
c
cabd
a
db
c
cadb
Abbildung 2.3: Beispiel der Inline-Expression: Parallel
In dem Beispielsfall sind {a,b} und {c,d} zwei nebenläufige Datensätze. Mit „Parallel“
Inline-Expression sind hier sechs Ereigniskombinationen {a,b,c,d},{a,c,d,b},{a,c,b,d},
{c,d,a,b},{c,a,b,d},{c,a,d,b} dargestellt. Das sequenzielle Verhaltnis von {a,b} und {c,d}
muss erhalten bleiben. D.h, das Ereignis „a“ muss immer vor „b“ passieren, unabhängig
von Ereignissen, die inzwischen auftreten.
Inline-Expression: ExceptionWie andere Sprachen auch, behandelt die MSCs den Aus-
nahmefall der Inline-Expression „exception“. Wenn Ereignisse im MSC-Szenario die Be-
dingung einer „exception“ erfüllen, beendet sich das Szenario sofort nach der Ausfüh-
rung des Inhaltes der „exception“, unabhängig ob die „exception“ eine bestimmten Instanz
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überdeckt oder alle Instanzen im Szenario eingeschlossen sind. Für jede „exception“ gibt
es eine äquivalente „alternative“ Darstellung mit bilateralen Teilen. Abbildung 2.4 ist ein
graphisches Beispiel dafür.
Abbildung 2.4: Beispiel einer äquivalenten Darstellung von „exception“
[Coo05]
Außer der Inline-Expression gibt es noch zwei wichtige strukturelle Sprachkonstrukte
in MSCs: Coregion, Reference und High-Level-MSC.
Coregion Mit der Inline-Expression „Parallel“ ist die Behandlung der Parallelität der Er-
eignisse schon erklärt. Aber es gibt noch einer anderen Fall, wenn die Reihenfolge der
Ereignisse in einem Abschnitt ungeordnet ist. Die ITU hat diesen Teil mit „Coregion“
bezeichnet. Graphische Darstellung der „Coregion“ ist eine gestrichelte Strecke mit zwei
kurzen Horizontalen an Anfang und Ende. Nach der Definition sind nur Messages und
Action-Ereignisse in „Coregion“ zugelassen [Coo05]. Abbildung 2.5 ist ein Beispiel von
„Coregion“ mit zwei Nachrichten.
Im Bild werden alle vier mögliche Fälle (a), (b), (c) und (d) von „Corregion“ mit
zwei Nachrichten X1 und X2 dargestellt. Allerdings werden die Überholungsfälle im For-
schungsprojekt CompA ausgeschlossen. Deshalb werden die Fälle (c) und (d) hier als un-
gültige Fälle betrachtet.
Reference ermöglichen es, MSCs mit den selben Namen in anderen MSCs wieder zu ver-
wenden. Der Referenzmechanismus von MSCs wird hier durch ein Beispiel in Abbildung
2.6 erklärt.
In der Abbildung wird das Szenario B als Reference in dem A-Szenario referenziert. Al-
le im B-Szenario erhaltete Ereignisse werden squenzielle zwischen X1 und Y1 ausgeführt.
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Ins_1
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X2
coregion
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Abbildung 2.5: Coregion mit zwei Nachrichten
Instanz
B-Szenario
Instanz
X1
Y1
X2
Y2
msc B-Szenario
msc A-Szenario
Abbildung 2.6: Beispiel der Reference
Der Einsatz der Reference hat folgende Voraussetzungen:
1. Kein Aufbau von Schleifen, d.h MSCs dürfen sich nicht selbst referenzieren. Damit
garantiert es die Terminierung des von MSC dargestellten Prozesses.
2. Vollständigkeit der referenzierter Instanz, d.h. Die Anzahl der Instanzen, die der
Reference-Operator überschneidet, muss in referenzierten Szenario mindestens ge-
nau so groß sein.
3. Anwesenheit einer geteilter Instanz. Wenn einMSCmehrere Reference enthält, dann
muss eine Instanz, die von mindestens zwei Reference überdeckt wird, auch in den
referenzierten MSCs vorhanden sein. Das gewährleistet, dass die Reihenfolge von
Ereignissen erhalten bleibt.
High-Level-MSC ist auch als (HMSC) bekannt. Es ermöglicht eine kombinierte Dar-
stellung von mehren MSCs auf abstrakter Ebene. Im Rahmen von CompA spielen HMSCs
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keine Große Rolle [Glo07]. Daher wird keine Transformationsregel für HMSC in Kapitel
4 spezifiziert.
2.2 Endliche Automaten
Dieser Abschnitt beschäftigt sich mit dem Vergleich der verschiedenen endlichen Auto-
maten, logische Operationen auf diesen und den dazu notwendigen Grundlagen.
Ein endlicher Automat (Deutsch EA, Englisch finite state machine (FSM)) ist einModell
des Verhaltens, bestehend aus Zuständen, Zustandsübergängen und Aktionen.
Ein Automat heißt endlich, wenn die Menge der Zustände, die er annehmen kann, end-
lich ist. Ein EA ist ein Spezialfall aus der Menge der Automaten. Ein Zustand speichert
die Information über die Vergangenheit, d.h. er reflektiert die Änderungen der Eingabe seit
Systemstart bis zum aktuellen Zeitpunkt. Ein Zustandsübergang zeigt eine Änderung des
Zustandes des EA und wird durch logische Bedingungen beschrieben, die erfüllt sein müs-
sen, um den Übergang zu ermöglichen. Eine Aktion ist die Ausgabe des EA, die in einer
bestimmten Situation erfolgt. Es gibt vier Typen von Aktionen
2.2.1 Klassifizierung
Generell werden bei endlichen Automaten wie Folgenden klassifiziert:
• Transduktoren generieren Ausgaben in Abhängigkeit von Zustand und/oder Ein-
gabe.
• Akzeptoren akzeptieren und erkennen die Eingabe und signalisieren durch ihren
Zustand das Ergebnis nach außen.[Glo07]
Mealy/Moore Automaten sind zwei Subtypen unter den Begriff „Transduktoren“.
Ein Mealy-Automat wird wie folgende mit 6 Tupel definiert[Krü00].
A= (Q,Σ,Ω,δ,λ,q0)
definiert werden:
Q : endliche Menge von Zuständen (|Q|< ∞)
Σ : Eingabealphabet. |Σ|< ∞,Q∩Σ= /0
Ω : Ausgabealphabet.|Ω|< ∞
δ : Übergangsfunktion δ : Q×Σ→ Q
λ : definiert die Ausgabe: λ : Q×Σ→Ω
q0 ∈ Q : Startzustand.
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Bei Mealy-Automaten hängt die Ausgabe nicht nur vom Zustand und der Eingabe ab.
Im Gegensatz dazu, ist ein Moore-Automat ein endlicher Automat, dessen Ausgabe aus-
schließlich von seinem Zustand abhängt. Für jede Moore-Automat gibt es einen äquiva-
lenten Mealy-Automat. Ein graphisches Beispiel sieht man Abbildung 2.7
S1/Y1S0/Y0
X1
S2/Y2
X2
X2
X3
S1S0
X1/Y1
S2
X2/Y1
X2/Y0
X3/Y2
Moore-Automat Mealy-Automat
Abbildung 2.7: Moore-Automat mit äquivalentem Mealy-Automat
Weil die Ausgabe für die Transformation von MSCs keine Bedeutung hat, werden daher
in diese Arbeit die Akzeptoren zum Einsatz genommen. Unter den Begriff „Akzeptoren“
werden Nicht-Deterministische Endliche Automaten(NEA) und Deterministische Endli-
che Automaten(DEA) definiert.
NEA Ein nicht-determinitischer endlicher Automat ist der Automat, dass der von einem
Zustand aus über eine Übergangsbedingung mehrere Zustände erreichen kann. Ein NEA
wird durch ein Zustandsübergangsdiagramm1 wie es Tabelle 2.2 zeigt.
hhhhhhhhhhhhhhhhhhhQuellezustand
Übergangbedingung
a b
1 {2,3} /0
2 3 1
3 /0 3
Tabelle 2.2: Übergangstabelle des NEAs in Abbildung2.8
DEA Bei einem determinitischen endlichen Automat wird der Übergang eindeutig ge-
ordnet, d.h ein Zustand erreicht über eine Übergangbedingung in genau einen Zustand. In
Abbildung 2.8 werden ein NEA und ein DEA zusammen dargestellt.
1Ein Zustandsübergangsdiagramm ist eine graphische Darstellung von endlichen Automaten, d.h. Zustän-
den und deren Übergangsbedingungen, um die enthaltenen Verknüpfungen möglichst durchschaubar und
eindeutig zu visualisieren.
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2
1
3
2
1
3
NEA DEA
Anfangzustand
Endzustand
Abbildung 2.8: Das Zustandübergangsdiagramm vom Beispiel-Endlichen-Automaten
2.2.2 Varianten von endlichen Automaten
Es werden noch zwei Varianten, Message-Passing Automaten und Produktautomaten auf
Basis von NEA und DEA vorgestellt.
Message-Passing Automaten Ein Message-Passing Automat ist eine Sammlung den
endlichen Automaten, die einen globalen Anfangszustand und einige globale Endzustände
teilen[Leu04]. Die Transitionen zwischen paarweise zusammen angeschlossene Kompo-
nenten sind mit „!“ (abschicken) und „?“ (empfangen) markiert. Z.B. bedeutet „p!q“ ein
Abschicken-Ereignis von Prozess p zu Prozess q, dagegen bezeichnet „q?p“ ein Empfang
zwischen q und p.
Eine vollständige Definition von Message-Passing Automat ist im folgenden dargestellt
[Kus07]:
Ein Message-Passing Automat ist ein Struktur
A= ((Ap)p ∈ Proc,D,S,F)
D : nicht leere Menge von endlichen Synchronisationsdaten.
für jede
p ∈ Proc : Ap = (Sp,δp)
Sp : lokale Zustandmenge
δp ∈ (Sp,Σp,D,Sp)
S : ist globale Anfangszustand.
F : ist globale Endezuständemenge.
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wobei
Σp := {p!q(a)|q ∈ Proc, p<> q,a ∈Messages}
⋃
{p?q(a)|q ∈ Proc, p<> q,a ∈Messages}
Produktautomaten Die Zustandmenge dieser Automaten besteht aus dem Kreuzpro-
dukt, das sich jeweils aus dem Zustand der Quelleautomaten A und B zusammensetzt. Der
Produktautomat ermöglicht die Simulation von zwei parallel laufenden Prozessesen in ei-
nem Automat.
Formal Definition von Produktautomaten [D.U02]:
A1 = (Q1,Σ,δ1,q0,F1)
A2 = (Q2,Σ,δ2,q′0,F2)
Produktautomat:
A12 = (Q1 ∗Q2,Σ,δ(q,q′),q0 ∗q′0,F1 ∗F2)
wobei:
δ((q,q′),a) = (δ1(q,a),δ2(q′,a))
Von obiger Definition kann einfach argumentiert werden, dass der neue Startzustand
des Produktautomaten aus dem Paar (q0,q′0) von Automaten A1 und A2 besteht. Durch die
Induktion über die Elemente des Eingabealphabetes Σ erreicht das Zustandpaar einen ak-
zeptierenden Zustand, wenn der Durchschnitt der Sprachen L1,L2 , die von Automaten A1,
A2 akzeptiert werden, existiert.
Beispiel:
δ1(q,a) ∈ F1
δ2(q′,a) ∈ F2
δ((q,q′),a) ∈ (F1,F2)
und die neue akzeptierbare Sprache des A1,2 :
L12 = L1∩L2
Abbildung 2.9 zeigt wie aus zwei deterministischen endlichen Automaten ein Produkt-
automat konstruiert wird.
Im folgenden Abschnitte werden einige Fachbegriffe anhand der Automatentheorie vor-
gestellt. Es ist auch Wissensbasis für die nachherige Transition und Implementierung.
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Abbildung 2.9: Die Produktkonstruktion [D.U02]
2.2.3 ε-Übergänge
ε-Übergänge (Epsilon-Übergänge) sind eine Erweiterung endlicher Automaten. Endliche
Automaten mit ε-Übergängen bedeuten im Endeffekt, dass ein NEA spontan in einen ande-
ren Zustand übergehen kann, ohne ein Eingabesymbol empfangen zu haben. ε-Übergänge
bewirken keine Erweiterung der Klasse der durch endliche Automaten akzeptierten Spra-
chen [D.U02].
2.2.4 Konkatenation zweier endlicher Automaten
Die Konkatenation zweier Sprachen L1 und L2 ist formal definiert als :
L1 ◦L2 := {uv|u ∈ L1∧ v ∈ L2}
Daher wird die Konkatenation zweier endlicher Automaten, die jeweilig eine von zweie-
ren Sprachen akzeptieren, induktive definiert wie folgt [Hae03]:
A12 = A1 ◦A2 = (Q1∪Q2,Σ,δ,q1,F2)
wobei
A1 = (Q1,Σ,δ1,q1,F1)
A2 = (Q2,Σ,δ2,q2,F2)
δ(q,a) =

δ1(q,a), wenn {(q ∈ Q1)∧ (a ∈ Σ)}
δ2(q,a), wenn {(q ∈ Q2)∧ (a ∈ Σ)}
q2, wenn {(q ∈ F1)∧ (a= ε)}
In Abbildung 2.10 wird die Konkatenation zweier Automaten graphisch dargestellt.
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1 f1q1 2 f2q2
Abbildung 2.10: Konkatenation zweier Automaten
2.2.5 Vereinigung zweier endlicher Automaten
Sei zwei endlichen Automaten
A1 = (Q1,Σ,δ1,q0,F1)
und
A2 = (Q2,Σ,δ2,q′0,F2)
als Eingabe gegeben. Dann wird die Vereinigung von A1 und A2 folgendermaßen gebildet
[Hae03]:
A12 = A1∪A2 = (Q1∪Q2∪{q0, f0},Σ,δ,q0, f0)
wobei
q0 : neuer Anfangszustand. f0 : neuer Endzustand
A1 = (Q1,Σ,δ1,q1,F1)
A2 = (Q2,Σ,δ2,q2,F2)
δ(q,a) =

q1,q2 wenn {(q= q0)∧ (a= ε)}
δ1(q,a) wenn {(q ∈ Q1−F1)∧ (a ∈ Σ)}
δ2(q,a) wenn {(q ∈ Q2−F2)∧ (a ∈ Σ)}
f0 wenn {(q ∈ F1∪F2)∧ (a= ε)}
Anhand der Abbildung 2.11 wird Vereinigung zweier endlicher Automaten einfach ver-
stand.
1 f1q1
2 f2q2
q0 f0
Abbildung 2.11: Vereinigung zweier Automaten
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3 Stand der Technik der Transformation
von MSC zu Automaten
In diesem Kapitel werden drei Forschungsarbeiten mit ähnlicher Themen vorgestellt. Im
ersten Abschnitt wird kurz auf das Programm „MSCan“ der RWTH-Aachen eingegangen.
Der zweite Abschnitt zeigt, wie Koreanische Forscher die Global-Automaten minimiert
haben und im dritten Abschnitt dieses Kapitels wird beschrieben, wie die Transformation
von MSCs in Automaten nach Dr.Krüger’s Verfahren funktioniert.
3.1 MSCan, Werkzeug für MSCs-Analyse
MSCan ist ein Werkzeug, das an der RWTH-Aachen entwickelt wurde, um die Spezi-
fikation von MSCs zu analysieren. Damit werden MSCs nach einer Transformation in
entsprechende „Message-Passing-Automaten“ umgewandelt und analysiert [Sto06].
MSCan ist die Abkürzung von „Message Sequence Charts analyzer“ und auf Basis des
„MSC Excute“, der Diplomarbeit von Herrn Markus Schlütter[Sch04], weiter entwickelt.
Das Hauptziel von MSCan ist das Verhalten der MSC-Graphische-Darstellung(MSG) zu
analysieren, um Fehlverhalten und nicht implementierbare Situationen zu entdecken.
Die „Message-Passing-Automaten“ vereinfachen die Nachbarschaftsdarstellung in Au-
tomaten. Neben der graphischen Nutzerschnittstelle(GUI) bietet MSCan auch ein Konso-
leninterface an. Abbildung 3.1 ist ein Screenshot vom MSCan.
3.2 MSC zu Global-Automaten
Häufig werden mittels Automaten-Theorie MSCs direkt in Automaten-Darstellung um-
geformt. Bekannte Verfahren von Whittle und Schumann aus dem Jahr 2000 [Whi00]
verwandten „Object Constraint Language“ (OCL) um die Vor -und Nachbedingung der
Nachrichten darzustellen.
Die Bewertung des globalen Zustandes in den Basic MSCs ist durch these OCL und die
Identifikation äquivalenter Zustände verwirklicht.
Harel and Kugler [Kug02] machen eine „Domain-spezifische“ Annahme, dass der Zu-
stand durch spezifische ausgegangene Nachrichten einzigartig identifiziert wird. Der Nach-
teil dieses Verfahrens ist, dass es nicht für parallel laufende Szenarien geeignet ist.
Das Problem der oben genannten Verfahren ist offensichtlich, dass mit zunehmender
Komplexität der MSC-Szenarios die Anzahl der Zustände und Transitionen stark ansteigt.
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Abbildung 3.1: Screenshot von Programm MSCan
Das Ziel ist, die Global-Automaten (GFSM), die von MSCs transformiert werden, zu
minimieren. In der Arbeit, hat Autor den Begriff „Unabhängiger-Bereich“ (Independent
Region) vorgestellt. In diesem Bereich können Nachrichten vertauscht werden, ohne dass
dies Einfluß auf die anderen Aktivitäten in Szenario oder die Zustandskonfiguration des
Global-Automaten(GFSM) [Cha02]. Mit statische Analyse kann dieser Bereich in hier-
archischen oder parallelen Szenarien von MSCs festgelegt werden. Nach der Festlegung
des „Unabhängige-Bereich“ bildet man neue Automaten mit folgenden Eigenschaften: Al-
le nebenläufigen Ereignisse werden nach dem „Interleaving“-Prinzip traversiert außer die
„Unabhängigen-Bereiche“.
Bei der Einsatz der Global-Automaten werden keine Kasakdierungen vonMSC-Elementen
betrachtet. Im Vergleich zur Kompatibilitätsanalyse von MSC-Szenarien fokussiert die
[Cha02] auf die Minimierung der Anzahl der Zustände von GFSM und Transformation
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der Parallelität von MSCs.
3.3 Transformationsverfahren von Dr.Krüger,
TU-München
Die Dissertation von Dr. Krüger an der TU-München, hat sich tiefgründig mit Transitions-
prozessen beschäftigt. In seiner Arbeit wird die durchgängige, methodisch fundierte Inte-
gration von MSCs in den Entwicklungsprozess für verteilte, reaktive Systeme vorgestellt.
Davon hat er besonders zwei Transformationsverfahren angegeben, um den Übergang von
mehren Szenarien zu einer vollständigen Verhaltensspezifikationen für einzelne Kompo-
nenten zu unterstützen [Krü00]. Das erste ist ein schematisches Verfahren aus MSCs, rela-
tionale Assumption/Commitment- Spezifikationen zu erzeugen. Das zweite wandelt MSCs
syntaktisch in korrespondierende Zustandsautomaten um. Der Sinn davon ist zwischen der
Interaktionsanforderungen und Komponentenimplementierung keine Lücke zu haben und
gleichzeitig ist formale Analyse durchzuführen.
3.3.1 Transitionsschema von MSCs
Grundgedanke der Transformation von MSCs in Automaten ist, die MSCs als eine Menge
von Pfaden zu betrachten, mittlerweile wobei der Pfad das zeitliche Verhalten des MSC-
Szenarios darstellt.
Durch einen Projektionsvorgang wird das MSC-Szenario in eine eindeutige Instanz ver-
feinert, welche weiter bearbeitet wird. Um die vollständige Beziehung und Verhalten aller
Instanzen von MSCs zu rekonstruieren, führt der Autor hier den Begriff „Guard“ [Krü00].
Mit „Guards“ kann einfach aus mehre Szenarien von MSCs ein überschaubarer Au-
tomat konstruiert werden. Als Kontrollzustand ist „Guard“ auch für der Darstellung von
Alternativ-Blöcke und Wiederholungen einsetzbar. Die Normalisierung stellt sicher, dass
zwischen zwei „Guards“ kein dritter Kontrollzustand gesetzt wird.
Nach der Normalisierung werden alle ankommenden und ausgegangenden Ereignisse
zwischen zwei „Guards“ in Automaten-Darstellung transformiert, und zwar in einen Zu-
stand mit Übergangbedingung.
Schließlich wird der transformierte Automat noch mit dem Verfahren aus der Automa-
tentheorie determiniert und minimiert. Dieser Schritt wird als „Optimization“ bezeichnet
(vgl. Abbildung 3.2).
3.3.2 Fazit
In Kapitel „Motivation“ wurden der Ausgangspunkt und das Ziel dieser Diplomarbeit
schon angegeben. Im Vergleich zur Tranformationsschema der Dr. Krüger fokussiert Com-
pA eine Vergleichsmothedik von MSCs [Glo07]. Anstatt der Extraktion der vollständigen
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Abbildung 3.2: Transformationsprozess von MSCs in Automaten[Krü00]
Verhaltensbeschreibung aus mehrer MSCs-Szenarien sind in CompA die Nachbarschaft
und der Zusammenhang der Instanzen in einem Szenario bedeutungsvoll.
Transformation von „Inline-Expressions“ wurde in der Arbeit von Dr. Krüger ausführ-
lich vorgestellt. Allerdings nicht zur Verschachtelung von Inline Exprssions. Jedoch wird
im Rahmen der Forschungsprojekts „CompA“ die Verschachtelung als Standard-Szenario
betrachtet und dafür wird die entsprechende Tranformationsregeln entwickelt.
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4 Konzept der Transformations- und
Vergleichsalgorithmen
Im vorherigen Kapitel wurden bereits die theoretische Grundlagen der beiden Begriffe
MSCs und endlicher Automaten erläutert. Daher wird in diesem Kapital erst auf die Trans-
formation der MSCs auf der Konzept-Ebene eingegangen. Die Transformation, die hier
erklärt wird, ist eine detaillierte Vorstellung über die Methodik, die unter Zusammenar-
beit mit Dr. Matthias Glockner entwickelt wurde. Die gesamten Transformationsprozesse
wurden sequenziell durchgeführt. Das MSC-Szenario wird zuerst durch Dekomposition
aufgeteilt. Danach werden die Instanzen jeweils einzeln bearbeitet. Alle MSC Komponen-
ten werden nach vordefinierten Regeln in elementare Automaten überführt. Schließlich
werden alle Automaten, die schon transformiert wurden, durch Konkatenation zusammen-
geführt und als ein neuer Automat ausgegeben.
Als technische Voraussetzung und Grundstruktur der Analyse wird auf die Determi-
nierung der endlichen Automaten durch ε-Eliminierung und Determinierung von NEAs
anhand der Automatentheorie eingegangen.
Danach wird das Rückwärtskompatibilitätsanalyseverfahren auf der Konzeptebene mit
einem Beispiel vorgestellt.
Dieses Kapitel wird auch als Grundstein für die Implementierung verwendet und ist zum
Verständnis der Validierung wichtig.
4.1 Dekomposition
Ein MSC bildet typischerweise ein Kommunikationsszenario zwischen zwei oder meh-
reren kommunizierenden Objekten. Es ist unmöglich, dass die Instanz (kommunizieren-
de Objekt) von dem Szenario unmittelbar in einen entsprechenden Automat umgewandelt
werden kann. Daher wird das MSC-Szenario zuerst in eine einzelne Instanz dekomponiert.
Anhand der Anzahl „n“ der Instanzen, die im behandeltenMSC-Szenario erscheint, wird
das Szenario in n Teile zerlegt. Die dekomponierte Instanz mit zugehörigen Ereignissen
wird weiter nach vordefinierten Regeln in einen NEA transformiert. Mit einem spezifizier-
ten Eingabealphabet in Form {!Quelle/Ziel:Inhalt} und {?Quelle/Ziel:Inhalt} werden die
Informationen der Verbindung zwischen den Instanzen und Bewegungsrichtungen der Er-
eignisse im originalen Szenario beibehalten. Die semantische Bedeutung der „!“ und „?“
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ist genau wie im Message-Passing-Automat definiert: Abschicken (!) und Empfang (?).
Deshalb versteht man beispielsweise {!Ins1/Ins2:Hallo} als ein Ereignis von Instanz 1 zu
Instanz 2, das mit dem Inhalt „gHallo” abgeschickt wurde.
Abbildung 4.1 stellt den graphischen Dekompositionsvorgang dar. Daran sieht man
deutlich, dass nicht nur die Nachbarschaftsbeziehungen im Szenario dargestellt werden,
sondern auch die Ereignisse aus der Umgebung mit „genv“ gekennzeichnet sind.
Ins1
Hallo
Grüße aus Instanz2
msc A-Szenario
Ins2
Hier ist Instanz1
Grüße aus Instanz1
Ins1
?env/Ins1:Hallo
?ins2/ins1: Grüße 
aus Instanz2
!ins1/ins2: Hier ist 
Instanz1
!ins1/ins2:Grüße aus 
Instanz1
Ins2
!ins2/ins1: Grüße 
aus Instanz2
?ins1/ins2: Hier ist 
Instanz1
?ins1/ins2:Grüße aus 
Instanz1
Dekomposition
Abbildung 4.1: Dekomposition am Beispiel eines MSC-Szenario
4.2 Transformationsregeln für MSC-Elemente
Durch die Dekomposition wird jede Instanz Insi unabhängig vom Szenario und steht für
die weitere Transformationsarbeit bereit. Die Transformationen der MSC-Elemente dieser
Instanz werden von oben nach unten sequenziell anhand der Transformationsregeln aus-
geführt. Die Reihenfolge der Traversierung ist die Voraussetzung für die Korrektheit. Ein
komplexes MSC-Element, z.B. Inline-Expression wird bis zum Ende rekursiv traversiert.
Diese modulare und hierarchische Definition der Transformationsregeln und der Einsatz
der ε-Übergänge ermöglicht die Überführung der verschachtelten MSC-Struktur, wie z.B
eine Alternativ-Box mit eingeschlossener Loop-Box, in einen endlichen Automaten.
In den folgenden Abschnitten werden die Transformationsregeln mit graphischer Darstel-
lung vorgestellt.
4.2.1 Nachricht, Bedingung und Aktion
Nachricht, Bedingung und Aktion sindMSC-Basic-Notation. Alle drei sindMSC-Ereignisse.
Bei der Transformation wird das MSC-Ereignis als Übergangsbedingung δ spezifiziert
(Abbildung 4.2).
Wie oben dargestellt, können alle drei MSC-Elemente in einen Automaten mit zwei
Zustände (initialer Zustand S0 und finaler Zustand S1), Übergangsbedingung und Über-
gangsfunktion δ(S0,σ) = S1 transformiert werden.
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ins1
If (Condition) then
?env/ins1: 
Hallo
S0
S1
?env/ins1: 
Hallo
ins1 S0
S1
Condition
ins1 S0
S1
Open the 
doorOpen the door
Initialer Zustand
Finaler Zustand
Transformation von Nachricht Transformation von Bedingung Transformation von Aktion
Abbildung 4.2: MSC-Ereignisse Transformation in Automaten
4.2.2 Inline-Expression Transformation
Die Inline-Expressions in MSC sind Strukturelle Sprachkonstrukte. Es ist zugelassen, dass
innerhalb einer Inline-Expression wieder MSC-Basic oder strukturelle Sprachkonstrukte
enthalten sind. Inline-Expression werden genauso wie Operatoren definiert. Durch Einsatz
der ε-Übergänge werden diese strukturellen Konstrukte in eine korrespondierte Automa-
tendarstellung überführt.
4.2.2.1 Alternative-Box
Bei der Transformation wird jede Section der Alternative-Box separat betrachtet und trans-
formiert. Falls innerhalb einer Section noch andere Inline-Expressions verschachtelt sind,
wird der Transformationsprozess rekursiv weiter ausgeführt.
ins1
Alt-Box
Initialer Zustand
Finaler Zustand
ε ε
ε ε
MSC Alternative-Box Transformation 
der Section
Transformation der 
Alternative-Box
Abbildung 4.3: Transformation einer Alternative-Box
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Abbildung 4.3 stellt die Transformation der Alternativ-Box schrittweise dar. Alle Sec-
tions der Alternative-Box werden separat in entsprechende Automaten überführt. Sobald
alle Teile der Alternativ-Box erfolgreich transformiert sind, werden die transformierten
Automaten wieder mit eingefügten initialen und finalen Zustände über ε-Übergänge zu-
sammengeführt. Nach der Transformation entsteht ein NEA mit ε-Übergängen.
4.2.2.2 Exception-Box
In ITU-z.120 wird eine Inline-Expression „Exception“ für die Ausnahmefall-Behandlung
definiert. Sie beendet das laufendeMSC-Szenario nach der Ausführung der Exception-Box
automatisch. In diesem Sinne könnte die Exception-Box als ein Sonderfall der Alternative-
Box betrachtet werden. Der Inhalt der Exception-Box entspricht einer Section der Alternativ-
Box, alle Elemente nach der Exception-Box bilden eine weitere Section. Daher wird die
Transformation der Exception-Box ähnlich wie die einer Alternative-Box ausgeführt. Nur
am Ende werden die zwei Teilen nicht zusammen vereinigt, sondern separat behandelt.
ins1
exc-Box
Initialer Zustand
Finaler Zustand
MSC Exception-Box
Transformation
Exc-Box und restliche 
Komponenten nach 
Exception-Box
Restliche 
Komponenten 
nach Exc-Box
Reste Komponenten 
nach Exc-Box
ε ε
Transformation der 
Exception-Box
Finaler Zustand 
der Exception
Abbildung 4.4: Transformation eine Exception-Box
Abbildung 4.4 stellt die Transformation der Exception-Box schrittweise dar. Die Exception-
Box und restliche Komponenten werden mit zwei Farben gekennzeichnet. Die zwei Teile
werden in Automaten A1 und A2 überführt. Danach wird ein neuer initialer Zustand ein-
gefügt und der Zustand über zwei zusätzliche ε-Übergänge mit A1 und A2 verbunden.
Die finalen Zustände der A1 und A2 werden wegen spezialen semantischen Bedeutung der
Exception-Box separat behandelt. Der mit Farbe Rot gekennzeichnete finale Zustand der
Exception-Box wird nicht bei der Konkatenation berücksichtigt, weil das Erreichen des
Zustandes das Ende des gesamten Szenarios bedeutet.
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4.2.2.3 Optional-Box
Im Kapitel „Grundlagen“ wurde die semantische Bedeutung einer Optional-Box schon
vorgestellt. Der Inhalt einer Optional-Box kann ausgeführt werden, aber nicht ausgeführt
werden muss. Bei der Transformation wird der Inhalt der Optional-Box in einen Automa-
ten transformiert, gleichzeitig geht ein ε-Übergang vom Startzustand aus und unmittelbar
zum Endzustand (vgl. Abbildung 4.5), um die semantische Bedeutung der Optional-Box
im Automaten nachzubilden.
ins1
opt-Box
Initialer Zustand
Finaler Zustand
ε
MSC Optional-Box Transformation
Abbildung 4.5: Transformation eines Optional-Box
4.2.2.4 Parallel-Box
In MSCs können nebenläufige Ereignisse über die Inline-Expression „Parallel“ spezifiziert
werden. Um diese Struktur in Automaten wieder zu konstruieren werden die Produktau-
tomaten aus Automatentheorie eingeführt, weil Basis-Automaten das Parallel-Verhalten
nicht direkt abbilden können.
Abbildung 4.6 zeigt beispielsweise zwei Ereignisse in der Parallel-Box und den resultie-
renden Ergebnisautomaten. Laut der Definition des Produktautomaten ist der neue initiale
Zustand das Kreuzprodukt der zwei initialen Zustände der Quellautomaten und der neue
finale Zustand auch Kreuzprodukt der finalen Zustandsmengen beider Quellautomaten.
Deshalb wird S0S2 als initialer Zustand und S1S3 als finaler Zustand des Produktautoma-
ten im Bild eingesetzt. Wenn innerhalb einer Parallel-Box noch andere Parallel-Box ver-
schachtelt sind, wird eine rekursive Traversierung wie Tiefensuche [Ste01] ausgeführt bis
keine weitere Parallel-Box entdeckt wird. Dann werden die Produktautomaten „Bottom-
up“ schrittweise konstruiert.
4.2.2.5 Loop-Box
Die Inline-Expression „Loop “ist die einzige Inline-Expression mit einem Parameter in
MSCs. Je nach Parameter wird die Loop-Box vier Subtypen klassifiziert (vgl.Tabelle 2.1.3).
26
4.2 TRANSFORMATIONSREGELN FÜR MSC-ELEMENTE
ins1
Par-Box
Initialer Zustand
Finaler Zustand
S0S2
S1S3
S1S2 S0S3
MSC Parallel-Box Transformation 
der Section
Aufbau des 
Produktautomaten
S0
S2
S1
S3
X
Y
?env/ins1:X !ins1/env:Y
?env/ins1:X
?env/ins1:X!ins1/env:Y
!ins1/env:Y
Abbildung 4.6: Transformation eine Parallel-Box in Produktautomat
Eine MSC Loop-Box realisiert die Wiederholung von Teilabläufen in MSCs. Daher ist die
Loop-Box auch die einzige Inline-Expression in der MSCs mit der Schleifenverhalten ab-
gebildet werden kann. z.B. der Sonderfall Loop<inf> (Abbildung 4.7).
Loop<inf> Laut definition ist Loop<in f> ein echter unendlicher Ablauf. In diesem Fall
mittels zurückspringenden ε-Übergang kann die Schleife nicht unterbrochen werden, daher
wird der Endzustand des Automaten mit der Übergangsbedingung inf verbunden [Glo07].
Alle Ereignisse und Elemente nach dieser Box sind nie erreichbar.
ins1
Loop
Initialer Zustand
Finaler Zustand
MSC Loop<inf> Transformation
inf
ε
Abbildung 4.7: Loop<inf> Transformation
Loop<n> (n∈ N) Mit dieser Darstellungsform, weisst es die MSC an, dass die Loop-
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Box genau n-mal durchlaufen wird . Zuerst werden alle Ereignisse, die in der Loop-Box
eingeschlossen sind, in Automat A überführt. Dann werden n-mal solche Automaten A
durche Konkatenation hintereinander verknüpft. Die graphische Darstellung der Transfor-
mation sieht wie in Abbildung 4.8 aus.
ins1
Loop<n>
Initialer Zustand
Finaler Zustand
ε
ε
ε
n=1
n=2
n
MSC Loop<n>
Einheitliche 
Transformation
Kokatenation und 
Hinzufügen der
ε-Übergänge.
Abbildung 4.8: Loop<n> Transformation
Loop<min, max> bedeutet, dass eine Loop-Box mindestens min-mal ausgeführt wer-
den muss und maximal max-mal ausgeführt werden darf. Weil min,max ∈ N sind, darf
hier min=0 sein. In diesem Fall wird Loop<0,max> ähnlich wie Loop<0> behandelt, über
eine Verzweigung mittels ε-Übergang zum Endzustand. Nach jedem Durchlauf der Loop-
Box wird ein zusätzlicher ε-Übergang in den Automaten eingefügt, um ein Verlassen der
Schleife zu ermöglichen (vgl. Abbildung4.9).
Loop<min,inf> ist wieder ein Sonderfall einer Loop-Box. Er bedeutet, dass die Loop-
Box mindesten min-mal ausführt werden muss und maximal unendliche Schleife sein darf.
Die Transformationen werden in die zwei Fälle Loop<0,in f> und Loop<min,in f> (min>0)
überführt und separat betrachtet.
Abbildung 4.10 zeigt das Transformationsschema von Loop<min,in f> (min>0), diese
graphische Darstellung ist mit Loop<n> (n>0) vergleichbar. Nur dass am letzten Zustand
über einen zusätzliche ε-Übergang eine unendliche Schleife gebildet wird. Für den Fall
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ins1
Loop<min,max>
Initialer Zustand
Finaler Zustand
ε
ε
ε
N=1
N=max
MSC 
Loop<min,max>
Einheitliche 
Transformation
Kokatenation und 
Hinzufügen der ε-
Transitionen.
N=min
ε
ε
ε
N=min+1
ε
Abbildung 4.9: Transformation einer Loop<min,max>
29
4 KONZEPT DER TRANSFORMATIONS- UND VERGLEICHSALGORITHMEN
ins1
Loop<min,inf>
Initialer Zustand
Finaler Zustand
ε
ε
ε
min=1
min=2
min=n
MSC 
Loop<min,inf>
Einheitliche 
Transformation
Kokatenation und 
Hinzufügen der ε-
Transitionen. (min>0)
ε
εε
Hinzufügen der ε-
Transitionen. (min=0)
Abbildung 4.10: Transformation einer Loop<min,inf>
Loop<0,in f> wird kein Konkatenationsschritt mehr benötigt, durch Einsatz von zwei ε-
Übergangen wird das Verhalten der Loop<0,in f> abgebildet.
Nach Vorstellungen der Transformationsschemata von Inline-Expressions werden nun die
MSC-Elemente: Coregion und Timer betrachtet
4.2.3 Coregion
Die Besonderheit der Coregion ist, dass alle Ereignisse in der Coregion in Hinsicht auf die
Reihenfolge nicht geordnet sind. Deshalb müssen bei der Transformation alle möglichen
Kombinationen der Ereignisse berücksichtigt werden, um die Korrektheit und Vorstän-
digkeit der Transformation zu gewährleisten. Abbildung 4.11 zeigt ein Transformations-
beispiel von Co-Region mit zwei Ereignissen. In der jeweiligen Box wird eine mögliche
Kombination von Ereignissen abgebildet. Zum Verbindungszweck werden noch zusätzli-
che ε-Übergänge zwischen allen zwei Nachbarsereignissen hinzugefügt.
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ins1
Initialer Zustand
Finaler Zustand
X1
?env/ins1:X1
ε
ε
ε
ε
X2
?env/ins1:X1?env/ins1:X2
?env/ins1:X2
ε ε
MSC Co-Region Transformation der 
Co-Region
Abbildung 4.11: Transformation von Coregion
4.2.4 Referenz
Bei einer Referenz wird innerhalb eines MSC-Szenarios noch ein MSC-Szenario inte-
griert. Daher wird die gesamte Instanz, die von der Referenz überdeckt wird, als drei Teile
betrachtet. Alle drei Teile werden separat in Automaten überführt und schließlich hinter-
einander konkateniert (vgl. Abbildung 4.12 ).
ins1
vor
vor
Referenz
MSC Referenz Transformation
ε
nach
ε
Referenz
referenz nach
Ereignisse vor 
Referenz Referenz
Ereignisse nach 
Referenz
Konkatenation
Initialer Zustand
Finaler Zustand
Abbildung 4.12: Transformation von Reference
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4.2.5 Timer
Mit Hilfe von Timern können zeitliche Informationen in MSCs integriert werden. Alle
drei Ereignisse von Timer: „Start “, „TimeOut“ und „Reset“ sind echt Ereignisse. D.h. wie
andere Ereignisse beeinflusst die Timer den Durchlauf der MSCs. Daher werden Timer-
Start, Timer-TimeOut und Timer-Reset bei der Transformation als Übergangsbedingungen
betrachtet. Die Form ist wie folgt definiert: EreignisTyp_TimerName[_Werte(Einheit)].
Ereignistyp soll aus {Start, Stop, Reset} sein. Ein konkretes Beispiel ist in Abbildung 4.13
dargestellt.
Ins1
Timer1
10[ms]
Timer1
Timer1
Start_Timer1_10ms
ε
ε
Reset_Timer1
Stop_Timer1
MSC Timer Transformation der 
Timer
Abbildung 4.13: Transformation von Timer
4.2.6 Komplexes Beispiel
In Abbildung 4.14 ist eine Alternativ-Box mit innerer verschachtelter Optional-Box und
Parallel-Box in zwei Section dargestellt. Der MSC wurde erst dekomponiert. Instanz2 im
MSC, welche mit einem Block gekennzeichnet wurde, wurde beispielsweise in einen Au-
tomaten(rechte Seite der Abbildung) überführt. Alle Inline-Expressions auf dem Instanz2
wurden genau wie vorgestellt in entsprechend Automatenmodelle transformiert. Mit den
Blöcken im Automat wurde die Transformation der Inline-Expression verdeutlicht. Nach
Transformation wurden die Automaten durch Konkatenation zusammengeführt. Aus Platz-
gründen, wurden alle Übergänge hier nur mit den Inhalten der Ereignisse markiert.
4.3 Determinierung der Automaten
Um die unterschiedliche Darstellungen von MSCs gegeneinander vergleichen zu kön-
nen, müssen erst die von MSCs transformierten Automaten auf eine normalisierte Dar-
stellung gebracht werden. In der Automatentheorie[D.U02] sind schon einige bekannte
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Par
Opt
ε ε
b
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1
NEA
3
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5
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7
d
8
e
9
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d
e
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e
d
c
ε ε
ins2ins1
Alt
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Par
b
a
c
d
e
14
Alt
Transformation
MSC
Abbildung 4.14: Komplexes Beispiel mit geschachtelten Inline-Expression
Verfahren über die Determinierung von Automaten vorgestellt. Es besteht aus zwei Tei-
le: ε-Übergänge-Eliminierung und Determinierung von NEAs in äquivalenten DEA durch
Teilmengenverfahren. Nach einer Reihe von der Determinierungsprozessen wird ein nicht
deterministischer endlicher Automat mit Espilon-Übergängen schließlich in einen deter-
ministischen Automaten überführt.
4.3.1 ε-Übergänge-Eliminierung
In diesem Abschnitt wird die ε-Übergänge-Eliminierung laut Automatentheorie angedeu-
tet. Bevor dieses Thema weiter behandelt wird, muss zuerst jedoch der Begriff „ε-Hülle“
erklärt werden.
Formal wird „Epsilon-HÜLLE(q)“induktiv definiert:
„INDUKTIONSBEGINN: Zustand q ist in Epsilon-HÜLLE(q) enthalten.
INDUKTIONSSCHRITT: Wenn der Zustand p in ε-HÜLLE(q) enthalten ist und es einen
Übergang von Zustand p zum Zustand r mit der Beschriftung ε, dann ist r in ε-HÜLLE(q)
enthalten. Genauer gesagt, wenn δ die Übergangsfunktion des betreffenden ε-NEA und p
in ε-HÜLLE(q) enthalten ist, dann umfasst ε-HÜLLE(q) auch alle in δ(p,ε) enthaltenen
Zustände.“[D.U02]
Die ε-Hülle eines Zustands p könnte auch als eine Zuständemenge verstanden werden,
in welcher alle Zustände gespeichert werden, die von p aus durch Verfolgung der ε-
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Übergänge erreicht werden können.
In Abbildung 4.15 ist ein komplexeres Beispiel der ε-Übergänge-Eliminierung darge-
stellt. Dafür gilt:
ε−HU¨LLE(S1) = {S1,S2,S5}
ε−HU¨LLE(S4) = {S4,S8}
ε−HU¨LLE(S7) = {S7,S8}
ε−HU¨LLE(S9) = {S9,S10}
Zustand S1 ist der Startzustand. Jeder Zustand der Automaten ist von diesem Zustand aus
über einen Pfad erreichenbar. Laut der Definition von ε-HÜLLE, der Zustände S2,S5 sind
S1 aus lediglich über ε-Übergänge erreichenbar, deswegen sind die beide Zustände in der
ε-HÜLLE(S1) eingeschlossen. In der weiteren Durchsuchung der ε-HÜLLE von anderen
Zuständen gilt die selbe Regelung wie bei S1.
Die Überführungsschritte von NEA E = (QE ,Σ,δE ,q0,FE) zum äquivalenten DEA oh-
ne ε-Übergänge D= (QD,Σ,δD,qD,FD) sind wie folgt definiert:
1. Fänge von Startzustand q0 an, die alle ε-HÜLLE der Zustände in QE zu finden.
2. Jede ε-HÜLLE, die mehr als einen Zustand enthält, wird in einen Zustand q j zusam-
mengeführt und diesen Zustand q j wird zu QD hinzugefügt.
3. Für den Zustand qi in QE , der mehr als einer eingehenden Übergang hatte und min-
destens einer von diesen Übergängen kein ε-Übergang war, füge ε-HÜLLE(qi) zu
QD hinzu.
4. Der Startzustand qD = ε-HÜLLE(q0).
5. Endzustandsmenge FD enthält die Mengen von Zuständen, die keinen nicht akzep-
tierenden Zustand von E enthalten.
In Abbildung 4.15 wurden die obigen Überführungsschritte am konkreten Beispiel gra-
phisch dargestellt. Die ε-HÜLLE(S1), ε-HÜLLE(S4), ε-HÜLLE(S7)und ε-HÜLLE(S9) im
Bild wurden mit Ellipsen markiert. Zustand S8 wurde dopple markiert, weil er in zwei
ε-HÜLLEN gleichzeitig enthalten ist . Die zusammengeführte ε-HÜLLE(S1) wurde als
neuen Startzustand und den Zustand S(9,10) von ε-HÜLLE(S9) als neuer akzeptierender
Zustand in den überführten Automaten eingesetzt. Nach der ε-Übergänge-Eliminierung
wurde der NEA links in der Abbildung in einen äquivalenten DEA überführt. Die Sprache
L= {abe|cde} wird von beiden Automaten akzeptiert.
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Abbildung 4.15: ε-Übergänge-Eliminierung
4.3.2 Determinierung von NEAs ohne ε-Übergänge
Es ist auch möglich, das nach der Durchführung der ε-Übergänge-Eliminierung wieder
einen NEA zu bekommen. Um die Voraussetzung für die weitergehende Kompatibilitäts-
analyse von MSCs zu erfüllen, muss in diesem Fall der NEA ohne ε-Übergänge noch
determiniert werden.
„Jede von einem nichtdeterministischen Endlichen Automaten akzeptierte Sprache ist auch
durch einen Deterministischen Endlichen Automaten akzeptierbar“. [Sch92]
In Abbildung 4.16 werden ein NEA E und ein äquivalenter DEA D, welcher aus E nach
Determinierung überführt wurde, dargestellt.
Wie in Abbilding 4.16 zu sehen ist, kann der Automat nach einer Eingabe im Zu-
stand S2 sowohl in diesem verbleiben, als auch in den Zustand S3 übergehen. Damit
liegt es nahe, dieses beiden Zustände {S2,S3} in einer Menge zusammenzufassen, und
von dort aus die weiteren Wege zu betrachen. Die entstehende Menge ist Element der
Teilmenge der Zustandmenge von E. Im Folgenden wird ein Determinierungsverfahren
mit Name „Teilmengen-konstruktion“ (auch „Potenz-mengen-konstruktion“) vorgestellt.
Damit wird eine NEA N = (QN ,Σ,δN ,q0,FN) schrittweise in einem äquivalenten DEA
D= (QD,Σ,δD,q0′,FD) überführt.
• QD = P(QN), ist die Potenzmenge der Zustandsmenge QN . Theoretisch zu sagen,
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Abbildung 4.16: Determinierung des NEA
wenn QN n Zustände enthält, wird die Anzahl der Zustände in QD maximal 2n betra-
gen. Da nur einige Zustände vom Startzustand über die Elemente von Σ unmittelbar
erreicht werden können, wird die tatsächliche Anzahl der Elemente in QD viel we-
niger als 2n sein.
• q0′ = {q0}
• FD = {N ∈ P(QN) : N ∩FN 6= /0} Das heißt, FD besteht aus alle Teilmenge von QN ,
die mindestens einen Endzustand aus FN enthalten.
• ∀S⊆ QN ,∀a ∈ Σ : δD(S,a) =
⋃
p∈S
δN(p,a).
Im Beispiel aus Abbildung 4.16 ist die Zustandmenge von NEA E gleich {S1,S2,S3},
dann gibt es 23 = 8 Zustände in der Teilmengenkonstruktion des DEA D. In Tabelle 4.1
wird die vollständige Teilmengenkonstruktion basierend auf {S1,S2,S3} gezeigt.
In der Anfangsspalte befinden sich alle Teilmengenkonstrutionen als Quellzustände. In
die erst Zeile der Tabelle wurden die Elemente aus Σ gesetzt. Der→ {S1} bezeichnet die
Startzustandmenge von DEA D. Alle mit „* “gezeichneten Teilmengen sind nicht von S1
direkt über {a,b} erreichbar und müssen darum nicht mehr berücksichtig werden. Schließ-
lich sind nur drei Teilmengen {S1} {S2} {S2,S3} übrig. Die Überführung der Zustand-
menge wurde wie folgt gezeigt:
δ({S2,S3},a) = δ(S2,a)∪δ(S3,a) = {S2,S3}
Nach dieser Überführung bekommt man einen DEA D, wie er in Abbildung 4.16 rechts
dargestellt ist.
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hhhhhhhhhhhhhhhhhhhQuellzustand
Übergangsbedingung
a b
→{S1} S2 /0
{S2} {S2,S3} /0
{S3}∗ /0 S2
{S1,S2}∗ {S1,S2,S3} /0
{S1,S3}∗ S2 S2
{S2,S3} {S2,S3} S2
{S1,S2,S3}∗ {S1,S2,S3} S2
Tabelle 4.1: Teilmengenkonstruktionstabelle basierend auf Abbildung 4.16
4.4 Kompatibilitätsanalyse
In diesem Abschnitt wird die Rückwärts-Kompatiblitätsanalyse in Hinsicht auf die zwei
reduzierten deterministischen endlichen Auotmaten erläutert.
Die Rückwärts-Kompatiblität zweier MSC-Szenarien sei wie folgt definiert:
Satz(1) „Ein MSC2 ist zu einem MSC1 genau dann rückwärtskompatibel, wenn die
Menge der Ereignissequenzen S1 von MSC1 eine echte Teilmenge der Menge der Ereig-
nissequenzen S2 von MSC2 ist und deren Ereignisse E und Instanzen P zueinander rück-
wärtskompatibel sind.“ [Mac07]
Formal kann dies folgender maßen geschrieben werden:
(MSC1⇐c MSC2)⇔{(S1 ⊆ §2)∧ (E1⇐c E2)∧ (P1⇐c P2)}
wobei
S1,S2 : Menge der Ereignissequenzen von MSC1 und MSC2
E1,E2 : Menge der Ereignisse von MSC1 und MSC2
P1,P2 : Menge der Instanzen von MSC1 und MSC2
⇐c : rückwärtskompatibel
Die Kompatibilitätsanalyse der zwei MSCs wurde wie in der obigen Definitionen auf
zwei Ebenen durchgeführt(vgl. Abbildung 4.17):
1. Vergleich auf Instanz-Ebene.
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2. Kompatibilitätsanalyse anhand der Ergebnisse des Vergleiches von Instanzen auf
MSCs-Ebene.
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Abbildung 4.17: Kompatibilitätsanalyse zwischen zwei MSCs[Glo07]
Der Gedanke des Vergleiches von zwei Instanzen wird mit Hilfe von Abbildung 4.18
schrittweise erläutert. In der Abbildung sind zwei Beispielautomaten mit Schleife-Verhalten
dargestellt. Damit wurde dasWiederholungsverhalten inMSCs simuliert. Wegen der Rückwärts-
Kompatibilitätsanalyse wurde hier der DEA1 als Musterautomat und DEA2 als Vergleichs-
automat gewählt.
Die beiden Automaten werden parallel traversiert. Das Prinzip der Traversierung ist
ähnlich wie eine Tiefensuche. Es werden sowohl die Zustände als auch die Übergänge
gegeneinander verglichen. Der Zustand S2 des Vergleichsautomaten DEA2 ist mit dem Zu-
stand S1 des Musterautomaten DEA1 genau dann kompatibel, wenn S2 kompatibel mit S1
und die von S1 ausgehende Übergängemenge eine Teilmenge der Übergängemenge von
S2 sind. D.h. wenn S1 ein Zustand aus der finalen Zuständemenge der DEA1 ist, muss
S2 auch finaler Zustand sein. Gleichzeitig soll DEA2 von S2 aus über dieselben Übergän-
ge, die auch von S1 in DEA1, vorhanden sind, gültige Zielzustände erreichen. Wenn der
Zustand S2 mit S1 kompatibel ist, wird das Zustandspaar als traversiert markiert und der
Vergleich wird über den ersten von S1 ausgehenden Übergang weitergehen. Ansonsten
wird der Vergleich abgebrochen und eine Aussage über diese Inkompatibilität getroffen
. Wenn in weitergehenden Vergleichen ein markiertes Paar getroffen wird, wird erst ge-
prüft, ob alle Nachfolger der Zustände des Zustandspaares schon traversiert wurden. wenn
ja, springen beide Automaten auf die Vorgänger zurück. Der Vergleich beendet sich nach
einer vollständigen Traversierung des Musterautomaten.
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Abbildung 4.18: Beispiel Automaten-Vergleich
Wie in Abbildung 4.18, geht der Vergleich mit initialen Zuständen der beiden Automaten
los.
Die beiden Zustände werden auf Komptiblität geprüft. Wenn sie kompatibel sind, wird
Zustandspaar {1, 1} in die Zustandspaarliste aufgenommen und zum nächsten Zustands-
paar {2,2} über die Übergangbedingung „a“ weiterverglichen. Vor dem Vergleich wird
das Zustandspaar {2,2} in der Zustandspaarliste gesucht. Wenn es noch nicht traversiert
und kompatibel ist, wird das Paar in der Zustandspaarliste gespeichert. Von {2,2} aus über
„b“, erreichen die beide Automaten das akzeptierende Zustandspaar {3,4}. Bisjetzt wurde
das erste akzeptierte Worte {ab} des DEA1 in DEA2 gefunden. Weil kein Übergang von
Zustand 3 ausgegangen ist, springen die beide Automaten auf Zustandspaar {2,2} zurück.
Von {2,2} über die zweite ausgehende Übergangsbedingung „a“ wird das neue Zustands-
paar {4,3} erreicht. Dort wird wieder ein von beiden akzeptiertes Wort {aa} gefunden.
Danach springen beide von {4,3} wieder auf {2,2} zurück. Alle von 2 ausgehenden Zu-
stände in DEA1 sind bereits schon traversiert und springen die DEA1 und DEA2 beide auf
Startzustandspaar {1,1}.
Entlang der Übergangbedingung „b“ von {1,1} ausgehend, wird das neue Zustandspaar
{5,5} erreicht. Weil Zustand 5 in sowohl DEA1 als auch DEA2 akzeptierender Zustand
ist, wird wieder {b} als akzeptierende Wort festgestellt und Zustandspaar {5,5} in der Zu-
standspaarlist hinzugefügt. Dann kommt erst der Wiederholungsfall in DEA1. Über „a“
bleibt DEA1 im Zustand 5 und DEA2 geht nach Zustand 7. Aktuelles Zustandspaar ist
{5,7}. Weil {5,7} noch nicht behandelt ist, wird des Zustandspaar erst in die Liste hin-
zugefügt, dann über „b“ weiter nach {6,8} gegangen. Dort wird ein neues akzeptierendes
Wort {bab}in beiden Automaten gefunden. Zurück von {5,7} über „a“ ausgegangen, wird
wieder das Zustandspaar {5,5} erreicht. Weil {5, 5} schon in der Zustandspaarliste vor-
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handen ist, springen DEA1 und DEA2 direkt von {5,5} über „b“ nach {6, 6}. Weil keine
weitere Möglichkeit in {6, 6} vorhanden ist, springen die Automaten wieder auf {5,5} zu-
rück. Zu diesem Zeitpunkt ist Zustand 5 in DEA1 auch schon vollständig traversiert, also
springen die Automaten weiter auf {1,1} zurück.
Alle von {1,1} ausgehenden Übergänge sind schon erfolgreich traversiert und die von
DEA1 akzeptierte Sprache {ab,aa,b,bb,ba˙,ba˙b} ist in der von DEA2 akzeptierten Spra-
chen enthalten. Es wird festgestellt, dass DEA2 mit DEA1 kompatibel ist.
Der auf Java basierte rekursive Algorithmus wird in nächsten Kapitel angedeutet.
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Das folgende Kapitel erläutert, wie das im vorangegangenen Kapitel vorgestellte Konzep-
te als Modul der Plattform CAMP [Sch03] mit Name „MSC-CompA“ praktisch umge-
setzt wurde. Die gesamte Vorstellung der Implementierung ist in drei Teile gegliedert. Im
ersten Abschnitt wird zuerst die Implementierungsumgebung und die Plattform CAMP
vorgestellt. Danach kommt das Konzept der Implementierung. Im Anschluss werden die
wichtigsten Klassen der Implementierung näher betrachtet.
5.1 Implementierungsumgebung und Plattform
CAMP
Das Ziel der Implementierung ist es, ein Modul für das Forschungsprojekt „CompA“ auf
Basis der in Java programmierten Plattform „CAMP“ zu realisieren. Um dieses Ziel zu
erreichen, muss hier die Programmierungssprache Java als technische Voraussetzung für
die weitere Arbeit betrachtet werden. Daher erfolgt die Implementierung dieser Arbeit
mit Eclipse Editor [Ram05] Version 3.2.2 und dem Java SE [Fla05] Entwickelungstool-
kits(JDK) Version 1.5.0.11 unter dem Betriebssystem Microsoft Windows XP. Alle hier
genannten graphischen MSCs-Darstellungen wurden mit dem ESG MSC-Editor spezifi-
ziert und syntaktisch validiert.
5.1.1 MSC-Editor
Der ESG MSC-Editor[uLG06] ist ein graphischer Editor (vgl. Abbildung 5.1) zur Spezi-
fikation von MSCs. Er wurde eine als eine Standardkomponente der ESG MSC-Toolkits1
entwickelt. Mit diesen graphischen Editor vereinfacht sich die Erstellung und Bearbeitung
von der HMSC und MSC-Basic-Notationen. Der Editor verwendet die Grafik- und Text-
formate des MSC-2000-Standards. Es bietet sogar syntaktische und semantische Analyse-
funktionen, damit Fehler in MSCs in der Entwurfsphase schon vermieden werden können.
Mit der Exportfunktion können die erstellten MSCs über das Clipboard als „Rich Text
Format(.rtf)2“ exportiert oder als Metadatei unmittelbar ins Ziel-Dateisystem exportiert
werden. [Bau06]
1Sie besteht aus drei Software-Werkzeugen: dem MSC Editor, SystemAnalyzer und SequenceAnalyzer.
2ist ein Dateiformat von Microsoft, dient zum Datenaustausch zwischen Textverarbeitungsprogrammen
verschiedener Hersteller auf verschiedenen Betriebssystemen.
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Abbildung 5.1: GUI von ESG-Editor
5.1.2 CAMP
Für ein besseres Verständnis der Implementierung des Modules „MSC-CompA“ wird in
diesen Abschnitt die Plattform CAMP vorgestellt.
CAMP (Common Application Modules Platform) ist eine allgemeine Plattform für An-
wendungen, die als Module realisiert werden [Sch03]. Es ist von Herrn Scholand als sei-
ne Studienarbeit an der Universität Paderborn im Jahr 2003 entwickelt. Es wird u.a. in
dem Forschungsprojekt IPQ [Har05][Thr03] an der TU-Chemnitz eingesetzt. Mit dieser
gemeinsamer Plattform ermöglichen die Kommunikation und Interaktion zwischen ver-
schiedenen Modulen. Gleichzeitig wurde wegen die Anwendung der standardisierte GUI-
Basisdarstellung auch die Implementierungszeit für die Entwurf der neue Anwendungen
gespart.
Die Modulintegration mit CAMP ist ähnlich dem Eclipse-Plugins-Konzept realisiert.
Ziel des Plugins-Konzeptes ist, es neue Funktionen oder Module einem bestehenden
System hinzufügen, ohne das System neu zu übersetzen. Die neu hinzukommenden Klas-
sen werden in XML beschrieben und müssen bestimmte Schnittstellen (interface) imple-
mentieren. Mit Hilfe des Java-Reflektion-Konzepts [Mic07b] werden die neu hinzugefüg-
ten Klassen initialisiert und in Eclipse eingefügt [Sha04].
In CAMP werden alle Module bei Bedarf am Kernel registriert und können auch zur
Laufzeit wieder entfernt werden. In der Arbeit von Herrn Scholand wird darauf hinge-
wiesen, dass jedes Modul eine XML-basierte Modulbeschreibung besitzen muss, die nach
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einem vordefinierten Schema spezifiziert ist. Beispielsweise könnte es folgende Informa-
tionen enthalten: Classpath Erweiterung, Abhängigkeiten zu anderen Modulen und Modul
spezifische Menüerweiterungen. Außer dieser Modulbeschreibung für jedes Modul müs-
sen in der Steuerungsebene noch zwei notwendige Klassen implementiert werden. Eine
ist ModulController, welche für Initialisierung, Steuerung und Verwaltung des Modules
in CAMP benötigt wird und gleichzeitig auch als die Kernklasse des Modules betrach-
tet werden kann. Die Andere ist ModulEventHandler, welche unter der Zusammenarbeit
mit GUI Klassen die vom Nutzer ausgelösten Ereignisse abfängt und eine entsprechende
Aktion ausführt.
Des Einsatz von Controller, GUI und Eventhandler bildet eine Model-View-Controller
(MVC)3 Strukter wie die in Abbildung 5.2 dargestellt ist. Der ModulController ist hier
dasModel, darin sind alle Daten gespeichert und Funktionen definiert. Das GUI entspricht
hier View. Durch diese Schnittstelle werden die gespeicherten Daten imModel dem Nutzer
präsentiert und Abfragen von Nutzer an der Controller geschickt. Der ModulEventhandler
ist alsController abgebildet, der die Ereignisse behandeln soll, welche von Nutzer aus View
angekommen sind. Der ModulEventhandler ruft gleichzeitig die vordefinierten Funktionen
aus Model auf.
Abbildung 5.2: Model-View-Controller Struktur
[Mic02]
3The MVC architecture has its roots in Smalltalk, where it was originally applied to map the traditional
input, processing, and output tasks to the graphical user interaction model. However, it is straightforward
to map these concepts into the domain of multi-tier enterprise applications.[Mic02]
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5.1.3 Verwendete API
In folgende Abschnitt werden zwei Application Programming Interfaces (API), welche für
die Implementierung sehr wichtig sind, vorgestellt.
5.1.3.1 MSC-Parser API
Die MSC-Parser API wurde von der BMW Group auf Basis von EMF (Eclipse Modeling
Framework) entwickelt[Pro05], um in ASCII-Code gespeichert MSC-Datei mit Hilfer des
MSC-Metamodelles (Ecore) in eine gültige XML-basierte Beschreibung zu überführen.
Abbildung 5.3: MSC-Metamodell
In Abbildung 5.3 wurde das MSC-Metamodell hierarchisch in Eclipse dargestellt.
5.1.3.2 XML-API
In der gesamter Implementierung spielt die XML-API eine sehr wichtige Rolle, weil alle
Operationen auf den XML-Instanzen wie z.B. Einlesen, Traversieren und Überarbeiten
mittels dieser XML-API ermöglicht werden. Diese XML-API wurde an der Universität
Paderborn entwickelt, und viele Funktionen z.B Xerces (XML zu parsen) und Xalan (DOM
Struktur der XML Instanzen bearbeiten) integriert. Damit vereinfacht es die Bearbeitung
der XML-basierten MSC-Datei und verringert den Aufwand der Implementierung.
5.2 Konzept der Implementierung
Der Kern der Arbeit ist, ein Software-Modul im Rahmen des CompA-Projektes zu ent-
wickeln, um die Rückwärtskompatibilität von zwei MSCs zu analysieren. Hier können
die genannte beiden MSCs sowohl als einziges Szenario als auch unter zwei MSCs-Sets,
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die mehre Szenarien eingeschließen verstanden werden. Anhand des Transformationskon-
zepts, das im vorigen Kapitel bereits erläutert wurde, wird hier zunächst eine graphische
MSC-Darstellung dekomponieren, um die Instanzen im Szenario aufzutrennen. Nach die-
sem Prozess werden alle Ereignisse auf diese Instanz nach der vordefinierter Transformati-
onsregeln schrittweise in entsprichten endlicher Automaten transformieren. Dann werden
die gerade transformierten Automaten über ε-Übergänge miteinander verbunden. Der ent-
stehende Automat wird nach diesem Schritt noch ε-Übergänge eliminiert und determiniert.
Schließlich bekommt man den deterministischen endlichen Automaten zum Vergleichen.
Abbildung 5.4 ist eine graphische Darstellung für das obige Konzept.
Transformation in XML -Darstellung
XML(MSC1) XML(MSC2)
Kompatiblitä tsaussage
Graph. MSC 
Darstellung
Kompatibilitä tsanalyse auf Basis von Automaten
FSM2FSM1 c
Graph. MSC Darstellung
MSC1 MSC2
Transformation in NEA Darstellung(FSM)
FSM(XML2)FSM(XML1)
Reduktion der Automaten (FSM)
FSMred(XML2)FSMred(XML1)
XML Darstellung
Generierung Kompatiblitätsaussage
Graph. Darstellung
Ko patibilitä
2DEA(M C) c
Graph.  Darstellung
Transformation in Autom tendarstellung
EA (EA (
Determinierug der Automaten 
DEADEA
DEA(MSC)
Abbildung 5.4: Schritte der MSC-Vergleichsmethode[Glo07]
In der Abbildung 5.4 sind die ersten beide Schritte mit grüner Farbe gekennzeichnet.
Im ersten Schritt werden zwei durch den ESG-MSC-Editor zusammengestellte MSCs
als Quelldateien aus ausgewählt. Danach werden die ausgewählten MSCs mit Hilfe der
„MSC-Parser“ API in eine gültige XML basierte Darstellung transformiert. Die Ergebnis-
se werden als „.ecore“ Dateien im Verzeichnis „temp“ gespeichert.
Die Umsetzungsaufgabe in dieser Phase ist eine entsprechende GUI zu implementieren,
um durch das Modul „MSC-CompA“, das durch den ESG-MSC-Editor spezifzierte MSCs
einlesen zu können.
Im nächsten Schritt werden die gespeicherten „.ecore“ (XML) Dateien mittels XML-
API in den Hauptspeicher in eine Darstellung in Form eines DOM-Tree (DOM-Baum)4
geladen. Diese DOM-Tree Struktur wird noch nach Bedarf in XML-Elemente geteilt. Es
4Document Object Model, repräsentiert ein XML Document als eine Baum-Struktur mit Knoten, die aus
Elementen, Eigenschaften und Text bestehen.
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ist auch die Basis der MSC-Szenario-Dekomposition und nachheriger Transformation der
MSC-Elemente in endliche Automaten.
Die haupte Implementierungsaufgabe beginnt mit der Transformation der MSCs in den
Automaten. Mittlerweile werden die Klassen für die ε-Eliminierung und Determinierung
der NEAs nach den Verfahren aus der Automatentheorie implementiert. Damit wird die
weiter Kompatibilitätsanalyse ermöglicht.
Laut der Definition ist ein MSC2 ist zu einem MSC1 genau dann rückwärtskompatibel,
wenn die Menge der Ereignissequenzen Sp1 von MSC1 eine echte Teilmenge der Men-
ge der Ereignissequenzen Sp2 vonMSC2 ist und deren Ereignisse und Prozesse zueinander
kompatibel sind.[Glo07] Deshalb, wenn man zwei MSCs-Szenarien analysiert, werden alle
Ergebnisautomaten der Instanzen imMSCs-Szenario in einer Listen-Datenstruktur gespei-
chert. Wenn zu jeden Automaten in der Liste ein kompatibeler Automat in der zweite Liste
gefunden wird, und gleichzeitig der Zusammenhang zwischen den Instanzen zueinander
kompatibel ist. Dann wird MSC2 als rückwärtskompatibel zu MSC1 bezeichnet.
Das gilt auch, wenn man zwei MSCs-Sets vergleicht. Nur wenn für jedes Szenario in
Set1 ein kompatibeles Szenario in Set2 gefunden wird, wird die Analyse Kompatibilität
ergeben.
5.2.1 Struktur der Implementierung
Die Implementierung des Modul es MSC-CompA besteht aus zwei Hauptpakete, mit den
Namen ModulMSC und GuiMSC. Der Grundgedanke ist, die Funktionen, die in Ab-
bildung 5.4 schon vorgestellt sind, in ein Java-Programm umzusetzen und die Zwischen-
ergebnisse mittels der Klasse CompAGUIMSC auf der Bildschirm wiederzugeben. Der
ModulController und ModulEventhandler werden in das Paket ModulMSC integriert.
Abbildung 5.5 ist ein UML5 Object-Diagramm der Implementierung. Damit wird ge-
zeigt wie die MSC-CompA Module grundsetzlich funktionieren und die Beziehungen so-
wie die Abhängigkeiten zwischen den Objekten.
In der Abbildung ist zu sehen, dass die Initialisierung des Modules durch Instanzierung
der CompAModuleController realisiert wird. Diese Klasse befindet sich im Zentrum der
gesamten Implementierung, um die anderen Klassen des Modules zu steuern. In der selben
Phase wird eine neue Instanz der Klasse CompAGuiMSC zusammen mit dem CompAMo-
duleController generiert. Die Anfangsseite des Modules in der Plattform CAMP wird erst
sichtbar, wenn die Analyse abgeschlossen wurde.
5Unified Modeling Language
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Abbildung 5.5: Object-Diagramm der Implementierung
Danach werden zwei vom Nutzer ausgewählte MSC-Quelldateien mittels der integrier-
ten MSC-Parser API separat behandelt und als Eingaben an die neu instanzierten Transfor-
mations- und Determinierungs-Pakete weitergeleiten. Die zwei in der Abbildung darge-
stellten Transformations- und Determinierungs-Pakete werden parallel abgearbeitet. In je-
dem Paket wird die XML-basierte Ecore-Datei dekomponiert und die Instanz(-en) nach
vordefinierten Transformationsregeln in entsprechenden Automat(-en) transformiert.
Das Determinierungsprocess besteht aus zwei Klassen: ε-Elimierung und Determinie-
rung des NEA. Die Wissensbasen, die hinter den zwei Klassen stehen, sind schon in der
Automatentheorie eingeführt. Durch den modularen Aufbau der Klassen, werden die Klas-
sen immer nach Bedarf instanziiert, um unnötigen Zeitverbrauch zu vermindern, Es kann
sein, dass der Automat nach der Transformation schon ein DEA ist. Dann wird keine De-
terminierung mehr benötigt. Das triff auch zu, wenn der Automat nach der ε-Elimierung
schon DEA ist.
In der GUI wird vom CompAGuiMSC immer der aktuelle Frame nach der Anforderung
der Klasse CompAModuleEventHandler generiert, um die Zwischenergebnisse nach den
schrittweisen Behandlungen auf dem Birdschirm wiederzugeben. Im selben Frame werden
mehre “Tabs” generiert, um jeden Behandlungsprozess so ausführlich wie möglich darzu-
stellen.
47
5 IMPLEMENTIERUNG
Wie im Abschnitt „CAMP“ schon vorgestellt, dient die Klasse CompAModuleEvent-
Handler dazu Ereignisse von Buttons in der GUI abzufangen und vordefinierte Funktio-
nen in der KlasseCompAModuleController aufzurufen. Dadurch kann der Nutzer die zwei
MSCs Quelldateien auswählen und die betreffende Operation nach Bedarf auswählen.
5.2.2 Analyse der MSC-XML Datei
List 6.1 zeigt eine Ecore(XML) Datei, die aus dem MSC-Metamodell aus Abbildung 2.1
überführt wurde.
Listing 5.1: Beispiel Ecore(XML) Code
0 <?xml version="1.0" encoding="ASCII"?> <msc:MscTextualFile
1 xmi:version="2.0" xmlns:xmi="http://www.omg.org/XMI"
2 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
3 xmlns:msc="platform:/resource/mscparser/metamodel/msc.ecore"
4 name="Sequence1" filename="Testcases.MPR" path="D:\mprs"> <msc
5 line="44" name="Alt_Opt_Condition_1">
6 <eventDefinitionList>
7 <eventDefinition xsi:type="msc:AltBox" line="34"
8 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
9 "//@msc.0/@instanceDeclaration.1">
10 <nestedEventDefinitionList>
11 <eventDefinition xsi:type="msc:OutputMessage" line="29"
12 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
13 functionName="USERDEF.x0" intValue="1" label="L0"
14 broadcastId="-1" receiver="Instanz2"/>
15 <eventDefinition xsi:type="msc:InputMessage" line="31"
16 instanceDeclaration="//@msc.0/@instanceDeclaration.1"
17 functionName="USERDEF.x0" intValue="1" broadcastId="-1"
18 sender="Instanz1"/>
19 </nestedEventDefinitionList>
20 <nestedEventDefinitionList>
21 <eventDefinition xsi:type="msc:Condition" line="32"
22 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
23 "//@msc.0/@instanceDeclaration.1"
24 conditionText="condition"/>
25 </nestedEventDefinitionList>
26 </eventDefinition>
27
28 <eventDefinition xsi:type="msc:OutputMessage" line="35"
29 instanceDeclaration="//@msc.0/@instanceDeclaration.1"
30 functionName="USERDEF.x2" intValue="2" label="L1"
31 broadcastId="-1" gate="gate1" receiver="env"/>
32
33 <eventDefinition xsi:type="msc:OptBox" line="41"
34 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
48
5.2 KONZEPT DER IMPLEMENTIERUNG
35 "//@msc.0/@instanceDeclaration.1">
36
37 <nestedEventDefinitionList>
38 <eventDefinition xsi:type="msc:OutputMessage" line="39"
39 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
40 functionName="USERDEF.x1" intValue="3" label="L2"
41 broadcastId="-1" receiver="Instanz2"/>
42 <eventDefinition xsi:type="msc:InputMessage" line="40"
43 instanceDeclaration="//@msc.0/@instanceDeclaration.1"
44 functionName="USERDEF.x1" intValue="3" broadcastId="-1"
45 sender="Instanz1"/>
46 </nestedEventDefinitionList>
47 </eventDefinition>
48 <eventDefinition xsi:type="msc:InstanceControl" line="42"
49 instanceDeclaration="//@msc.0/@instanceDeclaration.0"
50 control="endinstance"/>
51 <eventDefinition xsi:type="msc:InstanceControl" line="43"
52 instanceDeclaration="//@msc.0/@instanceDeclaration.1"
53 control="endinstance"/>
54 </eventDefinitionList>
55 <instanceDeclaration line="1" name="Instanz1">
56 <instanceDescription value="" name="FBlockName"/>
57 <instanceDescription value="" name="InstanceId"/>
58 <instanceDescription value="" name="InstanceDevice"/>
59 <instanceDescription value="USERDEF" name="MostCatalogAlias"/>
60 <instanceDescription value="" name="ExtensionCatalogAlias"/>
61 </instanceDeclaration>
62 <instanceDeclaration line="28" name="Instanz2">
63 <instanceDescription value="" name="FBlockName"/>
64 <instanceDescription value="" name="InstanceId"/>
65 <instanceDescription value="" name="InstanceDevice"/>
66 <instanceDescription value="USERDEF" name="MostCatalogAlias"/>
67 <instanceDescription value="" name="ExtensionCatalogAlias"/>
68 </instanceDeclaration>
69 <gate name="gate1">
70 <message xsi:type="msc:InputMessage"
71 functionName="USERDEF.x2" intValue="2"
72 sender="Instanz2"/>
73 </gate>
74 </msc>
75 <referenceDeclaration refName="Alt_Opt_Condition_1"/>
76 </msc:MscTextualFile>
Am Anfang dieser Ecore(XML)-Datei wird der Namensraum mit der Markierung xmlns
definiert. In dem von xmlns definierten Pfad befindet sich das MSC-Metamodell mit Name
„msc.ecore“. Damit werden die ASCII-basierten MSC/PR Dateien in gültige, analysierba-
re XML-Dateien überführt. Mit Attributen name und filename werden der Szenariosname
und MSCs-Name separat zugewiesen. In Folgenden wird näher auf diese XML-Dateien
eigegangen
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Es zeigt deutlich, dass alle Ereignisse, die in dem MSC-Szenario auftreten sind, zwi-
schen der Marke <eventDefinitionList> und der Marke <eventDefinition> gekapselt wer-
den. Es ist sequenziell aus der graphischen Darstellung in XML transformiert. Daher geht
die Transformation von MSC-XML-Darstellung zum endlichen Automat auch sequen-
ziell vor. Alle angetroffenen MSC-Notationen werden nach einer bestimmten Reinfolge
moduliert und durch die Konkatenation mit vorhandenen Automaten schrittweise ver-
knüpft. Die betreffenden Instanzen werden hier durch das Attribut instanceDeclaration
wie folgt definiert. <eventDefinition xsi:type=“msc:AltBox” line=“34” instanceDeclara-
tion=“//@msc.0
/@instanceDeclaration.0” “//@msc.0/@instanceDeclaration.1”>. Detailierte Informatio-
nen der Instanzen werden separat als Marke <InstancDeclaration> spezifiziert. Nach die-
sem Vorgang wird ein MSCs-Szenario in mehre endliche Automaten transformiert. Die
Anzahl der Automaten wird je nach Anzahl der Instanzen in Szenario festgestellt.
In Abbildung 5.6 ist die Funktionsweise der Methode “getAllEventsOnInstance” in der
Klasse transformation graphische dargestellt.
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Abbildung 5.6: Funktionsweise der Methode getAllEventsOnInstance
Mit dieser Methode wird das MSC Szenario erst nach dem Inhalt des Attributes instan-
ceDeclaration dekomponiert , z.B. „//@msc.0/@instanceDeclaration.0 //@msc.0/@instance
Declaration.1“ bedeutet,dass das Ereignis zwischen Instanz 0 und Instanz 1 auftritt. Alle
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Ereignisse, die auf der selben Instanz erscheinen, werden sequenziell durch Konkatenation
in den NEA transformiert. Algorithmus 5.1 zeigt beispielsweise Pseudocode der Funktion
„altBoxToFSM “, der eine Inline-Expression „Alternativ“ in einen NEA tranformiert.
Algorithm 5.1 altBoxToFSM(XMLElement altBox, int instanceIndex)
Require: XMLElement altBox, int instanceIndex.
Ensure: void.
tempNEA← NEAs(instanceIndex);
new eStateList; {Die Liste, in der Zustände der Enden von allen Sections gespeichert
werden.}
int tempState← tempNEA.states.size();
for i= 0 to i< altBox.getChildCount() do
tempNEA.states.add(new State);
tempTrans← new Übergang(tempState, ε , tempNEA.states.size());
tempNEA.Überganglist.add(tempTrans);
tempEvent← altBox.getChild(“nestedEventDefinitionList”, i);
tempStatesSize← tempNEA.states.size();
GETALLNESTEDEVENTSONINSTANCE(tempEvents,instanceIndex);
eState.add(tempNEA.states.size());{füge das Ende der akueller Section in eState
ein};
end for
tempNEA.states.add(new State);
for j = 0 to j < eState.size() do
tempTransfor← new Übergang(eState(j), ε ,tempNEA.states.size());
tempNEA.Überganglist.add(tempTrans);
end for
NEAs(instanceIndex)← tempNEA;
5.2.3 Implementierung endlicher Automaten
Die endlichen Automaten sind die wichtigsten Datenstrukturen der gesamten Arbeit. Die
Implementierungen der DEAs und NEAs sind die Grundlagen für die weiteren Prozesse.
Alle benötigten theoretischen Grundlagen wurden schon im Kapitel 2 vorgestellt. Im Fol-
genden wird die Implementierung der Automaten näher betrachtet.
Ein endliche Automat ist eine Klasse mit fünf Attributen: Zustandsmenge Q , Eingabe-
alphabet Σ, Übergangsfunktion δ, Startzustand q0 und eine akzeptierende Zustandsmenge
F . Es entspricht der 5 Tupel Definition der endlichen Automaten in der Automatentheorie
[D.U02].
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A= (Q ,Σ,δ,q0,F)
Alle Zustände und Eingabealphabet (Übergangsbedingungen) sind als Typ „String“ de-
finiert. Die Zustandsmenge, Eingabealphabet und finale Zustandsmenge sind mit Daten-
struktur „ArrayList “implementiert. „ArrayList“ ist eine standard Komponente des Java
Collections Framework. Es ist eine „Resizable-array implementation of the List interface“
[Mic07a]. Darin werden alle Operationen, die von “List” angeboten werden, implemen-
tiert. Im Vergleich zum festgrößen Datentyp „Array“ lässt „ArrayList“ einfach und effizent
erweitern. Die Komplexitäts der Operationen get(), set(), size() und isEmpty() von Lis-
te ist immer Konstantzeit. N -mal die Operation add() durchzuführen braucht Zeit O(n)
[Mic07a].
Die Übergänge und betreffende Zustände werden in einer Variante von Übergangstabelle
gespeichert, wie in Tabelle 5.1 dargestellt. Der Vorteil dieser Darstellungsvariante im Ver-
gleich zur traditionellen Übergangstabelle ist, dass sie einfach nach unten zu erweitern ist
und in jede Zelle der Tabelle nur ein Element dargestellt wird, falls der Automat nicht de-
terministisch ist. Hierdurch wird die Mischung von Datentypen in der Tabelle vermieden.
Dagegen sind in der traditionelle Übergangstabelle der Quellezustand und Übergangsbe-
dingung schon als zwei Dimensionen festgelegt. Wenn ein aktueller Zustand über eine
Übergangbedingung mehre Zustände erreichen könnte, werden alle Zielzustände als eine
Zustandmenge zusammengesetzt und in entsprechenden Zellen hinzugefügt. Wenn z.B der
Anfangzustand S1 über „a“ der Zustände S2 und S3 erreichen kann, dann soll {S2,S3} in
einer Zelle als Zielzustände gesetzt werden. Die Tabelledarstellung ist in Tabelle 2.2 im
Kapitel 2 dargestellt.
Quellezustand Übergangbedingung Zielzustand
1 a 2
1 a 3
2 b 1
2 a 3
3 b 3
Tabelle 5.1: Beispiel Übergangstabelle des NEA aus Abbildung 2.8
Eine praktische Anwendung der vorgestellten Übergangstabelle ist die Implementierung
der Methode nextState(currentState, transition) in Klasse DFA und der Methode next-
States(currentState, transition) in Klasse NFA. In der Klasse DFA wird der Zielzustand
aus der Übergangstabelle gelesen und zurückgegeben. In der Klasse NFA werden Zielzu-
stände als Zustandmenge definiert und die betreffenden Zustände aufeinanderfolgend der
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Zustandmenge hinzugefügt. Schließlich wird diese Zustandmenge als Ergebnis zurückge-
geben. (vgl. Abbildung 5.7)
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Abbildung 5.7: Klassen-Diagramm der DFA- und NFA-Klasse
5.2.4 Determinierung
Nach der Transformation werden die überführten Automaten noch determiniert. Abbildung
5.8 ist eine graphische Darstellung dafür. Damit wird ausführlich gezeigt, wie in einen
NEA nach Transformation alle ε-Übergänge eliminiert werden und er determiniert wird.
Die Klasse EpsilonElim ist nach vorgestellten Algorithmus aus Automatentheorie im-
plementiert. Sie wird für jede Instanz im ausgewählten Szenario einmal instantiiert. Mit
der Methode epsilonClosure() werden alle ε-Hülle im NEA A gefunden. Dann werden
die gerade gefundene ε-Hüllen noch mit der Methode mergeClosure() zusammengefasst .
Nach diesen zwei Schritten ist der NEA A frei von ε-Übergänge.
Für der KlasseDeterminationwurde die theoretische Grundlage in Kaptiel 5.1 beschrie-
ben. Der NEA A ohne ε-Übergänge wird als die Eingabe behandelt. Durch den rekursiven
Aufruf der Methode determinate() wird der NEA A schrittweise determiniert. Schließlich
bekommt man nach der Determination einen äquivalenten DEA A′. Der rekursive Algo-
rithmus ist wie folgt als Algorithmus 5.2 und 5.3 beschrieben.
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Algorithm 5.2 determinate(NFA a, String state)
Require: NFA a, String state.
Ensure: void.
processedList.add(state);
for String t ∈ a.transitions do
if state ueber t mehr als einen Zielzustand erreicht then
dealWithStates(a, a.nextStates(state,t));{In dem nicht deterministischen Fall
wird Zustandmenge durch dealWithState()weiter bearbeitet.};
else if state ueber t nur einen Zielzustand erreicht then
if a.nextStates(state, t) nicht in processdList enthalten then
DETERMINATE(a, a.nextState(state, t));
end if
end if
end for
Algorithm 5.3 dealWithStates(NFA a, ArrayList<String> states)
Require: NFA a, ArrayList<String> states.
Ensure: void.
for String t ∈ a.transitions do
new ArrayList<String> nextStates;
for String state ∈ states do
mergeSet(nextStates, a.nextStates(state, t));{führt alle Zustände, die von Zu-
stand aus states über t erreicht werden, in nextStates zusammen.}
end for
if in nextStates mehr als ein Zustand eingeschlossen then
dealWithStates(a, nextStates);{ wenn die Zustandsmenge über t wieder auf
die selbe Zustandsmenge führt. Rekursiver Aufruf dealWithStates()}
else
nextStates← states
end if
end for
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Abbildung 5.8: Klassen- Diagramm der Transformation und Determinierung
5.2.5 Kompatiblitätsanalyse
Um eine Kompatiblitätsanalyse durchzuführen, wird noch eine Klasse compAFSM nach
dem Vergleichsalgorithmus, der in der Abschnitt 5.2 beschrieben wurde, implementiert.
Das Ziel der Kompatibilitätsanalyse ist es, eine Aussage über die Rückwärtskompatibilität
zweier Steuergeräte zu generieren. Um dieses Ziel zu erreichen, muss vorher klar definiert
sein, welches Steuergerät das Muster ist und welches Steuergerät geprüft werden soll.
Folgend ist mit Pseudocode ein Vergleichsalgorithmus dargestellt. Darin ist der Eingabe
Parameter „state1“ (Zustand1) vom Muster Steuergerät und „state2“ ist vom Steuergerät,
das geprüft werden soll.
5.2.6 GUI von MSC-CompA
Die GUI der MSC-CompA ist auf der Vorlage von Herrn Kay Timmermann weiter ent-
wickelt. Es wurde komplett mit Java Swing6 implementiert. Damit garantiert es sich das
einheitliche Aussehen des Modules unter verschiedenen Betriebsystemen. In der Vorlage
wurde die GUI sich in drei Hauptbereiche unterteilt (vgl. Abbildung 5.9).
6Swing ist eine Sammlung von Bibliotheken in Java zur Programmierung von graphischen Benutzerschnitt-
stellen
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Algorithm 5.4 testContainedIn(String state1, String state2)
Require: String state1, String state2.
Ensure: void.
DealedStatesPairList← (state1, state2); {add das Paar ins DealedStatesPairList, in wel-
che alle schon behandelten Zustandspaare gespeichert sind}
transfers1← AlleÜbergänge(state1);
transfers2← AlleÜbergänge(state2);
if (state1 ist Endzustand) and (state2 ist kein Endzustand) then
InstanceContainedIn← f alse;
end if
while transfer1 ist nicht leer do
temp← transfer1.getFirst;
nextState1← automat1.nextState(state1, temp);
nextState2← automat2.nextState(state2, temp);
if nextState2 != “catchState” then
if Der Paar(nextState1, nextState2) ist noch nicht behandelt then
TESTCONTAINEDIN(nextState1, nextState2);
else
print “Der Paar ist schon behandelt!”;
end if
else
InstanceContainedIn← f alse;
end if
remove transfer1.getFirst;
end while
TESTCONTAINEDIN(nextState1, nextState2)
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Abbildung 5.9: Überblick über die GUI von MSC-CompA
Das Oberteil der GUI wurde als Hauptüberschriftensfeld definiert. Dort wird immer im
Ablauf aktualisiert, an welcher Stelle man sich gerade befindet.
Auf der linken Seite wurde eine Ablaufliste integriert. Diese Liste besteht aus Tasten.
Jede Taste der Liste wurde mit einem Arbeitsprozess verknüpft und die aktuelle Position
des Ablaufes wird mit grüner Farbe als Tasteenhintergrund dargestellt.
Auf der rechten Seite der GUI steht ein Informationsbereich. Dort werden Informa-
tionen zum aktuellen Ablaufes ausführlich ausgegeben. Wie z.B. wenn die zwei MSC-
Quelldateien schon ausgewählt, müssen noch im folgenden Schritt die Szenarien zum Ver-
gleich aus den zwei MSCs ausgewählt werden (vgl. Abbildung 5.10). Alle Szenarien in der
MSC-Quelldatei werden als JTree7 hierarchisch präsentiert. Sobald der Nutzer die „Start“
Taste klickt, werden vordefinierte Operationen sequenziell ausgeführt.
Nach der erfolgreichen Durchführung der Kompatiblitätsanalyse wird eine JTabel8-basierte
Ergebnisdarstellung im Informationsbereich ausgegeben(vgl. Abbildung 5.11). Die An-
zahl der Spalten der Tabelle ist immer von der Anzahl der Instanzen der ausgewählten
Szenarien abhängig.
Der Nutzer darf natürlich nach der Analyse die detaillierte Informationen über die Trans-
formation und Determinierung durch einen Klick der Taste auf der linken Seite aufrufen.
7Eine Element von Java Swing, um eine Baumstruktur anzuzeigen und zu bearbeiten
8Eine Element von Java Swing, um eine zweidimensionale Tabelle anzuzeigen und zu bearbeiten
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Abbildung 5.10: Auswahl der Szenarien
Jedes Szenario besitzt hier eine unabhängige Frame-basierte Darstellung. Um alle Fra-
mes so effizient wie möglich zu plazieren, wurde hier JTabbedPane9 verwendet. Es ist
vergleichbar mit einem Karteikasten. In Abbildung 5.12 wird diese Tab-basierte Layout
beispielhaft dargestellt.
5.3 Übersicht der Klassen
Im Vergleich zur Vorstellung der Struktur im vorigen Abschnitt, werden einige wichtige
Klassen im PaketModulMSC näher betrachtet.
5.3.1 Klasse DFA
Die Klasse DFA generiert die deterministischer Automaten (DEAs) nach der Definition
aus der Automatentheorie. Sie dient auch als „Superklasse“ für die Klasse NFA. Folgende
Funktionen in der Klasse werden implementiert:
ArrayList<String> nextStates(String currentState) gibt alle Zustände, die von aktu-
ellem Zustand erreichbar sind, als eine Zuständemenge zurück.
String nextState(String currentState, String Transition)
9Eine Element von Java Swing. Es hat mehrere Reiter (Tabs), die bei Aktivierung die zugeordnete Kompo-
nente anzeigen
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Abbildung 5.11: Aussage und Ergebnis-Tabelle
gibt den Zustand, der von aktuellem Zustand über den Parameter Transition erreichbar ist.
als Rückgabe Parameter zurück.
ArrayList<String> preStates(String currentState) gibt alle Zustände, die den aktuel-
len Zustand erreichen können, als eine Zustandsmenge zurück.
ArrayList<String> preStates(String currentState, String Transition) gibt alle Zustän-
de, die den aktuellen Zustand über Parameter Transition erreichen können. als Rückgabe
Werte zurück.
ArrayList<ArrayList> AdjacencyList(DFA a) gibt die Adjazenzmatrix10 vom Parame-
ter DEA a als eine Liste von Listen zurück.
int Degree(DFA a, String currentState) gibt die Anzahl, der von aktueller Zustand aus-
gehenden Transitionen, als Rückgabewerte zurück.
int getStateIndex(String currentState) gibt die Indexziffer des aktuellen Zustand, als
Rückgabewerte zurück.
10Eine Adjazenzmatrix ist eine Matrix, bei der jedem Knoten des Graphen genau eine Zeile und eine Spalte
zugeordnet ist. Wenn eine Kante von einem Knoten V zu einem Knoten W führt, dann ist das Element
der Matrix, an der sich die Zeile V und die Spalte W kreuzen gleich 1. Anderenfalls ist das Element 0.
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Abbildung 5.12: Tab-basiertes Layout
5.3.2 Klasse NFA
Die Klasse NFA erbt von der Klasse DFA und erweitert sie um einige Methoden, um die
Eigenschaften des NEAs zu erfüllen.
ArrayList<String> nextStates(String currentState, String Transition) ein NEA, komm
von einem Zustand aus, über die selbe Übergangbeding mehr als einen Zielzustand errei-
chen. Deshalb werden die Zustände, die vom aktuellem Zustand, über den Parameter Tran-
sition erreicht werden können, als eine Zustandsmenge zurückgegeben.
NFA concatenatTwoNFAsForPara(NFA a1, NFA a2) Mit dieser Methode werden die
NEA a1 und a2 hintereinander konkateniert. Am Ende wird a1 als Ergebnisautomat zu-
rückgegeben.
boolean isDeterministic() es wird überprüft, ob der NEA schon deterministisch ist.
boolean whetherEpsilonTransfer() prüft, ob der NEA frei von ε-Übergänge ist.
5.3.3 Klasse Transformation
Die Klasse Transformation ist die größte Klasse der gesamten Implementierung, die Quel-
lecode beträgt ca 2500 Zeilen. In dieser Klasse werden Transformationsschemata der Ele-
menten, die von der MSC-Notation 2000 definierte sind, implementiert. Die Transforma-
tionsregeln und die Funktionsweise wurden bereits erläutert. Hier ist noch eine Übersicht
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über die Funktionen in der Klasse:
• ArrayList<String> ListMSCscenario(String ecoroFileURI);
• int getInstanceIndex(ArrayList<String>instanceList, String instanceName);
• ArrayList<NFA> parseEcoreFile(String ecoreFileURI, String mscScenarioName);
• ArrayList<String> getAllEvents(XMLElement msc);
• ArrayList<String> getAllEventsOnInstance(XMLElement msc, int instanceIndex);
• ArrayList<String> getAllNestedEventsOnInstance(XMLElement msc, int instan-
ceIndex);
• ArrayList<String> getAllEventsOnCoRegion(XMLElement tempEvents, int instan-
ceIndex);
• void altBoxToFSM(XMLElement altBox, int instanceIndex);
• void actionBoxToFSM(XMLElement actionBox, int instanceIndex);
• void conditionBoxToFSM(XMLElement tempEvents, int instanceIndex);
• void loopBoxToFSM(XMLElement loopBox, int instanceIndex);
• void optBoxToFSM(XMLElement optBox, int instanceIndex);
• void parBoxToFSM(XMLElement parBox, int instanceIndex);
• void timerToFSM(XMLElement timer, int instanceIndex);
• ArrayList<String> excBoxToFSM (XMLElement excBox, int instanceIndex);
• void referenceToFSM(XMLElement reference, int instanceIndex)
• void textBoxToFSM(XMLElement textBox, int instanceIndex);
• void inputMessage(XMLElement tempEvents, int instanceIndex);
• void outputMessage(XMLElement tempEvents, int instanceIndex);
• void endInstance(XMLElement tempEvents, int instanceIndex);
• NFA NFAconstruction(ArrayList<String> events);
• void coRegion(XMLElement tempEvents, int instanceIndex);
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5.3.4 Klasse CompAModuleController
Die Klasse CompAModuleController ist schon kurz in dem Abschnitt „CAMP“ vorge-
stellt worden. Es ist die Kern-Klasse des gesamten Modules. Im Folgenden kommt eine
Erklärung über einiger wichtiger Methoden, die in der Klasse definiert sind.
void saveAutomatInXML() Bei CAMP sind bereits schon einige Kommandos unabhän-
gig von Modul in die Menubar integriert, wie z.B. „File“, „Edit“ und „View“. Mit Hilfe der
KlasseCompAModulEventHandler darf der Entwickeler des Modules die vorgegebenen
Menükomponenten mit einer Klasse im Modul verbinden, um den Aufruf der Funktion
über die GUI zu ermöglichen. z.B. ist das Kommando „save as“ ist mit der Methode save-
AutomatInXML() verknüpft, um die von XML umgesetzten NEAs des MSC-Szenarios in
eine Dateiform abzuspeichern.
void autoCompATest() Das Ziel der Implementierung ist es ein Modul im Rahmen des
Forschungsprojektes CompA zu entwerfen, um zwei MSCs semi-automatisch oder auto-
matisch vergleichen zu können. semi-automatisch bedeutet, dass der Nutzer die zwei Sze-
narien aus der MSCs selbet auswählen soll, um die Kompatibilitätsanalyse durchzuführen.
Bei der automatischen Variante werden die zwei ausgewählten MSCs vollständig analy-
siert, um eine Aussage zu treffen, ob die beide MSCs rückwärtskompatibel sind.
JTable setResultTable(data, column) Um die Korrektheit der Implementierung zu ana-
lysieren, werden alle Zwischenergebnisse in Tabelleform am Ende in der GUI angezeigt.
Mit Hilfe der Methode wird eine zweidimensionale Tabelle erzeugt. Der Parameter „data“
mit entsprechenden Spaltensname („column“) wird in diese Tabelle als Inhalt der Zelle
hinzugefügt.
void resetTestEnv() Das Modul “MSC-CompA” darf nur einmal im Rahmen von CAMP
instanziiert werden. D.h. wenn ein MSC-CompA Frame noch aktiviert ist, ist keine weite-
re Instanzierung zugelassen. Durch den Aufruf der Methode resetTestEnv() kann man alle
Parametern, außer die beiden schon gewählte MSCs einmalig auf den initialer Zustand
zurücksetzen. Damit wird der Aufwand einer erneuten Initialisierung der GUI gespart.
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Nach ausführlicher Erläuterung der MSC-Transformations-Schemata auf Konzeptebene
und detaillierter Vorstellung der Implementierung in Hinsicht auf die praktische Umset-
zung, wird in diesem Abschnitt die Validierung der Implementierung vorgestellt.
Ein Ziel der Diplomarbeit ist, ein Software-Modul im Rahmen des Forschungsprojekts
„CompA“ zu implementieren, um eine Rückwärtskompatibilitätsaussage bzgl. des dyna-
mischen Verhaltens für zwei Steuergeräten auf Basis von MSCs zu treffen. Anhand der
Validierung wird die Korrektheit des Konzeptes nachgewiesen und die Leistungsfähigkeit
des Tools betrachtet.
Die Vollständigkeit und Korrektheit der Ergebnisse der Implementierung werden an fol-
genden Punkten überprüft:
• Transformation von MSC-Szenarien nach vordefinierten Transformationsschemata.
• Determinierung der generierten Ereignisautomaten.
• Vergleichsalgorithmus und Kompatibilitätsaussage.
In Abbildung 6.1 werden die Validierungsprozesse beispielhaft dargestellt.
Die Instanzen von beiden MSCs werden zuerst in einen endlichen Automaten transfor-
miert. Die Transformationsregeln der MSCs sind bereits nach dem Konzept, das in Ka-
pitel 4 vorgestellt wurde, implementiert. Die Automaten werden nach der Transformati-
on „determiniert“, um die Voraussetzung der Kompatiblitätsanalyse zu erfüllen. Deshalb
werden Funktionalität und Korrektheit der Sub-Prozesse „ε-Eliminierung“ und „NEA-
Determinierung“ auch geprüft. Anschließend werden die deterministischen Automaten
bzgl. Rückwärtskompatibilität analysiert. Hierbei werden folgende Ergebnisse erzeugt,
wie z.B. Anzahl der Zustände, Anzahl der ε-Übergänge, Laufzeit der Transformation, De-
terminierung und Vergleichmethode (vgl. Abbildung 6.2). Bei der Validierung werden die-
se auf Korrektheit geprüft.
Für Validierung wurden insgesamt 40 Testfälle erstellt. Alle Testenfälle wurden gra-
phisch mit dem ESG MSC-Editor konstruiert. Damit wurden die syntaktische Korrektheit
und semantische Gültigkeit der MSCs gewährleistet. Im nächsten Abschnitt wird die Va-
lidierung der Implementierung der Transformationsregeln erläutert. Die Testfälle wurden
durchnummeriert um eindeutig zu sein. Die Beschreibung der Testfälle wurde wie folgt
geregelt:
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Abbildung 6.1: Beispiel Validierungsprozess
Abbildung 6.2: Screenshot der Ergebnisse-Tabelle der Implementierung
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Instanz → I : {Ereignis|IE|SE}
Ereignis →!e|?e,
Inline-Expression → IE[Section1, ..,Sectionn]
Strukrelle Elemente(Coregion,Reference)→ SE[Ereignis|Szenario]
Section der Inline-Expression → (Ereignis)|(IE)|(SE)
In Abbildung 6.3 wird ein Beispiel dieser Regelung dargestellt. Die Instanz mit dem
Name „Test“ wurde kurz beschrieben:
Test1 : {alt[(!a,?b),(loop< 1,10> [?b,opt[!a]])],?c}
Damit werden alle Informationen der graphischer MSC-Darstellung behalten und die Rei-
henfolge der Ereignisse gewährleistet. Der Vorteil dieser Regelung ist, eine vereinfachte
Darstellung eines MSC-Szenarios zu ermöglichen
Um eine übersichtliche Darstellung zu präsentieren, wurden in den Validierungstabelle
6.3 und 6.4 die Abkürzung der Inline-Expression mit rot und strukturelle Elemente Core-
gion, Refence mit blau gekennzeichnet. Wegen des Platzes in den Zelle wurde das Symbol
? und ! der Ereignisse in den Tabellen ausgelassen.
Validierung_MSCs_ZhengMa
msc 129_Kombiniert_1 page 1 of 1
Test1 Test1_copy1
alt
a
b
loop  <1, 10>
b
opt
a
c
Abbildung 6.3: Beispiel der Beschreibung in Validierungstabelle
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6.1 Validierung der Transformationsregeln
6.1.1 MSC-Basic-Notation
Die Validerung der Transformationsregeln wurde mit der MSC-Basic-Notation begonnen.
Es wurde für jedes MSC-Element mindestens ein Testenfall erstellt. Das MSC-Element
„Text“ wird als Kommentar in der Transformation betrachtet. Daher wird es nicht in Ta-
belle 6.1 gelistet.
Instanz1 Instanz2 Instanz1 Instanz2 Instanz1 Instanz2
101 Instanz 1 0 1 0 0
102
2 Instanzen
(Ereignisse inzwischen) 2 1 2 2 0 0 1 1
103 Input Message(von Env) 1 1 2 0 1
104 Output Message(Gate) 1 1 2 0 1
105 Input Message (zwischen 2 Inst) 2 1 2 2 0 0 1 1
106 Condition (über 1 Instanz) 1 1 2 0 1
107 Condition (über 2 Instanz) 2 1 2 2 0 0 1 1
108 Timer Start 1 1 2 0 1
109 Timer timeOut 1 1 2 0 1
110 Timer Reset 1 1 2 0 1
111 Action(über 1 Instanz) 1 1 2 0 1
112 Action(über 2 Instanz) 2 1 2 2 0 0 1 1
Transformationsergibnisse
Validierungstabelle der Transformation der MSC-Basic-Notation(1)
TestBeschreibung Anzahl Instanzen
Anzahl
 EreignisseTest Nr. Anzahl Zustände Anzahl ε-Übergänge Anzahl Übergänge
Tabelle 6.1: Validierungstabelle der MSC-Basic-Notation
Testfall 101 ist ein MSC-Szenario mit einer Instanz ohne Ereignis. Es wird in einen
Ein-Zustand-Automat überführt, d.h, dass der Zielautomat nur einen Zustand hat. Dieser
Zustand dient sowohl als initialer Zustand auch als finaler Zustand. Laut der Definition der
Transformationsregeln wird jedes Ereignis als Übergangbedingung transformiert. Daher
haben andere Testfälle in den Tabelle 6.1 mindesten zwei Zustände (initialer Zustand und
finaler Zustand), und die Ereignisse als Übergänge die zwei Zustände verbinden. Weil bei
der Transformation der MSC-Basic-Notation keine ε-Übergänge generiert werden, steht in
allen Zellen mit der Anzahl der ε-Übergänge immer 0.
6.1.2 Strukturelle MSC-Sprachkonstrukte
In Tabelle 6.2 sind Testszenarien für strukturelle MSC-Sprachkonstrukte mit kurzer Be-
schreibung und Ergebnissen dargestellt.
Für die Inline-Expressions, wie z.B Loop-Box, wurden alle der untergeordneten Varian-
ten auch berücksichtigt. Weiterhin wurden noch einige komplexe Testfälle zur Verfügerung
66
6.1 VALIDIERUNG DER TRANSFORMATIONSREGELN
Inline Expression (2 Inst)  Instanz 1 Instanz 2 Instanz 1 Instanz 2 Instanz1 Instanz2
113 Alternative : {alt[(a)]} 2 1 4 4 2 2 3 3
114 Alternative : {alt[(a),(b)]} 2 2 6 6 4 4 6 6
115 Alternative : {alt[(a),(b),(c)]} 2 3 8 8 6 6 9 9
116 Exception : {exc[b]} 2 1 3 3 1 1 2 2
117 Exception : {exc[b],c} 2 2 5 5 2 2 4 4
118 Loop<10> : {loop<10>[a]} 2 1 20 20 9 9 19 19
119 Loop<0,10> :{loop<0,10>[a,b]} 2 2 40 40 29 29 49 49
120 Loop<inf> :{loop<Inf>[a]} 2 1 3 3 1 1 3 3
121 Loop<0,inf> :{loop<0,Inf>[a,b]} 2 2 4 4 3 3 5 5
122 Optional :{a,opt[b],c} 2 3 6 6 3 3 6 6
123 Parallel :{par[(a),(b)]} 2 2 4 4 0 0 4 4
124 Parallel :{par[(a),(b),(c)]} 2 3 8 8 0 0 12 12
Strukturelle Elemente
125
Coregion :
Inst1{CoR[a,b]} Inst2{a,b} 2 2 10 4 6 1 10 3
126 Coregion :{CoR[a,b,c]} 2 3 38 38 24 24 42 42
127
Reference :
{Ref[Alt_Comp_Test_1]} 2 6 15 15 10 10 16 16
 Kombinierte Testfälle (2 Inst)
129
alt_loop_opt:
{alt[(a,b),(loop<1,10>[b,opt[a]])],c} 2 5 48 48 44 44 67 67
130
alt_par_cor:
{alt[(par[(a),(b),(c)]),(CoR[d,e])],f} 2 6 22 22 11 11 28 28
Test Nr. TestBeschreibung AnzahlInstanzen
Anzahl
Ereignisse
Validierungstabelle der Transformation der MSC-Strukturelle-Sprachkonstrukte(2)
Anzahl Zustände Anzahl ε-Übergänge
Transformationsergibnisse
Anzahl Übergänge
Ink.ε-Übergänge
Tabelle 6.2: Validierungstabelle der MSC-Inline-Expression
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gestellt, um die Korrektheit der Implementierung der Vereinigung und Konkatenation der
Automaten zu überprüfen.
Im Kapitel „Grundlagen“ wurden die Inline-Expressions der MSCs schon vorgestellt.
Diese sind als Operatoren definiert. Damit können die Teilabläufe kombiniert werden.
Deshalb müssen die Operanden vorhanden sein. Ansonsten werden Inline-Expressions be-
deutungslos. In der Validierung sind alle Testfälle mit ausgefüllter Sections von Inline-
Expression spezifiziert, damit werden gültige und sinnvolle Tests ermöglicht.
Alternative In Testfälle 113-115 wurden die Inline-Expression „Alternative“ mit einer,
zwei und drei Sections durchgetestet. Für eine Alternative-Box bedeutet eine Section einen
möglichen Teilablauf. Alle Sections werden schließlich durch ε-Übergänge zusammen ge-
führt. Bei der Vereinigung zweier Sections werden zwei zusätzliche Zustände und vier ε-
Übergänge (zwei pro Section) generiert. Die Alternative-Box in Test 114 besteht z.B. aus
zwei Sections und jede Section hat genau ein Ereignis. Jede Section wird in einen Auto-
maten mit zwei Zuständen überführt. Bei der Vereinigung zweier Automaten werden noch
einer initialer Zustand und finaler Zustand erzeugt und vier ε-Übergänge hinzugefügt, um
den neuen Automat zu vervollständigen. Daher besteht der transformierte Automat nach
der Vereinigung der Automaten der Sections aus sechs Zuständen und sechs Übergängen
(vier davon sind ε-Übergänge).
Exception In dem Testfällen 116 und 117 wird die Transformation der Exception-Box
validiert. Das MSC-Szenario 117 besteht aus einer Exception-Box und zusätzlichen Er-
eignis nach der Exception-Box. Die Transformation innerhalb der Exception-Box ergibt
Automat A1 mit zwei Zuständen und einem Übergang. Das Ereignis nach der Exception-
Box wird auch in einen Automat A2 mit zwei Zuständen und einem Übergang überführt.
Schließlich werden beide Automaten A1 und A2 über zwei ε-Übergänge und einen ein-
gefügten initialeren Zustand vereinigt. Darum werden insgesamt fünf Zustände und vier
Übergänge(davon sind zwei ε-Übergänger) erzeugt.
loop Die Transformationsregeln der Loop-Box werden in den Testfällen 118-121 vali-
diert. Jeder Subtyp der Loop-Box wird in einem Testfall geprüft.
Loop<10>{a} bedeutet die 10-malig Wiederholung der Loop-Box mit Ereignis a. Bei
der Transformation wird zu erst das Inhalt der Loop-Box a in einen Automaten mit zwei
Zuständen und einem Übergang transformiert. Dann wird dieser Automat 10 mal hinter-
einander konkateniert. Der neue Automat hat 20 Zustände und 19 Übergänge (davon sind
9 ε-Übergänge).
Loop<min,max> bedeutet, dass diese Loop-Box mindestens „min“ -mal und maximal
„max“ -mal wiederholt wird. In diesem Fall werden zuerst zwei Ereignisse a und b sepa-
rat in einen einheitlichen Automaten überführt. Dann werden die zwei einheitlichen Au-
tomaten über ε-Übergäng hintereinander konkateniert, um einen neuen Automat A1 als
Ergebnisautomat zu bekommen. Durch Konkatenation werden 10 A1 zusammen in einen
Automat A überführt. Laut Definition der Loop<min,max> darf jeder zu konkatenierende
68
6.1 VALIDIERUNG DER TRANSFORMATIONSREGELN
Automat nach dem Erreichen der „min“ Anzahl übersprungen werden. Daher werden 9
zusätzlich ε-Übergänge eingefügt, um die Verbindungen für jeden A1 zwischen initialem
Zustand und finalem Zustand zu bauen. Es muss noch ein zusätzlicher ε-Übergang vom
initialen Zustand von A zum finalen Zustand von A erzeugt werden, weil hier „min“ gleich
0 sein darf.
Loop<inf> wurde in den Testfällen 120 und 121 geprüft. In Testfall 120 wird die Loop-
Box mit Parameter in f und Ereignis a in einen Automaten mit drei Zuständen und drei
Übergängen (a, ε und In f ) transformiert. In Testfall 121 wird Loop<0,inf> mit Ereignis-
sen a,b transformiert. Bei der Transformation werden die zwei Automaten, die aus a und
b transformierte sind, hintereinander über einen ε-Übergang konkateniert (vgl. Abbildung
6.4). Dann werden in diesen konkatenierte Automaten A zwei zusätzliche ε-Übergänge
eingefügt, um eine Schleife wie in Abbildung 4.10 zu konstruieren.
ins1
a
Loop<0,inf>
Initialer Zustand
Finaler Zustand
MSC Loop<0,inf> Transformation
b
ε
a
b εε
Abbildung 6.4: Testfall 121 und tranformierter Automat der inst1
Optional Der Operator Optional wird in Testfall 122 validiert. Die Ereignisse inner-
halb einer Optional-Box dürfen ausgeführt werden, müssen es aber nicht. Daher werden
der Anfang und das Ende der Optional-Box immer durch einen zusätzlichen ε-Übergang
direkt verbunden, um diese semantische Bedeutung nachzubilden. Deshalb existieren in
dem Ergebnisautomat sechs Zustände (3 Ereignisse, 2 Zustände pro Ereignis) und drei ε-
Übergänge, zwei davon wurden durch Konkatenation der drei Automaten eingefügt.
Parallel In den Testfällen 123 und 124 wird die Parallel-Box validiert. Bei der Trans-
formation der Parallel-Box werden alle Sections der Parallel-Box separat in Automaten
überführt und schließlich ein Produktautomat daraus konstruiert. In Testfäll 123 werden
zwei mögliche Abläufe {ab|ba} durch vier Zustände und vier Übergänge nachgebildet. Im
Fall von drei Sections werden alle sechs möglichen Abläufe {abc|acb|bac|bca|cab|cba}
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durch 8 Zustände und 12 Übergänge simuliert (vgl. Abbildung6.5).
ins1
a
Par-Box
Initialer Zustand
Finaler Zustand
c
a c
a b
MSC Parallel-Box Transformation 
der Section
Aufbau des 
Produktautomaten
a
c
b b
b
c
c
a
b
c
b
a
Abbildung 6.5: Testfall 124 und tranformierter Automat der inst1
Die Transformationen der strukturellen Elemente Coregion und Reference werden in
den Testfälle 125-127 validiert.
Coregion Im Vergleich zur Inline-Expression Parallel sind nur Message und Action in
einerCoregion zugelassen. Daher werden alle möglichen Abläufe in einer Coregion durch
Permutation aufgelistet und schließlich mit zusätzlichen eingefügten initialen und finalen
Zustände vereinigt. Im Testfall 125 wurde eine Coregion mit zwei Ereignissen nur auf In-
stanz1 spezifiziert. Die Anzahl der Zustände in dem Automat, der von Instanz1 überführt
wurde, ist 10 (4 Zustände * 2! mögliche Abläufe + initialer Zustand + finaler Zustand). Im
Gegensatz dazu hat der Automat von Instanz2 nur 4 Zustände. Im Testfall 126 wurde eine
Coregion mit drei Ereignissen auf beiden Instanzen der Szenario getestet. Der Ergebnis-
automat besteht aus 38 Zustände (6 Zustände * 3! mögliche Abläufe + initialer Zustand +
finaler Zustand) und 42 Übergängen (24 davon sind ε-Übergänge).
Reference In Testfall 127 wird das strukturelle Element Reference validiert. Die Trans-
formation der Referenz ist genau nach dem Konzept in Kapitel 4 implementiert. Die In-
stanz mit einer Referenz wird in drei Schnitte geteilt. Alle drei Automaten der Schnitten
werden hintereinander konkateniert. Die Validierungsergebnisse sind genau mit dem Kon-
zept der Transformation übereinstimmend.
Kombinierte Testfälle Um die Korrektheit der Transformation von kombinierten struk-
trelle MSC-Elementen zu validieren, werden die Testfälle 129 und 130 ausgeführt.
Hier wird der Testfall 130 näher erläutert. In diesem Szenario befindet sich eine Alternative-
Box mit zwei Sections. Innerhalb dieser Alternative-Box ist noch eine Parallel-Box mit
drei Sections in der ersten Section der Alternative-Box und eine Coregion mit zwei Ereig-
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nissen in der zweiten Section der Alternative-Box. Nach der Alternative-Box gibt es noch
ein weiteres Ereignis im Szenario. In Abbildung 6.6 werden das Testszenario 130 und der
zugehörige Automat von Instanz1 graphisch dargestellt.
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Testfall 130 Automat der Instanz1
Abbildung 6.6: Testfall 130 und tranformierter Automat der inst1
Die Transformationen der Alternative-Box, Parallel-Box und Coregion wurden schon
in der Abbildung 6.6 gekennzeichnet. Die Ereignisse in der Parallel-Box und Coregion
wurden nach den vorgestellten Regeln in Automaten überführt. Die zwei Automaten wur-
den durch ε-Übergänge vereinigt. Danach wurden diese Automaten durch Konkatenation
mit Ereignis „f“ in einen Automaten überführt. Dieser Automat besteht aus 22 Zuständen,
28 Übergänge (11 davon sind ε-Übergänge). Die Korrektheit der Transformationsregeln
wurde wieder erfolgreich nachgewiesen.
6.2 Validierung der Implementierung der
Determinierung
Die Epsilon-Eliminierung und Determinierung des NEA wurden nach den vorhandenen
Hopcroft Algorithmen aus der Automatentheorie [D.U02] umgesetzt. In diesem Abschnitt
werden 17 Testfälle durchgeführt und die Ergebnisse mit Hilfe des Prgramms JFlap1
[Fin06] analysiert.
1ein an der Universität Duke entwickeltes interaktives Lernprogramm, welches die Automatentheorie mit
praktischen Anwendungen ergänzt.
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JFlap ermöglicht dem Nutzer Automaten mittels GUI zu konstruieren und nach vor-
definierten Regeln umzuformen, z.B. Determinierung von NEA, Minimierung von DEA.
Abbildung 6.7 zeigt einen Beispiel-Screenshot aus JFlaps.
Abbildung 6.7: Screenshot von JFlaps
Inline Expression (2 Inst)  Instanz 1 Instanz 2 Instanz 1 Instanz 2
113 Alternative : {alt[(a)]} 2 1 4 4 2 2 Okay
114 Alternative : {alt[(a),(b)]} 2 2 6 6 3 3 Okay
115 Alternative : {alt[(a),(b),(c)]} 2 3 8 8 4 4 Okay
116 Exception : {a,exc[b]} 2 2 5 5 3 3 Okay
117 Exception : {a,exc[b],c} 2 3 7 7 4 4 Okay
118 Loop<10> : {loop<10>[a]} 2 1 20 20 11 11 Okay
119 Loop<0,10> :{loop<0,10>[a,b]} 2 2 40 40 21 21 Okay
120 Loop<inf> :{loop<Inf>[a]} 2 1 3 3 3 3 Okay
121 Loop<0,inf> :{loop<0,Inf>[a,b]} 2 2 4 4 2 2 Okay
122 Optional :{a,opt[b],c} 2 3 6 6 4 4 Okay
123 Parallel :{par[(a),(b)]} 2 2 4 4 4 4 Okay
124 Parallel :{par[(a),(b),(c)]} 2 3 8 8 8 8 Okay
Strukturelle Elemente
125 Coregion :Inst1{CoR[a,b]} Inst2{a,b} 2 2 10 4 5 3 Okay
126 Coregion :{CoR[a,b,c]} 2 3 38 38 16 16 Okay
127 Reference :{Ref[Alt_Comp_Test_1]} 2 6 15 15 5 5 Okay
 Kombinierte Testfälle (2 Inst)
129 alt_loop_opt:{alt[(a,b),(loop<1,10>[b,opt[a]])],c} 2 5 48 48 24 24 Okay
130 alt_par_cor:{alt[(par[(a),(b),(c)]),(CoR[d,e])],f} 2 6 22 22 13 13 Okay
Validierungstabelle der Determinierung der MSC-Strukturelle-Sprachkonstrukte
Test Nr. TestBeschreibung AnzahlInstanzen
Anzahl
Ereignisse TestErgebnisse
Anzahl Zustände nach
Transformation
Anzahl Zustände nach
Determinierung
Tabelle 6.3: Validierungstabelle der Determinierung von 6.2
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In Tabelle 6.3 sind Determinierung der strukturellen MSC-Sprachkonstrukte mit kurz-
er Beschreibung und Ergebnisse dargestellt. Alle Automaten, die in dieser Tabelle stehen,
werden noch einmal unter JFlap konstruiert und determiniert. Die Zustände der Ergebnis-
automaten werden mit den Daten in der Tabelle verglichen und die Ergebnisse werden in
der Spalte „Testergebnisse“ eingetragen. Ein mit grün gekennzeichnetes „Okay“ bedeutet,
dass der Testfall in der Zeile erfolgreich validiert wurde. Die Korrektheit der Implementie-
rung wurde durch 12 Testfälle bestätigt.
6.3 Validierung der Kompatibilititätsanalyse
Nach der Validierung der Transformationsregeln und Implementierung der Determinierung
wird in diesem Abschnitt die Umsetzung der heuristischen Vergleichsmethode validiert.
Zur Validierung der Vergleichsmethode werden 12 Testfälle konstruiert und eine Va-
lidierungstabelle 6.4 erstellt. Mit den Testfällen 301-308 wurde die Vergleichsmethode
auf Basis der Inline-Expression und Struktuellen Elemente(Coregion und Referenz) va-
lidiert. In Testfällen 309 und 310 wurden zwei komplexe Szenarien vordefiniert, um die
Vergleichsmethode unter verschachtelten Umgebungen zu validieren.
Alle Testfälle in Tabelle 6.4 werden nach den vordefinierten Regeln kurz spezifiziert. Je-
der Testfall entsteht aus zwei unterschiedlichen Szenarien, die jeweils noch zwei Instanzen
enthalten. Neben der Spalte „Beschreibung“ werden die Anzahl der Zustände der MSCs
zum Zeitpunkt „nach Transformation“ und „nach Determinierung“ separat aufgeführt.
Die Kompatibilität der Szenarien in einen Testfall wird vorwärts und rückwärts getestet.
Die Ergebnisse werden in der Tabelle eingetragen. Die mit der Farbe Orange gefüllten Zel-
len bedeutet, dass zwei Szenarien in dieser Richtung nicht kompatibel sind. Die kompatible
Fälle werden mit grüner Farbe gekennzeichnet. Alle Testfälle sind Rückwärtskompatibel
und drei Testfälle sind auch vorwärtskompatibel. Dadurch wurde die Kompatibilität so-
wohl auf der Ebene zweier verschiedener MSCs, die das gleiche dynamische Verhalten
beschreiben, als auch auf der semantischen Ebene (MSC1 ist echte Teilmenge von MSC2)
validiert.
6.4 Auswertung
Nach erfolgreicher Validierung der Transformationsregeln, Implementierung der Determi-
nierungsmethode und Vergleichsalgorithmus wird in diesem Abschnitt die Leistung des
Modules in Hinsicht auf den Zeitverbrauch ausgewertet.
Um die Auswertung übersichtlich darzustellen, werden zusätzlich 12 Testfälle erstellt.
Diese 12 Testfälle bestehen aus 7 Szenarien mit Loop<min,max> und 5 Szenarien mit
Coregion. Mit zunehmender Anzahl von Ereignissen steigt die Anzahl der Zustände von
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MSC1(Ins1+Ins2)    MSC2(Ins1+Ins2) MSC1(Ins1+Ins2) MSC2(Ins1+Ins2) Vorwärtskomptibel Rückwartskompatibel Identische
301 Alt_Comp_Test MSC1:{alt[(d,a),(d,b),(d,c)]}MSC2:{d,alt[(a),(b),(c)]} 14+14 10+10 5+5 5+5 Ja Ja nein
302 Par_Comp_Test MSC1:{par[(a),(b),(c,d)],e}MSC2:{par[(a),(c,d),(b)],e} 14+14 14+14 13+13 13+13 Ja Ja nein
303 Exc_Comp_Test MSC1:{a,exc[c]}MSC2:{a,exc[c],b} 5+5 7+7 3+3 4+4 Nein Ja nein
304 Opt_Comp_Test MSC1:{a,opt[b,c]}MSC2:{a,opt[b,opt[c]]} 6+6 6+6 4+4 4+4 Nein Ja nein
305 Loop_Comp_Test MSC1:{loop<1,3>[a]}MSC2:{loop<1,4>[a]} 6+6 8+8 4+4 5+5 Nein Ja nein
306 Loop_Inf_Comp_Test MSC1:{loop<1,Inf>[a],b}MSC2:{loop<0,Inf>[a],b} 4+4 4+4 3+3 2+2 Nein Ja nein
307 CoRegion_Comp_Test MSC1:Inst1{CoR[x,y]} Inst2{x,y}MSC2:{CoR[x,y]} 10+4 10+10 5+3 5+5 Nein Ja nein
308 Ref_Comp_Test MSC1:{a,Ref[Alt_Comp_Test_1]}MSC1:{a,Ref[Alt_Comp_Test_2]} 16+16 12+12 6+6 6+6 Ja Ja nein
309 Alt_Loop_CoRegion_Test
MSC1:{alt[(alt[(a,loop<0,3>[b]),
(CoR[b,a])]),a]}
MSC2:{alt[(a,loop<0,3>[b]),(b,a)
(opt[a])}
24+24 16+16 7+7 7+7 Nein Ja nein
310 Alt_Par_Opt_Test MSC1:{par[(b),(a)],c}MSC2:{alt[(a,b),(b,opt[a])],c} 6+6 12+12 5+5 6+6 Nein Ja nein
Validierungstabelle der Vergleichsmethode
Nr. Name Beschreibung
Anzahl Zustände(nach Determin) Vergleichsergebnisse
Komplexe Testfälle
Anzahl Zustände(nach Trans)
Inline Expression
Strukturelle Elemente
Tabelle 6.4: Validierungstabelle der Kompatiblitätsanalyse
transformierten Automaten der Coregion stark an. Das selbe gilt für die Erhöhung des
Parameters „max“ in der Loop-Box. Deswegen wurde die beide in der Test aufgenommen.
In Tabelle 6.5 werden die Anzahl der Zustände, Übergänge und ε-Übergänge nach der
Transformation der Automaten auf gelistet. Neben der Anzahl der Parameter werden ge-
messene Rechenzeiten von Transformation, Epsilon-Eliminierung, Determinierung und
Kompatibilitätsanalyse in (ms) präsenitert. Der jeweilige Testfall wurde 5-mal getestet.
Die Mittelwerte der Ergebnisse wurden schließlich in der Tabelle eingetragen.
In Abbildung 6.8 wird gezeigt, dass der Zeitverbrauch der Epsilon-Eliminierung sich
viel schneller als die anderen Prozesse vergrößtert. Aber es wird noch in Linearzeit be-
grenzt. Wenn der Zeitverbrauch der Epsilon-Eliminierung durch die Summe der Elemen-
te dividiert wird, wird immer eine natürliche Zahl als Ergebnis herauskommen. Z.B Die
Epsilon-Eliminierung in Testfälle 208, 210 ,211 und 212. Nach dem Dividieren werden
die Faktoren 3, 8, 12 und 6 erhalten.
Die Rechenzeiten der Transformation, Determinierung und Kompatibilitätsanalyse sind
im Vergleich zum Zeitaufwandes der Epsilon-Eliminierung fast als Kontante zu betrach-
ten. Um ca. 18000 Elemente zu erzeugen, benötigt der Transformationsprozess ca. eine
Sekunde.
In Abbildung 6.9 werden die Anzahl der Zustände, Übergänge und ε-Übergänge von
Testfällen graphisch dargestellt. Nach der Epsilon-Eliminierung und Determinierung wer-
den über 50% der Übergänge eliminiert. Bei der Kompatibilitätsanalyse werden nur halb
so viele Übergänge traversiert. Daher ist der Zeitverbrauch der Vergleichsmethode sehr
gering.
Aus der Tabelle 6.5 kann auch gelesen werden, dass die Rechenzeit der ε-Eliminierung
durch die Struktur der transformierten Automaten beeinflusst wird, z.B. Testfälle 208(be-
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Zustände(inst1+inst2) Übergänge(inst1+inst2) Epsilon-Übergänge Transformation Epsilon-Elim Determinierung Kompatibilitätanaylse
201
CoRigon{a,b}:
Ins1{CoR[a,b]}; Ins2{a,b} 10+4 10+3 6+1 187 16 0 0
202
Loop<0,10>{a}:
{Loop<0,10>[a]} 40 38 18 140 78 8 0
203
CoRigon {a,b,c}:
Ins1{CoR[a,b,c]}; Ins2{a,b,c} 38+6 42+5 24+2 281 62 0 0
204
Loop<0,10>  {a,b,c,d,e}:
{Loop<0,10>[a,b,c,d,e]} 200 218 118 141 453 24 15
205
CoRigon {a,b,c,d}:
Ins1{CoR[a,b,c,d]};
Ins2{a,b,c,d}
194+8 216+7 120+3 250 297 31 16
206
Loop<0,10> {a,a,b,c,
d,e,b,c,d,e}:
{Loop<0,10>[a,a,b,c,
d,e,b,c,d,e]}
400 418 218 220 579 15 31
207
Loop<0,20>
{a,a,b,c,d,e,b,c,d,e}:
{Loop<0,20>[a,a,b,c,
d,e,b,c,d,e]}
800 838 538 156 2649 125 79
208
Loop<0,30>
{a,a,b,c,d,e,b,c,d,e}:
{Loop<0,30>[a,a,b,c,
d,e,b,c,d,e]}
1200 1258 658 302 7313 381 156
209
CoRigon {a,b,c,d,e}:
Ins1{CoR[a,b,c,d,e]};
Ins2{a,b,c,d,e}
1202+10 1320+9 720+4 531 2414 165 94
210
Loop<0,50>
{a,a,b,c,d,e,b,c,d,e}:
{Loop<0,50>[a,a,b,c,
d,e,b,c,d,e]}
2000 2098 1098 314 31281 985 392
211
Loop<0,65>
{a,a,b,c,d,e,b,c,d,e}:
{Loop<0,65>[a,a,b,c,
d,e,b,c,d,e]}
2600 2728 1428 422 64438 2197 641
212
CoRigon{a,b,c,d,e,f}:
Ins1{CoR[a,b,c,d,e,f]};
Ins2{a,b,c,d,e,f}
8642+12 9360+11 5040+5 953 110016 2984 2812
BeschreibungTestNr. Zeitverbrauch (ms)Anzahl der Parameter
Tabelle 6.5: Auswertungstabelle der MSCs-CompA
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0
20000
40000
60000
80000
100000
120000
27 78 91 418 425 818 1638 2458 2541 4098 5328 18025
Transformation
Epsilon-Eliminierung
Determinierung
Kompatibilitätsanaylse
Abbildung 6.8: Zeitverbrauch-Diagramm
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Abbildung 6.9: Vergleich der Veränderung der Anzahl von Zustände
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steht aus Loop<0,30>{10 Ereignissen}) und 209(besteht aus Coregion{5 Ereignissen}).
Die transformierten Automaten von beiden werden mit unterschiedlicher Struktur kon-
struiert. Aber in Hinsicht auf Anzahl der Zustände und der Übergänge sind die zwei Au-
tomaten fast gleich groß. Bei der ε-Eliminierung braucht ein konkatenierter Automaten
3-mal solange wie ein vereinigter Automaten.
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7 Zusammenfassung und Ausblick
7.1 Zusammenfassung
In dieser Arbeit wurde im Rahmen des Forschungsprojektes „CompA“ (Compatibility-
Analysis for Electronic Control Units) eine Methode zur Analyse der Rückwärtskompati-
bilität von Steuergeräten auf Basis von MSCs und ein entsprenchendes funktionsfähiges
Software-Modul für die Plattform CAMP entwickelt [Glo07]. Damit können Aussagen
über die Rückwärtskompatibilität des dynamischen Verhaltens zwischen zwei Steuergerä-
ten generiert werden.
Dazu wurden zunächst die theoretischen Grundlagen der MSC-Sprache und endlicher Au-
tomaten vorgestellt. Im Kapitel „Stand der Technik“ wurden einige vorhandene Trans-
formationsmethoden von MSC in endliche Automaten kurz erläutert. Dabei wurde das
Transformationsverfahren von Dr. Krüger näher betrachtet. Er hat zwei Transformations-
methoden entwickelt, den Instanzen aus mehre Szenarien zu extrahieren, um damit eine
vollständige Verhaltensbeschreibung für einzelne Komponenten zu erhalten. Im Gegensatz
zu den Ideen von Dr. Krüger konzentriert sich das Konzept in dieser Arbeit im Rahmen
von CompA auf MSC-Verhaltensbeschreibung in einen einzeles Szenario. Daher wurden
in Kapitel 4 weiterhin die Transformationsregeln der MSC-Elemente mit einer Reihe von
graphischen Darstellungen ausführlich vorgestellt. Mit Einsatz der ε-Übergänge und Ein-
führung des Produktautomaten wird die Transformation der strukturellen Sprachkonstruk-
te der MSCs in endliche Automaten ermöglicht. Anschliessend wurde die Determinierung
von endlichen Automaten und ein Vergleichsalgorithmus beschrieben. Dabei wurde das
Schleife-Problem bei Kompatibilitätsanalyse erläutert.
Durch die Implementierung wurde das im vorherigen Kapitel besprochene Konzept der
Kompatibiltätsanalyse in einem Software-Modul für „CompA“ realisiert. Diese praktische
Umsetzung wurde hierarchisch und modular implementiert. Alle transformierten MSC-
Instanzen können auch als XML-Dateien gespeichert werden. Das vereinfacht die spätere
Erweiterung und Verbesserung des Modules. Zusätzlich werden in diesem Kapitel noch
die Integrierung des Modules in die bestehende CAMP-Umgebung vorgestellt.
Am Ende wurden die Funktionsfähigkeit und Korrektheit der Implementierungen durch
Testfälle systematisch validiert. Die Ergebnisse wurden in Tabelleform protokolliert. In
Hinsicht auf die Validierungsergebnisse wurden die Korrektheit der Transformationsre-
geln, Vollständigkeit der Determinierungssprozesse und Gültigkeit des Vergleichsalgorith-
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muses bestätigt.
7.2 Ausblick
Wie in der Aufgabenbeschreibung gefordert, wurde in dieser Arbeit die angeforderte Rück-
wärtskompatibilitätsanalyse auf Basis von MSCs als ein Software-Modul des Forschun-
sprojektes „CompA“ realisiert. Es wurden aber auch Möglichkeiten zur Erweiterung der
Kompatiblitätsanalyse aufgezeigt.
7.2.1 Erweiterungsmöglichkeit
Momentan wird das MSC-Element Timer als einfaches Ereignis betrachtet und der In-
halt z.B. „Start_Timer1_10[ms]“ als Übergangsbedingung transformiert. Es existiert kein
Unterschied zwischen absoluter Zeitmessung und relativer Zeitmessung in der Darstellun-
gen der tranformierten Automaten. Es müssen daher Veränderungen an dem vorhandenen
Strukturendefinitionen der Automaten vorgenommen werden, damit die Informationen von
MSCs vollständig in den Automaten abgebildet werden.
Eine andere Erweiterungsmöglichkeit liegt in der Einführung einer „Kompatibilitäts-Map-
ping-Tabelle“ welche die paarweise Vordefinition des Kompatibilitätsgrades zwischen die
verschiedenen Instanzen in MSCs durch den Nutzer ermöglicht. Daher könnte die Durch-
führung der Kompatibilitätsanalyse nicht mehr auf den Instanzen mit dem selben Namen
eingeschränkt werden, sondern auch für paarweise Instanzen, die gemeinsam einen Kom-
patibilitätsgrad in der „Kompatibilitäts-Mapping-Tabelle“ haben, zugelassen werden. Hier-
für müsste auf der Konzeptebene das Ereignis {?inst1/env:Hallo} nicht mehr als eine Über-
gangsbedingung betrachtet, sondern die Beziehungsinfomation und des Inhalt des Ereig-
nisses getrennt behandelt werden. Die aktuelle praktische Umsetzung müsste nach dieser
Konzeptsanderungen auch angepasst werden.
Eine weitere Erweiterungsidee wäre eine zusätzliche Funktion im Rahmen des aktuellen
Modules zu entwickeln, um die Ergebnisautomaten der Transformation und der Determi-
nierung graphisch darzustellen.
Wie in Abbildung 7.1 dargestellt, könnte mit der Hilfe der Open Source Bibliothek
„JGraph“ (LGPL Version)[JGr07] der Überarbeitungsaufwand minimiert werden. Im Ver-
gleich zur bisherigen verbalen Informationswiedergabe könnte diese integrierte Funktion
die übersichtlichere Darstellungen der Transformation und Determinierung von Automa-
ten generieren und zukünftig eine direkte Überarbeitung der Ereignisautomaten durch den
Nutzer ermöglichen.
79
7 ZUSAMMENFASSUNG UND AUSBLICK
Abbildung 7.1: Mit JGraph dargestellter Automat
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Abkürzungsverzeichnis
ABS . . . . . . . . . . . . . . . das Antiblockiersystem
API . . . . . . . . . . . . . . . . Application Programming Interfaces
ASCII . . . . . . . . . . . . . American Standard Code for Information Interchange
CAMP . . . . . . . . . . . . . Common Application Modules Platform
CompA . . . . . . . . . . . . Compatibility-Analysis for Electronic Control Units
DEA . . . . . . . . . . . . . . . Determinitscher endlicher Automat
DOM . . . . . . . . . . . . . . Document Object Model
EMF . . . . . . . . . . . . . . . Eclipse Modeling Framework
FSM . . . . . . . . . . . . . . . finite state machine
GFSM . . . . . . . . . . . . . Global finite state machine
GUI . . . . . . . . . . . . . . . graphical user interface
HMSC . . . . . . . . . . . . . High Level Message Sequence Chart
ITU . . . . . . . . . . . . . . . . International Telecommunication Union
JDK . . . . . . . . . . . . . . . Java Development Kit
MSCs . . . . . . . . . . . . . . Message Sequence Charts
MSG . . . . . . . . . . . . . . MSC-Graphische-Darstellung
MVC . . . . . . . . . . . . . . Model-View-Controller
NEA . . . . . . . . . . . . . . . Nicht determinitscher endlicher Automat
OCL . . . . . . . . . . . . . . . Object Constraint Language
OSI . . . . . . . . . . . . . . . . Open Systems Interconnection
XML . . . . . . . . . . . . . . eXtensible Markup Language
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