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Generalizations of Product-type Methods Based on Lanczos Process
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Abstract. Recently Bi-CGSTAB as a variant of Bi-CG has been proposed for solving nonsymmetric linear
systems, and its attractive convergence behaviour has been confirmed in many numerical experiments. Bi-
CGSTAB can be characterized by its residual polynomial which consists of the product of the Lanczos
polynomial form from Bi-CG with other polynomial generated from two-term recurrence relations. In this
paper, we propose a unification and generalization of results involing product-type methods for the iterative
solution of nonsymmetric linear systems. A characteristic of this class of methods (that includes CGS,
Bi-CGSTAB, and Bi-CGSTAB2) is the relationship
$r_{n}=H_{n}(A)R_{n}(A)r_{0}$
where $r_{n}$ is the residual vector corresponding to the n-th iterate $x_{n}$ , and $R_{n}$ is the Lanczos polynomial
form. The polynomial $H_{n}$ in the product $H_{n}(A)R_{n}(A)$ is chosen to speed up $and/or$ stabilize convergence,
while satisfying a standard three-term recurrence relations. Such product-type methods can be regarded as
generalizations of Bi-CGSTAB. From the unification and generalization, we can see how CGS, Bi-CGSTAB,
and Bi-CGSTAB2 fit into a more general framework.
Key words. Bi-CG, Bi-CGSTAB, CGS, nonsymmetric linear systems, product-type methods, the Lanczos
polynomial form, three-term recurrence relations.

























, CGS , Bi-CGSTAB
[30].
2
(Conjugate Gradient method, CG )
, M. R. Hestenes E. Stiefel
$A$
(2-1) $f(x)= \frac{1}{2}(x,Ax)-(x, b)$
[8, 12, $15|$ , ,





$\{u_{0},Au_{0}, \cdots, A^{n+1}u_{0}\}$ .
, $\{u_{0}, Au_{0}, \cdots, A^{n+1}u_{0}\}$
(Gram-Schmidt orthogonalization)
, (Krylov subspace)






(2-3) $v_{n+1}= \alpha_{n}(Av_{n}-\sum_{k=0}^{n}\frac{(Av_{n},v_{k})}{(v_{k},v_{k})}v_{k})$ .
, $\alpha_{n}$ $v_{n+1}$ (Scaling)
. (2-3) $A$ $u_{0}$
, (Arnoldi
process) $[1, 17]$ .
, $A$
, (2-3) .
(2-4) $v_{n+1}= \alpha_{n}(Av_{n}-\sum_{k=0}^{n}\frac{(v_{n},Av_{k})}{(v_{k},v_{k})}v_{k})$ .
$Av_{k}=AP_{k}(A)u0$ Av\sim $v_{0},$ $v_{1,}v_{k+1}$
. $v_{0},$ $v_{1},$ $\cdots,$ $v_{k}$
,
(2-5) $(v_{n}, Av_{k})=0$ , $(k\leq n-2)$ .
. , (2-4) ,
3 .














$x_{0}$ , b–Axo $r_{\dot{0}}$ .
, $\{r_{0},Ar_{0}, \cdots,A^{n-1}r_{0}\}$ $V_{n}(A;r_{0})$
, $r_{0}$




(2-7) $x_{n+1}=x_{0}+z_{n+1},$ $z_{n+1}\in K_{n+1}(A;r_{0})$ .
46-
. $x_{n+1}$ $r_{n+1}$ .
(2-8) $r_{n+1}$ $:=b-Ax_{n+1}=r_{0}-Az_{n+1}$ .
, $r_{n+1}\in K_{n+2}(A;r_{0})$ .
: $x_{n+1}$ $r_{n+1}$
(Galerkin condition) $[17|$ .
(2-9) $r_{n+1}\perp K_{n+1}(A, r_{0})$ .






(2-10) $r_{1}$ $=$ $\alpha_{0}(Ar_{0}-\frac{(r_{0},Ar_{0})}{(r_{0},r_{0})}r_{0})$ ,
(2-11) $r_{n+1}$ $=$ $\alpha_{n}Ar_{n}-\alpha_{n}\frac{(r_{n},Ar_{n})}{(r_{n},r_{n})}r_{n}$
$-$ $\frac{\alpha_{n}(r_{n},r_{n})}{\alpha_{n-1}(r_{n-1},r_{n-1})}r_{n-1}$ .
.
, (2-6) \alpha n $r_{n+1}=r_{0}-$
$Az_{n+1}(z_{n+1}\in K_{n+1}(A;r_{0}))$ ,
.








(2-11) , (2-13) ,
$p_{n}$
(2-16) $p_{n+1}=r_{n+1}+\beta_{n}p_{n}$ .
. , $\beta_{n}=\frac{(r..\downarrow\cdot 1^{f}n\neq 1)}{(r_{n}’,r_{n})}$ .
, $\alpha_{n}$ $p_{n}$
. (2-9) (2-14) ,
$r_{n+1}$ $p_{n}$ . , (2-15)
, $\alpha_{n}$ .
(2-17) $\alpha_{n}=\frac{(p_{n},r_{n})}{(p_{n},Ap_{n})}$ .




$\beta_{n}$ , $r_{n+1}$ 3
, :
(2-19) $r_{1}$ $=$ $r_{0}-\alpha_{0}Ar_{0}$ ,
(2-20) $r_{n+1}$ $=$ $(1+ \frac{\beta_{n-1}}{\alpha_{n-1}}\alpha_{n})r_{n}-\alpha_{n}Ar_{n}$
$-$ $\frac{\beta_{n-1}}{\alpha_{n-1}}\alpha_{n}r_{n-1}$ , $n=1,2,$ $\cdots$ .





. $\epsilon$ ( ).
ALGORITHM 1 CG
Choose an initial guess $x_{0}$ ,
and set $p0=r_{0}=b-Ax_{0}$ .






CG |J $r_{n},$ $Pn$
, .
. $(r_{i}, r_{j})=0,$ $i\neq j$ ; (orthogonality property)
. $(p_{i}, Ap_{j})=0,$ $i\neq j$ . (conjugacy property)
47








(2-22) $r_{n}=R_{n}(A)r_{0}$ , $Pn=P_{n}(A)r_{0}$ .
$R_{\mathscr{O}}(\lambda)$ , 3
. [22]
(2-23) $R_{0}(\lambda)$ $=$ 1,
(2-24) $R_{1}(\lambda)$ $=$ $(1-\alpha_{0}\lambda)R_{0}(\lambda)$ ,
(2-25) $R_{n+1}(\lambda)$ $=$ $(1+ \frac{\beta_{n-1}}{\alpha_{n-1}}\alpha_{n}-\alpha_{n}\lambda)R_{n}(\lambda)$
$-$ $\frac{\beta_{n-1}}{\alpha_{n-1}}\alpha_{n}R_{n-1}(\lambda)$ , $n=1,2,$ $\cdots$ .
, $R_{n}(0)=1$ . 3
. , $R_{m}(\lambda)$ $P_{n}(\lambda)$
.
(2-26) $R_{0}(\lambda)=1,$ $P_{0}(\lambda)=1$ ;










(3-1) $x_{n+1}=x_{0}+z_{n+1},$ $z_{n+1}\in K_{n+1}(A;r_{0})$ .
$x_{n+1}$ $r_{n+1}$ .
(3-2) $r_{n+1}$ $:=b-Ax_{n+1}=r_{0}-Az_{n+1}$ .





GMRES , CG 3





$\{r_{n}\}$ , 3 (2-20) .




(3-3) $r_{n+1}\perp K_{n+1}(A^{T}; r_{0}^{*})$ .
, (3-1) (3-3) $r_{0}$ ,
$r_{1)}\cdots,$ $r_{n+I}\in K_{n+2}(A;r_{0})$ 3 (2-20)
.
, (2-14) $p_{n}(\in K_{n+1}(A;r_{0}))$




(3-3) , $((A^{T})^{n}r_{0}^{*}, r_{n\dagger 1})=0$ ,
, $\alpha_{n}$ .
(3-6) $\alpha_{n}=\frac{((A^{T})^{n}r_{0}^{*},r_{n})}{((A^{T})^{n}r_{0}^{*},Ap_{n})}$
, (3-3) (3-4) , .








, $\alpha_{n}$ (3-6) ,
(3-10) $\beta_{n}=-\alpha_{n}\frac{((A^{T})^{n+1}r_{0}^{*},r_{n+1})}{((A^{T})^{n}r_{0}^{*},r_{n})}$
.
, $K_{n+2}(A^{T} ; r_{0}^{*})$ ,











, $z_{1},$ $z_{2}\in K_{n}(A^{T}, r_{0}^{*})$ . , (3-3)
(3-7) , $\alpha_{n}$ (3-6) $\beta_{n}$ (3-10)
, $p_{n}^{*}$ .




Choose an initial guess $x0$ ,
and set $p_{\dot{0}}=r_{\dot{0}}=p_{0}=r_{0}=b-Ax_{0}$ .
For $n=0,1,$ $\cdots$ until $||r_{n}||\leq\epsilon||b|$ } do:
$a_{n}=\frac{(r_{n},r_{n})}{(p_{\dot{n}},Ap_{n})})$
$x_{n+1}=x_{n}+\alpha_{n}p_{n}$ ,
$r_{n+1}=r_{n}-\alpha_{n}Ap_{n}$ , $r_{\dot{n}+1}=r_{\dot{n}}-\alpha_{n}A^{T}p_{n}$ ,
$\beta_{n}=\frac{(r_{n+1},r_{n+1})}{(r_{\dot{n}},r_{n})}$
$p_{n+1}=r_{n+1}+\beta_{n}p_{n}$ , $p_{\dot{n}+1}=r_{n+1}^{*}+\beta_{n}p_{\dot{n}}$ ;
, 3 $(2- 23)\sim(2- 25)$ $(2- 26)\sim(2-$
$28)$ $R_{\triangleleft\eta}$ , $r_{n},$ $Pn’ r_{n}^{*},$ $p_{n}^{*}$ CG
.
(3-16) $r_{n}=$ $(A)r_{0}$ , $p_{n}=P_{n}(A)r_{0}$ ,
(3-17) $r_{n}^{*}=R_{n}(A^{\mathcal{T}})r_{0}^{*}$ , $p_{n}^{*}=P_{n}(A^{\mathcal{T}})r_{0}^{*}$ .
, Bi-CG ,
.
. $K_{n+1}(A^{T}; r_{0}^{*})$ ( $r_{0)}^{*}r_{1}^{*}$ ,
..., $r_{n}^{*}$ ) , $A^{T}$
,











Squared method, CGS ) [21]. CGS ,
rn , Bi-CG
$(\lambda)$ .

















[2, 5, 6, 7, 29].
, Bi-CGSTAB $Q_{n}(\lambda)$ GMRES(I)
. ,




(4-4) $\tau_{2n+1}(\lambda)$ $:=(1-\chi_{n}\lambda)\tau_{2n}(\lambda)$ ,












, Bi-CGSTAB2 . ,
$r_{n}$ [4].







, Bi-CG $r_{0},$ $r_{1},$ $\cdots,$ $r_{n}$ .
, $H_{0},$ $H_{1},$ $\cdots,$ $H_{n}$
, $H_{0}(A)r_{0},$ $H_{1}(A)r_{1)}\cdots,$ $H_{n}(A)r_{n}$ , $r_{0}$ ,






(4-7) $r_{n}$ $:=R_{n}(A)H_{n}(A)r_{0}=b-Ax_{n}$ .
$H_{n}$ , (4-7) $r_{n}$ ,
$x_{n}$ . $H_{n}$ $R_{\eta}$
, CGS . $H_{n}$ $Q_{n}/\tau_{n}$






$n$ $\eta_{n}$ , $H_{n}$
3 .
(4-8) $H_{0}:=1$ ,
(4-9) $H_{1}$ $:=(1-\zeta_{0}\lambda)H_{0}$ ,
(4-10) $H_{n+1}$ $:=(1.+\eta_{n}-\zeta_{n}\lambda)H_{n}-\eta_{n}H_{n-1}$ .
, $\zeta_{n}$ $\eta_{n}$ .
4.3
$(2- 26)\sim(2- 28)$ , $H_{n}$ ,
Rn Hn’ $P_{n}H_{n},$ $R_{n+1}H_{n\prime}R_{n+}H_{n-1},$ $P_{n+1}H_{n}$
.
(4-11) $R_{n+1}H_{n+I}$ $=$ $(1+\eta_{n})R_{n+1}H_{n}$
$-$ $\eta_{n}R_{n+1}H_{n-1}\zeta_{n}-\lambda R_{\hslash+1}H_{n}$ ;
(4-12) $P_{n+1}H_{n+1}$ $=$ $R_{n+1}H_{n+1}+\beta_{n}(1+\eta_{n})P_{n}H_{n}$
(4-13) $-$ $\beta_{n}\eta_{n}P_{n}H_{n-1}-\beta_{n}\zeta_{n}\lambda P_{n}H_{n}$ ;
(4-14) $R_{n+1}H_{n}$ $=$ $R_{m}H_{n}-\alpha_{n}\lambda P_{n}H_{n}$ ;
(4-15) $R_{n+1}H_{n-1}$ $=$ $R_{n}H_{n-1}-\alpha_{n}\lambda P_{n}H_{n-1}$ ;
(4-16) $P_{n+1}H_{n}$ $=$ $R_{n+1}H_{n}+\beta_{n}P_{n}H_{n}$ .
, ,
$p_{n}$ $:=P_{n}(A)H_{n}(A)r_{0}$ , $w_{n}$ $:=P_{n+1}(A)H_{n}(A)r_{0}$ ,
$t_{n}$ $;=R_{n+1}(A)H_{n}(A)r_{0}$ , $s_{n}$ $:=R_{n+1}(A)H_{n-1}(A)r0$ ,
50
$(4- 11)\sim(4- 16)$ (4-7)
$r_{n}$ .
(4-17) $r_{n+1}$ $=$ $(1+\eta_{n})t_{n}-\eta_{n}s_{n}-\zeta_{n}At_{n}$ ;
(4-18) $Pn+1$ $=$ $r_{n+1}+\beta_{n}(1+\eta_{n})p_{n}-\beta_{n}\eta_{n}w_{n-1}$
$-$ $\beta_{n}\zeta_{n}Ap_{n}$ ;
(4-19) $t_{n}$ $=$ $r_{n}-\alpha_{n}Ap_{n}$ ;
$(4arrow 20)$ $s_{n}$ $=$ $t_{n-1}-\alpha_{n}Aw_{n-1}$ ;
(4-21) $w_{n}$ $=$ $t_{n}+\beta_{n}p_{n}$ .
$r_{n}$ (4-7) $(4arrow 17)$ ,
$x_{n}$ .
(4-22) $x_{n+1}$ $=$ $-\eta_{n}(x_{n-1}+\alpha_{n-1}p_{n-1}+\alpha_{n}w_{n-1})$
$+$ $(k+\eta_{n})(x_{n}+\alpha_{n}p_{n})+\zeta_{n}t_{n}$ .
44 $\alpha_{n}$ \beta n
$H_{n}$ $(-1)^{n} \prod_{i=0}^{n-1}\zeta$; ,
.
(4-23) $(r_{0}^{*}, r_{n})=((-1)^{n} \prod_{i=0}^{n-1}\zeta:)((A^{\mathcal{T}})^{n}r_{0}^{*}, R_{n}(A)r_{0})$,
(4-24) $(r_{0}^{*},Ap_{n})=((-1)^{n} \prod_{*=0}^{n-1}\zeta_{*}\cdot)((A^{T})^{n}r_{0}^{*}, AP_{n}(A)r_{0})$.
, (3-6) (3-10) , $\alpha_{n}$ $\beta_{n}$
.
(4-25) $\alpha_{n}=\frac{(r_{0}^{*},r_{n})}{(r_{0}^{*},Ap_{n})}\beta_{n}=\frac{a_{n}}{\zeta_{n}}$ . $\frac{(r_{0}^{*},r_{n+1})}{(r_{0}^{*},r_{n})}$
, , ,









, $H_{n}(\lambda)=$ $(\lambda)$ , $r_{n}=R$ (A)&(A)ro
. (4-1) . , CGS
, , $[15, 21]$ .
CGS .
ALGORITHM 3 CGS
Choose an initial guess $x0$ ,
and set $r0=p0=e_{0}=r0=b-Ax0$ .









$\eta_{n}=0$ , $\zeta_{n}$ $r_{n+1}$
. , $r_{n}$ (4-3)
. , Bi-CGSTAB ,
, $[26, 28]$ .
.Bi-CGSTAB .
ALGORITII $M$ 4Bi-CGSTAB
Choose an initial guess $x_{0}$ ,
and set $r_{0}=p0=r_{0}=b-Ax0$ .















ALGORITHM 5 GPBi-CG $(\omega)$
Choose an initial guess $x_{0}$ ,
and set $r_{\dot{0}}=p_{0}=r_{0}=b-Ax0,$ $w_{-1}=t_{-1}=0$ .

















Choose an initial guess $x_{0}$ ,
and set $r_{0}=p0=r_{0}=b-Ax0,$ $w_{-1}=t_{-1}=0$ .
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