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a b s t r a c t
For a finite group G and a subset S ⊆ G (possibly, S contains the
identity of G), the bi-Cayley graph BCay(G, S) of G with respect
to S is the graph with vertex set G × {0, 1} and with edge set
{(x, 0), (sx, 1)|x ∈ G, s ∈ S}. A bi-Cayley graph BCay(G, S) is
called a BCI-graph if, for any bi-Cayley graph BCay(G, T ), whenever
BCay(G, S) ∼= BCay(G, T ) we have T = gSα , for some g ∈ G, α ∈
Aut(G). A group G is called an m-BCI-group, if all bi-Cayley graphs
of G of valency at most m are BCI-graphs. In this paper, we prove
that a finite nonabelian simple group is a 3-BCI-group if and only if
it is A5.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper a graph means a finite, undirected and simple graph. For a graph X , we
use V (X), E(X) and A = Aut(X) to denote its vertex set, edge set and the full automorphism group,
respectively. For a given vertex v ∈ V (X), we denote by Xi(v) the set of all vertices at distance i from
v. A graph X is said to be edge transitive if the action of A on E(X) is transitive; X is said to be vertex
transitive if the action of A on V (X) is transitive.
For a finite group G, and a subset S of G such that 1 6∈ S, the Cayley digraph X = Cay(G, S) of Gwith
respect to S is defined as the graph with vertex set G and arc set Arc(X) = {(x, sx)|x ∈ G, s ∈ S}. Each
Cayley digraph X admits R(G) as a subgroup of automorphisms, where R(G) acts with natural action
of G on X by right multiplication. If S is symmetric, that is, S = S−1 = {s−1|s ∈ S}, then (x, y) is an
arc if and only if (y, x) is an arc. In this case, Cay(G, S) can be viewed as an undirected graph, called a
Cayley graph of G, simply by identifying two arcs (x, y) and (y, x) as an undirected edge.
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For a Cayley graph Cay(G, S) of a finite group G, it is called a CI-graph if for any another Cayley
graph Cay(G, T ) whenever Cay(G, S) ∼= Cay(G, T ), there exists an automorphism α ∈ Aut(G) such
that Sα = T . For a positive integer m, the group G is said to an m-CI-group if, for all Cayley graphs
Cay(G, S) of Gwhere |S| ≤ m and S = S−1, are CI-graphs.
We next define a family of bipartite graphs—the bi-Cayley graphs. For a finite group G and a subset
S ⊆ G (possibly, S contains the identity element), the bi-Cayley graph BCay(G, S) ofGwith respect to S
is the graph with vertex set G×{0, 1} and with edge set {(x, 0), (sx, 1)|x ∈ G, s ∈ S}. Then BCay(G, S)
is a well-defined bipartite graph with bipartition subsets, say U = G × {0},W = G × {1}. Further,
each g ∈ G induces an automorphism of BCay(G, S) by the following action:
R(g) : (x, 0) 7→ (xg, 0), (x, 1) 7→ (xg, 1).
We set R(G) = {R(g)|g ∈ G}. Then R(G) ≤ Aut(BCay(G, S)) and R(G) acts regularly on both U and
W . Conversely, by [2, Lemma 2.5], if a bipartite graph X admits a group acting regularly on both the
bipartition subsets, then X must be isomorphic to a bi-Cayley graph.
There are two important isomorphisms for bi-Cayley graphs. Let G be a finite group, S be a subset
of G. Suppose X = BCay(G, S), g, h are two elements of G, α is a group automorphism. Then by [9], we
have:
(1) BCay(G, S) ∼= BCay(G, Sα).
(2) BCay(G, S) ∼= BCay(G, gSh).
The above two isomorphisms and their compounds are called Cayley isomorphisms of bi-Cayley
graphs. Furthermore, if there exist Cayley isomorphisms between two bi-Cayley graphs BCay(G, S)
and BCay(G, T ), then there exist g ∈ G, α ∈ Aut(G) such that T = gSα (see Lemma 2.2).
Actually, in most cases, although BCay(G, S) ∼= BCay(G, T ), there are no g ∈ G, α ∈ Aut(G) such
that T = gSα . For example, let G := D8 = 〈a, b|a4 = b2 = 1, b−1ab = a−1〉 be the dihedral group
of order 8. Let S1 = {1, a2} and S2 = {1, b} be two subsets of G. Suppose X1 := BCay(G, S1) and
X2 := BCay(G, S2). Then both X1 and X2 are the union of four isomorphic cycles with length 4, and
hence X1 ∼= X2. However, there are no g ∈ G, α ∈ Aut(G) such that T = gSα (see Lemma 2.4(2)).
Thus, analogous to CI-graphs for Cayley graphs, we define ‘BCI-graphs’ for bi-Cayley graphs. Let
S ⊆ G. Then bi-Cayley graph BCay(G, S) is said to be a BCI-graph if, for any another bi-Cayley graph
BCay(G, T ), whenever BCay(G, S) ∼= BCay(G, T ) we have T = gSα , for some g ∈ G, and α ∈ Aut(G)
(see Definition 1).
The Cayley isomorphism problem of Cayley graphs, especially determining CI-graphs, CI-groups
etc., have been an active topic in algebraic graph theory for a long time, see surveys in [5,10] on this
topic. As a generalization of the CI-graph for Cayley graphs, S. J. Xu and W. Jin first gave the concept
of BCI-graph for bi-Cayley graphs in [13], where they gave a necessary and sufficient condition for a
finite group being a 2-BCI-group.
In [6], it is proved that among nonabelian simple groups, only A5 and PSL2(8) are 2-CI-groups,
and only A5 is a 3-CI-group. In [4], it is proved that A5 is not a 29-CI-group, leading to the proof that
CI-groups are soluble; and in [14], it is proved that A5 is not a 5-CI-group.
In this paper, we prove the following theorem:
Theorem 1.1. Suppose that G is a finite nonabelian simple group. Then G is a 3-BCI group if and only if
G = A5.
2. Preliminary results
In this section, we shall quote and give some preliminary results which will be used in Section 3.
The first lemma gives the two important isomorphisms of bi-Cayley graphs.
Lemma 2.1 ([9]). Let G be a finite group, S ⊆ G. Let α ∈ Aut(G), and g, h ∈ G. Then:
(1) BCay(G, S) ∼= BCay(G, Sα).
(2) BCay(G, S) ∼= BCay(G, gSh).
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Recall that the above two isomorphisms and their compounds are called ‘Cayley isomorphisms’ of
bi-Cayley graphs. Then, we have the following lemma:
Lemma 2.2. Let G be a finite group, S, T ⊆ G. If there exist Cayley isomorphisms between BCay(G, S) and
BCay(G, T ), then there exist g ∈ G, α ∈ Aut(G) such that T = gSα .
Proof. Suppose there exist Cayley isomorphisms between BCay(G, S) and BCay(G, T ). Then for any
g1, g2 ∈ G, as g1Sg2 = g1g2Sg2 , we know that T can be got from S by several times of leftmultiplications
and group automorphisms. Furthermore, since (g1Sα1)α2 = gα21 Sα1α2 , it follows that there exist
g ∈ G, α ∈ Aut(G) such that T = gSα . 
Definition 1 ([13]). Let G be a finite group, S ⊆ G (possibly, S contains the identity of G).
(1) A bi-Cayley graph BCay(G, S) is called a BCI-graph if, for any bi-Cayley graph BCay(G, T ), whenever
BCay(G, S) ∼= BCay(G, T )we have T = gSα , for some g ∈ G, α ∈ Aut(G).
(2) G is called a BCI-group, if all bi-Cayley graphs of G are BCI-graphs.
(3) G is called anm-BCI-group, if all bi-Cayley graphs of G of valency at mostm are BCI-graphs.
Two elements a and b ofG are said to be fused if a = bσ for some σ ∈ Aut(G) and to be inverse-fused
if a = (b−1)σ for some σ ∈ Aut(G). A group G is called FIF-group if for any two elements of the same
order are fused or inverse-fused. C. H. Li and C. E. Praeger investigated the FIF-groups in [6,7] and got
many important results.
Lemma 2.3 ([7]). Let G be a finite simple group in which every pair of elements of the same order is either
fused or inverse-fused. Then G is one of PSL2(q) for q = 5, 7, 8 or 9, PSL3(4), Sz(8), M11 and M23.
Lemma 2.4 ([13]).
(1) All finite groups are 1-BCI-groups.
(2) A finite group is a 2-BCI-group if and only if it is a FIF-group.
(3) A dihedral group of order 2p (p is a prime) is a 3-BCI-group.
Lemma 2.5 ([3]). Let G = Zdp o 〈z〉 ≤ AGL(1, pd) such that Zdp is a minimal normal subgroup of
G. Let a be an element of G of order p, and for a positive integer i with 1 ≤ i < o(z), let Si =
{z i, a−1z ia, . . . , a−p+1z iap−1}. Then Cay(G, Si) ∼= Co(z)(p, d).
In Lemma 2.5, Cr(p, s) is the digraph with vertex set Zr × Z sp with ((i, x), (j, y)) an arc, for x =
(x1, x2, . . . , xs) and y = (y1, y2, . . . , ys) ∈ Z sp, if and only if j = i + 1 and y = (y1, x1, . . . , xs−1),
see [3].
A bi-Cayley graph is a bipartite graph, and it is not necessarily vertex transitive. The following
lemma gives a sufficient condition for a bi-Cayley graph being vertex transitive.
Lemma 2.6 ([8]). Let G be a finite group and S be a subset. If Sα = S−1g for some α ∈ Aut(G) and g ∈ G,
then BCay(G, S) is vertex transitive.
A Cayley graph Cay(G, S) is connected if and only if G = 〈S〉. However, for bi-Cayley graphs, the
status is different that is, G = 〈S〉 does not imply that BCay(G, S) is connected. By [2], BCay(G, S) is
connected if and only if G = 〈SS−1〉. However, when 1 ∈ S, then 〈SS−1〉 = 〈S〉, thus we have the
following lemma:
Lemma 2.7. Let G be a finite group, S ⊆ G and 1 ∈ S. Then BCay(G, S) is connected if and only if G = 〈S〉.
Lemma 2.8. Let G be a finite group, and S, T ⊆ G. Then BCay(G, S) ∼= BCay(G, T ) if and only if
BCay(〈SS−1〉, S) ∼= BCay(〈TT−1〉, T ).
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Proof. Suppose BCay(G, S) ∼= BCay(G, T ). Then for BCay(G, S), since R(G) acts transitively on the
two parts G × {0} and G × {1}, it follows that all connected components of BCay(G, S) have the
same number of vertices and isomorphic, and so are for BCay(G, T ). Moreover, BCay(〈SS−1〉, S) and
BCay(〈TT−1〉, T ) are connected components of BCay(G, S) and BCay(G, T ) respectively, and thus,
BCay(〈SS−1〉, S) ∼= BCay(〈TT−1〉, T ).
Conversely, if BCay(〈SS−1〉, S) ∼= BCay(〈TT−1〉, T ), then BCay(G, S) = |G||〈SS−1〉|BCay(〈SS−1〉, S) ∼=
|G|
|〈TT−1〉|BCay(〈TT−1〉, T ) = BCay(G, T ). 
By Lemma 2.8, BCay(G, S) ∼= BCay(G, T ) implies that BCay(〈SS−1〉, S) ∼= BCay(〈TT−1〉, T ), it
follows that |〈SS−1〉| = |〈TT−1〉|. Moreover, if 1 ∈ S, then BCay(G, S) ∼= BCay(G, T ) if and only if
BCay(〈S〉, S) ∼= BCay(〈T 〉, T ).
Lemma 2.9. Let G be a finite group. Let S, T be two subsets of G both of which contain the identity. If
Cay(G, S \ {1}) ∼= Cay(G, T \ {1}), then BCay(G, S) ∼= BCay(G, T ).
Proof. Suppose ϕ is an isomorphism from Cay(G, S \ {1}) to Cay(G, T \ {1}) such that
ϕ : G 7→ G
(g, sg)ϕ = (g1, tg1), where g, g1 ∈ G, s ∈ S \ {1}, and t ∈ T \ {1}.
Define
ψ : (G, i) 7→ (G, i)
(g, i) 7→ (gϕ, i), i = 0, 1.
Then for an edge {(g, 0), (sg, 1)} of BCay(G, S), we have {(g, 0), (sg, 1)}ψ = {(gϕ, 0), ((sg)ϕ, 1)}. If
(g, sg)ϕ = (g1, tg1), where g, g1 ∈ G, s ∈ S \ {1} and t ∈ T \ {1}, then {(gϕ, 0), ((sg)ϕ, 1)} =
{(g1, 0), (tg1, 1)} is an edge of BCay(G, T ). If s = 1, then {(g, 0), (g, 1)}ψ = {(gϕ, 0), (gϕ, 1)} is also
an edge of BCay(G, T ). Using the similar argument, we can prove that whenever {(g, 0)ψ , (sg, 1)ψ } is
an edge of BCay(G, T ), {(g, 0), (sg, 1)} is an edge of BCay(G, S). Therefore, ψ is an isomorphism from
BCay(G, S) to BCay(G, T ). 
3. Proof of main results
In this section, with the same notation as in Sections 1 and 2, we prove Theorem 1.1 in Section 1.
First, we show that, a Sylow 2-subgroup of a finite 3-BCI-group is elementary abelian, cyclic or Q8.
Lemma 3.1. Let G be a finite 3-BCI-group. Then a Sylow 2-subgroup of G is elementary abelian, cyclic
or Q8.
Proof. Let G be a finite 3-BCI-group, P be a Sylow 2-subgroup of G. If |G| is odd the result is true. So
we suppose |G| is even. If P has only one involution, then it follows from Sylow’s Theorem that all
involutions of G are conjugate. By [12], P is either cyclic or generalized quaternion.
Assume P is a generalized quaternion group, that is,
P = 〈x, y|x2n = 1, y2 = x2n−1 , y−1xy = x−1〉,
where n ≥ 2. Suppose n ≥ 3. Then P contains elements a, b, c such that 〈a, b〉 ∼= Q8 and 〈c〉 ∼= Z8.
Let S = {1, c, c3}, T = {1, a, b}. It is easy to check that Cay(〈S〉, S \ {1}) ∼= Cay(〈T 〉, T \ {1}), thus
Cay(G, S \ {1}) ∼= |G||〈S〉|Cay(〈S〉, S \ {1}) ∼= |G||〈T 〉|Cay(〈T 〉, T \ {1}) ∼= Cay(G, T \ {1}). By Lemma 2.9, we
have BCay(G, S) ∼= BCay(G, T ). Since G is a 3-BCI-group, it follows that there exist g ∈ G, α ∈ Aut(G)
such that T = gSα . Since g ∈ T ⊆ 〈T 〉, gcα ∈ 〈T 〉, we have cα ∈ 〈T 〉, a contradiction. Therefore, n = 2,
and P is Q8.
Now suppose that P has at least two involutions. Let b ∈ Z(P), and o(b) = 2. For c ∈ G, o(c) = 2,
then bc = cb. Set T := {1, b, c}. If G has an element a of order 4, we set S := {1, a, a−1},
then BCay(〈S〉, S) ∼= BCay(〈T 〉, T ). By Lemma 2.8, BCay(G, S) ∼= BCay(G, T ). Therefore there exist
g ∈ G, α ∈ Aut(G) such that T = gSα = {g, gaα, ga−α}. If g = 1, then gaα = b or c , a contradiction; if
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g 6= 1, then g = a or b, and hence gaα = 1 or ga−α = 1, also a contradiction. Thus P is of exponent 2
and so P is elementary abelian. 
Lemma 3.2. Let G be a finite nonabelian simple group. If G is a 3-BCI- group, then G ∼= A5 or PSL2(8).
Proof. Suppose that G is a finite nonabelian simple group. Assume that G is a 3-BCI-group. By
Lemma 3.1, a Sylow 2-subgroup of G is elementary abelian, cyclic or Q8. By [11], a finite group with a
cyclic or generalized quaternion Sylow 2-subgroup is not simple. Thus a Sylow 2-subgroup of Gmust
be elementary abelian. By [12], G is one of : J1, Ree(32n+1) (for some n ≥ 1), PSL2(2n) (for some n ≥ 2)
or PSL2(q)with q ≡ ±3(mod 8).
Moreover, since G is a 3-BCI-group, G is also a 2-BCI-group. Then by Lemma 2.4(2), G is a FIF-group.
Thus, by Lemma 2.3, G is one of: PSL2(q) for q = 5, 7, 8 or 9, PSL3(4), Sz(8), M11 and M23. Thus, since
PSL2(4) ∼= PSL2(5) ∼= A5, we conclude that G = A5 or PSL2(8). 
Lemma 3.3. Let G be a finite group, and H ≤ G. Assume that S, T are two subsets of H with 1 ∈ S ∩ T ,
and |S| = |T | = n ≥ 2. Suppose H = 〈S〉 = 〈T 〉. If T 6= hSα for any h ∈ H and α ∈ Aut(H), then there
are no g ∈ G, β ∈ Aut(G) such that T = gSβ .
Proof. Assume there exist g ∈ G, β ∈ Aut(G) such that T = gSβ . Since 1 ∈ S∩T , we know that 1 ∈ Sβ
and g ∈ T ⊆ H . Therefore, g−1T = Sβ and 〈g−1T 〉 = 〈Sβ〉. Moreover, H = 〈g−1T 〉 = 〈Sβ〉 = Hβ , so
β ∈ Aut(H), a contradiction. 
Recall that for two subsets S, T of a group G, if T = gS for some g ∈ G, then BCay(G, S) ∼=
BCay(G, T ), see Lemma 2.1. Thus, to investigate whether BCay(G, S) is a BCI-graph of G, we may
assume 1 ∈ S if necessary.
The following lemma shows that PSL2(8) is not a 3-BCI-group.
Lemma 3.4. The group PSL2(8) is not a 3-BCI group.
Proof. Let G = PSL2(8), and let H be the affine group AGL(1, 23). Then H < G. Further, Aut(H) =
H o Z3. Let K ∼= Z32 and L ∼= Z7 = 〈z〉. Then H ∼= K o L. Moreover, NAut(H)(〈z〉) = 〈z〉 o 〈σ 〉 ∼= Z7 o Z3
where σ ∈ Aut(〈z〉) such that zσ = z2.
Let a ∈ K , o(a) = 2. Set S = {1, z, aza}. Then H = 〈S〉 = 〈S−1〉.
Firstly, we can prove that for all α ∈ Aut(H), Sα 6= S−1. Suppose that Sα = S−1 for some
α ∈ Aut(H). Then {1, zα, aαzαaα} = {1, z−1, az−1a}. If zα = z−1, then α ∈ NAut(H)(〈z〉) ∼= Z7 o Z3, a
contradiction; if zα = az−1a, then zαa = z−1, also a contradiction.
Next, we have S−1 6= gSα for all g ∈ H, α ∈ Aut(H). Suppose that S−1 = gSα for some
g ∈ H, α ∈ Aut(H). Then {1, z−1, az−1a} = {g, gzα, gaαzαaα}. As Sα 6= S−1, we have g 6= 1. If
g = z−1, then gzα or gaαzαaα is az−1a. Thus, zα or aαzαaα is zaz−1awhich is in H ′. Since H/K ∼= Z7 is
abelian, it follows that H ′ ≤ K , a contradiction. If g = az−1a, then gzα or gaαzαaα is z−1. Thus, zα or
aαzαaα is azaz−1 in H ′ which is also a contradiction. Since H = 〈S〉, it follows by Lemma 3.3, there are
no g ∈ G, β ∈ Aut(G) such that T = gSβ too.
Let S ′ = S \ {1}, T ′ = S−1 \ {1}. Then by Lemma 2.5, Cay(H, S ′) ∼= Cay(H, T ′). Thus it
follows by Lemma 2.9, we have BCay(H, S) ∼= BCay(H, S−1). Moreover, by Lemma 2.8, we know that
BCay(G, S) ∼= BCay(G, T ). Therefore, BCay(G, S) and BCay(G, T ) are not BCI-graphs of PSL2(8). 
Now, we are going to prove that the alternating group A5 is a 3-BCI-group. Firstly, the following
lemma proves that A4 is a 3-BCI-group.
Lemma 3.5. The alternating group A4 is a 3-BCI-group.
Proof. Let G = A4. Then Aut(G) = S4, and so all elements of G of the same order are conjugate in
Aut(G). It follows by Lemma 2.4(1) and (2), G is a 2-BCI-group.
Now, suppose S ⊆ G, |S| = 3 and 1 ∈ S. Then S = {1, x, y} for some x, y ∈ G. Since all elements of
G \ {1} have order 2 or 3, it follows that S is one of the following two cases:
Case 1. o(x) = o(y) = 2. G has only three elements with order 2, assume x1 = (1, 2)(3, 4), x2 =
(1, 3)(2, 4) and x1x2 = (1, 4)(2, 3). Then S is one of S1 = {1, x1, x2}, S2 = {1, x1, x1x2} and
S3 = {1, x2, x1x2}. However, as x1S1 = S2 and x2S2 = S3, without loss of generality, we can assume
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S = S1. Then S = S−1. Suppose that T is a subset of G which contains three elements such that
BCay(G, T ) ∼= BCay(G, S). We can assume 1 ∈ T . Then by Lemma 2.8, BCay(〈T 〉, T ) ∼= BCay(〈S〉, S).
Thus |〈T 〉| = |〈S〉| = 4 and 〈T 〉 = 〈S〉. Since 1 ∈ T , there exists g ∈ G such that T = gS. Therefore
BCay(G, S) is a 3-BCI-graph.
Case 2. o(x) = 3, o(y) = 2 or 3. Firstly, suppose that o(y) = 2. Since all elements of G of the same
order are conjugate in Aut(G), we can assume x = (1, 2, 3). Then S is one of S1 = {1, x, (1, 2)(3, 4)},
S2 = {1, x, (1, 3)(2, 4)} and S3 = {1, x, (1, 4)(2, 3)}. Since Sx1 = S3, Sx3 = S2, without loss of
generality, we can assume S = S1. Further, let h = (2, 3), then xSh = x{1, x−1, (1, 3)(2, 4)} =
{1, x, (1, 4, 2)}.
Next, suppose o(y) = 3. Except x and x−1, then x−1 classifies the other elements with order 3 into
two classes by conjugation, and two representative elements are (1, 2, 4) and (1, 4, 2). Further, since
Sx
−1 = {1, x, y′} where o(y′) = 3, we can assume S is one of S1 = {1, x, x−1}, S2 = {1, x, (1, 2, 4)}
and S3 = {1, x, (1, 4, 2)}. Therefore, for every subset S in Case 2, there exist g ∈ G, α ∈ Aut(G) such
that gSα is one of Sj, where j = 1, 2, 3.
Now, we prove that BCay(G, S2)  BCay(G, S3). Since R(G) acts regularly on the two parts of
BCay(G, S3), it follows that if BCay(G, S2) ∼= BCay(G, S3), then there exists a graph isomorphism
σ such that σ maps (1, 0) of BCay(G, S2) to (1, 0) or (1, 1) of BCay(G, S3). We use X3((1, 0)) and
X3((1, 1)) to denote the sets of all vertices in a graph at distance 3 from (1, 0) and (1, 1) respectively.
It is straightforward to check that there are 6 vertices in both X3((1, 0)) and X3((1, 1)) of BCay(G, S2),
and 5 vertices in both X3((1, 0)) and X3((1, 1)) of BCay(G, S3). Therefore, BCay(G, S2)  BCay(G, S3).
Moreover, since G 6= 〈S1〉, G = 〈Si〉 where i = 2, 3, it follows by Lemma 2.7, BCay(G, S1) is not
connected and BCay(G, Si) is connected. Thus, there are no two of the above three bi-Cayley graphs
are isomorphic, and hence all BCay(G, Sj)where j = 1, 2, 3 are 3-BCI-graphs.
Therefore, A4 is a 3-BCI-group. 
Lemma 3.6. The alternating group A5 is a 3-BCI-group.
Proof. Let G = A5, S ⊆ G, |S| = 3 and 1 ∈ S. Suppose that BCay(G, S) ∼= BCay(G, T ) where T is a
subset of G, |T | = 3 and 1 ∈ T . Then, by Lemma 2.8, we know that BCay(〈S〉, S) ∼= BCay(〈T 〉, T ), and
hence |〈S〉| = |〈T 〉|. Assume that T = {1, x, y}where x, y ∈ G.
I. Suppose that S = S−1. Then S is one of the following two cases.
Case 1. S = {1, a, a−1} for some a ∈ G, o(a) ≥ 3. Hence o(a) = 3 or 5. Firstly, suppose o(a) = 3,
then |〈T 〉| = 3. Thus o(x) = o(y) = 3. As x 6= y, we know that y = x−1, otherwise |〈T 〉| > 3. Since
all elements of G with the same order are conjugate in Aut(G), there exists α ∈ Aut(G) such that
α : a 7→ x. Thus T = Sα , and hence BCay(G, S) is a 3-BCI-graph of G. Next, if o(a) = 5, then |〈T 〉| = 5.
It follows that o(x) = o(y) = 5, and y ∈ 〈x〉. Set T1 = {1, x, x2}, T2 = {1, x, x3} and T3 = {1, x, x4}.
Then x4T1 = T3. Since there exists α ∈ Aut(G) such that α :
{
x 7→ x3
x3 7→ x4 , wehave xT
α
2 = T3. Thus, without
loss of generality, we can assume that T = T3. Moreover, since there exists β ∈ Aut(G) such that
T = Sβ , it follows that BCay(G, S) is a 3-BCI-graph of G.
Case 2. S = {1, b, c} for some b, c ∈ G, o(b) = o(c) = 2. Let bc have order l, then 〈S〉 ∼= D2l. By
Atlas [1], we know that l = 2, 3 or 5, and all subgroups of G isomorphic to D2l are conjugate in G. Thus
we suppose that D2l = 〈S〉 = 〈T 〉. If T = T−1, then as Aut(G) is transitive on pairs of involutions of
D2l, it follows that Sβ = T for some β ∈ Aut(G). If T 6= T−1, then l = 3 or 5.Without loss of generality,
suppose o(x) = l and o(y) = 2. Let T ′ = yT = {1, y, yx}. Then T ′ = T ′−1. Thus Sγ = T ′ for some
γ ∈ Aut(G), and hence Sγ = yT . Therefore, BCay(G, S) is a 3-BCI-graph of G.
II. Suppose that S 6= S−1. Then S is one of the following two cases.
Case 1. 〈S〉 < G. Let H be a maximal subgroup of G which contains S. By Atlas [1], we know that
H ∼= A4,D10 or S3, and any maximal subgroup of G of order |H| is conjugate to H . If 〈S〉 < H , then
〈S〉 ∼= Z5. Since S 6= S−1 and all elements of G of order 5 are conjugate in Aut(G), we can assume
S = {1, a, a2} or {1, a, a3} for some a ∈ G, o(a) = 5. Moreover, there exists a group automorphism
β : a 7→ a3 such that {1, a, a2} = a2{1, a, a3}β . Thus, without loss of generality, we can assume
S = {1, a, a2}. Since |〈T 〉| = |〈S〉| = 5 and T = {1, x, y}, thus o(x) = o(y) = 5. Further, y ∈ 〈x〉. Just as
the argument in Case 1 of S = S−1, we can set T = {1, x, x2}. Thus there exists group automorphism
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γ : a 7→ x such that Sγ = T . So BCay(G, S) is a 3-BCI-graph. Next, if 〈S〉 = H , then by Lemma 2.4(3)
and 3.5, BCay(H, S) is a 3-BCI-graph of H . Since BCay(G, S) ∼= BCay(G, T ), by Lemma 2.8, we have
〈T 〉 ∼= H . Since all subgroups of G of order |H| are conjugate to H , there exists g ∈ G such that T g ⊆ H ,
and we have 〈T g〉 = H . Thus BCay(H, S) ∼= BCay(H, T g), and hence there exist h ∈ H, α ∈ Aut(H)
such that S = hT gα . By Atlas [1], we know Aut(H) ∼= NAut(G)(H)/CAut(G)(H), and hence S = hT gα for
some α ∈ NAut(G)(H). Therefore, BCay(G, S) is a 3-BCI-graph of G.
Case 2. 〈S〉 = G. Then S is one of the following cases:
(1) S contains one element of order 2, one element of order 3;
(2) S contains one element of order 2, one element of order 5;
(3) S contains one element of order 3, one element of order 5;
(4) S contains two elements of order 3;
(5) S contains two elements of order 5.
Since Aut(G) = S5 and it acts transitively on the same order elements of G, without loss of generality,
we can assume that subsets in cases (1) and (4) contain element (1, 2, 3), subsets in cases (2), (3) and
(5) contain element (1, 2, 3, 4, 5).
Suppose S is in case (1). Let S = {1, a, b} where a = (1, 2, 3), o(b) = 2. Let h = (4, 5) ∈ Aut(G).
Then it is not difficult to prove that each involution of G is conjugate to one of (1, 4)(2, 5), (1, 2)(3, 4)
or (1, 2)(4, 5) under the conjugation of a or h. Thus, S is conjugate to one of S11 = {1, a, (1, 4)(2, 5)},
S12 = {1, a, (1, 2)(3, 4)} or S13 = {1, a, (1, 2)(4, 5)}. However, since G 6= 〈S13〉, it follows that S is
not conjugate to S13. Let g1 = (1, 3, 2). Then g1S11 = {1, (1, 3, 2), (1, 3, 5, 2, 4)} which is in case
(3), g1S12 = {1, (1, 3, 2), (1, 4, 3)}which is in case (4). Therefore, for every subset S in case (1), there
exists a subset T in case (3) or (4) such that there exist Cayley isomorphisms between BCay(G, S) and
BCay(G, T ).
Let a = (1, 2, 3, 4, 5). Whenever S is in case (2), as similar as the argument S is in case (1), we
can prove that S is conjugate to S21 = {1, a, (1, 2)(3, 4)} or S22 = {1, a, (1, 3)(2, 4)} under the
conjugation of a. Moreover, we have a−1S21 = {1, a−1, (1, 5, 3)} which is in case (3), a−1S22 =
{1, a−1, (1, 5, 2, 3, 4)}which is in case (5).
As similar as the above argument, whenever S is in case (3), we have that S is conjugate to one of
S31 = {1, a, (1, 2, 3)}, S32 = {1, a, (1, 3, 2)}, S33 = {1, a, (1, 2, 4)} or S34 = {1, a, (1, 4, 2)} under
the conjugation of a = (1, 2, 3, 4, 5). Furthermore, (1, 3, 2)S31 = {1, (1, 3, 2), (1, 4, 5)} which is
in case (4); a−1S ′ = {1, a−1, (h, i, j, k, l)} which is in case (5), where S ′ = S32 or S34. Therefore, for
every subset S which is in case (2) or (3), either there exist Cayley isomorphisms between BCay(G, S)
and BCay(G, S33), or there exists a subset T which is in case (4) or (5) such that there exist Cayley
isomorphisms between BCay(G, S) and BCay(G, T ).
Thus, we only need to check whether bi-Cayley graphs BCay(G, S), where S is in case (4) or (5), or
S is S33 = {1, (1, 2, 3, 4, 5), (1, 2, 4)}, are BCI-graphs.
Now, we prove that for each S, BCay(G, S) is vertex transitive. Firstly, suppose S is in case (4).
Assume S = {1, g, b} where g = (1, 2, 3), o(b) = 3. Since G = 〈S〉, we know that S must be one
of {1, g, (i, 4, 5)} or {1, g, (i, 5, 4)} where i = 1, 2, 3. Let h = (4, 5), then (i, 4, 5)h = (i, 5, 4).
Moreover, we know that (1, 4, 5)g = (2, 4, 5) and (2, 4, 5)g = (3, 4, 5). Thus we can assume
S = S41 = {1, g, (1, 4, 5)}. Let k = (2, 3)(4, 5). Then Sk = S−1, and by Lemma 2.6, BCay(G, S) is
vertex transitive.
Next, suppose S is in case (5). Let S = {1, g ′, b} where g ′ = (1, 2, 3, 4, 5), o(b) = 5. Let
h = (1, 2, 3, 5, 4). Then, it is not difficult to prove that except g ′, g ′2, g ′3 and g ′4, the other elements
of G which have order 5 are divided into four classes by the conjugate action of g ′, and the four
representative elements of each class are hiwhere i = 1, 2, 3, 4. Furthermore, sinceG = 〈S〉, it follows
that S must be one of S5i = {1, g ′, hi} under the conjugate action of Aut(G). Assume g1 = (1, 3)(4, 5).
Then Sg15i = S−15i , and by Lemma 2.6, we know that BCay(G, S5i) is vertex transitive.
Furthermore, let x = (1, 2)(3, 5). Then Sx33 = S−133 . Thus, by Lemma 2.6, BCay(G, S33) is vertex
transitive.
For bi-Cayley graph BCay(G, S), let Xi(v) be the set of all vertices at distance i from v. Suppose
v = (1, 0). Then, it is straightforward to check that |X2(v)| = 5 for both BCay(G, S33) andBCay(G, S54);
|X2(v)| = 6 for BCay(G, S41), BCay(G, S51), BCay(G, S52) and BCay(G, S53). Moreover, |X3(v)| = 9 for
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BCay(G, S33) and |X3(v)| = 10 for BCay(G, S54). Since all BCay(G, S33), BCay(G, S41) and BCay(G, S5i)
where i = 1, 2, 3, 4 are vertex transitive, it follows that both BCay(G, S33) and BCay(G, S54) are
3-BCI-graphs of G. Furthermore, it is easy to verify that |X3(v)| = 10 for BCay(G, S41), |X3(v)| = 11 for
BCay(G, S51), |X3(v)| = 11 for BCay(G, S52) and |X3(v)| = 12 for BCay(G, S53). Thus both BCay(G, S41)
and BCay(G, S53) are 3-BCI-graphs of G. Since |X4(v)| = 20 for BCay(G, S51) and |X4(v)| = 17 for
BCay(G, S52), it follows that both BCay(G, S51) and BCay(G, S52) are also 3-BCI-graphs of G.
Therefore, A5 is a 3-BCI-group. 
Now we can prove the main theorem.
Proof of Theorem 1.1. Suppose G is a finite nonabelian simple group. By Lemmas 3.2 and 3.4, if
G 6= A5, then G is not a 3-BCI-graph. Moreover, by Lemma 3.6, we know that A5 is a 3-BCI-group.
Therefore, G is a 3-BCI-group if and only if G = A5. 
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