[1] The migrating diurnal tide is one of the dominant dynamical features in the low latitudes of the Earth's mesosphere and lower thermosphere (MLT) region, representing the atmospheric response to the largest component of solar forcing. Ground-based observations of the tide have resolved short-term variations attributed to nonlinear interactions between the tide and planetary waves that are also in the region. Using the NCAR Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation Model (TIME-GCM), we simulate a quasi 2 day wave (QTDW) event under late-January conditions. In this case, sideband sum and difference child waves are resolved, indicating that a nonlinear interaction is occurring between the QTDW and the tide. The migrating diurnal tide in the MLT displays local amplitude decreases of 20-40%, as well as a shortening of vertical wavelength by roughly 4 km. Examining the physical mechanisms driving the interaction, nonlinear advection is found to result in amplification of the tide in some regions and damping in others, manifesting as increased smoothing of the tidal structure when the QTDW is present in the MLT. Additionally, the QTDW also enhances the easterly summer mean wind jet that can also account for changes in tidal amplitude and vertical wavelength. We find that QTDW-induced background atmosphere changes in TIME-GCM can drive tidal variability at levels greater than nonlinear advection, a possibility not previously considered.
Introduction
[2] The Earth's mesosphere and lower thermosphere (MLT) region extends between roughly 60 through 120 km altitude, and plays a critical role in the coupling the neutral dynamics of the lower atmosphere to the electrodynamically driven upper atmosphere and near Earth space. Solar atmospheric tides are the dominant persistent feature of the MLT region at global scales. As global scale perturbations with periods that are subharmonics of one solar day, the tides can be classified based upon their horizontal phase velocities as migrating (Sun-synchronous), or nonmigrating (all other phase velocities). The migrating tides reflect the largest component of periodic solar heating in the lower atmosphere, and are an important mechanism for transporting input solar energy from the lower to the upper atmosphere. Propagating upwards, these migrating tidal perturbations grow in amplitude as atmospheric density decreases, and can dominate the dynamics of the MLT region, before being dissipated by turbulent eddies from gravity wave breaking, and increasing molecular diffusion in the lower thermosphere .
[3] With a westward zonal wave number of 1 (s = −1), the migrating diurnal tide (24hW1) dominates the tidal response in the equatorial and low-latitude MLT region, and has a prominent semiannual variation in amplitude, maximizing at the equinoxes and minimizing at the solstices [Burrage et al., 1995; McLandress et al., 1996] . Satellite observations using the High Resolution Doppler Imager (HRDI) by Hays et al. [1994] have found that the diurnal 1,1 Hough mode accounts for much of the meridional structure of the migrating diurnal tide around the equinoxes, while contributions from higher order modes increase around the solstices. Following the latitudinal structure of the diurnal 1,1 tidal mode, the migrating diurnal tide exhibits a maxima in temperature fields about the equator, and peaks in horizontal wind fields at around 20-30°latitude in both hemispheres, which are symmetric (antisymmetric) in phase in the zonal (meridional) wind fields [Vincent et al., 1988] .
[4] In contrast to seasonal variations attributed to changes in solar heating and the background zonal wind fields [McLandress, 2002a [McLandress, , 2002b , atmospheric tides have regularly been observed to fluctuate in amplitude at periodicities similar to those of propagating planetary waves also present at the same time, indicative of a nonlinear interaction between the tide and the planetary wave [Pancheva et al., 2002] . In such an interaction, two interacting parent waves generate child waves that have frequencies and wave numbers equal to the sum and difference of those of the parent waves, through nonlinear advection [Teitelbaum and Vial, 1991] . It has been suggested that decreases in tidal amplitude in the course of such a nonlinear interaction can be attributed to nonlinear advection transferring energy from the parent waves to the sum and difference child waves [Palo et al., 1998; Norton and Thuburn, 1999; Chang et al., 2009] . In addition to nonlinearities introduced by momentum and thermal advection, the presence of a planetary wave may also alter the background atmosphere and gravity wave propagation, thereby providing additional feedback to the tide [Hagan and Roble, 2001; Liu and Roble, 2002] .
[5] Several past observational and modeling studies have found strong evidence for various tidal/planetary wave interactions, including the generation of nonmigrating tides through interaction between the stationary planetary wave 1 (PW1) and the migrating diurnal tide [Hagan and Roble, 2001; Lieberman et al., 2004; Liu et al., 2007] , PW1 and the migrating semidiurnal tide [Angelats i Coll and Forbes, 2002; Chang et al., 2009] , as well as between the tides and various propagating planetary waves [Walterscheid and Vincent, 1996; Pancheva et al., 2002; Palo et al., 2007; Hecht et al., 2010; McCormack et al., 2010] . Numerical experiments performed in these studies [Hagan and Roble, 2001 ; Angelats i Coll and Forbes, 2002; Liu et al., 2007; Chang et al., 2009] have resolved wave and tidal components that could be generated only as a result of a nonlinear planetary wave/tidal interaction, while observations indicated child wave components and tidal amplitude fluctuations whose time variation closely followed that of the interacting planetary wave in the regions where the tide was dominant [Pancheva et al., 2002; Lieberman et al., 2004; Palo et al., 2007; Chang et al., 2009; Hecht et al., 2010; McCormack et al., 2010] .
[6] The focus of this study is on the quasi 2 day wave (QTDW): a robust and recurrent planetary wave observed to amplify rapidly to extremely large amplitudes in the postsolstice summer MLT, with westward zonal wave number 3 (s = −3) in January/February, and both s = −3 and −4 in June/July. The period of the QTDW has been observed to vary substantially around 48 h, and typically ranges from 44 to 50 h, being most stable during January (austral summer) in the southern midlatitudes where it is often phase-locked to almost exactly 48 h [Walterscheid and Vincent, 1996; Hecht et al., 2010] . Satellite observations of the s = −3 component from TIMED/SABER have shown temperature amplitudes of 5-6 K in the boreal summer mesosphere [Garcia et al., 2005] , and in excess of 12 K in the austral summer mesosphere [Palo et al., 2007] . Late January wind observations of the s = −3 component from HRDI have shown amplitudes of up to 60 m s −1 in the meridional winds with peaks at the equator and near 30°S. The zonal wind amplitudes were found to peak around 30°latitude in both hemispheres with amplitudes of roughly 30 m s −1 [Wu et al., 1993] . [7] Current understanding of quasi 2 day wave suggests that it is likely a manifestation of the 3,0 Rossby-Gravity normal mode, excited, and/or amplified by baroclinic instability of the summer mean wind jets. The relatively constant vertical and meridional structure of the quasi 2 day wave from year to year has been attributed to its nature as a normal mode oscillation, with only the wave period, magnitude, and duration displaying signs of interannual variability [Palo et al., 2007] . Numerical experiments by Salby and Callaghan [2001] suggest that the differing zonal wave number and frequency makeups of the QTDW in the boreal and austral summers may be explained by differences in the background atmosphere, which in turn, affect the growth rates of the various normal modes present. Further modeling work by Liu et al. [2004] showed that amplification of the QTDW from summer high-latitude instabilities in the NCAR Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation Model (TIME-GCM) were also highly sensitive to propagation conditions imposed by the background wind fields, with amplification occurring only when small scale QTDW disturbances were capable of propagating into the region of instability through the existence of a waveguide, unobstructed by critical lines.
[8] There is considerable observational and modeling evidence suggesting that the QTDW, with its large amplitudes and broad spatial structure, is capable of interacting nonlinearly with the migrating diurnal tide, producing significant short-term tidal variability in the process. Using horizontal wind observations from a meteor radar at Adelaide (35°S, 138°E) from 1984 -1991 , Harris [1994 noted that the diurnal tidal amplitudes minimized during the times of QTDW events in the austral summer. Similarly, Lima et al. [2004] and Hecht et al. [2010] found a significant and recurring anticorrelation between the amplitudes of the diurnal tide and stronger QTDW events, using multiyear ground-based radar and airglow observations in the southern hemisphere. Decreases in migrating diurnal tidal amplitudes during QTDW events were also resolved in numerical experiments by Palo et al. [1998 Palo et al. [ , 1999 and Norton and Thuburn [1999] , and were attributed to the generation of child waves through nonlinear advection of energy from the tide to the child waves. There have also been observations of the sum and difference child waves presumably generated through a migrating diurnal tide/QTDW interaction, predicted to have periods around 16 and 48 h, and zonal wave numbers s = −4 and s = 2, respectively. Using SABER temperature soundings in the MLT region, Palo et al. [2007] observed the quasi 2 day s = 2 sum child wave with spatial and temporal variation correlated to a QTDW event occurring in January/February 2005.
[9] Additionally, nonlinear interactions between the QTDW and the migrating tides could also be partially responsible for the large amplitudes and stable period eventually attained by the former during the austral summer. Walterscheid and Vincent [1996] initially proposed that dynamic coupling of the QTDW to the migrating tides was possible through a two-step nonlinear interaction involving the nonmigrating diurnal tide with s = −6 (24hW6), which forms a self-exciting instability when interacting with the QTDW. This type of tidal coupling would serve to tune the period of baroclinically excited QTDW events to exactly 48 h, while serving to pump energy from the large migrating tides into the QTDW, accounting for the rapid growth of the latter and the amplitude decrease in the former. Evidence for this type of QTDW-tidal coupling in assimilated data was presented by McCormack et al. [2010] , who observed stronger, phase-locked QTDW amplitudes in conjunction with weaker migrating diurnal tide amplitudes during January 2006, when the 24hW6 tidal amplitudes were enhanced. The study also found that QTDW amplitudes were weaker and displayed no signs of phase locking during January 2008 when the 24hW6 tidal amplitudes were small.
[10] There is thus a general consensus that tidal-QTDW interactions are indeed a real mechanism for generating short-term tidal variability, based upon past observational and model results. However, many questions still remain concerning the effect of such nonlinear interactions on the tidal response in the MLT, as well as the physical mechanisms that are acting to couple the tide and the QTDW. Expanding upon the oft-cited results of the TIME-GCM (Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation Model) modeling study by Palo et al. [1998 Palo et al. [ , 1999 , we simulate a QTDW event using the most recent revision of TIME-GCM. The changes in the migrating diurnal tide due to the presence of the QTDW are found to be similar to that of the previous study, indicating selfconsistency between different model revisions. However, through explicit analysis of the tidal tendencies in the model, we find that the variability in the TIME-GCM migrating diurnal tide can be attributed primarily to QTDW induced changes to the background atmosphere, rather than nonlinear advection as previously thought.
Methodology
[11] We seek to reproduce a realistic QTDW event under controlled conditions in a general circulation model, in order to quantify changes in the migrating diurnal tidal response. The use of a model to examine short-time-scale tidal variability addresses limitations inherent in current observational methods: satellite data provides excellent global coverage, but lacks sufficient local time coverage to resolve day to day changes in the tides. Conversely, ground-based meteor and MF radars have excellent temporal resolution, but cannot provide global scale coverage of the MLT, nor distinguish between different zonal wave numbers. Additionally, the use of a GCM will allow the detailed examination of physical mechanisms such as gravity wave drag, and other tendencies that are not readily available from observations.
[12] The NCAR Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation Model (TIME-GCM) is a fully nonlinear model that extends from roughly 30 km in the stratosphere to approximately 500 km in the thermosphere [Roble and Ridley, 1994] . Gravity wave effects in the TIME-GCM are parameterized according to the linear saturation theory of Lindzen [1981] , and are responsive to changes in the background wind fields. TIME-GCM at 5 × 5°h orizontal resolution and 2 points per scale height has been used extensively in past investigations of tidal variability due to quasi-stationary planetary waves [Liu et al., 2007; Hagan and Roble, 2001] , as well as the QTDW [Palo et al., 1998; Liu et al., 2004] . These results lend confidence in the ability of the model to simulate such interactions.
[13] For this study, we employ version 1.41 of the TIME-GCM using a horizontal resolution of 2. [14] At present, TIME-GCM is incapable of spontaneously generating a significant QTDW response internally through small random perturbations, and past TIME-GCM studies have relied upon large amplitude forcing applied to the model lower boundary to excite the QTDW [Palo et al., 1998 [Palo et al., , 1999 Liu et al., 2004] . Although the MLT QTDW response in the aforementioned studies agreed well with observations, one downside to this lower boundary forcing approach is that it results in unrealistically large QTDW amplitudes in the model stratosphere. Nonetheless, it is found that the effect of the larger stratospheric QTDW amplitudes on the tidal and QTDW response in the MLT region were minimal. Another concern is whether the use of continuous lower boundary QTDW forcing may neglect how QTDW development and growth depends on the background flow in the mesosphere. In our numerical experiments, we find that continuous lower boundary forcing does not result in a continuous QTDW response in the MLT. Similar to the results of Palo et al. [1998 Palo et al. [ , 1999 , the QTDW response in TIME-GCM provides sufficient forcing to the background winds to cut off its own growth in the MLT, thereby limiting the duration of the QTDW in that region to the 10-20 days resolved in observations [Walterscheid and Vincent, 1996; McCormack et al., 2010] .
[15] The lower boundary forcing was provided in the form of a geopotential height perturbation with latitudinal profile corresponding to the 3,0 Rossby-gravity normal mode, and an amplitude of 160 meters, similar to Palo et al. [1998 Palo et al. [ , 1999 . The period for the QTDW was set to 2.17 days, consistent with the numerical experiments of Liu et al. [2004] and the SABER observations of Palo et al. [2007] . Although the QTDW forcing does not directly correspond to the phase-locked 2 day wave with its period of exactly 2 days [Walterscheid and Vincent, 1996] , the 2.17 day period forcing in our TIME-GCM run was found to yield the largest QTDW amplitudes in the MLT region compared to periods of 2.0 and 2.2 days.
[16] Starting on day 11 in the QTDW forcing run, the aforementioned QTDW forcing was applied to the model lower boundary. The QTDW forcing was ramped up asymptotically to a maximum lower boundary geopotential height perturbation of 160 meters over the course of approximately 3 days, and held constant thereafter until it was turned off on day 51. The model run was continued for an additional 20 days without QTDW forcing.
[17] The daily tidal, QTDW, and child wave amplitudes were extracted from hourly outputs of horizontal wind and temperature fields at each latitude and altitude grid point in the model using a two dimensional least squares fitting algorithm. The basis functions were of the form:
[18] HereF′ k , w k , s k , and y k are the amplitude, frequency, zonal wave number, and phase of the kth wave component in the fit. The phases shown in the subsequent plots are in the form of −y k , which corresponds to the time angle of maxima at 0°longitude.
[19] The migrating diurnal tide, QTDW, and child waves were fit using a 6 day sliding window. The length of the sliding window is approximately an integer multiple of the wave periods and is short enough to capture short-term variability resulting from the interaction of the tide and the QTDW in the MLT region. Along with the high zonal resolution of the model grid, this provides sufficient spectral resolution to separate the wave components in question.
TIME-GCM Results

QTDW Response
[20] Figure 1 shows the amplitudes and phases of the QTDW in horizontal wind and temperature fields on day 24, corresponding to the maximum QTDW amplitudes resolved during the model run. We first consider the structure and time variation of the QTDW in the MLT region above 70 km. The spatial structure of the QTDW shows the largest response in the midlatitude summer MLT region around 100 km and 40°S, exhibiting a characteristic inverted wedge shape described by Limpasuvan and Wu [2009] . Although the latitude of this amplitude maxima agrees well with past observations and modeling results, there is a greater uncertainty in the altitude of the peak, which has been shown to occur at 87 km in the Aura/MLS observations of Limpasuvan and Wu [2009] , to 96 km in the earlier TIME-GCM results of Palo et al. [1999] , or altitudes higher than 96 km in the assimilative model results of McCormack et al. [2010] . The QTDW temperature amplitudes show a double peak in the southern hemisphere as a function of height at 95 and 105 km, which was also resolved in TIME-GCM by Palo et al. [1999] (at 80 and 100 km) and in the SABER observations of Palo et al. [2007] (80 and 110 km). This feature was not resolved by Limpasuvan and Wu [2009] in Aura/MLS, who found monotonically increasing temperature amplitudes peaking above 96 km. This altitude discrepancy may be related to the mean winds in TIME-GCM, as will be described later.
[21] The maximum QTDW amplitudes in this model run are roughly 35 m s −1 in zonal winds, 45 m s −1 in meridional winds, and 10 K in temperatures. The QTDW amplitudes in [2009], though our peak meridional wind amplitudes are weaker than the 50-60 m s −1 resolved in that study. A secondary enhancement of roughly 20 m s −1 in meridional wind fields is also resolved in the tropical northern hemisphere lower thermosphere between roughly 105 and 140 km altitude, which was observed in WINDII measurements by Ward et al. [1996] , and has been attributed in modeling studies by Palo et al. [1998] and Jacobi et al. [2006] to in situ forcing by filtered gravity waves. It is therefore concluded that the QTDW event resolved in the MLT of our TIME-GCM run is generally consistent with that resolved in past observational and modeling studies, with amplitudes tending towards the lower end of the observed range.
[22] Despite the constant level of QTDW forcing at the model lower boundary between days 15 and 51, the QTDW is only present at significant amplitudes in the MLT region between roughly days 20-30, rapidly decaying in the MLT thereafter ( Figure 2a ). This is again similar to the behavior of the QTDW event simulated by Palo et al. [1998 Palo et al. [ , 1999 , and suggests that the QTDW in the TIME-GCM provides sufficient forcing on the background wind fields to cut off its own growth and propagation in the MLT (see also, Figure 11 and related discussion), as the perpetual January conditions of the model run do not allow for seasonal changes. The time duration of the QTDW event in the MLT region is consistent with the 10-20 days resolved in the observations of Walterscheid and Vincent [1996] and McCormack et al. [2010] .
[23] We now consider the QTDW response in the stratosphere and lower mesosphere. Like the earlier TIME-GCM results of Palo et al. [1999] , the QTDW amplitudes in the results shown here extend to considerably lower altitudes than in observations, due to the lower boundary forcing scheme employed in TIME-GCM. In the meridional wind fields, the QTDW is resolved across a swath of latitudes centered near the equator at the model lower boundary, extending upward and toward the southern midlatitudes, exceeding amplitudes of 25-30 m s −1 throughout much of this region. This exceeds the QTDW meridional wind amplitudes in the Aura/MLS results of Limpasuvan and Wu [2009] and the assimilative model results of McCormack et al. [2009] below about 70 km. Local peaks in QTDW meridional wind and temperature amplitudes are also resolved in TIME-GCM between 40 and 50 km and 30°S-0°, persisting throughout the entire period of QTDW forcing. Like similar features resolved by Palo et al. [1999] , these are considered to be artifacts of the lower boundary forcing scheme utilized in TIME-GCM.
[24] We note that the variation in the migrating diurnal tide during the model run with QTDW forcing (Figures 2b  and 2c ) is mostly affected by the variation of the QTDW response in the MLT, showing little effect from the continuous presence of the large amplitude QTDW forcing at the model lower boundary. After the QTDW vanishes from the MLT region, but before lower boundary forcing is turned off, the amplitudes of the migrating diurnal tide appear to be returning to their initial state. This indicates that the lower boundary QTDW forcing mechanism utilized in TIME-GCM has little effect on the QTDW and tidal response in the MLT region, despite resulting in the larger QTDW amplitudes in the stratosphere.
[25] The relation of the QTDW response in the MLT to mean wind instabilities is now examined in Figure 3 , which compares unperturbed TIME-GCM background conditions to reference climatological values. Similar results are shown in Figure 4a , which shows background conditions in TIME-GCM at the time of maximum QTDW amplitudes. Regions of potential baroclinic instability are denoted in these figures by green shading as areas where the meridional gradient of quasi-geostrophic potential vorticity is negative:
[26] The QTDW waveguide formed by the mean winds is denoted by the grey shading, and can be resolved by computing the square of the planetary wave refractive index m 2 , which is given as:
The wave will be evanescent where m 2 < 0 (shaded regions) and propagating for m 2 > 0 (unshaded regions). In equations (2) and (3), c is the zonal phase velocity, s is the zonal wave number, H is the scale height, W and a are the Earth's rotation rate and radius, is latitude, u is the zonal mean zonal wind, f is the Coriolis parameter, N is the buoyancy frequency, r is the atmospheric density, and z is the height.
[27] The QTDW refractive indices and mean wind stability in TIME-GCM before the start of QTDW forcing (day 1) are compared to values computed using temperatures and zonal winds from SPARC (Stratospheric Processes and Their Role in Climate) reference climatologies in Figures 3a  and 3b , respectively. The SPARC reference climatologies provide monthly zonal mean zonal wind and temperature profiles derived a variety of spaceborne observational sources and UK Met Office (METO) analyses [Randel et al., 2004] . Coverage is provided between 80°S and 80°N, and between the surface and roughly 85 km altitude for temperatures, and roughly 105 km for zonal winds. Here, we show results computed using the average of January and February SPARC values, to account for the late-January conditions in our TIME-GCM run. The refractive indices (m 2 ) are computed up to roughly 85 km altitude for SPARC, where congruent temperature and zonal wind coverage exists. [28] It can be seen from Figure 3 that in both TIME-GCM and the SPARC reference climatologies, a QTDW waveguide exists stretching from the low latitudes of the model lower boundary in the stratosphere, up into the southern low-latitude to midlatitude MLT region. The waveguide approaches a large region of potential baroclinic instability in the southern midlatitude to high-latitude mesosphere, located about the easterly mean zonal wind jet in the region, and partially enclosed by a critical line. QTDW perturbations excited at the model lower boundary therefore have the potential to propagate into these unstable regions, from which they might overreflect and amplify [Liu et al., 2004] .
[29] Although an early effort has been made to tune the model gravity wave parameterization to resolve realistic zonal mean zonal winds in the southern hemisphere from which the QTDW is excited, there are still some notable differences. Slightly weaker values are resolved for the TIME-GCM easterly jet in the stratosphere/mesosphere compared to SPARC, with the reverse being true for the westerly jet in the lower thermosphere. The difference in magnitude for the jets is roughly 10 m s −1 . Additionally, the zero wind line in the TIME-GCM southern hemisphere is roughly 8-10 km higher compared to SPARC, which may be related to the slightly higher altitudes for the QTDW amplitude peaks described previously.
[30] It is also noted that the zonal mean zonal winds of the westerly jet in the northern stratosphere/mesosphere of our TIME-GCM run are almost a factor of 2 stronger compared to values in the SPARC reference climatologies, as well as past lower resolution runs of TIME-GCM [Palo et al., 1998; Liu et al., 2004] . From equation (3), it can be seen that for the westward propagating QTDW (c < 0) stronger eastward winds (u > 0) will tend to reduce the first term, making it more likely that m 2 will be negative, and the wave will be evanescent. This is reflected in the narrower latitudinal extent of the QTDW waveguide (regions of m 2 > 0) in TIME-GCM compared to SPARC. As such, the effect of the overestimated westerly jet in the northern stratosphere/ mesosphere in TIME-GCM is therefore to decrease the QTDW amplitudes in the northern hemisphere. However, given the better agreement between TIME-GCM and SPARC in the southern hemisphere, we conclude that the impact of the overestimated northern hemisphere mean winds on the generation and propagation of the QTDW in the southern hemisphere is minimal.
[31] Further evidence for the instability mechanism driving QTDW amplification in TIME-GCM is shown in Figure 4 , (Figure 4b ), illustrating its propagation, sources, and sinks. The meridional and vertical components of EP flux here are of the form:
[32] Here, the perturbation fields at each model grid point were reconstructed using the QTDW amplitudes and phases as determined from the two-dimensional least squares fit, as described previously. The vectors showing flux direction have been normalized to unit length, and are shown for regions of divergence, in order to illustrate the amplification of the QTDW in the MLT region.
[33] From Figure 4a , it can be seen that by the time maximum QTDW amplitudes occur in the MLT region on day 24, the westerly jet in the stratosphere/mesosphere is considerably stronger compared to the time before QTDW forcing (Figure 3a) . The waveguide retains the same basic shape as before, extending from the stratosphere into the lower thermosphere, but now extend to a slightly broader range of latitudes, as far as 60°S through 30°N in the stratosphere, which is still comparable to that resolved with the SPARC reference climatologies (Figure 3b ). QTDW EP fluxes show a region of strong divergence in a region just above the southern hemisphere instabilities, extending from about 50 km near the equator, to 105 km at 60°S. These results are consistent with those of Liu et al. [2004] , who identified regions of strong wave divergence near such instabilities in TIME-GCM as evidence of wave overreflection and amplification from the mean wind instabilities, which also appears to be the case here with the QTDW.
[34] It is therefore concluded that despite the overestimated northern hemisphere mean winds and stratospheric QTDW amplitudes (due to the lower boundary forcing scheme employed by TIME-GCM), the MLT response and amplification mechanisms for the QTDW event resolved in our TIME-GCM runs are consistent with those resolved in past TIME-GCM studies, as well as with past observations and data assimilation studies. The QTDW waveguide and regions of potential instability formed by the zonal mean zonal winds in TIME-GCM, are also similar to SPARC reference climatologies for January/February.
Migrating Diurnal Tide and Child Wave Variability
[35] We now examine the changes to the migrating diurnal tide in the presence of the QTDW, as well as the two child waves expected to be generated from a nonlinear interaction between the migrating diurnal tide and the QTDW. Figure 5 shows Fourier power spectra of wave activity in zonal winds fields at 90 km and 7.5°S, both without, and with QTDW forcing. The Fourier analysis was performed using data between days 22-28, corresponding to the time of the strongest QTDW amplitudes.
[36] In the control run, the only signals correspond to the migrating diurnal (1.0 cycles d −1 , s = −1) and semidiurnal tides (2.0 cycles d −1 , s = −2). When the QTDW (0.46 cycles d −1 , s = −3) is present, sum and difference child waves also appear at 1.46 cycles d −1 , s = −4 (16.4hW4) and 0.54 cycles d −1 , s = 2 (44.5hE2), respectively. These two child waves correspond to the first order effect of an interaction between the migrating diurnal tide and the QTDW, and are referred to as one-step nonlinearities [Palo et al., 1999] . When superimposed upon the migrating diurnal tide, the tidal amplitudes will appear to be modulated at the QTDW periodicity. The presence of these two child waves clearly indicates that the migrating diurnal tide is indeed interacting nonlinearly with the QTDW [Teitelbaum and Vial, 1991] .
[37] Additional waves appearing with QTDW forcing correspond to higher order interactions between the child and parent waves, as well as between the QTDW and the migrating semidiurnal tide (sum child wave of 9.75 h, s = −5 and difference child wave of 15.6 h, s = 1). A 24hW6 (1.0 cycles d −1 , s = −6) nonmigrating tide that may be responsible for the phase locking and coupling of the QTDW to the migrating tides [Walterscheid and Vincent, 1996] is also detected around the time the QTDW peaks in the MLT. The peak amplitudes of the 24hW6 in the southern midlatitudes of our model run (approximately 4-5 m s −1 ) are roughly half as large as those detected by Palo et al. [1999] , similarly occurring in the southern midlatitude MLT near the peak QTDW amplitudes. The smaller 24hW6 amplitudes in our TIME-GCM run are likely related to the fact that the QTDW amplitudes are also only half as large as those of Palo et al. [1999] , though it is unclear whether the smaller 24hW6 amplitudes result in a smaller QTDW (as proposed by McCormack et al. [2010] ), or vice versa. Overall, it is apparent that a broad spectrum of waves can result as byproducts of a QTDW event, which are described in more detail by Palo et al. [1999] .
[38] The variation of the migrating diurnal tide and the two child waves relative to the QTDW in the MLT region can be seen in Figure 2 . As mentioned in the previous section, the QTDW response in the MLT maximizes between days 20 and 30, but decays rapidly thereafter despite the constant lower boundary forcing, which is not turned off until day 51. The amplitudes of the migrating diurnal tide (Figures 2b and 2c) show a clear decrease around the time when the QTDW is large in the MLT region, but subsequently strengthen when the QTDW amplitudes decrease. This anticorrelation between the tide and the QTDW is consistent with that observed by ground-based radar measurements of the diurnal tide [Harris, 1994; Lima et al., 2004] , as well as in the numerical experiments of Palo et al. [1999] and Norton and Thuburn [1999] . The general decrease in tidal amplitudes is also apparent between Figures 6a and 6b , which show the amplitudes of the migrating diurnal tide as a function of latitude and altitude before QTDW forcing (day 5), and near the time of minimum tidal amplitudes (day 28). Locally, the decrease in MLT tidal amplitudes are in the range of roughly 20-40%. The presence of the QTDW also induces changes in tidal phases (Figure 6c) , with the vertical wavelength of the upward propagating tidal modes in the low latitudes decreasing by as much as 4 km at some locations, compared to the control run with no QTDW forcing.
[39] The two child waves (Figures 2d and 2e ) are strongest in the MLT region at the same time the QTDW response in the MLT maximizes, between days 20 and 30, further highlighting their relation to QTDW activity. The child waves decrease in amplitude with the decay of the QTDW amplitudes in the MLT, but are still resolved at Figure 5 . Fourier power spectra of zonal wind fields in TIME-GCM control run (left) with no QTDW forcing and (right) with QTDW forcing at 7.5°S, 90 km altitude on days 22-28. reduced amplitudes throughout the MLT region until QTDW forcing is turned off on day 51. EP flux analysis of the child waves (not shown) indicates that the child wave activity resolved during this later period correspond to nonlinear interactions between the migrating diurnal tide and the QTDW in the model stratosphere where the latter is still present, and are thus, an artifact of the lower boundary forcing scheme utilized in TIME-GCM.
[40] Figure 7 shows the amplitudes of the sum (16.4hW4) and difference (44.5hE2) child waves as a function of latitude and altitude on day 24, when the amplitudes of the QTDW and child waves in the MLT region were strongest. The 16.4hW4 is the larger of the two, attaining maximum amplitudes of around 14 m s −1 in the horizontal wind fields and 12 K in temperatures, primarily in the low-latitude lower thermosphere. The 44.5hE2 is smaller than the 16.4hW4, and attains amplitudes of approximately 8 m s −1 in horizontal wind fields, and 4 K in temperature fields. Both child waves show downwards phase progression (not shown), indicative of upwards energy propagation. The spatial structure and strengths of the child waves shown here are similar to those of resolved in the earlier TIME-GCM runs of Palo et al. [1999] , who cited their generation as evidence of nonlinear interaction between the migrating diurnal tide and the QTDW, and attributing the tidal amplitude decrease to this mechanism.
[41] It is also interesting to note from Figure 2 that the minimum tidal amplitudes occur roughly 4-6 days after the maximum QTDW amplitudes, whereas the maximum child wave amplitudes tend to occur earlier, at times closer to the maximum QTDW amplitudes in the MLT region. The reason for this time delay between tidal and QTDW variation in the MLT region will become apparent in the next section, where the contributions of nonlinear advection, linear advection, and gravity wave momentum forcing to the resolved tidal variability will be ascertained.
Potential Coupling Mechanisms
[42] In the previous section, the main tidal effects resulting from nonlinear interactions between the QTDW and the migrating diurnal tide have been found to be a decrease in tidal amplitudes and vertical wavelength when the QTDW is large in the MLT region. Additionally, the structure and evolution of the QTDW and the child waves resulting from a nonlinear interaction with the migrating diurnal tide are found to be consistent with the results of past QTDW modeling studies [Palo et al., 1998 [Palo et al., , 1999 Liu et al., 2004] , providing additional confidence that the physical processes in this model run are realistic. We now seek to identify the physical mechanisms responsible for producing the changes in the migrating diurnal tide. Additional details and validation studies of the following tendency analysis are provided by Chang [2010] .
[43] Let us first consider the physical tendencies that may act to couple the tide and the QTDW. The zonal and meridional momentum equations utilized in TIME-GCM are:
[44] Here, the time tendencies of zonal and meridional momentum are balanced by the sum of the tendencies on the right hand side of equations (5) and (6). The right-hand side tendencies correspond respectively to the Coriolis tendency, the pressure gradient tendency, advection, curvature, gravity wave momentum forcing, horizontal diffusion, ion drag, and vertical viscosity. The migrating diurnal components of the last three terms are found to be relatively small in the MLT region, and are unlikely to contribute significantly to the resolved tidal variability. On the other hand, the first two classical terms are linear and again cannot directly couple the tide and the QTDW. We therefore focus on the effects of the nonlinear (wave-wave) and linear (wave-mean flow) terms of advection (referred to hereafter as nonlinear and linear advection, respectively), as well as gravity wave momentum forcing. Although the nonlinear curvature terms are found to be relatively small compared to the nonlinear advective terms, past studies [McLandress, 2002b] have found that the linear curvature terms can play an important role in the seasonal variability of the migrating diurnal tide, in the context of zonal mean vorticity. The effects of the linear curvature terms will later be considered when examining the role of background atmospheric effects.
[45] The combined linear and nonlinear advective tendencies were computed from the output model wind fields at each grid point and time step as: (1 K) for 44.5hE2.
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[46] Each tendency field was then fit to the migrating diurnal component using a two dimensional least squares fit, similar to that employed by McLandress [2002a] to examine mechanisms responsible for the semiannual oscillation of the migrating diurnal tide. The nonlinear components of the migrating diurnal advective tendencies were separated by subtracting the analytically computed migrating diurnal linear advective tendencies from the migrating diurnal total advective tendencies. The linear advective tendencies for a particular wave or tidal perturbation are:
[47] Substituting in a perturbation of form u′ =ûe
and dividing out the oscillatory term, the complex amplitudes (F linear ) of the linear advective tendencies may be computed analytically as:
[48] The nonlinear advective tendencies for a particular perturbation are then simply the difference between the total advective tendency for that perturbation (computed as shown in equation (7), using output model wind fields), and the linear advective tendencies as computed above.
[49] To quantify the relative significance of the nonlinear advective, linear advective, and gravity wave momentum tendencies in driving the resolved tidal variability, the change in the migrating diurnal component of these tendencies due to the QTDW must first be examined. The nonlinear and linear advective tendencies were calculated as described above. The gravity wave momentum tendency was output hourly from the model diagnostics at each grid point, and the tidal components of the tendencies fitted with the same regression algorithm used to fit the tidal wind and temperature amplitudes.
[50] Figures 8a-8c show the amplitudes of these three tidal tendencies in the zonal winds on day 28, corresponding to the day when the tidal amplitudes in the southern hemisphere were smallest. It can be seen that tidal nonlinear advection tends to be strongest in the mid to high latitudes of the winter lower thermosphere, while the strongest linear advection tends to occur in the low latitudes, roughly following the structure of the tide. Gravity wave momentum forcing also tends to be strongest at mid to low latitudes, though high-latitude peaks are also resolved in the horizontal winds between 100 and 120 km. In the low latitudes where the migrating diurnal tidal peaks occur the gravity wave momentum tendencies are significantly smaller than the advective tendencies (note the smaller scale of the gravity wave momentum tendencies relative to the two advective tendencies in Figures 8a and 8b) .
[51] The amplitudes of the vector difference (incorporating both amplitude and phase information) between the migrating diurnal tidal tendencies in the QTDW run and the control run are shown in Figures 8d-8f . While all three tendencies show signs of variation as a result of the QTDW event, the magnitude of the tendency differences are again significantly larger in the nonlinear and linear advective tendencies compared to the gravity wave momentum tendencies, with the linear advective tendencies as much as 2 times larger than the nonlinear advective tendencies in the low-latitude MLT. It is therefore concluded that the tidal variation during the QTDW event is driven primarily by changes in linear advection, with changes in nonlinear advection playing a comparably smaller role throughout much of the low-latitude MLT region. Similar analysis computed for the tidal meridional wind tendencies (not shown) also showed similar results. We therefore focus on ascertaining the roles of nonlinear advection and changes to the mean zonal winds, which accounts for most of the linear advective tendencies, in driving the resolved tidal variability in the following subsections.
The Role of Nonlinear Advection
[52] We first consider the role of the nonlinear advective tendencies in producing the tidal variability resolved during the QTDW event. In the past, nonlinear advection of energy from the tide to the child waves has been proposed as the primary mechanism by which tidal amplitudes are reduced during QTDW events [Palo et al., 1999; Norton and Thuburn, 1999] . Following the methodology employed by McLandress  [2002a] , the local effect of the nonlinear advective tendencies on the migrating diurnal tide may be examined using an equivalent Rayleigh friction coefficient (ERF), computed as:
Here,F nonlin andû are the complex amplitudes of the tidal nonlinear advective tendency and the corresponding tidal wind field, respectively. For values of ERF smaller than the tidal frequency (72.7 × 10 −6 s −1 for the diurnal tide), the effects of the tendency on the tidal amplitude and phase may be separated. The real part of the ERF coefficient corresponds to changes in tidal amplitude, while the imaginary part of ERF corresponds to changes in tidal phase. For Re(ERF) > 0 ( < 0), the tendency is acting to damp (amplify) the tidal amplitudes. The tidal phase is reduced (increased) by Im(ERF) < 0 ( > 0), which for an upwards propagating tide, corresponds to a decrease (increase) of vertical wavelength.
[53] Figures 9a and 9c show the difference in Re(ERF) for the nonlinear advective tendencies between the QTDW forcing and control runs for the tidal zonal and meridional winds, respectively. The results correspond to day 28, near the time when the migrating diurnal tidal amplitudes were smallest (shown previously in Figures 2b and 2c) . For the zonal component (Figure 9a ), it can be seen that there is an increase in the regions of local tidal damping (positive Re (ERF)) in the presence of the QTDW, particularly equatorward of 20°latitude at altitudes below about 100 km in the MLT region. Regions of increased tidal forcing (negative Re (Figures 8a and 8d) , linear advection (Figures 8b and 8e) , and gravity wave momentum forcing (Figures 8c and 8f) (ERF)) are also resolved, particularly at altitudes above 90 km, as well as at latitudes poleward of 20°S. A similar pattern is also resolved for the changes in Re(ERF) for the meridional component (Figures 9c) , though the magnitudes are smaller, potentially due to the larger tidal meridional wind amplitudes. The near singular values about the equator for the meridional component are likely related to the zero crossing of the diurnal [1,1] meridional wind expansion function at that location.
[54] We now consider whether the anticorrelation between the migrating diurnal tidal amplitudes and the QTDW response in the MLT region can be attributed to local forcing by nonlinear advection. Figures 9b and 9d show the variation of Re(ERF) for the nonlinear advective tendencies for the tidal zonal and meridional winds, at altitudes corresponding to the regions of increased damping in the MLT region (90 and 97 km, respectively). Results between days 10-15 and 50-55 reflect large transients present at the beginning and end of QTDW forcing, and are not considered in the following analysis. The regions of tidal damping in the tropical southern hemisphere latitudes are consistent with observations of amplitude reduction in the presence of the QTDW. This pattern of tidal damping in the tropics, and amplification at higher latitudes is consistent with the results of McLandress [2002a] , and was interpreted as nonlinear advection acting to smooth the tidal structure. The results therefore show that the smoothing effect of nonlinear advection on the migrating diurnal tide in the MLT region is enhanced when the QTDW is present.
[55] While the above results are not necessarily inconsistent with the decrease in tidal amplitudes resolved in the presence of the QTDW, the changes in the nonlinear advective tendencies due to the QTDW are still smaller than the changes in the linear advective tendencies during this time (Figures 8d and 8e ). The decrease in tidal vertical wavelengths during this time cannot be entirely attributed to nonlinear advection, as the change in Im(ERF) coefficients (not shown) were found to be highly variable depending upon latitude, altitude, and tidal field. Consequently, the changes to the migrating diurnal tide in the presence of the QTDW in the model cannot be attributed to nonlinear advection alone.
The Role of the Zonal Mean Zonal Winds
[56] We now consider the tidal impact of changes to the background atmosphere induced by the QTDW, particularly whether such changes can drive the decrease in tidal amplitudes and vertical wavelengths resolved around day 30. Given that the change in linear advective tendencies due to the QTDW were previously found to be as large, or larger than the change in nonlinear advective tendencies (Figures 8d and 8e) , the effect of QTDW driven changes to the background atmosphere cannot be ignored. Tidal variability induced through tidal interaction with the zonal mean zonal winds, accounting for most of the linear advective tendencies, has been extensively studied in several modeling studies [Forbes and Vincent, 1989; Forbes and Hagan, 1988; McLandress, 2002b; Ortland, 2005] , and is known to produce significant changes in the global structure of the tide. We therefore leverage these past results in order to understand the impact of zonal mean zonal wind changes driven by the presence of the QTDW.
[57] Figures 10a and 10b show the difference between the zonal mean zonal winds of the QTDW forcing and control run, as a function of latitude and altitude on days 28 and 65, respectively representative of the time of minimum migrating diurnal tidal amplitudes in the MLT region, and conditions near the end of the model run with QTDW forcing turned off. It is clear from Figures 10a and 10b that the QTDW induces significant changes to the zonal mean zonal winds throughout the stratosphere and MLT region, which will now be discussed in detail.
[58] We first examine the changes in the low-latitude MLT region, present on both days 28 and 65. The lowlatitude zonal mean zonal winds between 70 and 95 km in the northern hemisphere, and above 95 km in the southern . Positive values eastward.
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hemisphere are 20-30 m s −1 stronger in the eastward direction during and after the QTDW event. Directly above the region of increased eastward winds, a region of increased westward winds is also resolved, extending above 100 km, into the equatorial lower thermosphere. These vertically alternating changes to the mean winds in the MLT may be indicative of changes to the filtering of the zonal mean gravity wave drag. Increases in westward mean winds driven by the QTDW in the stratosphere can result in more gravity waves with eastward phase velocities penetrating into the mesosphere, to break in that region, and vice versa. The change in zonal mean gravity momentum forcing is shown in Figures 10c and 10d , and show good agreement with the locations and directions of the low-latitude zonal mean zonal wind changes. However, these low-latitude zonal mean zonal wind changes induced by altered gravity wave propagation are persistent throughout the entire time period after QTDW forcing is turned on, and are in fact, still present near the end of the model run. Therefore, the decrease in tidal amplitude and vertical wavelength resolved around the time of the large QTDW event in the MLT region cannot be attributed to these persistent low-latitude zonal mean zonal wind changes.
[59] In contrast to the persistence of the aforementioned gravity wave driven changes in the low-latitude MLT zonal mean zonal winds, significant changes are also resolved in the southern hemisphere stratosphere and mesosphere zonal mean zonal winds, which are correlated to the variation of the QTDW in the MLT region, and the resolved variability in the migrating diurnal tide. From Figure 10a and the zonal mean zonal wind contours at 90 km with (Figure 11a ) and without the QTDW (Figure 11b) , it can be seen that these changes correspond to a strengthening and equatorward shift of the summer easterly jet in the southern hemisphere . This strengthening of the easterly jet is attributable to westward forcing upon the mean winds by the QTDW, and is reflected in the negative values of QTDW EP flux divergence throughout the southern stratosphere/mesosphere previously shown in Figure 4b . It is also notable that the changes in the easterly jet maximize between days 28 and 30, and are coincident with the days where the maximum decrease in tidal amplitudes were resolved (Figures 2b and 2c) . This is in contrast to the maximum increase in tidal smoothing due to nonlinear advection (Figures 9b and 9d) , which occurred a few days earlier, between days 23 and 26.
[60] We therefore focus on understanding the effects of the strengthened summer easterly jet on the migrating diurnal tide. The increase in westward mean winds can Doppler-shift the migrating diurnal tide to shorter vertical wavelengths, thereby rendering it more susceptible to dissipation [Forbes and Hagan, 1988; Forbes and Vincent, 1989] . The increase in the latitudinal shears of the easterly jet can also play a role through a combination of the linear advective tendencies and the curvature terms in the zonal momentum equation (equation (5)), the effects of which may be quantified as zonal mean vorticity = À1 a cos @ @ (u cos ) [McLandress, 2002b] . Figure 11 shows the zonal mean zonal winds and zonal mean vorticity in TIME-GCM at 90 km as a function of latitude and time. An increase in the magnitude of zonal mean vorticity is resolved during the QTDW event in the MLT, due to the strengthened summer easterly jet. Numerical experiments by McLandress [2002b] found that increases in zonal mean vorticity due to the latitudinal gradients of the easterly jet resulted in a net decrease in tidal amplitudes and vertical wavelength. The predicted effects and timing of the strengthened easterly jet upon the tide are therefore consistent with the resolved tidal variability in our simulation. Combined with the larger magnitudes of the linear advective tendency changes compared to changes in nonlinear advection, it is concluded that the QTDW induced changes to the summer easterly jet can be just as significant as nonlinear advection in driving the resolved tidal variability, if not more so.
[61] It is noted that the spatial structure of the mean wind changes in this model run are similar to those resolved by Palo et al. [1999] using an older version of the TIME-GCM with a coarser spatial grid. However, the magnitudes of the mean wind changes are roughly twice as strong in our higher resolution run compared to those from Palo et al. [1999] . These differences may be due in part to the higher model resolution employed in this study, or differences in gravity wave parameterization. Other past estimates of zonal mean zonal wind changes in the mesosphere due to the QTDW in models and observations have ranged from 10 to 30 m s −1 [Plumb et al., 1987; Fritts et al., 1999; Lieberman, 1999] , or as high as 60-100 m s −1 [Lieberman, 1999] . The changes of 40 m s −1 in the TIME-GCM zonal mean zonal wind results shown here lies between the range of values established by these past studies.
Conclusions
[62] A quasi 2 day wave has been simulated in the TIME-GCM, with spatial structure, strength, and time variation comparable to that resolved in previous modeling and observational studies. During the QTDW event, the migrating diurnal tide decreases in amplitude by 20-40%, consistent with past observations and modeling studies. Tidal vertical wavelength also decreases by 4 km throughout the MLT region. Child waves corresponding to the sum and difference of the frequencies and wave numbers of the tide and the QTDW are resolved, confirming that a nonlinear interaction between the migrating diurnal tide and QTDW is indeed taking place [Teitelbaum and Vial, 1991] . While such child waves can continue to be generated in the lower levels of the model when the QTDW in the MLT region is small, this is an artifact of the lower boundary forcing method utilized to excite the QTDW in TIME-GCM, and has little effect on tidal variability in the MLT region.
[63] Analysis of the tidal tendencies indicates that the most significant changes to the tidal momentum budget come from nonlinear and linear advection, with the changes due to linear advection being larger than the changes due to nonlinear advection. Nonlinear advection results in an increased smoothing effect on tidal amplitudes when the QTDW is present, with increased damping in the tropics and amplification poleward of the tidal amplitude peaks [McLandress, 2002a] . The QTDW, and subsequent feedback effects from gravity waves, can also effect large changes in the zonal mean zonal winds, which in turn will have an impact on the tide. The stronger easterly stratospheric jet and the resulting increase in zonal mean vorticity accounts, at least in part, for the reduced tidal amplitudes and vertical wavelengths while the QTDW is present in the MLT region. In summary, the QTDW induced changes in the tidal linear advective tendency are larger than changes in the tidal nonlinear advection, while the resolved tidal variability is consistent with the QTDW induced changes in the zonal mean easterly jet in the stratosphere/mesosphere. We therefore conclude that the tidal variability in the presence of the QTDW in TIME-GCM is driven predominately by QTDW induced changes to the zonal mean zonal winds, rather than through the generation of child waves via nonlinear advection, as previously assumed [Palo et al., 1999; Norton and Thuburn, 1999] .
[64] Perhaps the most significant result of this study is the finding that QTDW-induced changes to the zonal mean zonal winds, particularly the latitudinal gradients, can drive significant short-term migrating diurnal tidal variability in TIME-GCM. This mechanism is consistent with that found by McLandress [2002b] to generate seasonal variability in the migrating diurnal tide. This result raises the possibility that some of the tidal variability resolved in past studies involving nonlinear interaction with quasi-stationary planetary waves [Liu et al., 2007; Chang et al., 2009] might also be driven by planetary wave induced zonal mean zonal wind changes, in addition to nonlinear advection. Additional modeling and observational work will also be needed to determine realistic values for zonal mean zonal wind changes induced by the QTDW, as well as improvements to the TIME-GCM gravity wave parameterization and Rayleigh friction settings in the solstice northern hemisphere at higher resolutions. In the case of the former, the QTDW induced changes to the zonal mean zonal winds in this study are qualitatively similar to those of Palo et al. [1999] , but with magnitudes that are roughly twice as strong, potentially due to differences in model resolution. The latter issue results in overestimated westerly winds in the northern stratosphere/ mesosphere, resulting in reduced QTDW penetration into the model northern hemisphere.
