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We systematically study the fluorescence of low density Frenkel excitons in a crystal slab con-
taining NT V-type three-level atoms. Based on symmetric quasi-spin realization of SU(3) in large N
limit, the two-mode exciton operators are invoked to depict various collective excitations of the col-
lection of these V-type atoms starting from their ground state. By making use of the rotating wave
approximation, the light intensity of radiation for the single lattice layer is investigated in detail.
As a quantum coherence effect, the quantum beat phenomenon is discussed in detail for different
initial excitonic states. We also test the above results analytically without the consideration of the
rotating wave approximation and the self-interaction of radiance field is also included.
PACS numbers: 42.50 Fx, 71.35-y
I. INTRODUCTION
It is well known that the fluorescence of an exciton ex-
hibits super-radiant character due to the appearance of
macroscopic transition dipole moment of the exciton1–12.
However this collective feature of exciton radiance de-
pends upon dimensionality of crystal. In infinite bulk
crystals, the exciton does not radiate because this exci-
ton is dressed with a photon which has the same wave
vector due to the transitional symmetry of the total sys-
tem. As a result, a stable polariton is formed1. In the
case of lower dimensional systems, one can show that the
exciton decays superradiantly due to breakdown of the
translational symmetry. For example the decay rates of
exciton are of the order (λ/a)γ for one-dimensional (1D)
crystals and (λ/a)2γ for 2D crystals2, with γ being the
radiative decay rate for an isolated atom, a the lattice
constant, and λ the light wavelength.
The enhanced factor (λ/a)D in the radiative width of
exciton is now regarded commonly as one of evidences of
“superradiance”10, which has been demonstrated in ex-
periments for Frenkel excitons13 and Wannier excitons14.
Since the enhanced radiant effect can also appear in
the usual superradiance of an ensemble of atoms15,16,
how can we distinguish the different features between
the fluorescence of the excitons and that of the atomic
ensemble? It is known that, in the fully population-
inverted atom systems, the atoms radiate independently
with each other in the initial stage. The back-action of
the emitted photon to the atoms results in the corre-
lation among atoms. Consequently, the atoms become
cooperative and thus the fluorescence from the atomic
ensemble will show different statistical properties in the
initial and final stages. On the other hand, the exciton
fluorescence exhibits identical statistical character during
the whole process17. Physically, this is because the ini-
tial dipole moments of the atoms are spatially random in
an atomic ensemble, but in a semiconductor crystal, the
dipole moment of exciton presents a macroscopic effect
even at initial moment. So the optical properties of multi-
dimensional quantum-confined semiconductor structures
(MQCS), such as quantum wells, quantum wires and
quantum dots, have their own specific features in physical
processes.
The optical properties of the MQCS in a semiconduc-
tor microcavity (SMC) have attracted more and more
attention in the past decades18. The SMC with high-
reflectivity dielectric mirrors leads to the realization of
the strong coupling between radiation and matter. More-
over, since the optical mode structure of the SMC may al-
ter around the MQCS, many new phenomena, such as tai-
loring the spontaneous-radiation rate and pattern19–21,
the coupled exciton-photon mode splitting in a SMC22,23,
have been demonstrated. The resonant interaction be-
tween excitons and a single-mode cavity field and the cor-
responding detuning effect were further investigated24,25.
Most of these former works mentioned above dealed
only with the two-level lattice atom case, however the
three-level atom case may be very useful to implement
quantum information encoding and processing26–30.
Over the last few years, the cavity QED with the col-
lective excitations of ensembles of three-level atoms has
attracted much attention for quantum computing im-
plementations. In this case, many atoms are entangled
through their interaction with the common cavity field.
To maintain quantum coherence in this quantum infor-
mation processing31, it is important to reach the so-called
strong coupling regime where the single-photon coherent
coupling g0 ≫ γ, γcav, the atomic and cavity dissipa-
tion (decoherence) rates respectively. It is the symmet-
ric collective excitation that can reach the strong cou-
pling regime without requiring a high finesse cavity as
g0 ∝
√
N , with the total number of atoms N and here we
need to consider the quantum decoherence induced by the
spatial inhomogeneousness of couplings32,33. In fact, the
phenomena of superfluorescence or superradiance34–36
constitute another example of collective state dynam-
ics. Recent experimental success clearly demonstrates
the power of such an atomic ensemble based on the sys-
tem for entangling macroscopic objects37.
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In the present paper, we study the fluorescence of low
density excitons in a crystal slab containing V-type three-
level atoms. The purpose of this paper is to investigate
the quantum interference effect38 in the time evolution
of light intensity. In sec. II, considering that the exis-
tence of the two-level atomic exciton is mathematically
associated with the infinite dimensional reducible repre-
sentation of SU(2) Lie algebra39, we can rationally de-
fine the exciton operators for the three-level case associ-
ated with SU(3) algebra, which contains various SU(2)
subalgebras. With this conception, both the free part
and the interaction part of Hamiltonian can be written
down in terms of the introduced two-mode exciton op-
erators, which can be described by bosonic operators in
the low-density limit. In sec. III, with rotating wave
approximation (RWA) for the interaction (e/mc)P · A,
the coupled equations for the exciton-light field system
are solved with the help of Weisskopf-Wigner approach
(WWA)40,41. In sec. IV, the explicit expressions of the
electric field operators are derived for the monolayer case.
The light intensity as well as the first- and second-order
degree of quantum coherence are calculated to show cer-
tain new features of exciton fluorescence in a three-level
crystal slab. We discuss the phenomenon of quantum
beat in the time evolution of the light intensity for vari-
ous initial exciton states. In sec. V, we consider the roles
of both the non-RWA terms and the self-interaction term
of photon. This consideration avoids “unphysical” roots
of the characteristic equation when the non-perturbation
approach given in Ref.17 is used. The light intensity is
calculated to compare with the results in sec. IV. The
conclusions are presented in Sec. VI with some remarks.
II. TWO MODE EXCITON SYSTEM WITH SU(3)
STRUCTURE
We consider a plane crystal slab with a simple cubic
structure which contains a stack of N identical layers.
V-type three-level atoms, as shown in Fig. 1, occupy NT
lattice sites, whereNT = NLN andNL is the total lattice
sites within each layer. The wave vectors of the excitons
and light fields are all assumed perpendicular to the slab.
We restrict ourselves to investigate only the low density
excitons region.
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FIG. 1. (a) Energy structure of a V-type three-level atom.
Ω1is the transition frequency of |g〉 ↔ |e1〉, and Ω2 is that
of |g〉 ↔ |e2〉. The direct transition between the two upper
states is forbidden. (b) A plane crystal slab with simple cu-
bic structure containing a stack of N identical layers with NL
sites within each layer.
The interaction emcp·A between the radiation field and
the multi-atom system is written in the second quantiza-
tion form
Hˆ1 = h¯
∑
q;l,j
g1(q) |e1〉lj 〈g|
[
aˆq + aˆ
†
−q
]
eiqla
+h¯
∑
q;l,j
g2(q) |e2〉lj 〈g|
[
aˆq + aˆ
†
−q
]
eiqla +H.c., (1)
where aˆq and aˆ
†
q are the annihilation and creation op-
erators of the photon with wave vector q along z, re-
spectively, j and l denote the jth lattice site in the lth
layer. g1(q) =
√
2πΩ1
V h¯|q|cd1, g2(q) =
√
2πΩ2
V h¯|q|cd2 are the ef-
fective atom-photon coupling constants of |g〉 ↔ |e1〉 and
|g〉 ↔ |e2〉 atomic transitions with transition frequencies
Ω1 and Ω2, respectively. The corresponding transition
dipole moments are represented by d1 and d2. We as-
sume that d1 and d2 are parallel and lying in the slab
plane.
Introduce the collective operators for the lth layer as17
Aˆ(l)† =
1√
NL
∑
j
|e1〉lj 〈g| , Aˆ(l) =
1√
NL
∑
j
|g〉lj 〈e1| ,
Bˆ(l)† =
1√
NL
∑
j
|e2〉lj 〈g| , Bˆ(l) =
1√
NL
∑
j
|g〉lj 〈e2| . (2)
It is easy to prove that, two sets of the operators
E
(l)
1 =
∑
j
|e1〉lj 〈g| , F (l)1 = E(l)†1 , (3)
and
F
(l)
2 =
∑
j
|e2〉lj 〈g| , E(l)2 = F (l)†2 , (4)
just generate two SU(2) algebras not commuting with
each other. This means the four collective operators
E
(l)
1 , E
(l)
2 , F
(l)
1 and F
(l)
2 do not span a product alge-
bra SU(2)⊗SU(2). A straightforward calculation in Ap-
pendix A checks that they satisfy SU(3) algebra. Actu-
ally, the above four collective operators define a spinor
realization of SU(3) of NL+1 dimensions. Furthermore,
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the unique number NL, atom number, determines the
dimensions NL + 1 of representations of the two SU(2)
subalgebras. Since we understood the single-mode ex-
citon in terms of the large NL limit of representations
of SU(2), it is easy to prove for SU(3) case that, in a
very large NL and the low density excitation region, the
above defined collective operators Aˆ(l) and Bˆ(l) become
the bosonic ones obeying the commutation relation[
Aˆ(l), Aˆ(l
′)†
]
= δl,l′ ,
[
Bˆ(l), Bˆ(l
′)†
]
= δl,l′ , (5)
where the ideal bosonic approximation is equivalent to
the neglect of the phase space filling effect and the
exciton-exciton interaction42.
In terms of these collective operators, the two-mode
Frenkel exciton operators with wave vectors k = 2πmNa
(m = − 12 (N − 1),− 12 (N − 3), ..., 12 (N − 1)), are just the
discrete Fourier transformations for them
Aˆk =
1√
N
∑
l
e−iklaAˆ(l),
Bˆk =
1√
N
∑
l
e−iklaBˆ(l). (6)
In fact their conjugates A†k and B
†
k are just the generators
for the quasi-spin wave states
|Ak〉 = Aˆ†k|g1, g2, ..., gNT 〉,
|Bk〉 = Bˆ†k|g1, g2, ..., gNT 〉. (7)
Since the operators Aˆk and Bˆk commute with each other
for very large NL and low excitation, they form a two
independent boson system. Then we obtain the interac-
tion Hamiltonian for the the two-mode Frenkel exciton
system coupled to a quantized electromagnetic field
Hˆ1 = h¯
∑
q,k
G1(q)O(k + q)
[
Aˆk + Aˆ
†
−k
] [
aˆq + aˆ
†
−q
]
+ h¯
∑
q,k
G2(q)O(k + q)
[
Bˆk + Bˆ
†
−k
] [
aˆq + aˆ
†
−q
]
, (8)
where the coupling constants between the photons and
excitons take the following form
G1(q) =
√
NT g1(q) =
√
NT
2piΩ21
V h¯ωq
d1,
G2(q) =
√
NT g2(q) =
√
NT
2piΩ22
V h¯ωq
d2, (9)
here ωq = |q|c. The wave-vector matching factor17 in Eq.
(8) is
O(k + q) =
1
N
∑
l
ei(k+q)la =
1
N
sin(k+q2 Na)
sin(k+q2 a)
, (10)
which is real and equal to 1 for k+q = 0, andO(k+q) < 1,
for k + q 6= 0.
III. EQUATIONS OF MOTION WITH ROTATING
WAVE APPROXIMATION
In this section, we consider the rotating wave approx-
imation (RWA) to deal with the interaction emcp ·A be-
tween the radiation field and the multi-atom system. Af-
ter introducing the two-mode exciton operators in Eq.
(6), the interaction Hamiltonian between the excitons
and photons with RWA is obtained as
HˆRWA = h¯
∑
q,k
G1(q)O(k + q)
[
Aˆkaˆ
†
−q + Aˆ
†
−kaˆq
]
+h¯
∑
q,k
G2(q)O(k + q)
[
Bˆkaˆ
†
−q + Bˆ
†
−kaˆq
]
, (11)
where we have neglected the higher frequency (non-
resonant) terms: Aˆ†−kaˆ
†
−q, Aˆkaˆq, Bˆ
†
−kaˆ
†
−q, and Bˆkaˆq.
The Heisenberg equations for the exciton and photon
operators are
i
∂
∂t
Aˆk = Ω1Aˆk +
∑
q
G1(q)O(q − k)aˆq, (12)
i
∂
∂t
Bˆk = Ω2Bˆk +
∑
q
G2(q)O(q − k)aˆq, (13)
i
∂
∂t
aˆq = ωqaˆq +G1(q)
∑
k
O(k − q)Aˆk
+G2(q)
∑
k
O(k − q)Bˆk. (14)
Taking the following transform
Aˆk → A˜k = AˆkeiΩ1t, Bˆk → B˜k = BˆkeiΩ2t, (15)
to remove the fast varying factors, we obtain the formal
equation for the exciton operator
∂
∂t
A˜k(t) = −i
∑
q
G1(q)O(q − k)e−i(ωq−Ω1)taˆq(0)
−
∑
q,k′
G1(q)G2(q)O(q − k)O(k′ − q)
×
∫ t
0
B˜k′(t
′)e−i(ωq−Ω1)tei(ωq−Ω2)t
′
dt′
−
∑
q,k′
G21(q)O(q − k)O(k′ − q)
×
∫ t
0
A˜k′ (t
′)e−i(ωq−Ω1)(t−t
′)dt′. (16)
Here, the first term proportional to aˆq(0) is the so-called
quantum noise term. The second term in the above equa-
tion corresponds to a multi-photon processes (MPP) in-
cluding stimulated emission and absorption effects. Its
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contribution can be ignored since it is a higher order term
from the standpoint of perturbation40. The last term in
Eq. (16) can be solved by using the Weisskopf-Wigner
approximation (WWA), i.e., assuming that A˜k′(t
′) varies
sufficiently slowly so that it can be factorized outside
the integral. The remaining part of the time integral of
the last term in Eq. (16) can be evaluated and get a
Dirac δ function with variable (ωq −Ω1) and a principal
part P
[
i
ωq−Ω1
]
term, which contributes a frequency shift
(Lamb shift).
The equation of motion for B˜k(t) can also be obtained
in the similar way. By using the WWA, and neglecting
the MMP, we can solve the equations for both of the two-
mode excitons to obtain A˜k(t) and B˜k(t). Substituting
them into Eq. (14), the explicit expression for aˆq(t) in
terms of aˆq(0), Aˆk(0) and Bˆk(0) can be obtained. Finally
we can get the positive-frequency part of the electric field
Eˆ(+)(z, t) = i
∑
q
√
2pih¯ωq
V
aˆq(t)e
iqz
= i
∫ ∞
−∞
dq
√
h¯ωqL
2piA
aˆq(t)e
iqz , (17)
where we have taken the photon normalization volume
V to be LA, with A being the area of the crystal slab,
and assumed that the slab is located at the middle of the
volume. When L is sufficiently large, the sum over q has
been replaced by an integral:
∑
q ...→ L2π
∫∞
−∞ dq....
For an arbitrary initial state |φ〉 = |φex〉 ⊗ |φL〉 of the
total system, the light intensity radiated from the two-
mode exciton system is defined as
I(z, t) =
c
2pi
〈φ| : Eˆ(−)(z, t)Eˆ(+)(z, t) : |φ〉, (18)
where the symbol “: ... :” means the normal product
according to the exciton operators. z is the position of
a detector relative to the crystal slab. The first-order
degree of coherence of fluorescence is given by
g(1)(z; t, t+ τ) =
c
2π 〈φ| : Eˆ(−)(z, t)Eˆ(+)(z, t+ τ) : |φ〉√
I(z, t)I(z, t+ τ)
.
(19)
Similarly, one can also define the second-order degree of
coherence as
g(2)(z; t, t+ τ) =
c2
4π2 〈φ| : Eˆ(−)(z, t)Eˆ(−)(z, t+ τ)Eˆ(+)(z, t+ τ)Eˆ(+)(z, t) : |φ〉
I(z, t)I(z, t+ τ)
. (20)
IV. QUANTUM INTERFERENCE EFFECT IN LIGHT INTENSITY
In this section, the features of exciton fluorescence in
the case of monolayer will be studied in detail. From the
definition of the wave vector of excitons, when N = 1, it
takes only one value k = 0 and the wave-vector matching
factor O(q − k) = O(k′ − q) ≡ 1. Thus with the help of
WWA, we get the equations of motion for exciton modes
A0 and B0 as
∂
∂t
A˜0(t) = −i
∑
q
G1(q)e
−i(ωq−Ω1)taˆq(0)− η1
2
A˜0(t), (21)
∂
∂t
B˜0(t) = −i
∑
q
G2(q)e
−i(ωq−Ω2)taˆq(0)− η2
2
B˜0(t), (22)
in which,
η1 =
4piΩ1d
2
1
h¯a2c
= 3
(
piλ21
a2
)
γ1, (23)
η2 =
4piΩ2d
2
2
h¯a2c
= 3
(
piλ22
a2
)
γ2, (24)
where, γ1 =
4Ω31d
2
1
3h¯c3 is the radiative decay rate of an iso-
lated atom from |e1〉 to |g〉, and γ2 = 4Ω
3
2d
2
2
3h¯c3 is that of |e2〉
to |g〉 , respectively. λj = cΩj , for j = 1, 2, denote the
reduced wavelengthes. We find that, because of the im-
plementation of WWA and the ignorance of multi-photon
scattering processes (MPP) in the derivation of Eqs. (21)
and (22), the two-mode excitons decay independently in
an exponential rule. Even though our treatment seems to
be bold, we can get a useful result that the decay rates of
excitons in two dimensional crystal slab are proportional
to the enhanced factor (λ/a)2. In section V, we will con-
sider a more complex case, in which a non-perturbation
approach is used to restudy the radiative decay rates of
the two-mode excitons without WWA, and the effects of
MPP will be also investigated there.
Substituting the solutions of Eqs. (21) and (22) into
Eq. (14), we get the explicit expression of the photon
annihilation operator aˆq(t) for the monolayer case:
aˆq(t) = uq(t)Aˆ0(0) + vq(t)Bˆ0(0)
+e−iωqtaˆq(0) +
∑
q′
wq,q′(t)aˆq′ (0), (25)
where
uq(t) = G1(q)
e−iωqt − e−η1t/2e−iΩ01t
ωq − Ω01 + iη1/2 , (26)
4
vq(t) = G2(q)
e−iωqt − e−η2t/2e−iΩ02t
ωq − Ω02 + iη2/2 , (27)
wq,q′ (t) =
G1(q)G1(q
′)e−iωqt
ωq′ − Ω01 + iη1/2
[
ei(ωq−Ω01)te−η1t/2 − 1
ωq − Ω01 + iη1/2
−e
i(ωq−ωq′ )t − 1
ωq − ωq′
]
+ same with 1→ 2, (28)
in which Ω0j = Ωj +∆j , for j = 1, 2, are the renormal-
ized physical frequencies, and ∆j are the lamb frequency
shifts
∆j = −P
∫ ∞
0
dωq
ρ(ωq) |Gj(q)|2
ωq − Ωj . (29)
Here “P” denotes for the Cauthy principle part, and
ρ(ωq) is the density of states of the radiation field.
Therefore, one can obtain the positive frequency part
of the electric field operator
Eˆ(+)(z, t) = Eˆ
(+)
0 (z, t) +
√
pih¯Ω1η1
4Ac
FA(z, t)Aˆ0(0)
+
√
pih¯Ω2η2
4Ac
FB(z, t)Bˆ0(0), (30)
where
Eˆ
(+)
0 (z, t) = i
∑
q
√
2pih¯ωq
V
[
aˆq(0)e
−iωqt
+
∑
q′
wq,q′ (t)aˆq′ (0)
 eiqz . (31)
The first term in Eˆ
(+)
0 (z, t) is just the free varying photon
field. The second term is proportional to the square of
coupling constants. As mentioned in Eq. (17), the sum
over the wave vector q can be replaced by an integral,
thus two time-dependent functions FA(z, t) and FB(z, t)
in Eq. (30) are
FA(z, t) =
i
pi
∫ ∞
0
dωq2 cos
(
ωq
z
c
) e−iωqt − e−iω1t
ωq − ω1 , (32)
FB(z, t) =
i
pi
∫ ∞
0
dωq2 cos
(
ωq
z
c
) e−iωqt − e−iω2t
ωq − ω2 . (33)
Here ω1 = Ω01 − iη1/2, ω2 = Ω02 − iη2/2. In the Ref.17,
similar expressions were presented. However, the authors
of Ref.17 did not calculate the integrals over dωq, which
may result in the light intensity going into the space-
like region. In this paper, we will further calculate the
integral over dωq
40,43 to give an explicit expression of
Eˆ(+)(z, t).
FA(z, t) =
1
pi
∫ t
0
dt′e−η1t
′/2e−iΩ01t
∫ ∞
0
dωq2 cos
(
ωq
z
c
)
×ei(ωq−Ω01)(t′−t). (34)
Replacing the integral variable ωq by ωq − Ω01, we have
FA(z, t) =
1
pi
∫ t
0
dt′e−η1t
′/2e−iΩ01t
∫ ∞
−Ω01
dωq
×2 cos
[
(ωq +Ω01) z
c
]
eiωq(t
′−t). (35)
We assume that Ω01 is much larger than all other quan-
tities of the dimension of frequency23, so the lower limit
of the integration can be extended to −∞. Therefore,
the above integral over dωq can be approximated by two
δ functions with variables (t′ − t + zc ) and (t′ − t − zc ).
In the region z > 0 outside the layer, performing the
integral over t′, we get
FA(z, t) = 2e
−η1(t− zc )/2e−iΩ01(t−
z
c
)Θ
(
t− z
c
)
= 2e−iω1(t−
z
c
)Θ
(
t− z
c
)
, (36)
where Θ is a Heaviside function. Similarly we can also
obtain
FB(z, t) = 2e
−iω2(t− zc )Θ
(
t− z
c
)
. (37)
From Eqs. (36) and (37), one can find that there is no ad-
vanced propagator proportional to e−i(...)(t+
z
c
) appeared
in the positive frequency part of the electric field oper-
ator Eˆ(+)(z, t). So that the system is causal and well-
behaved40.
It should be pointed out that FA(z, t) and FB(z, t) in
Eq. (36) and Eq. (37) show that the electric field of
the fluorescence emitted from the two-mode excitons is a
temporal damped plane wave, but does not decay with z.
A realistic electric field, however, should decrease with z,
which happens, especially when a light propagates from
a medium with low refractive index to that of higher one.
Besides, a realistic electric field should not simply be a
plane wave. However, the theoretical calculations with
this subtle consideration will be very complicated and do
not provide us with necessary physics in general. Our
ideal assumption of a plane wave propagating in z may
work well for longer wave length radiation near the crys-
tal.
The vacuum state of the exciton may be defined as
Aˆ0(0) |0〉 = Bˆ0(0) |0〉 = 0, (38)
which represents that there is no exciton contained in
the crystal slab. Then number states for the two-mode
excitons are
|n〉A =
1√
n!
[
Aˆ†0(0)
]n
|0〉 ,
|m〉B =
1√
m!
[
Bˆ†0(0)
]m
|0〉 . (39)
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The coherent states can be formally defined as eigenvec-
tors of exciton annihilation operators
Aˆ0(0) |α〉A = α |α〉A ,
Bˆ0(0) |β〉B = β |β〉B . (40)
It is noticed that this definition can work well only in the
low excitation case. This is because the generic expansion
of a coherent state concerns the Fock states with higher
excitations. However, the coherent state with smaller av-
erage exciton numbers can still approximately describe
the quantum coherence natures of the exciton systems.
Actually, we can understand the Fock state or the co-
herent state in terms of the single atomic states (for the
details please see the appendix A). In this sense, the ini-
tial state of Frenkel exciton can be written according to
the initial preparations of the single atomic states. A
simplest illustration is that the vacuum state of Frenkel
exciton is just the state formed by all atoms in the ground
state. According to the appendix A, the Fock state of
Frenkel exciton is a symmetrized many-atom state with
certain atoms in the excited state. Especially, the coher-
ent state of Frenkel exciton is an atomic ( SU(2)) coherent
state.
The fluorescence of the two-mode excitons will be stud-
ied in the following of this section. If one take the initial
state of total system as |φ〉 = |φex〉⊗|{0}〉, i.e., all modes
of the light field are initially in vacuum state, Eˆ
(+)
0 (z, t)
in the positive frequency part of the field operator of Eq.
(30) gives zero contribution. Therefore, in the following
calculations, we can neglect safely the “quantum noise”,
the terms proportional to aˆq(0), and investigate only the
influence of various initial exciton states on the fluores-
cence of the low density excitations in the crystal slab.
We find that the light field emitted from the two-mode
exciton system contains two eigenmodes: Ω01 and Ω02.
These two modes of the light field can give an interfer-
ence if there are non-diagonal terms in the light intensity.
To see this, we need calculate the light intensity firstly.
Substituting Eq. (30) and its Hermitian conjugate into
Eq. (18), the light intensity is
I(z, t) =
1
8
h¯Ω1
η1
A
|FA(z, t)|2
〈
Aˆ†0(0)Aˆ0(0)
〉
+
1
8
h¯Ω2
η2
A
|FB(z, t)|2
〈
Bˆ†0(0)Bˆ0(0)
〉
+
1
8
h¯Ω3
η3
A
[
F ∗A(z, t)FB(z, t)
〈
Aˆ†0(0)Bˆ0(0)
〉
+ C.c.
]
, (41)
where 〈...〉 denotes ensemble average, Ω3 =
√
Ω1Ω2, and
η3 =
√
η1η2. The first two terms in Eq. (41) represent the
average intensities of the two eigenmodes: Ω01 and Ω02,
respectively. The last term proportional to 18 h¯Ω3
η3
A [...],
however, gives a contribution of interference of the light
fields.
When the exciton system is initially in a separa-
ble state ρ(0) = ρA ⊗ ρB and both ρA and ρB can
be diagonal in Fock representation, there are only two
terms in the light intensity, which represent the contri-
butions from the two-mode excitons, respectively. There
is no non-diagonal term in the light intensity due to〈
Aˆ†0(0)Bˆ0(0)
〉
= 0. The light intensity is
I(z, t) =
1
8
h¯Ω1
η1
A
〈n〉A
[
4e−η1(t−z/c)
+4χe−η2(t−z/c)
]
Θ(t− z/c), (42)
where χ = χ0 〈m〉B / 〈n〉A, χ0 = Ω2η2/Ω1η1, and 〈n〉A
(〈m〉B) is the initial mean number of A0(B0)-mode ex-
citons. Note that χ0 is only determined by the intrinsic
properties of the 2D sample. For a fixed χ0, χ can be
used to describe the degree of unsymmetrically excita-
tion within the crystal slab initially. Eq. (42) is plotted
in Fig. 2, and our results show that I(z, t) increases
abruptly after the propagation time t = 2pi/Ω1 then de-
cays exponentially and no interference pattern appears
in this case. When 〈m〉B = 0, i.e., the B0-mode exci-
tons are initially in vacuum state, as shown in Fig. 2
(the solid line), our result will go back to the two-level
crystal atoms case17 due to the using of RWA and ne-
glecting MPP in the derivation of Eq. (21) and Eq. (22),
i.e., the mode of exciton being initially in the vacuum
state gives no contribution to the dynamics of the total
system. Besides, from the dot line (〈m〉B / 〈n〉A = 1)
and dashed-dot line (〈m〉B / 〈n〉A = 5) of Fig. 2, we find
that, with the increase of χ, the amplitude of the light
intensity becomes higher, which shows clearly that the
amplitude of the light intensity is the sum of the contri-
butions of the two eigenmodes of the radiation emitted
from the two-mode excitons.
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FIG. 2. Time evolution of light intensity I(z, t) at point
z = 2pic/Ω1 for the case that the density matrix of the initial
exciton state is diagonal in Fock representation. The solid line
(Down): 〈m〉B = 0; The dot line (Middle): 〈m〉B = 〈n〉A;
The dashed-dot line (Up): 〈m〉B = 5〈n〉A. The units of
I(z, t) is 1
8
〈n〉Ah¯Ω1
η1
A
. t is in units of 1/Ω1. η1/2Ω1 = 0.01,
Ω2 = 0.5Ω1 , η2 = η1.
However if ρA and ρB are non-diagonal in Fock rep-
resentation, e.g., the exciton system initially being pre-
pared in a factorized coherent states |φex〉 = |α〉A⊗|β〉B,
the light intensity becomes
I(z, t) =
1
8
h¯Ω1
η1
A
〈n〉AΘ(t− z/c)
{
4e−η1(t−z/c) + 4χe−η2(t−z/c)
+8
√
χ cos[(Ω01 − Ω02)(t− z/c) + φ]e−(η1+η2)(t−z/c)/2
}
, (43)
where φ is the phase difference between the two coherent
states. We find that the last term 18 h¯Ω3
η3
A {...} in Eq.
(43) gives a nonzero contribution. The detector at z may
register an fluorescence signal oscillating at frequency
|Ω01−Ω02|. The temporal interference phenomenon may
be observed by using a broadband detector40 because
with which there is no way to know the photon received
by the detector is emitted from which modes of excitons.
This unknowing for the “which-way” detection will result
in the so called quantum beat phenomenon.
Form Eq. (43), one can easily find that I(z, t) is os-
cillating with the time evolution. The detector at z will
receive the first peak after the propagation time t = z/c
(In fig. 3, we take z = 2pic/Ω1. It is not a necessary
choice.). The influences of χ on the time evolution of the
light intensity are investigated in Fig. 3, where we have
used φ = 0, i.e., zero phase difference between the two
coherent states. Our results show that if one of the two-
mode excitons is initially in vacuum state (say β = 0), we
recover the normal exponential decay of the light inten-
sity. Besides, the amplitudes of the light intensity become
larger with the increase of χ. The result that the light
intensity at initial stage does not go down to zero (the
dot line and the dashed-dot line) is the consequence of
unsymmetrically excitation, i.e., the initially generation
of the two-mode excitons with different mean numbers.
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FIG. 3. Time evolution of light intensity for the case that
the excitons are initially in a factorized coherent state. The
Solid line: |β|2 = |α|2; The Dot line: |β|2 = 5|α|2; The
Dashed-dot line: |β|2 = 10|α|2 . Other parameters are the
same with Figure 2.
All our mentioned above are separable state cases, in
which the density matrix of the two-mode exciton sys-
tem can be factorized initially. On the other hand,
if the system is initially in an entangled state, e.g.,
|φex〉 = 1√2 (|0〉A ⊗ |1〉B + |1〉A ⊗ |0〉B), one may also ob-
serve the quantum beat phenomenon.
The first-order degree of coherence of the light field
|g(1)(τ)| as a function of the time delay τ is calculated
by substituting Eq. (30) and its Hermitian conjugate
into Eq. (19). We find that if one of the two-mode ex-
citons is initially in vacuum state, e.g., 〈m〉B = 0, then
|g(1)(τ)| = 1 with regardless of the another mode state,
which implies that single-mode exciton in the 2D crystal
slab emits a complete coherent light. Mathematically, the
complete coherent light is obtained when |g(1)(τ)| = 1.
This happens when41
〈Eˆ(−)(z, t)Eˆ(+)(z, t+ τ)〉 ∝ E∗(z, t)E(z, t+ τ), (44)
where E(z, t) = 〈Eˆ(+)(z, t)〉, i.e., two-time correlation
function of the total electric field may be factorized as
the ensemble averages of the electric fields. As a special
case, when there is only one mode exciton being excited
initially, one can easily find that the factorized condition
is satisfied. The physical meaning of g(1)(τ) can be un-
derstood by considering the visibility of the interference
fringes, which is proportional to |g(1)(τ)|. A maximum
visibility of the fringes is obtained when |g(1)(τ)| = 1.
If both of the two-mode excitons are populated initially
with ρex = ρA ⊗ ρB and both ρA and ρB being diago-
nal in Fock representation, the factorized condition of
the two-time correlation function is broken, which leads
to 0 < |g(1)(τ)| < 1. The magnitude of the first-order
degree of coherence for this case is
|g(1)(z, t; z, t+ τ)|z=ct =
√
1 + 2χe−(η2−η1)τ/2 cos(Ω01 − Ω02)τ + χ2e−(η2−η1)τ√
1 + χ+ χe−(η2−η1)τ + χ2e−(η2−η1)τ
. (45)
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We find that |g(1)(τ)| oscillates regularly with τ , as shown
in Fig. 4(a). The magnitude of the first-order degree of
coherence also depends on χ: the larger the degree of
unsymmetrically excitation is, the smaller the oscillating
amplitude of |g(1)(τ)| is. When χ → ∞, |g(1)(τ)| tends
to 1. For the case of the excitons being initially in a fac-
torized coherent state, as shown in Fig. 4(b), |g(1)(τ)| is
equal to 1 due to the satisfaction of the factorized condi-
tion.
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FIG. 4. |g(1)(τ )| as a function of time delay τ . z = 2pic/Ω1,
t = 2pi/Ω1, η1/2Ω1 = 0.01, Ω2 = 0.5Ω1, η2 = η1. (a) The case
that the density matrix of initial exciton state is diagonal in
Fock representation. The solid line (up) is 〈m〉B = 50〈n〉A;
The dot line (middle) is 〈m〉B = 10〈n〉A; and the dashed-dot
line (down) is 〈m〉B = 〈n〉A. (b) For a factorized coherent
state case.
The second degree of coherence |g(2)(τ)| as a func-
tion of τ is also calculated. We find that, when one
of the two-mode excitons is initially in a vacuum state
(say 〈m〉B = 0), then: (1) |g(2)(τ)| = 2, for the case
of the other mode exciton being in a chaotic state; (2)
|g(2)(τ)| = 1− 1/n, for the case of the A0-mode excitons
being initially in a Fock state; (3) |g(2)(τ)| = 1, for the
coherent state case. If both of the two-mode excitons are
populated initially, we find that |g(2)(τ)| oscillates reg-
ularly with τ , and the oscillating amplitude of |g(2)(τ)|
becomes smaller with the increase of χ.
V. NON-PERTURBATION APPROACH
WITHOUT WWA
In general, the rotating-wave approximation and
Weisskopf-Wigner approximation are used frequently in
quantum optics to study the fluorescence emitted from a
single atom system. However, for the case of exciton radi-
ance from a multi-atom system, we do not know exactly if
they are valid because of the super-radiance feature of ex-
citons. In this section, we will restudy the fluorescence of
Frenkel excitons in the V-typed crystal slab by using non-
perturbation approach3,6 without the rotating-wave ap-
proximation in the interaction Hamiltonian (e/mc)P ·A.
The self-interaction term (e2/2mc2)A2 is also included in
our model to avoid un-physical roots in the characteristic
equations for the exciton dispersion relation17. Both the
stimulated emission and reabsorption effects are taken
into account in the new theoretical treatment. We focus
our attention on the radiative decay rates of the excitons
and the light intensities for various exciton initial states
to compare with our previous results in Sec. IV.
The interaction Hamiltonian H1 between the Frenkel
excitons and photons without RWA has been given in
Eq. (8) in section II. Our further discussion will also
take the self-interaction term e
2
2mc2A
2 into account. In
second quantization, this self-interaction Hamiltonian is
written as
Hˆ2 = h¯
∑
q,q′;l
f(q, q′)
[
aˆq + aˆ
†
−q
] [
aˆq′ + aˆ
†
−q′
]
ei(q+q
′)la,
(46)
in which
f(q, q′) =
NLpie
2
mcV
√
|qq′|
∑
λ,λ′
eqλ · eq′λ′ , (47)
where eqλ is the unit polarization vector of the (q, λ)-
mode photon with λ = 1, 2. The sum
∑
λ,λ′ eqλ · eq′λ′
had been given for the two-level atom case44,17 with cer-
tain assumptions. Following them we can give a similar
result for the V-type three-level case (the detailed calcu-
lations are presented in Appendix B):
f(q, q′) =
2piNL
ch¯V
√
|qq′|
[
Ω1d
2
1 +Ω2d
2
2
]
=
1
N
[
1
Ω1
G1(q)G1(q
′) +
1
Ω2
G2(q)G2(q
′)
]
. (48)
By making use of∑
l
ei(q+q
′)la = N
∑
k
O(q′ − k)O(k + q), (49)
we can get the self-interaction Hamiltonian of photon Hˆ2.
The Heisenberg equations for exciton and photon oper-
ators can be obtained from the total interaction Hamil-
tonian Hˆint = Hˆ1 + Hˆ2 (Eq. (C1) in Appendix C). Per-
forming half-side Fourier transformation (HSFT)
Aq(ω) =
∫ ∞
0
Aˆq(t)e
iωtdt (50)
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on both sides of the equations, four algebraic equations
about Ak(ω), Bk(ω), aq(ω), and a
†
−q(ω) are obtained as
listed in Appendix C. Combining these equations we get
aq(ω)− a†−q(ω)
=
2ω
Ω1(ω2 − q2c2)G1(q)
∑
k
O(k − q)
×
[
ω
[
Ak(ω)−A†−k(ω)
]
− i
[
Ak(0)−A†−k(0)
]]
+
2ω
Ω2(ω2 − q2c2)G2(q)
∑
k
O(k − q)
×
[
ω
[
Bk(ω)−B†−k(ω)
]
− i
[
Bk(0)−B†−k(0)
]]
+
i
ω − |q|caq(0)−
i
ω + |q|ca
†
−q(0), (51)
for the electric field of the fluorescence. In order to
calculate it, one need to know Ak(ω) − A†−k(ω) and
Bk(ω)−B†−k(ω), which are determined by aq(ω)+a†−q(ω).
In appendix C, two coupled equations for Ak(ω)−A†−k(ω)
and Bk(ω) − B†−k(ω) are presented in detail. We solve
these two equations consistently and replace them into
Eq. (51). Then we get the electric field by the inverse
HSFT
E(z, t) =
1
2pi
∫ ∞+iǫ
−∞+iǫ
E(z, ω)e−iωtdω, (52)
where
E(z, ω) = i
∑
q
√
2pi|q|ch¯
V
[
aq(ω)− a†−q(ω)
]
eiqz
= i
∫ ∞
−∞
√
|q|ch¯L
2piA
[
aq(ω)− a†−q(ω)
]
eiqzdq, (53)
for sufficiently large L.
From the explicit form of the electric field operator, the
radiative decay rates of Frenkel excitons can be solved.
For the sake of simplicity, we will restrict ourselves to the
monolayer case N = 1, in which only zero wave vector
of excitons are involved in our model. Solving the two
coupled equations for A0(ω)−A†0(ω) and B0(ω)−B†0(ω)
(see Eqs. (C13) and (C14) in Appendix C), we get two
independent equations{[
ω2 − Ω21 −
2ω2
Ω1
F
(1)
00 (ω)
] [
ω2 − Ω22 −
2ω2
Ω2
F
(2)
00 (ω)
]
−2ω
2
Ω1
F
(3)
00 (ω)
2ω2
Ω2
F
(3)
00 (ω)
}[
A0(ω)−A†0(ω)
]
= i
[
ω2 − Ω22 −
2ω2
Ω2
F
(2)
00 (ω)
] [
(ω +Ω1)A0(0)− (ω − Ω1)A†0(0)
]
+2iωF
(3)
00 (ω)
[
(ω +Ω2)B0(0)− (ω − Ω2)B†0(0)
]
−i2ω
Ω1
F
(1)
00 (ω)
(
ω2 − Ω22
) [
A0(0)−A†0(0)
]
, (54)
and {[
ω2 − Ω22 −
2ω2
Ω2
F
(2)
00 (ω)
] [
ω2 − Ω21 −
2ω2
Ω1
F
(1)
00 (ω)
]
−2ω
2
Ω2
F
(3)
00 (ω)
2ω2
Ω1
F
(3)
00 (ω)
}[
B0(ω)−B†0(ω)
]
= i
[
ω2 − Ω21 −
2ω2
Ω1
F
(1)
00 (ω)
] [
(ω +Ω2)B0(0)− (ω − Ω2)B†0(0)
]
+2iωF
(3)
00 (ω)
[
(ω +Ω1)A0(0)− (ω − Ω1)A†0(0)
]
−i2ω
Ω2
F
(2)
00 (ω)(ω
2 − Ω21)
[
B0(0)−B†0(0)
]
, (55)
where
F
(j)
00 (ω) = −i
Ωjηj
2ω
, ηj =
af2j
2c
, f2j =
8piΩjd
2
j
h¯a3
, (56)
for j = 1, 2, 3. F
(j)
00 (ω) for j = 1, 2 give the exciton
wave function’s overlap for the A0- and B0-mode exci-
ton, respectively, however F
(3)
00 (ω) is that between the
two modes. Note that MPP has been taken into account
in Eqs. (54) and (55). Then, we get the same character-
istic equations for decay rates and frequency shifts of the
two exciton modes A0 and B0
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ζ(ω) = 0, (57)
where
ζ(ω) = (ω2 − Ω21 + iη1ω)(ω2 − Ω22 + iη2ω) + η1η2ω2.
(58)
The roots of Eq. (57) can be solved exactly,
ω1 = Ω01 − iΓ1/2, ω2 = −Ω01 − iΓ1/2,
ω3 = Ω02 − iΓ2/2, ω4 = −Ω02 − iΓ2/2, (59)
which determine the poles of A0(ω)−A†0(ω) and B0(ω)−
B†0(ω). The imaginary parts of the roots are the decay
rates of the excitons, and the real parts are the renor-
malized physical frequencies. For the case Ω1 = Ω2 = Ω,
i.e., the degenerate case, we get
ω1 = Ω, ω3 = Ω0 − i (η1 + η2) /2,
ω2 = −Ω, ω4 = −Ω0 − i (η1 + η2) /2, (60)
where
Ω0 =
√
Ω2 − 1
4
(η1 + η2)
2 ≈ Ω
[
1− (η1 + η2)
2
8Ω2
]
. (61)
For the non-degenerate case Ω1 6= Ω2, we assume that
the physical roots of the characteristic equation are not
far away from ±Ωj due to the condition ηj ≪ Ωj . There-
fore, one can expand ω up to third-order of ηj/Ωj , and
get
Ω01 = Ω1
[
1− η
2
1
8Ω21
− 1
2
η1η2
Ω21 − Ω22
]
,
Ω02 = Ω2
[
1− η
2
2
8Ω22
− 1
2
η1η2
Ω22 − Ω21
]
,
Γ1 = η1
[
1− η2Ω
2
1 − η1Ω22
(Ω21 − Ω22)2
η2
]
,
Γ2 = η2
[
1− η1Ω
2
2 − η2Ω21
(Ω22 − Ω21)2
η1
]
, (62)
where ηj with j = 1, 2 are given in Eqs. (23) and (24).
We compare our results with the two-level lattice
atoms case17, in which the radiative decay rate of ex-
citons is η = 3
(
πλ2
a2
)
γ, where γ is the decay rate of
an isolated lattice atom, λ = c/Ω denotes the reduced
wavelength, and physical frequency is Ω0 = Ω
[
1− η28Ω2
]
.
However, we see from Eq. (62), for the three-level lat-
tice atom case, the decay rates Γj are different from the
two-level atom case ηj by a third-order correction, which
comes from MPP (including stimulation emission, ab-
sorption and other high-order processes). Here Ω01 −Ω1
and Ω02−Ω2 denote the frequency shifts for the A0-mode
and B0-mode exciton, respectively. For the two-level case
the frequency shift is η
2
8Ω2 . Whereas, for three-level case
considered here, the phase shifts for the two-mode exci-
ton are
η2i
8Ω2
i
+ 12
ηiηj
Ω2
i
−Ω2
j
, i, j = 1, 2. The last term in the
frequency shifts is a second-order correction, which can
be adjusted by tuning the energy spacing of the upper
two levels of the lattice atoms.
In the remainder of this paper, we will present the ex-
plicit expressions of the electric field operator. The time
evolution and spatial distribution of the light intensity
are calculated to compare with the results of RWA in
Sec. IV.
From Eqs. (54) and (55), the explicit expressions for
A0(ω) − A†0(ω) (Eq. (C15)) and B0(ω) − B†0(ω) (Eq.
(C16)) are obtained. Replacing them into Eq. (51), we
get the explicit light field operator in terms of the initial
exciton field operators
aq(ω)− a†−q(ω)
=
2iωG1(q)(ω
2 − Ω22)
(ω2 − q2c2)ζ(ω)
[
(ω +Ω1)A0(0) + (ω − Ω1)A†0(0)
]
+
2iωG2(q)(ω
2 − Ω21)
(ω2 − q2c2)ζ(ω)
[
(ω +Ω2)B0(0) + (ω − Ω2)B†0(0)
]
,
(63)
where we have neglected the quantum noise terms pro-
portional to aq(0) and a
†
−q(0) in the above calculation.
Substituting aq(ω)−a†−q(ω) into Eq. (53) and choosing a
proper contour integration in the upper complex q plane,
we get E(z, ω) in the positive z region outside the crystal
slab as the following,
E(z, ω)
= i
√
pih¯Ω1η1
cA
ω2 − Ω22
ζ(ω)
[(ω +Ω1)A0(0)
+(ω − Ω1)A†0(0)
]
ei
ω
c
z
+ i
√
pih¯Ω2η2
cA
ω2 − Ω21
ζ(ω)
[(ω +Ω2)B0(0)
+(ω − Ω2)B†0(0)
]
ei
ω
c
z,
(64)
where A is the area of the layer. As mentioned above, we
choose the normalization volume for the photon as AL.
The electric field E(z, t) in the positive z region outside
the crystal slab can be calculated by Eq. (52). For the
case z−ct > 0 (< 0), the contour integral over dω can be
performed by choosing the integration path in the upper
(lower) complex ω plane. The result is that E(z, t) = 0,
for z − ct > 0; but for z − ct < 0,
E(z, t) = E(+)(z, t) + H.c.. (65)
The explicit expression for E(+)(z, t) in Appendix C
shows that, in positive z region, the electric field gen-
erated by the two-mode exciton is damped exponentially
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with two eigen-decay rates Γ1 and Γ2. The corresponding
eigen-modes are linear combinations of A0- and B0-mode.
The electric field in negative z region can also be derived
similarly and shows that it is a damped wave propagat-
ing in the negative z direction. Since all the roots of the
characteristic equation are in lower half plane of complex
ω plane, then E(z, t) = 0, for z − ct > 0, so our result is
reasonable and obeys the causal rule.
Similarly, we can also calculate the positive frequency
part of the electric field operator, which is determined by
aq(ω). The explicit expression of aq(ω) can be obtained
by substituting Eqs. (C15) and (C16) into Eq. (C4)
(see details in Appendix C.) and omitting quantum noise
terms. We get
(ω − |q|c)aq(ω)
= iG1(q)
ω2 − Ω22
ζ(ω)
[
(ω +Ω1)A0(0) + (ω − Ω1)A†0(0)
]
+ iG2(q)
ω2 − Ω21
ζ(ω)
[
(ω +Ω2)B0(0) + (ω − Ω2)B†0(0)
]
.
(66)
Therefore, we get
E(+)(z, t) =
i
2pi
∫ ∞
−∞
dq
∫ ∞+iǫ
−∞+iǫ
dω
√
|q|ch¯L
2piA
aq(ω)e
i(qz−ωt)
=
1
2pi
∫ ∞
−∞
dqeiqz
∫ ∞+iǫ
−∞+iǫ
dω
e−iωt
ωq − ω
×
{√
ch¯Ω1η1
4piA
(ω2 − Ω22)
ζ(ω)
[(ω +Ω1)
× A0(0) + (ω − Ω1)A†0(0)
]
+
√
ch¯Ω2η2
4piA
(ω2 − Ω21)
ζ(ω)
[(ω +Ω2)
× B0(0) + (ω − Ω2)B†0(0)
]}
. (67)
A straightforward calculations give the following re-
sults:
E(+)(z, t) = 0, for t < 0, (68)
E(+)(z, t) =
√
pih¯Ω1η1
4Ac
[
F
(+)
A (z, t)A0(0)
+F
(−)
A (z, t)A
†
0(0)
]
+
√
pih¯Ω2η2
4Ac
[
F
(+)
B (z, t)B0(0)
+F
(−)
B (z, t)B
†
0(0)
]
, for t > 0, (69)
in which the time-dependent coefficients F
(±)
A (z, t) and
F
(±)
B (z, t) are
F
(±)
A (z, t) =
i
pi
∫ ∞
0
dωq2
[ (
ω2q − Ω22
)
(ωq ± Ω1) e−iωqt
(ωq − ω1) (ωq − ω2) (ωq − ω3) (ωq − ω4)
−
(
ω21 − Ω22
)
(ω1 ± Ω1) e−iω1t
(ωq − ω1) (ω1 − ω2) (ω1 − ω3) (ω1 − ω4)
−
(
ω22 − Ω22
)
(ω2 ± Ω1) e−iω2t
(ωq − ω2) (ω2 − ω1) (ω2 − ω3) (ω2 − ω4)
−
(
ω23 − Ω22
)
(ω3 ± Ω1) e−iω3t
(ωq − ω3) (ω3 − ω1) (ω3 − ω2) (ω3 − ω4)
−
(
ω24 − Ω22
)
(ω4 ± Ω1) e−iω4t
(ωq − ω4) (ω4 − ω1) (ω4 − ω2) (ω4 − ω3)
]
cos
(
ωq
z
c
)
, (70)
F
(±)
B (z, t) =
i
pi
∫ ∞
0
dωq2
[ (
ω2q − Ω21
)
(ωq ± Ω2) e−iωqt
(ωq − ω1) (ωq − ω2) (ωq − ω3) (ωq − ω4)
−
(
ω21 − Ω21
)
(ω1 ± Ω2) e−iω1t
(ωq − ω1) (ω1 − ω2) (ω1 − ω3) (ω1 − ω4)
−
(
ω22 − Ω21
)
(ω2 ± Ω2) e−iω2t
(ωq − ω2) (ω2 − ω1) (ω2 − ω3) (ω2 − ω4)
−
(
ω23 − Ω21
)
(ω3 ± Ω2) e−iω3t
(ωq − ω3) (ω3 − ω1) (ω3 − ω2) (ω3 − ω4)
−
(
ω24 − Ω21
)
(ω4 ± Ω2) e−iω4t
(ωq − ω4) (ω4 − ω1) (ω4 − ω2) (ω4 − ω3)
]
cos
(
ωq
z
c
)
, (71)
11
where ωj , for j = 1, 2, 3, 4, are four roots of the charac-
teristic equation of Eq. (57). We again need to carry out
the integration over dωq in the above two equations. It
is easy to prove that F
(+)
A (z, t) can be simplified as
F
(+)
A (z, t) =
i
pi
∫ ∞
0
dωq2 cos(ωq
z
c
)
[
c1
e−iωqt − e−iω1t
ωq − ω1
+ c2
e−iωqt − e−iω2t
ωq − ω2 + c3
e−iωqt − e−iω3t
ωq − ω3
+ c4
e−iωqt − e−iω4t
ωq − ω4
]
, (72)
where the four coefficients are
c1 =
(
ω21 − Ω22
)
(ω1 +Ω1)
(ω1 − ω2) (ω1 − ω3) (ω1 − ω4) ,
c2 =
(
ω22 − Ω22
)
(ω2 +Ω1)
(ω2 − ω1) (ω2 − ω3) (ω2 − ω4) ,
c3 =
(
ω23 − Ω22
)
(ω3 +Ω1)
(ω3 − ω1) (ω3 − ω2) (ω3 − ω4) ,
c4 =
(
ω24 − Ω22
)
(ω4 +Ω1)
(ω4 − ω1) (ω4 − ω2) (ω4 − ω3) . (73)
The above integral over dωq can be done as Sec. IV. The
explicit expressions of F
(−)
A (z, t) and F
(±)
B (z, t) can also
be obtained with the same calculations. Our results also
confirm the causal rule.
For an arbitrary exciton initial state |φex〉, the light
intensity is defined by Eq. (18). When the excitons are
initially in a state with density matrix ρ(0) = ρA ⊗ ρB,
and both ρA and ρB diagonal in Fock representation, the
light intensity is
I(z, t) =
1
8
h¯Ω1
η1
A
〈n〉A
[∣∣∣F (+)A (z, t)∣∣∣2 + ∣∣∣F (−)A (z, t)∣∣∣2]
+
1
8
h¯Ω2
η2
A
〈m〉B
[∣∣∣F (+)B (z, t)∣∣∣2 + ∣∣∣F (−)B (z, t)∣∣∣2] ,
(74)
which is shown in Fig. 5. When 〈m〉B = 0, the solid
line, our result will go back to the two-level lattice atoms
case17. From the dot line (〈m〉B / 〈n〉A = 1) and dashed-
dot line (〈m〉B / 〈n〉A = 5) of Fig. 5, we find that with
the increase of χ, the amplitude of the light intensity be-
comes higher, which is the same with that of obtained
by using RWA (Fig. 2). Contrary to the results of Sec.
IV, however, when we consider it without RWA, the light
intensity does not decay exponentially but in an irregu-
lar way due to the existence of counter-rotating terms
in E(+)(z, t). Besides, it’s also deserved to mentioned
that the contributions of the non-rotating terms do not
appear as quivers presented in Ref.17.
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FIG. 5. Time evolution of light intensity I(z, t) at point
z = 2pic/Ω1 for the case that the density matrix of the ini-
tial exciton state is diagonal in Fock representation. The solid
line (Down): 〈m〉B = 0; The dot line (Middle): 〈m〉B = 〈n〉A;
The dashed-dot line (Up): 〈m〉B = 5〈n〉A. Other parameters
are the same with Fig. 2.
For the case that the two-mode excitons are initially in
a factorized coherent states, the light intensity becomes
I(z, t) =
1
8
h¯Ω1
η1
A
[
|α|2
∣∣∣F (+)A (z, t)∣∣∣2 + |α|2 ∣∣∣F (−)A (z, t)∣∣∣2
+(α∗)2F (+)∗A (z, t)F
(−)
A (z, t) + α
2F
(−)∗
A (z, t)F
(+)
A (z, t)
]
+
1
8
h¯Ω2
η2
A
[
|β|2
∣∣∣F (+)B (z, t)∣∣∣2 + |β|2 ∣∣∣F (−)B (z, t)∣∣∣2
+(β∗)2 F (+)∗B (z, t)F
(−)
B (z, t) + β
2F
(−)∗
B (z, t)F
(+)
B (z, t)
]
+
1
8
h¯Ω3
η3
A
[
α∗βF (+)∗A (z, t)F
(+)
B (z, t) + α
∗β∗F (+)∗A (z, t)F
(−)
B (z, t)
+αβF
(−)∗
A (z, t)F
(+)
B (z, t) + αβ
∗F (−)∗A (z, t)F
(−)
B (z, t) + C.c.
]
, (75)
where the last term 18 h¯Ω3
η3
A [...] gives a temporal inter-
ference term. The effects of phase difference between the
two coherent states on the light intensity are studied in
Fig. 6. We find that the first peak (at t = z/c) of the light
intensity becomes lower in amplitude with the increase
of the phase difference from φ = 0 to φ = pi (monotonic
12
regime). In fact, the whole curve will be shifted left with
the increase of the phase difference within the monotonic
regime, which leads to the magnitude of the peak (at
t = z/c) becomes lower (comparing Fig. 6(b) and Fig.
6(c) with Fig. 6(a)). When φ = pi, I(z, t = z/c) tends
to zero, i.e., the first peak is disappeared (see Fig. 6(c)).
Our results also show that both the phase difference and
the degree of unsymmetrically excitation do not effect
the oscillation frequency of the light intensity, which is
determined by the exciton splitting. The oscillation be-
havior in the light intensity may take place as long as
|Ω01 − Ω02| > Γj , i.e., the exciton splitting is greater
than the natural linewidth of exiton, so that one can ob-
serve the beating phenomenon within the lifetime of the
exciton.
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FIG. 6. Time evolution of light intensity for the case
that the excitons are initially in a factorized coherent state:
β = αeiφ, with φ being the phase difference between the two
coherent states. (a) φ = 0; (b) φ = pi/2; (c) φ = pi; Other
parameters are the same with Fig. 2.
The spatial distribution of the light intensity is plot-
ted in Fig. 7 for the case that the two-mode excitons
are initially in a factorized Fock state. Our results show
that I(z, t0) increases exponentially (see Eq. (42)) within
the regions 0 < |z| < ct0 for the case of rotating-wave
approximation, and vanishes immediately as |z| goes be-
yond ct0. The solid lines in Fig. 7 are obtained without
RWA and shows small-amplitude oscillations due to the
contribution of counter-rotating terms. Compared with
the results of Ref.17, our results show that not only the
electric field E(z, t) but also the light intensity I(z, t) do
meet the requirement of causal rule.
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FIG. 7. Space distribution of intensity I(z, t0) with
(a)t0 = 2pi/Ω1, (b)t0 = 3pi/Ω1, and (c)t0 = 5pi/Ω1.
〈m〉B = 〈n〉A, z − ct is in units of c/Ω1. Other parameters
are the same with Fig. 2. The dot line is obtained by using
RWA, and the solid line is obtained without RWA.
VI. CONCLUSION
In summary, we have studied the collective radiations
of a collection of many V-type three-level atoms in a crys-
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tal slab. By introducing two-mode exciton operators in
the large N limits of the collective quasi-spin operators,
these coherent radiations can be depicted as the fluo-
rescence of low density Frenkel excitons. The exciton
fluorescence exhibits the stronger coherence natures that
the statistical characters of spectrum are identical from
the initial to final stages. This is indeed different from
the ensemble situation with free-moving atoms that the
atoms need a finitely-long time to produce a cooperative
radiation, the enhanced fluorescence.
As a main result of this paper, the occurrence of the
quantum beat aroused from which quantum states of
Frenkel exciton is investigated in this paper. Our results
show that not all the quantum states of excitons may
lead to the oscillating behavior in the light field radiated
from the two-mode excitons. This quantum interference
phenomenon may be observed when the two-mode ex-
citons are initially in a factorized coherent state or an
entangled state. We expect that our theoretical study of
quantum beat would be helpful in practical experiment
to measure quantum states of excitons. Further study of
the anharmonic exciton-exciton interaction in the model
is needed. It is also pointed out that, the algebraic con-
sideration for the definition of the multi-mode excitons
can be generalized to study other exciton system, e.g.,
the quasi-spin wave collective excitations of Λ-type atom
collection in lattice of crystal that can be used as a new
type quantum memory.
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APPENDIX A: SU(3) ALGEBRA STRUCTURE
OF EXCITON OPERATORS FOR MANY-ATOM
SYSTEM
From a point of view based on the representation of Lie
algebra, this section describes the mathematical origin of
definition of exciton operator. Physically, this descrip-
tion will clarify why the conception of the exciton based
on the collective operators of many atoms can be valid
only in the case of low excitation. We first discuss SU(2)
algebra structure of excitonic operators for the two-level
many-atom system since the SU(3) case for the 2D crys-
tal slab containing V-type three-level atoms shares the
same basic idea as that of SU(2). The detailed discus-
sions for the SU(3) case will follow that of SU(2) in this
appendix.
We consider an ensemble of N two-level atoms with
their ground states |g〉j and the excited ones |e〉j . Since
we can define the quasi-spin with the Pauli operators
σi− = (σ
i
+)
† = |g〉ii〈e|, σiz = |e〉ii〈e| − |g〉ii〈g|, (A1)
the total quasi-angular momentum operators
Jˆ− =
N∑
i=1
σi−, Jˆ+ = (Jˆ−)
†, Jˆz =
1
2
N∑
i=1
σiz , (A2)
define a representation with the highest weight J = N/2.
The (2J + 1)-dimensional irreducible spinor representa-
tion of SU(2) in the symmetric subspace is embedded in
the total Hilbert space of dimension 2N .
For a physics system with dynamical SU(2) symmetry,
its Hamiltonian Hˆ = Hˆ(Jˆ−, Jˆ+, Jˆz) is a functional of Jˆ±
and Jˆz . Since the Casimir operator Jˆ
2 commutes with
Jˆ± and Jˆz, the eigenvalue J(J + 1) will keep conserva-
tion in the time evolution. Here, J can take one of the
integers and half-integers N2 ,
N
2 − 1, ..., 0. In a physical
process, which one of these J takes depends on the ini-
tial state of the atomic ensemble. The symmetric state
|J = N2 ,M = −N2 〉 =
∏N
i=1 |g〉i represents the “conden-
sate” with all atoms filling in the ground state. It is very
similar to the situation of an electronic system that the
filling in ground state forms the Fermi surface. In this
sense, we can introduce the atomic collective excitation
operators
Bˆ† =
1√
N
Jˆ+, Bˆ =
1√
N
Jˆ−, (A3)
which is very similar to the exciton operators for an
electron-hole pair. Considering that
Jˆz =
1
2
[
1−
√
(N + 1)2 − 4Jˆ+Jˆ−
]
, (A4)
as one solution for the basic angular momentum relation
Jˆ2x + Jˆ
2
y + Jˆ
2
z =
N
2
(
N
2
+ 1
)
, (A5)
Jˆ+Jˆ− = Jˆ2x + Jˆ
2
y + Jˆz =
N
2
(
N
2
+ 1
)
− Jˆ2z + Jˆz, (A6)
the commutation relation for atomic collective excitation
operators [
Bˆ, Bˆ†
]
= − 2
N
Jˆz, (A7)
will be reduced to the bosonic relation
[
Bˆ, Bˆ†
]
= 1 for
those angular momentum state |J,M〉 with much smaller
M in comparison to N = 2J . That is to say, in the limit
with very large N and low excitation, the collective ex-
citation behave as a boson and thus we call it atomic
exciton. The detailed proof for this was given in ref.24
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by considering the physical realization of q-deformed bo-
son algebra45 for a very large, but finite N . The main
point to prove that is to consider that
Jˆz
N
=
1
2
 1
N
−
√(
1
N
+ 1
)2
− 4
N2
Jˆ+Jˆ−
 , (A8)
approaches −1/2 for the infinite N and the low excita-
tion. Since the operators can make sense by acting on
the symmetric space, only for those low excitation states
|J,M〉 with very small M can let the value of Jˆ+Jˆ−/N2
approach zero, so that the bosonic commutation relation
is obtained. We can also prove that
Bˆ†Bˆ =
N∑
i=1
|e〉ii〈e|+O
(
1
N
)
, (A9)
which means that the free part of the many-atom Hamil-
tonian can rationally be described as a free boson in the
large N and the low excitation.
Because the “condensate” in a ground state plays the
crucial role in defining the exciton operators, the intro-
duction of exciton operators has to depend on the config-
uration of the atoms and thus on the form of interaction.
This is just the line, along which we will define the ex-
citon operators for the V-type atomic system with the
interaction Hamiltonian39
HˆI = g1aˆ
†
N∑
i=1
|g〉ii〈e1|+ g2aˆ†
N∑
i=1
|g〉ii〈e2|+H.c.. (A10)
It is easy to prove that
E1 =
N∑
i=1
|e1〉ii〈g|, F1 =
N∑
i=1
|g〉ii〈e1|,
E2 =
N∑
i=1
|g〉ii〈e2|, F2 =
N∑
i=1
|e2〉ii〈g|,
H1 =
1
2
N∑
i=1
(|e1〉ii〈e1| − |g〉ii〈g|) ,
H2 =
1
2
N∑
i=1
(|g〉ii〈g| − |e2〉ii〈e2|) , (A11)
generate a SU(3) algebra with the Cartan subalgebra
spanned by H1 and H2. The basic commutation rela-
tions are
[H1, E1] = E1, [H1, F1] = −F1,
[H2, E2] = E2, [H2, F2] = −F2,
[H2, E1] = −E1
2
, [H2, F1] =
F1
2
,
[H1, E2] = −E2
2
, [H1, F2] =
F2
2
. (A12)
Two sets of the operators {E1, F1, H1} and {E2, F2
,H2} generate two non-commutation SU(2) subalgebras,
respectively. Actually, the above four collective opera-
tors define a spinor realization for the symmetric repre-
sentation of SU(3) in NL + 1 dimensional space. The
atom number NL determines the dimensions NL + 1 of
representations. In this sense, we can understand the
two-mode excitation in terms of the large NL limit of
representations of SU(3), which just corresponds to the
low density excitation region. Thus we can define the
collective operators
Aˆ =
1√
N
F1, Aˆ
† =
1√
N
E1,
Bˆ =
1√
N
E2, Bˆ
† =
1√
N
F2. (A13)
For a very large N and low excitation, it is easy to prove
that Aˆ and Bˆ commute with each other and obey the
standard bosonic commutation relation.
Now we can consider the construction of Frenkel exci-
tonic states. In this way, the initial conditions for Frenkel
exciton can be given in terms of the single atom prepara-
tions. For example, when n = 0, 1, 2, ..., the Fock states
of the A-mode excitons
|n〉A = 1√
n!
(
Aˆ†
)n
|0〉 = 1
Nn/2
√
n!
(
N∑
i=1
|e1〉ii〈g|
)n
|0〉
(A14)
take the symmetric excitation states
|0〉 = |g, g, ...g〉,
|1〉A = 1√
N
N∑
j=1
|g, g, ..., ej1, ..., g〉,
|2〉A = 1
N
√
2
N∑
j,k=1
|g, g, ..., ej1, .., ek1 , ..., g〉,
.... (A15)
The second example is the coherent state of the A-mode
Frenkel exciton
|α〉A ∝ exp(αAˆ†)|0〉
=
∏
j=1
[
cos θ|g〉j + sin θeiφ|e1〉j
]
, (A16)
where tan θ = |α|√
N
and α = |α|eiφ. The coherent nature
of this many-atomic state is reflected by the fact that
both θ and φ are independent of the index j of atoms.
The quantum states of B-mode excitons can also be con-
structed by using the same procedure as discussed above.
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APPENDIX B: THE SELF-INTERACTION TERM
OF THE LIGHT FIELD
In this section we will calculate eqλ ·eq′λ′ for the three-
level case. For an atom with a complete set of eigenvec-
tors {|n〉}, we have
eqλ · eq′λ′ = 〈g|eqλ · eq′λ′ |g〉
=
1
ih¯
∑
n
〈g|eqλ · x|n〉〈n|p · eq′λ′ |g〉
−
∑
n
〈g|eqλ · p|n〉〈n|x · eq′λ′ |g〉
=
2m
h¯e2
∑
n
Ωn〈g|eqλ · d|n〉〈n|d · eq′λ′ |g〉, (B1)
where we have used [x,p] = ih¯ and p =
m
ih¯
(
xHˆA − HˆAx
)
. HˆA is the free atomic Hamiltonian
and gives the eigenvalue equation: HˆA|n〉 = En|n〉.
For the V-type three-level case, we take the three-level
approximation in the above equation as ref.17 for the two
level atom case, obtaining
eqλ · eq′λ′ ≈ 2m
h¯e2
[Ω1 (eqλ · d1) (d1·eq′λ′)
+Ω2 (eqλ · d2) (d2·eq′λ′)] , (B2)
where Ω1 = (Ee1 − Eg)/h¯ and Ω2 = (Ee2 − Eg)/h¯
are atomic transition frequencies for |g〉 ↔ |e1〉 and
|g〉 ↔ |e2〉, respectively. d1 = 〈e1|d|g〉 = 〈g|d|e1〉 and
d2 = 〈e2|d|g〉 = 〈g|d|e2〉 are the corresponding transi-
tion dipole moments. Choosing eqλ as the following
eq1 · d1 = d1, eq1 · d2 = d2,
eq′2 · d1 = 0, eq′2 · d2 = 0, (B3)
then we get
eqλ · eq′λ′ ≈ 2m
h¯e2
[Ω1d
2
1δλ,1δλ,λ′ +Ω2d
2
2δλ,1δλ,λ′ ]. (B4)
Substituting
∑
λ,λ′ eqλ·eq′λ′ into f(q, q′), we get Eq. (45)
in section V. It is noticed that, for the case with single di-
rection polarization of light,
∑
λ,λ′ eqλ ·eq′λ′ = 1 strictly.
The cut-off of the complete relation for the sum by only
three levels, however, will lead to the departure from 1.
Only with this cut-off approximation the exactly-solvable
mode is built for the two mode excitons coupling to the
quantized electromagnetic fields.
APPENDIX C: DETAILED
NON-PERTURBATION CALCULATION
In this Appendix, we will add the necessary details and
list the more expatiatory expressions for section V. We
start from the total interaction Hamiltonian
Hˆint = h¯
∑
q,k
G1(q)O(k + q)
[
Aˆk + Aˆ
†
−k
] [
aˆq + aˆ
†
−q
]
+ h¯
∑
q,k
G2(q)O(k + q)
[
Bˆk + Bˆ
†
−k
] [
aˆq + aˆ
†
−q
]
+ h¯
∑
q,q′,k
1
Ω1
G1(q)G1(q
′)O(q′ − k)O(k + q)
×
[
aˆq + aˆ
†
−q
] [
aˆq′ + aˆ
†
−q′
]
+ h¯
∑
q,q′,k
1
Ω2
G2(q)G2(q
′)O(q′ − k)O(k + q)
×
[
aˆq + aˆ
†
−q
] [
aˆq′ + aˆ
†
−q′
]
. (C1)
which includes the non-RWA terms and the self-
interaction of the light field.
The half-side Fourier transformation (HSFT) of the
Heisenberg equations governed by the total Hamiltonian
(C1) are
(ω − Ω1)Ak(ω) =
∑
q
G1(q)O(q − k)
[
aq(ω) + a
†
−q(ω)
]
+iAk(0), (C2)
(ω − Ω2)Bk(ω) =
∑
q
G2(q)O(q − k)
[
aq(ω) + a
†
−q(ω)
]
+iBk(0), (C3)
for excitons, and
(ω − |q|c)aq(ω)
=
ω
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(ω)−A†−k(ω)
]
− i 1
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(0)−A†−k(0)
]
+
ω
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(ω)−B†−k(ω)
]
− i 1
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(0)−B†−k(0)
]
+ iaq(0), (C4)
(ω + |q|c)a†−q(ω)
= − ω
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(ω)−A†−k(ω)
]
+ i
1
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(0)−A†−k(0)
]
− ω
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(ω)−B†−k(ω)
]
+ i
1
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(0)−B†−k(0)
]
+ ia†−q(0), (C5)
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for photons. Here, we have eliminated
∑
q′ G(q
′)O(q′ −
k)
[
aq′(ω) + a
†
−q′(ω)
]
in the derivation of Eqs. (C4) and
(C5).
Combining the above two equations, we get
(ω2 − q2c2)
[
aq(ω) + a
†
−q(ω)
]
= i(ω + |q|c)aq(0) + i(ω − |q|c)a†−q(0)
+2|q|c ω
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(ω)−A†−k(ω)
]
−i2|q|c
Ω1
G1(q)
∑
k
O(k − q)
[
Ak(0)−A†−k(0)
]
+2|q|c ω
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(ω)−B†−k(ω)
]
−i2|q|c
Ω2
G2(q)
∑
k
O(k − q)
[
Bk(0)−B†−k(0)
]
. (C6)
Substituting Eq. (C6) into Eq. (C2) and (C3), after a
straightforward calculation, we obtain two coupled equa-
tions for the Frenkel exciton operators
∑
k′
[
(ω2 − Ω21)δkk′ −
2ω2
Ω1
F
(1)
kk′ (ω)
]
×
[
Ak′ (ω)−A†−k′(ω)
]
= i
[
(ω +Ω1)Ak(0)− (ω − Ω1)A†−k(0)
]
+ 2iω
∑
q
G1(q)O(q − k)
[
aq(0)
ω − |q|c +
a†−q(0)
ω + |q|c
]
− 2i ω
Ω1
∑
k′
F
(1)
kk′ (ω)
[
Ak′ (0)−A†−k′ (0)
]
− 2i ω
Ω2
∑
k′
F
(3)
kk′ (ω)
[
Bk′(0)−B†−k′(0)
]
+
2ω2
Ω2
∑
k′
F
(3)
kk′ (ω)
[
Bk′(ω)−B†−k′(ω)
]
, (C7)
and ∑
k′
[
(ω2 − Ω22)δk,k′ −
2ω2
Ω2
F
(2)
kk′ (ω)
]
×
[
Bk′ (ω)−B†−k′ (ω)
]
= i
[
(ω +Ω2)Bk(0)− (ω − Ω2)B†−k(0)
]
+ 2iω
∑
q
G2(q)O(q − k)
[
aq(0)
ω − |q|c +
a†−q(0)
ω + |q|c
]
− 2i ω
Ω2
∑
k′
F
(2)
kk′ (ω)
[
Bk′(0)−B†−k′(0)
]
− 2i ω
Ω1
∑
k′
F
(3)
kk′ (ω)
[
Ak′ (0)−A†−k′ (0)
]
+
2ω2
Ω1
∑
k′
F
(3)
kk′ (ω)
[
Ak′(ω)−A†−k′ (ω)
]
, (C8)
where only the initial photon operators and the exci-
ton operators are concerned. Three factors introduced
in Eqs. (c7) and (c8) are
F
(1)
kk′ (ω) =
∑
q
2|q|cG21(q)O(q − k)O(k′ − q)
ω2 − q2c2 ,
F
(2)
kk′ (ω) =
∑
q
2|q|cG22(q)O(q − k)O(k′ − q)
ω2 − q2c2 ,
F
(3)
kk′ (ω) =
∑
q
2|q|cG1(q)G2(q)O(q − k)O(k′ − q)
ω2 − q2c2 , (C9)
which represent the overlap of exciton wave functions
with different wave vectors. We take the photon nor-
malization volume V to be AL where A is the area of
the crystal slab, and place the slab at the middle of the
volume. When L is sufficient large, the sum over q can
be replaced to a integral:
∑
q ...→ L2π
∫∞
−∞ dq.... Thus
F
(i)
kk′ (ω) = −
NaΩif
2
i
4pic2
∫ ∞
−∞
dq
O(q − k)O(k′ − q)
q2 − (ωc )2
, (C10)
By carrying out the integrations as in Ref.17, the ex-
plicit expressions are
F
(i)
kk′ (ω) = −
af2i Ωi
8Ncω
sin k′+ωc2 Na
sin
k′+ω
c
2 a
ei
k+ω
c
2
Na
sin
k+ω
c
2 a
− sin
k′−ω
c
2 Na
sin
k′−ω
c
2 a
ei
k−ω
c
2
Na
sin
k− ω
c
2 a
+
sin k−k
′
2 Na
sin k−k′2 a
sin ωc a
sin(
k+ ω
c
2 a) sin(
k− ω
c
2 a)
]
. (C11)
When N →∞, the first two terms tend to zero, thus
lim
N→∞
F
(i)
kk′ (ω) = −
af2i Ωi
8cω
sin ωc a
sin(
k+ω
c
2 a) sin(
k− ω
c
2 a)
δk,k′ .
(C12)
The above results will be used to determine aq(ω) −
a†−q(ω) explicitly in Sec. V.
For the single lattice layer case, ignoring the quantum
noise terms proportional to aq(0) or a
†
−q(0) induced by
the background light field, we obtain the coupled equa-
tions of the exciton operators[
ω2 − Ω22 −
2ω2
Ω2
F
(2)
00 (ω)
] [
B0(ω)−B†0(ω)
]
= i
[
(ω +Ω2)B0(0)− (ω − Ω2)B†0(0)
]
−2i ω
Ω2
F
(2)
00 (ω)
[
B0(0)−B†0(0)
]
17
−2i ω
Ω1
F
(3)
00 (ω)
[
A0(0)−A†0(0)
]
+
2ω2
Ω1
F
(3)
00 (ω)
[
A0(ω)−A†0(ω)
]
, (C13)
and [
ω2 − Ω21 −
2ω2
Ω1
F
(1)
00 (ω)
] [
A0(ω)−A†0(ω)
]
= i
[
(ω +Ω1)A0(0)− (ω − Ω1)A†0(0)
]
−2i ω
Ω1
F
(1)
00 (ω)
[
A0(0)−A†0(0)
]
−2i ω
Ω2
F
(3)
00 (ω)
[
B0(0)−B†0(0)
]
+
2ω2
Ω2
F
(3)
00 (ω)
[
B0(ω)−B†0(ω)
]
. (C14)
These two equations lead to two decoupled equations Eq.
(54) and Eq. (55) in Sec. V for A0(ω) − A†0(ω) and
B0(ω) − B†0(ω). The solutions of Eq. (54) and Eq. (55)
are
A0(ω)−A†0(ω)
= i
ω2 − Ω22 + iη2ω
ζ(ω)
[
(ω +Ω1)A0(0)− (ω − Ω1)A†0(0)
]
+
Ω3η3
ζ(ω)
[
(ω +Ω2)B0(0)− (ω − Ω2)B†0(0)
]
− η1
ζ(ω)
(
ω2 − Ω22
) [
A0(0)−A†0(0)
]
, (C15)
and
B0(ω)−B†0(ω)
= i
ω2 − Ω21 + iη1ω
ζ(ω)
[
(ω +Ω2)B0(0)− (ω − Ω2)B†0(0)
]
+
Ω3η3
ζ(ω)
[
(ω +Ω1)A0(0)− (ω − Ω1)A†0(0)
]
− η2
ζ(ω)
(
ω2 − Ω21
) [
B0(0)−B†0(0)
]
, (C16)
where ζ(ω) is defined in Eq. (58). The above two equa-
tions determine aq(ω) − a†−q(ω) and give the non-zero
electric field E(z, t) (Eq. (65) in Sec. V)
E(z, t) = E(+)(z, t) + H.c.,
for z − ct < 0, where
E(+)(z, t)
=
√
pih¯Ω1η1
cA
[
(ω1 +Ω1)A0(0) + (ω1 − Ω1)A†0(0)
]
× (ω
2
1 − Ω22)e−iω1(t−
z
c
)
(ω1 − ω2) (ω1 − ω3) (ω1 − ω4)
+
√
pih¯Ω1η1
cA
[
(ω3 +Ω1)A0(0) + (ω3 − Ω1)A†0(0)
]
× (ω
2
3 − Ω22)e−iω3(t−
z
c
)
(ω3 − ω1) (ω3 − ω2) (ω3 − ω4)
+
√
pih¯Ω2η2
cA
[
(ω1 +Ω2)B0(0) + (ω1 − Ω2)B†0(0)
]
× (ω
2
1 − Ω21)e−iω1(t−
z
c
)
(ω1 − ω2) (ω1 − ω3) (ω1 − ω4)
+
√
pih¯Ω2η2
cA
[
(ω3 +Ω2)B0(0) + (ω1 − Ω2)B†0(0)
]
× (ω
2
3 − Ω21)e−iω3(t−
z
c
)
(ω3 − ω1) (ω3 − ω2) (ω3 − ω4) , (C17)
here ωj, for j = 1, 2, 3, 4, are four roots of the charac-
teristic equation of Eq. (57). Eq. (C17) shows that, in
positive z region, the electric field generated by the two-
mode exciton is damped exponentially with two eigende-
cay rates Γ1 and Γ2. Unlike the results of Sec. IV, the
corresponding eigenmodes, however, are two linear com-
binations of the A0 and B0 modes. This is because we
include non-RWA terms and MPP in the derivation of
Eq. (54) and Eq. (55) in Sec. V.
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