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Abstract
A new generalized and sharp version of Jordan’s inequality is proved and it is applied in the improvement of the Yang Le
inequality. Moreover, a mistake in the proof of sharpening Jordan’s inequality due to Zhu [S.H. Wu, On generalizations and
refinements of Jordan type inequality, Octogon Math. Mag. 12(1) (2004) 267–272] is corrected.
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1. Introduction





< 1, 0 < x ≤ π
2
(1)
plays an important role in many areas of pure and applied mathematics. In recent years, many authors including
Yuefeng [2], Mercer et al. [3], Ozban [4], Zhu [5,6], Wu [7], Debnath and Zhao [8,9] have given considerable attention
to the important Jordan inequality and its improvement.
































where 0 < x ≤ π2 .
However, there is a mistake in Zhu’s [6] proof of inequality (2) that was proved by using an argument that
k(x) = (24/π3)x−sin x3x−π is increasing on (0, π2 ). In fact, the function k(x) = (24/π
3)x−sin x
3x−π is not increasing on (0,
π
2 ),
which can be shown via the obvious fact that limx→ π3 − k(x) = +∞ and limx→ π3 + k(x) = −∞. This means that the
proof of inequality (2) is incorrect.
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The main objective of this work is to prove a new generalized and sharp version of inequality [1] by introducing a
parameter θ(0 < θ ≤ π). We also give a correct proof of (2). We provide an application to the improvement of the
Yang Le inequality. Finally, it is shown that inequality (18) is a unified generalization of several results of previous
papers [4–6].
2. Generalization and sharpness of Jordan’s inequality






































































θ sin θ + cos θ − sin θ
θ
)












































































are the best constants in (4).
In order to prove the Theorem 1, we will use the following lemma (see Anderson et al. [10] and Yang [11]).
Lemma 1. Let f , g : [a, b] → R be two continuous functions which are differentiable on (a, b). Further, let us have
g′ = 0 on (a, b). If f ′/g′ is increasing (or decreasing) on (a, b), then the functions
f (x) − f (b)
g(x) − g(b) and
f (x) − f (a)
g(x) − g(a)
are also increasing (or decreasing) on (a, b) (see Anderson et al. [10] and Yang [11]).
Proof of Theorem 1. Let g1(x) = sin xx − sin θθ − 12 ( sin θθ − cos θ)(1 − x
2
θ2
), g2(x) = (1 − xθ )2, g3(x) = 1θ2 ( sin θθ −

































= 2 sin x − x









= g5(x) − g5(0)
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= − 13 cos x is increasing on (0, θ) (0 < θ ≤ π), we conclude that
g′3(x)
g′4(x)








is increasing on (0, θ). This


















)2 = g1(x) − g1(θ)g2(x) − g2(θ)
is increasing on (0, θ), by Lemma 1.








































θ sin θ + cos θ − sin θ
θ
)
for x ∈ (0, θ),
















θ sin θ + cos θ − sin θ
θ
)
are the best constants in (3).
Next, we prove inequality (4).
Let f1(x) = sin xx − sin θθ − 12 ( sin θθ − cos θ)(1 − x
2
θ2
), f2(x) = (1 − x2θ2 )2, f3(x) = − 1θ2 ( sin θθ − cos θ)− cos xx2 + sin xx3 ,
f4(x) = 4θ2 (1 − x
2
θ2
), f5(x) = 3 sin x − 3x cos x − x2 sin x , f6(x) = 8θ4 x5, f7(x) = sin x − x cos x , f8(x) = 40θ4 x3,







































) = f3(x) − f3(θ)f4(x) − f4(θ) ,
f ′3(x)
f ′4(x)





= f5(x) − f5(0)f6(x) − f6(0) ,
f ′5(x)
f ′6(x)
= sin x − x cos x40
θ4
x3






= f9(x) − f9(0)f10(x) − f10(0) .




= θ4120 cos x is decreasing on (0, θ)(0 < θ ≤ π), we can deduce















f2(x) are all decreasing on (0, θ).
In view of the fact that
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is decreasing on (0, θ) and
lim
x→0+



























θ sin θ + cos θ − sin θ
θ
)










for x ∈ (0, θ),




















are the best constants in (4).
The proof of Theorem 1 is complete. 
Remark 1. It follows that inequality (2) follows directly from Theorem 1 with θ = π2 . Moreover, it is worth noticing
that the proof of inequality (3) is free from the mistake made by Zhu [6].
Integrating both sides of the inequality (3) and (4) respectively, we obtain:
Corollary 1. If θ ∈ (0, π], then








11 sin θ − 5θ cos θ − θ2 sin θ
6
, (5)








8 sin θ − θ cos θ + 8θ
15
. (6)
In particular, putting θ = π2 in (6), an estimate for
∫ π
2













3. Application to the improvement of the Yang Le inequality
It is well known that the Yang Le inequality plays an important role in the theory of the distribution of values of
functions (see Yang [12]). This inequality is stated below:
If A1 > 0, A2 > 0, A1 + A2 ≤ π and 0 ≤ µ ≤ 1, then
cos2 µA1 + cos2 µA2 − 2 cos µπ cos µA1 cos µA2 ≥ sin2 µπ. (8)
Several improved versions of the Yang Le inequality have been established by several authors [4–6]. We give here
a new improvement of the Yang Le inequality.
Theorem 2. Let Ai ≥ 0 (i = 1, 2, . . . , n, n ≥ 2), with ∑ni=1 Ai ≤ θ, θ ∈ [0, π], and let n be a natural number. Then
max {N1(θ), N2(θ)} ≤ (n − 1)
n∑
k=1
cos2 Ak − 2 cos θ
∑
1≤i< j≤n



















































































We first establish and prove the following lemma:
Lemma 2. Let A ≥ 0, B ≥ 0 and let A + B ≤ θ , θ ∈ [0, π]. Then




cos2 θ + cos2 A + cos2 B −2 cos θ cos A cos B = (cos θ − cos A cos B)2+ cos2 A + cos2 B − cos2 A cos2 B
= (cos θ − cos A cos B)2 − sin2 A sin2 B + 1 = (cos θ − cos (A + B)) (cos θ − cos (A − B)) + 1
= 4 sin θ + A + B
2
sin
θ − A − B
2
sin
θ + A − B
2
sin
θ − A + B
2
+ 1. (11)
From the hypotheses A ≥ 0, B ≥ 0, A + B ≤ θ , θ ∈ [0, π], we infer that
θ + A + B
2
,
θ − A − B
2
,
θ + A − B
2
,




cos2 θ + cos2 A + cos2 B − 2 cos θ cos A cos B ≥ 1,
yields the left-hand inequality of (10).
Note that f (x) = sin x is a continuous and concave function defined on [0, π]; using Jensen’s inequality and the











θ + A + B
2
+ sin θ − A − B
2
+ sin θ + A − B
2






θ + A + B
2
sin
θ − A − B
2
sin
θ + A − B
2
sin







θ + A + B
2
sin
θ − A − B
2
sin
θ + A − B
2
sin





Combining this with (11) and (12) leads to
cos2 A + cos2 B − 2 cos θ cos A cos B ≤ 1 + 4 sin4 θ
2
− cos2 θ = 4 sin2 θ
2
.
Lemma 2 is proved. We can now prove Theorem 2. 
Proof of Theorem 2. When θ = 0, (9) is an identity. We suppose 0 < θ ≤ π below.
Let Hij = cos2 Ai + cos2 A j − 2 cos θ cos Ai cos A j . It follows from Lemma 2 that
sin2 θ ≤ Hij ≤ 4 sin2 θ2 (1 ≤ i < j ≤ n). (13)
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≤ (n − 1)
n∑
k=1
cos2 Ak − 2 cos θ
∑
1≤i< j≤n



































































































































































































































Combining inequalities (15)–(17) yields inequality (9). This completes the proof of Theorem 2. 
Note that when
∑n
i=1 Ai ≤ π and 0 ≤ µ ≤ 1, it implies
∑n
i=1 µAi ≤ µπ and µπ ∈ [0, π]. Now, using Theorem 2
and the substitution of Ai → µAi (i = 1, 2, . . . , n) and θ → µπ in (9) yields the following corollary:
Corollary 2. Let Ai > 0 (i = 1, 2, . . . , n, n ≥ 2), with ∑ni=1 Ai ≤ π , 0 ≤ µ ≤ 1, and let n be a natural number.
Then
max {N1(µ), N2(µ)} ≤ (n − 1)
n∑
k=1
cos2 µAk − 2 cosµπ
∑
1≤i< j≤n











































3 − µ2 + (π − 3)(1 − µ2)2
]2
µ2.
Remark 2. Inequality (18) is a unified generalization of the former results obtained in [4–6].
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