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Abstract
This article presents a novel method for visualizing the control systems behavior. The proposed scheme uses the tools
of fractional calculus and computes the signals propagating within the system structure as a time/frequency-space wave.
Linear and nonlinear closed-loop control systems are analyzed, for both the time and frequency responses, under the
action of a reference step input signal. Several nonlinearities, namely, Coulomb friction and backlash, are also tested. The
numerical experiments demonstrate the feasibility of the proposed methodology as a visualization tool and motivate its
extension for other systems and classes of nonlinearities.
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Introduction
Linear control theory is a well-established matter, and
a plethora of methods for the analysis and synthesis of
linear systems has been developed.1–4 However, linear
systems are far from being the most adequate models
of real-world phenomena since most exhibit nonlinear
behavior. Due to this fact, during the last decade,
researchers have paid more attention to nonlinear
methods, but the available mathematical tools are com-
plex and far from leading to straightforward results.5–11
In this article, we propose a methodology for obser-
ving the performance of control systems. The scheme is
a pure mathematical and numerical formulation, and
the results are to be interpreted as a new visualization
concept inspired in the fractional calculus (FC). In this
line of thought, the goal of the study is not to obtain a
physical meaning but to open a new alternative concept
to the classical integer modus operandi. The method
computes the signal that propagates within the struc-
ture of a control system, leading to the representation
of the traveling signal in both the time and frequency
domains.
Having these ideas in mind, this article is organized
as follows. In section ‘‘Mathematical tools,’’ we present
the main mathematical tools for processing data. In sec-
tion ‘‘Numerical simulation and computer visualiza-
tion,’’ we simulate the system dynamics, and we
propose a methodology for visualizing signal-wave pro-
pagation. Finally, in section ‘‘Conclusion,’’ we outline
the main conclusions.
Mathematical tools
In this section, we present the main mathematical tools
to be adopted during the data processing. Hence, in
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sub-section ‘‘Fractional-order derivatives and inte-
grals,’’ we introduce briefly the concept of fractional-
order ‘‘differintegral.’’ In sub-sections ‘‘Fourier trans-
form’’ and ‘‘Fractionalization of elemental blocks,’’ we
recall the Fourier transform (FT) operator and we
address the fractionalization of an elemental linear
block, respectively.
Fractional-order derivatives and integrals
FC generalizes the concepts of derivative and integral
to non-integer orders. During the last decades, FC was
found to play a fundamental role in modeling many rel-
evant physical phenomena and emerged as an impor-
tant tool in the area of dynamical systems with complex
behavior.12–20
In a loose sense, fractional derivatives and integrals
‘‘interpolate’’ between integer-order operators. This
property is particularly useful in control engineering
since we can adapt standard algorithms to a smoother
version based on FC. Besides this aspect, FC operators
capture memory effects, which make them an useful
tool in the modeling of phenomena with long-range
correlations and memory.
Several definitions of fractional derivative and inte-
gral have been proposed.21–23 We recall here the
Gru¨nwald–Letnikov (GL) fractional ‘‘differintegral’’
operator of order a 2 R, GLa Dat , given by24
GL
a D
a
t f (t)= lim
h!0
ha
Xtah½ 
m= 0
1ð Þm a
m
 
f (t  mh) ð1Þ
where ½ denotes the integer part, h is the time incre-
ment, and ft, ag 2 R are the upper and lower limits of
the ‘‘differintegral’’ operation.
Using the Laplace transform and neglecting initial
conditions, we have the expression
L GL0 Dat f tð Þ
 
= saL f tð Þf g ð2Þ
where s and Lfg represent the Laplace variable and
operator, respectively.
The Mittag-Leffler (ML) function, Ea(t), plays an
important role in the context of FC, being defined by
Ea(t)=
X‘
m= 0
tm
G(am+ 1)
ð3Þ
This function establishes a connection between
purely exponential and power law behaviors that char-
acterize integer and fractional-order phenomena,
respectively.18 In particular, if a= 1, then E1(t)= e
t.
When the argument t 0, the ML function decreases
monotonically, and for large values of t, we have
Ea( t)’ 1
G(1 a)
1
t
, a 6¼ 1, 0\a\2 ð4Þ
The Laplace transform (5) allows an extension of
transform pairs from the exponential function and inte-
ger powers of s toward the ML function and fractional
powers of s18
L Ea(6 ataf g= s
a1
sa7a
ð5Þ
Based on these concepts of time-domain and
frequency-domain tools, such as root locus,25,26 Bode
and Nyquist diagrams, as well as the concepts of stability
and state-space, have been applied to fractional-order
control systems for analysis and control synthesis.24,27
Equation (1) can be easily approximated numerically
by28,29
GL
a D
a
t f (t)’
GL
(tL)D
a
t f (t)
= Ta
XN (t)
m= 0
( 1)m a
m
 
f (t  mT )
= Ta
XN (t)
m= 0
c(a)m f (t  mT )
ð6Þ
where T is the sampling period, L is the ‘‘memory
length,’’ and N (t)= minf½t=h, ½L=hg.
The binomial coefficients c(a)m are given by
28
c(a)m = 1
1+a
m
 
c
(a)
m1, c
(a)
0 = 1 ð7Þ
Parameter L should be chosen using the criterion
L  1
d20G(a)
ð8Þ
where d0 is the maximum admissible normalized error,
given by
d0=
GL
a D
a
t f (t)GL(tL) Dat f (t)
 
M
, M= max
½0,‘
f (t)j j ð9Þ
Fourier transform
The FT is a powerful and robust signal processing tool
for the analysis of systems dynamics. The FT converts
a time-domain signal or function, f (t), to its frequency-
domain counterpart, F(jv)30–32
F f (t)f g=F(jv)=
ð+‘
‘
f (t)ejvtdt ð10Þ
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where Ffg represents the Fourier operator and v rep-
resents the angular frequency.
The inverse FT is given by
F1 F(jv)f g= f (t)= 1
2p
ð+‘
‘
F(jv)ejvtdv ð11Þ
Applying the ‘‘differintegral’’ operator to both sides
of equation (11), we obtain, within certain
conditions33,34
GL
0 D
a
t f (t)=F1 (jv)aF(jv)f g ð12Þ
where (jv)a= jvja exp½(sign(v)(jap=2).
The FT has the advantage of being robust, allowing
a direct interpretation of the processed data and being
usable in a wide range of signals.
Fractionalization of elemental blocks
A control system is often represented graphically as a
block diagram describing the system dynamic model.
The block diagram includes no information about the
physical construction of the system and is not unique.
The main source of energy, as well as the energy flow, is
not explicitly shown. Nevertheless, an individual block
establishes a unilateral relationship between an input
and an output signal, being assumed that there is no
interaction between blocks.
Figure 1 represents the fractionalization of a linear
elemental block, where ai 2 R, i= 1, :::, n, andPn
i ai= 1.
The intermediate signal Xk(jv) is given by
Xk(jv)=
Yk
i= 1
Z(jv)ai
" #
X (jv) ð13Þ
In the time domain, we have
xk(t)=F1 Xk(jv)f g ð14Þ
In the particular case of an integrator/differentiator
elemental block, xk(t) can be computed directly in the
time domain as
xk(t)= aD
a1 +a2 + +ak
t x(t) ð15Þ
Numerical simulation and computer
visualization
For demonstrating the proposed concepts, we analyze
in the sequel the behavior of two representative control
systems. In sub-section ‘‘Fractionalization of a linear
system,’’ we consider a first-order linear plant with
transport delay. In sub-section ‘‘Fractionalization of a
nonlinear system,’’ we address a nonlinear system com-
prising an inertia, Coulomb friction, transport delay,
and backlash. The closed-loop time and frequency
responses to a unit-step input are analyzed.
Fractionalization of a linear system
We start with the control system of Figure 2, where the
plant, G(s), and controller, C(s), are given by35
G(s)=
1
1+ 20s
e0:2s ð16Þ
C(s)= 0:0880+
6:5185
s0:6751+ 2:5881s0:6957
ð17Þ
The controller is a fractional-order proportional–
integral–derivative (PID), tuned by means of
Figure 1. Fractionalization of a linear elemental block.
Figure 2. Linear control system with transport delay.
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Ziegler–Nichols-type rules.35 All units are expressed in
the International System.
The three elemental blocks are fractionalized as
described in sub-section ‘‘Fractionalization of elemental
blocks,’’ with ai, i= 1, :::, 101, corresponding to numer-
ical discretizations evenly spaced in the interval ½0, 1.
Figures 3 and 4 depict the new representation
through the path e ! u ! x ! y. Figure 3 represents
the signal propagating along the system structure in the
time domain, that is, from the actuating error, e,
toward the system output, y. To improve the readabil-
ity, the results are depicted by means of both a contour
map and a three-dimensional (3D) surface plot.
In Figure 4, the signal evolution is expressed in the
frequency domain. We identify the three stages of
the traveling path: error ! control action (e ! u)
control action ! plant output (u ! x), and plant
output ! system output (x ! y). The graphs show the
signal moving along the system structure as a time/fre-
quency-space wave. It should be noted that the method
Figure 3. Time-domain representation of the signal propagating along the forward path of the linear control system in response to
a unit-step input: (a) contour map and (b) 3D surface plot.
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generalizes and complements the classical visualization
tools. The physical meaning, if any, of the signal away
from the standard points fe, u, x, yg is not considered
here. Also, despite some graphical similarities with
wavelet portraits, we should note that we are consider-
ing a technique formally distinct.
Fractionalization of a nonlinear system
We analyze now the nonlinear control system of
Figure 5. This system comprises an integer-order PID
controller, a double integrator, and a transport delay,
t. The nonlinearities include Coulomb friction force,
FC, and backlash, d. Coulomb forces often cause unde-
sirable vibration, as well as faulty operation. Backlash
compromises system performance, originating delays,
oscillations, and inaccuracies. Despite their importance,
both phenomena are not yet fully understood, mainly
due to the considerable randomness and the large vari-
ety of dynamic effects.9,10,36,37
The controller was tuned to yield an oscillatory sta-
ble response, thus sacrificing performance just to have a
richer signal content for visualization. The system para-
meters are summarized in Table 1. All units are given in
the International System.
As mentioned previously, the linear elemental blocks
are fractionalized with ai, i= 1, :::, 101, corresponding
to numerical discretizations evenly spaced in the inter-
val ½0, 1. The nonlinear blocks are not discretized.
Figures 6 and 7 show the signal propagation along
the forward path of the block diagram, from the actuat-
ing error, e, toward the system output, y, in response to
Figure 4. Frequency-domain representation of the signal propagating along the forward path of the linear control system in
response to a unit-step input by means of a 3D surface plot.
Figure 5. Block diagram of a feedback control system involving delay and nonlinearities.
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Table 1. Parameters of the nonlinear control system.
PID Inertia Coulomb Delay Backlash
KP KI KD J FC t d
80 5 0.9 0.01 1 53103 53102
PID: proportional–integral–derivative.
Figure 6. Time-domain representation of the signal propagating along the forward path of the nonlinear control system in response
to a unit-step input: (a) contour map and (b) 3D surface plot with the z-axis scale implemented by means of the m-law.
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a unit-step reference, in time and frequency domains,
respectively. To improve the readability, in Figure 6(a)
we depict the results on a contour map, while in Figure
6(b) we represent the corresponding 3D mesh. Due to
the broad range of amplitudes and the presence of neg-
ative values, we adopt a 3D chart with the z-axis scale
implemented by means of the m-law38
F(x)= sign(x)
log 1+m xj jð Þ
log (1+m)
ð18Þ
where m= 255.
We identify six stages on the signal traveling path.
In the portion, error! control action (e ! u) we
observe the controller behavior. First, the integral con-
tribution is more effective, corresponding to contour
lines with positive slope in Figure 6(a), and then the
derivative action dominates, inverting the slope of the
lines. At the points fu, rg (corresponding to the left and
right sides of the sum block), a discontinuity occurs
caused by the Coulomb force, FC. In the path connect-
ing both sides of the block J1 (r ! a), we visualize the
effect of the inertia. The amplitude of the signal
increases, reaching its maximum value that corresponds
to the acceleration, a. In the next two portions, that is,
in the path acceleration! input of delay block (a ! x),
the signal is fractionally integrated, and decreases in
amplitude. In the branch (x w), the signal travels
through the delay block, and we observe that the slope
of the contour lines is proportional to the delay, d.
Finally, at point w, a discontinuity occurs caused by
the backlash, t, and the contour lines become horizon-
tal, meaning that we can visualize the signal just before
and after the backlash block, but we are not able to
observe the traveling signal across the block.
Conclusion
This article formulated a novel visualization technique
inspired in the FC paradigm that is particularly useful
in the presence of nonlinear dynamics. The proposed
methodology determines the signal propagating as a
time/frequency-space wave within the structure of a
controlled system. Linear and nonlinear closed-loop
control systems were analyzed based on the time and
frequency responses under the action of a reference step
input signal. The method is an abstract scheme, and the
results are to be interpreted as a new visualization con-
cept that extends the capabilities of the classical tools.
Therefore, obtaining a physical meaning is not the goal
of this study but to open a new research procedure to
the classical integer modus operandi. Further research
may address more complex control systems, involving
distinct nonlinearities, or the embedding of the pro-
posed fractionalization scheme with different signal
analysis tools or computer visualization techniques.
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Figure 7. Frequency-domain representation of the signal propagating along the forward path of the nonlinear control system in
response to a unit-step input by means of a 3D surface plot.
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