Background. The difficulty in detecting relevant risk factors for chronic diseases (such as breast and colon cancer) may be due to heterogeneity in the populations of studied cases, and one source of heterogeneity may be differential genetic susceptibility predisposing to differential environmental sensitivity. Method. The purpose of this investigation is to determine whether the estimates of odds ratios are modified by using relatives as controls when risk factors interact with an underlying genetic factor. Results. We demonstrate that using relative controls in matched case-control studies produces odds ratios different from population-based odds ratios. This difference is dependent on the amount of interaction between the genetic and environmental factors and on the genetic correlation between relatives. Conclusion. In the case of a common disease, the use of relatives as controls could be helpful in detecting interaction between an exposure and an underlying genetic factor when the genetic factor is common. Keywords: odds ratios, genetic susceptibility, environmental exposure, relatives, interactions Previously Goldstein et a/.' demonstrated that selection bias in matched case-control studies using relative controls did not occur, even when there is a correlation in exposure status between relatives. There was no bias under the hypothesis that the risk factors remained constant over time. In this paper, we will show how the estimates of odds ratios of environmental exposures are modified by using relatives as controls when risk factors interact with an underlying genetic factor. The genetic factor could be a genetic marker, a 'major gene', 'multiple major genes', or a polygene directly or not directly involved in the disease. The purpose of this investigation is to determine whether such a geneenvironment interaction may modify estimates of effect. In the situation where estimates are substantially modified, the use of relatives of cases as controls could be fruitful in detecting interactions. Indeed, studies on
Previously Goldstein et a/.' demonstrated that selection bias in matched case-control studies using relative controls did not occur, even when there is a correlation in exposure status between relatives. There was no bias under the hypothesis that the risk factors remained constant over time. In this paper, we will show how the estimates of odds ratios of environmental exposures are modified by using relatives as controls when risk factors interact with an underlying genetic factor. The genetic factor could be a genetic marker, a 'major gene', 'multiple major genes', or a polygene directly or not directly involved in the disease. The purpose of this investigation is to determine whether such a geneenvironment interaction may modify estimates of effect. In the situation where estimates are substantially modified, the use of relatives of cases as controls could be fruitful in detecting interactions. Indeed, studies on chronic diseases such as breast and colon cancer, have had difficulty in detecting relevant risk factors and understanding their role in the aetiology of diseases. This difficulty may be due to heterogeneity in the populations of studied cases, and one source of heterogeneity may be differential genetic susceptibility predisposing to differential environmental sensitivity.
We want to evaluate the relationship between an exposure (E) and disease (D) (both dichotomous) when this exposure interacts with a genetic factor. The genetic factor does not involve a particular genetic model. We define g as a general class of genetic models. We want to evaluate how much the estimate of a matchedpairs odds ratio associated with E (i.e. where relatives are used as controls) may differ from a populationbased odds ratio when there is an interaction between the risk factor and an underlying genetic factor. Here, the interaction term is used in accordance with usual statistical terminology i.e. the odds ratios associating exposure (E) and disease vary according to the presence or absence of a genetic factor. 2 The genetic factor may or may not be directly involved in the disease.
To examine the exposure-disease relationship, we will conduct a matched-pair case-control study using relatives of the cases as the matched controls. The model used has been partially published previously. 1 We have modified this former model to take into account a model with interaction. We will describe the model from its outset for a better understanding at the risk of repetition.
MODEL
The population consists of pairs of relatives X, and X 2 , where X, is the firstborn and X 2 the secondborn. Only those pairs that contain one case and one non-case (i.e. control) are eligible for inclusion in the study population.
The conditional maximum likelihood estimate of the crude odds ratio when we match one control to each case equals the frequency of discordant pairs in which the case is exposed, divided by the frequency of discordant pairs in which the control is exposed. 2 We define the parameters for modelling the exposuredisease relation under a model with interaction between an exposure and an unknown genetic factor. p = P(g) = prevalence of the genetic factor g in the population, q = P(E) = prevalence of the exposure E in the population.
Let g and E be independent events. Then:
R GE = a = P(D I g,E) = risk of disease given a person has g and E JI = b = P(D I g,E) = risk of disease given a person has g and Ê £ = c = P(D I g,E) = risk of disease given a person has g and E Rgg = d = P(D I g, E) = risk of disease given a person has g and E
We define r as the probability that a person has a factor g given her relative has g. r = P(X 2 = glX, = g)
Instead of choosing a particular genetic model of inheritance (e.g. autosomal recessive or dominant) for a genetic factor, we let g represent a general class of genetic models. We describe g only to specify that r is greater than the population prevalence p (r > p). That is, the relative of a person with g is more likely to have g than is a person chosen at random from the general population. In any case, r is a function of kinship coefficients, the function depending on the nature of g. Since g is a genetic factor, its frequency does not change within a nuclear family. Furthermore, the marginal probabilities must equal p and (1-p). Therefore, once r is specified, the joint genotype distribution between the relatives is uniquely determined. 34 Thus, the probability that a person does not have the genetic factor g, given her relative does not have g is:
To simplify equation (1), we let
We follow an approach for the exposure factor similar to that proposed by Goldstein et al} and define m as the probability that a person has been exposed to E given her relative has been exposed. m = P(X 2 = E I X, = E) Unlike g, using m to parameterize the positive association of exposure between two relatives does not uniquely determine the joint exposure distribution between the relatives, because the marginal probabilities are not constrained to be equal. That is, the frequency of E may differ for X, and X 2 . This is illustrated by the prevalence of E changing over time or by an effect of birth order. Therefore, we define (1-w) as the probability that a person has not been exposed to E given her relative has not been exposed.
(l-w) = P(X 2 = E lx, = E) If we assume that the younger relative of a person with E is more likely to have E than is a person chosen at random from the general population, then m > q.
Alternatively, if we assume that the younger relative of a person with E is less likely to have E than is a person chosen at random from the general population, then m < q.
Similarly, if we assume that the younger relative of a person without E is more likely to not have E than is a person chosen at random from the general population, then w > q. Finally, if the younger relative of a person without E is less likely to not have E than is a person chosen at random from the general population, then w < q. We assume nothing else about the relationship between m and w. Figure 1 illustrates the selection of X,. There are eight possible outcomes for the joint distribution of G, E and D as follows:
GED: Risk of disease where X, has g and E = pqa GED: Risk of disease where X, has g and E = p (l-q)b GED: Risk of disease where X, has g and E = (l-p)qc GED: Risk of disease where X, has g and E = (1-p) (l-q)d
The four other outcomes have the same G and E distributions. The difference is that X, is not a case (i.e. 5). Risk of no disease where X, has g and E = pq(l-a)). Table 1 shows the case-control pairs for X, and X 2 . The pairs discordant on exposure E status are used to produce a matched-pairs odds ratio. We also measure the effect of exposure E on disease under the interaction model using a population based odds ratio \y p from the general population which generated our cases.
Given that g and E are independent events: P(g I E) = P(g 11) = P(g) = p then,
Using a similar approach, we measure the effect of genetic factor g on disease under the interaction model using a population based odds ratio \y : P(D|g)(l-P(Dlg)) * (l-P(Dlg))P(D|g) Similarly P(E I g) = P(E I g) = P(E) = q given that g and E are independent events. Then,
We also measure the effect of the interaction on the multiplicative scale.
2 ' 6 The interaction term y bl is the ratio between two odds ratios: the odds ratio associating disease and exposure in the presence of the genetic factor g and the odds ratio associating disease and exposure in the absence of g. If this multiplicative factor is one, there is no interaction between E and g. (1-P)qe
When R CE equals R^ or R^ equals R<jg (i.e. genetic factor G has no effect on disease risk within the group exposed to E or within the group not exposed to E) y p equals y (for mathematical illustration, see Appendix) since one of these equalities of the risks is sufficient to have z, = 0.
RESULTS
The results show that the relationship between the variation in the exposure odds ratio and the correlation and interaction is not modified by a correlation in exposure status between relatives. Figure 2 shows the relative difference between vy and \\f according to the correlation in the genetic factor (r) between relatives and according to different values of p and \|/ int for a common disease (disease frequency in population: 0.08). A logarithm scale for the difference has been chosen in order to use the same scale for all interaction values. \|/ increases as both r and p increase. In the same way, \y increases as \y inl increases. When y int equals 1.5, the difference between y and \j/ p is less than 0.2% for a rare genetic factor (e.g. p = 0.05) and less than 2% for a more common genetic factor (p > 0.4). As \y inl increases to 5, the difference for a rare genetic factor is less than 1% and reaches a maximum of 13% for a more common genetic factor. When \y m equals 10, the difference is less than 1.5% for a rare genetic factor and reaches about 18% for a more common genetic factor. Whatever the value of the interaction, there is little difference between y and \j/ p for a rare genetic factor. Figure 3 shows the relationship between the relative difference of y and y p and the genetic factor frequency p for a given value of r. For r equals 0.5, the correlation between relatives, the difference in the odds ratios increases as p increases to a maximum at about p = 0.3 and then the difference decreases to 0 when p equals r. Indeed, in this situation, there is no genetic correlation between X, and X 2 then \j/ p equals \y. For r equals 1, the difference in the odds ratios increases as p increases to a maximum at about p equals 0.55 then the difference decreases to 0 for p equals 1. The maximum of the difference in the odds ratios is reached at a higher value of p as \y im increases (i.e. vy^ = 20 and the maximum difference in the odds ratios is at p = 0.65; y^ = 50 and the maximum difference in the odds ratios is at p = 0.75). Figure 4 shows the increase in the relative difference between the odds ratios with the interaction value for different values of p. The difference in the odds ratios increases as the interaction increases. The relative difference increases most rapidly for y m less than 20 for all values of p and r tested. When p is smaller than 0.05, the difference between y and y p is even smaller. These results are not influenced by changes in the value of q. The observed relative differences between the exposure odds ratios are similar for common and rare exposures (q < 0.01). A change in q modifies the value of \f % only.
Similar exercises were performed for a rare disease (disease frequency in population: 0.001). The differences between y and vy p are far smaller than in the case of a common disease. When \y jm equals 1.5, the difference between y and \y p is less than 0.003% for a rare genetic factor (e.g. p = 0.05) and less than 0.02% for a more common genetic factor (p > 0.4). As \\i IBl increases to 5, the difference for a rare genetic factor is less than 0.03% and reaches a maximum of 0.16% for a more common genetic factor. When \y im equals 10, the difference is less than 0.1 % for a rare genetic factor and reaches about 0.4% for a more common genetic factor (data not shown).
DISCUSSION
This presentation demonstrates that using relative controls in matched case-control studies when an interaction exists between the studied exposure and an underlying genetic factor produces a difference between \| f p and \|/. This difference is dependent on the amount of interaction between the two factors (g and E) and on the genetic correlation between relatives (r). In this exercise, we tested values of interaction greater than one because we were interested in positive interaction between an exposure and a genetic factor. In this case, \\i is always greater than y . For values of interaction less than one, the direction of the relative difference between y p and \y differs according to the interaction value. Further investigations are needed to explore negative interaction.
We have taken the example of a common disease to illustrate the relative difference between the exposure odds ratios. An interaction with a rare genetic factor produces only a small difference in the exposure odds ratio. Obviously such small differences would be undetectable even in large samples. The difference between the exposure odds ratios becomes larger when the genetic susceptibility is more common. In any case, since the differences are smaller than 10%, large sample sizes would be required to detect interactions in real studies. Further studies will be performed to assess the power of such a study design to detect interaction. The use of relatives as controls could be useful in detecting interaction between an exposure and underlying genetic factor when the genetic factor is frequent for a common disease. However, the finding of different odds ratios does not necessarily imply gene-environment interaction, it could also be interaction between two environmental factors, one of which is correlated in families (mimicking a gene). In the case of a rare disease, using relative controls does not seem to provide an advantage in detecting interaction for most reasonable levels of interaction (i.e. interaction values less than one hundred). APPENDIX Details of calculations are given below. We start with vy from the model section which is the matched-pairs odds ratio associating disease and exposure E in relatives, and show that manipulation of a,b,c,d,A,B and C's leads to derivation of the Zs. 
