The interaction of a pair of weakly coupled biological bursters is examined. Bursting refers to oscillations in which an observable slowly alternates between phases of relative quiescence and rapid oscillatory behavior. The motivation for this work is to understand the role of electrical coupling in promoting the synchronization of bursting electrical activity (BEA) observed in the β-cells of the islet of Langerhans, which secrete insulin in response to glucose. By studying the coupled fast subsystem of a model of BEA, we focus on the interaction that occurs during the rapid oscillatory phase. Coupling is weak, diffusive and non-scalar. In addition, non-identical oscillators are permitted. Using perturbation methods with the assumption that the uncoupled oscillators are near a Hopf bifurcation, a reduced system of equations is obtained. A detailed bifurcation study of this reduced system reveals a variety of patterns but suggests that asymmetrically phase-locked solutions are the most typical. Finally, the results are applied to the unreduced full bursting system and used to predict the burst pattern for a pair of cells with a given coupling strength and degree of heterogeneity.
INTRODUCTION
In this paper, we examine the interaction of a pair of diffusively coupled biological bursters. In bursting oscillations one or more variables slowly alternate between phases of relative quiescence and rapid oscillatory behavior. Bursting is the primary mode of electrical behavior in a variety of nerve and endocrine cells (Wang and Rinzel, 1995) . The β-cells of the Islet of Langerhans in the pancreas exhibit bursting activity in response to an elevated blood glucose level. During this time, insulin, the hormone responsible for decreasing the blood glucose level, is released.
Mathematical models of the bursting activity in pancreatic β-cells have evolved along two parallel paths. First, there are a number of models implementing different hypotheses about how the interaction of various ion channels and cellular processes generates bursts. For a review, see Sherman (1996) . All of these models can be viewed as representing the collective behavior of a single cell within a wellcoupled islet.
Second, efforts to understand the collective behavior of β-cells within the islet have been undertaken. Experimentally, bursting activity among β-cells in the same islet of Langerhans has been shown to be synchronous, both in vitro (Eddlestone et al., 1984) and in vivo (Valdeolmillos et al., 1996) . In islets, as well as clusters, β-cells are coupled to their nearest neighbors via gap junctions, as shown by dye injection experiments (Meda et al., 1986; Michaels et al., 1987) , electron microscopy (Meda et al., 1984) , and experiments during which current injection into one cell leads to voltage deflections in neighboring cells (Eddlestone et al., 1984; Perez-Armendariz et al., 1991) .
Numerical simulations (Sherman and Rinzel, 1991) have examined the role of gap-junctional coupling in synchronizing electrical activity within small clusters (cubes of 5 × 5 × 5 cells). Moderate coupling conductances, comparable to those measured in dual voltage-clamp analysis of cell pairs dissociated from islets (PerezArmendariz et al., 1991) , were found to be sufficient for synchrony. In addition, it was found that the burst period in the coupled-cell model can be 50-100% longer than that of the single-cell model if the coupling is not too strong, showing that diffusive coupling could modify the dynamics of oscillation in addition to promoting synchronization.
The latter observation motivated study of an idealized case, pairs of identical cells (Sherman and Rinzel, 1992) . Numerical simulations showed that the bursts become synchronized over a wide range of coupling conductances. With strong coupling, the spikes within each burst also are synchronized, whereas with weak coupling, they are phase locked 180
• out-of-phase, and the burst period is increased as in Sherman and Rinzel (1991) .
An understanding of the bifurcations underlying the latter results was obtained (Sherman, 1994) by extending the theory of bursting for square-wave bursters (Rinzel, 1985) from single cells to coupled pairs of cells. In addition to the in-phase behavior for strong coupling and the anti-phase behavior for weak coupling, this analysis showed two additional types of behavior at intermediate coupling strengths, asymmetrically phase-locked oscillations and quasi-periodic oscillations. Asymmetrically phase-locked solutions are characterized by spikes that are unequal in amplitude, and phase-locked with a constant phase difference that is neither 0
• nor 180
• . Quasi-periodic solutions are characterized by spikes with non-constant amplitudes and a non-constant phase difference.
The present report is the extension of Sherman (1994) to pairs of non-identical cells, motivated in part by numerical simulations of clusters of heterogeneous cells (Smolen et al., 1993) . These showed that coupling conductances that are physiologically plausible can synchronize the bursting patterns of the cells even in the presence of substantial heterogeneity. An increased period was observed in the simulations of heterogeneous cell clusters as it was in homogeneous ones, further illustrating the importance of coupling for the character and genesis, not just the synchronization, of bursting.
Few or none of the individual cells in the simulations of heterogeneous cell clusters possessed parameters lying in the narrow range required for bursting, consistent with the paucity of data showing islet-like bursting in cells isolated from islets. It is perhaps more economical for islets to achieve bursting by coupling such 'sloppy' cells than to require each cell to satisfy exacting tolerances. The functional importance of heterogeneity has been discussed in detail in Sherman (1995) .
In addition to heterogeneity, cells in islets are subject to fluctuations due to channel noise, which can be substantial because of the high membrane resistance of β-cells. If the noise is sufficiently strong, then the two-cell model studied here is not strictly applicable, because the individual cells would not be able to burst for any parameter values (Sherman and Rinzel, 1991) . However, in large populations with strong enough coupling, the noise is filtered by the effectively shared capacitance, and the underlying deterministic dynamics are expressed. Thus, we believe that the bifurcations of the model system are broadly relevant, if not in detail, for understanding features of islet behavior, such as out-of-phase spiking and increased burst period. If one is considering some other cell type, for which noise is not so important and isolated cells exhibit square wave bursting, the fine structure of the bifurcations, in addition to the general tendency, should in principle be applicable.
There is a wealth of results on the behavior of coupled oscillators, with applications in many fields, including mechanics, chemistry, and biology. Many of the results are for cases where the attraction to the limit cycle is strong compared with the coupling strength and it is appropriate to use phase models (Ermentrout, 1981b) . Although phase reduction can give an indication of the behavior of β-cell models for vanishingly weak coupling, most of the interesting behavior occurs for stronger coupling.
Therefore, we follow the technique of Aronson et al. (1990) , who provide a detailed truncated normal form analysis of the interaction of a pair of weakly non-linear oscillators when the coupling strength is comparable to the strength of attraction to the limit cycle. Kevrekidis (1991, 1993) similarly performed a computational bifurcation study of two coupled chemical reactors, and showed how the results of Aronson et al. (1990) are organized in a full, non-truncated problem. However, both these studies mostly deal with scalar coupling (the coupling matrix is D = d I (11), where I is the identity matrix and d is a scalar), whereas the coupling in this paper is via the variable for membrane potential only, i.e., non-scalar. Non-scalar coupling is analysed briefly in Aronson et al. (1990) , but for identical cells only. Here, we consider both scalar and non-scalar coupling, and allow nonidentical cells. After we have obtained a general picture, we apply the results to coupled bursting systems.
In Section 2, we introduce a minimal model of bursting electrical activity in pancreatic β-cells. This model is representative of the wide variety of models that have been developed over the years. We review the fast-slow subsystem analysis of Rinzel (1985) for the single-cell case, as well as the extension of this analysis to the two-cell case by Sherman (1994) .
In Section 3, we reduce the coupled fast subsystem to its simplest form using singular perturbation methods, allowing the cells to differ in a parameter that is later employed as the slow variable of the coupled burster system. The advantage of studying the reduced system is that stable fixed points of the reduced system correspond to stable oscillations in the original system. This allows us to characterize further the quasi-periodic solutions previously noted in Sherman (1994) . The reduced system depends on only five parameters, three of which are determined completely by the original system and the form of the coupling terms. The remaining two parameters, representing the coupling strength and a measure of the difference between the cells, are free.
In Section 4, we investigate the dependence of the solution behavior of the reduced system on the free parameters. The analysis for the case of identical cells is redone in this new context, and related to the results of Section 2. For very weak coupling, only the anti-phase oscillatory solution is stable, whereas for strong coupling, only the in-phase solution is stable. For intermediate coupling strengths, there are asymmetrically phase-locked solutions, as well as quasi-periodic solutions.
When the cells are allowed to differ, perfectly in-phase and anti-phase solutions no longer exist, but are perturbed to asymmetrically phase-locked solutions, and quasiperiodic solutions persist. In addition, when the cells are very different, it is possible for the coupling to annihilate the oscillatory solutions. This phenomenon is known as oscillator death, and was first reported by Bar-Eli (1984 , 1985 for chemical oscillators, and Yamaguchi and Shimizu (1984) in the more general context of a large population of oscillators with a spread of natural frequencies. Oscillator death has also been studied by Aronson et al. (1990) and .
In Section 5, we explore how the findings of Section 4 hold up when we allow the fast subsystems and/or the coupling mechanism to change. We show that the qualitative properties of the bifurcation diagrams are determined by the relative locations of a pitchfork bifurcation and a Hopf bifurcation, as well as the criticality of the pitchfork bifurcation. In the case of the representative, minimal model for bursting oscillations discussed in this paper, the reduction of Section 3 always places the system in the same region of parameter space, where asymmetrically phase-locked solutions of the original system are ubiquitous.
Although the results of our analysis are very general, and tie together many results of more specific coupling studies, the main interest in this paper is to gain an understanding of the implications of coupling for models of bursting oscillations of the pancreatic β-cell, which we do in Section 6. We conclude with a discussion in Section 7. 
A SPECIFIC EXAMPLE
We apply our analysis to a minimal but representative model of bursting electrical activity in the pancreatic β-cell (Sherman and Rinzel, 1991; Sherman, 1994) . Spikes during the bursts are generated by the interaction between voltage-activated calcium and potassium currents, I Ca and I K , respectively. To account for the switches between the active and silent phases, a slow process must be present as well. As the origin of the slow process in the bursting activity of the β-cell is still unknown, and since the existing theories are controversial [see Sherman (1996) for a review], we will use an idealization of this slow process, in the form of an inhibitory potassium current, I s , gated by the slow variable s. Instead of including a separate slow current, it is also possible to let s slowly modulate one of the other currents. The specific biophysical mechanism of the slow process is not important for the present study.
The model equations we use are
where
τ s τ , such that s responds on a much slower time scale than v, the membrane potential, and n, the fraction of open potassium channels for the current I K .
For the values of the model parameters listed in Table 1 . System (1)-(3) exhibits bursting, as shown in Fig. 1(a) . Figure 1(b) shows the standard (Rinzel, 1985) bifurcation analysis of the bursting solution, decomposing (1)-(3) into a fast subsystem, consisting of (1)- (2), and a slow subsystem, consisting of (3). Using s as the bifurcation parameter, we find a Z-shaped curve of steady states in (v, s)-space. Steady states on the lower branch are stable nodes, steady states on the middle branch are saddle points, and steady states on the upper branch are either spiral sources or spiral sinks, except near the right knee, where the steady states are nodes. Stability of the steady states on the upper branch changes at a supercritical Hopf bifurcation. A branch of stable limit cycle oscillations emerges from the Hopf point, and terminates at a homoclinic bifurcation. Thus, for values of s between the left knee of the curve of steady states and the homoclinic bifurcation, the fast subsystem is bistable.
Figure 1(c) shows an enlarged view of the region of bistability. We superimpose the nullcline for s (ṡ = 0), and now consider the effect of including the dynamics for s. Below theṡ nullcline,ṡ < 0, whereas above theṡ nullcline,ṡ > 0. This is sufficient for the full system of equations, (1)-(3), to exhibit bursting.
To study the effect of electrical coupling on bursting, we use the following two-cell model,
for j, k = 1, 2, where g c represents the coupling strength, and the β j can differ to introduce heterogeneity. Numerical simulations of the above model (Sherman and Rinzel, 1992) showed that for identical cells, strong coupling (g c large) leads to synchronization of the bursts, as well as synchronized spiking within each burst. In this case, the bursting solution of the two-cell system is identical to the bursting solution of the individual cells when uncoupled. However, weak coupling (g c small) leads to a new solution. The bursts are still synchronized, but the spikes within each burst are anti-phase (180
• out of phase) and of smaller amplitude. In addition, the burst period increases significantly in comparison to the uncoupled or strongly coupled cases.
The above phenomenon was explained (Sherman, 1994) by extending the decomposition of the single-cell bursting system into fast and slow subsystems to the two-cell case. This was facilitated by the fact that when the model parameters for the two cells are identical, s 1 ≈ s 2 . Hence, it is possible to study the bifurcation structure of (8)- (9), using s = s 1 = s 2 as the bifurcation parameter. Figure 2 summarizes the resulting bifurcation diagrams for decreasing coupling strengths, g c . In order to simplify the situation slightly, we have increased the value of λ from 0.9 to 1.1, such that the branch of periodics emerging from the Hopf bifurcation ends at a second Hopf bifurcation (near the right knee of the curve of steady states), instead of at a homoclinic bifurcation as in Fig. 1(b) . We show only the portion of the bifurcation diagram of interest to us, namely the upper branch of the curve of steady states and the branches of periodics associated with the Hopf bifurcations. Below we identify the pertinent bifurcations; for more details and comparison with the case λ = 0.9, consult Sherman (1994) .
For large coupling strength, there is a stable, in-phase branch of periodics, labelled IP [ Fig. 2(a) ]. Here, v 1 ≡ v 2 , and the oscillatory solution of each cell is the same as for the individual cells when uncoupled. When the coupling strength is decreased, the in-phase branch of periodics loses stability through a pitchfork bifurcation. Emerging from the pitchfork are two stable, asymmetrically phaselocked solutions, labelled AS [ Fig. 2(b) ]. In this case, the amplitude of the oscillation Fig. 2 reveals that for each value of s, the same series of bifurcations occurs as the coupling strength decreases towards 0: the in-phase solution loses stability via a pitchfork bifurcation; the resulting asymmetrically phase-locked solutions lose stability through a torus bifurcation; an unstable anti-phase solution emerges via Hopf bifurcation from the unstable steady-state; the anti-phase solution gains stability via a second torus bifurcation; and, finally, the four periodic solutions (in-phase, anti-phase, and two asymmetrics) merge at g c = 0. Figure 3 shows the bifurcation diagram of the two-cell model, (8)- (9), for a fixed value of s = s 1 = s 2 . We plot the amplitude of the oscillatory solutions, max(v 1,2 ) − min(v 1,2 ), using g c as the bifurcation parameter. As expected from Some questions immediately emerge. The diagram in Fig. 3 is not generic; the pitchfork is possible only because of the symmetry induced by assuming that the cells are identical. What happens when the cells are allowed to differ? Even restricting to the case of identical cells, how does the diagram depend on the particular choice of parameters for the fast subsystem? The best setting to answer these questions is a normal form obtained by Lyapunov-Schmidt reduction in the next section. The periodic solutions will be reduced to steady states of the reduced system, simplifying the analysis and partially filling in the gap between the torus bifurcations by permitting further characterization of the quasi-periodic solutions. The multitude of physical parameters will map into a small number of normal form parameters, leading to a global picture of the possible behaviors.
REDUCTION TO NORMAL FORM
We sketch the reduction to normal form for the general system of two diffusively coupled oscillators,
for j, k = 1, 2, where x j and F(x j ; z j ) are n-dimensional real vectors, z 1,2 are real, scalar parameters, g c denotes the coupling strength, and D denotes the n × n coupling matrix. We assume that (11) admits a supercritical Hopf bifurcation at z = z H B for g c = 0 and, without loss of generality, that the steady state loses stability as z increases through z H B . We follow the approaches and notation in Kuramoto (1984) and Aronson et al. (1990) . We fix the bifurcation parameters z j,k such that the deviations from criticality are small, viz.,
with 0 < ε 1 and µ j,k = O(1). Thus, in the case of no coupling (g c = 0) there is weak attraction to the limit cycle. If the coupling strength g c is of the same size as the deviation from criticality, i.e.,
with ν = O(1), we can no longer assume that the trajectories stay near the limit cycle, and hence it is not appropriate to use phase models of the type discussed in Ermentrout (1981b) . However, as the system is near a Hopf bifurcation, it is only weakly non-linear, and it is appropriate to introduce polar coordinates, which we use to obtain useful information about the behavior of the amplitude as well as the phase of each oscillator. Letx denote a steady state solution of (11), and let u = x −x. Then (11) can be expressed as the Taylor series
where L is the Jacobian matrix of F, and Muu, N uuu, etc., are vectors whose i-th components are given by
At z = z H B , the Jacobian matrix L has a pair of purely imaginary eigenvalues, ±iω 0 . Expanding L, M, and N about z = z H B , and using (12) and (13), (14) becomes
Introducing a slow time scale τ = ε 2 t, we seek a solution of the form
Substituting (18) into (17), and equating coefficients of different powers of ε yields a set of equations which can be solved successively. Of interest to us is the evolution equation of the complex amplitude, w j , of each oscillator that arises from imposing a solvability condition at O(ε 3 ) [for details, see Kuramoto (1984) ],
for a, b, p, q, d 1 , and d 2 real. U is the eigenvector of L 0 corresponding to the eigenvalue iω 0 , that is, U satisfies L 0 U = iω 0 U. Similarly, U * is the eigenvector of the adjoint of L 0 corresponding to the same eigenvalue, that is, U * satisfies L T 0 U * = iω 0 U * and U * ,Ū = Ū * , U = 0. In addition, U and U * are normalized such that U * , U = Ū * ,Ū = 1. Finally,
Equation (19) is known as the Ginzburg-Landau equation, and describes the simplest field of non-linear oscillators. The corresponding equation for a single oscillator (g c = 0) is known as the Stuart-Landau equation, and describes the simplest non-linear oscillator. Writing the Stuart-Landau equation in polar coordinates yields the familiar normal form equations for a Hopf bifurcation (Kuramoto, 1984) .
To study the behavior of (19), it is convenient to write it in polar coordinates as well. Letting
and introducing the phase difference φ = θ 2 − θ 1 , (19) becomeṡ
where we have rescaled the slow time viaτ = µ 1 aτ , r 1,2 describe the amplitude of the two oscillators, and
Equations (26)- (29) reduce to equation (A.8) in Aronson et al. (1990) when = 1, and to equation (5.1) when in addition their κ = 1 (i.e., when the coupling is purely diffusive). There is one exception: we have changed the definition of γ so that it is proportional to g c and therefore corresponds to the physical coupling strength. The first three parameters, α, β, and η, are predetermined by the particular choice of F(x; z) and the coupling matrix D, but not the coupling strength, via (20)-(24). The remaining two parameters are , measuring the relative difference between the two oscillators, and γ , representing the coupling strength, and remain free.
The advantage of studying the reduced equations, (26)- (28), rather than the unreduced system of equations, (11), is that stable fixed points of the reduced system correspond to stable limit cycle solutions of the unreduced system. Similarly, Hopf bifurcations in the reduced system correspond to torus bifurcations in the unreduced system. We note that the reduction from a torus to a Hopf bifurcation only occurs when the complex amplitude equation, (19), is rewritten in polar coordinates.
In the special case of scalar coupling, where the coupling matrix D is the identity matrix I , (22) and (29) give α ≡ 0, considerably simplifying the reduced system, (26)-(28). Aronson et al. (1990) considered this case in detail, as did Kevrekidis (1991, 1993) .
In general, it is not possible to obtain analytical expressions for the three parameters α, β, and η. We have implemented an algorithm † in Mathematica to determine the values of these parameters. For our minimal bursting model, (11) consists of the fast subsystem of a non-dimensionalized version of (8)- (10), so x j and F(x j ; z j ) are 2-dimensional. As the coupling occurs in the equation for v (equivalently x) only, we have
With the parameter values as given in Table 1 , but with λ = 1.1, we find α = −0.522, β = −23.55, and η = 15.555.
In the next section, we fix α, β, and η at these values, and discuss the dependence of the solution behavior of the reduced system, (26)- (28), on the free parameters γ and . In Section 5 we investigate the dependence of the solution behavior on the particular choice of the original model and its parameter values.
BIFURCATION ANALYSIS OF THE REDUCED EQUATIONS
In this section, we investigate the properties of the solutions to the reduced system, (26)- (28) and their dependence on the free parameters, γ and . In Section 4.1, we consider the case of identical cells, = 1, and vary the coupling strength, γ . Like Fig. 3 , this summarizes the series of bifurcation diagrams for the unreduced system shown in Fig. 2 into one bifurcation diagram. In Section 4.2, we consider non-identical cells by perturbing away from 1, and show that there are essentially three different types of solution behavior.
Identical cells.
When the two cells are identical, i.e., = 1, the reduced equations, (26)-(28), admit two symmetrical steady states, corresponding to in-phase and anti-phase oscillations of the unreduced system of equations, respectively (Aronson et al., 1990 ). An analytical study of the stability of these steady states is deferred to Section 5. Here we discuss a numerical evaluation of their stability and the stability of any bifurcating solutions by the continuation program AUTO. Figure 4 shows the steady-state solution behavior of r 1,2 as a function of the coupling strength, γ . This corresponds to, and agrees strikingly well with, Fig. 3 . The in-phase (IP) solution r 1,2 = 1 exists for all values of γ . It loses stability as γ decreases through γ P F ≈ 5.59 via a pitchfork bifurcation, which corresponds to the pitchforks in Figs 2(b) and 3, except that it is a pitchfork of a steady state. As in Fig. 3 , the anti-phase (AP) solution r 1,2 = √ 1 − 2γ exists only over a limited range of γ , here 0 ≤ γ ≤ 1/2. The AP solution is stable for very weak coupling, and unstable for stronger coupling. Its stability changes at a Hopf bifurcation at γ = γ H B1 = 1/4, corresponding to the torus bifurcations in Figs 2(e) and 3. The IP and AP branches meet at a cusp at r 1,2 = 1, γ = 0 [cf. Figs 2(f) and 3].
Two asymmetrically phase-locked (AS1 and AS2) solutions emerge from the pitchfork at γ = γ P F on the IP branch. These solutions correspond to periodic oscillations in the unreduced system of equations, with a fixed amplitude and a fixed phase difference. Note that the amplitudes of both oscillators are reduced compared to the in-phase case, consistent with Fig. 2(b) . These solutions are unstable for very weak coupling, and stable for stronger coupling. Their stability changes at a Hopf bifurcation at γ = γ H B2 , corresponding to the torus bifurcations shown in Fig. 2(c) and 3.
Solutions which are oscillatory in r 1,2 and φ appear at the Hopf bifurcations. These solutions correspond to the quasi-periodic (QP) oscillations in the unreduced system of equations that could not be tracked by AUTO, with variation in the amplitude as well as the phase difference. We show only the main branch of these oscillatory solutions, namely the one emerging from the Hopf bifurcation at γ = γ H B1 . The branches of oscillatory solutions emerging from the Hopf bifurcations at γ = γ H B2 cease to exist at a value of γ very close to γ H B2 and are inconsequential. The Hopf bifurcation at γ = γ H B1 is supercritical, giving rise to stable, periodic oscillations. The phase difference φ initially executes small amplitude oscillations around π , reflecting the AP solution from which it arose [see Figs 5(a) and (b)]. As γ increases, the oscillations grow, but remain between 0 and 2π . This is called phase-trapping (Aronson et al., 1990) . As γ increases further, the phase-trapped solution undergoes a transition, possibly through a cascade of period-doubling bifurcations, to a phasedrift solution in which φ no longer remains between 0 and 2π. Phase drift is also known as phase slipping, frequency pulling, and phase walk-through (Aronson et al., 1990) . The phase-drift solutions here are irregular/chaotic in appearance, and we refer to them as aperiodic phase-drift solutions. An example is shown in Figs 5(e) and (f). This chaotic behavior can be viewed as mediating the transition between the incompatible AP and AS solutions. We have not observed the smooth transition through 'gluing' depicted in Aronson et al. (1990, Fig. 22 ). Phase-drift solutions cannot be tracked by AUTO and are not shown explicitly in Fig. 4 . However, they appear shortly after γ = γ P D , and cease to exist at γ = γ HC1 . For the purposes of this paper, it is not necessary to pinpoint the exact location of the bifurcation from phase-trapped solutions to aperiodic phase-drift solutions, and we do not pursue this further.
Non-identical cells.
When the symmetry of (26)- (28) is perturbed by setting = 1, the pitchfork bifurcation at γ = γ P F and the cusp at γ = 0 in Fig. 4 break, yielding two saddle-node bifurcations. The perfectly in-phase and antiphase solutions perturb to near-in-phase and near-anti-phase solutions. However, the asymmetrically phase-locked solutions, as well as the phase-trapped and phasedrift solutions persist, at least for small perturbations away from = 1.
Bifurcation diagrams for = 0.98 and = 1.02 are shown in Fig. 6 . At γ = γ SN 1 , the original AP branch joins the unstable portion of the original IP branch. Similarly, at γ = γ SN 2 , the unstable portion of the IP branch joins either the AS1 or AS2 branch, depending on the direction of the perturbation, and the stable portion of the IP branch joins the remaining AS1 or AS2 branch.
The Hopf bifurcation at γ = γ H B1 gives rise to a branch of phase-trapped (PT) solutions, as for the case = 1. However, the branch now ends stably at a homoclinic bifurcation at γ = γ HC1 , and aperiodic phase-drift solutions are no longer found.
When the symmetry of (26)- (28) is perturbed, the two Hopf bifurcations at γ = γ H B2 in Fig. 4 no longer exist at the same value of γ , but rather at γ = γ H B2a and γ = γ H B2b . The branch of periodics emerging from the Hopf bifurcation at γ = γ H B2a in Fig. 6(a) [γ = γ H B2b in Fig. 6(b) ] is insignificant. In contrast, there now is a significant branch of periodics emerging from the Hopf bifurcation at γ = γ H B2b in Fig. 6(a) [γ = γ H B2a in Fig. 6(b) ]. This Hopf bifurcation is supercritical, thus yielding another set of phase-trapped solutions. The phase-trapped solutions cease to exist at a saddle-node of periodics bifurcation at γ = γ SN P . The types of stable solution behavior for (26)-(28) for each value of γ , except γ < γ SN 1 and γ HC1 < γ < γ H B2a in Fig. 6(a) [γ HC1 < γ < γ H B2b in Fig. 6(b) ], can thus be inferred from the bifurcation diagrams, as indicated by the labels in Fig. 6 . For the excepted values of γ , we observe phase-drift solutions. However, in contrast to the aperiodic phase-drift solutions observed for the case = 1, these phase-drift solutions are regular, and periodic if the phase difference φ = 2π is identified with φ = 0. We thus refer to these solutions as periodic phase-drift (PPD) solutions, an example of which is shown in Figs 5(c) and (d) .
As changes, the locations of the five codimension-1 bifurcations just discussed, namely the saddle-node, Hopf and homoclinic bifurcations, the period-doubling bifurcation, and the saddle-node of periodics, also change. In addition, these bifurcations may disappear, Hopf bifurcations may switch criticality, etc. To gain insight into the dependence of such details in the bifurcation diagrams on , we perform a two-parameter continuation study of these bifurcations.
Figure 7(a) shows a broad overview of the results of the two-parameter bifurcation study of (26)- (28), obtained by a continuation of the saddle-node and Hopf bifurcations. Central in the figure is the diamond-like curve of saddle-node bifurcations, consisting of SN1 and SN2, which correspond to the saddle-node points at γ = γ SN 1 and γ = γ SN 2 in Fig. 6 , respectively. At = 1, there are two cusps, the upper one corresponding to the pitchfork bifurcation at γ = γ P F in Fig. 4 , and the lower one corresponding to the joining of the IP and AP branches at γ = 0. The two remaining cusps on this curve represent the coalescence and annihilation of the two saddle-node bifurcations at γ = γ SN 1 and γ = γ SN 2 in each of the bifurcation diagrams of Fig. 6 .
There are four codimension-2 Takens-Bogdanov bifurcation points [the locations of which were determined with LOCBIF (Khibnik et al., 1993) ] on the diamondlike curve of saddle-node bifurcations. A curve of Hopf bifurcations emerges from each of these bifurcation points. The two lower Takens-Bogdanov points are connected by the curve of Hopf bifurcations labelled HB1, corresponding to γ = γ H B1 in Figs 4 and 6. Similarly, the curves labelled HB2a and HB2b, emerging from the upper Takens-Bogdanov points, correspond to γ = γ H B2a and γ = γ H B2b .
For extremely weak coupling then, the solution behavior of (26)- (28) is essentially quasi-periodic, except in the small region enclosed by SN1 and HB1, where the solution behavior is asymmetrically phase-locked and nearly anti-phase. The boundary between AS1 and AS2 is formed by the perfectly anti-phase solution at = 1. For weak and intermediate coupling strengths, the prevailing solution behavior is asymmetrically phase-locked and nearly in-phase with bistability between the AS1 and AS2 solutions near = 1 and below the pitchfork, provided the cells are not too different. The boundary between the AS1 and AS2 solutions above the pitchfork is formed by the perfectly in-phase solution at = 1.
In addition to the types of solution behavior suggested by the bifurcation diagrams of Figs 4 and 6, there is one more solution type, namely oscillator death. If the cells are sufficiently different, coupling may cause the rest state, or the trivial solution r 1 = r 2 = 0, to become stable, whereas this state is unstable in the absence of coupling. This phenomenon has been observed previously in Bar-Eli (1985) , and is also discussed in Aronson et al. (1990) . To investigate the dependence of the stability of the rest state on the model parameters, we return to the complex amplitude equation (19), as (28) is degenerate when r 1 = r 2 = 0. Letting w j = x j + iy j , (19) becomes
for j = 1, 2. Using the definitions of α, β, γ , and from (29), the Jacobian matrix associated with this system at the origin (x 1 , y 1 , x 2 , y 2 ) = (0, 0, 0, 0) is given by
The stability properties of the origin are determined by the real parts of the eigenvalues of (35). A symbolic and numerical investigation with Mathematica reveals that there are two pairs of complex conjugate eigenvalues (λ 1,2 , λ 3,4 ) for all values of γ and of interest. The real part of the first pair, λ 1,2 , is negative, whereas the real part of the second pair, λ 3,4 , is positive for values of near 1 and negative for sufficiently away from 1. That is, the system undergoes a reverse Hopf bifurcation as moves away from 1, and the origin becomes stable when the cells are sufficiently different. Imposing the condition Re(λ 3,4 ) = 0 yields the two unlabelled boundaries of the regions of oscillator death shown in Fig. 7 .
More detail about the quasi-periodic solution behavior is provided in Fig. 7(b) . In addition to the curves plotted in Fig. 7(a) , continuations of homoclinic, perioddoubling and saddle-node of periodics bifurcations are plotted. The curve of homoclinic bifurcations labelled HC1 corresponds to γ = γ HC1 in Figs 4 and 6. The curve forms a narrow loop near = 1, enclosing one of the regions where aperiodic phase-drift solutions exist. Below HC1, there are two additional regions where aperiodic phase-drift solutions exist. The approximate lower boundary of these regions is formed by the curve of homoclinic bifurcations labelled HCPD. This curve corresponds to homoclinic bifurcation points (not shown) associated with the branch of periodics born at the period-doubling bifurcation at γ = γ P D in Fig. 4 . We have not attempted to locate this boundary precisely. The curves of period-doubling bifurcations corresponding to γ = γ P D are also indicated. Because they do not form a boundary of a region of different solution behavior, they are dashed. The curves of homoclinic bifurcations corresponding to γ = γ HC2a and γ = γ HC2b in Fig. 6 also do not form a boundary, and have been omitted. Finally, curves of saddle-node of periodics bifurcations (SNP) emerge from degenerate Hopf bifurcations on HB2a and HB2b, enclosing regions of parameter space where there is bistability between asymmetrically phase-locked solutions and phase-trapped solutions.
In summary, Fig. 7 shows essentially three different parameter regimes for (26)-(28). For extremely weak coupling, the system exhibits quasi-periodic behavior, whereas for weak and intermediate coupling, asymmetrically phase-locked solutions are predominant, provided the cells are not too different. If the cells are very different, coupling can eliminate oscillations completely.
STABILITY OF IN-PHASE, ANTI-PHASE AND ASYMMETRIC SOLUTIONS
In the previous section, we showed the bifurcation diagrams for the reduced system, (26)- (28), treating γ and as the bifurcation parameters and keeping α, β, and η fixed. Here we explore how the essential features of these bifurcation diagrams change for different biophysical models, which would have different values for α, β, and η.
To answer this question, we consider the case = 1, and first analyse the dependence of the stability of the in-phase and anti-phase steady-state solutions on α and η in Section 5.1. In Section 5.2, we study the dependence of the local stability of the asymmetrically phase-locked solutions near the pitchfork bifurcation on α and η. When = 1, the term containing β in (26)- (28) is identically equal to zero, and hence the value of β is inconsequential.
Results of this section are summarized in Fig. 8 . Readers who are willing to accept the results of this section without proof can proceed without loss of continuity to the discussion of the application of the fast subsystem analysis to bursting in Section 6.
Stability of the in-phase and anti-phase solutions.
To determine the location of the pitchfork bifurcation analytically, we compute the Jacobian J of (26)- (28) at the two symmetrical steady states, (31)-(32):
where we take the top sign for the in-phase and bottom sign for the anti-phase solutions. Following Aronson et al. (1990) , we transform J to block diagonal form by letting
and forming the product For the in-phase solution (ρ = 1), the eigenvalue associated with the top-left entry inJ is always negative. For the anti-phase solution (ρ = √ 1 − 2γ ), it is negative for all values of γ for which the solution exists, i.e., for γ ≤ 1 2 . In essence then, the stability of the steady states is determined by the eigenvalues of the 2 × 2 matrix
Thus, the symmetrical steady-state solutions are asymptotically stable if and only if
and
For the in-phase solution, (40) is satisfied automatically, and (41) is equivalent to
Similarly, for the anti-phase solution to be stable, we require
Analytical and numerical methods indicate that the bifurcation associated with the condition Det(Ĵ ) = 0 is a pitchfork bifurcation, and depends critically on the value of the quantity 1+αη. The conditions derived below correspond to conditions derived in related work on weakly coupled van der Pol oscillators by Kawato et al. (1979) , work on the onset of Turing and phase instabilities in reaction-diffusion systems by Li (1990) , and general work on the instability of in-phase solutions for rings of coupled oscillators by Morita (1986 Morita ( , 1987 .
From (42), the pitchfork occurs on the in-phase branch at
when 1 + αη < 0. As 1 + αη increases, the pitchfork moves leftward along the in-phase branch, until it switches to the anti-phase branch when 1 + αη = 0. From (44) then, the pitchfork occurs on this branch at
when 1 + αη > 0. Independent of the pitchfork bifurcation, there is also a Hopf bifurcation at
unless the pitchfork is on the anti-phase branch and 1 + αη is large enough so that γ AP > 1/4.
The curves γ I P = 1/4, γ I P = γ AP = 0, and γ AP = 1/4 are shown in Fig. 8(a),  dividing (α, η) -space into four different regions. For 1 + αη sufficiently negative, γ I P > 1/4, and only the anti-phase solution is stable when the coupling is very weak, and only the in-phase solution is stable when the coupling is relatively strong (region A). Stable in-phase and anti-phase solutions first coexist when γ I P = 1/4 although it is still the case that only the anti-phase solution is stable for very weak coupling (region B). As soon as the pitchfork bifurcation switches to the anti-phase branch when γ I P = γ AP = 0, the in-phase solution is stable for all coupling strengths. Initially, a portion of the anti-phase branch is still stable (region C). Stability disappears from the anti-phase branch when γ AP = 1/4 (region D).
Local stability of the asymmetric solutions.
The final aspect we investigate of the 1-parameter bifurcation diagram of the reduced system is the local stability of the asymmetrically phase-locked solutions born at the pitchfork bifurcation, that is, the criticality of the pitchfork bifurcation.
We again use the reductive perturbation approach, i.e., we construct a steady-state bifurcating solution as a power series in an amplitude ε. We begin by rewriting (26)- (28), with = 1, in terms of the deviation u from the steady-state solution and
similar to (17) in Section 3. We note that L 0 has a simple zero eigenvalue. We let 0 be the unique, real and normalized eigenvector associated with the zero eigenvalue. That is, 0 satisfies L 0 0 = 0 and 0 , 0 = 1. Defining ε to be the projection of u onto the eigenspace corresponding to 0 ,
we assume a power series solution
where τ = ε 2 t is a new, slow time scale. We have omitted the εγ 1 term in the last expansion, as γ 1 ≡ 0 at a pitchfork bifurcation. Substituting (50)- (51) into (48) and collecting like terms yields an infinite sequence of equations. A solution to each equation can be found successively by applying the Fredholm alternative [see Keener (1988) ]. Of interest to us is the sign of γ 2 , as it indicates the stability of the small-amplitude bifurcating solution, as well as whether this solution exists for γ < γ I P,AP or for γ > γ I P,AP . It can be shown (Ermentrout, 1981a ) that γ 2 is given by
where 0 is the unique, real eigenvector of the adjoint satisfying L * 0 0 = 0 and 0 , 0 = 1, and u 2 satisfies
We have implemented the algorithm ‡ for determining the value of γ 2 in Mathematica.
For (26)- (28), the stability of both the in-phase and anti-phase solutions changes from unstable to stable at the pitchfork bifurcation as γ increases. In these cases, γ 2 < 0 indicates that the pitchfork bifurcation is supercritical, whereas γ 2 > 0 indicates subcriticality. Figure 8(b) shows the curves in (α, η)-space along which the pitchfork bifurcation has neutral criticality (γ 2 = 0).
Crossing the curve of neutral criticality from a region where the pitchfork bifurcation is supercritical to a region where it is subcritical results in the birth of two saddle-node bifurcations. Consequently, the upper cusp at = 1 in Fig. 7 gives birth to two additional cusps, and the diamond-like curve gains 'wings'. The curves of saddle-nodes obtained by Kevrekidis (1991, 1993) , using different methods than we do in this paper, have this more complicated shape [see, for example, Fig. 7 in Taylor and Kevrekidis (1991), or Fig. 13(b) in Taylor and Kevrekidis (1993) ]. The wings of the curve of saddle-nodes obtained by Taylor and Kevrekidis are tiny, reflecting the fact that their pitchfork is marginally subcritical, and on the verge of turning supercritical.
APPLICATION TO THE FULL BURSTING SYSTEM
We are now in a position to apply the results of the preceding sections to the coupled, full bursting system, (8)-(10). We decrease λ back to 0.9 to reintroduce the homoclinic orbits and the square-wave burster phenotype. This results in somewhat different values of α, η, and β when the reduction is carried out, but the twoparameter diagram with respect to γ and is qualitatively similar to the case λ = 1.1 [compare Figs 10(b) and 7(a)] .
If the cells are identical [β 1 = β 2 in (10)], then = 1, and all the burst phenomenology studied in Sherman (1994) is reproduced: bursts with anti-phase, quasiperiodic, asymmetric, or in-phase spikes. For ≈ 1, the anti-phase and inphase spikes perturb to nearly anti-phase and nearly in-phase, but otherwise nothing changes qualitatively. A more subtle point is that when ≈ 1, the bursts can be synchronized by very weak coupling and the reduced system diagram [ Fig. 10(b) ] semi-quantitatively predicts the behavior. If is not near 1, however, the coupling must be much stronger to synchronize the bursts, and the reduced system diagram does not apply without modification. As unsynchronized bursts are not typically observed experimentally, this stronger coupling regime seems to be more relevant. Therefore, let us consider the following example with β 1 = 0.1, β 2 = 0 [ Fig. 9(a) ]. Coupling of strength g c = 1 (i.e., comparable to g Ca or g K ) is adequate to produce synchronized bursts with spikes that are apparently asymmetric (nearly in-phase). The spike amplitude is reduced and the period lengthened relative to the uncoupled burster in Fig. 1 . The amplitudes of the s j are also markedly increased. This is the extension of the burst-lengthening studied in Sherman (1994) β 2 = −0.1), the same coupling can still synchronize the slow oscillations, with still longer period, but the active phase is now nearly a plateau free of spikes [ Fig. 9(b) ].
Nominally, a two-parameter bifurcation diagram would be required to explain Fig. 9a in terms of the fast subsystem dynamics. However, closer examination reveals that s 2 −s 1 is nearly constant (≈−0.068). Thus, a one-parameter description is a good approximation. [In the limit g c → ∞, s 2 − s 1 → β 2 − β 1 , as shown by perturbation analysis of a similar system (Manor et al., 1997) . In practice, as long as g c is large enough to synchronize the bursts, s 2 − s 1 is usually near enough to constant to use the one-parameter approximation.]
We define
which treats the two slow variables symmetrically, and computes the bifurcation diagram with respect to s, holding δ fixed. We then transform s and δ back to s 1 and s 2 in order to overlay the v 1 − s 1 and v 2 − s 2 trajectories in Fig. 9(c) . The agreement between the bifurcation curves and the trajectories is good but not perfect, mostly because δ is not quite constant during the bursts. The effects of varying δ can be examined by continuing the bifurcation in δ as a second parameter [ Fig. 10(a) ]. The homoclinic curve (HC) bends to the right as the magnitude of δ increases, smoothly increasing both the amplitude of s (and the s j ) and the burst period. Comparing with Fig. 1 , the predicted s amplitude for δ = 0 is the same as for uncoupled cells. The v j timecourses (not shown) would also be identical. This is because g c is already sufficiently large that the anti-phase and quasi-periodic solutions have disappeared [cf. Sherman (1994) ].
Decreasing β 2 to −0.1 approximately doubles δ with the result that the burst trajectory lies outside the oscillatory region bounded by the curve of Hopf bifurcations (HB). One might suspect that this is a manifestation of oscillator death, and this can be confirmed by projecting the bifurcation curves and trajectories from the (s, δ)-plane [ Fig. 10(a) ] to the ( , γ )-plane [ Fig. 10(b) ]. Recapitulating the various transformations used in the reduction process we find the dependence of γ and on s 1 and s 2 to be
where a is defined in (20) and d 1 is defined in (22) . Combining this with the inverse of (54)- (55) gives the desired map. The dotted lines in Fig. 10(b) are the mapped bifurcation curves of Fig. 10 (a) and the short curves labeled a and b are the mapped solution trajectories. At first glance there does not seem to be much correspondence with the reduced system bifurcation curves (solid lines), but if one computes the HB curves for a range of g c tending towards 0, the dotted HB curve deforms contiuously into the curve bounding the region of oscillator death (OD) for the reduced system. As the dotted HB curve is crossed from above, the asymmetric spiking solutions disappear by oscillator death. When g c is increased, the dotted HB curve shifts upwards, but the solution trajectories also shift upwards, overtake the HB curve, and enter the region of asymmetric solutions (AS1 and AS2). As g c → ∞, δ → (β 2 − β 1 )/2, and the solution tends toward nearly in-phase spiking.
DISCUSSION
We have used the method of reductive perturbation (Section 3) to investigate the effects of weak coupling on weakly non-linear oscillators in general, with the specific aim of understanding the implications for coupled models of bursting oscillations in the pancreatic β-cell. We have extended the results of previous studies of identical cells (Sherman, 1994; Sherman and Rinzel, 1992) to cells that differ in a parameter. The analysis concentrated first (Sections 4 and 5) on the effects of weak coupling on the oscillatory behavior during the active phase of the bursts, and then was applied (Section 6) to give useful insights on the behavior of the full bursting system.
The perturbation techniques, following Kuramoto (1984) and Aronson et al. (1990) , reduced the coupled fast subsystem to a normal form consisting of three equations. We presented the calculations via the multiple scale approach, but have also checked them by the normal form method. In our model system the fast subsystem of each cell consisted of only two equations. Systems with larger fast subsystems can also be reduced to the same three equations, although the calculations would be more elaborate. The advantage of studying the reduced system is that stable steady states in the reduced system correspond to stable limit cycle solutions. Likewise, Hopf bifurcations in the reduced system correspond to torus bifurcations, etc., thus simplifying the analysis. The reduced system contains only five parameters, three of which are completely determined by the original system and the type of coupling used (non-scalar, diffusive in our case). The remaining two parameters, γ , represented the coupling strength, and , a measure of the difference between the cells, are free.
We performed a bifurcation analysis of the reduced system, beginning with a study of the dependence of the solution behavior on γ and . We reproduced previous results (Sherman, 1994) on identical cells, obtaining semi-quantitative agreement between reduced and unreduced systems. For example, comparing Figs 3 and 4 we find that the ratio of the coupling strength at the point where the AP branch disappears to the coupling strength at the bifurcation controlling its stability (a Hopf bifurcation in Fig. 3 and a torus bifurcation in Fig. 4) is approximately 1.9, rather than the predicted 2. Similarly, the ratio of the coupling strength at the pitchfork bifurcation to the coupling strength at the bifurcation point on the AP branch is 15.6 compared with the 22.4 predicted by the reduced system. The quantitative approximation deteriorates for larger coupling strengths and larger distances from the Hopf bifurcations of the unreduced, uncoupled system [ Fig. 2(f) ]. However, the qualitative agreement remains excellent. An interesting, but subtle, question that we have not explored here is why the analysis, rigorous only near a Hopf bifurcation, remains good over such a large range of parameters.
We have extended the results of Sherman (1994) on anti-phase, quasi-periodic, and asymmetric solutions for identical cells to non-identical cells and shown how those solutions perturb when the symmetry is broken. All of the out-of-phase solutions are smaller in amplitude than the in-phase solution, leading to longer bursts in the full system. The mean membrane potential is also higher, which in a more comprehensive model incorporating cytosolic calcium was found to lead to higher mean calcium (Sherman, 1996, Fig. 4 ) and, plausibly, enhanced insulin secretion. The asymmetric solutions are seen to be predominant, especially at larger coupling strengths, where the nearly anti-phase and quasi-periodic solutions no longer are present. We also found that if the cells are too heterogeneous, oscillations may disappear.
Note that relatively strong coupling is required to synchronize the bursts, so that only asymmetric spiking or no spiking are expected. In this parameter regime, oscillator death can always be overcome by increasing the coupling strength.
Experimental recordings of spike synchrony in pancreatic islets are scanty, as it is difficult to record from more than one electrode in an islet. Limited data are suggestive of periodic asymmetric spiking. It is difficult, however, to determine whether irregularity in spikes results from noise or deterministic dynamics. Simulations of large clusters with heterogeneous parameters have shown behavior suggestive of quasi-periodicity [e.g. Smolen et al. (1993, Fig. 2G) ] that resolves to asymmetry as coupling strength is increased.
We have applied our analysis to a simplified biophysical model (Section 2) of bursting activity in the pancreatic β-cell, but the method and some of the results should carry over to other models of the same type. A limited sensitivity analysis shows that the given model robustly displays the patterns of behavior described here and previously. These patterns, at least for identical cells, can be characterized in terms of a single lumped parameter that determines the location and criticality of the pitchfork bifurcation.
In the case of the example model, the pitchfork occurs on the in-phase branch of steady-states, such that stable anti-phase and stable in-phase solutions cannot coexist, and it is supercritical. We have systematically varied the biophysical parameters λ and g Ca , appearing in (2) and (4), respectively, and found that the corresponding reduced system always lands in the upper-most left corner (Region A) of the portion of the (α, η)-plane shown in Fig. 8(a) , even with significant changes to the parameters. Throughout that region, the bifurcation diagrams are qualitatively the same as the ones computed in Section 4.
This shows that the behavior of the model system is not accidental, resulting from a lucky choice of parameters, but neither is it universal. It is easy, for example, to find parameters for the Hindmarsh-Rose model (Hindmarsh and Rose, 1984) such that the reduced system lands in Region B or C. Other models of the same broad class, such as Morris-Lecar (Morris and Lecar, 1981) , Smolen-Keizer (Smolen and Keizer, 1992) , and that of Bertram et al. (1995) , could not be tested because the oscillations in these models arise from a subcritical Hopf bifurcation rather than a supercritical one. Indeed, even in the present model, the Hopf bifurcation is subcritical when λ is too small or g Ca is too large, which causes η → ∞. Out-ofphase oscillations via diffusive coupling are still possible for such models. For the Morris-Lecar model, these oscillations have been studied using phase methods (Han et al., 1995) . One can modify the reduction procedure to avoid the singularity, but the results then only give information about the stability of the small amplitude solutions. A more delicate and comprehensive perturbation method is called for.
Another observation that emerges from the mapping to Fig. 10(b) is that the effective coupling strength and heterogeneity are not constant, but vary during a burst. That is, γ and represent the coupling strength and heterogeneity relative to the strength of the attraction to the limit cycle. Although the biophysical coupling strength and heterogeneity, g c and δ are constant, the coupling is effectively weaker and the heterogeneity effectively smaller at the end of the active phase because the slow variables are further from the Hopf bifurcation.
Although our analysis appears to restrict heterogeneity to the slow equations, it is actually more general. The linear transformatioñ
transfers the heterogeneity to the v j equations where it appears as an additional, linear potassium conductance. As described in Sherman (1996) , this can be interpreted as a difference in the conductance of the ATP-dependent potassium channel. In other words, the cells would have heterogeneous glucose sensitivity. This limited form of heterogeneity captures most of the phenomenology of a more complex model (Smolen et al., 1993) of many cells in which a large number of parameters were varied from cell to cell. In those simulations it was found that few cells could burst at any given level of glucose (i.e., the values of the glucose sensing parameter), but that most could burst for some range of glucose levels. Thus, the net effect of the heterogeneity was mainly to shift the glucose dose-response curve, which can also be accomplished here by allowing the β j to vary. The simulations also showed that if coupling is sufficiently strong, the entire collection of cells behaved like a cell with averaged parameters. Similarly, in a model of inferior olivary neurons (Manor et al., 1997) , it was shown that a pair of diffusively coupled cells can oscillate, whereas the individual cells may not, provided the averaged parameters lie within the oscillatory regime. A limitation of the reduction approach arises from one of its strengths. A large number of physical parameters are mapped into just three normal parameters. It is then practically impossible to go back and determine how to change the physical parameters to achieve a given class of behavior. The best that one can do is to study the loci produced in the (α, η)-plane as the physical parameters are varied. This is how we carried out our sensitivity analysis, and the example Mathematica programs posted on the website should facilitate doing the same for other models.
One would also like to know how the results here generalize to larger populations of cells. Given the Ginzburg-Landau form, one can couple any number of cells, but even with three cells the possible behaviors begin to explode combinatorially. A more promising approach perhaps is to study a continuous media with the GinzburgLandau kinetics. For a continuum model of the electrical activity for collections of large numbers of β-cells, see Pernarowski (1998) .
Finally, the reduction approach helped us fill in the nature of the transition from anti-phase to in-phase oscillations as coupling strength increases. However, the dense cascade of bifurcations even of the reduced system quickly outstrips the capabilities of the numerical bifurcation tools at our disposal. These details may not be important for understanding the behavior of β-cells, but much interesting mathematics probably remains to be explored.
