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RSA kriptosustav je najkorisˇteniji kriptosustav s javnim kljucˇem u svijetu, koristi se mili-
june puta svaki dan na Internetu. Dobio je ime po svojim stvarateljima: Ronu Rivestu, Adiu
Shamiru i Leonardu Adlemanu. To je i prvi javno poznat kriptosustav sa javnim kljucˇem
u svijetu, objavljen 1977. u cˇasopisu Scientific American. Uglavnom se RSA koristi za
slanje kljucˇa sesije za simetricˇni kriptosustav koji se onda koristi da osigura sigurnost ko-
munikacije. Sve cˇesˇc´e u upotrebi su i inacˇice RSA sustava koje su bazirane na RSA, ali
su opc´enito efikasnije. Proucˇiti c´emo kriptoanalizu RSA kriptosustava i pet inacˇica RSA
kriptosustava: CRT-RSA, RSA s visˇe prostih faktora, RSA s visˇom potencijom, RSA sa
zajednicˇkim prostim faktorom i dualni RSA.
U prvom poglavlju, gdje c´emo rec´i nesˇto opc´enito o RSA kriptosustavu, koristit c´emo
se literaturom iz teorije brojeva i kriptografije [1], [2] i knjigom J. M. Hineka [3] koju c´emo
najvisˇe koristiti u radu. Kada navodimo matematicˇke tehnike, ponovno se koristimo s [1] i
[3]. Kod ranih napada osim [3], koristimo knjigu S. Y. Yana [5], a kod napada baziranih na
malom tajnom eksponentu i knjigu S. Katzenbeissera o posljednjim napretcima u kripto-
analizi RSA kriptosustava [4]. U trec´em poglavlju, kod kriptoanalize RSA inacˇica, vec´ina




1.1 Definicija i korektnost RSA kriptosustava
Poruku koju posˇiljalac zˇeli poslati primaocu zvat c´emo otvoreni tekst. Posˇiljalac transfor-
mira otvoreni tekst koristec´i unaprijed dogovoreni kljucˇ. Dobiveni rezultat nazivamo sˇifrat.
Definicija 1.1.1. Kriptosustav je uredena petorka (P,C,K ,E,D) za koju vrijedi:
• P je konacˇan skup svih moguc´ih osnovnih elemenata otvorenog teksta;
• C je konacˇan skup svih moguc´ih osnovnih elemenata sˇifrata;
• K je prostor kljucˇeva, tj. konacˇan skup svih moguc´ih kljucˇeva;
• Za svaki K ∈ K postoji funkcija sˇifriranja ek ∈ E i odgovarajuc´a funkcija desˇifriranja
dk ∈ D. Pritom su ek : P → C i dk : C → P funkcije sa svojstvom da je dk(ek(x)) = x
za svaki otvoreni tekst x ∈ P.
RSA je primjer kriptosustava s javnim kljucˇem. Kod takvih kriptosustava funkcija
sˇifriranja bit c´e javna, dok c´e funkcija desˇifriranja biti tajna. Za obje funkcije mora vrijediti
da se njihove vrijednosti mogu lako izracˇunati kako bi kriptosustav bio efikasan, ali se iz
funkcije sˇifriranja ne smije moc´i lako izracˇunati funkcija desˇifriranja kako bi kriptosustav
bio siguran. Definirajmo sada RSA kriptosustav.
Definicija 1.1.2. Neka je N = pq produkt dva velika prosta broja p i q, neka jeP = C = ZN
i definirajmo prostor kljucˇeva kao:
K = {(N, p, q, e, d) : ed ≡ 1 (mod φ(N))}
gdje je φ(N) = (p − 1)(q − 1) Eulerova funkcija. Za svaki kljucˇ K ∈ K , zadan s K =
(N, p, q, e, d), enkripcijsko pravilo encK : ZN → ZN definirano je s encK(x) = xe (mod N),
2
1.1. DEFINICIJA I KOREKTNOST RSA KRIPTOSUSTAVA 3
a dekripcijsko pravilo decK : ZN → ZN sa: decK(y) = yd (mod N), za svaki x,y ∈ ZN . Par
(e,N) je RSA javni kljucˇ, a trojika (d, p, q) je RSA tajni kljucˇ.
Produkt N = pq zovemo RSA modul, faktore p i q RSA prosti faktori, e javni ekspo-
nent, a d tajni eksponent. Buduc´i da vrijedi ed ≡ 1 (mod φ(N)) slijedi da je ed = 1+kφ(N)
za neki k ∈ Z, ovu jednadzˇbu zovemo jednadzˇba kljucˇa.
Da bi pokazali korektnost dekripcijskog pravila iskoristiti c´emo Eulerov teorem.
Teorem 1.1.3. (Eulerov teorem). Ako je nzd(a,m) = 1, onda je aφ(m) ≡ 1 (mod m).






≡ m (mod N).
(1.1)
Za poruke koje nisu relativno proste sa modulom korektnost dekripcijskog pravila mozˇe
se pokazati koristec´i kineski teorem o ostacima, ali takve poruke treba izbjegavati jer one
otkrivaju faktorizaciju modula.
Javne i tajne eksponente mozˇemo definirati i modulo λ(N) gdje je
λ(N) = nzv(p − 1, q − 1).
Vrijedi:
φ(N) = (p − 1)(q − 1) = nzd(p − 1, q − 1)nzv(p − 1, q − 1) = nzd(p − 1, q − 1)λ(N).
Pokazˇimo da je dekripcijsko pravilo korektno i za eksponente definirane modulo λ(N),
odnosno da vrijedi ekvivalent Eulerovog teorema za λ(N).
Buduc´i da je λ(N) = nzv(p− 1, q− 1) = nzv(φ(p), φ(q)) slijedi da φ(p)|λ(N) i φ(q)|λ(N)
pa je pλ(N) ≡ 1 (mod p) i qλ(N) ≡ 1 (mod q). Po kineskom teoremu o ostacima slijedi da
je aλ(N) ≡ 1 (mod N) za a takav da nzd(a,m) = 1.






2 < p < N
1
2 < q < 2N
1
2 .
Iz ovoga slijedi da
|N − φ(N)| = |p + q − 1| < 3N 12 .
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Dakle N i φ(N) imati c´e otprilike jednakih 12 najznacˇajnijih bitova. Sa s oznacˇavat c´emo
s = N − φ(N). Kada je jedan eksponent izracˇunat kao inverz drugog ocˇekivano je da c´e
on biti pune velicˇine, odnosno otprilike iste velicˇine kao φ(N). Kako je N otprilike iste
velicˇine kao i φ(N) i ocˇekujemo da je nzd(p− 1, q− 1) malen, ocˇekujemo da c´e φ(N), λ(N)
i N biti otprilike iste velicˇine.
Dekripciju RSA kriptosustava poistovjec´ujemo s faktorizacijom modula. Do faktori-
zacije modula, osim poznatim metodama faktorizacije, mozˇemo doc´i i racˇunanjem tajnog
eksponenta d ili vrijednosti od φ(N) ili λ(N). Ukoliko nam je poznat φ(N) do faktorizacije
dolazimo jednostavno rjesˇavanjem sustava jednadzˇbi:
N = pq,
φ(N) = (p − 1)(q − 1).
Ukoliko nam je pak poznat λ(N) mozˇemo doc´i do φ(N) mnozˇenjem lambde sa nzd(p −
1, q − 1) do kojeg lako dolazimo jer vrijedi
N
λ(N)
− 2 < nzd(p − 1, q − 1) < N
λ(N)
.
Ako nam je poznat tajni eksponent d onda mozˇemo izracˇunati kϕ(N) = ed− 1 gdje je ϕ(N)
jednak λ(N) ili φ(N). Postoji rezultat koji kazˇe da se N mozˇe (vjerojatnosno) faktorizirati u
polinomijalnom vremenu ukoliko znamo visˇekratnik od nzv(p− 1, q− 1), a znamo da ϕ(N)
to jest.
RSA ima svojstvo da je enkripcija produkta dvije poruke otvorenog teksta jednaka
produktu enkripcije ta dva otvorena teksta.
Koristec´i to svojstvo RSA nije otporan na napade koristec´i odabrane sˇifrirane tekstove.
Na primjer, pretpostavimo da je dani sˇifrat c = me (mod N) i zˇelimo izracˇunati m. Oda-
beremo nasumicˇno x ∈ ZN , i trazˇimo dekripciju sˇifrata c0 ≡ cxe (mod N). Buduc´i da m0
zadovoljava:
m0 ≡ cd0 ≡ (cxe)d ≡ cd xed ≡ mx (mod N)





Uz osnovne matematicˇke oznake i rezultate, u radu c´emo koristiti josˇ neke matematicˇke
tehnike. Ovdje c´emo samo navesti neke od tih tehnika i rezultata.
Zbog ucˇestalosti korisˇtenja kineskog teorema o ostacima ovdje c´emo samo navesti nje-
govu formulaciju.
Teorem 2.1.1. (Kineski teorem o ostacima). Neka su m1, . . . ,mn u parovima relativno
prosti prirodni brojevi i a1, . . . , an cijeli brojevi. Sustav kongruencija:
x ≡ a1 (mod m1)
. . .
x ≡ an (mod mn)
ima jedinstveno rjesˇenje modulo M =
∏n
i=1 mi. Ako je Mi = M/mi, za svaki i = 1, . . . , n




aiMi(M−1i (mod mi)) (mod M).
U ovom radu cˇesto c´emo se baviti faktorizacijom velikog prirodnog broja, pa navedimo
neke od poznatih algoritama.
NFS (Number Field Sieve) algoritam za faktorizaciju ima ocˇekivanu heuristicˇku brzinu
pronalazˇenja faktora koja ovisi samo o velicˇini broja kojeg faktoriziramo i iznosi: L[n] =
e1.923(log N)
1/3(log log n)2/3.
ECM (Elliptic Curve Method) algoritam za faktorizaciju pak koristimo kada je jedan od
faktora znacˇajno manji od n1/2. Tada je ocˇekivana brzina E[n, p] = (log2 n)
2e
√
2(log p)1/2(log log p)1/2 .
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Ovo su najpoznatije opc´e metode za faktorizaciju. Opc´enito, nije poznat efikasan (tj.
polinomijalan) algoritam za problem faktorizacije.
U nekim od napada koristiti c´emo se teoremom o verizˇnim razlomcima.
Teorem 2.1.2. Neka je α ∈ R i za c, d ∈ Z vrijedi:∣∣∣∣∣α − cd
∣∣∣∣∣ < 12d2 .
Tada je c/d jedna od konvergenti u razvoju od α u verizˇni razlomak.
Coppersmith je razvio jaku metodu za nalazˇenje svih malih rjesˇenja modularnih poli-
nomijalnih jednadzˇbi u jednoj ili dvije nepoznanice stupnja d koristec´i LLL-algoritam za
smanjenje dimenzije resˇetke. Metoda se mozˇe prosˇiriti na opc´eniti problem nalazˇenja ma-
lih rjesˇenja jednadzˇbi s visˇe nepoznanica u Z i ZN ali su te prosˇirene metode heuristicˇke
jer se oslanjaju na nedokazane pretpostavke. Ipak, u praksi se pokazalo da su pretpostavke
tocˇne u vec´ini slucˇajeva. U napadima c´emo se cˇesto koristiti Coppersmithovom metodom i
pretpostavljati da pretpostavke stoje. Prije nego navedemo spomenute pretpostavke uvesti
c´emo neke definicije.
Definicija 2.1.3. Resˇetka je diskretna aditivna podgrupa od Rn. Za danih m ≤ n linearno
nezavisnih vektora b1, b2, . . . , bm ∈ Rn, skup
L = L(b1, . . . , bm) =
 m∑
i=0
αibi | αi ∈ Z

je resˇetka. Vektore bi zovemo bazni vektori, a B = {b1, . . . , bm} baza resˇetke L.
Resˇetku c´emo prikazivati kao matricu baze B cˇiji su retci vektori baze.
Buduc´i da su resˇetke po definiciji diskretne, primijetimo da u svakoj resˇetki postoji
najmanji netrivijalni vektor, tj. barem 2 takva jer je za svaki v ∈ L i −v ∈ L.
Definicija 2.1.4. Dimenzija resˇetke je broj vektora koji cˇine bazu resˇetke.
Definicija 2.1.5. Volumen resˇetke, vol(L), je m-dimenzionalni volumen paralelopipeda ra-
zapetog bazom resˇetke L.
Volumen je nezavisan od izbora baze. Ako je B neka baza resˇetke, vrijedi:
vol(L) = (det(BBT ))1/2.
Svaka resˇetka mozˇe imati visˇe razlicˇitih baza, a posebno korisna biti c´e LLL-reducirana
baza. Da bi je definirali prisjetimo se definicije Gram-Schmidtove ortoganalizacije.
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Definicija 2.1.6. Neka je dano m linearno nezavisnih vektora b1, . . . , bm ∈ Rn. Defi-
niramo postupak Gram-Schmidtove ortogonalizacije kao rekurzivno definiranje vektora




b∗i = bi −
i−1∑
j=1
µi, jb∗j za 2 ≤ i ≤ m,
gdje su µi, j = 〈bi, b∗j〉/‖b∗j‖2 Gram-Schmidtovi koeficijenti.
Definicija 2.1.7. Za bazu kazˇemo da je LLL-reducirana ako njezini Gram-Schmidtovi ko-
eficijenti zadovoljavaju µi, j < 1/2 za 1 ≤ j < i ≤ n i
‖b∗i + µi,i−1b∗i−1‖2 ≥
3
4
‖b∗i−1‖2 za 1 < i ≤ n.
LLL-reducirane baze bit c´e nam korisne radi svojstva da je najmanji vektor u takvoj
bazi, u najgorem slucˇaju, ne puno vec´i od najmanjeg vektora u resˇetki.
Kada znamo da neka jednadzˇba s visˇe nepoznanica ima malo rjesˇenje, cˇesto je moguc´e
pronac´i to rjesˇenje koristec´i heuristicˇke metode koje se oslanjaju na trazˇenje najmanjeg
vektora u resˇetki.
Navedimo sada vec´ spomenute pretpostavke koje c´emo koristiti u napadima:
Pretpostavka 2.1.8. Polinomi s poznatim malim rjesˇenjem, ili nad Z ili nad ZN , imaju
samo jedno malo rjesˇenje.
Pretpostavka 2.1.9. Polinomi dobiveni od vektora LLL-reducirene baze su algebarski ne-
zavisni.
Prisjetimo se da za polinome f1 i f2 kazˇemo da su algebarski nezavisni ako i samo ako
su njihovi zajednicˇki faktori konstante, odnosno nzd( f1, f2) = konst.
Cˇesto c´emo u kriptoanalizi koristiti sljedec´e Coppersmithove rezultate.
Teorem 2.1.10. Neka je N cijeli broj nepoznate faktorizacije s faktorom b ≥ Nβ. Neka je
fb(x) normirani polinom s jednom varijablom stupnja d i neka je c > 1 neka konstanta.
Svi x0 koji zadovoljavaju fb(x0) ≡ 0 (mod b) i |x0| ≤ cNβ2/d mogu se nac´i u vremenu
polinomijalnom u log N, c i broju rjesˇenja.
Korolar 2.1.11. Neka je N cijeli broj nepoznate faktorizacije s faktorom b ≥ Nβ. Ako nam
je poznata aproksimacija b˜ za kb, gdje je k bilo koji cijeli broj koji nije visˇekratnik od N/b,
ako je |kb − b˜| < Nβ2 onda faktor b mozˇemo izracˇunati u vremenu polinomijalnom u n.
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2.2 Rani napadi
Prvi napadi na RSA bazirali su se na ranim protokolarnim gresˇkama kriptosustava. Navesti
c´emo ih nekoliko.
Korisˇtenje istog modula
Kada visˇe korisnika koristi isti modul svaka se poruka koju sˇifriramo s dva razlicˇita javna
kljucˇa mozˇe lako dekriptirati. Neka su (e1,N) i (e2,N) dva razlicˇita javna kljucˇa koji
imaju relativno proste javne eksponente. Tada se, koristec´i Euklidov algoritam, lako mogu
izracˇunati brojevi a1 i a2 takvi da a1e1 + a2e2 = 1. Za svaku poruku m dobivamo sˇifrate







a1e1me2a2 = ma1e1+a2e2 = m.
Pokazano je i da se poznavajuc´i samo jedan par javnog i odgovarajuc´eg tajnog kljucˇa
mozˇe za svaki drugi javni kljucˇ sa istim modulom efikasno izracˇunati odgovarajuc´i tajni
kljucˇ.
Teorem 2.2.1. Neka je (e,N) RSA javni kljucˇ s odgovarajuc´im tajnim kljucˇem d i neka je
e1 neki drugi javni kljucˇ takav da je e1 , e. Za dane e, d,N i e1, tajni kljucˇ koji odgovara
kljucˇu e1 mozˇemo izracˇunati kao
d1 = e−11 (mod
ed − 1
nzd(e1, ed − 1)).
Dokaz. Jednadzˇbu kljucˇa mozˇemo napisati kao ed − 1 = kλ(N), gdje je k ∈ N. Znamo da
vrijedi nzd(e1, λ(N)) = 1, pa nzd(e1, kλ(N)) = k′, za neki k′ takav da k′|k. Neka je k˜ = k/k′.
Imamo:
ed − 1




pa tajni eksponent d1 = e−11 (mod
ed−1
nzd(e1,ed−1) ) zadovoljava:
e1d1 = 1 + k1(k˜λ(N)),
za neki prirodni broj k1. Slijedi da e1d1 ≡ 1 (mod λ(N))m pa je d1 valjani tajni eksponent
za javni kljucˇ (e1,N). 
Dakle zakljucˇujemo da bi svaki RSA modul trebao biti poznat samo jednom korisniku.
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Korisˇtenje bliskih prostih faktora
Kada koristimo bliske proste faktore, tocˇnije, ako je N = pq i |p− q| < N 14 tada N mozˇemo
efikasno faktorizirati Fermatovim algoritmom za faktorizaciju.
Neka je N = pq, definiramo x = 12 (p + q) i y =
1
2 (p − q). Vrijedi: N = x2 − y2 odnosno
y2 = x2 − N, sada inicijaliziramo x = b √Nc + 1, kvadriramo x, oduzmemo od njega N
i provjeravamo jesmo li dobili kvadrat cijelog broja, iterativno povec´avamo x za jedan i
ponovno vrsˇimo provjeru dok ne dodemo do kvadrata.
Primjer 2.2.2. Neka je N = 20648509087. Dakle x = b √Nc + 1 = 143696.
1436962 − 20648509087 = 31329 = 1772
Kvadrat smo dobili iz prvog pokusˇaja. Za y = 177 vrijedi x2 = y2 + N = 31329 +









Dobivamo rjesˇenja p = 126481 i q = 126839.
Håstadov napad prijenosom
Napad temeljen na jednakim otvorenim tekstovima
Napad otvorenim tekstom nastaje kada se ista poruka m sˇifrira s nekoliko javnih kljucˇeva
(e,Ni) koji svi imaju isti javni eksponent i razlicˇit modul. Tada se poruka mozˇe dekriptirati
u polinomijalnom vremenu uz uvjet da je broj dostupnih javnih kljucˇeva s istim javnim
eksponentom i u parovima relativno prostim modulima vec´i ili jednak javnom eksponentu
i da je trazˇena poruka manja od svih modula. Dekripciju vrsˇimo koristec´i kineski teorem o
ostacima.
Napad temeljen na povezanim otvorenim tekstovima
Kada je visˇe povezanih otvorenih tekstova kriptirano malim javnim eksponentom i razlicˇitim
modulima provodimo ovaj tip napada. Otvorene tekstove mi smatramo povezanim ako pos-
toje poznati polinomi fi takvi da mi = fi(m). Tada dekripciju mozˇemo izvrsˇiti u polinomi-
jalnom vremenu koristec´i kineski teorem o ostacima i Coppersmithovu metodu za trazˇenje
korijena modularnih polinoma s jednom nepoznanicom. Naime, neka su fi normirani poli-
nomi i δ = maxi{eideg( fi(x))}. Definiramo polinome:
gi(x) = xhi( fi(x)ei − ci) ∈ ZNi[x],
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gdje je hi = δ − deg( fi(x)ei). Oni zadovoljavaju kongruenciju: gi(m) ≡ 0 (mod Ni). Ko-
ristec´i kineski teorem o ostacima racˇunamo novi polinom G(x) ∈ ZN[x] iz polinoma gi(x),
on zadovoljava G(m) ≡ 0 (mod N). Sada m racˇunamo koristec´i Coppersmithov rezultat.
Kruzˇni napad
Svaki otvoreni tekst mozˇe se dekriptirati ako njegov sˇifrat opetovano kriptiramo. Za dani
sˇifrat c = me (mod N) i javni kljucˇ (e,N), ako je nakon l + 1 reenkripcija sˇifrat ponovljen,
tj. vrijedi ce
l+1 ≡ c (mod N), tada slijedi da je cel ≡ m (mod N). Odnosno, originalan
tekst je otkriven nakon l reenkripcija. Taj l nazivamo eksponent oporavka. Pokazat c´emo
da za svaku poruku m eksponent oporavka dijeli λ(λ(N)). Iz toga slijedi da je najvec´i
moguc´i eksponent oporavka upravo λ(λ(N)). No, ukoliko su odabrani sigurni prosti brojevi
eksponent oporavka bit c´e za vec´inu poruka vrlo velik jer c´e tada i λ(λ(N)) biti velik i imat
c´e velike proste faktore.
Teorem 2.2.3. (Carmichaelov teorem) Za svaki x ∈ Z∗N vrijedi
xλ(N) ≡ 1 (mod N).
Teorem 2.2.4. Za svaki m ∈ Z∗N eksponent oporavka dijeli λ(λ(N)).
Dokaz. Iz Carmichaelovog teorema slijedi:
ci ≡ mei ≡ mei (mod λ(N)) (mod N).
Na slicˇan nacˇin dolazimo do
ei ≡ ei (mod λ(λ(N))) (mod λ(N)).
Buduc´i da je nzd(e, λ(N)) = 1 slijedi da
ci ≡ mei (mod λ(λ(N))) (mod λ(N)) (mod N).
Stavimo sada da je i = λ(λ(N)). Dobivamo
ci ≡ me0 (mod λ(N)) ≡ m (mod N).

2.3 Napadi bazirani na malom javnom eksponentu
Svi napadi bazirani na malom javnom eksponentu koje c´emo proucˇiti nisu usmjereni na
otkrivanje tajnog eksponenta niti na otkrivanje faktorizacije modula vec´ samo na dekripti-
ranje dane poruke.
Korisˇtenje malog javnog eksponenta mozˇe jako smanjiti cijenu sˇifriranja i zato se cˇesto
koristi u praksi.
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Vrlo mali tajni eksponent za jednake poruke
Promotrimo sljedec´i napad za vrlo mali tajni eksponent, uzmimo za primjer e = 3.
Ako istu poruku m posˇaljemo trima primateljima koristec´i {(e,N1), (e,N2), (e,N3)}, gdje
je nzd(Ni,N j) = 1, ∀i, j ∈ {1, 2, 3}, i , j i m < Ni tada lako dolazimo do originalne poruke
rjesˇavajuc´i sustav kongruencija:
c1 ≡ m3 (mod N1), c2 ≡ m3 (mod N2), c3 ≡ m3 (mod N3).
Koristimo Kineski teorem o ostacima i dolazimo do x sa svojstvom x ≡ m3 (mod N1N2N3).
No kako je m3 < N1N2N3 vrijedi x = m3, pa racˇunamo poruku tako da izvadimo trec´i
korijen od x.
Primijetimo da kad bi m bio manji od N
1
3 dovoljno bi bilo izvaditi trec´i korijen od
originalne poruke.
Opc´enito, za m < N
1
e za sˇifrat vrijedi c = me (mod N) = me, pa je za dekriptiranje
bilo dovoljno izvaditi e-ti korijen od sˇifrata. U praksi se takve male poruke izbjegavaju
nadopunjavanjem originalne poruke nasumicˇnim bitovima kako bi postigli zˇeljenu, sigurnu
velicˇinu poruke.
Poruka poznatog formata
Ako nam je poznat samo dio poruke, moguc´e je efikasno izracˇunati cˇitav otvoreni tekst
ukoliko su javni eksponent i velicˇina nepoznatog dijela poruke dovoljno mali.
Teorem 2.3.1. Neka je (e,N) valjani RSA javni kljucˇ i m neka poruka. Neka je c = me
(mod N) poznat. Ako su poznati svi osim najvisˇe 1/e dio uzastopnih bitova otvorenog
teksta, tada cijela m mozˇe biti izracˇunata u polinomijalnom vremenu u log N i e.
Dokaz. m = m22k2 + m12k1 + m0, gdje je nepoznato samo m1 i |m1| < N 1e .
Trazˇimo rjesˇenja od fN(x) ∈ ZN[x] gdje je
fN(x) = 2−k1e((m22k2 + x2k1 + m0)e − c) (mod N)
buduc´i je fN(m1) = 2−k1e(me − c) = 0 (mod N).
Kako je |m1| < N 1e mozˇemo koristiti Coppersmithovu metodu za pronalazˇenje malih
rjesˇenja za modularne jednadzˇbe s jednom nepoznanicom, odnosno Teorem 2.1.10. 
Primijetimo da je ova metoda primjenjiva samo na male javne eksponente jer cˇim je
e > log2 N svi bitovi otvorenog teksta moraju biti poznati. Takoder primijetimo da uko-
liko nepoznati bitovi ukupne duljine manje od 1/e nisu uzastopni, opet je moguc´e pronac´i
rjesˇenje koristec´i Coppersmithovu heuristicˇku metodu za pronalazˇenje malih rjesˇenja mo-
dularne jednadzˇbe s visˇe nepoznanica.
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Povezane poruke
Ako imamo dva otvorena teksta povezana poznatom afinom vezom i mali javni eksponent,
postoje poznati napadi kojima mozˇemo otkriti ili pokusˇati otkriti trazˇene tekstove.
Ukoliko je javni eksponent e = 3 takve se poruke mogu desˇifrirati u vremenu polino-
mijalnom u log N gdje je N modul.
Za opc´eniti polinom f takav da za dvije poruke vrijedi m2 = f (m1) i proizvoljan javni
eksponent e da bi izracˇunali m1 i m2 koristimo slijedec´i postupak:
Uz dane uvjete vrijedi da je x = m1 rjesˇenje kongruencija:
xe − c1 ≡ 0 (mod N),
f (x)e − c2 ≡ 0 (mod N).
Uzmimo g(x) ∈ ZN[x] takav da g(x) = nzd(xe − c1, f (x)e − c2) (mod N). Takav g(x) je
visˇekratnik od x − m1. Ako je g(x) = x − m1 tada je jednostavno g(0) = −m1. Ocˇekujemo
da c´e biti g(x) = x − m1 osim u nekim rijetkim slucˇajevima.
Primjer 2.3.2. Neka je (e,N) = (3, 10084775329). Dani su sˇifrati c1 = 1860867 i c2 =
2744000 za poruke povezane s m2 = m1 + 17.
f1(x) = x3 − c1 = x3 − 1860867
f2(x) = f (x)3 − c2 = (x + 17)3 − 2744000 = x3 + 51x2 + 867x − 2739087
Racˇunamo najvec´i zajednicˇki djelitelj ta dva polinoma modulo N i dobivamo:
g(x) = nzd( f1(x), f2(x)) = x − 123 = x − m1
Pa je rjesˇenje m1 = 123, lako dobivamo i m2 = m1 + 17 = 123 + 17 = 140.
Ukoliko su dvije poruke povezane afinom funkcijom m2 = m1 + b gdje je b nepoznat i
dovoljno mali postoje napadi kojima mozˇemo doc´i do dekriptiranih poruka.
Za konkretan slucˇaj gdje je e = 3 i |b| < N 19 postoji algoritam za dekriptiranje poruka
u vremenu log N. Napad koristi Coppersmithovu metodu za pronalazˇenje malih rjesˇenja
modularnih jednadzˇbi s jednom nepoznanicom da bi pronasˇao b i zatim gore pojasˇnjen
napad na povezane poruke da bi dosˇao do m1 i m2.
Primijetimo da se od svih napada navedenih u ovom poglavlju mozˇemo obraniti na
nacˇin na nasˇu poruku dodamo niz nasumicˇnih bitova. Kod poruka poznatog formata taj
niz mora biti duljine barem 1e od duljine poruke, a kod povezanih poruka dodajemo niz
proizvoljne duljine kako bi razbili polinomijalnu vezu izmedu poruka.
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Izvlacˇenje informacija
Napadi bazirani na malom javnom eksponentu koje smo dosad spomenuli ne faktoriziraju
modul vec´ samo pokusˇavaju dekriptirati odredenu poruku. Ipak, moguc´e je doznati i neke
informacije o tajnom eksponentu.
Ako je ed = 1 + kφ(N) za neki poznati k ∈ Z, mozˇemo u polinomnom vremenu u log N
izracˇunati d1 takav da |d1 − d| < p + q, gdje d1 racˇunamo kao d1 = d 1e (1 + kN)c.
Za balansirane proste faktore p i q vrijedi p + q > 32 N
1
2 , pa mozˇemo pronac´i d1 takav
da |d − d1| < 32 N
1
2 , sˇto znacˇi da uz poznavanje konstante k mozˇemo otkriti otprilike pola
najznacˇajnijih znamenki od d. Vrijedi i obrat, ukoliko znamo pola najznacˇajnijih znamenki
od d mozˇemo dobiti informacije o k.
U slucˇaju kada je eksponent e malen moguc´e ga je i pogoditi iscrpnim pretrazˇivanjem.
U slucˇaju kada je e = 3 lako dolazimo do toga da mora biti k = 2. Dakle, kada koristimo
javni eksponent e = 3 uvijek c´e otprilike pola najznacˇajnijih bitova tajnog eksponenta biti
poznato.
Teorem 2.3.3. Neka je N = pq modul sa p, q > 3 i neka je (e,N) pripadni javni kljucˇ.
Ukoliko je e = 3, onda konstanta u jednadzˇbi kljucˇa ed = 1 + kφ(N) mora biti k = 2.
Dokaz. Iz jednadzˇbe kljucˇa slijedi da je 0 < k < e. Buduc´i da je e = 3 znamo da je
nzd(3, p − 1) = 1, pa p − 1 . 0 (mod 3). Kako je p > 3 slijedi da je nzd(3, p) = 1, pa
p − 1 . 2 (mod 3). Dakle p − 1 ≡ 1 (mod 3). Analogno dobivamo q − 1 ≡ 1 (mod 3).
Sada, ako jednadzˇbu kljucˇa 3d = 1 + kφ(N) reduciramo modulo 3, dobivamo k ≡ −1 ≡ 2
(mod 3). Buduc´i da je 0 < k < 3 slijedi da je k = 2. 
2.4 Napadi bazirani na malom tajnom eksponentu
Napadi u ovom poglavlju ukljucˇuju otkrivanje tajnog eksponenta koji je vec´i od tajnog eks-
ponenta koji se efikasno mozˇe pronac´i iscrpnim pretrazˇivanjem. Svi ovi napadi usmjereni
su na faktorizaciju modula.
Wienerov napad
Wienerovim napadom mozˇemo s dostupnim samo javnim kljucˇem doc´i do faktorizacije
modula koristec´i informacije dobivene iz jedne od konvergenti verizˇnog razlomka od eN .
Pogledajmo koja nam je ograda za d dovoljna za primijeniti napad. Ukoliko su ekspo-
nenti definirani modulo λ(N) vrijedi:
λ(N) = nzv(p − 1, q − 1) = φ(N)
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gdje je g = nzd(p − 1, q − 1). Jednadzˇbu kljucˇa mozˇemo zapisati kao:
ed = 1 + kλ(N) = 1 +
k
g





(N − s) = 1 + k0
g0
(N − s).
Slijedi: ∣∣∣∣∣ eN − k0dg0
∣∣∣∣∣ = ∣∣∣∣∣ 1dN − k0sdg0N
∣∣∣∣∣ < k0sdg0N .




vrijedi: | eN − k0dg0 | < 12(dg0)2 , pa znamo da je k0dg0 jedna od konvergenti u razvoju e/N u verizˇni




















Dakle ako nam je poznata konvergenta c j i vrijednost b g0k0 c mozˇemo lako faktorizirati mo-
dul. Slozˇenost faktorizacije je polinomijalna u log N buduc´i da je broj konvergenti od N/e
polinomijalan u log N i g/k buduc´i da je to maksimalan broj kandidata za b g0k0 c za svaku od
konvergenti.
Kada su p i q nasumicˇno odabrani vrlo je vjerojatno da c´e i g biti jako mali, pa je
b gk c = 0 i jedna iteracija po kandidatima za trazˇenu konvergentu c´e biti dovoljna.
Obrane od Wienerovog napada temelje se na smanjivanju ograde za d, tj. smanjivanje
vrijednosti izraza N2sg0k0 :
1. Korisˇtenjem nebalansiranih prostih brojeva tako da s = p + q + 1 postane velik.
2. Korisˇtenjem prostih brojeva s velikim g = nzd(p − 1, q − 1), pa g0 postane velik.
3. Korisˇtenjem e > N, pa k = edN postane velik. (Za e > N
3
2 Wienerov napad postaje
potpuno neefikasan.)
Kada je javni eksponent otprilike iste velicˇine kao i modul, prosti faktori su balansirani
i g0 je malen, tada je uobicˇajena ograda za uspjeh Wienerovog napada: d < N1/4− , za neki
mali  > 0.
Primjer 2.4.1.
(e,N) = (41071493, 1020006797)
Odgovarajuc´i verizˇni razlomak je [0; 24, 1, 5, 17, 2, 5, 1, 9, 2, 2, 2, 4, 1, 2].
2.4. NAPADI BAZIRANI NA MALOM TAJNOM EKSPONENTU 15
Odgovarajuc´e konvergente su: 1/24, 1/25, 6/149, 103/2558, 212/5625, 1163/28883,
1375/34148,. . .





= 0. Za trec´u konvergentu 6/149 dobivamo
φ(N) = 1019942076. Nakon sˇto to uvrstimo u sustav jednadzˇbi
p × q = 1020006797
(p − 1) × (q − 1) = 1019942076
dobivamo p = 27143 i q = 37579 i uspjeli smo faktorizirati modul. Sada je λ(N) =
509971038 i g = 2, pa vidimo da je d = 149.
Napad Boneha i Durfeea
Neka je N = pq n-bitni modul s balansiranim prostim faktorima, neka je (e,N) javni kljucˇ








1 + 6α − 
onda modul N mozˇemo faktorizirati u polinomijalnom vremenu u log N za dovoljno veliki
n ukoliko vrijede Pretpostavka 2.1.8 i Pretpostavka 2.1.9.
Ocˇekujemo da je α ≈ 1, pa ovaj napad mozˇe faktorizirati modul za tajne eksponente
d < N0.2847− .
Ako jednadzˇbu kljucˇa reduciramo modulo e dobivamo jednadzˇbu
−k(N − s) ≡ 1 (mod e).
Problem faktorizacije u napadu Boneha i Durfeea svede se na problem trazˇenja malih
rjesˇenja polinoma fe(x, y) ∈ Z[x, y] s dvije nepoznanice
fe(x, y) = Nx + xy + 1
buduc´i da je (x0, y0) = (k,−s) korijen od fe(x, y) modulo e.
Kako su faktori balansirani znamo da je φ(N) > 12 N i s < 3N
1/2, pa vrijedi:






= 2Nα+δ−1 = X,
|y0| = | − s| = p + q − 1 < 3N1/2 = Y.
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Sada s postavljenim ogradama X i Y , koristec´i polinom fe(x, y) trazˇimo rjesˇenja konstruk-
cijom resˇetke cˇiji svaki element odgovara polinomu s korijenom (x0, y0) modulo neka po-
tencija od e.
Nakon toga pokrec´emo LLL algoritam na retcima matrice i dobivamo LLL-reduciranu
bazu te resˇetke. Prvi vektor te baze, koji bi trebao odgovarati najmanjem vektoru resˇetke,
imati c´e malu normu, pa c´e i polinom koji mu odgovara imati malu normu, taj c´e polinom
imati i korijen (x0, y0). Sada preostaje pronac´i taj korijen.
2.5 Napadi bazirani na dijelom poznatom tajnom kljucˇu
Napadi koje razmatramo koristit c´e neke informacije o tajnom kljucˇu kako bi faktorizirali
modul. Kada je poznato  najznacˇajnijih znamenki od x pretpostavljati c´emo da znamo
xˆ takav da je x = xˆ + x0 gdje za x0 vrijedi |x0| = |x − xˆ| < x1− . Kada je pak poznato 
najmanje znacˇajnih znamenki od x pretpostavljati c´emo da znamo x˜ i r ≥ |x | takve da je
|x˜| < r i vrijedi
|x0| =
∣∣∣∣∣ x − x˜r
∣∣∣∣∣ < ∣∣∣∣∣ xr
∣∣∣∣∣ < x1− .
Teorem 2.5.1. Neka je N = pq RSA modul s balansiranim prostim faktorima. Ako je
poznato barem 12 najznacˇajnijih ili najmanje znacˇajnih bitova jednog od faktora, tada se N
mozˇe faktorizirati u polinomijalnom vremenu u log N.





2 < p, q < 2N
1
2 .
Pretpostavimo prvo da znamo barem 12 najznacˇajnijih bitova od p, tj. znamo pˆ takav da je
p = pˆ + p0, gdje za nepoznati p0 vrijedi:





Vidimo da je p0 korijen, modulo p, od polinoma s jednom nepoznanicom
fmsb(x) = x + pˆ.
Buduc´i da je svaki korijen tog polinoma modulo p oblika p0 +αp za neki α ∈ Z, vrijedi da











N1/2 = N1/2−logN (2) = Nβ,
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Iz Teorema 2.1.10 slijedi da mozˇemo izracˇunati korijen p0 odnosno faktorizirati modul u
vremenu polinomijalnom u log N.
Pretpostavimo sada da znamo barem 1/2 najmanje znacˇajnih znamenki faktora q. Od-





∣∣∣∣∣ < q1/2 < 2N1/4.
Definirajmo R = r−1 (mod N) tako da rR = 1 + kN za neki cijeli broj k. Sada polinom
flsb(x) = x + q˜R
ima korijen q0 modulo q jer je
r flsb(q0) = q0r + q˜Rr = q0r + q˜ + q˜kN = q + q˜kpq ≡ 0 (mod q).
Buduc´i da nema djelitelja nule modulo q i buduc´i da q1/2 < r < q povlacˇi da je r . 0
(mod q) slijedi da je flsb(q0) ≡ 0 (mod q). Kao i prije, q0 mozˇe biti jedini korijen manji
od
√
2N1/4. Ograde za q0 iste su kao i ograde za p0 koje smo gore izveli, pa mozˇemo
primijeniti Teorem 2.1.10 s isto definiranim c i β kao i gore. 
Kada bi poznavali samo dio najznacˇajnijih ili najmanje znacˇajnih znamenki tajnog eks-
ponenta, postoje mnogobrojni napadi kojim bi mogli doc´i do faktorizacije modula.
Ukoliko nam je poznat odreden broj najznacˇajnijih znamenki tajnog eksponenta, dakle
znamo dˆ takav da |d − dˆ| < Nδ nastupamo ovisno o velicˇinama javnog i tajnog eksponenta.
Kada su eksponenti proizvoljni oznacˇimo e = Nα, d = Nβ i |d − dˆ| < Nδ gdje je dˆ
poznat. Uz uvjet da vrijede pretpostavke 2.1.8 i 2.1.9 postoje razni napadi kojima mozˇemo
doc´i do tajnog eksponenta trazˇec´i korijene polinoma jednadzˇbe kljucˇa. Napad koji c´emo
primijeniti za odredeni problem ovisi o ogradama koje imamo za δ u ovisnosti o α i β. Kada
je javni odnosno tajni eksponent pune velicˇine koristimo iste napade uz α ≈ 1, odnosno
β ≈ 1.
Ako imamo RSA modul s balansiranim prostim faktorima i e = Nα javni eksponent
takav da 0 < α ≤ 12 i poznato nam je α dio najznacˇajnijih znamenki tajnog eksponenta d
definiranog modulo φ(N) tada mozˇemo lako doc´i do konstante k iz jednadzˇbe kljucˇa (do na
malu aditivnu konstantu).
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∣∣∣∣∣∣ < 2Nα+(1−α)−1 + 6Nα−1/2 + 12 < 9.
Dakle k ∈ {kˆ − 8, kˆ + 8}
Primjer 2.5.2. Ako imamo e = 31913, N = 1020006797, dakle e = N0.4999, i poznato
je barem prvih α znamenki, npr. znamenke 85374, tj. mozˇemo staviti dˆ = 853740000.
Racˇunamo kˆ = d edˆ−1N c = 26711. Znacˇi k ∈ {kˆ − 8, kˆ + 8} = {26703, 26719}.




Teorem 2.5.3. Neka je e = Nα gdje je 0 < α ≤ 1/2 i d odgovarajuc´i tajni eksponent
modulo φ(N). Neka je k konstanta u jednadzˇbi kljucˇa i e = γk za neki γ > 1. Ako je dano
(1 − α) najznacˇajnijih znamenki tajnog eksponenta mozˇemo faktorizirati modul u vremenu
polinomijalnom u log N i γ.
Dokaz. Buduc´i da je dano (1−α) znamenki od d mozˇemo konstruirati dˆ takav da |d − dˆ| <
dα < Nα = e. Kako je 0 < α ≤ 1/2 vrijedi da je 1− α ≥ α, pa mozˇemo doc´i do konstante kˆ
takve da vrijedi k ∈ {kˆ − 8, kˆ + 8} za k iz jednadzˇbe kljucˇa.
Ako znamo k, mozˇemo izracˇunati dk = e−1 (mod k). Iz jednadzˇbe kljucˇa slijedi da je
dk ≡ d (mod k), pa mozˇemo d prikazati kao d = Dk + dk za neki D.
Primijetimo da d mozˇemo napisati kao:
d =
(
dˆ − dk + d − dˆ
k
)

























∣∣∣∣∣∣ < ek = γ
postoji najvisˇe 2bγc + 1 moguc´ih vrijednosti za v, pa i za D, odnosno d. Testiramo svaki
od kandidata za v. Buduc´i da k zapravo nije poznat, moramo ponoviti postupak za svaki od
kandidata dok ne dodemo do faktorizacije, ima ih ukupno 17.

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Primjer 2.5.4. Neka je (e,N) = (31913, 1020006797) kao i u prethodnom primjeru, dakle
α = 0.49996. Mora biti poznato 0.5 najznacˇajnijih znamenki, neka su to znamenke 85374 i
neka preostaju josˇ 4 nepoznate znamenke. Mozˇemo staviti dˆ = 853740000. U prethodnom
primjeru izracˇunali smo interval u kojem lezˇi k, mozˇemo nastaviti isprobavajuc´i napad za
svih 17 moguc´nosti za k, no mi c´emo radi jednostavnosti pretpostaviti da smo k pogodili iz
prve, dakle k = 26713. Sad racˇunamo dk = e−1 (mod k) = 31913−1 (mod 26713) = 2173.









26713 + 2173 = (31959 + v)26713 + 2173
tj. d ∈ {853696227, 853722940, 853749653}. Iz poznatih znamenki od d vidimo da samo
d = 853749653 mozˇe biti rjesˇenje.
Primijetimo da ovaj napad ne mozˇemo primijeniti ukoliko je javni eksponent jako mali
jer bi tada morale biti poznate sve znamenke tajnog eksponenta.
Ukoliko je javni eksponent e ≤ N1/4 koristimo se alternativnim napadom za koji mo-
ramo poznavati 3/4 najznacˇajnijih bitova tajnog eksponenta.
Teorem 2.5.5. Neka je N = pq RSA modul s balansiranim prostim faktorima. Neka je
e = Nα javni eksponent takav da 0 < α ≤ 1/4 i d odgovarajuc´i tajni eksponent definiran
modulo φ(N). Neka vrijedi |p − q| > 1
λ
N1/4 za neki λ > 1 i e = γk za neki γ > 1 gdje
je k konstanta iz jednadzˇbe kljucˇa. Ako nam je poznato 3/4 najznacˇajnijih bitova tajnog
eksponenta d, N mozˇemo faktorizirati u polinomijalnom vremenu u log N, γ i λ.
Objasnimo postupak. Buduc´i da je α < 3/4 mozˇemo izracˇunati kˆ takav da k ∈ {kˆ−8, kˆ+
8}. Metodu mozˇemo ponoviti za svaki moguc´i k, pretpostavimo radi jednostavnosti da je
k = kˆ. Sada izracˇunamo sˆ0 = N +1−d edˆ−1k c sˇto je dobra aproksimacija najznacˇajnijih bitova
za p + q. Iz toga mozˇemo izracˇunati dobru aproksimaciju najznacˇajnijih bitova vec´eg od




((p + q) +
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Pojednostavljivanjem i korisˇtenjem nejednakosti sˆ0 < 2(p + q) i p + q < 3N1/2 dolazimo
do toga da vrijedi |pˆ − p| < 10λγN1/4.
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Dakle, poznato nam je malo manje od 1/2 najznacˇajnijih bitova od p. Sada mozˇemo
iskoristiti rezultat koji smo ranije naveli za slucˇaj kada nam je poznato barem pola bitova
jednog od faktora. Kako nam zapravo nije poznato pola bitova koristimo metode kojima
mozˇemo prosˇiriti broj poznatih bitova, jedna od najjednostavnijih je jednostavno pogadanje
preostalih bitova.
Postoji i josˇ jacˇi napad za slucˇaj kada je e = Nα prost i 1/4 ≤ α ≤ 1/2.
Teorem 2.5.6. Neka je N = pq RSA modul s balansiranim prostim faktorima. Neka je
e = Nα prost javni eksponent takav da 1/4 ≤ α ≤ 1/2 i d odgovarajuc´i tajni eksponent
definiran modulo φ(N). Ako je poznato α najznacˇajnijih bitova tajnog eksponenta, mozˇemo
faktorizirati modul u vremenu polinomijalnom u log N.
Na isti nacˇin kao u prethodnim napadima dolazimo do kˆ takav da je k ∈ {kˆ − 8, kˆ + 8}.
Pretpostavimo sada da znamo k. Primijetimo da vrijedi




a kada reduciramo modulo e dobivamo:
s0 ≡ p + q ≡ N + 1 + k−1 (mod e).
Buduc´i da su k i e uvijek relativno prosti, inverz od k je dobro definiran. Dakle, mozˇemo
izracˇunati s0 modulo e. Vrijedi da jednadzˇba
x2 − s0x + N = x2 − (p + q)x + pq = 0
ima rjesˇenja p i q, pa modularna jednadzˇba
x2 − s0x + N ≡ 0 (mod e)
ima rjesˇenja p0 = p (mod e) i q0 = q (mod e). Buduc´i da je e prost, to su i jedina rjesˇenja
te jednadzˇbe. Jednom kada znamo p0 i q0 mozˇemo faktorizirati modul koristec´i rezultat
kada znamo barem pola najznacˇajnijih znamenaka od jednog prostog faktora (buduc´i da
e > N1/4, a mi znamo p (mod e)).
Proucˇili smo nekoliko napada koji koriste poznavanje najznacˇajnijih bitova tajnog eks-
ponenta. Spomenimo samo da postoje i napadi koji koriste poznavanje najmanje znacˇajnih
bitova, npr. kada imamo balansirane proste faktore, javni i tajni eksponent definiran mo-
dulo φ(N) i znamo 1/4 najmanje znacˇajnih bitova tajnog eksponenta ocˇekuje se da mozˇemo
faktorizirati modul u vremenu polinomijalnom u log N i e.
Takoder, postoje i napadi koji koriste parcijalno poznavanje prostih faktora kako bi




CRT-RSA koristi faktorizaciju modula pri dekripciji kako bi se smanjila njezina cijena.
Umjesto dekriptiranja na nacˇin: m = cd (mod N), poruka se dekriptira na nacˇin da se
najprije izracˇunaju mp i mq:
mp = cd mod p,
mq = cd mod q.
I zatim pomoc´u kineskog teorema o ostacima izracˇuna originalna poruka:
m = mp + p((mq − mp)p−1 mod q).
Enkripcija je ista kao kod klasicˇnog RSA. U dekripciji, ukoliko je tajni eksponent vec´i od
N1/2, mozˇemo koristiti reducirane tajne eksponente:
dp = d mod (p − 1),
dq = d mod (q − 1).
Iz malog Fermatovog teorema slijedi da ih mozˇemo koristiti umjesto d u parcijalnim de-
kripcijama. Slijedi da postoje kpi kq takvi da:
edp = 1 + kp(p − 1),
edq = 1 + kq(q − 1).
Ove jednadzˇbe zovemo CRT-jednadzˇbe.
Buduc´i da je CRT-RSA inacˇica RSA kriptosustava, svi napadi na RSA se mogu primje-
niti i na CRT-RSA.
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No, za razbiti CRT-RSA dovoljno je i izracˇunati CRT eksponente jer tada mnozˇec´i CRT-
jednadzˇbe dobivamo e(edpdq − dp − dq) + 1 = kpkq(p − 1)(q − 1), dakle znamo visˇekratnik
od φ(N), pa mozˇemo faktorizirati modul.
Ukoliko nam je poznat samo jedan CRT-eksponent opet mozˇemo lako faktorizirati mo-
dul. Naime, buduc´i da je medp ≡ m (mod p), dakle medp − m = cp, za neki c ∈ Z. Neka
je M = (medp − m) (mod N). Kada c nije visˇekratnik od q tada vrijedi gdc(M,N) = p.
Ukoliko je c visˇekratnik od q tada je edp − 1 visˇekratnik od φ(N) pa opet lako dolazimo do
faktorizacije modula.
Primjer 3.1.1. Neka je (e,N) = (3, 1735177) i dp = 1191. Uzmimo proizvoljnu poruku
m ∈ Z∗p, npr. m = 2. Izracˇunajmo M = (medp − m) mod N = 1454558. Sada p =
nzd(M,N) = 971.
Kada imamo dovoljno male CRT eksponente modul mozˇemo faktorizirati N u vremenu
u kojem je dominantni faktor
√






m/2yX − g) mod N,
gdje je g ∈ Z∗N i m je najmanji prirodni broj takav da je dp ≤ 2m. Ako dp zapisˇemo u obliku
dp = A2m/2 + B, gdje ocˇito vrijedi 0 ≤ A, B < 2m/2, tada G(geB) zadovoljava:
(ge2
m/2AgeB − g) mod N = (gedp − g) mod N.
Vrijedi da je gedp−g neki visˇekratnik od p. Ako dodamo i uvjet da dp . dq (mod 2m/2) tada
znamo da G(geB) nije visˇekratnik od q, pa nzd(N,G(geB)) daje p, odnosno otkriva faktoriza-
ciju od N. Metodu provodimo na nacˇin da pogadamo B, odnosno trazˇimo nzd(G(gex),N),
za x = 0, . . . , 2m/2 − 1 dokle ne dobijemo p.
Primjer 3.1.2. Neka je (e,N) = (3, 1735177) i pretpostavimo da znamo da je m = 10
(ukoliko ne znamo, mozˇemo ponavljati postupak za razlicˇite velicˇine od m). Koristiti
c´emo poruku g = 2. Racˇunamo vrijednost funkcije G u 25 = 32 tocˇaka dok ne dobi-
jemo faktorizaciju. Za x = 8 dobivamo p = nzd(G(gex),N) = nzd(G(23×8), 1735177) =
nzd(1535151, 1735177) = 971.
Postoje i napadi bazirani na dijelom poznatom CRT tajnom eksponentu.
Teorem 3.1.3. Neka je N = pq modul s balansiranim prostim faktorima za cˇiji javni eks-
ponent vrijedi e = Nα ≤ N1/4 i neka za CRT-eksponent dp vrijedi edp ≡ 1 (mod p − 1).
Ako imamo imamo dˆp takav da
|dp − dˆp| ≤ N 14−α,
tada mozˇemo faktorizirati modul u polinomijalnom vremenu u log N.
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Dokaz. Neka je dp = dˆp + d0, za neki nepoznati d0. Sada jednadzˇbu kljucˇa:
e(dˆp + d0) = 1 + k(p − 1)
mozˇemo napisati kao:
edˆp − kp = 1 − k − ed0 = −(ed0 + k − 1).
Buduc´i da je |d0| = |dp − dˆp| < N1/4−α i |k| < e ≤ N1/4 slijedi:
|ed0 + k − 1| < |ed0 + k| < |ed0| + |k| < NαN1/4−α + N1/4 = 2N1/4,
pa je |edˆp − kp| < 2N1/4. Slijedi da je edˆp dovoljno dobra aproksimacija za kp da mozˇemo
primijeniti Korolar 2.1.11 ukoliko N - kp, a to vrijedi jer su p i q balansirani faktori, pa
kp < ep < N1/4 p < N. 
Kada imamo jako mali javni eksponent, mozˇemo faktorizirati modul ako je poznato
dovoljno najznacˇajnijih ili najmanje znacˇajnih bitova od jednog od CRT-eksponenata.
Teorem 3.1.4. Neka je N = pq RSA modul sa balansiranim prostim faktorima, neka je e
javni eksponent takav da je e < 12 N
1/2 i neka dp zadovoljava edp ≡ 1 (mod p − 1). Ako
imamo dane d˜p i M takve da je d˜p = dp (mod M) i
M ≥ N1/4
ili dˆp takav da
|dp − dˆp| ≤ N1/4
tada modul mozˇemo faktorizirati u polinomijalnom vremenu u log N i e.
Dati c´emo dokaz za slucˇaj kada su poznate najmanje znacˇajne znamenke, odnosno kada
je dan d˜. U slucˇaju kada su poznate najznacˇajnije znamenke od d postupak c´emo pokazati
kroz primjer iza dokaza.
Dokaz. Kako vrijedi k < e < 12 N
1/2, k mozˇemo pronac´i iscrpnim pretrazˇivanjem, pa za
svaki k′ < e pokusˇati faktorizirati modul. Pretpostavimo sada da znamo k.






jer je M ≥ N1/4 i dp < p < 2N1/2. Uvedimo supstituciju dp = dˆpM + d˜p u CRT jednadzˇbu
kljucˇa, dobivamo
ed˜p + k − 1 = kp − edˆM.
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Neka je E = (eM)−1 (mod N), pa je EeM = 1 + cN za neki cijeli broj c. Gornju jednadzˇbu
mnozˇimo sa E, dobivamo
E(ed˜p + k − 1) = Ekp − (1 + cN)dˆ = (Ek − cdˆq)p − dˆ.
Ovdje smo pretpostavili da E postoji, ukoliko inverz ne postoji to znacˇi da je nzd(eM,N) >
1 pa c´e taj najvec´i zajednicˇki djelitelj otkriti faktorizaciju od N (jer je eM < N) i postupak
bi bio gotov.
Stavimo K = Ek − cdˆq, dobivamo
|E(ed˜p + k − 1) − K p| = | − dˆ| < 2N1/4,
pa je E(ed˜p + k − 1) dovoljno dobra aproksimacija za K p da bi primijenili Korolar 2.1.11
i faktorizirali modul. Prisjetimo se je za primjenu tog korolara nuzˇan uvjet da K p nije
visˇekratnik od N, to vrijedi jer bi u suprotnome vrijedilo da q|K, odnosno q|k sˇto ne vrijedi
jer je k < e < 12 N
1/2 i faktori su balansirani.

Primjer 3.1.5. Neka je (e,N) = (3, 1735177) i neka je dˆp = 1154911. Dakle dp = dˆp + d0
gdje je |d0| < N1/4 = 36.29. Ubacujemo dp = dˆp + d0 u CRT jednadzˇbu i dobivamo:
edˆp + k − 1 = kp − ed0.
Neka je sada E = e−1 (mod N) = 1156785, pa je Ee = 1+cN. Mnozˇimo gornju jednadzˇbu
sa E i dobivamo:
E(edˆp + k − 1) = Ekp − (1 + cN)d0 = (Ek − cd0q)p − d0.
Sada neka je K = Ek − cd0q. Vrijedi:
|E(edˆp + k − 1) − K p| = | − d0| < N1/4,
pa je E(edˆp +k−1) = 1156785× (3×1154911+k−1) = 1156785× (3464732+k) dovoljno
dobra aproksimacija za K p da bi primijenili Korolar 2.1.11. Sada josˇ moramo izracˇunati
k, ali znamo da vrijedi k < e, pa k mozˇemo lako pronac´i iscrpnim pretrazˇivanjem, u nasˇem
slucˇaju k < 3. Uvrsˇtavamo kandidate za k redom dok ne dobijemo faktorizaciju modula. U
nasˇem primjeru dobivamo k = 1 i zatim primjenom Korolara 2.1.11 dobivamo p = 971.
3.2 RSA s visˇe prostih faktora
RSA s visˇe prostih faktora koristi modul koji ima tri ili visˇe prostih faktora. On omoguc´uje
brzˇe generiranje kljucˇeva i brzˇe dekriptiranje pomoc´u kineskog teorema o ostacima. Koris-
timo balansirane proste faktore, sˇto kod RSA s visˇe prostih faktora znacˇi da ako poredamo
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N1/r < p1 < N1/r < pr < 2N1/r.
Iz izraza φ(N) =
∏r
i=1(pi − 1) i s = N − φ(N), zbog balansiranih faktora, dobivamo gornju
ogradu za s, |s| < (2r − 1)N1−1/r gdje je r broj prostih faktora modula, pa slijedi da φ(N)
i N imaju otprilike 1/r jednakih najznacˇajnijih bitova. Enkripcija za RSA s visˇe prostih
faktora ista je kao i za RSA, za dekripciju pak mozˇemo koristiti klasicˇnu RSA dekripciju ili
dekripciju pomoc´u CRT tajnih eksponenata kao i kod CRT-RSA. Za razliku od prethodnih
inacˇica, za RSA s visˇe prostih faktora ne postoji deterministicˇki algoritam za faktorizaciju
modula ukoliko je poznata vrijednost od φ(N) ili od tajnog eksponenta d. No, ukoliko je
poznat visˇekratnik od φ(N) (dakle, dovoljno i d buduc´i da je ed − 1 = kφ(N)) mozˇemo
probabilisticˇki faktorizirati modul.
Ukoliko je poznato dovoljno najznacˇajnijih ili najmanje znacˇajnih bitova od prostih
faktora modul se mozˇe faktorizirati. Iduc´i teorem je generalizacija Teorema 2.5.1.
Teorem 3.2.1. Neka je N modul sa r balansiranih prostih faktora. Za bilo koji s ∈ [2, r],
ako je dano r− s faktora od N, (s−1)/s najznacˇajnijih ili najmanje znacˇajnih bitova jednog
od nepoznatih faktora, (s−2)/(s−1) najznacˇajnijih ili najmanje znacˇajnih bitova slijedec´eg
od nepoznatih faktora, . . . , 2/3 najznacˇajnijih ili najmanje znacˇajnih bitova slijedec´eg od
nepoznatih faktora i 1/2 najznacˇajnijih ili najmanje znacˇajnih bitova jednog od 2 zadnja
nepoznata faktora, onda se modul N mozˇe faktorizirati u vremenu polinomijalnom u r i
log N.
Metoda se oslanja na uzastopnu primjenu Korolara 2.1.11 da izracˇunamo jedan po jedan
prosti faktor.






onda mozˇemo za faktorizaciju modula koristiti prosˇirenje Wienerovog napada, ponovo c´e
jedna od konvergenti od prosˇirenja e/N u verizˇni razlomak odgovarati k/d, sˇto c´emo koris-
titi u racˇunanju be(d/k)c = φ(N).
Ako pak imamo poznate najznacˇajnije bitove tajnog eksponenta koristimo slijedec´i na-
pad.
Teorem 3.2.2. Neka je N modul sa r faktora koji su balansirani, e = Nα javni eksponent
takav da je 0 < α ≤ 1/r i d odgovarajuc´i tajni eksponent. Neka je e = γk za neki γ > 1 i
k koeficijent jednadzˇbe kljucˇa. Ako je dano 1 − α najznacˇajnijih bitova tajnog eksponenta,
tada mozˇemo faktorizirati modul u vremenu polinomijalnom u log N, r i γ.
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Dokaz slijedi iz dokaza Teorema 2.5.3, samo sˇto sada koristimo ogradu |s| < (2r −
1)N1−1/r.
Mozˇe se pokazati da, slicˇno kao kod klasicˇnog RSA, α najznacˇajnijih bitova tajnog
eksponenta otkriva kontantu k iz jednadzˇbe kljucˇa do na aditivnu gresˇku od 3 + 2(2r − 1).
Napomenimo da postoje i napadi koji koriste poznavanje najmanje znacˇajnih bitova
tajnog eksponenta.
Sada c´emo proucˇiti napad koji koristi poznavanje jednog ili visˇe prostih faktora modula
i koristi se za slucˇajeve kada je tajni eksponent dovoljno mali.
Ako oznacˇimo broj faktora sa r, broj poznatih faktora sa v, sa P produkt poznatih
prostih faktora, a sa Q = N/P produkt nepoznatih, primijetimo da vrijedi:
φ(N) = φ(PQ) = φ(P)φ(Q) = φ(P)(Q − sQ)
gdje je |sQ| = |Q − sφ(Q)| < cN1−v/r−1/r.
Pretpostavljamo da su faktori balansirani i d = Nδ, N je n-bitni modul. Ako je dano
bilo kojih 1 ≤ v ≤ r − 2 faktora i vrijedi δ < vr − , onda mozˇemo faktorizirati modul u
polinomnom vremenu u n. Objasnit c´emo postupak sljedec´im primjerom.
Primjer 3.2.3. Neka je (e,N) = (60335741, 76728929), r = 3 i neka je poznat prosti faktor
p1 = 379.
Pisˇemo jednadzˇbu kljucˇa u obliku: ed = 1 + kφ(Q)φ(P), gdje znamo da je φ(P) =
p1 − 1 = 378. Kada je reduciramo modulo φ(P) dobivamo: d = e−1 mod φ(P), odnosno
u nasˇem primjeru: d = 60335741−1 mod 378 = 149. Ukoliko je d < φ(N) slijedi da je
d = e−1 mod φ(P) = 149. To c´e uvijek vrijediti zbog uvjeta da su faktori balansirani i
zbog nejednakosti δ < vr − . Sada kada znamo d mozˇemo izracˇunati visˇekratnik od φ(N) i
probabilisticˇki faktorizirati modul. Dobivamo preostale faktore: p2 = 443 i p3 = 457.
3.3 RSA s visˇom potencijom
RSA s visˇom potencijom koristi modul oblika N = pb−1q, za neki b ≥ 3. Promotriti c´emo
inacˇicu u kojoj su tajni i javni eksponent definirani modulo
λ′(N) = nzv(p − 1, q − 1),
umjesto modulo φ(N) = pb−2(p − 1)(q − 1). Ovdje ne mozˇemo primijeniti standardnu de-
kripciju jer opc´enito med . m (mod N), dakle moramo prvo napraviti parcijalnu dekripciju
modulo pb−1 i modulo q i zatim rezultate kombinirati koristec´i kineski teorem o ostacima.
Enkripcija je ista kao i kod RSA. Javni eksponent biramo tako da je mali, tj. e  N1/b i
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tako da je nzd(e, p) = 1. Zatim izracˇunamo tajni eksponent kao inverz od e modulo λ′(N),
i izracˇunamo parcijalne tajne eksponente:
dp = d mod (p − 1),
dq = d mod (q − 1).
Dekripciju vrsˇimo na nacˇin da izracˇunamo:
mq = cdq mod q = m mod q,
mp = cdp mod p = m mod p.
Sada koristimo iterativno Henselovo podizanje da parcijalnu dekripciju mp podignemo do
parcijalne dekripcije modulo pb−1, zatim dobivenu parcijalnu dekripciju pomoc´u kineskog
teorema o ostacima kombiniramo s parcijalnom dekripcijom modulo q kako bi otkrili iz-
vorni tekst modulo N. Kada se koristi mali javni eksponent, ovaj nacˇin dekripcije je najbrzˇi
od svih razmatranih inacˇica RSA kriptosustava. Prisjetimo se Henselove leme pomoc´u koje
se radi Hanselovo podizanje.
Teorem 3.3.1. (Henselova lema) Neka je f (x) polinom s cjelobrojnim koeficijentima. Ako
je f (a) ≡ 0 (mod p j) i f ′(a) . 0 (mod p), onda postoji jedinstveni t ∈ {0, 1, 2, . . . , p − 1}
takav da je f (a + tp j) ≡ 0 (mod p j+1).
Ukoliko znamo visˇekratnik od λ′(N) mozˇemo probabilisticˇki faktorizirati modul. Tako-
der, buduc´i da je ed − 1 = kλ′(N) za faktorizaciju modula dovoljno je znati tajni eksponent
d. Bit c´e dovoljno i poznavanje bilo kojeg CRT tajnog eksponenta jer iz definicije za CRT
eksponente ocˇekuje se da za nasumicˇnu poruku m ∈ Z∗N vrijedi:
nzd(medp − m,N) = p,
nzd(medq − m,N) = q.
Teorem 3.3.2. Neka je N = pb−1q za neki poznati b ≥ 2 gdje su p i q balansirani prosti fak-
tori. Ako je poznato barem 1/b najznacˇajnijih ili najmanje znacˇajnih bitova od p ili barem
(b − 1)/b najznacˇajnijih ili najmanje znacˇajnih bitova od q, tada N mozˇemo faktorizirati u
vremenu polinomijalnom u log N.
Metoda koju koristimo je generalizacija iste za obicˇni RSA, odnosno Teorema 2.5.1 i
dokaz slijedi direktno iz tog teorema.
Kada imamo djelomicˇno poznate CRT tajne eksponente takoder mozˇemo doc´i do fak-
torizacije modula.
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Teorem 3.3.3. Neka je N = pb−1q n-bitni modul s balansiranim faktorima. Ako je e = Nα
gdje je α ≤ (b − 1)/b2 i CRT eksponenti zadovoljavaju edp ≡ 1 (mod p − 1) i edq ≡ 1
(mod q − 1), za dani dˆp takav da vrijedi
|dp − dˆp| ≤ N b−1b2 −α
ili dˆq takav da vrijedi
|dq − dˆq| ≤ N 1b2 −α
mozˇemo doc´i do faktorizacije modula u vremenu polinomijalnom u n.
Ovaj napad je generalizacija Teorema 3.1.3.
3.4 RSA sa zajednicˇkim prostim faktorom
RSA sa zajednicˇkim prostim faktorom koristi proste faktore posebne strukture, tocˇnije,
biramo proste brojeve p i q takve da p − 1 i q − 1 imaju veliki zajednicˇki djelitelj. Sada
mozˇemo koristiti tajne eksponente manje od N1/4 bez straha od Wienerovog napada.
Za neki veliki prosti broj g, neka su p = 2ga + 1 i q = 2gb + 1 takvi da nzd(a, b) = 1 i
h = 2gab + a + b je prost. Sada je λ(pq) = 2gab i φ(pq) = 2gλ(pq). Definiramo RSA sa
zajednicˇkim prostim faktorom tako da koristi javni i tajni eksponent kao inverze s obzirom
na λ(N) = 2gab. Vidimo da vrijedi i N = pq = 2gh + 1.
Pokazˇimo primjerom kako mozˇemo efikasno faktorizirati modul ukoliko su nam poz-
nati a i b.
Primjer 3.4.1. Neka je N = 12932234012219, a = 80 i b = 651. Sada je u jednadzˇbi
N = 2g(2gab + a + b) samo g nepoznanica. Dobivamo kvadratnu jednadzˇbu:
208320g2 + 1462g − 12932234012218 = 0.
Dakle g je pozitivno rjesˇenje jednadzˇbe, odnosno g = 7879. Sada lako izracˇunamo p =
2ga + 1 = 1260641 i q = 2gb + 1 = 10258459.
Ukoliko nam je poznat g i vrijedi g < a+b (sˇto je, buduc´i da su prosti faktori balansirani,
ekvivalentno tome da je g ≥ N1/4) opet mozˇemo lako faktorizirati modul. Pokazˇimo to na
istom primjeru.
Primjer 3.4.2. Neka je g = 7879 i N = 12932234012219, pokusˇajmo samo pomoc´u tih
informacija faktorizirati modul. Vrijedi N = 2g(2gab + a + b) + 1. Odnosno (N −1)/(2g) =
2gab+a+b. Buduc´i da je a+b < g reduciranjem jednadzˇbe modulo g dobivamo a+b = 731
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(mod 7879). Dakle a + b = 731. Vrac´amo b = 731 − a u gornju jednadzˇbu, dobivamo
kvadratnu jednadzˇbu
2ga2 − 2g(a + b)a + (N − 1)/(2g) − (a + b),
odnosno
15758a2 − 11519098a + 820676640.
Rjesˇavanjem dobivamo a = 80, b = 651 i onda lako izracˇunamo proste faktore.
Ukoliko nam je poznat g za koji vrijedi g ≤ N1/4 i za tajni eksponent vrijedi d < g tada
faktoriziramo modul na nacˇin prikazan u slijedec´em primjeru.
Primjer 3.4.3. Neka je N = 12645534754819, e = 835493367 i g = 1223. Ako reduci-
ramo jednadzˇbu kljucˇa ed = 1 + k2gab modulo g dobivamo:
ed ≡ 1 (mod 1223).
Odnosno d ≡ e−1 (mod 1223). Buduc´i je po pretpostavci d < g slijedi da je d = e−1
(mod 1223), odnosno d = 1219.
Iako je ova inacˇica RSA stvorena kako bi bila otpornija na napade bazirane na malom
tajnom eksponentu, posebno Wienerov napad, ipak mozˇemo iskoristiti posebnu strukturu
prostih faktora i jednadzˇbu kljucˇa kako bi primijenili inacˇicu istog napada.
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gdje je g = Nγ, e = Nα i d = Nδ. Tada c´e e/N biti jedna od konvergenti za k2gd . Buduc´i
da je g prost i nzd(k, d) = 1 slijedi da je nazivnik tocˇne konvergente d, 2d, gd ili 2gd, pa
lako dolazimo do d. Za svaku od konvergenti ci = ai/bi racˇunamo di = nzd(N − 1, bi),
kako je N −1 = 2gh gdje su g i h prosti, racˇunanje najvec´eg zajednicˇkog djelitelja od tocˇne
konvergente dati c´e nam d.
RSA sa zajednicˇkim prostim faktorom ipak je otporniji na Wienerov napad od klasicˇnog
RSA u smislu ograde za tajni eksponent d.
3.5 Dualni RSA
Dualni RSA koristi se kada su nam potrebne dvije instance RSA, pa radi sˇtednje na memo-
riji za obje koristimo iste javne i tajne eksponente, ali drugacˇiji modul.
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Sˇtednju na memoriji mozˇemo postic´i i korisˇtenjem drugih inacˇica RSA kriptosustava
kao sˇto je kompresirani RSA ili spareni RSA. Kod kompresiranog RSA koristimo dvije
instance RSA s kompresiranim modulom. Postoji poznati algoritam kojim modul mozˇemo
kompresirati za faktor 2/3, tj. dovoljno je spremiti 1/3 bitova modula. Kod sparenog RSA
ponovno koristimo dvije instance RSA, ali ovaj put s modulima koji imaju fiksnu razliku,
pa je dovoljno pohraniti samo jedan od njih. Kada zˇelimo koristiti RSA s malim javnim
ili tajnim eksponentom koji ima dovoljno velike preostale parametre tako da bude otporan
na sve poznate napade, pokazuje se da kompresiranim RSA dobivamo najvec´u usˇtedu na
memoriji. Ako pak zˇelimo koristiti RSA s malim CRT-eksponentima, pokazuje se da dualni
RSA donosi najvec´u usˇtedu.
Proucˇimo dulani RSA. Javni i tajni eksponenti biti c´e inverzi modulo φ(N1) odnosno
modulo φ(N2). Jednadzˇbe kljucˇa dakle glase:
ed = 1 + k1φ(N1) = 1 + k1(N1 − s1),
ed = 1 + k2φ(N2) = 1 + k2(N2 − s2),
gdje su k1, k2 ∈ Z. Kada se koriste CRT dekripcija, instance koriste i iste CRT eksponente,
pa vrijedi:
edp ≡ 1 (mod p1 − 1),
edp ≡ 1 (mod p2 − 1),
edq ≡ 1 (mod q1 − 1),
edq ≡ 1 (mod q2 − 1).
U dualnom RSA imati mali javni eksponent mozˇe biti problem. Oduzimajuc´i jednadzˇbe
kljucˇa dolazimo do jednadzˇbe:
k′1(N1 − s1) = k′2(N2 − s2),
gdje je k′1 = k1/nzd(k1, k2) i k
′
2 = k2/nzd(k1, k2). Za svaki n-bitni modul, gdje je n > 14
i javni eksponent e = Nα gdje je α < 14 − logN 182 mozˇemo lako doc´i do konstanta k′1 i k′2.




∣∣∣∣∣∣ < 12(k′1)2 ,
pa je k′1/k
′
2 = k1/k2 jedna od konvergenti u razvoju N1/N2 u verizˇni razlomak.
Ako pak imamo mali tajni eksponent, tocˇnije d = Nδ gdje je δ < 13 − logN 6, tada oba
modula mogu biti faktorizirana u polinomijalnom vremenu u log N.
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Sazˇetak
Tema ovog diplomskog je RSA kriptosustav, njegove inacˇice i njihova kriptoanaliza. U
prvom poglavlju opisujemo RSA opc´enito i navodimo definiciju i neka njegova svojstva.
Slijedec´a dva poglavlja cˇine glavninu rada.
U drugom poglavlju razradujemo napade na RSA i proucˇavamo sˇto kod implementa-
cije treba izbjegavati. Kroz proucˇavanje raznih napada, u napadima baziranima na malom
tajnom eksponentu utvrdujemo donju ogradu za tajni eksponent RSA instance kako bi
kriptosustav bio siguran, a u napadima baziranima na dijelom poznatom kljucˇu isticˇemo
vazˇnost cˇuvanja bitova tajnog kljucˇa tajnima.
U trec´em poglavlju bavimo se inacˇicama RSA sustava koje su efikasnije od obicˇnog
RSA. Vec´a efikasnost postizˇe se sˇtednjom na cijeni dekripcije, cijeni generiranja kljucˇeva i
memoriji. Proucˇiti c´emo napade na te inacˇice, vidjeti koji se napadi na RSA mogu genera-
lizirati na napad na inacˇicu, koji se mogu direktno primijeniti i koje nove napade mozˇemo
primijeniti. Novi napadi koristiti c´e specificˇna svojstva dane inacˇice.
Summary
The main topic of this work is cryptanalysis of RSA and its variants. In the first chapter we
describe RSA in general and introduce some of its properties. Next two chapters contain
the main work.
In the second chapter we analyze some attacks on RSA and explore what to avoid in
RSA implementation. Through examining the attacks, in small private exponent attacks we
determine the lower bound for RSA private exponent, and in partial key exposure attacks
we highlight the importance of keeping bits of the secret key secret.
In the third chapter we introduce some of the RSA variants which are more effective
then classic RSA in the sense of the decryption price, key generation price or memory.
We explore the attacks on these variants and discover what classic RSA attacks can we use
either directly or after generalization. We also explore some new attacks which use specific
properties of the given variant.
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