Abstract-In traditional adaptive control, the certainty equivalence principle suggests a two-step design scheme. A controller is first designed for the ideal situation assuming the uncertain parameter was known and it renders a Lyapunov function. Then, the uncertain parameter in the controller is replaced by its estimation that is updated by an adaptive law along the gradient of Lyapunov function. This principle does not generally work for a multi-agent system as an adaptive law based on the gradient of (centrally constructed) Lyapunov function cannot be implemented in a distributed fashion, except for limited situations. In this paper, we propose a novel distributed adaptive scheme, not relying on gradient of Lyapunov function, for general multi-agent systems. In this scheme, asymptotic consensus of a second-order uncertain multi-agent system is achieved in a network of directed graph.
I. INTRODUCTION
Control of multi-agent systems (MASs) is motivated by collective phenomena in natural systems and extensive engineering applications, for example, cooperative control of multiple unmanned aerial vehicles (UAVs) and mobile robots, distributed sensor networks, load balancing, etc. Consensus is one of the most active research topics in MASs from the systems and control perspective and it has achieved rapid progress in recent years [1] . The goal is to design collective algorithms for a group of agents such that they achieve agreement in a certain sense of obeying common dynamics. A distributed consensus control protocol can generate effective local control for each agent based on the relative measurement from its neighbors via a network.
The research for MASs of homogeneous linear dynamics is mature with the early works traced back to those on single or double integrators. For example, an observer based output feedback consensus controller was constructed in [2] with both agent outputs and observer states transmitted via network. For a lower cost network with only output transmitted, consensus protocols were studied in [3] , [4] . A low-gain approach can also be found in [5] using a stable dynamic filter. More general formation control for linear dynamics can be found in, e.g., [6] , [7] .
In many practical situations, agent dynamics are usually subject to uncertainties that also induce heterogeneity. To handle system uncertainties, an internal model based approach has been proved to be effective. For example, linear internal model based consensus techniques can found in [8] - [11] in different settings. The basis idea is to introduce a reference trajectory for each agent and collectively synchronize these references and hence agent outputs.
While certain nonlinearities of agent dynamics might be handled by feedforward compensation, see, e.g., [12] , uncertain nonlinearities likely bring more technical challenges. Most existing results are also based on internal model design. For instance, in [13] , the authors designed controllers for MASs of second-order nonlinear dynamics with agreement on a constant. More general nonlinear dynamics were studied in [14] , [15] that require that all agents exchange full state information. The most sophisticated result was given in [16] in the output communication setting using a small gain theorem. Some other relevant internal model design can be found for cooperative output regulation in a leader-following setting; see, e.g. [17] , [18] .
Another research line is to deal with system uncertainties, in particular, unknown parameters, using adaptive control. Like in traditional adaptive control, the certainty equivalence principle suggests a two-step design scheme. A controller is first designed for the ideal situation assuming the uncertain parameter was known and it renders a Lyapunov function. Then, the uncertain parameter in the controller is replaced by its estimation that is updated by an adaptive law along the gradient of Lyapunov function.
In literature, such an adaptive control scheme has been investigated for MASs in some situations. For example, a first-order MAS was studied in [19] for a network of undirected graph. The result was presented in a more general framework in [20] . Similar adaptive technique was used in [21] for both first-order and second-order MASs with a Nussbaum gain added to deal with unknown control direction. Also for networks of undirected graphs, but under the jointly connected condition, an adaptive scheme was studied for firstorder MASs in [22] and [23] for leader-following and leaderless settings, respectively. In particular, in [22] each agent requires "not only the information of its neighbors but also the information of its neighbors' neighbors" and then in [23] the approach was improved to a purely distributed design. It is noted that adaptive control was also used to tune the coupling weights of a network in, e.g., [24] .
For a network of directed graph, the associated Laplacian is asymmetric, which significantly complicates the problem. Some relevant work can be found in [25] that gave a result for higher-order MASs, but for the leader-following case. Moreover, it is noted that consensus in [25] cannot be achieved asymptotically but with a residual error. The work in [25] also considers neural network (NN) approximation for the unknown nonlinearities. The residual error is caused not only by NN approximation error, but also by the cost of distributed implementation of the adaptive law. In other words, the residual consensus error still exists even if the NN error is zero. The work in [25] includes the early results in [26] , [27] as special cases.
Even though an adaptive law along the gradient of Lyapunov function using the certainty equivalence principle has been proved to be successful in the aforementioned scenarios, it does not work for MASs in general as a Lyapunov function is usually centrally constructed. In other words, distributed implementation of the gradient of Lyapunov function is usually impractical except fort limited cases. For instance, it still remains open to design a distributed adaptive law to achieve asymptotic consensus for a second-order MAS in a directed network. As will be explained in detail later in this paper, an adaptive law along the gradient of Lyapunov function has its inherent drawback to solve this open problem due to the lack of its distributed implementation.
In this paper, we propose a novel distributed adaptive scheme, not relying on gradient of Lyapunov function, for general MASs. In the gradient based scheme, the estimation error is expected to have a steady state zero. To drive the agent states together with the estimation error to their steady states, the adaptive law must follow the gradient of Lyapunov function. The novel idea is to introduce an input compensation such that the steady state of the estimation error is not zero but a manifold in the state space of agent states and estimated parameters. By proper selection of the manifold, it can be made attractive without relying the centrally designed Lyapunov function. At the manifold, the agent states also approach their desired steady state. The idea in characterizing the steady-state manifold originates from the steady-state generator design in the output regulation theory for dealing with asymptotic disturbance rejection and reference tracking [28] , [29] and immersion and invariance adaptive control of nonlinearly parameterized systems [30] . Within the novel distributed adaptive scheme, the aforementioned open problem on asymptotic consensus of a second-order nonlinear MAS in a directed network is solved.
II. PRELIMINARIES AND MOTIVATING EXAMPLES
Consider a network of MAS with a properly designed controller, described byẋ
where xi ∈ R l is the state of the i-th agent and fi(x) is a general function representing the agent dynamics. Denote
T . So, the network has the compact formẋ = f (x). This is the nominal closedloop MAS free of uncertainties. Suppose the MAS has achieved a certain consensus behavior, specifically, with a property in term of a Lyapunov-like function. Throughout the note, the notation · means the Euclidean norm and x R = Rx for a real matrix R.
Assumption 1:
There exists a continuously differentiable func-
l×nl withn ≤ n and class K∞ functions α andᾱ, such that,
for a class K∞ function α. Moreover,
for some positive constant σ.
Remark 2.1:
Two typical scenarios of Assumption 1 are explained as follows.
(i) If R ∈ R nl×nl , i.e.,n = n, is a nonsingular matrix, then x R = 0 implies x = 0. In this scenario, the function V (x) is a Lyapunov function for the x-system and Assumption 1 implies limt→∞ x(t) = 0, i.e., asymptotic stability about the equilibrium at the origin.
(ii) If R ∈ R (n−1)l×nl , i.e.,n = n − 1, is a full row rank matrix and the rows are perpendicular to span{1 ⊗ I l } where I l ∈ R l×l is an identity matrix and 1 = 1 . . . 1 T ∈ R n , then x R = 0 implies x = 1 ⊗ xo for some xo ∈ R l . In this scenario, the function V (x) is a Lyapunov function for the Rx-subsystem and Assumption 1 implies limt→∞ x(t) R = 0, i.e., limt→∞[x(t) − 1 ⊗ xo(t)] = 0, which is a typical consensus phenomenon. Now, we consider the network subject to uncertainties and the objective is to design an adaptive scheme to deal with the uncertainties such that the behavior of the nominal system is still maintained. The design of an adaptive law is expected to be separated from the consensus controller in the nominal system, which is not explicitly shown in the closed-loop structure (1).
Specifically, the network of MAS subject to uncertainties is represented byẋ
where wi ∈ R m i represents constant unknown parameters and µi ∈ R m i an additional control input to adaptively account for the uncertainties. Suppose the uncertainties have the linearly parameterized structure, i.e., gi(xi, wi, µi) = hi(xi)(wi − µi).
for some function hi(xi). We can rewrite the system in a compact formẋ
where
If the parameter wi were known, µi = wi could trivially cancel the uncertainties gi(xi, wi, µi). For the practical case with an unknown wi, an adaptive law can be designed along the gradient of the Lyapunov function V (x), as summarized as follows. (4) with (5) under Assumption 1, with the controller
the derivative of
along the trajectory of the closed-loop system (4)+(5)+(7)
. Proof: Direct calculation shows that the derivative of V (x) along the dynamics (4) with (5) satisfieṡ
forẇ =ẇ given in (7).
The adaptive law (7) can be rewritten as follows, for i = 1, · · · , n, µi =ŵî
that is not always distributed as ∂V (x)/∂xi depends on not only the local state of agent i, but also the full network state x unless V (x) can be properly designed to have a distributed ∂V (x)/∂xi on a case by case basis. However, it can be true only for very limited cases because the function V (x) for the nominal system is constructed in a centralized manner. Two motivating examples are given as follows.
Example 2.1: Consider a first-order integrator MAS in a network of an undirected graph associated with a symmetric Laplacian L. The nominal network dynamics areẋ = −Lx for x ∈ R n . Let V (x) = x T Lx/2 where L = R T R for a full row rank matrix R ∈ R (n−1)×n when the graph is connected. The derivative along the trajectory ofẋ = −Lx isV (
where rmin > 0 is the minimal eigenvalue of RR T . When the network is subject to uncertainties H(x)w, i.e.,ẋ = −Lx + H(x)(w − µ), following Theorem 2.1, the additional adaptive controller µ in (7) has the specific forṁ
with Li the i-th row of L and Ni the set of neighbors of i. In this scenario, the adaptive scheme is implemented in a distributed fashion. This development can be found in, e.g., [23] .
Example 2.2:
Consider a first-order integrator MASẋ = −Lx in a network of a directed graph associated with a Laplacian of the special form
that represents a leader-following network with agent 1 as the leader. The matrix Lo is the Laplacian of the sub-network of followers and
T with bi ≥ 0 the weight from the leader to agent i. Denote Lo = D − E where D = diag(d2, · · · , dn) a diagonal matrix and E an off-diagonal one. Assume the network has a spanning tree with the root node being the leader node 1. Then, there exists a diagonal matrix P = diag(p2, · · · , pn) > 0 such that
T P > 0.
one has
The derivative along the trajectory oḟ x = −Lx iṡ
When the network is subject to uncertainties H(x)w, i.e.,ẋ = −Lx+ H(x)(w − µ), along which the derivative of U (x,w) = V (x) + w Tw /(2λ) iṡ
Following Theorem 2.1, the update law in (7) has the specific forṁ
that however cannot be implemented in distributed fashion. In fact, a distributed adaptive law for this scenario still remains open.
For the scenario studied in [25] , the leader is free of uncertainty, i.e., h1(x) = 0 and w ∈ R 0 trivially. Then, one has
forH(x) = 0, diag h2(x2) · · · hn(xn) . The following update law was applieḋ
The update law is implemented in a distributed fashion by noting that the matrices P, D and B are diagonal, that is,
with Li the i-th row of L. In the expression ofU (x), the terms in the square brackets can be made negative with a sufficiently large κ but the positive term κ w w causes a residual consensus error. In other words, no asymptotic consensus can be achieved using the approach developed in [25] .
III. A DISTRIBUTED ADAPTIVE SCHEME
The main contribution of this paper is to bring a novel adaptive scheme that can be implemented in a distributed fashion. For this purpose, let us have a close inspection on the approach in Theorem 2.1. For the system (4) with linearly parameterized uncertainties, we introduce a virtual exosysteṁ
The agent state xi and input µi are expected to have the steady states xi,ss = τi and µi,ss = wi, respectively. In this sense, we call wi = 0, µi,ss = wi, i = 1, · · · , n the steady-state generator for the input µi, which motivates the update lawẇ
where ∇ is designed along the gradient of Lyapunov function such that the manifold {(x, µ, τ, w) | xi = τi, µi = wi, i = 1, · · · , n} is attractive. The novel idea is to introduce a function βi(xi) to the input, i.e., µi = −βi(xi) +μi. Along the virtual exosystem (11), the agent state xi and inputμi are expected to have the steady states xi,ss = τi and µi,ss = θi(τi, wi) = βi(τi) + wi, respectively. As a result, we have a steady-state generator for the inputμi
that motivates the update laẇ
In this design, βi can be properly selected such that the manifold {(x,μ, τ, w) | xi = τi,μi = θi(τi, wi), i = 1, · · · , n} is attractive. The introduction of βi avoids the implementation of ∇ that relies on a centrally designed Lyapunov function. In this new development, if we treatŵi as the estimated value of wi, the steady state of the estimation errorŵi − wi is not zero but θi(τi, wi)−wi = βi(τi) where τi is the steady state of xi. Therefore, we aim to driveŵi − wi to the manifold {(xi,ŵi) |ŵi − wi = βi(xi), i = 1, · · · , n} in the space of agent states and estimated parameters. By proper selection of the manifold, it can be made attractive and the agent state xi can approach its desired steady state τi on the manifold. The rigorous formulation of the approach is given in the following theorem.
Theorem 3.1: (Distributed Scheme) Consider the system (4) with (5) under Assumption 1. Let the distributed controller be
where βi(xi) is any continuously differentiable function satisfying
for some λi > 0. Then, the derivative of
satisfiesU
, along the trajectory of the closed-loop system (4)+(5)+(12).
Proof: The system composed of (4)+ (5)+ (12) can be rewritten aṡ
Direct calculation showṡ
Next, one haṡ
Then, the derivative of z
As a result, the derivative of
along the trajectory of the closed-loop system, iṡ
The proof is thus completed.
Remark 3.1:
In Theorem 3.1 the adaptive controller (12) is implemented at each agent i. This scheme is distributed as it only relies on the agent state xi and its nominal dynamics fi(x). The nominal dynamics fi(x) is implemented before hand for the ideal situation free of uncertainties, typically in distributed fashion. The effectiveness of Theorem 3.1 will be demonstrated by a network of second-order uncertain dynamics in the next section.
IV. NETWORK OF SECOND-ORDER UNCERTAIN DYNAMICS
We consider a group of n ≥ 2 agents governed by a set of secondorder nonlinear differential equationṡ
where pi, vi ∈ R are the states and ui ∈ R is the input of the agent i. The function ξi(wi, vi) = ζi(vi)wi for a bounded function ζi(vi) represents heterogeneous nonlinearities with wi an unknown constant parameter. The two parameters α1 and α2 are known. For convenience of presentation, we denote
In this section, the network topology is given by a directed graph G = {V, E }, where V = {1, · · · , n} denotes a finite non-empty set of nodes (i.e., agents) and E ⊂ V × V presents the set of edges (i.e., communication links). The adjacency matrix A = [aij ] of a weighted directed graph is defined as aii = 0 (no self-loop) and aij > 0 if (j, i) ∈ E where i = j. Let the Laplacian L be defined as Lii = j =i aij and Lij = −aij , where i = j. For a distributed algorithm, each agent i can achieve the information from the network as follows, with Li the i-th row of L,
In this section, we study a general directed leaderless setting that includes the leader-following case (with the Laplacian of the special form (10)) as a special case. Throughout the section, we have the following assumption.
Assumption 2:
The network has a directed spanning tree.
The objective is to design a distributed adaptive consensus protocol (i.e., only pi, vi, Lip and Liv are available measurements for agent i) under Assumption 2, such that the MAS has the following asymptotic property
for some time functions po(t), vo(t) : [0, ∞) → R. Under Assumption 2, the Laplacian L has one zero eigenvalue and the other eigenvalues have positive real parts. Let the vectors r ∈ R n and 1 be the left and right eigenvectors corresponding to the eigenvalue zero of L, in particular, r T L = 0, L1 = 0, and r T 1 = 1. There exist matrices W ∈ R (n−1)×n , U ∈ R n×(n−1) such that
One has the following similarity transformation
is a matrix with all eigenvalues having positive real parts. Define the matrix R as follows
It is easy to check that R has a full row rank and the rows of R are perpendicular to span{1 ⊗ I2}.
We have the following technical lemma that has been used in [31] with the proof hidden in system analysis. A direct proof on matrix analysis is given in appendix for readers' convenience. is Hurwitz.
The next lemma shows the consensus result for the ideal situation.
Lemma 4.2:
Under Assumption 2, consider the system (16) with ξi(wi, vi) = 0 and
where γ1 and γ2 are such that the matrixĀ
be the solution to the Lyapunov equation
The function
R (Pmin and Pmax are the minimum and maximum eigenvalues of P ) and its derivative along the closed-loop system iṡ
Proof: The closed-loop system composed of (16) and (18) iṡ
denoted asẋi = fi(x). It can also be put in a compact forṁ
From the definition of T and T −1 , one has
Using this fact, we have the following calculation
As a result,V
The proof is completed.
The main result on a distributed adaptive controller is stated in the following theorem that is proved by applying Theorem 3.1.
Theorem 4.1: Under Assumption 2, consider the system (16) with the controller
where γ1 and γ2 are given in Lemma 4.2,
and ρi(vi) is any continuously differentiable function satisfying
Then, consensus is achieved in the sense of (17) for some time functions po(t), vo(t) : [0, ∞) → R. Proof: The closed-loop system composed of (16) and (23) is, for i = 1, . . . , n, (26) or in a compact form (4), i.e., xi = fi(x) + hi(xi)(wi − µi) whereẋi = fi(x) is given in (21) and
.
In Lemma 4.2, it has been proved that Assumption 1 is satisfied forẋi = fi(x). It is noted that
For (25) and βi(xi) = ρi(vi), one has (13) . Also, (12) takes the special form (24) . By Theorem 3.1, one haṡ
and zi = ρi(vi) −wi,w =ŵ − w.
It is obvious to see that both x(t) R and z(t) are bounded. Because of Rẋ =ĀRx + RH(x)z, ẋ(t) R is bounded and hence −k x(t) 2 R uniformly continuous in t. By Barbalat's Lemma, one has limt→∞ x(t) R = 0, that is,
Let po(t) = r T p(t) and vo(t) = r T v(t). From the following relationship
Remark 4.1:
The controller (23) consists of two components. The first component is designed as (18) for the ideal case with ξi(wi, vi) = 0 to achieve consensus. When the uncertainty ξi(wi, vi) is taken into account, an additional adaptive compensator −ζi(vi)µi with the update law (24) is added to the controller. The critical advantage of the approach based on Theorem 4.1 is that the aforementioned two components can be designed separately.
V. NUMERICAL SIMULATION
We consider a network of n = 6 agents described by (16) According to Lemma 4.1, we can choose γ1 = 15 and γ2 = 1.7 such thatĀ is Hurwitz and then design the controller (23) and (24) with ρi(vi) specified as follows 
VI. CONCLUSION
In this paper, we have presented a distributed adaptive scheme for an MAS that aims to maintain its nominal collective behavior subject to uncertain nonlinearities. The main idea is to drive the estimation error to a deliberately designed manifold in the space of agent states and estimated parameters, which provides significant advantages in distributed implementation compared with the traditional adaptive law based on gradient of a Lyapunov function. The effectiveness of the new scheme has been demonstrated in solving an open asymptotic consensus problem for a second-order MAS in a leaderless directed network. With appropriate design of the manifold, the scheme is expected to handle nonlinearly parameterized uncertainties in the future work. 
By choosing γ2 = cγ1 and a sufficiently large γ1 > 0, we will show A is Hurwitz. Denote P = γ1PJ PJ PJ cPJ which is positive definite if cγ1 > 1. Note that PĀ +Ā T P = γ1Q + Qc, where Qc = 2α1PJ (α2 + α1c)PJ (α2 + α1c)PJ 2(1 + α2c)PJ is a constant matrix. For a sufficiently large γ1, PĀ+Ā T P = γ1Q + Qc < 0 due to (29) . Therefore,Ā is Hurwitz.
