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We apply the method to queueing models with a birth-death structure such as 
have been studied in [2]. Extensions of the results of [2] by our method are discussed. 
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Queues as Harris Recurrent Markov Chains 
Karl Sigman, Columbia University, New York, NY, USA 
We present a general framework for modeling queues in discrete time (at arrival 
epochs) as Harris recurrent Markov Chains (HRMC's). Since HRMC's are regenera- 
tive, the queues inherit the regenerative structure. The input to the queues is a 
marked point process (mpp) for which the sequence (Tn, kn) of interarrival times 
and marks is assumed governed by a HRMC. Such inputs include the cases of i.i.d., 
regenerative, Markov modulated as well as the output from some queues. As specific 
examples, we consider split and match, tandem, G/G/c as well as more general 
open networks. In the case of i.i.d, input, explicit regeneration points can sometimes 
be found and we include some examples of this type. 
Anatomy of the Interpoldtion Method for Approximating Functions 
of Queueing Systems 
Burton Simon, University of Colorado, Denver, CO, USA 
Suppose A is the total arrival rate of customers to a queueing system, and f(A), 
0 <~ A < c, is some function of interest such as a moment or quantile of a sojourn 
time distribution. The light traffic limits of f are its derivatives at A =0; 
f(O),f'(O),f"(O), . . . .  A heavy traffic limit o f f  is h = limx_,c g(A), where g(A) is a 
"normalized" version off(A ), e.g. g(A ) = (c - A)f(A). Light and heavy traffic limits 
can be computed for a large class of systems, many of which are otherwise intractable. 
If k light traffic limits along with a heavy traffic limit can be calculated for f then 
f(A ) can be approximated by f(A) = ff(A )/d (A), where ~(A) is the unique kth degree 
polynomial that matches the known light and heavy traffic limits of g(A), and d(A) 
is the normalizing function, i.e. g(A)= d(h)f(h).  
This talk will present an overview of the interpolation method, and a new (simple 
but surprising) result that relates light and heavy traffic limits. This relation sheds 
light on the interpolation method by offering another construction of the same 
approximation, and points towards possible methods for attacking some open issues. 
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Matrix Factorization Methods in the Theory of Queues 
J.H.A. de Smit, University of Twente, The Netherlands 
We discuss several queueing models in which explicit solutions can be obtained 
by matrix factorization methods. These models fall into three classes: 
1. The single server semi-Markov queue. The general model was discussed in [1]. 
It gives the possibility to describe dependencies among interarrival times and service 
times which in the classical GI /G/1 queue are ignored. Of particular interest is the 
special case of the Markov-modulated M/G/1 queue. 
2. The multi-server queue with phase-type service times. The queue G I /PH/s  gives 
rise to a system of Wiener-Hopf type equations which can be solved whenever the 
symbol of this system can be factorized. Explicit solutions have been found for the 
case of hyper-exponential service times. The form of waiting time and queue length 
distributions is found (see [2]) and a numerical algorithm is derived. 
3. Other models. Several other models in queueing theory can be solved by 
factorization methods (see [3]), in particular 
(i) a buffer storage process in a Markovian environment; 
(ii) an interleaved memory system, modeled as a queueing system with Markov 
chain driven input and constant services. 
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Central-Limit-Theorem Versions of L = A W 
P.W. Glynn, University of Wisconsin, Madison, WI, USA 
W. Whitt*, AT&T Bell Laboratories, Murray Hill, N J, USA 
Underlying the fundamental queueing formula L = A W (Little's Law) is a relation 
between cumulative processes in continuous time (the integral of the queue length 
process) and in discrete time (the sum of the waiting times of successive customers). 
In addition to the familiar relation between the w.p.1 limits of the averages, there 
are corresponding relations among the central-limit-theorems (CLTs) [2, 4]. Roughly 
speaking, the sequence of customer waiting times and interarrival times obey a joint 
CLT if and only if the continuous-time queue length and arrival counting process 
obey a joint CLT, in which case all four processes obey a joint CLT and the marginal 
limits are simply related. Similar results hold for extensions of L = A W such as 
H= AG [5]. 
