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Active Orders for Matroid Bases
MICHEL LAS VERGNAS†
We introduce three orderings of the basis set of an ordered matroid, defined in terms of basis ac-
tivities. We show that the active orders have lattice structures. This property contains both the neigh-
boring property of the lexicographic ordering of bases, and the maximality property of the product
ordering, a form of the Greedy Algorithm Theorem. The active orders are closely related to the Tutte
polynomial and the Orlik–Solomon algebra of a matroid. In particular, we show that, in a simple
ordered matroid, a basis is the join in the external lattice of its components in the NBC basis of the
Orlik–Solomon algebra of the matroid.
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1. INTRODUCTION
Let M be a matroid on a linearly ordered (finite) set E , called an ordered matroid in the
sequel. Two orders are classically defined on the set of bases of M by means of the given
ordering of E : the lexicographic ordering and the product ordering (also called Gale ordering
in the context of Coxeter matroids [2]). In both cases the bases of M are written as increasing
r -tuples. More precisely for B = {b1, b2, . . . , br } such that b1 < b2 < · · · < br and B ′ =
{b′1, b′2, . . . , b′r } such that b′1 < b′2 < · · · < b′r , we have B ≤ B ′ in the lexicographic ordering
if and only if bi < b′i for the smallest integer i such that bi 6= b′i , respectively B ≤ B ′ in the
product ordering if and only if bi ≤ b′i for i = 1, 2, . . . , r .
These orders have interesting matroidal properties. Given any basis B which is not the first
in the lexicographic ordering there is a basis B ′ preceding B in the lexicographic order-
ing such that |B1B ′| = 2, a property which first appears in [4]. This neighboring property
can be used for a simple proof that a matroid complex is shellable, a result due to Provan
(see [1, Theorem 7.3.3]). The lexicographic ordering is a linear ordering, whereas the product
ordering is in general neither graduated nor a lattice. However, the product ordering always
has a least element and a greatest element. This maximality property is a form of the Greedy
Algorithm Theorem [6, 8]. It constitutes a starting point for the generalization of matroids to
Coxeter matroids [2, 9]. Both properties are characteristic. If a set B of r-subsets of E satisfies
either property for all linear orderings of E, then B is the set of bases of a rank r matroid
on E [1, Theorem 7.3.4], [6, 8].
Our purpose in the present paper is to introduce three orderings of the set of bases of an
ordered matroid related to the classical notions of external and internal activities (we call
them active orders) and to establish some of their properties. These orders are weaker than the
product ordering, which is itself weaker than the lexicographic ordering.
The first active order, called here the external order, is related to the Orlik–Solomon al-
gebra of a matroid [11]. We show that B ∪ {0} is a graded lattice for the external order, the
external lattice of bases (Theorem 3.4). The external lattice is in general not geometric, not
complemented, not distributive—however, up to parallel elements it is atomistic. The atoms
are the bases containing no broken circuits, or NBC bases. In a simple matroid, any basis is the
join in the external lattice of its components in the NBC basis of the Orlik–Solomon algebra
(Theorem 4.1). The second active order—the internal order—is related to the external order
by matroid duality, and provides a lattice structure to B ∪ {1}. The third active order—the
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external/internal order—is the union of the external and the internal orders. It gives a lattice
structure to B (Theorem 6.4).
The three active orders are closely related to the partition of 2E into intervals [B \ Int(B)−
B ∪ Ext(B)] for B basis defined in [1, Proposition 7.3.6] (see also [10] for a generalization
of this property). We give explicit expressions for meets and joins in active lattices. As a
corollary meet and join computations have a polynomial complexity in terms of an oracle
for fundamental circuits and cocircuits. The lattice properties of the active orders contain the
neighboring property of the lexicographic order and the maximality property of the product
order. The active orders behave monotonously with respect to basis activities. Hence the active
lattice structures of B may help to the understanding of the Tutte polynomial, which is the
generating function of basis activities.
Finally, in Section 7, we sketch a generalization of the active orders to matroid perspectives
(strong maps).
2. ACTIVITIES
We first generalize the classical definitions of internal and external activities. Let M be a
matroid on a linearly ordered set E , and let A ⊆ E .
We say that an element e ∈ E is M-active with respect to A if there is a circuit C of M such
that e ∈ C ⊆ A ∪ {e} and e is the smallest element of C . We denote by ActM (A) the set of
M-active elements with respect to A.
We set ExtM (A) = ActM (A) \ A, M (A) = |ExtM (A)|, and dually, IntM (A) = ActM∗(E \
A) ∩ A, ιM (A) = |IntM (A)|. We have IntM (A) = ExtM∗(E \ A) and ιM (A) = M∗(E \ A).
When applied to a basis B, these definitions reduce to the usual ones: ExtM (B) resp.
IntM (B) is the set of externally resp. internally active elements with respect to B and M (B)
resp. ιM (B) is the external resp. internal activity of B. We point out a slight discrepancy: an
internally active element of M in the classical sense is M∗-active according to our definitions.
The Tutte polynomial of a matroid is a generating function of basis activities—a classical
result due to Tutte in the case of graphs, generalized to matroids by Crapo (see [1, 3]). We
have
t (M; x, y) =
∑
B basis of M
x ιM (B)yM (B).
The main properties of activities, used in the present paper, are summarized in the following
proposition.
PROPOSITION 2.1. Let M be a matroid on a linearly ordered set E, and A be a subset of
E:
(i) ExtM (A ∪ ExtM (A)) = ∅
IntM (A \ IntM (A)) = ∅;
(ii) a circuit of M contained in A ∪ ExtM (A) is contained in A ∪ ExtM (A) \ IntM (A), a
cocircuit of M contained in (E \ A) ∪ IntM (A) is contained in (E \ A) ∪ IntM (A) \
ExtM (A);
(iii) ExtM (A \ IntM (A)) = ExtM (A)
IntM (A ∪ ExtM (A)) = IntM (A).
PROOF. By matroid duality, it suffices to prove the first assertions of (i)–(iii).
(i) Let e ∈ Ext(A ∪ Ext(A)). There is a circuit C of M such that e ∈ C ⊆ A ∪ Ext(A)∪ {e}
with e = Min(C). Suppose C is chosen with the above properties such that |C ∩ Ext(A)|
is minimal. If C ∩ Ext(A) 6= ∅, let x ∈ C ∩ Ext(A). There is a circuit X of M such that
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x ∈ X ⊆ A ∪ {x} with x = Min(X). We have e ∈ C \ X and x ∈ C ∩ X . By circuit
elimination, there is a circuit C ′ of M such that e ∈ C ′ ⊆ (C ∪ X) \ {e}. Since x ∈ C and
e = Min(C), we have e < x . From x = Min(X), it follows then that e = Min(C ′). We get a
contradiction with the choice of C , since |C ′ ∩ Ext(A)| < |C ∩ Ext(A)|.
(ii) Let e ∈ Ext(A) and C be a circuit of M such that e ∈ C ⊆ A ∪ {e} with e = Min(C).
Then C ∩ Int(A) = ∅. Otherwise let x ∈ C ∩ Int(A). There is a cocircuit D of M such that
x ∈ D ⊆ (E \ A) ∪ {x} with x = Min(D). We have x ∈ C ∩ D ⊆ {e, x}. Hence by circuit–
cocircuit orthogonality, we have C ∩ D = {e, x}. Then e < x since e = Min(C) and x < e
since x = Min(D), a contradiction.
By matroid duality, for e ∈ Int(A) and cocircuit D of M such that e ∈ D ⊆ (E \ A) ∪ {e}
with e = Min(D), we have D ∩ Ext(A) = ∅.
Let C be a circuit of M such that C ⊆ A ∪ Ext(A). Suppose C ∩ Int(A) 6= ∅, and let
e ∈ C ∩ Int(A). There is a cocircuit D of M such that e ∈ D ⊆ (E \ A) ∪ {e} with
e = Min(D). We have D ∩ Ext(A) = ∅ hence C ∩ D = {e}, contradicting circuit–cocircuit
orthogonality.
(iii) is an immediate consequence of (ii). 2
Properties (i) and (iii) of Proposition 2.1 can be conveniently expressed in terms of closure
functions. Let A ⊆ E . We define the external closure of A in M by CEM(A) = A∪ExtM(A) =
A∪ActM(A) and the internal closure of A in M by CIM(A) = A\IntM(A) = A\ActM∗(E\A).
PROPOSITION 2.2.
(i) The external and internal closures are (non-strictly) increasing and idempotent set-
functions: we have CEM(A) ⊆ CEM(B) resp. CIM(A) ⊆ CIM(B) for A ⊆ B ⊆ E,
CEM(CEM(A)) = CEM(A) resp. CIM(CIM(A)) = CIM(A) for A ⊆ E.
(ii) The external and internal closures commute, i.e., CEM(CIM(A)) = CIM(CEM(A)) for
A ⊆ E.
Since A ⊆ CEM(A) for A ⊆ E , the external closure is a closure function in the classical
sense. On the other hand we have A ⊇ CIM(A), hence the internal closure is not a closure
function. It should be more accurately called an interior function, however we would then
have a possible confusion with IntM .
We define the external/internal closure of A ⊆ E in M by CEIM(A) = A \ IntM(A) ∪
ExtM(A). By Propositions 2.1 and 2.2 we have CEIM(A) = CEM(CIM(A)) = CIM(CEM(A)).
The external/internal closure is not a closure function, since in general A and CEIM(A) are
incomparable for inclusion.
PROPOSITION 2.3. The external/internal closure is a (non-strictly) increasing and idem-
potent set-function: we have CEIM(A) ⊆ CEIM(B) for A ⊆ B ⊆ E, and CEIM(CEIM(A)) =
CEIM(A) for A ⊆ E.
PROOF. Since CEI = CE(CI) = CI(CE), it follows from Proposition 2.2 (i) that CEI
is (non-strictly) increasing. We have CEI(CEI) = CE(CI(CE(CI))) = CE(CE(CI(CI))) =
CE(CI) = CEI. 2
The active closures are related to the active interval partition of 2E defined in [1, Proposi-
tion 7.3.6]: the set of subsets of E is partitioned in Boolean intervals associated with bases.
We have given in [10, Proposition 4] an explicit expression of the basis determining the inter-
val containing a given set. We summarize for later use in the next proposition some properties
of the active interval partition.
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PROPOSITION 2.4 ([1, Proposition 7.3.6 for (i)], [10, Proposition 4 for (ii)]). Let M be a
matroid on a linearly ordered set E.
(i) The Boolean intervals [B \ IntM (B), B ∪ ExtM (B)] for B basis of M constitute a
partition of 2E .
(ii) Let A ⊆ E. Set B = (A \ ActM (A)) ∪ (ActM∗(E \ A) \ A). Then B is a basis of M,
and we have B \ IntM (B) ⊆ A ⊆ B ∪ ExtM (B)
Let B be a subset of E.
(iii) For any A such that B ⊆ A ⊆ B ∪ ExtM (B) we have A ∪ ExtM (A) = B ∪ ExtM (B).
(iv) For any A such that B \ IntM (B) ⊆ A ⊆ B we have A \ IntM (A) = B \ IntM (B).
(v) For any A such that B\IntM (B) ⊆ A ⊆ B∪ExtM (B)we have A\IntM (A)∪ExtM (A) =
B \ IntM (B) ∪ ExtM (B).
PROOF. (iii)–(v) follow immediately from the increasing and indempotent properties of the
external, internal and external/internal closures. 2
Let B be a basis of M . For e ∈ E \ B resp. e ∈ B we denote by CM (B; e) resp. C∗M (B; e)
the unique circuit resp. cocircuit of M contained in B∪{e} resp. (E\B)∪{e}. Given a ∈ E\B,
by an elementary lemma, A = B \ {b} ∪ {a} is a basis if and only if b ∈ CM (B; a) ∩ B =
CM (B; a) \ {a}, or, equivalently, if and only if b ∈ C∗M (A; a) ∩ B = C∗M (A; a) \ {a}. The
basis A is said to be obtained from B by pivoting.
We say that a basis A of M is obtained from B by an externally active pivoting, denoted by
A←M B, if A = B \ {b} ∪ {a}, where a ∈ E \ B is the smallest element of CM (B; a)—i.e.,
a is externally active with respect to B, and b ∈ C \ {a} = C ∩ B.
Similarly we say A is obtained from B by an internally active pivoting, denoted by A←∗M
B, if A = B \ {b} ∪ {a}, where a ∈ A is the smallest element of C∗(A; a)—i.e., is internally
active with respect to A, and b ∈ C∗(A; a) \ {a} = C∗(A; a) \ A. We have A ←∗M B if and
only if E \ B ←M∗ E \ A.
In what follows, when no confusion results, we will often simplify the notation by omitting
the index M . We will write A←a B, A←b B, A←ab B when it will be useful to explicit a
or b.
Active pivotings behave monotonously with respect to sets of active elements, an elemen-
tary property of fundamental importance in what follows.
PROPOSITION 2.5. Let A, B be two bases of an ordered matroid M.
(i) If A←M B then ExtM (A) ⊂ ExtM (B) and IntM (A) ⊇ IntM (B).
(ii) If A←∗M B then ExtM (A) ⊆ ExtM (B) and IntM (A) ⊃ IntM (B).
PROOF. By matroid duality, it suffices to prove (i). Suppose A←ab B.
We have A ⊆ CE(B). By Proposition 2.2 CE(A) ⊆ CE(CE(B)) = CE(B). We have b 6∈
Ext(A) since a = Min(C(B; a)) = Min(C(A; b)). Hence Ext(A) ⊆ Ext(B) \ {a}.
Let e ∈ Int(B). There is a cocircuit D of M such that e ∈ D ⊆ (E \ A) ∪ {e} and
e = Min(D). By (ii) of Proposition 2.1 we have a, b 6∈ D. Hence D ⊆ (E \ A) ∪ {e}, and
therefore e ∈ Int(A). 2
3. THE EXTERNAL ORDER
Let≤Ext be the transitive closure of the relation← on the set of bases of an ordered matroid.
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PROPOSITION 3.1. Let A, B be two bases of an ordered matroid M. The following prop-
erties (i)–(iv) are equivalent:
(i) A ≤Ext B;
(ii) A ⊆ B ∪ ExtM (B);
(iii) A ∪ ExtM (A) ⊆ B ∪ ExtM (B);
(iv) B is the greatest, for the lexicographic ordering, of all bases of M contained in A ∪ B.
PROOF. (i) implies (ii). We have A0 = A ← A1 ← · · · ← Ak = B. Set B ′ = Ak−1 =
B \ {b} ∪ {a} with a ∈ Ext(B). By induction on k we have A ⊆ B ′ ∪ Ext(B ′). We have
Ext(B ′) ⊆ Ext(B) by Proposition 2.3, and B ′ ⊆ B ∪ {a} by construction. It follows that
A ⊆ B ′ ∪ Ext(B ′) ⊆ (B ∪ {a}) ∪ Ext(B) = B ∪ Ext(B), since a ∈ Ext(B).
(ii) implies (i). We have A \ B ⊆ Ext(B). Let a = Max(A \ B), and set B ′ = B \ {b} ∪ {a}
with b ∈ C(B; a). We have B ′ ← B. Consider any x ∈ A \ B ′. If b 6∈ C(B; x) then
C(B ′; x) = C(B; x), hence x ∈ Ext(B ′). If b ∈ C(B; x), then by elimination of b, we have
C(B ′; x) ⊂ C(B; x) ∪ C(B; a). Since x = Min(C(B; x)) < a = Min(C(B; a)), we have
x = Min(C(B ′; x)), hence in this case also x ∈ Ext(B ′). Therefore A \ B ′ ⊆ Ext(B ′). We
have |A \ B ′| = |A \ B| − 1, hence by induction on |A \ B| it follows that A ≤ B ′. Since
B ′← B, we have A ≤ B.
(i)–(ii) implies (iii). By (i), and Proposition 2.3, we have Ext(A) ⊆ Ext(B), hence (iii).
(iii) clearly implies (ii).
(i)–(ii) imply (iv). Let X be a basis contained A ∪ B. We have X \ B ⊆ A \ B ⊆ Ext(B)). By
(i)–(ii) we have X ≤ B, and B is ≥ X in the lexicographic ordering.
(iv) implies (ii). Suppose there is a ∈ A \ B such that a 6∈ Ext(B). Let b ∈ C(B; a) such
that b < a. Set B ′ = B \ {b} ∪ {a}. We have B ′ ⊆ A ∪ B, with B ′ greater than B in the
lexicographic ordering, contradicting (iv). 2
It follows from Proposition 3.1 that the ≤Ext is an order relation, called here the external
order of bases. The external order is related to the active interval partition of 2E : by Proposi-
tion 3.2 (iii), the external order is the inclusion order of the upper bounds of the intervals.
PROPOSITION 3.2. The external order is a graded order with height function .
A basis B covers a basis A if and only if A←ab B with a = Max(C∗(B; b)∩Ext(B)). Then
Ext(A) = Ext(B) \ {a}.
Proposition 3.2 follows from two lemmas.
LEMMA 3.2.1. Let A←a B. If a′ ∈ Ext(B) and a′ < a then a′ ∈ Ext(A).
PROOF. Suppose A ←ab B. If b /∈ C(B; a′) then C(A; a′) = C(B; a′), hence a′ ∈
Ext (A). Suppose b ∈ C(B; a′). By elimination of b from C(B; a) and C(B; a′) we have
C(A; a′) ⊆ C(B; a) ∪ C(B; a′). By hypothesis a = Min(C(B; a)), a′ = Min(C(B; a′)) and
a′ < a. Therefore a′ = Min(C(A; a′)), i.e., a′ ∈ Ext(A). 2
Note that there is A such that A←b B if and only if b is in the fundamental circuit of some
externally B-active element, or, equivalently, if and only if C∗(B; b) ∩ Ext(B) 6= ∅.
LEMMA 3.2.2. Let A ←ab B, and a′ ∈ C∗(B; b) ∩ Ext(B) such that a′ > a. Then A′ =
B ∪ {a′} \ {b} is a basis such that A←a
a′ A
′←a′b B.
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PROOF. Since a′ ∈ C∗(B; b) ∩ Ext(B) we have A′ ←a′b B. By elimination of b from
C(B; a) and C(B; a′) we get that C(A′; a) ⊆ C(B; a)∪C(B; a′). Since a = Min(C(B; a)),
a′ = Min(C(B; a′)) and a < a′, we have a = Min(C(A′; a)). As A = A′ ∪ {a} \ {a′}, we
have A←a
a′ A
′ as required. 2
PROOF OF PROPOSITION 3.2. By Proposition 2.3, A ← B implies Ext(A) ⊂ Ext(B).
Suppose A ←ab B and there is a′ ∈ Ext(B) \ Ext(A) \ {a}. If b 6∈ C(B; a′), we have
C(A; a′) = C(B; a′) and a′ is A-active. Hence b ∈ C(B; a′), or equivalently, a′ ∈ C∗(B; b).
By Lemma 3.2.1 we have a < a′. Hence by Lemma 3.2.2 we have A ← A′ ← B, i.e., B
does not cover A. 2
The external order is not an invariant of the matroid: it may depend on the ordering on the
set of elements. However the number of bases of fixed height h is the number of bases with
external activity h, hence is an invariant of the matroid.
COROLLARY 3.3. Let B be a basis of an ordered matroid.
(i) The number of bases covered by B in the external order is ≤ r(M)− ι(B).
(ii) The number of bases covering B in the external order is ≤ |E | − r(M)− (B).
PROOF. (i) Suppose A ←ab B and B covers A. We have a = Max(C∗(B; b) ∩ Ext(B))
by Lemma 3.2.1, hence a is determined by b. We have b ∈ B \ Int(B). Otherwise b =
Min(C∗(B; b)), but then C(B; a) ∩ C∗(B; b) = {a, b} implies b < a, contradicting a ∈
Ext(B).
(ii) Suppose B ←ab A. Then a = Min(C(B; b)), hence for given B the element b deter-
mines a. We have a < b, hence b 6∈ Ext(B). 2
If we color each edge A − B of the graph of the cover relation by the element b such that
A←b B, then the colors incident to a given basis are pairwise different. In other words these
colors constitute a coloring of the edges of the cover graph in the sense of graph theory.
The set A ∩ ActM (A) is the set of elements of A smallest in some circuit contained in A.
It is folklore—and easy to prove—that the set A \ ActM (A) is the basis of A in M which
is the greatest for the lexicographic ordering. We define the maximal basis contained in A
by MaxBasM (A) = A \ ActM (A). Setting B = MaxBasM (A), we have clearly B ⊆ A ⊆
B ∪ ExtM (A). Hence by (iii) of Proposition 2.4 we have CEM(B) = CEM(A).
As usual, we denote by 0 the smallest element of a poset. The main result of this section is
the following theorem.
THEOREM 3.4. Let B the set of bases of an ordered matroid M. The set B∪{0} ordered by
the external order is a lattice.
The meet and join of two bases B1, B2 of M in the external lattice are given by:
(i) B1 ∨Ext B2 = MaxBas((B1 ∪ ExtM (B1)) ∪ (B2 ∪ ExtM (B2)));
(ii) if (B1 ∪ ExtM (B1)) ∩ (B2 ∪ ExtM (B2)) is spanning in M then B1 ∧Ext B2 =
MaxBas((B1 ∪ ExtM (B1)) ∩ (B2 ∪ ExtM (B2))), otherwise B1 ∧Ext B2 = 0.
PROOF. (i) Set A = (B1 ∪ ExtM (B1)) ∪ (B2 ∪ ExtM (B2)) = CE(B1) ∪ CE(B2),
and let B = MaxBas(A). By Proposition 2.2 we have CE(B) = CE(A). It follows that
CE(B) ⊇ CE(B1) and CE(B) ⊇ CE(B1), hence B ≥ B1 and B ≥ B2 by Proposition 3.1.
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Let X be any basis such that X ≥ B1 and X ≥ B2. By Proposition 3.1 we have CE(X) ⊇
CE(B1) and CE(X) ⊇ CE(B1), hence CE(X) ⊇ CE(B1) ∪ CE(B2) = A. By Proposition 2.1
we have CE(X) ⊇ CE(A). Therefore CE(X) ⊇ CE(B). It follows that X ≥ B by Proposi-
tion 3.1, hence B = B1 ∨ B2.
(ii) Set A = (B1 ∪ ExtM (B1))∩ (B2 ∪ ExtM (B2)) = CE(B1)∩CE(B2). Suppose there is a
basis X such that X ≤ B1 and X ≤ B2. Then by Proposition 3.1, we have CE(X) ⊆ CE(B1)
and CE(X) ⊆ CE(B2), hence CE(X) ⊆ A. It follows that X ⊆ A. Since X ⊆ A, the set B =
MaxBas(A) is a basis of M . We have CE(B) = CE(A), and since A = CE(A) as intersection
of closed sets, we have CE(B) = A. Therefore CE(B) ⊆ CE(B1) and CE(B) ⊆ CE(B2),
hence B ≤ B1 and B ≤ B2 by Proposition 3.1.
Let X be any basis such that X ≤ B1 and X ≤ B2. By Proposition 3.1 we have CE(X) ⊆ A,
hence CE(X) ⊆ CE(B). Hence X ≤ B by Proposition 3.1. Therefore B = B1 ∧ B2. 2
Theorem 3.4 reduces the computation of ∧ and ∨ in the external order to computations of
Ext and MaxBas. Both are polynomial functions of the number of elements and of an oracle
for computing C(B; e). Of course, computing MaxBas can be done by means of the Greedy
Algorithm.
It can be checked on suitable examples that the external lattice of bases is in general not
geometric, not complemented, not distributive. However up to parallel elements it is atomistic.
A simple matroid is a matroid without loop or parallel element.
PROPOSITION 3.5. The external lattice of an simple ordered matroid is atomistic.
LEMMA 3.5.1. Suppose the fundamental circuits of a basis B have all at least s ≥ 2
elements. Then if (B) ≥ 1 the basis B covers at least s − 1 bases in the external lattice.
PROOF. Let a = Max(Ext(B)). By Proposition 3.2 we have A ←ab B with B covering A
for all b ∈ C(B; a) \ {a}. 2
PROOF OF PROPOSITION 3.5. If M is simple, by Lemma 3.5.1 with s = 3, each basis with
height > 1 in the external lattice covers at least 2 different bases. By a classical property of
lattices, it follows that the external lattice is atomistic. 2
We end this section by stating without proofs two properties of the external order used in a
previous inductive proof of Theorem 3.4. We denote by ω the greatest element of E .
• Supposeω is not a loop. Let A be a basis such thatω /∈ A, then A\{Min(C(A;ω))}∪{ω}
is the smallest basis B such that ω ∈ B and A < B.
• Let B be a basis such that ω ∈ B. If there is a basis A with ω 6∈ A such that A < B,
then B ∪ {Max(Ext(B)∩C∗(B;ω))} \ {ω} is the greatest basis A with ω 6∈ A such that
A < B.
4. APPLICATION TO ORLIK–SOLOMON ALGEBRAS
Let M a matroid without loops on a linearly ordered set E . Let 3(E) be the free exterior
algebra with integer coefficients generated by the elements of E . Let I be the ideal of 3(E)
generated by loops of M and elements of the form
∂C =
i=k∑
i=0
(−1)i x0 ∧ x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ xi+2 ∧ · · · ∧ xk
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for k ≥ 2, where C = {x0, x1, . . . , xk} with x0 < x1 < · · · < xk is a circuit of M . The
Orlik–Solomon algebra OS(M) of M is the quotient of 3(E) by the ideal I.
The algebra OS(M) is a graded algebra. The NBC basis of OS(M) is constituted by all
non-empty subsets of E containing no broken circuit of M [1, 11] (see also [7] for a short
proof). We recall that a broken circuit of M is a subset of E of the form C \ {Min(C)} where
C = {x1, x2, . . . , xk} with x1 < x2 < · · · < xk is a circuit of M and Min(C) = x1 is the
smallest element of C . A subset A ⊆ E contains no broken circuit if and only if M (A) = 0.
For the relationship between subsets containing no broken circuits, or NBC-subsets, and the
Tutte polynomial of M the reader is referred to [1].
A particular case of the above theorem is that any basis of M can be expressed in OS(M)
as a linear combination of bases containing no broken circuits, or NBC bases. For an actual
computation of this linear combination, it can be proceeded as follows. Suppose B contains a
broken circuit, and let C be a circuit such that C\B = {Min(C)}. Then we have ∂C∧(B\C) =
0 in OS(M). The basis B is lexicographically greater that all other bases occurring in this
relation, hence we can use it to express B as a linear combination of lexicographically smaller
bases. This lexicographic compression can be performed until we get NBC bases.
It follows immediately from its definition that the external order is the weakest order such
that a basis B is greater than all other bases occurring in a relation of the form (B \C)∧∂C =
0 in the Orlik–Solomon algebra, where C is a circuit such that C \ B = {Min(C)}. This
observation was our initial motivation to define active orders.
We now state an application of the external order to Orlik–Solomon algebras. Note that the
atoms of the external lattice are precisely the NBC bases.
THEOREM 4.1. A basis of a simple ordered matroid is the join in the external lattice of its
components in the NBC basis of its Orlik–Solomon algebra.
Our proof uses two lemmas.
LEMMA 4.1.1. Let B be a basis, a ∈ Ext(B), B1 ←a B, B2 ←a B, with B1 6= B2. Then
B = B1 ∨ B2 in the external lattice.
PROOF. Set A = B1 ∪ Ext(B1) ∪ B2 ∪ Ext(B2). By Theorem 3.4 we have B1 ∨ B2 =
MaxBas(A). We have B1 ∪ B2 = B ∪ {a}, and A ⊆ B ∪ Ext(B) by Proposition 3.1. From
B ⊂ A ⊆ B ∪ Ext(B), it follows that MaxBas(A) = B. 2
The second lemma is a reformulation of a result due to Cordovil–Etienne [5]. We say
that A is obtained from B by a minimal active pivoting if and only if A ←a B with a =
Min(Ext(B)).
LEMMA 4.1.2 ([5, Lemma 2.6]). Let B be a basis. Then the graph with vertex-set all
bases which can be obtained from B by a sequence of minimal active pivotings, and with
directed edges all minimal active pivotings ← occurring in some minimal active pivoting
sequence from B, is a directed tree (or, branching) rooted at B.
PROOF OF THEOREM 4.1. Let B be a basis of an ordered simple matroid M . Suppose that
we compute B as a linear combination of NBC bases in the Orlik–Solomon algebra by the
method sketched in Section 2. Suppose furthermore that at each step, when working with a ba-
sis A occurring in the computation, we always choose C = C(A; a) with a = Min(Ext(A)),
i.e., we always perform minimal active pivotings. By Lemma 4.1.2 the computation can be
described by a branching, such that each base occurring in the computation is a linear com-
bination of its successors in the branching. The terminal vertices of the branching are NBC
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bases, i.e., atoms of the external lattice. Clearly B is a linear combination of the terminal ver-
tices of the branching, and all terminal vertices have non-zero coefficients since the branching
structure implies there is no cancellation.
Since circuits of the matroid have at least three elements, we observe (as in the proof of
Proposition 3.5) that all non-terminal vertices of the branching have at least two successors.
By Lemma 4.1.1 any basis of the branching which is not an atom is the join of its successors.
It follows that B is the join of the bases constituting the terminal vertices of the branching,
which are exactly the NBC bases generating B in the Orlik–Solomon algebra. 2
We point out that the first half of the proof of Theorem 4.1 reproduces almost completely the
proof given by Cordovil–Etienne of [5, Theorem 2.5]: the non-zero coefficients of the linear
combination of NBC bases expressing B are ±1.
Theorem 4.1 generalizes with the same proof to χ -algebras introduced in [7].
5. THE INTERNAL ORDER
Let≤Int be the transitive closure of the relation←∗ on the set of bases of an ordered matroid.
Since A←∗ B in M if and only if E \ B ← E \ A in M∗, by dualizing the results of Section 3
we have:
PROPOSITION 5.1. The relation ≤Int is a graded order with height function r − ι, where r
is the rank of the matroid.
We say that ≤Int is the internal order of bases. We state the two main properties.
PROPOSITION 5.2. Let A, B be two bases of an ordered matroid M. The following prop-
erties (i)–(iv) are equivalent:
(i) A ≤Int B;
(ii) A \ IntM (A) ⊆ B;
(iii) A \ IntM (A) ⊆ B \ IntM (B)
(iv) A is the smallest for the lexicographic ordering of all bases of M containing A ∩ B.
By (iii), the internal order is the inclusion order of the lower bounds of the intervals of the
active partition of 2E .
If A is independent in M , we define the minimal basis containing A by MinBasM (A) =
A ∪ Act(M/A)∗(E \ A).
THEOREM 5.3. Let B the set of bases of an ordered matroid M. The set B∪{1} ordered by
the internal order is a lattice.
The meet and join of two bases B1, B2 of M in the internal lattice are given by:
(i) if (B1\IntM (B1))∪ (B2\IntM (B2)) is independent in M then B1∨Int B2 = MinBas((B1\
IntM (B1)) ∪ (B2 \ IntM (B2)), otherwise B1 ∨Int B2 = 1.
(ii) B1 ∧Int B2 = MinBas((B1 \ IntM (B1)) ∩ (B2 \ IntM (B2))).
6. THE EXTERNAL/INTERNAL ORDER
The external and internal orders are compatible in the following sense.
PROPOSITION 6.1. Let A, B be two bases such that A ≤Ext B and B ≤Int A. Then A = B.
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PROOF. By Propositions 3.1 and 5.2 we have A\B ⊆ Ext(B) and B\A ⊆ Int(B). Suppose
there is a ∈ A \ B, and let b ∈ C(B; a) \ A ⊆ B \ A. We have C(B; a) ∩C∗(B; b) = {a, b},
and a = Min(C(B; a)), b = Min(C∗(B; b)). Hence a < b and b < a, a contradiction. 2
In view of Proposition 6.1 it makes sense to consider the smallest order containing both
the external and internal orders. This third order, the join of the external and internal order,
is the transitive closure of their union. We call it the external/internal order, and denote it by
≤Ext/Int.
We have A ≤Ext/Int B if and only if there is an integer k ≥ 0 and bases A0 = A, A1, . . .,
Ak = B such that for each i = 1, 2, . . . , k we have Ai−1 ← Ai or Ai−1 ←∗ Ai (we may
have both).
The external/internal order is not graded but almost so.
PROPOSITION 6.2. A basis B covers a basis A in the external/internal order if and only if
either (i) B covers A in the external order and ι(A) = ι(B);
or (ii) B covers A in the internal order and (A) = (B);
or (iii) B covers A in both the external and internal orders.
Proposition 6.2 is an immediate corollary of Proposition 2.5, and of the following lemma
and its dual.
LEMMA 6.2.1. Suppose A ←a B. If Int(A) \ Int(B) \ {a} 6= ∅ then there is A′ such that
A←∗ A′← B.
PROOF. We have A = B \ {b} ∪ {a} with b ∈ C(B; a). Suppose there is x ∈ Int(A) \
Int(B) \ {a}.
If x 6∈ C(B; a) = C(A; b) then b ∈ Cl(A \ {x}). Hence Cl(A \ {x}) = Cl(B \ {x}), and it
follows that x ∈ Int(A) implies x ∈ Int(B). Therefore we have x ∈ C(B; a). It follows that
a < x and b ∈ C∗(A; x). Set A′ = A \ {x} ∪ {b} = B \ {x} ∪ {a}. We have A←∗ A′← B.2
The function h(A) = (A) + r(M) − ι(A) is very close to a height function for a graded
order. If B covers A in the external/internal then h(B)− h(A) = 1 or 2. We have cases (i) or
(ii) of Proposition 6.2 if and only if h(B)−h(A) = 1. If case (iii) occurs then h(B)−h(A) = 2.
PROPOSITION 6.3. Let A, B be two bases of an ordered matroid M. The following prop-
erties (i), (ii), (iii) are equivalent:
(i) A ≤Ext/Int B for the external/internal order of bases;
(ii) A \ B ⊆ Int(A) ∪ Ext(B);
(iii) A \ Int(A) ∪ Ext(A) ⊆ B \ Int(B) ∪ Ext(B).
PROOF. Let ω be the greatest element of E . We may suppose that ω is neither an isthmus
or a loop.
(i) implies (ii) Let A ≤ B for the external/internal order. There is an integer k ≥ 0 and bases
A0 = A, Ak, . . . , Ak = B such that Ai−1 ← Ai or Ai−1 ←∗ Ai for i = 1, 2, . . . , k.
We use an induction on k. Set B ′ = Ak−1. By induction we may suppose that A \ B ′ ⊆
Int(A) ∪ Ext(B ′). By duality, we may suppose that B ′←ab B, and, without loss of generality,
we may furthermore suppose that B covers B ′ for the external order. Then Ext(B ′) = Ext(B)\
{a} by Proposition 3.1. We have B ′ = B \ {b} ∪ {a}, hence A \ B ⊆ A \ B ′ ∪ {a} ⊆
Int(A) ∪ Ext(B ′) ∪ {a} = Int(A) ∪ Ext(B).
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(ii) Implies (i). We show that A \ B ⊆ Int(A)∪Ext(B) implies A ≤ B. We use an induction
on r(M)−ι(B)+(B). Since ω 6∈ Int(A), it follows that ω ∈ A implies ω ∈ B. Hence—using
deletion and contraction—we may suppose that ω 6∈ A and ω ∈ B. We distinguish two cases.
If C∗(B;ω) ∩ Ext(B) 6= ∅
Set a = Max(C∗(B;ω) ∩ Ext(B)) and B ′ = B \ {ω} ∪ {a}. We have B ′ ← B, hence by
Lemma 3.2.1 Ext(B ′) = Ext(B) \ {a}. It follows that A \ B ′ ⊆ (A \ B) \ {a} ⊆ (Int(A) ∪
Ext(B)) \ {a} ⊆ Int(A) ∪ Ext(B ′). By Proposition 2.4 we have ι(B ′) ≥ ι(B), hence by the
induction hypothesis we have A ≤ B ′, therefore A ≤ B.
Else if C∗(B;ω) ∩ Ext(B) = ∅
Set a = Min(C∗(B;ω)) and B ′ = B \ {ω} ∪ {a}. We have B ′ ←∗ B, hence by Propo-
sition 2.5 we have Ext(B ′) = Ext(B) and Int(B ′) ⊇ Int(B) ∪ {a}. Since a 6∈ A \ B ′ and
A \ B ⊆ Int(A) ∪ Ext(B), it follows that A \ B ′ ⊆ Int(A) ∪ Ext(B ′). Hence A ≤ B ′ by the
induction hypothesis, and therefore A ≤ B.
(i)–(ii) implies (iii). Suppose we have A \ B ⊆ Int(A) ∪ Ext(B). Hence A \ Int(A) ⊆
B∪Ext(B). Since (i) holds we have Ext(A) ⊆ Ext(B) by Proposition 2.3, and Int(A) ⊇ Int(B)
by Proposition 2.4. It follows that A \ Int(A) ∪ Ext(A) ⊆ B \ Int(B) ∪ Ext(B).
(iii) implies (ii). We have A \ Int(A) ⊆ A \ Int(A) ∪ Ext(A) ⊆ B \ Int(B) ∪ Ext(B) ⊆
B ∪ Ext(B). 2
For a basis B, the set CEI(B) = B\Int(B)∪Ext(B) is in the interval [B\Int(B), B∪Ext(B)]
determined by B of the active interval partition of 2E .
We define the minimal/maximal basis of M with respect to a subset A ⊆ E , denoted by
MinMaxBasM (A), as the (unique) basis of the form A′∪ A′′ where A′ is the lexicographically
minimal basis of the contraction M/A of M by A and A′′ is the lexicographically maximal
basis of the restriction M(A) of M to A. We have MinMaxBasM (A) = (ActM∗(E \ A) \ A)∪
(A \ ActM (A)). Set B = MinMaxBasM (A). We have B \ IntM (B) ⊆ A ⊆ B ∪ ExtM (B),
hence by (v) of Proposition 2.4 CEIM(A) = CEIM(B).
THEOREM 6.4. The set of bases of an ordered matroid is a lattice for the external/internal
order.
The meet and join of two bases B1, B2 of a matroid M in the external/internal lattice are
given by
(i) B1 ∨Ext/Int B2 =
= MinMaxBasM ((B1 \ IntM (B1) ∪ ExtM (B1)) ∪ (B2 \ IntM (B2) ∪ ExtM (B2)));
(ii) B1 ∧Ext/Int B2 =
= MinMaxBasM ((B1 \ IntM (B1) ∪ ExtM (B1)) ∩ (B2 \ IntM (B2) ∪ ExtM (B2))).
PROOF. For B a basis we set f (B) = C E I (B).
(i) Set A= (B1 \ Int(B1) ∪ Ext(B1)) ∪ (B2 \ Int(B2) ∪ Ext(B2))= f (B1) ∪ f (B2),
P = ActM∗(E \ A) \ A and Q = ActM (A) ∩ A. Let B = MinMaxBas(A) = A ∪ P \ Q. By
Propositions 2.1 and 2.2 we have Int( f (B1)) = Int( f (B2)) = ∅, hence Int(A) = ∅. Hence
by [10, Lemma 1.2] we have Int(B) = P . On the other hand Ext(B) ⊇ Q. It follows that
f (B) ⊇ A. Hence f (B) ⊇ f (B1) and f (B) ⊇ f (B2). By Proposition 6.3 we have B ≥ B1
and B ≥ B2.
Let X be a basis such that X ≥ B1 and X ≥ B2. By Proposition 6.2 we have f (X) ⊇
f (B1) ∪ f (B2) = A. By Proposition 2.3 we have f (X) = f ( f (X)) ⊇ f (A). Clearly
B \ Int(B) ⊆ A ⊆ B ∪ Ext(B). Therefore by Proposition 2.3, f (A) = f (B). Hence f (X) ⊇
f (B), and we have X ≥ B by Proposition 6.3. It follows that B = B1 ∨ B2.
(ii) Set A = (B1 \ Int(B1) ∪ Ext(B1)) ∩ (B2 \ Int(B2) ∪ Ext(B2)) = f (B1) ∩ f (B2),
P = ActM∗(E \ A) \ A and Q = ActM (A) ∪ A. Let B = MinMaxBas(A) = A ∪ P \ Q.
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By Proposition 2.1(ii) we have Ext(A) = ∅, hence by [10, Lemma 1.2] we have Ext(B) = Q.
On the other hand Int(B) ⊇ Q. It follows that f (B) ⊆ A. Hence f (B) ⊆ f (B1) and
f (B) ⊆ f (B2). By Proposition 6.3 we have B ≤ B1 and B ≤ B2.
Let X be a basis of M such that X ≤ B1 and X ≤ B2. By Proposition 6.3 we have
f (X) ⊆ f (B1) ∩ f (B2) = A. By Lemma 6.4.2 we have f (X) = f ( f (X)) ⊆ f (A).
Clearly B \ Int(B) ⊆ A ⊆ B ∪ Ext(B). Therefore by Proposition 6.2, f (A) = f (B). Hence
f (X) ⊆ f (B), and we have X ≤ B by Proposition 6.2. It follows that B = B1 ∧ B2. 2
We end this section by stating without proofs two properties of the external/internal order
used in a previous inductive proof of Theorem 6.4.
We denote by ω the greatest element of E .
• Suppose ω is not a loop. Let A be a basis such that ω /∈ A, then the smallest base B such
thatω ∈ B and A < B in the external/internal order is A\{Max(Int(A)∩C(A;ω))}∪{ω}
if C(A;ω) ∩ Int(A) 6= ∅, and A \ {Min(C(A;ω))} ∪ {ω} otherwise.
• Suppose ω is not a isthmus. Let B be a basis such that ω ∈ B. Then the greatest base
A such that ω 6∈ A and A < B in the external/internal order is B ∪ {Max(Ext(B) ∩
C∗(B;ω))}\{ω} if C∗(B;ω)∩Ext(B) 6= ∅, and B∪{Min(C∗(B;ω))}\{ω} otherwise.
Results of this section show that the join of the external and internal lattices of bases is also
a lattice, namely the external/internal lattice. We mention that, in general the intersection of
the external and internal lattices is not a lattice.
7. GENERALIZATION TO MATROID PERSPECTIVES
We say that two matroids M , M ′ on a same set E constitute a matroid perspective, denoted
by M → M ′, if and only if every flat of M ′ is a flat of M—in other words, if and only if the
identity map on E is a strong map from M onto M ′. For a matroid perspective M → M ′, the
counterpart of the set of bases of a matroid is the set IS(M,M ′) of subsets of E independent
in M and spanning in M ′.
Suppose E is linearly ordered. The three active orders can be defined as follows. Let A, B ∈
IS(M,M ′). The external order is defined by A ≤Ext B if and only if there is a sequence
A = A0, A1, . . . , Ak = B with Ai ∈ IS(M,M ′) for i = 0, 1, . . . , k, such that Ai−1 ←M Ai
or Ai−1 ⊂ Ai for i = 1, 2, . . . , k, or, equivalently, if and only if A \ B ⊆ ExtM (B), or,
equivalently, if and only if A∪ExtM (A) ⊆ B∪ExtM (B). The internal order is defined dually,
using M → M ′ if and only if M ′∗→ M∗. The external/internal order is defined by A ≤Ext/Int
B if and only if there is a sequence A = A0, A1, . . . , Ak = B with Ai ∈ IS(M,M ′) for
i = 0, 1, . . . , k, such that Ai−1 ←M Ai or Ai−1 ←∗M ′ Ai or Ai−1 ⊂ Ai for i = 1, 2, . . . , k,
or, equivalently, if and only if A \ B ⊆ IntM ′(A) ∪ ExtM (B), or, equivalently, if and only if
A\IntM ′(A)∪ExtM (A) ⊆ B \IntM ′(B)∪ExtM (B). We point out that Proposition 7.3.6 of [1]
generalizes to matroid perspectives: by Proposition 2 of [10], the intervals [B \ IntM ′(B) −
B ∪ ExtM (B)] for B ∈ IS(M,M ′) partition 2E .
The external resp. internal order are graduated by |B ∪ ExtM (B)| resp. |B \ IntM ′(B)|,
the external/internal order is pseudo-graduated in the sense of Section 6 by |B \ IntM ′(B) ∪
ExtM (B)|. It can be shown, by extending the proofs of the present paper, that ExtM (B) and
IntM ′(B) behave monotonously, and that the active orders are lattice orders.
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