As a generalization of the intuitionistic fuzzy sets (IFSs), complex IFSs (CIFSs) is a powerful and worthy tool to realize the imprecise information by using complex-valued membership degrees with an extra term, named as phase term. Divergence measure is a valuable tool to determine the degree of discrimination between the two sets. Driven by these fundamental characteristics, it is fascinating to manifest some divergence measures to the CIFSs. In this paper, we explain a method to solve the multi-criteria decision-making (MCDM) problem under CIFS environment. For it, firstly, the divergence measures are introduced between two CIFSs and examined their several properties and relations. Secondly, a novel algorithm is given based on the proposed measures to solve the problems in which weights corresponding to criteria are resolved using maximizing deviation method. Thirdly, a reasonable example is provided to verify the developed approach and to exhibit its practicality and utility with a comparative analysis to show its more manageable and adaptable nature.
Introduction
Today's decision making (DM) is one of the most significant ventures in our regular life, whose mission is to select the best alternative out of the finite ones under the several known or unknown criteria. Multicriteria decision making (MCDM) is the division of the DM and is admitted as a cognitive-based human action. Human beings inescapably are met with numerous decision-making problems (DMPs), which involves multiple fields such as supplier selection, supply chain management, emerging problems, medical problems and so on. In practice, with the growing technological advancements and modern treatment based on new techniques as well as tools, several uncertain cases related to DMP arises which results that decision-makers no longer satisfied with the numerical values expressed in terms of crisp numbers. Therefore, to quantify the different information into the analysis and to analyze the information in a more accurate manner, many researchers have developed several kinds of algorithms by using the theories of fuzzy set (FS) [1] , intuitionistic FS (IFS) [2] , linguistic interval-valued IFS (LIVIFS) [3] , complex FS [4] , complex IFS [5] , complex interval-valued IFS [6] are widely used by the researchers. In FS and IFS environment, information associated with each object is defined with membership degrees (MDs) and the non-membership degrees (NMDs) such that their sum isn't more than one. However, in LIVIFS, erudition is gathered not related to quantitative form but in the form of qualitative using linguistic variables. Further, in Complex FS and IFS, information is practiced under the complex environment where the domain of IFS has lengthened the domain of MDs and NMDs from real set to the complex-valued set with a unit disc.
To avoid, a factor of it is added into the analysis. To further illustrate the concept of phase terms, consider a certain company who wants to purchase cars from the carmakers regarding the features such as (i) Models and (ii) Production dates of cars. Since every year, the carmakers produce the same models of cars with slight improvements and differences, therefore, due to the changes made, people's accept their levels and judgments for the new model. Hence, the production date of the car also plays a significant role during the purchasing or decision. Therefore, such a problem considered as a two-dimensional one which can't be modeled simultaneously in the existing FSs or IFSs environment. Furthermore, in order to execute such kinds of the problem under IFS environment, then there is a need to consider two or more IFSs by the decision makers and then execute it, which leads to the results increasing the execution time, and the number of computations during solving the problem. On the other hand, CIFS is a better representation for such problems in which both the dimensions consider as a single set. Thus, CIFS is a better representation of the data than the existing ones. The salient features of CIFSs over the several existing sets are demonstrated in Table 1 .
Insert Table 1 here.
Due to the complex DM process day-by-day, it is inevitable to measure the degree of discrimination between the pairs of the sets. For it, the information measures are the most prosperous tools. Amongst the multiple measures such as entropy, similarity, inclusion, etc., the DvMs have the quality to hold the discrimination degree between the sets. Thus, encouraged from the hallmarks of the CIFS model and the quality of DvM, the center of this paper is to develop some exponential based DvMs to quantify the information. For it, by designating the information under the CIFS model, we quantify the data by proposed measure to solve the DMPs. Some axioms and the properties of it are discussed in details. Later, based on the intended study, we elaborate an algorithm to solve the DMPs and illustrate with several numerical examples. To the best of authors' knowledge, the study on DvM and their impact on DMPs are not utilized so far under CIFS study. Thus, there is a necessity to scrutinize it under the environment and control its impact on the DM process. Accordingly, exciting from it and the advantages of the CIFSs model, the chief augmentation of the work is classified into three parts: 1) to propose the exponential DvM to measure the discrimination between the pairs of CIFSs. 2) to establish DM approach by using proposed measures. 3) to demonstrate the developed method with several examples and shows its feasibility.
The remainder of the manuscript is prepared as follows. Section 2 allots with basic concepts on IFSs and CIFSs. In Section 3, we introduce the concept of DvMs for CIFSs and examines their properties. Section 4 explains the maximizing deviation method for determining the weights and then followed by the DM approach for MCDM problem. In Section 5, we illuminate the approach with some useful models. Lastly, a conclusion regarding the work is given in Section 6.
Preliminaries
Let X be the universal set. Then, we review some basic definitions related to IFSs and CIFSs here.
The degree of discrimination, known as divergence measure, between two discrete distributions P = (p 1 , p 2 , . . . , p n ) and Q = (q 1 , q 2 , . . . , q n ) is given as
An IFS I on X is defined as
where u I , v I : X → [0, 1] represent the MD and NMD function of x to I respectively such that u I (x)+v I (x) ≤ 1 for each x.
the DvM of I relative to J is defined as:
Later on, Garg et al. [31] defined some generalized parametric divergence of order α and degree β under IFS environment as:
) : x ∈ X} be two CIFSs. Then, we define:
Proposed exponential divergence measure
Let Φ(X) be the class of CIFSs. Then, here, we have defined the exponential DvM for Φ(X) and studied their properties.
satisfies.
) :
x ∈ X}, the degree of discrimination between them is defined as
where 'exp' refers to exponential function.
Here, it is clearly seen that E(K, M) E(K c , M c ). As it is quite obvious that the degree of discrimination of K from M and K c from M c should be same. So, in order to imbue the measure with symmetry, we define symmetric DvM as follows. 
) exp
where
provided t j 0 and s j 0.
Before proving Eq. (10) is valid DvM, we stated two lemmas as follows. 
x ∈ X} be three CIFSs. Then, to prove the results, we need to show that Eq. (10) satisfies the following axioms: By definition of CIFSs, we have
Similarly, we can prove that, −1 ≤ s j (K, M) ≤ 1. Then, by using the above Lemma 3.1, we obtain that 0 ≤ 2−
Then, by using Lemma 3.2, we have
) and
(
. Similarly, we can prove that
) . Hence, Dv(K, N) ≥ Dv(K, M). Similarly, we can prove that Dv(K, N) ≥ Dv(M, N).
The working of the proposed measure is given with example as below.
In the following, we prove some propositions for the proposed divergence measure. For it, we divide the universal set X into two disjoints subsets
Then, the following propositions are satisfied based on these considerations. Proposition 3.1. If K and M be two CIFSs defined on X such that they satisfy for any x j ∈ X either K ⊆ M or K ⊇ M, then
Proof. Here, we prove (i) part only while the part (ii) can be deduced similarly. From the Definition 3.3, we have Proof. By using Definition 3.3, we have
) e t j (K,N)
) e s j (K,N) Proof. Their proofs are direct from the Definition 3.3.
Next, we define the weighted exponential divergence measure between CIFSs. For it, let κ j > 0 be the
Definition 3.4. A weighted exponential divergence measure between two CIFSs K and M is defined as
and s j (K, M) =
provided t j , s j 0.
If κ = (1/n, 1/n, . . . , 1/n) T then Eq. (11) becomes Eq. (10). Further, measure defined in Eq. (11) also satisifies the axioms of divergence measures and hence 0 ≤ Dv κ (K, M) ≤ 1.
Proposition 3.6. Let K, M, N be three CIFSs defined on X = {x 1 , x 2 , . . . , x n } such that for every
Proof. As similar to the Propositions 3.1-3.5.
Proposed approach based on Divergence measure
Assume that, a set of alternatives A 1 , A 2 , . . . , A m under "n" criteria C 1 , C 2 , . . . , C n . Let κ q > 0 be the weight vector corresponding to criteria C q with n ∑ q=1 κ q = 1. An expert evaluated these different alternatives under the set of criteria and gave their preferences in terms of the CIFNs α pq . The collective information of such rating is represented as a matrix D = (α pq ) m×n . Yingming [53] recommended a way of determining weights of criteria more subjectively, which he named as a method of maximizing deviations. In its method, the weight vector κ should be chosen in such a way that deviations of all criteria corresponding to alternatives become maximum. For an arbitrary criteria C q (q = 1, 2, . . . , n), the deviation of alternative A p from other alternatives is given as:
Then, the total deviations of the criteria C q to all the alternatives are given as:
Further, the deviations of all criteria to all alternatives are obtained as:
Let △ be the set of weight information known in anyone of the following forms. Form 1. A weak ranking: κ i ≥ κ j ; Form 2. A strict ranking: κ i − κ j ≥ σ i ; (σ i > 0). Form 3. A ranking with multiples: κ i ≥ σ i κ j , (0 ≤ σ i ≤ 1); Form 4. An interval form:
Now, based on D, we construct nonlinear optimization model to find the optimal weights of the criteria, by assuming that the information related to attribute weights are partially known, as follows:
where Dv(α pq , α uq ) is determined using Eq. (10). If attribute weights information are completely unknown, then we establish another nonlinear optimization model as
In order to obtain the solution of the problem, stated in Eq. (13), consider a function:
where λ is Lagrange's multiplier. Now,
Now setting the Eqs. (15) and (16) equal to zero and then, solving them, we obtain:
Further, the normalized value of κ q can be obtained as:
By solving these models, the optimal weights κ = (κ 1 , κ 2 , . . . , κ n ) T are obtained. Based on the collective information and the weight vector κ, the following steps are proposed to compute the finest alternatives from the given ones.
Step 1: The information about the alternatives is represented as a decision matrix D given as
Step 2: Normalize the information, if required, and obtained matrix R = (ζ pq ) where, ζ pq is given by using Eq. (20) .
; for benefit type criteria ( (k pq , w k pq ), (r pq , w r pq ) ) ; for cost type criteria (20) Step 3: Formulate the optimization model either by Eq. (12) or Eq. (18) according to the known information of the weight vector and solve them.
Step 4: Construct the ideal alternative denoted by A * as
Step 5: Compute the divergence measure for the alternative A p (p = 1, 2, . . . , m) from A * as
Step 6: Based on the argument of Dv κ given as arg min 1≤p≤m { Dv κ (A p , A * ) } , order the alternatives and select the desired one.
Illustrative Example
To illustrate the approach, we consider a case study related to entrepreneur to purchase a new machine out of four different models denoted by A 1 , A 2 , A 3 , and A 4 , with different date of production of each model. The accessibility of such machines are measured under four different criteria namely, C 1 : "Reliability", C 2 : "Safety", C 3 : "Cost" and C 4 : "Productivity for selecting machine". It is quite understood that these factors are changes with the change of the production dates. To evaluate each machine under such factors, preferences are taken from the expert in CIFNs. The steps of the proposed method are illustrated as below.
Step 1: The given information is collective in terms of CIFNs and summarized in Table 2 . In this matrix, the entry corresponding to machine A 1 represents that, an expert during the evaluation agree that it is reliable up to 70% under C 1 and unreliable at most 10%. Similarly, with respect to production date, he feels that 50% is compatible and 30% incompatible with C 1 . In the similar manner, all data of matrix D can be interpreted.
Insert Table 2 here Step 2: As C 3 is the cost type, so by using Eq. (20) , the normalized data is given in Table 3 .
Insert Table 3 here Step 3: If we initially assume that the partial information about the weight vector corresponding to criteria is partially known and is given as △ = {0. Step 6: By using these values, the ordering of the alternative is A 2 ≻ A 1 ≻ A 4 ≻ A 3 where "≻" refers "preferred to". Hence, A 2 is the finest one.
Comparative analysis with CIFS studies
To check the consistency of the method with some existing studies [42, 44, 45, 52] under the CIFS environment, an analysis is conducted by their method and the corresponding results are discussed as below:
(i) By applying the Alkouri and Salleh [42] method based on the distance measure 'd 1 ' on to the given information, we get d 1 (A 1 , A * ) = 0.1500, d 1 (A 2 , A * ) = 0.1325, d 1 (A 3 , A * ) = 0.3310 and d 1 (A 4 , A * ) = 0.1885. Thus, ordering is A 2 ≻ A 1 ≻ A 4 ≻ A 3 and A 2 is the best alternative. (ii) By applying the Rani and Garg [44] method based on Hamming distance measure 'd 2 ', we get the values as d 2 (A 1 , A * ) = 0.1450, d 2 (A 2 , A * ) = 0.1125, d 2 (A 3 , A * ) = 0.3200 and d 2 (A 4 , A * ) = 0.1725. Hence, from it, it is seen that A 2 is again the best alternative.
(iii) By applying the Garg and Rani [45] method based on correlation coefficient 'C', we obtain the indices values as C(A 1 , A * ) = 0.9407, C(A 2 , A * ) = 0.9571, C(A 3 , A * ) = 0.7547 and C(A 4 , A * ) = 0.8926. Clearly, seen that the best alternative is A 2 . (iv) By performing the similarity measure S 1 , as proposed by Garg and Rani [52] , on to the considered information under the CIFS environment, we get the measurement value of each alternative as S 1 (A 1 , A * ) = 0.6733, S 1 (A 2 , A * ) = 0.7663, S 1 (A 3 , A * ) = 0.5930 and S 1 (A 4 , A * ) = 0.6378. Thus, from it, we conclude that the best alternative is A 2 .
From it, we conclude that their position of given alternatives coincides with the given ones which validates the feasibility of the method.
Comparative analysis with IFS studies
As IFS is one of the special cases of the CIFS with zero phase terms in each CIFNs, so in order to see their performance under the IFS environment also, we conduct a comparative study with the several existing approaches [30, 31, [33] [34] [35] [36] [37] . The results obtained through them are listed in Table 4 and obtained that A 1 is the best alternative. However, from the proposed approach, we obtain A 2 is the best alternative. This quiet change in the optimal ranking order is quite significant. This is due to the consideration of the computational procedure in the considered environment. For example, in [30, 31, [33] [34] [35] [36] [37] approaches, only one grade of MDs and NMDs are taken into account. Related to the considered problem, we can say that the entire focus is done on the model of the machine by neglecting the production date of each model. Thus, from the analysis, we can say that A 1 is the best machine when there are no limits on the production date. However, in the proposed work, we have investigated the theory based on both the model as well as production dates simultaneously and hence conclude that machine A 2 is the best with the production date also.
Insert Table 4 here.
Verification and Comparative Analysis
To generalize the capability of CIFS with respect to the features of IFS, we present some examples as follows.
Example 5.1. Consider a DMP which consists of five alternatives in the form of regions namely, A 1 : Lalitpur, A 2 : Kathmandu, A 3 : Gorkha, A 4 : Bhaktapur and A 5 : Makwanpur, that are affected from the earthquakes, racked Nepal on 25 April 2015. The given task is to identify the most damaged region so that a necessary facilities namely C 1 (Food), C 2 (Shelter), C 3 (Clothes) and C 4 (Medical requirements) are provided to victims. Let κ = (0.30, 0.25, 0.15, 0.30) T be the priority weight of them. Before allocating, an expert evaluate the given regions based on facilities and a "reference set" B is designed in terms of CIFS as 
During visit to each region, a team of experts have investigated them and summarize their information in Table 5 . The ranking results corresponding to this problem is listed in Table 6 along with the several existing MCDM methods [42, 44, 45, 52] . From this table, it is seen that the best alternative remains A 3 but the alternative A 1 is preferable over A 4 while by approaches [17-19, 21, 30, 31, 33-37] under IFS environment, it is observed that A 4 is preferable over A 1 . This change in ordering is due to the change in the considered environment. Further, the studies under the IFS are very narrow with respect to CIFS studies.
Insert Tables 5 and 6 here.
[45] Consider a medical diagnosis problem with four diseases Q 1 ("Viral fever"), Q 2 ("Malaria"), Q 3 ("Typhoid"), Q 4 ("Stomach Problem") and four symptoms s 1 ("Temperature"), s 2 ("HeadAche"), s 3 ("Stomach Pain"), s 4 ("Cough"). The rating values of each disease under symptoms are given in Table 7 . 
The aim of it to recognize the patient P with the sufficient disease. To it, methods are executed over it along with existing [17-19, 21, 30, 31, 33-37, 42, 44, 45, 52] and their results are given in Table 8 . From it, we found that Q 1 is infested diseases by all the methods, which shows the feasibility of the approach.
Insert Tables 7 and 8 here.
Characteristic comparison
To study the features of developed method over the existing [9, 11, 13, 17, 30-37, 44, 45, 49] , we analyze the features over them in Table 9 . In this table, from ' ' we mean that the corresponding DMP satisfies the criteria such as an ideal alternative required to compute the process, measure the degree of discrimination and ability to handle the wider information, etc., whereas '×' means that the corresponding method fails. Further, from this table, it is clearly seen that the methods presented in [30] [31] [32] [33] [34] under the IFS environment fails to deal with time periodicity problems. Also, the methods presented in [17, 35-37, 44, 45, 49] doesn't measure the degree of discrimination between the two sets. Further, the DM approaches proposed in [30] [31] [32] [33] [34] fail to model complex problems whereas in the presented method the range of MDs and NMDs is a unit disc in the complex plane. This extension of ranges will enable the proposed approach to deal with one-dimensional problems described in [30] [31] [32] [33] [34] also. Therefore, the developed MCDM approach is more generalized.
Insert Table 9 here.
Conclusion
This paper aspires to give an exponential divergence measure for CIFSs to measure the degree of discrimination between the two or more CIFSs. IFS is generally used by the researchers to handle the data. However, CIFS is more extensive and manageable ways to express information and can represent a wide range of fuzzy information. In the presented work, the range of MDs and NMDs are extended from real number to complex number with a unit disc. Based on it, we develop a divergence measures and studied their relevant properties. It is remarked from the study that when additional component i.e., phase terms set to be zero then the relevant study becomes IFSs and hence the approaches under IFS study are the special cases of CIFS study. Further, based on the measure, a DM approach is presented to solve the MCDM problems and some practical examples are considered to verify its feasibility with the several existing approaches. The alignment of the proposed approach to the existing studies is shown and its advantages are outlined eliciting the supreme nature of the proposed theory over the existing ones. Based on its advantages, it is concluded that the presented theory can model the uncertainties with more enhancements as compared to the primitive environments. In the future, we shall lengthen the application of the proposed measure to the diverse fuzzy environment such as Pythagorean set [54] [55] [56] , linguistic environment [57] [58] [59] , as well as different fields of application such as supply chain management, emerging decision problems, risk evaluation, etc. [60] [61] [62] [63] . 
