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ABSTRACT 
In this paper, we study the problem of quadratic programming with M-matrices. 
We describe (1) an effective algorithm for the case where the variables are subject to 
a lower-bound constraint, and (2) an analogous algorithm for the case where the 
variables are subject to lower-and-upper-bound constraints. We demonstrate the 
special monotone behavior of the iterate and gradient vectors. The result on 
the gradient vector is new. It leads us to consider a simple updating procedure which 
preserves the monotonicity of both vectors. The procedure uses the fact that an 
M-matrix has a nonnegative inverse. Two new algorithms are then constructed by 
incorporating this updating procedure into the two given algorithms. We give 
numerical examples which show that the new methods can be more efficient than the 
original ones. 
1. INTRODUCTION 
In this paper we address the lower- and upper-bound quadratic program 
subject to 
min ;x’Ax - x’b 
X 
c<x<d, 
(1.1) 
LINEAR ALGEBRA AND ITS APPLICATIONS 3.315-40 (1980) 15 
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where A is an n X n M-matrix and b, c, and d are n-vectors. An important 
special case of (1.1) is the linear complementarity problem, in which c = 0 
and d= 00: 
subject to 
min ixtAx - xtb 
X 
x > 0. 
(1.2) 
We assume that the matrix A is large and sparse. The problems (1.1) and 
(1.2) find applications in the numerical solution of free boundary problems 
for elliptic partial differential equations. Such problems include various types 
of Dirichlet problems with obstacles [7, lo], and models of the journal 
bearing [S] and of the application of torsion to a bar [l]. 
We define an M-matrix as follows. 
DEFINITION 1.1 111, p. 851. A real square matrix A = (uii) with uii < 0 for 
all i #i is an M-matrix if A is nonsingnlar and A - ’ > 0. 
We lose no generality by restricting our attention to symmetric M- 
matrices, for we can replace the matrix A by its symmetric part (A + A “)/2 
in the quadratic form of (1.1) or (1.2) without changing the value of the 
quadratic form. The next lemma states that a symmetric M-matrix is positive 
definite. Thus, the problem (1.1) or (1.2) always has a unique solution. 
DEFINITION 1.2 [ll, p. 851. A real square matrix A = (uii) with uii < 0 for 
all i#i is a Stieltjes matrix if A is symmetric and positive definite. 
LEMMA 1.1 [ll, pp. 85, 871. A symmetric M-matrix is a Stieltjes matrix 
and vice versa. 
There are many good algorithms for solving the problems (1.1) and (1.2) 
when the matrix A is positive definite (see [4]). However, it is possible to 
exploit the special properties of an M-matrix to obtain more efficient special 
algorithms. Chandrasekaran [2] proposed an algorithm for the linear com- 
plementarity problem (1.2), and Pang [8] developed an analogous algorithm 
for the lower-and-upper-bound problem (1.1). Cottle and Goheen [4] per- 
formed an extensive comparison of the latter method with four other 
well-known algorithms. Their results indicate that Pang’s method is very 
efficient. They also described a preprocessing scheme that could be used 
with the method. Their scheme would identify some of the variables which 
will be at their bounds in the optimal solution. Those variables could then be 
eliminated from further consideration. 
QUADRATIC PROGRAMMING 17 
In this paper we study the algorithms of Chandrasekaran and Pang. We 
demonstrate the special monotone behavior of the iterate and gradient 
vectors. The result on the gradient vector is new. It leads us to consider a 
simple updating procedure which preserves the monotonicity of both vec- 
tors. The procedure uses the fact that an M-matrix has a nonnegative inverse. 
Two new algorithms are then constructed by incorporating this updating 
procedure into the two described algorithms. Numerical tests show that our 
new algorithms can be more efficient than the original methods (see Sec. 5). 
We also consider the extension of the problem (1.1) to the case when 
some components of the bounds are infinite. We show how we can compute 
finite a priori bounds on all the variables and reduce the extended problem 
to one with finite bounds (see Sec. 4). This result is new. 
Let 
v(x) = ;x"Ax - x’b (1.3) 
and 
g(x) -Ax - b, (14 
i.e., V(X) is the value of the quadratic form at x, and g(x) is the gradient 
vector of the quadratic form at x. The solution x for the problem (1.1) must 
satisfy the optimality conditions: 
if xi = ci then g,(x) > 0, 
if c, <xi <di then g,(x)=O, 
if xi = di then g,(x) < 0 
(1.5) 
for i=1,2 , . . . ,n. The solution x for the problem (1.2) must satisfy the 
optimality conditions: 
if xi=0 then g,(x)>O, 
if xi>0 then g,(x) = 0 
(1.6) 
for l=l,2 ,..., n. 
The following lemma and notation are used in this paper. 
DEFINITION 1.3 [ll, p. 301. A principal submatrix of an rr X n matrix A 
is any matrix obtained by crossing out any i rows and the corresponding i 
columns of A, where l< i<n. 
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LEMMA 1.2 [ll, p. 861. Any principal submutrix of an M-matrix is an 
M-matrix. 
NOTATION. 
(1) Nr{1,2,..., n}. 
(2) J SW] for any subset J of N, i.e., j is the complement of J in N. 
(3) x, G (xi,, rip, . . . , xip), where 
J={ jnja,..., ir} G N and ii <ia < * - . <&,. 
(4) AIK = (c,), where 
2. LINEAR COMPLEMENTABITY PROBLEM 
In this section, we consider the linear complementarity problem 
subject to 
min $xtAx- xtb 
X 
x > 0, 
(1.2) 
where A is a symmetric M-matrix. We assume that b contains both positive 
and negative components to eliminate two trivial cases. 
LEMMA 2.1. 
(1) If b<O, then x=0 solves (1.2). 
(2) If b>O, then x=A-'b solves (1.2). 
Proof. (1): Assume x solves (1.2) with xp > 0 and xp = 0 for some 
nonempty set P C N. The optimahty conditions (1.6) give 
g,(x)=Appxp-bp=O. 
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Hence 
xP = ApP’br < 0 because APT1 >O and b,<O. 
Contradiction. 
(2): We have 
x=A -lb>0 because A-‘>0 and b>O, 
and 
g(x)=Ax-b=O. 
Thus, x solves (1.2). l 
We proceed to prove two more lemmas and an important theorem. 
LEMMA 2.2. Suppose we have a Stieltjes matrix A and a rwnempty 
subset I of N. The matrix 
is a Stielties m4ztrix. 
Proof. The matrix V is symmetric because AIi=AiI. Let W =A -I. 
Since A is a positive definite matrix, so is W. A fbrtiori, so are W, and WI;‘. 
But V= WI;’ [6, p. 991. The matrix Aa is an M-matrix by Lemma 1.2. Hence 
AIT r > 0. The off-diagonal elements of V are therefore nonpositive because 
the off-diagonal elements of A, are nonpositive, and Ari < 0, AIT1 > 0 and 
A, < 0. n 
LEMMA 2.3. Suppose we have vectors x and y with x, = y, and XJ < yi for 
wme nonempty subset I of N. Then g,(x) 2 g,(y). 
Proof. 
ti, (4 = 4,x, + A,jq - 4 
=A,,y,+A,,y,--b,+A,,_(xi-yi) 
=g,(y) +A,I(xi-Yi) 
2 F&(Y) 
because A,f < 0 and x7- yf < 0. 
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THEOREM 2.1. Assume A,; lb, > 0 for some rwnempty subset J of N. 
Define a vector x with x,= A,, -lb and x,-=0. Let K and L be two sets , 
partitioning j so that gK(x) < 0 and g=(x) > 0. 
If the set K is empty, then 
(1) x solves (1.2), else 
(2) let Q: = J u K. Construct y with y. = A&lb, and yL = 0. We get 
(a) yI > xl > 0, yK > 0, 
04 e.(y) =G ah)y and 
(4 V(Y) <w. [R- ber V(Z) = +z’Az - z’b.] 
Proof. (1): The optimality conditions (1.6) are satisfied because g,(x) =O 
and gAx) > 0. 
(2a): From the system 
A,,Y, +&YK =b 
buy, + AKKYK =bo 
we obtain 
YK = (AK, - AHAI; ‘AIK) - ‘(b, - AHA,; lb,). 
But 
b, - AwAI; ‘b, = b, - A,x, 
= -g,(x)>0 
and 
Thus, 
k&K - AwAI;lAIK)-l>O by Lemma 2.2. 
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21 
YJ = AI; '4 - A; lAJKYK 
> AI; ‘4 because AI; i >O,AJK<O,andy,>O 
=x J 
>o. 
(2b): We have shown in (2a) that yJ Z xJ and yK > 0 = xx. Now I?= _I TV K 
and yr_ = xL =O. The conditions of Lemma 2.3 are satisfied and therefore 
gh;; &(X)* 
c: 
2*4y) = Y&QYQ - 2Y& 
= - bbA$bQ < ( xQ 
= xtQAwxO - 2x;bQ 
-24x). 
- A&&,)tAw(~p - AGbQ) - b&A&bQ 
n 
Let 2 denote the index set of the constrained (zero) components of the 
iterate vector, and P the index set of the unconstrained (positive) compo- 
nents. We can describe the lower-bound algorithm in [2] as follows. 
ALGORITHM 2.1 (Chandrasekaran’s method). Let 
P:={iENlbi>O} and Z:=P. 
Define x so that xr = Arj’b, and xx = 0. Let J be a nonempty set. 
Repeat until either set 2 or .I is empty: 
(1) Compute g, : = A,x, - b, 
(2) LetJ:={jEZ~gi<O}. 
(3) If the set J is nonempty, then 
(a) Let P:=PUJand Z:=Z\J. 
(b) Reconstruct x so that xp = A,‘b, and xx = 0. 
Part (2a) of Theorem 2.1 says that the iterate vector is nondecreasing in 
value. Thus, a positive component stays positive and no element leaves the 
index set P. We enlarge the set P when we release variables with negative 
gradients from their constraints. If no such variables exist, then we have 
computed the solution [part (1) of Theorem 2.11. Hence Algorithm 2.1 
always terminates. It is a descent method by part (2~) of the same theorem. 
Most of the work in an iteration of Algorithm 2.1 is spent in the solution 
of a matrix equation. We can use an iterative method. The conjugate- 
gradient method (cf. [9]) or its generalized variant (cf. [3]) is particularly 
effective for solving a large sparse set of linear equations when the 
coefficient matrix is symmetric and positive definite. Furthermore, we can 
construct a good starting vector from the solution to the matrix equation in 
the previous iteration. A straightforward strategy is to place zeros in the new 
positions. In many cases, the quadratic program (1.2) arises from an ap- 
proximation to a continuous problem, and some sort of interpolation and 
extrapolation scheme can be successfully exploited. 
It is obvious that we do not need to solve the matrix equations to full 
accuracy in any but the last iteration. This gives another reason for using an 
iterative method instead of a direct method for solving the matrix equations. 
The intent of solving the matrix equation is to go from the minimum on 
one subspace S, to the minimum on a larger subspace S, that contains S,. 
But the cost involved can be substantial. Thus, we are interested in the 
possibility of using some simple computing process that lets us enlarge the 
index set P of unconstrained variables with very little work. It will take more 
iterations to determine the final index set P, but the total cost may be lower 
because of the smaller amount of work per iteration. 
Suppose we are at the start of an iteration of Algorithm 2.1. Let x and 
g(x) be the iterate and gradient vectors, respectively. Let P be the index set 
of positive components of x and J be the index set of zero components with 
negative gradients, i.e., 
P:={ jEZn~xi>O} and J:={ jEP]gi<O}. 
Assume set J is nonempty. Let Q : = P U 1. We construct the new iterate i so 
that in = XQ and gQ = y, where y solves the matrix equation 
AQQy=bQ. (2.1) 
Let us consider a cheaper way to construct ir: update only the jth 
components, where i E J. In other words, 4 = XT and x, = z, where z solves 
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Bz= -g, (2.2) 
and B is an M-matrix of order equal to the size of J. Thus z >O. We can 
choose B as A,,, but a better strategy is to choose B so that the matrix 
equation (2.2) is easily solvable. Regardless of which B we choose, it is very 
important that the new iterate i satisfies the inequality 
If (2.3) does not hold, then the gradients of some constrained variables may 
have decreased too much in value (cf. Lemma 2.3) and those variables may 
be erroneously released from their constraints. 
We propose to choose B as C,, where C is an n X n M-matrix such that 
C >A. The next theorem shows that the inequality (2.3) always holds for 
these choices of B and C. We now give a simple way to construct the 
matrix C. 
LEMMA 2.4 [ll, p. 851. Let A be an M-matrix, and let C be any matrix 
obtained from A by setting certain off-diagonal entries of the matrix to zero. 
Then C is also an M-matrix. 
A possible choice for C is therefore a (block) diagonal matrix with the 
same (block) diagonal part as A. 
ASSUMPTION 2.1. We have chosen an M-matrix C such that C > A and 
that matrix equations with C or a principal submatrix of C as the coefficient 
matrix are easily solvable. 
LEMMA 2.5. Suppose there is a vector x > 0 such that x, =0 and 
g,(x) <0 for some nonempty subset 3 of N. Construct a vector y so that 
yi= XT and y, = - C,; ‘g,(x). Then gl(y) < 0. 
Proof. 
Thus, 
C,, is an M-matrix by Lemma 1.2. Hence C,;’ > 0. But A,, <C,,. 
A,,C,;‘<C,,C,;‘=Z, 
24 
which implies 
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I-A,,C,;’ > 0. 
Finally, 
G(Y) =A,JY,+A,,_Y,_-bJ 
= - A,,C,; ‘g,(x) + A,ixi- bJ 
= - A,,C,- ‘g,(x) + g,(x) because x, = 0 
=(I-A,&‘)g,(x) 
(0 because g,(x) < 0. n 
LEMMA 2.6. Suppose there is a rwnempty subset J of N and two vectors 
x and y such that xf=O, g,(x)=& yj=O, and g,(y) GO. Then xJzY~e 
Proof, 
A~~(x~ - YJ) = A~~x~ - 4 - (ALKYD - 4) 
= gJ(‘) - gJ(Y) 
> 0. 
Hence 
xJ-yJ>o. n 
THEOREM 2.2. Assume we have a vector x20. Let P:={ iENlxi>O} 
and ]: = { Jo PI gi(x) <O}. Suppose that both index sets P and J are non- 
empty, and that g,(xl< 0. Ccm.s~Ct a vector Y such that YJ’ - CJy ‘gJ(x) 
and yj=xF Let K:=P\J. Then 
(1) gp(y) < gp(x) < 0, gJ(Y) < 0, and &(Y) G gdx). 
(2) yQ < A$b,, where Q = P u J. 
(3) V(Y) ‘Q(x)* 
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Proof. (1): By Lemma 2.5, g,(y)_< 0. Since y, >O= x, and yf= XI; we 
get gi(y) < gZ(x) by Lemma 2.3. But J-P u K. 
(2): Define a vector z so that zQ = A$bQ and ZQ= yq=O. Hence 
gQ(z)=O. From part (l), go(y) < 0. Thus, zQ > yQ by Lemma 2.6. 
(3): 
Y(Y) - p(x) = ~yjA,,y,+yfA,ix~-y~b, 
= ; Y;A,,( - c,- ‘gh)) + y;(Am- b,) 
=Y;(z- fA,,G’)&(X). 
We have shown that Z - A&‘,; ’ > 0. Hence I - ~A&‘;’ > 0 and equality is 
not possible. Since y, > 0 and gr(x) < 0, we get v(y) <Y(X). n 
We now have the tool to modify Algorithm 2.1. Instead of going from 
one constrained minimum to another through solving matrix equations 
involving the unconstrained variables, we take descent steps through solving 
very simple matrix equations involving only those just-released variables. We 
call our technique “partial updating.” It lowers the gradient of some 
constrained variables, and we can again release those variables with negative 
gradients from the lower bound using the same technique. The process is 
repeated until the gradients of the constrained variables are all nonnegative. 
Then we compute the constrained minimum by solving the matrix equation 
and defining the new iterate x so that xp = y and xp = 0. The iterate vector 
from the “partial updating” is usually a very good initial vector for solving 
(2.4) using an iterative method. 
ALGORITHM 2.2 (Modified Chandrasekaran’s method). Let 
x:=0 g:= -b, 
andJ:={jENIgi<O}. Set P:=Jand Z:=j 
Repeat until either set 2 or _Z is empty: 
(1) Repeat until either set 2 or J is empty: 
(a) Compute x, : = - CJF’g,. 
(b) Update g, : = g, + Avx,. 
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(c) Redefine./:={ iEZlgi<O}. 
(d) Let P:= PUJand Z:=Z\J. 
(2) Compute xp : = A&lb,. 
(3) Compute g, : = A,,x, -b,. 
(4) RedefineJ:={jEZIgl<O}. 
(5) Let P:=PuJand Z:=Z\J. 
We can easily extend Algorithm 2.2 to solve the general lower-bound 
quadratic program 
subject to 
ALGORITHM 2.3. Let 
min ;x’Ax - x’b 
X 
x > c. 
(2.5) 
x:=c, g:=Ac-b, 
andJ:={ iENlg,<O}. Set P:=.l and Z:=i 
Repeat until &her set Z or J is empty: 
(1) Repeat until either set Z or J is empty: 
Compute x, : = c, - C,; ‘8,. 
Update g, : = g, + A,x,. 
RedefineJ:={jEZIgi<O}. 
Let P:=PUJand Z:=Z\J. 
(2) Compute xp : = AG1(bp - A,c,). 
(3) Compute g, : = A,x, + A,+, -b,. 
(4) RedefineJ:={jEZIgi<O}. 
(5) Let P:=PuJ and Z:=Z\J. 
LOWER AND UPPER BOUND PROBLEM 
In this section, we consider the lower-and-upper-bound quadratic pro- 
gram 
subject to 
min ;x’Ax-x”b 
X 
c<x<d. 
(14 
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We introduce an index set U denoting the variables constrained at the 
upper bound d. The index sets P and Z denote the unconstrained variables 
and the variables constrained at the lower bound c, respectively. 
Our lower-and-upper-bound algorithm starts with the iterate vector x at 
the upper bound d and the index set U equal to N. We examine the gradient 
vector g(x) rAx -b, and release those variables whose gradients are positive. 
Let P denote the just-released variables, and let U: = E We solve the 
lower-bound quadratic program 
m;‘” ;Y%~Y - fb - Amd,) 
(3.1) 
subject to Y >CP. 
The iterate vector x is redefined so that xU =d, and xp = y, the solution to 
(3.1). The indices of the components of x at the lower bound are moved from 
the set P to the set Z. We start a new iteration by releasing those variables at 
the upper bound whose gradients have now become positive. 
THEOREM 3.1. Suppose we have a vector x and two nonempty iruk sets 
V and P partitioning N such that xU =d, and xp = y <dp, where y solves 
(3.1). LetJ:={jEUIgi(x)>O}. 
If the index set J is empty, then 
(1) x solves the lower and upper bound quadratic program (l.l), else 
(2) ktP:={jEP~xj>ci},Z:={jEP~xi=ci},K:=PuI,andL:=U\J. 
Define a vector y so that yL = d,, yz = cz, and yK = p, where p solves the 
lower- bound quadratic program 
mp ;P~A,KP - P’(b, - AxLdJ 
subject to P>% 
Then 
(4 YJ cd, ad YP G xp> 
04 &.W > gL(x) and gzW ) g& > 0, 
(4 P(Y) <v(x). 
Proof. (1): The optimality conditions (1.5) are satisfied because go(x) < 
0 and xp solves (3.1). 
(2a): The inequalities hold trivially for those components of yK that are at 
the lower bound. The gradients of the other components equal zero, and we 
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can prove the inequalities using a technique similar to that of part (2a) of 
Theorem 2.1. 
(2b): We have shown in part (2a) that yK < x= As y~=x~ by construc- 
tion, we get g&y) > gK(x) f rom Lemma 2.3. But K = L u 2. 
(2~): Since gz(y) > 0 by part (2b), the vector q=y, oz solves the lower- 
bound quadratic program 
rn$r iq’A,q - q’(b, - AQLdL) 
subject to q+ 
where Q= K u 2. But L= Q, yL =xL, and yfx. Hence p(y) <V(X). I 
ALGORITHM 3.1 (Pang’s method). _ Set x : =d and compute g : = Ad - b. 
LetJ:={jEN]gi>O},P:=J, U:=J,andZ:=0. 
Repeat until set U or P or J is empty: 
(1) Reconstruct x so that xu = d,, xx = cz, and xp = y, where y solves the 
lower-bound quadratic program (3.1) (we may use Algorithm 2.3). 
(2) Set K:={?cEPIx~=c~}. Let P:=P\K and Z:=ZuK. 
(3) Compute g, : = A,“d, + A,x,+ A,+ -b,. 
(4) RedefineJ:={iEU]gi>O}. SetP:=PUJand U:=U\J. 
Part (2a) of Theorem 3.1 says that the iterate vector is nonincreasing in 
value. Hence once a variable leaves its upper bound it never returns, and 
once a variable enters its lower bound it never exits. Since we release 
variables from their upper bounds when their gradients become positive, 
there is a flow of variables from the upper bound to the unconstrained 
region, and then to the lower bound. If there is no outflow of variables from 
the upper bound, then the iterate vector is the desired solution [part (1) of 
Theorem 3.11. Thus, Algorithm 3.1 always terminates. It is a descent method 
by part (2~) of the same theorem. Algorithm 3.1 is essentially the algorithm 
proposed by Pang [8], except that he releases variables from their upper 
bounds when their gradients are nonnegative. The difference is so minor in 
real arithmetic that we expect the two algorithms to produce identical 
results for almost all problems. Indeed, they behaved identically in all our 
test examples. 
We are interested in a “partial updating” technique that is similar to the 
one in the previous section. Such a technique may avoid many expensive 
solutions of lower-bound quadratic programs. However, the presence of a 
lower bound restricts our choice of a “partial updating” matrix to a diagonal 
matrix. Recall that a positive definite matrix has a positive diagonal. 
QUADRATIC PROGRAMMING 29 
ASSUMPTION 3.1. We have chosen a diagonal matrix D such that D > A. 
NOTATION. If v = (u,, ue, . . . , t+)‘, then v+ = (w,, w2,. . . , w$, where wi = 
max(t+O) for i-1,2 ,..., p. 
LEMMA 3.2. Suppose there is a cector x with c < x < d such that x, = d, 
and g,(x) > 0 for some nonempty subset J of N. Construct a vector y SO that 
y~=xf and y,=c,+ [d,-c,- D,;‘g,(x)]+. Then g,(y) > 0. 
Proof. There exists a diagonal matrix 6 > D,, such that 
y,=c,‘[d,-c,-i+g,(x)]. 
Hence 6 >A,, and this lemma can be proved in the same way as Lemma 
2.5. n 
Note that Lemma 3.2 may not hold if we replace D by a nondiagonal 
M-matrix E with E > A. 
THEOREM 3.2. Suppose we have a vector x with c <x <d and two 
nonempty index sets U and P partitioning N such that xU=dv, xp <dpr and 
gp(x) > 0. Let j: = { jE UI g!(x)>O}, and assume that it is not empty. 
Construct a vector y such that yi= xi and y, = c, + [d, - c, - 0,; ‘g,(x)] +. Let 
K:= U\J. Then 
(1) gx(Y) > gK(x)* g,(y) > 09 and gP(Y) > gp(x) 2 0. 
(2) yp > q, where q solves the lower-bound quadratic program (3.1). 
(3) 4Y) <v(x). 
Proof. (1): By Lemma 3.2, g,(y)) 0. Since y, <d, =x, and yf=x,, we 
get gr (y) > g,(x) by Lemma 2.3. But J = K u P. 
(2): The inequality is trivial for those components of q that are at the 
lower bound. Since the gradients of the other components of q equal zero 
and gdy) > 0 from part (I), we can complete the proof using a technique 
similar to the one in Lemma 2.6. 
(3): Let 6 > D,, be the diagonal matrix such that 
y,=c,+ [d,-c,-Z.?‘g,(x)] 
=d,- fi -lg,(x). 
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Let x=ri -‘g,(x). Then 
y,=x,-z 
and 
v(y) - Y(X) = fz’A,,z-z’A,,x,-ztA,,pf+z’b, 
= +ztA,$ - ‘g,(x) - z’g,(x) 
= -z'(Z- $A,$-‘)gJ(x). 
It is easy to show that Z - $ A,,G - ’ > 0, equality excluded. Since z > 0 and 
g,(x) > 0, we get v(y) - V(X) < 0. n 
ALGORITHM 3.2 (Modified Pang’s method). Set x: =d and compute 
g:=Ad-b. LetJ:={jEN]q>O}, P:=J, U:=j, and Z:=0. 
Repeat until the set U or P or J is empty: 
(1) Repeat until the set U or J is empty: 
(a) Update x, : = cJ + [d, - c, - 0,; ‘gJ] +. 
(b) Let K:={kEJ]x,=c,}, Z:=ZuK, and P:=Pu(J\K). 
(c) Update g, : = g, - A&d, - x,). 
(d) RedefineJ:={jEU]gi>O}. Let U:=U\J. 
(2) Reconstruct x so that xu = d,, xx = cz, and xp = y, where y solves the 
lower-bound quadratic program (3.1) (we may use Algorithm 2.3). 
(3) Set K:={kEPjxk=ck}. Let P:=P\K and Z:=ZuK. 
(4) Compute g, : = A,,d, + A,x, + A,c, - b,. 
(5) RedefineJ:={iEU(~>O}.LetP:=PuJandU:=U\J. 
4. PROBLEM WITH NONFINITE BOUNDS 
In this section, we consider the lower-and-upper bound quadratic pro- 
gram 
subject to 
min :x’Ax - xtb 
X 
c<x<d, 
(1.1) 
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where some components of the bounds are infinite. Let us first assume that 
the upper bound is infinite. The next lemma indicates how finite lower 
bounds can be determined for all variables. 
LEMMA 4.1. Consider the quadratic program (1.1) with d = co. Assume 
c, = - 00 and ci> - 00 for some nonempty subset J of N. Let x be the 
solution vector. Then 
x,>A,;‘(b,-A,&. 
Proof, Define a vector p with p, = A,; ‘(b, - A,~cJ) and pf= c~ By 
construction, g,(p) = 0. Define another vector q with qJ = pJ and qj=XJ; 
Since qj> pf, we get g,(q) <gJ(p) f rom Lemma 2.3. Also gJ(x) = 0 by the 
optimality conditions (1.5). Thus, 
A~~(x~-P~)=A~,x~+A~jxj-bJ-(AJJPJ+A,jxf-bJ) 
= gJ(‘) -g,(q) 
> 0. 
Hence 
XJ_PJ>O. 
We now suppose that some upper bound components are finite. The next 
lemma shows how we can compute finite upper bounds for all variables. 
LEMMA 4.2. For the problem (l.l), assume d, = 00 and di < oo for some 
nonempty subset / of N. Let x be the solution to (l.l), and y be the solution 
to the lower-bound quadratic program 
subject to 
rn$ iy’A,,y - y’(bJ - AJjdi) 
Y>% 
(4.1) 
Then 
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Proof. The inequality is trivial for those components of x, that are at the 
lower bound. Let K:={k~Jlx,>c,}. Then gK(x)=O. 
Now define a vector p with p, = y and pf= dF As A,,y - (b, - A,,-d$ > 0, 
we get that gl@) > 0. Define another vector q with q, = y and qf= XJ. Since 
qi < pi, we get g,(q) > gJ(p) by Lemma 2.3. It follows that gK(q) > 0. 
Let L : = J\K. Then xL = cL < pL, or equivalently, xL - pr. < 0. Thus, 
4, (XX - PK ) = &ax, + A,,x, + &.ixi - b, ) 
-(Amp, +AKL.P,+AKs-b,) -AKL(XL -PL) 
=a&) -&c(Q) -AKLh,-PL,) 
GO because A,, < 0. 
Hence 
XK-pK GO. n 
Note that we can use Lemma 4.1 to compute finite lower bounds for all 
variables for the lower-bound quadratic program (4.1), since d, = 00. We can 
then apply Alg on ‘th m 2.3 to solve (4.1). As an upper-bound problem is 
reducible to a lower-bound one by negating all its variables, the following 
lemmas are direct consequences of the preceding ones. 
LEMMA 4.3. Conrider the quadratic program (1.1) with c = - 00. 
Assume that d, = oo and di < oo for some nonempty subset J of N. Let x be 
the solution vector. Then 
x1 G A,;l(b, - A,,d,-). 
LEMMA 4.4. For the problem (l.l), assumf~thutc,=--c~andc~>-00 
for some nonempty subset J of N. Let x be the solution to (l.l), and y be the 
solution to the upper-bound quadratic program 
m;‘” i y*A,,y - y’(bJ - A,fcf) 
(4.2) 
subject to Y <d,* 
33 
i%en 
x, > y. 
The upper-bound problem (4.2) can he trivially reduced to a lower- 
bound problem, which can then be solved in the same manner as the 
quadratic program (4.1). 
5. NUMERICAL EXAMPLES 
We have chosen four representative problems. The goal is to examine the 
effectiveness of our “partial updating” technique in reducing the number of 
matrix equation solutions. The conjugate-gradient method has been selected 
as the linear system solver, due to its general applicability to sparse equa- 
tions. It is obvious that other choices are possible; e.g. the square-root-free 
Cholesky method is probably more appropriate for the tridiagonal systems of 
equations arising in Examples 1 and 3. 
Our programs were written in FORTRAN and run on an IBM 370/168 
computer at the Stanford Linear Accelerator Center. The codes were 
compiled with optimization level 2 of the H EXTENDED compiler. 
EXAMPLE 1. Let us consider the linear complementarity problem 
min ‘, xtAx - x’b 
x 
(1.2) 
subject to 
The matrix A is chosen as 
2 -1 
-1 2 
A= 
,O 
and the vector b is generated by 
hi=8-20ri 
x > 0. 
for i=l2 , ,...,n, 
“Xtl 
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TABLE 1 
Iteration 
fl=lOOO 
Algorithm 2.1 
IPI 
Algorithm 2.2 
u, IPI 
1 382 2,456 
2 499 2,524 
3 535 1,539 
4 539 1,542 
5 542 
Time 2.67 2.46 
n=EOO 
Iteration 
1 
Algorithm 2.1 Algorithm 2.2 
IPI up IPI 
585 2,692 
763 2,896 
824 3,838 
837 2,848 
845 2,851 
848 1,853 
850 
852 
853 
Time 8.43 6.49 
n=2ooo 
Iteration 
1 
Algorithm 2.1 
PI 
782 
AIgorithm 2.2 
f4 PI 
2, 923 
1020 2,1074 
1098 3,1118 
1119 2,113l 
1128 2,1136 
1133 1,1138 
1135 
1137 
1138 
Time 11.79 9.92 
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where ri is a random number from a uniform distribution in the open interval 
(0,l). The “partial updating” matrix C is chosen as 
C= 
2 0 
2 
0 2 , nxn 
We define an iteration to be a sequence of “partial updates” followed by 
a solution of a matrix equation with coefficient matrix Apr. In Table 1, the 
scalar 1 P 1 gives the number of elements in the index set P at the end of an 
iteration. The other scalar u gives the number of “partial updates” in an 
iteration. Time is machine execution time in seconds. 
EXAMPLE 2. This example is the same as the previous one, except that 
the matrix A has been chosen as the Laplacian 5-point finite-difference 
operator: 
A= 
where 
B= 
B 
-Z 
0 
4 
-1 
0 
-I 
B -Z 
-Z 
-1 
4 -1 
-1 
0 
B -Z 
-Z B 
0 
4 -1 
-1 4, 
, 
m2Xm0 
llxm 
Let n = m2. We consider two different choices of the “partial updating” 
matrix: 
4 0 
4 
0 4 “XVI 
36 
and 
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B 0 
B 
0 B RXll 
In Table 2 we observe that both choices of C have produced essentially 
identical results. This is not surprising if we look at the index set J of the 
variables eligible for “partial updating.” Rarely do we find two consecutive 
indices in 1. Thus, the tridiagonal “updating” matrix reduces to a diagonal 
“updating” matrix in almost all cases. 
We construct a different example with n = 900 and another choice of the 
vector b: 
b’= 3~. i 
-67, for i=301,302 ,..., 600, 
t otherwise, 
where r, is a random number from a uniform distribution in the open interval 
(0,l). The results are shown in Table 3. This is also an example where the 
“partial updating” technique is not particularly efficient due to the very 
special structure of the vector b. 
EXAMPLE 3. We address the lower-and-upper-bound problem 
min rxtAx-xtb 
I 2 
(5.1) 
subject to O<x<d. 
The matrix A is chosen as the tridiagonal matrix in Example 1. The vectors b 
and d are generated by 
bi=ll-2Or,, 
d, = 7s, 1 
for (=1,2 ,..., n, 
where rr and si are random numbers from a uniform distribution in the open 
interval (0,l). The “partial updating” matrix C is the diagonal matrix with 
the same diagonal as A. We use Algorithm 2.1 (2.2) to solve the lower-bound 
quadratic program in an iteration of Algorithm 3.1 (3.2). 
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TABLE 2 
Iteration 
Algorithm 2.1 
IPI 
Algorithm 2.2 Algorithm 2.2 
(C= D) (C= T) 
u,lPI u,lPI 
1 349 2,416 2,416 
2 450 2,462 2,462 
3 463 1,465 1,465 
4 465 1,466 1,466 
5 466 
Time 7.54 6.73 6.70 
n=1600 
Iteration 
Algorithm 2.1 
PI 
Algorithm 2.2 Algorithm 2.2 
(C= D) (C=T) 
u,lPI u,lPl 
1 620 2,730 2,730 
2 798 2,828 1,828 
3 837 1,842 1,842 
4 842 
Time 17.08 15.29 15.41 
TABLE 3 
n=900 
Iteration 
1 
2 
3 
4 
5 
Algorithm 2.1 Algorithm 2.2 Algorithm 2.2 
(C=D) (C=T) 
PI f& PI f4 PI 
300 2,307 2,307 
366 2,380 3,386 
396 2,401 2,405 
406 1,406 1,407 
407 1,407 
Time 24.97 25.08 23.80 
An iteration is defined to be a sequence of “partial updates” followed by 
a solution of a lower-bound quadratic program with the matrix Apr. In Table 
4 the triple (lzl, IPI, I VI) gi ves the number of elements in the index sets Z, P, 
and U, respectively, at the end of an iteration. The scalar u gives the number 
of “partial updates” in the iteration. 
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TABLE 4 
n=1ooo 
Iteration 
Algorithm 3.1 Algorithm 3.2 
(IZl~l~I~lW ~~(lzl~lpl~lw 
1 (234,216,550) 3, (307,275,418) 
2 (310,283,407) 1,(311,292,397) 
3 (313,291,396) 1,(313,291,396) 
Time 1.80 1.63 
r.=1500 
Iteration 
1 
2 
3 
4 
Algorithm 3.1 
(lzl~IpI~I~l) 
(366,324,810) 
(492,408,600) 
(495,415,590) 
(495,416,589) 
Algorithm 3.2 
~~vI~lpI~Iw 
3, (489,396,615) 
1, (495,416,589) 
Time 4.13 2.09 
r&=2000 
Iteration 
1 
2 
3 
4 
Time 
Algorithm 3.1 
(Izl~lpl~lw 
(452,452,1096) 
(602,579,819) 
(605,602,793) 
(605,603,792) 
7.51 
Algorithm 3.2 
U~(lZI.IPI. Iw 
3, (590,560,850) 
2, (665,602,793) 
1,(605,6@3,792) 
5.01 
EXAMPLE 4. This example is the same as Example 3, except that (1) the 
matrix A is chosen as the discretized Laplacian operator of Example 2, and 
(2) the upper bound d is generated by 
di =3si for i=1,2 ,..., 12. 
We have changed the upper bound so that the three index sets are of 
roughly equal size in the final solution. 
We use Algorithm 2.1 (2.2) to solve the lower-bound quadratic program 
in an iteration of Algorithm 3.1 (3.2). Both choices: (1) C= D and (2) C- T 
(see Example 2) are considered for Algorithm 2.2. The results are shown in 
Table 5. 
We note that the “partial updating” technique is particularly effective 
for Examples 1 and 3, where the test matrix is tridiagonal ( - 1,2, - 1). The 
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Iteration 
TABLE 5 
tZ=900 
Algorithm 3.1 
(IZIY IPIl I WI 
Algorithm 3.2 
u,(lZI, IPI, I VI) 
1 (274,168,458) 3, (307,223,370) 
2 (325,277,298) 2, (325,294,281) 
3 (325,294,281) 1, (325,296,279) 
4 (325,296,279) 
Time 6.79 5.97(C=D),5.94(C=T) 
Iteration 
1 
2 
3 
4 
Algorithm 3.1 
VI, IPIP Iw 
(478,277,845) 
(582,487,531) 
(585,520,495) 
(585,526,489) 
Algorithm 3.2 
~~(lzI~Ipl~lw .- 
3, (552,430,618) 
2, (585,524,497) 
1, (585,526,489) 
Time 17.72 15.35 (C=D), 15.28 (C=T) 
impressive gains are probably due to the fact that the conjugate-gradient 
method is a terrible way to solve linear systems related to this matrix. We 
believe that the improvement would be much smaller if a more appropriate 
solver, such as the square-root-free Cholesky, were used. 
6. CONCLUSION 
It is evident from the work of Cottle and Goheen [4] that the algorithms 
of Chandrasekaran [2] and Pang [8] can be very effective for solving 
lower-and-upper-bound quadratic programs associated with M-matrices. We 
have seen in the last section how our “partial updating” technique can cut 
the execution time of the two algorithms. Thus, our new schemes (Algo- 
rithms 2.2 and 3.2) are highly competitive for solving this important class of 
quadratic programming problems. 
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