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SUPERFILTERED A8-DEFORMATIONS OF THE EXTERIOR ALGEBRA,
AND LOCAL MIRROR SYMMETRY
JACK SMITH
Abstract. The exterior algebra E on a finite-rank free module V carries a Z{2-grading and an
increasing filtration, and the Z{2-graded filtered deformations of E as an associative algebra are the
familiar Clifford algebras, classified by quadratic forms on V . We extend this result to A8-algebra
deformations A, showing that they are classified by formal functions on V . The proof translates the
problem into the language of matrix factorisations, using the localised mirror functor construction
of Cho–Hong–Lau, and works over an arbitrary ground ring. We also compute the Hochschild
cohomology algebras of such A.
By applying these ideas to a related construction of Cho–Hong–Lau we prove a local form of
homological mirror symmetry: the Floer A8-algebra of a monotone Lagrangian torus is quasi-
isomorphic to the endomorphism algebra of the expected matrix factorisation of its superpotential.
1. Introduction
1.1. Superfiltered deformations. Fix a ground ring R0 (associative, commutative, unital) and a
free R0-module V of rank n, and consider the exterior algebra E :“ ΛV over R0 with its standard
Z-grading, in which ΛdV lies in degree d. There is an induced increasing filtration F pE :“ Eďp, and
our goal is to study filtered deformations of the algebra structure on E, meaning structures which
respect the filtration and reduce to the standard structure on the associated graded object. If we
required these deformations to respect the grading as well then they would necessarily be trivial, so
instead we just ask them to respect the reduced grading modulo 2. This is a natural assumption in
applications. We call these superfiltered deformations of E.
The exterior algebra arises as the Ext-algebra of the skyscraper sheaf of a smooth point in an
algebraic variety, or as the cohomology algebra of a torus. In both cases it appears as the cohomology
of a differential graded (dg-)algebra, namely the endomorphism algebra of a projective resolution
(e.g. the Koszul resolution) of the skyscraper sheaf, or the singular cochain algebra of the torus, and
there are geometrically meaningful ways to equip this dg-algebra with a superfiltered deformation
pA,dq; we’ll see examples in Sections 1.2 and 1.3, coming from matrix factorisations and Lagrangian
Floer theory respectively. The cohomology H˚pAq is then a superfiltered deformation of E as an
associative algebra, and these are well-known: they are the Clifford algebras
(1) CℓpQq :“ TV {pv b v ´Qpvqq
associated to quadratic forms Q : V Ñ R0. Here TV is the tensor algebra on V , and we quotient
by the two-sided ideal generated by all expressions of the form vb v´Qpvq for v P V . In particular
they are classified by quadratic forms on V .
One can view H˚pAq as a dg-algebra with zero differential, but in general it will not be quasi-
isomorphic to A: some information is lost by passing to cohomology. This can be restored by
equipping H˚pAq with higher degree 1 operations µk : HpAqr1sbk Ñ HpAqr1s for k ě 3, in addition
to the multiplication µ2pa2, a1q :“ p´1q
|a1|a2a1, which give it the structure of an A8-algebra in such
a way that it becomes A8-quasi-isomorphic to A (our A8-conventions, including the sign p´1q
|a1| in
the previous formula, are given in Section 2.1). If we were to do this in our two geometric examples
above, before introducing the deformation, then we could arrange that as an A8-algebra H
˚pAq was
simply E with its formal A8-structure, meaning the one in which all of the higher operations vanish
(when we talk of E as an A8-algebra, this is the one we mean). By introducing the deformation
we are thus naturally led to study superfiltered A8-deformations A “ pE, pµ
kqkě2q of E. The goal
of this paper is to classify these deformations, compute their Hochschild cohomology, and to use
similar ideas to prove a form of homological mirror symmetry.
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Remark 1.1. Strictly, if R0 is not a field then one may encounter obstructions to transferring the A8-
structure from a dg-algebra to its cohomology (a ‘minimal model’), and likewise to the familiar (over
a field) existence of A8-quasi-inverses to A8-quasi-isomorphisms. We shall not address these issues
since they are really about the underlying chain complexes, independent of any algebra structure.
Instead we’ll work directly with E and view the above discussion of A as purely motivational. {
Remark 1.2. We do not consider deformations µ1 or µ0 of the differential or curvature. We shall also
always assume that our A8-structures are stictly unital, but this is no real restriction—it merely
simplifies the exposition—since any cohomologically unital A8-algebra can be made strictly unital
by a formal diffeomorphism given by explicit formulae (which respect the grading and filtration),
and so can any cohomologically unital A8-map between strictly unital algebras. See the discussion
in Seidel’s book [30, Section (2a)] or Lefe`vre-Hasegawa’s thesis [22, Sections 3.2.1–3.2.2]. {
To a superfiltered A8-deformation A of E, one can associate an element of the ring R :“ R0JV K
of functions on a formal neighbourhood of 0 in V , as follows.
Definition 1.3. Let m be the ideal of R defined as the kernel of the ‘evaluate at the origin’ map
(this is the unique maximal ideal in R if R0 is a field), and let v denote the canonical element of
mb V corresponding to
idV P HomR0pV, V q – V
_ bR0 V Ă RbR0 V.
The disc potential P P m2 Ă R of A is defined by extending the µk R-multilinearly and setting
P “
ÿ
kě2
µkpv, . . . , vq.
To see that this lies in R, rather than R bR0 E (i.e. that the coefficients of this power series lie in
R0 “ E
0, not in higher degree parts of E), note that by grading and filtration considerations the
kth term in the sum lies in SkV _ bR0 pE
2 ‘ E0q. Moreover, the E2 contribution is given by the
undeformed part of µkpv, . . . , vq; for k ě 3 this is zero by definition, whilst for k “ 2 it is given (up
to sign) by v ^ v, which is also zero. {
Remark 1.4. We insert the word ‘disc’ into the name, following Sheridan [34], to distinguish this
from the plethora of other ‘potentials’ one may encounter. {
Let IdE be the sequence pId
k
E : Er1s
bk Ñ Er1sqkě1 given by Id
1
E “ idE and Id
k
E “ 0 for k ě 2.
Definition 1.5. For d P t0, 1, 2, . . . ,8u we say that superfiltered deformations A1 and A2 of E are
d-equivalent if there exists a strictly unital A8-algebra map
Φ : A1 Ñ A2 with components pΦ
k : A1r1s
bk Ñ A2r1sqkě1
which respects the grading and filtration, such that Φ1 is an isomorphism of R0-modules, and such
that at the associated graded level we have grΦk “ IdkE for all k ď d. This is straightforwardly
checked to be an equivalence relation; the only non-trivial part is symmetry, but one can write down
an explicit inductive construction of a two-sided inverse to any given equivalence. The condition
that Φ1 is an isomorphism follows automatically from grΦ1 “ idE if d ě 1. {
Remark 1.6. A 0-equivalence is simply a Z{2-graded quasi-isomorphism respecting the filtration. {
Definition 1.7. For d P t0, 1, 2, . . . ,8u, formal functions P1 and P2 in R are d-equivalent if there
exists an invertible formal change of variables f : V Ñ V such that P1 “ P2 ˝ f , and such that
f “ idV modulo m
d`1. Invertibility follows automatically from the latter if d ě 1. {
Denoting these notions of d-equivalence by „d, our main algebraic result is the following
Theorem 1 (Proposition 3.9). For all d P t0, 1, 2, . . . ,8u, the map A ÞÑ P induces a bijection
(2) tsuperfiltered A8-deformations of Eu{„d ÝÑ m
2{„d .
One could summarise this with the slogan: superfiltered A8-deformations A of E are determined
by the values of the (symmetrised) A8-operations on filtration level 1. This is trivial when n “ 1,
and in this case P is in fact the full generating function of the A8-operations not already prescribed
by strict unitality. When n ą 1, however, it is much less obvious.
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Remark 1.8. The classification of associative deformations in terms of quadratic forms can be seen
as the truncation of this result to ‘degree 2’. Indeed, by definition of ´P its quadratic part Q
satisfies H˚pAq – CℓpQq. {
Remark 1.9. Suppose that R0 is a field and that A is an augmented R0-algebra. Under various
hypotheses, it is known that from the A8-structure maps µ
k : Ext1ApR0, R0q
bk Ñ Ext2ApR0, R0q
one can recover A, and hence the full A8-algebra Ext
˚
ApR0, R0q; see for example Keller [20], Lu–
Palmieri–Wu–Zhang [23], and Segal [28]. In other words, Ext˚ApR0, R0q is completely determined
by the restriction of its operations to degree 1. This is very similar to our slogan for superfiltered
deformations A, and the key step in our argument is essentially to realise A as the Ext-algebra of
R0 but in a matrix factorisation category. I thank Ivan Smith for pointing out this connection. {
It is not hard to see that a d-equivalence Φ : A1 Ñ A2 induces a d-equivalence P1 “ P2 ˝ f
between the corresponding disc potentials: take f to be the formal change of variables fΦ given by
fΦ “
ÿ
kě1
Φkpv, . . . , vq;
if gr Φk “ IdkE for k ď d then fΦ “ v `
ř
kěd`1 Φ
kpv, . . . , vq, so fΦ “ idV modulo m
d`1. Thus (2) is
well-defined, and the non-trivial task is to prove surjectivity and, more interestingly, injectivity.
Our proof is based on the localised mirror functor of Cho–Hong–Lau [7], which converts the filtered
A8-problem into a filtered dg-problem in a systematic way. Roughly, it repeatedly inserts v into the
A8-operations, which pulls information from the higher operations down to the differential. This
unlocks the standard technique for attacking filtered complexes—spectral sequences—and reduces
everything to computations on the first page, which only involves the undeformed exterior algebra.
In the remainder of the introduction we sketch the argument, discuss the applications to mirror
symmetry, and describe an alternative approach and some related results.
1.2. Matrix factorisations. Recall that E is the Ext-algebra of the skyscraper sheaf Op of a point
p in a smooth variety Y , or equivalently the algebra of morphisms from Op to its shifts in the derived
category DbpY q. Given a function w on Y one can deform DbpY q to the (derived) category of matrix
factorisations of w, where instead of complexes of coherent sheaves on Y one considers Z{2-graded
‘complexes’ in which d2 “ w id; see Section 2.2 for a precise definition in our context. This can also
be interpreted as Orlov’s derived category of singularities of w´1p0q [25].
We’ll focus on the case where p is the origin in V and Y “ SpecR is a formal neighbourhood,
so that E “ ExtRpR0, R0q, where R0 is viewed as the R-module R{m. The Z{2-graded dg-category
of matrix factorisations of w P R is then denoted by mfpR,wq. Assuming w is in m, the module
R0 can be ‘stabilised’ to give an object in mfpR,wq which we denote by E0; again this is reviewed
in Section 2.2. A priori the construction depends on certain choices, but different choices lead to
isomorphic objects. The object E0 is naturally filtered, and its endomorphism algebra, denoted B0,
is then a superfiltered dg-deformation of the endomorphism algebra of the Koszul resolution. If w is
actually in m2 then gr H˚pB0q is naturally identified with E, and we can transfer the A8-structure
to the cohomology to give a minimal model Bmin0 which is a superfiltered A8-deformation of E.
The algebras B0 and B
min
0 were studied by Dyckerhoff, who showed [10, Theorem 5.9] that the
quadratic form defining the associated Clifford algebra H˚pB0q is the quadratic part of ´w, and
stated a formula relating the coefficients of the disc potential of Bmin0 to the Taylor coefficients of
w, up to sign. In Section 2.5 we spell out the details of this computation and deduce
Theorem 2 (Theorem 2.17). The disc potential of Bmin0 is w itself.
This is essentially well-known—for example, it appears in [33, Proposition 7.1] in characteristic
zero and under the assumption (irrelevant for our purposes) that the quadratic part of w vanishes—
but we present it for completeness.
Remark 1.10. The algebra Bmin0 has also been studied in detail in recent work of Tu [40], using ideas
from deformation quantisation and Kontsevich formality. {
An immediate consequence of this is
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Corollary 1.11. For all d the map (2) is surjective. 
Injectivity of (2) can then be interpreted as saying that algebras of the form Bmin0 are universal
among superfiltered A8-deformations of E.
Remark 1.12. Dyckerhoff’s formulae describe the A8-operations µmin on B
min
0 when restricted to
classes in V “ E1 Ă E, and he states that this information does not determine the complete A8-
structure. This is of course true in the sense that it doesn’t lead easily to formulae for all operations
(such formulae are given, when R0 is a field of characteristic 0, by Tu [40, Section 3.4]), but one
consequence of Theorem 1 is that it does determine the full8-equivalence class of Bmin0 , provided you
also remember its filtration. From the perspective of understanding Bmin0 , however, the description
our result gives is rather circular: we’ll show that any superfiltered A8-deformation of E whose
operations on V satisfy Dyckerhoff’s formulae (with signs) must be 8-equivalent to Bmin0 . {
1.3. Mirror symmetry. Our original motivation for studying superfiltered deformations of E, and
their connection with matrix factorisations, came from mirror symmetry. Since this inspired our
proof of injectivity, and gives our main application, we now briefly summarise the relevant ideas.
Recall that a symplectic manifold pX,ωq is a smooth manifold X equipped with a 2-form ω which
is closed (dω “ 0) and non-degenerate (the pairing it induces on tangent spaces is non-degenerate).
Inside X the natural objects to study are Lagrangian submanifolds L, which are submanifolds of
half the dimension of X on which the restriction of ω vanishes.
Under technical hypotheses one can associate to a Lagrangian L, possibly equipped with a local
system ρ P H1pL;Rˆ0 q, its Floer algebra CF
˚ppL, ρq, pL, ρqq. This is a Z{2-graded A8-algebra, built
from the singular cochain algebra C˚pLq by adding ‘quantum corrections’ from holomorphic discs
in X with boundary on L. A particularly nice hypothesis to impose (which is sufficiently flexible to
encompass many non-trivial examples) is that L is monotone. In this case all quantum corrections
are degree-decreasing, so the Floer algebra becomes a superfiltered A8-deformation of C
˚pLq. When
L is a torus, C˚pLq is quasi-isomorphic to E “ ΛV , where V “ H1pL;R0q, so CF
˚ppL, ρq, pL, ρqq can
be transferred to a superfiltered A8-deformation A of E. This is well-defined up to 1-equivalence.
Remark 1.13. The geometric construction of the Floer algebra produces, in general, an A8-algebra
that is not strictly unital (it’s only cohomologically- or homotopy-unital). To fix this, and obtain a
genuine superfiltered deformation of E (whose definition requires strict unitality), one can apply a
formal diffeomorphism as mentioned in Remark 1.2. This can be chosen to respect the Z{2-grading
and filtration. {
Remark 1.14. Associated to L is a geometrically-defined function WL on H
1pLi;R
ˆ
0 q, confusingly
also called the (super)potential, and the above discussion is only valid for those ρ which are critical
points of WL. For non-critical ρ the differential µ
1 on A is non-zero, and the Floer cohomology
H˚pAq is not E but rather a torsion module for R0. {
The monotone Lagrangians in X, again decorated with local systems, can be assembled into the
monotone Fukaya category FpX,ωq: a Z{2-graded A8-category over R0 in which the endomorphism
algebra of pL, ρq is its Floer algebra. In certain cases we expect pX,ωq to have a mirror pY,wq,
where Y is a variety over R0 and w : Y Ñ R0 is a regular function. One manifestation of the mirror
relationship is a conjectural quasi-equivalence of Z{2-graded (pre-triangulated) A8-categories
(3) FpX,ωq » mfpY,wq.
Really there is a family of Fukaya categories FλpX,ωq for λ P R0, and the corresponding family on
the right-hand side should be mfpY,w ´ λq.
Remark 1.15. Heuristically, matrix factorisations mfpY,wq over a variety or scheme Y generalise
matrix factorisations mfpR,wq over a ring R via the identification mfpR,wq “ mfpSpecR,wq, but
since we are not necessarily working over a field one has to be a little careful. When making precise
statements we will always work over rings rather than schemes. {
Approximately, one expects thatX contains a collection of Lagrangian tori Li which split-generate
the Fukaya category, and that pY,wq is built by gluing together the pairs pH1pLi;R
ˆ
0 q,WLiq; the
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reality is usually more complicated and, for example, one may have to glue in extra pieces. Each
critical point ρ of WLi then gives rise to two superfiltered A8-deformations of E: the Floer algebra
of pLi, ρq and the endomorphism algebra of the matrix factorisation of WL ´WLpρq obtained by
stabilising R0 viewed as the skyscraper sheaf Oρ. To prove (3) ‘locally about pLi, ρq’, one needs to
equate these two algebras. Theorem 5 (below) does just this, but from Theorems 1 and 2 we obtain
Theorem 3 (Tautological local mirror symmetry). Let A denote the Floer A8-algebra of a mono-
tone Lagrangian torus L, equipped with a local system ρ, and let P be its disc potential. Then A is
quasi-isomorphic, as a cohomologically unital, Z{2-graded A8-algebra, to the endomorphism algebra
of the matrix factorisation of P obtained by stabilising R0.
Remark 1.16. Suppose that the ground ring R0 is a field. Following [10], we say that P has
isolated singular locus if the quotient of R by the ideal generated by P and its first derivatives
is finite-dimensional over R0. Assuming this holds, Dyckerhoff showed [10, Theorem 4.1] that the
stabilisation ofR0 generates mf
8pR,Pq, where the superscript8 means that we remove the condition
that our matrix factorisations have finite rank. By a technical result [4, Theorem 2.1.2], attributed
variously to Neeman, Ravenel, and Thomason–Trobaugh, this means that in fact it split-generates
mfpR,Pq. Seidel [31, Lemma 12.1] gave an alternative proof of split-generation by translating the
statement to the derived category of singularities. Using this result, Theorem 3 actually shows that
the piece of the Fukaya category split-generated by pL, ρq is quasi-equivalent to mfpR,Pq. {
Remark 1.17. Our treatment of the Fukaya category and mirror symmetry has been necessarily
sketchy. The interested reader is invited to consult the survey articles of Auroux [2] and Smith
[35], and to explore their extensive bibliographies, for a more detailed introduction. The monotone
Fukaya category was constructed rigorously in the work of Sheridan [34] and Ritter–Smith [27]. {
1.4. The localised mirror functor. Identifying split-generators and comparing their endomor-
phism A8-algebras is an effective technique for proving (3), but is rather ungeometric. In [7] Cho,
Hong and Lau introduced and developed an alternative, more conceptual, approach called the lo-
calised mirror functor. This takes an object L in the Fukaya category and directly—and purely
algebraically—constructs from it an A8-functor LM
L into a matrix factorisation category, using a
variant of Fukaya’s A8-Yoneda embedding [15, 16] (the introduction to [7] discusses some history
and related constructions). This functor is faithful [7, Remark 7.20] if the differential on CF ˚pL,Lq
vanishes. In [6] they explained how the functors arising from different Lagrangians can be naturally
glued together to create a global mirror pY,wq, in line with the expectation outlined above.
By applying the localised mirror functor LML to the object L itself, one obtains an A8-
homomorphism from its Floer A8-algebra to the endomorphism dg-algebra of the matrix factorisa-
tion E :“ LMLpLq. When L is a monotone toric fibre and ρ is a critical point ofWL, Cho–Hong–Lau
analysed E explicitly in [8, Sections 8 and 9] in the case R0 “ C. They carefully computed part
of E using the toric structure, and then used a spectral sequence argument of Polishchuk-Vaintrob
[26, Proposition 2.3.1] to show that E split-generates part of the matrix factorisation category.
Remark 1.18. They actually worked with a slightly different, more geometric, version of the localised
mirror functor, which was constructed in [8] and to which we will return in Section 1.5. {
Our idea is simply to apply the localised mirror machinery to an arbitrary superfiltered A8-
deformation A of E, viewed as an A8-category with a single object. The output is a matrix
factorisation E of the disc potential P over R, and an A8-algebra homomorphism Φ from A to
B :“ endmfpE q. By a morally analogous spectral sequence argument we show that E is isomorphic
to the stabilisation E0 of R0 from Section 1.2, if we set w “ P. This gives a dg-quasi-isomorphism
B Ñ B0, and combining this with Φ and the projection quasi-isomorphism from B0 to its minimal
model Bmin0 we arrive at an A8-algebra map AÑ B
min
0 . We show that in fact
Theorem 4 (Proposition 3.7). This can be arranged to be an 8-equivalence AÑ Bmin0 .
Since the dependence of Bmin0 on A is only through the disc potential P, we conclude
Corollary 1.19. The map (2) is injective for d “ 8. 
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The case of general d then follows by a simple argument with formal diffeomorphisms.
The intuition behind the crucial map Φ : A Ñ B is roughly as follows. For a dg-algebra A
the multiplication action of A on itself gives a homomorphism A Ñ endChpAq to the dg-algebra of
endomorphisms of the underlying chain complex. The A8-Yoneda embedding generalises this to
the A8-setting, viewing A as an A8-module over itself, but in general it has no hope of being a
quasi-isomorphism because endChpAq is far too large. The localised mirror construction provides a
possible remedy by extending endChpAq to RbR0 endChpAq and adding extra terms to the differential
which kill much of its cohomology. These extra terms, which vanish modulo m, correspond to doing
a parametrised Yoneda embedding, where instead of considering the A-module A we consider a
family Av of A-modules parametrised by v P V . These modules are themselves inspired by the
Floer-theoretic use of (weak) bounding cochains, pioneered by Fukaya–Oh–Ohta–Ono [17], where
A8-operations are deformed by summing over repeated insertions of an odd-degree class.
1.5. The geometric localised mirror functor. The geometric version of the localised mirror
functor, introduced in [8], uses a monotone Lagrangian torus L in X to construct an A8-functor
(4) LMLgeom : FλpX,ωq Ñ mfpR0rH1pL;Zqs,WL ´ λq
for each λ P R0, where R0rH1pL;Zqs is the group algebra of H
1pL;Zq (thought of, heuristically, as
the coordinate ring of H1pL;Rˆ0 q) and WL is the superpotential of L.
Each critical point ρ of WL gives a non-zero object pL, ρq in FλpX,ωq, with λ “ WLpρq, and
LM
L
geom sends this object to some matrix factorisation E
1. We also have an algebraically defined
matrix factorisation E 10, obtained by stabilising R0 in a way that corresponds to the skyscraper
sheaf Oρ under the identification of mf with the derived category of singularities of W
´1
L
pλq. Cho–
Hong–Lau [8, Theorems 9.1 and 9.4] showed (for R0 “ C) that if L is a monotone toric fibre of
dimension at most 4 then E 1 is isomorphic to E 10; moreover this isomorphism is via a ‘quantum
change of variables’. They conjectured [8, Section 8] that such a quantum change of variables exists
and provides an isomorphism between E 1 and E 10 for all monotone tori L. Using our technique—keep
track of filtrations and then use a spectral sequence—we prove this and obtain
Theorem 5 (Proposition 5.6 and Theorem 5.8; Geometric local mirror symmetry). The geometric
localised mirror functor (4) sends pL, ρq to an object isomorphic to E 10. Consequently Theorem 3
holds with the superpotential WL ´ λ (a geometrically-defined Laurent polynomial) in place of the
disc potential P (a power series defined algebraically from the Floer algebra).
In general, computing the A8-structure on the Floer algebra is very difficult, and to the best of
the author’s knowledge the only previously known cases for monotone tori are the low-dimensional
monotone toric fibres covered by Cho–Hong–Lau, and cases where the algebra is intrinsically formal
(i.e. any A8-structure on the underlying Clifford algebra is formal). Using a generation result of
Evans–Lekili [14, Corollary 1.3.1], Cho–Hong-Lau [8, Corollary 1.3] proved global mirror symmetry
for all compact toric Fano manifolds, but this does not directly give the full A8-structure.
As a corollary of Theorem 5 we obtain the following folklore result
Theorem 6 (Corollary 5.9). The disc potential P of CF ˚ppL, ρq, pL, ρqq is 1-equivalent to the formal
expansion of WL ´ λ about ρ, under the following identification between the domain H
1pL;R0q of
P and the domain H1pL;Rˆ0 q of WL. Pick a basis for H1pL;Zq, let xi and zi be the corresponding
coordinates on H1pL;R0q and H
1pL;Rˆ0 q respectively, and identify zi with ρip1`xiq, where ρi is the
zi-coordinate of ρ.
Remark 1.20. This identification depends on the choice of basis for H1pL;Zq, but that choice doesn’t
affect the 1-equivalence class of the expansion. There is another ‘obvious’ identification we could
try, namely zi “ ρi ` xi, but this would give the wrong answer. {
By combining this with Theorem 1 we see, for example, that
Corollary 1.21. CF ˚ppL, ρq, pL, ρqq is 1-equivalent to the formal A8-structure on its underlying
Clifford algebra if and only if WL ´ λ can be made homogeneous of degree 2 by a formal change of
variables about ρ whose first order term is the identity.
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Example 1.22. In [38, Proposition 1.3, Section 3.4], Tonkonog studied the case where L is the
equatorial Lagrangian torus (circle) on S2 and ρ is trivial. He showed that the Floer algebra is
non-formal in characteristic 2, using a direct Massey product computation and, independently, a
more general algebraic argument. It was previously known to be formal in all other characteristics.
Corollary 1.21 gives a new perspective on this result: we have WL´λ “ z` 1{z´ 2, which becomes
(5) x2 ´ x3 ` x4 ´ . . .
under the substitution z “ 1 ` x, and so the Floer algebra is formal if and only if (5) can be
transformed to y2 by a formal change of variables y “ x` a2x
2 ` a3x
3 ` . . . . This happens if and
only if (5) has a square root over R0, which, by binomial expansion, is if and only if 2 is invertible. {
Theorem 6 extends previous results of Cho [5], when L is a toric fibre and the ground ring is a
field of characteristic zero, and of Biran–Cornea [3, Section 3.3], who computed the quadratic part.
It is interesting to note that our proof involves no Floer theory beyond the construction and basic
properties of the Fukaya category and the localised mirror functor.
In [36] we prove Theorem 6 by a direct Floer-theoretic calculation, based on a new transversality
technique. This reduces the second part of Theorem 5 to Theorem 3 but requires significant technical
work. Its advantage over the localised mirror method we employ here is that it gives an effective way
to apply Abouzaid’s criterion [1]—proved in the form we want by Sheridan [34, Corollary 2.18]—to
understand what part of the Fukaya category L split-generates.
1.6. Hochschild cohomology of superfiltered deformations. Sheridan’s form of Abouzaid’s
criterion uses the closed–open string map, CO, which is a unital algebra homomorphism from quan-
tum cohomology of X to the Hochschild cohomology of the Fukaya category. More precisely, to study
what pL, ρq split-generates we should project CO from HH˚pFpXqq to HH˚pCF ˚ppL, ρq, pL, ρqqq,
which motivates us to compute the Hochschild cohomology of superfiltered A8-deformations of E.
Given such a deformation A, with disc potential P, we prove
Theorem 7 (Corollary 4.11). There is a canonical isomorphism of unital R0-algebras
(6) HH˚pAq – H˚pCℓp´1
2
HesspPqq,´dP y ‚q,
where Cℓ is the Clifford algebra on R bR0 V as defined by (1), HesspPq is the Hessian quadratic
form of P over R, and the differential ´dP y ‚ is contraction with ´dP.
Remark 1.23. We explain in Section 4.4 why 1
2
HesspPq makes sense, even if 2 is not invertible. {
When P “ 0 this reduces to the standard Hochschild–Kostant–Rosenberg (HKR) isomorphism
[19] for the exterior algebra. Turning on P introduces an extra differential and deforms the product.
Remark 1.24. Hochschild cohomology is graded-commutative, so Theorem 4.4 implies that the right-
hand side of (6) is also graded-commutative, which is not obvious. In Theorem 4.9 and Proposi-
tion 4.12 we realise it as a subalgebra of the centre of Cℓp´1
2
HesspPqq bR JacpPq, where JacpPq is
the Jacobian algebra R{pBiPq. {
Example 1.25. Suppose that R0 is a field of characteristic 2, that V is the one-dimensional R0-vector
space xvy, and that A “ R0rvs{pv
2 ` 1q, with higher A8-operations µ
k satisfying µk “ 0 whenever
k is odd (here v lies in degree 1 mod 2). This has
P “ x2 ` c4x
4 ` c6x
6 ` . . .
for some c4, c6, . . . in R0, so dP “ 0 and
HH˚pAq – R0JxKrvs{pv
2 ` 1` c6x
4 ` c10x
8 ` . . . q. {
Previous results in this direction have focused on the Hochschild cohomology of the category
mfpR,Pq: we know that A is 8-equivalent to the endomorphism algebra of the matrix factorisation
E0, so if E0 split-generates (e.g. as in Remark 1.16) then we have HH
˚pmfpR,Pqq – HH˚pAq since
HH˚ is Morita-invariant. In particular, Dyckerhoff [10, Section 6.2] assumed that P has isolated
critical locus and computed HH˚pmfpR,Pqq – JacpPq by identifying HH˚ with endomorphisms of
the diagonal matrix factorisation in mfpRbR0 R,´Pb 1` 1bPq. Segal [29] and Ca˘lda˘raru–Tu [9]
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instead computed Hochschild (co)homology of mfpR,Pq by viewing matrix factorisations as modules
over the curved algebra pR,Pq and calculating certain Hochschild invariants for the latter. They
again obtained HH˚pmfpR,Pqq – JacpPq when the critical locus is isolated, and Segal suggested
that in the non-isolated case the Hochschild homology should be
H˚pRbR0 ΛV
_,´dP^ ‚q.
Our complex pCℓp´1
2
HesspPqq,´dP y ‚q is dual to Segal’s complex pR bR0 ΛV
_,´dP ^ ‚q, non-
canonically, so Theorem 7 is consistent with his prediction. However, since Hochschild homology
has no product, the Hessian does not appear in his statement.
1.7. An alternative classification strategy: obstruction theory. Given two superfiltered de-
formations A1 and A2 of E with the same (i.e. 8-equivalent) disc potentials P1 “ P2, our argument
shows that they are 8-equivalent by proving that each of them is 8-equivalent to the matrix factori-
sation algebra Bmin0 . We now outline another possible approach, where one starts with the identity
isomorphism idE between the Clifford algebras H
˚pA1q and H
˚pA2q—this holds because the qua-
dratic parts of P1 and P2 coincide—and tries to lift this step-by-step to an 8-equivalence Φ “ pΦ
kq.
A similar problem was considered by Seidel in [30, Section (1g)], where he proved the following result
Proposition 1.26 (Simplified version of [30, Lemma 1.9]). If Z-graded A8-algebras A1 and A2
have the same cohomology algebra A, and if the Hochschild cohomology groups HH2pAq2´r vanish
for all r ě 3, then there exists an A8-map Φ : A1 Ñ A2 inducing the identity map on cohomology.
Sketch proof. Suppose we have constructed Φ1, . . . ,Φr´1 so that the A8-homomorphism equations
are satisfied up to and including order r´ 1, for some r ě 3. Take an arbitrary Φr and consider the
difference between the two sides of the order-r A8-homomorphism equation
(7)
ÿ
µA2pΦp. . . q, . . . ,Φp. . . qq ´
ÿ
˘Φp. . . , µA1p. . . q, . . . q.
This descends to a cocycle in CC2pAq2´r, defined using the bar complex, and by assumption there
exists a Hochschild cochain σ with dσ “ (7). The latter says precisely that if Φr´1 is replaced with
Φr´1 ´ σ then (7) vanishes at cohomology level (the lower order equations are not affected). One
can then modify Φr to make (7) vanish at chain level, and proceed by induction. 
In our case the A8-algebras A1 and A2 are only Z{2-graded, and hence so is the Hochschild
cohomology. Moreover, the groups HH2pAq2´r are in general non-zero: assuming for now that the
quadratic part of P1 “ P2 vanishes, so that A is just E “ ΛV , the HKR theorem tells us that
(8) HHtpAqs – R0JV Kt´s bR0 Λ
tV.
Here R0JV Kt´s denotes the homogeneous degree t´ s part of the power series ring, and the grading
on ΛV is understood modulo 2. (If one is worried about applying HKR over a ground ring that
isn’t a field, one can explicitly resolve A as an A-bimodule using the Koszul resolution and see (8)
directly.) In terms of the bar complex, the HKR map is given [31, Equation (3.13)] by
(9) ϕ P CCtpAq ÞÑ
ÿ
rě0
ϕrpv, . . . , vq P R0JV KbR0 Λ
tV.
Now suppose we have constructed the first r´1 terms Φ1, . . . ,Φr´1 of an 8-equivalence A1 Ñ A2,
so that the A8-homomorphism equations A1 Ñ A2 are satisfied up to and including order r ´ 1.
The difference (7) again defines a Hochschild cocycle, and under (9) it is sent to the degree r part of
P2 ˝fΦ´P1. By our inductive hypothesis, the Φ
k coincide with IdkE at associated graded level so fΦ
is the identity. Our assumption that P1 “ P2 then ensures that the obstruction class P2 ˝ fΦ ´P1
vanishes, so we can pick a σ which cobounds and replace Φr´1 with Φr´1 ´ σ to make the order-r
A8-homomorphism equation hold. There is no need to modify Φ
r—which doesn’t even appear in
the equation, and which we may as well take to be zero—since µ1 “ 0. Then continue inductively.
To make this precise one needs to check that σ can be chosen to be strictly unital, and to respect
the filtration and vanish at the associated graded level. The former can be achieved by working
with the reduced bar complex, whilst for the latter one can introduce a formal variable T of degree
2 and insert appropriate powers of T into all formulae to restore Z-gradings (as in Definition 2.1).
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The expression (7) is then divisible by T , as well as being a cocycle, and one needs to show that it
is of the form Tdσ. In the present case (A “ E) this is clear since no T ’s appear in the product
on A and hence the Hochschild complex splits as a direct sum over powers of T . To extend the
whole argument to the general case, where the quadratic part of P1 “ P2 is non-zero and so A is a
non-trivial Clifford algebra, one would need to compute the Hochschild cohomology with T adjoined
and check that (7) is of the required form.
We do not pursue this, but instead give the argument outlined earlier based on the localised
mirror functor. This has the advantage of being more direct and geometric, realising our A8-
algebra concretely in the dg-category of matrix factorisations, and in doing so providing a simple
dg-model for it. It is also better suited to our ultimate goal of proving homological mirror symmetry;
in particular, it allows us to prove Theorem 5. However, the two approaches are actually more closely
related than they may appear: Seidel describes his argument as a ‘nonlinear analogue of a spectral
sequence’, and the localised mirror functor can be seen as linearising it to the (ordinary) spectral
sequence we use to compare the dg-algebras B and B0.
1.8. Related results: deformation theory. A8-deformations of the exterior algebra have been
studied before in the context of mirror symmetry, from the perspective of formal deformation theory
and without the strong hypothesis of superfilteredness (i.e. without assuming that the A8-operations
respect the obvious filtration and reduce to the standard operations on E at the associated graded
level). The approach pioneered by Seidel [31, Sections 3–5] begins with the differential graded Lie
algebra (dgla) of Hochschild cochains, which governs A8-deformations, and applies Kontsevich’s
formality theorem [21] and HKR to replace it with the dgla of polyvector fields. This is essentially
the right-hand side of (8), equipped with the Schouten bracket and a grading shift, but there is also
an extra formal deformation parameter ~, with respect to which one takes a completion. Any given
deformation can then be described by a gauge-equivalence class of polyvector fields, and the goal
is to identify this class from the computation of a finite number of A8-operations. That this is a
reasonable task is a consequence of finite determinacy for singularities [39]: a formal function with
an isolated critical point can be identified up to formal change of variables by a finite number of
terms in its expansion.
This technique is very powerful, underpinning (amongst other applications) proofs of homological
mirror symmetry by Seidel [31], Efimov [11] and Sheridan [33, see in particular Theorem 2.91].
However, it requires significant ingenuity, and manipulations that are often specific to the situation at
hand, exploiting additional constraints on the algebra that are known to exist for geometric reasons.
It also relies heavily on working in characteristic zero, both for the framing of the deformation
problem in terms of dgla’s (or L8-algebras) and for the formality theorem to hold.
We end this dicsussion by mentioning the following theorem of Efimov
Theorem 1.27 ([11, Theorem 8.1]). Suppose R0 is a field of characteristic zero and w P R0rV s is
a polynomial with no terms of degree two or lower. Consider the matrix factorisation E0 of w from
Section 1.2, and the minimal model Bmin0 of its endomorphism dg-algebra. The equivalence class of
Bmin0 , under Z{2-graded A8-quasi-isomorphisms which act trivially on cohomology, determines w up
to a formal change of variables whose linear term is the identity.
The corresponding result in the superfiltered world is the easy observation that the map (2) is
well-defined when d “ 1 (plus Theorem 2). In contrast, Efimov’s result is highly non-trivial.
1.9. Structure of the paper. Section 2 sets up the main algebraic objects—namely, filtered ma-
trix factorisations—describes the factorisation E0, and then studies its endomorphism algebra B0.
We construct the minimal model Bmin0 and calculate its disc potential (Theorem 2). In Section 3 we
study the localised mirror functor in this setting, show that it gives a description of an arbitrary su-
perfiltered deformation A of E (Theorem 4), and deduce our main classification result (Theorem 1).
Section 4 then computes the Hochschild cohomology algebra of A (Theorem 7—this doesn’t use
the earlier classification results, and can be read independently if desired. Finally, in Section 5 we
switch to the geometric localised mirror functor and prove our local mirror symmetry statements
(Theorems 5 and 6). This assumes some familiarity with Floer theory, in contrast to Sections 2 to 4
which are purely algebraic.
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2. The matrix factorisation E0
In this section we review matrix factorisations, construct the object E0 from Section 1.2, and
study its endomorphism algebra B0 and the minimal model B
min
0 . The section culminates with the
computation of the disc potential of Bmin0 , proving Theorem 2 and hence surjectivity of (2). Apart
from our focus on filtrations, this is largely standard.
2.1. Algebraic preliminaries. A moduleX is superfiltered if it carries a Z{2-gradingX “ X0‘X1
and an increasing Z-filtration F pX which is compatible with the grading in the sense that
F pX “ pF pX XX0q ‘ pF pX XX1q and F p`1X XXp “ F pX XXp
for all p P Z. A Z-grading Xpnq induces a superfiltration by setting
Xi “
à
nPi`2Z
Xpnq and F pX “
à
nďp
Xpnq.
Given superfiltered X and Y , we say a module map f : X Ñ Y is superfiltered of degree r P Z if it
has degree r mod 2 and sends F pX into F p`rY . We call the induced degree r map grX Ñ grY
its leading term. A map which is superfiltered of degree r is of course also superfiltered of degree r1
for all r1 ě r; the leading term depends on the choice of r but in practice it should always be clear
which choice we have in mind.
There are natural notions of superfiltered chain complexes (where the differential is superfiltered of
degree 1), and superfiltered dg- or A8-algebras, but these are not filtered complexes in the standard
sense: the differential maps up one level in the filtration, rather than staying within a single filtered
piece. We would like to rectify this so we can use spectral sequences, and we do it as follows.
Definition 2.1. Given a superfiltered complex pC,dCq over R0, whose superfiltration is induced by
a Z-grading Cpnq, decompose the differential as d1 ` d´1 ` d´3 ` . . . , where di has degree i with
respect to the Z-grading. Then define a new complex pCT ,dCT q by setting
CT “ R0rT
˘1s b C and dCT “ d1 ` Td´1 ` T
2d´3 ` . . . ,
extended R0rT
˘1s-linearly; undecorated tensor products are always implictly taken over R0. This
is Z-graded, by placing Tm b Cpnq in degree 2m` n, and is filtered in the usual sense by defining
F pCT “ T pR0rT s b C.
The induced spectral sequence has zeroth page pCT ,d1q, with T
m b Cpnq lying in the mth column
and pm ` nqth row, and first page R0rT
˘1s b H˚pC,d1q. If C
p˚q is bounded in degree then the
filtration on CT is finite in each degree, and the spectral sequence converges to H˚pCT ,dCT q. {
If C and D are superfiltered complexes with superfiltrations induced by Z-gradings, and f is a
superfiltered chain map C Ñ D (of degree 0), then there is an induced map fT : CT Ñ DT of
Z-graded filtered complexes, and hence an induced map on spectral sequences. Later we shall use
Lemma 2.2. If both Cp˚q and Dp˚q are bounded in degree, and fT induces an isomorphism on some
page of the spectral sequence, then f is a quasi-isomorphism.
Proof. Boundedness of Cp˚q and Dp˚q implies that the spectral sequences converge, and hence fT
induces an isomorphism grH˚pCT q Ñ grH˚pDT q between the limit pages. Degreewise-finiteness of
the filtration then means that fT is a quasi-isomorphism. There is an obvious chain map CT Ñ C
given by setting T “ 1, and maps ieven and iodd from C
even, respectively Codd, to CT , given by
ieven : panq P
à
nP2Z
Cpnq ÞÑ
ÿ
nP2Z
T´
n
2 an and iodd : panq P
à
nP2Z`1
Cpnq ÞÑ
ÿ
nP2Z`1
T´
n´1
2 an,
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which intertwine the differentials on C and CT up to a factor of T—explicitly, we have
dCT ˝ ieven “ iodd ˝ dC and dCT ˝ iodd “ T ¨ ieven ˝ dC .
Similarly for D. Using these maps one can show directly that fT being a quasi-isomorphism forces
f to be a quasi-isomorphism. 
For A8-algebras we follow the conventions of Seidel [30]. In particular, on a Z-graded A8-algebra
A the A8-operation µ
k : Ar1sbk Ñ Ar1s has degree 1 (in the superfiltered context this means it has
degree 1 mod 2, and maps from filtration level p to p` 1), and the A8-equations readÿ
i,j
p´1qziµk´j`1pak, . . . , ai`j`1, µ
jpai`j , . . . , ai`1q, ai, . . . , a1q “ 0
for all k and all homogeneous a1, . . . , ak P A, wherezi “ |x1|`¨ ¨ ¨`|xi|´i. As usual, r1s denotes shift
by 1 (so Ar1si “ Ai`1), and summations without explicitly specified ranges will be assumed to mean
‘sum over all choices for which the expression makes sense’. Similarly, for an A8-homomorphism
Φ : A1 Ñ A2 (of degree 0) the components Φ
k : A1r1s
bk Ñ A2r1s have degree 0 and satisfyÿ
i,j
p´1qziΦk´j`1pak, . . . , ai`j`1, µ
j
A1
pai`j , . . . , ai`1q, ai, . . . , a1q
“
ÿ
r
ÿ
s1,...,sr
s1`¨¨¨`sr“k
µrA2pΦ
srpak, . . . , ak´sr`1q, . . . ,Φ
s1pas1 , . . . , a1qq.
We view a dg-algebra (or category) as a formal A8-algebra (category) by setting
(10) µ1paq “ p´1q|a|da and µ2pa2, a1q “ p´1q
|a1|a2a1,
with all higher operations zero.
2.2. Filtered matrix factorisations. We begin by collecting the basic concepts of matrix factori-
sations; see Dyckerhoff [10] (whose treatment we follow), or the originating paper of Eisenbud [13],
for a much fuller discussion. We also define the obvious filtered modifications.
Definition 2.3. Given a ring R and an element w P R, a matrix factorisation of w over R comprises
a Z{2-graded free R-module X “ X0‘X1, of finite rank, and an R-linear endomorphism d of degree
1 such that d2 “ w idX . These form the objects of a Z{2-graded dg-category mfpR,wq over R, in
which homipX,X 1q comprises R-linear maps X Ñ X 1 of degree i, with differential
df “ dX1 ˝ f ´ p´1q
|f |f ˝ dX .
Composition is defined in the obvious way. {
Remark 2.4. Unfortunately there seems to be no standard name for the endomorphism d of X. We
propose (without hope or expectation that it will catch on) the name squifferential, both because it
is suggestive of ‘a squiffy differential’, and because it is the square of d which is equal to the element
w that we’re factorising. {
Next we introduce the filtered versions we need.
Definition 2.5. A filtered matrix factorisation is a matrix factorisation pX,dq such that X is
superfiltered, and d is superfiltered of degree 1. These form a superfiltered dg-category over R,
which we denote by mffiltpR,wq. {
Now restrict to the case where R “ R0JV K as in Section 1, and assume that w lies in the ideal
m2. We define the filtered matrix factorisation E0 as follows (this is simply the stabilisation of R0
in the sense of [10, Section 2.3]). Take the underlying module to be ER :“ R b E, where E “ ΛV
as usual. We equip this with the standard superfiltration induced by its Z-grading. Since w is in
m2 we can pick qw in mb V _ such that qw y v “ w, where v is as in Definition 1.3 and y denotes (the
R-bilinear extension of) contraction between V _ and ΛV . We then define the squifferential of E0 by
dE0 : a ÞÑ ´pv ^ a` qw y aq.
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This is indeed superfiltered of degree 1 and squares to w idER . The reason for the overall minus sign
is to make the leading term agree with that of the matrix factorisation E that we define later.
Remark 2.6. Explicitly, if v1, . . . , vn is a basis for V , v
_
1 , . . . , v
_
n is the dual basis for V
_, and
x1, . . . , xn P R are the corresponding coordinate functions on V , then v “
ř
i xivi and qw “ řiwiv_i ,
where the wi P m are chosen so that
ř
i xiwi “ w. The ideal m is px1, . . . , xnq. {
2.3. Endomorphisms of E0. Let B0 denote the dg-algebra endmffiltpE0q, viewed as an A8-algebra
via (10). In this subsection we show that its cohomology H˚pB0q is isomorphic to the exterior algebra
E as a superfiltered module (canonically at the associated graded level), and verify the hypotheses
that allow us to transfer the dg-structure to an A8-structure on E to give our minimal model B
min
0 .
Remark 2.7. The dg-algebra B0 is defined over R, and the isomorphism H
˚pB0q – E holds as R-
modules. In order to transfer the A8-structure from B0 to E we have to work over R0, but this is
not a problem because ultimately it’s A8-algebras over R0 that we care about. {
Take bases and coordinates as in Remark 2.6. Our first goal is to produce a collection of cocycles
in B0 which will descend to an R0-basis for gr
1H˚pB0q. If qw were zero then we could just take the
elements vi ^ ‚ in B0, but in general we have to add a lower order correction to satisfy the cocycle
condition, and in order to compute the disc potential of Bmin0 later we will actually need an explicit
expression for it. To write this correction, note that since each wi lies in the ideal m we have
wi “ ´
ÿ
j
λijxj
for some λij in R0. The corrected cocycles are then given by
Lemma 2.8. For each i, the map fi in B0 “ EndRpERq given by
fipaq “ vi ^ a`
ÿ
j
λijv
_
j y a
is a cocycle.
Proof. We need to check that dE0 ˝fi`fi ˝dE0 “ 0. The wedge terms in dE0 and fi graded-commute
with each other, as do the contraction terms, so up to an overall minus sign we can express the
left-hand side in terms of graded commutators (which here amount to anticommutators) as
rvi ^ ‚, qw y ‚s `ÿ
j
λijrv ^ ‚, v
_
j y ‚s.
Using rvl^‚, v
_
my‚s “ δlm idER , this becomes pwi`
ř
j λijxjq idER , which is zero by construction. 
Next we compute H˚pB0q, so define an R0-linear map ι : E Ñ B0 by sending the basis element
vi1 ^ ¨ ¨ ¨ ^ vir , with i1 ă ¨ ¨ ¨ ă ir to the product fi1 ˝ ¨ ¨ ¨ ˝ fir . Note this is superfiltered of degree 0,
but is not in general an algebra map since the fi need not graded-commute.
Lemma 2.9. The map ι : pE, 0q Ñ pB0, µ
1
B0
q is a quasi-isomorphism of chain complexes over R0.
Proof. The fact that ι is a chain map follows from the Leibniz rule since the fi are cocycles. It
remains to check that ι induces an isomorphism on cohomology, and by Lemma 2.2 it suffices to
show that ιT induces an isomorphism on some page of the associated spectral sequences for ET and
BT0 . We claim that it actually induces an isomorphism on the first page, i.e. that the leading term
of ι gives a quasi-isomorphism from E to the dg-algebra Edg obtained from B0 by replacing the
differential by its leading term.
Since B0 is the endomorphism algebra of the matrix factorisation E0, Edg can be described as the
endomorphism algebra of the complex pER,´v^‚q given by the leading term of E0 (we should view
Edg as an A8-algebra to make the sign (10) match with B0, but this is unimportant for the present
argument). This complex is the Koszul resolution of EnR{m – Λ
nV – R0r´ns as an R-module (here
EnR denotes the degree n part of ER), so the cohomology H
˚pEdgq is the Ext-algebra of R0r´ns
(equivalently R0). By computing this in terms of maps pER,´v ^ ‚q to R0r´ns, we see that it is
isomorphic to E itself as a Z-graded R-algebra, with e P E acting on pER,´v^‚q as x ÞÑ e^x. This
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identification E – H˚pEdgq is precisely the leading term of ι, so ι does indeed induce an isomorphism
on the first page, completing the proof. 
Remark 2.10. We view Edg as a dg-model for E, via the above E – H
˚pEdgq, hence the name. {
To transfer the dg-structure on B0 to an A8-structure on E we use Markl’s Christmas carp paper
[24]; for this we need to show that we are in his ‘Situation 1’. Concretely this means we need a chain
map π : B0 Ñ E and a chain homotopy from idB0 to ι ˝ π. Given f P B0, we define πpfq by viewing
f as an endomorphism of ER, applying it to 1 P ER, then reducing modulo m to give an element of
ER{m “ E. This defines a superfiltered R-linear map, and is precisely the Ψ of [7, Lemma 7.19].
Lemma 2.11. π is a chain map, π ˝ ι “ idE, and there exists an R0-linear chain homotopy η
satisfying
(11) µ1B0 ˝ η ` η ˝ µ
1
B0
“ ι ˝ π ´ idB0 .
Moreover η can be chosen to be superfiltered of degree ´1 and to satisfy the side conditions η ˝ ι “ 0,
π ˝ η “ 0, and η2 “ 0.
Proof. Being a chain map amounts to the vanishing of π ˝ µ1
B0
, and this holds since dE0 , and hence
µ1
B0
, is zero modulo m. The composition π ˝ ι “ idE can be read straight off from the definitions.
To construct the homotopy η note that B0 decomposes as the direct sum of the subcomplexes im ι
and ker π over R0. Moreover this decomposition is compatible with the Z{2-grading and filtration,
in that it induces a decomposition of each grading- and filtration-level. The map ι ˝ π coincides
with idB0 on im ι, since π ˝ ι “ idE, so we define η to be 0 on im ι. It remains to define η on the
superfiltered complex pker π, µ1
B0
q, which we denote by pC,dq.
To do this, note that C itself is Z-graded (inherited from B0 “ EndRpERq), and we can write d as
d1`d´1 where di has degree i. We shall inductively construct R0-linear endomorphisms η´1, η´3, . . .
of C, of degrees ´1,´3, . . . , so that η :“ η´1 ` η´3 ` . . . gives a homotopy, i.e. satisfies
(12) d1η´2i´1 ` d´1η´2i`1 ` η´2i´1d1 ` η´2i`1d´1 “
#
´ idC if i “ 0 (where η1 :“ 0)
0 otherwise.
We’ll deal with the side conditions at the end.
We claim first that pC,d1q is acyclic. Assuming this, the fact that C is free over R0 and bounded
above in degree then means that pC,d1q is nullhomotopic; i.e. there exists η´1 of degree ´1 such
that d1η´1 ` η´1d1 “ ´ idC . Now suppose that for some j ě 2 we have built η´1, . . . , η´2j`1, of
the correct degrees, satisfying (12) for i “ 1, . . . , j ´ 1. Let θ “ d´1η´2j`1 ` η´2j`1d´1 and define
η´2j´1 to be ´θη´1. This has degree ´2j ´ 1, and the left-hand side of the i “ j case of (12) is
´d1θη´1 ´ θη´1d1 ` θ “ ´θpd1η´1 ` η´1d1q ` θ “ 0
(the first equality uses the fact that d1θ “ θd1, obtained by taking the commutator of the i “ j ´ 1
case of (12) with d1). Inductively we build the full map η.
Apart from the side conditions, it remains to prove the claim, namely that pC,d1q is acyclic. For
this, note that pC,d1q is simply ker π viewed as a subcomplex of the associated graded grB0 (rather
than of B0 itself), which we called Edg in Lemma 2.9. Strictly the differentials d1 and dEdg differ by
a sign coming from (10), because d1 is defined in terms of µ
1
B0
, but this is irrelevant for our purposes.
In Lemma 2.9 we saw that all of the cohomology of Edg comes from the complementary subcomplex
given by the image of gr ι. This means that pC,d1q itself must be acyclic, proving the claim.
Finally we check the side conditions. By construction, η vanishes on im ι and lands in C “ ker π,
so the only non-obvious condition is η2 “ 0. This may not hold for η as defined, but we can remedy
this by replacing η with η ´ dη3d. This doesn’t affect any of the other properties. 
Markl’s construction in [24] then gives
Proposition 2.12. There exists an A8-algebra B
min
0 on the underlying space E, and a homomor-
phism Π : B0 Ñ B
min
0 of A8-algebras over R0, which extends π in the sense that Π
1 “ π. 
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Remark 2.13. This construction did not completely originate with Markl, and in [24] he gives some
history and alternative perspectives. The significance of [24] is that it provides explicit formulae
which make it easy to check various properties of the objects involved. {
2.4. Properties of the minimal model. We need to establish some basic properties of the A8-
algebra Bmin0 and the A8-map Π. These are given by the following three lemmas.
Lemma 2.14. Bmin0 is a (strictly unital) superfiltered deformation of E.
Proof. The formula for µkmin :“ µ
k
Bmin0
given by Markl [24, Equation (1)] is of the form π ˝ pk ˝ ι
bk,
where the ‘kernel’ pk : B0r1s
bk Ñ B0r1s is defined by p2 “ µ
2
B0
and then inductively by
pkpak, . . . , a1q “
ÿ
rě2
ÿ
s1,...,sr
s1`¨¨¨`sr“k
µrB0pη ˝ psrpak, . . . , ak´sr`1q, . . . , η ˝ ps1pas1 , . . . , a1qq
“
k´1ÿ
j“1
µ2B0pη ˝ pk´jpak, . . . , aj`1q, η ˝ pjpaj , . . . , a1qq
Here η ˝ p1 is interpreted as idB0 ; we don’t need p1 itself since µ
1
min is already chosen to be zero.
Since we are using the ordering and sign conventions of Seidel for A8-algebras, the signs for the
above formulae are given in [30, Proposition 1.12].
The first important property to notice is that pk is (by induction) superfiltered of degree 1, so
µkmin is too. It therefore defines a superfiltered A8-structure on E. We just need to check that it is
strictly unital and that it reduces to the standard formal structure on the associated graded. For
the latter, take homogeneous elements a1, . . . , ak in E. We want to show that the leading term of
µkminpak, . . . , a1q is p´1q
|a1|a2^a1 if k “ 2 (the sign comes from translating to the A8-world by (10),
as usual) and is 0 otherwise. Letting « denote equality of leading terms, for k “ 2 we have
µ2minpa2, a1q “ π ˝ µ
2
B0
pιpa2q, ιpa1qq « π ˝ ιpp´1q
|a1 |a2 ^ a1q “ p´1q
|a1|a2 ^ a1,
which is what we want. Here the « uses that fact that although ι is not an algebra homomorphism
with respect to wedge product on E, it is to leading order (i.e. gr ι is an algebra homomorphism),
whilst the final equality uses π ˝ ι “ idE. For k ą 2 note that if we unwind the inductive definition
of µkmin, or more easily if we look at the tree description of pk in [24, Section 4], then each summand
contains (possibly nested inside other applications of µ2
B0
and η) an expression of the form
(13) η ˝ µ2B0pιpai`1q, ιpaiqq.
Again using the fact that ι is an algebra homomorphism to leading order, and the fact that η is zero
by definition on the image of ι, we see that the leading term of (13) is zero.
Finally we deal with strict unitality. Since ιp1Eq “ 1B0 it is clear that 1E is a unit for µ
2
min. We
now just need to check that µkminpak, . . . , a1q vanishes if k ą 2 and some ai is equal to 1E . To do this,
note (e.g. by considering the tree description) that each term in the expansion of µkminpak, . . . , a1q
contains an expression of one of the following forms:
η ˝ µ2B0pιpai`1q, ιpaiqq “ η ˝ ιpai`1q,
η ˝ µ2B0pηp‚q, ιpaiqq “ η ˝ ηp‚q,
π ˝ µ2B0pηp‚q, ιpaiqq “ π ˝ pηp‚q,
or the corresponding things with ιpaiq appearing as the left-hand input of µ
2
B0
. These all vanish by
the side conditions from Lemma 2.11. 
Lemma 2.15. The map Π is superfiltered of degree 0 (meaning each Πk : B0r1s
bk Ñ Bmin0 r1s is
superfiltered of degree 0), and if k ě 2 then the component Πk vanishes on pim ιqbk.
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Proof. The formula for Πk is π ˝ qk, where qk : B
bk
0 Ñ B0 is defined inductively by q1 “ idB0 and
(14) qkpak, . . . , a1q “
ÿ
rě1
ÿ
s1,...,srě1
sr`1ě0,2´r
s1`¨¨¨`sr`1“k
˘prr`sr`1pak, . . . , ak´sr`1`1,
η ˝ qsrpak´sr`1, . . . q, ιπ ˝ qsr´1p. . . q, . . . , ιπ ˝ qs1p. . . , a1qq.
We have translated Markl’s expressions to our ordering convention, and do not need the precise
signs. The pij themselves have an inductive definition, and since B0 is formal this simplifies to
(15) pijpaj , . . . , a1q “
$’&’%
˘µ2
B0
pa2, a1q if i “ 1 and j “ 2
˘µ2
B0
paj , η ˝ pj´1paj´1, . . . , a1qq if i “ 2
0 otherwise.
The map Πk then inherits superfilteredness of the correct degree from ι, π, η, and µ2
B0
.
To prove the required vanishing property of Πk we shall show by induction on k that qk vanishes
on pim ιqbk for k ě 2. To do this, focus on the term η ˝qsr in (14). Since sr is less than k, this term
vanishes by induction if sr ě 2. We are left to deal with the case sr “ 1, where the term is
η ˝ q1pak´sr`1q “ ηpak´sr`1q.
This vanishes since η ˝ ι “ 0, completing the inductive step and proving the lemma. 
Lemma 2.16. The map Π is strictly unital.
Proof. The unit 1B0 in B0 is idER , and Π
1 “ π sends this to 1E in B
min
0 “ E. We claim that
qkpak, . . . , a1q lands in the image of η whenever k ě 2 and some ai is equal to 1B0 . The lemma then
follows from the definition of Πk as π ˝ qk, in conjunction with the side condition π ˝ η “ 0.
To prove the claim, we begin by expanding out (14) using (15):
(16) qkpak, . . . , a1q “ ˘µ
2
B0
pak, η ˝ qk´1pak´1, . . . , a1qq
`
k´1ÿ
j“1
˘µ2B0pη ˝ qk´jpak, . . . , aj`1q, ιπ ˝ qjpaj , . . . , a1qq
`
ÿ
s1,s2ě1
s1`s2ďk´1
˘µ2B0pak, η ˝ pk´1pak´1, . . . , as1`s2`1,
η ˝ qs2pas1`s2 , . . . , as1`1q, ιπ ˝ qs1pas1 , . . . , a1qqq.
We now argue by induction on k, considering the possible positions where the 1B0 can occur in each
term on the right-hand side of (16)—say we have ai “ 1B0 . In the first term: if i “ k then use
unitality of µ2
B0
; if i ă k and k “ 2 then use the fact that q1 “ idB0 and that ηp1B0q “ ηpιp1Eqq “ 0;
otherwise use the inductive hypothesis and the side condition η2 “ 0. In the second term: if i ě j`1
then similar arguments apply; otherwise use ιπ ˝q1p1B0q “ 1B0 and unitality of µ
2
B0
if j “ 1, and the
inductive hypothesis plus π ˝ η “ 0 if j ą 1. For the third term: if i “ k then use unitality of µ2
B0
; if
i “ s1 ` 1 and s2 “ 1 then use ηp1B0q “ 0; and if i ď s1 ` s2 and s1, s2 ě 2 then use the inductive
hypothesis and side conditions. This leaves the cases s1 ` s2 ` 1 ď i ď k ´ 1 and i “ s1 “ 1, and
these follow from the fact that η ˝ pě2 vanishes whenever some input is 1B0 (proved by a similar
argument to the proof of strict unitality of Bmin0 in Lemma 2.14). 
2.5. Computing the disc potential. The last thing we need to do whilst studying Bmin0 is to
calculate its disc potential. This computation was essentially done by Dyckerhoff (without signs or
full proof) in [10, Section 5.6], and by Sheridan (in characteristic 0) in [33, Proposition 7.1].
Theorem 2.17. The disc potential P0 of B
min
0 is w.
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Proof. Introduce formal variables t1, . . . , tn, and let vt denote
ř
i tivi; we will compute P0 in terms
of these new variables, rather than the xi, since the latter already denote the variables in the ring
R. Similarly, let pvt denote ři tifi. Extending all operations multilinearly in the ti we obtain
P0ptq “
ÿ
k
µkminpvt, . . . , vtq “
ÿ
k
π ˝ pkppvt, . . . ,pvtq.
Expanding out the pk on the right-hand side, the innermost nested term is
µ2B0ppvt,pvtq “ ´pvt ˝ pvt “ ´”ÿ
i
tivi ^ ‚,
ÿ
j,k
tjλjkv
_
k y ‚
ı
“ ´
´ÿ
j,k
tjtkλjk
¯
idER .
Plugging this into the expansion, and writing Λ for ´p
ř
j,k tjtkλjkq, we get
P0ptq “
ÿ
kě0
p´1qkπ rpvt, ηr. . . , ηrpvt, ηlooooooooomooooooooon
k
pΛ idERqs . . . ss.
The sign arises, once again, from (10).
It’s only the leading term of this expression that we need, so we may replace each pvt with vt ^‚.
We may also replace η by η´1, and we can give an explicit formula for this on the m idER summand
of kerπ as follows. Pick R0-linear maps m1, . . . ,mn : m Ñ R such that for any r P R we have
r “
ř
i ximiprq. (We could have chosen these earlier and defined wi to be mipwq and λij to be
´mjpwiq.) Then set
η´1pr idERq “ ´
ÿ
i
miprqv
_
i y ‚.
Applying µ1
B0
˝ η´1 ` η´1 ˝ µ
1
B0
to r idER , for r P m, the η´1 ˝ µ
1
B0
pr idERq term vanishes and we get
´µ1B0
´ÿ
i
miprqv
_
i y ‚
¯
“
”
´ v ^ ‚,
ÿ
i
miprqv
_
i y ‚
ı
“ ´
ÿ
i
ximiprq idER “ ´r idER ,
so this η´1 is indeed a valid choice of homotopy (satisfying (11) to leading order) on m idER . We
extend it to all of R idER by defining it to be zero on R0 idER .
A similar computation gives
rvt ^ ‚, η´1pr idERqs “ ´
ÿ
i
timiprq idER
for all r in m. Inductively applying this to the right-hand side of
P0ptq “
ÿ
kě0
p´1qkπ rvt ^ ‚, η´1r. . . , η´1rvt ^ ‚, η´1looooooooooooooooooomooooooooooooooooooon
k
pΛ idERqs . . . ss,
we see that the kth summand isÿ
l1,...,lk
tl1 ¨ ¨ ¨ tlkmlkp¨ ¨ ¨ pml1pΛ
pkqqq ¨ ¨ ¨ q,
where Λpkq is the part of Λ which is of degree k in the xi. The Λ
pjq term in this summand, for j ă k,
is killed by the pj`1qst application of η´1, which vanishes on R0 idER . The Λ
pąkq terms, meanwhile,
are killed by the application of π. Using the definition of the mi we conclude that
P0ptq “
ÿ
k
Λpkq
ˇˇ
x ÞÑt
“ ´
ÿ
i,j
titjλij
ˇˇ
x ÞÑt
“ wptq.
Substituting the ti back to xi, we get P0 “ w. 
As an immediate consequence we deduce
Corollary 2.18. The map (2) is surjective. 
A8-DEFORMATIONS AND MIRROR SYMMETRY 17
3. The matrix factorisation E
For Theorem 1 it remains to prove injectivity of (2), and for this recall the strategy outlined
in Section 1.4. Given a superfiltered A8-deformation A “ pE, pµ
kqkě2q of E with disc potential
P P m2 Ă R we shall build a matrix factorisation E of P, and an A8-homomorphism Φ from A to
B “ endmffiltpE q. Letting E0 denote the matrix factorisation of w considered above, with w set to
P, we shall then construct an A8-homomorphism Ψ from B to B0 “ endmffiltpE0q, and combine this
with the projection Π from B0 to its minimal model B
min
0 to obtain an 8-equivalence
A
Π˝Ψ˝Φ
ÝÝÝÝÝÝÑ Bmin0 .
Finally we deal with d ă 8 by reducing to d “ 8 using formal diffeomorphisms.
3.1. The localised mirror functor. Fix then for the rest of the section such a superfiltered
deformation A. Let v P mb V be as in Definition 1.3, so its disc potential P is given by
P “
ÿ
k
µkpv, . . . , vq,
after extending the µk-operations R-multilinearly.
In this subsection we construct, following Cho–Hong–Lau [7, Section 2.3], the filtered matrix
factorisation E P mffiltpR,Pq and a strictly unital superfiltered A8-homomorphism
Φ : AÑ B :“ endmffiltpE q
over R0, of degree 0. Note we use different A8-conventions from [7] so our formulae have different
signs. Before getting into the construction we introduce modified degree 1 operations
µk
0,v : Ar1s
bk Ñ RbAr1s,
defined by extending the µk R-multilinearly again and setting
µk
0,vpak, . . . , a1q “
ÿ
lě0
µk`lpak, . . . , a1, v, . . . , vq.
(The subscript 0, v indicates that we are summing over insertions of v after the rightmost input, a1,
and over insertions of 0 before and between all other inputs. Of course, summing over insertions
of 0 does nothing, but later we will need to consider the case where we sum over insertions of v
before, after, and between all inputs, for which we will simply use a subscript v.) By applying the
A8-relations to ak, . . . , a1, v, . . . , v, and using strict unitality, we obtain
(17)
ÿ
iě1,j
p´1qziµk´j`1
0,v pak, . . . , ai`j`1, µ
jpai`j , . . . , ai`1q, ai, . . . , a1q
`
ÿ
jě1
µ
k´j`1
0,v pak, . . . , aj`1, µ
j
0,vpaj, . . . , a1qq “
#
´µ2pa1,Pq “ ´Pa1 if k “ 1
0 if k ą 1,
where zi denotes |x1| ` ¨ ¨ ¨ ` |xi| ´ i as usual.
With this in hand, we define E to have underlying superfiltered module ER “ R b E (as in
Section 2.2), and squifferential dE given by dE a “ p´1q
|a|µ1
0,vpaq for all a.
Lemma 3.1 ([7, Theorem 2.19]). This E is indeed an object of mffiltpR,Pq.
Proof. The map dE is superfiltered of degree 1 because the operations µ
k on A are superfiltered of
degree 1. It remains to check that d2
E
“ P, which amounts to ´µ1
0,vpµ
1
0,vpaqq “ Pa for all a, and
this is just the k “ 1 case of (17). 
The next task is to define the A8-algebra map Φ : A Ñ B “ endmffiltpE q. For each k ě 1 we
thus need to give a degree 0 map Φk : Ar1sbk Ñ Br1s, and since B is the space of R-linear maps
ER Ñ ER—or equivalently R0-linear maps AÑ RbA—we may express Φ
k as a degree 1 map
Ar1sbk bAr1s Ñ RbAr1s.
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In this laguage, and still following [7, Section 2.3] (modulo the change of conventions), we define
(18) Φkpak, . . . , a1qpa0q “ p´1q
|a0|µk`1
0,v pak, . . . , a1, a0q.
Lemma 3.2 ([7, Theorem 2.19]). This Φ is indeed an A8-algebra map (over R0), and is strictly
unital and superfiltered of degree 0.
Proof. The fact that it is strictly unital and superfiltered of degree 0 follow from strict unitality and
superfilteredness of the µk. It remains to check the A8-homomorphism relations, namely that for
all tuples a1, . . . , ak in A (with k ě 1) we have
(19)
ÿ
i,j
p´1qziΦk´j`1pak, . . . , ai`j`1, µ
jpai`j , . . . , ai`1q, ai, . . . , a1q
“
ÿ
r
ÿ
s1,...,sr
s1`¨¨¨`sr“k
µrBpΦ
srpak, . . . , ak´sr`1q, . . . ,Φ
s1pas1 , . . . , a1qq.
Applying the left-hand side to a0 P A givesÿ
iě0,j
p´1qzi`|a0|µk´j`2
0,v pak, . . . , ai`j`1, µ
jpai`j , . . . , ai`1q, ai, . . . , a0q,
which by (17) we can rewrite as
(20)
ÿ
jě0
µ
k´j`1
0,v pak, . . . , aj`1, µ
j`1
0,v paj , . . . , a0qq.
The right-hand side of (19), meanwhile, only has terms with r “ 1 or 2 (since B is formal), so
applying it to a0 we get
p´1q|a0|µ10,vpΦ
kpak, . . . , a1qpa0qq ´ p´1q
|a0|Φkpak, . . . , a1qpµ
1
0,vpa0qq
`
k´1ÿ
j“1
p´1qzj`1Φk´jpak, . . . , aj`1q ˝ Φ
jpaj , . . . , a1qpa0q.
Plugging in the definitions of dE and Φ, this becomes
µ10,vpµ
k`1
0,v pak, . . . , a0qq ` µ
k`1
0,v pak, . . . , a1, µ
1
0,vpa0qq `
k´1ÿ
j“1
µ
k´j`1
0,v pak, . . . , aj`1, µ
j`1
0,v paj , . . . , a0qq,
which is exactly (20). 
3.2. Comparing E0 and E . The above construction of E , and the construction of E0 from Sec-
tion 2.2 with w “ P, provides us with two objects in the category mffiltpR,Pq, both with underlying
module ER. The squifferential on E0 is defined explicitly by dE0a “ ´pv^ a` qw y aq, whilst that on
E depends on the A8-operations on our given deformed algebra A. Note that although dE is com-
plicated, its leading term (in the sense of Section 2.1) is simply p´1q|‚|µ2p‚, vq. This is because the
leading terms of µ3pa, v, vq, µ4pa, v, v, vq, . . . vanish, by our assumption that A deforms the formal
A8-structure on E. Using (10), the map p´1q
|‚|µ2p‚, vq is seen to be ´v ^ ‚, so we deduce
Lemma 3.3. The leading terms of dE and dE0 are both a ÞÑ ´v ^ a. 
The endomorphism dg-algebras B and B0 of E and E0 both have the same underlying R-algebra,
namely EndRpERq; it is only the differentials which are different, and we have just seen that even
these agree to leading order. Inspired by [8, Theorem 9.1], our goal in this subsection is to prove
Proposition 3.4. The obvious ‘identity’ map B Ñ B0 can be corrected (by adding lower order
terms) to a unital dg-algebra isomorphism ψ, which is superfiltered of degree 0. This ψ can thus be
viewed as the first term in a strictly unital A8-homomorphism Ψ over R, with Ψ
ą1 “ 0.
The key ingredient is
Lemma 3.5. The map idER can be corrected to a cocycle i in hom
0
mffilt
pB,B0q
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Proof of Proposition 3.4. Assuming Lemma 3.5, one can inductively write down the two-sided in-
verse to i, which is automatically a cocycle of the form idER `(lower order terms). The required map
ψ is then a ÞÑ iai´1, where the multiplication takes place in the common underlying algebra. 
It remains to prove Lemma 3.5, which we will do via a spectral sequence (cf. [8, Theorem 9.1]).
Proof of Lemma 3.5. Consider the superfiltered chain complex C :“ hommffiltpE0,E q, and the Z-
graded filtered complex CT built from it as in Section 2.1. The first page of the associated spectral
sequence is R0rT
˘1s b H˚pC,d1q, where d1 is the leading term of dC . Since dE and dE0 both have
leading term ´v ^ ‚, the complex pC,d1q coincides with Edg introduced in Lemma 2.9, so we have
H˚pC,d1q – H
˚pEdgq – E as R0-modules.
The map idER in C is a d1-cocycle and corresponds to the cohomology class 1 P E. We can view
this element as lying in the zeroth column and zeroth row on the first page of the spectral sequence,
and the claimed result is equivalent its differential on each page being zero. To see that this is
indeed the case, note that on the rth page its differential lands in the rth column, p1 ´ rqth row,
and the group in this position is zero, even on the first page. 
Remark 3.6. In principle the object E0 depends on the choice of qw, but the argument used to prove
Proposition 3.4 also shows that any two choices give rise to isomorphic objects in the category
Z0mffiltpR,wq, whose morphisms are cocycles in mffiltpR,wq which are superfiltered of degree 0.
Moreover, the isomorphism can be chosen to be idEndRpERq to leading order. {
3.3. Completing the proof of Theorem 1. Putting everything together, we have superfiltered
A8-deformations A and B
min
0 of the exterior algebra E, and a A8-algebra maps over R0
A
Φ
ÝÝÑ B
Ψ
ÝÝÑ B0
Π
ÝÝÑ Bmin0 .
Here B is the endomorphism algebra of the matrix factorisation E and Φ is the map from the
localised mirror functor; B0 is the endomorphism algebra of the reference matrix factorisation E0
and Ψ is the comparison isomorphism from Proposition 3.4; and Π is the projection from B to its
minimal model Bmin0 . Our first goal is to show that A is 8-equivalent to B
min
0 , which depends on A
only through its potential.
Proposition 3.7. The map Π ˝Ψ ˝ Φ : AÑ Bmin0 is an 8-equivalence.
Proof. Recall that an 8-equivalence is a strictly unital A8-homomorphism which is superfiltered of
degree 0 and coincides with IdE (given by Id
1
E “ idE and Id
k
E “ 0 for k ě 2) at associated graded
level. All but the last of the properties automatically hold for Π ˝ Ψ ˝ Φ since Φ, Ψ and Π are
themselves strictly unital superfiltered A8-homomorphisms which are superfiltered of degree 0 (see
Lemmas 2.15, 2.16 and 3.2 and Proposition 3.4). It therefore remains to compute the leading term.
From (18) we have Φ1pa1qpa0q “ p´1q
|a0|µ2
0,vpa1, a0q for all a0 and a1. Using the fact that the
operations µk on A agree with the formal exterior algebra structure on E to leading order, we have
Φ1pa1qpa0q « p´1q
|a0|µ2pa1, a0q « a1 ^ a0,
where, as before, « denotes equality of leading terms. Similarly, for k ą 1 we have
Φkpak, . . . , a1qpa0q “ p´1q
|a0|µk`1
0,v pak, . . . , a0q « 0.
Next, recall from Section 3.2 that Ψ1 is given by ψ, which is conjugation by the element i in
the algebra EndRpERq that underlies both B and B0. This element is idER to leading order, so
combining this with the previous paragraph we obtain
(21) pΨ ˝ Φq1paq « a^ ‚
for all a in A “ E. Meanwhile, Ψk is defined to be zero for k ą 1, so (again using the previous
paragraph) we have pΨ ˝ Φqk « 0 for such k.
Turning now to Π, recall from Section 2.3 that Π1 is given by π, which sends f P EndRpERq to
the reduction of fp1q modulo m. Plugging this into (21) we obtain
pΠ ˝Ψ ˝ Φq1paq « a
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for all a. Finally consider the leading term of pΠ ˝Ψ ˝ Φqkpak, . . . , a1q for k ą 1. Since the leading
terms of the pΨ ˝ Φqą1 vanish, the only contribution we need consider is that from
Πk
`
pΨ ˝ Φq1pakq, . . . , pΨ ˝Φq
1pa1q
˘
« Πkpak ^ ‚, . . . , a1 ^ ‚q « Π
kpιpakq, . . . , ιpa1qq,
where ι is the map E Ñ EndRpERq from Section 2.3. By Lemma 2.15 the right-hand side is zero. 
We deduce
Corollary 3.8. Any two superfiltered A8-deformations of E whose disc potentials are 8-equivalent
are themselves 8-equivalent. Combined with Corollary 1.11, this proves Theorem 1 for d “ 8.
Proof. Proposition 3.7 shows that both algebras are 8-equivalent to the same Bmin0 . 
It is now a simple matter to complete the proof of Theorem 1.
Proposition 3.9. Corollary 3.8 holds with 8 replaced by any d in t0, 1, 2, . . . ,8u.
Proof. Suppose A1 and A2 are superfiltered deformations and f : V Ñ V is a d-equivalence between
their potentials, so P1 “ P2 ˝ f . The linear part of f defines a linear autmorphism of V , and thus
induces a linear automorphism of E which we denote by ∆1. For each k ě 2 the homogeneous
degree k part of f gives a map V bk Ñ V , and we extend this to a degree 0 map ∆k : Er1sbk Ñ Er1s
using the projection-onto and inclusion-of the degree 1 part of E (with its Z-grading). We can view
this ∆ as a formal diffeomorphism of A1 (‘∆’ stands for ‘diffeomorphism’), meaning a sequence of
maps A1r1s
bk Ñ A1r1s whose k “ 1 component is a linear automorphism. There is then a unique
A8-algebra structure on E, denoted by ∆˚A1, such that ∆ defines an A8-isomorphism A1 Ñ ∆˚A1.
Since ∆ is strictly unital and superfiltered of degree 0 we have that ∆˚A1 is a superfiltered
deformation of E. Moreover, by construction ∆ gives a d-equivalence A1 Ñ ∆˚A1, and the potential
P1,∆ of ∆˚A1 satisfies
P1 “ P1,∆ ˝ f∆ “ P1,∆ ˝ f,
where f∆ is the change of variables as defined after Remark 1.9. Plugging in P1 “ P2 ˝ f , we
see that P2 “ P1,∆ and hence that A2 is 8-equivalent to ∆˚A1 by Corollary 3.8. Composing
the d-equivalence ∆ : A1 Ñ ∆˚A1 with an 8-equivalence ∆˚A1 Ñ A2, we obtain the desired
d-equivalence A1 Ñ A2. 
4. Hochschild cohomology
We end the purely algebraic part of the paper by computing the Hochschild cohomology HH˚pAq
of an arbitrary superfiltered A8-deformation A of E. This doesn’t rely on our earlier results, but
is similar in spirit: we repeatedly insert the class v to convert the Hochschild complex into a more
manageable one (just as we converted A into the endomorphism algebra of a matrix factorisation
using the localised mirror functor), and then relate this simpler complex to a standard construction
(as we related the target matrix factorisation to the stabilisation of R0).
4.1. The reduced Hochschild complex. Recall that the Hochschild cohomology HH˚pAq of an
A8-algebra A over a ring R0 is the Ext-algebra of the diagonal bimodule, i.e. ExtAbAoppA,Aq. As
usual, undecorated tensor products are over R0. When A is free as an R0-module, this can be
computed by using the bar resolution of the diagonal to give the following Hochschild complex:
CCtpAq “
ź
rě0
HomtR0pAr1s
br,Aq “
ź
rě0
Homt´rR0 pA
br,Aq.
The differential of ϕ “ pϕrqrě0 P CC
tpAq given by
pdϕqpak, . . . , a1q “
ÿ
i,j
p´1qtziµk´j`1pak, . . . , ai`j`1, ϕ
jpai`j , . . . , ai`1q, ai, . . . , a1q
´ p´1qt
ÿ
i,j
p´1qziϕk´j`1pak, . . . , ai`j`1, µ
jpai`j , . . . , ai`1q, ai, . . . , a1q.
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Here t is in Z or Z{2, depending on whether A is Z- or Z{2-graded. If A is strictly unital then we
can equivalently use the reduced Hochschild complex
CC
t
pAq “ tϕ P CCt : ϕkpak, . . . , a1q “ 0 if some ai is an R0-scalar multiple of the unitu,
with the restriction of the above differential. We shall focus on this case from now on.
The cup product on CCpAq is defined by
(22) pϕ ! ψqkpak, . . . , a1q “
ÿ
µk´j´m`1pak, . . . , al`m`1, ϕ
mpal`m, . . . , al`1q,
al, . . . , ai`j`1, ψ
jpai`j , . . . , ai`1qai, . . . , a1q.
This makes HH˚pAq into a unital associative algebra, and Gerstenhaber [18, Corollary 1] showed
that it is in fact graded-commutative; for an alternative explanation see [37, Section 2.5]. One can
make CCpAq into an A8-algebra by defining higher A8-operations with formulae analogous to (22).
Remark 4.1. For a detailed exposition of Hochschild invariants of associative algebras and A8-
categories we refer the reader to Witherspoon [41] and Ritter–Smith [27, Section 2] respectively. {
Now assume that A is a superfiltered A8-deformation of E “ ΛV . To compute HH
˚pAq from
CCpAq we will write down a map to a smaller complex and show that it’s a quasi-isomorphism by
what is effectively another spectral sequence argument. To define the necessary filtration, consider
the following bigrading on CCpAq:
CC
r,s
pAq “ HomsR0pA
br,Aq so that CCpAq “
ź
rě0
nà
s“´rn
CC
r,s
pAq.
Recall that n is the rank of the module V , whose exterior algebra we’re deforming. The overall
grading t is r ` s. The components of the differential have bidegree pi, 1 ´ i ´ 2jq for i ě 1, j ě 0
(if A were Z-graded then we could restrict to j “ 0), so in particular the differential preserves the
decreasing filtration
CC “ F 0CC Ą F 1CC Ą F 2CC Ą . . .
given by bounding the second grading, namely
F pCC “
ź
rě0
n´pà
s“´rn
CC
r,s
.
We’ll call this the main filtration.
Remark 4.2. If A is a Z-graded associative algebra A then the full bigrading descends to cohomology
HH˚pAq, and the group HHtpAqs appearing in Section 1.7 is the pt´ s, sq bigraded piece. {
Remark 4.3. One could also define a decreasing filtration
CC “ L0CC Ą L1CC Ą . . .
via the r-grading, namely
LpCC “ tϕ P CC : ϕr “ 0 for r ď pu,
and again this is respected by the differential. This is called the length filtration, and it will also
make an appearance in our story. {
4.2. Constructing the main map. The Hochschild–Kostant–Rosenberg theorem tells us that
HH˚pEq – ER “ Rb E as algebras. Moreover, the isomorphism is induced by the chain map
ϕ P CCpEq ÞÑ
ÿ
kě0
ϕkpv, . . . , vq,
after extending ϕ R-multilinearly, and this is in fact an A8-homomorphism. This map can be
understood in more general terms, and by applying the same construction to our superfiltered
deformation A we will arrive at the desired map out of CCpAq. We now explain this generalisation.
The first ingredient is the observation that the length filtration already gives us an A8-algebra
map from CCpAq to a much simpler complex, namely A itself, by ‘projecting to length zero’,
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i.e. projecting from CCpAq to CCpAq{F 1CCpAq. This induces a map HH˚pAq Ñ H˚pAq, but
usually this will be far from injective since we’ve ignored most of CC. It will often not be surjective
either, since HH˚pAq is graded-commutative but the Clifford algebra H˚pAq is not in general.
The second ingredient is that by ‘inserting v in all possible ways’ one can define A8-operations
µk
v
: ERr1s
bk Ñ ERr1s on ER by
µk
v
pak, . . . , a1q “
ÿ
i0,...,ik
µk`i0`¨¨¨`ikpv, . . . , vloomoon
ik
, ak, v, . . . , vloomoon
ik´1
, . . . , a1, v, . . . , vloomoon
i0
q;
we denote this A8-algebra by Av. It should be viewed as a deformation of A but since we are
already viewing A itself as a deformation of E we will avoid this terminology. Crucially, there is
a map from CCR0pAq to CCRpAvq, where the subscripts on CC denote the base ring (which will
be taken as read from now on), again given by inserting v in all possible ways (after extending
Hochschild cochains R-multilinearly). Explicitly, given a class ϕ in CCpAq, its image ϕv under this
map satisfies
(23) ϕk
v
pak, . . . , a1q “
ÿ
i0,...,ik
ϕk`i0`¨¨¨`ikpv, . . . , vloomoon
ik
, ak, v, . . . , vloomoon
ik´1
, . . . , a1, v, . . . , vloomoon
i0
q
for all a1, . . . , ak. This defines an A8-algebra map CCpAqr1s Ñ CCpAvqr1s, whose higher compo-
nents CCpAqr1sbě2 Ñ CCpAvqr1s are zero.
If we apply this map before projecting to length zero, i.e. consider the composition
(24) Pv : CCpAq
insert v, i.e. ϕ ÞÑ ϕv
ÝÝÝÝÝÝÝÝÝÝÝÝÝÑ CCpAvq
project to length zero
ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ Av,
we obtain a strictly unital A8-algebra map CCpAq Ñ Av, and hence a unital algebra homomorphism
HH˚pAq Ñ H˚pAvq. This has more chance of being injective, and our main result is that in fact
Theorem 4.4. The map H˚pPvq : HH
˚pAq Ñ H˚pAvq induced by Pv, which is given explicitly by
rϕs ÞÑ
” ÿ
kě0
ϕkpv, . . . , vq
ı
,
is a canonical isomorphism of unital R0-algebras.
Remark 4.5. The map (23) is a special case of the map on Hochschild cohomology given by incor-
porating bounding cochains; see Sheridan [34, Section 4.2]. The idea of pulling information down
the length filtration in this way was inspired by Seidel—[32, Equation (1.16)] is precisely (24). {
4.3. The map is an isomorphism. We thus have the reduced Hochschild complex CCpAq, with
its main filtration, and the above chain map Pv to Av. In order to prove Theorem 4.4 we shall
define a corresponding filtration on Av so that Pv becomes a filtered chain map, then show that
it is a quasi-isomorphism on the associated graded complexes, and finally use completeness of the
filtrations to deduce that it’s a quasi-isomorphism between the original complexes.
First we introduce a bigrading on Av, whose underlying module is ER “ R b E “ R0JV K b ΛV ,
by setting Ar,sv “ R0JV Kr b Λ
r`sV , where R0JV Kr comprises power series which are homogeneous
of degree r. Just as for CC
r,s
, the overall grading is r ` s and the components of the differential
have bidegree pi, 1´ i´ 2jq for i ě 1, j ě 0. Moreover, Pv sends CC
r,s
pAq to Ar,sv . We deduce that
if Av is equipped with the decreasing filtration
F pAv “
ź
rě0
n´pà
s“´r
A
r,s
v
then it becomes a filtered complex, and Pv a filtered map.
Lemma 4.6. The map Pv induces an isomorphism of R0-algebras
H˚pgrPvq : H
˚pgrCCpAqq Ñ H˚pgrAvq.
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Proof. For each p, the pth associated graded piece grp CC “ F pCC{F p`1CC isź
rě0
Homn´pR0 pA
br,Aq.
The induced differential is the bidegree p1, 0q component of the original differential, and this is
precisely the Hochschild differential for the ordinary exterior algebra E. Similarly, we have
grpAv “
ź
rě0
R0JV Kr b Λ
n´p`rV,
with differential given by the leading term of µ2pv, ‚q`µ2p‚, vq, which is zero. The fact that H˚pgrPvq
is an isomorphism then follows from the classical HKR theorem for the exterior algebra, since the
latter respects the pr, sq bigrading. 
Now we can deduce what we actually want, namely that H˚pPvq itself is an isomorphism:
Proof of Theorem 4.4. The main filtration on CC is I-complete and P -complete in each degree,
meaning respectively that for each t the natural maps of R0-modules
limÝÑ
p
F pCC
t
Ñ CC
t
and CC
t
Ñ limÐÝ
p
CC
t
{F pCC
t
are isomorphisms. (The former is clear since F 0CC “ CC, whilst the latter uses the fact that CC
is defined as a product over r, rather than a sum.) Similarly our filtration on Av is I-complete and
P -complete in each degree. The Eilenberg–Moore comparison theorem [12, Theorem 7.4] then tells
us that a filtered chain map CC Ñ Av which induces an isomorphism on some page of the associated
spectral sequences is automatically a quasi-isomorphism—even though the spectral sequences need
not converge. By Lemma 4.6, Pv induces just such an isomorphism on the first page. 
Remark 4.7. We learnt the Eilenberg–Moore comparison from Sheridan, who used it in [34, Section
6.4] to compute certain Hochschild cohomology groups using the length filtration. {
Remark 4.8. Since we are in a relatively simple setting, one can prove the relevant special case of
the comparison theorem by hand: consider the mapping cone C of Pv; this inherits a filtration,
and using the fact that grPv is a quasi-isomorphism one can show that each C{F
pC is acyclic by
induction on p; take inverse limits and use the Milnor sequence to obtain the theorem. {
4.4. Identifying the result. Having computed HH˚pAq as H˚pAvq, it remains to describe the
latter and prove Theorem 7. To simplify notation define a differential dv and product ¨ on Av from
the operations µ1
v
and µ2
v
by the familiar sign rule (10). These almost make Av into a dg-algebra; the
only problem is that ¨ need not be associative, although of course it is associative up to homotopy.
Now let P be the disc potential
ř
kě2 µ
kpv, . . . , vq of A as usual. Recall that v1, . . . , vn is a basis
for V , and x1, . . . , xn are the dual formal variables in R, so that v “
ř
xivi. For each i we have
dvvi “ ´µ
1
v
pviq “ ´
ÿ
k,l
µkpv, . . . , v, vi, v, . . . , vloomoon
l
q “ ´
B
Bxi
ÿ
k
µkpv, . . . , vq “ ´
BP
Bxi
“ ´dP y vi.
Similarly, for all i and j we have
vi ¨ vj ` vj ¨ vi “ ´pµ
2
v
pvi, vjq ` µ
2
v
pvj , viqq “ ´
B2P
Bxi Bxj
and vi ¨ vi “ ´µ
2
v
pvi, viq “ ´
1
2
B2P
Bx2i
.
The division by 2 makes sense here, even if 2 is not invertible in R0, since differentiating a monomial
xm11 . . . x
mn
n twice with respect to xi brings down the coefficient mipmi ´ 1q, which is even; the
operator 1
2
B2i operator is defined to bring down mipmi´1q{2 instead. Let
1
2
HesspPq denote half the
Hessian quadratic form on Rb V , defined by
1
2
HesspPq
´ÿ
i
aivi
¯
“
ÿ
i
a2i
1
2
B2P
Bx2i
`
ÿ
iăj
aiaj
B2P
Bxi Bxj
.
The above calculations suggest that Av is related to the Clifford algebra Cℓp´
1
2
HesspPqq as
defined in (1)—i.e. the tensor algebra over R, on the free module R b V , modulo the two-sided
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ideal generated by the relations v b v “ ´1
2
HesspPqpvq for all v—equipped with the differential
´dP y ‚. Note that this differential extends uniquely from V to the tensor algebra on Rb V using
R-linearity and the Leibniz rule, and then descends to the Clifford algebra since it annihilates the
relations. We denote the dg-algebra pCℓp´1
2
HesspPqq,´dP y ‚q by C. We cannot expect Av to be
A8-quasi-isomorphic to C since in general Av may be non-formal, but our main result is
Theorem 4.9. There is a canonical isomorphism of unital R-algebras H˚pAvq – H
˚pCq.
Proof. We’ll show that H˚pAvq and H
˚pCq canonically embed into Cℓp´1
2
HesspPqqbRJacpPq, where
JacpPq is the Jacobian algebra R{pBiPq, and that these embeddings have the same image.
For the first part, we claim the following sequence of canonical isomorphisms and embeddings
(25) H˚pAvq – H
˚pAvq bR JacpPq ãÑ H
˚pAv bR JacpPqq – Cℓp´
1
2
HesspPqq bR JacpPq,
and similarly for C. The middle inclusion map comes from the universal coefficient theorem, whilst
the first isomorphism follows from the fact that BiP “ ´dvvi for each i, so BiP acts as 0 on H
˚pAvq.
Analogous arguments apply to C. We just need to justify the second isomorphism, and for C this
holds simply because the differential ´dP y ‚ vanishes after tensoring with JacpPq.
To complete the first part it remains to deal with the second isomorphism for Av (i.e. the second
isomorphism in (25)). To do this, for each r-tuple I “ pi1 ă ¨ ¨ ¨ ă irq in t1, . . . , nu let vI denote
the element of Av given by ppvi1 ¨ vi2q . . . q ¨ vir . Reducing mod m, pAv,d, ¨q becomes the exterior
algebra pE, 0,^q, and the vI become the standard R0-basis. Before reducing, the vI therefore form
an R-basis for Av. By the Leibniz rule, for all I “ pi1 ă ¨ ¨ ¨ ă irq we have
(26) dvvI “
rÿ
j“1
p´1qj´1pdvij qvIztiju “
rÿ
j“1
p´1qj
BP
Bxij
vIztiju.
In particular, dv vanishes modulo the ideal pBiPq, so Av bR JacpPq has zero differential and is
associative (consider the 3-ary A8-relation). Moreover, the vI form a JacpPq-basis for it and the vi
satisfy the relations ´ÿ
i
aivi
¯
¨
´ÿ
j
ajvj
¯
“
1
2
HesspPq
´ÿ
i
aivi
¯
,
so we conclude that it is canonically isomorphic to Cℓp´1
2
HesspPqq bR JacpPq.
We thus have the claimed embeddings H˚pAvq, H
˚pCq ãÑ Cℓp´1
2
HesspPqq bR JacpPq and we’re
left to identify their images. For this, for each I let vI denote the element vi1 . . . vir in C. There is
no need for brackets here since C is already associative. These vI form an R-basis for C, and the
Leibniz rule gives
´dP y vI “
rÿ
j“1
p´1qj
BP
Bxij
vIztiju,
so the R-linear map θ : Av Ñ C given by vi ÞÑ vI is an isomorphism of chain complexes (ignoring
the algebra structures). The diagram
H˚pAvq H
˚pCq
Cℓp´1
2
HesspPqq bR JacpPq
H˚pθq
commutes and since the horizontal arrow is an isomorphism of R-modules we get the result. 
Remark 4.10. Reducing the embedding of Av modulo m recovers the isomorphism H
˚pAq – CℓpQq,
where Q is the form on V given by the quadratic part of ´P. {
Combining Theorem 4.4 with Theorem 4.9 we arrive at
Corollary 4.11. There is a canonical unital R0-algebra isomorphism
HH˚pAq – H˚pCℓp´1
2
HesspPqq,´dP y ‚q. 
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We already know that H˚pAvq is graded-commutative, since it is isomorphic to HH
˚pAq, but we
actually have
Proposition 4.12. The image of the embedding H˚pAvq ãÑ Cℓp´
1
2
HesspPqq bR JacpPq, or equiv-
alently the image of H˚pCq, is contained in the centre of the codomain.
Proof. We’ll work with the image of H˚pCq. With notation as in the proof Theorem 4.9, suppose
a :“
ř
I aIvI is a cocycle in C. Since the differential ´dP y ‚ decreases the length |I| of I by 1, we
may assume that the set t|I| : aI ‰ 0u has a single element r, and we claim that for all l we have
vla “ p´1q
ravl modulo pBiPq. Then a graded-commutes with each vl in Cℓp´
1
2
HesspPqqbR JacpPq,
and hence lies in the centre.
For each I “ pi1 ă ¨ ¨ ¨ ă irq, each l P t1, . . . , nu, and each s P t1, . . . , ru, consider
δ
l,s
I
:“ aIvi1 . . . vis´1vlvis . . . vir ` aIvi1 . . . visvlvis`1 . . . vir .
Since the algebra underlying C is Cℓp´1
2
HesspPqq, we have
δ
l,s
I “
B2P
Bxl Bxis
aIvi1 . . . pvis . . . vir “ BBxl
´ BP
Bxis
aIvi1 . . . pvis . . . vir¯´ BPBxis BaIBxl vi1 . . . pvis . . . vir ,
where p denotes omission. The final term on the right-hand side vanishes modulo pBiPq, so we get
vla´ p´1q
ravl “
ÿ
I
rÿ
s“1
p´1qs´1δl,sI “
B
Bxl
ÿ
I
rÿ
s“1
p´1qs´1
BP
Bxis
aIvi1 . . . pvis . . . vir mod pBiPq.
The double sum on the right-hand side is exactly dP y a, and this vanishes by the assumption that
a is a cocycle, proving the claim. 
5. Monotone Lagrangian tori
In this short final section we change direction slightly, and move from pure algebra into Floer
theory (with which some familiarity is assumed), although the new contribution—Proposition 5.6—
is purely algebraic. We discuss the geometric version of the localised mirror functor for Lagrangian
tori from Section 1.5, and apply the techniques from Section 3 to prove Theorems 5 and 6.
5.1. The geometric localised mirror functor. Recall from Section 1.5 that in [8] Cho–Hong–
Lau constructed, starting from a monotone Lagrangian torus L inside a symplectic manifold X, an
A8-functor from the monotone Fukaya category of X to the category of matrix factorisations ofWL.
Here WL : H
1pL;Rˆ0 q Ñ R0 is the superpotential of L, which sends a local system ρ P H
1pL;Rˆ0 q
to a certain count of holomorphic discs bounded by L, weighted by the holonomy of ρ around their
boundaries. A precise description is given in [8, Definition 2.2]; we set their variable T to be 1.
Note that WL can be viewed as an element of the group algebra R
1 :“ R0rH1pL;Zqs, and strictly
the target category is mfpR1,WL ´ λq.
Remark 5.1. We should assume that X is either compact or tame (convex or geometrically bounded)
at infinity, to ensure compactness of the relevant holomorphic curve moduli spaces. {
Remark 5.2. The assumption of monotonicity can be weakened to ‘positivity’—see [8, Assumption
2.1]—at the expense of working over a Novikov ring and (a priori at least) making the construction
dependent on a specific choice of almost complex structure on X. As Cho–Hong–Lau remark, if
one is happy to employ more sophisticated techniques then it should be possible in characteristic 0
to weaken the assumption further, to unobstructedness of L. In this case, however, one loses the
filtration that is crucial to our arguments. {
This functor, which we denote by LMLgeom, is morally equivalent to the localised mirror functor
described in Section 3.1, but replaces the algebraic description in terms of insertions of v into the
A8-operations with a geometric description which takes the ordinary A8-operations on the Fukaya
category and modifies the definition by incorporating additional weights in R1. One should think of
the insertions of v as giving the formal expansions of these weights.
Stated precisely, the output of their construction is
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Theorem 5.3 ([8, Theorem 1.1]). For each λ P R0, LM
L
geom defines an A8-functor
LM
L
geom : FλpX,ωq Ñ mfpR
1,WL ´ λq,
where FλpX,ωq is the ‘λ-summand’ of the monotone Fukaya category, comprising those objects L
with ‘m0pLq “ λ’ (see [34, Section 1.1] for details, where m0 is called w). 
5.2. The matrix factorisations. For each critical point ρ of WL with critical value λ, the object
pL, ρq obtained by equipping L with the local system ρ is non-zero in FλpX,ωq. Moreover, its
endomorphism algebra CF ˚ppL, ρq, pL, ρqq can be arranged (by suitable choice of perturbation data,
in the sense of Seidel [30, Section (8e)]) to be a superfiltered deformation of E, where E “ ΛV as
usual, and V “ H1pL;R0q.
Remark 5.4. Recall from Remark 1.13 that CF ˚ppL, ρq, pL, ρqq must in general be modified by a
formal diffeomorphism to make it strictly unital. It will actually be more convenient for us to leave
it unmodified for now, so it is only cohomologically unital, and hence (in this respect only) not quite
a superfiltered deformation of E. {
Fix a basis for H1pL;Zq, let z1, . . . , zn be the corresponding monomials in R
1, and let v1, . . . , vn be
the dual basis for H1pL;Zq. Let pρ1, . . . , ρnq be the components of ρ with respect to the coordinates
zi, and let v
1 “
ř
ipzi{ρi ´ 1qvi. Assuming that the auxiliary ‘gauge hypertori’ Hi on L (these are
just cycles Poincare´ dual to the vi) are chosen compatibly with the perturbation data, the functor
LM
L
geom sends the object pL, ρq to a superfiltered matrix factorisation E
1 whose underlying module
is R1 b E, and whose squifferential has leading term ´v1 ^ ‚.
More precisely, contributions to the leading term correspond to Morse flowlines on L—where the
Morse data are determined by the perturbation data—with each flowline γ weighted by a factor of
nź
i“1
´ zi
ρi
¯Hi¨γ
.
Here Hi ¨ γ is the algebraic intersection number of Hi and γ. To obtain ´v
1 ^ ‚ we should fix a
diffeomorphic identification L – pS1qn such that vi is Poincare´ dual to pS
1qi´1 ˆ tptu ˆ pS1qn´i,
and then take Hi to be the latter cycle. The perturbation data should then be chosen so that the
induced Morse data is a product of perfect Morse data on each S1 factor. To get the correct signs
one needs to choose the orientations of the descending manifolds appropriately.
Remark 5.5. Cho–Hong–Lau used ‘leading order term’ in [8] to mean the next term down in the
filtration; what we call the leading term they called the classical part. {
The functor also gives a superfiltered A8-algebra map
Φ1 : CF ˚ppL, ρq, pL, ρqq Ñ B1 :“ endmffiltpE
1q.
One can choose the perturbation data and gauge hypertori so that the first component pΦ1q1 sends
the cohomological unit to the unit in B1, and so that for each i the leading term of pΦ1q1pviq is vi^‚.
In more detail, the leading term of pΦ1q1pviq counts Y-shaped Morse flow trees with the critical point
corresponding to vi at the first of the two inputs. The three legs of the Y are perturbed, in a way
which depends on the choice of Floer-theoretic perturbation data, and we can (and should) arrange
it so that all such Y-shaped trees avoid the gauge hypertori.
Now let m1 denote the ideal of R1 generated by the zi{ρi ´ 1. The fact that ρ is a critical point
of WL means that WL ´ λ lies in pm
1q2, and analogously to Section 2.2 we can pick qw1 in m1 b V _
such that qw1 y v1 “ WL ´ λ. We can then define another superfiltered object E 10 in mfpR1,WL ´ λq
to have underlying module R1 b E and squifferential
dE 10 : a ÞÑ ´pv
1 ^ a` qw1 y aq.
The same argument as for Proposition 3.4 and Lemma 3.5 shows
Proposition 5.6. The identity map on the underlying modules can be corrected with lower order
terms to a cocycle in hom0
mffilt
pE 1,E 10q. Conjugation by this cocycle gives a superfiltered dg-algebra
isomorphism Ψ1 from B1 to B10 :“ endmffiltpE
1
0q. 
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Remark 5.7. This conjugation provides the ‘quantum change of coordinates’ on R1 b E predicted
by Cho–Hong–Lau in [8, Section 8], and which they constructed by hand for monotone toric fibres
of dimension ď 4. {
Composing Ψ1 with Φ1, we obtain a cohomologically unital superfiltered A8-algebra map
Ψ1 ˝ Φ1 : CF ˚ppL, ρq, pL, ρqq Ñ B10
such that the leading term of pΨ1 ˝Φ1q1pviq is vi^‚. The argument of Lemma 2.9 shows that H
˚pB10q
is isomorphic to E, such that the action of e P E on E 10 has leading term e^ ‚, so we deduce
Theorem 5.8. The map Ψ1 ˝ Φ1 is a quasi-isomorphism. Hence CF ˚ppL, ρq, pL, ρqq is quasi-
isomorphic, as a cohomologically unital superfiltered A8-algebra, to the dg-algebra B
1
0. 
Corollary 5.9. The disc potential P of a strictly unital modification of CF ˚ppL, ρq, pL, ρqq is 1-
equivalent to the formal expansion of WL ´ λ about ρ under the identification zi “ ρip1` xiq.
Proof. Construct a minimal model B1min0 for B
1
0, analogous to B
min
0 . Composing Ψ
1 ˝ Φ1 with the
projection Π1 : B10 Ñ B
1min
0 gives a cohomologically unital superfiltered A8-isomorphism
CF ˚ppL, ρq, pL, ρqq Ñ B1min0
which satisfies pΠ1 ˝ Ψ1 ˝ Φ1q1pviq “ vi. By setting xi “ zi{ρi ´ 1—which converts v
1 into the usual
v “
ř
i xivi—and expanding in powers of the xi, we see that B
1min
0 is also a minimal model for the
completion of B10 at m
1. By Theorem 2 its disc potential is thus the expansion of WL ´ λ under the
identification zi “ ρip1` xiq.
Now modify CF ˚ppL, ρq, pL, ρqq to be strictly unital. This can be done in a way which respects the
Z{2-grading and filtration, and since the leading terms of the A8-operations were already strictly
unital (they describe the formal A8-structure on E) we may also ensure that these leading terms
are not affected. For an explicit recipe see Seidel [30, Lemma 2.1]. The modified Floer algebra
is now a genuine superfiltered A8-deformation of E. Similarly we can modify our cohomologically
unital quasi-isomorphism to be strictly unital, respecting the Z{2-grading and filtration, and without
changing its action on cohomology.
The result of this is a 1-equivalence of superfiltered A8-deformations from the modified Floer
algebra to B1min0 . Hence the disc potential P is 1-equivalent to the claimed expansion of WL´λ. 
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