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The time series is a series of observations recorded 
with respect to time. Usually, the time is set to equal 
interval, such as daily, monthly, or annually and is 
best visualized using a line chart. Time series 
forecasting is a method of predicting future 
observations based on previous observations. Unlike 
regression where the predicted value depends on 
other variables, time series depends on the same 
variable, but at different times [1]. An example of a 
problem that can be represented as time series is 
stock price prediction. According to the random walk 
hypothesis, stock market prices change in random 
order, hence making the stock market movement 
unpredictable [2]. Even though it is consistent with 
the efficient-market hypothesis, evidence from 
numerous studies indicates that it is predictable at 
some level [3–5]. It is also proven by the 
implementation of technical analysis, which is a class 
of technique that relies solely on the technical 
indicators of historical data and chart pattern [6], by 
most traders.  
 
*Author for correspondence 
Historical stock price data, which is a time series 
data, have a natural temporal order where the current 
observation is more related to the nearer past 
observations in time compared to ones that are 
further [7]. The common practice among traders is to 
consider historical data of stock price from the 
previous 6 months. In time series problem, this 
duration is called window length or time lags. It 
represents the number of time steps in the time series 
to be inserted as input for the predictive model. 
 
In this study, we investigated the impact of window 
length on stock price prediction using deep learning 
model. We employ the vanilla long short-term 
memory (LSTM) model for stock price forecasting 
with different window length as the input. The focus 
of this study is to empirically investigate the impact 
of different window length in time series forecasting. 
Therefore, the LSTM model and its parameters 
remain constant for all experiments to ensure that the 






Time series forecasting is a method of predicting the future based on previous observations. It depends on the values of 
the same variable, but at different time periods. To date, various models have been used in stock market time series 
forecasting, in particular using deep learning models. However, existing implementations of the models did not determine 
the suitable number of previous observations, that is the window length. Hence, this study investigates the impact of 
window length of long short-term memory model in forecasting stock market price. The forecasting is performed on 
S&P500 daily closing price data set. A different window length of 25-day, 50-day, and 100-day were tested on the same 
model and data set. The result of the experiment shows that different window length produced different forecasting 
accuracy. In the employed dataset, it is best to utilize 100 as the window length in forecasting the stock market price. Such 
a finding indicates the importance of determining the suitable window length for the problem in-hand as there is no One-
Size-Fits-All model in time series forecasting. 
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2.Related work  
The time series is a sequential problem where the 
sequence of observations with respect to time needs 
to be preserved. Examples of time series problem are 
natural language processing [8], speech recognition 
[9], weather forecasting [10] and financial market 
prediction [11]. These problems require insights from 
previous input to make sense of the current input. 
This unique characteristic of time series problem that 
set it apart from other problems like regression and 
classification has attracted the interest of many 
researchers. Unfortunately, there is one major 
problem in time series forecasting which is to 
determine the window length. 
 
Shynkevich et al. [12] defined window length as a 
time frame parameter required to be set when 
calculating many technical indicators. The window 
length was divided into two categories which are the 
past window length called input window length and 
future window length called forecast horizon. They 
studied with the effect of the combination of these 
types of window length on the performance of a 
predictive system. They used machine learning 
algorithms with technical indicators as input features 
to forecast the movement of stock price. The 
experiment was on daily price of 50 stocks for 10 
years while the prediction accuracy, winning rate, 
return per trade, and Sharpe ratio was used as the 
performance metrics. Their observation indicates that 
a combination of input window length with 
approximate equal to the forecast horizon produced 
the highest predicted. This finding is consistent with 
the findings by Zhang et al. [13] which states that 
learning the correlations between different time steps 
is crucial in achieving artificial intelligence. 
 
A branch of artificial intelligence called artificial 
neural network (ANN) progressively improves 
performance of general tasks using given examples 
without prior knowledge of the tasks. The ability of 
ANN to learn and generalize from previous data is 
well suited to problem domain such as time series 
forecasting. Moreover, the ANN is able to adapt to 
the data pattern and the relationship between the 
input and output, resulting in better prediction 
accuracy than the traditional method [14]. However, 
the performance of ANN highly depends on the 
number of training which is limited by the processing 
power and the number of data available at that time. 
Fortunately, the processing power and available data 
have exponentially increased these days, which led to 
the introduction of deep learning in 2015 [15]. 
Deep learning is a form of machine learning and is 
inspired by ANN. Similar to ANN, it also uses 
existing data to train a model in order to make 
predictions from new data [16]. However, unlike 
ANN, deep learning consists of many hidden layers. 
Although it is not clear on the number of hidden 
layers that separate shallow from deep learning, it is 
evidence that more hidden layers result to more 
abstract processes. The increase in the number of 
layers in a network requires high computational 
processing cost, which is why deep learning only 
gain popularity recently with the introduction of 
graphics processing unit (GPU). Moreover, 
digitization of processes which increase data 
availability for training also contributes to the rising 
popularity of deep learning since its performance 
relies heavily on the amount of training data. One of 
the rising deep learning architecture is called 
recurrent neural network (RNN). 
 
RNN is a deep learning architecture that loops 
through time. This characteristic enables RNN to 
receive input from previous time step hence making 
it highly suitable for sequence problem like time 
series and lists. RNN has been proven to excel in 
numerous sequence problems like speech recognition 
[17], language modelling [18], translation [19], image 
captioning [20] and even image generation [21]. 
Despite its performance, RNN suffers from a long-
term dependency problem which limits its ability to 
preserve past information with a big time gap as 
mentioned by Bengio et al. [22]. Fortunately, a 
solution was introduced by Hochreiter and 
Schmidhuber [23] to overcome the challenges faced 
by RNN and the relevant model is known as LSTM.  
 
2.1Long short-term memory 
LSTM is a deep learning model that prevents the 
vanishing and exploding gradient problem faced by 
RNN [23]. Instead of vanishing or exploding, errors 
can flow backwards through unlimited number of 
virtual layers unfolded in time. This is made possible 
with the implementation of LSTM cell which 
comprises of cell state, input gate, forget gate and 
output gate as illustrated in [24]. Cell state is an 
element that runs across the entire iteration with 
minimal linear interactions. Meanwhile, input, forget, 
and output gate are the elements that control cell state 
by deciding which information to be written, read, or 
erased. 
 
The implementation of LSTM cell results in it being 
able to remember long-term dependencies. That is, 
LSTM can learn tasks that require memories of 
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events that happened thousands or even millions of 
discrete time step earlier [25]. LSTM also works well 
even if it is given long delays between significant 
events. In addition, it can also handle signals that mix 
low and high frequency components. As a result, 
LSTM performs very well in handwriting recognition 
[26] and speech recognition [27].  
 
In addition, the application of LSTM has gained high 
popularity nowadays due to the attention it received 
from major companies like Google, Apple, 
Microsoft, and Amazon. These companies have 
adopted machine learning and neural network 
technologies to develop new products as well as to 
improve the performance of their existing products 
i.e. Google with its Google Assistant [28], Apple 
with its Siri [29], Microsoft with its Cortana [30], and 
Amazon with its Amazon Echo [31]. All these 
products are digital personal assistant, which requires 
the ability to process natural language, which is what 
LSTM is great for with record results [32]. 
 
Besides natural language processing, LSTM also 
achieved state-of-the-art results in gesture recognition 
in video. Pigou et al. [33] proposed a deep 
architecture that incorporates bidirectional recurrence 
which is crucial for tasks with temporal feature and 
temporal convolutions which led to significant 
improvements. Their evaluation of different 
approaches to the Montalbano gesture recognition 
data set produced remarkable results. Another state-
of-the-art research on the performance of LSTM is by 
Al-Smadi et al. [34] on sentiment analysis task. By 
employing LSTM on opinion target expressions 
extraction and sentiment polarity classification of 
Arabic Hotels’ reviews data set, their proposed 
approach outperformed baseline research by 39% and 
6% respectively. 
 
Among all the tasks that LSTM perform, we are 
interested in time series forecasting. Kim and Won 
[35] proposed a new model that integrates LSTM 
with generalized autoregressive conditional 
heteroskedasticity (GARCH) type models to forecast 
KOSPI 200 index price. They discovered that by 
integrating LSTM with multiple instead of single 
GARCH-type model, the prediction performance is 
enhanced significantly. This discovery is consistent 
with the findings by Fallah et al. [36]. Based on the 
analysis of more than 50 research papers, they 
concluded that hybrid models dominated over single 
model. On the other hand, Pang et al. [37] proposed a 
different approach where instead of coming up with a 
hybrid model, they demonstrated the concept of stock 
vector. Unlike Kim and Won [35] who utilized 
multiple models, Pang et al. [37] utilized multi-stock 
higher-dimensional historical data through embedded 
layers. They discovered that embedded layers are 
better. Hence, by comparing the ability of LSTM 
with the characteristics of financial time series 
analysis, especially stock market prediction, the 




In order to undertake the study, a total of four phases 
was required; data collection, data pre-processing, 
experiment, and evaluation. Details of the phases are 
illustrated in Figure 1. 
 
 
Figure 1 Research design 
 
3.1Data collection 
To train our model, we used the daily closing price of 
S&P500 index from 3 January 2000 to 1 August 2016 
which can be retrieved from Yahoo Finance for free. 
The data set is in CSV file format that consists of 
seven variables which are labelled as Date for 
transaction date, Open for opening price of the date, 
High for the highest price on the date, Low for the 
lowest price of the date, Close for the closing price of 
the date, Adj Close for the adjusted closing price of 
the date, and Volume for the transaction volume of 
the date. It also has 4171 observations for each record 
on the working day of a week within the selected 
period. An example of the data is shown in Table 1. 
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Table 1 Data retrieved from yahoo finance 
Date Open High Low Close Adj Close Volume 
3/1/2000 1,469.25 1,478.00 1,438.36 1,455.22 1,455.22 931,800,000 
4/1/2000 1,455.22 1,455.22 1,397.43 1,399.42 1,399.42 1,009,000,000 
5/1/2000 1,399.42 1,413.27 1,377.68 1,402.11 1,402.11 1,085,500,000 
… … … … … … … 
29/7/2016 2,168.83 2,177.09 2,163.49 2,173.60 2,173.60 4,038,840,000 
1/8/2016 2,173.15 2,178.29 2,166.21 2,170.84 2,170.84 3,505,990,000 
 
3.2Data pre-processing 
The acquired data set originally consists of seven 
variables, namely Date, Open, High, Low, Close, Adj 
Close, and Volume as shown in Table 1. Since we are 
doing a univariate time series forecasting which 
involves only a single variable, the dimension of the 
data set was reduced where we kept variable Close 
and omitted other variables. The final data set that 
was fed into the program is shown in Table 2. 
 








The data were also normalized to improve 
convergence. The normalization was performed using 
Equation 1 which reflects percentage changes from 
the starting point. We divided each price    with 
initial price    and subtracted with 1. 
   (
  
  
)                                                   (1) 
After our model made the prediction, the data was 
denormalized using Equation 2 to get the real-world 
number. Equation 2 is the reverse of Equation 1. 
where the predicted normalized value    is added 
with 1 and multiplied with initial price   . 
     (    )                                               (2) 
 
Table 3 shows the original values labeled price and 
the normalized values labeled normalized price. The 
first value of Normalized Price is 0 because since it is 
the starting point of the time series, therefore there is 
no percentage change from the starting point. The 







Table 3 Normalized closing price 









The LSTM forecasting model for the experiment was 
developed in the Python programming language on 
Jupiter Notebook IDE using Keras with Google 
TensorFlow back-end. The experiments were 
executed on a desktop computer with Intel® Core™ 
i7-4770 CPU @ 3.40GHz processor, 8.00GB RAM, 
Windows 7 Professional 64-bit operating system, and 
HDD storage. The experiments consist of four steps 
which includes data loading, model building, model 
training, and predictions plotting. We run three 
experiments with different windows i.e. 25, 50, and 




The model was evaluated based on the accuracy of 
the prediction made by the model. The accuracy is 
calculated by dividing the number of correct 
predictions over the total number of predictions made 
as shown in Equation 3. 
          
                             
                               
         (3) 
 
4.Results 
The first experiment is based on a 25-day window 
which means that the model uses input data from the 
past 25 days to predict the movement for the next 25 
days. Figure 2 illustrates the obtained prediction 
where the blue line represents the actual data while 
lines of other colors represent the predicted values at 
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Based on the graph, the prediction accuracy of the 
model with 25-day window is 81.25% since 13 out of 
16 points were predicted correctly. Points with 
incorrect prediction, i.e. point 75 (purple), 200 (light 
blue), and 300 (red) show that the graph moves 
downward while the graph of actual values moves 
upward. 
 
The second experiment is based on a 50-day window 
which means the model uses input data from the past 
50 days to predict the movement for the next 50 days. 
The result is plotted on a graph as shown in Figure 3. 
The blue line is the actual data while other colors 
represent the predicted values. Based on the graph, 
the prediction of the model has been 62.5% accurate 
since five out of eight points were correctly predicted 
namely at point 0, 50, 100, 200, and 300. Points with 
incorrect prediction, i.e. point 150 (purple), 250 
(pink), and 350 (yellow) show that the graph moves 
upward while the graph of actual values moves 
downward. 
The third experiment involves the 100-day window 
length, which means the model employs data from 
the past 100 days to predict the movement for the 
next 100 days. The result is plotted on a graph as 
shown in Figure 4. Similarly, the blue line represents 
the actual data while other colors are the prediction 
data. Based on the graph, the prediction of the model 
has 100% accuracy since all points were correctly 
predicted. 
 
Data in Table 4 depicts the result summary. Even 
though experiment with 100-day window produced a 
perfect prediction with 100% accuracy, 
generalization that larger window size window 
contributes to a better performance could not be 
made. This is because the experiment with 50-day 






Figure 2 Experiment result using 25-day window 
 
 
Figure 3 Experiment result using 50-day window 
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Figure 4 Experiment result using 100-day window 
 
Table 4 Forecasting results using different window length 





This study suggests that window length is important 
in LSTM stock market time series forecasting. It 
shows that despite the general assumption that a deep 
learning model would perform better with more data, 
it is also important to identify which data contributes 
to its performance. Too little data would cripple the 
model performance while too many data would slow 
down its learning process or worse, reduce the 
performance. The data in this study are referred to 
window length, which had been proven to have an 
impact on time series forecasting using deep learning. 
Therefore, further investigation on automatic 
identification of optimized window length is required 
in order for a complete and the standalone forecasting 
application to be realized. Such an application will 
then facilitate investors in making decisions prior to 
investing in a particular stock.  
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