INTRODUCTION
The RHIC proton-carbon CNI polarimeters use pC elastic scattering in the coulombnuclear interference region to measure the beam polarization. Sensitivity to polarization is due to the coulomb spin-flip amplitude that is also responsible for the proton anomalous magnetic moment. The interference term arising from this amplitude, electromagnetic spinflip ¡ hadronic spin nonflip, is calculable, but an additional interference term, from a hadronic spin flip amplitude ¡ electromagnetic spin nonflip, is not. The polarimeter analyzing power A N was determined at 22 GeV by measuring the beam polarization in an external beam at the AGS, experiment E925 [1] , while simultaneously measuring the CNI asymmetry in the AGS ring, experiment E950 [2] . E925 used proton-proton elastic scattering in a larger t region (-t = 0.15 (GeV/c) 2 ), where the analyzing power was known (and non-zero), from polarized target experiments. A N for pC CNI was determined to ¢ 30% at 22 GeV ( Fig. 1) [2] . The analyzing power for RHIC at 100 GeV will be determined for the first time using a new polarized atomic hydrogen gas jet target in RHIC, over the next two years .
The RHIC polarimeters include a carbon target that can be introduced into the RHIC beam for the measurements, and silicon detectors that measure the energy and time 
FIGURE 1.
Analyzing power for proton-carbon elastic scattering for 22 GeV protons, vs. recoil carbon energy. Dots with error bars are the data points in our energy domain from E950 [2] . Top curve is a fit to the E950 data points, including points not shown at higher recoil energy, from Larry Trueman. [3] Lower curve is the fit used for the 2003 online analysis.
FIGURE 2. (a)
The time of flight is plotted as a function of kinetic energy of the detected particle. (b) Sub-figures show the reconstructed invariant mass distribution, discussed in the text. The carbon mass peak (11.18 GeV£ c 2 ) is clearly separated from an alpha mass peak (3.7 GeV£ c 2 ).
of arrival of the recoil carbon ions. For very small angle scattering, elastic reactions dominate, and measurement of the recoil gives predominantly elastic events. The CNI region that we measure covers -t = 0.006 to 0.03 (GeV/c) 2 , or carbon energies of 300 keV to 1.3 MeV range. The carbon recoil polar angle is nearly 90 degrees. The time of arrival provides time-of-flight for the recoil, by comparing to the time the rf-bunched beam crosses the target. The flight times are of order 50 ns to 100 ns for detectors at 15 cm from the target. This is ideal, since this is a quiet time-most backgrounds arrive close to the crossing time. The time-of-flight and energy measurements are used to identify carbon, see 
Si-5
Si-6 FIGURE 3. The layout of the silicon detectors inside the 15cm radius vacuum pipe of each RHIC polarimeter. The polarized proton beam direction is into the paper, and the carbon target is represented by the vertical line at the center of the vacuum pipe.
In the following sections we describe the RHIC polarimeters and the measurements during the 2003 RHIC run.
EXPERIMENTAL SETUP
The RHIC polarimeters are located near the 12 o'clock intersection region, with separate polarimeters near Q4 in each beam. The beams are referred to as the Blue and Yellow beams. A schematic of the polarimeters is shown in Fig. 3 . The RHIC polarized proton beam passes through an ultra-thin carbon ribbon target, and carbon recoils from CNI scattering are observed in six silicon strip detectors placed as shown. Very thin carbon ribbon targets have been developed at IUCF [4] . A typical target is 2.5 cm long, 3.5-µg © cm 2 thick (150 Å) and 5-µm wide. The target is mounted on a mechanism which rotates into the beam, with a choice of 3 vertical and 3 horizontal targets. The detector has 10 ¡ 24mm 2 total active area, divided into 12 strips of 10 ¡ 2mm 2 each. The thickness of the detectors are 400µm, fully depleted with the operation bias voltage of 100V . The strips are made by p -doping (B implantation) to a depth of 150 nm on the n-type Si bulk on the side facing the target. The back side is the n -doped layer with an Al contact.
The six detectors are mounted inside of the vacuum chamber with readout preamplifier boards directly attached to the chamber detector ports through vacuum feedthrough connectors. Figure 2 shows a scatter plot of time of flight versus energy for one silicon strip in the polarimeter. The silicon detectors are 15 cm from the target, and the RHIC bunch length was about 2 ns. The insets in the figure show mass distributions derived from velocity and energy. The carbon and α peaks are clear, with little background under the carbon peak. The beam polarization is measured by counting the number of events in the carbon band in each strip versus the azimuthal angle of the strip around the beam (Fig. 3) . A vertical polarization generates a left-right asymmetry in the detectors and a radial polarization generates an up-down asymmetry in the detectors. The rates are very high, so we chose a readout system without dead time based on waveform digitizers (WFD) [5] . The WFDs consist of a high frequency video ADC chip (used for laptop screens) and a Xilinx FPGA.
The waveform from each strip was digitized every 2 36 ns, and pulse height and time of flight, compared to the RHIC rf clock, was determined in real time. The 1 18 ns timing resolution is obtained through the interpolation algorithm, and compared to a look-up table which accepted the carbon band (as in Fig. 2 ). On-board scalers kept the number of events for each strip, and for each beam bunch. The 55 beam bunches of polarized protons in RHIC for the 2003 run, spaced 212 ns apart, alternated in polarization sign. Therefore, the on-board scalers collected data for both signs, and for bunches set up with zero polarization, for each strip. 48 strips were read out, 8 for each detector (Fig. 3) , and the same WFDs were used for blue and yellow measurements. Also, the orientation of the strips for the left and right 90 degree detectors (Fig. 3) were set up with the strips perpendicular to the beam direction, to measure the polar scattering angle. The 45 detectors were oriented along the beam direction to reduce the azimuthal acceptance for each strip, reducing the rate compared to the 90 central strips. Due to the multiple scattering in the target, the measurement of scattering angle gives only a weak constraint on elastic scattering. For the 2003 run, we typically had 4 ¡ 10 12 protons in each ring, and 2 ¡ 10 7 carbon elastic events were collected in about 20 seconds, with the target then rotated out of the beam. The data were then transfered to a PC, the asymmetry and various monitor asymmetries were calculated, and the result was sent automatically to the accelerator and experiments in minutes. A detailed description is given in [5] .
UPGRADES FOR 2003
For the 2003 RHIC run we added the capability to store the carbon energy (pulse height and integral), time of arrival of the recoil (1/4 pulse height timing), and bunch number for each event for each silicon strip. Each WFD module was equipped with a 16MB SDRAM, which holds about 45M events in on board memory in a total of twelve modules. This readout mode (event mode) was in addition to the scaler mode where histograms are stored, that were previously used for asymmetries. The scaler mode contains the sum of events for each strip and each bunch number, for events passing a preselected banana cut of time of flight vs. recoil pulse height, corresponding to carbon events. A selected carbon energy range is required for the scaler results. Histograms are also kept by carbon energy bin for events within the banana cuts, for each strip, for +,-,0 polarization signs. The polarization signs are obtained from the bunch numbers, via downloaded CDEV information, and not through hardware signals.
RHIC operators selected the mode for collecting data, scaler or event+scaler. The event mode readout time from on board memory to a PC hard drive was about 5 minutes, so a typical pattern used was to use scaler mode for the measurement of 1 beam, with a quick result readout, followed by event mode for the second beam, alternating these between beams. Also, we typically took only one measurement at injection because the multiple scattering from the target increased the beam emittance. Polarization values reported during the run were based on scaler data, from either the scaler mode or from the event+scaler mode. This analysis uses the refined calibrations and event selection available from the event data. Fig. 4 shows polarization measurements taken from the scalers during the run. These measurements combine the polarization sign ( § ) data and the left-right (or up-down) data using a geometric mean (the square root formula). The data from during the run are shown for yellow beam injection (24 GeV), and flattop (100 GeV), and for blue beam. We also show a false asymmetry check as Fig. 5 , where the 45 degree detectors are combined to cancel any real polarization effect: the cross asymmetry between, refering to To summarize the observations from the run measurements: Vertical polarization is observed as expected. We also observed a radial polarization asymmetry for blue flattop throughout the run. The cross asymmetry (false asymmetry) for blue was non-zero. Finally, the t-dependence of the vertical polarization asymmetry in blue follows the curve for A N in Fig. 1 , as it should for a real signal. However, the radial polarization asymmetry t-dependence for blue was flat, implying that this may be a false asymmetry. . Unphysical asymmetry (cross asymmetry) from the scaler data. Top plots for BLUE and the bottom plots for YELLOW. In the left plots, each measurement is shown as a data point, black points represent the injection measurements and colored ones are for the flattop measurements.Deviation from zero indicates the fact that the wrong dead layer correction had been applied at the online level. , where we must normalize by the luminosity ratio for the +/-polarization bunches, R:
POLARIMETER MEASUREMENTS DURING 2003 RUN

OFFLINE, POSTRUN ANALYSIS PLAN
We used the counts in the 90 degree detectors (#2 #5) to determine L and L . Then
or strip i. A N i is the analyzing power for the strip i, as determined from the fit to Fig. 1 , weighted by the observed carbon energy distribution for strip i. We used the event mode data to recalculate the silicon dead layer energy loss and the bunch crossing time. During the run this was done by approximating the energy loss vs. energy with a linear response with offset. This is a reasonable approximation only for small dead layers. incident on silicon [6] , and for the fractional energy loss vs. energy for different dead layer thicknesses. A linear relationship would give a flat line for fraction vs. energy, which is only reasonable for small thickness and larger incident energy domain, as seen in the figure. For the offline, the curves in the figure were described by a forth order polynomial in E, with the single parameter w, the deadlayer thickness. A fit was then made to the central value of the time-of-flight vs. energy banana (or, equivalently, to the carbon mass), with only two parameters: w and the time offset t 0 . This fit to the carbon mass was much improved from the linear approximation for the dead layer. Fig. 7 shows the dead layer thicknesses for each strip from this two parameter fit, done independently for each strip. As seen in the figure, the same detectors show nearly the same thickness for each strip. We then used the average thickness for each detector, indicated by the red points. None of the detectors came from the same wafer, so no correlation between detectors is expected. This new dead layer correction shifted the carbon energies from the online by about +100 keV. This shift leads to a change in effective analyzing power from online of about -10% (see Fig. 1. ) Fig. 1 also shows a lower curve marked "Online 2003". This curve was used for the effective analyzing power in the online results. A mistake was found in this curve, which is just a fit to the E950 data shown. The correct fit is shown as "Larry's fit to E950", the fit by Larry Trueman [3] . The revised fit increases A N by 10% from the online.
The two effects together, the new deadlayer and the fit correction, largely cancel in their effects on the effective analyzing power for the polarimeter in 2003.
For the event selection in the offline, we used a number of standard deviations from the central carbon mass. For the online, we used fixed time cuts from the carbon locus (+/-12 ns from the carbon locus, independent of energy). This is shown in Fig. 8 . The offline cut was considerably tighter and more controled vs. background from, for example, alphas. For the offline, the carbon mass center and sigma was calculated for each run (some runs had better timing resolution than others).
OFFLINE RESULTS I
We then calculated the polarization for each strip, for injection and flattop. Our intention was to compare the stability of the asymmetry for different carbon mass cuts, and to compare the 48 strips for each beam, for injection and flattop. To display the results, we convert the asymmetry to polarization using the effective analyzing power from Fig . 9 shows the result for yellow. Asymmetries for two cuts are shown: 1.5 σ and 3 σ from the central carbon mass. We note several points. The results are fairly stable with the two cuts. The edge strips of the 90 degree detectors see many fewer carbon events and also show lower polarization (these detectors measure scattering polar angle, and most events are in 2 or 3 central strips). Strips within a 45 degree detector roughly agree, but the scatter seems non-statistical, particularly for injection (note that the error bars for injection are larger because we took fewer measurements there). The six detectors don't show the same polarization.
There is some structure between the detectors for the polarization results in yellow, which is noticable at flattop. Pairs of detectors, #1 and #4, #2 and #5, and #3 and #6 measure similar polarization. This is the structure that would be observed for a combination of vertical and radial polarization. Yellow flattop shows evidence of radial polarization. For yellow injection, a systematic error is evident for detector #6 compared to the others. Fig. 10 shows the blue result. In addition to the remarks made for yellow above, we also see that the polarization values are unstable with the mass cuts.
Due to the instability of the result for blue, we investigated the bunch dependence of the start time t 0 . Fig. 11 shows the carbon mass peak position for each bunch, for 20 days of data, for blue flattop, for strip 27 (detector #3). The mass shows a systematic variation with bunch number. A zoom of this strip also shows a mass shift for even vs. odd bunches. These shifts are presumably from t 0 , the timing of the bunch crossing. blue and yellow at flattop. This is shown for each strip. We see that blue shows a very large fluctuation, vs. much smaller fluctuations for yellow.
We have not yet understood the origin of these variations, but we assume that the bunch rf time is at fault, and we have calculated t 0 for each bunch for each run and each strip. Our goal is to have a stable carbon mass to use to select events. Bunches are assigned a relative start time, t 0 , to center the carbon mass, for each strip and fill. With the stable results, we then discuss the differences for the strips. We have not understood the lower polarization measured for blue strip 27, and for the edge strips for the 90 degree detectors in blue and yellow. For strip 27, we had a very large variation in t 0 for + and -bunches. For the edge strips, the events there come from multiple scattering in the target [2] . We have decided to eliminate these strips from the measurement: strip 27 blue, and 2 edge strips from each edge of each 90 degree detector.
OFFLINE RESULTS II
The blue injection polarization has general agreement for the remaining 39 strips. Blue flattop polarization has structure indicating a significant radial polarization. Fig. 15 shows the difference in asymmetry measured with different mass cuts, normalized by an error that accounts for one set of data being a subset of the other [7] . This is shown for yellow flattop. The histogram is the projection. If we consider the excess beyond statistics to be a systematic error, we have σ sys ¤ " have σ sys =0.5% for yellow flattop, 1.5% for yellow injection, 1.1% for blue flattop, and 1.3% for blue injection., where these numbers are for polarization. These systematic errors are fairly small.
We then studied the t-dependence of the measured asymmetries. A real beam polarization signal should have a t-dependence that follows the analyzing power, 
ESTIMATES OF SYSTEMATIC ERRORS
We have decided to estimate the systematic errors for two cases: for vertical polarization only (V), and for vertical and radial polarization both allowed (V+R). The systematic error is estimated from the error required to give a χ 2 © nd f ¤ 1. For the yellow flattop, the fits of the strip asymmetries to azimuthal angle φ are shown in Fig. 18 . For vertical polarization only the asymmetry results for the 39 strips are divided by the analyzing power, including dependence on φ . For the case where radial polarizaion is allowed, the figure shows the raw asymmetry divided by A N . For vertical polarization only, the derived systematic error is ¢ 4% out of a yellow polarization of 22% for these runs. When radial polarization is allowed, a radial component is measured pointing at 12 degrees to the inside of the ring. The derived systematic error is then ¢ 1%, out of 23% total polarization. A radial polarization in yellow at flattop was expected, due to the loss of one of the yellow snake magnets. With one yellow snake operating as a partial snake, a horizontal component of the polarization was predicted. The amount of radial polarization depends on the RHIC beam energy (G ¡ γ, with G the anomalous magnetic moment coefficient of proton, and γ the Lorentz factor) and position of the polarimeter in the ring. This was apparently observed by the pC CNI polarimeter, STAR. PHENIX did not have sufficient sensitivity (PHENIX only ran for a short time with the spin rotators off and the yellow measurement were done with a fill with very small polarization, P=8%). Unfortunately, the beam energy isn't known with sufficient precision to predict the degree of radial polarization at each location. However, it appears reasonable to attribute the observed yellow radial polarization at flattop to a real effect. Therefore, we assign the yellow beam systematic error from the spread of results for the 39 strips to be ¢ 1% in polarization. No radial polarization in blue was expected. Waldo Mackay discussed possible radial polarization in blue from a mistuning of the snakes and spin rotators. He does not expect a radial polarization of the observed size in blue. None is observed by STAR, and a statistically significant radial asymmetry is observed by PHENIX.
The blue radial asymmetry is either real, or it is a mistake, which we have not yet uncovered. The measured blue right-left asymmetry at injection matches the AGS polarimeter measurements, so that the measurement of the vertical polarization for the blue polarimeter appears to be robust. The t-dependence of the blue radial signal (updown asymmetry) matches the t-dependence of the analyzing power, implying that the signalis real. No false cross asymmetry is observed. The run-dependence of the radial signal is stable. Thus, all measurements from the CNI polarimeter indicate a real radial polarization. Therefore, we conclude that we should use the systematic error for blue from the case where a radial polarization is allowed. This is ¢ 3% in polarization at flattop.
SUMMARY
Differences from the online included a corrected curve for A N ¥ t¨, evaluation of the dead layers for the detectors using a parameterization of dE/dx for carbon incident on silicon, and calculation of the bunch timing for each bunch to center the data at the recoil carbon mass. After this work, the mass was stable vs. energy, the event selection dependence was small, the cross asymmetries (false asymmetries) were zero, and the t-dependence of the asymmetries matched the analyzing power.
The measured systematic error for the polarization measurements in 2003 were ¢ 3% in polarization, for which we have taken the largest measured systematic error. This error comes from an evaluation of the blue and yellow measurements at injection and flattop, treating each silicon strip (39 strips for each polarimeter) as independent polarimeters. We have allowed a radial polarization, as well as vertical. We have observed a small radial polarization in yellow and a large radial polarization in blue, both at flattop, and both with good consistency and with the expected t-dependence of a real signal. A radial polarization was expected in yellow, and none was expected in blue. The systematic errors in yellow were less than blue, ¢ 1% in polarization. The polarization in blue at flattop increased by 3%, from 28.5% to 31.4%, from the online result. The yellow flattop polarization increased by 1%, from 24.2% to 25.2%. This is for all runs from April 15 to May 30, excluding the special pp2pp runs. A spreadsheet has been distributed to the experiments, for STAR and PHENIX, in the Appendix, giving the new polarization results for each polarimeter run. The data include bunch selection for each experiment, where non-colliding bunches are excluded.
A. POLARIZATION RESULTS FOR EACH POLARIMETER RUN
The tables in the following three appendices give the RHIC polarimeter results for run 3. The first two appendices give the polarization values based on event mode data, analyzed after the run. The offline analysis included changes in the analyzing power and the carbon energy from a more precise treatment of the silicon dead layer. The beam crossing timing as measured by the polarimeter waveform digitizers was found to vary by bunch number, and was determined for each bunch in the offline analysis. Carbon data were selected based on a 3 sigma cut on the reconstructed carbon mass, rather than using a fixed time window around the carbon locus in the time of flight vs. carbon energy distributions (banana plots).
It was found that, after these improvements to the analysis, the results were stable with different carbon selection cuts, a false asymmetry (cross asymmetry) that had appeared for some runs in the online was eliminated, and the asymmetry vs. t behavior followed the analyzing power fit to the E950 data. The details of the systematic error estimation are described in the main chapters.
B. OFFLINE BLUE BEAM POLARIZATION RESULTS
In each line of the 
C. OFFLINE YELLOW BEAM POLARIZATION RESULTS
The table below is the result of the offline analysis for yellow beam polarization. The definitions of the each column are the same as in blue. 
D. ONLINE (SCALER) POLARIZATION RESULTS
These results are for Run 3, and are based on the scaler polarimeter information which was also distributed to experiments through CDEV during the run period. The analyzing power used is an effective analyzing power from a fit to the E950 data, weighted by the observed carbon energy distribution.
In the offline analysis, the fit was corrected, and the carbon energy values changed, due to a more precise treatment of the silicon dead layer. These corrections changed the offline polarization values relative to the online values by dP/P=+0.09 for blue and +0.05 for yellow both at flattop (blue: +0.16, yellw: +0.01 for injection 
