Modern data management systems often need to deal with massive, dynamic and inherently distributed data sources: we collect the data using a distributed network, and at the same time try to maintain a global view of the data at a central coordinator. Such applications have been captured by the distributed monitoring model, which has attracted a lot of attention recently in both theory and database communities. However, all proposed algorithms in distributed monitoring with provable guarantees are ad-hoc in nature, each being designed for a specific problem. In this paper we propose the first generic algorithmic approach, by adapting the celebrated AMS-sampling framework from the streaming model to distributed monitoring. We also show how to use this framework to monitor entropy functions. Our results significantly improve the previous best results by Arackaparambil et al. [2] for entropy monitoring.
Introduction
Modern data management systems often need to deal with massive, dynamic, and inherently distributed data sources, such as packets passing through the IP backbone network, loads of machines in content delivery service systems, data collected by large-scale environmental sensor networks, etc. One of the primary goals is to detect important and/or abnormal events that have happened in networks and systems in a timely manner. These applications led to the study of (continuous) distributed monitoring, which has attracted a lot of attention in the database and network communities in the past decade [3, 8, 9, 14, 15, 18, 19, 24, 25, [28] [29] [30] [31] . The model was then made formal by Cormode, Muthukrishnan, and Yi [11] in 2008, and since then considerable work has been done in the theory community, including tracking heavy hitters and quantiles [23, 35] , entropy [2] , frequency moments [11, 34] , and performing random sampling [12, 32] . Some of these problems have also been studied in the sliding window settings [7, 12, 16] .
Despite a decade of research, however, almost all algorithms that have been proposed so far are ad-hoc in nature, each being designed for a specific problem. The only general-purpose tracking mechanismgeometric decomposition, proposed by Sharfman, Schuster, and Keren [30, 31] -does not provide provable theoretical bounds on communication costs. In this paper, we propose the first generic algorithmic solution with guaranteed communication bounds for distribution monitoring. This can be seen as the first step towards a complete characterization of which (frequency-based) functions can be tracked efficiently with distributed monitoring. Note that in the streaming model a complete characterization was given by Braverman and Ostrovsky [4] .
In the rest of this section, we will first describe the distributed monitoring model and then summarize our contributions and techniques.
The Distributed Monitoring Model. In the distributed monitoring model, we have k remote sites S 1 , . . . , S k and one central coordinator. Each site observes a stream A i of items over time. Let A = (a 1 , . . . , a m ) ∈ [n] m be the joint global stream (that is, the concatenation of A i 's with items ordered by their arrival times). Each a ℓ is observed by exactly one of the k sites at time t ℓ , where t 1 < t 2 < . . . < t m . Let A(t) be the set of items received by the system until time t, and let f be the function we would like to track. The coordinator is required to report f (A(t)) at any time step t. There is a two-way communication channel between each site and the coordinator. Our primary goal is to minimize the total bits of communication between sites and the coordinator in the whole process, since the communication cost directly links to the network bandwidth usage and energy consumption. 1 We also want to minimize the space usage and processing time per item at each site. Ideally, we want the total communication to be poly(k, 1/ǫ, log(nm)) and both space usage and processing time per item at each site to be poly(1/ǫ, log(nm)).
We also consider the sequence-based sliding window such that at any time step t now the coordinator is required to report f (A w (t now )) = f (a L−w+1 , . . . , a L ), where w is the length of the sliding window and L = max{ℓ | t ℓ ≤ t now }. In other words, the coordinator needs to maintain the value of the function defined on the most recent w items continuously. To differentiate we call the full stream case the infinite window.
Distributed monitoring can be thought as a combination of the streaming model [1] and the distributed one-shot computation (e.g., BSP [33] and MapReduce [17] ), but is different from both; the streaming model is centralized, and its primary goal is to minimize space usage, while the distributed monitoring model is inherently distributed and aims to minimize communication cost. In distributed monitoring the coordinator needs to compute the function at any time step, which is more general and difficult than the distributed one-shot computation.
Our Contributions. In this paper we consider the problem of tracking frequency-based functions. Let A = (a 1 , . . . , a m ) (a i ∈ [n]) be the joint global stream. Let m i = |{j | a j = i ∧ j ∈ [m]}| be the frequency of the universe element i. We say a function f defined on the stream A is frequency-based if f (A) can be written as
where f : N → R + ∪ {0} with f (0) = 0. Our main contribution is two-fold.
1. We implement AMS-sampling in distributed monitoring, which can be used to track the arbitrary frequency-based function f , though to achieve communication efficiency we require f and the input class to have some specific properties, which will be characterized in Section 3.
2. We show how to use AMS-sampling (together with some new ideas) to track the Shannon entropy and the Tsallis entropy, all usingÕ(k/ǫ 2 + √ k/ǫ 3 ) bits of communication, 2 which significantly improve the previous best results [2] . This will be presented in Section 4.
Entropy is one of the most important functions in distributed monitoring, since it can be used for a variety of anomaly detections, e.g., distributed denial-of-service attacks and traffic classifications [20, 26] . Previously it has also been studied extensively in the streaming model [5, 6, 21, 22, 26] . Arackaparambil, Brody and Chakrabarti [2] studied this problem in the distributed threshold monitoring setting, which is a special case of our continuous monitoring model: one only needs to tell whetherf (A) ≥ τ orf (A) ≤ τ (1− ǫ) for a fixed threshold τ at any time step. They gave an algorithm usingÕ(k/(ǫ 3 τ 3 )) bits of communication, which can be arbitrarily large when τ is arbitrarily small. Our results work for all τ ≥ 0 simultaneously, and have improved upon their results by at least a factor of min{ √ k, 1/ǫ} (ignoring log factors) for all τ ! Another advantage of our algorithms is that they can be easily extended to the sequence-based sliding window case (the error needs to be an additive ǫ when τ is small).
Our Techniques. We first recall the celebrated AMS-sampling method in the streaming model. Let A = {a 1 , . . . , a m } ∈ [n] m be the stream. The AMS-sampling consists of three steps: (1) we pick J ∈ [m] uniformly at random; (2) let R = |{j : a j = a J , J ≤ j ≤ m}| be the frequency of the element a J in the rest of the stream (call it a J 's tail frequency); and (3) set X = f (R) − f (R − 1). In the rest of the paper we will use (a J , R) AMS ∼ A to denote the first two steps. It is shown that E[X] = f (A) [1] . By the standard repeat-average technique, we can use sufficient (possibly polynomial in n, but for entropy this isÕ(1/ǫ 2 )) i.i.d. samples of X to get a (1 + ǫ)-approximation of f (A).
Our main idea is to implement (a J , R) AMS ∼ A with distributed monitoring. Sampling a J can be done using a random sampling algorithm by Cormode et al. [13] . Counting R seems to be easy; however, in distributed monitoring Ω(m) bits of communication are needed if we want to keep track of R exactly at any time step. Our key observation is that a (1 + ǫ)-approximation of R should be enough for a big class of functions, and we can use any existing counting algorithms (e.g., the one by Huang et al. [23] ) to maintain such an approximation of R. Another subtlety is that the sample a J will change over time, and for every change we have to restart the counting process. Fortunately, we manage to bound the number of updates of a J by a small log factor.
To apply the generic AMS-sampling framework to entropy functions efficiently, we need some new ideas. On a high level, our algorithms adapt the techniques developed by Chakrabarti et al. [6] for computing entropy in the streaming model. But due to the inherent differences between streaming and distributed monitoring, quite a few specific implementations need to be reinvestigated, and the analysis is also different since in distributed monitoring we primarily care about communication instead of space. For example, it is much more complicated to track (1 − p max ) up to a (1 + ǫ) approximation in distributed monitoring than 2 We useÕ(f ) to denote a function of the form f · log
in the streaming model (p max is the empirical probability of the most-frequent item), for which we need to assemble a set of tools developed in previous work [10, 23, 35] . , and m is the length of the stream. Define m i = |{j : a j = i}| to be the frequency of universe element i and p i = m i /m to be i's empirical probability. For a universe element a, A\a is the substream of A obtained by removing all occurrences of a in A while keeping the order of the rest items. When we say item we mean a token in A, thus items may have the same values. By element we mean an element from the universe [n].
Let m(A) = (m 1 , . . . , m n ) be the frequency vector of the stream A, and let p = (p 1 , . . . , p n ) be the vector of the empirical probabilities of elements in For
That is, the former has a multiplicative error, and the later has an additive error. When δ = 0, we simply write (1 + ǫ)-approximation and ǫ-approximation, respectively.
r ∈ R (a, b) means r is uniformly sampled from (a, b).
Preliminaries
In this section we present some utility algorithms in distributed monitoring that will be used later.
CountEachSimple.
A simple (folklore) algorithm for counting the frequency of a given element in distribution monitoring is the following: Each site S i maintains a local counter ct i , initiated to be 1. Every time ct i increases by a factor of (1 + ǫ), S i sends a message (say, a bit) to the coorinator. It is easy to see that the coordinator can always maintain a (1 + ǫ)-approximation of i ct i , which is the frequency of the element. The total communication cost can be bounded by O(k · log 1+ǫ m) = O(k/ǫ · log m) bits. The space used at each site isÕ(1) bits and the processing time per item is O(1). We denote this algorithm by CountEachSimple(e, ǫ), where e is the element whose frequency we want to track.
CountEach. Huang et al. [23] proposed a randomized algorithm CountEach with a better performance.
Lemma 1 ([23])
Given an element e, CountEach(e, ǫ, δ) maintains a (1 + ǫ, δ)-approximation to e's frequency at the coordinator, using CountAll. Yi and Zhang [35] gave a deterministic algorithm, denoted by CountAll(ǫ), that can be used to tracks the empirical probabilities of all universe elements up to an additive error ǫ in distributed monitoring. CountMin. We will also need the CountMin Sketch introduced by Cormode and Muthukrishnan [10] in the streaming model.
Lemma 2 ([35]) For any
0 < ǫ ≤ 1, CountAll(ǫ) uses O(
Lemma 3 ([10])
The CountMin(ǫ, δ) sketch uses O( 
AMS-Sampling. Recall the AMS-sampling framework sketched in the introduction
. Define Est(f, R, κ) = 1 κ i∈[κ] X i , where {X 1 , . . . , X κ } are i.i.d. sampled from the distribution of X = f (R) − f (R − 1). Lemma 4 ([6]) Let a ≥ 0, b > 0 such that −a ≤ X ≤ b, and κ ≥ 3(1 + a/E[X]) 2 ǫ −2 ln(2δ −1 )(a + b) (a + E[X]) . (1) If E[X] > 0, then Est(f, R, κ) = 1 κ i∈[κ] X i gives a (1 + ǫ, δ)-approximation to E[X] = f (A).
Implementing AMS-Sampling in Distributed Monitoring
In this section, we extend the AMS-sampling algorithm to the setting of distributed monitoring. We will discuss both the infinite window case and the sequence-based sliding window case. We first show how to maintain a single pair (S, R) AMS ∼ A. The algorithms are presented in Algorithm 1 and 2.
• Maintain S: Similar to that in [13] , we randomly associate each incoming item a with a real number 3 r(a) ∈ (0, 1) as its rank. We maintain S to be the item with the smallest rank in A(t) at any time step t. Each site also keeps a record of r(S), and only sends items with ranks smaller than r(S) to the coordinator. Each time S getting updated, the coordinator broadcasts the new S with its rank r(S) to all the k sites.
• Maintain R: Once S is updated, we use CountEachSimple(S, ǫ f,A ) to keep track of its tail frequency R up to a factor of (1 + ǫ f,A ), where ǫ f,A an error parameter which we will explain later.
As mentioned that different from the streaming model where we can maintain R exactly, in distributed monitoring we can only maintain an approximation of S's frequency R. We thus can only use AMSsampling to track a set of functions that satisfy certain properties, which we describe below.
Definition 1 (λ f,A ) Given a function f : N → R + ∪ {0} with f (0) = 0 and a class of inputs A, we define λ f,A = max{1, inf{λ}} where λ satisfies the following: for any A ∈ A and any η ≤ 1/4, let (S, R)
For example, when A = [n] m (i.e., all possible input sequences of length m), λ f,A is a constant for all functions f : N → R + ∪ {0} with f (0) = 0 and ∀x ≥ 1,
copies of (S,R)
AMS ∼ A at the coordinator. At each time step, the coordinator computes Est(f,R, κ).
Lemma 5 For any
by the property of AMS-sampling. The lemma follows by combining the three.
We next bound the communication cost. By CountEachSimple, trackingR for each sample S costs O( k ǫ log m) bits. We show in the following technical lemma that the total number of updates of S is bounded by O(log m) with high probability. Thus the total bits of communication to maintain one copy ofR will be bounded by O( k ǫ log 2 m).
and Pr[J > 2 log m] < m −1/3 .
Proof:
We can assume that U 1 , . . . , U m are distinct, since the event that U i = U j for some i = j has measure 0.
Since the order of U 1 , . . . , U i does not depend on the minimal value in that sequence, we have
Therefore, the events {OD i = σ} and {T i > t} are independent.
For any given σ ∈ Σ i−1 and z ∈ {0, 1} :
where (4) to (5) holds because the events {J i = z} and {OD i−1 = σ} are conditionally independent given {T i−1 > t}, and the events {OD i = σ} and {T i > t} are independent. Therefore, J i and OD i−1 are independent. Consequently, J i is independent of J 1 , . . . , J i−1 , since the latter sequence is fully determined by OD i−1 .
We will ignore the error probability m −1/3 in the rest of the analysis since it is negligible in all cases we consider. 
There is an algorithm that maintains at the coordinator a (1 + ǫ, δ)-approximation to f (A), ∀A ∈ A, using Proof: The correctness of our algorithm is shown by Lemma 5. We track κ (defined in Equation (3) 
An Improvement
In this section we show that by using CountEach instead of CountEachSimple in Algorithm 2, we can further reduce the communication cost for certain functions.
Lemma 7
For any function f : N → R + ∪{0} with f (0) = 0 and input class A, let M = inf A∈A f (A) > 0 and b be defined in Theorem 1. Suppose thatR is a (1 + ǫ, ǫM/b)-approximation to R, we have
Proof: Let E be the event |R −R| < ǫR.
Similarly, we have
The lemma follows by combining the two parts. δ log m log n) bits (Lemma 1). Since we run κ (defined in (3)) copies of CountEach and each may be restarted for O(log m) times, the total communication cost is bounded by (8) . Space and time costs are the same as before.
Theorem 2 For any function f : N → R + ∪ {0} with f (0) = 0 and input class A, let M, a, b be defined in Theorem 1. There is an algorithm that maintains at the coordinator a (1 + ǫ, δ)-approximation to f (A), and it uses
O k/ǫ 2 + √ k/ǫ 3 · λ f,A · 1 + a M · a+b M · log δ −1 log 2 m log n log
Sequence-Based Sliding Window
In the sequence-based sliding window case, we are only interested in the w most recent items received by the system, denoted by A w (t) = {a j | j > t − w}.
It is easy to extend the AMS-sampling step to the sliding window case. Cormode et al. [13] gave an algorithm that maintains s random sample at the coordinator in the sequence-based sliding window setting. This algorithm can be directly used in our case by setting s = 1. Similar as before, when the sample S is updated, we start to track its tailing frequency R using CountEach. 
bits of communication,Õ(κ) (κ defined in (3)) bits space per site, and amortized O(κ) time per item.
Proof: In [13] it is shown that O(k log w log n) bits of communication is sufficient to maintain a random sample in A w for each sliding window, and each site usesÕ(1) bits space and O(1) processing time per item. The rest of the proof is exactly the same as Theorem 2, except that we replace log m (in infinite window) with log w (in sequence-based sliding window).
Application to Entropy Functions

Shannon Entropy
In the Shannon entropy function we have f (x) = x log(m/x) (x > 0) and f (0) = 0, where m = |A(t)|. Let f m denote this function. For technical reasons, we assume ǫ ≤ 1/20 throughout this section. When A = [n] m , it turns out that f m cannot be tracked efficiently using our AMS-sampling framework, which can be seen from the following simple fact: for A = {1, 1, . . . , 1} ∈ A, E[X] = f (A) = 0, thus (2) will never be true for any finite λ. However, if we consider another input class Proof: Let r,r ∈ Z + , wherer is a (1 + ǫ)-approximation to r. Let X = X(r) = f m (r) − f m (r − 1) and X = X(r). Taking the derivative,
When r ≥ 2, we have
and when r = 1, we haver = r hence X =X. Therefore X −X ≤ 5ǫ. Next, given any A ′ ∈ A ′ , we have m i < 0.7m for all i ∈ [n], thus
Finally, setting λ = 10, we have send the coordinator "update (S 1 , r(S 1 )) with (S 0 , r(S 0 ))"; 8 send the coordinator "update (S 0 , r(S 0 )) with (e, r(e))"; 9 else if r(e) < r(S 1 ) then send the coordinator "update (S 1 , r(S 1 )) with (e, r(e))" ;
The following lemma shows that when input class is A ′ , we can directly apply the AMS-sampling framework in Section 3 to f m .
Lemma 9
Let f m and A ′ be defined above. There is an algorithm that maintains a (1 + ǫ, δ)-approximation to f m (A) for any A ∈ A ′ at the coordinator, using O((k/ǫ 2 + √ k/ǫ 3 ) log δ −1 log 2 m log n log(log m/ǫ)) bits of communication.
Proof:
Thus we set κ = Θ(ǫ −2 log m log δ −1 ) according to Equation ( To track f m under input class A = [n] m , a key observation made by Chakrabarti et al. [6] is that, when the stream A ∈ A has a heavy hitter z (say, p z ≥ 0.6), we can use the following expression to compute the entropy of A:
where
, and (S ′ , R ′ ) AMS ∼ A\z. Lemma 9 and the fact that A\z ∈ A ′ for p z ≥ 0.6 (if exists) enable us to obtain an algorithm with a bounded communication cost.
We try to implement this idea in distributed monitoring. The remaining tasks are: (1) keep track of the pair (S ′ , R ′ ) (thus X ′ ), and (2) keep track of (1 − p z ) and p z . Compared with the streaming model [6] , both tasks in distributed monitoring require some new ingredients in algorithms and analysis, which we present in Section 4.1.1 and Section 4.1.2, respectively.
As mentioned, in distributed streaming we can only maintained a (1 + ǫ)-approximation of m at the coordinator using o(m) bits of communication, but for the sake of simplifying the presentation, we assume that m can be maintained at the coordinator exactly without any cost. Appendix A explains why we can make such an assumption. Similar assumption also applies to the analysis of the Tsallis Entropy in Section 4.2.
The Algorithms
Maintain (S ′ , R ′ ). As observed in [6] , directly sampling (S ′ , R ′ ) is not easy. The idea in [6] is to maintain (S 0 , R 0 ) AMS ∼ A and (S 1 , R 1 ) AMS ∼ A\S 0 . We also keep track of the item z with p z ≥ 0.6, if exists. Now we can construct (S ′ , R ′ ) as follows: R 1 ) . The proof of the fact that S ′ is a random sample from A\z can be found in [6] , Maintain p z and 1 − p z . It is easy to use CountAll to maintain p z up to an additive error ǫ, which is also a (1 + O(ǫ))-approximation of p z if p z ≥ 0.6. However, to maintain a (1 + ǫ)-relative error of (1 − p z ) is non-trivial when (1 − p z ) is very close to 0. We make use of CountAll, CountEachSimple and CountMin to construct an algorithm TrackProb(ǫ, δ), which maintains a (1 + ǫ, δ)-approximation of (1 − p z ) at the coordinator when p z > 0.6. We describe TrackProb in Algorithm 6.
Putting Things Together. Let (S 0 ,R 0 ) and (S 1 ,R 1 ) be samples and their associated counts maintained by Algorithm 3, 4, and 5. Letp z be the empirical probability of z maintained by Algorithm 6 if p z ≥ 0.6. The final algorithm for tracking H(A) is depicted in Algorithm 7.
The Analysis
In this section, we first show the correctness of TrackEntropy, and then analyze its communication cost.
Correctness. We establish the correctness by the following two lemmas. (6)) is a (1 + ǫ, δ)-approximation to (1 − p I ).
Lemma 10p −I (see Line 13 of Algorithm
Proof: Let I be the candidate heavy hitter, that is, if there exists a z ∈ [n] such that p z ≥ 0.6, then I = z; otherwise I can be an arbitrary element. Let t(I) be the time step of the most recent update of I. At any time step, let A 0 be the substream consisting of all items received on or before t(I), ct = A 0 , and let A 1 be the rest of the joint stream A. Let m 0 I and m 0 −I be the frequency of element I in A 0 and the sum of frequencies of elements other than I in A 0 , respectively. Similarly, let m 1 I and m 1 −I be defined in A 1 .
Proof: by Lemma 6, C 0 is bounded by O(log m) with probability at least 1 − m −1/3 . Now let us focus on C 1 . Suppose n 1 < n 2 < . . . < n C 0 are the global indices of items that update S 0 . Let b i = r(a n i ), we have
Let A i be the substream of (a n i , a n i +1 , . . . a n i+1 −1 ) obtained by collecting all items that will be compared with r(S 1 ), thus |A i | ≤ m and each item in A i is associated with a rank uniformly sampled from (b i , 1). For a fixed C 0 , by Lemma 6 and a union bound we have that C 1 < O(C 0 log m) with probability at least 1 − Proof: First note that the random variable I will be updated by at most O(log m) times, which can be seen by considering the worst case: there are only two elements, x and y. At the beginning, x occupies c H = 0.58 fraction of the total numbers of items in the joint stream (Algorithm TrackProb runs CountAll(0.01) to ensure that a newly identified heavy hitter z will have p z ≥ 0.59 − 0.01 ≥ 0.58). After that, all coming items are y, until y occupies c H fraction of the total number of items. And then all coming items turn to be x again, etc.. Let a j and b j denote the total number of elements x and y when I is updated by the j-th time, respectively. W.l.o.g., we assume that x is the current major element, and then we have Proof: In our case, κ = Θ(ǫ −2 log δ −1 log m). The only thing needs to be clarified here is the space and time usage. Processing time is essentially the same as that in the general AMS-sampling (up to a constant factor), thus is amortized O(κ) time per item. For space, the extra space usage introduced by TrackProb (CountMin is the dominating part) is dominated by κ · log m.
Sequence-Based Sliding Window
In Section 3.2 we have extended our general AMS-sampling algorithm to the sequence-based sliding window setting. We can apply that scheme directly to the Shannon entropy, however, the communication cost is high when the Shannon entropy of the stream is small. On the other hand, it is unclear if we can extend the technique of removing the heavy hitter to the sliding window case: it seems hard to maintain (S w 0 , R w 0 ) AMS ∼ A w and (S w 1 , R w 1 ) AMS ∼ A w \S w 0 simultaneously in sliding window using poly(k, 1/ǫ, log w) communication, and poly(1/ǫ, log w) space per site and processing time per item.
By slightly adapting the idea in Section 3.2, we have the following result that may be good enough for most practical applications: 
bits of communication within a window of size w,O(ǫ −2 log δ −1 log 2 w) bits space per site and amortized O(ǫ −2 log δ −1 log w) time per item.
Proof: Instead of setting κ (the number of sample copies we run in parallel) as Equation (3), we simply set κ = Θ(ǫ −2 log w log δ −1 ), thus the space and time usage for each site. The correctness is almost trivial: since we are allowed to have an additive error ǫ (rather than ǫE[X]) when E[X] ≤ 1, we can replace ǫ by ǫ E[X] in Inequality (1) to cancel E[X]. For the communication cost (11), we just replace the value of κ in Section 3.2 (defined by Equation (3)) with Θ(ǫ −2 log w log δ −1 ).
Tsallis Entropy
The q-th Tsallis entropy of a stream A is defined as
It is well-known that when q → 1, S q converges to the Shannon entropy. In this section, we give an algorithm that continuously maintains a (1 + ǫ, δ)-approximation to S q ( p) for any constant q > 1. Similar to the analysis for the Shannon entropy, we again assume that we can track the exact value of m at the coordinator without counting its communication cost. To apply the general AMS-sampling scheme, we use g m (x) = x − m( W.l.o.g., we assume that 1 is the most frequent element in A. Consider the following two cases:
• m 1 ≤ 0.5m. In this case g m (A) ≥ 1 − ( Thus we can use the same technique as that for the Shannon entropy: when m 1 > 1/2m, remove all occurrences of 1 from A and apply the AMS-sampling scheme to the substream A\1.
We only need to consider the input class A ′ = {A ∈ [n] m ′ : 0 < m ′ ≤ m, ∀i ∈ [n], m i ≤ 0.5m}. The algorithm is essentially the same as the one for the Shannon entropy in Section 4.1, thus we omit its description.
Theorem 6
There is an algorithm that maintains at the coordinator a (1 + ǫ, δ)-approximation to S q (A) for any constant q > 1, using O (k/ǫ 2 + √ k/ǫ 3 ) · q 2 α 3 · log δ −1 log 2 m log n log 1 ǫα where α = 1 − ( 
A The Assumption of Tracking m Exactly
We explain here why it suffices to assume that m can be maintained at the coordinator exactly without any cost. First, note that we can always use CountEachSimple to maintain a (1 + ǫ 2 )-approximation of m using O( k ǫ 2 log m) bits of communication, which will be dominated by the cost of other parts of the algorithm for tracking the Shannon entropy. Second, the additional error introduced for the Shannon entropy by the ǫ 2 m additive error of m is negligible: let g(x) = i∈[n] m i log( 
which is negligible compared with ǫE[X](= ǫH(A)) (the error allowed in our problem). Similar arguments also apply to E[X ′ ], and to the analysis of the Tsallis Entropy.
