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ABSTRACT 
Spatial crime studies have existed for over a century, but the last 20 years have 
seen a turn in focus toward micro-spatial units such as street blocks and street segments.  
A particular subfield of this modern micro-spatial perspective is called crime trajectory 
analysis, which can isolate patterns of crime at small spatial units over time.  Though 
several crime trajectory analyses have been conducted for coastal cities, the technique has 
never been applied to Midwestern data.  This project fills that research gap by using the 
group-based trajectory modeling (GBTM) algorithm to uncover patterns of violent crime 
at street segments in St. Louis, MO.  The project addresses four specific issues which 
have gone either understudied or unexplored in prior research.  First, using Uniform 
Crime Reports (UCR) data, an attempt is made to model violent crime trajectories with 
GBTMs by finding the best balance of parsimony and model fit, thus producing a model 
in better concordance with crime theory and having more practical applicability.  Second, 
using data from the UCR, the decennial Census, and the City of St. Louis, multinomial 
logistic regression models are employed in order to find relationships between the crime 
trajectories and the various demographic and land use characteristics of the street 
segments.  Third, the demographic factors that influence the amount of segment-level 
violent crime heterogeneity within a neighborhood are investigated using ordinal logistic 
regression models.  Fourth, negative binomial regression models are used to distinguish 
which demographic and land use characteristics of a high-crime street segment influence 
the probability of the segment being located near others of its kind.  The results show that 
although GBTMs can be made simpler by prioritizing parsimony, their ability to link 
demographic changes to crime changes over time is questionable.  It is also demonstrated 
that high means and low variances in crime risk factors across a neighborhood’s 
segments produce higher violent crime trajectory heterogeneity in the neighborhood, and 
that social disorganization, not land use, is the primary cause of high-chronic violent 
crime clustering.  Applications and optimal directions for future research are discussed in 
the hope that the findings are useful for police departments and practitioners. 
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Chapter 1: Introduction 
 Crime can be studied from several different perspectives.  Many traditional 
viewpoints focus on the individual and his or her probability of being linked to crime, 
whether as an offender, a victim, or both.  Others, however, focus not on the traits that 
predict individual crime propensity, but rather on the characteristics of certain situations 
that may enhance the probability of crimes occurring in those situations.  One particular 
situational crime viewpoint which has been enormously influential in the modern study of 
crime is that of “environmental criminology”, in which researchers examine high-crime 
spatial units – cities, neighborhoods, subdivisions, street segments, or even individual 
properties – to determine why crimes are more common at these places than everywhere 
else.  The underlying causes of the elevated crime rates at these places can range from 
physical disorder to demographic disadvantages to even small, seemingly innocuous 
characteristics such as bus stops and schools. 
 The term “environmental criminology” was coined by Brantingham and 
Brantingham (1981), but the study of spatial crime in America dates back much further.  
Shaw and McKay’s (1942) study of juvenile crime across the city of Chicago became the 
basis for a vast expansion of neighborhood-level crime studies throughout the second half 
of the 20th century.  As researchers better understood patterns and correlates of crime at 
the neighborhood level, there began a push to study crime at increasingly smaller units of 
analysis, culminating in a new subfield of environmental criminology focused on crime 
patterns at individual street segments.  This new micro-spatial outlook, which originated 
in the early 1990s, was based on an implicit assumption that although some 
neighborhoods may be much higher in crime than others, small pockets within a certain 
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neighborhood also may have elevated crime rates in comparison to the rest of the 
neighborhood.  The study of these small places (often referred to as “hot spots”) and their 
crime generators has led to impressive crime control gains over the past 20 years 
(Sherman and Weisburd 1995; Braga et al. 1999; Braga 2005; Weisburd et al. 2006; 
Braga and Weisburd 2010; Weisburd et al. 2016). 
 As the focus on micro-spatial units of analysis has become more prominent over 
time, researchers also have developed interest in the long-term behavior of crime at these 
small places.  The knowledge gained by studying short-term crime patterns in the micro-
spatial context undoubtedly has led to crime reductions, but a better understanding of the 
long-term characteristics of small high-crime places yields certain benefits (particularly 
in future crime prediction) that cannot be achieved with cross-sectional studies.  To 
enhance the understanding of long-term micro-spatial crime patterns, criminologists have 
turned to group-based trajectory modeling (GBTM), a technique which separates 
observations into distinct classes based on their patterns over time.  Since the field of 
micro-spatial crime analysis generally has reached a consensus that the street segment is 
one of the optimal spatial units at which to observe crime patterns (Groff et al. 2009), 
GBTMs have been used in a series of studies designed to classify individual street 
segments into groups based on increasing, decreasing, or stable levels of crime over time.  
Typically utilizing a 10-to-20-year time period, researchers have been able to identify 
distinct longitudinal crime patterns down to the street segment, showing that segments 
with nonstable trajectories often are (a) located in otherwise-stable areas and (b) largely 
responsible for overall crime increases and decreases within a city.  Such studies (or 
studies with very similar methodologies, such as growth curve modeling) have been 
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conducted using data from cities such as Seattle (Weisburd et al. 2004; Groff 2005; 
Weisburd et al. 2009a; Groff et al. 2010; Weisburd et al. 2012; Weisburd et al. 2014; 
Hibdon et al. 2017), Boston (Braga et al. 2010; Braga et al. 2011), Vancouver (Curman et 
al. 2015; Andresen et al. 2017a), and Albany (Wheeler et al. 2016). 
 This project builds on the aforementioned studies with a comprehensive trajectory 
analysis of long-term violent crime patterns at street segments in St. Louis, Missouri.  St. 
Louis is an ideal site for such a project for several reasons.  First, though some micro-
spatial analyses have been conducted on data from Midwestern or South-Midwestern 
cities (Stults 2010; Wong 2016; Schnell et al. 2017), these analyses either have not used 
the trajectory modeling framework or have been focused on trajectories for units of 
analysis larger than the street segment, such as the block group or census tract.  Second, 
as a major city representative of the Midwest and the Rust Belt region, St. Louis has 
significantly different demographic, economic, and cultural patterns than coastal cities 
such as Seattle, Vancouver, and Albany.  The differences in demographics and 
economics may help to explain certain unexpected findings regarding violent crime 
trajectories in St. Louis.  Third, St. Louis has the unusual characteristic of being an 
“independent city” unbound to any county-level governing structure, one of only three 
major cities in the United States with such a trait.1  Finally, St. Louis has been home to 
some important recent work on micro-spatial crime (Rosenfeld et al. 2014) and, more 
generally, has a rich history as a site for crime observation and analysis (Decker and Van 
Winkle 1996; Wright and Decker 1997; Miller 2008).  This project continues the tradition 
                                                          
1 There are actually 41 independent cities in the United States, but 38 of these 41 are located in the state of 
Virginia, whose state constitution makes a special exception for the designation.  The other two 
independent cities located outside of Virginia are Baltimore, MD and Carson City, NV.  
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of exploring St. Louis’s violent crime characteristics in order to enhance the 
criminological community’s understanding of crime and criminal justice as a whole. 
 Despite the proliferation of micro-spatial crime studies and trajectory analyses in 
the past decade, there are still many unanswered or underexplored issues, four of which 
are addressed in this project.  The first issue regards the number of distinct trajectories 
used in the GBTM procedure.  Many trajectory analyses of crime at the street-segment 
level have identified between 10 and 20 distinct trajectory groups based on model fit 
criteria such as the Bayesian Information Criterion (BIC).  Though the identification of 
this many distinct groups is defensible based on maximizing model fit, it is relatively 
atheoretical and of limited use for practical purposes since police departments rarely 
classify small places into such finely drawn categories.  To address this issue, the first 
results chapter (Chapter 4) explores the effectiveness of modeling segment-level violent 
crime patterns in St. Louis by comparing a traditional optimization strategy (using BIC) 
with simpler GBTMs using fewer trajectory categories.  This chapter focuses on the 
murky and somewhat subjective process of finding the ideal balancing point between 
model fit and parsimony, with a strong argument to be made in favor of more 
parsimonious models when they perform nearly as well as their more complex 
counterparts. 
 The second issue involves determining the factors that drive long-term violent 
crime trajectories in St. Louis, and exploring the reasons why the effects of certain crime 
predictors could deviate from those expected based on theory and prior research.  The 
second results chapter (Chapter 5) focuses on the lengthy process of collecting publicly 
available ecological (e.g., bars, churches, trade shops) and demographic (e.g., race, age, 
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income, ethnicity) data at the most micro-level possible, as well as the multinomial 
logistic regression modeling process that determines which predictor variables best 
influence violent crime patterns.  The chapter concludes with a summary of the impact of 
each independent variable on crime trajectories in St. Louis, along with an 
acknowledgement of the model’s limitations and how such issues could be addressed in 
future research. 
 Whereas the first two results chapters (Chapters 4 and 5) outline a process similar 
to the GBTM crime studies conducted in other American cities, the third and final results 
chapter (Chapter 6) explores two further applications of trajectory modeling with little to 
no coverage in the existing literature.  The first of these applications focuses on finding 
the most efficient type of violent crime control strategies within St. Louis neighborhoods 
by exploring which neighborhood characteristics best predict the amount of street-to-
street variation in crime at the neighborhood-level.  Since St. Louis is a city with 79 
nested neighborhoods, it follows that some neighborhoods have a high degree of 
trajectory variation and require more nuanced policing initiatives, while others are rather 
homogeneous (consistently high-crime or consistently low-crime across the entire area) 
and only require a one-size-fits-all approach.  If the neighborhoods containing a wide 
variety of segment-level violent crime trajectories have different underlying demographic 
and ecological traits than the neighborhoods in which violent crime patterns are relatively 
uniform, then knowledge of this fact may help in highlighting where crime will increase 
and/or decrease in the future.  The second application involves differentiating between 
“isolated” high-crime places and “clustered” high-crime places.  Prior segment-level 
crime research indicates that some places with chronic violent crime issues have 
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relatively safe spatial neighbors, while others are located in large high-crime clusters.  
Much less is known, however, about the characteristics of a high-crime place that may 
help predict whether it lies in isolation from others of its kind.  If clustered high-crime 
places have specific traits not shared with isolated high-crime places, then crime control 
strategies may employ such information once a segment becomes a “hot spot” in order to 
prevent its spatial neighbors from suffering a similar fate. 
 Preceding the three results chapters (Chapters 4-6), the following two chapters of 
this project detail the prior literature on place-based crime (Chapter 2) and the outline and 
methods for each of the research topics (Chapter 3).  The literature review begins with the 
historical foundations of place-based crime and gradually builds toward modern-day 
findings and applications.  The methods chapter outlines the research template for the 
study, including (a) underlying motivations, (b) data sources, (c) statistical 
methodologies, and (d) theoretically-projected outcomes for the topics.  Following the 
three results chapters (Chapters 4-6), a concluding chapter (Chapter 7) summarizes the 
key findings from the project and explores issues for future research. 
 
Chapter 2: Literature Review 
Historical Context 
 Though much of the modern-day spatial crime research is focused on small places 
such as street segments or addresses, the initial waves of research involved much larger 
spatial units of analysis.  The first half of the 20th century saw the development of the 
“Chicago School” and the emergence of ecological criminology, the goal of which was to 
explain differences in crime rates across various sections of a large city by highlighting 
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differences in macro-structural characteristics.  In 1925, Park and Burgess developed the 
Concentric Zone Model to explain how one particular ring of Chicago – despite regular 
population turnover and changes in the ethnic composition of the area – could remain the 
highest-crime sector of the city over long periods of time.  They explained that this area, 
dubbed the “Transitional Zone” and located directly outside the central business district 
of downtown, had its own stable characteristics (e.g., low socioeconomic status, 
deteriorated housing, physical decay) which led to a high crime rate regardless of the 
individuals living there (Park et al. 1925).  Interested in how this idea would translate to 
neighborhoods, Shaw and McKay (1942) manually tallied rates of male youth 
delinquency across Chicago neighborhoods, coming to essentially the same conclusion: 
Delinquency was most frequent at places high in population turnover, ethnic 
heterogeneity, and poverty, with structural characteristics remaining stable despite 
individuals regularly moving in and out of the neighborhoods.  They reasoned that the 
characteristics of a place itself, much more than the criminal propensities of the people 
living there, must play a crucial role in generating sustained periods of high crime.  In 
particular, they attributed a neighborhood’s sustained high crime rate to its “Social 
Disorganization” – an inability of the neighborhood’s community to foster common 
values or solve common problems (Shaw and McKay 1942). 
 As a renewed interest in ecological crime studies emerged within the 
criminological community in the late 1970s, Shaw and McKay’s work provided the 
blueprint for a second wave of spatial crime research, led by Cohen and Felson’s (1979) 
“Routine Activities” perspective and Brantingham and Brantingham’s (1981) anthology 
on environmental criminology.  Cohen and Felson (1979) introduced a new perspective 
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in which the three-way intersection of offender characteristics, victim characteristics, and 
place-based or situational characteristics determined the likelihood of a crime occurring 
at a particular time and place.  Brantingham and Brantingham’s (1981) book covered a 
wide range of topics related to crime and place, such as the relationships of crime with 
transportation, property values, spatial surveillance, and areas of employment.  Whereas 
the early-20th century wave of ecological crime studies had focused exclusively on 
medium-to-large places such as neighborhoods and city sectors, these two works hinted 
at a future focus on small places. 
 The potential for groundbreaking micro-spatial crime research was realized a 
decade later, as Sherman et al. (1989) conducted an analysis of calls to the police at all 
115,000 addresses and street intersections in Minneapolis over one year.  Testing the 
Routine Activities premise that “criminal events result from likely offenders, suitable 
targets, and the absence of capable guardians against crime converging nonrandomly in 
time and space”, they found that 50 percent of total calls to the police occurred at only 3 
percent of places, with all robbery, rape, and auto theft calls occurring at less than 3 
percent of places (Sherman et al. 1989).  From these findings, they deduced that crimes in 
Minneapolis were both rare and heavily concentrated, with a significant deviation from 
the Poisson model of chance.  If the spatial distribution of crime is decidedly nonrandom 
across all individual addresses, they reasoned, then there must be factors that affect crime 
likelihoods on a much smaller spatial scale than was previously believed. 
 Since Sherman and colleagues’ (1989) finding, the criminological subfield of 
micro-place studies has undergone explosive growth.  Interest in micro-level crime 
prevention has remained high over the past three decades, and as a result the subfield has 
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splintered further into different pieces, all connected thematically but designed to achieve 
different practical goals.  The “hot spots policing” movement, which began in the 1990s 
immediately following the Sherman et al. (1989) breakthrough, has shown that it is 
possible to achieve significant reductions in crime by allotting disproportionate resources 
to the most crime-vulnerable small places (Clarke and Weisburd 1994; Sherman and 
Weisburd 1995; Braga 2005; Rosenfeld et al. 2014).  The practice of “crime mapping” 
quickly has become commonplace as advanced computing tools such as ArcMap can 
perform spatial analyses and hold huge amounts of data (Groff and LaVigne 2002; 
Chainey and Ratcliffe 2005; Eck et al. 2005; Weisburd and Lum 2005; Andresen 2009; 
Ratcliffe 2010; Ratcliffe 2012; Andresen 2013; Bowers and Johnson 2014; Andresen 
2016a; Andresen 2016b; Rosser et al. 2017).  Crime concentration studies have focused 
on the degree of similarity in concentration across places, in an effort to determine 
whether there exists a single “Law of Crime Concentration” governing spatial crime 
across cities, countries, and even continents (Eck et al. 2007; Braga and Clarke 2014; 
Weisburd and Amram 2014; Weisburd 2015; DeMelo et al. 2015; Levin et al. 2017; Hipp 
and Kim 2017; Andresen et al. 2017b; Gill et al. 2017; Bernasco and Steenbeek 2017; 
Haberman et al. 2017; Favarin 2018).  And of most concern to the current study, 
trajectory analyses have examined the “criminal behavior” of places over time for a better 
understanding of the factors most correlated with crime increases and decreases at small 
places, often street segments (Weisburd et al. 2004; Weisburd et al. 2009a; Groff et al. 
2009; Groff et al. 2010; Braga et al. 2010; Weisburd et al. 2012; Weisburd et al. 2014; 
Curman et al. 2015; Wheeler et al. 2016; Wong 2016; Andresen et al. 2017a).  The 
sections that follow include brief summaries of the literature in the first three subfields 
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(hot spots policing, crime mapping, and crime concentration) and a more extensive 
review of the trajectory analysis literature, both within and outside the context of crime 
and place. 
 
Hot Spots Policing: Micro-Level Crime Prevention, Displacement, and Diffusion 
 Though crime in America had declined during the first half of the 1980s, the late-
1980s saw a corresponding crime wave that led to a second peak around 1990.  As 
violent crimes reached an all-time high (Uniform Crime Reports), criminologists began to 
doubt whether a traditional distribution of police patrol across large urban areas was 
actually the most efficient way to prevent crimes from occurring (Gottfredson and 
Hirschi 1990; Weisburd and Braga 2006).  Building on Sherman and colleagues’ (1989) 
finding that 50 percent of calls for police service came from just 3 percent of total places, 
criminologists reasoned that the extraneous resources allotted to the other 97 percent – 
many of which had not experienced any major crimes for years – could be reallocated in 
a more efficient manner.  Working closely with practitioners, researchers devised “hot 
spots policing” experiments to examine whether intense doses of patrol at small high-
crime places would result in significant crime decreases.  One of the first influential hot 
spots policing studies was that of Sherman and Weisburd (1995), in which 110 small 
high-crime places in the city of Minneapolis were split evenly into experimental and 
control groups.  After doubling the amount of police patrol at the experimental group 
places for one year, they found that crime had declined moderately and physical disorder 
had been reduced substantially (Sherman and Weisburd 1995).  Their study helped 
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highlight the idea that small places, not just neighborhoods and cities, mattered for the 
practical purposes of crime reduction. 
 Subsequent hot spots policing interventions have shown similarly promising 
results.  Weisburd and Green (1995) split 56 small hot spots in Jersey City, NJ into 
experimental and control groups, with the experimental places showing sharp reductions 
in disorder-related emergency calls for service.  Sherman and Rogan (1995) focused their 
initiative on reducing firearm violence in a small 8-by-10-block area in Kansas City, 
finding that a 65 percent increase in firearm seizures led to a 49 percent decrease in gun 
crimes over six months.  Braga and Bond (2008) conducted an experiment similar to that 
of Weisburd and Green (1995), splitting 34 hot spots in Lowell, MA into matched pairs 
and observing a significant reduction in crime and disorder calls for service at the 
experimental places.  Ratcliffe et al. (2011) measured police effectiveness across 60 
violent crime hot spots in Philadelphia and found that “target areas outperformed the 
control sites by 23 percent, resulting in a total net effect (once displacement was 
considered) of 53 violent crimes prevented” over 12 weeks.  This was an important 
finding as it proved that violent crimes, not just calls for service or specific gun crimes, 
could be prevented with a dosage of intense patrol at micro-places over a relatively short 
period of time.  Most recently, Rosenfeld et al. (2014) allocated 32 violent crime hot 
spots in St. Louis to treatment and control conditions, and found significant reductions in 
nondomestic firearm assaults at the treatment hot spots over nine months.  Results of 
comprehensive meta-analyses provide support for these findings, though some note that 
the overall magnitude of the decreases at hot spots is only moderate (Braga 2005; Braga 
et al. 2014; overall effect size from Braga et al. 2014 = 0.184) 
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 In addition to the crime reduction benefits of micro-spatial policing initiatives, an 
increased focus on small hot spots has been shown to reduce crime at the neighboring 
places as well.  When the micro-policing movement began and the idea of 
disproportionate police allocation was just beginning to emerge, there were questions as 
to whether intense hot spot patrols would simply push crime “around the corner”, a 
phenomenon known as crime displacement (Clarke and Weisburd 1994; Weisburd et al. 
2006).  Criminologists were worried that offenders quickly would catch on to the hot spot 
patrols and choose to commit their crimes elsewhere.  Fortunately, not only has this not 
happened, but in many cases the opposite has occurred: crime (or calls for service, 
depending on the study) has declined at places neighboring the treatment areas, a 
phenomenon often referred to as diffusion of benefits.  Most of the aforementioned hot 
spot studies (Weisburd and Green 1995; Sherman and Rogan 1995; Braga and Bond 
2008; Ratcliffe et al. 2011; Rosenfeld et al. 2014), along with other displacement and 
diffusion studies (Green 1995; Lawton et al. 2005; Weisburd et al. 2006; Guerette and 
Bowers 2009), are in agreement that hot spots policing at worst provides no evidence of 
displacement and may provide significant diffusion effects to neighboring places.  One 
major hot spots study (Ratcliffe et al. 2011) did find a displacement effect, but the 
authors and other scholars generally agree that the finding was anomalous.  The diffusion 
effects detected in these studies further highlight the need for conceptualizing crime in a 
micro-spatial context.  By refocusing urban crime prevention initiatives at a much smaller 
spatial unit, criminologists have been able to reduce crime in targeted areas and their 
neighboring places, many of which are also high in crime and benefit greatly from the 
diffusion effects. 
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Crime Mapping: The Evolution of Micro-Spatial Crime Using Simulation Techniques 
 Criminologists have long used mapping techniques to visualize urban crime 
patterns, but crime mapping emerged as its own subfield in the 1990s as computing 
power skyrocketed and the cost of mapping programs for personal computers decreased 
(Eck 1997).  In the late 1990s, researchers began using this newfound computing power 
to develop an enhanced understanding of micro-spatial crime patterns.  The first wave of 
studies using Geographic Information Systems (GIS) programs and advanced computing 
was mostly descriptive in nature, with much of the research focused on providing 
accurate spatial landscapes of crime and repeat victimization (Kennedy et al. 1997; 
Ratcliffe and McCullagh 1998; Brantingham and Brantingham 1998).  As more spatial 
crime scholars became involved in using GIS programs, the focus of crime mapping 
shifted largely from descriptive analysis to hot spot identification (LaVigne and Groff 
2001).  Ratcliffe and McCullagh (1999), Eck et al. (2000), Groff and LaVigne (2001), 
Ratcliffe (2004), and Eck et al. (2005) all outlined new processes for identifying small 
crime hot spots, and the use of methodologies such as the kernel density function and 
Moran’s I statistic became commonplace.  Criminologists then applied these new GIS 
processes to micro-level crime prediction, generating techniques for identifying small 
areas where crime may occur in the future (Groff and LaVigne 2002; Bowers et al. 2004; 
Chainey and Ratcliffe 2005; Johnson et al. 2005; Johnson et al. 2009; Gorr and Lee 2015; 
Andresen 2015).  Most recently, these analyses have even been applied at the street 
segment level, with recent research (Rosser et al. 2017) attempting to update predictive 
crime mapping to the most appropriate micro-unit of analysis.  The identification of small 
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hot spots with GIS and the subsequent predictive analyses have almost certainly helped 
reduce crime and improve public safety (National Institute of Justice: 
https://www.nij.gov/topics/technology/maps/Pages/reduce-crime.aspx). 
 Advances in computing power also have led to the formation of a smaller, more 
experimental subfield focused on simulating crime atmospheres.  In 2004, Brantingham 
and Brantingham laid out a strategy for the application of an agent-based simulation 
process to spatial criminology. The technique allowed for the researcher to set parameters 
relating to the three main components of routine activities theory (offenders, targets, 
guardians/places) and run a hypothetical model in which “actors” would assume real-life 
roles in a probabilistic manner.  Using this foundation, Liu et al. (2005), Groff (2007a), 
and Groff (2007b) tested their own crime simulations and came to two conclusions: (a) 
calibrating the simulators with real-world data made a difference in determining the 
effectiveness of the models (Liu et al. 2005; Groff 2007b), and (b) the simulations 
generally showed support for the routine activities perspective (specifically the 
correlation between time spent outside the home and crime) (Groff 2007a). 
 The successful implementation of these crime simulations motivated further study 
into the ways that artificial intelligence could assist micro-level crime prevention (Liu 
and Eck 2008; Wang et al. 2008; Groff 2008).  Findings from more recent studies 
(Malleson et al. 2010; Birks et al. 2012) generally have supported the previous evidence 
showing that computer-generated simulations help explain micro-spatial crime from a 
routine activities perspective.  In addition, another recent study (Weisburd et al. 2017) 
used agent-based modeling to demonstrate the likelihood of street robbery reduction 
under (theoretical) hot spots policing initiatives.  Though there is still a significant 
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amount of work to be done before simulations may carry the same rigor as traditional 
data-driven studies (Eck and Liu 2008), these exploratory techniques provide a 
convenient alternative method for testing spatial crime theories in the absence of real-
world data. 
 
The Evolution of the “Law of Crime Concentration” and Its Implications 
 For almost two centuries, scholars have understood that crime is distributed 
unevenly across space.  Adolphe Quetelet’s (1842) early sociological work showed 
evidence of this phenomenon, as did the works of influential early-20th century 
sociologists such as Park and Burgess (1925) and Shaw and McKay (1942).  Those 
landmark studies, along with others prior to the 1970s, focused mainly on the factors 
driving spatial crime inequality.  Surprisingly, however, it was not until the last 50 years 
that studying the small-scale nuances and patterns of the phenomenon itself became 
commonplace in the criminological field.  In an early study of the block-level spatial 
distribution of burglaries in Tallahassee, Brantingham and Brantingham (1975) found a 
significant difference in the burglary rates between border blocks and interior blocks, 
suggesting that the “sparse systematic knowledge possessed by Anglo-American 
criminologists about burglary and burglars” needed to be supplemented with 
considerations of space and target location.  Building on this idea and the routine 
activities theory of Cohen and Felson (1979), Sherman et al. (1989) found that half of all 
police calls for service in a large city came from just 3 percent of the addresses.  This 
groundbreaking finding hinted at a degree of crime concentration much more severe than 
criminologists had realized or suspected. 
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 In the 1990s, victimization scholars explained that much of the concentration of 
crimes could be attributed to the dependency of victimization events.  Polvi et al. (1990) 
and Polvi et al. (1991) showed a short-term spike in the likelihood of homes being 
burglarized again immediately following an initial burglary.  A similar pattern was 
quickly detected for a wide spectrum of crimes: Farrell and Pease (1993), Ellingworth et 
al. (1995), Lauritsen and Quinet (1995), Johnson et al. (1997), Osborn and Tseloni 
(1998), and Tseloni and Pease (2003) all found that prior crime victimization played a 
moderate-to-important role in predicting future crime victimization.  Since homes are 
static by definition and since individuals concentrate most of their time spent at a select 
few places, these scholars reasoned that repeat victimization must be an important factor 
in driving the severity of spatial crime concentration. 
 Motivated by the Sherman et al. (1989) finding and the conclusions of repeat 
victimization scholars in the 1990s, policing scholars brought the idea of crime 
concentration to the forefront.  They argued that if spatial crime concentration was both 
significant and stable (as was often suspected but rarely proved), then policing initiatives 
should show consistently positive results in reducing crime at “hot” places.  The success 
of the hot spots policing movement from the mid-1990s to the early-2010s helped spawn 
a new subfield specifically dedicated to addressing concerns of crime concentration.  This 
new subfield, led by a partnership of experienced hot spots policing experts with a 
younger wave of quantitatively-oriented criminologists, has emerged in the past 5-10 
years with several fascinating questions.  Is there a “Law of Crime Concentration” that 
governs spatial crime behavior?  Is spatial crime concentration linked to temporal crime 
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concentration?  What theoretical models best explain the spatial concentration of crime?  
And if there is a law, does it apply to all places within and outside the United States? 
 The evidence for a “Law of Crime Concentration” is fairly promising but also 
quite complicated.  On the positive side, Weisburd’s 2014 Sutherland Address to the 
American Society of Criminology and his subsequent publication on crime and place 
(Weisburd 2015) showed a consistent pattern governing micro-spatial crime: 50 percent 
of crimes occur at about 5 percent of street segments, and 25 percent of crimes occur at 
about 1 percent of street segments.  Weisburd’s “50-5 rule” is similar to Sherman and 
colleagues’ (1989) finding that 3 percent of addresses hold 50 percent of calls for service 
to the police.  Additionally, Weisburd (2015) and Weisburd and Amram (2014) showed 
that this rule applies across American cities and even across continents.  The sample 
cities (Sacramento, Seattle, New York, Cincinnati, and Tel-Aviv) exhibited an impressive 
geographic diversity, strengthening the evidence for the Law’s universal application 
(Weisburd et al. 2012; Weisburd and Amram 2014; Weisburd 2015). 
 Whether working independently from Weisburd or actively seeking to test the 
validity of his Law, other scholars have investigated micro-level crime concentration 
patterns and come to similar conclusions. DeMelo et al. (2015) showed that the evidence 
for Weisburd’s Law is strong in Campinas, Brazil, with 50 percent of criminal events 
occurring at 3.66 percent of street segments.  Though this concentration was slightly 
more extreme than in Weisburd’s proposed 50-5 rule, the authors noted that it was well 
within the bounds to be considered supportive evidence.  Gill et al. (2017) tested the Law 
in Brooklyn Park, a suburb of Minneapolis, and found that crimes are actually even more 
concentrated there than in the urban study sites of previous research.  In Brooklyn Park, 
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50 percent of crimes occurred at just 2 percent of street segments over a 15-year period, 
though the authors cautioned that the street segment may not be as appropriate a unit of 
analysis for suburban settings as it is for inner cities.  Restricting their analysis to street 
robberies but varying the temporal unit of analysis (hours, days, and seasons), 
Haberman et al. (2017) also found strong support for Weisburd’s Law in Philadelphia, 
with “the cumulative percentages of street blocks and intersections experiencing 25 and 
50 [percent] of street robberies at each of the three temporal scales closely [matching] the 
bandwidth percentages expected from Weisburd (2015)”.  Finally, Levin et al. (2017) 
showed that 50-60 percent of all violent crimes occurred at 5 percent of street segments 
in St. Louis each year over a 15-year period.  The collective findings of these studies over 
the past three years suggest at least a moderate degree of validity in Weisburd’s proposed 
Law. 
 However, further prods at the intricacies of the Law have uncovered some 
weaknesses.  Andresen et al. (2017b) and Levin et al. (2017) both found that the validity 
of the Law is highly dependent on including all places in the denominator, even street 
segments which have extremely low probabilities of containing any crimes.  When the 
analyses are restricted to places that have non-negligible probabilities of crime 
occurrence, the crime concentration results change considerably.  Andresen et al. (2017b) 
showed that after the scope is limited to “street segments and street intersections with any 
crime”, 50 percent of five crime types were contained within 9-42 percent of places, a 
range both different from and much less stable than that proposed in Weisburd’s Law.  
Levin and colleagues’ (2017) analysis in St. Louis showed a similar result using the 
Law’s inverse: after the removal of street segments that were crime-free for 15 years, 
24 
 
violent crime concentration in the top 5 percent dropped 15 percentage points, from 55% 
to 40%.  Though the Law does not explicitly mention a distinction between places which 
are “crime-eligible” and those which are not, these two results hint at the possibility that a 
significant part of observed crime concentration is artefactual, propelled partially by the 
inclusion of places that require almost no police resources in the first place.  Bernasco 
and Steenbeek (2017) allude to this issue, explaining that when places significantly 
outnumber crimes, more nuanced metrics such as the Lorenz curve and the Gini 
coefficient may provide a more practically-useful estimate of crime concentration. 
 Other issues with the Law have surfaced recently as well.  Though the evidence 
for the Law is strong when the temporal frame is one long period, analyses which 
measure crime concentration in shorter repeated measures uncover an important 
weakness.  Favarin (2016) and Levin et al. (2017) showed that although about 50 percent 
of crimes in a given year did occur at about 2-5 percent of street segments, the “hot 
group” of 2-5 percent largely was comprised of different segments each year.  When a 
street segment became hot, it tended to only remain that way for a few years, and very 
few segments remained in the hot group for the duration of the study periods.  Their 
findings highlighted an important complication with the Law: the mere presence of “50-
5” crime concentration does not imply that the “hot” 5 percent is the same 5 percent from 
year to year, a fact supported by prior hot spots research at larger units of analysis 
(Johnson and Bowers 2004).  Given that this is true, the crime prevention implications of 
the Law are much more complicated than simply sending police to the same small places 
year after year.  Along the same lines, Levin et al. (2017) also showed that a nontrivial 
percentage of crime concentration each year can be attributed to chance, with some street 
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segments moving in and out of the top 5 percent in a random, nonsystematic pattern.  If 
there is a significant degree of randomness contributing to spatially concentrated crime, 
then the substantive implications of the Law are less crucial than advertised since fewer 
crimes occur in a predictable and determinative manner.  Park and Eck (2013) highlight 
this same issue with victimization data, noting that ignoring the random component in 
heavily overdispersed victimization distributions may prevent practitioners from 
maximizing the efficiency of crime prevention efforts.  They explain that “the 
consideration of random repeats is also important for studies on high-crime places (hot 
spots)…the same considerations should be applied to the interpretation of locational 
crime concentration and allocation of crime prevention resources” (Park and Eck 2013). 
 Perhaps most concerning, however, are two studies that take the same approach as 
Weisburd (2015) but do not find the same degree of consistency in the crime 
concentration metrics across cities.  Hipp and Kim (2017) found significant variation in 
the 5 percent concentration metrics across 42 cities in Southern California, reporting a 
standard deviation of 10-20 percent and a large range of 15-90 percent concentration.  
Wolff (2014) also found significant variation in concentration metrics (at the tract level) 
across the 91 cities in the National Neighborhood Crime Survey, concluding that “the 
concentration of crime is not as invariant as suggested in prior research.”  With all the 
aforementioned strengths and weaknesses discovered in a very short and recent time 
period, it is appropriate to infer that the evidence for Weisburd’s Law of Crime 
Concentration is inconclusive.  On one hand, several studies have shown that the 50-5 
pattern holds over different places and levels of aggregation.  Nevertheless, significant 
concerns regarding (a) the effect of crime-free places on concentration percentages, (b) 
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the tendency of street segments to move in and out of the top 5 percent routinely, (c) 
random variation, and (d) recent contradictory evidence highlight the need for continued 
efforts to verify Weisburd’s Law. 
 One of the best ways to expand on these issues of crime concentration is by 
conducting trajectory analyses.  Whereas findings in the “X percent of crimes occur at Y 
percent of street segments” mold cannot address changes in crime at specific places (i.e. 
places that move in and out of the hot group), a street-segment level trajectory analysis 
helps criminologists better understand the underlying changes and processes that are 
contributing to the crime concentration posited in Weisburd’s Law.  The following 
section outlines the history of trajectory modeling in criminology, starting with early non-
spatial research and eventually arriving at the micro-spatial applications most relevant to 
the current study. 
 
Trajectory Analysis in Criminology: Historical Origins to Modern Micro-Place Studies 
 Trajectory analysis is a relatively new modeling technique, but longitudinal 
studies have been prominent in criminology for over 60 years.  According to Nguyen and 
Loughran (2014), Sheldon and Eleanor Glueck’s (1950) study of 500 delinquent boys in 
Boston is considered the breakthrough longitudinal work in the field.  The Gluecks’ 
finding that “factors relating to temperament and family characteristics [play] an 
important role in later delinquency” highlighted the potential of longitudinal studies for 
coming to causal conclusions in criminology inaccessible via the traditional cross-
sectional study (Glueck and Glueck 1950; Nguyen and Loughran 2014).  Comparable 
birth cohort and/or delinquency studies were conducted throughout the remainder of the 
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20th century, bringing longitudinal research to the forefront of the discipline (Wolfgang 
et al. 1972; Blumstein et al. 1985; Sampson and Laub 1995; Nguyen and Loughran 
2014). 
  Though social scientists had already recently been sorting people into groups 
based on long-term behavioral characteristics (Moffitt 1990; Moffitt 1993), the formal 
model for categorizing life histories and developmental trajectories into distinct groups 
was conceived by Nagin and Land (1993).  In an effort to categorize individuals by the 
type of “criminal careers” exhibited over long periods of time, the authors used an 
exploratory statistical technique first referred to as the nonparametric (or 
semiparametric) mixed Poisson model.  This model, which soon became known as the 
Group-Based Trajectory Modeling (GBTM) procedure2, split a sample of 403 London 
subjects into four exhaustive and exclusive groups based on their crime trajectories over 
time: (1) non-offenders, (2) high-rate chronic offenders, (3) adolescent-limited offenders, 
and (4) low-rate chronic offenders.  The ability of the model to sort a wide range of 
complex longitudinal patterns into four simple groups was crucial, as differences in 
independent variables could then be tested for significance across the four groups in order 
to detect the best predictors of different criminal career types (Nagin and Land 1993; 
Nagin et al. 1995). 
 Nagin and Land’s (1993) introduction of the GBTM procedure immediately was 
followed by a sharp increase in developmental trajectory studies, many also using the 
same modeling framework.  Nagin et al. (1995) and Land and Nagin (1996) built upon 
                                                          
2 To avoid confusion, the technique introduced in Nagin and Land (1993) will henceforth be referred to as 
the Group-Based Trajectory Modeling (GBTM) procedure, even though it was originally known as a 
“nonparametric mixed Poisson model”.  The GBTM language does not appear in the original source (Nagin 
and Land 1993). 
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the Nagin and Land (1993) study by identifying significant predictors of group 
differences and further specifying the statistical models.  D’unger et al. (1998) found that 
a five-group solution was more appropriate for modeling criminal career trajectories in 
Philadelphia (as opposed to four for London).  Using the Glueck and Glueck (1950) data, 
Laub et al. (1998) employed the GBTM technique to compare actual and predicted 
offending rates across four criminal career groups, and also showed the effect of strong 
early-onset marriages on the groups that eventually desisted from crime.  In addition to 
the trajectories for criminal careers, Nagin and Tremblay (1999) also found similar four-
group solutions for 6-15 year old boys on the metrics of physical aggression, opposition, 
and hyperactivity. 
 The momentum of developmental trajectory research has extended into the 21st 
century as well.  A series of birth cohort studies expanded on the first wave by grouping 
long-term offending and behavior trajectories of people in New Zealand, the Netherlands, 
Canada, and Britain, and even cross-nationally (Fergusson et al. 2000; Broidy et al. 2003; 
Blokland et al. 2005; Cote et al. 2006; Piquero et al. 2010).  Shaw et al. (2003) used 
trajectory analyses to detect categories of conduct problems among young children from 
ages 2-8, finding four distinct trajectories identical to those for older children and adults 
in Nagin and Land’s (1993) and Laub and colleagues’ (1998) studies.  Apel et al. (2007) 
used GBTMs to “stratify youths based on their developmental history of crime and 
substance abuse” within the greater context of a study on teenage employment and 
antisocial behavior.  Odgers et al. (2008) expanded the GBTM framework to both 
genders, finding the same four antisocial behavior trajectory groups for men and women 
with a greater proportion of men falling in the life-course persistent trajectory.  As part of 
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a study on the relationship between first imprisonment and criminal careers, Nieuwbeerta 
et al. (2009) split their sample into three trajectories (never, sporadic, chronic) based on 
the number of offenses committed per year from ages 12-20, 12-25, and 12-30.  The “first 
imprisonment” variable then was linked to subsequent employment probabilities using 
GBTMs in a follow-up article (Van der Geest et al. 2016).  Even Elijah Anderson’s 
“Code of the Street” perspective recently was modeled using trajectory analyses 
(Anderson 1999; Moule et al. 2015). 
  Despite the rich 25-year history of trajectory analyses in delinquency and 
developmental psychology research, widespread use of the technique did not enter the 
micro-spatial crime field until the mid-2000s.  The first major instance of trajectory 
models being used to categorize micro-places by crime patterns was Weisburd and 
colleagues’ (2004) longitudinal study of street segments in Seattle.  In the study, the 
authors sought to assign each street segment in Seattle (nearly 30,000) to a certain 
trajectory group based on the segment’s yearly crime frequencies over a 14-year period.  
They did not pre-set the number of trajectories, but rather allowed the Proc Traj software 
package to estimate different models and choose the number of groups based on the best 
Bayesian Information Criterion (BIC) score.  The authors found that an 18-group model 
had the best BIC score, and the 18 trajectories encompassed three general patterns: stable 
segments, segments with crime increases, and segments with crime decreases.  Not 
surprisingly, the authors showed that as crime in Seattle dropped significantly from 1989-
2002, a relatively small group of segments belonging to the steepest-declining trajectories 
accounted for most of the overall city’s crime decline.  Though the substantive nature of 
the findings was fairly straightforward (one would expect citywide crime declines to be 
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driven by declines at specific places), this study marked the first time that trajectory 
analyses were applied to micro-spatial crime trends at the street segment-level. 
 Weisburd and colleagues’ (2004) study provoked an interest in trajectory 
modeling among other prominent micro-spatial criminologists, and along with this 
interest came several new and important research issues.  Wondering whether spatial 
criminology had actually become too micro-focused, Groff et al. (2009) and Groff et al. 
(2010) explored whether the street segment was truly the best unit of analysis at which to 
measure crime trajectories.  They found that although segments did tend to group 
together spatially by trajectory type, there were many cases in which “individual street 
segments [had] trajectories which [were] unrelated to their immediately adjacent streets”, 
suggesting that “it may be particularly important to examine crime trends at very local 
geographic levels” (i.e. the street segment) (Groff et al. 2010; see also: Andresen 2011).  
Schnell et al. (2017) and Steenbeek and Weisburd (2016) provided support for Groff and 
colleagues’ assertion, showing that about 55-70 percent of crime variability can be 
attributed to segment-level differences.  Weisburd et al. (2009a) examined Seattle’s 
trajectories of juvenile crime at the street segment-level, demonstrating both a high 
degree of concentration (86 segments accounted for one-third of the juvenile crimes in 14 
years) and a “strong connection between high rate trajectory groups and places likely to 
be a part of juvenile activity spaces” such as schools, malls, youth centers, and 
restaurants.  Weisburd and colleagues’ (2012) comprehensive study of micro-spatial 
crime in Seattle also included a trajectory analysis, with variables related to target 
suitability being the strongest predictors of membership in the high-chronic trajectory 
group (other opportunity variables and some social disorganization variables fell closely 
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behind).  Weisburd and colleagues’ (2014) follow-up study produced similar findings.  
From a methodological angle, Curman et al. (2015) used both GBTMs and nonparametric 
k-means models on street segments in Vancouver to test whether different model 
specifications would yield different results.  They warned that although GBTMs 
generally are acceptable for analyzing crime at small places, “any data set that does not 
satisfy the assumptions of the group-based trajectory model should use an alternative 
such as k-means” (Curman et al. 2015).  Similar research issues to those described above 
also have been explored in trajectory studies or latent growth curve studies with larger 
spatial units (Braga et al. 2010; Kikuchi and Desmond 2010; Stults 2010; Yang 2010; 
Braga et al. 2011; McCall et al. 2011; Wong 2016). 
 Micro-spatial trajectory analyses have become even more common over the past 
2-3 years, with several studies in the Journal of Quantitative Criminology covering 
various cutting-edge research issues.  As part of an attempt to test Weisburd’s Law of 
Crime Concentration in a suburban setting, Gill et al. (2017) used GBTMs and found that 
crime was even more predictable and concentrated than in urban settings, though they 
cautioned that the results are not generalizable since suburban blueprints are so irregular.  
Andresen et al. (2017a) demonstrated some differences in trajectory model outcomes 
when using aggregated and disaggregated crime types, finding that despite “a lot of 
overlap…the moderate and high crime areas of Vancouver [were] in different places for 
different crime types” such as assault, burglary, and robbery.  Hibdon et al. (2017) used 
GBTMs in conjunction with other quantitative methods to cross-check the results of two 
crime concentration analyses (police data vs. emergency medical services data), finding 
evidence in favor of the Law of Crime Concentration as applied to drug crimes.  Finally, 
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Wheeler et al. (2016) conducted a trajectory analysis on Albany, NY street segments, 
with Albany’s crime patterns proving more similar to the Andresen-led Vancouver results 
than to the Weisburd-led Seattle results.  Perhaps most interestingly, the number of 
trajectory groups used in the GBTMs from these studies varied widely: some of the 
researchers chose smaller models with 7-8 groups, whereas others followed the large 18+ 
group template. 
 The last 20-30 years have seen a large degree of progress on general issues such 
as hot spots policing and crime concentration.  More specifically, the subfield of micro-
spatial trajectory analysis has emerged over the past 10-15 years in order to answer 
questions that previously only could be addressed informally or partially.  Despite the 
immense overall gains, however, there are still several outstanding questions regarding 
both the behavior of crime at small places over time and the methodological decisions 
made in the course of trajectory analysis research.  The appropriate number of trajectory 
groups for the models must be investigated further, as should the degree to which various 
independent factors successfully predict trajectory group membership.  Additionally, the 
distribution of trajectories within neighborhoods and the differentiation between isolated 
and clustered high-crime places both require significantly more attention.  These topics 
are addressed in this project, and the following chapter outlines the required data and 
methodologies for answering each question. 
 
Chapter 3: Research Template – Motivation, Data, Methods, and Possible Outcomes 
 As discussed in Chapter 1, the empirical questions addressed in this project 
involve issues that either have gone unanswered or have been left open for debate in past 
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trajectory analyses.  Therefore, each of the analytical questions requires elaboration 
regarding (a) the background and motivation for the question, (b) the origins of the data 
required to address the question, (c) the statistical methodology used to answer the 
question, and (d) the range of possible outcomes for the question.  This chapter is broken 
down into three sections: one for each of the results chapters (Chapters 4, 5, and 6), with 
each section further subdivided to address the elaboration on parts (a) through (d) listed 
above. 
 
Topic 1: Violent Crime Patterns and Choosing the Best Trajectory Model (Chapter 4) 
→ Motivation 
 Though the use of trajectory models has become commonplace for analyzing 
longitudinal micro-spatial crime data, the specific parameters used in the models have 
varied across different studies.  Weisburd et al. (2004) explains that the use of GBTMs 
requires three specifications on the part of the researcher: the underlying distribution of 
the variable of interest (e.g., Normal, Censored Normal, Poisson, Zero-Inflated Poisson), 
the appropriate polynomial degree of best fit (constant, linear, quadratic, cubic), and the 
number of trajectory groups (see also: Nagin and Land 1993; Nagin 2005).  The first 
specification has the most consistency in the prior literature, with the major trajectory 
analyses all using Poisson distributions, whether the standard Poisson (Weisburd et al. 
2004; Weisburd et al. 2009a; Groff et al. 2010) or the zero-inflated version (Weisburd et 
al. 2012; Weisburd et al. 2014; Wheeler et al. 2016; Gill et al. 2017; Hibdon et al. 2017).  
The second specification also has some consistency, albeit to a lesser degree: all the 
major studies find that a constant or linear fit is not sufficient for the trajectory groups, 
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but there is some disagreement on whether the quadratic fit or cubic fit is more 
appropriate for the data.3 
 It is the third and most crucial specification – the appropriate number of trajectory 
groups – in which the most uncertainty lies.  Most of the relevant studies follow Nagin’s 
(2005) process for determining the appropriate model parameters, and part of this process 
involves selecting the appropriate number of trajectory groups based on optimizing the 
model’s BIC score.  In a manner similar to the Adjusted R2 metric for multivariate OLS 
models, the BIC score balances rewards (for improving the likelihood function) with 
penalties (for adding additional groups), and it generally follows a unimodal distribution 
over the range of potential choices.  This characteristic makes the BIC optimization 
method particularly user-friendly, since it is relatively easy to isolate the clear peak of the 
distribution.4  Using this method for finding the optimal number of trajectory groups, 
researchers generally have fallen into two camps.  Weisburd et al. (2009), Curman et al. 
(2015), Wheeler et al. (2016), and Hibdon et al. (2017) all optimized the BIC distribution 
at either 7 or 8 trajectory groups.  On the opposite end, Weisburd et al. (2004), Groff et 
al. (2010), Weisburd et al. (2012), Weisburd et al. (2014), and Gill et al. (2017) all 
optimized the BIC distribution at 18-22 trajectory groups.  Interestingly, none of the BIC-
based optimization processes have led to a choice of models in the 9-17 group range.  
Several of the 18-22 group studies have taken the approach of categorizing the groups 
into more general “trajectory classes” in an attempt to limit the number of outcome 
                                                          
3 Several studies do not properly document the choice of polynomial fit, which increases the difficulty of 
determining the amount of consensus on this topic.  It is also possible for some groups in a trajectory model 
to have quadratic orders and others to have cubic orders. 
4 When this method is used, the models at the right end of the distribution (with the most trajectory groups) 
often have inferior BIC scores, but sometimes they simply fail to converge at all. 
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categories for modeling purposes; such a strategy is tempting but ultimately avoided in 
this project, as retaining the true mathematical structure of the group classes (one 
category = one trajectory) is given first priority. 
 Nagin’s (2005) suggested BIC optimization process is convenient and statistically 
sound.  However, the fact remains that for spatial crime studies – especially violent crime 
studies in which the relative rarity of the outcome limits the possible variation in patterns 
across a city – it is not clear how this process aligns with either the theory or the real-
world crime prevention efforts of police departments (these same drawbacks may not 
exist for the originally intended applications in developmental psychology and life-course 
criminology).  From a theoretical angle, neither classical place-based theories of crime 
(Park and Burgess 1925; Shaw and McKay 1942) nor more modern updates (Cohen and 
Felson 1979; Brantingham and Brantingham 1981, among others) indicate that places 
should be sorted into such finely divided categories, especially not to the extent as in the 
second group mentioned above (18-22 categories).  The first group of studies (7-8 
trajectories) comes much closer to matching the original intentions of the theories, though 
even in these studies the models often sort the vast majority of the street segments into a 
small subset of the trajectory groups.  Additionally, very few police departments take a 
20-group approach or even a 10-12 group approach to crime prevention.  Rather, most 
police departments distinguish between places which are “hot” and all other places, and 
the departments that further subdivide the other places into additional categories rarely 
parse them into more than a few distinct groups.  Furthermore, from a purely statistical 
angle, the model fit benefits often diminish rapidly before reaching the BIC-optimized 
outcome.  For example, in Wheeler and colleagues’ (2016) trajectory analysis in Albany, 
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the BIC reached a local and global minimum of 200 at the 8-group model, but the log-
likelihood and BIC largely were already stabilized at 5 groups (see Table 1).  These 
theoretical, practical, and statistical reasons highlight a need for more parsimonious 
models – or at the very least, an attempt at using more parsimonious models – when 
dealing with segment-level violent crime trends across a large city. 
 
→ Data 
 The variable of interest for the first analytical chapter (Chapter 4) is violent crime 
in St. Louis, aggregated to the street segment-level on a yearly basis from 2000 to 2013.  
Crime data come from the Uniform Crime Reports (UCR), and the violent crime category 
includes the standard four UCR violent Part I offenses: homicide, rape, robbery, and 
aggravated assault.  Each crime is geocoded to a specific point in St. Louis, and then 
assigned to the nearest street segment in St. Louis using ArcMap’s “Near” tool.  A large 
majority of the violent crimes in St. Louis are included in the analysis, but crimes can be 
excluded for one of four reasons: (1) ArcMap does not recognize the crime’s address, (2) 
ArcMap matches the crime to a location but the address in the original data is deemed 
suspicious or unreliable (e.g., “0 Olive Street” or “99999 Unknown Street”), (3) 
ArcMap’s “Near tool” cannot identify a street segment with which to pair the crime, or 
(4) the crime occurred at an intersection.  The decision to remove crimes occurring at 
intersections is based on the precedent set by previous trajectory analyses (Weisburd et 
al. 2004; Weisburd et al. 2009a; Groff et al. 2010).  Even after crimes falling into these 
four categories are removed, over 94 percent of violent crimes (93,011 total) throughout 
the 14-year study period are retained (see Table 2). 
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 Whereas the process for cleaning the crime data is relatively straightforward, the 
process for determining the proper set of street segments is more delicate and subjective.  
Theoretically, the definition of “street segment” is consistent throughout the literature: 
both sides of a street between two intersections (Weisburd et al. 2004; Weisburd et al. 
2009a; Groff et al. 2010; and many others).  This definition, however, makes major 
assumptions about the layout of a city – namely, the assumption that streets are organized 
in a grid-like manner – and these assumptions are not always true.  The degree to which 
the assumptions are true or false makes a significant impact on which parts of roads are 
designated “segments”, and in turn how many total segments there are in a city.  For 
example, the hypothetical side-by-side shown in Figure 1 illustrates the difference 
between a situation in which determining the number of street segments is clear and one 
in which it is much more difficult. 
In Area 1 of Figure 1, there are 9 horizontal and 9 vertical streets, all organized in 
perfectly parallel and perpendicular lines, which makes the number of street segments 
obvious.  In Area 2 of Figure 1, there are several irregularities for which different 
interpretations could lead to different segment counts.  Is the cul-de-sac near the top of 
Area 2 its own street segment, or should it be grouped together with the street touching 
it?  Is the roundabout at the bottom one street segment, seven segments, or zero?  For the 
divided road that crosses through the middle of Area 2, are the top and bottom separate 
segments or should they be counted as one?  What about the small dogleg in the road just 
to the left of the large roundabout – is it its own segment or is it really just part of the 
segment to its right?  There are virtually no definitive answers to these types of questions 
in the literature, leaving it up to the researcher to use his or her best judgment. 
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 The biggest issue with this ambiguity is that there are far too many types of 
irregularities to write ArcMap/Python code covering all of the unusual cases.  
Complicating matters further, the original shapefile data (downloaded from the United 
States Census) contained hundreds if not thousands of errors, either where a street 
segment which clearly should have been one line was inexplicably broken into 2+ parts 
or where a non-street alley was counted as a street.  With the large numbers of unusual 
cases (e.g., roundabouts, dead ends, cul-de-sacs) and inaccuracies in the original data, the 
decision was made to recount the segments manually and assign new ID numbers one-by-
one, a process which took about a month.  Though no level of caution guarantees the lack 
of mistakes, the following rules generally were followed in order to achieve a new, more 
accurate set of street segments: 
• Exclude interstate highways. 
• Exclude segments that lie on the exact boundary of St. Louis city.  The rationale 
for excluding city boundaries is that only crimes on the city side of the street are 
counted in the total, potentially introducing an undercounting bias by leaving out 
the crimes on the non-city side of the street. 
• Exclude segments in Forest Park, the Bellefontaine/Cavalry Cemetery, O’Fallon 
Park, Fairground Park, Tower Grove Park, Willmore Park, and other small parks 
and cemeteries with many small roads having little to no probability of violent 
crime. 
• Exclude alleys, and combine any two segments which were erroneously bisected 
by an alley in the original dataset into one segment. 
• Exclude small doglegs under 5 meters. 
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• Include doglegs over 5 meters.5 
• Generally do not count cul-de-sacs attached to the end of streets as their own 
segments; instead combine them with their attached street. 
• If there is a major bend in a road which does not occur at an intersection, count 
the road as one segment if the name does not change and two segments if the 
name changes. 
• Count the two sides of a divided road as one segment if they appear very close 
together, and as two separate segments if there is significant distance between 
them. 
• Count any segment broken up by a blockade as two separate segments. 
The resulting dataset, though not likely to be perfect, is far more accurate than the 
original data from the Census.6  Largely as a result of removing the alleys and combining 
the pairs of segments bisected by alleys into single observations, the total number of 
segments changed from 18,240 in the Census data to 12,126 in the adjusted data.  The 
process of assigning crimes to street segments (using the “Near” tool in ArcMap) 
occurred after this new set of segments was generated.  These two components – crimes 
and segments – form the basis for this project’s trajectory models, which also require 
several important methodological choices explained below. 
 
→ Methods 
                                                          
5 These are very small street segments, but their short length is controlled for once the multivariate models 
are built. 
6 The dataset is far more accurate for the purposes of counting the number of street segments; in other ways 
unrelated to this project, it may not be any more accurate. 
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 Before running trajectory models to uncover more complex violent crime 
patterns, it is important to have an understanding of St. Louis’s basic crime trends from 
2000 to 2013.  Thus, the first results chapter (Chapter 4) begins with simple descriptive 
analyses such as examining violent crime increases and decreases over time, calculating 
crime concentration metrics, and looking for notable differences in crime levels/changes 
across different regions of the city.  Following these analyses, the chapter then illustrates 
the results of the trajectory modeling process, including the underlying distribution of the 
data, the polynomial orders, the number of groups chosen for the final model, and the 
number of the 12,126 total segments falling into each trajectory group. 
 Group-Based Trajectory Modeling is easily accessible using Stata’s traj 
command, a plugin created by Bobby Jones and Daniel Nagin (see Jones and Nagin 
(2012) for a more detailed mathematical summary).  The traj command takes the data 
distribution (e.g., Poisson family, censored Normal, binary), the polynomial order for 
each group, the number of trajectory groups, and several other optional parameters as 
inputs, and uses a maximum-likelihood estimation process to generate a model.7  Based 
on the data, this model estimates the most appropriate mathematical formula for each of 
the j groups, then assigns each of the 12,126 street segments to the group whose formula 
most closely represents that segment’s violent crime trend over the 14-year study period.  
Given an integer-valued variable such as violent crime, the shape of one particular 
trajectory group (1 through j) follows the equation: 
log(λ) = β0 + β1 (Time) + … + βk (Time)k 
                                                          
7 Most of the optional parameters for the traj command are not necessary for this project.  The only one that 
ends up being used is the iorder option, which specifies the polynomial order for the zero-inflation of the 
groups.  iorder values of 0, 1, 2, and 3 were tested, and for each of the models the second-degree iorder 
produced the best model fit, so all trajectory models in this project are set to an iorder value of 2. 
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where the natural log of the count parameter λ is modeled as a function of the polynomial 
order k, the time (customarily beginning at t = 1), and the appropriate regression 
coefficients β0, β1, …, βk.  This equation can and should vary significantly across the j 
groups; in other words, the β parameters should be very different for Group 1 than for 
Group 4 or Group 6, and the polynomial order k may be different across groups as well 
(Nagin 1999). 
The data distribution (Poisson, etc.) represents the conditional probability of yi 
(the number of crimes for street segment i) given the presence of j trajectory groups 
(Nagin 1999).  Since the number of crimes is a count variable, a member of the Poisson 
family is the obvious choice for the underlying distribution, but the specific version of the 
Poisson depends on whether there are more segments with zero violent crimes than 
expected based on the mean/variance parameter λ.  If so, the alternative Zero-Inflated 
Poisson distribution is more appropriate.  A simple comparison of the expected and 
observed number of zero-violent-crime segments determines which of the two options is 
best for this project. 
Finding the optimal combination of polynomial orders across groups is slightly 
more open-ended.  Though in theory the order k for any group is free to range across the 
set of positive integers, it is rare for any order above k = 3 (cubic) to contribute to the 
best-fitting model, and as such the traj command is limited to order values of k = 0, 1, 2, 
and 3.  Not surprisingly, as the number of trajectory groups increases, the number of 
possible order combinations quickly becomes unmanageable.  Since each group has four 
potential values of k (0 through 3), even a relatively simple 5-group model has 45 = 1024 
possible order combinations, and more complex models such as the 10-group (1.04 
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million combinations) and 18-group (68.72 billion) versions have far more.  Since it is 
impossible for a human to test all possible order combinations for any model with more 
than two or three trajectory groups, a few assumptions must be made.  First, the vast 
majority of GBTM research using street segments has found quadratic and cubic orders 
to model fit metrics far superior to those of constant and linear orders.  Assuming that 
this pattern holds for St. Louis, the number of possible orders per group can be reduced 
from four to two, and any best-fitting model will have some combination of k = 2 and k = 
3 across the groups.  Second, from experimenting with different combinations of k = 2 
and k = 3, it quickly becomes evident that repeated increases and decreases in polynomial 
order generally produce model fit changes in the same direction each time.  For example, 
if a 6-group model with order (3, 3, 3, 3, 3, 3) has a superior BIC to a 6-group model with 
order (3, 3, 3, 3, 3, 2), then it is generally the case that it will also perform better than 
models with orders (3, 3, 3, 3, 2, 2), (3, 3, 3, 2, 2, 2), and so on.  These two assumptions 
reduce the number of possible order combinations from millions or billions to a few 
dozen or less.  From this small set of possibilities, it is much easier to choose a final 
model for each value of j (the number of groups). 
 However, the bigger point of contention regarding model choice lies not with the 
data distribution or polynomial order but rather with the value of j itself.  How many 
groups should the “best” trajectory model have?  As mentioned previously in the chapter, 
the standard method among micro-spatial criminologists involves finding the best 
combination of the order vector (k1, k2, … , kj) and the value j that produces the optimal 
(minimum) BIC, but this method often produces a final result that lacks parsimony and 
strays too far from the theory.  Unfortunately, there is no comparable standardized 
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method that prioritizes parsimony on the same level as model fit.  Therefore, in lieu of a 
singular metric such as BIC, a mix of several criteria are used to select the “best” model 
for this project.  First, though model fit arguably has been overemphasized in past 
studies, it is still important, so the best model will have a strong BIC score.  This does not 
necessarily mean that it must have the best BIC score, but it must not have a BIC score 
far too high, such as the scores for the 2-group and 3-group models in the Wheeler et al. 
(2016) study (see Table 1).  Second, the best model preferably will avoid extreme 
inequality across group sizes.  Some group size inequality is inevitable, of course, as 
more places are low-crime than high-crime, but an ideal model places enough 
observations into each group such that the sizes of all j groups are large enough to be 
used as categories of a multinomial dependent variable.  Third, the best model should not 
include too many groups with nearly identical slopes and intercepts, particularly at the 
bottom of the distribution.  Even in the studies with 7-8 groups – and much more so in 
the studies with 18-22 groups – the trajectory groups encompassing the various low crime 
places appear almost identical, often to the point at which making substantive distinctions 
becomes impossible.  The Weisburd et al. (2004) study, for instance, uses an 18-group 
model in which it appears that 7 of the 18 trajectories are low-mean, low-variance trends, 
only separated by very slight differences in the averages.  As crime theories usually are 
more concerned with major differences at the top of the distribution rather than minor 
differences at the bottom, and as it has been shown that random processes often are 
instrumental in generating isolated crime occurrences at otherwise low-crime places 
(Levin et al. 2017), it does not seem appropriate to allow for the existence of several 
trajectory groups with nearly identical averages, especially if those groups do not differ in 
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their direction over time (increasing, stable, or decreasing).  Finally, the allocation of 
street segments to groups in the “best” model should closely mirror the allocation in the 
more complicated models.  If trajectories 4 and 5 in a 5-group model and trajectories 17 
through 20 in a 20-group model both represent the highest-crime places, then segments 
that fall into trajectories 4 and 5 in the former model generally should also belong to 
trajectories 17 through 20 in the latter model.  The same is true for consistently low-crime 
places, which should fall into groups 1 or 2 in either case.  The extent to which the 
allocations of a potential “best” model and its more complex contenders mirror one 
another are examined with cross tabulations. 
 Unfortunately, the downside of using a multidimensional approach to choose the 
best model means that the choice is not always clear.  Proponents of the BIC-only 
approach certainly are reasonable in arguing for a single-factor selection strategy that 
always produces a clear winner among the various models.  But this desire for model 
selection clarity is not in itself a reason to overlook other important traits such as 
parsimony and deference to the theory.  In a perfect world, the model that performs best 
on the non-model fit qualities also will have the best BIC score.  However, since this is 
unlikely to happen, the final choice of “best” model ultimately depends on the degree to 
which a more parsimonious model can compensate for an inferior BIC score by having 
other strong attributes. 
 
→ Possible Outcomes 
 The results for the three main components of the trajectory model all come with 
differing degrees of certainty.  The most predictable of the three is the data distribution; 
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the underlying count-based violent crime distribution must come from the Poisson 
family, and given the concentrated nature of violent crimes in St. Louis (see the 
beginning of Chapter 4), it is likely to be of the zero-inflated variety.  It is difficult to 
predict whether quadratic or cubic orders, or a mix of the two, will produce better model 
fit, as both have been prevalent in comparable studies.  It is possible that the higher-end 
trajectories, which account for most of the changes in crime across a large city over time 
(Weisburd et al. 2004), will be of a cubic order since their segments’ violent crime 
patterns are more complex, whereas the lower-end trajectories will be of a quadratic order 
since the segments are more stable.  Lastly, as for the number of trajectory groups, if a 
diverse mix of criteria is used to find the optimal model, it is likely that the model will 
have somewhere between 4 and 10 groups.  This is still a rather wide range of 
possibilities, but a model with over 10 groups likely will suffer on parsimony and on 
having too many near-identical trajectories, whereas one with less than 4 groups probably 
cannot compete on model fit or on presenting an appropriately diverse range of crime 
trends across a city. 
 
Topic 2: Predictors of Segment-Level Violent Crime Trends in St. Louis (Chapter 5) 
→ Motivation  
Though modeling micro-spatial crime with GBTMs has some inherent descriptive 
value, a large portion of the applicability comes from using the trajectory groups as 
outcome categories in multinomial logistic regression models.  This strategy allows the 
researcher to pinpoint the characteristics of street segments that best forecast future crime 
patterns.  The first major segment-level trajectory analysis (Weisburd et al. 2004) mainly 
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focused on describing basic crime patterns (independently of their causes) and thus did 
not include a predictive or explanatory model with independent variables.  As the 
subfield has grown more detailed and refined over the past decade, however, a few 
studies have employed this strategy in order to isolate the underlying factors that propel 
crime fluctuations in cities (Weisburd et al. 2012; Weisburd et al. 2014; Wong 2016). 
The most thorough attempt to isolate significant predictors of trajectory group 
membership came from Weisburd and colleagues’ (2012) study in Seattle, in which the 
authors divided the factors into three classes: opportunity, social disorganization, and 
other variables.  Opportunity variables included high-risk juveniles, employee counts, 
public facilities, residents, retail sales totals, bus stops, vacant land percentages, street 
lights, and police/fire stations per street segment, as well as changes in several of the 
indicators.  Social disorganization variables included property value, mixed land use, 
racial heterogeneity, urbanization, physical disorder, truant juveniles, and active voter 
percentages at the segment-level, as well as changes.  The “other variables” category was 
represented by segment length and a spatial lag.  Building two separate models for the 
opportunity and social disorganization variables, the authors found that almost all of the 
aforementioned factors were highly significant predictors of trajectory group 
membership, with only retail sales, mixed land use, and racial heterogeneity (p > .05) left 
out.  They concluded that “opportunity theories appear to provide stronger consistency 
with crime patterns at places than the social disorganization perspective…but at the same 
time, given their neglect in the criminology of place, social disorganization measures are 
remarkably strongly related to crime patterns at street segments” (Weisburd et al. 2012).  
In addition, outside the trajectory analysis context, a large body of research addresses the 
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general topic of spatial crime predictors, including subtopics on population indicators 
(Andresen 2006; Andresen and Jenion 2010; Malleson and Andresen 2016), 
demographic/structural indicators (Hipp 2007; Boggess and Hipp 2010; Hipp 2010; Hipp 
20118; MacDonald et al. 2013; Stucky et al. 2016; Kim 2018), physical/spatial indicators 
(Groff and McCord 2012; Haberman et al. 2013; Bowers 2014; Groff 2014; Groff and 
Lockwood 2014; Stucky et al. 2016; Kim and Hipp 2018), and indicators of seasonality 
(Andresen and Malleson 2013; Linning 2015; Linning et al. 2017; Quick et al. 2018). 
Recently, Stucky et al. (2016) synthesized all the independent variables from 
influential micro-spatial crime studies into one set, with the intent of providing future 
researchers a consistent blueprint for assessing micro-level causes of crime.  The work of 
Stucky et al. (2016), combined with the Weisburd et al. (2012) study summarized in the 
previous paragraph, provides an excellent roadmap for selecting the appropriate variables 
to include in a comparable St. Louis model.  Drawing from these two sources, Chapter 5 
incorporates a large set of segment-level predictor variables into multinomial logistic 
regression models, with the crime trajectories from Chapter 4 serving as the multi-
category outcome.  The data and methods sub-sections below outline the selection of 
these predictors, along with the underlying theoretical reasons for including them and the 
methodological choices involved in the modeling strategy. 
 
→ Data 
 One of the biggest advantages of the Weisburd et al. (2012) study was that the 
authors had a significant amount of funding for data collection, and as such they were 
                                                          
8 This study did not use group-based trajectory analysis but did use the latent growth curve modeling 
strategy. 
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able to access a lot of important variables unavailable to the public.  Unfortunately, this 
study does not present the same opportunity, but a suitable set of variables still may be 
compiled using only publicly available data sources.  As mentioned earlier in this 
chapter, the violent crime data that generate the dependent variable categories come from 
the UCR and are available to the public.  For the independent variables included in the 
multivariate models, two public data sources can provide much of the same information 
used in the Weisburd et al. (2012) study.  Conveniently, one data source (the United 
States Census Bureau) provides variables that fall under the “social disorganization” 
umbrella, while the other (the city of St. Louis) provides variables similar to the study’s 
“opportunity” measures.  By combining important information from both the Census and 
the city of St. Louis, then, one may approximate the same set of variables used in the 
field’s leading trajectory analysis study, even if some of the variables are not quite as 
detailed. 
 First, which social disorganization variables are most appropriate for inclusion in 
models that attempt to explain patterns of micro-spatial violent crime?  Any variable 
included must have a strong theoretical link to crime, so it is important to examine the 
Census data carefully for variables that best represent these theoretical connections.  
There is a long history of research detailing the relationship between age and crime 
(Glueck and Glueck 1950; Wolfgang et al. 1972; Farrington 1986; Moffitt 1993; 
Sampson and Laub 1995; Sampson and Laub 2003); namely, the fact that many people 
tend to commit crime in their late-teens and twenties then desist from crime later in life.  
This postulate surely comes with caveats (Moffitt’s (1993) research on the difference 
between adolescent-limited and life-course-persistent offenders is an oft-cited example), 
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but the evidence is overwhelmingly strong in a general sense.  Therefore, a median age 
variable and a percentage of 15-29 year old men variable both are included in the 
models.  There is also a large body of theoretical and applied research on race and 
ethnicity as they relate to rates of violence among minority groups in America, from both 
a structural angle (Blau and Blau 1982; Wilson 1987) and a cultural angle (Wolfgang and 
Ferracuti 1967; Anderson 1999) as well as a mix of the two (Vigil 1988; Vigil 2002) 
(Sampson and Wilson 1995).  Since St. Louis still struggles mightily with matters of 
racial inequality, a percentage black variable is crucial for the model, and a percentage 
Hispanic variable also is included (though the effect is likely to be smaller since St. 
Louis is primarily a white/black city).  Based on prior research, the percentage black 
variable should be positively correlated with crime, but the effect of the percentage 
Hispanic variable could be in either direction, as the conventional “disadvantage” 
perspective for minority groups should be weighed against evidence that first- and 
second-generation immigrants actually commit less violent crime than the population at 
large (Sampson 2008).  A set of articles investigating family-related effects on crime 
suggests that on average, marriage acts as a pathway toward desistance over the long 
term (Sampson et al. 2006; Skardhamar et al. 2015 for a meta-analysis), so the 
percentage of husband-wife households is an appropriate addition, as is the average 
household size.  Traditional social disorganization perspectives (Shaw and McKay 1942; 
Skogan 1992, among others) also highlight the effects of short-term residency and vacant 
housing on crime, so the percentage of rented households and the percentage of 
vacant units are included.  Finally, a control variable for population and a block-group-
level poverty percentage metric round out the set of the most appropriate variables from 
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the Census.9  Since the gap in crime rates between the impoverished class and the middle-
class is much bigger than the gap between the middle-class and the upper-class (neither 
of which commit much crime), a variable tracking the rate of poverty is more sensible 
than a total earnings-based measure, which has little predictive power above the 30th or 
40th percentile.  The inclusion of a block-group-level poverty metric in absence of a 
block- or segment-level measure also is consistent with other micro-spatial crime 
research from the past decade (Bernasco and Block 2011). 
 Whereas the aforementioned 10 Census variables capture the various dimensions 
of social disorganization, a collection of publicly available variables from the City of St. 
Louis website acts as a parallel to the “opportunity” measures in Weisburd and 
colleagues’ (2012) research.  Theoretically, opportunity and land use variables were 
linked to crime as early as the 1910s with the emergence of the Chicago School, but they 
became especially prominent in criminology in the late-20th century with the mainstream 
acceptance of Cohen and Felson’s (1979) routine activities perspective and Brantingham 
and Brantingham’s (1981) environmental criminology (discussed in Chapter 2).  These 
two theoretical perspectives highlighted the importance of a place’s physical 
characteristics (e.g., the presence of a bar, absence of quality street lighting, a bus stop) in 
determining the place’s probability of attracting crimes.  Much empirical work has been 
done to validate these proposed theoretical connections since the 1980s, but the number 
of systematic studies considering a comprehensive set of land use predictors actually is 
fairly small (Stucky and Ottensmann 2009; Bernasco and Block 2011).  By cobbling 
together the results from these few comprehensive land use studies with an abundance of 
                                                          
9 No income or poverty Census variable is available at the block-level, so the effect of this variable only 
can be interpreted as the influence of the surrounding area’s poverty percentage on violent crime. 
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research on bivariate land use-crime correlations (e.g., bars and crime, liquor stores and 
crime, restaurants and crime), it is possible to determine which land use variables from 
the City of St. Louis data are most relevant. 
Taylor et al. (1995) and Kurtz et al. (1998) demonstrate the theoretical and 
empirical links between non-residential land use and physical deterioration, which in turn 
may lead to increases in calls for service and crime at street blocks with low resident 
populations.  Therefore, the characterizations of places as manufacturing-related, 
industrial-related, and/or transportation/communication/utilities-related (henceforth 
referred to as TCU) are included in the multivariate models.  Research from Roncek and 
Maier (1991) and Roncek and Pravatiner (1989) confirms the oft-cited hypothesis that 
bars (and to a lesser degree, standard restaurants) act as breeding grounds for crime and 
debauchery, so the presence of a bar and/or the presence of a food establishment are 
included.  Speer et al. (1998), Teh (2008), and others extend this connection to liquor 
stores as well, based on the conception that liquor stores both are at risk for robbery and 
carry some of the same negative alcohol-related consequences as bars.  The research on 
crime at gas stations is not quite as developed, but given that many double as liquor 
stores and convenience stores (see: Duffala 1976), it seems reasonable to include their 
presence in the models too.  The research on the link between the presence of schools and 
crime is more robust, with several studies (Roncek and Lobosco 1983; Roncek and 
Faggiani 1985; LaGrange 1999) showing at least some connection between the presence 
of a school (particularly a public school) and crime in its immediate vicinity, likely based 
on the theoretical postulate that “the problems of observing or deterring unwanted 
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behavior can increase with the number of individuals present” (Roncek and Lobosco 
1983). 
A few other variables from the City of St. Louis dataset also may be relevant.  
There is very little research on the relationships of car repair shops, places of worship, 
and civic/social institutions with crime (though one study (Willits et al. 2011) found no 
effect of the presence of churches on crime), but all three relationships could be 
theoretically potent.  Car repair shops, like gas stations, could be targets for robbery if 
they are isolated from guardians.  In theory, the effects of religious and civic institutions 
on crime could exist in either direction, as these places tend to bring large crowds 
together (promoting crime) but also generally attract morally upstanding people who may 
be predisposed against crime and feel the need to serve as guardians (discouraging 
crime).  The presence of a governmental service or police/fire station presumably 
should deter crime, as police officers and firefighters often are seen as the ultimate 
guardians against lawbreaking.  The dataset also includes information on whether a street 
segment has majority single-family units or majority multi-family units (or neither, in 
the case of a non-residential segment whose land parcels are industrial or commercial), 
and while this information generally fits more in line with the social disorganization 
variables from the Census, it is still appropriate to include these indicators in the models 
since there is evidence of a connection between overcrowded housing/excessive 
population density and crime (Sampson and Wilson 1995; Harries 2006).  Finally, an 
“other trade” variable is included to cover trade shops that do not fall into any of the 
above variable categories (e.g., flower shops, dry cleaners, trading card stores). 
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In addition to the indicators from the Census and St. Louis City websites, three 
other variables are included in a separate “Miscellaneous” category.  A street segment’s 
length (in meters) must be added to the model to control for the ability of longer street 
segments to provide more space for violent crime.  Whether a segment lies on a 
neighborhood boundary is also important, as neighborhood boundaries are more likely 
to be busier places with crime attractors (especially bus spots and corner stores).  Lastly, 
a spatial lag is crucial in isolating a segment’s crime-generating characteristics from the 
spillover effects of its neighbors. 
The most immediately challenging task regarding the implementation of the 
above variables is that almost none of them are actually directly available at the street 
segment-level.  Segment length is easily calculable using ArcMap measurement tools, but 
the rest require some sort of imputation or estimation technique in order to be measured 
at street segments.  Fortunately, there are suitable solutions for both the Census data and 
the St. Louis City data.  For four of the Census variables – median age, percent black, 
percent Hispanic, and percent male 15-29 years old – the street segment-level metrics 
are created via the following process: a tiny buffer is created in ArcMap at the midpoint 
of each of the 12,126 street segments.  The data then are collected from the Census, for 
both the years 2000 and 2010, for whichever street blocks intersect with the midpoint 
buffer (since Census data are only available at the block-level or higher).  For each of the 
two measurements in time, if the data for all bordering blocks is missing, the segment 
receives a value of “missing”.10  If there is one non-missing block value, the segment 
receives that value.  If multiple bordering blocks have non-missing Census data, then the 
                                                          
10 Missing Census values usually are due to zero-population counts; this issue is discussed later in Chapter 
3. 
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segment is given the average of the block estimates, weighted by block population.  For 
example, if a street segment lies between two blocks, one of which has 25 black residents 
out of 100 (25 percent) and the other of which has 40 black residents out of 300 (13.33 
percent), then the segment’s percent black estimate is (.25 x 100 + .1333 x 300) / (100 + 
300) = 16.25 percent.11  This imputation process is illustrated geospatially in Figure 2.  
After the estimates are calculated, a “level” estimate for the overall time period is created 
by taking the mean of the 2000 and 2010 estimates, and a “change” estimate is created by 
subtracting the 2000 estimate from the 2010 estimate.  Though data for 2001-2009 and 
for after 2010 would be preferable, the information is not publicly available at the block-
level, and since the use of yearly block group-level estimates (the next highest spatial 
level of analysis in the Census) would cause a significant loss of estimation precision, 
using 2000 and 2010 estimates to create levels and changes over time is the best available 
option. 
The creation of the estimates for four other Census variables follows a similar 
process.  For the percentage husband/wife households, average household size, and 
percentage of rented households variables, the process is exactly the same as the one 
outlined above, except that the estimates for segments with two or more non-missing 
block values are weighted by the number of households per block instead of the block 
population.  This choice is appropriate since the denominator of interest for these metrics 
is households instead of people.12  Similarly, the process for the percentage of vacant 
units is the same except for a weighting factor of units per block (units = vacant 
                                                          
11 More details on similar weighting procedures are discussed in Kim’s (2018) analysis on the worthiness of 
imputing block-level Census data to street segments. 
12 It should also be noted that in the Census data, household size is truncated at 7 people, so any households 
with over 7 people are counted as having exactly 7 for the purposes of this project. 
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households + non-vacant households) instead of households per block.  For a street 
segment’s population, the estimate for both 2000 and 2010 is created by summing the 
populations of all the adjacent blocks, then dividing by 4.  The division by 4 is warranted 
since most street blocks have 4 faces; for instance, if a segment lies between two blocks, 
then the total number of block faces at the two neighboring blocks is 8, meaning that 
dividing the total population at the 8 block faces by 4 gives the best estimate for the 
population at the two faces that actually surround the street segment.  As with the other 
Census variables, the 2000 and 2010 estimates then are used to calculate level (average of 
2000 and 2010 values) and change (2010 value minus 2000 value) estimates.  Finally, the 
block group poverty estimate is created in a slightly different manner: the 5-year 
American Community Survey (2009-2013) estimate of a block group’s poverty 
percentage is assigned to each segment within the block group, and any segment that lies 
on the border of two block groups is given the (unweighted) average of the two block 
groups’ poverty estimates.  Since the ACS estimate is already taken using five years’ 
worth of sample data, only a simple level estimate (without a change estimate) for the 
block group poverty percentage is included. 
The creation of the opportunity variables using St. Louis City parcel-level data 
follows a different process.  To mirror the creation of the social disorganization variables 
from the Census, data on each land parcel in St. Louis are collected for both the years 
2000 and 2010.  The parcels then are assigned (using ArcMap’s Near tool) to the nearest 
street segment, and split into various categories based on the “land use” variable in the 
dataset.  For 12 of the variables – manufacturing, industrial, TCU, gas stations, food, 
bars, liquor stores, car repair shops, governmental/police/fire services, 
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schools/education, places of worship, and civic/social institutions – a street segment 
receives a “1” on the variable if one or more parcels joined to that segment meet the 
variable’s condition in either 2000 or 2010 (or both), and a “0” if no parcels meet the 
variable’s condition in 2000 and 2010.  For example, any street segment with at least one 
bar in 2000 or in 2010 receives a “1” value for bars.  Two other variables – majority 
single-family units and majority multi-family units – also are coded dichotomously, 
but with a different criterion: the variables are given the value “1” if the combined 
(pooled) proportion of parcels at a street segment across 2000 and 2010 is greater than 50 
percent, and a “0” otherwise.  Thus, if a segment has more than 50 percent single-family 
units in 2000 but less than 50 percent in 2010, the variable’s value at that street segment 
is determined by which of the two yearly figures deviates further from 50 percent.  It is 
important to note that these two variables are not inverses of one another; many segments 
(especially industrial or commercial segments) have far fewer than 50 percent single-
family units and far fewer than 50 percent multi-family units.  To cover the leftover trade 
establishments that do not fall into the manufacturing, industrial, or commercial realms, 
an “other trade” variable also is included.  This variable is split into three categories: a 
“0” value for segments which had no parcels categorized as “other trade” in either 2000 
or 2010, a “1” value for segments which had between 1 and 10 “other trade” parcels 
across the two years combined, and a “2” value for segments with more than 10 “other 
trade” parcels across the two years combined.  This three-category option is more 
appropriate for the “other trade” variable because the mean number of parcels per 
segment fitting the condition is relatively high, and the use of a dichotomous variable to 
characterize the “other trade” distribution allows for the risk of a significant loss of 
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precision.  After the three-category variable is created, it is split into two dummy 
variables for the purpose of modeling: “moderate trade” (1 if “other trade” = 1; 0 
otherwise) and “heavy trade” (1 if “other trade” = 2; 0 otherwise). 
As for the three miscellaneous variables, two of them are straightforward: 
segment length is measured in meters, and neighborhood boundary is a dichotomous 
indicator of whether a segment lies on a boundary between St. Louis neighborhoods.  The 
third, the spatial lag, is slightly more complex.  To create the spatial lag, a 500-foot 
buffer is drawn around the midpoint of each street segment, and the spatial lag variable is 
given a value equal to the total number of violent crimes (across all 14 years from 2000 
to 2013) at all the segments whose midpoints fall within the 500 foot ring, with the 
exception of the segment itself.  If a segment has no neighbors that have midpoints within 
500 feet of its own midpoint, then the segment is given a value of “0” for the spatial lag.  
Though it would be preferable in theory to have a spatial lag variable measured on the 
same scale as the dependent variable itself, this is not possible since the dependent 
variable (crime trajectories) is measured at the nominal level.  In absence of this ideal 
possibility, a substitute spatial lag variable based on total crimes is acceptable.  The full 
set of variables, along with theoretical origins, data sources, measurement details, and 
hypothesized correlations with crime, is presented in Table 3. 
 
→ Methods 
The analyses in the second results chapter (Chapter 5) are split into four sections.  
First, before building any models, the basic descriptive statistics for the independent 
variables are examined for any notable or unexpected patterns.  Second, after a thorough 
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descriptive analysis, two multinomial logistic regression models are presented.  The first 
model, which is referred to as the “main” model, is straightforward, with the crime 
trajectory categories serving as the outcome and the 38 variables in Table 3 serving as the 
predictors.  As straightforward as it is, however, this model falls short in a potentially 
crucial way.  A significant number of the street segments in the city of St. Louis have no 
residents, no households, and no housing units (vacant or occupied), and as a result most 
of the social disorganization measures in the model have zero denominators when 
assessed at these segments.  There are 2006 segments (16.54%) in the city with no 
population in either 2000 or 2010, 2074 segments (17.10%) with no households, and 
1949 segments (16.07%) with no housing units at all, and even though the segments 
falling into these three categories virtually are all the same (preventing even further data 
loss), the lack of people and homes at these places ensures a loss of about one-sixth of the 
full dataset if a standard listwise deletion strategy is used. 
 To compensate, a second model is presented as an alternative to the first.  This 
alternative model has the same structure, but it imputes values to all missing data based 
on the nearest segment with non-missing data for the variables of interest.  Each of the 
1949 segments with no housing units has missing data on all of the following variables: 
median age, percent Hispanic, percent black, percent males 15-29 years old (all with 
“population” denominators), percent husband/wife households, average household 
size, percent rented households (all with “household” denominators), and percent 
vacant units (with a “housing units” denominator).  These segments are assigned values 
of the above variables based on the nearest segments with at least one person, at least one 
household, and at least one housing unit, respectively.  An additional 57 segments (2006 
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minus 1949) have housing units but no population or households, so these 57 segments 
are assigned values of the variables with “population” and “household” denominators 
based on the nearest segments with at least one person and at least one household, 
respectively.  Finally, 68 segments (2074 minus 2006) have people and housing units but 
no households, so these segments are assigned values of the three variables with 
“household” denominators based on the nearest segments with at least one household.13  
The 2074 segments that are listwise deleted from the “main” model have values in the 
alternative “imputed” model, bringing the sample up from 10,052 segments to the full set 
of 12,126.  The two models are compared against one another, both by assessing model 
fit statistics and by contrasting variable effects, to determine whether the “main” model 
or the “imputed” model is a more appropriate fit for the data. 
 After the more appropriate of the two models is selected, the third section of 
Chapter 5 details the effects of the variables on each of the pairwise trajectory group 
relationships.  Regardless of which model is selected, the multivariate logistic regression 
technique always requires that a “base case” be identified before coefficients and 
standard errors are estimated.  Customarily, the base case is the most common category 
of the variable; in GBTMs with crime outcomes, this category is almost guaranteed to be 
the set of places with low-stable crime rates, as the distribution of violence across street 
segments is heavily right-skewed.  As such, it is reasonable to assume that the model, 
which will have a total number of effects equal to the number of variables (38) times one 
                                                          
13 There also were two segments with missing population data interpolated from the Census block-level 
files and one segment with a missing value on the block group-level poverty estimate (the segment lied just 
outside the bounds of both its neighboring block groups).  The two segments with missing population data 
were assigned the value “0” for the population variable, and the one segment with a missing block group-
level poverty estimate was assigned the average of its two neighboring block groups’ poverty estimates. 
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less than the number of trajectory groups (k – 1), should involve pairwise comparisons of 
places with no violent crime to those with other various crime trends (e.g., low-
increasing, high-increasing, low-decreasing, high-decreasing, medium-stable, high-
stable).  The third section of Chapter 5, then, is split into three distinct sub-sections: one 
for the comparisons of the base case with crime-increasing trajectory groups, one for the 
comparisons with crime-decreasing groups, and one for the comparisons with crime-
stable groups whose violence rates are higher than that of the base group.  Within each 
sub-section, there is a detailed discussion of the variables’ effect sizes and significance 
values for each relevant pairwise comparison, including a special focus on any variables 
whose effects trend in both directions and/or deviate from their expected patterns.  
Though it is tempting to consider all k – 1 effects for a particular variable collectively 
(via some type of composite index or coefficient-averaging method) in an attempt to 
summarize the variable’s “overall effect” on the crime trajectories, such a method fails to 
acknowledge that the expected magnitude of the effects may differ substantially based on 
the specific type of trajectory at hand. 
 The fourth and final section of Chapter 5 begins with a summary of the findings 
from the previous section, with an eye on identifying overarching variable effect patterns 
within and across trajectory groups.  The section then moves on to a discussion of the 
possible limitations of the modeling strategy, highlighting two specific issues: 
multicollinearity and causal ordering.  With nearly 40 variables in the model, it is very 
possible that many are significantly correlated with one another, in which case the 
individual coefficient estimates for the correlated variables become less reliable.  Though 
a full fix for potential multicollinearity issues is not carried out in this project, a strategy 
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for reducing correlations among independent variables is outlined if multicollinearity is 
found.  Additionally, it is possible that instead of acting solely in the traditionally 
assumed direction (X → Y), the independent variables actually have two-way or reversed 
causal relationships with violent crime.  For example, one variable for which such an 
issue is particularly plausible is the percentage of vacant units on a street segment: high 
vacancy rates could lead to violent crime from a social disorganization or guardianship 
perspective, but it also could be the case that violent crime provokes fear in residents, 
who in turn decide to move out of the area, leading to higher vacancy rates.  There is 
relatively little to be done about such possibilities with the type of modeling strategy 
employed in this project, but after the effects have been estimated it is still worth 
exploring whether these two-way or reverse causalities could exist, as well as suggesting 
alternative modeling strategies that could better identify their directionality. 
 
→ Possible Outcomes 
 Given the probable large sample sizes for several of the trajectory groups, it is 
very possible that a large majority of the variables in the model will be statistically 
significant.  If this occurs, and if it is difficult to distinguish variables with a real 
substantive impact on crime from those whose significance is artificially inflated, then it 
becomes crucial to assess the raw magnitudes of the effects in addition to the T-ratios and 
p-values.  In this case, it also becomes important to investigate which variables are not 
statistically significant, as the few variables with non-significant effects (by virtue of 
their rarity) actually may tell a more intriguing story than the majority with low p-values.  
On the other hand, it is also possible that the effect sizes of the variables are small enough 
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that even a large sample size will not single-handedly drive the variables to statistical 
significance.  If this occurs, then relying on T-ratios and p-values (in combination with 
effect sizes) for interpretation becomes more defensible. 
 As for the significance of each individual coefficient, there are too many effects 
estimated in the models to hypothesize the specific result for each one (the hypothesized 
directions of each variable’s general correlation with crime can be found in Table 3).  On 
a broad level, however, it is possible that social disorganization variables could hold 
heavier predictive power in St. Louis than in other recent micro-spatial crime research 
sites such as Seattle, Albany, or Vancouver.  As discussed briefly in Chapter 1, St. Louis 
is significantly different from those cities demographically, with a much deeper history of 
black-white racial conflict and prolonged concentrated disadvantage.  Particularly in the 
northern portion of the city, there has been a continuous cycle of black poverty and lack 
of upward mobility for over 50 years.  In addition to St. Louis’s (often undeserved) 
reputation for having intensely disadvantaged and dangerous hot spots14, the city also has 
a reputation for its quick spatial alternation of highly privileged and deeply disadvantaged 
micro-areas.  As such, a street segment-level analysis with heavy focus on demographics 
is particularly appropriate for a crime study in St. Louis, since the effects of some 
predictors could be washed out if the study were conducted at the census tract-level or 
neighborhood-level.  Opportunity variables still may be very important predictors of 
trajectory group membership, as in the Weisburd et al. (2012) study of Seattle, but the 
underlying demographic differences are likely to play a more central role in explaining 
                                                          
14 For more information on the controversy over St. Louis’s crime rankings, see Rosenfeld and Lauritsen’s 
(2008) online article entitled “The Most Dangerous Crime Rankings.” 
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St. Louis’s crime patterns than those in relatively homogeneous research sites such as 
Seattle, Albany, or Vancouver. 
 
Topic 3: Further Applications of Trajectory Modeling (Chapter 6) 
→ Motivation 
 The first issue investigated in Chapter 6 involves the manner in which the 
trajectory groups (generated in the Chapter 4 model) are distributed within neighborhood 
boundaries, as well as the factors that may differentiate neighborhoods with low segment-
level trajectory diversity from those with high trajectory diversity.  Understandably, prior 
trajectory analyses mainly have been concerned with crime patterns across entire cities, 
since city-level crime rates have changed so significantly in the past 25-30 years.  Crime 
prevention initiatives often are advertised as being citywide, sometimes reinforcing the 
idea that the city matters more than the neighborhood or the small community.  
Additionally, as micro-spatial crime research continues to trend toward the street segment 
as the optimal unit of analysis, it has become convenient for researchers to work with 
samples of “independent” street blocks across entire cities in order to maximize sample 
size and statistical power.  In some ways, the choices to frame urban crime as a citywide 
problem and to analyze all blocks across a city identically have produced legitimate 
breakthroughs.  Thanks to studies such as those of Weisburd et al. (2004), Weisburd et al. 
(2012), Curman et al. (2015), and Wheeler et al. (2016), the understanding of how 
segment-level variation contributes to citywide crime fluctuations has increased greatly.  
However, as a result of emphasizing the street segment and the city – the smallest and 
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largest practical spatial units – intermediary spatial units have become somewhat 
undervalued. 
 This has led to two problematic oversights in particular.  The first is that even 
though crime prevention initiatives often are advertised as being citywide, the 
implementation of these initiatives almost always relies on localized beat policing in 
smaller sectors of the city.  If a hot spots initiative takes place in a city with 10 police 
districts, the officers involved in District 1 patrols generally have little influence in the 
on-the-ground tactics employed in Districts 2-10.  If crime prevention tactics are 
conceived globally, then it follows that there may be important small-area differences in 
crime patterns that go undetected when the city is the sole focus.  This relates directly to 
the second oversight: not only are crime prevention initiatives often implemented locally, 
but to maximize crime reductions they also should be conceived locally as well.  In other 
words, if different neighborhoods are composed of vastly different crime patterns, then 
initiatives that target an entire city at large without accounting for this variation are both 
theoretically inappropriate and inefficient (Weisburd et al. 2012). 
 A hypothetical comparison best illustrates how this issue should be refocused.  
Suppose that a city has 20 neighborhoods, and within each neighborhood there are 100 
street segments.  Additionally, suppose that each of the 2,000 street segments in the city 
falls into one of five trajectory groups, and that the frequencies of each trajectory group 
across the city are fixed as follows: 
Group 1: 800  |  Group 2: 500  |  Group 3: 300  |  Group 4: 250  |  Group 5: 150 
Even with the numbers of neighborhoods, segments, and members of each group held 
constant, the trajectories can be distributed across the city in different ways that have 
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very different crime prevention implications.  Table 4 provides an illustration of this issue 
with two extreme cases.  Both cases have the same number of neighborhoods dominated 
by each trajectory group (8, 5, 3, 3, and 1, respectively), but in Case A, the 
neighborhoods mostly are comprised of segments from only one trajectory group, 
whereas in Case B the opposite is true, with many of the neighborhoods drawing 
significant proportions from several of the groups.  The distribution of the order statistics 
at the bottom of Table 4 also highlights a key difference: in Case B, segments belonging 
to the dominant group in their respective neighborhoods only comprise 46 percent of the 
total.  It follows that in Case B, the segments belonging to secondary trajectories in their 
respective neighborhoods still matter a great deal: 14 out of the 20 neighborhoods have 
fewer than 50 percent of segments belonging to the most frequent group.15 
With actual violent crime data, the reality for many neighborhoods likely is 
somewhere between the two hypothetical extremes of Cases A and B, but the degree to 
which trajectory diversity varies across neighborhoods has not been investigated in any of 
the prominent GBTM studies to date.  Furthermore, it also may be of interest to 
determine which traits of a neighborhood generate more trajectory diversity.  For 
instance, significant variation in rental housing percentages at the street segment-level 
within a neighborhood could correlate with higher trajectory diversity in that 
neighborhood, or perhaps a lack of variation in street segment length within a 
neighborhood could decrease the chances of trajectory diversity in the neighborhood.  In 
                                                          
15 Though the issue has not been researched extensively, it is likely that for real-life trajectory analyses with 
15+ groups, the neighborhoods would show extensive trajectory diversity by definition since the categories 
would be split so finely.  Using a more parsimonious model with fewer trajectory groups protects against 
Case B being tautologically true and allows the researcher the opportunity to make an unbiased choice 
between Cases A and B. 
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any case, the results of such inquiries may be used by police departments to refine and 
improve neighborhood-level policing initiatives.  The data and methods involved in 
investigating neighborhood trajectory diversity are discussed later in this section. 
The second application of GBTMs addressed in Chapter 6 concerns the potential 
differences between the characteristics of isolated and non-isolated high-crime places.  
Groff et al. (2010) established that although street segments belonging to high-chronic 
trajectories (consistently high in crime from year to year) are concentrated to a greater 
degree than would be expected based on a spatially random pattern, a significant number 
of consistently hot places still remain isolated in otherwise low-crime areas.  Weisburd et 
al. (2012) extended this finding, illustrating that most pairwise comparisons across 8 
aggregated trajectory categories show evidence of “attraction” – that is, the tendency of 
segments from two different trajectory classes to be mixed together spatially.  If segments 
from many different trajectory groups are located next to each other regularly, then it is 
important to keep the primary spatial focus on segment-level crime predictors so as not to 
overlook segment-level differences within larger spatial units (Weisburd et al. 2012). 
Street-to-street variability in crime trajectories has been well-established in the 
two studies discussed above.  However, the underlying reasons why some places hold 
high-chronic crime patterns even as their immediate spatial neighbors remain relatively 
crime-free remain less clear.  It is entirely possible that the exact same set of predictors 
accurately forecasts a street segment’s high-chronic nature whether or not the segment 
lies near others of its kind.  In this case, the same crime prevention strategies are 
appropriate at all individual segments chronically afflicted by violent crime, and these 
strategies may be carried out without detailed consideration of the crime trajectories of 
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nearby places.  It is also possible, though, that the factors which lead a segment to be 
chronically higher in violent crime are different if the segment is bordered by low-crime 
places instead of high-crime places.  For example, a high-crime street segment 
surrounded by low-crime segments could be an old portion of an otherwise gentrified 
neighborhood, and the segment could have high rates of poverty, disadvantage, and 
disorder; conversely, a high-crime street segment surrounded by others of its kind could 
be an abandoned or lowly-populated place without adequate guardianship.  Whatever the 
case, it is important to determine whether isolated and clustered high-chronic places have 
the same underlying features, as the solutions to crime problems at those places are 
dependent on the specific issues characterizing them.16  The data and methods required 
for addressing this issue (as well as the previous issue) are outlined in the following 
sections. 
 
→ Data 
 For the first application (trajectory distributions within neighborhoods), building 
an appropriate model requires predictors measured at the neighborhood-level and a 
suitable dependent variable for measuring a neighborhood’s level of trajectory diversity.  
Before aggregating segment-level characteristics to obtain neighborhood-level predictors, 
three classes of street segments are excluded from the dataset: (1) segments on 
neighborhood boundaries, (2) segments for which ArcMap’s near tool could not 
                                                          
16 Though this suggestion superficially may appear to mirror the suggestions made for the previous issue, 
they are actually two very different issues and should be treated as such.  Low “trajectory diversity” within 
a neighborhood implies that crime prevention strategies primarily should be focused at the area-level 
instead of the segment-level, whereas a high degree of similarity between isolated and clustered high-
chronic places implies that crime prevention strategies at individual high-chronic segments need not take 
into consideration the immediate spatial contexts in which the segments exist. 
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accurately assign a neighborhood, and (3) segments in the Kosciusko neighborhood, 
which is so sparsely populated that demographic estimates are highly unstable.  The 
elimination of these three classes of segments leaves 10,552 remaining units (87 percent 
of the total) spread across 78 St. Louis neighborhoods. 
 One of the more intriguing possibilities associated with studying trajectory 
diversity within neighborhoods is the idea of using both measures of central tendency and 
measures of dispersion at the neighborhood-level to predict the extent to which areas are 
comprised of segments from multiple trajectory groups.  The corollary to this idea, 
unfortunately, is that the analysis must be limited to the demographic (Census) variables, 
as the parcel data variables used in the Chapter 4 and Chapter 5 analyses are dichotomous 
and thus not well suited to generating meaningful measures of dispersion.  Still, even an 
analysis of just the demographic half of the predictor set is useful, as levels and variances 
across neighborhoods in indicators such as percent black, population, and average 
household size may be predictive of the degree to which a neighborhood’s crime patterns 
vary (with a total of just 78 neighborhoods, the exclusion of parcel data variables also 
helps prevent the level of statistical power from falling too far).  To obtain neighborhood-
level metrics for the demographic variables, segment-level estimates are collapsed by 
neighborhood, with a neighborhood mean and a neighborhood standard deviation 
generated for each neighborhood and variable.17  The number of segments in each 
                                                          
17 These means and standard deviations are aggregated from the “level” estimates generated earlier in the 
project (the “change” estimates are not used in this section).  The neighborhood-level means and standard 
deviations are both unweighted metrics: the mean is a simple average of all the segment-level “level” 
estimates for a variable in a neighborhood, and the standard deviation is the square root of the unweighted 
variance of all the “level” estimates.  As such, the metrics derived for this section actually may be slightly 
different than the true neighborhood characteristics; such a discrepancy is more likely when a 
neighborhood has severe variation in the number of residents living at each street segment.  For instance, if 
two segments within a neighborhood have average household sizes of 2.0 and 4.0 but the first segment has 
5 times as many residents as the second, the average of the two (for the purposes of this exercise) is still 3.0 
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neighborhood and the mean and standard deviation for segment length also are retained 
as control variables. 
To obtain a neighborhood-level index of trajectory diversity, the standard index of 
qualitative variation (IQV) is calculated for each neighborhood.  The IQV is an 
appropriate measure of dispersion for a categorical variable such as the trajectory group 
variable and is bounded between 0 and 1, with 0 representing complete group inequality 
(100 percent of observations falling into one category) and 1 representing complete group 
equality (every group having the exact same number of observations).  The formula for 
calculating the IQV is: 
IQV = [k(1002 – Σ(Pi2))] / [1002(k-1)] 
where k is the number of categories (8) and the Pi’s are the respective percentages of each 
category.  The choice of statistical model for examining the link between neighborhood 
demographic factors and trajectory diversity is discussed in the upcoming methods sub-
section. 
 For the second application (isolated vs. clustered high-chronic places), building a 
model that can identify differences in the underlying characteristics of isolated and 
clustered high-chronic places requires suitable operationalizations of the terms “isolated” 
and “clustered” as well as of the term “high-chronic”.  What does it mean for a segment 
to be of the high-chronic variety, and what does it mean for a segment that does fit this 
condition to be isolated from others of its kind?  For the purposes of this research topic, 
the segments that fall into the two highest-crime trajectory groups (as determined in the 
                                                          
((2.0 + 4.0) / 2) as opposed to the weighted average of the two numbers.  This discrepancy between the 
unweighted neighborhood characteristics and the true neighborhood characteristics is intentional: the 
neighborhood-level metrics generated for this section are meant to represent means and variances across a 
neighborhood’s segments, not its people. 
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Chapter 4 models) are considered high-chronic, and thus the sample is limited to just 
these segments.  The level of isolation that each of these segments has from others of its 
kind is measured by building a 1000-foot (304.8-meter) buffer around the midpoint of 
each segment and tallying how many midpoints of other high-chronic segments fall 
within the buffer.  This count of “high-chronic neighbors” acts as a suitable dependent 
variable, and the demographic and ecological characteristics of the segments (as obtained 
in the Chapter 5 analyses) act as appropriate independent variables.  As with the prior 
topic, the choice of best statistical model is discussed in the following sub-section.  
 
→ Methods 
 The first issue in Chapter 6 (neighborhood trajectory diversity) necessitates using 
either (a) the IQV metric itself or (b) a transformation/categorization of the IQV metric as 
the dependent variable in a model.  The trouble with allowing the IQV itself to act as the 
outcome variable is that, despite existing on a continuous scale from 0 to 1, values of the 
standard IQV metric are not intuitively interpretable.  Conceptually, the IQV measures 
the proportion of “possible categorical diversity” that exists in a variable, but it has no 
further mathematical interpretation; for instance, a variable with an IQV score of 0.8 has 
more variation (less inequality) across the categories than one with a score of 0.6, but it is 
not immediately obvious what this difference of 0.2 represents.  As such, though the 
metric technically is a ratio-level measure, it behaves more like an ordinal-level or 
interval-level measure, and reorganizing the IQV into sensible categories allows for more 
intuitive results.  After the IQVs for the 78 neighborhoods are calculated, the distribution 
is split into three categories: low-variation, medium-variation, and high-variation.  The 
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cutoff points separating these three categories are dependent on the shape of the IQV 
distribution, but it is preferable – both theoretically and mathematically – to split the 
distribution in a manner that allows the three categories to be as evenly populated as 
possible. 
 With the IQV collapsed into three ordered categories, an ordered logistic 
regression technique is the most appropriate choice for modeling the relationship between 
the demographic factors and within-neighborhood trajectory diversity.  Since the 
observations in the model are neighborhoods, of which there are only 78, the sample size 
already is limited.  Thus, if the inclusion of all 21 relevant indicators (means and standard 
deviations for the 9 demographic variables and segment length, plus the number of 
segments) suppresses the model’s ability to produce statistically significant effects, then 
the variable is scaled back to include only the factors which clearly influence crime 
trajectory membership in the Chapter 5 model.  Missing data at the neighborhood-level is 
not an issue, as missing demographic data at the segment-level simply is not factored into 
the mean and standard deviation collapsing procedures that produce the neighborhood-
level metrics. 
 Since the outcome for the second issue in Chapter 6 (isolated high-chronic places) 
is the number of high-chronic segments surrounding a particular segment, a model that 
takes on a count or continuous dependent variable is most appropriate.  If the distribution 
of the number of high-chronic neighbors is relatively unskewed across the set of eligible 
segments, then an OLS model is appropriate; otherwise, a Poisson or negative binomial 
model is employed, depending on the level of overdispersion in the dependent variable.  
Additionally, as a sensitivity test for this main model, a secondary logistic regression 
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model with a dichotomous outcome (no high-chronic neighbors vs. 1+ high-chronic 
neighbors) is generated.  In both models, the regressor space consists of the variables 
from the Chapter 5 models, minus the change metrics, the block group-level poverty 
estimate, and the spatial lag.  Because these analyses are conducted at the segment-level 
as opposed to the neighborhood-level of the previous topic, the sample size should be 
significantly larger, even with segments from only the two highest-crime trajectory 
groups being analyzed.  Not surprisingly, the downside is that returning to a segment-
level focus means bringing back the missing data issues from the main Chapter 5 model, 
and a nearest-neighbor imputation process like the one described in the Topic 2 section 
would be ill-advised.  In this case, the goal of the research issue is determining which 
characteristics of a place could predict how many high-crime neighbors it has; imputing 
predictor values from the neighboring segments could create a worrisome bias in the 
results, with segments essentially being predictive of their own “high-chronic neighbor” 
status.  Therefore, any segments with missing demographic data instead are listwise 
deleted for the two models, with the hope that the proportion of zero-resident segments in 
the top two trajectory groups is small enough to avoid serious missing data bias. 
 
→ Possible Outcomes 
 The two issues investigated in Chapter 6 are highly exploratory and, unlike the 
issues in Chapters 4 and 5, have little to no precedent from prior research.  Thus, instead 
of using theory or recent findings to forecast likely outcomes, it is more appropriate to 
treat the possibilities as open-ended.  In any case, criminologists focusing on micro-
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spatial and neighborhood-level issues may use the Chapter 6 findings as building blocks 
for more directed research in the future. 
 
Chapter 4: Results, Part 1 – Violent Crime Trends and the Trajectory Model 
 This chapter is split into two parts.  The shorter introductory section includes a 
basic descriptive analysis of violent crime trends in St. Louis from 2000 to 2013, a brief 
discussion on the spatial distribution of violent crime, and an assessment of Weisburd’s 
Law of Crime Concentration as applied to the St. Louis violent crime data.  The more 
involved second section outlines the results of the trajectory modeling process.  This 
section begins with a discussion on statistical distributions and polynomial orders, and 
then proceeds with an extensive cost-benefit calculation intended to find the number of 
trajectory groups representing the best balance between parsimony and explanatory 
power.  The chapter concludes with a description of the most preferred model and a 
methodological note intended to set the stage for the regression analyses in Chapter 5. 
 
Basic Crime Patterns 
 After the removal of crimes with unsuitable criteria from the dataset (see Table 2), 
there remained 93,011 violent crimes in St. Louis over the 14-year period from 2000 to 
2013.  Figure 3 illustrates the manner in which these 93,011 crimes were distributed over 
time.  From 2000 to 2004, there was a slight but steady decline in violence across the 
city, which was interrupted by a significant increase in 2005 and 2006.  From 2006 to 
2013, crime declined again, with an especially steep decrease from 2012 to 2013 
resulting in a 14-year low of 3974 violent crimes by the end of the study period. 
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 Table 5 shows the descriptive statistics and crime concentration metrics, both 
year-to-year and on average over 14 years, for violent crime across the 12,126 street 
segments in St. Louis.  From 2000 to 2013, street segments averaged slightly over one-
half of a violent crime per year (0.5479), with an average yearly standard deviation of 
1.370.  The fact that the average yearly variance (approximately 1.9) far exceeds the 
mean implies a strong degree of overdispersion in the violent crime distribution, 
highlighting the likelihood that the most crime-prone segments in the city consistently 
account for a disproportionate amount of the violent crime.   From the crime 
concentration percentages on the right, it is evident that this is the case.  On average, 
almost 70 percent of violent crimes occur at the 10 percent most crime-prone places, and 
almost 50 percent occur at the 5 percent most crime-prone places.  This concentration is 
far above what would be expected if the spatial distribution of crime was random, and if 
examined in a vacuum it provides evidence in favor of Weisburd’s Law of Crime 
Concentration. 
 This evidence, however, may not be as uniformly positive for Weisburd’s Law if 
the concentration metrics are inspected with a bit more nuance.  Though the average top 5 
percent concentration metric is very close to 50 percent (as hypothesized in the Law), 
both the top 5 and top 10 percent concentrations vary by almost 10 percentage points 
from the beginning of the study period to the end, suggesting that the concentration 
percentages are not always quite as stable as implied in previous research.  More 
importantly, there is a predictable pattern in the concentration percentages, with higher 
metrics consistently appearing when the average number of violent crimes per street 
segment (or total number of violent crimes across the city) is lower.  The correlations 
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between the yearly violent crime counts/averages and the concentration percentages are 
all extremely strong (r = -0.934, r = -0.872, and r = -0.839 for 10%, 5%, and 1% metrics 
respectively), indicating that as crimes become rarer, they also become more 
concentrated.  Of course, this should not be too surprising given that the ultimate rarity of 
crime – for instance, one crime spread over 12,000 segments – mathematically guarantees 
concentration metrics of exactly 100%.  It is telling, though, that yearly concentration 
percentages at the 10, 5, and 1 percent levels do not appear to be constant, but rather 
almost perfect functions of the frequency of crime in that same year.  In fact, a simple 
regression of the number of violent crimes in a year against the 5 percent concentration 
metrics for each year shows that each decrease of 500 violent crimes across St. Louis 
generates about one additional percentage point of concentration at the 5 percent level – 
an effect that seems small but can contribute to a significant difference between crime 
concentrations at particularly low-crime and high-crime times. 
 Figure 4 displays the spatial distribution of crime across St. Louis over the 14-
year study period.  The segments highlighted bright yellow are the safest, with no violent 
crimes reported in all 14 years, whereas the segments highlighted dark brown are the 
most violent, averaging over 4 violent crimes per year (56 total).  There are two main 
clusters of high-violence places in St. Louis; the biggest cluster is the northwest quadrant 
of the city, which has long suffered from concentrated disadvantage, lack of upward 
mobility, and poor public education.  The other is a smaller pocket in the southeast 
quadrant of the city, surrounded largely by low-crime neighborhoods to the north, south, 
and west.  Though there are a handful of isolated high-crime places across other parts of 
the city (most notably a small group of blocks just north of downtown), none are nearly 
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as large as these two clusters.  Figure 5 shows the spatial distribution of violent crime 
change over time, as measured by the difference between the numbers of violent crimes 
in the first and second halves of the 14-year period.  Segments highlighted dark blue are 
places which experienced a reduction of 5 or more violent crimes from the 2000-2006 
period to the 2007-2013 period, and segments highlighted red experienced an increase of 
5 or more.  The two clusters of high-crime places seen in Figure 4 also generally 
experienced the most change from the first half of the study period to the second.  
Interestingly, though, the directionality is different: the smaller cluster of high-crime 
places in the southeast quadrant decreased in violence almost uniformly, but the larger 
cluster in North St. Louis had significant numbers of small places trending in either 
direction.  Taken together, the patterns from Figures 4 and 5 imply two things.  First, 
when the overall level of crime across a city or a neighborhood is trending in one 
direction, small places nested within still may trend in the other direction.  Second, if 
many of the same places generating a large portion of violent crime also are responsible 
for producing the most substantial decreases in crime over time, then a reduction in 
violent crime incidence at the very top of the distribution likely will lead to greater crime 
control gains than a reduction in violent crime prevalence, no matter how widespread the 
prevalence reduction across the city.  As repeat victimization and hot spot policing 
scholars have argued for the past 25 years, the concentration of crime (whether spatially 
or across persons) is simply too severe for moderate across-the-board improvements to 
produce the same overall benefits for a city as hyper-specialized, targeted crime 
prevention. 
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Trajectory Modeling 
→ Violent Crime Distribution 
 The GBTM process has the ability to model variables from several different 
distributional families, including the Poisson family (Poisson, Zero-Inflated Poisson), the 
normal family (Normal, Censored Normal), and even dichotomous data.  Crime is an 
integer-valued non-negative variable, so the GBTM for violent crime in St. Louis must 
use a distribution from the Poisson family.18  The Poisson distribution has the 
mathematical form: 
f(x) = (λx e-λ) / x! 
representing the probability of observing x (≥ 0) events on a single trial given an 
expected value of λ.  Given that the average number of violent crimes per street segment 
over the course of the 14-year period is slightly over one-half (0.5479), the probability 
that a randomly selected street segment has no violent crime in a given year (x = 0, λ = 
0.5479) should be about 0.578 under a standard Poisson distribution.19  As Table 5 
shows, this is not the case in St. Louis.  For all 14 years in the study, the percentage of 
violent-crime-free street segments is over 70%, indicating that there are far more zero 
values (and more crimes concentrated into a smaller-than-expected number of segments) 
than there would be under the Poisson distribution.  Thus, the zero-inflated version of the 
Poisson distribution, which accounts mathematically for the possibility of pre-determined 
or structural zeroes (i.e., places which have virtually no chance of ever having a violent 
                                                          
18 Technically, the Poisson process approximates a true underlying binomial process with parameters n 
(sample size) and p (probability of success), but when n is very large and p is relatively small (as should be 
the case in this study, with a relatively rare event spread across thousands of observations), the Poisson 
distribution acts as a sufficiently accurate approximation.  This law often is known as the Poisson Limit 
Theorem (see: Papoulis 1965). 
19 This probability will vary slightly across years based on the value of λ for each year. 
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crime) in addition to the probabilistic zeroes of the standard Poisson, is a much better fit 
for the GBTMs in this study. 
 
→ Polynomial Orders 
 Mathematically, polynomials of any order may be used for the GBTM 
trajectories, but results of prior research indicate that quadratic and cubic functions are 
likely to fit the data most appropriately.  A sample of model comparisons shows that for 
violent crime trends in St. Louis, the inclusion of a cubic term generally is worthwhile.  
Table 6 displays the statistical significance of the quadratic and cubic terms in several 
variations of 4-group, 7-group, and 11-group models, along with the model fit statistic 
(BIC) for each model.  In each of the three blocks, the first model (marked “2”) is a 
model only estimated up to the quadratic term for each trajectory group.  In the middle 
models (marked “2/3”), approximately half of the trajectory groups are set to order 2 and 
the other half are set to order 3.  The final models (marked “3”) are full models in which 
all the trajectory groups are estimated up to the cubic term.  The symbols in the table 
represent statistical significance (or lack thereof) on the quadratic and cubic terms in each 
trajectory group. 
In the quadratic-only models, a combined 17 out of the 22 (4 + 7 + 11) quadratic 
terms are highly significant (p < .01 for all 17), backing up the prior research which 
indicates that polynomial orders below 2 are unlikely to produce the best model choice.  
In the mixed quadratic/cubic models, the terms with cubic estimates show strong 
significance as well; all but one term (group 9 in the 11-group model) are statistically 
significant at the p = .05 level, with most having p-values below .01.  This implies that 
79 
 
when the higher-crime groups are allowed to take on an extra order, that order almost 
always provides additional valuable information on the shapes of the curves.20  The full 
models with all cubic estimates have slightly less uniform results, but generally they are 
still encouraging.  Of the 22 cubic estimates across the three models, 16 are significant, 
with 14 of the 16 at the p < .01 level.  Only one of the remaining 6 non-significant cubic 
estimates is paired with a significant quadratic estimate (group 10 in the 11-group 
model), meaning that for the rare group whose order is not cubic, the order generally is 
not quadratic either.  Since polynomial orders beside quadratics and cubics are not 
considered for this study, these findings in tandem point to the importance of including 
the cubic term in most if not all of the trajectory groups. 
The model fit results at the bottom of Table 6 tell a similar story.  For the 4-group 
models, the inclusion of cubic estimates for 2 out of the 4 groups improves the model fit 
by nearly 300 BIC points over the quadratic-only model, and the full model with all 4 
cubic estimates improves the model fit by an additional 15 points.  For the 7-group 
varieties, the mixed quadratic-cubic and full cubic models outperform the quadratic-only 
model, though the mixed model actually has the strongest BIC by a slim margin.  The full 
cubic 11-group model easily outperforms its counterparts, with a BIC nearly 30 points 
lower than the 11-group mixed quadratic-cubic model.  This pattern generally holds 
across models of all sizes; some isolated cases with a mix of orders 2 and 3 may perform 
slightly better than the full cubic models, but the full cubic models always are among best 
choices.  Given that this is the case, and given that the difference in BIC is negligible 
even when the all-cubic is not the best-fitting model, the most sensible choice is to allow 
                                                          
20 When Stata estimates GBTMs, the higher-numbered groups (e.g., groups 5, 6, and 7 in a 7-group model) 
usually are also the groups with the highest event counts – in this case, the places with the most crime. 
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for cubic orders on all trajectory groups.  This choice is in concordance with a large 
portion of the prior GBTM-based crime research, and it also helps counterbalance the 
likely selection of a final model with relatively few trajectory groups, since the groups 
that do make the final model will be given more mathematical freedom to accurately 
represent the underlying real-world truth. 
 
→ Choosing the Most Appropriate Number of Trajectories 
 Now that the full cubic models have been shown to be the strongest on balance, it 
is necessary to pick the final model with the most appropriate number of trajectory 
groups.  As with prior GBTM-based crime research, it is prudent to begin with the 
simplest models and work upward.  Figure 6 provides a comparison of the 3, 4, 5, and 6-
group models against one another, with the shape of each trajectory, the BIC score, and 
the percentage of segments belonging to the trajectories included for all four models.21  
The 3-group model has a BIC score vastly inferior to the other three, so it is immediately 
removed from contention for the best model.  The 4-group model is an improvement, not 
just on BIC but also because the “high-crime” trajectory from the 3-group model is 
parsed into two very different trajectories in the 4-group model: one “moderate-stable” 
group (Trajectory 3, with about 14.4%) and one “high-decreasing” group (Trajectory 4, 
with about 3.1%).  The places all lumped into one generic high-crime group in the 3-
group model are more accurately categorized with 4 groups.  To an extent, the same logic 
can be used to favor the 5-group and 6-group models over their respective predecessors.  
                                                          
21 In Figure 6 and in subsequent visual representations of the trajectory curves, the “segment percentages” 
displayed at the bottom of the figures are slightly different from the actual segment percentages.  The 
percentages at the bottom of the graphs are auto-generated by Stata, and the cause of the slight discrepancy 
is unknown. 
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The 5-group model has a better BIC than the 3-group or 4-group models, and the two 
highest-crime trajectories from the 4-group model are more accurately represented as 
three separate trajectories in the 5-group model (Trajectories 3, 4, and 5).  In the 6-group 
model, the BIC again is superior, and the two highest-crime trajectories (Trajectories 5 
and 6) correlate strongly with Trajectory 5 from the 5-group model, indicating that the 
pattern captured in the top trajectory of the 5-group model is actually two distinct curves 
(the remaining four trajectories are very similar between the 5-group and 6-group 
models).  Considering that the BIC continues to improve across these pairwise model 
comparisons and that each one-group increase adds a distinctly new curve to the models, 
the 6-group model so far is the most appropriate.  It should be noted, however, that the 
top trajectory in the 6-group model is fairly small: only 69 of the 12,126 segments are 
predicted to fall into Group 6, far fewer than the 189 predicted to land in the top group of 
the 5-group model.  A group size of 69 is still large enough such that the group can be 
represented as a category in a multinomial logistic predictive model, but further attrition 
from the top group in subsequent models may make the prospect of adding more 
trajectory groups increasingly undesirable. 
 Figure 7 displays the same comparisons for 7, 8, 9, and 10-group models.  The 7-
group model has a significant BIC advantage over the 6-group model, and also features 
an important specification that the 6-group model misses.  The 7-group model marks the 
first time that one of the models has crossing trajectories: Group 1 begins at slightly 
under 1.0 crimes per year (in 2000) and Group 4 begins at nearly 2.0 crimes per year, but 
the two cross paths around the seventh year of the study period (2006) and end up in 
virtually opposite places by 2013.  Interestingly, Groups 1 and 4 in the 7-group model 
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(about 8.7% and 9.1% respectively) together correlate almost perfectly with the “stable” 
Group 3 from the 6-group model (about 16.9%), whereas the other five groups in each of 
the models are almost identical.  This implies that the 6-group model misidentifies a 
“moderate-stable” trajectory which is actually two very different patterns, one half 
“moderate-increasing” and the other half “moderate-decreasing”. 
 The 8-group model has a similar advantage over the 7-group model.  Group 5 
from the 7-group model shows a subset of segments with relatively stable violent crime 
counts (1.5-2.0 per year) over time, accounting for slightly over 8 percent of the places in 
St. Louis.  Again, this group appears to be split almost perfectly into two trajectories 
(Groups 4 and 6 in the 8-group model, together about 9.5%) when an eighth group is 
specified, and the two look notably different from one another.  Group 6 from the 8-
group model represents a small group of segments that start with violent crime counts 
over 3.0 per year but decline gradually to about 1.0 by 2013.  Group 4, on the other hand, 
shows a subset of segments which begin at a relatively low rate, increase to over 2.0 
crimes per year in 2009, then decline slightly over the final four years of the period.  As 
with the prior comparison, the remaining trajectories in the 7-group and 8-group models 
are almost exactly the same.  Once again, a simpler model has misidentified a “stable” 
category which in reality contains two smaller subgroups with very different violent 
crime patterns.  Since the 8-group model has the best BIC thus far and identifies the most 
clearly distinguishable crime trends, it is at this point the strongest contender. 
 Beginning at the 9-group model, the benefits of adding groups start to become 
less clear.  Up to this point, the addition of a trajectory group has neatly uncovered two 
distinct patterns that were previously masquerading as one.  The 9-group model does 
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have a BIC score somewhat stronger than the 8-group model, but the addition of an extra 
group no longer uncovers one clear new trend.  Instead, the shapes of several of the 
curves change dramatically, particularly the top two groups which now actually cross 
paths twice (once in 2006 and once at the very end of the period).  Though the sheer size 
of the city guarantees there will be a few segments exhibiting the crime patterns in 
Groups 8 and 9, it is unlikely that these places are theoretically distinguishable from one 
another.  In addition, the size of the “top” trajectory group (Group 9) shrinks to 43 
segments with the inclusion of a ninth trajectory, down from 77 in the 8-group model.  
This decline inhibits the ability of the highest-crime group to act as an outcome category 
in the multinomial logistic models discussed in subsequent chapters. 
 Just as importantly, while the 6-to-7-group and 7-to-8-group changes uncovered 
recognizable new crime patterns, the 8-to-9-group change tells no such clear story.  
Tables 7, 8, and 9 show the cross tabulations of the 6-to-7-group change, 7-to-8-group 
change, and 8-to-9-group change, respectively.  In Tables 7 and 8, representing the 
transitions from 6 to 7 groups and from 7 to 8 groups, it is evident that one trajectory 
from the simpler model (Group 3 in the 6-group model; Group 5 in the 7-group model) is 
neatly being split into two new groups in the more complex model, while all the others 
are remaining the same.  In Table 9, representing the transition from 8 to 9 groups, this is 
not the case.  For groups 5 through 8 in the 9-group model, the largest group percentages 
– which serve as the new model’s “dominant representatives” from the old model – are 
significantly lower than any of their equivalents in Tables 7 and 8.  These low 
percentages (as low as 44% for Group 5) imply that the categories from the 8-group 
model are being chopped up and redistributed in very different ways in the 9-group 
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model, making it difficult to draw an intuitive conclusion from the addition of a ninth 
group.  The transition from 9 groups to 10 groups, as shown in Table 10, is even murkier.  
Only one of the trajectories in Groups 5 through 10 has a largest group percentage over 
70%, and two (Groups 7 and 10) are under 50%.  Furthermore, the fifth, sixth, and eighth 
vertical columns, which represent Groups 5, 6, and 8 in the 9-group model, all have 
segments split relatively evenly across multiple trajectories from the 10-group model.  In 
other words, many of the trajectories in the 10-group model are drawing from several 
different trajectories in the 9-group model, again obscuring the purpose of adding an 
extra group. 
 The trajectories for the 11-group and 12-group models (see Figure 8) are even 
more disorganized, and at this point the improvement in BIC gained by adding extra 
trajectory groups has diminished.  The BIC continues to improve, albeit very slowly, until 
the 19-group model, which was aborted after failing to converge for 10 hours.  Given the 
messiness and lack of clear interpretability of the groups in the 9+ group models, plus the 
fact that most of the model fit improvement takes place in the lower half of the BIC 
distribution, the 8-group model seems to best balance the four model selection criteria 
outlined in Chapter 3.  The BIC for the 8-group model is not the strongest, but it is still 
relatively strong, and the model has no groups with nearly identical slopes and 
intercepts.22  The smallest trajectory group (Group 8, with 77 segments) still has enough 
observations to act as a category in a multinomial logistic model, and the collection of 
models from the 3-group model up to the 8-group model tells a clear story, with each 
model’s groups being either replicated or split into two neat groups in its successors.  
                                                          
22 Except for the bottom two trajectories (Groups 2 and 3), but these two duplicates appear in all of the 
models, so their presence is not counted as a negative against the 8-group model. 
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Thus, the 8-group model is chosen as the best model and will be used in subsequent 
chapters.  Before continuing on to the next results chapter, a few characteristics of the 8-
group model are outlined. 
 
→ Characteristics of the 8-Group Model 
 Figure 9 displays the 8-group model with labels for each of the trajectories.  The 
two groups at the bottom of the graph, which together comprise close to 70 percent of the 
street segments in St. Louis, represent the “stable” places with little to no violent crime 
from 2000 to 2013.  These groups are shaded maroon and green in Figure 9 and are 
labeled by the trajectory model algorithm as Groups 2 and 3.23  The next two groups are 
slightly higher in crime, both with averages around one violent crime per year (“low” 
crime), but one has an increasing trajectory and the other has a decreasing trajectory.  
These groups are blue and gray in Figure 9 and are labeled as Groups 1 and 5.  Above 
that, two more groups have the same criss-crossing pattern, but with higher violent crime 
averages (“moderate” crime); these are orange and red in Figure 9 and are labeled as 
Groups 4 and 6.  Finally, the two top trajectories represent the places with the most 
violent crime, one purple (“high-decreasing”) and the other gold (“highest-decreasing”).  
These are labeled as Groups 7 and 8, and although they account for a disproportionately 
high amount of crime in St. Louis, they also account for over 30 percent (1306 / 4246) of 
the sharp decline in violence from 2006 to 2013 despite holding only 3.14 percent (381 / 
12126) of the city’s street segments. 
                                                          
23 The number of a trajectory group is determined by the algorithm and should not be interpreted as part of 
an ordered categorizing scheme. 
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 Before proceeding to Chapter 5, it also should be noted that some of the groups 
are more conducive to acting as categories in a multivariate model than others.  Since 
much of the data used in the following chapter is Census data collected at the street block 
level, it is only available at two time points in the 14-year period: 2000 and 2010.  As 
such, it is possible to measure both levels and changes of Census variables at the street 
segments, but the changes only can be expressed via a first difference (X2 – X1), which is 
a de facto linear difference.  For Groups 2 and 3, both of which have crime averages that 
barely change over 14 years, this is not a problem, as changes in the independent 
variables likely will not predict lack of change in the dependent variable.  For Groups 1, 
4, 5, and 6, all of which are relatively monotonic between 2000 and 2010, this also should 
not be a problem, since changes in the independent variables may predict increases or 
decreases in crime.  For Groups 7 and 8, however, the absence of a third wave of data – 
which prevents the researcher from considering non-linear trends in the predictors – may 
present a slight mismatch between the phenomenon the predictors are capturing (linear 
change) and the more complex crime trend.  The overall direction of the trends 
represented in Groups 7 and 8 is downward, but the majority of the decline takes place 
after 2010, particularly in Group 7.  This means that first-differences measured over a 
period from 2000 to 2010 only will be able to correlate with parts of these trends, not 
with the whole trajectories.  The limitations that come with using linear change in the 
independent variables to predict curved crime trends certainly do not disqualify the 
overall strategy adopted in the following chapter, but it is important to consider this 
complication as the multivariate models are explored more thoroughly in Chapters 5 and 
6. 
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Chapter 5: Results, Part 2 – Multivariate Modeling and Predictors of Violence 
 Chapter 5 is divided into four sections.  The first section provides a descriptive 
summary of the independent variables included in the multivariate models, whereas the 
second section concerns the difficult choice between the standard listwise-deletion 
strategy for missing data and an alternative “nearest-neighbor imputation” process.  The 
third section is the centerpiece of the chapter in which all of the variable effects are 
discussed and contrasted; this section is further subdivided into pieces detailing the 
effects for the increasing trajectory groups, decreasing groups, and stable groups.  The 
final section offers conclusions based on the results from the prior section, as well as an 
outline of two possible ways in which the modeling strategy could be methodologically 
vulnerable. 
 
Descriptive Statistics 
 The descriptive statistics for the independent variables included in the 
multivariate models are displayed in Table 11 and are split into three groups.  The first 
group within the table shows the mean, standard deviation, minimum, maximum, and 
number of non-missing and missing cases for each of the quantitative variables included 
in the models.24  As expected, the descriptive statistics show that St. Louis is a heavily 
black-white city, with slightly over half of the population being black and with very few 
Hispanic residents (< 3 percent).  Only about one-quarter of the households in the city are 
                                                          
24 It is important to remember that although these data are given at the street segment-level (n = 12,126 
total segments), the levels and changes for the variables from the Census are estimates imputed from block-
level Census data, not perfect measures of actual segment-level characteristics. 
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husband/wife households, hinting at the significant numbers of younger people, single 
people, single parents, homosexuals, and older unmarried residents living in St. Louis.  
Since most of the households in the city are not of the husband/wife variety, it is perhaps 
unsurprising that nearly half also are rentals, with residents not in heterosexual married 
relationships more likely to reside in shorter-term, less settled housing conditions.  There 
are about 31 residents per street segment (though this is an average, with the 2000 and 
2010 estimates differing drastically) across the 12,126 segments, and the average 
segment belongs to a block group with a poverty rate over 28 percent, demonstrative of 
the persistent disadvantage that has lingered in many St. Louis neighborhoods for at least 
a half-century. 
 The second group within the table shows the means, standard deviations, 
minimums, and maximums for the changes in these same quantitative variables, along 
with the percentage changes from 2000 to 2010.25  As is commonplace across the United 
States in the 21st century, the median age increased by about two full years over the ten 
years between measurements, and the percentage of husband/wife households decreased 
by nearly three points.  Not surprisingly, this corresponded with a slight decline in the 
average household size, as there were likely fewer families and more single people in the 
city in 2010.  The percentages of black and Hispanic residents stayed relatively stable 
(the increase in Hispanic residents was only about one percentage point; the percentage 
change was large due to the extremely low base rate), but the overall population 
                                                          
25 The mean changes and the percentage changes in the second group of Table 11 actually are calculated in 
different ways, and thus the numerator of the percentage change calculation – while very similar to the 
mean change – is not exactly the same.  This is because the percentage change metric is based on the 
difference between the 2000 and 2010 estimates, which may have different numbers of missing values, 
whereas the mean change is based only on segments with non-missing values in both 2000 and 2010.  For 
instance, the average change in median age at segments with data for both years may be slightly different 
than the difference between the 2010 average median age and the 2000 average median age. 
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decreased sharply, with segments experiencing an average loss of over fourteen residents 
in ten years.  This drastic population loss represented the continuation of a long-standing 
trend for the city of St. Louis, which has been losing people to both the Missouri-side and 
Illinois-side suburbs for the last 50-75 years. 
 The third group in Table 11 shows the percentages of segments that satisfy each 
dichotomous condition.26  Most of these categories are not mutually exclusive; for 
instance, a street segment with a bar, a restaurant, a gas station, and a liquor store has a 
value of “1” for all four variables.  The most common segment categorizations are single-
family and moderate trade, indicating that a large portion of the street segments in St. 
Louis have homes and/or corner stores, but there are relatively few segments heavily 
dedicated to trade (this is not too surprising, as strip malls and sprawling shopping 
centers are far more common in suburbia than in the city).  Most of the other percentages 
fall in the single-digits, though the large number of segments in the city (n = 12,126) 
means that even variables with 1-2 percent occurrence are frequent enough to include in 
multivariate models.  Approximately one out of every nine segments (11.59%) runs along 
a neighborhood boundary. 
 
Multivariate Models 
 The effects of the independent variables on St. Louis’s crime trajectories are 
assessed in two models: a “main” model and an “imputed” model.  As discussed in 
Chapter 3, the main model only contains 82.9 percent of the street segments in St. Louis 
(10,052 out of 12,126), as the remainder of the segments have incalculable values on 
                                                          
26 For details on how these variables are dichotomized, see Chapter 3. 
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several of the percentage-based social disorganization metrics due to population counts or 
housing counts of zero.  The results of the main model are presented in Table 12.  When 
running the multinomial logistic regression algorithm, Stata chose Trajectory 2 (the most 
stable low-crime trajectory group) as the base case, so the seven columns in Table 12 
represent the effects of the independent variables for each pairwise group (1 vs. 2, 3 vs. 2, 
4 vs. 2, etc.).  Conveniently, then, the directions of the seven effects for a particular 
variable often should be the same, even if the magnitudes and statistical significance 
levels vary considerably. 
 The details of the most important specific effects are discussed in the next section, 
but some basic patterns of the main model are evident from examining Table 12.  Race 
and ethnicity are extremely strong positive correlates of crime at the street-segment level.  
The consistency of the “percentage black” variable across the spectrum of trajectory 
groups is unsurprising, as St. Louis has long dealt with matters of high crime and 
disadvantage in black neighborhoods, but the consistency of the “percentage Hispanic” 
variable is also strong, despite Hispanics making up less than 3 percent of the city’s 
population in 2000 and 2010.  Segments with higher percentages of young men generally 
fall into the higher-crime trajectory groups, as do segments with higher percentages of 
rented households and vacant housing units.  On the flip side, segments with higher 
percentages of husband/wife households tend to have less violent crime.  These four 
patterns generally conform to prior research on crime and demographics.  Interestingly, 
even when controlling for a street segment’s length and its status as part of a 
neighborhood boundary, the effects of the population variable are strong in the positive 
direction, indicating that the presence of additional residents on a segment may have a 
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theoretical link to violent crime independent of the mere fact that the segment is a main 
thoroughfare. 
 The effects for some of the parcel-data variables are less determinative.  On one 
hand, segments with majority single-family units and segments with majority multi-
family units both have primarily strong positive coefficients (the former finding being 
rather surprising).  The correlations between bars and violent crime and between 
“moderate trade” segments and violent crime also are consistently strong and positive 
across the spectrum of trajectory groups.  However, the effects for the industrial, gas 
stations, food, liquor stores, car repair shops, governmental services, civic institutions, 
and heavy trade variables all jump rather haphazardly across the different groups.  
Though the directions of the effects at least generally stay consistent across the seven 
comparisons, the inconsistency of the magnitudes across the comparisons could be 
indicative of an inherent flaw in the “main” model. 
 For each of these eight variables, Table 13 shows the two-way comparison 
between the segments missing from the main model and the segments which do and do 
not fit the variable’s criteria.  The bold figures in the “not missing” column represent the 
percentages of segments included in the model (out of 10,052) which fit the criteria, and 
the bold figures in the “missing” column represent the percentages of segments excluded 
from the model (out of 2074) which fit the criteria.  The ratios in the right-most column 
give the extent to which segments fitting each variable’s criteria are overrepresented in 
the “missing” group as compared with the “non-missing” group; ratios over 1 indicate 
that a larger proportion of segments excluded from the model fit a variable’s criteria than 
the proportion included from the model.  Six of the eight variables have ratios over 1, and 
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four of those six ratios exceed 1 by a large margin.  This finding suggests that by 
excluding the 2,000+ segments with no population, households, or housing units from the 
main model, far too many of the segments with important “opportunity” information are 
being lost.  The most extreme case of this phenomenon is, perhaps unsurprisingly, the 
industrial variable: 3.17 percent of segments in the main model have industrial land 
parcels, but 23.58 percent of segments missing from the model have industrial parcels.  In 
this case, and in the cases of the food, government/police/fire services, and heavy trade 
variables (the four with ratios well over 1), the inconsistency of the effects should not be 
a surprise: the effects are all but meaningless because the model is capturing an 
insufficient number of segments that actually pertain to the variables.  If the “imputed” 
model presents a clearer picture of these variables’ importance, and if its model fit 
approaches or exceeds that of the main model (McFadden’s Pseudo-R2 = 0.1871; BIC = 
28594), then the gains from imputing data to the remaining 2,074 segments could be 
worth the potential uncertainty of the estimates. 
 The results of the imputed model are presented in Table 14.  As with the main 
model, Stata’s multinomial logistic regression algorithm chose the lowest-crime 
trajectory group (Trajectory 2) as the base case, so the directions of the seven effects for 
each variable are relatively consistent.  The effects for the social disorganization 
variables from the Census are nearly identical to those in the main model: race (black), 
ethnicity (Hispanic), the percentage of young men, and the percentage of rented 
households generally still are strong in the positive direction (more violent crime), and 
the percentage of husband/wife households is the opposite.  The only major difference in 
the set of social disorganization variables is the “percentage of vacant units” variable, 
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which only shows meaningful effects for a few of the trajectory groups, a contrast with 
the nearly across-the-board strong effects displayed for the variable in Table 12. 
 The opportunity variables, however, are a different story.  In the main model 
(Table 12), a large number of the parcel-data variables either were unimportant or 
vacillated between large and small effect sizes, likely in large part due to the fact that too 
few segments with “1” values on the various measures actually were being included in 
the model.  With that issue rectified, the effects for several of these variables become 
clearer and more consistent.  Segments with industrial land parcels, the effects of which 
were highly inconsistent in the main model, become strongly and consistently negatively 
correlated with violent crime in the imputed model.  Additionally, segments with 
transportation and utility (TCU) facilities, which had no significant relationship with 
violent crime in the main model, suddenly show a consistently negative and moderate-to-
strong relationship in the imputed model.  The positive restaurant/violent crime and 
liquor store/violent crime relationships also are more robust in the imputed model, and 
the car repair shop variable even shows a moderate improvement.  Though a handful of 
the opportunity variables (heavy trade, police/fire/government, education) still remain 
either consistently unimportant or erratic in the imputed model, the overall pattern is 
clear, with more variables showing stronger relationships with violent crime than in the 
main model.  Furthermore, it is highly likely that the improvements in the clarity of the 
variables’ respective effects are substantively legitimate, both because the missing data 
bias (see Table 13) does not apply when the full set of segments is included in the model 
and because the imputation process only serves to fill in missing social disorganization 
(Census) data anyway. 
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 Given that the land use effects generally are stronger and more consistent across 
the imputed model, and that the social disorganization effects are virtually identical, the 
primary advantage of the main model is that its model fit metrics are stronger, despite a 
smaller sample size.27  The main model’s McFadden-R2 value of 0.1871 and BIC value of 
28594 outperform those of the imputed model (McFadden R2 = 0.1669; BIC = 33804) 
rather handily, effectively framing the choice between the two models as one of accuracy 
versus insight.  When presented with such a choice, then, which characteristic is 
preferable?  The answer is heavily dependent on what question is being asked; for a case 
in which the researcher’s primary interest is explaining as much variance or pseudo-
variance as possible, the model with the better fit is a sensible choice.  In this case, 
however, the topic of interest is uncovering the most significant predictors of violent 
crime, and this issue cannot be explored in full depth for the land use variables unless the 
full unbiased set of segments is included in the model.  If the goal of this chapter were to 
compare a social disorganization model with a land use model (as in the Weisburd et al. 
(2012) study), then an optimal research strategy could include two separate models, one 
with imputed data and one without.  But as the goal is to assess the importance of both 
social disorganization and opportunity variables in the same model (with each group 
acting as controls for the other), the imputed model is selected as the model of choice, 
and the in-depth discussion of the model estimates in the following section is based on 
the results of the imputed model (n = 12,126). 
 
                                                          
27 Philosophically, it could also be argued that the main model represents the underlying “truth” better than 
the imputed model, but since the segment-level measurements already are imputed from block-level data, it 
is reasonable to assume that both models require a level of tolerance for data that approximate but do not 
perfectly describe the real world. 
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Variable Effects 
 The variable effects in this section are presented in three parts: the effects for the 
segments with increasing trajectories, those with decreasing trajectories, and those with 
stable trajectories.  Thus, before examining the effects, it is prudent to outline the parsing 
of the 7 non-base trajectories into the three classes, as well as to present reasonable 
guidelines for interpreting the effects (since the untransformed coefficients in 
multinomial logistic regression models are not directly interpretable).  Table 15 presents 
information on each of the 7 non-base trajectory groups in an effort to categorize them 
into three general classes for analysis.28  Groups 1 and 4 are dominated by segments 
whose violent crime rates increase either modestly or significantly from 2000 to 2013, so 
the first part of this section will focus on the effects for these two increasing groups as 
compared with the low-stable base case of Group 2.  Groups 5 through 8 are dominated 
by segments whose violent crime rates decrease from 2000 to 2013, so the second part 
will focus on the effects for these four decreasing groups.  It should be noted that 
although all four groups do have overarching downward trends, the level of violent crime 
and the particular shape of the downward trend vary considerably across the four 
trajectories, indicating that the effects for the lowest-mean decreasing group (Group 5) 
could be substantially different than those for the highest-mean decreasing group (Group 
8).  Finally, the third part focuses on the difference between the base case and the one 
relatively low-crime stable trajectory, Group 3.  Though both are low in crime as 
compared with the rest of the groups, Group 3 has a violent crime rate more than 10 times 
                                                          
28 Even though the categorization of trajectory groups into more general classes was strongly discouraged 
for building the models, it is a useful presentation tool for summarizing the results into a coherent narrative. 
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higher than the base case in both 2000 and 2013, so there still may be important 
differences between the two. 
 The effects (β) in a multinomial logistic regression model are not directly 
interpretable.  Rather, the exponentiated coefficients (eβ) provide the relative risk ratios 
(RRR) for the category at hand as compared with the base category, provided a one-unit 
change in the explanatory variable.  However, for many ratio variables – particularly 
those with large ranges of possible values – examining the RRRs based on one-unit 
changes is impractical since one unit comprises such a small portion of the variables’ 
reach.  As a compromise, then, the effects are presented as follows.  Within each of the 
three sub-sections (increasing trajectories, decreasing trajectories, stable trajectories), 
there is a corresponding results table with three columns for each trajectory group of 
interest.  The first column for each trajectory group contains the untransformed 
coefficients for the 38 variables, identical to the effects displayed in Table 14.29  The 
second column for each group contains the RRRs (eβ) for the 38 variables.  The third 
column for each group contains “likelihood percentages”, which are the RRRs 
transformed into interpretable percentage increases or decreases (using the formula 100 x 
(eβ – 1)), but the method for presenting them is dependent on whether the variable is a 
quantitative level metric, a change metric, or a dichotomous indicator.  For the 
quantitative level metrics (12 total) and change metrics (9 total), the likelihood 
percentages displayed are based on one-standard deviation changes in the variables 
instead of one-unit changes; this adjustment makes the interpretation of the percentages 
                                                          
29 The effects in Table 14 are scaled by multiples of 10 for interpretability, but they are still the same 
estimates. 
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more practical since many of the variables exist on large numerical scales.30,31  For the 
dichotomous indicators (17 total), the likelihood percentages displayed are based on the 
traditional one-unit change framework due to the natural interpretability of a change from 
0 to 1.  These distinctions, along with the standard deviation values used to multiply the 
percentages to the appropriate size for level and change variables, are made clear in each 
of the three tables. 
 
→ Effects for Increasing Crime Trajectories 
 The two groups describing segments with increasing crime trajectories from 2000 
to 2013 are marked as Group 1 and Group 4 in the 8-group trajectory model (see Figure 9 
and Table 15).  These two groups are addressed in this section as the low-increasing and 
moderate-increasing groups, respectively.  For both groups, Table 16 shows the original 
multinomial logistic regression coefficients, the RRRs, and the percentage increases or 
decreases in trajectory group membership likelihood for one-unit (dichotomous variables) 
or one-standard deviation (level and change variables) increases in the predictors.  
Additionally, the standard deviations are displayed on the right-hand side of Table 16, as 
these act as the multiplying factors in generating the likelihood percentage changes per 
one-standard deviation increase in the level and change predictors.  The significance 
levels in the likelihood percentage columns are identical to those in the imputed model 
                                                          
30 The means and standard deviations for the level and change variables in the imputed model are slightly 
different than the actual values (presented in Table 11) because the imputed model metrics include the set 
of segments for which values do not actually exist.  That said, though the actual means and standard 
deviations are slightly more accurate than those derived from the imputed model, the imputed standard 
deviations still are preferred for this exercise since they correspond mathematically with the imputed 
model’s estimates. 
31 The effects for the change variables may be interpreted, but they should be interpreted with caution since 
their meaning can be rather unintuitive. 
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results from Table 14 – neither rescaling effects from the one-unit size to the one-
standard deviation size nor considering the exponentiated coefficients instead of the 
original ones changes the p-values associated with the effects. 
 The level variables that most strongly influence whether a segment has an 
increasing violent crime trend (vs. a low-stable trend) are similar across the two 
increasing trajectory groups.  The three demographic level indicators with the most 
substantial impact are the percentage of black residents, the percentage of rented 
households, and the population count at the segment.  Since the variation in the 
percentage black variable at the street segment-level is so high (one SD = 38.41 
percentage points), the likelihood percentage changes for both the low-increasing and 
moderate-increasing groups are very large.  A one-standard deviation increase in the 
percentage of black residents at a street segment increases the likelihood of that segment 
belonging to the low-increasing trajectory (vs. low-stable) by about 67 percent and the 
likelihood of it belonging to the moderate-increasing trajectory by 115 percent.  A similar 
pattern is present for the percentage of rented households, albeit to a slightly less extreme 
degree: an increase of one standard deviation (27.70 percentage points) increases both 
likelihoods by 30 percent.  Additionally, an increase of about 30 residents at a segment 
increases the respective low-increasing and moderate-increasing (vs. low-stable) pairwise 
likelihoods by 26.7 percent and 38.5 percent. 
 Not surprisingly, the two control variables near the bottom of Table 16 have large 
effects.  One-standard deviation increases in a segment’s length (in meters) and in the 
violent crime propensity of its neighboring places produce substantial increases in the 
probability that the segment belongs to a crime-increasing group rather than to the low-
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stable group.  Four other demographic variables also have somewhat noteworthy effects.  
One-standard deviation increases in the percentage of Hispanic residents, the percentage 
of 15-29 year old male residents, and the average household size at a street segment all 
correspond with 10-20 percent increases in the likelihood of that segment having an 
increasing trajectory, either of the low-increasing or moderate-increasing variety.  These 
effect sizes are not as large as those for the three aforementioned primary demographic 
indicators, but if extrapolated to the full range of the variables, they still indicate a 
significant difference in crime patterns between places with high percentages of 
Hispanics, young men, or large family sizes and those without.  Meanwhile, an increase 
of 15.2 percentage points (one-SD) in the married households variable does not 
significantly change the likelihood of a segment having a low-increasing trajectory vs. a 
low-stable trajectory (likelihood percentage change = -10.48%, p > .10), but it does 
decrease the likelihood of the segment having a moderate-increasing trajectory by about 
28 percent (p < .01).  The median age, vacant units, and block-group poverty variables 
show almost no effects. 
 For the most part, the effect sizes for the change variables are not nearly as 
substantial.  In particular, the magnitudes of the effects for the low-increasing trajectory 
(Group 1) are extremely small.  However, several of the change effects for the moderate-
increasing trajectory (Group 4) do stand out.  A segment whose percentage of black 
residents increased by 20 points from 2000 to 2010 is about 26.3 percent more likely than 
one with no change in black residents to have a moderate-increasing crime trajectory (vs. 
the base case).  The effect for a segment with a 6.7 percentage point increase in Hispanic 
residents from 2000 to 2010 (6.7 = one-SD) is in the same direction, albeit less severe 
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(+12.6%, p < .10).  Though the level version of median age has a negligible effect in the 
model, the change over time with respect to Group 4 actually is somewhat noteworthy: a 
segment whose median age rose 11.4 years from 2000 to 2010 is about 17.7 percent less 
likely than one with no age change to have a moderate-increasing crime trajectory (vs. 
the base case).  Perhaps unsurprisingly, this finding may indicate that the longer a place 
avoids homeowner/tenant turnover, the less violence-prone it becomes, as the median age 
continues to rise one full point every year the residents stay the same.  Finally, even 
though the effects for the level version of the average household size variable are 
positive, a segment with an increase in household size from 2000 to 2010 is less likely to 
have a moderate-increasing crime trajectory than is a segment with no household size 
change.  The other likelihood percentage changes (per one standard deviation) for the 
Group 4 coefficients are in the single-digits and mostly non-significant (p > .10). 
 To the contrary, the magnitudes of many of the effect sizes for the parcel-data 
variables are enormous.  Several of the effects are as expected: segments on 
neighborhood boundaries or those with food establishments, bars, liquor stores, places of 
trade (moderate or heavy), or abundances of multi-family housing units are far more 
likely than those without to have both types of increasing violent crime trajectories.  
Other effects, however, are more interesting or unexpected.  Segments with industrial or 
TCU-related land parcels are less likely than those without to have increasing crime 
trajectories (-44.8%/-68.1% and -39.6%/-67.5%, respectively), a result that goes against 
the hypotheses presented in Table 3.  Meanwhile, segments with gas stations or schools 
are somewhat less likely than those without to have low-increasing trajectories (Group 1) 
but significantly more likely to have moderate-increasing trajectories. 
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 The two most unexpected findings for the parcel-data variables are pairs of strong 
positive effects for predictors hypothesized to have either questionable or negative 
correlations with violent crime.  In Chapter 3, it was noted that in theory, the relationship 
between the presence of civic/social institutions and violent crime could be either positive 
(from a target concentration perspective) or negative (from a cultural/values perspective), 
but it was not expected that segments with these institutions would be 3.5 times as likely 
to have low-increasing trajectories and 2.8 times as likely to have moderate-increasing 
trajectories than segments without (both p < .01).  Perhaps this finding confirms the 
target concentration perspective for civic/social institutions; another possibility is that 
many places coded as civic/social institutions in the dataset are destinations such as 
wedding venues and banquet halls, most of which serve food and alcohol and thus share a 
resemblance with high-risk bars or restaurants more than with low-risk community 
centers.  Along the same lines, the effects for segments dominated by single-family 
homes – which were hypothesized to be strongly negative – are quite the opposite.  These 
segments are 71 percent more likely to have low-increasing violent crime trajectories and 
almost twice as likely to have moderate-increasing trajectories as are segments with < 
50% single-family homes (vs. the low-stable base case).  There is no obvious theoretical 
explanation for this finding, as criminological theory consistently delineates the links 
between home ownership, stable family life, and a lack of crime, and these connections 
generally are backed up by the directions of the rented households and husband/wife 
households variables in the model.  The only immediately apparent explanation could be 
that violent crime in St. Louis is so strongly linked with human presence that places 
which are otherwise considered “safe” by traditional standards still have more violent 
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crime solely on the basis of their higher resident populations.  Admittedly, this is not the 
most satisfying explanation (one which may only be accessible with more data across 
more cities), but it is one that also explains the positive population coefficients and the 
negative industrial/TCU coefficients, so it is worth keeping in mind when the decreasing 
and stable trajectories are discussed later in this section. 
 One caveat that should be noted when discussing Groups 1 and 4 is the fact that, 
beginning around 2010, these two “increasing” groups turn downward and show declines 
in violent crime up through 2013.  Fortunately, this does not endanger the legitimacy of 
the results, since the predictor data only covers the range from 2000 to 2010 and thus 
matches almost perfectly with the timeframe in which the two groups are trending 
upward.  From examining Figure 9, it also is clear that there are strong global factors 
pulling the violent crime rates down after 2010 for almost all the trajectories, and the two 
“increasing” groups have two of the three slowest rates of decline across the 8 groups 
during this 2010-2013 period.  Relatively, then, the categorization of Groups 1 and 4 as 
“increasing” is appropriate, even if their trajectories exhibit nonlinear behavior near the 
end of the 14-year timeframe. 
 
→ Effects for Decreasing Crime Trajectories 
 Since the overall violent crime trend in St. Louis during the study period is 
downward, it is predictable that decreasing trajectory groups dominate the 8-group 
model.  Whereas Groups 1 and 4 are the only increasing trajectories, Groups 5 through 8 
all are characterized by various types of violent crime declines (see Figure 9 and Table 
15).  Conveniently, these four groups are numbered in order of their respective levels: 
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Group 5 is the low-decreasing trajectory, Group 6 is the moderate-decreasing category, 
Group 7 is the high-decreasing category, and Group 8 is the highest-decreasing category.  
With a format identical to Table 16 in the previous sub-section, Table 17 shows the 
original multinomial logistic regression coefficients (which match the coefficients in 
Table 14), the RRRs, and the percentage increases or decreases in trajectory group 
membership likelihood for one-unit (dichotomous variables) or one-standard deviation 
(level/change variables) increases in the predictors.  The same standard deviations from 
Table 16 are displayed on the right-hand size of Table 17; these act as the multiplying 
factors in generating the likelihood percentage change figures and are independent of the 
various trajectory groups.  For comparative purposes, the likelihood percentage changes 
for all four decreasing trajectories are condensed into one single-page chart in Table 18. 
 Interestingly, two of the most consistently strong level predictors of decreasing 
trajectory membership are the same as perhaps the two most influential level predictors 
for increasing trajectory membership.  A one-standard deviation increase in the 
percentage of black residents (38.41 percentage points) at a segment corresponds with 
increases in the likelihood of downward trajectory membership ranging from 64 percent 
to 129 percent (all p < .01).  Similarly, a one-standard deviation increase in a segment’s 
population (29.48 residents) corresponds with likelihood increases ranging from 24 to 64 
percent (all p < .01).  The fact that these two variables have strong effects in the same 
direction for both increasing and decreasing trajectories indicates that the percentage of 
black residents and the resident population at a street segment are more predictive of that 
segment’s general level of violent crime than they are of the slope of its trend over time.  
Interestingly, higher Hispanic populations are more likely to lead a segment toward a 
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low-decreasing, moderate-decreasing, or high-decreasing trajectory, but less likely to lead 
it toward the highest-crime trajectory (Group 8).  Though not necessarily in concordance 
with theory, this finding should not be too surprising, as the most disadvantaged and 
crime-prone places in St. Louis tend to be heavily black with few to no white or Hispanic 
residents.  The one other substantive level variable with a consistent impact across the 
decreasing trajectories is the percentage of husband/wife households: an increase of about 
15 percentage points lessens the likelihood of a segment belonging to the low- or 
moderate-decreasing groups by 20-25 percent and to the high- or highest-decreasing 
groups by 50-75 percent.  This variable, along with the segment length and spatial lag 
controls, represents an additional case in which the directions of the effects for increasing 
and decreasing trajectories are the same, suggesting the primary importance of a place’s 
level of crime over the slope of its change over time. 
 Other level variables also influence the likelihood of a segment having a 
decreasing violent crime trajectory, although the effects generally are less consistent and 
smaller.  Increases of one standard deviation in a segment’s young adult male population 
and rented households percentage produce 34 percent and 55 percent increases in the 
likelihood that the segment belongs to the “highest-decreasing” group, respectively, but 
the effects of these two variables on the three other decreasing trajectories are relatively 
small.  Meanwhile, places with larger household sizes are somewhat more likely to 
belong to the two higher-crime decreasing groups, and places with higher vacancy rates 
are more likely to land in the moderate-decreasing trajectory (Group 6).  The effects for 
median age mostly are negligible, and, just as with the increasing trajectories, the poverty 
rate of the block group to which a particular segment belongs has almost no impact in 
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either direction on its likelihood of having a decreasing crime trend.  As poverty 
traditionally is one of the strongest correlates of crime, the unimportance of the block-
group poverty estimate for these four outcome categories either (a) demonstrates the need 
for obtaining block-level or segment-level data in order to predict crime patterns 
accurately or (b) indicates that the block-group poverty measure is highly correlated with 
some linear combination of the other segment-level predictors. 
   The effects of the change variables for decreasing trajectories arguably are even 
more erratic than they are for increasing trajectories.  One theme to be found across some 
of the change variables is the tendency for the “highest-decreasing” effect (Group 8) to be 
far larger than the other three effects.  For instance, the median age, Hispanic, married 
households, and population change variables all have relatively negligible effects for the 
low-decreasing, moderate-decreasing, and high-decreasing trajectories, but their effects 
become more substantial when comparing the highest-decreasing group to the base case.  
Even then, though, the directions of the effects rarely make much theoretical sense, 
indicating that the level versions of the variables are far better than the changes at 
explaining longitudinal violent crime patterns.  This finding was not anticipated when 
conceiving the hypotheses, but it does add to the suspicion (addressed above) that the 
slopes of crime change over time only are of secondary importance in isolating the most 
influential micro-spatial crime predictors, thus limiting much of the benefit that GBTMs 
are supposed to carry over standard count-based models. 
 The idea of crime level being prioritized over crime change is backed up by the 
effects for the dichotomous variables, most of which trend in the same direction as the 
dichotomous effects for the increasing trajectory groups.  If, for example, the magnitudes 
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and directions of the industrial variable effects are similar for Groups 1 and 4 (increasing 
trajectories) and Groups 5-8 (decreasing trajectories), then the most important conclusion 
to be drawn is not that the presence of an industrial land parcel drives crime change over 
time at a particular place, but rather that heavily industrial places simply are less likely 
(due to the negative coefficients) than their non-industrial counterparts to have violent 
crime at all.  Revisiting Table 16, segments with industrial land use were 45 percent less 
likely to belong to the low-increasing group and 68 percent less likely to belong to the 
moderate-increasing group than to the low-stable base case.  But by examining Table 18, 
it is clear that these places also are less likely to belong to any of the four decreasing 
groups (by 56 to 84 percent) than to the base case.  This is not by any means the only 
variable for which such a pattern occurs; the effects for the multi-family unit, TCU, food, 
bar, liquor store, car repair shop, neighborhood boundary, and trade variables all are 
similar for Groups 5-8 (decreasing) as they were for Groups 1 and 4 (increasing). 
Still, there are a few interesting differences.  First, as the level of violent crime 
increases across the four decreasing trajectories, the strength of the single-family unit 
effects fade: single-family units are 44 percent more likely to fall into the low-decreasing 
group, but only 12 percent more likely to fall into the highest-decreasing group.  Even if 
the positive direction of the single-family unit effects is surprising, the decline in 
magnitude from the lowest-level decreasing group to the highest-level decreasing group 
is not, as the places with the most violent crime usually have less residential stability than 
their low- and medium-crime counterparts.  Second, the effect sizes for the 
manufacturing variable are much larger for the decreasing trajectories (particularly 
Groups 6-8) than for the increasing trajectories, indicating that although the presence of 
107 
 
manufacturing at a segment does not affect its likelihood of having an increasing violent 
crime trend, it does significantly reduce the segment’s likelihood of having a decreasing 
trend.  Third, gas stations are about 6-7 times as likely to be located at segments in the 
high-decreasing or highest-decreasing groups as they are to be located at low-stable 
segments.  Finally, the directions of the effects for police/fire stations and civic/social 
institutions are the same as those for the increasing trajectories, but the magnitudes have 
changed: police/fire stations (via larger negative effects) and civic/social institutions (via 
smaller positive effects) are less likely to be located at crime-decreasing segments than at 
crime-increasing segments. 
On the whole, however, the similarity of the effects for the two increasing 
trajectories and for the four decreasing trajectories hints at a less central role for GBTMs 
in micro-spatial crime research than was hypothesized.  If the effects for the majority of 
variables are the same or similar regardless of the direction in which a segment’s level of 
violent crime trends over time, then what matters most is the degree to which crime 
occurs at the segment, not whether it is getting better or worse.  There are exceptions to 
this, such as the differences outlined in the above three paragraphs, but the general 
inability of the GBTM to successfully differentiate between factors that generate 
increasing violent crime over time and those that generate decreasing violent crime over 
time implies one or more of the following: (a) violent crime levels are predictable but 
violent crime trends over time are less so; (b) trends are predictable but the GBTM is not 
the ideal tool; (c) trends are predictable and the GBTM is an ideal tool, but the predictors 
included in these specific models are not ideal; or (d) the change metrics at the street 
segment-level are so volatile that they only correlate with changes in violent crime to a 
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limited extent, even if the model is properly specified.  Given the similarity of the 
variables used in this model to those used in prior spatial crime studies, and given the 
large body of existing research that has successfully linked demographic/ecological 
changes to crime changes at much larger spatial units (cities, states, countries), the final 
possibility (d) seems as likely as any, if not more so.  If this is in fact true, it does not 
imply that studying crime at the street segment level is fruitless – after all, many of the 
level and dichotomous effects in the model are consistent, strong, and informative.  
Rather, it means that attempting a similar study at perhaps the block group-level could 
more successfully leverage the change-over-time predictors included in the model, 
particularly since block group-level (and larger) demographic estimates are available on a 
yearly basis through the American Community Survey.  Though some level of spatial 
precision surely would be lost, an additional benefit of such a study would be the ability 
to measure demographic changes over time in both linear and nonlinear ways, as the 
yearly availability of ACS estimates would allow the researcher to characterize these 
demographic changes in a much more refined manner over the 14-year study period. 
 
→ Effects for the Stable Crime Trajectory 
 The one group not covered in either of the previous sub-sections is the trajectory 
labeled Group 3 (“stable”) in Figure 9 and Table 15.  The comparison of Group 3 with 
the base outcome (Group 2) is different than the other pairwise comparisons in two ways.  
First, aside from the base outcome, Group 3 has by far the lowest level of violent crime 
among the various trajectory groups, so the effect sizes for the pairwise comparison 
between Groups 2 and 3 should be significantly smaller than those for any of the other 
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pairs.  Second, the slope of the group’s trajectory over time is relatively flat, and thus the 
chances of the change metrics having an impact are small.  In essence, then, the 
comparison between Group 3 and the base outcome is one between the set of places with 
virtually no violent crime and the set of places with a non-zero but still steadily low level 
of violent crime.  Though Group 3 is one single trajectory, it accounts for over 27 percent 
of the segments in St. Louis (3324 / 12126), and the two stable groups together account 
for 70 percent of the segments in St. Louis ((5172 + 3324) / 12126), so the effects for 
Group 3 are just as important as those for the other trajectories, even if the magnitudes 
are smaller.  To avoid confusion between the two stable groups, Group 3 is referred to by 
its group number in the following discussion, while Group 2 remains the “low-stable” 
base case.  Just as before, the untransformed regression coefficients, the RRRs, and the 
percentage increases or decreases in trajectory group membership likelihood are 
displayed in Table 19.  The standard deviations in the right-hand column are identical to 
those in Tables 16, 17, and 18. 
 A comparison of Table 19 against Tables 16 and 18 makes clear that the effect 
sizes for Group 3 are in fact substantially smaller on average than the effect sizes for the 
other groups, likely due to the smaller gap in violent crime levels between Group 3 and 
the base outcome.  Aside from the two controls (segment length and spatial lag), one-
standard deviation changes in just 4 of the 10 level variables result in likelihood 
percentage changes above 10 percent.  Segments with higher resident populations 
(+12.29% per SD) and higher proportions of black (+29.77%) and Hispanic (+16.59%) 
residents are more likely to belong to Group 3 than to the base case, indicating that 
differences in basic racial/ethnic composition can help distinguish between the bottom 40 
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percent of the violent crime distribution (crime-free) and the middle 25-30 percent (low-
crime but not crime-free).  Married couples, on the other hand, are somewhat less likely 
to live at Group 3 segments (-10.93% per SD).  However, the effect sizes corresponding 
with one-standard deviation changes in median age, the percentage of young adult males, 
household size, rented households, vacant units, and block-group poverty all are under 10 
percent, even if some are statistically significant.  As hypothesized, all 9 change effects 
also are negligible, which is unsurprising given the relatively flat slope of the Group 3 
trajectory. 
 Many of the dichotomous variable effects still are quite substantial, though, even 
if the magnitudes are not as large as those for the increasing and decreasing trajectories.  
Segments with primarily multi-family housing are 89 percent more likely to belong to 
Group 3 than those with little to no multi-family housing (vs. the base case), and 
segments with industrial (-38.43%) and TCU-related (-21.20%) land parcels are less 
likely to belong to Group 3.  Bars (+83.25%) and car repair shops (+69.75%) steer a 
segment toward the Group 3 trajectory, as do gas stations, restaurants, and liquor stores 
(though these three variables have p > .10).  Furthermore, Group 3 segments are more 
likely to have places of worship, various types of trade shops, and especially civic/social 
institutions, and are more likely to lie on neighborhood boundaries.  Therefore, most of 
the same opportunity factors that distinguish crime-increasing and crime-decreasing 
segments from crime-free places also distinguish the Group 3 segments from crime-free 
places, even if the differences are not quite as stark.  The facts that (a) the same variables 
seem to matter across the spectrum of groups and (b) they tend to matter roughly in 
proportion with the size of the level gap between the group in question and the base 
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outcome (least for Group 3, most for Group 8) provide additional support for the idea that 
demographic and opportunity factors are far more effective at identifying a segment’s 
overall level of violent crime than the direction in which its violent crime rate trends over 
time. 
 
Summary and Limitations 
 The number of effects in the multivariate model (over 250 total) allows for an 
almost unlimited range of possible conclusions, but the findings generally can be 
organized into three classes.  The first important finding, as discussed throughout the 
prior section, is the fact that demographic and opportunity factors are far better at 
predicting a place’s violent crime level than at determining the slope of its trend.  When 
the low-increasing trajectory (Group 1) and the low-decreasing trajectory (Group 5), for 
example, have similar effect sizes (in the same direction) for many of the predictors, it is 
likely that the model is successfully distinguishing between crime-free places (Group 2) 
and “low-crime” places (Groups 1 or 5) but cannot tease out differences between low-
crime trajectories trending in opposite directions (1 vs. 5).  The second finding, which of 
course is related to the first, is that change indicators do not tend to predict trajectory 
group membership well.  Both of these findings are somewhat disheartening, as they 
suggest that the supposed benefit of the GBTM – the ability to examine patterns in both 
levels and changes within one model – does not provide as much of an advantage over a 
standard crime count-based model as was hoped prior to the analyses. 
 All is not lost, however, because the third finding – the determination of the 
variables with the biggest impact on violent crime – is informative and provides an 
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important methodological lesson for future spatial crime studies.  It was hypothesized in 
Chapter 3 that the social disorganization/demographic variables would be more predictive 
of violent crime relative to the opportunity variables than in cities such as Seattle or 
Vancouver, due to St. Louis’s long history of racial conflict and socioeconomic 
inequality.  To a certain extent, the model results support at least half of this proposition, 
as the percentages of black residents, Hispanic residents, young adult men, and married 
households on a street segment (as well as the segment population) are consistently 
predictive of that segment’s trajectory membership.  But what was far less expected was 
the influence of so many of the opportunity variables, to the point at which their influence 
matches or perhaps even exceeds that of the demographics.  Segments in St. Louis with a 
gas station, restaurant, bar, liquor store, car repair shop, or civic/social institution, as well 
as those with a proliferation of housing units (either single-family or multi-family) or 
trade establishments, are more likely to be violent crime-prone.  Meanwhile, segments 
with industrial or transportation/communication/utility-related land use are less likely to 
be violent-crime prone.  These patterns all fit the narrative that target attraction (e.g., 
bars, restaurants, liquor stores, other places which encourage human presence) and target 
repulsion (e.g., industrial, TCU, manufacturing, other places which lack an incentive for 
human presence) are crucial elements in determining a small place’s propensity for 
violent crime.  The important methodological lesson to be learned from this conclusion, 
then, is that missing demographic data absolutely must be imputed in spatial crime 
models that include both demographic and land use predictors.  If the more conservative 
choice (the main model, with better model fit statistics and no imputations) had been 
made at the model selection stage, much of the influence of the opportunity variables 
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would have been left undiscovered, leading to an inability to properly reject the null 
hypothesis of social disorganization dominance in St. Louis. 
 In terms of the variable effects themselves, most of the variables follow the 
hypothesized correlation directions from Table 3, but there are some significant 
divergences, particularly in the predictors related to non-residential land use.  In Chapter 
3, it was assumed that the effects for the manufacturing, industrial, and TCU variables 
would be positive, as prior research had shown a positive relationship between crime and 
non-residential space.  The results of the multivariate logistic regression model in fact 
indicate the exact opposite: places with manufacturing, industrial, or TCU-related land 
use are more likely to belong to the crime-free base outcome than to any of the 7 higher-
crime non-base groups.  These three findings strengthen the legitimacy of the routine 
activities/opportunity theory argument for street segments in St. Louis, as the three 
aforementioned types of places all have relatively low resident populations and levels of 
human targets.  A handful of other variables whose hypothesized correlations were left 
undetermined in Table 3 (due either to inconsistent prior findings or to lack of prior 
research) also end up having consistent effects in the positive direction: places with 
higher percentages of Hispanics, larger household sizes, more residents, and civic/social 
institutions all are more likely – and in many cases far more likely – to belong to the 
higher-crime trajectories than to the base group.  The block group poverty effects are 
negligible, highlighting the ineffectiveness of using mismatched spatial metrics and/or 
the possibility of a close relationship between poverty and other correlates that reduces 
the influence of poverty in the model. 
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→ Possible Limitations of the Modeling Strategy 
 As discussed briefly in Chapter 3, there are two primary concerns regarding the 
modeling strategy used in this chapter.  The first, as with any model that has a large 
regressor set, is the possibility of multicollinearity.  Theoretically, it is very possible that 
one or more of the 38 variables in the model are expressible as approximate linear 
combinations of the other predictors, particularly with both level and change versions of 
the same demographic variables being included simultaneously.  For instance, it could be 
the case that segments with higher percentages of vacant units (on average between 2000 
and 2010) tend to have steeper declines in vacancy from 2000 to 2010, as the places 
gradually become gentrified and restored over a 10-year period.  In such a case, the 
vacancy level and vacancy change variables would be highly (negatively) correlated, 
presenting a multicollinearity problem.  Fortunately, however, this type of issue does not 
seem to occur for the variables in this model: a VIF diagnostic (Table 20) shows that no 
variables are redundant enough (VIF > 5) to warrant either removal from the model or 
employment of a dimension reduction strategy such as factor analysis, even with the 
imputation of demographic data to zero-population segments.  In models with large 
regressor sets, such a finding sometimes can be a source of false hope, since the inclusion 
of so many variables prevents any one specific variable from standing out as redundant.  
But neither running VIF diagnostics on small subsets of the predictor set nor examining 
the correlation matrix (Table 21 for a summary) changes the conclusion; in the first case 
the VIF scores always remain under 3.00, and in the second case the magnitudes of the r 
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values rarely exceed 0.3 or 0.4, with a large majority under 0.1.32  It stands to reason, 
then, that the independent variables simply are not particularly correlated with one 
another, a surprising but welcoming development implying proper model specification. 
 The second concern in regards to the modeling strategy is the inability of the 
multinomial logistic regression model to determine the causal ordering of the 
relationships between the predictors and violent crime.  This issue, of course, is not 
unique to a multinomial logistic model; any commonly-used generalized linear model 
(OLS, logit, probit, Poisson, etc.) is ill-equipped to tease out which of X and Y is the 
cause and which is the effect.  Though there is little that can be done to fix this issue in 
the context of the current project, one strategy sometimes employed in an attempt to 
uncover causality is the Granger Causality test (see: Granger 1969), which takes as inputs 
two correlated time series and tries to establish which precedes the other causally.  The 
main issue with Granger Causality tests for the variables in this project, aside from the 
tests’ general lack of theoretical underpinnings, is that there must be a substantial series 
of data for both variables in the Granger test, and street block/street segment-level 
demographic data only are publicly available through the Census for one time point every 
10 years.  As such, in order to assess causality for some of the most influential variables 
in the model (e.g., percent black, population, bars and restaurants, multi-family units), 
one would need data collected yearly at a minimum, and the block group is the smallest 
spatial unit for which annual data exist.  Therefore, Granger tests could be conducted 
only with a corresponding sacrifice on the size of the spatial unit, a tradeoff which may 
                                                          
32 The correlation matrix is less appropriate for the dichotomous variables than for the demographics (level 
and change), but given that the dichotomous variables primarily have the lowest VIF scores (see Table 20), 
a sensitivity test for their correlations with other predictors in the set is not very necessary anyway. 
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not be worthwhile.  Additionally, the usefulness of applying Granger tests to the “most 
influential” variables rests on the assumption that these variables actually are the most 
influential, but in a model with nearly 40 predictors, some may appear statistically 
significant by chance even if they actually are unrelated to the outcome.  Such a scenario 
is unlikely for the more common crime predictors (percent black, bars, multi-family 
units), but the theoretical legitimacy for the more surprisingly influential variables 
(single-family units, TCU, moderate trade) should be validated before it is considered 
appropriate to assess the causality of their relationship with violent crime.  In any case, 
the issue of disentangling causal order between violent crime and its various correlates is 
a complex problem that could be addressed in a follow-up to this project. 
 
Chapter 6: Results, Part 3 – Further Applications of Trajectory Modeling 
 Chapter 6 has two main sections, one for each of the applications outlined in 
Chapter 3.  Each of the two sections includes an introductory descriptive analysis of the 
variables at hand, a presentation of the relevant multivariate modeling results, and a 
concluding discussion on the practical meaning of the results.  Since the two topics 
(trajectory distributions within neighborhoods and isolated/clustered chronic hot spots) 
are rather exploratory, the concluding discussions also focus on the degrees to which the 
two analyses can and should be replicated. 
 
Trajectory Distributions Within Neighborhoods 
 There are 79 neighborhoods in St. Louis, but one (Kosciusko) barely has any 
residents, leading to highly unstable demographic estimates.  As such, this neighborhood-
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level analysis focuses on the remaining 78 neighborhoods, which are featured in Table 
22.  The average size of the 78 neighborhoods is about 135 street segments, but the sizes 
vary substantially, with a few neighborhoods containing under 20 segments and several 
others containing over 300.  Similarly, the population sizes vary greatly, with an average 
of about 4300 residents per neighborhood but a range from under 200 (Kings Oak; not 
including the Kosciusko neighborhood) to over 15,000 (Dutchtown).33  The average IQV 
score across the 78 neighborhoods is 0.743, which, despite appearances, is not 
particularly extreme or surprising.  Even though all IQV scores are bounded between 0 
and 1, the metric often does not center around 0.5; rather, the formula tends to be 
extremely demanding in its definition of categorical inequality.  Only a variable with 
truly severe inequality – for instance, a three-category variable with group percentages of 
90, 9, and 1 – receives an IQV score below 0.3 or 0.4, with moderate-inequality variables 
often scoring in the 0.7-0.8 range.  Aside from the fact that the IQV conceptually 
resembles an ordinal- or interval-level variable more than a ratio-level variable, the 
IQV’s tendency toward left-skewness is one of the primary reasons the standard OLS 
technique is not used to model within-neighborhood heterogeneity. 
                                                          
33 The resident counts are not exact.  Each neighborhood resident count is calculated by summing the 
resident populations for all the interior (non-boundary) segments within the neighborhood, and these 
segment-level populations themselves are estimates, based on two different years of data (2000 and 2010) 
and imputed from the block-level.  Most of the aggregated neighborhood population estimates generated in 
this study are close enough to the true figures that the substantive differences likely are not major.  
However, there is one exception: the Boulevard Heights neighborhood, which in actuality has between 
8000 and 9000 residents, is estimated at almost 20,000 by aggregating segment-level population estimates.  
The inflated population is kept as is for the purposes of this study, since the population estimates were 
obtained in the same manner for all neighborhoods, and artificially correcting the data for one 
neighborhood but not others sets a dangerous precedent.  It is not immediately evident why such a 
discrepancy exists for this particular neighborhood, but there are several possibilities, ranging from errors 
in re-drawing the street segments (see Chapter 3) to the presence of both a cemetery and a river in the 
neighborhood, which could cause misalignment between the segments and the blocks from which their 
population counts are derived.  In any case, this one major discrepancy should be considered when 
interpreting the results and its true nature may be further investigated. 
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 Fortunately, despite the mean neighborhood IQV being almost 0.75 (and the 
median being over 0.8), there still are convenient points at which the distribution of IQVs 
can be cut to resemble a balanced three-category variable.  About 30 percent (24/78) of 
the neighborhoods have IQV scores below 0.7 and another ~30 percent (23/78) have IQV 
scores above 0.9, leaving the remaining 40 percent (31/78) in the middle.  It seems 
reasonable, then, that neighborhoods with IQV scores below 0.7 be labeled as “low-
variation”, those with IQV scores between 0.7 and 0.9 as “medium-variation”, and those 
with IQV scores above 0.9 as “high-variation”.   
 Table 23 shows the results of the ordered logistic regression model using the 
three-category version of IQV.  Several of the findings in Table 23 are of interest.  First, 
the p-value of 0.1261 listed at the bottom of the table shows that the crucial “proportional 
odds assumption” has not been violated.  When a categorical dependent variable has a 
natural ordering, it is advantageous to use an ordered logistic model instead of a 
multinomial logistic model, as the full sample can be retained (instead of parsed into 
pairwise groups) to produce smaller standard errors and more statistically significant 
estimates.  The drawback is that the ordered logistic model carries the assumption that 
every pairwise relationship between categories is the same.34  The null hypothesis for the 
proportional odds assumption’s likelihood-ratio test is that the assumption is not violated; 
if the p-value were less than .10 (or certainly less than .05), a more generalized ordered 
logistic model with relaxed assumptions would be necessary, but fortunately it is not.  
Second, the note at the bottom of Table 23 indicates that 5 of the 78 observations actually 
                                                          
34 Mathematically, this means that the successive log-odds for the cumulative categories (in rising order) 
should form an arithmetic sequence (0, 1, 2, etc.).  This is also equivalent to assuming that the “distances” 
between the successive log-odds for the cumulative categories are the same. 
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have been fully determined, with Stata considering the standard errors “questionable”.  
There are some cases, mainly those in which the algorithm omits one or more of the 
standard errors from the results entirely, where such a finding is highly problematic and 
likely indicative of hidden collinearity among the predictors.  When all the standard 
errors are computable, though, it is likely that one of the independent variables (or several 
of them in tandem) simply is an uncommonly strong predictor of the outcome.  Given 
that the McFadden-R2 value is extremely high and that all of the standard errors remain 
calculable, the presence of completely determined observations should not preclude the 
model from being used. 
 The third major finding of interest is the surprisingly robust number of variables 
in the model showing at least some level of statistical significance and/or large effect 
sizes.  With only 78 observations, there was reasonable cause for concern that even if the 
effect sizes were high, the relative lack of statistical power would preclude the effects 
from attaining low p-values.  Fortunately, this is not the case: about half of the variables 
have significance levels below .10 (with most of these under .05), and many of the 
variables with higher p-values still have very meaningful odds ratios, indicating that if the 
neighborhoods were split more finely the results could appear even stronger.  In 
particular, almost all of the mean variables have strong statistical significance, large 
effect sizes, or both.  The odds ratio of 4.072 (p < .05) for the mean version of the median 
age variable indicates that, for every one-year increase in a neighborhood’s median age, 
the odds of that neighborhood having medium/high trajectory variation (vs. low 
variation) increase by a factor of 4, as do the odds of the neighborhood having high 
trajectory variation (vs. non-high variation).  For a variable that ranges from under 25 to 
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over 45 at the neighborhood-level, this finding is stunning and implies that the average 
median age across a neighborhood’s segments is extremely predictive of the 
neighborhood’s level of trajectory variation.  The similar odds ratio on the mean version 
of the Hispanic variable is less surprising, since Hispanics are not very prevalent in St. 
Louis and since the range of the variable is much narrower, but it still (despite not being 
statistically significant) shows that neighborhoods with higher Hispanic presence are far 
more likely to have medium-to-high trajectory variation.  Given the wide ranges of the 
mean percentage black, mean percentage husband/wife households, mean percentage 
rented units, and mean population variables, the respective effect sizes are impressive.  
One-unit changes in these variables represent very small proportions of their respective 
ranges, but the odds ratios are still strong and statistically significant, indicating that these 
variables play a large role in determining a neighborhood’s level of trajectory variation.  
Though the odds ratio for the average household size (mean) variable is so large as to be 
virtually uninterpretable (due to there being so little variation in average household size 
across the 78 neighborhoods), it is still significant at the .05 level.  Additionally, even the 
other two mean variables whose odds ratios are not statistically significant – percentage 
15-29 year old males and percentage vacant units – have ratios differing substantially 
from 1.00 in magnitude.  In sum, then, it is clear that increases in virtually all of the 
neighborhood-level averages for these variables lead to corresponding increases in the 
trajectory variation among a neighborhood’s street segments. 
 The fourth and final finding of interest from Table 23 is perhaps the most 
fascinating: for 6 of the 9 substantive variable pairs, the mean variable has a positive 
coefficient and an odds ratio over 1, while the standard deviation variable has a negative 
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coefficient and an odds ratio under 1.  Increases in a neighborhood’s average median age, 
Hispanic presence, percentages of married-couple homes and rented units, household 
size, and population all lead to increases in the neighborhood’s trajectory diversity, but 
increases in the neighborhood’s segment-to-segment variation on these metrics actually 
suppress it.  In other words, for a neighborhood to have maximum trajectory diversity 
among its street segments, it generally needs to be as demographically homogeneous as 
possible.  At first, this finding seems highly suspicious; after all, it would be a reasonable 
first instinct to believe that more demographic diversity implies more diversity in crime 
patterns from segment to segment.  However, a closer inspection of the distribution of 
trajectories within each of the 78 neighborhoods reveals one clear reason why this is not 
the case. 
 In general, for measures of dispersion to be meaningful, they must be theoretically 
independent of their corresponding measures of central tendency.  For instance, the mean 
(µ) and the variance (σ2) of the normal distribution are not dependent on one another; a 
true normal distribution with a high mean is no more or less likely to have high variation 
than one with a low mean.  Similarly, for a true binomial distribution, the number of trials 
(n) and the success probability (p) are not dependent on one another; the success 
probability is determined by the individual circumstances of the trial (e.g., a coin, a 6-
sided die, a randomly selected day of the year) and is not affected by the number of times 
the trial is repeated.  On the other hand, one-parameter distributions like the Poisson and 
exponential have no additional information contained in the variance that is not already 
contained in the mean.  If a measure of dispersion is to be used as an outcome in a 
regression model, the measure must show some degree of independence from the 
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corresponding measure of central tendency, or else the model is no better than a more 
traditional one with a central tendency-based outcome.  This is true for both quantitative 
and qualitative variables, and unfortunately, it is the main problem with using the IQV in 
this model.  A look at the 78 neighborhood trajectory distributions in Table 22 reveals 
that every neighborhood with low trajectory diversity also is composed overwhelmingly 
of segments from Groups 2 and 3 – the two groups representing places with “low-stable” 
violent crime rates.  Violent crime simply is too rare a phenomenon for a neighborhood to 
have both low trajectory diversity and high levels of crime simultaneously, and as a result 
the IQV ends up acting as a direct proxy for violent crime itself.  Since most street 
segments have little to no violent crime, neighborhoods with high trajectory diversity are, 
by definition, the ones where most of the crime occurs.  In fact, if the 14-year total of 
violent crimes per meter of street in a neighborhood is correlated with that 
neighborhood’s IQV, the result is an astounding r = 0.844 – proof that modeling the level 
of violent crime and modeling the within-neighborhood variation in violent crime are 
almost one in the same. 
 With this information in mind, the results of the model in Table 23 make much 
more sense.  If the IQV is interpreted as a proxy for “violent crime”, then it follows that 
neighborhoods with consistently high levels on the various demographic risk factors at 
the segment-level (higher levels, lower variation) should have higher trajectory variation.  
Sure enough, if the same set of predictors is regressed on neighborhood crime levels 
instead of the ordinal neighborhood variation metric, the results are extremely similar.  
Table 24 displays a comparison of the direction and statistical significance of effects for 
the same variables in two different models.  The first model is the ordered IQV model 
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(see Table 23); the second is an OLS model with the dependent variable being the total 
number of violent crimes per meter of street in each neighborhood from 2000-2013 
(multiplied by 1000, then raised to the 1/2 power to achieve normality).  Even though one 
model is predicting neighborhood violent crime frequency and the other is predicting 
neighborhood violent crime variation, the directions of the effects are the same for 18 of 
the 21 variables, and the significance levels often are quite similar as well.  The results in 
Table 24 provide further proof that, despite first instincts to the contrary, the metrics for 
within-neighborhood crime levels and crime variation provide nearly identical 
information. 
 Though this realization may seem demoralizing, it does not mean that there are no 
lessons to learn from the process of modeling within-neighborhood trajectory variation.  
The only real roadblock that stands in the way of deriving meaningful results from this 
process is the tendency of crime distributions to come from families with highly 
interdependent mean and variance metrics.  In order to disentangle these two parameters, 
researchers may consider two options.  One option is simply to control for neighborhood 
crime levels in a model predicting neighborhood crime variation.  This solution is 
convenient, but it would leave the predictors with little to no chance of retaining 
influence in the model since the control variable would be so highly correlated with the 
outcome.  A second option, which would take more data collection but likely would 
prove far more rewarding, is to sample neighborhoods with similar crime levels across 
many different cities.  For example, if the sample included 3 neighborhoods each from 
100 different cities as opposed to 80 from one city, and if all 300 neighborhoods had 
violent crime rates within a 5 percent range, the within-neighborhood crime variation 
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from segment to segment would become the primary differentiator among 
neighborhoods.  The drawing of neighborhoods from a wide variety of cities would help 
minimize the possibility of a single one-parameter crime distribution from one city 
derailing the entire modeling process, and the practical cap on the sample size also would 
disappear.  The scope of such a project does seem intimidating at first, but there is no 
reason why it cannot be overcome; the data used in this project all are publicly available, 
and data could be collected from other cities in an identical manner.  Therefore, the 
primary takeaway from this project’s attempt to model within-neighborhood trajectory 
variation is not that such an endeavor is futile, but rather that the scope of the data 
collected must be much wider in order for the model to have a fair chance at success. 
 
Isolated vs. Clustered High-Crime Street Segments 
 A look back at Table 8 or Table 9 shows that the top two trajectories in the 8-
group solution, which unquestionably represent the places with the highest levels of 
violent crime (see Figure 9), contain a total of 381 street segments (304 + 77).  Though 
the violent crime rates for the segments in Groups 7 and 8 do decline over the 14-year 
period – particularly in the second half of the timeframe – the segments’ rank at the top 
of the distribution never changes, so it is sensible to label these 381 segments collectively 
as the “high-chronic” group. 
 The results of the 1000-foot buffering process for these 381 segments (which was 
outlined in Chapter 3) are presented in Table 25.  The modal numerical class is 0, but this 
is rather misleading: just 19.16 percent (73 / 381) of these segments have no high-chronic 
neighbors, so most segments that rank near the top of the violent crime distribution are 
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surrounded by at least one neighbor that does as well.  On average, high-chronic 
segments have just under 2.5 neighbors of the high-chronic variety within a 1000-foot 
radius.  The substantial right skew in the distribution suggests that a count model 
(Poisson, negative binomial) is preferred over a standard OLS model for predicting a 
high-chronic segment’s number of high-chronic neighbors. 
 The results of a negative binomial regression model for predicting the number of 
high-chronic neighbors are shown in Table 26.  The likelihood ratio test results displayed 
at the bottom of Table 26 indicate that the negative binomial model is in fact a superior 
choice to the Poisson model, as the overdispersion parameter α significantly exceeds 0 (p 
= 0).  The results of the supplemental logistic regression model (conducted as a 
sensitivity test for the count model) displayed in Table 27 also confirm the need for a 
count outcome over a dichotomous outcome, as the relative crudeness of the dichotomous 
outcome allows for only 5 of the 27 variables to obtain p-values under .30.35  
Additionally, the final sample size of 344 means that over 90 percent of the original 381 
segments were retained, a reassuring sign that missing data on the demographic 
predictors did not derail the modeling process. 
 In Table 26, the fourth and fifth columns (Min Pred. and Max Pred.) represent the 
ends of the spectrum of predicted high-chronic neighbors for each variable, based on the 
lowest and highest value of the variable across the group of high-chronic segments.  For 
example, the average household size variable ranges from 1.12 to 4.00 across the 381 
segments from trajectory Groups 7 and 8, so the predicted number of high-chronic 
                                                          
35 The McFadden-R2 and BIC metrics for the logistic regression model in Table 27 are displayed as 
common practice but should not be compared to the metrics in Table 26 to assess model fit, as the 
dependent variables in the two models are not the same. 
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neighbors for a segment with an average household size of 1.12 is 2.079 (Min Pred.), and 
the predicted number of high-chronic neighbors for a segment with an average household 
size of 4.00 is 2.913 (Max Pred.).  The sixth column (Difference) represents the 
difference between the two predicted counts; in the previous example, a segment at the 
top of the household size range would be predicted to have 0.834 more high-chronic 
neighbors than a segment at the bottom of the household size range.  For dichotomous 
variables, the sixth column simply represents the difference in the predicted number of 
high-chronic neighbors between a segment with the characteristic and one without. 
 In the absence of a clear precedent for determining the influence of each variable, 
a reasonable standard is whether a change in a variable equal to that of its range across 
the 381 segments (or, for dichotomous variables, a change from 0 to 1) produces an 
increase of over one additional high-chronic neighbor.  The 8 variables that fulfill this 
criterion have underlined values in the Difference column.  Segments with the highest 
Hispanic percentages (+2.28 high-chronic neighbors), black percentages (+1.15), and 
vacant unit percentages (+1.80) among the group of 381 places all are more likely than 
their lowest counterparts to have additional high-chronic neighbors.  This is also true for 
segments with the highest rented household percentages (+0.92), though to a slightly 
lesser degree.  These findings indicate that, in general, high-crime places with higher 
minority populations and rental/vacancy rates are more likely to be part of violent crime 
clusters.  Interestingly, the opposite is true for places with high rates of young males: 
segments with the lowest percentages of 15-to-29-year old men (since the effect is 
negative) are more likely than their highest counterparts to have additional high-chronic 
neighbors, indicating that high-crime places with high proportions of young men are 
127 
 
more likely to be isolated hot spots.  Though their difference metrics do not quite reach 
1.00, the average household size and population variables present somewhat of a 
paradox: places with the highest average household size but the lowest population are 
more likely to be part of high-crime clusters, an indication that those with the resources to 
move (and often those without families) tend to leave high-crime clusters/neighborhoods 
over time. 
 The demographic findings may seem contradictory at first, but they actually do 
present a fairly coherent picture of what violent crime spatial clusters look like from a 
social disorganization perspective.  Clusters of violent crime in St. Louis generally are 
characterized by low populations and residency rates but by large family sizes, meaning 
that they probably contain mostly-empty apartment buildings whose few tenants are 
large, impoverished, highly transitory families.  These families largely are minority 
families without men in their teens and twenties, either because the men are absent or 
because the parents are in their thirties and the children are under 15.  From an 
opportunity perspective, it is not surprising that these clusters are unlikely to have liquor 
stores (-1.27) or TCU-related land parcels (-1.90).  Liquor stores often are crime 
attractors, but they generally are located on main or populated streets and are unlikely to 
succeed deep inside highly abandoned areas.  Communication and/or utility companies, 
though not likely to be located in the most bustling places, also stay away from 
abandoned areas because they conduct regular business with other companies and with 
private citizens.  It is interesting that the clusters are more likely to have manufacturing 
(+1.41), but it is possible that many of these land parcels are long-abandoned 
manufacturing plants still coded as “manufacturing” in the St. Louis city parcel dataset.  
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Such an explanation would be consistent with the demographic findings, as the crime 
clusters may well be places that were far more populated and functional 30 to 50 years 
ago than they are now.   
 What do these results mean, then, from a crime prevention angle?  Hot spots 
policing research is clear on the fact that crime prevention tactics employed at one place 
are unlikely to displace crime to the surrounding areas (Weisburd et al. 2006), so the 
violent crime clusters likely can be policed aggressively without fear that the crime will 
simply “move around the corner”.  With this in mind, perhaps the most applicable crime 
prevention recommendation is for police to keep in mind the specific characteristics of 
places that become hot at any particular time.  If a street segment becomes a hot spot, and 
if there is reason to believe it may stay hot for more than a month or two at a time, police 
may be able to use knowledge regarding both that segment and its surrounding area to 
predict whether the hot spot is likely to grow into a “hot cluster”.  All else equal, places 
whose high violent crime rates are driven primarily by the presence of severe social 
disorganization should be policed with more urgency than places whose high rates are 
driven by the presence of location-specific crime attractors such as bars or restaurants.  
Though the immediate benefits of reducing crime at two such places may be the same, 
the long-term benefits of crime reduction at the first type of place are better than the 
benefits at the second, since the first achieves the additional objective of decreasing the 
likelihood that surrounding places will become similarly vulnerable.  Finally, these 
results reinforce the long-standing sociological sentiment that better living conditions, 
equality of opportunities, higher wages, and social programs can – if implemented 
properly – reduce crime on a macro-level more than any specialized or targeted policing 
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strategy could.  Hot spots policing initiatives have been proven very effective over the 
past two decades, but if concentrated disadvantage is the primary reason that small places 
high in violence tend to be attracted to one another, then only a full commitment to 
reducing disadvantage and social disorganization truly can wipe out the “hot clusters” 
altogether. 
 
Chapter 7: Conclusions, Implications, and Directions for Future Research 
 This project was conceived for several reasons.  The first was that, aside from 
Chicago, large Midwestern cities historically had been underrepresented in spatial crime 
research, and St. Louis in particular only had emerged as a prevalent micro-spatial crime 
research site in the past 3-5 years (Rosenfeld et al. 2014; Levin et al. 2016).  The second 
reason was that despite the plethora of micro-spatial crime studies employing the GBTM 
technique over the past decade, only one (Weisburd et al. 2012) was designed with a 
wide scope of questions in mind (segment classification, effects of independent variables, 
plus additional unexplored topics), and the city in which it was based (Seattle) differed 
substantially from St. Louis in terms of demographic composition.  The third and most 
important reason for the project, though, was the knowledge that could be gained by 
further exploring several micro-spatial crime topics with histories of mixed findings or 
misspecified methodologies.  Until this study, places in St. Louis had never been 
classified by their various violent crime patterns via the GBTM process, nor had such a 
methodology been used to study within-neighborhood trajectory variation or the 
difference between isolated and clustered hot spots.  Therefore, even though some of the 
analyses led to conclusions very different from the hypotheses and prompted a need for 
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further inquiry in unexpected directions (particularly in Chapter 6), the conceptual and 
methodological advances made in the three results chapters fully justified the 
commitment to a comprehensive GBTM crime study in St. Louis. 
 The underlying issue addressed in the first results chapter (Chapter 4) was the 
most straightforward at its core: does a model that categorizes violent crime patterns at 
the street segment-level actually need so many distinct trajectory groups?  And if not, to 
what degree can it be simplified?  Fittingly, the most straightforward of the research 
questions also had the answer closest to its corresponding hypothesis: large (18+ groups) 
models were deemed more appropriate when model fit (BIC) was the only selection 
criterion, but models with more moderate numbers of groups (6-8) were preferable when 
other factors such as group sizes, avoidance of repeat trajectories, and parsimony were 
considered in tandem with model fit.  In particular, the costs of adding additional 
trajectory groups after the 8-group threshold began to outweigh the benefits; the 
transition from an 8-group model to a 9-group model marked the first instance in which 
adding an extra group destabilized the slopes and intercepts of the existing trajectories 
and made the size of the top group dangerously small.  Further one-by-one additions of 
extra groups often were even more troublesome, as many of the trajectories in the 11-
group and 12-group models were almost indistinguishable from one another.  Thus, when 
the selection criteria were more diverse, the categorization of small places by their 
longitudinal violent crime patterns tended to match the more parsimonious approach 
rather than the complex grouping schemes often seen in recent applied research. 
 The issues addressed in the second results chapter (Chapter 5) were much more 
elaborate. The main points of interest in this chapter were (a) determining whether the 
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nearest-neighbor imputation of demographic data to zero-population street segments 
would be a worthwhile methodological choice, (b) examining which spatial correlates 
were the strongest predictors of trajectory group membership in St. Louis, (c) comparing 
the importance of the social disorganization variables to the opportunity variables in the 
model, and (d) inferring from the results of the model the degree to which a multinomial 
logistic regression process (with GBTM-generated outcome categories) would be 
preferable to a traditional count-outcome process.  In regards to the first issue, a 
comparison of the model with missing data to the model with imputed data showed that, 
despite better model fit statistics for the main model (n = 10,052), the imputed model (n = 
12,126) was a better option due to its ability to uncover meaningful “opportunity effects” 
that were artificially suppressed without the imputation process.  In regards to the second 
issue, an examination of the effects for each variable across the trajectory groups revealed 
a mix of findings, some in concordance with theory and others much less so.  On the 
demographic side, several of the traditionally impactful variables (percentage black, 
percentage of young males, percentage of married households, population) were 
unsurprisingly strong predictors of violent crime trajectory group membership, but others 
were either less strong or less consistent.  With the exception of the change version of 
percentage black, most of the change variables had little to no impact.  On the 
opportunity/land use side, however, there were more impactful variables than anticipated: 
the presences of single- and multi-family housing units, industrial/TCU-related land, 
restaurants, bars, liquor stores, and trade parcels all had substantial impacts on a 
segment’s violent crime trajectory.  The importance of these variables in the model was 
more surprising in the aggregate than for each individual predictor; the initial hypothesis 
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was that the impact of the demographic/social disorganization variables would outpace 
that of the opportunity/land use variables, but that clearly did not happen.  Obtaining this 
unexpected answer to the third issue only was possible by imputing the demographic data 
to the zero-population segments so that the importance of their land use characteristics 
could be fully uncovered. 
 Unfortunately, the final issue – which may have been the most fundamental of the 
four – came with the least satisfying conclusion.  One of the strongest arguments for 
modeling violent crime trajectories instead of violent crime counts was the ability of the 
GBTM to capture both levels and changes in one dependent variable.  It was anticipated 
that the direction of a street segment’s demographic trend would correlate with the 
direction of its violent crime trend, or at least that there would be visible differences 
between the variable effects for the decreasing trajectories and those for the increasing 
trajectories.  Neither of these expectations ended up holding much truth: for most of the 
significant variables in the model, the directions and magnitudes for each of the seven 
pairwise effects were much more closely linked to the level difference between the 
trajectory of interest and the base outcome than to the trajectory’s crime trend over time.  
A particularly relevant example of this phenomenon was the similarity of the effects for 
trajectory Groups 1 (low-increasing) and 5 (low-decreasing), which trended in opposite 
directions but had very similar overall levels of violent crime across the 14-year period.  
Additionally, virtually none of the change predictors carried consistent statistical 
significance and meaningful effect sizes, and in the few partial exceptions the directions 
of the effects still did not match with the directions in which the various trajectories were 
trending.  Ultimately, then, the findings from Chapter 5 cast doubt on the effectiveness of 
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GBTMs in using micro-spatial characteristics to predict long-term violent crime patterns.  
This is not to say that GBTMs should be abandoned in crime research, especially since 
their track record in classifying longitudinal micro-spatial crime patterns is excellent, and 
since it could be the case that their ability to make important distinctions among variables 
and across groups is better for property crime than for violent crime.  However, it 
remains questionable whether the GBTM format, with levels and changes being 
represented in one nominal category, offers any additional predictive information that 
would not be captured through the use of a traditional count-based panel model.36 
 The two issues addressed in the third results chapter (Chapter 6) were more open-
ended and thus less prone to diverging from existing precedents, but the findings for both 
questions were still interesting.  The first issue was an investigation of within-
neighborhood variation in segment-level violent crime trajectories and the factors that 
drive such variation, and the overarching theme of the findings was the contrast between 
the mean effects and the standard deviation effects.  Neighborhoods with higher average 
crime risk factors across the internal street segments were likely to have more diverse 
trajectory compositions, but variation in the same risk factors across the street segments 
actually decreased the chances of trajectory diversity.  At first, this seemed like a peculiar 
result, as common sense promoted the hypothesis that more variation in demographics 
across a neighborhood would correspond with more variation in the violent crime 
trajectories across that neighborhood’s street segments.  A closer look at the 
neighborhood distribution of crime revealed exactly why this hypothesis turned out to be 
wrong: overall neighborhood crime levels (controlling for total segment length) and 
                                                          
36 These conclusions are based on violent crime patterns in St. Louis; their generalizability to other cities is 
an important matter for future research.  This issue is discussed again near the end of the chapter. 
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within-neighborhood trajectory variation were strongly correlated (r = 0.844), indicating 
that the generating process was a one-parameter statistical distribution and that 
“trajectory variation” at the neighborhood-level was in essence just a proxy for crime 
frequency.  With that in mind, the model results became much less surprising, but they 
also uncovered the methodological importance of sampling neighborhoods across a wide 
variety of cities in order to ensure the disentangling of the underlying mean and variance 
parameters. 
 The second issue involved determining the factors that best predicted whether a 
high-crime place would be an “isolated” hot spot or part of a “hot cluster”.  The negative 
binomial regression results indicated that, in large part, large clusters of high-crime street 
segments in St. Louis were deeply disadvantaged places with high vacancy rates and low 
populations but with large family sizes (in the non-vacant units) and an absence of young 
adult men.  These “hot clusters” also were far less likely than other places to have liquor 
stores and TCU-related businesses and somewhat less likely to have streets with an 
abundance of commercial trade, probably because businesses and communication/utility 
companies generally do not take the risk of operating in high-crime areas if possible.  
Surprisingly, clustered hot spots were more likely to have manufacturing parcels, but it 
was very possible that many of these parcels – though still marked as manufacturing-
related in the St. Louis City data – actually had long been abandoned as working-class 
jobs gradually had left the inner city over the past 50 years.  Collectively, the model 
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results pointed toward opportunity- and equality-based policy solutions rather than 
targeted policing solutions as a mechanism for wiping out large violent crime clusters.37 
 Micro-spatial crime scholars may learn useful lessons and establish important 
directions for future research based on the findings from Chapters 4, 5, and 6.  The most 
fundamental lesson to be learned from Chapter 4 is that by sacrificing a small degree of 
model fit, GBTMs can be used to classify small places by their violent crime trajectories 
in a manner much friendlier to police departments and practitioners.  As mentioned in 
Chapter 1, practitioners often conceptualize crime issues in relatively general terms, so a 
classification scheme that categorizes street segments into 8 groups is more preferable for 
practical use than one that categorizes segments into 18-20 groups.  The most immediate 
next step is determining whether the same simplification can be applied to property 
crime.  The average number of property crimes per street segment is far higher than the 
average number of violent crimes, meaning that there is much more room for variation in 
the trajectories.  Thus, it is possible that property crime patterns are less friendly toward 
being categorized into fewer groups.  Future micro-spatial GBTM studies should attempt 
the same type of group reduction exercise as in Chapter 4 side-by-side for violent crime 
and property crime, and determine whether the end results are similar.38  Following a 
comparison of the violent crime and property crime trajectory distributions, another 
possible direction for future research is isolating the street segments whose violent and 
property crime trajectories trend in opposite directions, and subsequently exploring which 
                                                          
37 This does not imply that conventional hot spot policing techniques are unable to reduce crime; on the 
contrary, they still may be the preferred option for reducing violent crime at more isolated high-crime 
places. 
38 Such a comparison was not possible for this project.  GBTMs were run on the St. Louis property crime 
distribution in addition to the violent crime distribution, but the models did not estimate/converge properly, 
so a decision was made early in the process to limit the analyses to violent crime only. 
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factors could be generating the discrepancy.  For instance, if a segment belongs to an 
increasing violent crime trajectory but a decreasing property crime trajectory, perhaps the 
segment experienced a shift toward entertainment and luxury living space over time, with 
new bars and restaurants providing additional opportunities for assault and robbery but 
with the level of social disorganization at the segment gradually declining.  Similar 
questions regarding segments with stark differences between violent and property crime 
trajectories also are encouraged. 
 The results from Chapter 5 offer a wider array of lessons in both the 
methodological and practical realms.  In addition to providing the discovery that 
imputation of demographic data at zero-resident segments helps uncover significant 
opportunity variable effects, the findings from the imputed model suggest that a linear 
difference (X2010 – X2000) may not be the best way to measure change in demographics 
over time.  It is possible that one of the reasons the model was not able to attribute 
demographic changes to various crime trajectories was that the shapes of the trajectories 
(especially for the higher-crime groups) resembled parabolic or cubic functions far more 
than they did linear functions.  On top of that, many of the trajectories exhibited 
substantially different behavior after 2010 than during the first 10 years of the study 
period.  The two best examples of this discordance were the moderate-increasing (Group 
4) and high-decreasing (Group 7) trajectories, which, despite nominally trending in 
opposite directions, actually appeared relatively similar to one another at least partially 
due to their behavior in the final four years.  As such, the demographic change metrics 
based only on 2000 and 2010 data may never have had a fair chance at predicting 
trajectory membership, since they did not capture the four-year period (2010-2013) that 
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turned out to be perhaps the most distinctive stretch of time in the study period.  The most 
straightforward solution to this issue would be using the aforementioned panel model, 
with crime counts and demographic/opportunity indicators both measured yearly at each 
street segment, instead of the GBTM technique – but, as mentioned earlier in the project, 
this is not possible because the demographic data only are publicly available at the street 
block-level (imputable to the segment-level) every 10 years.  A reasonable compromise 
that could accommodate both the nonlinear change issue and the post-2010 data issue, 
then, is retaining the GBTM framework but measuring demographic change with four 
data points: the same 2000 and 2010 block-level estimates plus the 2005 and 2015 block 
group-level ACS estimates imputed to the street segment-level.  There would be a risk of 
losing accuracy on the 2005 and 2015 measurements, and the study period would have to 
be extended two years, but this type of extension would be the only way to measure 
demographic change nonlinearly without having to extend the study period to 30+ years 
(enough to take a suitable number of measurements from the decennial Census without 
using any ACS estimates). 
 From a practical angle, two model results from Chapter 5 hint at interesting future 
research directions.  First, recent research tends to favor the perspective that Hispanic 
crime rates often are roughly equivalent to or lower than those of the general population, 
but in St. Louis the relationship between violent crime and the proportion of Hispanics at 
a street segment was consistently positive.  The most likely explanation is that more 
recent Hispanic immigrants tend to drive the lower violent crime rates, and since St. 
Louis is far from the Southern border, the ratio of recent immigrants to long-established 
Hispanics in the city could be lower than in cities with faster-growing Hispanic 
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immigrant populations.  Second, the positive relationship between violent crime and 
segments with primarily single-family homes was perplexing, especially when target 
attraction (bars, restaurants in the positive direction; industrial, TCU in the negative) was 
the theoretical thread that linked so many of the influential variables together.  The true 
reasons for both surprising relationships may be uncovered with future quantitative and 
qualitative research, and, in the case of the first relationship (Hispanic/violent crime), 
with comparative research across cities of varying Hispanic immigrant populations. 
 The practical implications and future research directions stemming from the 
Chapter 6 issues are the most nebulous.  As for the first research issue (within-
neighborhood trajectory variation), the main implication is that neighborhoods with 
similar crime rates across different cities must be sampled in order to avoid the 
inevitability of dealing with a single-city violent crime distribution whose means and 
standard deviations are closely intertwined.  This is a clear methodological implication, 
but it is the only immediately obvious future research direction for this issue.  
Meanwhile, the policy implications for the second issue (isolated vs. clustered hot places) 
are much clearer in theory – wipe out violent crime clusters by attacking social 
disorganization and increasing wages and social programs – but the solutions are wide in 
scope and take substantial political capital to accomplish.  It is most likely, then, that 
large violent crime clusters gradually become alleviated as urban residents rally for 
policies friendly toward opportunity and social mobility, rather than quickly being wiped 
out as part of a short-term police operation. 
 As with any large-scale study, there are several limitations to this project that 
either restrict the generalizability of the findings or provide questions as to whether the 
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findings are fully accurate.  One limitation as or more fundamental than any other is the 
single-city focus of the study.  As discussed in Chapter 1, setting the project in St. Louis 
allows for a comparison of the results against those from other similar projects in coastal 
cities, but setting the project exclusively in St. Louis also means that the results cannot 
necessarily be generalized.  Since all data for the current project are available from public 
sources, this limitation’s most apparent fix –which also conveniently doubles as one of 
the best avenues for future research – is the implementation of a multi-city study in the 
same vein, with the cities being (on average) roughly representational of the United 
States demographically.  Another inevitable limitation is the use of UCR data, which 
does not include unreported crimes, in measuring the dependent variable.  There is no 
good alternative data source when examining crime at spatial units as small as the street 
segment or street block, but it is important to recognize that the results could hold a bias 
if the spatial distribution of non-report rates were uneven across the city.  Such an issue 
could be even more pronounced for property crime, as certain property crime types are 
far more likely to go unreported than are the most severe violent crime types like 
homicide or rape. 
 There are also three substantial limitations regarding the specific methodological 
choices made in the early phases of the project.  First, though the decision to manually 
redesignate every street segment in St. Louis one-by-one undoubtedly fixes many of the 
mistakes present in the original GIS line files, it inevitably introduces human error into 
the process of drawing the St. Louis street grid, whereas none would exist otherwise.  
Second, the unfortunate reality of being limited to publicly available data necessitates the 
use of block-level demographics in estimating true segment-level measures, which is a 
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drawback both because the block-level census data may fail to capture within-block 
segment-level variation and because the data only are available once every 10 years.  
Finally, while allowing for nearest-neighbor imputation of data to zero-resident segments 
helps uncover important land use effects, it also contributes to declines in both model fit 
(Pseudo-R2 and BIC) and the overall accuracy of the estimates, particularly the 
demographic indicators. 
 Fortunately, the above limitations do not threaten the overall integrity of the 
project, which succeeds in producing several interesting methodological implications.  
Researchers should not be afraid to continue using GBTMs to classify places based on 
crime patterns, but they should be very careful in using GBTMs to correlate these 
patterns with the places’ ecological and demographic attributes.  The debate between a 
traditional crime count model or panel model and the GBTM technique may not have a 
clear winner, but researchers should take note of the GBTM’s strengths while 
understanding that some pursuits – especially linking changes in demographics to 
changes in violent crime at individual street segments – may best be accomplished with 
other methodologies.  The diverse results from this project show that there are still many 
relevant questions to be addressed in the field of micro-spatial crime research, both 
immediately and long into the future. 
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Table 1: Log-Likelihood and BIC in the Wheeler et al. (2016) Trajectory Analysis 
 
Groups Log-Likelihood BIC 
1  -222   444 
2  -145   290 
3  -121   241 
4  -110   220 
5  -105   210 
6  -104   208 
7  -104   208 
8  -100   200 
9  -103   207 
 
 
Table 2: Violent Crimes Retained and Removed 
 
Year  Original Retained  Removed % Retained 
2000  7952  7366  586  92.63 
2001  7927  7378  549  93.07 
2002  7673  7078  595  92.25 
2003  7179  6751  428  94.04 
2004  6941  6642  299  95.69 
2005  8250  7851  399  95.16 
2006  8574  8220  354  95.87 
2007  7658  7303  355  95.36 
2008  7348  6943  405  94.49 
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2009  7320  6955  365  95.01 
2010  6184  5809  375  93.94 
2011  5912  5536  376  93.64 
2012  5603  5205  398  92.90 
2013  4282  3974  308  92.81 
Total  98803  93011  5792  94.14 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3: Data Summary – Origins, Sources, Details, and Hypothesized Correlations 
 
# Variable Reason for 
Inclusion 
Data 
Source 
Measurement Hyp. 
Corr. 
Theoretical/Empirical 
References 
DV Violent crime 
trajectories 
Measure of 
violent crime 
UCR 8 crime groups 
(via GBTM) 
(N/A) (N/A) 
1 Median Age 
(Level) 
Crime less 
likely in places 
with older 
population 
Census Average of 
block-level 
estimates, 
weighted by 
block 
populations; 
(X00 + X10) / 2 
– Glueck/Glueck (1950) 
Wolfgang et al. (1972) 
Farrington (1986) 
Sampson/Laub (1995) 
[and others] 
2 Median Age 
(Change) 
(See Variable 
1) 
Census X10 – X00 – (See Variable 1) 
3 Percent Male 
15-29 years 
old 
(Level) 
Crime more 
likely among 
men; people in 
15-29 age 
range 
Census Average of 
block-level 
estimates, 
weighted by 
block 
populations; 
(X00 + X10) / 2 
+ (See Variable 1) 
4 Percent Male 
15-29 years 
old (Change) 
(See Variable 
3) 
Census X10 – X00 + (See Variable 1) 
5 Percent Black 
(Level) 
Crime elevated 
among black 
population 
Census Average of 
block-level 
estimates, 
weighted by 
block 
populations; 
+ Wolfgang/Ferracuti 
(1967) 
Wilson (1987) 
Anderson (1999) 
[and others] 
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(X00 + X10) / 2 
6 Percent Black 
(Change) 
(See Variable 
5) 
Census X10 – X00 + (See Variable 5) 
7 Percent 
Hispanic 
(Level) 
Hispanic 
disadv. → 
More crime 
OR Lower 
rates of 
violence for 
immigrants → 
Less crime 
Census Average of 
block-level 
estimates, 
weighted by 
block 
populations; 
(X00 + X10) / 2 
??? Vigil (1988) 
Vigil (2002) 
Sampson (2008) 
[and others] 
8 Percent 
Hispanic 
(Change) 
(See Variable 
7) 
Census X10 – X00 ??? (See Variable 7) 
9 Average 
Household 
Size (Level) 
Larger size → 
Crowding → 
Stress → 
Crime OR 
Smaller size → 
Fewer families 
→ Younger 
pop. → Crime 
Census Average of 
block-level 
estimates, 
weighted by 
households per 
block; 
(X00 + X10) / 2 
??? [Depends on 
hypothesized direction 
of effect / theoretical 
outlook] 
10 Average 
Household 
Size (Change) 
(See Variable 
9) 
Census X10 – X00 ??? (See Variable 9) 
(Table 3 Cont.) 
 
# Variable Reason for 
Inclusion 
Data 
Source 
Measurement Hyp. 
Corr. 
Theoretical/Empirical 
References 
11 Percent 
Husband/Wife 
Households 
(Level) 
Marriage is a 
common path 
to desistance 
Census Average of 
block-level 
estimates, 
weighted by 
households per 
block; 
(X00 + X10) / 2 
– Sampson et al. (2006) 
Skardhamar et al. 
(2015) 
[and others] 
12 Percent 
Husband/Wife 
Households 
(Change) 
(See Variable 
11) 
Census X10 – X00 – (See Variable 11) 
13 Percent 
Households 
Rented (Level) 
Rented units → 
Instability and 
Transience → 
Crime 
Census Average of 
block-level 
estimates, 
weighted by 
households per 
block; 
(X00 + X10) / 2 
+ Shaw/McKay (1942) 
Skogan (1992) 
[and others] 
14 Percent 
Households 
Rented 
(Change) 
(See Variable 
13) 
Census X10 – X00 + (See Variable 13) 
15 Percent Vacant 
Units (Level) 
Vacancy → 
Instability and 
Deprivation → 
Crime 
Census Average of 
block-level 
estimates, 
+ (See Variable 13) 
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weighted by total 
units per block; 
(X00 + X10) / 2 
16 Percent Vacant 
Units (Change) 
(See Variable 
15) 
Census X10 – X00 + (See Variable 13) 
17 Segment 
Population 
(Level) 
High pop. → 
More targets → 
Crime 
OR 
Low pop. → 
Commercial 
area or 
abandoned area 
→ Crime 
Census (Sum of 
population of all 
adjacent blocks) 
/ 4; 
(X00 + X10) / 2 
??? [Depends on 
hypothesized direction 
of effect / theoretical 
outlook] 
18 Segment 
Population 
(Change) 
(See Variable 
17) 
Census X10 – X00 ??? (See Variable 17) 
19 5-Year Block 
Group Poverty 
Percentage 
Estimate 
(Level Only) 
Poverty → 
Lack of 
opportunity → 
Need → Crime 
Census 
(ACS) 
5-year 2009-
2013 ACS 
estimate given to 
all segments 
within block 
group; segment 
on boundary 
receives 
unweighted avg. 
+ Shaw/McKay (1942) 
Wilson (1987) 
Messner/Rosenfeld 
(1994) 
[and others] 
 
 
 
(Table 3 Cont.) 
 
# Variable Reason for 
Inclusion 
Data 
Source 
Measurement Hyp. 
Corr. 
Theoretical/Empirical 
References 
20 Majority 
“Single-Family 
Unit” Segment 
Single-Family 
units generally 
are homes → 
stability → less 
crime 
STL 
Parcel 
Data 
Weighted avg. 
of parcels across 
2000/2010 ≤ 
50% single-fam. 
→ 0 
Weighted avg. 
of parcels across 
2000/2010 > 
50% single fam. 
→ 1 
– Sampson/Wilson 
(1995) 
Harries (2006) 
[and others] 
21 Majority “Multi-
Family Unit” 
Segment 
Multi-Family 
units generally 
are temporary, 
more crowded 
→ less stability 
→ crime 
STL 
Parcel 
Data 
Weighted avg. 
of parcels across 
2000/2010 ≤ 
50% multi-
family → 0 
Weighted avg. 
of parcels across 
2000/2010 > 
50% multi-
family → 1 
+ (See Variable 20) 
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22 Manufacturing Non-residential 
land use tends 
to have more 
crime 
 
STL 
Parcel 
Data 
At least one 
man. parcel in 
2000 or 2010 → 
1 
Otherwise → 0 
+ Taylor et al. (1995) 
Kurtz et al. (1998) 
[and others] 
23 Industrial (See Variable 
22) 
STL 
Parcel 
Data 
At least one ind. 
parcel in 2000 or 
2010 → 1 
Otherwise → 0 
+ (See Variable 22) 
24 Transportation, 
Communication, 
Utilities (TCU) 
(See Variable 
22) 
STL 
Parcel 
Data 
At least one 
TCU parcel in 
2000 or 2010 → 
1 
Otherwise → 0 
+ (See Variable 22) 
25 Gas Stations Targets for 
robbery, theft 
STL 
Parcel 
Data 
At least one gas 
station in 2000 
or 2010 → 1 
Otherwise → 0 
+ Duffala (1976) 
[plus research on 
convenience stores] 
26 Bars Provide targets; 
alcohol’s effect 
on crime 
propensity 
STL 
Parcel 
Data 
At least one bar 
in 2000 or 2010 
→ 1 
Otherwise → 0 
+ Roncek/Maier (1991) 
Roncek/Pravatiner 
(1989) 
[and others] 
27 Food Restaurants 
provide large 
clusters of 
targets 
STL 
Parcel 
Data 
At least one 
food place in 
2000 or 2010 → 
1 
Otherwise → 0 
+ (See Variable 26) 
28 Liquor Stores Targets for 
robbery, theft; 
possible effect 
of alcohol 
STL 
Parcel 
Data 
At least one liq. 
store in 2000 or 
2010 → 1 
Otherwise → 0 
+ Speer et al. (1998) 
Teh (2008) 
[and others] 
29 Car Repair 
Shops 
Could be 
targets for 
robbery, theft 
STL 
Parcel 
Data 
At least one car 
shop in 2000 or 
2010 → 1 
Otherwise → 0 
+ N/A 
 
 
(Table 3 Cont.) 
 
# Variable Reason for 
Inclusion 
Data 
Source 
Measurement Hyp. 
Corr
. 
Theoretical/Empirical 
References 
30 Governmental 
Services, 
Police, Fire 
Stations 
Crime likely 
lower due to 
presence of 
guardians 
STL 
Parcel 
Data 
At least one 
station/parcel in 
2000 or 2010 → 
1 
Otherwise → 0 
– N/A 
31 Schools Concentration of 
targets, behavior 
issues, unruly 
behavior → 
Crime 
STL 
Parcel 
Data 
At least one 
school in 2000 
or 2010 → 1 
Otherwise → 0 
+ Roncek/Lobosco 
(1983) 
Roncek/Faggiani 
(1985) 
LaGrange (1999) 
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32 Churches / 
Places of 
Worship 
Concentration of 
targets → Crime 
OR 
Attract moral 
citizens → Less 
crime 
STL 
Parcel 
Data 
At least one 
place of worship 
in 2000 or 2010 
→ 1 
Otherwise → 0 
??? Willits et al. (2011) 
33 Civic/Social 
Institutions 
(See Variable 32) STL 
Parcel 
Data 
At least one 
instit. in 2000 or 
2010 → 1 
Otherwise → 0 
??? N/A 
34 Moderate Trade Potential targets 
for robbery; 
crowds of people 
STL 
Parcel 
Data 
Number of 
combined 2000 
and 2010 “other 
trade” between 
1 and 10 → 1 
Otherwise → 0  
+ N/A 
35 Heavy Trade (See Variable 34) STL 
Parcel 
Data 
Number of 
combined 2000 
and 2010 “other 
trade” > 10 → 1 
Otherwise → 0 
+ N/A 
36 Segment Length Longer segment 
→ More room for 
crime 
GIS 
Tools 
Length of street 
segment in 
meters 
+ Weisburd et al. (2012) 
37 Neighborhood 
Boundary 
Boundaries are 
busier streets with 
people, 
establishments 
GIS 
Tools 
Segment on 
boundary → 1 
Segment not on 
boundary → 0 
+ N/A 
38 Spatial Lag More crime in 
surrounding area 
→ More crime at 
segment 
GIS 
Tools 
Total number of 
violent crimes 
(2000-2013) at 
segments with 
midpoints < 500 
ft from segment 
midpoint 
+ Weisburd et al. (2012) 
 
 
 
 
Table 4: Hypothetical Comparison of Two Possible Trajectory Distributions 
 
  Case A    Case B 
Nbhd.  G1 G2 G3 G4 G5 G1 G2 G3 G4 G5 
1  95 2 2 1 0 85 14 1 0 0 
2  93 2 1 3 1 72 15 8 5 0 
3  91 5 3 1 0 67 10 11 4 8 
4  87 10 1 2 0 50 11 14 16 9 
5  86 5 3 3 3 45 24 13 10 8 
6  84 11 0 1 4 44 22 16 10 8 
7  80 6 10 3 1 39 23 15 12 11 
8  80 8 4 5 3 30 16 20 15 19 
9  11 87 0 2 0 34 58 5 0 3 
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10  8 85 4 2 1 32 52 10 6 0 
11  7 83 8 0 2 28 46 2 14 10 
12  7 80 5 6 2 35 41 11 6 7 
13  6 78 12 4 0 33 41 11 12 3 
14  5 10 73 10 2 35 21 41 2 1 
15  9 8 71 6 6 30 18 41 6 5 
16  13 11 68 5 3 27 15 40 9 9 
17  5 6 9 71 9 36 18 4 39 3 
18  12 2 6 69 11 31 20 6 32 11 
19  14 0 10 54 22 26 19 13 32 10 
20  7 1 10 2 80 21 16 18 20 25 
 
Total  800 500 300 250 150 800 500 300 250 150 
 
 
     Case A   Case B    
Segments in most frequent category: 1595 / 2000 = 79.75% 920 / 2000 = 46.00% 
Segments in 2nd most frequent category: 185 / 2000 = 9.25% 513 / 2000 = 25.65% 
Segments in 3rd most frequent category: 122 / 2000 = 6.10% 279 / 2000 = 13.95% 
Segments in 4th most frequent category: 68 / 2000 = 3.40% 172 / 2000 = 8.60% 
Segments in least frequent category: 30 / 2000 = 1.50% 116 / 2000 = 5.80% 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5: Descriptives and Crime Concentrations for Violent Crimes at Segments 
 
Year Crimes Ret. Mean / Seg SD  Max 10 % 5 % 1 % Free % 
2000 7366  0.6075  1.435  23 66.3 45.6 15.2 72.8 
2001 7378  0.6084  1.517  23 67.1 46.8 17.1 73.2 
2002 7078  0.5837  1.447  28 68.5 47.5 16.4 74.2 
2003 6751  0.5567  1.337  18 67.0 45.8 16.0 74.0 
2004 6642  0.5477  1.329  21 67.2 46.1 16.2 74.1 
2005 7851  0.6475  1.594  34 67.2 47.3 16.4 72.4 
2006 8220  0.6779  1.643  24 66.8 46.8 16.4 71.7 
2007 7303  0.6023  1.449  20 67.3 46.7 15.8 73.2 
2008 6943  0.5726  1.443  21 69.6 48.8 17.0 74.9 
2009 6955  0.5736  1.416  30 68.2 47.2 16.3 74.4 
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2010 5809  0.4791  1.242  19 71.4 49.6 17.6 76.7 
2011 5536  0.4565  1.183  25 71.8 49.5 17.3 77.3 
2012 5205  0.4292  1.192  24 73.8 52.3 19.5 78.8 
2013 3974  0.3277  0.955  20 76.3 54.8 20.1 82.2 
Avg. 6643.6  0.5479  1.370  23.6 69.2 48.2 17.0 75.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6: Quadratic/Cubic Term Significance and Model Fit for a Sample of GBTMs 
 
 4-group models  7-group models  11-group models 
 
Order: 2 2/3 3  2 2/3 3  2 2/3 3 
 
1Q *** N N  *** *** ***  *** *** *** 
1C – – N  – – ***  – – *** 
 
2Q *** ** ***  *** N ***  N N N 
2C – – ***  – – ***  – – * 
 
3Q *** *** ***  N ** N  *** * N 
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3C – *** ***  – – N  – – N 
 
4Q *** ** **  N *** N  N N *** 
4C – *** ***  – *** N  – – *** 
 
5Q     *** *** ***  *** *** *** 
5C     – *** ***  – – *** 
 
6Q     *** N N  *** N N 
6C     – *** ***  – *** *** 
 
7Q     *** ** **  N ** ** 
7C     – *** ***  – ** ** 
 
8Q         *** *** N 
8C         – *** N 
 
9Q         *** N *** 
9C         – N *** 
 
10Q         *** N *** 
10C         – ** N 
 
11Q         *** * *** 
11C         – ** *** 
 
BIC^ -5779 -5488 -5473  -4130 -4086 -4094  -3530 -3512 -3484 
 
*p < .10 **p < .05 ***p < .01 N = Not sig. (p > .10)  – No estimate 
 
^All BIC values represent the last 4 whole number digits (rounded to the nearest whole 
number) of a 6-digit value starting with “13”.  Therefore, the actual BIC for the first 
model is -135779. 
Table 7: Cross-Tabulation of 6-Group and 7-Group Trajectory Sizes 
 
 G1 G2 G3 G4 G5 G6 Total  Largest Group % 
 
G1 50 0 857 49 0 0 956  857 / 956 = 89.64% 
 
G2 3437 0 118 0 0 0 3555  3437 / 3555 = 96.68% 
 
G3 0 5172 0 0 0 0 5172  5172 / 5172 = 100.0% 
 
G4 13 0 978 60 1 0 1052  978 / 1052 = 92.97% 
 
G5 0 0 73 920 2 0 995  920 / 995 = 92.46% 
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G6 0 0 0 12 312 0 324  312 / 324 = 96.30% 
 
G7 0 0 0 0 3 69 72  69 / 72 = 95.83% 
 
Total 3500 5172 2026 1041 318 69 12126 
 
 
Table 8: Cross-Tabulation of 7-Group and 8-Group Trajectory Sizes 
 
 G1 G2 G3 G4 G5 G6 G7 Total Largest Group % 
 
G1 697 128 0 0 0 0 0 825 697 / 825 = 84.48% 
 
G2 0 0 5172 0 0 0 0 5172 5172 / 5172 = 100% 
 
G3 0 3324 0 0 0 0 0 3324 3324 / 3324 = 100% 
 
G4 105 0 0 1 598 6 0 710 598 / 710 = 84.23% 
    
G5 154 103 0 1018 29 0 0 1304 1018 / 1304 = 78.07% 
 
G6 0 0 0 33 339 38 0 410 339 / 410 = 82.68% 
 
G7 0 0 0 0 29 273 2 304 273 / 304 = 89.80% 
 
G8 0 0 0 0 0 7 70 77 70 / 77 = 90.91% 
 
Total 956 3555 5172 1052 995 324 72 12126 
 
 
 
 
Table 9: Cross-Tabulation of 8-Group and 9-Group Trajectory Sizes 
 
 G1 G2 G3 G4 G5 G6 G7 G8 Total Lar. Group % 
 
G1 51 0 3179 0 0 0 0 0 3230 99.54% 
 
G2 0 5172 0 0 0 0 0 0 5172 100.0% 
 
G3 6 0 145 0 957 1 0 0 1109 86.29% 
 
G4 768 0 0 81 131 0 0 0 980 78.37% 
 
G5 0 0 0 421 216 319 0 0 956 44.04% 
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G6 0 0 0 201 0 5 79 0 285 70.53% 
 
G7 0 0 0 7 0 85 176 0 268 65.67% 
 
G8 0 0 0 0 0 0 47 36 83 56.63% 
 
G9 0 0 0 0 0 0 2 41 43 95.35% 
 
Total 825 5172 3324 710 1304 410 304 77 12126 
 
 
Table 10: Cross-Tabulation of 9-Group and 10-Group Trajectory Sizes 
 
 G1 G2 G3 G4 G5 G6 G7 G8 G9 Total L.G. % 
 
G1 263 0 916 18 0 0 0 0 0 1197 76.5% 
G2 2836 0 0 0 0 0 0 0 0 2836 100% 
G3 0 5172 0 0 0 0 0 0 0 5172 100% 
G4 131 0 28 855 0 0 0 0 0 1014 84.3% 
G5 0 0 0 24 34 109 0 1 0 168 64.9% 
G6 0 0 160 14 463 0 0 0 0 637 72.7% 
G7 0 0 0 0 0 44 22 49 0 115 42.6% 
G8 0 0 5 69 350 87 6 0 0 517 67.7% 
G9 0 0 0 0 109 45 224 0 0 378 59.3% 
G10 0 0 0 0 0 0 16 33 43 92 46.7% 
Total 3230 5172 1109 980 956 285 268 83 43 12126 
Table 11: Descriptive Statistics 
 
Quantitative Variables – Levels 
 
Variable  Mean SD Min Max  n  Missing  
Median Age  36.19   8.17 10.50   85.80  10120  2006 (16.54%) 
Percent Hispanic   2.47   3.77   0.00   54.60  10120  2006 (16.54%) 
Percent Black  51.99 39.15   0.00 100.00  10120  2006 (16.54%) 
Percent Male 15-29 10.67   4.92   0.00   72.23  10120  2006 (16.54%) 
Percent H/W HH 26.16 14.06   0.00 100.00  10052  2074 (17.10%) 
Average HH Size   2.37   0.51   1.00     6.00  10052  2074 (17.10%) 
Percent Rented HH 47.96 25.73   0.00 100.00  10052  2074 (17.10%) 
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Percent Vacant Units 18.74 14.01   0.00 100.00  10177  1949 (16.07%) 
Population  30.98 29.48   0.00 276.50  12124  2 
B-G Poverty Est. 28.18 16.88   0.00   74.94  12125  1 
Seg. Lth. (Meters)     138.55 93.15   5.16 2784.7  12126  0 
Spatial Lag  49.45 51.70   0.00 428.00  12126  0 
 
Quantitative Variables – Changes 
 
Variable  Mean  SD  Min  Max  % Ch. 
Median Age   +2.08    9.56    -62.8    +58.0    +5.3 
Percent Hispanic  +1.13    5.88    -96.4  +100.0  +52.7 
Percent Black   +1.27  16.68  -100.0  +100.0    +1.5 
Percent Male 15-29  +0.86    7.68    -77.9  +100.0    +9.6 
Percent H/W HH   -2.80  14.55  -100.0  +100.0     -9.5 
Average HH Size   -0.09    0.56      -6.0      +5.0     -3.9 
Percent Rented HH  +0.72  19.79  -100.0  +100.0    +1.1 
Percent Vacant Units  +3.11  17.57  -100.0  +100.0  +17.8 
Population  -14.43  28.05  -302.8  +262.0   -37.8 
 
Categorical Variables 
 
Variable    %  Variable  %  
Majority Single-Family Units  33.98% Place of Worship   4.21% 
Majority Multi-Family Units  12.12% Civic/Social Inst.   1.02% 
Manufacturing     4.37% Moderate Trade 37.32%  
Industrial      6.67% Heavy Trade    1.72% 
TCU       4.49% Nbhd. Boundary         11.59% 
Gas Station      1.48% 
Food       3.31% 
Bar       2.62% 
Liquor Store      1.30% 
Car Repair Shop     2.06% 
Gov. Services/Police/Fire Stations   4.54% 
School/Education     3.36% 
Table 12: Multivariate Logistic Regression Results, Main Model (n = 10,052) 
 
Variable^ G1 G3 G4 G5 G6 G7 G8 
Median Age -0.59 -0.04 -0.01 -1.21* -3.27** -1.40 -0.54 
Δ(Median Age) -0.16 0.54 -0.98 0.35 0.21 -0.29 -4.86*** 
% Hispanic 4.51*** 5.44*** 7.07*** 8.26*** 10.51*** 12.17*** 1.19 
Δ(% Hispanic) 0.81 -0.79 1.91* -0.67 -1.24 -0.83 5.58 
% Black 2.13*** 0.99*** 3.65*** 2.11*** 3.23*** 3.74*** 3.93*** 
Δ(% Black) 0.96*** 0.12 1.96*** 0.06 -0.06 1.30** 1.55 
% Male 15-29 2.57** 2.40*** 3.41*** 3.38*** 1.55 1.67 6.54*** 
Δ(% Male 15-29) 0.89 0.91** 0.80 0.79 0.35 1.73 0.80 
% Husband/Wife HH -0.19 -0.41 -1.55** -1.30** -2.03** -5.09*** -3.96* 
Δ(% Husband/Wife HH) -0.84*** -0.26 -0.01 0.01 0.80 -0.43 3.24*** 
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Average HH Size 8.27 -14.91 14.16 -5.62 0.69 14.33 57.74 
Δ(Average HH Size) -5.56 -12.17* -27.74** -14.74* -46.3*** -14.42 -64.99** 
% Rented HH 1.63*** 0.57*** 1.50*** 0.99*** 0.77* 0.74 2.20** 
Δ(% Rented HH) 0.06 -0.07 0.39 -0.04 0.25 0.86* -0.11 
% Vacant Units 0.82* 0.53* 1.09** 1.66*** 2.59*** 2.50*** 1.78 
Δ(% Vacant Units) 0.00 -0.25 0.21 0.03 0.83** 1.55*** 1.40* 
Population 0.55*** 0.12 1.02*** 0.40** 1.33*** 1.75*** 1.84*** 
Δ(Population) -0.37** -0.22* -0.46** -0.41** -0.36 -0.34 -0.36 
Block-Group Poverty Est. 0.45 0.85*** 0.58 0.55* 0.31 0.16 1.81* 
Single-Fam Unit 5.23*** 2.50*** 5.95*** 4.02*** 3.86** 2.41 -0.04 
Multi-Fam Unit 8.24*** 5.85*** 13.04*** 10.25*** 12.34*** 15.25*** 10.99*** 
Manufacturing -4.60 -2.52 0.46 -2.41 -5.75 -7.52 -14.61 
Industrial -1.51 -4.40*** -5.72* -4.37* -8.50** -6.48 -14.95 
TCU -3.11 1.97 -5.18 0.03 -1.23 -0.86 -19.43 
Gas Station -8.45 3.82 8.00** 6.88** 7.95* 19.73*** 22.47*** 
Food 5.23** 2.47 6.41** 3.51 8.93*** 12.18*** 8.01 
Bar 14.28*** 7.36*** 13.93*** 11.55*** 11.60*** 14.67*** 8.02 
Liquor Store 6.72* 1.39 6.35* 5.34* 9.21** 8.84** 5.64 
Car Repair Shop -1.57 4.35** 4.28 0.71 6.44* 0.99 5.62 
Gov. Service/Police/Fire -2.61 -1.00 -1.82 -5.52** -6.74* -13.4*** -9.75 
Education/School -3.09 -1.56 2.54 1.10 -1.03 0.80 -5.76 
Place of Worship -2.36 1.42 -0.27 0.39 0.43 -5.14* -0.52 
Civic/Social Institution 12.80*** 7.10** 9.23* 5.56 6.99 12.47** -0.50 
Moderate Trade 2.99*** 2.82*** 4.68*** 4.82*** 6.29*** 8.62*** 11.11*** 
Heavy Trade 9.67** 8.18** 7.10 5.39 4.69 10.01* 16.97** 
Segment Length 0.14*** 0.09*** 0.20*** 0.15*** 0.22*** 0.25*** 0.26*** 
Neighborhood Boundary 8.38*** 5.84*** 11.35*** 9.50*** 13.26*** 12.80*** 19.41*** 
Spatial Lag 0.11*** 0.07*** 0.17*** 0.13*** 0.16*** 0.22*** 0.20*** 
Constant -7.27*** -3.08*** -10.9*** -6.48*** -9.61*** -12.4*** -17.5*** 
 
*p < .10      **p < .05      ***p< .01  McFadden’s R2 = 0.1871 BIC = 28593.86 
 
^For ease of presentation, the effects for the first group of variables (from Median Age to the 
Block-Group Poverty Estimate) are multiplied by 100, and the effects for the second group (from 
Single-Family Unit to the Spatial Lag) are multiplied by 10.  The constant effect is unchanged. 
 
Table 13: Cross Tabulations of Missing Segments with 8 Parcel Vars. (Main Model) 
 
  Not Missing (n = 10,052) Missing (n = 2074) Total  Ratio* 
Industrial 
No  9733    1585   11318 
Yes  319    489   808 
%  (319/10052 = 3.17%)  (489/2074 = 23.58%) 12126  7.43 
 
Gas Station 
No  9905    2042   11947 
Yes  147    32   179 
%  (147/10052 = 1.46%)  (32/2074 = 1.54%) 12126  1.06 
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Food 
No  9766    1959   11725 
Yes  286    115   401 
%  (286/10052 = 2.85%)  (115/2074 = 5.54%) 12126  1.95 
 
Liquor Store 
No  9913    2055   11968 
Yes  139    19   158 
%  (139/10052 = 1.38%)  (19/2074 = 0.92%) 12126  0.66 
 
Car Repair 
No  9833    2043   11876 
Yes  219    31   250 
%  (219/10052 = 2.18%)  (31/2074 = 1.49%) 12126  0.69 
 
Gov/Pol/Fire 
No  9746    1830   11576 
Yes  306    244   550 
%  (306/10052 = 3.04%)  (244/2074 = 11.76%) 12126  3.86 
 
Civic/Social 
No  9953    2049   12002 
Yes  99    25   124 
%  (99/10052 = 0.98%)  (25/2074 = 1.21%) 12126  1.22 
 
Heavy Trade 
No  9927    1990   11917 
Yes  125    84   209 
%  (125/10052 = 1.24%)  (84/2074 = 4.05%) 12126  3.26 
 
 
*Ratio of proportion of missing segments fitting category to non-missing segments fitting 
category.  For example: Food Ratio = (115 / 2074) / (286 / 10052) = 1.95. 
Table 14: Multivariate Logistic Regression Results, Imputed Model (n = 12,126) 
 
Variable^ G1 G3 G4 G5 G6 G7 G8 
Median Age -0.43 0.19 0.47 -0.64 -2.00* -0.74 -0.39 
Δ(Median Age) -0.64 0.15 -1.57*** 0.11 -0.77 -0.52 -3.41** 
% Hispanic 2.79** 4.05*** 3.40* 5.84*** 6.60*** 8.21*** -4.01 
Δ(% Hispanic) 0.55 -0.41 1.87* -0.32 -0.37 -0.48 5.74 
% Black 1.73*** 0.77*** 2.96*** 1.66*** 2.58*** 2.85*** 3.30*** 
Δ(% Black) 0.64*** 0.09 1.29*** -0.01 0.16 0.77* 0.72 
% Male 15-29 2.00** 1.64*** 3.47*** 2.39*** 1.25 0.97 5.91*** 
Δ(% Male 15-29) 1.01** 0.51* 0.66 0.99** 0.86 1.48 1.31 
% Husband/Wife HH -0.69 -0.72*** -1.85*** -1.48*** -1.60** -5.10*** -3.35* 
Δ(% Husband/Wife HH) -0.66** -0.29* -0.17 -0.14 0.59 -0.23 2.80*** 
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Average HH Size 21.36* -0.32 24.87* 10.03 12.67 31.14 36.53 
Δ(Average HH Size) -6.93 -8.80** -22.39** -9.36 -48.1*** -19.73 -37.75 
% Rented HH 1.09*** 0.26* 1.08*** 0.35* 0.38 -0.17 1.96** 
Δ(% Rented HH) -0.15 -0.16 0.36 -0.16 0.09 0.62 -0.05 
% Vacant Units -0.08 -0.16 0.33 0.64** 1.90*** 0.89 0.67 
Δ(% Vacant Units) 0.29 0.01 0.15 -0.00 0.77*** 1.29*** 1.13* 
Population 0.90*** 0.42*** 1.30*** 0.82*** 1.68*** 2.16*** 1.98*** 
Δ(Population) -0.15 -0.05 -0.35** -0.23 -0.22 -0.13 -0.44 
Block-Group Poverty Est. 0.04 0.33* -0.02 0.23 -0.23 0.14 0.24 
Single-Fam Unit 5.36*** 2.17*** 6.49*** 3.64*** 3.94** 3.20 1.16 
Multi-Fam Unit 9.26*** 6.37*** 13.90*** 11.50*** 12.97*** 16.49*** 10.92*** 
Manufacturing -1.56 -0.56 -0.52 -0.92 -5.52 -10.90** -13.92* 
Industrial -5.93*** -4.85*** -11.4*** -8.40*** -11.9*** -10.7*** -18.4*** 
TCU -5.05** -2.38* -11.2*** -4.81** -11.3*** -9.16** -13.53* 
Gas Station -8.20 2.12 6.72* 4.80* 5.23 19.83*** 18.98*** 
Food 5.35** 1.61 6.31*** 4.02** 9.25*** 13.10*** 10.75** 
Bar 11.69*** 6.06*** 14.02*** 9.89*** 9.57*** 14.52*** 11.56** 
Liquor Store 6.68* 2.67 8.41** 6.33** 10.68*** 10.55*** 9.92 
Car Repair Shop 1.67 5.29*** 5.87** 1.59 7.87** 3.16 10.15* 
Gov. Service/Police/Fire -0.83 -1.04 -1.94 -5.23*** -2.72 -12.2*** -1.67 
Education/School -1.50 -0.11 5.32** 3.37* 0.33 4.67 -4.57 
Place of Worship -0.13 2.59** 1.81 2.14 2.88 -0.85 2.05 
Civic/Social Institution 12.63*** 9.12*** 10.42*** 4.40 5.98 11.69** 0.25 
Moderate Trade 2.24** 2.21*** 4.41*** 4.42*** 5.07*** 7.68*** 10.27*** 
Heavy Trade 7.31** 4.85** 5.73* 4.32 2.83 5.99 11.94* 
Segment Length 0.11*** 0.08*** 0.16*** 0.12*** 0.17*** 0.19*** 0.20*** 
Neighborhood Boundary 7.89*** 5.38*** 10.60*** 9.37*** 11.72*** 12.95*** 17.07*** 
Spatial Lag 0.11*** 0.11*** 0.20*** 0.16*** 0.19*** 0.24*** 0.22*** 
Constant -6.62*** -2.93*** -9.82*** -5.88*** -8.89*** -10.7*** -14.6*** 
 
*p < .10      **p < .05      ***p< .01  McFadden’s R2 = 0.1669 BIC = 33803.96 
 
^For ease of presentation, the effects for the first group of variables (from Median Age to the 
Block-Group Poverty Estimate) are multiplied by 100, and the effects for the second group (from 
Single-Family Unit to the Spatial Lag) are multiplied by 10.  The constant effect is unchanged. 
 
Table 15: Categorization of the 8 Trajectory Groups 
 
Group  Avg. Crime (2000) Avg. Crime (2013) Segments Behavior 
 
1  0.493   0.807   825  Increasing 
2  0.025   0.013   5172  (Base Case) 
3  0.316   0.165   3324  Stable 
4  1.268   1.438   710  Increasing 
5  1.369   0.302   1304  Decreasing 
6  3.602   0.856   410  Decreasing 
7  3.451   2.115   304  Decreasing 
8  7.429   3.701   77  Decreasing 
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Table 16: Effects, RRRs, and Likelihood % – Increasing Groups (Imputed Model) 
 
 Low-Increasing (Group 1) Moderate-Increasing (Group 
4) 
 
Variable Coef RRR Lik. %^ Coef RRR Lik. %^ SD# 
Median Age -.00426 0.9957 -3.81 .00475 1.0048 4.27 8.97 
Δ(Median Age) -.00641 0.9936 -7.26 -.01568 0.9844 -17.7*** 11.36 
% Hispanic .02795 1.0283 11.37** .03397 1.0346 13.86* 4.01 
Δ(% Hispanic) .00548 1.0055 3.67 .01871 1.0189 12.60* 6.67 
% Black .01727 1.0174 66.91*** .02960 1.0300 115.4*** 38.41 
Δ(% Black) .00644 1.0065 13.10*** .01290 1.0130 26.33*** 20.28 
% Male 15-29 .01996 1.0202 11.41** .03470 1.0353 19.98*** 5.66 
Δ(% Male 15-29) .01010 1.0102 9.55** .00655 1.0066 6.18 9.41 
% Husband/Wife HH -.00692 0.9931 -10.48 -.01847 0.9817 -27.8*** 15.20 
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Δ(% Husband/Wife 
HH) 
-.00657 0.9935 -11.16** -.00170 0.9983 -2.89 17.04 
Average HH Size .21358 1.2381 14.05* .24870 1.2824 16.66* 0.59 
Δ(Average HH Size) -.06934 0.9330 -4.29 -.22387 0.7994 -12.84** 0.64 
% Rented HH .01088 1.0109 30.30*** .01077 1.0108 29.99*** 27.70 
Δ(% Rented HH) -.00153 0.9985 -3.51 .00361 1.0036 8.30 22.96 
% Vacant Units -.00085 0.9992 -1.35 .00330 1.0033 5.27 15.94 
Δ(% Vacant Units) .00287 1.0029 6.27 .00152 1.0015 3.32 21.80 
Population .00900 1.0090 26.65*** .01297 1.0131 38.48*** 29.48 
Δ(Population) -.00146 0.9985 -4.09 -.00346 0.9965 -9.69** 28.04 
Block-Group Pov. Est. .00044 1.0004 0.74 -.00024 0.9998 -0.41 16.88 
Single-Fam Unit .53591 1.7090 70.90*** .64904 1.9137 91.37*** - 
Multi-Fam Unit .92563 2.5235 152.4*** 1.38978 4.0140 301.4*** - 
Manufacturing -.15621 0.8554 -14.46 -.05237 0.9490 -5.10 - 
Industrial -.59327 0.5525 -44.8*** -1.14341 0.3187 -68.1*** - 
TCU -.50456 0.6038 -39.62** -1.12418 0.3249 -67.5*** - 
Gas Station -.82036 0.4403 -55.97 .67232 1.9588 95.88* - 
Food .53461 1.7068 70.68** .63065 1.8788 87.88*** - 
Bar 1.16874 3.2179 221.8*** 1.40196 4.0632 306.3*** - 
Liquor Store .66813 1.9506 95.06* .84141 2.3196 132.0** - 
Car Repair Shop .16671 1.1814 18.14 .58697 1.7985 79.85** - 
Gov. 
Service/Police/Fire 
-.08290 0.9204 -7.96 -.19362 0.8240 -17.60 - 
Education/School -.14979 0.8609 -13.91 .53183 1.7020 70.20** - 
Place of Worship -.01254 0.9875 -1.25 .18097 1.1984 19.84 - 
Civic/Social Institution 1.26343 3.5375 253.8*** 1.04197 2.8348 183.5*** - 
Moderate Trade .22384 1.2509 25.09** .44098 1.5542 55.42*** - 
Heavy Trade .73136 2.0779 107.79** .57323 1.7740 77.40* - 
Segment Length  .01089 1.0109 102.0*** .01584 1.0160 148.7*** 93.15 
Neighborhood 
Boundary 
.78902 2.2012 120.1*** 1.06038 2.8875 188.8*** - 
Spatial Lag .01417 1.0143 73.78*** .01979 1.0200 103.3*** 51.70 
Constant -6.62441   -9.82218    
 
*p < 10  **p < .05 ***p < .01 
^Likelihood percentages for the level and change variables (shaded dark gray) are based on one-standard 
deviation increases in the variables; likelihood percentages for the dichotomous indicators (shaded light 
gray) are based on one-unit increases (or, equivalently, the difference between 0 and 1). 
#The standard deviations listed in this column are not standard errors for the model.  They are standard 
deviations for the actual variables themselves, across the 12,126 observations in St. Louis City.  These 
values act as the multipliers to obtain the one-SD likelihood percentage changes in the “Lik. %” columns. 
Table 17: Effects, RRRs, and Likelihood % – Decreasing Groups (Imputed Model) 
 
 Low-Decreasing (Group 5) Moderate-Decreasing (Group 
6) 
 
Variable Coef RRR Lik. %^ Coef RRR Lik. %^ SD# 
Median Age -.00635 0.9937 -5.68 -.02001 0.9802 -17.77* 8.97 
Δ(Median Age) .00109 1.0011 1.24 -.00769 0.9923 -8.70 11.36 
% Hispanic .05839 1.0601 24.11*** .06597 1.0682 27.35*** 4.01 
Δ(% Hispanic) -.00316 0.9968 -2.10 -.00369 0.9963 -2.46 6.67 
% Black .01656 1.0167 64.14*** .02581 1.0261 100.4*** 38.41 
Δ(% Black) -.00012 0.9999 -0.24 .00164 1.0016 3.33 20.28 
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% Male 15-29 .02389 1.0242 13.68*** .01253 1.0126 7.14 5.66 
Δ(% Male 15-29) .00995 1.0100 9.41** .00858 1.0086 8.11 9.41 
% Husband/Wife HH -.01480 0.9853 -22.3*** -.01597 0.9842 -24.08** 15.20 
Δ(% Husband/Wife 
HH) 
-.00137 0.9986 -2.33 .00594 1.0060 10.15 17.04 
Average HH Size .10031 1.1055 6.23 .12673 1.1351 7.97 0.59 
Δ(Average HH Size) -.09355 0.9107 -5.72 -.48112 0.6181 -24.4*** 0.64 
% Rented HH .00354 1.0035 9.82* .00382 1.0038 10.60 27.70 
Δ(% Rented HH) -.00165 0.9984 -3.79 .00094 1.0009 2.16 22.96 
% Vacant Units .00635 1.0064 10.15** .01904 1.0192 30.64*** 15.94 
Δ(% Vacant Units) -.00001 1.0000 -0.02 .00767 1.0077 16.78*** 21.80 
Population .00821 1.0082 24.30*** .01681 1.0170 49.97*** 29.48 
Δ(Population) -.00228 0.9977 -6.39 -.00224 0.9978 -6.27 28.04 
Block-Group Pov. Est. .00228 1.0023 3.85 -.00233 0.9977 -3.93 16.88 
Single-Fam Unit .36422 1.4394 43.94*** .39398 1.4829 48.29** - 
Multi-Fam Unit 1.14967 3.1572 215.7*** 1.29670 3.6572 265.7*** - 
Manufacturing -.09204 0.9121 -8.79 -.55166 0.5760 -42.40 - 
Industrial -.84030 0.4316 -56.8*** -1.18920 0.3045 -69.6*** - 
TCU -.48120 0.6180 -38.20** -1.13279 0.3221 -67.8*** - 
Gas Station .47998 1.6160 61.60* .52266 1.6865 68.65 - 
Food .40189 1.4946 49.46** .92461 2.5209 152.1*** - 
Bar .98919 2.6891 168.9*** .95734 2.6048 160.5*** - 
Liquor Store .63344 1.8841 88.41** 1.06781 2.9090 190.9*** - 
Car Repair Shop .15883 1.1721 17.21 .78703 2.1969 119.69** - 
Gov. 
Service/Police/Fire 
-.52256 0.5930 -40.7*** -.27224 0.7617 -23.83 - 
Education/School .33688 1.4006 40.06* .03295 1.0335 3.35 - 
Place of Worship .21402 1.2386 23.86 .28826 1.3341 33.41 - 
Civic/Social Institution .44007 1.5528 55.28 .59832 1.8191 81.91 - 
Moderate Trade .44152 1.5551 55.51*** .50669 1.6598 65.98*** - 
Heavy Trade .43189 1.5402 54.02 .28347 1.3277 32.77 - 
Segment Length  .01221 1.0123 114.4*** .01679 1.0169 157.7*** 93.15 
Neighborhood 
Boundary 
.93746 2.5535 155.4*** 1.17192 3.2282 222.8*** - 
Spatial Lag .01586 1.0160 82.65*** .01900 1.0192 99.17*** 51.70 
Constant -5.88108   -8.88800    
 
*p < 10  **p < .05 ***p < .01 
^Likelihood percentages for the level and change variables (shaded dark gray) are based on one-standard 
deviation increases in the variables; likelihood percentages for the dichotomous indicators (shaded light 
gray) are based on one-unit increases (or, equivalently, the difference between 0 and 1). 
#The standard deviations listed in this column are not standard errors for the model.  They are standard 
deviations for the actual variables themselves, across the 12,126 observations in St. Louis City.  These 
values act as the multipliers to obtain the one-SD likelihood percentage changes in the “Lik. %” columns. 
(Table 17 Cont.) 
 
 High-Decreasing (Group 7) Highest-Decreasing (Group 8)  
Variable Coef RRR Lik. %^ Coef RRR Lik. %^ SD# 
Median Age -.00737 0.9927 -6.59 -.00390 0.9961 -3.49 8.97 
Δ(Median Age) -.00517 0.9948 -5.86 -.03411 0.9665 -38.10** 11.36 
% Hispanic .08205 1.0855 34.29*** -.04013 0.9607 -15.77 4.01 
Δ(% Hispanic) -.00477 0.9952 -3.17 .05737 1.0590 39.38 6.67 
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% Black .02854 1.0290 111.2*** .03302 1.0336 129.0*** 38.41 
Δ(% Black) .00766 1.0077 15.59* .00720 1.0072 14.65 20.28 
% Male 15-29 .00970 1.0097 5.52 .05906 1.0608 34.43*** 5.66 
Δ(% Male 15-29) .01483 1.0149 14.06 .01306 1.0131 12.37 9.41 
% Husband/Wife HH -.05096 0.9503 -75.5*** -.03352 0.9670 -50.11* 15.20 
Δ(% Husband/Wife 
HH) 
-.00233 0.9977 -3.97 .02796 1.0284 48.32*** 17.04 
Average HH Size .31138 1.3653 21.55 .36532 1.4410 26.02 0.59 
Δ(Average HH Size) -.19731 0.8209 -11.46 -.37749 0.6856 -20.12 0.64 
% Rented HH -.00174 0.9983 -4.82 .01956 1.0198 54.71** 27.70 
Δ(% Rented HH) .00615 1.0062 14.16 -.00051 0.9995 -1.17 22.96 
% Vacant Units .00894 1.0090 14.31 .00667 1.0067 10.67 15.94 
Δ(% Vacant Units) .01292 1.0130 28.35*** .01126 1.0113 24.69* 21.80 
Population .02159 1.0218 64.34*** .01984 1.0200 59.07*** 29.48 
Δ(Population) -.00127 0.9987 -3.56 -.00439 0.9956 -12.28 28.04 
Block-Group Pov. Est. .00143 1.0014 2.42 .00238 1.0024 4.02 16.88 
Single-Fam Unit .31952 1.3765 37.65 .11623 1.1233 12.33 - 
Multi-Fam Unit 1.64908 5.2022 420.2*** 1.09192 2.9800 198.0*** - 
Manufacturing -1.08966 0.3363 -66.37** -1.39154 0.2487 -75.13* - 
Industrial -1.06692 0.3441 -65.6*** -1.83456 0.1597 -84.0*** - 
TCU -.91645 0.3999 -60.01** -1.35338 0.2584 -74.16* - 
Gas Station 1.98339 7.2673 626.7*** 1.89769 6.6705 567.1*** - 
Food 1.30973 3.7052 270.5*** 1.07501 2.9300 193.00** - 
Bar 1.45213 4.2722 327.2*** 1.15638 3.1784 217.84** - 
Liquor Store 1.05541 2.8732 187.3*** .99198 2.6966 169.66 - 
Car Repair Shop .31574 1.3713 37.13 1.01519 2.7599 175.99* - 
Gov. 
Service/Police/Fire 
-1.22259 0.2945 -70.6*** -.16725 0.8460 -15.40 - 
Education/School .46748 1.5960 59.60 -.45667 0.6334 -36.66 - 
Place of Worship -.08538 0.9182 -8.18 .20475 1.2272 22.72 - 
Civic/Social Institution 1.16864 3.2176 221.8** .02538 1.0257 2.57 - 
Moderate Trade .76789 2.1552 115.5*** 1.02709 2.7929 179.3*** - 
Heavy Trade .59870 1.8198 81.98 1.19430 3.3012 230.12* - 
Segment Length  .01911 1.0193 179.7*** .01968 1.0199 185.1*** 93.15 
Neighborhood 
Boundary 
1.29509 3.6513 265.1*** 1.70701 5.5125 451.3*** - 
Spatial Lag .02414 1.0244 126.3*** .02184 1.0221 114.2*** 51.70 
Constant -10.6824   -14.6164    
 
*p < 10  **p < .05 ***p < .01 
^Likelihood percentages for the level and change variables (shaded dark gray) are based on one-standard 
deviation increases in the variables; likelihood percentages for the dichotomous indicators (shaded light 
gray) are based on one-unit increases (or, equivalently, the difference between 0 and 1). 
#The standard deviations listed in this column are not standard errors for the model.  They are standard 
deviations for the actual variables themselves, across the 12,126 observations in St. Louis City.  These 
values act as the multipliers to obtain the one-SD likelihood percentage changes in the “Lik. %” columns. 
Table 18: Likelihood Percentages for Four Decreasing Groups (Imputed Model)^ 
 
Variable 
Group 5 
(Low) 
Group 6 
(Moderate) 
Group 7 
(High) 
Group 8 
(Highest) 
SD# 
Median Age -5.68 -17.77* -6.59 -3.49 8.97 
Δ(Median Age) 1.24 -8.70 -5.86 -38.10** 11.36 
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% Hispanic 24.11*** 27.35*** 34.29*** -15.77 4.01 
Δ(% Hispanic) -2.10 -2.46 -3.17 39.38 6.67 
% Black 64.14*** 100.4*** 111.2*** 129.0*** 38.41 
Δ(% Black) -0.24 3.33 15.59* 14.65 20.28 
% Male 15-29 13.68*** 7.14 5.52 34.43*** 5.66 
Δ(% Male 15-29) 9.41** 8.11 14.06 12.37 9.41 
% Husband/Wife HH -22.3*** -24.08** -75.5*** -50.11* 15.20 
Δ(% Husband/Wife HH) -2.33 10.15 -3.97 48.32*** 17.04 
Average HH Size 6.23 7.97 21.55 26.02 0.59 
Δ(Average HH Size) -5.72 -24.4*** -11.46 -20.12 0.64 
% Rented HH 9.82* 10.60 -4.82 54.71** 27.70 
Δ(% Rented HH) -3.79 2.16 14.16 -1.17 22.96 
% Vacant Units 10.15** 30.64*** 14.31 10.67 15.94 
Δ(% Vacant Units) -0.02 16.78*** 28.35*** 24.69* 21.80 
Population 24.30*** 49.97*** 64.34*** 59.07*** 29.48 
Δ(Population) -6.39 -6.27 -3.56 -12.28 28.04 
Block-Group Pov. Est. 3.85 -3.93 2.42 4.02 16.88 
Single-Fam Unit 43.94*** 48.29** 37.65 12.33 - 
Multi-Fam Unit 215.7*** 265.7*** 420.2*** 198.0*** - 
Manufacturing -8.79 -42.40 -66.37** -75.13* - 
Industrial -56.8*** -69.6*** -65.6*** -84.0*** - 
TCU -38.20** -67.8*** -60.01** -74.16* - 
Gas Station 61.60* 68.65 626.7*** 567.1*** - 
Food 49.46** 152.1*** 270.5*** 193.00** - 
Bar 168.9*** 160.5*** 327.2*** 217.84** - 
Liquor Store 88.41** 190.9*** 187.3*** 169.66 - 
Car Repair Shop 17.21 119.69** 37.13 175.99* - 
Gov. Service/Police/Fire -40.7*** -23.83 -70.6*** -15.40 - 
Education/School 40.06* 3.35 59.60 -36.66 - 
Place of Worship 23.86 33.41 -8.18 22.72 - 
Civic/Social Institution 55.28 81.91 221.8** 2.57 - 
Moderate Trade 55.51*** 65.98*** 115.5*** 179.3*** - 
Heavy Trade 54.02 32.77 81.98 230.12* - 
Segment Length  114.4*** 157.7*** 179.7*** 185.1*** 93.15 
Neighborhood Boundary 155.4*** 222.8*** 265.1*** 451.3*** - 
Spatial Lag 82.65*** 99.17*** 126.3*** 114.2*** 51.70 
 
*p < 10  **p < .05 ***p < .01 
^Likelihood percentages for the level and change variables (shaded dark gray) are based on one-
standard deviation increases in the variables; likelihood percentages for the dichotomous indicators 
(shaded light gray) are based on one-unit increases (or, equivalently, the difference between 0 and 1). 
#The standard deviations listed in this column are not standard errors for the model.  They are standard 
deviations for the actual variables themselves, across the 12,126 observations in St. Louis City.  These 
values act as the multipliers to obtain the one-SD likelihood percentage changes for the level and 
change variables. 
Table 19: Effects, RRRs, and Likelihood % for the Stable Group (Imputed Model) 
 
 Stable Trajectory (Group 3)  
Variable Coef RRR Lik. %^ SD# 
Median Age .00193 1.0019 1.73 8.97 
Δ(Median Age) .00153 1.0015 1.74 11.36 
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% Hispanic .04053 1.0414 16.59*** 4.01 
Δ(% Hispanic) -.00406 0.9959 -2.70 6.67 
% Black .00772 1.0077 29.77*** 38.41 
Δ(% Black) .00089 1.0009 1.81 20.28 
% Male 15-29 .01642 1.0166 9.37*** 5.66 
Δ(% Male 15-29) .00508 1.0051 4.79* 9.41 
% Husband/Wife HH -.00722 0.9928 -10.93*** 15.20 
Δ(% Husband/Wife HH) -.00293 0.9971 -4.99* 17.04 
Average HH Size -.00316 0.9968 -0.19 0.59 
Δ(Average HH Size) -.08798 0.9158 -5.39** 0.64 
% Rented HH .00263 1.0026 7.29* 27.70 
Δ(% Rented HH) -.00156 0.9984 -3.58 22.96 
% Vacant Units -.00157 0.9984 -2.50 15.94 
Δ(% Vacant Units) .00012 1.0001 0.26 21.80 
Population .00416 1.0042 12.29*** 29.48 
Δ(Population) -.00052 0.9995 -1.46 28.04 
Block-Group Poverty Est. .00325 1.0033 5.49* 16.88 
Single-Fam Unit .21698 1.2423 24.23*** - 
Multi-Fam Unit .63733 1.8914 89.14*** - 
Manufacturing -.05605 0.9455 -5.45 - 
Industrial -.48506 0.6157 -38.43*** - 
TCU -.23825 0.7880 -21.20* - 
Gas Station .21233 1.2366 23.66 - 
Food .16057 1.1742 17.42 - 
Bar .60570 1.8325 83.25*** - 
Liquor Store .26743 1.3066 30.66 - 
Car Repair Shop .52914 1.6975 69.75*** - 
Gov. Service/Police/Fire -.10419 0.9011 -9.89 - 
Education/School -.01062 0.9894 -1.06 - 
Place of Worship .25864 1.2952 29.52** - 
Civic/Social Institution .91166 2.4884 148.84*** - 
Moderate Trade .22056 1.2468 24.68*** - 
Heavy Trade .48466 1.6236 62.36** - 
Segment Length  .00777 1.0078 72.66*** 93.15 
Neighborhood Boundary .53837 1.7132 71.32*** - 
Spatial Lag .01062 1.0107 55.20*** 51.70 
Constant -2.93086    
 
*p < 10  **p < .05 ***p < .01 
^Likelihood percentages for the level and change variables (shaded dark gray) are based on one-standard 
deviation increases in the variables; likelihood percentages for the dichotomous indicators (shaded light 
gray) are based on one-unit increases (or, equivalently, the difference between 0 and 1). 
#The standard deviations listed in this column are not standard errors for the model.  They are standard 
deviations for the actual variables themselves, across the 12,126 observations in St. Louis City.  These 
values act as the multipliers to obtain the one-SD likelihood percentage changes in the “Lik. %” columns. 
Table 20: VIF scores for Predictors in the Multivariate Logistic Regression Model 
 
Variable  VIF Variable  VIF Variable  VIF 
Average HH Size 2.69 % Vacant Units 1.43 Manufacturing 1.09 
% Rented HH  2.61 % Male 15-29  1.38 Gov. Serv/Pol/Fire 1.06 
% Black  2.44 Δ(% Male 15-29) 1.38 Food   1.06 
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% Husband/Wife HH 2.42 Δ(Population)  1.32 Δ(% Vacant Units) 1.06 
Median Age  2.10 Δ(% Husb/Wife HH) 1.29 Place of Worship 1.04 
Single-Fam Unit 1.81 Multi-Fam Unit 1.25 Nbhd. Boundary 1.04 
Δ(Median Age) 1.72 Δ(% Rented HH) 1.25 Education/School 1.04 
Block-Group Pov. Est 1.70 Moderate Trade 1.24 Bar   1.03 
% Hispanic  1.53 Industrial  1.23 Car Repair Shop 1.02 
Population  1.51 Segment Length 1.23 Civic/Social Instit. 1.02 
Δ(Average HH Size) 1.46 TCU   1.16 Liquor Store  1.01 
Spatial Lag  1.46 Heavy Trade  1.12 Gas Station  1.01 
Δ(% Hispanic) 1.44 Δ(% Black)  1.12 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 21: Summary of Correlation Matrix 
 
   Number of pairwise correlations with r in given range 
 
Variable  |r| < .1  .1 < |r| < .3 .3 < |r| < .5 |r| > .5  Total 
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Median Age  25  10  2    37 
Δ(Median Age) 31  3  2    36 
% Hispanic  31  3  1    35 
Δ(% Hispanic) 32  2      34 
% Black  25  3  4  1  33 
Δ(% Black)  31  1      32 
% Male 15-29  28  3      31 
Δ(% Male 15-29) 30        30 
% Hus./Wife HH 19  6  3  1  29 
Δ(% Hus./Wife HH) 26  1  1    28 
Average HH Size 24  2  1    27 
Δ(Average HH Size) 26        26 
% Rented HH  19  3  3    25 
Δ(% Rented HH) 24        24 
% Vacant Units 18  3  2    23 
Δ(% Vacant Units) 22        22 
Population  11  9  1    21 
Δ(Population)  18  2      20 
B-G Poverty Est. 15  3  1    19 
Single-Family Unit 9  9      18 
Multi-Family Unit 16  1      17 
Manufacturing 12  4      16 
Industrial  9  6      15 
TCU   11  3      14 
Gas Station  13        13 
Food   11  1      12 
Bar   11        11 
Liquor Store  10        10 
Car Repair Shop 9        9 
Gov. Serv./Pol./Fire 8        8 
Education/School 7        7 
Place of Worship 6        6 
Civic/Social Instit. 5        5 
Moderate Trade 2  2      4 
Heavy Trade  2  1      3 
Segment Length 1  1      2 
Nbhd. Boundary 1        1 
Spatial Lag          0 
 
Total   598  82  21  2  703 
Table 22: Percentages of Segments in 8 Groups for 78 St. Louis Neighborhoods* 
 
Name Pop** Segs G1 G2 G3 G4 G5 G6 G7 G8 IQV 
Academy 2489 53 0.0 11.3 32.1 7.5 15.1 17.0 13.2 3.8 .924 
Baden 10878 249 12.4 27.7 27.3 8.8 14.5 4.4 4.0 0.8 .915 
Benton Park 3817 139 3.6 33.1 39.6 1.4 19.4 2.9 0.0 0.0 .793 
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Benton Park W 3667 109 5.5 14.7 14.7 14.7 27.5 12.8 9.2 0.9 .950 
Bevo Mill 13916 317 8.5 50.2 29.7 3.5 7.3 0.3 0.6 0.0 .739 
Botanical Heights 1156 39 7.7 23.1 30.8 5.1 12.8 12.8 5.1 2.6 .923 
Boulevard Hgts. 19812 327 0.6 83.5 13.8 0.3 1.8 0.0 0.0 0.0 .324 
Carondelet 10022 367 8.4 40.9 40.6 1.9 7.1 0.3 0.8 0.0 .749 
Carr Square 3280 86 14.0 34.9 26.7 14.0 5.8 0.0 3.5 1.2 .872 
Central West End 13605 232 8.2 25.9 37.9 5.2 16.8 3.9 1.3 0.9 .857 
Cheltenham 585 51 3.9 80.4 11.8 0.0 3.9 0.0 0.0 0.0 .385 
Clayton-Tamm 2192 91 0.0 83.5 16.5 0.0 0.0 0.0 0.0 0.0 .315 
Clifton Heights 4675 110 1.8 71.8 24.5 0.0 1.8 0.0 0.0 0.0 .484 
College Hill 2394 103 9.7 27.2 23.3 10.7 16.5 6.8 3.9 1.9 .934 
Columbus Square 2855 64 12.5 34.4 23.4 3.1 17.2 3.1 3.1 3.1 .889 
Compton Heights 1582 39 7.7 53.8 33.3 0.0 2.6 2.6 0.0 0.0 .676 
Cov. Blu-Gr. Ctr 3456 122 5.7 34.4 36.1 4.1 9.0 5.7 3.3 1.6 .838 
DeBaliviere Place 3113 26 3.8 26.9 30.8 15.4 15.4 0.0 7.7 0.0 .889 
Downtown 2612 252 7.1 34.1 33.7 7.1 11.9 2.4 1.6 2.0 .850 
Downtown W 2986 282 9.6 39.0 35.5 3.9 6.4 2.5 2.1 1.1 .807 
Dutchtown 15584 361 10.8 18.6 29.6 14.4 17.5 5.5 3.6 0.0 .926 
Ellendale 1900 107 2.8 79.4 15.9 0.0 1.9 0.0 0.0 0.0 .392 
Fairground 1804 86 8.1 16.3 29.1 7.0 20.9 9.3 9.3 0.0 .933 
Forest Park SE 3031 111 6.3 30.6 22.5 9.9 23.4 5.4 1.8 0.0 .895 
Fountain Park 1312 39 7.7 12.8 25.6 10.3 25.6 10.3 5.1 2.6 .939 
Fox Park 2549 76 5.3 23.7 36.8 2.6 25.0 5.3 1.3 0.0 .845 
Franz Park 3202 89 0.0 73.0 25.8 0.0 1.1 0.0 0.0 0.0 .457 
Gate District, The 3559 172 2.9 55.8 30.8 1.2 7.0 1.7 0.6 0.0 .671 
Gravois Park 4166 90 7.8 1.1 5.6 15.6 33.3 20.0 13.3 3.3 .910 
Greater Ville 6371 185 12.4 18.4 22.2 15.7 16.2 8.6 5.9 0.5 .960 
Hamilton Heights 3174 123 10.6 21.1 29.3 10.6 18.7 5.7 4.1 0.0 .923 
Hi-Pointe 2462 70 2.9 71.4 24.3 0.0 1.4 0.0 0.0 0.0 .491 
Hill, The 2392 126 0.8 71.4 25.4 1.6 0.0 0.8 0.0 0.0 .486 
Holly Hills 2893 82 2.4 70.7 20.7 1.2 4.9 0.0 0.0 0.0 .518 
Hyde Park 3167 220 6.4 36.8 34.5 4.5 14.5 2.7 0.5 0.0 .820 
Jeff Vanderlou 5476 354 6.8 33.3 33.3 6.8 11.0 4.2 3.7 0.8 .861 
Kings Oak 198 14 0.0 85.7 14.3 0.0 0.0 0.0 0.0 0.0 .280 
Kingsway E 4268 84 21.4 11.9 25.0 16.7 8.3 0.0 9.5 7.1 .947 
Kingsway W 2416 55 3.6 32.7 21.8 7.3 9.1 5.5 18.2 1.8 .907 
LaSalle Park 2347 80 6.3 63.8 21.3 1.3 6.3 1.3 0.0 0.0 .618 
Lafayette Square 1878 71 0.0 50.7 42.3 2.8 4.2 0.0 0.0 0.0 .642 
 
 
 
 
 
 
(Table 22 Cont.) 
 
Name Pop** Segs G1 G2 G3 G4 G5 G6 G7 G8 IQV 
Lewis Place 1508 45 6.7 13.3 24.4 17.8 20.0 6.7 11.1 0.0 .948 
Lindenwood Park 8901 278 2.2 79.5 18.0 0.0 0.4 0.0 0.0 0.0 .383 
Marine Villa 2530 111 9.0 37.8 25.2 6.3 17.1 3.6 0.9 0.0 .858 
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Mark Twain 4071 104 11.5 21.2 19.2 21.2 3.8 14.4 7.7 1.0 .951 
Mark Twain Ind. 1348 70 14.3 37.1 27.1 7.1 7.1 2.9 1.4 2.9 .864 
McKinley Hgts. 1535 53 7.5 22.6 39.6 3.8 17.0 7.5 1.9 0.0 .857 
Midtown 3253 135 5.9 56.3 23.0 2.2 7.4 2.2 2.2 0.7 .708 
Mount Pleasant 4704 110 7.3 30.0 34.5 7.3 14.5 4.5 1.8 0.0 .865 
Nr. N Riverfront 1552 337 1.8 73.9 18.7 1.2 3.6 0.6 0.3 0.0 .477 
North Hampton 7475 172 1.2 70.9 22.7 0.6 3.5 0.0 1.2 0.0 .507 
North Pointe 4283 144 12.5 36.8 29.9 5.6 14.6 0.0 0.7 0.0 .840 
North Riverfront 461 69 0.0 68.1 23.2 0.0 5.8 2.9 0.0 0.0 .546 
O’Fallon 5640 139 9.4 19.4 25.9 15.8 13.7 5.0 9.4 1.4 .950 
Old N. St. Louis 1624 160 6.3 51.3 26.9 4.4 10.6 0.6 0.0 0.0 .741 
Patch  2730 218 7.3 47.7 33.9 2.3 6.9 0.9 0.9 0.0 .739 
Pea. Darst Webbe 4666 72 12.5 48.6 22.2 4.2 5.6 2.8 4.2 0.0 .790 
Penrose 7610 190 15.3 18.4 28.4 12.1 19.5 2.1 4.2 0.0 .923 
Princeton Heights 6910 165 2.4 72.7 23.0 0.0 1.8 0.0 0.0 0.0 .477 
Riverview 337 38 2.6 78.9 10.5 2.6 2.6 0.0 2.6 0.0 .415 
Shaw 6031 107 6.5 29.0 29.9 3.7 26.2 4.7 0.0 0.0 .857 
Sk.-DeBaliviere 3708 88 4.5 38.6 34.1 5.7 14.8 1.1 1.1 0.0 .808 
Soulard 3006 200 6.5 49.5 36.5 0.0 7.0 0.5 0.0 0.0 .700 
Southampton 5423 113 5.3 69.0 22.1 0.0 3.5 0.0 0.0 0.0 .538 
SW Garden 6609 147 2.7 57.8 35.4 1.4 2.0 0.7 0.0 0.0 .616 
St. Louis Hills 7477 223 0.9 91.5 7.6 0.0 0.0 0.0 0.0 0.0 .180 
St. Louis Place 2839 216 5.6 52.3 29.6 3.2 8.3 0.5 0.5 0.0 .717 
Tiffany 1036 30 6.7 30.0 36.7 0.0 10.0 13.3 3.3 0.0 .848 
Tower Grove E 5489 137 9.5 14.6 35.0 12.4 21.9 4.4 1.5 0.7 .893 
Tower Grove S 11705 271 8.9 32.8 32.5 3.0 17.3 3.7 1.5 0.4 .853 
Vandeventer 1348 62 8.1 29.0 27.4 11.3 12.9 8.1 1.6 1.6 .912 
Ville, The 2452 87 10.3 23.0 29.9 4.6 19.5 8.0 4.6 0.0 .912 
Visitation Park 583 11 9.1 36.4 36.4 0.0 0.0 9.1 0.0 9.1 .812 
Walnut Park E 4196 126 7.9 20.6 22.2 15.9 15.9 11.1 6.3 0.0 .954 
Walnut Park W 3515 91 5.5 17.6 28.6 22.0 9.9 5.5 7.7 3.3 .933 
Wls-Goodfellow 7724 202 6.9 24.8 26.7 13.4 9.9 8.9 7.4 2.0 .938 
West End 7994 158 10.8 24.7 26.6 12.7 12.7 7.6 3.2 1.9 .934 
Wydown-Skinker 558 20 0.0 90.0 10.0 0.0 0.0 0.0 0.0 0.0 .206 
Averages*** 4309 135 6.5 42.6 26.7 5.9 10.6 3.9 2.9 0.8 .743 
 
*Kosciusko neighborhood eliminated due to lack of residents/unreliable demographic data 
**Population counts are sums of all population estimates at interior (non-boundary) segments. 
***Averages presented are unweighted neighborhood-level averages (n = 78). 
 
 
 
 
 
 
Table 23: Ordered Logistic Regression Results (DV: Nbhd. Trajectory Variation) 
 
Variable   Coef.  SE  Odds Ratio 
Median Age (Mean)    1.404  0.648  4.072** 
Median Age (SD)   -1.605  0.792  0.201** 
% Hispanic (Mean)    1.387  1.119  4.005 
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% Hispanic (SD)   -1.631  1.256  0.196 
% Black (Mean)    0.203  0.098  1.225** 
% Black (SD)     0.108  0.170  1.114 
% Male 15-29 (Mean)    1.141  0.910  3.130 
% Male 15-29 (SD)    0.306  0.817  1.357 
% Husb/Wife HH (Mean)   0.625  0.376  1.868* 
% Husb/Wife HH (SD)  -1.181  0.575  0.307** 
Avg. HH Size (Mean)  21.032  9.965  1.36 x 109** 
Avg. HH Size (SD)   -2.387  7.373  0.092 
% Rented HH (Mean)    0.579  0.232  1.784** 
% Rented HH (SD)   -0.091  0.200  0.913 
% Vacant Units (Mean)   0.430  0.271  1.538 
% Vacant Units (SD)    0.927  0.550  2.527* 
Population (Mean)    0.468  0.164  1.598*** 
Population (SD)   -0.376  0.178  0.686** 
Segment Length (Mean)  -0.039  0.065  0.962 
Segment Length (SD)    0.044  0.037  1.045 
Number of Segments    0.020  0.010  1.020* 
 
McFadden’s R2 = 0.8322  BIC = 128.72 *p < .10  **p < .05 ***p < .01 
Note: 5 observations completely determined; standard errors considered questionable. 
Likelihood-ratio test of proportional odds assumption: p = 0.1261 (assumption not violated) 
 
 
Table 24: Comparing Direction and Significance of Effects for Competing Models 
 
Variable O-Logit OLS Variable O-Logit OLS 
Median Age (Mean) +** +*** Median Age (SD) -** - 
% Hispanic (Mean) + + % Hispanic (SD) - - 
% Black (Mean) +** +*** % Black (SD) + +** 
% Male 15-29 (Mean) + + % Male 15-29 (SD) + - 
% Hus/Wife HH 
(Mean) 
+* + % Hus/Wife HH (SD) -** -*** 
Avg. HH Size (Mean) +** + Avg. HH Size (SD) - + 
% Rented HH (Mean) +** +*** % Rented HH (SD) - - 
% Vacant Units (Mean) + +** % Vacant Units (SD) +* + 
Population (Mean) +*** +*** Population (SD) -** -** 
Segment Length 
(Mean) 
- - Segment Length (SD) + - 
Number of Segments +* +    
 
*p < .10 **p < .05  ***p < .01 
 
Table 25: Number of High-Chronic Neighbors for 381 High-Chronic Segments 
 
High-Chronic Neighbors Frequency  Percentage 
0   73   19.16   Mean: 2.415 
1   72   18.90   SD: 1.948 
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2   64   16.80   
3   69   18.11 
4   51   13.39 
5   25     6.56 
6   11     2.89 
7   12     3.15 
8     2     0.52 
9     2     0.52 
 
Total   381   100.00 
 
 
Table 26: Negative Binomial Regression Results (DV: High-Chronic Nbs.) (n = 344) 
 
Variable  Coef.  SE  Min Pred. Max Pred. Diff. 
Median Age  -.0012  .0082  2.339  2.521  -0.182 
% Hispanic   .0210  .0130  2.367  4.651   2.284 
% Black   .0056** .0027  1.550  2.704   1.154 
% Male 15-29  -.0089  .0096  1.518  2.711  -1.193 
% Husband/Wife HH  .0008  .0075  2.434  2.632^   0.198^ 
Average HH Size   .1172  .1561  2.079  2.913   0.834 
% Rented HH   .0039  .0031  1.931  2.853   0.922 
% Vacant Units   .0093** .0040  1.927  3.728   1.801 
Population  -.0016  .0014  1.841  2.688  -0.847 
Single-Family Unit -.0489  .1299  2.373  2.492  -0.119 
Multi-Family Unit  .0825  .1090  2.407  2.614   0.207 
Manufacturing   .4551  .2976  2.446  3.855   1.409 
Industrial  -.0635  .2854  2.318  2.470  -0.152 
TCU  -1.425** .5640  0.602  2.503  -1.901 
Gas Station   .0786  .1801  2.454  2.655   0.201 
Food  -.0156  .1680  2.431  2.469  -0.038 
Bar  -.0929  .2370  2.254  2.474  -0.220 
Liquor Store  -.6957*** .2648  1.259  2.524  -1.265 
Car Repair Shop   .0527  .2595  2.461  2.595   0.134 
Gov. Serv./Police/Fire -.4572  .3247  1.575  2.487  -0.912 
Education   .1915  .1802  2.438  2.952   0.514 
Place of Worship   .0956  .1561  2.447  2.692   0.245 
Civic/Social Institution  .2796  .2599  2.448  3.238   0.790 
Moderate Trade   .0041  .0886  2.460  2.470   0.010 
Heavy Trade  -.2582  .2599  1.924  2.491  -0.567 
Segment Length   .0002  .0004  2.385  3.871^   1.486^ 
Neighborhood Bound.   .2198*  .1239  2.378  2.962   0.584 
Constant  -.2612  .7491 
McFadden’s R2 = 0.0399 BIC = 1482 *p < .10 **p < .05 ***p < .01 
Likelihood Ratio test of α = 0: χ2(1) = 14.98, p = 0 ^Based on a margins Z-test with p > .10 
Table 27: Logistic Regression Results (DV: 0 vs 1+ High-Chronic Nbs.) (n = 344) 
 
Variable   Coef.  SE  Odds Ratio 
Median Age   -.0114  .0261  0.989 
% Hispanic    .0303  .0440  1.031 
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% Black    .0264*** .0084  1.027 
% Male 15-29   -.0257  .0265  0.975 
% Husband/Wife HH  -.0103  .0227  0.990 
Average HH Size   .0352  .5423  1.036 
% Rented HH    .0015  .0108  1.002 
% Vacant Units    .0056  .0151  1.006 
Population   -.0007  .0046  0.999 
Single-Family Unit  -.0988  .4651  0.906 
Multi-Family Unit   .5391^ .4539  1.714 
Manufacturing   -1.011^ .9232  0.364 
Industrial   -.2916  .9606  0.747 
TCU    .1800  .9942  1.197 
Gas Station    .0604  .6431  1.062 
Food    .1626  .6357  1.177 
Bar    .3574  .8454  1.430 
Liquor Store   -1.209* .6972  0.299 
Car Repair Shop   .1579  1.042  1.171 
Gov. Services/Police/Fire -1.576** .7831  0.207 
Education    .8665  .8828  2.379 
Place of Worship   .4397  .6731  1.552 
Civic/Social Institution  .2757  .9282  1.317 
Moderate Trade   -.2111  .3497  0.810 
Heavy Trade   -.3711  .9416  0.690 
Segment Length  -.0003  .0009  1.000 
Neighborhood Boundary   .3149  .4599  1.370 
Constant    .0764  2.398  1.079 
McFadden’s R2 = 0.1504         BIC = 441.83 
^p < .30           *p < .10           **p < .05          ***p < .01 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Two Hypothetical Areas with Streets Organized in Different Ways 
 
   Area 1      Area 2 
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Figure 2: Geographical Illustration of Census Data Weighting Process 
 
 
 
 
 
 
Segment Estimate:  Segment Estimate:  Segment Estimate: 
Missing   X    Weighted Avg. of X and Y 
 
*Some segments may have more than 2 bordering blocks; if this is the case, then the 
segment’s estimate is the weighted average of all the non-missing Census block values. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Year-to-Year Violent Crime Trend in St. Louis, 2000-2013 
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*The yearly violent crime counts displayed in this graph and subsequent tables and cited 
in the main text do not include crimes deemed unsuitable by the inclusion criteria.  For 
the total number of crimes per year (retained and removed), see Table 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Distribution of Violent Crime in St. Louis, 2000-2013 
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
187 
 
 
 
 
 
 
 
Figure 5: Distribution of Violent Crime Change over Time in St. Louis, 2000-2013 
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Figure 6: Comparison of 3-Group, 4-Group, 5-Group, and 6-Group Full Models 
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3-Group Model     4-Group Model 
 
3-Group BIC: -137923.07    4-Group BIC: -135472.97 
 
 
5-Group Model     6-Group Model 
 
5-Group BIC: -134666.44    6-Group BIC: -134402.60 
 
 
 
*For ease of visibility, graphed BIC values are equivalent to (-1)BIC – 130000. 
 
Figure 7: Comparison of 7-Group, 8-Group, 9-Group, and 10-Group Full Models 
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7-Group Model     8-Group Model 
 
7-Group BIC: -134093.98    8-Group BIC: -133872.61 
 
 
9-Group Model     10-Group Model 
 
9-Group BIC: -133700.89    10-Group BIC: -133604.72 
 
 
 
*For ease of visibility, graphed BIC values are equivalent to (-1)BIC – 130000. 
 
Figure 8: Comparison of 11+ Group Cubic Models and Complete BIC Distribution 
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11-Group Model     12-Group Model 
 
11-Group BIC: -133484.47    12-Group BIC: -133384.70 
13-Group BIC: -133289.61    14-Group BIC: -133257.00 
15-Group BIC: -133186.87    16-Group BIC: -133138.02 
17-Group BIC: -133142.02    18-Group BIC: -133056.86 
(19-group model did not converge within 10 hours) 
 
 
 
*For ease of visibility, graphed BIC values are equivalent to (-1)BIC – 130000. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: Trajectories of the 8-Group Model 
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