Introduction
Computing denoised versions of noisy images have always been a desirable goal in the fields of computer vision and image processing. It is a useful pre-processing step that eases further analysis and processing of the considered image. Numerous filtering schemes have been proposed both in the image domain [1] and transformed domains [2] . Recently, anisotropic filtering schemes have especially drawn more attention by researchers in image processing communities, which enable us to reduce noise, at the same time, to keep important image structures neither delocalized nor blurred. Different approaches are proposed based on diffusion techniques [3, 5] , structure-adaptive anisotropic filters [6, 7] , and transform methods with anisotropic atoms [8, 11] . In this paper we focus on the anisotropic filtering methods in the image domain, which are inspired by a common idea: to penalize smoothing along the direction of maximum signal variation while it is favoured in the orthogonal one. By casting the problem in terms of a heat equation in anisotropic medium, P e r o n a and M a l i k [3] presented a nonlinear diffusion scheme. When small iteration steps are used, it can also be considered as a useful tool for image noise filtering [12] . However, the classical anisotropic diffusion model of Perona and Malik is actually referred to as a non-homogeneous isotropic diffusion model [13] , which only considers the gradient information of the image and limits the smoothing of an image near pixels with a large gradient magnitude. To address this problem, real anisotropic diffusion was proposed to allow the diffusion to be different along different directions defined by the local geometry of the image [4, 14] . Thus, diffusion across edges can be prevented while diffusion along edges is being allowed. Diffusion methods suffer from three major drawbacks: i) they slow down the filtering process in very noisy images, ii) they tend to distort sloping edges [6] , iii) the diffused results depend on the diffusion time which is hard to be determined [15] . Another kind of a structure-adaptive anisotropic filtering scheme has been proposed by Yang and co-workers [6] . Instead of using local gradients as means of controlling the anisotropism of filters, the anisotropic Gaussian filter is controlled by local intensity orientation and an anisotropic measure. But the parameter estimations in Yang's filtering scheme are non-optimal for images features, such as corners, junctions or edges.
In Yang's filtering scheme, there are two main operations during the anisotropic filtering process: constructing a proper Gaussian neighbourhood for signal estimation and estimating accurate orientation to align the anisotropic kernel along the local image structures. Either of them should be carefully done to obtain a high filtering quality. Yang and co-workers construct the filter kernel according to image local anisotropic features and their orientation estimation scheme is based on the fact that the power spectrum of an oriented pattern lies along a line through the origin in the Fourier domain, while the direction of the line is perpendicular to the dominant spatial orientation of the pattern. An improved version of Yang's filtering scheme has been proposed [7] . In the improved filtering scheme, the main axis of the filter kernel is constructed in an exponential manner and the structure orientation is estimated by using the method of D o n a h u e and R o k h l i n [16] , where a gradient-type operator is calculated in a small neighbourhood and then average taken over a larger window to obtain the oriented pattern direction.
Nowadays, the structure tensor is a very popular tool for image local structure analysis in computer vision and image processing [17, 18] . It can provide very useful information about the two main operations in the structure-adaptive anisotropic filtering methods [19] . However, the smoothing with a Gaussian kernel makes the classic Linear Structure Tensor (LST) suffer from the dislocation of edges and corners, leading to inaccurate estimation results near region boundaries. To address this problem, many techniques have been proposed to replace the Gaussian smoothing and generate some kinds of improved structure tensors [20, 24] . Among these, the NonLinear Structure Tensor (NLST) [24] based on an anisotropic nonlinear diffusion processes has shown its capability for presenting useful information of an image, such as homogeneous regions, edges, and corners. In this paper we propose to improve the structure-adaptive anisotropic filtering technique based on the NLST. Both with the local anisotropism measure and the more accurate structure orientation derived from NLST, a more robust-to-noise filter kernel is constructed and properly aligned along image local structures. The rest of the paper is organized as follows. In Section 2 the definition of the nonlinear structure tensor is presented and some of its properties are analyzed. The structureadaptive anisotropic filter in [4] is briefly reviewed in Section 3. The improved structure-adaptive anisotropic filtering method is proposed in Section 4. Experimental results and discussions are then given in Section 5 for both synthetic and natural images at various degrees of additive white Gaussian noise. Finally, the paper is concluded in Section 6. .
Symbol * stands for the convolution operator, ∇ is the gradient operator,
( )
G ρ x is a Gaussian kernel with a standard deviation ρ .
The LST represented by the image gradients integrates information from the local neighbourhood without cancellation effects. The Gaussian smoothing of the initial matrix not only reduces the noise level in the matrix field, but also introduces spatial coherence through the scale factor ρ . The integration of local orientation creates additional information, thus making it possible to distinguish areas where the structures are oriented uniformly, as in regions with edges, from areas where the structures have different orientations, like in a corner region [24] . Unfortunately, linear Gaussian smoothing applied in the LST blurs and dislocates structures because the local neighbourhood for the integration is fixed in both its size and its shape. Consequently, it cannot adapt to the data and the estimated orientation of a pixel located close to the boundary of two different regions is disturbed by ambiguous information. Recently, the NLST has been introduced [24] , which is one of the adaptive structure tensors adapting the computation to the image data. The NLST uses the nonlinear diffusion process instead of Gaussian smoothing to overcome the above problem.
Since Gaussian smoothing can be modelled by the heat diffusion equation, Equation (1) is equivalent to the linear matrix-valued diffusion with the initial matrix (2) ( )
The diffusion time t is related to the scale-space parameter ρ via 2 / 2 t ρ = and Δ stands for the Laplacian operator.
The NLST,
x , replaces the diffusion scheme (2) by the nonlinear diffusion process:
decreasing diffusivity function which correlates the amount of smoothing with the gradient of every component of the matrix data. Several diffusivity functions have been proposed in literature [4] and each of them is with different properties. In our case, we use the diffusivity function expressed as follows:
x ε is a small positive constant to avoid singularities. The function is a good compromise between smoothing and edge preserving. Besides, there are also not so many parameters to be determined. We note that all matrix components of structure tensor are coupled in (3), which makes the NLST robust against noise or other artifacts, and allows a more reliable estimation in noisy images.
Interpretation of the nonlinear structure tensor
By smoothing the no-full rank initial matrices ( ) 0 S x with the nonlinear diffusion process, the NLST becomes full rank. Thus, by using the eigenvalue decomposition, the structure tensor ( ) NLST S x can be expressed as follows: (5) ( ) ( ) The analysis of the eigenvalues and eigenvectors of ( )
NLST S x provides useful information about the complexity of local image structures in a neighbourhood [25] . The eigenvector 1 v represents the direction of the maximum signal variation while 2 v parallels to the direction of local oriented patterns. Furthermore, different cases in 2D can also be distinguished by analyzing the two eigenvalues:
There is no preferred orientation of signal variation, which represents a corner, a junction in 2D or due to noise; ii) 1 2 0 λ λ ≈ : There is only one main direction of signal variation, where there may be a linear structure or an edge. iii) 1 2 0 λ λ ≈ ≈ : There is neither a preferred orientation of the signal variation nor significant variation, which corresponds to homogeneous regions. The total gradient energy is given by the trace of the structure tensor:
and an anisotropic measure is constructed as follows:
The anisotropic measure indicates how much the local signal resembles a linear structure, and takes values between 0 and 1. Therefore, there may be a linear structure or an edge when ( ) 1
and an isotropic or more complex case when
. The NLST is a very useful tool for adaptive and anisotropic processing systems and algorithms. We will present a new algorithm to denoise images using the information provided by the NLST to drive an anisotropic filtering kernel in Section 4.
The structure-adaptive anisotropic filter
The structure-adaptive anisotropic filter, which has been firstly proposed by Y a n g and co-workers [6] , uses a local intensity orientation and an anisotropic measure of the level contours to control the shape and extent of the filter kernel. The filter kernel applied at each pixel 0 x is defined as follows:
The symbol ( )
represents a positive and rotationally symmetric cutoff function that satisfies the condition ( ) 1
, and r is the maximum support radius. Both n and ⊥ n are mutually normal unit vectors with n parallel to the local oriented pattern direction. The parameters of ( ) is usually maintained to keep the kernel elongated along the direction n.
The estimation of the oriented pattern direction ( ) θ x (the direction of vector n ) is done as follows:
where Ω is a local neighbourhood of the pixel ( )
The space parameters ( ) 
1 , g σ σ = − x x x β is a normalization factor that controls how faithfully the corners and junctions are preserved during the filtering process.
The anisotropic measure gives indication of how strong a pattern is oriented. It is defined as follows:
It can provide a feasible way of finding the corner and junction points within a given image. Yang and co-workers suggest using the measure of anisotropism and a gradient strength to estimate the corner strength in the following way:
The parameter estimation approach of Yang's filter is essentially based on the LST. However, they used a fixed square window rather than a smoothly decaying Gaussian neighbourhood for information integration. This can enhance noise, introduce some artifacts, and make the parameter estimation inaccurate. In this paper, Yang's filtering scheme is utilized on the basis of LST for comparison.
Improved structure-adaptive anisotropic filter
In this section we propose improvement of the structure-adaptive anisotropic filter by using the information provided by the NLST. The filter kernel applied at each pixel 0
x is defined as follows:
The symbols n and ⊥ n have the same meaning as in (8) . The parameters ( ) 0 a x and ( ) 0 b x represent the main axis and the orthogonal one of the anisotropic Gaussian kernel, respectively. A schematic drawing of the anisotropic Gaussian kernel is shown in Fig. 1 (a) . The structure-adaptive anisotropic Gaussian filter is directional and adjusts the shape of the kernel according to the image local anisotropic features. The main purpose of such a filter is to make the flat areas well smoothed while keeping the edges less blurred and dislocated and the edge junctions scarcely destroyed. So the filter kernel must be carefully constructed and the orientation of image structures must be accurately estimated. The nonlinear structure tensor is just a very useful tool for this purpose. It provides a convenient way of finding edges, corners or junctions within a given image. The anisotropism measure ( ) C x given in Section 2 can be a good indicator for edges. Furthermore, as learned from Yang's ideas, a measure of the corner strength can be calculated through the anisotropic measure ( ) C x and the gradient strength
The corner strength ( ) J x is directly calculated with the eigenvalues of the structure tensor.
The anisotropic Gaussian kernel changes with its form, size and direction depending on the image local anisotropic features ( Fig. 1 (b) ). The main axis ( ) ) while extending its size isotropically to the maximal one for very flat regions. Furthermore, the preservation of the corner structures should also be carefully dealt with while maximizing the filtering capability. So, the transition of ( ) a x from smooth regions to regions with corners should be taken good care of. To meet these requirements, the proposed adaptive filtering scheme is finally formalized as follows:
where the parameters r and β take the same meanings as in Yang's filtering scheme and β is usually chosen as a value between 50% and 200% of the maximum corner strength within the image.
The determination function of the main axis ( ) a x is first introduced by Weickert as the conductance function for his anisotropic diffusion model [4] . Therein, it is presented as follows: (10)) highlights the improvement of the proposed filtering scheme. Compared with Yang's filter, the main axis ( ) a x of the proposed anisotropic filter kernel takes larger values for low values of corner strength, and vice versa. Therefore, much more pixels are collected for estimation in smooth regions and only a few are used in regions with corners. So the proposed filter can produce smoother results in flat places and better preserve corners and junctions in images. In addition, the proposed kernel construction technique is with an extra parameter m , which allows the filtering characteristic adjusted for different noise levels and different image contents. Commonly, the parameter m takes its value between ( ] 1, 1.5 and takes larger values for very noisy conditions and small ones for slightly corrupted images.
Accurate estimation of oriented pattern direction is of great importance for efficient performance of directional filters, such as the structure-adaptive anisotropic filter. If the orientation of the kernel is not properly aligned for anisotropic filtering, the image produced could be worse than that of using a simple linear filtering technique. Fortunately, the structure tensor allows orientation estimation and especially the NLST, which is robust against noise, can give a more reliable estimation with few blurring or dislocation effects. We propose to use the NLST for the estimation of oriented pattern direction. The orientation ( ) θ x is given by the eigenvector 2 v , which corresponds to the minimum eigenvalue 2 λ of the structure tensor 
Experimental results and discussions
The performance of the proposed structure-adaptive anisotropic filter based on the NLST is compared with the same filtering scheme based on the LST, Yang's filter and the anisotropic diffusion filter. Experiments were conducted with several grey scale test images shown in Fig. 3 , including a synthetic image and three natural images -Cameraman, Bike and Circuit board, all of which are with the size 256×256. Zero mean Gaussian white noises with standard deviation σ =15, 25, 35 were added to generate noisy images at different noise levels. The same parameters r and β are chosen for the proposed filter and Yang's filter, where the maximum axis size r was chosen as 2.0 and the parameter β was set to be 75% of the maximum of corner measures within the image [6] . Besides, the exclusive parameter m for the proposed filter kernel construction scheme was set to be 1.15, which will be proven to produce visually good results for these test images. The scale factor ρ for the LST was selected as 3.0. And we adopted the Edge Enhancing Diffusion (EED) filter [4] as the anisotropic diffusion filter. The diffusivity function along the oriented pattern direction was chosen as
And the one in the orthogonal direction was ( )
. The conductance parameter K was set to be 10% of the maximum of the gradient magnitudes within the image [26] . The diffusion time t was carefully chosen to obtain visually good results.
Since the maximum size of the anisotropic filter kernel is determined by the corner strength measure, it is necessary to accurately locate and calculate the corner strength to achieve good filtering results. According to formula (15) , the estimation of the corner strength based on the LST and NLST is compared. Both the LST and NLST were applied to the synthetic image and the results are presented in Fig. 4 . It can be seen that the corner location obtained with the LST is spread and less precise while the one obtained with the NLST is well localized. Moreover, efficient performance of the directional filters depends highly also on the correct estimating of the direction of oriented patterns. The performance of estimating the orientation based on the LST and NLST is compared as well. A noisy version of the bike image ( σ =25), in which the orientation of lines is clearly distinguished, is used for the experiment. As demonstrated in Fig. 5 , the LST leaves too much noise in the orientation space when using a small scale factor ρ , and introduces blurs and dislocations to image structures when a larger one is used. Compared with the results of the LST, the estimated orientation with the NLST is more robust to noise, and shows more accurate directions for oriented patterns and more spatially consistent orientations for non-textural regions. Through these experiments it can be seen that both the location of corners and the estimation of structure orientations with NLST are superior to those with the LST. Table 1 shows the MSE values of the denoised images using different methods versus a range of noise levels. The proposed structure-adaptive anisotropic filter outperforms the other methods. Firstly, when the proposed filtering scheme based on the LST and Yang's filter are compared, remarkable MSE value improvement is obtained with the proposed filtering scheme, which demonstrates the improvement of our kernel construction approach. Secondly, the proposed filtering scheme based on the NLST produces better results than the one based on the LST, which indicates superior performance of NLST in the description of image structures. Both of these show that great improvements are achieved with the proposed filter when compared with Yang's filter. To visually compare the denoising performance, the noisy versions of the test images at noise level σ =25 (Fig. 6 ) are used and the denoised results by different methods are shown in Figs 7, 8, 9 and 10, respectively. As seen, the anisotropic diffusion filter leaves much noise at edges and introduces some unexpected artifacts and block effects. Both Yang's filter and the proposed filter are able to overcome these problems. However, Yang's filter tends to produce artifacts along singularity structures like edges and lines. The proposed filter produces visually the best results and outperforms Yang's filter especially at corner regions and flat places.
Conclusions
An improved structure-adaptive anisotropic filtering scheme has been proposed, and this scheme is based on the NLST analysis of image structures. In the proposed filtering scheme, the NLST has been used to measure the image local anisotropic features and estimate the orientation of the image structures. The image anisotropism measurements are taken to shape the anisotropic Gaussian kernels and the filter kernels are then tuned to align along the structure orientations. The proposed filter could adapt its shape exquisitely to local image structures and denoise noisy images and image structures, such as corners, junctions and edges, are better preserved. The experiment on test images shows the excellent capability of the proposed filter for recognizing the image features and estimating structure orientations. The proposed filter carefully denoises the corner and edge regions and causes little blurs to these features. When compared to Yang's filter, the proposed filter not only obtains significant MSE value improvements, but also gets better visual quality. Furthermore, both the anisotropic diffusion filter and the proposed filtering scheme on the basis of LST are also taken for comparison. The former leaves much noise along the edges, while the latter introduces blurs to image features, such as corners and edges. The experimental results highlight the superior performance of the proposed structure-adaptive anisotropic filter based on the NLST.
