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Abstract
In this paper, we present a complement of a generalized Ando–Hiai inequality due to Fujii and Kamei [M.
Fujii, E. Kamei, Ando–Hiai inequality and Furuta inequality, Linear Algebra Appl. 416 (2006) 541–545]. Let
A and B be positive operators on a Hilbert space H such that 0 < m1  A  M1 and 0 < m2  B  M2
for some scalars mi  Mi (i = 1, 2), and let α ∈ [0, 1]. Put hi = Mimi for i = 1, 2. Then for each 0 < r  1
and s  1
∥∥∥Ar αr
(1−α)s+αr B
s
∥∥∥  K (hs1hs2, rs
) −(1−α)s
(1−α)s+αr
h
(1−α)s(s−r)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr ,
where AαB :=A 12 (A− 12 BA− 12 )αA 12 is the α-geometric mean and a generalized Kantorovich constant
K(h, p) is defined for h > 0 as
K(h, p) := h
p − h
(p − 1)(h − 1)
(
p − 1
p
hp − 1
hp − h
)p
for all real numbers p ∈ R.
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1. Introduction
A (bounded linear) operator A on a Hilbert space H is said to be positive (in symbol: A  0)
if 〈Ax, x〉  0 for all x ∈ H . In [9], the α-geometric mean of two positive operators A and B for
α ∈ [0, 1] is defined as
AαB = A 12
(
A−
1
2 BA−
1
2
)α
A
1
2 (1.1)
if A > 0, i.e., A is invertible. Throughout the paper, the symbol ‖ · ‖ denotes the operator norm.
In [1], Ando and Hiai showed the following inequality related to the α-geometric mean:
Ando–Hiai inequality. Let A and B be positive operators, and let α ∈ [0, 1]. Then
‖ArαBr‖  ‖AαB‖r for all r  1 (1.2)
or equivalently
‖AαB‖r  ‖ArαBr‖ for all 0 < r  1. (1.3)
In [4], Fujii and Kamei showed the following generalized Ando–Hiai inequality, cf. [5]:
Theorem A. Let A and B be positive operators, and let α ∈ [0, 1]. Then
‖Ar αr
(1−α)s+αr B
s‖  ‖AαB‖
rs
(1−α)s+αr for all r, s  1 (1.4)
or equivalently
‖AαB‖
rs
(1−α)s+αr  ‖Ar αr
(1−α)s+αr B
s‖ for all 0 < r, s  1. (1.5)
We remark that the case of r = s in Theorem A is just the Ando–Hiai inequality.
For each α ∈ [0, 1], we have no relation between ‖AαB‖
rs
(1−α)s+αr and ‖Ar αr
(1−α)s+αr B
s‖ for
r, s > 0 without constraint (r − 1)(s − 1)  0. In this paper, we show a complement of the gen-
eralized Ando–Hiai inequality. We attempt to find upper and lower bounds for ‖Ar αr
(1−α)s+αr B
s‖
by means of scalar multiples of ‖AαB‖
rs
(1−α)s+αr , that is, for each 0 < r  1 and s  1 there exist
constants β and γ such that
β‖AαB‖
rs
(1−α)s+αr  ‖Ar αr
(1−α)s+αr B
s‖  γ ‖AαB‖
rs
(1−α)s+αr
for two positive operators A and B.
2. Preliminaries
First of all, we cite the Hölder–McCarthy inequality [10] and a reverse one [7]: Let A be a
positive operator on a Hilbert space H such that 0 < m  A  M for some scalars m  M . Then
for each p /∈ [0, 1] (resp. p ∈ [0, 1]) and unit vector x ∈ H
〈Ax, x〉p  〈Apx, x〉  K(h, p)〈Ax, x〉p, (2.1)
(resp. 〈Ax, x〉p  〈Apx, x〉  K(h, p)〈Ax, x〉p), (2.2)
where h = M
m
is a generalized condition number of A in the sense of Turing [12] and a generalized
Kantorovich constant K(h, p) is defined for h > 0 as
K(h, p) := h
p − h
(p − 1)(h − 1)
(
p − 1
p
hp − 1
hp − h
)p
(2.3)
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for all real numbers p ∈ R, cf. [8, Definition 2.2]. We state some important properties of K(h, p)
[8, Theorem 2.54]:
Lemma 2.1. Let h > 0 be given. Then the generalized Kantorovich constant K(h, p) has the
following properties:
(1) K(h, p) = K(h−1, p) for all p ∈ R.
(2) K(h, p) = K(h, 1 − p) for all p ∈ R.
(3) K(h, 0) = K(h, 1) = 1 and K(1, p) = 1 for all p ∈ R.
Moreover, we cite Araki–Cordes inequality [2] and its reverse [6] which are our main tools:
Theorem C. If A and B are positive operators such that 0 < m  A  M for some scalars
m  M and put h = M
m
, then
‖BAB‖p  ‖BpApBp‖  K(h, p)‖BAB‖p for all p  1 (2.4)
or equivalently
‖BAB‖p  ‖BpApBp‖  K(h, p)‖BAB‖p for all 0 < p  1. (2.5)
3. Reverse of a generalized Ando–Hiai inequality
First of all, in the case of r  1 and s  1, we estimate a lower bound of the generalized
Ando–Hiai inequality (1.4):
Theorem 3.1. Let A and B be positive operators on a Hilbert space H such that 0 < m1  A 
M1 and 0 < m2  B  M2 for some scalars mi  Mi (i = 1, 2), and let α ∈ [0, 1]. Put hi = Mimifor i = 1, 2. Then for each r  1 and s  1
K
(
hr1h
s
2,
αr
(1 − α)s + αr
)
‖AαB‖
rs
(1−α)s+αr  ‖Ar αr
(1−α)s+αr B
s‖( ‖AαB‖
rs
(1−α)s+αr )
or equivalently for each 0 < r  1 and 0 < s  1(
‖AαB‖
rs
(1−α)s+αr 
)
‖Ar αr
(1−α)s+αr B
s‖  K(h1h2, α)
−rs
(1−α)s+αr ‖AαB‖
rs
(1−α)s+αr .
Proof. It follows that the generalized condition number of A− r2 BsA− r2 is hr1h
s
2 since m
r
2/M
r
1 
A− r2 BsA− r2  Ms2/mr1. By Theorem C, we have
‖Ar αr
(1−α)s+αr B
s‖ = ‖Ar2 (A− r2 BsA− r2 ) αr(1−α)s+αr A r2 ‖
 K
(
hr1h
s
2,
αr
(1 − α)s + αr
)
‖A(1−α)s2α BsA (1−α)s2α ‖ αr(1−α)s+αr
by
αr
(1 − α)s + αr ∈ [0, 1] and (2.5)
 K
(
hr1h
s
2,
αr
(1 − α)s + αr
)
‖A 1−α2α BA 1−α2α ‖ αrs(1−α)s+αr
by s  1 and (2.4)
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 K
(
hr1h
s
2,
αr
(1 − α)s + αr
)
‖A 12α A− 12 BA− 12 A 12α ‖ αrs(1−α)s+αr
 K
(
hr1h
s
2,
αr
(1 − α)s + αr
)
‖A 12
(
A−
1
2 BA−
1
2
)α
A
1
2 ‖ rs(1−α)s+αr
by 0  α  1 and (2.5)
= K(hr1hs2,
αr
(1 − α)s + αr )‖AαB‖
rs
(1−α)s+αr . 
If we put r = s in Theorem 3.1, then we have the following reverse of the Ando–Hiai inequality
(1.2), also see [11]:
Corollary 3.2. Suppose that the same conditions of Theorem 3.1 hold. Then for each r  1
K(hr1h
r
2, α)‖AαB‖r  ‖ArαBr‖( ‖AαB‖r )
or equivalently for each 0 < r  1
(‖AαB‖r )‖ArαBr‖  K(h1h2, α)−r‖AαB‖r .
We remark that the constant K(hr1h
r
2, α) = 1 in the case of α = 0, 1 and K(hr1hr2, α) /= 1 in
the case of r = 1 and 0 < α < 1.
4. A complement of a generalized Ando–Hiai inequality
For α ∈ [0, 1], the generalized Ando–Hiai inequality ‖Ar αr
(1−α)s+αr B
s‖  ‖AαB‖
rs
(1−α)s+αr
does not always hold for 0 < r  1 and s  1. In fact, put A =
(
5 3
3 2
)
and B =
(
5 4
4 5
)
. Then
for α = 12 we have ‖A
1
2  1
5
B2‖ = 4.798011 > ‖A 1
2
B‖ 45 = 4.795148 in the case of r = 12 and
s = 2. Also, ‖A 12  1
9
B4‖ = 5.514677 < ‖A 1
2
B‖ 89 = 5.707511 in the case of r = 12 and s = 4.
In this section, we present our main theorem which is a complement of the generalized Ando–Hiai
inequality for the case of 0 < r  1 and s  1. The following theorem gives estimates of both
upper and lower bounds of ‖Ar αr
(1−α)s+αr B
s‖ by means of scalars multiples of ‖AαB‖
rs
(1−α)s+αr :
Theorem 4.1. Let A and B be positive operators on a Hilbert space H such that 0 < m1  A 
M1 and 0 < m2  B  M2 for some scalars mi  Mi (i = 1, 2), and let α ∈ [0, 1]. Put hi = Mimifor i = 1, 2. Then for each 0 < r  1 and s  1
K
(
hs1,
r
s
) (1−α)s
(1−α)s+αr
K
(
hsα1 h
sα
2 ,
r
(1 − α)s + αr
)
h
(1−α)s(r−s)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr
 ‖Ar αr
(1−α)s+αr B
s‖
 K
(
hs1h
s
2,
r
s
) −(1−α)s
(1−α)s+αr
h
(1−α)s(s−r)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr .
In order to prove this theorem, we need the following lemma:
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Lemma 4.2. LetAandB be positive operators on a Hilbert spaceH such that 0 < m1  A  M1
and 0 < m2  B  M2 for some scalars mi  Mi (i = 1, 2), and let α ∈ [0, 1]. Put hi = Mimifor i = 1, 2. Then for each 0 < s  1
K(h2, s)‖A−2‖s−1(ABA)s  ABsA  K(h21h2, s)−1‖A2‖1−s(ABA)s. (4.1)
Proof. Firstly, we show the right-hand side of (4.1). For every unit vector x ∈ H , we have
〈AsBsAsx, x〉 =
〈
Bs
Asx
‖Asx‖ ,
Asx
‖Asx‖
〉
‖Asx‖2

〈
B
Asx
‖Asx‖ ,
Asx
‖Asx‖
〉s
‖Asx‖2 by 0 < s  1 and (2.2)
=
〈
ABA
As−1x
‖As−1x‖ ,
As−1x
‖As−1x‖
〉s
‖Asx‖2−2s‖As−1x‖2s
 K(h21h2, s)−1
〈
(ABA)s
As−1x
‖As−1x‖ ,
As−1x
‖As−1x‖
〉
‖Asx‖2−2s‖As−1x‖2s
by (2.2)
= K(h21h2, s)−1〈(ABA)sAs−1x,As−1x〉‖Asx‖2−2s‖As−1x‖2s−2.
Note that the generalized condition number of ABA is h21h2. Also, it follows from 0 < s  1 and
(2.2) that
‖Asx‖2−2s‖As−1x‖2s−2 = 〈A2sx, x〉1−s〈A2s−2x, x〉s−1
 〈A2x, x〉s−s2〈A2x, x〉(s−1)2
= ‖Ax‖2−2s .
Therefore
AsBsAs  K(h21h2, s)−1‖A‖2(1−s)As−1(ABA)sAs−1
and so we have the right-hand side of (4.1). Next, we show the left-hand side of (4.1). Similarly,
by (2.2) we have
〈AsBsAsx, x〉  K(h2, s)〈(ABA)sAs−1x,As−1x〉‖Asx‖2−2s‖As−1x‖2s−2.
Since 〈A2sx, x〉  ‖A−2s‖−1, it follows that
‖Asx‖2s−2‖As−1x‖2−2s = 〈A2sx, x〉s−1〈A2s−2x, x〉1−s
 ‖A−2‖s(1−s)‖A−2‖(1−s)2
= ‖A−2‖1−s
and hence
K(h2, s)A
s−1(ABA)sAs−1  ‖A−2‖1−sAsBsAs
as desired. 
Proof of Theorem 4.1. Replacing A by A− 12 in Lemma 4.2, we have
A−
1
2 BsA−
1
2  K(h1h2, s)−1‖A−1‖1−s
(
A−
1
2 BA−
1
2
)s
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for all 0 < s  1. By α
(1−α)s+α ∈ [0, 1] and the Löwner–Heinz inequality, we have(
A−
1
2 BsA−
1
2
) α
(1−α)s+α  (K(h1h2, s)−1‖A−1‖1−s)
α
(1−α)s+α
(
A−
1
2 BA−
1
2
) αs
(1−α)s+α
.
Therefore, it follows that
‖A α
(1−α)s+α B
s‖  K(h1h2, s)
−α
(1−α)s+α ‖A−1‖ α(1−s)(1−α)s+α ‖A 12
(
A−
1
2 BA−
1
2
) αs
(1−α)s+α
A
1
2 ‖.
Next, we estimate the norm of the right-hand side in the expression above. Since 0 < αs
(1−α)s+α 
1, it follows from (2.5) in Theorem C that
‖A 12 (A− 12 BA− 12 ) αs(1−α)s+α A 12 ‖ ‖A(1−α)s+α2s (A− 12 BA− 12 )αA (1−α)s+α2s ‖ s(1−α)s+α
= ‖Aα(1−s)2s A 12 (A− 12 BA− 12 )αA 12 Aα(1−s)2s ‖ s(1−α)s+α
 ‖AαB‖
s
(1−α)s+α ‖A‖ α(1−s)(1−α)s+α
and since ‖A‖‖A−1‖  M1
m1
= h1 by m1  A  M1, we have
‖A α
(1−α)s+α B
s‖  K(h1h2, s)
−α
(1−α)s+α h
α(1−s)
(1−α)s+α
1 ‖AαB‖
s
(1−α)s+α (4.2)
for all 0 < s  1. Since
AαB = B1−αA and Ar αr1−α+αr B = B 1−α1−α+αr A
r ,
replacing A, B, α and s by B, A, 1 − α and r in (4.2), it follows that for each 0 < r  1
‖Ar αr
1−α+αr B‖  K(h1h2, r)
−1+α
1−α+αr h
(1−α)(1−r)
1−α+αr
2 ‖AαB‖
r
1−α+αr . (4.3)
For each 0 < r  1 and s  1, replacing A, B and r by As , Bs and r
s
, respectively in (4.3), we
have
‖Ar αr
(1−α)s+αr B
s‖ = ‖(As) rs  α rs
(1−α)+α rs
Bs‖
 K
(
hs1h
s
2,
r
s
) −1+α
(1−α)+α rs h
s
(1−α)(1− rs )
(1−α)+α rs
2 ‖AsαBs‖
r
s
(1−α)+α rs
by 0  r
s
 1 and (4.3)
= K
(
hs1h
s
2,
r
s
) −(1−α)s
(1−α)s+αr
h
(1−α)s(s−r)
(1−α)s+αr
2 ‖AsαBs‖
r
(1−α)s+αr
 K
(
hs1h
s
2,
r
s
) −(1−α)s
(1−α)s+αr
h
(1−α)s(s−r)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr
by s  1 and (1.2)
and hence we have the right-hand side in Theorem 4.1.
Next, we show the left-hand side in Theorem 4.1. By using the left-hand side of (4.1) in Lemma
4.2 and (2.5) in Theorem C, it similarly follows that for each 0 < s  1
K(h2, s)
α
(1−α)s+α K(hα1h
α
2 ,
s
(1 − α)s + α )h
α(s−1)
(1−α)s+α
1 ‖AαB‖
s
(1−α)s+α  ‖A α
(1−α)s+α B
s‖
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and this implies that for each 0 < r  1
‖Ar αr
1−α+αr B‖  K(h1, r)
1−α
αr+1−α K
(
hα1h
α
2 ,
r
αr + 1 − α
)
h
(1−α)(r−1)
αr+1−α
2 ‖AαB‖
r
αr+1−α .
(4.4)
Therefore, for s  1, we have
‖Ar αr
(1−α)s+αr B
s‖ = ‖(As) rs  α rs
1−α+α rs
Bs‖
 K
(
hs1,
r
s
) (1−α)s
(1−α)s+αr
K
(
hsα1 h
sα
2 ,
r
(1 − α)s + αr
)
×h
(1−α)s(r−s)
(1−α)s+αr
2 ‖AsαBs‖
r
(1−α)s+αr
 K
(
hs1,
r
s
) (1−α)s
(1−α)s+αr
K
(
hsα1 h
sα
2 ,
r
(1 − α)s + αr
)
×h
(1−α)s(r−s)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr
as desired. Hence the proof is completed. 
We remark that in the case of r = s = 1, both bounds of the inequalities in Theorem 4.1 are
equal to 1.
Finally, we show a complementary result of Theorem 4.1:
Corollary 4.3. Suppose that the same conditions of Theorem 4.1 hold. Then for each r  1 and
0 < s  1
K
(
h
r
s
1 h2,
s
r
) (1−α)rs
(1−α)s+αr
h
(1−α)s(s−r)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr
 ‖Ar αr
(1−α)s+αr B
s‖
 K
(
h
r
s
1 ,
s
r
) −(1−α)rs
(1−α)s+αr
K
((
h
r
s
1 h2
)α
,
r
(1 − α)s + αr
)s
h
(1−α)s(r−s)
(1−α)s+αr
2 ‖AαB‖
rs
(1−α)s+αr .
Remark 4.4. We investigate boundary intersections among Theorems A, 3.1 and 4.1 for the case
of r = 1 and s  1. In this case, the upper bound of Theorem 4.1 is not better than one of Theorem
A. In fact, since 0 < K(h, p)  1 for 0 < p  1, it follows that
K
(
hs1h
s
2,
1
s
) −(1−α)s
(1−α)s+α
h
(1−α)s(s−1)
(1−α)s+α
2  1 for all s  1
and we graph the upper bound function y = K(hs1hs2, 1s )
−(1−α)s
(1−α)s+α h
(1−α)s(s−1)
(1−α)s+α
2 on s for h1 = h2 = 2
and α = 12 (see Fig. 1).
Next, we compare the lower bounds of Theorems 3.1 and 4.1. For h1 = h2 = 2 and α = 12 ,
we graph two lower bound functions on s (see Fig. 2):
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2 3 4 5
s
5
10
15
y
Fig. 1. Graph of y = K(hs1hs2, 1s )
−(1−α)s
(1−α)s+α h
(1−α)s(s−1)
(1−α)s+α
2 .
2 3 4 5
s
0.2
0.4
0.6
0.8
1.0
y
(2)
(1)
Fig. 2. Graphs of y = K(hs1, 1s )
(1−α)s
(1−α)s+α K(hsα1 h
sα
2 ,
1
(1−α)s+α )h
(1−α)s(1−s)
(1−α)s+α
2 · · · (1) and y = K(h1hs2, α(1−α)s+α ) · · ·
(2).
y = K
(
h1h
s
2,
α
(1 − α)s + α
)
and
y = K
(
hs1,
1
s
) (1−α)s
(1−α)s+α
K
(
hsα1 h
sα
2 ,
1
(1 − α)s + α
)
h
(1−α)s(1−s)
(1−α)s+α
2 .
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