In this paper, we investigate the generalized low rank approximation to the symmetric positive semidefinite matrix in the Frobenius norm:
Introduction
Throughout this paper, let R and R m×n denote, respectively, the real number field and the set of all real m × n matrices. For a real or complex matrix A, the symbols A T , A * , r(A), tr(A), A F , A 2 , A stand for the transpose, the conjugate transpose, the rank, the trace, the Frobenius norm, the spectral norm, and any unitarily invariant norm of A, respectively. We write A ≥ 0 if A is a real symmetric positive semidefinite matrix.
In the last few years, the low rank matrix approximation and its generalizations have been one of the topics of very active research in matrix theory and the applications. The original low rank matrix approximation is due to the Eckart-Young theorem [5] in 1936, which was described as approximating one matrix by another of lower rank is closely in distance and gave a constructive solution. In 1960, Mirsky [7] studied the problem A − X = min r(X)=k and obtained the solution by the singular value decomposition(SVD). In 1987, Golub, et al. [6] gave a generalization of the Eckart-Young-Mirsky matrix approximation theorem, (X 1 , X 2 ) − (X 1 , X 2 ) = min r(X1,X2)≤k
which the columns of the initial matrix X 1 remains fixed. By (1.1), the low rank approximation of initial matrix with some specified structure is called as the structured low rank matrix approximation, which can be written as min
where Ω is a structure matrix set. For the complete survey of (1.2), see [13] , [27] , [28] . For the different matrix sets of Ω in (1.2), such as the symmetric matrix [16] , symmetric nonnegative definite matrix in [2] [14] , [15] , [17] , correlation matrix [23] [24] , Hankle matrix [20] , circulate matrix [18] , sylvester matrix in [19] , [21] , [22] , and so on.
For the generalized forms of structured low rank approximation, there are some results, e.g., both X. Zhang etc [31] in 2003 and Wei etc [32] in 2007 studied the fixed rank Hermitian nonnegative definite solution X to the following fixed rank matrix approximation least squares problem
which discussed the ranges of the rank k and derived expressions of the solutions by applying the SVD of the matrix of B. In 2007, Friedland and Torokhti [8] considered
and applied SVD of matrices to give the explicit solution. For the low rank approximation in the spectral norm, the authors in [29] and [30] applied the norm-preserving dilation theorem and the matrix decomposition to obtain the explicit expression of the solution. Motivated by the work mentioned above and keeping applications and interests of low rank approximation in view, we in this paper consider the generalized low rank approximation problem of the symmetric positive semidefinite matrix. The problem can be expressed as follows. Problem 1. Given matrices A i ∈ R mi×mi , B i ∈ R mi×n , i = 1, 2, . . . , m, and an integer k, find an n × n real symmetric positive semidefinite matrix X with r( X) ≤ k such that
The paper is organized as follows. We firstly use the property of a symmetric positive semidefinite matrix X = Y Y T , Y ∈ R n×k to convert the generalized low rank approximation into unconstraint generalized optimization problem. Then we apply the nonlinear conjugate gradient method with exact line search to solve the generalized optimization problem. Finally, we give a numerical example and an application to illustrate that the algorithm is effective.
Main results
In this section, we first characterize the feasible set, then transform Problem 1 into an unconstrained optimization problem. Finally we apply the nonlinear conjugate gradient method to solve it. 
The properties of the trace of a matrix can be referred arbitrary linear algebra book, e.g., [1] . 
, C be the constant matrices with appropriate size, and X, Y be variable matrices. Then there are the following rules about deriving the differential of the matrix expressions:
The Problem 1 can be as follows.
Problem 2. Given matrices
We find Problem 2 is an unconstrained nonlinear matrix optimization. Assume the function
which defines a map R n×k → R. It is easy to verify that Problem 2 is equivalent to the following problem
Proof. According to Lemma 2.2,
We get by (2.4)
By Lemma 2.3 and the equality (2.5), the gradient of f (Y ) can be expressed as
(2.6) By Lemma 2.2, note that
Substituting (2.7), (2.8), (2.9), (2.10) into (2.6), we verify the equality (2.3) holds.
In Theorem 2.4, we obtain the gradient of f (Y ). In order to solve the minimization problem (2.2), we apply the nonlinear conjugate gradient method with exact line search. For the nonlinear conjugate gradient method, it can be refered to [33] , [34] . The following is the algorithm of solving (2.2).
Remark 2.1. Algorithm 2.5 is iplemented with exact line search for a step length t k . We can use the exact line search method in [35] , [2] to compute the step length t k , because the univariate function φ(·) defined by
is quadratic, which is similar as the metric function for Newton's method with line search for solving Algebraic Riccati equation in [35] .
Remark 2.2. Note that D k+1 in Algorithm 2.5 is a descent direction. In fact, we know that the exact line search always satisfies the following equality
By using vec(·) to the equality D k+1 = − ▽ f k+1 + β k+1 D k and premultiplying by [vec(▽f k+1 )] T , we get
. Hence, we obtain [vec(▽f k+1 )] T vec(D k+1 ) < 0, which implies that D k+1 is a descent direction.
Theorem 2.6. Suppose that f is continuously differentiable and bounded below. If the gradient ▽f is lipschitz continuous, that is , there exists a constant L such that
Then the sequence Y k generated by Algorithm 2.1 satisfies
A numerical example
In this section, we use some numerical examples to illustrate the Algorithm 2.5 is feasible and effective to solve Problem 1. All tests are performed by using M atlab R2016a. We denote the relative residual error
. and the gradient norm
where Y k is the tth iterative matrix of Algorithm. We use the stopping criterion
And the initial value Y 0 is randomly generated by the rand function in MATLAB. Hence, the solutionX of problem 1 iŝ And the curves of the relative residual error ε(k) and the gradient norm ∇f (Y k ) F are in Fig.2 .
Example 3.1 shows that Algorithm 2.5 is feasible to solve problem 1. There are three observed positive semidefinited images A 1 , A 2 , A 3 , which are generated from image A under three different transformations. By using Algorithm 2.5, we find the approximation matrix X such that min
Conclusion
We in this paper have solved the generalized low rank approximation of a symmetric positive semidefinite matrix. We convert the generalized low rank approximation into unconstraint generalized optimization problem. We apply the nonlinear conjugate gradient method with exact line search to solve the generalized optimization problem. The numerical examples show that the algorithm is feasible.
