Abstract. A finite unary algebra of finite type with a constant function 0 that is a one element subalgebra, and whose operations have range {0, 1} is called a {0, 1}-valued unary algebra with 0. Such an algebra has a finite basis for its quasi-equations if and only if the relation defined by the rows of the non-trivial functions in the clone form an order ideal.
Introduction
An ongoing question is to determine which finite algebras have a finite basis for their equations or quasi-equations. G. Birkhoff's early work [2] shows that a finite unary algebra with finite type has a finite basis for its equations. More recently V. K. Kartashov considered commutative unary algebras, that is, unary algebras where every pair of basic operations commute. He showed that every variety of commutative unary algebras of finite type has a finite basis of equations [8] .
Mal'cev [9] proved that every variety of mono-unary algebras (unars) has a oneelement basis of equations. Kartashov has also shown (see [7] ) that every finite mono-unary algebra has a finite basis of quasi-equations.
Non-existence of finite basis results include that of I. P. Bestsennyi who showed in [1] that a 3-element unary algebra of finite type does not have a finite basis for its quasi-equations if and only if it has one of three bad algebras as a term reduct. Since then Hyndman [5] showed that any finite unary algebra with a pp-acyclic relation does not have a finite basis for its quasi-equations. The connection between these results is that the three bad algebras of Bestsennyi all have a pp-acyclic relation.
Continuing with the flavour of non-existence of a finite basis, the first two authors of this article showed in [4] that if the graph of a group operation can be defined using positive primitive formulas then the unary algebra does not have a finite basis for its quasi-equations.
When working with finite unary algebras, the clone of non-trivial operations can be presented as a table of elements. Properties of the rows of this table can be used to determine if the algebra has a finite basis for its quasi-equations. For particular finite unary algebras that we call {0, 1}-valued unary algebra with 0, and define in the next section, we show that the rows form an order ideal if and only if the algebra has a finite basis for its quasi-equations.
2. Structure of {0, 1}-valued unary algebras with 0 Consider a finite unary algebra M with constant 0 that is a one-element subalgebra and such that the range of all basic operations is included in {0, 1}. Assume that the clone of functions of M is {f 0 , f 1 , . . . , f s , f s+1 } where f 0 is the constant 0 and f s+1 is the identity function. We call such an algebra a {0, 1}-valued unary algebra with 0. See Figure 1 . Because 0 forms a one-element subalgebra, the constant 1 is not a function in the clone, and we have that the range of each f i is {0, 1} for 1 ≤ i ≤ s. For i ≤ s and j ≤ s, we have on M that (1)
This holds as 0 forms a one-element subalgebra implies f i (0) = 0. As we continually are concerned with whether f i (1) = 1 or not we partition {0, 1, 2 . . . , s} as I 0 ∪ I 1 such that for a in {0, 1} and i in I a we have f i (1) = a. Thus for i 0 ∈ I 0 and i 1 ∈ I 1 the following equations hold in M for 0 ≤ j ≤ s f i0 (f j (x)) ≈ f 0 (x) ≈ 0 and f i1 (f j (x)) ≈ f j (x).
Let M be a {0, 1}-valued unary algebra with 0. Let Rows(M) be the s-ary relation defined by
This relation is referred to as the rows of M. For c ∈ M let row(c) be the row of Rows(M) witnessed by c. The relation Rows(M) is said to be uniquely witnessed if there is a unique witness in M for each tuple in Rows(M). Stating that Rows(M) is uniquely witnessed is equivalent to stating that M satisfies the quasi-equation
We say an algebra E in the variety generated by M is uniquely witnessed if it satisfies this quasi-equation.
A partial order on Rows(M) is induced by the order on {0, 1} with 0 < 1. Rows(M) is an order ideal if for every ζ in Rows(M) and every σ ≤ ζ, the row σ is also in Rows(M). This order is important, and indeed the main result of this article is Theorem 27, which we restate in a simplified form here.
Theorem 27 (Simplified). Let M be a finite {0, 1}-valued unary algebra with 0. Then M has a finite basis for its quasi-equations if and only if the rows of M form an order ideal.
Quasicritical algebras
An algebra E is quasicritical if it is not isomorphic to any subdirect product of its proper subalgebras. V. A. Gorbunov shows in [3] that the lattice of subquasivarieties of a locally finite quasivariety V is finite if and only if the number of quasicritical algebras in V is finite. The proof of this utilizes the facts that finite subdirectly irreducible algebras are quasicritical and that distinct quasicritical algebras generate distinct quasivarieties. In fact, given two quasivarieties U and V of the same type, if U is a proper sub-quasivariety of V then there is a quascritical algebra in V that is not in U. This allows a proof technique to show that two quasivarieties are equal by showing that all quascritical algebras in one are already in the other, and vice versa.
Thus counting (as in [1] ) or classifying the quasicritical algebras can assist with determining the existence of a finite basis. The next lemma indicates that, for locally finite varieties, looking at the finite quasicritical algebras is sufficient. The following lemma validates the technique that is implemented. Lemma 1. Let M be a finite algebra in a locally finite variety. If E is an algebra in the variety that satisfies the n-variable quasi-equations of M but not all of the (n+1)-variable quasi-equations of M then there is a finite quascritical subalgebra of E that satisfies the n-variable quasi-equations of M but not all of the (n+1)-variable quasi-equations of M.
Proof. Let E satisfy the n-variable quasi-equations of M, and let Υ be an (n + 1)-variable quasi-equation of M that E does not satisfy. There are elements a 0 , a 1 , . . . , a n of E that invalidate Υ. Consider E the subalgebra of E generated by a 0 , a 1 , . . . , a n . This finite subalgebra will satisfy all quasi-equation that E satisfies, in particular, E satisfies the n-variable quasi-equations of M. However, E does not satisfy Υ. Now choose someÊ ≤ E minimal with respect to satisfying the n-variable quasiequations of M but not not all of the (n + 1)-variable quasi-equations of M. By the aboveÊ is finite. IfÊ is not quasicritical then it is a subdirect product of proper subalgebras of itself. By minimality ofÊ each of these subalgebras satisfies the (n + 1)-variable quasi-equations of M. AsÊ is isomorphic to a subalgebra of a product of algebras satisfying the (n + 1)-variable quasi-equations of M, we get, for a contradiction, thatÊ satisfies the (n + 1)-variable quasi-equations of M. Lemma 2. Let M be a finite algebra in a locally finite variety. If, in the variety generated by M, every finite quasicritical algebra satisfying the n-variable quasiequations of M is in the quasivariety generated by M, then the n-variable quasiequations form a basis of the quasi-equations of M.
Proof. We prove the contrapositive. Assume that the n-variable quasi-equations do not form a basis of the quasi-equations of M. As the quasivariety generated by M is different from the quasivariety determined by the n-variable quasi-equations, there is a quasicritical algebra E that satisfies the n-variable quasi-equations of M but not all of the quasi-equations of M. There must be an s such that E satisfies all of the s-variable quasi-equations of M but not all of the (s + 1)-variable quasi-equations of M.
Choose an (s + 1)-variable quasi-equation Υ of M that does not hold in E. By Lemma 1, E has a finite quasicritical subalgebra E that satisfies the s-variable quasi-equations of M but not all of the (s + 1)-variable quasi-equations of M. Since s ≥ n, the finite algebra E satisfies the n-variable quasi-equations of M but is not in the quasivariety generated by M.
Corollary 3. Let M be a finite algebra in a locally finite variety. If there are only finitely many finite quasicritical algebras in the variety generated by M then there is a finite basis for the quasi-equations of M.
Proof. Let N be larger than the size of all finite quasicritical algebras in the variety generated by M. Assume E is a quasicritical algebra in the variety generated by M. Then E satisfies the N -variable quasi-equations.
For finite unary algebras with a one-element subalgebra there are restrictions on what the structure of a quasicritical algebra can be.
Lemma 4.
Assume E is a unary algebra that has a one-element subalgebra {0}. If E = A ∪ B where A ∩ B = {0} and A and B are proper subalgebras of E, then E is not quasicritical.
Proof. Let α : E → A × B be given by
Then α is a subdirect embedding.
An irredundant generating set of an algebra E is a subset D such that D generates E but no proper subset of D does. For A any subset of a unary algebra E the subalgebra generated by A is Sg E (A) = a∈A Sg E ({a}). This implies that when D is an irredundant generating set of E for d ∈ D we have
Thus the set E \ {d} is a subalgebra of E if d = f (d) for all non-identity terms f .
Lemma 5. Assume E is a unary algebra that has an irredundant generating set that contains distinct a, b, and c. If f (a) = f (b) = f (c) for all terms f that are not the identity map then E is not quasicritical.
Proof. Let D be the irredundant generating set containing a, b, and c. Let A = E \ {c}. If c = f (c) for some non-identity term f then c = f (a) which contradicts the minimality of the generating set. Thus A is a proper subalgebra of E. Embed
for any nonidentity term f , the map α is a subdirect embedding.
We now turn our attention to the nature of quasicritical {0, 1}-valued unary algebras with 0.
Lemma 6. Let M be a {0, 1}-valued unary algebra with 0. Let E be a finite quasicritical algebra in the variety generated by M, with E having at least three elements. Let D be an irredundant set of generators of E and set C = E \(D ∪{0}). For every c ∈ C and every d ∈ D, we have
Moreover, for each d ∈ D there exists an i ≤ s with f i (d) ∈ C, and consequently C is non-empty.
Proof. Suppose that for some d ∈ D and some j ≤ s,
, d} (by Equation (1)). Thus {0, d} is a subalgebra of E, and, as E has at least three elements, {0, d} is a proper subalgebra. As D is irredundant d ∈ Sg E (D \ {d}). This fact and Lemma 4 imply that E is not quasicritical, which is a contradiction. Thus we have d = f j (d) for every d ∈ D and every j ≤ s. Together with irredundancy of D this implies 
For c ∈ C there exist j ≤ s and
Throughout the remainder of the paper we use E to denote a finite quasicritical algebra in a variety generated by a {0, 1}-valued unary algebra with 0, and set C = E \ (D ∪ {0}) where D is an irredundant set of generators for E. When E has at least three elements C is non-empty by quasicriticality.
Although the following lemma is not used later in this paper, it provides an interesting characterization of quasicritical algebras when in M we have row (1) is all zeroes.
Lemma 7. Let E be a finite quasicritical algebra in a variety generated by a {0, 1}-valued unary algebra M with 0. Assume D is an irredundant generating set of E and C = E \ (D ∪ {0}). The following are equivalent:
(1) in E we have f i (c) = 0 for all 1 ≤ i ≤ s and for some c in C; (2) in M we have f i (1) = 0 for all i; (3) in E we have f i (c) = 0 for all 1 ≤ i ≤ s and for all c in C.
Now assume that in M we have f i (1) = 0 for all i. By Equation (1), f i • f j = f 0 for all j. As each c in C is f j (d) for some j and some d ∈ D, we have f i (c) = 0 as required for Condition (3) .
By Lemma 6 the set C is non-empty so Condition (3) implies Condition (1).
Quasi-equation elimination by rows
The next lemma gives us a complete description of the quasicritical algebras in the quasivariety generated by a {0, 1}-valued unary algebras with 0 when there is at most one non-trivial function in the clone. Thus, after this lemma we freely assume that there are at least two non-trivial functions.
Lemma 8. Let M be a {0, 1}-valued unary algebra with 0 with at most one nonzero, non-identity function in its clone. Then ISP(M) has finitely many quasicritical algebras, and therefore ISP(M) has a finite basis for its quasi-equations.
Proof. If M has no non-trivial functions in its clone then the only quasicritical algebra in the variety is the two-element algebra. Thus we may assume that there is a non-trivial function.
Let f be the non-zero, non-identity function in the clone of M. Either f 2 = f or f 2 = f 0 , the constant 0-valued function. Let E be a finite quasicritical algebra in the variety generated by M with at least 3 elements. Fix D an irredundant set of generators of E, and set C = E \ (D ∪ {0}). By Lemma 6, C is non-empty; and for each d in D there is some non-trivial function that maps d into C. As the only such function is f we have f (d) is in C. In addition, for each c ∈ C there exists d ∈ D with f (d) = c. Assume there are at least two elements in C. Pick one, say c, and let
Their intersection is {0} so, by Lemma 4, E is not quasicritical. Thus C is a singleton. By Lemma 5, D has at most two elements. Thus every finite quasicritical algebra E has at most four elements. By Corollary 3, M has a finite basis for its quasi-equations.
We now develop the concept of the quasi-equational order ideal property and its connection to the rows of an algebra. For i 0 and T chosen such that i 0 ∈ T ⊆ {1, 2, . . . , s}, let Σ T i0 be the one-variable quasi-equation
and let Γ T i0 be the associated s-variable quasi-equation
if and only if a satisfies Σ T i0 . For i 0 ∈ T the operation f i0 is not the constant 0 map, so if M satisfies some Σ T i0 then |T | ≥ 2. We say that M satisfies the quasi-equational order ideal property when for every tuple σ in {0, 1} s \ Rows(M), there exist T ⊆ {1, 2, . . . , s} and i 0 ∈ T such that M satisfies Σ T i0 but σ does not satisfy Γ T i0 . Lemma 9. Suppose that M satisfies the quasi-equational order ideal property. Let E be an algebra in HSP(M) satisfying the 2-variable quasi-equations of M. Then for any e ∈ E, any c ∈ E with c = 0, and any tuple ζ ∈ {0, 1} s that satisfies
we have ζ ∈ Rows(M).
Proof. Fix c and e in E with c = 0. Pick any ζ with the property that ζ(i) = 1 implies f i (e) = c. If for every Σ T i0 that holds on M we obtain Γ T i0 holding for ζ then we must have ζ in Rows(M) as otherwise we would have a contradiction to the quasi-equational order ideal property.
Suppose that Σ T i0 holds in M and hence in E. Consider what happens when x = e. Either the hypothesis of Σ T i0 holds, in which case the result holds, to wit,
; or the hypothesis of Σ T i0 fails and Corollary 10. Suppose that M satisfies the quasi-equational order ideal property. Let E be an algebra in HSP(M) satisfying the 2-variable quasi-equations of M.
Then for e ∈ E, 0 = c ∈ E, the tuple ζ e c defined by
Lemma 11. For M a {0,1}-valued unary algebra with 0 we have that Rows(M) is an order ideal if and only if M satisfies the quasi-equational order ideal property.
Proof. Assume that Rows(M) is an order ideal. Suppose that σ ∈ {0, 1} s but σ is not in Rows(M). Let T = {i : σ(i) = 1}. As σ = 0 the set T is non-empty. For
is satisfied by M. To see this note that the failure of this quasi-equation holding in M implies the existence of an element m in M with f i (m) = 1 for i ∈ T . Since σ ≤ row(m) for any such m and Rows(M) forms an order ideal, we have σ in Rows(M), a contradiction. However, the corresponding Γ T i0 fails for any τ ≥ σ, in particular for σ itself. Thus M satisfies the quasi-equational order ideal property. Now assume that M satisfies the quasi-equational order ideal property. Suppose that m ∈ M, and ζ ∈ {0, 1} s is such that ζ ≤ row(m). Set E = M, e = m, and c = 1, so that ζ(i) = 1 implies f i (m) = 1, that is, f i (e) = c. By Lemma 9 we have that ζ is in Rows(M). Thus Rows(M) is downward closed, that is, an order ideal.
Theorem 13 is more general than Theorem 12 but we provide both theorems as the proof of Theorem 12 demonstrates the underlying concept of the proof of Theorem 13.
Theorem 12. Let M be a {0, 1}-valued unary algebra with 0 such that Rows(M) is uniquely witnessed. Assume Rows(M) is an order ideal. Then M has a finite basis for its quasi-equations.
Proof. Assume the clone of M has s non-identity, non-zero functions. By Lemma 8 we may assume s ≥ 2. We wish to show that the 2-variable quasi-equations form a basis of the quasi-equations of M. By Lemma 2 it is sufficient to show each finite quasicritical algebra in the variety generated by M and satisfying the 2-variable quasi-equations is in the quasivariety generated by M. Let E be a finite quasicritical algebra that satisfies the 2-variable quasi-equations of M. We wish to show that E is in ISP(M). Generically, if E fails to satisfy a quasi-equation then, by substitution of variables, it fails to satisfy a quasi-equation in |E|-variables. Thus we assume that E has at least three elements. Let D be an irredundant set of generators of E. Set C = E \ (D ∪ {0}). By Lemma 4 we may assume that E is connected in the sense that if any two proper, non-trivial subuniverses union to E then their intersection has at least two elements. By Lemma 6, C is non-empty and for every c ∈ C and every d ∈ D we have
and for every d ∈ D there is some j ≤ s with f j (d) ∈ C.
If for some c ∈ C we have f i (c) = 0 for all i ≤ s then f i (c) = f i (0) for all i ≤ s. Because E satisfies the 2-variable quasi-equations it has unique witnesses. Therefore c = 0. As 0 ∈ C some i must satisfy f i (c) = c. Thus {f i (c) | i ≤ s} = {0, c}. Every element of C is the image of some element of D under some f i with 1 ≤ i ≤ s. Enumerate C as c 1 , c 2 , . . . , c . For convenience, denote the 0 element of E by c 0 , and use c 0 and 0 interchangeably.
To show that E is in ISP(M) we construct an embedding α : E → M . Set α(c 0 ) = ε 0 where ε 0 denotes the 0-tuple, and, for 1 ≤ i ≤ , set α(c i ) = ε i where
On the elements of C ∪ {c 0 } the map α is injective.
We need to extend the definition of α to
Let ρ be the matrix whose j'th row is ε qj . Thus ρ is an s × matrix of 0's and 1's. Let ρ λ denote the λ'th column of ρ for 1 ≤ λ ≤ . We have ρ λ (i) = 1 if and only if f i (d) = c λ . By Lemma 11 the algebra M satisfies the quasi-equational order ideal property and, by Corollary 10, ρ λ ∈ Rows(M). Let m λ be the unique witness of ρ λ . We extend the definition of α so that α(d) = (m 1 , m 2 , . . . , m l ).
We now show that α is a homomorphism and that it is injective. To show that α is a homomorphism, first recall that for each c λ ∈ C there is j ≤ s with f j (c λ ) = c λ , and that by Equation (1) the composition f i • f j is either f 0 or f j depending on whether f i (1) = 0 or f i (1) = 1 respectively. In the former case α(f i (c λ )) = 0 = f i (α(c λ )), and in the latter α(
For d ∈ D the tuple α(d) was chosen asm with the λ'th co-ordinate m λ witnessing ρ λ is in Rows(M), that is, ρ λ = f 1 (m λ ), . . . , f s (m λ ) . The matrix ρ was constructed from the rows ε qj with 1 ≤ j ≤ s where
To see that α is injective recall that this is true on the set C ∪ {0}. Assume that α(e 1 ) = α(e 2 ) for any elements e 1 , e 2 ∈ E. As α is a homomorphism for each i ≤ s we have α(f i (e 1 )) = α(f i (e 2 )). Since f i (e 1 ) and f i (e 2 ) are in C ∪ {0} injectivity on this set gives f i (e 1 ) = f i (e 2 ). By unique witnesses e 1 = e 2 . Thus α is an embedding of E into M .
Hence every quasicritical algebra satisfying the 2-variable quasi-equations is in the quasivariety generated by M, which implies the 2-variable quasi-equations form a basis of the quasi-equations of M.
Removing uniqueness
We now revise Theorem 12 to remove the requirement of all witnesses being unique.
Theorem 13. Let M be a finite {0, 1}-valued unary algebra with 0 whose rows form an order ideal. Then M has a finite basis for its quasi-equations.
This section is the proof of Theorem 13. Assume the clone of M has s nonidentity, non-zero functions. By Lemma 8 we may assume s ≥ 2. Set N = 2 + |M |(|M | − 1). We wish to show that the N -variable quasi-equations form a basis. As in the proof of Theorem 12, let E be a finite quasicritical algebra that satisfies the N -variable quasi-equations of M. We wish to show that E is in ISP(M). If E has at most N elements and satisfies the N -variable quasi-equations then E satisfies all quasi-equations and hence is in ISP(M). Thus we also assume that E has at least N + 1 elements.
The proof starts with the same partitioning of the elements of the quasicritical algebra as that of Theorem 12. Let D be an irredundant set of generators of E. Set C = E \ (D ∪ {0}). By Lemma 6, C is non-empty and for every c ∈ C and every d ∈ D we have (f 1 (x) , . . . , f s (x)). We embed E into M J where
Set ε 0 to be the 0 tuple in M J . We construct elements ε i and γ u in M J for c i ∈ C and u ∈ D such that the mapping α : E → M J given by
is an embedding. Lemma 14, Lemma 15, and Lemma 18 develop the elements in M necessary to define the co-ordinates of ε i and γ u while Lemma 20 is the proof that α is an injective homomorphism. The definition of these elements is developed first on J 0 , then on J 1 , and finally on J 2 . For λ ∈ J 0 , that is λ ∈ {1, 2, . . . , }, partially define ε i as
This is illustrated in see Table 1 . The values m u λ defined in the next lemma will be the values of γ u (λ) for λ in J 0 . They are chosen so that α(
As is suggested by the phrasing of the lemma, for each λ we chose m u λ so that it simultaneously works for all f i . Table 2 illustrates the relationship between the ε qi 's and γ u . . . . Table 3 . Extending the definition of ε i 's and γ u 's to J 1 of non-unique witnesses it is even possible to have (c,
The additional co-ordinates in J 2 guarantee that for such c and d that α(c) = α(d). This is the content of Lemma 18 and Corollary 19. We now move to defining γ u and ε i on J 1 . Table 3 illustrates the following Lemma using notation from the proof. In particular, the generic element c r is chosen with r not in {q 1 , . . . , q s }, and the elements c q1 , . . . , c qs might not be distinct. 
For each e ∈ D set ψ e (w a , w b , w e ) to be the formula
Note that in this formula in f i (a) = f j (a) and f i (e) = f j (a) we allow i or j to be 0. The expression ψ e describes the relationship of the elements a, b, and e in E. Let θ 
Note that dots in the lower rows do not necessarily represent distinct elements. , n e ) holds in M, so let t e ∈ {0, 1} s be defined by t e (i) = 1 if f i (n e ) = 1 and f i (e) = f j (a) for some j, 0 otherwise.
(In particular t e (i) can be 1 only if the subalgebras generated by e and a intersect in a non-trivial manner. See Figure 2 .) Apply Lemma 9 with E = M, e = n e , and c = 1 to conclude that t e is in Rows(M). For each e ∈ D \ {a, b} let m ab e be a witness that t e is in Rows(M). Finally, suppose that f j1 (e) = f j2 (e) for some j 1 and j 2 in {0, 1, . . . , s}. We consider two cases. First, suppose that there is a j in {0, 1, . . . , s} with f j1 (e) = f j (a). Then f j2 (e) = f j (a). By the previous paragraph f j1 (m 
Part (3) of Lemma 15 ensures that ε i ((a, b) ) is well defined. The next lemma utilizes Lemma 15 to show that, on the J 1 coordinates, the elements have been defined to respect the basic operations. ((a, b) ). (c q1 , . . . , c qs ) with c ∈ C and d ∈ D then c ∈ {c q1 , . . . , c qs } ⊆ {c 0 , c}. Moreover, there exists an i with f i (1) = 1.
Proof. Since c is not a generator there is some j 0 and
Thus {c q1 , . . . , c qs } ⊆ {c, c 0 }. By Lemma 6 there is some i with f i (d) ∈ C whence c ∈ {c q1 , . . . , c qs }.
The above lemma indicates that J 2 is empty if row(1) = row(0) in M. However, the next lemma shows that if J 2 is non-empty then either row(0) or row(1) is a repeated row. Table 4 illustrates, using notation from the proof, the relationships Consider the two-variable quasi-equation Υ(x, y)
In E the pair (c, d) satisfies the hypothesis of Υ(x, y) but c = d. Thus Υ does not hold in E, and consequently it must not hold in M either. In M if the hypothesis of Υ(x, y) holds then x ∈ {0, 1}, so the failure of Υ(x, y) in M implies that either row(0) or row (1) is not uniquely witnessed. When row(0) is not uniquely witnessed, set p 
Finally consider f i (e) / ∈ {c 0 , c}. In this case {j : f i (e) = f j (c)} is empty. Thus f i (p cd e ) = t e (i) = 0. This establishes (5) and verifies (7) for u = d. We can now complete the definitions of γ u with u ∈ D and ε i with 1 ≤ i ≤ . If c ∈ C and d ∈ D with f (c) = f (d) use the elements from Lemma 18 and define
Part (4) of Lemma 18 ensures that ε i ((c, d) ) is well defined. The next lemma utilizes Lemma 18 to show that, on the J 2 coordinates, the elements have been defined to respect the basic operations. , d) ). If i = 0 then c = c i as c is in C. We have ε 0 ((c, d)) = 0, and, by part (7) 
Note c is in C and f j (c) = f j (d) implies f j (c) = c i . Thus either c = c i or c i = c 0 but the latter has been excluded. Thus 
Again by Lemma 17, if c i = f q (c) for all q then c i = c. In this situation ε i ((c, d) 
Finally we show that E is actually in ISP(M) by verifying that the mapping α is an injective homomorphism.
Lemma 20. The map α : E → M J given by
is an injective homomorphism.
Proof. Recall that for λ ∈ J 0 , a pair (a, b) ∈ J 1 , and a pair (c, d) ∈ J 2 , the definitions for the elements ε i and γ u are given as 
To see that α is injective first note that, by definition, α is injective on C ∪ {c 0 }. Assume that for some u and v with v ∈ D we have α(u) = α(v).
. By Lemma 6, as v ∈ D there is a j and λ such that f j (v) = c λ ∈ C. The element u could, hypothetically, be in {c 0 }, or C, or D \ {v}. However, f j (c 0 ) = c 0 so u = c 0 . If u ∈ C then (u, v) ∈ J 2 and γ u and γ v differ on the (u, v)-coordinate, a contradiction. If u ∈ D \ {v} then there is (a, b) ∈ J 1 with {a, b} = {u, v} and γ u and γ v differ on the (a, b)-coordinate for another contradiction. We conclude that u = v. That is, α is injective.
This completes the proof of Theorem 13 as every quasicritical algebra that satisfies the N -variable quasi-equations is actually already in the quasivariety. Lemma 2 shows that the N -variable quasi-equations form a basis of the quasi-equations of M.
6. Classifying {0, 1}-valued unary algebras with 0 Throughout this section assume that M is a finite {0, 1}-valued unary algebra with 0. Assume that the clone is f 0 , f 1 , f 2 , . . . , f s+1 where f 0 is the constant 0 function and f s+1 is the identity map. Theorem 13 states that if Rows(M) is an order ideal using the ordering with 0 < 1 then there is a finite basis for the quasi-equations.
The next definitions and results from [5] and [4] give conditions for the nonexistence of a finite basis for the quasi-equations. A positive primitive formula is an existentially quantified conjunction of atomic formulas. In the case of unary algebras the atomic formulas are of the form f (x) ≈ g(y) for not necessarily different variables x and y and terms (possibly the identity) f and g. On an algebra M, an nary relation R is pp-defined if there is a positive primitive formula φ(x 1 , x 2 , . . . , x n ) such that R = {(a 1 , a 2 , . . . , a n ) ∈ M n : φ(a 1 , a 2 , . . . , a n ) holds in M}. A unary algebra M is pp-acyclic if there is a positive primitive formula φ(x, y) defining an acyclic binary relation such that there exists 0 and 1 in M with 0 = 1, φ(0, 0), φ(0, 1) and φ(1, 1). The simplest pp-acyclic relation is ≤ on the set {0, 1}.
Theorem 21 ([5])
. If M is a finite pp-acyclic unary algebra then M does not have a finite basis for its quasi-equations.
Theorem 22 ([4]).
If M is a finite unary algebra that has a pp-defined relation that is the graph of a non-trivial group then M does not have a finite basis for its quasi-equations.
The example given in Figure 3 has the graph of addition modulo 2 defined via ∃w x = p(w) & y = q(w) & y = r(w). (1) the ≤ relation on {0, 1} can be positive primitively defined via a formula of the form ∃w x = f (w) & y = g(w); (2) the graph of addition modulo 2 on {0, 1} can be positive primitively defined via a formula of the form ∃w x = p(w) & y = q(w) & y = r(w); (3) the rows of M form an order ideal. In the first two cases there is no finite basis for the quasi-equations and in the last case there is a finite basis for the quasi-equations.
Proof. On a four-element set the possible non-identity functions for a {0, 1}-valued unary algebra with 0 are given in Table 5 . Let F be the non-constant, non-identity operations in the clone of M. If F is empty or has one element then, by Lemma 8, there is a finite basis for the quasiequations. Either Rows(M) is the empty ideal or there is one non-trivial function and the ideal formed by Rows(M) is {0, 1}. So we assume |F| ≥ 2.
The formula ∃w x = g 3 (w) & y = g 5 (w) & z = g 6 (w) defines the graph of addition modulo 2, so we may assume not all of g 3 , g 5 , and g 6 are in F. If g 7 ∈ F then for any f ∈ F \ {g 7 } the formula ∃w x = f (w) & y = g 7 (w) defines ≤ on {0, 1}. Thus we may assume g 7 ∈ F. Similarly, any of the pairs {g 1 , g 3 }, {g 1 , g 5 }, {g 2 , g 3 }, {g 2 , g 6 }, {g 4 , g 5 }, or {g 4 , g 6 } can be used to define ≤. Thus we may assume none of these pairs are in F.
The remaining possible clones are {g 1 , g 2 }, {g 1 , g 4 }, {g 1 , g 6 }, {g 2 , g 4 }, {g 2 , g 5 }, {g 3 , g 4 }, {g 3 , g 5 }, {g 3 , g 6 }, {g 5 , g 6 }, and {g 1 , g 2 , g 4 }. It is straightforward to check that all of these clones give order ideals.
The remainder of this section is the proof that Theorem 24 can be generalized to an arbitrary finite {0, 1}-valued unary algebra with 0 if we do not specify the form of the positive primitive formulas. 
As a < c < b the union of these sets, S 000 ∪ S 001 ∪ S 011 ∪ S 111 , is all of {1, 2, . . . , s}. In addition, as a, b, and c are distinct, the sets S 001 and S 011 are non-empty. Pick t ∈ S 001 and u ∈ S 011 . DefineĈ to be the formula that identifies rows which are constant valued on each of these four sets and 0-valued on S 000 . That is,Ĉ(w) is
The positive primitive formulaR(x, y) defined by
defines ≤ on {0, 1}. To see this, note that the witnesses of the rows a, c and b witnessR(0, 0),R(0, 1), andR (1, 1) . If the witness of some row d was a witness tô R(1, 0) then d would be the relative complement of c in the interval between a and b. This contradicts the assumptions of the lemma.
Lemma 25. Assume M is such that Rows(M) is relatively complemented but is not an order ideal. Then either there is either a positive primitive formula that defines ≤ on {0, 1} or there is a positive primitive formula that defines the graph of addition modulo 2. Set
We show that when R 1 is non-empty we can define ≤ with a positive primitive formula. When R 1 is empty we may be able to define ≤ but, if we cannot, then addition modulo 2 is definable. Notice that R 0 and R 1 are disjoint and that a is the zero-row if and only if R 1 is empty. Note that R 2 is the set of co-ordinates on which a and b differ. As a < c < b we have that |R 2 | ≥ 2.
Assume R 1 is non-empty. Let C 1 (w) be the formula that identifies rows which are constantly 0 on R 0 , and are constant on R 1 and on R 2 . That is,
Pick j 1 ∈ R 1 and 1 in R 2 . Define the formula R 1 (x, y) as
From the rows a, b, and the zero row we obtain R 1 (0, 1), R 1 (1, 1), and R 1 (0, 0) respectively. When R 1 defines ≤ on {0, 1} we are done with this case. Otherwise With the same j 1 as above, define the formula R 2 (x, y) as
From the rows e, b, and the zero row we obtain R 2 (0, 1), R 2 (1, 1), and R 2 (0, 0) respectively. If R 2 (1, 0) holds for some witness then there is a row r with
Thus a < r < b, which is a contradiction as the interval in Rows(M) from a to b contains just a and b. We have shown that when R 1 is non-empty we can define ≤ on {0, 1}. Now assume R 1 is empty. This means a is the zero row. Pick 1 and 2 distinct in R 2 . As f 1 and f 2 are distinct functions, there must be a row e in Rows(M) with e( 1 ) = e( 2 ). Pick such an e minimal. As the interval from a to b in Rows(M) contains exactly a and b we have e ≤ b. Without loss of generality assume e( 1 ) = 0 and e( 2 ) = 1.
For β, γ ∈ {0, 1} define the subsets of {1, 2, . . . , s} S βγ = {i : b(i) = β and e(i) = γ}.
The co-ordinate 1 is in S 10 and 2 is in S 11 . The set S 01 is non-empty as otherwise 0 < e < b which cannot hold. Define C 3 (w) be the formula that identifies rows which are constantly 0 on S 00 , and are constant on each of S 01 , S 10 , and S 11 . That is, C 3 (w) is P (0, 0, 0), P (1, 1, 0), P (1, 0, 1), and P (0, 1, 1) hold via witnesses of the zero row, b, d, and e respectively. Any witness of P (0, 1, 0) or P (1, 0, 0) would be a witness for a non-zero row below b which cannot happen. If P (0, 0, 1) holds then a non-zero row is witnessed that is below e. Take the relative complement to this row between 0 and e. The witness to this new row is a witness to P (0, 1, 0), a contradiction. Finally if P (1, 1, 1 ) has a witness then use the relative complement of e to obtain a witness to P (1, 0, 0) and a corresponding row below b, another contradiction. Thus the formula P defines the graph of addition modulo 2.
Theorem 26. If M is a {0, 1}-valued unary algebra with 0 then one of the following holds:
(1) the ≤ relation on {0, 1} can be positive primitively defined; (2) the graph of addition modulo 2 on {0, 1} can be positive primitively defined; (3) the rows of M form an order ideal.
In the first two cases there is no finite basis for the quasi-equations, and in the last case there is a finite basis for the quasi-equations.
Proof. If M has one or fewer non-identity, non-zero operations then Rows(M) forms a (possibly empty) order ideal. By Lemma 8 there is a finite basis for the quasi-equations. If Rows(M) has an interval that is not relatively complemented then by Lemma 25 we can positive primitively define ≤ on {0, 1}. By Theorem 22 there is no finite basis for the quasi-equations.
If Rows(M) is relatively complemented but is not an order ideal then, by Lemma 26, there is either a positive primitive formula that defines ≤ on {0, 1} or there is a positive primitive formula that defines the graph of addition modulo 2. By Theorem 22 or Theorem 23 there is no finite basis for the quasi-equations.
If none of the above situations hold then Rows(M) forms a non-empty order ideal. By Theorem 13 M has a finite basis for its quasi-equations.
