We show that the Libera operator, L, on some spaces of analytic functions is a continuous extension of the conjugate of the Cesàro operator. Results on L acting on various spaces are obtained. In particular, L maps the Bloch space into BMOA. We also prove some results on the best approximation by polynomials in Hardy and Bergman spaces.
Introduction

Let H(D)
(n)ĝ(n), (1.1) where f (z) = ∞ n=0f (n)z n ∈ H(D) and g(z) = ∞ n=0ĝ (n)z n ∈ H(D) (see, e.g., [12] ). The Cesàro operator C is defined on H(D) by the formula
(1.
2)
The conjugate operator, C * , acts from H(D) to H(D) and is defined by
Therefore C * coincides, on H(D), with the so-called Libera operator, L, defined by and Lg n (0) tends to ∞.
Furthermore, the same example shows that L cannot be extended to a continuous operator from X to H(D), where X is some of common spaces, e.g.,
where d A denotes the normalized Lebesgue measure on D.
Nevertheless, there are well-known spaces on which L is well defined and coincides with the conjugate of C. We use this fact to obtain results on Libera operator acting on these spaces of analytic functions. We prove, for example, that the operator L maps boundedly the Bloch space into BMOA. In the last section we show that the best polynomial approximation is almost preserved under the Libera operator in the case of the Hardy spaces H p , 1 < p < ∞, and the weighted Bergman
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Cesàro and Libera operators on Hardy spaces
For 0 < p ∞, let H p denote the classical p-Hardy space consisting of those f in H(D) for which
The sequence {g n } and the function j in Example 1.1 show that L cannot be defined on H p if 0 < p < 1. On the other hand, we can (and will) define L on H 1 by (1.4), because by Hardy's inequality,
We note that for g ∈ H 1 formula (1.3) can be understood as follows
To see that for g ∈ H lim w→1, w∈D
where the last equality follows from the absolute convergence of the series It follows from the above and from the Hardy inequality (2.1)
Consequently, we get [16] . A short proof of the boundedness of C on H p , 0 < p < ∞, can be also found in [17] . However, H ∞ is not mapped into itself by C (see [3] ).
The following theorem shows that actually the boundedness of the operator C on H p , 1 < p < ∞, implies the boundedness of the operator L on H p , 1 < p < ∞, and vice versa. 
Proof. We start with the formula
where
Since the operator C is bounded on H p , we have
where C denotes the norm of C acting on H p . In view of the fact that
This implies that for |z| < 1,
That the limit and the sums can be interchanged follows from (2.1). Indeed we can apply the dominated convergence theorem because, by (2.1), 
where K p comes from M. Riesz projection theorem. In the case when p = 2 the norms of C and L are equal.
Libera and Hardy operators
The Libera operator is closely related to the Hardy operator defined on L 
where 
Proof. Note that formula (3.1) and the Fubini theorem yield 
and hence B ∞ = B is the Bloch space. The reader is referred to [2] for a deeper discussion on the Bloch space and to [8] for recent results on more general Hardy-Bloch spaces.
For 0 < p < ∞, let A p denote the Bergman space consisting of functions f holomorphic in D and such that
It is well known that
It has been proved in [23] that the Libera operator is bounded on the Bergman space A p if and only if p > 2. Consequently, the operator L is well defined on the Bloch space. Moreover, we have the following lemma.
Proof. The monotonicity of the function
We remark that inclusion (4.1) implies that (4.2) holds also for f ∈ B.
By the well-known theorem of Littlewood and Paley, we have B p ⊂ H p , for 0 < p 2, and H p ⊂ B p , for p 2. It has been proved in [17] , that the Cesàro operator maps boundedly H p , 0 < p < 2, into the space B p . The dual of B p , 1 p < ∞ coincides with B p (see [6] ), and the dual of H 1 is the space BMOA (see [7] for the theory of BMOA). These facts imply the 
In other words,
where C is independent of a and r. Now let r → 1 − and apply Fatou's lemma to get
where C is independent of a. As above, the relation
holds because of (4.2). This completes the proof. 2
We remark that to show that we also have L = C * on B we cannot proceed as in the proof of Theorem 2.3, because f r − f B need not tend to 0 as r → 1 − . However, it follows from Theorem 2. 
Recall that the space VMOA consists of those f ∈ BMOA for which lim
Also the little Bloch space B 0 is defined as follows Proof. This follows from the above theorem and two facts: L transforms polynomials to polynomials, and polynomials are dense in B 0 and in VMOA. 2
Mixed norm spaces and Besov spaces
For 0 < p, q ∞, and α > 0, let H(p, q, α) denote the mixed norm space of functions f ∈ H(D) for which
In [20] J. Shi and G. Ren have proved that the operator C is bounded on H(p, q, α). A short proof was found by Hu and Liu [13] .
Theorem A. The Cesàro operator is bounded on H(p, q, α) for all p, q, α.
The proof is based on the following Hardy-Littlewood theorem [9, 5] .
Theorem B. A function F ∈ H(D) is in H(p, q, α) if and only if the function DF(z) := (zF (z)) is in H(p, q, α + 1). Moreover, and
there are positive constants C 1 , C 2 such that
Proof of Theorem A. (See [13] .) Since
This implies
Consequently,
So, Theorem B implies the desired result. 2 For a function f ∈ H p , let n t f (t ∈ R) denote the n-th difference with step t:
The n-th L p modulus of smoothness of f is defined by 
is the n-th iteration of D.
In the case q = ∞, this result is due to Hardy and Littlewood, Zygmund, and Privalov (see [4] ). The equivalence (ii) ⇔ (iii) for all p, q, α was proved by Oswald [18] . A simple proof of this equivalence as well as of (i) ⇔ (ii) can be found in [19] .
We note that if an arbitrary function
(See [6] H 0 (p , α) ) and reasoning in a similar way as in the proof of Theorem 4.2 we get: 
Best polynomial approximation
Let P n (n 0) denote the class of all analytic functions of degree n. The best approximation of f ∈ H p by P n is given
The following characterization of the Besov spaces B p,q α in terms of best polynomial approximations is well known (see, e.g., [15] [24] ). This implies
To see that the right-hand side of this inequality holds note that for P ∈ P n ,
Now we prove the following
Proof. We have
On the other hand,
From this and the inequality 
we get
Assuming we have proved
as desired. Inequality (6.3) is a consequence of
which, in turn, follows from
and this completes the proof. 2
The last two theorems imply the following, partial, extension of Theorem 5.1 to the case 0 < q < 1. 
