The existence and uniqueness of solutions to boundary-value problems for certain elliptic-hyperbolic equations is considered. MSC2000: 35M10
Introduction
By a closed boundary-value problem for a differential equation on a domain Ω we mean the problem of finding a solution with data prescribed on the entire boundary ∂Ω. This is in distinction to an open boundary-value problem, in which data are only prescribed on part of the boundary. Little is known about the existence of solutions to closed boundary-value problems for elliptic-hyperbolic equations which do not have the form
where u = u (η, ξ) ; K(ξ) is a continuously differentiable function for which K(0) = 0 and ξK(ξ) > 0 for ξ = 0; here and below, a subscripted variable denotes partial differentiation in the direction of the variable. In the special case K(ξ) = ξ, eq. (1) reduces to the Tricomi equation. For this reason, equations of the form (1) are said to be of Tricomi type. (In fact, a theory for the weak existence and uniqueness of solutions to closed boundary-value problems even for equations of Tricomi type is extremely recent [7] , [14] .) However, the existence of solutions to a closed Dirichlet problem for the equation
which is not of Tricomi type, has been shown by Magnanini and Talenti [8] , under the hypothesis that the boundary of the domain lies entirely in the elliptic region, η 2 > 1. The elliptic region of eq. (2) encloses the hyperbolic region if η is interpreted as a radial coordinate with angular variable ξ. Because the type-change function K depends on η rather than ξ, eq. (2) is said to be of Keldysh type [5] . Magnanini and Talenti considered the case of L 2 data given on the boundary. They were able to construct an explicit, smooth solution in the interior of the unit disc, having a point singularity at the origin. The solution weakly satisfies the equations on the entire domain; see also [16] . Closed boundary-value problems for various other equations of Keldysh type have been studied by Gu [3] .
Closed boundary-value problems for elliptic-hyperbolic equations tend to be over-determined on the hyperbolic boundary. We show in Theorem 2 that the classical Dirichlet problem is indeed ill-posed for eq. (2) on a typical domain (that is, a domain bounded by characteristic lines). In Sec. 3 we we show that a strongly well-posed boundary-value problem can be formulated for a class of equations that includes a sufficiently strong lower-order perturbation of eq. (2).
The classical Dirichlet problem is ill-posed
Write the domain Ω of eq. (2) as the union Ω = Ω + ∪ Ω − , where
Ω − is any subdomain of the annulus 0 < ε 1 ≤ η ≤ 1 bounded by the unit circle and the intersection of two characteristic lines with the points (1, ξ 0 ) , (1, ξ 1 ) and with each other. In the following we prove that it is always possible to find such an intersection of characteristic lines, because the characteristic lines form a family of circles of radius 1/2, which are all tangent to the interior of the unit circle. Proof. The characteristic lines of the cartesian form of equation (2),
have the form F (p, q; Θ) = 0 for
where Θ can be treated as a real parameter ( [8] , Sec. 4). Let F be any 1-parameter family of smooth planar curves defined by the equation F (p, q; Θ) = 0. Then the envelope C F of the family F is a subset of the set of points (p, q) satisfying F = 0 and the equation F Θ = 0, provided C F is sufficiently smooth. Applying this criterion with F given by the characteristic family (3), we find that the equations F = 0 and F Θ = 0 are satisfied if p and q both vanish identically, and also if p = cos Θ and q = sin Θ. So the unit circle centered at the origin of the pq-plane and the origin itself are both envelopes. This completes the proof.
We obtain a cartesian equation corresponding to (2) if we consider Ω to be a domain of the euclidean half-plane η ≥ ε 1 > 0. In this case the line η = 1 remains an envelope of the characteristic equations to (2) − c.f. eq. (8) Proof. Because we are considering eq. (2) as an equation in cartesian variables, the proof is similar to [9] and [11] ; see also [13] . Let u 1 (η, ξ) and u 2 (η, ξ) be two such solutions. By linearity, the function u ≡ u 1 − u 2 is a solution of (2) which vanishes on ∂ (Ω/Ω − ) . We show that u vanishes identically in Ω. Consider the integral
where
and
Then
using eq. (2) and the equality of mixed partial derivatives for smooth functions u. Thus I is independent of path and there is a function χ (η, ξ) having partial derivatives χ ξ = Ψ 1 and χ η = Ψ 2 satisfying (4) and (5), respectively. On the line ξ = ξ 0 we have u η = 0, as u = 0 on that line. The same boundary condition implies that u η = 0 on the line ξ = ξ 1 . Equation (5) now implies that
Integrating, we find that χ (η, ξ 0 ) = c 1 and χ (η, ξ 1 ) = c 2 , where c 1 and c 2 are constants. On the line η = 1, (4) implies that
so on that line, c 1 ≥ c 2 . But as these are constants, that inequality must hold in general. On the line η = R, (4) implies that
in which the term u ξ is zero, as η = R is a boundary curve on which u ≡ 0. So on η = R we have
and c 2 ≥ c 1 . The pair of inequalities (6) and (7) are in contradiction unless c 1 = c 2 .
In particular, on the line η = 1 we have χ (1, ξ 0 ) = χ (1, ξ 1 ) . This combined with the inequality χ ξ ≤ 0 implies that χ ξ = 0 on that line. (If the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions; but it cannot, as χ ξ ≤ 0.) Now (4) 
]).
Every element G λ of the family G of characteristic lines to eq. (2) satisfies
Then on
A consequence of Proposition 1 is the fact that one can connect any two points on the arc {η = 1} ∩ ∂Ω − by a path along characteristic lines. But for any numbers ξ 2 and ξ 3 lying in the interval [ξ 0 , ξ 1 ] , we have
we claim this implies that dχ/dξ must be zero along characteristics. Again, if the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions, and (9) would be violated. By following a path along characteristic lines we can always obtain boundary conditions of the form (10). Precisely, consider a point (η a , ξ a ) on the intersection of two characteristic arcs G 1 and G 2 . Then (9) implies that if
. Now, taking the arc of G 1 to originate at (1, ξ 2 ) and the arc of G 2 to terminate at (1, ξ 3 ) , we conclude that χ ξ must vanish identically on the path from (1, ξ 2 ) to (1, ξ 3 ) along the arcs G 1 and G 2 . That is,
ξ , where η 2 − 1 < 0 on Ω − . So u ξ = u η = 0 on this path, implying that u is equal to a constant along the path. Because any point of Ω − can be made to lie on a path along characteristic lines connecting points on the unit circle, u is constant on Ω − . Because u vanishes at η = 1, the constant is zero by continuity. This completes the proof.
The classical Dirichlet problem is the problem of finding a twice-continuously differentiable solution to a differential equation in which data are prescribed on the entire boundary of the domain. The uniqueness of the solution is guaranteed by Theorem 2 for data prescribed only on the elliptic boundary. Thus (2) is over-determined on Ω, where Ω is considered as a domain of the cartesian ηξ-plane.
A strongly well-posed boundary-value problem
Solutions which exist in the closure of the graph of the differential operator are said to be strong; c.f. [2] , p. 354. Precisely, a strong solution of a boundary-value problem for an operator equation
for which there exists a sequence u ν of continuously differentiable functions, satisfying the boundary conditions, for which
A consequence of this definition is the uniqueness of strong solutions. A system of two differential equations on a domain of R 2 is symmetric positive [2] if it can be written in the form of the matrix equation
where w = (w 1 , w 2 ) is a vector, the matrices A 1 and A 2 are symmetric, and the symmetric part κ * of the matrix
y is positive definite. Here and below, an asterisk denotes symmetrization: κ * = (κ + κ T )/2. We will use in a fundamental way a theorem by Friedrichs [2] ; see also [6] and [15] .
Friedrichs' Theorem on Symmetric Positive Systems. Let Ω be a bounded domain of R 2 having C 2 boundary ∂Ω. Consider the matrix β =
|∂Ω , where n = (n 1 , n 2 ) is the outward-pointing normal vector to ∂Ω. Suppose that the matrix β admits a decomposition β = β + + β − , for which β ± = 0 in N and R ± ⊂ R, where N is the null space of β and R and R ± are the ranges of β and β ± , respectively; R + ∩ R − = 0; the matrix µ = β + − β − satisfies µ * ≥ 0. Then the boundary-value problem given by
where L is given by (11) , has a strong solution whenever the system is symmetric positive and the components of ϕ are square-integrable.
A boundary-value problem which possesses a strong solution is said to be strongly well-posed. We show the existence of such a problem for a class of equations of Keldysh type. We initially consider equations having the perturbed conservation form
where K ′ (η) > 0, k is a nonzero constant, K(η) < 0 for 0 ≤ η < η crit and K(η) > 0 for η crit < η ≤ R. We do not expect classical solutions, so rather than study this equation directly, we consider the associated system
where L is a first-order operator with w = (w 1 (η, ξ), w 2 (η, ξ)) , F = (f, 0) ,
We interpret η as a radial coordinate and ξ as an angular coordinate, so that the system (14)- (16) is defined on a closed disc of radius R. The system is equivalent to (13) if the components of w are C 2 and w 1 = u η , w 2 = u ξ .
Theorem 4. Suppose that there is a positive constant
Let there be continuous functions σ(ξ) and τ (ξ) such that
where σ(ξ)τ (ξ) is either strictly positive or strictly negative at η = R. Then the boundary-value problem (14) - (17) possesses a strong solution on the closed disc 0 ≤ η ≤ R.
Proof. Multiply the terms of eq. (14) by the matrix
where a and c are constants; the sign of c is chosen so that στ c < 0; the sign of a is chosen so that ack > 0; and |c| is large. We find that the symmetric part κ * of the matrix
so the resulting system is symmetric positive provided |c| is sufficiently large. The proof will be complete once we show that the boundary conditions are admissible. Proceeding as in Sec. IIIC of [12] (see also [17] and [13] ), choose the outward-pointing normal vector to have the form n = K −1 (η)dη. Then on the boundary η = R, β = a c c −aK −1 (R) .
Choose β + = β − β − . Then β − w = 0, as (17) implies that w 2 = −(σ/τ )w 1 on the circle r = R. Moreover,
If στ < 0, choose c > 0; if στ > 0, choose c < 0. Then the matrix µ * will be non-negative provided |c| is sufficiently large.
It remains to check the following conditions:
It is possible to show by elementary row operations that N must consist entirely of the zero vector provided |c| is sufficiently large, so condition i) is satisfied. Regarding condition ii),
Thus R − is the subset of R consisting of vectors having the form (x, y) = (σ, τ ) . A similar calculation shows that R + = τ x − σy σ 2 + τ 2 τ a − σc σaK −1 (R) + τ c .
Thus R + is the subset of R consisting of vectors having the form (x, y) = (τ, −σ) , and condition ii) is also satisfied. Because the equations defining R − ∩ R + are an over-determined system, condition iii) is satisfied. The invertibility of E completes the proof of Theorem 4. Proof. Because the case of strictly increasing K was considered in the proof of Theorem 4, we can assume without loss of generality that K is strictly decreasing: there is a negative number ν 1 such that K ′ (η) ≤ ν 1 . The proof of Theorem 4 is essentially unchanged, except that the constant a will reverse its sign, as will K −1 (R). The reversal of the sign of a will ensure that the system remains symmetric positive, while the reversal of the sign of K −1 (R) will have no effect at all. This completes the proof.
Note that in the case of monotone decreasing K, a strongly well-posed boundary-value problem can be constructed in an annulus, by following the proof of [13] , Theorem 3.
