Abstract. We show that if a noncollapsed CD(K, n) space X with n ≥ 2 has curvature bounded above by κ in the sense of Alexandrov then K ≤ (n − 1)κ and X is an Alexandrov space of curvature bounded below by K − κ(n − 2). We also show that if a CD(K, n) space Y with finite n has curvature bounded above then it is infinitesimally Hilbertian.
Corollary 1.2. Let (X, d, H n ) be as in Theorem 1.1 then X is a topological n-dimensional manifold with boundary and Int X has a canonical open C 3 atlas of harmonic coordinates and a Riemannian metric g which induces d and such that g is in C 1,α ∩ W 2,p in local harmonic charts for every 1 ≤ p < ∞, 0 < α < 1.
Let us comment on the assumptions in the main theorem. CD(K, N ) spaces for N ∈ [1, ∞) were introduced by Lott and Villani for K = 0 in [LV09] , and independently by Sturm for general K ∈ R in [Stu06b] . Other curvature-dimension conditions are the reduced curvature-dimension condition CD * (K, N ) [BS10] and the entropic curvature dimension condition CD e (K, N ) [EKS15] that are simpler from an analytical viewpoint. For a Riemannian manifold each condition characterizes lower Ricci curvature bounds. However it is not known if the conditions CD * or CD e are in general equivalent to the original one by Sturm, or to each other. Moreover, in general they do not produce sharp estimates in geometric inequalities. Conditions CD(K, N ), CD * (K, N ) and CD e (K, N ) are known to be equivalent under the extra assumption that the space is essentially non-branching [EKS15, CM16] . In Proposition 6.9 we prove that a CBA(κ) space which satisfies any of the conditions CD(K, N ), CD * (K, N ) or CD e (K, N ) with N < ∞ is non-branching and therefore for CBA(κ) spaces all these curvature-dimension conditions are equivalent.
In the original version of this paper the main theorem had an extra assumption that X is infinitesimally Hilbertian which might be considered a natural assumption in this setting, and under which all of the previous curvature-dimension conditions are equivalent as well. However, as we show in Theorem 6.2 a space satisfying any of the curvature dimension conditions CD(K, N ), CD * (K, N ) or CD e (K, N ), and CBA(κ) for 1 ≤ N < ∞, K, κ < ∞ is automatically infinitesimally Hilbertian and hence RCD(K, N ). (Note that this includes the case N = 1).
Next, we exclude n = 1 in the statement of the main theorem because if (X, d, m) is RCD(K, 1) then by [KL16] it is a point or a smooth Riemannian 1-dimensional manifold (possibly with boundary) and thus is an Alexandrov space with curvature bounded below and above without an extra assumption of an a priori upper curvature bound.
Further, some assumptions on the measure m in relation to n in the main theorem are obviously necessary as the following simple example indicates Example 1.3. Let f : R 2 → R be given by f (x) = 4|x| 2 . Let X = B 1 100 (0). A simple computation shows that Ric 3 f ≥ 2 on X where Ric 3 f is the 3-Bakry-Emery Ricci tensor of (X, g Eucl , e
−f H 2 ). Since all balls B r (0) are convex this easily implies that (X, d Eucl , e −f H 2 ) is RCD(2, 3). On the other hand, (X, d Eucl ) is obviously CBA(0). Thus, X is RCD(K, n) and CBA(κ) with n = 3, K = 2, κ = 0 but K > κ(n − 1).
Note that while the space X constructed in the above example violates the conclusion of Theorem 1.1, it nevertheless is an Alexandrov space of curvature bounded below (it obviously has curv ≥ 0), just with a different lower curvature bound that the one claimed in Theorem 1.1. In section 6 we construct an example of a compact CBA(0), RCD(−100, 3) space which is not Alexandrov of curv ≥κ for anyκ (Example 6.8).
In [DPG17] De Philippis and Gigli (cf. also [Kit17] ) considered the class of RCD(K, n) spaces where the background measure is H n . Following De Philippis and Gigli we will call such spaces noncollapsed.
It follows from work of Cheeger-Colding [CC97] that a measured Gromov-Hausdorff limit of a sequence of complete n-dimensional Riemannian manifolds (M i , p i ) with convex boundary satisfying Ric Mi ≥ K, vol(B(p i , 1)) ≥ v > 0 for some K ∈ R, v > 0 is a noncollapsed RCD(K, n) space in the above sense. This also follows from [DPG17] where it is shown more generally, that for any v > 0 the class of noncollapsed RCD(K, n) spaces (X, d, m, p) satisfying m(B 1 (p)) ≥ 1 is compact in the pointed measured Gromov-Hausdorff topology. This includes the nontrivial statement that for a sequence (X i , d, H n , p i ) in the above class converging to (X, d, m, p) the limit measure m is automatically H n .
Thus, noncollapsed RCD(K, n) spaces are a natural synthetic generalization of noncollapsing Ricci limits.
The above discussion shows that requiring that the background measure be H n in the context of Theorem 1.1 is a natural assumption.
Let us outline the structure of the proof of the main theorem. It consists of two independent parts. Part one is to show that a space satisfying CD(K, n) and CBA(κ) with finite n is infinitesimally Hilbertian and hence RCD(K, n). Part two is to show that a noncollapsed RCD(K, n) space which is also CBA(κ) is Alexandrov with curv ≥ K − κ(n − 2).
Since small balls in X are convex, using local-to-global results for RCD and Alexandrov spaces it's enough to prove both parts for small balls in X which are CAT (κ) i.e. satisfy the upper curvature triangle comparison globally. Thus, for most of the paper we only consider spaces X which have small diameter and are CAT (κ) rather than CBA(κ).
The proof that X satisfying CD(K, n) and CAT (κ) with finite n must be infinitesimally Hilbertian consists of several steps. The main step is proving the splitting theorem (Proposition 6.5) which says that if a space X which is CD(0, n) and CAT (0) with n < ∞ then it must metrically split as Y × R.
Recall that the usual scheme for proving the splitting theorem under various versions of nonnegative Ricci curvature involves a variation of the following argument [CG72, Gig13] .
Let γ : R → X be a line in X. Consider the rays γ + (t) = γ(t) and γ − (t) = γ(−t) for t ≥ 0. Let b ± be the corresponding Busemann functions. From the triangle inequality it holds that b = b + + b − ≥ 0 on X. Also, b| γ ≡ 0. Then the usual argument is to first show that b ± are both superharmonic, hence b is is superharmonic and hence it must be identically zero on X by the maximum principle. However, this argument completely fails in our situation because knowing that b ± are superharmonic does not imply that b is superharmonic too as the Laplace operator is not known to be linear yet -we are trying to prove that it is.
Our proof of the splitting theorem goes along very different lines. It relies on the Flat Strip Theorem for CAT (0) spaces to conclude that b ≡ 0 and to get the splitting.
By [GMR15] "tangents of tangents are tangents" a.e., i.e. there is a set A ⊂ X of full measure such that for every point p ∈ A for any tangent cone (T p X, d p , m p ) and any point y ∈ T p X any tangent cone T y (T p X) is a tangent cone at p. Using the splitting theorem this easily implies that there exists a tangent cone at p isometric to R k for some k ≤ n. Now infinitesimal Hilbertianness of X easily follows by an application of Cheeger's celebrated generalization of Rademacher's theorem to doubling metric measure spaces which satisfy the Poincaré inequality [Che99] .
The second major part in the proof of the main theorem is showing that it holds if X is RCD(K, n), CAT (κ) and m = H n .
The obvious proof which works for Riemannian manifolds does not easily generalize as there is no notion of curvature or Ricci tensors on X. Let us describe an argument that does generalize. Let (M n , g) be a complete Riemannian manifold with sec ≤ κ, Ric ≥ K. Fix anyκ < K − κ(n − 2). To verify that sec M ≥κ it's enough to show that for any p ∈ M the distance function to p is more concave than the distance function in the simply connected space form of constant curvature k. For points q near p this is equivalent to checking that
where cot k (t) is the generalized cotangent function (see section 2.7 for the definition). The condition that sec M ≤ κ implies that
On the other hand, since Ric M ≥ K, by Laplace comparison we have that
where V 1 , . . . , V n−1 is an orthonormal basis of ∇d
Combining the above inequalities gives that κ(n − 1) ≥ K and that for any i = 1, . . . n − 1
There are a number of technical challenges in generalizing this argument to the setting of Theorem 1.1. The first one is to get a lower laplacian bound on the distance functions using the upper curvature bound. To do this we first show that the set of regular points X reg is open, convex and is a topological n-manifold. A crucial point in showing convexity of X reg is proving that the density function is semiconcave on X (Lemma 5.4). This uses the CAT property of X and need not be true for general noncollapsed RCD(K, n) spaces.
By a homological argument the fact that X reg is a manifold implies that geodesics on X reg are locally extendible. Once this has been established it follows from contraction properties of the inverse gradient flow of d p that ∆d p is bounded below on X reg . RCD(K, n) condition implies that it's bounded above which implies that distance functions locally lie in the domain of the laplacian. This allows us to apply to the distance functions analytic tools we develop in Section 4 which relate convexity properties of functions in the domain of the laplacian on RCD spaces to bounds on their Hessians. Using the calculus of tangent modules developed by Gigli [Gig14] and a result of Han [Han14] that for a sufficiently regular function f on a noncollapsed RCD(K, n) space ∆f = tr Hess f , we are able to carry out the Riemannian argument that was outlined earlier to obtain the same concavity properties of distance functions locally on X reg . By a globalization result of Petrunin this implies that X is Alexandrov.
The paper is structured as follows. In Section 2 we provide preliminaries on synthetic Ricci curvature bounds, calculus for metric measure spaces and curvature bounds for metric spaces in the sense of Alexandrov.
In Section 3 we prove a lower Laplace bound for distance functions in the context of metric spaces which are topological manifolds and satisfy RCD and CBA bounds.
In Section 4 we establish a result that gives a characterization of local κ-convexity of Lipschitz functions that are in the domain of the Laplace operator, in terms of almost everywhere lower bounds for the Hessian.
In Section 5 we prove the main theorem under an extra assumption that X is infinitesimally Hilbertian making use of several tools and results for the Laplace operator and the tangent module of metric measure spaces.
Finally, in Section 6 we prove that a space satisfying CD * (K, n) and CBA(κ) for finite n must be infinitesimally Hilbertian (Theorem 6.2). Combined with the results of Section 5 this finishes the proof of the main theorem.
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Preliminaries
2.1. Curvature-dimension condition for metric measure spaces. 
holds in the distributional sense where 1 ∞ =: 0. We say that u is K-convex if u is (K, ∞)-convex, and we say that u is K-concave if −u is −K-convex.
If N < ∞, we define U N (t) = e
Let (X, d) be a metric space. If A ⊂ X, the induced metric on A is denoted by d A . We say a rectifiable constant speed curve γ : [a, b] → X is a minimizing geodesic or just geodesic if L(γ) = d(γ(a), γ(b)). We say (X, d) is a geodesic metric space if for any pair x, y ∈ X there exists a geodesic between x and y. For a geodesic γ between points x, y ∈ X we will also use the notation [x, y] where in this case we think of the geodesic as its image in X. Similarly ]x, y[= [x, y]\ {x, y}.
Definition 2.2. Let (X, d) be a metric space, and let V : X → (−∞, ∞] be a lower semi-continuous function. We set Dom V := {x ∈ X : V (x) < ∞}. Let K ∈ R and N ∈ (0, ∞].
(i) We say that V is weakly (K, N )-convex if for every pair x, y ∈ Dom V there exists a unit speed geodesic γ :
P 2 (X) denotes the set of Borel probability measures µ on (X, d) such that X d(x 0 , x) 2 dµ(x) < ∞ for some x 0 ∈ X. For any pair µ 0 , µ 1 ∈ P 2 (X) we denote with W 2 (µ 0 , µ 1 ) the L 2 -Wasserstein distance that is finite and defined by
where Cpl(µ 1 , µ 2 ) is the set of all couplings between µ 1 and µ 2 , i.e. of all the probability measures π ∈ P(X 2 ) such that (P i ) ♯ π = µ i , i = 1, 2, P 1 , P 2 being the projection maps. (P 2 (X), W 2 ) becomes a separable metric space that is a geodesic metric space provided X is a geodesic metric space. A coupling π ∈ Cpl(µ 1 , µ 2 ) is optimal if it is a minimizer for (4). Optimal couplings always exist We call the metric space (P 2 (X), W 2 ) the L 2 -Wasserstein space of (X, d). The subspace of probability measures with bounded support is denoted with P 2 b (X). Definition 2.3. A metric measure space is a triple (X, d, m) =: X where (X, d) is a complete and separable metric space and m is a locally finite measure.
The space of m-absolutely continuous probability measures in P 2 (X) is denoted by P 2 (X, m). The Shanon-Boltzmann entropy of a metric measure space (X, d, m) is defined as 
sin κ is defined as solution of the same ODE with initial value
Let π κ be the diameter of a simply connected space form S 2 κ of constant curvature κ, i.e.
For K ∈ R, N ∈ (0, ∞) and θ ≥ 0 we define the distortion coefficient as
Note that σ
and an optimal coupling π between µ 0 and µ 1 such that
where µ i = ρ i dm, i = 0, 1. We say (X, d, m) satisfies the reduced curvature-dimension condition CD * (K, N ) for K ∈ R and N ∈ (0, ∞) if we replace in the previous definition the modified distortion coefficients τ
K,N (θ) by the usual distortion coefficients σ Remark 2.7. We note that if a metric measure space (X, d, m) satisfies a curvature dimension condition CD(K, N ), CD * (K, N ) or CD e (K, N ) for N < ∞, the support supp m of m with the induced metric d supp m becomes a geodesic space. This follows since (supp m, d supp m ) is complete and a curvature-dimension condition yields that supp m is a length space, and is locally compact by Bishop-Gromov-type comparison that holds in any case [Stu06b, LV09, BS10, EKS15] . In this paper we will always assume that supp m = X. Theorem 2.8 ([Stu06a, Stu06b, LV09, GMS15, EKS15]). All of the previous curvature-dimension conditions CD(K, N ), CD * (K, N ) and CD e (K, N ) are stable under pointed measured GromovHausdorff convergence, and yield Brunn-Minkowski-type inequalities if N is finite. In the case K = 0 the latter is the same statement for every curvature-dimension condition: For each pair of measurable subsets A 0 , A 1 ⊂ X it holds that
where A t is the set of t-midpoints of geodesics with endpoints in A 0 and A 1 respectively.
The next fact, the next lemma and the next theorem collect a number of important properties of spaces that satisfy a curvature-dimension condition.
is locally compact, a geodesic space and satisfies a Bishop-Gromov-type comparison and a doubling property.
(ii) (X, αd, βm) satisfies the condition CD(α −2 K, N ) for every α, β > 0.
. Each of the previous statements holds for CD * (K, N ) and CD e (K, N ) as well.
for some K ∈ R and N ∈ (0, ∞), and let f : X → R be κ-convex for α ∈ R and bounded from below. Then the metric measure space (X, d, e −f m) satisfies the condition CD(K + κ, ∞).
, admits a weak local 1-1 Poincaré inequality.
[ Raj12b, Raj12a] proves this for CD(K, N ) and CD * (K, N ) but it's easy to see that the proof also works for CD e (K, N ).
2.2. Cheeger energy and calculus for metric measure spaces. In the following we present the framework for calculus on metric measure spaces by Ambrosio, Gigli and Savaré [AGS13, AGS14a, AGS14b, Gig15] . Let (X, d, m) be a metric measure space, and Lip(X) and Lip b (X) be the space of Lipschitz functions, and bounded Lipschitz functions respectively. For f ∈ Lip(X) its local slope is
is called relaxed gradient if there exists sequence of Lipschitz functions f n which L 2 -converges to f , and there exists g such that Lipf n weakly converges to g in L 2 (m) and g ≤ g m-a.e. . We say g is the minimal relaxed gradient of f if it is a relaxed gradient and minimal w.r.t. to the L 2 -norm amongst all relaxed gradients.
The space of L 2 -Sobolev functions is then
For any f ∈ W 1,2 (X) there exists a minimal relaxed that is denoted with |∇f | and unique up to set of measure 0. One also calls |∇f | the minimal weak upper gradient of f . Then, one has
The space W 1,2 (X) equipped with the norm f 
We say that f ∈ W 1,2 (X) is in the domain of the Laplace operator ∆ if there exists a function
∇f, ∇h dm = − h∆f dm.
In this case we say that f ∈ D(∆). The vector space D(∆) is equipped with the operator norm
and we have that ∆f ∈ V, we write f ∈ D V (∆). (P t ) t∈(0,∞) denotes the heat semi-group associated to ∆.
More generally, -assuming X is locally compact -if U is an open subset of X, we say f ∈ W 1,2 (X) is in the domain D(∆, U ) of the measure valued Laplace ∆ on U if there exists a signed Radon measure µ =: ∆f such that for every Lipschitz function g with bounded support in U we have Remark 2.15. For N = ∞ the condition was first introduced and studied in [AGS14b] , for N < ∞ in [Gig15] .
Remark 2.16. By the globalization theorem of Cavalletti and Milman [CM16] , and by results in [EKS15] , [AGS14b] and [RS14] in the previous definition it is equivalent to require the condition CD * (K, N ) or the condition CD e (K, N ). More precisely, since each condition implies CD(K, ∞), together with infinitesimally Hilbertianness (X, d, m) satisfies the condition RCD(K, ∞) in the sense of [AGS14b] . Therefore, the Boltzmann-Shanon entropy is even strongly K-convex, and hence (X, d, m) is essentially non-branchning by [RS14] . Then, first we know that CD * (K, N ) is equivalent to CD e (K, N ) by [EKS15] . Second, from the globalization result in [CM16] we have that CD 
More explicitly
. In particular, for K = 0 the estimate is precisely ∆ 
Proof. Indeed, By the chain rule Theorem 2.18 implies (see also [Gig15, Corollary 5.15]) that d y ∈ D(∆, X\{y}) and
Applying the chain rule one more time this yields
Further note that
and hence md κ (x) = ϕ κ (x 2 /2) where ϕ κ is a smooth function on R given by
2 ) ∈ D(∆) for any κ ∈ R and (6) can be improved to
2.3. Tangent modules of metric measure spaces. In this section we present a general construction of tangent spaces for metric measure spaces due to Gigli (inspired by an idea of Weaver [Wea99] ).
Definition 2.21 ([Gig14]
). Let (X, d, m) be a metric measure space, and let M be a Banach
+ which satisfy the following properties:
Consider a Borel measurable set A ⊂ X. The restriction M| A of M to A is defined as
-modules M and N we say that a map T : M → N is module morphism provided T is linear, continuous and it satisfies
For details we refer to [Gig14] .
-module, and the pointwise norm | · | satisfies
We define the pointwise inner product
we also note that M and M * are canonical isomorphic as Hilbert modules.
. . , v n ∈ M is a (module) basis on A if they are independent on A and generate M| A .
If A admits a basis of finite cardinality n ∈ N, we say that A has local dimension n. If A admits no basis of finite cardinality, we say A has infinite local dimension.
Remark 2.25. It is easy to see that in (ii) one only needs to require that M| A is the L 2 -closure of finite L ∞ -linear combinations of elements in S where an L ∞ -linear combination is defined by
The more general statement (ii) -that also appears in [Gig14] -is to deal with
Proposition 2.26 (Proposition 1.4.4. [Gig14] ). Local dimension is well-defined: If both v 1 , . . . , v n and w 1 , . . . , w n are bases of an
Proposition 2.27 (Proposition 1.4.5. [Gig14] ). There is a unique partition {E k } k∈N∪{∞} of X such that for any k ∈ N with m(E k ) > 0 E k has local dimension k, and any E ⊂ E ∞ with m(E) > 0 has infinite local dimension.
Proposition 2.28 (Proof of Theorem 1.4.11. [Gig14] ). Let M be an Hilbert module. Then, for every n ∈ N and any Borel set B ⊂ X that has local dimension n and finite measure, there exists a unit orthogonal basis e 1 , . . . , e n ∈ M on B.
That is e i , e j = δ i,j m-almost everywhere.
Remark 2.29. If (e i ) i=1,...,n is a unit orthogonal basis on B, and
and A a Borel subset in B, then
e. on X, and
If two couples (M, d) and (M ′ , d ′ ) satisfy the properties above then there exists a unique module isomorphism Φ :
The unique module above is called the cotangent module of (X, d, m), and it is denoted with L 2 (T * X). Its dual module is called the tangent module and denoted with
is a Hilbert module, and we have Φ :
Bakry-Emery condition.
The following was introduced in [AGS15] . Let (X, d, m) be a metric measure space that is infinitesimally Hilbertian but does not necessarily satisfy a curvature-
we define the carré du champ operator as
We say that (X, d, m) satisfies the Bakry-Emery condition BE(K, N ) for K ∈ R and N ∈ (0, ∞] if it satisfies the weak Bochner inequality
We say a metric measure space satisfies the Sobolev-to-Lipschitz property [Gig15] if
More precisely, for any Sobolev function in with bounded minimal weak upper gradient there exist a Lipschitz functionf that coincides m-almost everywhere with f such Lip(f ) ≥ |∇f |. Remark 2.32. The case N = ∞ was proved in [AGS15] , the case N < ∞ in [EKS15] . Shortly after [EKS15] an alternative proof for the finite dimensional case -following a completely different strategy -was established in [AMS15] .
2.5. Rectifiability. Following [GP16] we say a family {A i } i∈N is an m-partition of E ⊂ X if it is a partition of some Borel set F ⊂ X such that m(E\F ) = 0.
Definition 2.33. A metric measure space (X, d, m) is strongly m-rectifiable if there exists a mpartition {A k } k∈N of X into measurable sets A k such that for each k ∈ N and every ǫ > 0 there exists an m-partition {U i } i∈N of A k and measurable maps ϕ i :
The partition {A k } k∈N that is unique up to a m-negligible set is called dimensional partition of X.
, m) be a metric measure space that satisfies the condition RCD(K, N ) for N ∈ (0, ∞), and let A k its dimensional decomposition. Then, the local dimension of A k is k ∈ N ∪ {∞}. Hence A k = E k for any k ∈ N where E k is as in Proposition 2.27.
Definition 2.36. If (X, d, m) satisfies the condition RCD(K, N ), we say x 0 ∈ A k is a regular point if the Gromov-Hausdorff tangent cone at x 0 is R k where {A k } k∈N is the dimensional decomposition of X. We denote the set of all regular points X reg .
Hessian operator.
|A| HS is the pointwise Hilbert-Schmidt norm whose construction can be found in [Gig14] . Similar, one constructs
can be seen as the space of all continuous bilinear forms A :
-continuity corresponds for m finite and normalized to convergence in probability.
Definition 2.37. The space of test functions is
the Sobolev norm and the graph norm of the operator ∆ respectively, and by the Sobolev-to-Lipschitz property we have
where div(h∇g) = ∇h, ∇g + h∆g. In this case the operator A will be called the Hessian of f and will be denoted with Hess f . W 2,2 (X) is equipped with the norm
Remark 2.39. We note that the density property of D ∞ and the fact that D ∞ is an algebra ensure that Hess f ∈ L 2 (T * X ⊗ T * X) is uniquely determined by (7). Then it is clear that Hess f depends linearly on f , and W 2,2 (X) therefore becomes a vector space.
Lemma 2.40. Consider f ∈ W 2,2 (X), and assume Hess f ≥ κ m-a.e. on B.
Then, since every f k,i can be approximated in L 2 -sense by measurable functions that take only finitely many values in R, and since ∇ is linear, we see that X is approximated in L 2 -sense by vector fields W k of the form
The second equality is the L ∞ -homogeneity of Hess f (·, ·). Hence, by L 2 -convergence of W k in L 2 (T X) the right hand side converges m-a.e. to |V | after taking a subsequence. Moreover, by continuity of the bilinear for Hess f :
m) the left hand side converges m-a.e. to Hess f (V, V ) after taking another subsequence. Then, the claim follows.
2,2 (X), and
and let ϕ ∈ C 2 (R) with bounded first and second derivative. Then ϕ • f ∈ W 2,2 (X) and the following formula holds 
(ii) Second variation formula. Moreover, let f ∈ H 2,2 (X)
and an improved Bochner formula holds in the sense of measures involving the Hilbert-Schmidt norm of the Hessian of f :
where ∆ is the measure valued Laplace operator, and Γ 2 is called measure valued Γ 2 -operator. In particular, the singular part of the left hand side is non-negative.
In the context of RCD(K, N )-spaces with finite N the previous theorem was improved by Han [Han14] , and in particular, he obtains the following. Corollary 2.50. Let (X, d, m) be a metric measure space that satisfies the condition RCD(K, n) with m = H n and n ∈ N. Then A k = ∅ for k = n, and for any f ∈ D L 2 (∆) we have that ∆f = tr Hess f m-almost everywhere in the sense of the previous theorem.
Proof. The first claim is clear from the assumptions. Let f ∈ D L 2 (∆), and consider a sequence ϕ j ∈ D ∞ that approximates f in D L 2 (∆). Moreover, let B ⊂ A n be a Borel set of finite measure and let (e i ) i=1,...,n be a unit orthogonal basis and tr be the corresponding trace. It follows
where the last inequality holds for arbitrary ǫ > 0 provided j is sufficiently large. We obtain that ∆f | B = tr Hess f | B m-a.e. and therefore the claim.
2.7.
Upper and lower sectional curvature bounds for metric spaces. We recall the following notions of spaces with curvature bounded below (above) for geodesic metric spaces Definition 2.51. We say that a complete geodesic metric space (X, d) is CBB(κ) or has curvature bounded below by κ ∈ R (respectively is CAT (k)) if for any triple of points x, y, z ∈ X with d(x, y) + d(y, z) + d(z, x) < 2π κ the following condition holds. For any geodesic [xz] and q ∈]xz[, we have
where
If κ > 0 and a X is a 1-dimensional manifold with possibly nonempty boundary for X to be CBB(κ) we additionally require that diam X ≤ π κ .
Property (8) is equivalent to saying that for any unit speed geodesic γ : [0, l] → X such that
A reformulation of this inequality is -taking into account the definition of md κ via cos κ -
In particular, (X, d) has curv ≥ 0 ( is CAT (0)) if and only if for any y ∈ X the function 1 2 d 2 y is 1-concave (1-convex).
We will refer to CBB version of inequality (8) as (8) (CBB) and to the CAT version of it as (8) (CAT ) . We will employ the same convention for (10).
Remark 2.52. It's immediate from the definition that in a CAT (κ) space X geodesics of length < π κ are unique and depend continuously on their endpoints. Also, local geodesic of length < π κ are distance minimizing, i.e. are geodesics.
Definition 2.53. We say that a complete geodesic space (X, d) is CBA(κ) (has curvature bounded above by κ ) if for every point p ∈ X there is r p > 0 such that (8) (CAT ) holds for any x, y, z ∈ B rp (p). 
Example 2.55. The standard sphere S n and any geodesically convex subsets of S n are CAT (1). On the other hand, for n ≥ 2 any non simply connected n-manifold of sec ≡ 1 (e.g. PR n ) is CBA(1) but not CAT (1).
Remark 2.56. It follows directly from the definition of CAT (κ) and from the corresponding computations in S 2 κ that if X is CAT (κ) then d y , and md κ (d y ) are convex in B π k /2 (y) for any y in X.
Remark 2.57. Similarly to the definition of CBA(κ) one can define locally CBB(κ) spaces by requiring that they satisfy (8) (CBB) locally. However, it turns out that this is equivalent to requiring that they satisfy (8) (CBB) globally by the Globalization Theorem [BGP92] .
2 ) (CBB(κ/λ 2 )). Therefore after appropriate rescaling any CAT (κ) (CBB(κ)) becomes CAT (1) (CBB(−1)). CBB(1) ).
Let
Lemma 2.59. Let X be CAT (κ) with diam X < π κ /2. Let y ∈ X and let Φ t be the gradient flow of md κ (d y ) and Ψ t be the gradient flow of d y . Then for any n ≥ 1, t ≥ 0 we have
Furthermore, the same properties hold for Ψ t .
Definition 2.60. Given a point p in a CAT (κ) space X we say that two unit speed geodesics starting at p define the same direction if the angle between them is zero. This is an equivalence relation by the triangle inequality for angles and the angle induces a metric on the set S Note that this theorem in particular implies that T g p X is a geodesic metric space which is not obvious from the definition. Note further that Σ g p X need not be path connected. In this case the above theorem means that each path component of Σ g p X is CAT (1) and the distance between points in different components is π.
2.8. Spaces with two sided sectional Alexandrov curvature bounds. Spaces with two sides Alexandrov bounds (i.e. spaces satisfying CBA(κ 1 ), CBB(κ 2 ) for some κ 1 , κ 2 ∈ R) have been studied by Alexandrov, Nikolaev and Berestovsky. The following structure theorem holds:
Theorem 2.62 ([BN93]
). Let (X, d) be a complete finite dimensional geodesic metric space which is CBA(κ 1 ), CBB(κ 2 ) for some κ 1 , κ 2 ∈ R.
Then κ 2 ≤ κ 1 and X is an n-dimensional topological manifold (possibly with boundary) for some n ≥ 1. Moreover, Int X possesses a canonical C 3,α -atlas for α ∈ (0, 1) of harmonic coordinate charts such that in each chart d is induced by a Riemannian tensor g whose coefficients g i,j w.r.t. this chart are in the class W 2,p ∩ C 1,α for any 1 ≤ p < ∞, 0 < α < 1.
Remark 2.63. If X has nonempty boundary then the boundary need not be smooth. E.g. if X is a closed convex body in R n then it's CBB(0) and CBA(0).
The following lemma is elementary and is left to the reader as an exercise.
Lemma 2.64. Let (X, d) be an n-dimensional space which is CAT (κ) and CBB(κ). Then X is isometric to a convex subset of S n κ .
Lower bounds for the measure-valued Laplace operator
The following lemma is well-known (see e.g. [BH99] ) but we include the proof for completeness.
Lemma 3.1. Let X be CAT (κ) and let p ∈ X. Suppose B r (p) is a topological n-manifold for some r < π κ /2. Then every geodesic [xy] ⊂ B r (p) can be extended to a geodesic with end points on S r (p).
Proof. By completeness of X it's enough to show that geodesics can not terminate at points in B r (p). Suppose to the contrary that a geodesic [xy] ⊂ B r (p) can not be extended past y. By possibly changing x we can assume thatB 2l (x) ⊂ U ⊂ B r (p) where l = d(x, y) and U is homeomorphic to R n . Since H n−1 (U \{y}) ∼ = Z = 0, the inclusion i :B 2l (y)\{y} → U \{y} is not homotopic to a point. On the other hand, since [xy] can not be extended past y, the "straight line" homotopy (which is continuous by remark 2.52) along geodesics emanating from x gives a homotopy of i and the constant mapB 2l (y)\{y} → {x}. This is a contradiction and hence all geodesics in B r (p) can be extended till they hit the sphere S r (p).
Theorem 3.2. Let (X, d) be a metric space that is CAT (κ) and diam X < π κ /2. Assume (X, d, H n ) is a metric measure space satisfying the condition RCD(K, n) for n ∈ N. Let x 0 ∈ X be a point such that there is an open neighbourhood U of x 0 that is homeomorphic to an n-manifold. Then, there exists ǫ > 0 such that for any y ∈ X we have Proof of Theorem 3.2. We first give a proof for md κ (d y ).
1. Assume w.l.o.g. that B 8ǫ (x 0 ) ⊂ U and U is homeomorphic to R n . By the assumptions on the diameter of X the ball B 4ǫ (x 0 ) is geodesically convex and geodesics in it are unique. Let 
In particular, Y again satisfies RCD(K, n) and is CAT (κ).
Then by Lemma 3.1 there is δ = δ(ǫ, κ) > 0 such that any unit speed geodesic γ : [0, L] → B 4ǫ (x 0 ) we have that (11) γ can be extended to a geodesicγ :
2. Now, let y ∈ X and B 4ǫ (x 0 ) as before. By Lemma 2.59 there exists an H n -contracting gradient flow Φ y t : X → X for the function md κ (d y ) ∈ D(∆) and if x ∈ B 2ǫ (x 0 ), then t → Φ y t (x) is precisely the geodesic γ : [0, d(x, y)] → X that connects x with y, appropriately parameterized.
From (11) it easily follows that B ǫ (x 0 ) ⊂ Φ y t (B 3ǫ (x 0 )) for all sufficiently small t.
, we obtain for any Lipschitz function g with compact support in B ǫ (x 0 )
Since (Φ t (x)) t≥0 is a gradient flow curve of md κ (d y ) for any x ∈ X, we compute
for any g ∈ Lip c (B ǫ (x 0 )). The second equality is the first variation formula. Note, that there is a version of the first variation formula in the class of RCD-spaces that is sufficient for our purposes (see Theorem 2.47), but the first variation formula is also well-known for metric spaces which satisfy a CAT -condition 
Proof. We choose ǫ > 0 as in the previous theorem, and a corresponding cutoff function χ. Clearly it holds that md
By Corollary 2.20 we also have md κ (d y ) ∈ D(∆). Hence, the Leibniz rule for the measure valued Laplacian [Gig14, Theorem 4.12] yields
By Theorem 3.2 and again by Theorem 2.18 we know that
The proof for d y is the same.
On the relation between convexity and the Hessian
In this section we explore the relation between convexity and almost everywhere lower bounds for the Hessian of a function f that is in a sufficiently regular subspace of W 2,2 (X). This relation has already been studied in previous publications [Ket15, GKKO17, Han17, GT17] . A novelty of our situation is that we give a localized statement that is needed in the course of the paper. Moreover, we will show that κ-convexity implies a lower κ-bound for the Hessian. By the second variation formula this lower bound holds if the Hessian is evaluated on gradients of Kantorovich potentials. However, we require the estimate for the Hessian evaluated on gradients of test functions.
Throughout this section let (X, d X , m X ) be a compact metric measure space satisfying the condition RCD(K, N ), and let Z be a closed subset of X such that m X (Int Z) > 0, m(∂Z) = 0 and (Z, d Z , m Z ) is a metric measure space that also satisfies the condition RCD(K, N ). We denote by ∆ X , Γ X 2 ect. and ∆ Z , Γ Z 2 ect. the Laplace operator, the Γ 2 -operator ect. of X and Z, respectively. In particular, (Z, d Z ) is geodesically convex and compact as well.
Let
2,2 (X). We introduce the transformed measures 
, and
for all u ∈ W 1,2 (Z) = W 1,2 ( Z). In addition, the minimal weak upper gradient of u ∈ W 1,2 ( Z) induced by m Z coincides with |∇u| (see [AGS14a, Lemma 4.11]). 
Proof. The lemma can be found in [GKKO17, Lemma 3.4] where it is assumed that f ∈ D Z ∞ . However, one can easily check that the proof works for f ∈ L ∞ (m) ∩ Lip(Z). Proof. 1. That Z satisfies the condition RCD(κ + K, ∞), follows from Fact 2.9 (iii), Lemma 2.10 and from the fact that Z is again infinitesimally Hilbertian.
We show that
2,2 (X) and since u and f are Lipschitz, it follows by Proposition 2.45 that ∇u, ∇f ∈ W 1,2 (X). Hence, ∇u, ∇f ∈ W 1,2 (Z).
Consequently, ∇u, ∇f ∈ W 1,2 ( Z) and therefore
3. Since Z satisfies the condition RCD(κ + K, ∞), the improved Bochner inequality yields for
If we integrate ϕ = ϕe f ∈ Lip(Z) w.r.t. the previous measures, the definition of the measure valued Laplacian yields for the left hand side
For the last equality also recall that for every g ∈ W 1,2 (X) we have g ∈ W 1,2 (Z) = W 1,2 ( Z) and 
Hence, multiplying with α > 0 and letting α → 0 this yields
for every nonnegative ϕ ∈ Lip(X). By standard approximation the same holds for any nonnegative ϕ ∈ C b (Z).
2.
We choose a sequence of nonnegative ϕ k ∈ C b (X), k ∈ N, compactly supported in Int Z such that ϕ k ↑ 1 pointwise m-a.e. . Moreover, we choose cut-off functions χ k as in 1. with A = supp ϕ k . Then 
Then the following statements are equivalent
is precisely the content of the previous corollary.
For (ii) ⇒ (i) assume Hess
X f (∇u, ∇u) ≥ κ|∇u| 2 m-a.e. on Z for any u ∈ W 1,2 (X). Then the second variation formula in Theorem 2.47 implies that t
with µ t ≤ Cm for some constant C > 0, and
Hence, t ∈ [0, 1] → F (µ t ) is κ-convex, and we obtain that
Now, we know that for every point x 0 ∈ X and m-a.e. point x 1 ∈ X there exists a unique geodesic γ (Corollary 1.4 in [GRS16] ). We pick two such points in Y , and sequences of m-absolutely continuous probability measures (µ
. We can extract a subsequence such that (µ k t ) k∈N converges for t ∈ [0, 1] ∩ Q to ν t for a geodesic (ν t ) t∈[0,1] between δ x0 and δ x1 . Since x 0 and x 1 are chosen such that there is only one geodesic γ in X between them, we must have ν t = δ γ(t) . Moreover, since f is continuous, by weak convergence of µ
and by continuity this holds for every t ∈ [0, 1]. Now, one can easily see that this implies (i) for f : Z → R in the weak sense. That is for any pair of points x 0 , x 1 ∈ Z we can find a geodesic γ such that the inequality holds. Indeed, if x 0 and x 1 are arbitrary, we can find a point
is unique. Then (16) holds for γ k . Since X is locally compact, by passing to a subsequence we can assume that
Since f and d are continuous by passing to the limit we obtain that (16) holds for [x 0 , x 1 ] as well.
Finally, we recall the following theorem by Sturm.
Theorem 4.8 ([Stu14]
). Let (X, d, m) be a metric measure space that is locally compact and satisfies the condition RCD(K, N ) for K ∈ R and N ∈ (0, ∞]. Let V : X → (−∞, ∞] be a function that is continuous and satisfies
2 for constants C 1 , C 2 > 0 and x 0 ∈ X. Let κ ∈ R. Then, the following properties are equivalent:
(i) V is weakly κ-convex, (ii) V is κ-convex, (iii) For any x 0 ∈ X ′ there exists a curve (x t ) t≥0 in X ′ such that for all z ∈ X ′ and every t > 0 we have 1 2
where X ′ is the closure of Dom V in X. We say (x t ) t≥0 is an EV I κ gradient flow curve.
This finishes the proof.
Remark 4.9. An EV I κ gradient flow curve (x t ) t≥0 of V comes with the parametrization such that
is the descending slope of V that is general different from the minimal weak upper gradient that was defined before. Hence, an EV I κ gradient flow is actually an inverse gradient flow in the standard sense.
RCD+CAT implies Alexandrov
The goal of this section is to prove the following Theorem which implies Theorem 1.1 by globalization under the extra assumption that X is infinitesimally Hilbertian. In section 6 we will show that the infinitesimal hilbertianness assumption can be dropped which will finish the proof of Theorem 1.1 in full generality.
Theorem 5.1. Let 2 ≤ n ∈ N and (X, d, m) be a metric measure space satisfying RCD(K, n) for K ∈ R with m = H n , and assume (X, d) is also CAT (κ). Then
(1) κ(n−1) ≥ K and (X, d) is an Alexandrov space of curvature bounded below by K −κ(n−2).
) is isometric to a geodesically convex subset of the simply connected space form S n κ of constant curvature κ. In the proof of Theorem 5.1 we will need the following elementary lemma
is a volume metric cone by [DPG17, Proposition 2.7]. Therefore, by the volume-cone-implies-metric-cone theorem in [DPG16] , T x X = C(Σ) where (Σ, d Σ , m Σ ) is both CAT (1) and RCD(n − 2, n − 1) and m Σ = H n−1 .
Claim: Σ is isometric to S n−1 or to a convex subset of S n−1 with nonempty interior and nonempty boundary.
Indeed, if n = 2 then (Σ, d Σ , m Σ ) is a noncollapsed compact RCD(0, 1) space which is also CAT (1). Hence by [KL16] it's isometric to either a circle S 1 R of some radius R > 0 or to a closed interval I.
Suppose Σ ∼ = S 1 R . Since Σ is CAT (1) we have that R ≥ 1. On the other hand, since C(Σ) is RCD(0, 2) we must have R ≤ 1. Hence R = 1 and Σ ∼ = S 1 . If Σ = I then length of I is at most π since otherwise C(Σ) is not RCD(0, 2) by the splitting theorem.
If n > 2 then the Claim follows by the induction assumption. This is the only place in the proof of the induction step where the induction assumption is used and where the induction step differs from the proof of the base of induction n = 2.
Since a proper convex subset of S n−1 is contained in a hemisphere the above Claim implies that we have the following gap phenomena:
A point x ∈ X is either regular, in which case θ(x) = 1, or x ∈ X is singular, in which case θ(x) ≤ 1 2 and ∂Σ = ∅. Next we prove the following lemma. Proof. To prove semiconcavity we need to verify that there is a constant C such that every point in X has a neighborhood U such that for any constant speed geodesic γ : [0, 1] → U and any 0 ≤ t ≤ 1 it holds that
To simplify the exposition we will only treat the case t = 1/2, i.e. we will verify that
The proof below easily adapts to the case of general t. Let x = γ(0), y = γ(1), z = γ(1/2) and l = d(x, y). By rescaling we can assume that X is CAT (1) and RCD(−n, n). We will need the following general lemma.
Lemma 5.5. Let X be a CAT (κ) space. Let γ 1 , γ 2 : [0, 1] → X be constant speed geodesics with length of γ 1 equal to l < π κ /100 and suppose
Proof. It's well known that when κ ≤ 0 one can take C(κ) = 0 since in this case t → d(γ 1 (t), γ 2 (t)) is convex. We will therefore restrict our attention to the case κ > 0. By rescaling we can assume that κ = 1. Let X be CAT (1). Fix a pointp in the unit round sphere S 2 . Let 0 ≤ t ≤ 1. Consider the "t-homothety" map ϕp t : B π/100 (p) → B π/100 (p) sending any point x to the point y on the unique geodesic connectinḡ p to x with d(p, y) = td(p, x). A direct Jacobi field computation shows that the Lipschitz constant of ϕp t at x with |px| = l is
Taylor expanding in l we get: y) . The definition of a CAT (1) space immediately gives that the same inequality holds for a similarly defined map ϕ p t for any p ∈ X.
Let γ 1 , γ 2 be as in the lemma. Let x = γ 1 (1/2) = ϕ
1/2 (γ 2 (0)). Let z be the midpoint between γ 1 (0) and γ 2 (1). Then by (21) we have that
2 ). By the triangle inequality this gives that
2 ) which finishes the proof of Lemma 5.5 with C(1) = 2.
We are now ready to continue with the proof of Lemma 5.4. Let A be the Minkowski sum 
where the first inequality holds when l < 1/100 and r ≪ l. By Lemma 5.5 we have that A ⊂ B r(1+c2l 2 ) (z). Therefore
Dividing by ω 1/n n r this gives
Taking the limit as r → 0 this gives
Taking into the account that 0 ≤ f (z) ≤ 1 this gives
which finishes the proof of (20) and hence of Lemma 5.4.
Since a bounded semiconcave function on a closed interval I ⊂ R is continuous on the interior of I, the openness of X reg together with the gap property (18) immediately imply that f must be equal to 1 along any geodesic with endpoints in X reg . Again using (18) we conclude that X reg is convex.
This finishes the proof of Lemma 5.3.
2.
Claim: X reg is a topological n-manifold.
Proof. By Lemma 5.3 X reg is open. Therefore it is an n-manifold by Reifenberg's principle [CC97, Theorem A.1.1].
3.
Fix an arbitraryκ < K − (n − 2)κ and let ν = ν(n, K, κ,κ) be provided by the Lemma 5.2.
We pick x 0 ∈ X reg and a positive ǫ < min{ν/2, π κ /2} such that B ǫ (x 0 ) =: Y is contained in
Let y ∈ B ǫ (x 0 ) and consider d y : Y → [0, ∞). We pick any point z ∈ B ǫ (x 0 )\{y} and 0 < δ < min(
that is generated by u. The orthogonal submodule is defined as
It is not hard to check that N ⊥ is an L ∞ -premodule in the sense of Definition 1.2.1 in [Gig14] . 
At the same time we have that any w ∈ L 2 (T Y ) can be written as a sum αu + βv with α, β ∈ R and v ∈ N ⊥ . Hence
in the sense of modules. Moreover, since N and N ⊥ are orthogonal w.r.t. the pointwise inner product ·, · and since |u| = 1 m-a.e. on B δ/2 (z), it is easy to check that u, v 1 , . . . , v k are linearly independent on B δ/2 (z) ∩ B (again in the sense of Definition 2.24), and hence form a module basis of
is n this implies k = n − 1 whenever B δ/2 (z) ∩ B = ∅, and u =: E 1 , v 2 =: E 2 , . . . , v n−1 =: E n is a unit orthogonal basis of L 2 (T Y ) on B δ/2 (z) ∩ B. In particular, for the decomposition {B k } k∈N we have m(B k ) = 0 if k = n − 1, and we can choose B as the ball B δ/2 (z) itself.
Again from Corollary 3.4 and we have that md
. Then the precise estimate in the Laplace operator comparison statement (Theorem 2.18) for md K/(n−1) d y on Y yields
where we used the locality property of ∆. Applying the chain rule for the Laplacian yields
On the other hand the condition CAT (κ) on Y implies the following. First, by continuity reasons for any ϑ > 0 there exists η > 0 as above such that for any η-ball
2,2 (X) -, we can apply Theorem 4.7 where
Now, we also can cover B δ/2 (z) with η-balls as above. Since any of these balls is geodesically convex by Remark 2.54 and our choice of ϑ > 0, the estimate (24) holds with δ/2 replaced by η. Hence, the estimate holds m-a.e. on B δ/2 (z) with arbitrary small ϑ > 0, so we actually have
Applying another time the chain rule for the Hessian (Proposition 2.42) in particular yields
where the first identity follows -for instance -from the claim below, and the second one follows from (25) after applying the chain rule for the Hessian.
Then, since χ · d y ∈ D(∆), Corollary 2.50 and the fact that we have the unit orthogonal module basis (E i ) i=1,...,n from 3. together with (23) and (26) immediately gives us
Since k → cot k is monotone decreasing this implies that κ(n − 1) ≥ K and
Therefore, by Lemma 5.2
Proof of the claim. Since h, ϕ k ∈ H 2,2 (X), k = 1, . . . , m, using Proposition 2.45 we can compute Proof of the claim. Let E 2 , . . . , E n be the unit orthogonal basis of N ⊥ on B δ/2 (z) =: B as in 3.. By definition of a module basis and Remark 2.25, for every k ∈ N we find functions f
We can approximate every f k i in L 2 (H n ) by step functions that take only finitely many values. Therefore, it is sufficient to assume that f
Moreover, since B has finite H n -measure we can assume that |α
e. on B. Now, we can choose the unit orthogonal basis
. This is achieved in the same way as we were able to choose E 1 = ∇(χ·d y ) in step 3. since 
, we obtain the desired estimate for V ∈ N ⊥ .
Hence, again applying the chain rule together with (29) and (30) yields
6. We consider another time the second variation formula (Theorem 2.47). It yields that the function F (µ) = mdκ(χd y )dµ for µ ∈ P 2 (Y, m) satisfies
for Wasserstein geodesics (µ t ) t∈[0,1] supported in B δ/2 (z), and ψ t ≡ ϕ t as in Theorem 2.47. Note that
where ψ is a Kantorovich potential between µ t and µ s for some s ∈ [0, 1], s = t. Furthermore, by the metric Brenier theorem
where Π is the optimal dynamical plan associated to the geodesic (µ t ) t∈[0,1] . Hence
Now, we choose points x 0 , x 1 ∈ B δ/2 (z), and µ where γ is the geodesic between x 0 and x 1 . Moreover, since mdκ(χd y ) is continuous and bounded, we obtain from the definition of weak convergence
Similarly, after taking another subsequence the associated dynamical plans Π k weakly converge as well, and again by uniqueness of geodesics they converge to the measure δ γ that is supported on the single geodesic between x 0 and x 1 . Since γ → mdκ(χd y )(γ t )d(γ t , γ s ) 2 is a continuous and bounded function on the space of geodesics, we get by the CAT -condition that
Hence, by the dominated convergence theorem we obtain the differential inequality (31) for mdκ d y • γ along geodesics γ in B δ/2 (z).
Since z ∈ B ǫ (x 0 )\{y} was arbitrary we have that mdκ(d y ) satisfies (10) (CBB) for any γ ⊂ B ǫ (x 0 )\{y}. If γ passes through y then the same property holds for trivial reasons. As this holds for any y ∈ B ǫ (x 0 ) and B ǫ (x 0 ) is convex we get that CBB(κ) property (8) (CBB) holds for all triangles with vertices in B ǫ (x 0 ). Since x 0 ∈ X reg was arbitrary and X reg is convex in X, by Petrunin's globalization theorem [Pet16] (cf. [Li15] ) it follows that X satisfies CBB(κ).
Since this holds for arbitraryκ < K − (n − 2)κ we conclude that X satisfies CBB(K − (n − 2)κ). This proves part (1) of Theorem 5.1. Now part (2) follows by Lemma 2.64. This concludes the proof of the induction step and hence of Theorem 5.1.
CD+CAT to RCD+CAT
In this section we study metric measure spaces (X, d, m) satisfying (32) (X, d, m) is CAT (κ) and satisfies any of the conditions CD(K, N ),
or CD e (K, N ) for 1 ≤ N < ∞, K, κ < ∞.
Remark 6.1. Proposition 6.9 at the end of this section shows that a space X satisfying (32) is non-branching, and hence it is essentially non-branching. For essentially non-branching spaces conditions CD(K, N ), CD * (K, N ) and CD e (K, N ) are known to be equivalent [EKS15, Theorem 3.12] and [CM16, Theorem 1.1]. Therefore, for CAT (κ) spaces conditions CD(K, N ), CD * (K, N ) and CD e (K, N ) with 1 ≤ N < ∞ are equivalent. However, we will not use this fact in the proof of Theorem 6.2 below.
The main goal of this section is to prove the following theorem.
Theorem 6.2. Let (X, d, m) satisfy (32). Then X is infinitesimally Hilbertian.
In particular, (X, d, m) satisfies RCD(K, N ).
Together with Theorem 5.1 this immediately gives Theorem 1.1. Let us mention that the proof of Theorem 6.2 can be simplified under various extra regularity assumptions such as requiring X to have extendible geodesics or to have metric measure tangent cones equal to geodesic tangent cones. Note that it's easy to see that for a space (X, d, m) satisfying (32) for any p and any tangent cone (T p X, d p , m p ) at p there is a canonical distance preserving embedding T g p X ⊂ T p X. However, it is not a priori clear if this embedding is always onto.
Let us give two instructive examples to keep in mind.
Example 6.3. Let X be the union of R with closed intervals of length 2 k attached at the point 2 k for all integer k. It's easy to see that X is CAT (0). Let p = 0 be the base point. Then any two geodesics starting at p to the right have a common beginning and hence the geodesic tangent space T g p X is isometric to R. On the other hand, (X, p) is self similar with respect to multiplication by 2 and hence the tangent cone T p X = lim k→∞ (2 k X, p) is isometric to X. Note that this tangent cone is not a metric cone.
Example 6.4. Let Γ be a binary tree, Let ε n be a sequence of positive numbers such that R = n ε n < ∞. Define the metric on Γ by prescribing the length of any edge from level n to the level n + 1 to be ε n . Let X be the metric completion of Γ. Then X is CAT (0) of topological dimension 1. Let p be the root of the tree Γ. Then the cut locus of p coincides with the metric sphere of radius R at p. It is a Cantor set and for an appropriately chosen sequence ε n it can have arbitrary large Hausdorff dimension. Furthermore, for any q ∈ S R (p) the geodesic tangent space T g q X is still a ray and is different from any tangent cone obtained as a blow up limit.
The key step in the proof of Theorem 6.2 is the following splitting theorem Proof. Let γ : (−∞, ∞) → X be a line in X. Let γ ± be the rays γ + (t) = γ(t) and γ − (t) = γ(−t) for t ≥ 0. Let b ± (x) = lim t→∞ d(x, γ ± (t)) − t be the corresponding Busemann functions. Note that b ± are both convex and 1-Lipschitz since they are limits of 1-Lipschitz convex functions.
For any r > 0 let f r (x) = m 1/N (B r (x)). By the same proof as in Lemma 5.4, for any fixed r the function f r (x) is concave on X. We recall the argument which is particularly simple in our case because the lower Ricci and the upper curvature bounds are both zero.
It's well-known that geodesics in CAT (0) spaces satisfy the following "fellow travel" property: If two constant speed geodesics σ 1 , σ 2 : [0, 1] → X satisfy d(σ 1 (0), σ 2 (0)) ≤ r, d(σ 1 (1), σ 2 (1)) ≤ r then d(σ 1 (t), σ 2 (t)) ≤ r for all 0 ≤ t ≤ 1.
This immediately follows from the fact that the function t → d(σ 1 (t), σ 2 (t)) is convex in t which is an easy consequence of the CAT (0) condition. Let x, y be any two points in X and let σ : [0, 1] → X be a constant speed geodesic from x to y. Let A =B r (x), B =B r (y). Let 0 ≤ t ≤ 1 and let C t = (1 − t)A + tB be their t-Minkowski sum. By the "fellow travel" property we have that C t ⊆B r (σ(t)). Also, C t is clearly closed. By the Brunn-Minkowski inequality ( Theorem 2.8) we have that m 1/N (C t ) ≥ (1−t)m 1/N (A)+tm 1/N (B). Using that m(C t ) ≤ m(B r (σ(t))) this gives f r (σ(t)) ≥ (1 − t)f r (x) + tf r (y) i.e. f r is concave.
Thus we have that for any r > 0 the map t → f r (γ(t)) is concave and positive on R. This implies that it's constant. Therefore, m(B r (γ(t))) is constant in t. This means that in the proof of concavity of f along γ(t) all inequalities must be equalities and hence for any t 1 , t 2 it holds that the 1/2-Minkowski sum ofB r (γ(t 1 )) andB r (γ(t 2 )) is equal toB r (γ( t1+t2 2 )). Since the 1/2-Minkowski sum is closed, the open complement inB r (γ( t1+t2 2 )) must be empty. Let q ∈ X be any point an let r = d(q, γ(0)). By above, for any t ≥ 0 there exist q t ∈ B r (γ(t)) and q −t ∈ B r (γ(−t)) such that q is the midpoint of [q t , q −t ]. Moreover, again using the "fellow travel" property we get that the whole geodesic [q t , q −t ] lies in the r-neighbourhood of γ. By letting t → ∞ and passing to the limit along a subsequence we obtain a line γ q : (−∞, ∞) → X such that γ q (0) = q and the whole γ q lies in the r-neighbourhood of γ. By the triangle inequality this implies that d(γ(t), γ q (t)) ≤ 3r for any t ∈ R. By the Flat Strip Theorem [BH99, Theorem 2.13] this implies that the convex hull of γ ∪ γ q is isometric to the flat strip [0, D] × R for some D ≤ r with γ and γ q corresponding to {0} × R and {D} × R respectively. We will call two lines in X parallel if they bound such flat strip.
The above trivially implies that b = b + + b − ≡ 0 on γ q and since q was arbitrary, b ≡ 0 on all of X. Since b ± are both convex this implies that they are both affine and hence {b + = c} is convex in X for any real c. Further, because of the flat strip property above it holds that b + (γ q (t)) = b + (q) − t for any t ≥ 0. Thus, γ q (t) is an (inverse) gradient curve of b + and we have a similar property for b − . This easily implies that γ q is unique. That is we claim that for every q The above Proposition shows that for CD(K, N )-spaces (CD * (K, N )-space, CD e (K, N )-spaces, respectively) with finite N "analytic" infinitesimal Hilbertianness in the sense of the original definition is equivalent to the "geometric" infinitesimal Hilbertianness ( i.e. requiring that tangent spaces almost everywhere be Euclidean).
We are now ready to finish the proof of Theorem 6.2.
Proof of Theorem 6.2. First note that by stability of each condition CD, CD * , CD e and CAT under measured Gromov-Hausdorff and Gromov-Hausdorff convergence respectively, it follows that tangent cones satisfy CD(0, N ), CD * (0, N ), CD e (0, N ) and CAT (0) respectively. Since m is locally doubling, By [GMR15, Theorem 3.2] there is a set A ⊂ X of full measure such that for every point p ∈ A for any tangent cone (T p X, d p , m p ) and any point y ∈ T p X any tangent cone (T y (T p X), d y , m y ) is a tangent cone at p. Let p ∈ A. Let k be the largest integer such that some tangent cone T p X splits isometrically as R k × Y . Clearly k ≤ N . We claim that Y = {pt}. If not then take a point y ∈ Y which is a midpoint on some non-constant geodesic segment. Then T (0,y) (R k × Y ) ∼ = R k × T y Y contains a line l contained in {0} × T y Y . Moreover, since any line parallel to l is equidistant from l it easily follows that a line parallel to l and passing through a point in {0} × T y Y is entirely contained in {0} × T y Y . The splitting theorem then implies that {0} × T y Y is isometric to R × Z for some metric space Z and hence T (0,y) (R k × Y ) ∼ = R k × T y Y ∼ = R k+1 × Z But it's a tangent cone at p which contradicts the maximality of k. Hence there is a tangent cone at p isometric to some R k with k ≤ N . Now the result follows by Proposition 6.7.
Next we give an example of a space satisfying (32) which is not Alexandrov of curv ≥κ for anŷ κ.
Example 6.8. Let (Y, d, m) be the closed unit ballB 1 (0) in R 2 with the standard Euclidean metric and m = H 2 . We are going to show that there exist two C 1 functions ϕ, v : Y → R such that X = (B 1 (0), e ϕ d, e v m) is RCD(−100, 3) and CAT (0). The functions ϕ, v will be C 4 on B 1 (0) with the infimum of sectional curvature of e 2ϕ g Eucl on B 1 (0) equal to −∞. This will obviously imply that X does not satisfy curv ≥κ for anyκ.
Recall that given a Riemannian manifold (M n , g) if we change the Riemannian metric conformally g = e 2ϕ g then for any smooth function f on M its hessian changes by the formula (34) Hess f (V, V ) = Hess f (V, V ) − 2 ∇ϕ, V ∇f, V + |V | 2 · ∇ϕ, ∇f
here and in what follows ·, · and ·, · ∼ are the inner products with respect to g and g respectively. Also, recall that when n = 2 Ricci tensors of g and g are related as follows 
