Abstract-In this paper we design a decoding algorithm based on a lifting decoding scheme. This leads to a unique decoding algorithm with complexity quasi linear in all the parameters for Reed-Solomon codes over Galois rings and a list decoding algorithm. We show that, using erasures in our algorithms, allows one to decode more errors than half the minimum distance with a high probability. Finally we apply these techniques to interleaved linear codes over a finite field and obtain a decoding algorithm that can recover more errors than half the minimum distance.
I. INTRODUCTION
Reed-Solomon (RS) codes form an important and wellstudied family of codes. They can be efficiently decoded. See for example [10] , [15] . They are widely used in practice [19] . Sudan's 1997 breakthrough on list decoding of RS codes [18] , further improved by Guruswami and Sudan in [14] , showed that RS codes are list decodable up to the Johnson bound in polynomial time.
A. Our contributions
Let B be a quotient ring of a discrete valuation ring A with uniformizing parameter π. We design a decoding scheme that can be adapted to a wide range of linear codes over B. Let C be a code over B, then given a black box decoding algorithm BlackBoxDec for C/πC, we can construct a decoding algorithm for C generalizing [12, algorithm of Section 3] . The constructed decoding algorithm has the property to correct all error patterns that can be corrected by BlackBoxDec. We study in detail the complexities in the case of Reed-Solomon codes over Galois rings and truncated power series rings over a finite field.
We improve the construction given in [12, algorithm of Section 3] and in [5] , [7] by integrating an idea used by Marc Armand in [2] , [4] . We use erasures at suitable places within our decoding algorithm to improve its decoding radius. This improvement allows one to decode more error patterns than BlackBoxDec with a high probability. We study and give complexities when RS codes are involved. In fact, we decode exactly the same error patterns as in Armand's papers [2] , [4] but with a lower complexity thanks to the decoding scheme of [12] .
Finally we show that, given any linear code C over F q , we can view interleaved codes with respect to C as codes over F q [[t] ]/(t r ). This allows one to apply the previous techniques to interleaved codes to obtain a decoding algorithm that can decode more errors than half the minimum distance of C with a high probability over small alphabets (small finite fields). Our approach is different from [6] , which treats a priori only the case of interleaved RS codes while our algorithm is able to decode (further than half the minimum distance) any interleaved linear code as soon as a decoding algorithm for the underlying code is available. Therefore we can consider codes over small alphabet like F 2 . A lot of families of codes are subfield-subcodes of alternant codes. Thus a lot of interleaved codes can be decoded with the approach of [6] but at a higher cost than our approach which does not need to consider alternant codes.
B. Related work
Our approach for a lifting decoding scheme has first been studied in [12] , then in [5] , [7] RS codes over a commutative finite ring have been studied by M. Armand in [1] - [4] . The decoding of interleaved codes has been studied in [6] , [8] , [11] .
II. PREREQUISITES

A. Complexity model
. It is well known [9] that the time needed to multiply two integers of bit-size at most n in binary representation is O(n). The cost of multiplying two polynomials of degree at most n over a ring A is O(n) in terms of the number of arithmetic operations in A. Thus the bit-cost of multiplying two elements of the finite field F p n is O(n log p).
B. Error correcting codes
In this section we let A be any commutative ring with identity and n be a positive integer. Let C be a subset of A n . We call C an error correcting code over A or simply a code over A. If C is a submodule of A n we say that C is a linear code over A. The integer n is called the blocklength of C. If C is a linear code and C is free of rank k, then we say that C has parameters [n, k] A . We will consider codes over a special kind of rings which we define now. Definition 5. Let x 1 , . . . , x n be elements of A such that
Proposition 7. Let C be a RS code with parameters
In this section we let A be a discrete valuation ring with uniformizing parameter π and by κ = A/(π) the residue field of A. We also let C be a free splitting linear code over A of parameters [n, k, d] A and with generator matrix G. We let C denote the linear code C/πC and G a generator matrix of C such that G = G mod π.
Algorithm 1 BlackBoxDec
Input: A positive integer τ ≤ n and a received vector y of κ n (with zero or more erasures).
or ∅ (meaning FAILURE).
Note that BlackBoxDec can return one or more codewords in particular it can be a list decoding algorithm; but we do not require that it return all codewords within distance τ of y.
Algorithm 2 Decoding from valuation i up to valuation r.
Input: A positive integer τ ≤ n, two nonnegative integers i ≤ r, a received vector y of A n (with zero or more erasures) and a black box decoding algorithm BlackBoxDec for C(π).
return {(0, 0)}. 3: end if 4: Call to BlackBoxDec with input τ and (y mod π) to obtain the set S. 5: if BlackBoxDec returns ∅ (FAILURE) then 6: return ∅ (FAILURE). 7: end if 8: U ← ∅. 9: for each (m 0 , e 0 ) ∈ S do 10:
11:
Put erasures in y 1 at the locations indicated by Supp(e 0 ).
12:
Call recursively Algorithm 2 with input τ , i + 1, r, y 1 and BlackBoxDec to obtain the set T . 13 :
U ← U ∪ {(m 0 + πm 1 , e 0 + πe 1 )}. 
We deduce from the above that
By the inductive hypothesis, we can find (m 1 , e 1 ) ∈ T such that π −1 (c−c 0 ) = m 1 G mod π r−(i+1) and π −1 (e−e 0 ) = e 1 mod π r−(i+1) . We now have the straightforward proposition which gives the complexity of Algorithm 3 in terms of bit operations. 
bit operations. If L ≤ 1 then Algorithm 3 performs at most r (Lift(C) + Dec(C)) bit operations.
The interesting part of Algorithm 2 (and hence of all other algorithms) resides in the BlackBoxDec argument. We have shown that if BlackBoxDec is a classical decoding algorithm then Algorithm 3 becomes a decoding algorithm with the same decoding radius as BlackBoxDec.
From now we suppose that κ = A/(π) is a finite field. Every element of B = A/(π r ) can be uniquely written as uπ s , where u ∈ B × and 0 ≤ s ≤ r − 1.
Algorithm 4 Decoding algorithm for C/π r C.
Input: A positive integer τ ≤ n, a received vector y of (A/(p r )) n (with zero or more erasures) and a black box decoding algorithm BlackBoxDec for C(π).
or ∅ (meaning FAILURE). 1: Lift y ∈ (A/(p r )) n into y ∈ A n .
2: S ← the set returned by the call to Algorithm 2 with input τ , 0, r, y and BlackBoxDec. 3: return {c mod π r : c ∈ S}.
RS codes are free splitting codes over B by Proposition 7 so we can apply Algorithm 4 to RS codes. Complexities of decoding with Algorithm 4 are given by the following proposition which is a direct consequence of Proposition 9.
Example-proposition 10. Suppose that C is a RS code over B. If B = GR(p r , s) (the unique Galois extension over Z/pZ of degree s) then
• if BlackBoxDec is the unique decoding algorithm of [15] (that can decode up to We show that if we choose a decoding algorithm able to handle errors and erasures for BlackBoxDec then we can decode, with a non negligible probability, further than half the minimum distance and further than the Johnson bound. 
errors) then Algorithm 4 can decode up to τ errors in O(rnks log p) bit operations, • if BlackBoxDec is the Guruswami-Sudan list decoding algorithm of [13, Corollary 3.3, page 36] (that can decode up to
where
hence the fraction of corrigible error patterns is at least
Proof: Let e ∈ B n be an error vector. We let v i (e) for i = 1, . . . , r − 1 denote the number of coordinates of e of filtration i. The number of error vectors e ∈ B n such that (v 0 (e), . . . , v r−1 (e)) ∈ V w is given by formula (5). Let c be a codeword of C and y = c + e with v i = v i (e) for i = 0, . . . , r − 1 and (v 0 , . . . , v r−1 ) ∈ V w . The rest of the proof is similar to the proof of Proposition 8. 
This shows that the transmitted words using interleaved linear codes correspond exactly to codewords of C. Moreover the weight of (s 1 , . . . , s n ) as defined above is the same as the Hamming weight of ( (6) , also with at most rDec(C ) arithmetic operations over F q .
Proof: As G = G there is no need to lift a codeword from C into C and the given complexities are a consequence of Proposition 9. The existence of both algorithm is ensured by Proposition 15 and Proposition 12.
In Tables 1 and 2 , the first row gives the degrees of interleaving and the first column shows the number of errors up to which we want to decode. The second row corresponds to half the minimum distance and, as expected, all of the probabilities are 1.0. We can see that the fraction of corrigible error patterns increases with the degree of interleaving and that codes with a high minimal distance are good candidates for interleaving.
V. CONCLUSION
In this paper we designed a decoding algorithm based on a lifting decoding scheme. It allowed us to obtain a unique decoding algorithm for RS codes over Galois rings with a low complexity. We also applied this scheme to get a list decoding algorithm for RS codes over Galois rings. We then show that using erasures at appropriate positions in the proposed algorithms allows us to decode more errors than half the minimum distance. Finally we applied these techniques to decode interleaved linear codes over a finite field and get a decoding algorithm that can decode more errors than half the minimum distance.
