ABSTRACT: This paper examines industry concentration for the South African manufacturing sector over the 1972-1996 period, for the three digit industry classi…cation. The paper notes both the high level of industry concentration in South African manufacturing, and a rising trend in concentration across a wide range of industries. The paper further explores the impact that industry concentration has on a wide range of indicators of industry performance. We …nd that increased concentration serves to lower output growth, raise unit labour costs, and to lower labour productivity. The impact on employment, total factor productivity and investment rates based on bivariate examinations of the data are ambiguous. The paper concludes by examining the impact of concentration on employment and investment rates using a dynamic heterogeneous panel estimation methodology. We …nd that increased concentration unambiguously lowers employment. For investment rates, increased inequality of market share serves to raise investment rates, while falling …rm numbers for any given inequality of market share lowers investment rates. The di¤erence can be interpreted as the distinct impact that the pursuit of managerial objectives (large market share promoting further productive capacity expansion) and that market contestability (under falling numbers of …rms in an industry, monopolistic incentives to curtail productive capacity rise) have on investment. JEL Classi…cation: L11, L5, L6, D29, D49
Introduction
The study of industrial concentration in the South African manufacturing sector has been largely neglected in the past. While notable exceptions exist, 1 concentration has featured less in the debate on South African industry characteristics and performance than the exceptionally high degrees of concentration might suggest it should. The lack of availability of concentration ratio data series has surely hindered research in this …eld. This paper is aimed at providing an initial exploratory analysis of concentration within South African manufacturing, by extending data on concentration to the 1972-96 period. We explore trends in concentration over this time, and extend the analysis to a preliminary consideration of its impact on industrial performance.
We focus on two measures of concentration, namely the Gini coe¢cient and the Rosenbluth index. We analyse the changes in these measures over the period and investigate patterns of association between the concentration measures and our indicators of industry performance. We …nd that for the 24 industries considered, in almost all sectors, less than 5% of …rms account for over half the industry output. We also …nd that there has been considerable change in the relative rankings of industry concentration over the period under study. These high levels of concentration and their dynamic nature clearly warrant further investigation.
The paper considers the direction of association between the concentration measures and a range of indicators of industry performance. The initial focus of the analysis is on bivariate associations. What emerges from these results is that there are numerous interactions between our two concentration measures and other variables. What is also evident is that the concentration measures generally drive the measures of economic performance and not vice versa. ARDL cointegration analysis further suggests that higher industry concentration serves to lower output growth and labour productivity, to raise relative unit labour cost, while the impact on employment, investment rates and total factor productivity are ambiguous.
The paper therefore also considers the relationship between concentration and both employment and investment rates in multivariate speci…cations, employing panel estimation techniques. The …ndings are that increased concentration lowers employment in South African manufacturing industry. For 1 See for example Du Plessis (1989) , Fourie and Smith (1989), and Leach (1992) .
Industry Concentration 2 investment, the implication is that rising market share increases investment if su¢cient rival …rms remain in the market. By contrast falling market contestation as measured by the number of …rms in the industry serves to strongly decrease the investment rate. One interpretation of this contrasting evidence is that increasing market share promoting investment rates is evidence of the presence of managerial objectives in South African manufacturing industry. By contrast, where small …rm numbers have already been obtained, and hence market contestation is diminished, monopolistic incentives to reduce productive capacity emerge.
Section 2 of the paper introduces the data and methodology employed in the study. Section 3 presents the descriptive evidence on concentration. Section 4 considers the bivariate associations between concentration and a range of industry performance indicators. Section 5 presents econometric evidence on the impact of concentration on employment and investment rates. Section 6 concludes.
Data and Methodology
In order to obtain a consistent set of concentration indexes over the 1972-96 period, data had to be compiled for a number of years from raw data provided by Statistics South Africa (StatsSA) on request.
The compilations are based on tables published by StatsSA in the Census of Manufacturing. For 3 digit SIC manufacturing industries, Table 6 of the Census of Manufacturing shows the cumulative percentages of gross output, accounted for by cumulative percentages of …rms. These tables were available in the 1976, 1979 and 1985 manufacturing censuses. The tables for the 1988, 1991, 1993 and 1996 censuses were not published in the original censuses, but were compiled by StatsSA on request. The required data for the 1972 census was taken from Leach (1992) .
Discrete measures of concentration consider only a limited number of …rms in an industry. 2 These frequently used measures, such as the percentage of industry size accounted for by a certain number of …rms in the industry have the advantage that they are easy to calculate as they depend on only one point on the concentration curve. If concentration curves of industries under study intersect, there will be ambiguity in determining which industry 3 is more concentrated relative to another. Summary concentration measures in contrast to the discrete measures take into account all the …rms in the industry. Two of the more prominent "summary" indices of concentration are the Her…ndahl and Rosenbluth indices. The basic di¤erences between the di¤erent summary measures of concentration lie in the weights assigned to the market shares of …rms in calculating the respective indices (Needham, 1978) . Changes in the size distribution of …rms will produce changes of di¤erent magnitudes in the various indices. The Her…ndahl Index will be relatively insensitive to changes in small …rms' shares, while the Rosenbluth index will react strongly, due to the di¤erent weights assigned to small …rms by each index.
Another class of concentration indices is given by relative concentration measures. These are in contrast to the absolute measures such as the Her…nd-ahl or Rosenbluth measures. Relative concentration measures can be depicted using Lorenz curves and they focus attention on the degree of inequality of …rm sizes. Gini's concentration measure which we use in the present study is the ratio of the area between the Lorenz curve and the line of absolute inequality. This measure is bounded by 0 for equal sized …rms and 1 for an industry in which there is only one …rm. Again the basic di¤erences between relative and absolute measures of concentration lie in their weighting schemes. Absolute concentration measures are weighted sums of the …rms' shares, while relative measures are weighted averages (Needham 1978) .
In the international literature concentration measures such as the Her…nd-ahl index have become the most widely used. Unfortunately, for South African industry the Her…ndahl index while currently published by StatsSA, is unable to be computed on the basis of the data available for earlier manufacturing indexes. The Her…ndahl index is de…ned as:
(ms i ) 2 where ms i is the market share of …rm i, and n denotes the number of …rms in the industry. This measure is bounded by 1/n under equal …rm size and 1 when only 1 …rm is present in an industry. The unavailability of the market shares contributed by …rm i in the historical manufacturing census precludes the computation of the Her…ndahl index for South Africa. Previous authors interested in concentration in South African industry have therefore resorted to the use of the Rosenbluth and Gini indexes. 3 In the interests of providing some continuity to the debate surrounding concentration, and in order to be able to obtain a consistent series over the past three decades, we follow suit in the present study.
In the present study the Gini coe¢cient was calculated as the area between the Lorenz curve and the line of equal distribution of industry production. Since the cumulative percentages [0, 5, 10, , 100] of …rms given in the manufacturing censuses are evenly spaced, a technique of numerical integration known as the Simpson's one-third rule was used to approximate the Lorenz curve. Simpson's one-third rule is based on the fact that any three points determine a unique quadratic polynomial. Thus the Lorenz curve can be approximated by successive arcs of quadratic polynomials through successive sets of 3 known and equidistant points on the curve. This provides one quadratic estimating the curve over the range 0 to 10, another from 10 to 20, with the 10th quadratic estimating the curve from 90th to the 100th percentile of …rms. The area under the Lorenz curve can then be estimated by summing the areas under each quadratic, and from this the area between the Lorenz and the line of equal distribution follows trivially.
Formally Simpson's one-third rule can be written as:
where h represents the interval width (5% or 0.05 in the case of the manufacturing census data), and f i is the percentage contribution to output of …rms at the 3 points at which each successive arc is being estimated. The rule is applied separately to each 10 percent interval and the area under the curve is obtained by summation of the individual results.
Linear interpolation was used to calculate the Gini for the years in which a manufacturing census was not published.
The Rosenbluth index is de…ned as:
where ms i is the market share of the ith-ranked …rm and n the number of …rms (see the discussion in Leach 1992). The measure is bounded by 1/n when …rms are of equal size and tends to 1 the more unequal are …rm sizes.
As noted by Leach (1992) the Rosenbluth index of concentration can also be expressed as a positive function of the Gini coe¢cient and a negative function of the number of …rms:
where G is the Gini coe¢cient and n is the number of …rms in the industry. In the present study the Rosenbluth index was computed using (3). Figure 1 demonstrates the relationship between the Rosenbluth and Gini measures of concentration. A number of points are worth noting about the two indexes. First, while there is a clear functional relationship between them, it is a non-linear one. A rising level of production inequality as measured by the Gini results in increases in the Rosenbluth index, but at an increasing rate (Rosenbluth is convex in the Gini). Second, the Rosenbluth index responds strongly to changes in the number of …rms present in the industry, which the Gini does not. Thus for a Gini coe¢cient of 0.9, a tenfold increase in the number of …rms present in production will lower the Rosenbluth index tenfold, even though production is equally concentrated under the computations. 4 Due to di¤erences between the 4th and 5th editions of the Standard Industrial Classi…cation for all economic activities (SIC) the approach of Kayemba (2000) was adopted in combining industry codes, to make comparisons between sectors feasible. The South African classi…cation convention follows SIC which …rst appeared in 1970 (Kayemba 2000) . Revisions in the classi…-cation system have led to several discrepancies emerging across the di¤erent manufacturing censuses. The new classi…cation was used for the 1993 and 1996 censuses. The results for the petroleum industry are problematic. Until the 1993 manufacturing census the Petroleum Industry (SIC 353) was combined with Other Manufacturing (SIC 390). This was done for political reasons and the decision to disaggregate the results was taken and implemented only from the 1993 Census of Manufacturing onwards. Data on the Tobacco industry (SIC code 314) was only available for two of the censuses, and the sector had to be dropped from analysis due to data unavailability. Thus we are left with 24 industries that we examine in detail.
Changes in Concentration, 1972-96
We report results for the Rosenbluth absolute summary measure of concentration, the Gini relative summary measure of concentration, as well as the discrete measure of concentration provided by the proportion of production contributed by speci…ed percentages of all …rms in an industry.
The evidence from the discrete concentration measure and the Gini coe¢cient is strictly consistent, indicating a high and rising level of industry concentration. The evidence from the Rosenbluth measure is more muted in indicating rising concentration -though nevertheless evidence in favour of high and rising concentration remains present.
We begin with the discrete measures of concentration, by considering the proportion of output accounted for by some given percentages of …rms. Table  1 reports the results. In the interests of parsimony we report results only for 3 censuses, and we report the percentage of output produced by 5, 10 and 15 percent of all …rms in a speci…c industry. What is notable is that in all three census years, in almost all of the sectors the largest 5% of …rms produce more than 50% of output. By the 1990's, there is no manufacturing sector in which 5% of the …rms do not produce at least 50% of total output. And the largest 10% of …rms produce at least 50% of output for all three manufacturing censuses under consideration.
For a number of sectors, the largest 5% of …rms have been able to increase the proportion of output they contribute strongly from the 1970's to the 1990's. Figure 2 shows that in Rubber & rubber products, Beverages, Glass & glass products, and Other industries, the largest 5% of …rms have been particularly successful in raising the proportion of output over the sample period. But the upward trend has been general across most manufacturing industry, so that by 1996, 4 sectors had the largest 5% of …rms contribute more than 80% of output.
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And only 6 sectors had the largest 5% of …rms contribute less than 60% of output.
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Independently of any summary concentration measure, therefore, it is clear that South African manufacturing industry maintains a high level of concentration, with a small proportion of …rms dominating production in almost all sectors.
Summary measures serve to con…rm the evidence -though more unambiguously in the case of the Gini than the Rosenbluth measure. Table 2 shows the trends in the Gini coe¢cient as a measure of concentration both in level terms and industry rank. Here and for the Rosenbluth parsimony restricts results to the years 1972, 1980, 1990 and 1996 here further supports the result from the discrete concentration measure that suggests increased concentration in the South African manufacturing industry, by demonstrating increasing inequality in the distribution of productive activity over the sample period. 22 sectors show increased inequality between 1972 and 1996. Only 2 sectors have shown a decrease in their Gini coe¢cient over the same time period.
7
Looking at the relative rankings, there has also been a noticeable shift within the sectors. Only 2 of the 24 sectors, 8 showed no change in their relative rankings. Of all the sectors 9 have had a negative change in their rank, indicating an increase in inequality between 1972 and 1996 relative to other manufacturing sectors.
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The positive change for the remaining 12 sectors indicates decreased inequality over this time period.
The results from the Rosenbluth measure are more mixed. Table 3 reports the trends in the Rosenbluth index in level terms and in industry rank. The evidence con…rms an increase in the level of concentration in some manufacturing sectors, though there is also countervailing evidence. 7 of the sectors show a positive change between 1972 and 1996, 10 an indication of increased concentration. The remaining 17 sectors have become less concentrated over the same time period.
It is notable that the increases in concentration as measured by the Rosenbluth have been most prevalent in already concentrated industries. Figure  3 demonstrates that 3 of the 5 most concentrated sectors in South African manufacturing were amongst those that reported an increase in concentration over 1970-96, and 6 of the 7 sectors reporting an increase in concentration lie in the 50% of sectors above the mean level of concentration.
The ranking of the sectors (according to Rosenbluth) also reveals the presence of considerable shu-ing of sectors in their relative rank ordering of concentration. Only 3 of the 24 industries under study showed no change in their relative ranking of concentration, 11 while a number of sectors exhibit strong changes. Of all the sectors 9 have had a negative change in their rank, indicating an increase in their relative concentration. 13 First, recall that only the Rosenbluth measure takes into account the number of …rms in an industry. Second, and critically, the Rosenbluth concentration measure is noted for its sensitivity to the presence of small …rms with little market share -a factor that has favoured the use of the Her…ndahl index internationally. Thus, the Rosenbluth index may well serve to understate the degree of concentration -though it is useful in capturing the e¤ect of market entry.
The balance of the evidence remains. South African manufacturing industry has historically been highly concentrated, and evidence suggests that the trend has been to increase, not decrease concentration.
It remains to establish what, if anything, can serve to explain the rising concentration, and what impact such rising concentration has had on manufacturing sector performance.
Patterns of Association
An immediate question that presents itself is whether the two measures of concentration presented in this paper are of signi…cance to other dimensions of the economy. Only where concentration exercises a signi…cant impact on economic performance or where it is itself the outcome of other aspects of economic activity is it of general analytical interest.
In this section of the paper we therefore extend the analysis in two additional directions. The procedure followed is explicitly atheoretical. We examine test statistics that provide some insight into the nature of the association between variables, both in terms of direction of association, and the sign of the association. Throughout, analysis is conducted at the three digit sectoral level. Examination is of the association between each of the Rosenbluth and Gini concentration measures, and output (as measured by Plastics, Other non-metal industries, Machinery, Electrical machinery, Other transport equipment, Other industries.
1 3 Note that the di¤erences also extend to industry rankings on the two measures. For instance, while the most concentrated industry as measured by the Rosenbluth index in 1996 is Glass and Glass products, the Gini coe¢cient consistently identi…es the Motor vehicles sector as the one subject to the most unequal production (except in 1980 when the Basic Iron and Steel industry is most unequal).
value added), employment, total capital stock, investment, growth of total factor productivity, relative real unit labour cost, 14 the ratio of gross operating surplus to value added, and labour productivity (as measured by the ratio of value added to total employment).
In order to explore the directions of association between the variables included in this study, we consider the use of the test statistic proposed by Pesaran, Shin and Smith (1996, 2001 ) (hereafter PSS) F-statistics.
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Suppose that the question is whether there exists a long run relationship between the set of variables y t ; x 1;t ; : : : x n;t : Univariate time series characteristics of the data are not known for certain. The PSS approach to testing for the presence of a long run relationship proceeds by estimating the error correction speci…cation given by:
The order of augmentation, p, is determined by the need to render the error term white noise, and is chosen from the set of all feasible lag structure combinations by means of an information criterion.
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The test proceeds by computing the standard F-statistic for the joint signi…cance of ± 1 = ± 2 = : : : = ± n+1 = 0: The distribution of the test statistic is nonstandard, and in ‡uenced by whether the x i;t are I(0) or I(1):The critical values are tabulated by Pesaran, Shin and Smith (1996) , with x i;t » I(0)8i providing a lower bound value, x i;t » I(1)8i an upper bound value to the test statistic. The test statistic is computed with each of the y t; x 1;t; : : : x n;t as the dependent variable. Where the estimated test statistic exceeds the upper bound value, we reject the null of ± 1 = ± 2 = : : : = ± n+1 = 0;and infer the presence of a long run equilibrium relationship. Where the estimated test statistic lies below the lower bound value, we accept the null, and infer the absence of a long run equilibrium relationship. The test is indeterminate either where the computed test statistic lies between the upper and lower bound values (in which case it is not clear whether a long run relationship between the variables is present), or where more than one variable is con…rmed as the outcome variable of a long run equilibrium relationship (in which case the long run relationships between the variables would not be unique).
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Results are reported in Tables 4a and 4b . What emerges from our test results is that there are numerous signi…cant interactions between our concentration measures and output growth, employment growth, investment, TFP, relative real unit labour cost, GOS/GDP and output per labourer. For only one sector (Printing, publishing and allied industries) do we …nd no pattern of association.
Tables 4a and b allows us to analyse the patterns of association between the 2 concentration measures and our indicators. We will consider each of our concentration measures and indicator variables in turn. Looking at the Gini measure, for output growth we …nd that for 6 sectors it is the Gini that drives output growth, for 3 sectors the direction of association is reversed and for 2 sectors the association could be simultaneous. For employment growth, the Gini forces employment growth for 9 sectors, for 2 sectors employment growth forces the Gini and for 3 sectors the results are ambiguous. For total investment we …nd that in 1 sector the Gini forces total investment, for 4 sectors it is total investment that forces the Gini and for 4 sectors the results are ambiguous. For investment in machinery, in 2 sectors Gini is the forcing variable, in 2 sectors Gini is the outcome variable and in 1 sector the result is ambiguous. For TFP the direction of association runs from Gini to TFP in 7 sectors, while for 2 sectors the direction of association is reversed and for 4 sectors it is ambiguous. For relative real unit labour costs, there are 4 sectors in which the Gini is the forcing variable, 2 in which the Gini is the outcome variable and none in which the direction of association is ambiguous. For GOS/GDP we have 5 sectors where GOS/GDP is the outcome variable and 4 in which the Gini is the outcome, while for a remaining 1 sector the results are ambiguous. Finally for output per labourer we have 1 sector in which the Gini is the forcing variable, 4 sectors in which the Gini is the outcome variable and a further 4 sectors for which the results are ambiguous.
Looking at the Rosenbluth measure, for output growth we …nd that for 7 sectors it is Rosenbluth that drives output growth, for 1 sector the direction of association is reversed and for 2 sectors the association could be simultaneous. For employment growth, Rosenbluth forces employment growth for 7 sectors, for 2 sectors employment growth forces Rosenbluth. For total investment we …nd that in 9 sectors Rosenbluth forces total investment, for 2 sectors it is total investment that forces Rosenbluth and for 2 sectors the results are ambiguous. For investment in machinery, in 5 sectors Rosenbluth is the forcing variable. For TFP the direction of association runs from Rosenbluth to TFP in 7 sectors, while for 2 sectors the direction of association is reversed and for 4 sectors it is ambiguous. For relative real unit labour costs, there are 4 sectors in which the Rosenbluth is the forcing variable, 5 in which Rosenbluth is the outcome variable and 1 sector in which the direction of association is ambiguous. For GOS/GDP we have 8 sectors where GOS/GDP is the outcome variable and 4 in which Rosenbluth is the outcome. Finally for output per labourer we have 6 sectors in which Rosenbluth is the forcing variable, 1 sector in which Rosenbluth is the outcome variable and a further 6 sectors for which the results are ambiguous.
While we …nd evidence of interaction between a number of industries, the degree and sign of the interactions vary widely across the di¤erent industries.
To analyse the degree of interaction we follow the approach of Fedderke and Schirmer (2003) . Degree of interaction is de…ned as the number of our indicators that interact with either of the concentration measures employed. Thus the strength of the interaction is not taken into account. Table 5 reports the "high impact" sectors, for which we …nd an interaction between the concentration measures and 8 or more of the indicators as well as "low impact" sectors, which exhibit interactions with 7 or less indicators.
We see from the table that for the majority of sectors are classi…ed as "low impact", indicating that concentration is typically associated with a few of the indicator variables.
From Table 6 we also see that the channels of association are industry speci…c. The general …nding is that concentration forces the indicators of industry development -though in a few instances industry concentration appears to be the outcome of industry development -see also Table 7 . For example for Beverages, concentration seems to have an impact on output growth, while for the Basic Chemicals sector the direction of association is reversed.
As a …nal step in our descriptive analysis we consider the signs of the association implied by the PSS F-tests. The signs of association are obtained from the associated ARDL cointegration analysis. Tables 6 and 7 present the …ndings, summarising the direction of association as well as the sign of association. Since the speci…cations examined here are clearly underspeci…ed, we note, but attach less importance to the signi…cance of regressors, than to the sign implied by the bivariate association.
The general implications of the …ndings from Table 7 are as follows:
² On output growth, both concentration measures are unanimous in predicting a lower growth in real output under increased concentration -with only a few exceptions. Thus for growth purposes, increased concentration appears to carry negative consequences in South African manufacturing industry.
² On relative real unit labour cost, both concentration measures predict a higher unit relative labour cost under increased concentration.
² For labour productivity (as measured by output/labour), both concentration measures predict lower labour productivity under increased concentration.
Note immediately that both the …nding of rising real relative unit labour costs, and the …nding of falling labour productivity carries the implication that the impact of increased concentration in South African manufacturing is not such as to raise the e¢ciency of production. Instead, it is more likely that concentration leads to the pursuit of managerial objectives in …rms in concentrated industries, at the expense of e¢ciency and pro…tability.
² For employment growth, the bivariate results are a little more ambiguous. The Gini concentration measure reports predominantly negative correlations with employment growth, 18 the Rosenbluth reverses the sign. One explanation of this apparently divergent …nding is that the Gini coe¢cient re ‡ects directly inequality in market shares of …rms. By contrast, the Rosenbluth index corrects for the number of …rms in the industry. It is therefore possible that unequal distribution of market share serves to lower employment growth in industries -for any given number of …rms. A falling number of …rms in the industry, for any given unequal distribution of market share, may then serve to increase employment growth because management of …rms is able to pursue objectives other than pro…t maximization without fear of market discipline. Firms are able to pursue size rather than pro…t-objectives, say.
Such an interpretation would be consistent with the …ndings on relative unit labour cost, and labour productivity noted above.
² The same is true for the …ndings on total factor productivity -where increased concentration appears to lower e¢ciency gains as measured by TFP (at least on the Gini -the same is true on the signi…cant Rosenbluth results, though otherwise more ambiguous results should be noted).
² Ambiguous results also emerge for both investment (some indication of an increase, some indication of a decrease) and on pro…tability (again with divergent indications on the direction of change). This again points to the possibility that concentrated industries may pursue an increase in the rate of return on investment, but that managerial objectives may also play a role.
In concluding the present section, we note that the general …ndings to emerge from the PSS F-tests, are …rst, that the direction of association in general runs from concentration to indicators of economic development. Second, even though the …nding of relatively few associations is not surprising in the simple bi-variate formulations examined here, nevertheless a number of instructive links did emerge from the test statistics. There is an indication of lower output growth under increased concentration, but also some evidence that under increased concentration …rms may come to pursue managerial objectives that may be inimical to e¢ciency gains and improved pro…tability.
The presence of ambiguous results on employment and investment rates points to the need to extend the analysis further, in order to clarify the impact of concentration on these two measures in a fuller multivariate context.
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The impact of concentration on employment and investment
In concluding our analysis, we therefore consider the impact of concentration on employment and investment in the South African manufacturing sector in more detail. A separate paper explores the impact of concentration on the pricing power of South African manufacturing industry. 19 The core …nding of this paper is that increased industry concentration increases pricing power in South African manufacturing industry, and raises the mark-up of price over marginal cost. For the purposes of the present discussion we focus on determinants of employment and investment in South African manufacturing.
Formulating an empirical labour usage equation.
For employment, we employ a modi…ed methodology as reported in Hine and Wright (1998) , and discussed further in Fedderke and Mariotti (2002) and Fedderke, Shin and Vaze (2003) . The advantage of the methodology is that it can include a direct isolation of the labour usage e¤ect of industry structure. Consider the production function given by:
where Y i denotes real output by sector i, K i real capital stock by sector i, L i labour inputs (as measured by the total number of employees) by sector i, and B i a vector of variables that may impact on output independently of the two factor inputs. Standard assumptions governing the technology of production would allow us to solve for the labour requirements equation:
Subsuming technological progress in a "Solow-residual," we here include …ve variables in B i . Openness, denoted OP, and de…ned as the ratio of imports and exports to output, re ‡ects the extent to which a sector is exposed to international markets. While the openness ratio could assume either sign, earlier studies have found it to be positive 21 , and this constitutes our weak prior. A relative price ratio, denoted RP, is de…ned as the ratio of the user cost of capital to real per labourer remuneration, where the user cost of capital is composed of the risk rate of return on government paper, the sector speci…c depreciation rate, and the corporate tax rate. We anticipate a positive sign on RP. The skills composition of the labour force, denoted SR, controls for the changing incentives to hire di¤erent forms of labour in manufacturing production. Labour demand may be switching to skilled rather than unskilled labour. Finally, industry concentration is controlled for by both the GINI and the ROSEN measures, which denote the Gini and the Rosenbluth indexes respectively.
The question we face in the current context is whether industry concentration is associated with increased or decreased job creation in South African labour markets.
Hence, we distinguish determinants of labour usage in the South African manufacturing sector using the following labour requirements long-run relationship equation:
where all variables are in natural logarithmic transforms.
Formulating an empirical investment function
For investment, we extend the discussion in Fedderke (2003) -which in turn employs the investment function proposed by Dixit and Pindyck (1994) , incorporating the impact of uncertainty. Empirical applications of irreversible investment models must control for the impact of uncertainty on the user cost of capital -see for example Ferderer (1993) and Guiso and Parigi (1999) . One means of proceeding is to allow for an explicit impact of uncertainty on the investment relation. In the estimations that follow we allow for an explicit impact on investment by both sectoral uncertainty as well as systemic uncertainty.
We proceed with the empirical speci…cation: 22 where I i;t denotes the net investment rate, ln Y e i;t the natural logarithm of the expected output, lnuc i;t the natural logarithm of the user cost of capital, ¾ 2 sec t;i;t denotes sectoral uncertainty, ¾ 2 sys;i;t denotes systemic uncertainty, GINI i;t the Gini concentration index, ROSEN i;t the Rosenbluth concentration index, and d the di¤erence operator.
Our measure of investment is restricted to …xed capital stock strictly de…ned, and is given by net changes in the stock of machinery and equipment of South African three digit manufacturing sectors, expressed as an investment rate. The user cost of capital is de…ned as for the labour usage equation.
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The output measure to enter the empirical speci…cation is the expected change of output -an unobservable magnitude. Various studies deal with this unobservable magnitude in di¤erent ways. In some, the actual current change in output is employed (see for example Ferderer 1993), and we adopt this approach in the present study. For the capacity utilization variable we employ the log change in a directly measured capacity utilization variable, since Stock and Watson (1998) …nd capacity utilization to be coincident with the cycle in output.
Appropriate measures of risk and estimation in their presence are again the subject of an independent literature.
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In order to obtain a measure of user cost uncertainty Ferderer (1993) employs a risk premium imputed to market interest rate on the basis of an ARCH representation of the spot market yield. In the present study we employ two measures of uncertainty. The …rst constitutes a measure of sectoral uncertainty. Given the relatively small time run available for each manufacturing sector, ARCH representations of conditional variances are of limited use. Hence we employ a sectoral measure of uncertainty given by the standard deviation of real output speci…ed in log scale, computed over a three year rolling window. The sectoral measure of uncertainty is thus one that measures volatility of output, but without reliance on ARCH processes.
Estimations also include a measure of systemic uncertainty provided by an index of political instability obtained from Fedderke, De Kadt and Luiz (2001) , and employed in the cotext of investment in Fielding (2000) and Fedderke (2003) . Justi…cation of its use lies in the importance of political instability in South Africa over the 1970-97 period. The index is a weighted average of 11 indicators of repressive state responses to pressures for political reform.
Note that for both the sectoral and the systemic uncertainty variables we employ a measure of the level of uncertainty which is held to impact on investment expenditure rather than its …rst di¤erence, consistent with the underlying theory. Since uncertainty raises the threshold rate of return that capital must meet to be viable, the impact of uncertainty is on the ‡ow of capital.
Econometric Methodology
The estimator is provided by the Pooled Mean Group Estimator Methodology provided by Pesaran, Shin and Smith (1999). Thus we base our panel analysis on the unrestricted error correction ARDL (p; q) representation:
ij ¤x i;t¡j + ¹ i + " it (9) i = 1; 2; :::; N, stand for the cross-section units, and t = 1; 2; :::; T ; indicate time periods. Here y it is a scalar dependent variable, x it (kx1) is the vector of (weakly exogenous) regressors for group i; ¹ represent the …xed e¤ects, Á i is a scalar coe¢cient on the lagged dependent variable,¯i is the kx1 vector of coe¢cients on explanatory variables,¸i j ; s are scalar coe¢cients on lagged …rst-di¤erences of dependent variables, and ± ij; s are kx1 coe¢cient vectors on …rst-di¤erences of explanatory variables and their lagged values. We assume that the disturbances " it ; s are independently distributed across i and t, with zero means and variances ¾ 2 i > 0: We also make the assumption that ¾ i < 0 for all i and thus there exists a long-run relationship between y it and x it : y it = µ 0 i x it +´i t ; i = 1; 2; : : : ; N; t = 1; 2; : : : ; T
where µ i = ¡¯0 i =Á i ; is the kx1 vector of the long-run coe¢cient, and´i t ; s are stationary with possibly non-zero means (including …xed e¤ects). Then, equation (9) can be written as:
where´i ;t¡1 is the error correction term given by (10), and thus Á i is the error correction coe¢cient measuring the speed of adjustment towards the long-run equilibrium. We consider the Pooled Mean Group (PMG) estimator advanced by Pesaran, Shin and Smith (1999), which allows the intercepts, short-run coef…cients and error variances to di¤er freely across groups, but the long-run coe¢cients are constrained to be the same; that is, µ i = µ; i = 1; 2; : : : ; N
The common long-run coe¢cients and the group-speci…c short-run coe¢-cients are computed by the pooled maximum likelihood (PML) estimation.
These PML estimators are denoted by
± ij; and µ: We then obtain the PMG estimators as follows:
; j = 1; : : : ; q ¡ 1;
This clearly highlights both the pooling implied by the homogeneity restrictions on the long-run coe¢cients and the averaging across groups used to obtain means of the estimated error-correction coe¢cients and other shortrun parameters. We brie ‡y discuss one important modelling issue. The PMGE is legitimate only where long run parameters are homogeneous across groups. Tests of homogeneity of error variances and/or short-or long-run slope coe¢cients can be easily carried out using Log-Likelihood Ratio tests, since the PMG and dynamic …xed e¤ects (DFE) estimators are restricted versions of (possibly heterogeneous) individual group equations. However, we note that the …nite sample performance of such tests are generally unknown and thus unreliable. An alternative would be to use Hausman (1978) type tests. The mean group (MG) estimator 25 provides consistent estimates of the mean of the long-run coe¢cients, though these will be ine¢cient if slope homogeneity holds. For example, under long-run slope homogeneity the PMG estimators are consistent and e¢cient. Therefore, the e¤ect of both long-run and shortrun heterogeneity on the means of the coe¢cients can be determined by the Hausman test (hereafter h test) applied to the di¤erence between MG and PMG or DFE estimators. It is this approach that is adopted in the present study.
As long as sector-homogeneity is assured, the PMG estimator o¤ers e¢-ciency gains over the MG estimator, while granting the possibility of dynamic heterogeneity across sectors unlike the DFE estimator. In the presence of long run homogeneity, therefore, our preference is for the use of the PMG estimator.
Finally, it is worth pointing out that a crucial advantage of the estimation approach of the present paper, is that dynamics are explicitly modelled.
Estimation Results
We report preferred results from estimation in Table 8 . We control for the two concentration indexes both individually and jointly, in order to establish the sensitivity of results to the concentration measure employed.
Note that the diagnostic statistics consistently con…rm the null of homogeneity of long run coe¢cients, while the ©-coe¢cient con…rms adjustment into the long run conditional mean value. We note that the speed of adjustment for investment is greater than that for employment.
Further we note that the long run coe¢cients con…rm prior theoretical expectations for the standard regressors included in estimation. Thus we con…rm that output demand has a positive and signi…cant impact on employment, as well as investment rates in manufacturing. The ratio of capital to labour cost has a statistically signi…cant impact on manufacturing employment, and con…rms the now standard …nding of a strong wage elasticity of employment.
26
Similarly, the user cost of capital exerts a signi…cant negative impact on investment rates. The ratio of highly skilled and skilled workers to unskilled and semi-skilled workers enters negatively and signi…cantly into the labour usage equation, suggesting that sectors that have increased the skills intensity of their labour force, have grown employment more slowly as a consequence. The implication is that the quality of labour allows one to economise on the quantity of labour in production -an intuitively appealing result. Finally, both sectoral output volatility as a proxy for sectoral demand uncertainty and systemic uncertainty impact negatively on investment -again con…rming a standard …nding for South Africa in the literature.
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Thus far the …ndings from estimation are therefore entirely standard. What remains is the interpretation of the impact of concentration indexes on employment and investment rates.
In the case of the labour usage equation, both concentration ratios prove to carry a negative sign -though only the Rosenbluth index proves statistically signi…cant. Increased industry concentration thus appears to unambiguously lower employment in South African manufacturing industry -with a 1% increase in the Rosenbluth concentration index leading to a decrease in employment between 0.10% and 0.27%.
The evidence thus serves to clarify the simple bivariate …ndings reported above. In a fully speci…ed multivariate context the ambiguity in the impact of concentration on employment disappears, and a purely negative impact of increased concentration on employment is con…rmed.
In order to give readers an indication of the net total impact of concentration on labour usage, Figure 4 reports the combined impact of both the Rosenbluth and the Gini concentration measures on labour usage.
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Three core features emerge from the evidence.
First, the impact of concentration on employment is always negative. Second, an increase in the level of the Gini at which the impact of the standard 1% increase in the Gini is established serves to increase the negative impact on employment. Thus a 1% increase in the Gini given 25 …rms decreases employment by 0.1% where the Gini assumes a value of 0.9. By contrast, where the Gini is 0.5, a 1% increase in the Gini only lowers employment by 0.04%. Third, for any given level of the Gini, the impact of a 1% increase in the Gini becomes more negative the smaller the number of …rms in the marketand the impact becomes more negative at an increasing rate. This is re ‡ected in the concavity that emerges in the elasticity at any given Gini, as the number of …rms declines.
It follows immediately that industry concentration is unambiguously undesirable for purposes of employment creation in South African manufactur-2 8 Ignoring statistical signi…cance, given equation (3), we can obtain the aggregate e¤ect straightforwardly from
Note that while we still report an imputed impact of increased concentration for n=1, of course no further increases in concentration are feasible under full monopoly. The di¢culty in interpretation arises due to inference from the impact of continuous change to what is the case of …rm numbers is in fact a discrete di¤erential.
ing industry. But it is worthwhile to note that the impact of concentration may work through at least two distinct channels. The most immediate negative impact follows from an inequality of production across …rms -which is what the Gini index measures. The second negative impact can be interpreted as a market contestability e¤ect. With a falling number of …rms in the market the negative impact of any given level of inequality of distribution of production, is exacerbated, and dramatically so.
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Given the concavity in the labour elasticity with respect to concentration noted above, therefore, as long as the number of …rms in the market can be interpreted as a proxy of market contestability, therefore, the policy implication to follow is that the strongest potential returns for competition policy lies with ensuring market contestability, rather than by the regulation of market share. Or perhaps more immediately -ensuring that the number of …rms in a market rises even to relatively low levels (5-10), serves to mitigate the impact of any inequality in market share considerably.
Competition policy therefore carries implications for means of improving welfare prospects through employment channels in South Africa also.
For investment, results are more nuanced, since the Gini and the Rosenbluth indexes carry opposite signs (Gini positive, Rosenbluth negative), and both are signi…cant. Again, in order to aid the reader on the precise impact of changes in concentration, we represent the aggregate standardized impact graphically in Figure 5 . 30 In this instance note that an increase in concentration as measured by the Gini appears to raise the investment rate of the South African manufacturing sectors. However, a reduction in the number of …rms at any given level of the Gini index lowers the investment rate. One interpretation of this …nding is that while an increase in the market share controlled by the dominant …rms may serve to stimulate investment (perhaps in order to consolidate their 2 9 Since only the Rosenbluth measure is signi…cant, taking note of the signi…cance of the two concentration measures further strengthens this …nding.
3 0 Given equation (3), we can obtain the aggregate e¤ect straightforwardly from
Note that while we still report an imputed impact of increased concentration for n = 1, of course no further increases in concentration are feasible under full monopoly. The di¢culty in interpretation arises due to inference from the impact of continuous change to what is the case of …rm numbers is in fact a discrete di¤erential.
dominant market position), as the market becomes less contestable (with a decline in the number of potential competitors), so the incentive to raise the capital stock declines, and monopolistic practices come to predominate. In e¤ect, the results are consistent with the implications of the literature on the behaviour of dominant …rms in the presence of a competitive fringe.
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We again note three core features of the evidence. First, for investment rates the net change of an increase in concentration may be either positive or negative. Both a decrease in the Gini coe¢cient, and a reduction in the number of …rms in the industry serve to increase the chances that the net e¤ect be negative.
Second, the positive coe¢cient on the Gini is re ‡ected in the fact that an increase in the inequality of production across …rms is re ‡ected by either a mitigated negative impact of increased concentration on the investment rate, or an increasingly positive impact on the investment rate. We have already noted the consistency of this …nding with the possibility that an increase in the market share controlled by the dominant …rms may further stimulate attempts to consolidate dominant market position by yet further capital expenditure.
Third, falling numbers of …rms in an industry render the impact of rising concentration increasingly negative. As in the case of the employment e¤ect, the impact of falling …rm numbers is concave -increasing the negative impact with falling …rm numbers. This evidence is thus consistent with the presence of a market disciplining e¤ect emerging even from a relatively small competitive fringe in the industry.
While the impact of increased concentration on investment is thus more varied than it is for employment, note that the down-side potential of unequal market share together with low market contestability is potentially large. Thus where markets contain only a single …rm, the investment rate could be decreased by as much as 3 percentage points. Of course the converse is that an increasing market share distribution may serve to raise investment rates.
For investment rates, therefore, everything comes to depend not so much on the level of concentration, but on the form it takes -with the strongest negative impact reserved for falling …rm numbers in an industry.
In policy terms, therefore, once again the implication is that competition policy is relevant to improving investment performance in South African manufacturing industry. Moreover, as for employment e¤ects the strongest impact on investment may well lie in improving market contestability, by improving market access for new entrant …rms.
Conclusions and Evaluation
This paper has examined industry concentration for the South African manufacturing sector over the 1972-1996 period, for the three digit industry classi…cation. The paper notes both the high level of industry concentration in South African manufacturing, and the rising trends in concentration across a wide range of industries over the sample period.
The paper further employs the methodology proposed by Pesaran, Shin and Smith (1995, 1996, 2001 ) to explore the direction of association between industry concentration and industry performance. We …nd that the prevailing direction of association is from industry concentration to industry performance. In addition, we …nd that increased concentration generally serves to lower output growth, raise unit labour costs, and to lower labour productivity.
For growth purposes, increased concentration appears to carry negative consequences in South African manufacturing industry. Moreover, the …nd-ing of rising real relative unit labour costs, and the …nding of falling labour productivity under increased concentration carries the implication that the impact of increased concentration in South African manufacturing is not such as to raise the e¢ciency of production. Instead, it is more likely that concentration leads to the pursuit of managerial objectives in …rms in concentrated industries, at the expense of e¢ciency and pro…tability.
The paper concludes by examining the impact of concentration on employment and investment rates using a dynamic heterogeneous panel estimation methodology, which serves to resolve the ambiguity in the bivariate speci…cations through a recourse to a more fully speci…ed set of models. We …nd that increased concentration unambiguously lowers employment. For investment rates, increased inequality of market share serves to raise investment rates, while falling …rm numbers for any given inequality of market share lower investment rates. The di¤erence can be interpreted as the di¤er-ence that inequality of market share, and that market contestability have on investment, and the …ndings are consistent with expectations to emerge from the literature on the behaviour of dominant producers in the presence of a competitive fringe. In this, the …ndings of the present paper are thus such as to provide additional breadth to the …ndings already presented in Fedderke, Kularatne and Mariotti (2003) on the impact of concentration on mark-ups in South African manufacturing industry.
The …ndings carry some immediate policy conclusions. First, competition policy should remain on the South African policy agenda. Output growth, employment growth, labour cost structures, and labour productivity all stand to bene…t from attention being paid to the degree of concentration in manufacturing industry. While …ndings on investment rates are more ambiguous, we note that the impact of raising the number of …rms in industry is such as to raise investment rates. 2,2,0,1,0,1 2,2,2,1,1,1 1,2,0,2,0,2,2 ARDL 1,3,3,3,3,0 1,3,3,3,3,0 3,2,2,2,3,2,0
