I. Introduction.
In this paper, we are concerned with a nonlinear Laplace equation in an exterior 3-dimensional domain Q, provided with some Dirichlet conditions on the boundary of R and a condition of simple behaviour at infinity. Here, u is a real parameter, 3 < u < 5, and p is equal to fl. We are presently unable to treat the two limit cases: u = 3, due to the lack of ellipticity of the linear term in our formulation, and u = 5 which is the critical exponent.
There is a wide literature devoted to equation (II), in the case p = +1 or in closely related cases. Without being exhaustive, we list here some outstanding references. The most general existence result is given in [B] , with no restriction on the behaviour of the solution and right-hand side at infinity. The existence of a ground-state solution (resp. of infinitely many radial solutions) is proved in [BeLl] (resp. [BeL2] ) for special data. We also refer to the paper [BaL] and to the references therein. In the case of Neumann boundary conditions and zero right-hand side, the existence of ground-state solutions of a problem related to negative values of p is established in [E] .
We propose here a variational formulation of problem (I.l), which relies on weighted Sobolev spaces. None of the above references has used this approach. From the theoretical point of view, it has the advantage of leading to a new existence result when p is equal to -1. .4nd, from the practical point of view, it opens the perspective of numerical resolution.
We begin by writing a variational formulation of the associated linear equation -A u = f in i-2
( I . 2 )
in appropriate weighted Sobolev spaces studied in [BN] [G][H] among others: the weight is equal to (1 + r*)O, where r denotes the distance to the origin, and Q is a real parameter.
That permits to prove that this problem is well-posed in such spaces for a range of values of cy. Finally, we derive an existence result for the full nonlinear equation by standard compactness arguments and sharp Sobolev embeddings.
.4n outline of the paper is as follows. In Section I& we recall the definition and we prove the basic properties of the weighted spaces we shall need. Section I11 is devoted to the analysis of the linear problem. The nonlinear equation is considered in Section IV.
Properties of the weighted Sobolev spaces.
In all that follows, the generic point of R3 is denoted by x = (5, y, t), and r = r ( x ) is its distance to the origin. The notation grad represents the vector (z, 5, x). Hm(R) . This allows to use the standard properties of the space H"(Q), especially the trace theorems. 3. For any nonnegative integer m and for any real number ,3, the multiplication by ( l + r 2 ) T is an isomorphism from H,"(R) onto HT-a(R) and from A,"(R) onto B,"_,(Q) . [NE, Chap. 6 , Lemme 2.11. First, we specify the constants involved in these last two properties. The following (II.7)
4.
Since r3( 1 + r2)-' vanishes for r = 0, we can integrate by parts: and applying Lemma 1 together with a density argument gives whence (11.9).
Since we are concerned with second-order problems, we shall need some more properties of the space HA(i2) that we a.re going to prove now. 
is compact.
Proof : Let R be a real number larger than Ro. For any function v in HA(R), we have Next, let (w,), be a sequence of HA(R) with l l W n l l~, a 5 1. Since this sequence is bounded, there exists a subsequence ( wnt),t which converges to a function w for the weak topology of
HA(!J).
We apply the previous inequality to writ -w and use the fact that IIw,p -~1 1 0 , 2 ,~-1 is upbounded by ))wn' -wlll,a, i.e., by 2: 
Iwnt
For any positive real number E , we choose R large enough for (1 + R2)B-(a-1) to be upbounded by I. Next, it is clear that the sequence (wntIOR)nt is bounded in H ' ( 0 f l O~) ; since the embedding of H'(!JnOR) into L 2 ( R n O R ) is compact, there exists a subsequence (w,.,,,),~, of ( w n t ) , t which converges to w in L2(!JnOR). For n" large enough, the quantity Proof: R'ith the same notation as in the previous proof, we apply (11.11) to the function wntt -w , which gives From (11.12) , it follows that 6 is strictly less than Q -1 and the exponent $ -n o m Il.llo,2,6 is positive, whence the corollary. where uoo is a given constant. Then, it suffices to search u -u, as a solution of problem (111.4) with g replaced by -urn or g -u,.
In order to analyse problem (111.1), we need some properties of the form au(., . If a is < -5 1 (resp. > i), choosing /3 = 0 (resp. /3 = -a) gives c ( a , @ ) = 0. If CY is equal to -T 1 (resp. I ) , the constant c ( a , P ) tends to 0 when P tends to 0 (resp. -+ 
where the bilinear form bo( ., .) is defined by and ((.,.)), stands for the duality pairing between f i ; ( Q ) and Hi2(Q). However, if 0 is the whole space R3, it can easily be checked that the function u-, = (1 + r 2 ) -, satisfies b, (u-,,u-,) = 0 and belongs to H,(fl) for any cy > -+. Hence, problem (111.8 ) cannot be well-posed in this space. It must be set instead in a quotient space.
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IV. The nonlinear equation.
We now turn to problem (1.1). In order to be a little less restrictive, we introduce a function 1c, defined on 5 2 x lR, satisfying $(.,O) = 0 and we assume that it satisfies the following inequality for some nonnegative real numbers u and r :
Yext, for a real parameter a and a given distribution f in H,'(Q), we consider the problem
In order to write a variational formulation for this problem, we first determine the values of u for which the function: u I -+ T,L(.~u) maps fti(Q) into its dual. We use once more Holder's inequality to estimate the first term
The second term is treated in a similar way. Finally we obtain Then, we conclude as previously.
We will also need the following corollary, which is an immediate consequence of equation (IV.7). In both cases, applying a corollary of the Brouwer's fixed-point theorem [GR, Chapter IV, Corollary 1.11, we deduce that 0, has a zero um in Vm, the norm of which is bounded by A, i.e., independently of n.
Thus, we have built a bounded sequence ( u m ) m E m of fib(Q). From Corollary 1, we know that there exists a subsequence (umj)m) which converges to u weakly in fi;(n) and strongly in Lz( Q ) , for the real numbers q and 6 of Corollary 2. -4pplying these convergences in problem (P),r and using Corollary 2, we deduce that u is a solution of problem (W.11).
R e m a r k 7: For a given real number u, 3 < u < 5, choosing the smallest parameter a such that (N.8) holds implies that pa must satisfy This bound tends to 0 when u tends to 3 and to air@ N 1 . 9 1 5~-* when u tends to 5. R e m a r k 8: In the previous theorems, the parameter a is always larger than -+. Hence, it follows from Remark 1 that, if the solution of problem ('IV.11) satisfies ('11.13,), it tends to 0 at infinity.
The last result about equation (N. 1) concerns the uniqueness of the solution. Proof: Let u and w be two solutions of (lV.11). We have v v E rik(R), U , ( U -w , u ) = -( q u ) -* ( w ) ) v ( l + r 2 ) Q d x .
J,
Choosing v = u -w and applying Proposition 2, (N.7), (11.11) and Lemma 2 give as previously whence the result. (IV.20) state that this problem has at least a variational solution for 3 < u < 5 respectively when p is negative and f is small enough, or when p is nonnegative. Proposition 3 provides a result of local uniqueness.
