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Index Terms-Asymptotic second-order self-similarity, exact secondorder self-similarity, long-range dependence, slowly varying functions. For sufficiently well-behaved sequences C(n), the power spectral density of the process is defined as the Fourier series S(f) = 1 n=01 C(n)e 0j2fn (1) and the covariance function C(n) is recovered from S(f) using the formula for Fourier series coefficients
The next two theorems are classical results about Fourier series.
Theorem 1: Let C(n) be a covariance function that satisfies
where p(t) is normalized slowly varying at infinity (see Appendix A), and 0 < < 1. Then the power spectral density (1) exists and satisfies Remark: Equation (5) can be rewritten as
It is sometimes convenient to rewrite (3) as S(f) p (jfj) jfj 10 ; for f near 0 (6) and to rewrite (5) as C(n) q (n) n ; for large n
wherep andq are suitably defined. Notice the similarity of (6) and (4) and of (7) and (2). If one is not careful, one might think that the conclusion of Theorem 1 is the same as the hypothesis of Theorem 2, and that the conclusion of Theorem 2 is the same as the hypothesis of Theorem 1. Combining these two misconceptions might lead one to conclude that (6) and (7) 
where s is another positive finite constant. A process satisfying (8) is said to be long-range dependent (LRD). Conversely, the literature also frequently claims that if the power spectral density satisfies (9), then the covariance function satisfies (8).
The claimed equivalence of (8) and (9) is plausible in light of the following example. For 0 < d < 1=2, let S(f) = j1 0 e 0j2f j 02d = [4 sin
If we put = 1 0 2d, then 0 < < 1, and
The corresponding covariance function is [6, Theorem 1(d)]
and by Stirling's formula, 0(x) p 2x x01=2 e 0x , we have
In spite of the above example, we show in Section II that every covariance function satisfying (8) with 0 < < 1=2 can be perturbed to obtain a new covariance function that satisfies (8) with the same values of and c, but whose power spectral measure is singular; i.e., the power spectral density does not exist. In other words, LRD (8) does not imply (9) .
If (8) holds for some 1=2 < < 1, then the covariance sequence is square summable, and it follows that the power spectral density (1) exists as a limit in L 2 [01=2; 1=2]. We show in Section III that if (9) also holds, then S(f) can always be perturbed to obtain a new power spectral density that satisfies (9) with the same values of and s but whose corresponding covariance function does not satisfy (8) . In other words, (9) does not imply LRD (8) .
Another common claim in the literature, e.g., [8, p. 21, Sec. 1.4.1.4], is that if a process is asymptotically second-order self-similar (ASOSS) (defined in Section IV) with Hurst parameter 1=2 < H < 1, then the process is LRD. In Section IV, we present a new theorem (Theorem 3) that gives sufficient conditions on the power spectral density for the process to be ASOSS. The theorem is then used to give an example of an ASOSS process (with 1=2 < H < 1) that is not LRD. Thus, ASOSS does not imply LRD (8) .
Conditions that do imply LRD are discussed in Section V.
II. LRD (8) DOES NOT IMPLY (9)
Suppose that (8) holds for some 0 < < 1=2. Let 0 < " < 1=2 0
. n 1=20" for some positive finite constant K 1 . Consider now the covariance func- C"(n) n 0 = C(n) n 0 + gn n 0 : 1 If g n is complex valued, we can replace it by (g n + g 0n )=2 and we can replace G with the corresponding increasing function.
Observe that jgnj n 0 K1 n 1=20"0 ! 0 as n ! 1 since 1=2 0 " 0 > 0. Hence, lim n!1 C " (n) n 0 = c:
However, by construction, the spectral distribution corresponding to C " (n) is singular; i.e., it does not have a density.
III. CONDITION (9) DOES NOT IMPLY LRD (8) Suppose that (8) and (9) hold for some 1=2 < < 1. If we denote the covariance function corresponding to S(f)+V (f) by C(n), then C(n) = C(n) + Reh n = C(n) + cos(n ln n) n 1=2+" : If = (=2)= ln 3, and if we take n = 3 k , then C(n) = C(n) + cos( 2 3 k k) n 1=2+" : (12) If k is a multiple of 4, the above cosine is one, and C(n) n 0 = C(n) n 0 + n 0(1=2+") :
Since 0 (1=2 + ") > 0, as n runs through the subsequence n = 3 k with k a multiple of 4 C(n) n 0 ! c + 1 = 1:
Remark: One might wonder if C(n) n 0 ! c 0 for some 0 6 = and some positive c 0 possibly different from c. However, this cannot happen. The limit (8) implies that for 0 < 0 < , C(n)=n 0 ! 0, while if 1 > 0 > , C(n)=n 0 ! 1. On account of (13), the only possibility might be 0 = 1=2 + ". If we take n = 3 k with k odd in (12), we get C(n) = C(n), which, when divided by n 0 , goes to zero since 0 = 1=2 + " < .
Remark: The key to this section was the construction of a covariance function with terms that decayed at different rates. Cox suggested that an analogous decay situation could arise in the frequency domain [4, p. 58], but he did not pursue it.
IV. ASOSS DOES NOT IMPLY LRD (8)
Consider the partitioning of the sequence X n into blocks of size m X 1 ; . . . ; X m 
The following result is proved in Appendix C. It gives sufficient conditions for a process to be ASOSS. Hence, the S(f) in (10) corresponds to a process that is asymptotically second-order self-similar by our theorem and is LRD by (11) .
However, if we perturb this S(f) as in Section III, then S(f) + V (f) also satisfies the hypotheses of our theorem, and corresponds to an ASOSS process; but this process is not LRD.
V. WHAT DOES IMPLY LRD?
Suppose that instead of (15), we make the stronger assumption (no limit here) 2 2 Since this holds for all n, and not just asymptotically, taking n = 1 yields 2 1 = C(0).
As just noted, (17) implies (18). The converse is also true, as can be seen by induction. Property (18) is known as exact second-order selfsimilarity (ESOSS). Since (17) implies (15), ESOSS implies ASOSS.
It is convenient to generalize the notions of ESOSS (17), ASOSS (15), and LRD (8) . A process is said to be ESOSS-L if
where L is slowly varying at infinity (see Appendix A). Similarly, a process is said to be ASOSS-L if
Note that ESOSS-L implies ASOSS-L. A process is said to be LRD-L if After this correspondence was submitted, Taqqu [9, p. 15] reported the following result.
Proposition 4:
Suppose that a wide-sense stationary process has a covariance function C(n) that is ultimately monotone as n ! 1 and has power spectral density S(f).
i) If for some slowly varying function L, the process is LRD-L in the sense that C(n) satisfies (19), then
whereL (1) is proportional to L(1=1).
ii) Conversely, if (20) holds for someL slowly varying at zero, then the process is LRD-L in the sense that C(n) satisfies (19) with L(1) proportional toL(1=1).
Remark: Given only the power spectral density S(f) of a process, it may be difficult to use the proposition to show that the process is LRD-L. The reason is that not only do we have to establish (20), but we also have to use S(f) to establish that C(n) is ultimately monotone.
APPENDIX A SLOWLY VARYING FUNCTIONS
Definition 5 ([3, p. 6] 
If the limit is taken as t # 0, the function is said to be slowly varying at zero. 
Proving that (15) implies (14) requires a bit more work. A simple calculation, e.g., [7, eq. Step 1
Let " > 0 be given, and let 0 < < 1=2 be so small that for Let n be so large that 1 n 10 < " B :
Observe that Step 2 Let " > 0 be given, and let 0 < < 1=2 be so small that for 0 < jfj < f sin(f) 2 0 1 < ":
Let n be so large that 1 n 10 < " 01 :
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