ABSTRACT The characteristic basis function method (CBFM) based on large-size blocks with multilevel subdivision is proposed to improve the analysis of electromagnetic scattering from dielectric objects. The small-size blocks' strategy is widely used to alleviate the computational burden on generating the characteristic basis functions (CBFs) in the perfectly electrical conducting (PEC) object problems. However, when transplanted into the dielectric objects, this strategy performs poorly according to our empirical results. For adapting the CBFM to dielectric objects, the large-size blocks' strategy is proposed for the first time. Primarily, it remarkably reduces the number of CBFs required for the reduced matrix. Furthermore, the multilevel subdivision on the blocks is adopted to convert the full-rank impedance matrices of the blocks into hierarchical matrices, leading to great advantage in two aspects. In the CBFs' generation, the self-impedance matrices with hierarchical structure can be easily inversed by a recursive inversion algorithm based on the Sherman-Morrison-Woodbury (SMW) formula, which significantly cuts down the consumption in terms of CPU time and memory requirement. In addition, the hierarchical structure is taken advantage of by the multiscale adaptive cross approximation (MS-ACA) to accelerate the filling of the mutual-impedance matrices of the adjacent blocks. The numerical results of several dielectric objects are presented to demonstrate the accuracy and efficiency of the proposed method.
I. INTRODUCTION
The method of moments (MoM) [1] has been widely used to analyze the electromagnetic scattering from the dielectric objects. It converts the integral equation into a matrix equation with N unknowns. Limited by the computational complexity and memory requirement, which scale with O(N 3 ) and O(N 2 ), respectively, the conventional MoM hardly handle the matrix equation with the rapidly increasing unknowns. Many fast methods have been developed to circumvent the obstacle imposed by the MoM.
One kind of method is to accelerate the MoM by combining the iterative solver with approximate compressed algorithms.
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For instance, the fast Fourier transform (FFT) [2] and the multilevel fast multipole algorithm (MLFMA) [3] are popular fast algorithms. These techniques enable us to deal with electrically large objects. Nevertheless, the iterative solver is inefficient on solving the multiple excitations problems, because for each new excitation the iterative process need to be resumed. Moreover, the unpredictable rate of convergence is the inherent defect of the iterative solver. Another kind of method is the direct solver based on domain-decomposition, following a similar strategy that utilizes the macro basis functions defined on the subdomains to reduce the number of degrees of freedom (DoFs), such as the subdomain multilevel approach (SMA) [4] , the synthetic functions expansion (SFX) [5] and the characteristic basis function method (CBFM) [6] . The SMA is initially proposed for planar surface and it should be adapted for the arbitrarily shaped objects. The SFX establishes the relation between the macro basis functions by using low-level basis functions, which increases the total number of unknowns. Compared with the above methods, the CBFM have been applied to a wider range of problems [7] . In [8] , [9] , the CBFM combined with the adaptive cross approximation [10] (ACA-CBFM) is applied to analyze the electromagnetic scattering from the dielectric cylinders of square cross-section. Due to the cubic cells which are utilized to discretize the cylinders, this method might compromise the accuracy when dealing with the curved objects. In this paper, the SWG basis function [11] is employed to model the arbitrarily shaped dielectric objects in the context of the CBFM.
It is well known that the electrical size of the blocks in the CBFM significantly affects the performance of the algorithm [12] , [13] . The small-size blocks which usually contain several hundred low-level basis functions is preferable when applying the CBFM to the perfectly electrical conducting (PEC) objects [14] - [16] , leading to high efficiency on generating the CBFs. Whereas, the smallsize blocks strategy increases the number of CBFs and the reduced matrix becomes too large for a direct solver. Fortunately, the ACA-CBFM combined with the ShermanMorrison -Woodbury (SMW) formula-based [17] algorithm (SMW-ACA-CBFM) is introduced to address this problem [18] , [19] , expediting the direct solution of the reduced matrix equation.
In CBFM, the blocks usually are extended to build the buffer regions to avoid singularity currents caused by artificial truncation when generating the CBFs. Compared with two-dimensional buffer regions on the PEC object surface, the three-dimensional buffer regions in dielectric object volume are much larger. The numerous SWGs contained in buffer regions impose heavy burden on generating CBFs. Even worse, the SWGs in each extended block decrease slowly with the reduction of the block size, which diminishes the advantage provided by the small-size blocks strategy. In our study, several examples are analyzed to verify the efficiency of the SMW-ACA-CBFM based on the small-size blocks on the dielectric objects. The empirical results show that this strategy performs poorly.
For improving the analysis of dielectric objects, the CBFM based on the large-size blocks with multilevel subdivision (MSCBFM) is proposed for the first time. The large-size blocks which usually contain several thousand low-level basis functions achieve a high compression rate between the number of SWGs and the CBFs, which would reduce the computational complexity and memory requirement for solving the reduced matrix equation. And another key feature of the proposed method is that the multilevel subdivision on each block converts the full rank impedance matrices into hierarchical matrices, which leads to great advantage in two aspects. In the CBFs generation, the self-impedance matrices with hierarchical structure can be easily inversed by a recursive inversion algorithm (RIA) based on the SMW formula, which is significantly advantageous over the conventional LU algorithm in terms of both CPU time and memory requirement. In the reduced matrix construction, the mutual-impedance matrices of the adjacent large-size blocks, which usually are calculated by the ACA or the timeconsuming MoM, can be rapidly obtained by the multiscale adaptive cross approximation (MS-ACA) with the aid of hierarchical structure.
The paper is organized as follows: Section II briefly outlines the SMW-ACA-CBFM, then presents the largesize blocks strategy and theoretical basis of the MSCBFM. Section III gives the numerical results of monostatic radar cross sections (RCS) associated with several dielectric objects. And the conclusion is drawn in Section IV.
II. THE CBFM BASED ON LARGE-SIZE BLOCKS WITH MULTILEVEL SUBDIVISION
A. The SMW-ACA-CBFM
The CBFM starts with dividing the dielectric object into B blocks, then defines a set of CBFs on each block by means of aggregating low-level basis functions. To avoid singularity currents caused by artificial truncation, the CBFs usually derive from the blocks extended with buffer regions, which can be computed by the following equation,
where Z ext ii indicates the extended self-impedance matrix of the ith block, J ext i denotes the extended CBFs matrix with size of N i × N PWs , E ext i represents the excitation matrix with size of N i × N PWs , and N i is the number of SWGs in the extended ith block, N PWs is the number of incident plane waves illuminating on the extended block with deliberately overestimated quantity. Generally N PWs is set as 2N θ N ϕ , where N θ and N ϕ indicate the sampling number of plane waves in θ -direction and ϕ-direction, respectively, with two orthogonal polarizations. The next step is to remove the relevancy involved in the overestimated CBFs by singular value decomposition (SVD), retaining a small portion of the original CBFs.
Benefit by the post-SVD CBFs, the initial MoM matrix equation arising from volume integral equation (VIE) is reduced to a much smaller one, termed as the reduced matrix equation
where Z ij is the impedance matrix associated with the ith block and the jth block without extension, J i indicates the post-SVD CBFs matrix with respect to the ith block. E i denotes the excitations illuminating on the ith block, and
indicates the undetermined coefficients of CBFs, whose number is K i in the ith block. The superscript T denotes the transpose in this paper.
In the SMW-ACA-CBFM, the ACA is utilized to accelerate the filling of the off-diagonal submatrices of the reduced matrix, including the submatrices representing the mutual coupling between adjacent blocks, where Z ij can be approximated as
where the decomposition matrices U ij ∈ C N i ×r and V T ij ∈ C r×N j are much smaller than Z ij ∈ C N i ×N j . r is the rank of Z ij and is much smaller than N i and N j , which are the number of SWGs in the block i and j, respectively. Compared with conventional MoM, the ACA decomposition gains great reduction on CPU time and memory requirement.
The final step is to solve the reduced matrix equation
In contrast to the MoM matrix equation, the condition number of the reduced matrix equation dramatically decreases. However, with the increase of the object size, the reduced matrix still will become too large for a direct solver. In SMW-ACA-CBFM, a fast direct algorithm based on SMW formula is employed to solve the equation. By means of the L-level binary tree division, the reduced matrix Z R is factorized into a product of block diagonal matrices:
Then the inverse (Z R ) −1 can be calculated by 
B. THE LARGE-SIZE BLOCKS STRATEGY
In this section, the reason why the large-size blocks strategy is adopted in the dielectric object problems will be expounded. Firstly, the effect of the extension size on the accuracy of the CBFM is studied. Taking a homogeneous dielectric cylinder with radius of 0.15m and height of 1.5m as an example, as shown in Fig. 1(a) , the cylinder is divided into three blocks bounded by the solid lines, where the dot lines are the boundaries after extended. As shown in Fig. 1(b) , the division of blocks leads to the partition of the MoM impedance matrix into 9 submatrices bounded by the solid lines, among which the diagonal submatrices represent the self-impedance matrices. When generating the CBFs, the self-impedance matrices are extended to the dot lines boundaries for avoiding singularity currents. We apply the SMW-ACA-CBFM with various extension sizes to the cylinder example and compare the RCSs with that calculated by the MoM. In addition, the relative permittivity of the cylinder is ε r = 4.0. The incident plane waves for calculating the monostatic RCS are normally θ -polarized and set in the range from
. The SWGs are utilized to mesh the cylinder with an average size 0.1λ D (the wavelength in dielectric object). The cylinder is discretized into 7771 tetrahedrons, and the number of SWGs is 18,333. It is presented in Fig. 2 that there is big error between the RCS calculated by the SMW-ACA-CBFM without extended and the RCS by the MoM, and that the SMW-ACA-CBFM with 0.2λ D extended is more accurate than the one with 0.1λ D extended. It is a rough estimation that the extension with the size twice as the mesh size can guarantee the accuracy comparable with the MoM. As a result of three-dimensional extension with size of 0.2λ D , the number of SWGs contained in each extended block increases rapidly, which imposes heavy computational burden on generating the CBFs. Herein, the small-size blocks strategy which effectively mitigates the computational burden on generating the CBFs in PEC object problem is transplanted into dielectric objects and its performance is analyzed. The aforementioned dielectric cylinder and a dielectric cube with each edge length of 0.5m are taken as examples. These objects are meshed with an average size 0.1λ D and divided into blocks with 0.2λ D extended. Various block number strategies are performed for the cylinder and cube. The SWGs number in original and extended blocks with various block number are compared in Table 1 .
From Table 1 , we can see that the SWGs in extended blocks decrease slowly with the reduction of the block size. Even the blocks size is chosen to be small enough, the number of SWGs contained in extended blocks are up to several thousand, which is a big challenge for conventional LU algorithm. In addition, the small portion of original CBFs, which are associated with the SWGs in the buffer regions, will be abandoned after the CBFs generated. Hence the high redundancy rate between the SWGs number in the buffer regions and the extended blocks R r = (N e − N o )/N e , is inimical to the efficiency on generating the CBFs, which is demonstrated by the following experimental results. The CPU time of the SMW-ACA-CBFM on calculating monostatic RCS of the dielectric cylinder and cube are presented in Table 2 and III, respectively. It is shown that the reduction of block size increases the computational time on generating the CBFs and solving the reduced matrix equation. And a conclusion drawn from the total time T t is that the small-size blocks strategy makes no positive effect on the time of analyzing the dielectric objects.
In this study, the large-size blocks strategy is firstly adopted due to its superior efficiency on the dielectric objects. Whereas, it is still confronted with high computational consumption on the CBFs generation and the filling of the mutual-impedance matrices of adjacent blocks. In the following sections, the multilevel subdivision on the largesize blocks combined with the recursive inversion algorithm and the MS-ACA, respectively, are presented to address the above problems.
C. MULTILEVEL SUBDIVISION WITH THE RECURSIVE INVERSION ALGORITHM FOR GENERATING THE CBFS
The CBFM based on the large-size blocks with multilevel subdivision (MSCBFM) firstly divides the dielectric object into several large-size blocks, then applies the binary tree subdivision to each block until the number of SWGs in the finest subblocks retains several hundred. Different with the multilevel CBFs [20] , there is only single-level CBFs derived from the large-size blocks in the MSCBFM, which prevents from the extra consumption caused by the extension of subblocks at each level. In the MSCBFM, all the subblocks are unnecessary to extend. Correspondingly with the multilevel subdivision, the extended self-impedance matrix Z ext ii is converted from a full rank matrix into a hierarchical matrix which can be inversed by the recursive inversion algorithm based on the SMW formula and the ACA. To illustrate the method, the 1-level structure with respect to Z ext ii is described, and it is easy to extend to multilevel version. At level 1, each extended block with N i SWGs is subdivided into two subblocks, of which the sizes are as equal as possible, then the Z ext ii is partitioned into
where Z 1 11 and Z 1 22 denote the self-impedance matrices of two subblocks at level 1, respectively, Z 1 12 
where Z 1 f indicates the block diagonal matrix that consists of the self-impedance matrices of level-1 subblocks and can be progressively factorized until the finest level, Z 1 denotes the matrix that comprises the identity matrix I and the product of the self-impedance matrices inverse and mutual-impedance matrices of level-1 subblocks.
To extend to L-level, Z 1 f is progressively factorized in the aforementioned rules, finally the Z ext ii can be expressed as: 
The Z L f is the combination of 2 L self-impedance matrices of the finest subblocks with size of (N i /2 L )× (N i /2 L ), of which the inverse can be easily calculated by LU decomposition. Then the inversion of Z l (1 ≤ l ≤ L) can refer to the SMW formula, taking the inversion of Z 1 for instance, firstly Z 1 is written in such form:
According to the SMW formula:
where (I + V T Z U Z ) −1 with dimensions of r l i × r l i equals as 3 ], where r l i is the effective rank of mutual-impedance submatrix at level l and r l i is much smaller than N i /2 l−1 . In addition, the RIA is also employed to solve the reduced matrix equation Z R α = E R in the MSCBFM.
D. THE MS-ACA
As mentioned in Section II, the SMW-ACA-CBFM employs the ACA to accelerate the filling of offdiagonal submatrices of the reduced matrix. However, some researches [21] suggest that the ACA should be prohibited to decompose the matrices representing the mutual coupling between adjacent blocks, for the reason that these matrices are not rank-deficient enough to enable the ACA to converge rapidly and accurately. The common method is to calculate these full rank matrices by the MoM, which is time-consuming and memory-consuming. In this study, the MS-ACA is proposed to deal with the adjacent large-size blocks.
In the reduced matrix construction, according to the MS-ACA, the mutual-impedance matrices of nonadjacent large-size blocks are directly approximated by the ACA. Then for the ones of adjacent blocks, the algorithm takes advantage of the hierarchical structure arisen from the multilevel binary subdivision to circumvent the calculation associated with adjacent blocks as much as possible. As shown in Fig. 4(a) , a couple of adjacent blocks at level l are partitioned into 4 subblocks at level l+1, where only one couple of subblocks are adjacent and can be progressively represented by the nextlevel subblocks until the finest level. For the nonadjacent subblocks, the ACA is directly applied as shown in Fig. 4(b) . In addition, the mutual-impedance matrices of the adjacent subblocks at the finest level are calculated by the MoM. In Fig. 5 , we briefly present the process of the MS-ACA.
The MS-ACA maximally exploits the acceleration effect of the ACA. Meanwhile, it prevents the inherent defect of the ACA when handling the adjacent blocks. Furthermore, the MS-ACA substitutes for the ACA in the RIA for decomposing the mutual-impedance matrices of the adjacent subblocks more efficiently. blocks. To validate the practical efficiency and accuracy of the MSCBFM, the monostatic RCSs of several dielectric objects are calculated. The plane waves for calculating the monostatic RCS are normally θ -polarized and set in the range from θ = 0 • to θ = 180 • (ϕ = 0 • ) at 300MHz. The SWG basis functions are utilized to discrete the objects with an average size of 0.1λ D . For simplicity, the relative permittivity of the tested dielectric objects is set to ε r = 4.0. In order to estimate the error of the proposed method, the root mean square (RMS) error of the RCS is introduced, which is defined as
III. NUMERICAL RESULTS

Due
where σ pro,i denotes the RCS calculated by the proposed method and σ ref ,i stands for the reference result, N a is the number of the sampling angles. The C++ program is running on a personal computer equipped with Intel(R) Core(TM) i5-7500 at 3.4GHz and 16GB RAM. Limited by the RAM resource, in the following examples, the RCS calculated by the SMW-ACA-CBFM is used as reference. The SMW-ACA-CBFM is an improved version of the ACA-CBFM, which utilizes the SMW formulabased algorithm to solve the reduced matrix equation. The comparison of the RCSs and the performance between the SMW-ACA-CBFM and MSCBFM will be presented.
B. A TREE-LIKE DIELECTRIC OBJECT
Next example concerns a tree-like dielectric object, which consists of one trunk and four branches. A cylinder with height of 6λ D and radius of 0.4λ D is used to represent the trunk, and four cylinders with height of 2λ D and radius of 0.1λ D are used to represent the branches. The object is discretized into 62,366 SWGs. The trunk is divided into The monostatic RCSs calculated by the SMW-ACA-CBFM and the MSCBFM are depicted in Fig. 8 . It is shown that the results are consistent with each other. The performances of the two methods are summarized in Table 4 . The MSCBFM saves about 54.5% and 52.7% for the total CPU time and the memory requirement, respectively, compared with the SMW-ACA-CBFM. The RCS RMS error between the two methods is about 0.12 dBsm.
C. AN ELECTRICALLY LARGE DIELECTRIC SLAB
The last example is a dielectric slab, of which the length, width and height are 10λ D , 4λ D and 0.2λ D , respectively. The slab is discretized into 162,524 SWGs and divided into 40 blocks with 0.2λ D extended. The number of unknowns in the reduced matrix is reduced to 5790. According to the number of SWGs in each extended block that ranges from 5887 to 8157, the 4-level subdivision is available and each block is subdivided into 16 subblocks at the final level. Fig. 9 presents the monostatic RCSs calculated by the SMW-ACA-CBFM and the MSCBFM, which are in good agreement. The performances of two methods are given in Table 4 . The MSCBFM saves about 43.7% and 55.1% for the total CPU time and the memory requirement, respectively, compared with the SMW-ACA-CBFM. The RCS RMS error between two methods is about 0.15 dBsm.
IV. CONCLUSION
The large-size blocks strategy based on the CBFM is firstly adopted to analyze the electromagnetic scattering from threedimensional dielectric objects and the empirical results verify that it is more efficient than the small-size blocks strategy on generating the CBFs. Moreover, the hierarchical structure of the impedance matrix arisen from the multilevel subdivision on the large-size blocks provides particular advantage for the CBFs generation and the reduced matrix construction. Combined with the RIA and the MS-ACA, the MSCBFM presents a remarkable improvement in terms of both the CPU time and memory requirement, compared with the SMW-ACA-CBFM.
