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Abst rac t - -We study the mean performance ofconcurrency control in database with Poisson arrival. 
The computer system is formulated as open queuelng systems with two cases, no waiting room case 
and unl;raited waiting room case. To avoid the complexity of the state space, we propose two 
aggregate models, birth-death process and quasi-birth-death process, to predict system performance. 
The death rates of two models are defined by the throughput of closed systems. Instead of DC- 
thrashing appeared in closed system, we obtain the monotouicity of response time and loss probability 
in blrth-death models. From these properties we can obtain the optimal of mnltiprogrsmmlng level 
In quasl-birth-death models we give the algorithms to calculate the equilibrium probability. We 
obtain numerical results from both analytic model and computer shnulation. Comparisons show that 
the results of birth-death models and quasi-birth-death models are very similar, and the predictions 
of our models fit well with the simulation results. 
1. INTRODUCTION 
We consider a computer system with multiprogramming level n. That means n transactions can 
be processed simultaneously in the system. In such a computer system concurrency control is 
indispensable for consistent processing of transactions. Many concurrency control methods have 
been proposed. The most popular one is locking. Under the concurrency control with locking, 
the system operates in the following basic way. 1 Transaction which requires to a granule of the 
database has to lock the granule before accessing it. Until the transaction completes its job 
and releases the lock, other transactions cannot access the granule. One of the most important 
property of the multiprogramming system is DC-thrashing of throughput (n), i.e., t(n) is a 
unimodal function of n. The reason of DC-thrashing is intuitive. There are two opposite forces 
affecting the throughput. Increasing n tends to increase the throughput; on the other hand, 
increasing n also increases conflicts among transactions, which finally reduces the throughput. 
Hence, there is one thrashing point n* at which throughput achieves the maximum. 
In [1,2] the analytic models are proposed and the DC-thrashing phenomenon is shown by the 
simple deterministic model in equilibrium. It is assumed that the system is so crowded that n 
transactions are always processed and no idle processor exists in the system. Under the same 
assumptions, the closed queueing model is considered in [3]. For direct modeling the compu- 
tational complexity is caused by the complexity of state space. To avoid the difficulty, states 
of the system are aggregated to the number of granules locked by transactions. Other analytic 
models of locking performance can be found, for example, in [4-6]. In this paper we assume 
that transactions arrive to the computer system according to Poisson process with parameter A. 
Instead of the DC-thrashing, we discuss the mean performance of an open system multiprogram- 
ruing level n in two cases. Let v and m be the number of transactions of the system and locked 
granules, respectively. The first is no waiting room case. If v < n, an arrival transaction receives 
service immediately. If not, the arrival transaction will be rejected (loss transaction). If the 
transaction completes processing all its required granules without encountering any conflict, it 
terminates and then departs from the system. If not, the transaction restarts with new requests. 
1To simplify description, we consider wrltelock only here. A detailed escription about both writelock and readlock 
can be found in next section. 
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The second is the unlimited waiting room case. If v < n, an arrival transaction enters the system 
and then receives ervice immediately. If not, the arrival transaction stays in a queue waiting for 
entering the system. Once there is an idle processor, waiting transactions (if any) enter the sys- 
tem according to the FIFS discipline. In this paper, we propose two aggregations for these open 
cases. In the first, we formulate the system as a birth-death process with the state v to be the 
number of transactions in the system. In the second, we model the system as a quasi-birth-death 
process with the state of (v, m). 
A description of the model is given in Section 2. In Section 3 we study a closed queueing model, 
and obtain its throughput, which will be used in the open system as death rate. In Section 4 no 
waiting room case is considered. Using a birth-death model, we prove the monotonisities of the 
response time and the loss probability. In a quasi-birth-death model we propose a computational 
algorithm to calculate quilibrium probability, which is an application of the recursive solution 
method [7]. In Section 5 the unlimited waiting room case is considered. We prove the optimality 
of thrashing point n* with respect o the response time. In a quasi-birth-death model, we obtain 
the equilibrium probability using the Neuts's method. In Section 6, numerical results about our 
analytic models and computer simulation are obtained. Comparisons show that predictions of 
these models fit well with results of simulation. 
2. DESCRIPTIONS OF THE MODEL 
We consider that a database is a set of D granules and denote it by Z)B. A granule is the 
smallest entity in the database that may be locked. According to the access frequency, ~DB is 
partitioned into v kinds of granules. Let ~DBu be a partition of ~DB, i.e., ~DB, N~DBu, = 0 for 
u ~ u ~, u,u' = 1,2,.. .  ,u and ~DB = U~=I ~DB,. Let cuD be the number of granules in ~DBu such 
that e, > 0, ~-~=1 cu = 1. 
A transaction has a sequence of requests for locking granules. The number of granules required 
by a transaction is called the length of the transaction and we classify transactions by their 
lengths. Let 7rk be the probability of the transaction i  class k, k = 1,2,...  ,C, and 7r0 = 0. 2 Let 
p~, k = 1,2,.. .  ,C, be the probability that the k th request is for termination, P0 = 0, then we 
have that Pk = rk/~-~c=k ~rj. 
Assume that every transaction is independent of its class in making requests. Transaction 
requires a granule of ~DBu with the probability of bu and in DB, every granule is required equally 
likely. To ensure consistent processing, transaction has to lock the required granules before it 
accesses them. Two kinds of locks, writeloek and readlock, are considered. Let b~ and b~ be the 
probabilities that a transaction requires writeloek and readlock on ~DBu, respectively, such that 
bu = bu w+ b~ and ~-~=1 bu = 1. Suppose that the request of a processing transaction i  class k is 
for writelocking (or readloeking) a granule. If the granule has already been locked (writelocked) 
by any other transaction, then the transaction conflicts with other transactions. If not, the 
transaction writeloeks (readlocks) granule, and then makes the next request. In this way, if the 
transaction locks and then completes processing k th required granules without encountering any 
conflict, it releases all its locks and then terminates. If the transaction encounters a conflict at 
some step of its requests, it releases all its locks and restarts. We assume that transaction restarts 
with new requests. To simplify analysis, we assume that the time for processing requested granules 
is independent and identically distributed according to exponential distribution with rate p. 
Consider that a transaction holds Iu writelocks and J ,  readlocks on ~DBu, u = 1, 2, . . . ,  u, and 
let K be the total number of locks which the transaction holds. Then K = ~"~=1(I, + Ju). Let 
iu and ju be the realizations of Iu and Ju, respectively. Then 
S = {s Is = (i l , jx,.. .  ,i,,,j,,), 0 < Isl_ o} (2.1) 
2Since the granules required by a transaction are distinct, transaction must be tern~rmted before the D th request. 
c Hence, there is some C < D, Irk = 0 for all k > C and ~-~k=1 ~rk = I. 
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is the state space of a transaction, where Jsl = ~-~:=1 i,~ + j,, = k. Let N(s) be the number of 
transactions in state s for s E S, N~ the number of transactions with k locks and NL the number 
of locks held by all transactions. Then we have 
v = ~ N(s), Nk = ~ N(s), NL = ~ Isl N(s), 0 < k < C. (2.2) 
• es I'l=Z, ,es 
Let M be the total number of locked granules of T~B, M < D. We know that the existence of 
readlock makes M < NL. 
Denote Mu as the number of locked granules of :PBu such that M v - )'~,=1 Mu. Let M~ and 
Mu r be the number of writelocked and readlocked granules of T~Bu, respectively, Mu = M~ + Mu r. 
3. THE CASE OF NO IDLE PROCESSOR 
First we consider the case where the system is so busy that there is no idle processor in system 
all the time. Hence the number of transactions v always equals to the multiprogramming level n. 
From modeling point of view, the system is formulated as a closed queueing network. Let n(s) 
be the realization of N(s) for s G S. Then n(s) denotes the number of transactions in state s. 
In general we can define the state of the system by n = (n(0),. . . ,  n(s),. . .)T. Hence the state 
space is 
¢v = {"  In  = (n (0) , . . . ,n (s ) , . . . )T ,  n(s) > 0, s • S, ~n(s )  = v}. (3.1) 
,,ES 
With the increment of v and C, the number of states of (I)v are geometrically increased, which 
makes the computation become very hard. To avoid the computational complexity, we proposed 
an aggregate model to estimate the mean value of throughput t(v) and restart rate a(v) in [3]. 
We considered that M, the total number of locked granules in :DB, is the most important 
factor associated with conflict behaviors. Since the direct estimation of m is difficult, we use 
NL, the total number of locks held by all transactions, to estimate M indirectly. Observing the 
difference between NL and M, we know that NL - M is the number of granules which share the 
same readlock with other transactions. In general the difference is not large so that we may put 
NL ~ M. Let m be a realization of NL, then the state space of NL is 
~,. - {m IO~ m<vC}. (3.2) 
We define a mapping from &v to ~v such that 
{ } " n I n = (-(0) . . . . .  . ( s ) , . . . )T  e V.,  ~ Is l - (s)  = m mapping m • ¢~v. (3.3) 
aES 
In this way the multidimensional state space ~ is aggregated as a one-dimensional state space 
II/v . 
Let p~,k(v, m) be the conflict probability at the k + 1 at request of a transaction and 2tk(v, m) 
be the conditional expectation of Nk when N£ = m. We estimate pc,k(v,m) and Nk(v,m) 
under the following assumptions. (1) The number of u th kind of granules which are locked by 
a transaction is small compared to the number of granules of ~Y,,  i.e., for any u = 1,2,...  ,v, 
i ,  + j ,  << c, D. (2) Under the average nvironment of the database, ach transaction transfers 
from s to s', s,s ~ G S, according to an independent Markovian process as a whole. The results 
about pc,k(v, m) and Nk(v, m) can be found in [3]. Denote the mean transition rate from state m 
to m' by q(v)m,m,, m, m' E ¢1v. Then we have 
q(v).,,., = - . l ,  + J, po,o(,~, m) ~o(,,, m), 
q(v) , , , , , , ,+ l  = c -1  /t ~'~-k=0 (1- pk)(1 - pc,k(v, m)) fifk(v, m), 
q( ,~ ),.,,,.-c = ~,f~c (,, , ~ ), 
q(v),~,,n-k =/~((1 - pk)p,,k(v, m) + Pk) Nk(v, m), 
q(v)m,m'--O, 
m-- 1 , . . . , vC-  1 
m-'O, 1 , . . . , vC-1  
m-" C,C + 1,. . . ,vC 
m' -  1 , . . . , vC-  1; 
k=I , . . . ,C -1  
otherwise. 
(3.4)  
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Let P~(m) be the equilibrium probability of state, m • ~,  p,, -- [P~(0),Pu(1), ...,P~(vC)] v 
and Q~ be the transition matrix given by (3.4). Then we can obtain Pv by solving the following 
equations. 
pTQ~ - 0 and p~e=T 1, (3.5) 
where e r = (1,. . . ,  1). From (3.4) we know that Q~ is the skip-free-to-right transition rate 
matrix, i.e., the transition from state i to state j is not possible if j > i + 1. By using this 
property, Pu(m) is iteratively calculated from P~(vC) to P~(1) and then normalized. In this way 
we can analysis a large scale model because of memory saving. Let t(v) and a(v) be the mean 
values of throughput and restart rate of the system, respectively. Then t(v) and a(v) can be 
given approximately as follows: 
C rC 
k=l m=k 
C- I  vC  
= 
k=O m=k 
(3.6) 
We verified the model through a variety of locking schemes uch as uniform and non-uniform, 
write and read lock, fix and indeterminate l ngth of transactions. Comparison shows that our 
models fit well with the simulation results [3]. From both analytic and simulation results, two 
properties of l(v) can be found. 
Property (i): t(v)/v is monotone decreasing in v, i.e., the individual efficiency per process- 
ing transaction is monotone decreasing. 
Property (ii): t(v) is DC-thrashing (or unimodal), which means that the efficiency ofv pro- 
cessing transactions i  monotone increasing in [0, n*] and monotone decreasing in In °, c~), 
where n* is called as the thrashing point of the closed queueing model. 
4. THE CASE OF NO WAITING ROOM 
Suppose that transactions arrive to a database system according to Poisson process of ~. Let n 
be the multiprogramming level and Vn be the number of processing transactions in the system. 
We study the performance evaluation of the open systems with respect to n in two cases. The first 
is no waiting room case. If Vn < n, an arrival transaction receives ervice immediately. If not, 
the arrival transaction is rejected (lost transaction). If the transaction completes preceding all 
its required granules without encountering any conflict, it terminates and then departs from the 
system. If not, the transaction restarts with new requests. The second is the unlimited waiting 
room case. If Vn < n, the arrival transaction enters the system and then receives the process 
immediately. If not, the arrival transaction stays in a queue waiting for entering the system. 
Once the idle processor has arisen, a waiting transaction (if any) enters the system according to 
the FIFS discipline. 
Like the closed queueing system mentioned in the Section 3, the open system also has mul- 
tidimensional state space. For a large scale model, the computation of equilibrium distribution 
becomes very hard. In this paper we propose two aggregate methods for these open eases. In 
the first, we formulate the system as a birth-death process with the state v to be the number of 
transactions in the system. In the second, we model the system as a quasi-birth-death pxoeess 
with the state of (v, m), the number of transactions and the number of locked granules. For 
no waiting room and unlimited waiting room cases, we study birth-death and quasi-birth-death 
methods in following sections. 
~.1. Birth-Death Model of the No Waiting Room Case 
Regarding the number of the transactions as the state of the system, we can define the system 
approximately as a birth-death process with the birth rate of ~ = ~, 0 < v < n - 1, An - 0 
and the death rate of t(v), 0 < v < n, where t(v) is the result of a closed system with the 
multiprogramming level of v given by (3.6). Hence, v is the state of the system with the state 
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space of ~qPl = {v I 0 < v < n}. Let pn(v) be the equilibrium probability of ~1 with the 
multiprogramming level of n, then we have 
~w { Pn(O = ~p. (o )  n A" 1 -1  
p.(o) = ZL=o ~ ;  
l<v<n,  
(4.1) 
Let Vn be the expectation of Vn in equilibrium, I?n = ~"~=1 vpn(v). Since transactions cannot 
enter to a crowded system, pn(n) is the loss probability of transactions, An = (1 -pn(n))A is the 
accept rate of transactions. Hence, the mean value of throughput tn, restart rate an and response 
time rn of the no-waiting-room system can be given as follows: 
n n 
tn = ~-~t(v)pn(v), an = Ea(v)pn(v), rn = ~,  (4.2) 
v=l  v=2 
where the last equality comes from the Little's formula. 
THEOREM 1. //'A < t(n + 1) then the loss probability satisfies pn(n) > Pn+l(n ~" 1). 
PROOF. From (4.1) we know that I/pn+l(O) > I/pn(O). Because of A < t(n + I), we have 
f l -  Apn+x(O) '~ >0.  pn(n) --Pn+l(n + l) "- pn(n) \ t(n + 1)pn(0)J 
THEOREM 2. /f t(n)/n is monotone decreasing in n, then the response time rn is monotone 
increasing in n. 
PROOF. From (4.2) we have 
(1 - pn(n) )  l?n+1 - (1 - p.-{-l(n -~- 1)) ~"n 
(4.3) 
".+1 - ".  = A(1 - pn( . ) )  (1 - p .+ l (n  + 1)) 
Through elementary calculations, the numerator of (4.3) can be given by 
n--1 n n--1 n 
E ~{vpn(u)pn+l(V)--vpn(v)Pn+1(u)}q-(n+ 1)pn+l(n+ I) ~pn(u)--Pn+l(n) EvPn(V). 
u~O v----.O u=O v=O 
(4.4) 
Substituting (4. i), the first term of (4.4) is vanished. We know that Pn+ I (n + I) = ~ Pn+1 (n), 
then remaining terms can be rewritten as follows: 
n--1 n 
(n + 11 p.+~(n + 11 ~ p.(.) - p.+~(n) ~ vp.(v) 
u----O v----O 
- (n+l ) t (n+l )~P. (v ) -  ~p.(~) p.+l(n) 
v=O v----O 
~=~ \ t (2 -~ l ) (n+l ) -v  p.(v) p.÷~(n)>O. 
(4.5) 
Hence the numerator of (4.3) is positive. This completes the proof of the theorem. II 
In a practical problem, the assumptions of A < t(n+1) and t(n)/n are natural (see Property (i)). 
Under these assumptions, we have proved that there is a trade-off relation between the loss 
probability and response time for making the decision of multiprograrnming level n. The same 
phenomena can be observed both in simulation results and quasi-birth-death results in Section 6. 
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J.~. Quasi.Birth-Death Model of the No Waiting Room Case 
We now aggregate the open system through v, the number of transactions processing in the 
system and m, the number of the locks held by all processing transactions. Hence (v, rn) is the 
state of the system with the state space of,b'Pz = {(v,m) I 0 < v < n, 0 < rn < Cv}. 
Let q(v, m; v ~, rn ~) be the transition rate from state (v, rn) to (v v, m'). There are four kinds of 
transitions due to four kinds of locking performance in the system. The first is q(v - 1, m; v, m), 
which results from an arrival at the state of (v - 1, m). The second is q(v, m - 1; v, m), which 
is due to a locking at the state of (v,m - 1). q(v,ra + k;v,rn), 0 < k < C - 1, is the third, 
which is the result of a conflict that occurred at the k + 1 't request of the transaction. The final 
is q(v + 1, ra + k; v, m), which is due to a throughput of the trnnsaetion of class k, 1 < k < C. 
These transition rates can be derived easily from (3.4). 
q(v -  l ,m;v,  ra) = A, c-I  v m 
q(v,m - 1;v, rn) = l(v,m - 1) -- P ~-'~t=o (1 -pk)(1 - P,,k( , ))-K/'k(v, m), 
q(v, rn + k; v, rn) = at(v, ra + k) = p(1 - Pk ) pc,k(v, rn)Nk(v, m), 
q(v + 1, rn + k; v, m) = tk(v + 1, rn + k) = #pkNk(v, m), 
arrival, 
locking, 
restart, 
throughput. 
(4.6) 
where q has the submatrix structure of 
A2,2 
q = . .  (4.9) 
" ' .  An-l,2 
An,0 An,1 
In (4.9), Av,0, 1 < v < n, is a throughput matrix of [1 q- vC~ x [1 + (v - 1) C~ with elements of 
ti_j(v,i), l< i<Cv,  l<_ i - j<_C,  (4.10) 
(Av,o)ij = 0, otherwise. 
"Aoj Ao,2 
Al,o A1,1 A1,2 
A2,o A2,1 
A~,I, 0 < v < n, is a square matrix of order [1 + vC] with the elements of 
l(v,i), 
-pv  - A + ao(v, i), 
(Av ,1 ) i j  -" ai_j(v,i), 
0, 
O<i<Cv-1 ,  j= i+ l ,  
O<i<Cv,  j= i ,  
O<i<Cv-1 ,  l< i - j<C-1 ,  
otherwise. 
A~,2, 0 < v < n, is an arrival matrix of [1 + vC] × [1 + (v + 1) C] with the elements of 
(4.11) 
A, j= i  
(Av,z)i,j = 0, otherwise. 
(4.12) 
Let pn(v, m) be the equilibrium probability of the system with the multiprogramming level n, 
(v, m) E S'P2. Then pn(v, m) satisfies following equilibrium equations 
{  p.Cv- 1, m)+ l(v, m- 1)p.(v, + .oCv, m)] p.(v, 
C-1  + ~-~k=1 akCv,m+k)p,~(v,m+ k)+ ~'~=i tk(v + 1,m + k)pn(v + 1 ,m+ k) - O, (4.7) 
~-.(~,m)~sP~ p.(v, m) = 1. 
Let Pn = {pn(0, 0),pn(1,0),... ,pn(1, C),pn(2, 0),.. .  ,pn(n, Cn)} be the equilibrium probability 
vector and Q be the square rate matrix of order (n + 1)(1 + nC/2), then (4.7) can be rewritten 
in following matrix form. 
pnQ = 0, pne = 1, (4.8) 
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By solving (4.8) we obtain pa(v, m) and then calculate the throughput n, restart rate an and 
response time rn just like we did in (4.2). The remaining work is to solve the equations of (4.8). 
Since Q is the square rate matrix of order (n + 1)(1 + nC/2), some techniques are needed to 
solve the large scale problem. As the closed queueing model, diagonal submatrixes of Q, A~,l, 
v = 1, 2 , . . . ,  n, are skip-free-to-right transition rate matrixes. Let p,,(v, Cv) = z~, where a:~ is 
an undetermined coefficient, 0 < Zv < 1, v = 1,2, . . .  ,n. Then we can obtain all other p,(v, rn) 
through recurrence relations. Finally, we have n - 1 equilibrium equations unused, which are 
those of (4.7) when m = 0. Adding the normalizing condition, we get n linear equations to 
determine x~. As a result, we can solve (4.8) only through solving n linear equations. This 
recursive solution method can be found in [7], which is effective in saving memory. 
5. THE CASE OF UNL IMITED WAIT ING ROOM 
In this section we study the birth-death model and the quasi-birth-death model in the unlimited 
waiting room case. 
5.1. Birth-Death Model of the Unlimited Waiting Room Case 
Consider an open system with the mnltiprogramming level n. Let Vn be the number of trans- 
actions in the system, i.e., Vn includes processing and waiting transactions. Let pn(v) be the 
equilibrium probability of the system. Suppose that )~ < t(n), then we have 
pn(v) = ~p, (O) ,  1 < v < n, 
pn(V) = ~t-~) ~pn(O) ,  v >_ n, 
(5.1) 
where 
Pn (0) = ]-Ii~=x t(i) + t(n) ---------~ '=l t(i) (5.2) 
i v=0 
Let ~', be the expectation of V,, which is the mean number of the transactions in the system. 
Then we have 
(zn = y~ Vpn(V) + 1 - pn(v) n + . (5.3) 
v=l  
Hence, the mean value of throughput n, restart rate an and response time rn of the unlimited 
waiting room system are 
" At(n) " ~"(") ¢" (5.4) t. = ~t(v)p. (v)  + t(n) --------S p"(n)' "" = ~, (v )p . (v )  + t(n) - ~ p.(n), r. = T"  
v=l  v=2 
LEMMA 1. In unlimited waiting room case, if t(n) < t(n + 1), then V ,  is stochastically arger 
than V,,+l, i.e., V ,  >or Vn+l. /let(n) > t(n "1- 1), then V ,  is stochastically sma/ler than Vn+l, 
i.e., Vn <or V,+l .  
PROOF. Suppose t(n) < t(n + 1). From (5.2), we know that 
{ 1 1 } 
Pff'~l (0 ) -  Pffl(o) = ~in___l t(i) (1 - -~)  --'--'-x(1- t-C~) < O. (5.5) 
Define the distribution function as Fn(v) -- T]~i~=oPn(i). When 0 < v < n, it follows from (5.1) 
and (5.5) that 
F.+l(V)- F.(v)= ~,--0 rI~flt(J) (p.+~(0)-  p.(0)) > 0. (5.8) 
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When v > n, we have 
OO 
F,+l(v) - r , (v)  = ~ (p,(i) -p,+l( i ) )  
i=~+1 (5.7) 
= ,ft'l ' 1 ' 
- I'I,n__tt(j)i=v+~l_nL ~, t -~, ] -  (t(n:-I- 1)) } '~i >- O" 
Hence, for way v, Fn+l(v) > Fn(v), which means Vn >,t Yn+l. For t(n) > t(n + 1), we can 
prove Vn <,t Vn+l in the same way. | 
Let n* be the thrashing point of the closed queueing model. From Property (ii), t(n) is 
monotone increasing in [0, n*] and monotone decreasing in In*, oo). For the same n* we have 
THEOREM 3. In the case of unlimited waiting room, rn is monotone decreasing in [0, n*] and 
monotone increasing in In*, oo). 
PROOF. Ift(n) is monotone increasing in [0, n'], then from Lemma 1, we know that for n+l  < n °, 
Vn _>,~ Vn+I. Hence, IS, > Vn+I. Using the Little's formula, we obtain rn = ISn/)~ > ISr,+l/,~ = 
r,+l,  i.e., r ,  is monotone decreasing in [0, n*]. By the same way we can prove that rn is monotone 
increasing in In*, c¢). | 
In the unlimited waiting room case, we can determine the thrashing point n* with the respect 
to response time, that is, n* attains the minimum of the mean number of transactions in the 
system. 
5.2. Quasi.Birth.Death Model of the Unlimited Waiting Room Case 
We consider (v, m) to be the state of the system, then in the case of infinite waiting room, the 
state space of the system is given by 8~4 = {(v, m) ] v < O, 0 < m < Cv}. Transition rate 
matrix of the system Q1 has the structure of 
"A0,1 A0,2 
A1,0 AI,1 
Q1 -- 
.~kl,2 
An-l,0 An- l , l  An-l,2 
An,o An,l 
A2 
Ao 
A1 Ao 
A2 A1 Ao 
(5.s) 
where the submatrix A~,i, 0 < v < n, 0 < i < 2, are given in Equations (4.10), (4.11) and (4.12). 
A0 is the arrival submatrix such that A0 = AI, where I is the unit matrix of order [nC + 1]. 
A1 -" An,1 and A2 --- JAn,0,0], the square submatrix of order [nC + 1]. 
Let p,  = (Y0,Yl,... ,yn- l ,x0 ,x l , . . .  ) be the equilibrium probability of the system such that 
pnQ1 = 0. Then from the Neuts's method we know that x~ -- x0tt k, k > 0, where R is 
the minimal non-negative solution to the equation R2A2 + RA1 + A0 = 0. Let R(/) be the 
successive substituted sequence such that R(i + 1) = A0(A1 + R(i)A~) -1 , and 1~(0) = 0. Then 
R(i) converges increasingly to P~ (see [8]). By using the Neuts's method, we solve the equilibrium 
probability of the system from following equations. 
yoAo,1 + yIA1,0 -- 0, 
yr- lAr- l ,2 + yrAr,t + yr+lAr+l,0 -- 0, 
Yn-lAn-l,2 + xe(A1 + PtA2) - 0, 
Ye + y le + "" + Yn-le + xo(I - R ) - le  -- 1• 
2<r<n-1  (5.9) 
Replacing An,1 by A1 + RA2, we can obtain the matrix form of (5.9) from (4.9)• Let x0 be 
an undetermined coefficient, we can obtain Y,-I ,  ... ,Y0 through recurrence relations. Since 
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A1 + tLA~ is no longer a skip-free-to-right matrix, we must solve (n - 1)C + 1 linear equations, 
from which x0 can be determined. By solving (5.9), we obtain the equilibrium distribution of the 
system and the mean number of the transactions Vn. 
n-1  
T~n = ~ iyle -/- nx0(I - R)-Xe + x0R(I  - R)-~e 
/=1 
(5.10) 
Hence, we can get the mean value of throughput n, restart rate an and response time rn by 
" " e,, 
t., =  t(v) y e, ,,., =  a(v)y.e, " = T '  
v=l  v=2 
(5.11) 
where yn = x0( I -  R) -z. 
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Figure 1. The no waiting room case, with D = 500, C = 6,/= = 1.0, .~ = 0.3, p= = 
1.0, b -- 0.7, c = 0.3 and in fixed length transactions. 
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Figure 2. The unlimited waiting room case, with 
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Figure 3. The unlimited waiting room case, with D -- 1950, C = 12, /~ -- 1.0, pw = 
1.0, b -- 0.8, c = 0.2 and fixed length tr~n¢~c_ tions. 
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6. NUMERICAL RESULTS 
In this section we investigate numerical results of analytic model and simulation. Simulation 
results are the expectations of 10 runs of 20,000 locking requests. In graphs we cannot find the 
difference between the results of birth-death models and quasi-birth-death models. No waiting 
room cases are given in Figure 1. Our analytic models fit well with the simulation ones. As proved 
in Theorem 1 and Theorem 2, the trade off between the loss probability and response time are 
given. The unlimited waiting case of our analytic models is given in Figure 2 and Figure 3, in 
which the fitness of our analytic models and the property of Theorem 3 are shown. 
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