Abstract. Partitions of the set of primes are introduced based on the Lucas numbers. The role of primitive partitions is revealed, which touches on the work of Lagarias, Ballot, Moree and Stevenhagen, on prime densities of the divisors of Lucas numbers. Two conjectures are formulated augmenting their results. Crude, but explicit description of the Ballot's trichotomy is established. The exposition puts Chebyshev polynomials on the center stage.
Introduction
For every 2 × 2 matrix A with determinant 1 (and complex elements if needed) we have A 2 = T A − I, where T is the trace of A, and I is the identity matrix. It follows that for any integer n the power A n = U n (T )A − U n−1 (T )I, for some polynomials U k (T ), k ∈ Z, of degree |k| − 1, with integer coefficients, which are called the Chebyshev polynomials of the second kind. The traces of the powers A n are also polynomials in T with integer coefficients, C n (T ) = U n+1 (T ) − U n−1 (T ), which are called the Chebyshev polynomials of the first kind. Here is the list of the first sixteen of them. C 0 = 2, U 16 = T 15 − 14T 13 + 78T 11 − 220T 9 + 330T 7 − 252T 5 + 84T 3 − 8T C 1 = T, U 15 = T 14 − 13T 12 + 66T 10 − 165T 8 + 210T 6 − 126T 4 + 28T 2 − 1 C 2 = T 2 − 2, U 14 = T 13 − 12T 11 + 55T 9 − 120T 7 + 126T 5 − 56T 3 + 7T
C 3 = T 3 − 3T, U 13 = T 12 − 11T 10 + 45T 8 − 84T 6 + 70T 4 − 21T 2 + 1 C 4 = T 4 − 4T 2 + 2, U 12 = T 11 − 10T 9 + 36T 7 − 56T 5 + 35T 3 − 6T
C 5 = T 5 − 5T 3 + 5T, U 11 = T 10 − 9T 8 + 28T 6 − 35T 4 + 15T 2 − 1 C 6 = T 6 − 6T 4 + 9T 2 − 2, U 10 = T 9 − 8T 7 + 21T 5 − 20T 3 + 5T
C 7 = T 7 − 7T 5 + 14T 3 − 7T, U 9 = T 8 − 7T 6 + 15T 4 − 10T 2 + 1
C 9 = T 9 − 9T 7 + 27T 5 − 30T 3 + 9T, U 7 = T 6 − 5T 4 + 6T 2 − 1 C 10 = T 10 − 10T 8 + 35T 6 − 50T 4 + 25T 2 − 2, U 6 = T 5 − 4T 3 + 3T
C 13 = T 13 − 13T 11 + 65T 9 − 156T 7 + 182T 5 − 91T 3 + 13T,
The polynomials C n and U n satisfy the same recursive relations, which can be put concisely into the following matrix identities.
(1)
These simple algebraic facts seem to be a part of the mathematical folklore, which were nevertheless re-discovered repeatedly, [D] , [A] . One possible reason for this relative obscurity is that in most applications the Chebyshev polynomials are considered as functions of t = T 2 , namely they are defined as Cn(2t) 2 and U n (2t). As a result the polynomials from the list look quite different from the classical Chebyshev polynomials, [Wiki] .
We consider two more sequences of polynomials
These polynomials are sometimes called the Chebyshev polynomials of the third and fourth kind, respectively, [Y] . They satisfy the same recursive relations as Chebyshev polynomials.
(2)
Chebyshev polynomials satisfy a myriad of identities reflecting the group structure of {A n } n∈Z . In particular U 2k+1 = V 2k+1 W 2k+1 , which justifies the way we index the polynomials of the third and fourth kind.
The number-theoretic properties of the values of Chebyshev polynomials for integer T were studied by many authors, in particular Schur, [S] , and Rankin, [R] . The subject goes back to Lucas, [L] , whose approach was also more general. We admit that our bibliography is very limited, due to the volume of the literature. Further sources can be found in the papers that we cite. We adhere to the point of view of Schur and Rankin. We consider the Chebyshev polynomials for n ≥ 1, and only for natural values of the variable T . Let us denote by Π the set of odd primes. Fixing T ≥ 3 we introduce the subsets of odd primes
Further we introduce the subsets
Theorem 1. For every T ≥ 3 the sets Π s (T ), s = −, +, 1, 2, . . . , are disjoint, and the set of odd primes Π is partitioned by them,
Hence we get for every T ≥ 3 a partition of odd primes which we call the T -partition. In general these partitions are different for different T with the following exceptions.
For every T ≥ 3 and T 2 = T 2 − 2 = C 2 (T ) we have Π k (T 2 ) = Π k+1 (T ), k = 1, 2, . . . , and
Theorems 1 and 2 are not necessarily new in the strict sense, however we failed to find such formulations elsewhere.
We say that T ≥ 3 is a primitive trace if there is no natural T ≥ 3 such that C 2 ( T ) = T 2 − 2 = T . By Theorem 2 it is enough to study the Tpartitions only for primitive traces T . The first four natural T ≥ 3 which are not primitive traces are 7, 14, 23, 34. Clearly the primitive traces have density 1 in the set of all natural numbers.
For a subset S of primes the prime density of S is defined as
We define the lower and upper densities accordingly. Stevenhagen and Lenstra, [S-L] , gave an elementary introduction to the methods of calculating prime densities, with an outline of the history of the subject. The calculation of prime densities of the sets in a T -partition is a difficult task. Lagarias [L] , and Moree and Stevenhagen, [M-S] , obtained prime densities of some sets in the T -partitions. The machinery used in [M-S] is probably sufficient to obtain the prime densities of all the sets in a Tpartition for primitive traces T ≥ 3, however we were unable to achieve this. The results in [M-S] are consistent with the following conjecture.
Conjecture 1 For any primitive trace T ≥ 3 the prime densities of the [M-S] , page 404, several prime densities are given. In particular the special case d = 2 corresponds to the 6-partition, which is exceptional, 6 = 2(2 2 − 1). The authors obtained in this case that δ(Π − ) = 7 24 . For other exceptional values of T the density listed there is δ(Π − ∪ Π + ) = 7 12 . In all non-exceptional cases the densities they obtained are either δ(Π − ∪Π + ) = 2 3 , or δ(Π − ) = 1 3 . All of these densities agree with Conjecture 1. Lagarias, [L] , page 450, states that (in our language) δ(Π − ) = δ(Π + ) = 1 3 , for primitive T = x 2 + 2, for some natural x. Apparently some conditions where left out, since for the exceptional cases [M-S] 
Ballot and Elia, [B-E] , page 62, state that (in our language) the same trichotomy δ(Π − ) = δ(Π + ) = 1 3 holds for a primitive trace T = x 2 + 2, for some natural x = 2. The readers are referred to previous work for details. This also agrees with Conjecture 1, because the exceptional value T = x 2 + 2 = 2y 2 − 2 is primitive only for x = 2, which is explicitly excluded from the claim.
Let us outline the contents of the paper. In Section 1 we prove Theorems 1 and 2. The highlight of the proofs is that they follow directly from appropriate identities satisfied by Chebyshev polynomials. On the way we establish all the necessary identities.
In Section 2 we introduce the Fibonacci polynomials, which arise from powers of 2 × 2 matrices with determinant −1. We show in Theorem 8 that the partitions of primes they define coincide with the T -partitions.
In Section 3 we proceed to the general case of a 2 × 2 matrix A, with the trace T and the determinant Q. We obtain the Lucas polynomials K n , L n ,
The basic properties of Lucas polynomials are encoded in the matrix identities corresponding to (1).
The Lucas polynomials are rigidly connected, by homogenization, to Chebyshev polynomials. For example
In general every identity for Chebyshev polynomials can be translated into the respective identity for Lucas polynomials, with the provision that we may get in the process polynomials in T and √ Q. For example the Chebyshev polynomials of the third and fourth kind, V n and W n , turn into polynomial functions of T and √ Q.
A pair of integer numbers (T, Q) is called admissible if they are different from zero and relatively prime, and not equal to (±1, 1) or (±2, 1). For an admissible pair (T, Q) we proceed with the definition of a (T, Q)-partition using Lucas polynomials, in complete parallel to the T -partitions.
The proofs of the analogs of Theorems 1 and 2 for (T, Q)-partitions are obtained by repeating every step of the proofs in the Chebyshev Section 2, with the provision that every polynomial identity employed needs translation into Lucas polynomials. For the sake of clarity we actually split the proofs between Sections 2, 3 and 4, most facts are proven for the special case of Chebyshev and Fibonacci polynomials, while some are left to the general case of Lucas polynomials, and other are done twice.
Clearly Sections 2 and 3 cover just special cases of Section 4, Q = 1 and Q = −1. However the notation is significantly simpler with the Chebyshev or Fibonacci polynomials. And we want to demonstrate that the general case of Lucas polynomials does not require any additional ideas.
In Section 5 we briefly introduce Lehmer polynomials J n (Z, Q), H n (Z, Q), n ≥ 1, which in our language correspond to positive powers of a 2 × 2 matrix A with the determinant Q and the trace T = √ Z. We have
where ǫ n is 0 or 1, depending on the parity of n, ǫ n = n − 1 mod 2. Lehmer polynomials are again, by homogenization, rigidly connected with Chebyshev polynomials. For example
We establish that Lehmer polynomials do not define any new partitions, all such partitions are already covered in Section 4. This may come as a surprise to experts since the Lehmer numbers are a nontrivial generalization of Lucas numbers. The explanation is contained in the following identities
for k ≥ 1, which are direct translations of the respective identities from Section 3 connecting Chebyshev and Fibonacci polynomials. Hence the role of Lehmer polynomials can be understood as augmenting the Chebyshev polynomials of the first and second kind, C n , U n , by the polynomials of the third and fourth kind, V 2k+1 , W 2k+1 . This connection appears in the work of Laxton, [Lax] , although it is not discussed explicitly.
Finally in Section 6 we discuss the prime densities of the sets in the general (T, Q)-partitions of Section 4. We formulate and prove several estimates of the densities of some of the sets, under some restrictions on (T, Q).
In particular we establish by elementary considerations the following "poorman's trichotomy". We use the Legendre symbol (n|p), for integer n and p an odd prime.
It follows by the Frobenius Theorem, [S-L] , that if additionally −Q or D is not a rational square then the prime densities δ(Π 0 ), δ(Π 1 ) and δ(Π even ), are all between
Ballot, [B2] , established the exact trichotomy:
for pairs (T, Q) which are not special. We conjecture that his result can be extended to all subsets in a (T, Q)-partition. Conjecture 2 For admissible pairs (T, Q) which are not special the prime densities of the (T, Q)-partition are equal to
, and Moree, [M] , effectively calculated the prime densities of all the subsets in a (T, Q)-partition in the reducible case, i.e., T = a + b, Q = ab, for integer a, b. Their formulas can be simplified by considering only primitive pairs (T, Q), for which no gluing, as in (3) of Theorem 2, is present.
Theorem 4. For any primitive reducible pair (T, Q) the prime densities of the (T, Q)-partition are equal to
when Q = 2y 2 for a natural y. In every other case they are equal to
Let us note that in the reducible case Q cannot be a rational square for a primitive pair (T, Q), and then Π 0 cannot be split further into Π − and Π + .
It follows from the estimates in Section 6 that there must be other splittings of the prime densities, different from the two appearing above, for special primitive pairs (T, Q). In particular for the (2, 5)-partition we get
, which is less than 2 3 from the splitting (6), and less than 7 12 from the splitting (5).
We are aware that most of the material covered in this paper can be found in the literature, at least implicitly. Nevertheless we chose to give an elementary direct presentation.
Chebyshev polynomials and the proof of Theorems 1 and 2
The Chebyshev polynomials are given by the following expansions, which can be proven by induction.
The Chebyshev polynomial C n (T ) contains only even powers of T for even n, and only odd powers for odd n. Hence T is a factor of the polynomial C n (T ) for odd n. Similarly U n (T ) contains only odd powers for even n, and only even powers for odd n.
The coefficients in these polynomials can be obtained from the Pascal triangle, by taking the "diagonal" n−s s , s = 0, 1, 2 . . . . It transpires from the first formula that for a prime p all the coefficients of C p (T ) are divisible by p, except for the leading one (equal to 1). This gives us the following Proposition.
Proposition 5. For integer T , and any prime p, C p (T ) = T p = T mod p.
The paper [St] gives the history of several generalizations of this fact. For any 2 × 2 matrix A with the determinant 1 and trace T we have for A = A − tI, 2t = T, thatÃ 2 = (t 2 − 1)I. This leads via binomial expansion to the formula A n = (tI +Ã) n = 1 2 C n I + U nÃ , where
It follows from (8) that for any odd prime p the coefficients in the expansion of U p are multiples of p except for the last term, where
2 . This gives us the following Proposition.
Proposition 6. For integer T , and any odd prime p,
We proceed with the proof of Theorems 1 and 2. The interpretation of C n (T ) as the trace of the n-th power of a matrix with trace T yields immediately that
We have by (1) that
It follows that
Taking determinants of both sides of the second line in (1) we obtain
It follows that for a natural T the greatest common divisor gcd (C n (T ), U n (T )) is either 1 or 2.
Since gcd C (2l+1)k (T ), U (2l+1)k (T ) is either 1 or 2, we get the desired conclusion that gcd (C k (T ), U 2l+1 (T )) is either 1 or 2.
We have proven that Π 0 is disjoint from the union ∞ s=1 Π s . To continue with the proof we need more Chebyshev identities. We put them into the following Lemma.
Lemma 7. For any integers n and k (11)
We get immediately the first line of our Lemma. Further
Further using (12) we obtain
Since W n (−T ) = (−1) n V (T ), substituting −T for T in the last equality we obtain (T + 2)V 2 2n+1 = C 2n+1 + 2. We get from these
The equation (13) gives us the last line of (11) up to a sign, which is easily established because all the polynomials are monic, i.e., with the leading coefficient equal to 1.
Again substituting −T for T in (13) gives us the third line of (11).
We proceed with the proof that Π + (T ) and Π − (T ) are disjoint. Taking determinants of both sides of (2) we get that
Using Lemma 7 we can claim that for any natural n and k the number W 2n+1 (T ) divides W (2n+1)(2k+1) (T ), and the number V 2k+1 (T ) divides
To finish the proof that the sets Π s , s ≥ 0, are disjoint we will first prove (3) of Theorem 2. Let us note that in these claims it is not necessary to have the partition: (3) is a claim about the equality of well defined subsets.
We need more Chebyshev identities.
We get from this the following identities.
Combining (14) with Lemma 7 we get
, except for the divisors of T , which are taken care of by the following observation. If an odd prime p divides
It follows from (9) that for s ≥ 1 we have Π s (T 2 ) = Π s+1 (T ). These equalities allow us to conclude that for any s ≥ 2, and any T ≥ 3, the sets Π 1 (T ) and Π s (T ) are disjoint. Now we have that for any s ≥ 2 the sets Π 1 (T 2 ) and Π s (T 2 ) are disjoint as well, and so for s ≥ 3 the sets Π 2 (T ) and Π s (T ) are also disjoint. We conclude the proof by induction. We have proved that the sets Π s (T ), s ≥ 1, are disjoint.
It remains to prove the first part of Theorem 2. We will achieve it by proving that Π s (T d ) ⊂ Π s (T ) for s = ±, 1, 2, . . . . The equality of these sets is an immediate consequence, since they constitute two partitions of Π. For s = 1, 2, . . . , this conclusion is obvious in view of (9): the values of the respective polynomials at T d form a subsequence of the values at T .
For s = ±, we use the last part of Lemma 7. Indeed if
Summary of the proof of Theorem 1: C n (T ) and U n (T ) have no common divisors (except for 2), because they are part of a 2 × 2 matrix with determinant 2. For C n (T ) and U k (T ), k = n, we consider C nk (T ) and U nk (T ). We have that U nk (T ) is always divisible by U k (T ), while C nk (T ) is divisible by C n (T ), provided that k is odd. The polynomials V 2k+1 and W 2k+1 behave similarly to the polynomials U n , which allows the same proof of no common divisors. The proof that every odd prime belongs to one of the sets Π s (T ), s = 0, 1, 2 . . . , is postponed until the general case of Lucas polynomials in Section 4.
The assumption that U n is considered for odd index n only is substantial, which is seen clearly from the following factorization, which is a consequence of U 2n = C n U n , see (12). For an odd d and any natural k
Fibonacci polynomials
We turn our attention to another classical family of polynomials, the Fibonacci polynomials .
For every 2 × 2 matrix B with determinant −1 we have B 2 = SB + I, where S is the trace of B. Again we get that B n = F n (S)B + F n−1 (S)I, where the polynomials F k (T ) are called the Fibonacci polynomials of the second type. Choosing special matrix B we get
The Fibonacci polynomials of the first kind G n (S) are the traces of the powers, G n (S) = F n+1 (S) + F n−1 (S) . One can obtain the Fibonacci polynomial F n (S) from the Chebyshev polynomial U n (T ) by replacing T with S and changing all the minus signs into pluses in the coefficients. The same applies to the traces G n (S) and C n (T ). It follows from the following identities.
(17)
The formulas (17) lead to F n (S) = (−i) n−1 U n (Si) and G n (S) = (−i) n C n (Si). The Chebyshev polynomials of the third and fourth kind, V 2n+1 (T ) and W 2n+1 (T ), do not have a counterpart for the Fibonacci polynomials. In particular F 2n+1 = F 2 n+1 +F 2 n does not have the corresponding factorization. For any S ≥ 1 we can use Fibonacci polynomials to define a partition of primes. However these are just the T -partitions, for T = G 2 (S) = S 2 + 2. The proof of Theorem 8 follows from special identities connecting the Fibonacci polynomials of the variable S with the Chebyshev polynomials of the variable T = S 2 + 2 = G 2 (S).
Proposition 9. For any natural k
These identities can be obtained from the respective properties of Chebyshev polynomials, formulated in (14) and (15). We choose to give an independent proof.
Proof. We have for natural k (19)
The trace of the second matrix is equal to G 2k (S) and the trace of the third matrix is equal to C k (S 2 + 2).
Further it follows from (19) that F 2k (S) = SU k (G 2 (S)). Hence
It follows also from (19) that
Theorem 8 follows from Proposition 9, except for the status of the divisors of S. If an odd prime p divides S, then G 2 (S) = S 2 + 2 = 2 mod p, so that W p (G 2 (S)) = W p (2) = p mod p. It follows that p ∈ Π + (G 2 (S)). On the other hand such a prime p divides G d (S) for any odd d.
Lucas polynomials
Let us turn to a general 2×2 matrix with the trace T and the determinant Q. We have A 2 = T A − QI which leads to A n = L n A − QL n−1 I, where L k (T, Q), k = 1, 2, . . . , are the Lucas polynomials. In particular
Since the determinant of a matrix can be rescaled to 1, the Lucas polynomials can be recovered from the Chebyshev polynomials by the following procedure. We consider the homogenization of the Chebyshev polynomials U n (T, R) = R n−1 U n ( T R ). Since the Chebyshev polynomials contain terms of only odd powers, or only even powers, in the resulting homogeneous polynomial U n (T, R) the variable R appears in even powers alone. Hence U n (T, √ Q) is a polynomial in T and Q, and it is equal to the Lucas polynomial L n (T, Q).
For negative values of the determinant Q it may be convenient to start from Fibonacci polynomials to obtain first the homogeneous polynomials
Similarly the trace of A n is also a polynomial in T and Q, and we denote it by K n (T, Q) = L n+1 (T, Q) − QL n−1 (T, Q), it is the companion Lucas polynomial. Let us remind the reader that L n is of degree n − 1 and K n is of degree n.
All the identities developed for Chebyshev polynomials can be translated to Lucas polynomials by the above procedure of homogenization. As a result we get polynomial identities in the variables (T, √ Q) which may or may not be polynomial in the variables (T, Q). In particular in accordance with the first line of Lemma 7 we have
, but the polynomial cannot be split further, as it is done for Q = 1. We can split it though after the substitution Q = R 2 . The polynomials W 2k−1 (T ) and V 2k−1 (T ) turn into W 2k−1 (T, R) and V 2k−1 (T, R) by the homogenization and we get (21)
The values of Lucas polynomials for fixed integer values of T, Q give rise to a partition of odd primes similar to the one defined for the Chebyshev polynomials. First we need to exclude the trivial cases. We assume that both T and Q are different from 0, and relatively prime. Moreover we consider only values of T ≥ 1. With these restrictions in place we need to exclude only two more cases (T, Q) = (1, 1) and (T, Q) = (2, 1). Any pair of integers (T, Q) satisfying all these restrictions will be called admissible.
For an admissible pair (T, Q) we define the subsets of odd primes
Further when Q is a square, Q = R 2 , we define the splitting of Π 0 (T,
Theorem 10. For any admissible (T, Q) the family of subsets
The proof that all these sets of primes are disjoint follows the lines of the proof of its special case, Theorem 1, outlined in Section 1. Every identity for Chebyshev polynomials used in that proof can be turned into an identity involving Lucas polynomials, which then can be used to the same effect. We will prove now the part that every prime appears in these subsets, with the exception of the divisors of Q. This was the part of the proof of Theorem 1 which was postponed to this general case.
We start with a general fact that is probably part of the math folklore.
Theorem 11. For any 2 × 2 matrix A with integer elements, with the determinant Q and the trace T , for any odd prime p, and
Proof. Proposition 5 can be extended to the Lucas polynomials K n by using the homogenized version of (7). Hence we have that for any prime p
Also the expansion (8) can be extended to Lucas polynomials L n by homogenization, so that L p (T, Q) = (T 2 − 4Q) p−1 2 mod p. It leads to the generalization of Proposition 6.
In the case L p = 1 mod p we get by (22) that
Similarly, if
In the final case, L p = 0 mod p, we get 2QL p−1 = −T mod p which leads to
It transpires in the last proof that for any odd prime p either QL p−1 = 0, or L p+1 = 0, or L p = 0 mod p. Using the factorization (16), translated to Lucas polynomials, we conclude that for every odd prime, except for the divisors of Q, either L d = 0 mod p for an odd d, or some trace K n = 0 mod p. To finish the proof of Theorem 10 we still need to use the admissibility of the pair (T, Q) to rule out the possibility that L d or K n vanish in Z, rather than only in F p . Theorem 10 is proven. Theorem 1 is clearly a special case of Theorem 10.
For an admissible pair (T, Q) the partition appearing in Theorem 10 will be called the (T, Q)-partition. To be precise a (T, Q)-partition contains Π 0 (T, Q) if Q is not a square. Otherwise, if Q = R 2 , R ∈ N, it contains two sets instead, Π + (T, R) and Π − (T, R). In the next theorem it is convenient to allow negative values for R. Such a change of sign leads to Π ± (T, R) = Π ∓ (T, −R).
In general for different values of admissible (T, Q) we get different (T, Q)-partitions, with the following exceptions.
If the determinant Q is a square, Q = R 2 , then
The proof of this theorem is obtained in the same way as the proof of Theorem 2. It follows by the application of the same polynomial identities translated from the Chebyshev to Lucas polynomials. To get (23) we use the Lucas version of the polynomial identities from Proposition 9. For clarity we reproduce here some details. The identities in (14) and (15) translate to Lucas polynomials as
These identities imply immediately the second line in (23), except for the role of the factor T which is handled exactly as before. If an odd prime p divides T , then T 2 = K 2 (T, Q) = S 2 − 2Q = −2Q mod p, so that for p = 2k + 1 we have
It follows that p ∈ Π + (T 2 , Q). On the other hand such a prime p divides
follows from (21).
It follows from Theorem 12 that if Q is not a square then the (T, Q)-partition and the (T 2 , Q 2 )-partition coincide, except that one contains Π 0 , and the other Π + and Π − . For example Π 1 (3, 2) = Π − (5, 2), Π 0 (3, 2) = Π + (5, 2). Further, Π 1 (3, −2) = Π − (13, −2) = Π + (13, 2), Π 0 (3, −2) = Π + (13, −2) = Π − (13, 2). Hence the (3, 2)-and (5, 4)-partitions, and also (3, −2)-and (13, 4)-partitions, coincide up to the indexing of their sets.
More generally Theorem 12 implies that it is enough to study the (T, Q)-partitions for T ≥ 1, Q ≥ 1. Indeed for Q ≤ −1 we have by (23) that
Overall if Q ≤ −1 then the (T, Q)-partition is equal to the (T 2 + 2|Q|, Q 2 )-partition. Further, for any admissible (T, Q), the (−T, Q)-and (T, Q)-partitions coincide.
Nevertheless it may be beneficial to use admissible pairs (T, Q) with negative values of Q. There is a clear difference between negative and positive values of Q from the point of view of algebraic number theory. It will be demonstrated in Section 6.
We are thus lead to the following definition. An admissible pair (T, Q) is primitive if T ≥ 1, Q ≥ 1 and there are no natural numbers S, R such that
For example any pair (T, 2), T odd, is primitive, because 2 is not a power of any integer. The pair (T, 1),T ≥ 3, is primitive if T is a primitive trace, as defined before. The pair (3, 4) is not primitive because G 2 (1, 2) = −3.
We have established in this Section that it is sufficient to study (T, Q)-partitions for primitive admissible pairs only. The connection to the general case is spelled out in Theorem 12. For example if T = 6 4 − 1, Q = −6 4 , then the (T, Q)-partition can be obtained in the following way from the primitive (7, 6)-partition. First the (T, Q)-partition is equal to the (6 8 + 1, 6 8 )-partition. By applying Theorem 12 three times we have (26) Π 0 (T, Q) = Π − (6 8 + 1, 6 8 ) = Π 1 (6 4 + 1, 6 4 ) = = Π 2 (6 2 + 1, 6 2 ) = Π 3 (7, 6),
Lehmer polynomials
Lehmer polynomials appear when we take powers of a 2×2 matrix with the trace T = √ Z and the determinant Q. Clearly the traces are polynomials in √ Z, namely K n ( √ Z, Q). They are polynomials in Z, Q for even powers n. The Lehmer polynomials are defined for k ≥ 1 as
Similarly we define the companion Lehmer polynomials for k ≥ 1
The polynomials H n , J n are homogeneous of degree n−1 2 and n 2 (integer parts when needed), respectively. They have only integer coefficients and can be easily obtained from the Chebyshev, or Lucas, polynomials. For example
Identities for Lucas polynomials can be translated with the help of (27) and (28) into formulas satisfied by Lehmer polynomials. We will use the following equivalents of (14), and (15), or (18).
Lehmer polynomials can be used to partition the set of odd primes, however we obtain only some of the (T, Q)-partitions, defined previously.
Proposition 13. For any Q ≥ 1 and Z such that (T, Q 2 ) is admissible, where T = Z − 2Q, we have (i) an odd prime p ∈ Π + (T, Q) if and only if there is an odd d such that
(ii) an odd prime p ∈ Π − (T, Q) if and only if there is an odd d such that
The proof is a straightforward application of (29). Motivated by Proposition 13 we introduce for the (T, R 2 )-partition, R ≥ 1, its Lehmer values, which are the natural numbers (T + 2R, R). For example, the (6, 1)-partition has Lehmer values (8, 1), and (1, 25)-partition has Lehmer values (11, 5) . The meaning of this notion is that by (29) the values of Lucas polynomials for (T, R 2 ) coincide with the values of Lehmer polynomials for the Lehmer values (T +2R, R). It may or may not be a coincidence that the exceptional values of the trace T in Conjecture 1 can be described as the pairs (T, 1) with Lehmer values equal to (2y 2 , 1), for a natural y.
The proof of Theorem 3 and prime densities
We now look at the size of the sets in a (T, Q)-partition, measured by their prime densities. We will denote by δ s = δ s (T, Q) = δ(Π s (T, Q)), s = ±, 0, 1, 2, . . . , the prime densities of the sets in a (T, Q)-partition, if they exist, or lower, or upper densities, as appropriate.
We are going to prove Theorem 3 by fairly elementary tools. It follows from Theorem 11 that for any odd prime p there is the smallest ξ = ξ(p) ≥ 1 such that L ξ (T, Q) = 0 mod p. It is called the index of appearance of p. The basic recurrence relation gives us L ξ+1 = −QL ξ−1 mod p, and using (20) we get
Hence calculating the determinants at both ends we arrive at Q ξ = L 2 ξ+1 mod p. It follows that if ξ is odd, which is equivalent to p ∈ Π 0 , then Q must be a square residue mod p. We obtain the following Proposition.
Proposition 14. If Q is not a rational square then Π 0 ⊂ {p ∈ Π | (Q|p) = 1}, and δ 0 (T, Q) ≤ 1 2 . Proof. By the theorem of Frobenius, [S-L] , for a fixed integer Q, which is not a rational square, the prime density of the set of primes p, for which the polynomial λ 2 − Q splits over the field F p , is equal to 1 2 .
In particular we get that δ 0 (T, Q) ≤ 1 2 for all Q ≤ −1. If the index of appearance is even, ξ = 2m, then L ξ+1 = ±Q m mod p. Somewhat surprisingly we can determine the sign in this equality without making any assumptions, beyond Q = 0 mod p.
Proof. From (30) we get A 2m = L ξ+1 I mod p, and consequently
Comparing the coefficients in the last two matrices we arrive at
Again calculating the determinants of both sides we arrive at
m mod p. Since A ξ is the first power which is a multiple of I mod p then by Theorem 11 we have the following alternative. If (D|p) = 1, where D = T 2 − 4Q, then there is a natural h such that 2mh = p − 1 and
If (D|p) = −1 then there is a natural h such that 2mh = p + 1 and QI = A p+1 = A ξh = (−Q m ) h I, and we get again (32). Note that although in both cases we arrive at (32), we have 2hm = p − 1 if (D|p) = 1, and 2hm = p + 1 if (D|p) = −1.
It follows from (32) and Proposition 14 that
Lemma 16. If (Q|p) = −1 then p / ∈ Π 0 and h in (32) is odd.
We proceed to explore the consequences of (31). 
if (Q|p) = −1 and (−D|p) = 1 then p ∈ Π even (T, Q).
Proof.
(1) If Q is a square residue mod p and −D is a square non-residue mod p then (31) is impossible, which means that ξ is odd, and p ∈ Π 0 (T, Q). (31) is odd and hence the quadratic residue status of Q and −D must be the same.
(3) If p ∈ Π even (T, Q) then m in (31) is even, and then clearly −D must be a square residue.
(4) Conversely if Q is a square non-residue mod p and −D is a square residue mod p then m in (31) must be even. Now Theorem 3 follows readily from Propositions 14 and 17. We can further get estimates of the prime densities of the sets.
Proposition 18. If Q and −D = −(T 2 − 4Q) are not rational squares, and also −Q or D are not rational squares, then the prime densities of the three sets Π 0 , Π 1 and Π even are all between 1/4 and 1/2.
All the densities are understood as upper for the inequalities δ ≤, and lower for the inequalities δ ≥.
It follows from the theorem of Frobenius, [S-L] , that the sets on the left have all prime density The case (i) follows directly from (31). In the case (ii) on top of (31) we use also Proposition 14 to get that Π 0 ∪ Π 1 ⊂ {p ∈ Π | (Q|p) = 1}.
To get (iii) we first observe that if p ∈ Π 0 then by Proposition 14 (Q|p) = 1, which forces (−1|p) = 1. Hence under the assumptions in (iii) we have that p / ∈ Π 0 and we can apply (31).
Secondly we write (31) as 4(−1) m−1 (−Q) m = DL 2 m . We conclude now that if −1 is a quadratic non-residue mod p then m − 1 must be even, and hence p ∈ Π 1 . Let us note that the unusually large densities in Proposition 19 can be explained in the case (i) by the fact that in this case Q = R 2 and Π 0 (T, R 2 ) = Π + (T, R) ∪ Π − (T, R). Similarly in the case (iii) we have Q = −R 2 and T 2 + 4R 2 = D = X 2 for some natural X. Now by Theorem 12 we get Π 1 (T, −R 2 ) = Π + (T 2 +2R 2 , R 2 ) = Π + (X 2 −2R 2 , R 2 ) = Π + (X, R)∪Π − (X, R).
However in the case (ii) we do not have such a splitting, and the assumptions allow (T, Q) to be primitive. For example (T, Q) = (2, 5) is primitive and we have D = −16. Note that when both Q and −D are rational squares we do not have Proposition 14, and (31) does not work as above.
We will now use Lemma 15. Let us then assume that Q and −D are not rational squares so that the set Γ := {p ∈ Π | (Q|p) = −1, (−D|p) = 1} ⊂ Π even . We are going to split the set Γ using the (T, Q) partition. To proceed we need to exclude more values of (T, Q). For that purpose we invoke the definition of a special pair (T, Q) from the Introduction, the concept derived from [B2] .
Proposition 20. If (T, Q) is not special then for k ≥ 2 the prime density δ(Γ ∩ Π k ) = 1 2 k+1 .
Proof. By Proposition for p ∈ Γ we have ξ = 2m, and h is odd. We consider the disjoint sets Γ 1 and Γ −1 , Γ = Γ 1 ∪ Γ −1 . If p ∈ Γ 1 ∩ Π k , for k ≥ 2, we get that p − 1 = 2mh, 2 k−1 ||m,. Since h is odd it follows that 2 k ||p − 1. Since we work with a partition we can conclude that Γ 1 ∩ Π k = {p | (Q|p) = −1, (D|p) = 1, p = 2 k + 1 mod 2 k+1 }.
If the primitive pair (T, Q) is not special then the conditions describing the last set are "independent", as explained in [B2] , and the prime density δ (Γ 1 ∩ Π k ) = 2 −(k+2) .
If p ∈ Γ −1 ∩ Π k , for k ≥ 2, we get that p + 1 = 2mh, 2 k−1 ||m. We get again that 2 k ||p + 1.
Further Γ −1 ∩ Π k = {p | (Q|p) = −1, (D|p) = 1, p = 2 k − 1 mod 2 k+1 }. Again because we assume that the primitive pair (T, Q) is not special then the conditions describing the last set are "independent", and again the prime density δ (Γ −1 ∩ Π k ) = 2 −(k+2) .
Finally the prime density δ (Γ ∩ Π k ) = 2 −(k+1) .
Let us note that the assumption that (T, Q) is not special is essential. If Q and −D are not rational squares, and Q = 2z 2 , z ∈ N, then Γ ⊂ Π 2 . Indeed (Q|p) = −1 if and only if p = 3 mod 8 or p = 5 mod 8. In both cases we conclude that 2mh = 4 mod 8, which means that p ∈ Π 2 .
