Abstract-Accurate modelling of the decoding energy of a CTU is essential to determine the appropriate level of quantization required for decoder energy-aware video encoding. The proposed method predicts the number of nonzero DCT coefficients, and their energy requirements with an average accuracy of 4.8% and 11.19%, respectively.
I. INTRODUCTION
The ubiquitous consumption of video data has made multimedia the most frequently exchanged type of content on modern communication networks [1] . The popularity of High Definition (HD) and Ultra-High Definition (UHD) video content and the requirements for the bandwidth efficiency have motivated the introduction of novel video compression standards such as High Efficiency Video Coding (HEVC) [2] . However, the significant increase in the complexity of HEVC [3] has become a non-trivial bottleneck for the video playback in resource constrained handheld consumer electronic (CE) devices. In this context, decoder energy-aware video encoding is becoming crucially important to address the rising video demands and the constraints of these CE devices.
Energy efficient video streaming can be realized by optimizing the wireless receiving energy or by modifying the content to reduce the total energy consumed by the receiver and the decoder [4] . The recent literature reports numerous methods for content adaptation using technologies such as scalable video coding and adaptive streaming to meet the energy constraints of the decoder. The efficiency of these solutions can be further improved with an accurate and detailed model of the decoder's energy requirements. This is especially important since HEVC constitutes a large number of coding modes compared to its predecessor, and exhibits diverse decoding energy requirements when encoded under different configurations [5] . However, the state-of-the-art energy models available for HEVC do not capture all the required coding parameters and configurations; thus, requires further investigation of the decoder's energy consumption.
This paper proposes an energy model that parameterizes the relationship between the decoder's energy requirements, the number of nonzero DCT coefficients (NNZ) and the Quantization Parameter (QP). The proposed model determines the NNZ for a given Coding Tree Unit (CTU) and predicts the energy requirements of the decoder, thereby facilitating the encoder to determine the appropriate level of quantization required for a CTU in order to generate a bit stream that operates within the decoder's limited energy budget.
The remainder of the paper is organized as follows. Section II describes the proposed energy model and Section III discusses the experimental results and implications of the proposed energy model. Section IV concludes with a summary of the results and a discussion of the future work.
II. PROPOSED ENERGY MODEL
The energy requirements of the HEVC encoding and decoding operations can be presented in terms of the number of CPU cycles consumed by each function [6] , which are eventually related to the energy consumed [7] . Hence, the proposed energy model utilizes the common instruction level profiling tools [8] , to obtain the number of CPU execution cycles to be used as an analogue for the energy consumption.
The decoding process of reconstructing a Coding Unit (CU) constitutes of two main phases; the decoding phase and the decompression phase. The decoding phase involves the entropy decoding of the syntax and residual coefficients, whereas the decompression involves the processes of predicting and reconstructing based on the decoded information. The energy consumption of the decompression phase is dependent on the Transform Unit (TU) size, prediction mode, and the quandtree hierarchy. However, the decoding phase is significantly dominated by the energy consumed to perform the transform coefficient decoding; an operation which is tightly coupled with the content and the QP. It should be noted that in-loop filtering is not considered in this study since it does not affect QP selection within the encoding loop of a CTU.
The experimental analysis with respect to six training sequences suggests that the transform coefficient decoding energy for a CTU with a given configuration can be modeled as a linear function of NNZ. The data analyzed (for Intel x86 architecture) for CTUs with TU sizes fixed at 32 were fitted to a linear model (Fig. 1) 
where x is the number of non-zero coefficients. The Goodness of Fit of the fitted model for the set of sequences analyzed is 0.9952, which suggests that the estimated CPU cycles adhere to the fitted curve. The generation of decoder energy-aware bit streams requires the encoder to estimate NNZ for a CTU, thereby determining the QP to be utilized while encoding to achieve the desired energy budget of the decoder. For this purpose, the behavior of NNZ for a CTU which is encoded under a given configuration is analyzed with QP values ranging from 1-51. The experimental studies reveal that the NNZ, after the quantization process for a given block, reduces with the increasing QP (Fig. 2) , and can be characterized using
where NNZ is the number of non-zero coefficients, q is the QP and a, b, and c are content dependent parameters which are determined through a training phase involving three QP values (i.e., QP={15, 30, 45}) for a given block.
III. EXPERIMENTAL RESULTS AND DISCUSSION
The proposed energy model and the nonzero coefficient prediction is evaluated for various content types using a HM reference software implementation running on a system with a 3.4 GHz processor and 8GB RAM. The test sequences are encoded with QPs 22, 27, 32, and 37 under All Intra Main configuration and the NNZ for each CTU is predicted (NNZ pred ). Then the estimated CPU cycles with NNZ pred is calculated using (1) and are compared with the actual CPU cycles consumed to decode the actual coefficients [8] . The accuracy of the nonzero coefficient prediction for each CTU is measured as, 
where NNZ act is the actual nonzero coefficients for the CTU. The accuracy of the CPU cycle estimation is measured as,
where E pred and E act are the estimated and actual CPU cycles for the coefficient decoding phase, respectively.
The NNZ error and E error values averaged over the CTUs for the 1 st frame of respective sequences are presented in Table I for 2 QP levels. It can be observed that the average error of predicting NNZ and their energy requirements is 4.8% and 11.19%, respectively. The experimental results further reveal that the accuracy of the prediction is high with lower QPs than higher QP levels. In this context, it is evident that the proposed model can be utilized at the encoders to determine a suitable QP for a CTU to satisfy the energy requirements of the video playback devices.
IV. CONCLUSION This paper proposes a CTU level decoder energy model that parameterizes the relationship between NNZ, QP and consumed CPU cycles for coefficient decoding. The experimental results presented for the intra-coded frames suggest that the utilization of the proposed model facilitates the encoders to determine QP for a CTU, such that the energy requirements of the decoders are satisfied. The future work will focus on defining a decoder energy-aware coding parameter selection framework at the encoder in order to generate energy efficient video bit streams. 
