Reconstruction of Bandlimited Functions from Space-Time Samples by Ulanovskii, Alexander & Zlotnikov, Ilya
ar
X
iv
:2
00
7.
11
36
6v
1 
 [m
ath
.C
A]
  2
2 J
ul 
20
20
Reconstruction of Bandlimited Functions from
Space-Time Samples
Alexander Ulanovskii and Ilya Zlotnikov
July 23, 2020
Abstract
For a wide family of even kernels {ϕu, u ∈ I}, we describe discrete
sets Λ such that every bandlimited signal f can be reconstructed from the
space-time samples {(f ∗ ϕu)(λ), λ ∈ Λ, u ∈ I}.
1 Introduction
The classical sampling problem asks when a continuous signal (function) f can be
reconstructed from its discrete samples f(λ), λ ∈ Λ. In the dynamical sampling
problem, the set of space samples is replaced by a set of space-time samples (see
e.g. [1], [2], [3], [5] and references therein). An interesting case is the problem
of reconstruction of a bandlimited signal f from the space-time samples of its
states f ∗ ϕu resulting from the convolution with a kernel ϕu. An important
example (see [3] and [4]) is the Gaussian kernel ϕu(x) = exp(−ux2), which arises
from the diffusion process. More generally, the kernel
ϕu(x) = exp(−u|x|α), α > 0, (1)
arises form the fractional diffusion equation.
Denote by PWσ the Paley–Wiener space
PWσ := {f ∈ L2(R) : supp(fˆ) ⊆ [−σ, σ]},
where fˆ denotes the Fourier transform
fˆ(t) =
∫
R
e−itxf(x) dx.
A set Λ ⊂ R is called uniformly discrete (u.d.) if
δ(Λ) := inf
λ,λ′∈Λ,λ6=λ′
|λ− λ′| > 0. (2)
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The following problem is considered in [3]: Given a u.d. set Λ ⊂ R and a
kernel {ϕu, u ∈ I}, where I is an interval. What are the conditions that allow
one to recover a function f ∈ PWσ in a stable way from the data set
{(f ∗ ϕu)(λ) : λ ∈ Λ, u ∈ I}? (3)
In what follows, we denote by Φu the Fourier transform of ϕu and assume
that the functions ϕu(x) and Φu(t) are continuous functions of (x, u) and (t, u),
respectively.
It is remarked in [3], that the property of stable recovery formulated above
is equivalent to the existence of two constants A,B such that
A‖f‖22 ≤
∫
I
∑
λ∈Λ
|(f ∗ ϕu)(λ)|2 du ≤ B‖f‖22, ∀f ∈ PWσ. (4)
It often happens in the sampling theory that inequalities similar to the one
in the right hand-side of (4) are not difficult to check. It is also the case here,
it suffices to assume the uniform boundedness of ‖ϕu‖1:
Proposition 1 Assume
sup
u∈I
‖ϕu‖1 <∞. (5)
Then for every σ > 0 and every u.d. set Λ there is a constant B such that
∫
I
∑
λ∈Λ
|(f ∗ ϕu)(λ)|2 du ≤ B‖f‖22, ∀f ∈ PWσ.
We present a simple proof in sec. 3.
Hence, the main difficulty lies in proving the left hand-side inequality.
Recall that the classical Shannon sampling theorem states that every f ∈ PWσ
admits a stable recovery from the uniform space samples f(k/a), k ∈ Z, if and
only if a ≥ σ/π. The critical value a = σ/π is called the Nyquist rate. Since
the space-time samples (3) produce “more information” compared to the space
samples, one may expect that every f ∈ PWσ can be recovered from the space-
time uniform samples at sub-Nyquist spatial density. However, it is not the
case, as shown in [4] for the convolution with the Gaussian kernel. On the other
hand, it is proved in [3] that uniform dynamical samples at sub-Nyquist spatial
rate allow one to stably reconstruct the Fourier transform fˆ away from certain,
explicitly described blind spots.
It is well-known that the uniform sampling is not always as efficient as the
nonuniform one. For example, this is so for the universal sampling, see e.g. [6],
Lec. 6. It is also the case for the problem above: For a wide class of symmetric
kernels, we show that the data (3) always allows stable reconstruction, provided
Λ is any relatively dense set “different” from an arithmetic progression.
To state precisely our main result, we need the following definition: Given
a u.d. set Λ, the collection of sets W (Λ) is defined as all weak limits of the
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translates Λ − xk, where xk is any bounded or unbounded sequence of real
numbers (for the definition of weak limit see e.g. Lec. 3.4.1 in [6]).
Consider the following condition:
(α) W (Λ) does not contain the empty set, and no element Λ∗ ∈ W (Λ) lies
in an arithmetic progression.
The first property in (α) means that Λ is relatively dense, i.e. there exists
r > 0 such that every interval (x, x + r) contains at least one point of Λ. It
follows that every element Λ∗ ∈ W (Λ) is also a relatively dense set.
The second condition in (α) means that no Λ∗ ∈ W (Λ) is a subset of b +
(1/a)Z, for some a > 0 and b ∈ R.
Let us now define a collection of kernels C: A kernel {ϕu, u ∈ I}, where I is
an interval, belongs to C if it satisfies the following four conditions:
(β) There is a constant C such that
sup
u∈I
|ϕu(x)| ≤ C
1 + x4
, x ∈ R, sup
u′∈I
‖ϕu′ − ϕu‖1 ≤ C|u− u′|, u ∈ I; (6)
(γ) Every ϕu is real and even, ϕu(−x) = ϕu(x), x ∈ R, u ∈ I;
(ζ) supu |Φu(t)| > 0 for every t;
(η) For every w ∈ C and every σ > 0, the functions {Φu(t)′′+wΦu(t), u ∈ I}
form a complete set in L2(0, σ).
Clearly, condition (β) implies that the functions Φ′u(t), u ∈ I, are continuous
and uniformly bounded. Condition (γ) implies that the functions Φu are real
and even.
One may easily check that C contains the kernels defined in (1), where I =
(a, b) is any interval such that 0 < a < b <∞.
Our main result is as follows:
Theorem 1 Given a u.d. set Λ ⊂ R and a kernel {ϕu, u ∈ I} ∈ C. The
following conditions are equivalent:
(a) The left inequality in (4) is true for every σ > 0 and some A = A(σ);
(b) Λ satisfies condition (α).
2 Space–Time Sampling in Bernstein Spaces
The aim of this section is to prove a variant of Theorem 1 for the Bernstein
space Bσ.
It is well-know that every function f ∈ PWσ admits an analytic continuation
to the complex plane and satisfies
|f(x+ iy)| ≤ Ceσ|y|, x, y ∈ R, (7)
where C depends only on f .
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The Bernstein space Bσ is defined as the set of entire functions f satisfying
(7) with some C depending only on f . An equivalent definition is that Bσ con-
sists of the bounded continuous functions that are the inverse Fourier transforms
of tempered distributions supported by [−σ, σ].
Denote by C0 the collection of kernels {ϕu, u ∈ I} satisfying the properties
(β)-(η) in the definition of C above. However, we do not require I to be an
interval. In particular, it can be a countable set.
Theorem 2 Given a u.d. set Λ ⊂ R and a kernel {ϕu, u ∈ I} ∈ C0. The
following conditions are equivalent:
(a) For every σ > 0 there is a constant K = K(σ) such that
‖f‖∞ ≤ K sup
λ∈Λ,u∈I
|(f ∗ ϕu)(λ)|, ∀f ∈ Bσ; (8)
(b) Λ satisfies condition (α).
To prove this theorem we need a lemma:
Lemma 1 Assume f ∈ Bσ and {ϕu, u ∈ I} ∈ C0. If (f ∗ ϕu)(0) = 0, u ∈ I,
then f is odd, f(−x) = −f(x), x ∈ R.
Proof. 1. Given a function f ∈ Bσ, set
fr(z) :=
f(z) + f(z¯)
2
, fi(z) :=
f(z)− f(z¯)
2i
.
Then fr, fi are real (on R) entire functions such that f = fr + ifi. It is clear
that both fr and fi satisfy (7), so that they both lie in Bσ. Hence, since every
ϕu is real, it suffices to prove the lemma for the real functions f ∈ Bσ.
2. Let us assume that f ∈ Bσ is real. Write
fe(x) :=
f(z) + f(−z)
2
, fo(x) :=
f(z)− f(−z)
2
.
Clearly, fe ∈ Bσ is even, fo ∈ Bσ is odd and f = fe + fo. Since ϕu is even, we
have (fo ∗ ϕu)(0) = 0, u ∈ I. Hence, to prove Lemma 1, it suffices to check that
if a real even function f ∈ Bσ satisfies (f ∗ ϕu)(0) = 0, u ∈ I, then f = 0.
3. Let us assume that f ∈ Bσ is real and even. If f does not vanish in C
then f(z) = eiaz for some −σ ≤ a ≤ σ, which is not the case. Then f(w) = 0
for some w ∈ C. It follows that f(−w) = 0. Set
g(z) :=
f(z)
z2 − w2 .
Denote byG the Fourier transform of g. ThenG is continuous, even and vanishes
outside (−σ, σ). Now, condition (f ∗ ϕu) = 0, u ∈ I, implies:
0 =
∫
R
ϕu(s)f(s) ds =
∫
R
(s2 − w2)ϕu(s)g(s) ds =
−
∫ σ
−σ
(Φ′′u(t) + w
2Φu(t))G(t) dt = −2
∫ σ
0
(Φ′′u(t) + w
2Φu(t))G(t) dt.
Using property (ζ), we conclude that G = 0 and so f = 0.
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2.1 Proof of Theorem 2
We denote by C different positive constants.
1. SupposeW (Λ) contains an empty set. It means that Λ contains arbitrarily
long gaps: For every ρ > 0 there exists xρ such that Λ∩ (xρ − 2ρ, xρ + 2ρ) = ∅.
Set
fρ(x) :=
sin(σ(x − xρ))
σ(x − xρ) ∈ Bσ. (9)
Then ‖fρ‖∞ = 1. Moreover, using the first estimate in (β), for all x such that
|x− xρ| ≥ 2ρ, we have
|(fρ ∗ ϕu)(x)| ≤
∫
|s|< |x−xρ|
2
2
σ|x − xρ| |ϕu(s)| ds+
∫
|s|> |x−xρ|
2
|ϕu(s)| ds ≤ C|x− xρ| . (10)
It readily follows that (8) is not true.
2. Suppose Λ∗ ⊂ b + (1/a)Z for some Λ∗ ∈ W (Λ), b ∈ R and a > 0. Since
the sampling problem is translation-invariant, we may assume that b = 0.
Consider two cases: First, let us assume that Λ ⊂ (1/a)Z. Set σ = πa.
Clearly, the function f(z) := sin(πaz) ∈ Bσ. Since every function ϕu is even
while f is odd, one may easily check that (f ∗ ϕu)(k/a) = 0, k ∈ Z, so that (8)
is not true.
Now, assume that Λ∗ ⊂ (1/a)Z, for some Λ∗ ∈ W (Λ) and a ≤ σ/π. This
means that for every small ǫ > 0 and largeR > 0 there is a point v = v(ǫ, R) ∈ R
such that (Λ − v) ∩ (−R,R) is close to a subset of (1/a)Z in the sense that for
every λ ∈ (v −R, v +R) there exists k(λ) ∈ Z with
|λ− v − k(λ)/a| ≤ ǫ, λ ∈ (v −R, v +R).
For simplicity of presentation, we assume that v = 0, a = 1, and that
Λ ∩ (−R,R) = {λk : |k| ≤ m}, |λk − k| ≤ ǫ, m = [R], |k| ≤ m. (11)
The proof of the general case is similar.
Fix ǫ := 1/
√
R. Set
f(x) := sin(πx)
sin(ǫx)
ǫx
∈ Bπ+ǫ (12)
and
fk(x) := sin(πx)
sin(ǫλk)
ǫλk
.
Then
∣∣f(λk − s)− (−1)k+1fk(s)∣∣ =
∣∣∣∣[sin(π(λk − s))− sin(π(k − s))] sin ǫ(λk − s)ǫ(λk − s)
∣∣∣∣+
5
∣∣∣∣sin(πs)
(
sin ǫ(λk − s)
ǫ(λk − s) −
sin ǫλk
ǫλk
)∣∣∣∣ .
By (11) and the classical Bernstein’s inequality (see e.g. [6], Lec. 2.10), the
first term in the right hand-side is less than πǫ for every s ∈ R. Using again the
Bernstein’s inequality, wee see that∣∣∣∣ sin ǫ(λk − s)ǫ(λk − s) −
sin ǫλk
ǫλk
∣∣∣∣ ≤ ǫ|s|
∥∥∥∥∥
(
sin ǫ(λk − s)
ǫ(λk − s)
)′∥∥∥∥∥
∞
≤ ǫ2|s|.
Therefore,
|f(λk − s)− (−1)k+1fk(s)| ≤ ǫ(1 + ǫ|s|), s ∈ R.
It follows that for every |k| ≤ m we have
|(f ∗ ϕu)(λk)| ≤ ǫ
∫
R
(1 + ǫ|s|)|ϕu(s)| ds+
∣∣∣∣∣∣
∫
R
fk(s)ϕu(s) ds
∣∣∣∣∣∣ , u ∈ I.
Since fk is odd, the last integrals is equal to zero. Hence, using the first in-
equality in property (β) we conclude that
|(f ∗ ϕu)(λ)| ≤ Cǫ, λ ∈ Λ ∩ (−R,R), u ∈ I.
On the other hand, for all λ ∈ Λ, |λ| ≥ R and |s| < 1/ǫ = √R, we get
|f(λ− s)| ≤ 1
ǫ|λ− s| ≤
√
R
R−√R < 2ǫ.
This and (β) imply
|(f ∗ ϕu)(λ)| ≤ 2ǫ
∫
|s|<√R
|ϕu(s)| ds+
∫
|s|>√R
|ϕu(s)| ds ≤ Cǫ, u ∈ I.
Since ǫ can be chosen arbitrarily small, we conclude that (8) is not true.
3. Assume condition (α) holds. We have to prove (8).
Assume (8) is not true: there is a sequence of functions fn ∈ Bσ such that
‖fn‖∞ = 1, |(fn ∗ ϕu)(λ)| < 1/n, u ∈ I, λ ∈ Λ.
Choose points xn ∈ R such that |fn(xn)| > 1−1/n, and set gn(x) := fn(x+xn).
It follows from the compactness property of Bernstein spaces (see e.g. [6], Lec.
2.8.3), that there is a subsequence nk such that gnk converge (uniformly on
compacts in C) to some non-zero function g ∈ Bσ. We may also assume (by
taking if necessary a subsequence of nk) that the translates Λ − xnk converge
weakly to some Γ ∈ W (Λ). By property (α), Γ is an infinite set which is not a
subset of any arithmetic progression.
Clearly, we have
(g ∗ ϕu)(γ) = 0, u ∈ I, γ ∈ Γ.
By Lemma 1, we see that every function g(x − γ), γ ∈ Γ, is odd. Clearly, this
implies that g is a periodic function and Γ is a subset of an arithmetic progression
whose difference is a half-integer multiple of the period of g. Contradiction.
6
3 Proof of Theorem 1
Throughout this section we denote by C different positive constants.
Recall that the index set I in the definition a kernel {ϕu, u ∈ I} ∈ C is an
interval, which depends on the kernel. The following statement easily follows
from Theorem 2 and the second condition in (β):
Corollary 1 Assume σ > 0, Λ is a u.d. set and {ϕu, u ∈ I} ∈ C. Then there
is a constant K ′ = K ′(σ) such that
‖f‖2∞ ≤ K ′
∫
I
sup
λ∈Λ
|(f ∗ ϕu)(λ)|2 du, ∀f ∈ Bσ.
We skip the simple proof.
3.1 Proof of Proposition 1
Take any function f ∈ PWσ and denote by F its Fourier transform. It follows
from (5) that ‖Φu‖∞ ≤ C, u ∈ I. Hence, the functions F · Φu ∈ L2(−σ, σ) and
‖f ∗ ϕu‖2 = ‖F · Φu‖2 ≤ ‖Φu‖∞‖F‖2 ≤ C‖f‖2.
Clearly, f ∗ ϕu ∈ PWσ, for every u. Using Bessel’s inequality (see e.g.
Proposition 2.7 in [6]), we get
∑
λ∈Λ
|(f ∗ ϕu)(λ)|2 ≤ C‖f ∗ ϕu‖22 ≤ C‖f‖22, u ∈ I,
which proves Proposition 1.
3.2 Proof of Theorem 1
1. Assume W (Λ) contains the empty set. Then for every ρ > 0 there exists xρ
such that Λ ∩ (xρ − 2ρ, xρ + 2ρ) = ∅. Similarly to the proof of Theorem 2, one
may check that the left estimate in (4) does not hold. Indeed, let fρ be defined
in (9). Then fρ ∈ PWσ and ‖fρ‖2 does not depend on ρ. It follows from (10)
that for every u ∈ I we have
∑
λ∈Λ
|(fρ ∗ ϕu)(λ)|2 ≤
∑
λ∈Λ
C
|λ− xρ|2 ≤ 2
∞∑
k=0
C
(2ρ+ kδ(Λ))2
≤ C
ρ
,
where δ(Λ) is defined in (2). Since ρ can be arbitrarily large, the result follows.
2. Suppose Λ∗ ⊂ b + (1/a)Z for some Λ∗ ∈ W (Λ), b ∈ R, and a > 0. Fix a
small number ǫ > 0 and set R := ǫ−2. For simplicity of presentation, we assume
that Λ∗ = Z, and that Λ is closed to Z on (−R,R), in the sense that condition
(11) is true. The proof of the general case is similar.
Consider the function f defined in (12). Then f ∈ PWπ+ǫ. Its Fourier
transform F (t) is an odd function vanishing for |t| < π − ǫ and |t| > π + ǫ. One
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may check that F (t) = C/ǫ on (π− ǫ, π+ ǫ). By property (β), Φu are uniformly
bounded so that
|(f ∗ ϕu)(λk)| = 1
2π
∣∣∣∣∣∣
π+ǫ∫
−π−ǫ
eiλktF (t)Φu(t) dt
∣∣∣∣∣∣ =
1
π
∣∣∣∣∣∣
π+ǫ∫
π−ǫ
sin(λkt)F (t)Φu(t) dt
∣∣∣∣∣∣ ≤ C max|t−π|≤ǫ | sin(λkt)|.
By (11), | sin(λkt)| < Cǫ for |t− π| < ǫ and |k| ≤ m. Hence,
|(f ∗ ϕu)(λ)| ≤ Cǫ, λ ∈ Λ ∩ (−R,R).
This gives ∑
λ∈Λ,|λ|<R
|(f ∗ ϕu)(λ)|2 ≤ CRǫ2 = C, u ∈ I.
Assume |λ| ≥ R. Clearly, |f(λ − s)| ≤ 2/(ǫ|λ|) when |s| < |λ/2| and
‖f‖∞ = 1. Using the first inequality in property (β), we obtain
|(f ∗ ϕu)(λ)| ≤
∫
|s|<|λ|/2
2
ǫ|λ| |ϕu(s)| ds+
∫
|s|>|λ|/2
|ϕu(s)| ds ≤ C
ǫ|λ| .
Since Λ is u.d., this gives
∑
λ∈Λ,|λ|≥R
|(f ∗ ϕu)(λ)|2 ≤ 2
∞∑
k=0
C
ǫ2(R+ δ(Λ)k)2
≤ C
Rǫ2
= C,
where δ(Λ) is defined in (2).
We conclude that
∑
λ∈Λ
|(f ∗ ϕu)(λ)|2 ≤ C, u ∈ I.
On the other hand, it is easy to check that ‖f‖22 = C/ǫ. Therefore, for every
positive A, the left hand-side inequality of (4) does not hold for the functions f
defined in (12), provided ǫ is sufficiently small.
3. Assume condition (α) is true. We have to prove the left hand-side in-
equality in (4).
Set
hǫ(x) :=
sin ǫx
ǫx
, ǫ > 0.
It is easy to check that
hǫ(0) = 1, ‖hǫ‖22 =
C
ǫ
, ‖h′ǫ‖22 = Cǫ. (13)
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For every f ∈ PWσ, we have
‖f‖22 =
∫
R
|f(x)|2 dx ≤
∫
R
sup
s∈R
|hǫ(x− s)f(s)|2 dx.
By Corollary 1, for every x and s,
|hǫ(x − s)f(s)|2 ≤ C
∫
I
sup
λ∈Λ
∣∣∣∣∣∣
∫
R
ϕu(λ − s)hǫ(x− s)f(s) ds
∣∣∣∣∣∣
2
du ≤
C
∫
I
∑
λ∈Λ
∣∣∣∣∣∣
∫
R
ϕu(λ− s)hǫ(x− s)f(s) ds
∣∣∣∣∣∣
2
du.
Write
J = Ju(x, λ) :=
∣∣∣∣∣∣
∫
R
ϕu(λ − s)hǫ(x− s)f(s) ds
∣∣∣∣∣∣
2
.
Then
‖f‖22 ≤ C
∫
R
∑
λ∈Λ
∫
I
Ju(x, λ) dudx. (14)
Clearly,
J ≤ 2(J1 + J2),
where
J1 :=
∣∣∣∣∣∣
∫
R
ϕu(λ− s)hǫ(x− λ)f(s) ds
∣∣∣∣∣∣
2
= |hǫ(x− λ)|2 |(f ∗ ϕu)(λ)|2 ,
and using property (β) and the Cauchy–Schwartz inequality,
J2 :=
∣∣∣∣∣∣
∫
R
ϕu(λ− s)(hǫ(x− s)− hǫ(x− λ))f(s) ds
∣∣∣∣∣∣
2
≤
∫
R
|ϕu(s− λ)| ds
∫
R
|ϕu(λ− s)||hǫ(x− s)− hǫ(x− λ)|2|f(s)|2 ds ≤
C
∫
R
|ϕu(λ− s)||hǫ(x− s)− hǫ(x− λ)|2|f(s)|2 ds.
Observe that
|hǫ(x− s)− hǫ(x− λ)|2 =
∣∣∣∣∣∣
λ∫
s
h′ǫ(x− v) dv
∣∣∣∣∣∣
2
≤ |s− λ|
λ∫
s
|h′ǫ(x− v)|2 dv.
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Hence,
J2 ≤ C
∫
R
|ϕu(λ− s)||s− λ|


λ∫
s
|h′ǫ(x− v))|2dv

 |f(s)|2 ds.
Using (13) and (β), we have
∫
R
∑
λ∈Λ
∫
I
J1 dudx =
∫
R
|hǫ(λ− x)|2 dx
∑
λ∈Λ
∫
I
|(f ∗ ϕu)(λ)|2du ≤
C
ǫ
∑
λ∈Λ
∫
I
|(f ∗ ϕu)(λ)|2du.
To estimate the second sum we switch the order of integration and apply
(13): ∫
R
∑
λ∈Λ
∫
I
J2 dudx ≤
∫
R
∑
λ∈Λ
∫
I
|ϕu(λ− s)||s− λ||f(s)|2

∫
R
λ∫
s
|h′ǫ(x− v)|2dv dx

 duds ≤
Cǫ
∫
R
∫
I
∑
λ∈Λ
|ϕu(λ− s)||s− λ|2|f(s)|2duds.
Now, use the first inequality in (β) to get
∑
λ∈Λ
|ϕu(λ − s)||s− λ|2 ≤ C
∑
λ∈Λ
(λ− s)2
1 + (λ− s)4 < C, u ∈ I, s ∈ R.
Hence, ∫
R
∑
λ∈Λ
∫
I
J2 dudx ≤ Cǫ|I|‖f‖22,
where |I| is the length of I.
Combining this with the estimate for J1 and using (13), we conclude that
‖f‖22 ≤
C
ǫ
∑
λ∈Λ
∫
I
|(f ∗ ϕu)(λ)|2 du+ Cǫ|I|‖f‖22.
Choosing ǫ small enough, the result follows.
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