Abstract-In this paper, we propose an UltraFlow access network enabled by a remotely powered and controlled quasi-passive reconfigurable (QPAR) node. Residing at the remote node (RN), QPAR can dynamically split and route optical channels to any users attached to its outputs, thereby improving bandwidth efficiency and ensuring harmonic coexistence of different network services in the UltraFlow access network. We experimentally demonstrate the proposed UltraFlow access network with a 2 × 4 × 4 QPAR. The QPAR module is powered by a local supercapacitor that is remotely charged by remote laser power. Remote switching control in the QPAR has also been demonstrated with a self-designed control circuit. Scalability of the system is studied in the context of channel power budget and switching control in QPAR. Compared to other RN architectures, QPAR enabled UltraFlow access network uses about 50% less channels on average during low traffic time, and significantly reduces IP service delays in presence of unbalanced IP traffics. Simulation results also indicate that QPAR helps to mitigate the impact of multicast Flow traffic on Flow service delays by a maximum of 90%.
between the antenna tower and the backbone network connected by OFS enabled access network.
Various UltraFlow access network architectures have been proposed to extend the optical Flow service provided by OFS networks to the subscribers of passive optical networks (PON) [9] , [10] . One challenge in the design of UltraFlow access network is to assure the coexistence and high utilization of different wavebands adopted by different optical access services, including EPON, GPON and TDM/WDM (TWDM) PON. Some previous solutions either compromised flexibilities in channel allocation for lower capital expenditure (CapEx) by using arrayed waveguide grating (AWG) at the RN [9] , [11] , [12] , or pursue pure spectrum efficiencies at the expense of high CapEx at user premises [10] . Although past studies on reconfigurable RNs [9] , [13] , [14] offer better balance between network efficiency and CapEx, they failed to achieve fully dynamic wavelength routing (i.e., any wavelength can be routed to any user) and service multiplexing (i.e., simultaneous support of IP and Flow services at the same user premises).
To resolve these two problems, we propose and experimentally demonstrate a reconfigurable UltraFlow access network using a remotely powered and controlled quasi-passive reconfigurable (QPAR) remote node. QPAR was proposed as an alternative to optical splitter and AWG in the future TWDM optical access networks. Its unique structure [15] enables it to route compatible wavelengths to any number of specified outputs, while remain passive during idle time [16] . However, the integration of QPAR and the corresponding performance gain in an optical access network has never been thoroughly studied. In this paper, we discuss how QPAR can help UltraFlow access network to achieve transparent service delivery and high channel utilization. The impact of QPAR on system power budget has also been investigated. The performance improvement in QPAR enabled UltraFlow access network over previous UltraFlow access proposals in presence of unbalanced user traffics and large multicast Flow service demands are quantitatively verified through extensive numerical studies. In addition, the remote powering and control capabilities of QPAR is experimentally demonstrated in a complete access network setup for the first time.
The rest of the paper is organized as follows. In Section II, the architecture of QPAR enabled UltraFlow access is introduced with experiment results on our testbed. Section III focuses on the design and experimental demonstration of remote powering and control circuitries of QPAR. Advantages of using QPAR as the RN in UltraFlow access network are discussed in Section IV. Section V summarizes the paper.
II. QPAR ENABLED ULTRAFLOW ACCESS NETWORK

A. Quasi-Passive Reconfigurable Node
The structure of QPAR is show in Fig. 1(a) . The gateways at the front and back are used to separate/combine legacy IP channels using 1490/1310 nm from/with TWDM and Flow channels using C-band. If no legacy IP PON exists in the UltraFlow access network, they can be removed to improve power budget, or they can be replaced with custom wavelength multiplexer/demultiplexer to extend the waveband support beyond C-band. The two AWGs shown in the figure are used to separate/combine optical channels in the C-band. Each isolated channel passes through the power splitting module (PSM) consisting of cascaded bi-state structures whose detailed schematic is given in Fig. 1(b) . The bi-state element could directly forward the incoming signal from port A to port B (state 1). Alternatively, the optical channel could be first directed into the 1 × 2 splitter (state 2), and one of the two splitter outputs will exit at port C, while the channel from the other output is routed back to port B. By cascading these bi-state elements, different combinations of power levels can be obtained at the outputs of the PSM [15] . Such flexibility in power splitting allows the system to adjust channel sharing among a variable number of users depending on the traffic demands. It also enables better power management for each channel to counterbalance the differences in ONU distance. In addition, the number of cascaded layers can be tailored for specific network size and power budget requirement. If the maximum splitting ratio of each branch is smaller than the number of subscribers, additional splitters may be attached to the outputs of QPAR to further distribute the optical power at the expense of less flexibility in wavelength assignment. The M × M OLS in the space routing module following the PSM switches the signal to any desired output and recombine with other channels destined to the same user premises.
B. Architecture of UltraFlow Access Network
The architecture of UltraFlow access network is designed to accommodate multiple optical access services transmitting at different baud rates on different wavelengths, as illustrated in Fig. 1(c) . To minimize the impact on existing infrastructure and reduce deployment cost, all signals are carried in the same feeder fiber between the CO and RN [9] , [10] . At the RN, QPAR splits the incoming signals and distribute them only to the specified users. Ascribed to its unique structure, the passive splitting and routing functions of QPAR can be dynamically reconfigured for demand changes on the user side. For instance, both user 1 and user 2 subscribe to legacy IP service (e.g., EPON). At the beginning, only user 1 is active and QPAR route the legacy IP channel only to user 1 by setting all OLSs in the PSM to bypass the 1 × 2 splitters. When user 2 also becomes active, the OLS in the first bi-state element will be reconfigured on-the-fly to pass the signal through the splitter, while the M × M OLS in the same branch is also reconfigured to route the signals to both users.
Since QPAR restricts optical signal distribution to only involved parties, no modifications are needed for existing users that subscribe to one service (e.g., user 2 and user 3 in Fig. 1(c) ), when other users upgrades or subscribe to new optical access services. On the other hand, users subscribe to both IP and Flow services may need to install additional waveband splitting devices. If a user (e.g., User 1) subscribes to both legacy IP (e.g., EPON and GPON) and Flow services, the same gateway used inside QPAR can be inserted before the IP and Flow receivers, as shown in Fig. 1(c) . Similarly, for users subscribe to IP access service deployed with WDM technologies as well as the optical Flow service, a WDM coupler could be used to separate the wavebands used by the two services at the expense of less spectrum flexibility. Alternatively, tunable receiver could be adopted for Flow service which is less constrained by CapEx due to its premium nature.
C. Scalability Analysis
The scale of QPAR is designated by a sequence of three numbers N w × N p × N o . N w denotes the number of wavelengths that can be routed individually at the same time (i.e., the number of branches containing the cascaded bi-state structures). This value should be equal to the minimum of the number of wavelengths planned for the UltraFlow access network and the maximum number of AWG outputs. N p and N o represent the numbers of achievable power levels and outputs of QPAR, respectively. The maximum power splitting ratio given by 1 × 2 (N p−1) can be individually adjusted in each branch to balance between spectrum efficiency, quality of service (QoS) and power budget by changing the switching state of the bi-state elements or the number of cascaded layers N l ,
Given the number of legacy IP users U l , the number of achievable power levels in QPAR, N p , for the 1490/1310 nm channel should satisfy the inequality
Similarly, to simultaneously support U w TWDM users and U f Flow users, the scaling parameters of QPAR and the number of wavelength allocated for TWDM IP service and Flow service, W tw and W f , must satisfy the following constraints to ensure enough physical network resources for each user,
The plus one term in Eq. (5) is used to account for the channel used by legacy IP PON. In case the number of subscribers to share the same channel exceeds the design capacity of QPAR after deployment, splitter could be inserted for further channel distribution, if flexibility in channel assignment is less concerned.
The attenuation of each channel in QPAR L QPAR is mainly attributed to three components, where L bi is the attenuation of the cascaded bi-state structure. L mux represents the attenuation introduced by the multiplexing/demultiplexing devices at both ends of the QPAR. In the context of this paper, it includes the insertion loss of the AWG and gateway. The third term L sw m is the attenuation caused by the M × M OLS in Fig. 1 (a). In practice, M could be smaller than N o , given that the operators prefer lower cost and higher power budget to complete wavelength accessibility. To study the full capability of QPAR subject to worst power penalty, we assume that every wavelength can be routed to all QPAR outputs, that is M = N o , in this paper. The attenuation in the cascaded bi-state structure can be expressed as the sum of attenuation in each bi-state elements,
where L bi denotes the attenuation in each bi-state element. Depending on the switching state of the 2 × 2 OLS and its exiting port, optical signal entering from port A of the bi-state element shown in Fig. 1 (b) could experience different attenuations. If the bi-state element is in state 1, the optical signal is directly forwarded to port B. The attenuation at port B will be equal to the power loss in the 2 × 2 OLS denoted as L sw 2 ,
In the case that the bi-state element is in state 2, the optical signal passes through the 1 × 2 splitter. Therefore, the power loss in the splitter L sp should be added to Eq. (8) and attenuation at port C is given by
while attenuation suffered by optical signal exiting at port B can be expressed as
The additional factor of two in Eq. (10) accounts for the second pass of the optical signal through the 2 × 2 OLS when it travels from the output of the 1 × 2 splitter to port B.
As suggested by Eq. (3) to (5), the number of parallel branches containing the cascaded structures and the maximum power splitting ratio need to scale up with increasing number of users for given amount of optical channels. Consequently, attenuation experienced by each shared channel in QPAR also increases. To analyze the scalability of QPAR design in terms of power budget, we consider an UltraFlow access network that has the same architecture shown in Fig. 1(c) . The feeder fiber connecting the CO and QPAR spans a distance of 15 km. After passing through QPAR, the optical channels travel another 5 km in the distribution fiber before reaching the subscribers. Insertion loss of each component in between the CO and end users are tabulated in Table I . Those values are either extracted from data sheet [17] or measured from components in our lab. Some components such as the 64 × 64 OLS are not yet available in the market. Therefore, we derived its insertion loss by combining multiple 2 × 2 OLS. The optical launch power is set to 6 dBm and the maximum capacity of the network is 64 users. Optical powers received at the outputs of the distribution fiber are calculated using Eq. (6) to (10) . Table II , the maximum number of users that can be supported by a legacy IP channel before its optical power drops below -28 dBm (i.e., the common error free sensitivity of transceivers [18] ) is 32. The layered switching structure of QPAR introduces higher insertion loss than a simple RN formed by splitters. However, its value could potentially be reduced by integrating the components in manufacturing process rather than constructing with individual components so that the power budget can be improved to simultaneously support more users. On the other hand, QPAR is mainly designed for flexible management of different services in an access network. Hence, in an UltraFlow access network with a maximum capacity of 64 users, we envision that at least half of the users will have already upgraded to TWDM based optical access services. This makes the power budget of legacy IP channel more than enough in practice. Optical channels for TWDM service and multicast Flow service propagate through the same path. Compared to the legacy IP channel, both services suffer higher signal attenuation ascribed to the additional AWGs at the front and back of QPAR. Each of their channels can support up to eight users as shown in Table II , and therefore, eight wavelengths are required to serve all 64 users in the UltraFlow access network. Alternatively, the network operator may reduce the number of channels by deploying optical amplifier at the user end to improve power budget. Although power supply is readily available at user premises, this method could potentially limit the scalability of QPAR in terms of CapEx. A third option is to employ remote pumping techniques to amplify the signal remotely at the remote node. Remote pumping have been extensively studied [19] , [20] and its integration with QPAR is subject to future work. The received optical power of unicast Flow channel at the output of distribution fiber is listed in the third column of Table II . Since unicast Flow channel is reserved for only one user during each Flow session, its power budget is independent of the scale of QPAR.
D. Experimental Demonstration
The proposed UltraFlow access architecture has been demonstrated in our testbed for two user cases. The experiment setup shown in Fig. 2(a) corresponds to user 1 in Fig. 1(c) who subscribes to the legacy IP access service and Flow service. At the transmitting end, the legacy IP channel operating at 1 Gbps on 1490 nm is combined with a preamplified Flow channel transmitting at 10 Gbps on 1548.9 nm using a 3 dB coupler. The multiplexed signals first propagate through a span of 15 km single mode fiber (SMF) to arrive at a 2×4×4 QPAR. Inside the QPAR, the legacy IP channel is split by 1×8 ratio, while the Flow channel is directly forwarded to the output. The maximum power splitting ratio inside QPAR does not need to match with the number of outputs. By reconfiguring the states of the cascaded Bi-state elements and the 4×4 OLS, any combination of the four achievable power levels can be realized at the outputs. In our BER measurements, the power levels at the four outputs of QPAR is configured to be 1/2P, 1/4P, 1/4P, 1/8P, and the 1/8P channel is measured for worst case scenario. Details of the uneven power splitting is discussed in [15] . After travelling another 5 km SMF to the end user, the legacy IP channel and Flow channel are separated by a gateway. Variable optical attenuator (VOA) is used to adjust the optical power for bit error rate (BER) testing. As can be seen in Fig. 3(a) , both IP and unicast Flow channels achieve almost identical BER performance compared to their respective back-to-back (BtB) links in which the transmitting end are directly connected to the receiving end. This indicates that QPAR introduces no noticeable power penalty other than the power splitting loss as seen in most PONs.
The second user case that corresponds to user 4 in Fig. 1 (c) is demonstrated in the experiment setup shown in Fig. 2(b) . Two C-band channels, 1537.43 and 1558.95 nm, transmitting at 10 Gb/s are used as either TWDM IP channel or optical Flow channel. The optical signals are multiplexed and preamplified before being launched into the 15 km SMF. The testbed configuration between the transmitting and receiving ends are identical to that used in the previous demonstration. At the receiving end, a WDM coupler separates the two channels. The 1558.95 nm channel is amplified by 10 dB to emulate the scenario that each TWDM IP channel is split to support more than 8 users. To evaluate the BER performance of TWDM IP channel, the 1558.95 nm channel is split by 1×8 ratio in the QPAR, while the same channel is passed through the QPAR without splitting, when it is used for BER test of unicast Flow service. As can be observed from the results shown in Fig. 3(b) , the additional amplification stage causes about 2 dB power penalties in the TWDM IP channel and has no impact on the Flow channel. This could be explained by the fact that the optical signal of TWDM IP channel is much weaker at the input to the erbium doped fiber amplifier (EDFA) due to the splitting loss in QPAR. Consequently, the amplified spontaneous emission (ASE) noise in the amplifier lowers the signal-tonoise ratio (OSNR) for the same total receiving power, especially under high amplification gain. Integrating individual components in QPAR and using lower noise EDFA can help mitigate the power penalty in practice.
III. REMOTE POWER AND CONTROL OF QPAR
To maintain the passive nature of the RN and avoid onsite configuration, QPAR is designed to be powered by remotely transmitting optical power from the CO through the feeder fiber [16] . The control signal of QPAR, carrying the states of OLSs, is also remotely transmitted to the RN over the feeder fiber, and further processed by the control circuit.
A. Principles
As shown in Fig. 4 , the required power of QPAR is remotely supplied by a high power laser in the CO. The optical power is transmitted to the RN and converted into electrical power by the photovoltaic power converter (PPC). The converted electrical power is stored locally in a super-capacitor (SC), which has a very high capacitance (i.e., rated in farads). Compared with rechargeable batteries, SCs can be charged and discharged much faster. They are also more durable. The charged SC is used to power the OLSs as well as the control circuit of the QPAR.
The control circuit of QPAR is designed as illustrated in Fig. 5 [21] . To avoid current drainage that could decelerate the SC charging process, an analog switch SW1 is used to disconnect the control circuit from the SC. Only the SW1 Control Unit is connected to the SC power supply to detect the arrival of incoming control signals when QPAR is in the passive mode. Once the control signal arrived, SW1 is tuned on and the Control Circuit Decoding Unit starts to extract the QPAR state information from the control signal and map it onto the designated OLSs. SW2 is a 1 × N analog switch, which is designed such that power is only supplied to the OLSs that need reconfiguration. This not only reduces the energy consumption, but also simplifies the control circuit and improves its scalability.
B. Experiments
We have implemented the remote power and control of a 2 × 4 × 4 QPAR shown in Fig. 6 . The 1480 nm pump laser is used as the powering laser. The optical control signal is transmitted at 1553 nm and the copropagating user data is transmitted at 1595 nm. Band multiplexers (demultiplexers) are used to couple (decouple) the optical power, control and data channels into/out of a 15 km SMF.
The PPC consists of eight InGaAs photodiodes (PDs) connecting in series to form a 1 × 8 PD array. During the charging process, about 14 dB optical power is fed into the PPC (i.e., 4 dBm/PD) operating in the photovoltaic mode. The 0.1 F/5 V SC can be charged from 0 to 4.6 V in 310 s. No power penalty is observed in the ordinary data channel when being transmitted along with the power light [16] .
An arbitrary function generator is programmed to generate the control signal, which is then modulated onto the 1553 nm optical channel. After converted to electrical signal by a 1 × 4 InGaAs PD array in QPAR, the encoded switching instructions are extracted by the control circuit to toggle the states of the OLSs. To ensure the correctness of the control process, the same control signal is repeated for three cycles. In each cycle, the control circuit and power supply to the OLSs are remained ON for 200 ms and OFF for 100 ms. In such configuration, there are 24 consecutive cycles before the SC voltage drops below 3.5 V, as illustrated in Fig. 7(a) . Here, 3.5 V is the threshold voltage for efficient and stable OLS operations [21] . The electrical control signal of each reconfiguration cycle and the corresponding changes in the optical power level at the output of QPAR node are shown in Fig. 7(b) .
Power leakage of the proposed remote power system has also been characterized. When the fully charged SC is connected to the control circuit without active operations, it takes 40 h for the voltage to drop below 3.5 V. Equivalently, within approximately 40 h, QPAR can be reconfigured without charging the SC again. 
IV. ADVANTAGES OF QPAR IN ULTRAFLOW ACCESS NETWORK
A. Graceful Upgrade in UltraFlow Access Network
UltraFlow access network provides dual-mode optical access services, IP and Flow, to the end users over the same fiber infrastructure. In [10] , optical channels for IP and Flow services are distributed by a splitter at the remote node and are separated at the user end using a custom gateway. Although such design simplifies the remote node structure, it requires installation of gateway at each user premise regardless of their service subscriptions. Consequently, deployment time and cost scale up with total number of subscribers rather than the actual number of Flow users. In addition, legacy IP users in the UltraFlow access network may asynchronously upgrade to TWDM or other optical access technologies in the future. Changes in waveband planning for new services may require major modifications at all user premises, if fixed structure such as a splitter is used at the remote node. Requirement of sophisticated tunable receivers at user premises for TWDM IP service also makes splitter a less attractive candidate for RN, although it may offers higher degree of freedom in bandwidth allocation compared to proposals using AWGs [9] , [11] , [13] .
On the contrary, the dynamic channel splitting and routing capability of QPAR enables it to conceal the complexity of waveband management from the end users. As shown in Fig.  1(c) , each user only receives the wavelength assigned to it. No tunable channel filtering is needed at the receiving end, unless the user subscribes to more than one service (e.g., IP and Flow services). Moreover, no modification is required at user premises that are not upgrading, when new service is being deployed to the other users in the same UltraFlow access network. As a result, new services can be deployed with much lower CapEx and minimum disruption to existing users.
B. Dynamic Resource Allocation for TWDM IP Service
Compared to AWG based remote nodes, QPAR improves the system performance in presence of unbalanced upstream user traffics by providing finer granularity in IP resource allocation. Consider an UltraFlow access network containing 64 subscribers to the TWDM IP service. It supports up to eight optical channels and each channel can serve 8 users without amplifications. To be consistent with our experiment testbed, the transmission speed of individual optical link is set to 10 Gbps. The distribution of IP traffic is assumed to be Pareto with a Hurst parameter of 0.8. The scheduling algorithm proposed in [22] is used to allocate channel bandwidth for each 2 ms transmission cycle. Four UltraFlow architectures with different RN configurations are simulated for comparisons: 1) Splitter architecture: One 1 × 64 optical splitter at the RN evenly distributes optical channels to all subscribers equipped with tunable receivers [10] ; 2) QPAR architecture: One 8 × 7 × 64 QPAR dynamically splits and routes wavelengths to the users depending on real-time traffic demands; 3) F-AWG architecture: Each output of a 1 × 8 AWG is connected to a 1 × 8 splitter that splits the signals to a group of eight users [11] ; 4) R-AWG architecture: Combinations of reconfigurable optical switches and splitters are attached to the outputs of a 1 × 8 AWG [9] , [13] . Every eight users form a user group that can be served by channels routed from any of the eight AWG outputs. Fig. 8 shows the TWDM IP service delays obtained in these four UltraFlow access architectures subject to different traffic distribution patterns. The unbalance in user traffic is quantified by a percentage value that refers to the proportion of traffic demands attributed to 24 out of total 64 users. Users belonging to either the high demand group or the low demand group generate the same amount of traffics.
As seen in the graph, the bandwidth efficiency of QPAR architecture is comparable to that of the splitter architecture. Increase in unbalanced user traffic has virtually no impact on the performance of QPAR enabled UltraFlow access network. Meanwhile, lower flexibility in wavelength assignment pushes up the IP service delays in the F-AWG and R-AWG architectures quickly, as the IP traffic load stretches beyond 0.7. Their performance further deteriorates, when the amount of unbalance traffic increases to 70%.
In addition to its adaptability to unbalanced network traffic, QPAR also helps reduce the number of active IP channels under low traffic loads. By exploiting the dynamic splitting and routing capability of QPAR, the UltraFlow access management system can assign the same channel to more TWDM IP users whenever aggregated traffic on that channel drops below a prescribed threshold, and turn the idle transceivers into sleep mode. Assuming the same UltraFlow access network as above and even traffic distribution, Fig. 9 shows the number of active channels used by the four aforementioned remote node configurations at different traffic loads. The threshold of IP traffic load is set to 0.8 so that as many as users will be combined onto the same channel as long as the aggregated traffic load on that channel is below 0.8. The threshold can be adjusted to meet various constraints in practice.
As shown in the graph, the QPAR architecture shares the same channel usage profile with the splitter architecture. On the contrary, the F-AWG architecture constantly engages all avail- able channels due to its immutable wavelength sharing scheme, while the number of active channels in the R-AWG architecture quickly increases to its maximum after IP traffic load exceeds 0.5. On average QPAR enabled UltraFlow access network uses around 50% less channels than F-AWG and R-AWG architectures, when IP traffic load is less than 0.5. These simulation results prove that QPAR outperforms AWG based remote node solutions in bandwidth efficiency.
C. Efficient Channel Utilization for Multicast Flow Service
Multicast Flow service in the UltraFlow access network has been studied in [23] based on our previous proposal using splitter at the remote node [10] . However, the usage of splitter requires installation of waveband management devices at each user premises and risks the exposure of user data to unintended recipients. Although replacing the splitter with AWG or a combination of AWG and reconfigurable switches [9] , [13] helps mitigate those issues, that will prevent multicast of Flow channels to users in different sub-networks. The dynamical wavelength splitting and routing capability of QPAR enables it to offer multicast Flow service within the entire UltraFlow access network without the above drawbacks. Simulation results shown in Fig. 10 compare the average Flow service delays in an UltraFlow access network using either R-AWG or QPAR as the RN, given different proportions of multicast Flow traffic. In either case, the UltraFlow access network serves 64 Flow users with eight channels operating at 10 Gbps. The arrival of Flow transmission requests follows Poisson distribution [6] , [8] , [24] and the size of each Flow transaction uniformly distributes between 1 Gb to 10 Gb. The laser tuning time is 10 ms and the guard time between two Flow sessions is 1 μs. The next available support channel (NASC) algorithm is adopted for Flow request scheduling [25] . Therefore, both unicast and multicast Flow requests are assigned to the channel with earliest possible starting time which is the maximum of the earliest available time of the channels and the finish time of previous Flow requests pending on the same OFNU.
As can be seen from the graph, QPAR successfully suppresses the average Flow service delays in presence of multicast Flow traffics. Compared to R-AWG architecture, our proposed QPAR architecture improves the average Flow service delay by a maximum of 80%. Moreover, the average Flow service delay in the R-AWG architecture is more than doubled, when the proportion of multicast traffic increase from 10% to 30%. Meanwhile, the average Flow service delay in QPAR enabled UltraFlow access network only marginally increases, and the reduction in Flow service delay is increased to about 90% at its maximum. The results verify the effectiveness of QPAR in improving channel utilization for multicast Flow traffic.
V. CONCLUSION
In this paper, we propose an UltraFlow access architecture with a remotely powered and controlled QPAR node. The unique functionalities of QPAR facilitates the coexistence of network services operating in different wavebands. It also enables graceful and asynchronous service upgrades in the UltraFlow access networks, which can hardly be achieved cost-effectively by using splitters at remote node. The feasibility of remote powering and control has been experimentally demonstrated with a 2 × 4 × 4 QPAR. After being charged by remote light source, a local SC can support tens of consecutive switching operations, and has a standby time for around 40 h. Extensive simulations verify the advantages of QPAR in bandwidth allocation compared to AWG based remote node solutions. On average, QPAR enabled UltraFlow access network saves around 50% channels for TWDM service, when the traffic load is below 0.5. QPAR also helps significantly reduce IP service delays in presence of unbalanced user traffics. Moreover, QPAR reduces average Flow service delays by a maximum of 80% and 90% in presence of 10% and 30% multicast Flow traffics.
