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OPTIMIZAT ION PROBLEMS RELATED TO WATER 
QUAL ITY  CONTROL IN  AQUATIC  ECOSYSTEMS 
M. N. ANTONIOS 
AT&T Bell Laboratories, Crawfords Comer Rd, Holmdel, NJ 07733-1988, U.S.A. 
A~traet--In this paper first two mathematical models of the nutrient cycle in aquatic ecosystems are 
reviewed and modified. The first model is a single nutrient (nitrogen, phosphorus . . . . .  etc) model, 
by Antonios-Hallam in 1984, with consumer density-dependent grazing formulation and one control 
variable. The second model, introduced by Antonios in 1987, is a two-trophic level aquatic ecosystem with 
two complementary nutrients and two control variables. Then, by regarding the influent nitrogen and/or 
phosphorus concentrations as control variables of the system, several optimization problems are proposed. 
Finally some numerical techniques are suggested to put together the optimal control parts in the fight 
sequence. 
1. INTRODUCTION 
Applications of optimal control theory to ecological problems initiated only in the late 1960s. 
It appears that several authors, independently of each other, began to apply optimal control theory 
to ecological problems at about he same time [1-5]. Recently Clark [6], Conway [7] and Wickshire 
[8] have reviewed the applications of optimal control theory in resource management and in the 
control of epidemic. 
In applying optimal control theory to ecological problems, one faces at least two difficulties. 
First, an adequate model of the ecosystem is required. Second, realistic models of ecosystems would 
have many state variables. This leads to considerable computational difficulties. For these reasons 
the potential usefulness of optimal control in the management of ecosystems is demonstrated here 
by applying it to some simple nutrient-controlled aquatic models. 
By applying optimal control theory to aquatic models, we tried to achieve the following goals: 
(i) Discovering what, if anything, can be optimized in aquatic models (e.g. biomass, 
effort, energy, etc.). 
(ii) Finding some nutrient control programs to manage water systems ubject o 
accelerated eutrophication because of waste discharges. 
(iii) Predicting the effects of expected future nutrient discharges. 
The formulations and equations presented in Sections 3 and 4 with the analytical methods 
employed there, demonstrated that some ecomodels can be controlled to state of persistence by 
addition of sufficient quantity of nutrient. As we shall see in the following sections, this controlling 
nutrient can be applied to one or more than one component. The results achieved here for two- 
trophic level models can be extended to more generalized models of higher dimensions which need 
not necessarily be conservative. 
2. NUTRIENT-CONTROLLED TWO-TROPHIC  LEVEL  AQUATIC  MODELS 
The quality of natural waters can be markedly influenced by the growth and distribution of 
phytoplankton. Utilizing radiant energy, these microscopic plants assimilate inorganic hemicals 
and covert hem to cell material which, in turn, is consumed by the various animal species in the 
next trophic levels. Thus, the existence of phytoplankton is essential to all aquatic life. On the other 
hand, the quality of a body of water can be adversely affected if the population of phytoplankton 
becomes o large as to interfere with either water use or the higher forms of aquatic life. In 
particular, high concentrations of alga biomass cause large diurnal variations in dissolved oxygen 
which can be fatal to fish life. Phytoplankton can also cause taste and odor problems in water 
supplies and in addition, contribute to filter clogging in water treatment. 
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The interaction between the phytoplankton population and the next trophic level, the herbi- 
vorous zooplankton, is a complex process. In the literature, three types of grazing representations 
prevail. 
(i) The mass action product [9, 10] 
Where the grazing rate G, is directly proportional to the product of the concentration ofnutrient 
in phytoplankton, P and zooplankton, Z. 
G (P, Z) = kPZ, (2. l) 
where k is a proportionality constant. 
(ii) Michaelis-Menten-Monod (M3) type [11-13J 
ZP 
G2(P, Z) = E R +-----~, (2.2) 
where E and R are constants. Equation (2.2) permits grazing rate to become proportional to 
zooplankton population as phytoplankton becomes abundant. 
(iii) Consumer density dependent models [14] 
See Section 3 
EPZ 
G3(P, Z) = R + P + bZ' (2.3) 
where E, R and b are parameters of the model. 
(iv) Two complementary nutrients models [15] 
See Section 4. This model has the same grazing formulation as in (iii) but the producer, 
phytoplankton P, growth rate is a function of the two nutrients, nitrogen N and phosphorus S, 
and has the form 
g(N, S) = btN/(a~ + N) +(btN + b4S)/(a~ + N + a2S), (2.4) 
wherein (2b~) is the maximum rate of nitrogen by the plant population in the absence of 
phosphorus, a~, is the half saturation constant for nitrogen, (b4/a:) is the maximum uptake rate 
of phosphorus by the plant population in the absence of nitrogen, and (a~/a2) is the half saturation 
constant for phosphorus. 
3. CONSUMER DENSITY-DEPENDENT PRODUCER-CONSUMER 
MATHEMATICAL MODEL 
The model discussed here is a two-trophic system consisting of a generic nutrient component 
(e.g. nitrogen, phosphorus), a generic plant component (producer, e.g. phytoplankton), and a 
generic herbivore component (consumer, e.g. zooplankton). The nutrient in the system is assumed 
to be fundamental in the sense that a modification of the total amount of nutrient can have 
an effect upon the system. In the model, N = N(t) represents he concentration of nutrient in the 
pool, P = P(t) represents the concentration of nutrient in the plant component, and Z = Z(t) 
represents he concentration of nutrient in the grazer population. The growth rate of the producer 
population is assumed to be modeled by the formulation VmNP/(K + N), wherein I'm is the 
maximum uptake rate of nutrient by the plant population and K the half saturation constant. 
A loss from a biotic component is assumed to be proportional to the concentration of nutrient in 
that component. 
The formulations (i) and (ii) (Section 2), allow the rate of grazing per unit consumer to be a 
function of producer density only. A purpose of this model is to employ a consumer density 
dependent representation of grazing. The grazing formulation is assumed to be of the form 
G(P, Z) = EPZ/(R + P + bZ), where E (time-I), R (concentration), and b (dimensionless) are 
constant parameters. 
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This formulation may be obtained in a manner analogous to that of the classical Holling disc 
model [16]. In this derivation, it can be shown that the parameter b is proportional to the average 
time spent in an interaction between two consumers. 
The density dependent representation G has some conceptual dvantages over a formulation of 
M 3 type. It reduces to an M 3 type when b -- 0; however, b > 0 allows the modal to reflect herbivore 
density effects. Motivated by some experimental work by Salt [17], and others. De Angelis et al. 
[18] proposed a similar expression for situations where a consumer population does not increase 
proportionately because of intraspecific competition. This grazing function has the property that 
when the plant population is abundant (P >> R + bZ), then an increase in P will not increase 
the rate of grazing per unit herbivore. When the herbivore population is large (bZ >> R + P), 
then the grazing rate is approximately a linear function of plant nutrient, EP/b. Another form 
of consumer density dependence has been employed by Gallopin [19], who used an expression 
of the form G(P, Z )= EZ[1 -exp( -~P/Z) ] .  Nisbet and Gurney [20] have employed a represen- 
tation of producer utilization of nutrient hat incorporates producer density dependence and 
studied the stability and vulnerability of a closed system. The formulation here reflects density 
dependence but operates in material transfer at the producer-consumer level rather than the 
nutrient-producer l vel. 
The proposed model has the form (see Fig. 1) 
P(t) = P~: (N) - BP - Z~ (P, Z)  = F: (P, Z, N, u) 
Z(t)  = Z~b,(P, Z) - DZ = F~(P, Z, N, u) 
_K[(t) = -Pdp,(N) + BP + DZ + Ju(t) = F,(P, Z, N, u), (3.1) 
with 
f,i u(s) ds. P(t) + Z(t) + N(t) : P(to) + Z(to) + N(to) + ~ (3.2) 
P(to), Z(to) and N(to) are the initial values at t -  to, B, D are death (washout) rates of 
phytoplankton and zooplankton respectively, 
dPt (N) = VmN/(K + N), (3.3) 
~t (P, Z) :- EP/(R + P + bZ), (3.4) 
u(t) is the input control variable, u(t)e U,  and Ut is the set of all admissible controls (piecewise 
continuous functions bounded by two finite costant limits). 
Critical points of the model 
The model (3.1) with ~ : 0 may be reduced to a two-dimensional system in P and Z by 
using the total nutrient equation (3.2) with P(t) + Z(t)  + N(t) = P(to) + Z(to) + N(to) ffi M and 
eliminating N, 
M-P-Z  B E R p , dP p V_K+ 
dt M - P - Z + bZ 
-d-i=ze D. R+P+bZ 
8. _i N 
-I 
T 
_[ 
-I 
f 
NP 
-I 
f 
NZ 
Fig. 1. Two-trophic level aquatic model with one control variable. 
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Table 1. The equilibrium structures of model (3.1) and the conditions for their existence 
Equilibrium structures Conditions for existence 
(0, 0) 
(P~, 0), (0, 0) 
(/'~,Z3), (PL 0), (0, 0) 
Always exist for V m > 8, M > 0 
C,,> B, M > BK/ (Vm-B)  
I'm > B, E > D, M > BK/(V m - B) + RD /(E - D) 
According to the values of the parameters, there can exist equilibrium structures of the types 
listed in Table 1, where 
P~ = M - BK/(Vm - B), P* = D(R  + bZ*) / (E  - D), 
Z*  = (M - P*  - N~ ) (E  - D ) / (E  - D + Db ) (3.5) 
and N* satisfies the equation 
~N .2 + [3(M)N* + ~(M) = 0, (3.6) 
with 
and 
= E[E  - D - b (V~ - B)], 
~(M)  = (Vn, - B ) (E  - D + bD ) (R + P*) - ~(M - P*) + EK(E  - D + bB). 
y(M) = -KB(E  - D + bD) (R  + g*)  - EK(E  - D + bD) (M - P*) 
P* =DR/(E -D).  
The expression ~(M) is always negative, since E > D. Whenever b < (E - D)/(Vm - B), there is 
a single positive solution of equation (3.6); whenever b > (E - D)/(Vm - B), equation (3.6) has 
two positive roots but only one is less than M. 
Stability o f  the equilibrium 
The behavior of equations (3.1) near the different equilibria is summarized in Table 2. There S 
means that the critical point is stable, and ,, U (m = 1, 2) means that the critical point is unstable 
and the number of unstable eigenvalues of the Jacobian matrix at the critical point is equal to m. 
M*, critical level of the total nutrient, is now presented. 
Linearization about (P3, Za ) results in the characteristic equation 
~2 _ q(p~,, z* )~ + e l (e ; , ,  z ; , )  = 0, 
where 
and 
q(P;~, z~,) = E(1 - b) 
(3.7) 
P~Z~, P~ (3.8) 
(R + P~ + bZ*) 2 VmK(K + N*)  2 
P3 Z3 KVm ER 
I (P* ,Z* )= E R + P .  + bZ,  ~ . (3.9) 
Table 2, Properties of the critical points of system (3.1) 
Total nutrient level (0, 0) 
BK 
0<M< S V~-B 
BK BK DR 
V _~<M<v---'~'~_B'+E_D ,U 
BI(, DR 
Vm~+-'E'~'~_D <M <M* IU 
M > M* iU 
b>b*  O~b~b*  
(p~, o) (P~, z~) (o, o) (P~, o) (PL zD 
S - -  ~U S - -  
1U S ~U iU S 
~U S tU tU 2U 
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Fig. 2. A graph of the critical value of the total nutrient, M*, vs the density parameter b in the grazing 
function. Note b = 0 for the M3 model and b*_~ 0.29857. 
From these equations and the values of P* and Z3* there is a critical value, b*, of the parameter 
b such that q < 0 for all b > b*. On the other hand if0 ~< b ~< b*, then the sign of q depends upon 
the system total nutrient, M. In particular there is an M* > 0 such that if M > M* then q < 0 and 
if M < M* then q < 0 whenever b > b*, both eigenvalues of the linearized system have negative 
real parts; hence, the equilibrium (P~',Z~) is always locally asymptotically stable. The flow 
associated with system (3.1) cannot contain a limit cycle, as may be demonstrated by employing 
Dulac's modification of Bendixson's nonexistence criterion [35] with the auxiliary function (PZ). 
As the system cannot contain any cycle graphs, the behavior mode of system (3.1) for b > b* is 
always global asymptotic stability of the equilibrium (P*, Z*). 
In the case that b < b*< (E -D) / (Vm-B)  < 1, after solving for P* and Z* in terms of 
N~', a unique solution, N* = N*, of q(Pf(N*),  Z* (N*) )= 0 can be found. The value M* 
given by 
N*+ * * * * * P3 (No) + Z3 (Nc ) = M , (3.10) 
is the value of the system total nutrient where a Hopf bifurcation occurs. The exchange of stability 
is noted in Table 2. The values of the critical level of M* for different values of the parameter b 
are presented in Fig. 2 and Table 3. 
Rather than presenting the computational arguments supporting a Hopf bifurcation, the 
sensitivity of the system (3.1) to the parameter b and the dynamic behavior of the system near to 
M* is studied numerically as presented in Fig. 3. In each of the graphs b < b*, M > M*, and the 
Table 3. The critical value of the total nutrient M* vs the parameter h in the grazing function 
G = EPZ/ (R  + P + hZ) 
Mlmodel 0.00 1.3720 0.8824 3.8000 5.7550 
0.05 1.8050 1.0190 4.6560 7.4840 
0.10 2.2300 1.2480 6.2210 9.6990 
0.15 2.6480 1.6560 8.7630 13.0700 
0.20 3.0700 2.5310 14.0100 19.6100 
0.21 3.1550 2.8390 15.8400 21.8300 
0.22 3.2410 2.2360 18.1900 24.6700 
0.23 3.3270 3.7680 21.3300 28.4200 
0.24 3.4140 4.5140 25.7200 33.6500 
0.25 3.5010 5.6370 32.3300 41.4700 
0.26 3.5890 7.5220 43.4100 54.5200 
0.27 3.6780 11.3300 65.8000 80.8100 
0.28 3.7670 23.1100 ! 34.9000 i 61.8000 
0.289 3.8480 386,2000 2,266.0000 2,656.0000 
0.2895 3 .8530 3 ,091 .0000 18,150.0000 21,240.000 
0.28957 3.8530 160,200.0000 944,200.0000 1,105,000.0000 
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Fig. 3. A numerical study of the sensitivity of system (3.1) to the parameter b with M > M*. The 
components of system (3.1) are oscillatory with the nutrient (N) graph represented by @, the producer 
component graph represented by O and the consumer graph represented by A. 
interior equilibrium is unstable. As b approaches b*, the ultimate magnitude of the oscillations 
decreases. 
The parameter values employed in the calculations are given in Table 4 and are those used in 
Refs [20, 21] for a planktonic system. 
Extinction and persistence results 
Employing differential inequality techniques in the model results in the following extinction 
criterion: if B(M + K) > VmM then l imt~P(t )  = 0. If E ~< D then lim,_,o~ Z(t) = 0. 
An analysis of the possible extinction attractors leads to the persistence criterion. The model (3.1) 
is persistent if and only if ~b~(P*, 0 )> D/E, hence, any consumer density dependent effect 
included in model (3.1) is not reflected in the persistence of the community. However, as noted 
above, density dependence can have a considerable ffect upon the structure of the solution space 
of a nutrient-resource-consumer model. 
4. TWO COMPLEMENTARY NUTRIENTS MODEL 
In this model the cycles of two nutrients, nitrogen and phosphorous are considered. As illustrated 
in Fig. 4 these cycles consist of four crucial elements [22], i.e. phytoplankton, P, zooplankton, Z, 
Table 4. Parameter values of system (3.1) 
Parameter Units 
Vm = 0.01 h -I 
K = 0.75 ugN/l  
B = 0.0025 h- 
E = 0.0027 h-I 
R = 1.5 .ugN/l 
0 ~< b < b* = 0.28957 Dimensionless 
D = 0.001 h-1 
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inorganic and organic nitrogen, N and inorganic and organic phosphorus, S. Constant volume of 
water is assumed. Thus, the inflow of water is equal to the outflow rate. 
It is also assumed that the death rates of phytoplankton and zooplankton can be neglected 
compared to the dilution (or washout) rate. Thus, the principle of conservation of nutrients and 
biomass in Fig. 5 gives the basic equations of the model: 
P(t) = P(t)ck2(N, S) - P(t) -~Z$2(P,  Z) = Fro(P, Z, N, S) 
2 (0  = Z(t)~O2(P, Z)  - Z(t)  = F2(P, Z) 
iV(t) = -~ l  P(t)~b2 (N, S) - N(t) + 61 ul = F3 (P, Z, N, S, ul) 
;~(t) = -a2P(t)ck2(N, S) - S(t) + &u2 = F4(P, Z, N, S, u2) 
where 
where 
N(0) >t 0, P(0) i> 0, Z(0) t> 0, (4.1) 
biN blN + b4S 
~b2(N, S) a~ + N + al + n + a2S' (4.2) 
EP 
~b2(P, Z) = R + P + bZ'  (4.3) 
t = time, t eR+ = [0, oo); 
N = N(t)---nitrogen concentration (inorganic and organic); 
S = S(t)--phosphorus concentration (inorganic and organic); 
P = P(t)---phytoplankton population; 
Z = Z(t)--zooplankton population; 
ut = first control variable (input concentration rate of nitrogen); 
u2 = second control variable (input concentration rate of phosphorus); 
= conversion efficiency (PZ-~); 
= conversion efficiency (PZ-m); 
a I = the fractional N-composition of a P-cell; 
a2 = the fractional S-composition of a P-cell. 
Critical points of the model 
The critical points of the autonomous ystem (4.1) with 6i = 0, i = 1, 2 are given in Table 5, 
where 
G(N)= O2(N, 6+ ~N) ,  6 = ~ ,  S(°) - ~,a~ N(°), 
$=6+~,  15 1 (N(O)_)Q), - 1 ~l = -~ N = ~-~ [ -B  + (B 2 - 4AC)I/2], 
A =(bl--  1)K4+K2, B =(b l - -  1)K3+aI(K2-K4)+KI,  C =al (K i -K3) ,  
K l  -~ 6b4, K2 = b, + b4 ~ , K3 = al -t- 6a  2, K4-- 1-t-~2a-----~ 2, 
ot I ot I 
e=G(N*), 1<e<- -min  
a ( ~l ~¢2 .1 
p, R +EZ*  Z*-- (E--0R S, f f i6+~N, ' N, ffiN(O)_oqp,~. 
= b- I  ' ~(b -1) - (e - l )E '  ~t 
It is clear that (El) and (E2) are located on the boundary o fD ffi {(N, S, P, Z): N, S, P, Z >I 0} and 
that the critical point (E3) is located inside D. 
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Fig. 4. Nutrient and biological cycles of a two-nutrient aquatic system. 
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Table 5. The equilibrium structures of model (4.1) and the con- 
ditions for their existence 
Equifibrium structure Conditions for existence 
(El): N 0, S 0, O, O) 
(E2): (/q, $, P, 0) 
(El): (N (°), S (°), 0, 0) 
(E3): (N*, S*, P*, Z*) 
(E2): (N, g, #, 0) 
(El): (N (°), S (°), 0, 0) 
Always exists for N (°) > 0, S O > 0 
b ~ 1, bl > 1, a2<b4<bla 2 
N(°' > max {G -~(l), ~2 (S(O) - b4a~_ a~) } 
b>l ,  b j> l ,  a2<b4ebla2, 
N(°) > "t P*', St') > ~2 P*' 
Stability of the equilibria 
The behavior of equations (4.1) near the different equilibria is summarized in Table 6, where S 
and ~, U (m = 1, 2) are as defined in Table 2. 
5. STATEMENTS OF THE OPTIMIZATION PROBLEMS 
The outline of the optimization problem considered in this section is given in Fig. 6. The results 
of these different cases are presented and compared in the following sections. Suggestions toexpand 
them to higher dimensions and nonconservative models are made. 
Models with one control variable (3.1) are considered first and then the results are generalized 
to those with more than one input (4.1). The time derivatives of the different functions in system 
(3.1) can be written in the simple forms: 
D(¢0 =A(P, Z, N) + aA(P, Z, N)u; (5.1) 
D(¢',) = f3 (e, Z, N) + 3f4 (P, Z, N)u; (5.2) 
0(0/1) =fs(P, Z, N)P + ft(P, Z, N)2; (5.3) 
D($,p) =fi(P, Z, N)/~ +fs(P, Z, N)2 (5.4) 
and 
D(~,z) =f9 (P, Z, N)/~ +f~0(P, Z, N)2 (5.5) 
where ~e and ~z  are the first partial derivatives with respect to P and Z respectively and ~b~ is 
the derivative with respect o N. 
Optimal control problems 
For ecosystem odels described by differential equations, the appropriate tool for formulating 
optimal policies is the continuous-time optimal control theory using the maximum principle. The 
standard continuous-time optimal control problem for managing an ecosystem is as follows. 
Find the control program u(t) [that is, determine (i) rate of application and (ii) periods of 
application] that satisfy the following: 
(System) f((t) = F(X(t), u (t)); 
X(t) = (xl(t), x2(t), x3(t)) T 
= (P(t), Z(t), N(t)) T (5.6) 
(Initial conditions) X(to) = X0; (5.7) 
(Terminal conditions) L~(T, X(T)) = 0, s = 1, 2 . . . . .  k; (5.8) 
(Control variable constraints) (Umi, ~< u(t) <~ Um~; (5.9a) 
(State variables constraints) (P(t) + Z(t) + N(t)), --kl >t O, (5.9b) 
where k~ is the persistence limit for model (3.1) 
(Objective) rain G(X(T), T) + dt . (5.10) 
u 
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g(N c), S (°)) > 1, 
g(N (°1, So)> 1, 
g(N 0, S ('1) > 1, 
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Table 6. Properties of the critical points of system (4.1) 
Conditions 
(E --  l ) (a -- E) w > 0<w ~<(E l)Oz 
I E~ 
otbP* ~bP* 
El E2 E 3 El E2 E3 
S - -  - -  s - -  - -  
a~ b4 
NI°) <G I(l)+~lP*<~ bla2_b~+;qP* iU S - -  ~U S - -  
cqa G- I ( I )  < a~b4 jU ~U S IU tU 2U N {°) > G -I(1) + f f~ ,  bt a2 _ b4 
NO<G- I (1 )+oqP  *, G- I ( I )>  atb4 IU 2U S =U 2U zU 
bl a2 - -  b 4 
Here G and f0 denote scalar continuous objective functions. For example, G might be 
G(X(T) ,  T) = [ (P (T )  - Cl )2 + (Z (T )  - C2) 2 + (N(T)  - C3)2], (5.11) 
which represents the deviations of the final point (P(T), Z(T), N(T)) from a desired target 
(G, G, G). 
Optimal control problems with a linear control variable [16, 17] 
The problems to be solved in this section are to find the control programs for model (5.1) that 
drive the system from a given initial state to a desired target set, and such that the performance 
index J, given by equation (5.12) is minimized: 
fo J=[(P(T)--C,)2+(Z(T)-G)=+(N(T)--C3)2]+ (O+=tul+flP +~Z + yN)dt], 
O, =, /~, r/, y, ~>0, O+~+/~+r /+y>O.  (5.12) 
In this problem we have state variables constraints in the form 
g(X( t ) )  >>. O, (5.13) 
where g is an l-vector function of the state and possibly time, which has continous first and 
second partial derivatives with respect o X(t). Our approach will be to transform the/-inequality 
constraints (5.13) into a single equality constraint, and then to augment he performance measure 
with this equality constraint [9, 17, 23]. 
8 X3(t) 
u'(t)' 
Umax 
U min 
|S inguLar  
r~- -cont roL  
I I intervoL 
I I =t  
I 
Fig. 7. The relationship between an extremal control and an extremal costate for the optimal energy 
problem. 
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Let us define a new variable w(t)  by 
~i,(t) = [gl (X(t))]:Ui +""  + [gt(X(t))]2Ut, (5.14) 
where Ui is a unit Heaviside step function defined by 
0, for gi >i 0, 1 
U~= 1, fo rg i<0,  fo r i= l ,2  . . . . .  l. 
(5. 5) 
Now let us require that the variable w(t), given by 
w(t) = ~(t )  dt + W(to), (5.16) 
o 
satisfies the two boundary conditions 
w(t0) = 0 = w( r ) .  (5.17) 
Since w(t) >/0 for all t, satisfaction of these boundary conditions implies that w(t) must be zero 
throughout the interval [to, 7"], but this occurs only if the constraints are satisfied for all t ~ [to, 7]. 
Thus, to minimize the functional (5.12) subject o the equations constraints (3.1): 
= (P + Z + N - K,)2U, + N2U2 = F,(P,  Z,  N, u); (5.18) 
constraints on the control variables (5.9), and state inequality constraints (5.13). 
First the Hamiltonian is formed: 
4 
H = 20(0 + ~lu[ + ,SP + nZ + rN) + ~ 2,,(t)F,(P, Z, N, u). (5.19) 
i=1  
For optimal control u = u*(t) and optimal trajectory X*(t )  for all t e [to, T] there exist costate 
variables 20, 2t, 2.2, 2'3 and 2.4 not all zero which satisfy 20 = constant >10 and 
-OH 
'~' = 0P = -2.°'8 - 2t(~bt(N) - B - ZStv(P,  Z))  - 2'2Z~btp(P, Z )  
+ 2s(¢t(N) - B) - 2L~(P + Z + N - Kt)Ut;  (5.20) 
-0H 
,~2 = ON = -20rl + 2u,(ZCJtz(P, Z )  + Ct (P, Z))  - 2'2(Z~,bt, + St - D)  
- 2,3D - 22,4(P + Z + N - Kt)Ut; 
-c~H 
~s = ON = -20Y - 2.3 - 2't)PSt(N) - 22,4[(P + Z + N - Kt)Ut + NU2]; 
and 
aH 0 
'~' = TTw = 
(5.21) 
(5.22) 
(5.23) 
where 
G(X(t ) )  = (P (T)  - Cl) 2 + (Z(T )  - C2) 2 + (N(T)  - Ca) 2 
H(X*( t ) ,  u*(t), A *(t), t) <~ H(X*( t ) ,  u(t), A *(t), t) (5.24) 
for all admissible u(t). 
In the following sections ome special cases of the performance index J will be considered. 
5.1. Optimal Time Problems 
In this case, ~t = ,8 = ~/= y = 0; 0 = 1. Thus equations (5.12) and (5.19) take the forms 
J = G(X(t ) )  + dt (5.25) 
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H = 20 + 2,Fl + 2:F: + 20F 3 + 24F4, (5.26) 
l~)l = P; I  (Ns) [21 (~l (Ns) - B - Zllllp(Ps, Zs) ) ..11- 22,(Ps + Z, + N, - K 1 ) U, ] 
-- 2, Ps[~b; (N~)(¢, (N,) - B - Z~k, (Ps, Z~) +f3] 
- -  224(BP, + DZs - Psqb,(N,))U2 
O, = 6[2, PsA + 224(U, + U2)] 
where Xs, (t) and As, (t) are the singular state and costate vectors, respectively. 
Two observations concerning the optimal control scheme follow. The singular control, Us,, is 
optimal and admissible if 
(ll} I 
(--1)2Oti>0 and Umin <-O1< Umax, for all tE[t,,t2]. (5.37) 
(5.35) 
(5.36) 
and 
where 
respectively. 
Also, the costate variables atisfy equations (5.20)-(5.23) but with fl = r /= V = 0. 
Thus, the control program for this problem is as follows (see Fig. 6): 
(Umax, if H u = 623(t ) < 0, 
u*(t) = ~Umin, if H u = 623(t ) > 0, (5.27) 
[singular control if Hu = 623( 0 = 0, for t e[tl, rE], to ~ tl < t2 ~< T. 
Singular control analysis [2, 24, 25] 
If on the subinterval [fi, t2] , t! :~ t 2 
H, = 623(t ) = 0, (5.28) 
the control scheme requires a singular control. In what follows, we shall demonstrate total 
differentiation with respect o time t by D or dot, and let P = P*(t), Z = Z*(t), and N = N*(t), 
optimal trajectory. 
Differentiating equation (5.28) totally: 
D(H~) = 6)~3(t) (5.29) 
and employing equation (5.22) it follows that 
P~b~(N)(23 - 21) - 224[(P + Z + N - KI)U1 -F NU:] = 0, (5.30) 
we are interested in states which satisfy 
P(t), Z(t), N(t) > 0; (5.31) 
hence equations (5.29) and (5.30) imply 
2'~4 p 
2,( t )= ~ l [ (  +Z+N-K , )U ,+NU2] .  (5.32) 
Similarly we get 
D2(Hu) = 0 = -2 ,  [P¢~ + PD(¢'I)] - ]L, ¢~P - 22216uU, +NU2], (5.33) 
where ¢; and D(4h) are as given in equations (5.1) and (5.2). Substituting equations (5.20)-(5.23) 
and (5.19) into equation (5.33) yields 
@1 (X,I (t)As, (t)) 
U,, = (5.34) 
O, (X,, (t), A,, (t)) 
Water quality control in aquatic ecosystems 863 
For trajectories atisfying the state variables constraints (i.e. Ut = 0 = Us), we have the following 
relations: 
23(t) = As(t) ---- ).t (t) = 0. (5.38) 
From the additional condition H = 0 (for free final time) we have 
2o = 0 (5.39) 
which contradicts the assumption that 
2~(t) > 0, for all t[to, T]. (5.40) 
i=O 
Thus, in this case, there is no singular control and the control program is a bang-bang one. 
5.2. Eutrophication Control Problem 
The object of the control in this model is the management of water system quality subject to 
accelerated eutrophication because of waste discharge [14, 15]. In this case, the performance index 
and the Hamiltonian function have the forms 
J = G(X(T)) + p dt (5.41) 
and 
4 
H = 2OpP + ~ 2,Fl, (5.42) 
i-I 
respectively. The costate variables satisfy equations (5.20)-(5.23) but with p > 0, 0 = r/= y = ~ = 0 
and the control program is given by conditions (5.27). 
Singular control analysis 
As in Problem 5.1, the singular control, us(t), for all t ~[t~, t2] is given by 
Uss(t)= 
~s(Xa(t), Ass(t)) 
02(Xa(t), Aa(t)) 
(5.43) 
except in this case ~[~ (t) is given by equation (5.20). 
For trajectories atisfying the state variable constraints, we have the following relations for all 
t ~ [t,, t2]: 
2OP 
23=2j =0,  22(t)= Z(t)d/p(P,Z)' Z >0 (5.44) 
and from the additional condition H = 0, with :t0P # 0 we have 
I I 
which is the equation of the singular trajectory for this problem. Taking the time derivatives of 
functions defined in equations (5.1)-(5.5) and using equations (5.3) and (5.4) yield 
gs(e, z)  (5.46) 
P = 2 =/~2(e, z ) '  
where 
and 
S2(P, Z) = f6 - Pf8 (5.47) 
R~(P, z) -- ¢/,~ + Pf~ -A ,  (5.48) 
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Thus, from equations (3.6) and (3.1) 
VmPs(t) Ns(t) = K 
S~ 
(Vm - B)P~(t) + [D ~-  ~k|(~ + 
= Q2(P~(t), Z~(t)) 
and the singular control is given by 
1)]zs -l 
= 1 Zs(t))] Us2(t) ~[2( t ) ( l  +~)+(22(P~(t), 
(5.49) 
(5.50) 
5.3. Optimal Biomass Problem 
The object in this problem is to maximize the function J given by 
J = (tiP + qZ) dt - G(X(T)), (5.51) 
while deriving the system from an observed state (P0, Z0, No) to a desired final state. 
In this problem, the Hamiltonian function and the costate variables are as given in equations 
(5.19)-(5.23) with 0 = ~ = 7 = 0 and 20 constant ~<0. The control program is given by 
~Umax, if H u = 623(t ) > 0, 
u*(t) = ~ Um~,, if H, = 623(0 < 0, (5.52) 
[singular control if H, = 623(0 = 0, for t E[tl, t2], to ~< tl < t: ~< T. 
Singular control analysis 
As in Problem 5.2, the singular control has the general form 
Us3(t)_ ~3(t), As3(t)) 
03(0, As3(t)) 
(5.53) 
where Xs3(,) and As3(t) are the singular state and costate vectors, respectively for the different 
models. For trajectories atisfying the state variables constraints, 2~, 22 and 23 satisfy (5.54) the 
singular trajectory and singular control are given by: 
(tiPs + qZs)~kte(P~, Zs) - t(~k, (Ps, Z~) - D) = 0 (5.54) 
and 
, 
(5.55) 
respectively where 
g3 = tA  - nq,,p(P,, zs)  - ( tP ,  + ~z ,~ 
R3 = ,a~o,p(P,, z , )  + (tP,  + nzs~ - tA ,  
(5.56) 
(5.57) 
5.4. Optimal Control Problems with a Nonlinear Control Variable 
Optimal energy problem 
The object in this problem is to derive the system from an observed state (P0, Zo, No) to a desired 
final state with minimum energy consumption. 
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"2k  o/Z Uraoa 
u'(t) 
I 
Umln 
- Umea 
-2) ,  o/J, Uml. 
8 
Fig. 8 
The performance index J is given by 
J = G(X(T))  + f:uu2(t) dt, (5.58) 
with control constraints given by equation (5.9). 
The Hamiltonian function for this problem is given by 
4 
H = 2ol~u 2 + 2~ 2,(t)F,(P, Z, N, u). (5.59) 
i - I  
For Umi. < u(t) < Um~ (i.e. interior control), the control that minimizes H is the solution of the 
equation 
Hu = 220Uu*(t) + ~23"(t) = 0. (5.60) 
Notice that H is quadratic in u(t) and 
SO 
02H 
Ou 2 = 2~# > O, (5.61) 
-a2~(t) 
u*(t) = - - ,  (5.62) 2&U 
does globally minimizes the Hamiltonian for Umi~ < u*(t) < U,~.,, and the optimal control program 
(Fig. 7) is given by 
u*(t) = 
_ -22o /~.  
Um~, for 2J'(t)~---"~---Um~, 
-32* (0  for - 2~#U,~ 2&#U,=~ 
2~# ' 6 <2*( t )< 6 
- 220 # U~.  
Umt,, for 2~(t)>I 6 (5.63) 
6. AQUATIC SYSTEMS WITH MORE THAN ONE CONTROL VARIABLE 
In this section we consider two-trophic level aquatic systems in the form (4.1) with control 
variables constraints 
U,.~<u,<U,,.~, r - -  1, 2, (6.1) 
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and state variables constraints 
N(t) + S(t) + (oq + ~2)(P(t) + ~Z(t)) - K2 >t 0, K2 > 0 (6.2) 
N(t) > O, S(t) > 0. (6.3) 
The performance index J is given by 
J= [O +f, lu, l+fzlu2l+f3P +f ,Z  +f ,N +f6Sldt. (6.4) 
The analysis of the different control problems is similar to those with one control variable except 
for the necessary conditions of optimality of the singular control [2, 11, 26, 27]. The first step, as 
usual, is to form the Hamiltonian 
where 
H:  ~°( 0 "~- r=l ~ fir[Or[ "Jr- f3e "Jr- f4Z "JI- f5m'~- f6S) "J[- i=l ~ ~iFi(P' Z, N, S, el, e2) , (6.5) 
w(t) = [N + S + (~, + g2)(P + aZ) - K212UI + N2U2 
$2U3 = Fs(P, Z, N, S). (6.6) 
The costate equations are 
5 
)~,(t) = -Hp= - -20f3 -  ~ 2,F~p, (6.7) 
i=1 
5 
)~2(t) = -Hz  = - -2o f4 -  ~ ),,Ftz, (6.8) 
i=1 
5 
~3(t)= -H~= -20f l , -  ~ 2 i~,  (6.9) 
i=1 
5 
~4(t) = -Hs= --2of6-- ~, 2,Fis, (6.10) 
i=1 
)~5(t) = -nw = 0. (6.11) 
From condition (5.24), it follows that 
2 2 
(2Oflrlu*(t)[ + 2 *+ 26~u*(t)) <. ~ (2ofrlu,(t)[ + ~.r*+ 26, Ur(t)). (6.12) 
r f l  r f l  
Using the definition of [u,(t)[, and following similar procedures as in Section 5 the optimal 
control program is given by 
u*(t) = 
" ~*+2(t)~.._. r 
U,m.~, for 2o]/` < -1 ,  
~-r*+ 2 ( t )6 r  O, for -1<- -<1,  
~of, 
Urine°, for 2"2(t)6,  ~o#----7 > 1, 
undetermined nonnegative control, 
undetermined nonpositive control, 
for 2'*+26' = --1, 
for 2,*+2(t)6,= 1. (6.13) 
~of, 
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By definition the control vector (ul, u2) T is singular if the matrix 
Ia . 1 
is singular. 
In the above problem, 
Thus, 
and the matrix 
f (  2"+ 2 (t)6:'~ 
1 + for u*(t) >>. 0, 
an ) '  
OuI"~ - =/[0~1 ~,r,+ 2(t)C~r ~
1 20fl---~- J '  for u*(t)>~O. 
02H O2H 
0uI-T.2 = 0, au,a----~j = o; i, j = 1, 2 
I a2H (X*, A*)] Ouiauj U*, 
is singular. 
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(6.14) 
Thus, 
[DHd. = o 
- [D2H,],  is positive semidefinite. 
~.r + 2 (t)rr].  
H~, = 20~, sgn u,) 4 ~ofl, J ' r = 1, 2 (6.15) 
D[H~,] = 6,~,+2(t); e = 1, 2. (6.16) 
[DH,,],, - -  [6,~,+2(t)],, = 0 (6.17) 
(because ~,+2(t) is not an explicit function of u,, r = 1, 2). For (ii), equation (6.16) implies 
D2(Hu,) ---- ¢~r,~'r+2(t), r ---- 1, 2. 
Thus, if we write ~+2(t) in the form 
Ar +2(t) ---- hr + 2(X , A )  .a t- 61gr +2,1 (X, A )u I + 62gr + 2,2(X, A)u2, 
where 
g3.1 = PA(21 -- ~123 -- ~2).4) -- 225(U1 + U2), 
g3,2 ---- PB(21 - oq '~3 - -  092 '~ '4 )  - -  225 U,, 
g4,1 = P-~(21 -- ~123 -- U224) -- 225 Ul, 
g4.2 = PB(21 - ~, 23 - ~224) - 225 Ui, 
r= l ,  2, 
(6.18) 
(6.19) 
(6.20) 
(6.21) 
(6.22) 
(i) 
and 
(ii) 
For (i) 
Singular control analysis 
From the necessary conditions given in Refs [2, 11, 26-28] the singular control is optimal if 
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with 
2al bt 2al bl - (b4 - a2bOSs 
A= + 
(a~ + N,) 3 (a~ + N, + a2 Ss) 3 
B = 
2ata2bl + (b4 - a2bl)(a I + Ns - a2Ss) 
(al + N, + a2Ss) 3 
ff = 2atb4 - (b4 - a2bl)(at + Ns - a2S,) 
(al + Ns + a2Ss) 3 
B = 2a2 [al b4 + (b4 - a2 b~ )Ns] 
(al + Ns+ a2Ss) 3 
The singular control vector (ut,, u~) r is optimal if the matrix 
I t~l g3,l t~2 g3'2] (6.23) 
61 g4.1 ~2 g4,2_] 
is positive semidefinite. 
7. COMPUTATIONAL ALGORITHMS 
The final job of putting together the different parts of the optimal control program in the right 
sequence has to be done numerically. 
A convergent numerical solution to the equations provided, say, by the minimum principle will 
yield an extremal control and the corresponding state and costate trajectories. Since there are 
always some arbitrary initial guesses involved, the convergent i erative process will converge to a 
solution which is "close" (in some sense) to the initial guess. 
To illustrate some of the different ideas that are being used [29, 30] for the evaluation of 
the optimal control using iterative techniques, the necessary conditions provided by the 
minimum principle will be restated. It is assumed that the optimal control u*(t) exists, that it is 
unique, and the extremal control are also unique. Recall that the necessary condition were stated 
in the form 
(I) Canonical equations 
(2) Boundary conditions 
d OH • X*(t) = ~ (state equation) 
dH 
d2*( t )  = 0X-~) , (costate equation) 
X*(to) = Xo (the initial state) 
X*(T) ~ S (the target set) 
2*(T) normal to S at X*(T). 
(7.1) 
(7.2) 
Minimization of the Hamiltonian 
H[X*(t);A*(t); u*(t)] ~< H[X*(t);A*(t); u(t)], for u(t)¢ U(t) and t e(t0, T]. (7.3) 
The general idea behind many of the iterative procedures which are available today is to satisfy 
a pair of necessary conditions and iterate until the third one is satisfied. 
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First method 
Iterative methods utilize the necessary condition (7.3) and solve for the optimal control u*(t) 
as a function of X*(t) and A*(t). If this is possible, one obtains from (7.3) an expression of the 
form 
u*(t) = k[X*(t ), A *(t)]. (7.4) 
Equation (7.4) is then substituted into the canonical equations (7.1); the control u*(t) is eliminated 
from the canonical equations which then reduce to the form 
dx*(t) 
d------~ = h[X*(t); A *(t)] 
dA *(t) 
dt = g[X*(t); A *(t)]. (7.5) 
Since one has used the necessary conditions (7.1) and (7.3), one must iterate on the boundary 
conditions (7.2). One can now proceed in two ways: 
(a) Guess an initial value for the costate. Integrate, forward in time, the system of 
differential equations (5.5), using the correct value X*(to) = Ao. Check whether 
or not, at time T, the remaining boundary conditions (7.2) are satisfied; if not, 
change A*(t0) using, say, a gradient method or Newton's method. 
(b) The same as in (a), except here we guess a value for the terminal state S and 
construct the corresponding costate A*(T) so that it is normal to S at X*(T).  
Integrate, backward in time, equations (7.5). 
Second method 
In this method, we try to satisfy the canonical equation and the boundary conditions (7.2) and 
to iterate until the necessary condition (7.3) is satisfied. The basic idea is to guess a control function 
u* (t), t ~ [to, T], such that the integration of the canonical equations (7.1) yields a solution which 
satisfies the boundary conditions (7.2). One then adjusts the initial guess u~(t) until either the 
inequality (7.3) is satisfied or until the cost functional J is minimized. 
8. DISCUSSION 
In this paper, the use of optimal control theory to obtain optimal strategies for the control of 
aquatic models was illustrated. Several types of control variables were used. One control variable 
was the rate of applying nutrient (or nutrients) to the system. Other types of control variables are 
the rates of change of nutrient concentrations in the phytoplankton and zooplankton populations. 
It has been demonstrated how optimal control theory can be applied to different models ubjected 
to different state and control variables constraints. Though the techniques were basically the same, 
the characters of the solutions and the control strategies were dependent on the model and the 
function to be optimized in each problem. Explicit expressions were given and optimality conditions 
were checked for singular controls whenever they existed. Some numerical techniques were 
suggested to put together the optimal control parts in the fight sequence. 
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