Our Contribution: P We use DTW in order to construct real-valued features which results in projecting multivariate time-series into a vector space:
A random subset D of the training data is selected; The distance of the remaining training data from the selected instances D is calculated using multivariate Dynamic Time Warping (DTW) [2] ;
The training set is mapped into an |D|-dimensional vector space, where each feature corresponds to the distance from a signal in D.
Any conventional classifier may be trained in this projected representation. We propose to use logistic regression [3] .
To classify a new instance x , its distances from D are calculated, hence the previously trained classifier (logistic regression) can predict its class label from the projected representation. Figure 1 illustrates the mapping procedure, while Figure 2 shows an example two-dimensional projection. 
Experiments
In order to evaluate our approach, we used the publicly available EEG dataset a from the UCI machine learning repository [6] .
In the Disease context the task is to recognize whether a person is a ected by the disease (alcoholism) or not. 
