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1. Introduction 
There are different techniques are used to extract knowledge 
in data mining in which clustering is very important technique. Data 
clustering has immense number of applications in every field of life. One 
has to cluster a lot of thing on the basis of similarity either consciously 
or unconsciously. So the history of data clustering is old as the history of 
mankind. 
Figure 1: Data clustering 
 
2. Definition of Data Mining 
Data mining refers to extracting or “mining” knowledge from 
large amounts of data”. Data mining should have been more 
appropriately named knowledge mining from data. There are many 
other terms carrying a similar or slightly different meaning to data 
mining, such as knowledge mining from databases, knowledge 
extraction, data/pattern analysis, data archaeology, and data 
dredging[2]. 
What type of data is used for data mining? A vast amount of 
data is collected by the computers and computer networks in industry 
and business, though it was the practice to discard the raw data keeping 
the summaries, now these data have become a goldmine to be mined 
with data mining techniques. This has become possible with the newest 
algorithms, software and parallel processing. [5]  
Issues in Data Mining: 
 Handling noisy or incomplete data 
 Presentation and visualization of data mining results 
 Pattern evaluation  
 Efficiency and scalability of data mining algorithm   
 Parallel, distribute and incremental algorithms 
 Handling of relational and complex type of data 
 Mining information from heterogeneous databases 
 
3. Definition of Clustring 
3.1. Clustering is a data mining technique used to place data elements 
into related groups without advance knowledge of the group definitions. 
3.2. Data clustering is a method in which cluster of objects are made that 
are somehow similar in characteristics. 
 
4. Some Frequently Used Terms are used in Clustering  
4.1. Cluster 
A cluster is an ordered list of objects, which have some 
common characteristics. The objects belong to an interval [a, b], in our 
case [0, 1] [1]. 
4.2. Distances between Two Clusters:  
The distance between two clusters involves some or all 
elements of the two clusters. The clustering method determines how the 
distance should be computed [13]. 
4. 3.Similarity 
A similarity measure SIMILAR (Di, Dj) can be used to 
represent the similarity between the documents. Typical similarity 
generates values of 0 for documents exhibiting no agreement among the 
assigned indexed terms, and 1 when perfect agreement is detected. 
Intermediate values are obtained for cases of partial agreement. [13] 
4.4. Average Similarity:  
If the similarity measure is computed for all pairs of 
documents (Di, Dj) except when i=j, an average value AVERAGE 
SIMILARITY is obtainable. Specifically, AVERAGE SIMILARITY = 
CONSTANT SIMILAR ( Di, Dj ), where i=1,2,….n and j=1,2,….n and i < > j..  
 
5. Why clustering with Naive k-mean? 
Clustering is an important area of application for a variety of 
fields including data mining, statistical data analysis and vector 
quantization.  
Abstract 
The goal of data mining is to extract or “mine" knowledge from large amounts of 
data. Knowledge and understanding of a problem is always the first step in identifying 
effective solutions. However, data is often collected by several different sites. Privacy, legal 
and commercial concerns restrict centralized access to this data .KDD process assumes that 
all the data is easily accessible at a central location or through centralized access 
mechanisms such as federated databases and virtual ware houses . 
The application of data mining techniques on official data has great potential in 
supporting good public policy. It’s a technique can be used to detect errors in data 
collection, cluster, classify, make prediction, and generate interesting association patterns 
of survey databases. 
Recommender systems based on automated collaborative filtering predict new 
items of interest for a user based on predictive relationships discovered between that user 
and other participants of a community. Most of the successful research and commercial 
systems in collaborative filtering use a nearest-neighbor model Process of semi-
automatically analyzing large databases to find interesting and useful patterns. Overlaps for 
generating predictions. Automated collaborative filtering systems based on the nearest-
neighbor method work in three simple phases. 
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A few good reasons are as follows: 
• Simplifications 
• Pattern detection 
• Useful in data concept construction 
• Unsupervised learning process 
Classification Method 
The process of analyzing data to find useful patterns and 
relationships Given old data about customers and payments, predict new 
applicant’s loan eligibility which can be see in the above figure 1 and 2 :-  
Figure 2: 
 
From the above figure in the top the level is there and this can 
be done in the process wise.We can show the above process in the other 
figure. 
Previous customers   Classifier                                 
Decision rules: Good/bad 
 
    Goal of classification is to build structures from examples of 
past decisions that can be used to make decisions for unseen cases. Often 
referred to as supervised learning. Decision Tree and Rule induction are 
popular techniques Neural Networks also used. Nearest neighbor 
Regression: (linear or any polynomial) [05] 
    a*salary + b*age + c = eligibility score.                                       
Tools And Method In Used 
All the tools evaluated are very useful for the task and quite 
easy to adopt for daily work. All four had some strengths and 
weaknesses in comparison to each other. The tools were tested with two 
cases, evaluating their ability to offer technology and business 
intelligence from patent documents for companies, daily business. Being 
aware of the state of the art of relevant technology areas is crucial for a 
company’s innovation process. Knowledge of developed techniques and 
products forestalls overlapping R&D projects and thereby prevents 
unnecessary investment. Equally important is the recognition of other 
actors operating in the field. Benchmarking and evaluating a competitors 
R&D and market strategies aids in managing ones own processes and 
locating possible parties for collaboration or cross-licensing[3]. 
Problem of Naive k-Means Algorithm Defined 
Given a dataset of N records, each having dimensionality d, to 
partition the data into subsets such that a specific criterion is optimized. 
Most widely used criterion for optimization is the distortion criterion. 
Each record is assigned to a single cluster and distortion is the average 
squared Euclidean distance between a record and the corresponding 
cluster center minimizes the sum of the squared distances. 
               One of the most popular heuristics for solving the k-means 
problem is based on a simple iterative scheme for finding a locally 
optimal solution. This algorithm is often called the k-means algorithm. 
There are a number of variants to this algorithm, so to clarify which 
version we are using, we will refer to it as the naïve k-means algorithm 
as it is much simpler compared to the other algorithms described here. 
This algorithm is also referred to as the Lloyd’s algorithm in [4]. The 
naive k-means algorithm partitions the dataset into ‘k’ subsets such that 
all records, from now on referred to as points, in a given subset "belong" 
to the same center. Also the points in a given subset are closer to that 
center than to any other center. The partitioning of the space can be 
compared to that of Voronoi partitioning except that in Voronoi 
partitioning one partitions the space based on distance and here we 
partition the points based on distance.  
The algorithm keeps track of the centroids of the subsets, and 
proceeds in simple iterations. The initial partitioning is randomly 
generated, that is, we randomly initialize the centroids to some points in 
the region of the space. In each iteration step, a new set of centroids is 
generated using the existing set of centroids following two very simple 
steps. Let us denote the set of centroids after the ith iteration by C(i).  
The following operations are performed in the steps: 
i. Partition the points based on the centroids C(i),  that is, find the 
centroids to which each of the points in the dataset belongs. The 
points are partitioned based on the Euclidean distance from the 
centroids.  
ii. Set a new centroid c(i+1)    C (i+1)  to be the mean of all the points 
that are  closest to c(i)   C (i) The new location of the centroid in a 
particular partition is referred to as the new location of the old 
centroid.   
A major downside of the k-means++ is its inherent sequential 
nature, which limits its applicability to massive data: one must make k 
passes over the data to and a good initial set of centers. This work show 
how to drastically reduce the number of passes needed to obtain, in 
parallel, a good initialization. This is unlike prevailing efforts on 
parallelizing k-means that have mostly focused on the post-initialization 
phases of k-means 
1) Although Kmean++ performs consistently better than pure Kmean, 
the difference in performance is not very large. The performance of 
our system can be boosted by using the methods described earlier. 
2) We apply existing Clustering algorithms for finding nearest similar 
item.for calculating nearest item we use K-mean++ method. To finding 
nearest item for this we use WEKA programming. 
3) Finally we proposed a method that can increase the performance of 
nearest item through K++ The algorithm is said to have converged 
when recomputing the partitions does not result in a change in the 
partitioning. In the terminology that we are using, the algorithm has 
converged completely when C(i) and C(i – 1) are identical. For 
configurations where no point is equidistant to more than one center, 
the above convergence condition can always be reached.  This 
convergence property along with its simplicity adds to the 
attractiveness of the k-means algorithm.   
The naïve k-means needs to perform a large number of 
"nearest-neighbor" queries for the points in the dataset. If the data is ‘d’ 
dimensional and there are ‘N’ points in the dataset, the cost of a single 
iteration is O(kdN). As one would have to run several iterations, it is 
generally not feasible to run the naïve k-means algorithm for large 
number of points.   
Sometimes the convergence of the centroids (i.e. C(i) and 
C(i+1) being identical) takes several iterations. Also in the last several 
iterations, the centroids move very little. As running the expensive 
iterations so many more times might not be efficient, we need a measure 
of convergence of the centroids so that we stop the iterations when the 
convergence criterion is met. Distortion is the most widely accepted 
measure. Clustering error measures the same criterion and is sometimes 
used instead of distortion. In fact k-means algorithm is designed to 
optimize distortion. Placing the cluster center at the mean of all the 
points minimizes the distortion for the points in the cluster. Also when 
another cluster center is closer to a point than its current cluster center, 
moving the cluster from its current cluster to the other can reduce the 
distortion further. The above two steps are precisely the steps done by 
the k-means cluster. Thus k-means reduces distortion in every step 
locally. The k-Means algorithm terminates at a solution that is locally 
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optimal for the distortion function. Hence, a natural choice as a 
convergence criterion is distortion. Among other measures of 
convergence used by other researchers, we can measure the sum of 
Euclidean distance of the new centroids from the old centroids as in [9] 
To compare algorithms inter cluster and intra cluster similarity 
measures are used. Algorithms were run for k = 3 to k =10 for 2 queries 
of retrieval of information and decal parking can be seen in the above 
figure.  
 
Effect of varying number of clusters: 
To analyze the effect of varying no. of clusters results of intra 
cluster similarity and inter cluster similarity for two queries for K Means 
algorithm are presented. 
First, it has been shown that the worst case running time of 
the algorithm is super-polynomial in the input size.  
Second, the approximation found can be arbitrarily bad with respect to 
the objective function compared to the optimal clustering. 
The Real Data Set:  
The ires is perhaps the best known database to be found in 
the pattern recognition and clustering literature. The dataset contains 3 
classes of 50 instances each, where each class refers to a type of iris 
plant. 
 
6. Conclusion 
In recent years, data mining has been used widely in the areas 
of science and engineering, such as bioinformatics, genetics, medicine, 
education and electrical power engineering. We develop a method by 
which we can classify the data at multiple level of abstraction .In the 
above the clustering results achieved by K-means ++ algorithm which 
uses random initial weight and K-means++ with initial weight derived by 
the proposed algorithm were compared. The clustering results of K-
means using random initial weight are the mean results of over many 
runs since each run gives different results. 
We conclude that if we go to lower level of abstraction than it 
will give more accurate classifier. Further work will continue to explore 
what characteristics of a clustering or partitioning algorithm make it 
effective for partitioning items in collaborative filtering. We are 
particularly interested in examining algorithms that create clusters with 
non-exclusive item membership. A simple example for Memory-based 
algorithms utilizes the entire user-item database to generate a 
prediction. After study of about data mining we reached on the 
conclusion that this technique can be implemented in all field to extract 
the knowledge from large amount of data source. This technique is 
powerful tool for knowledge mining.  
The experiment implementation is summarized in coding K-
means++ and enhancing the process of selecting initial weight of clusters 
using Java programming language and thus, the algorithm runs on any 
platform. Moreover, the algorithm allows the user to load many datasets 
file formats such as CSV, data or txt files. 
We generated a set of datasets using WEKA for testing the 
effect of various parameters and size of the problem on the time taken 
by the algorithm because weka supports several standard data mining 
tasks, more specifically, data preprocessing, clustering, classification, 
regression, visualization, and feature selection Calculating the weight of 
each clusters by weighted approach we find that the clusters type is 
Clusters stream Kernal. We can perform above test with the help of 
weka. We convert the Dataset by Fraction into Integer part. Then we 
save the dataset into CSV format. We generated a set of datasets using 
WEKA for testing the effect of various parameters and size of the 
problem on the time taken by the algorithm. 
 
The k-means++ approach has applied in this project. In a 
review which includes many types of clustering algorithms, the method 
is said to successfully overcome some of the problems associated with 
other ways of defining initial cluster-centers for k-means 
clustering. Since the k-means++ initialization needs k passes over the 
data, it does not scale very well to large data sets.  
                           The k-means++ algorithm addresses the second of these 
obstacles by specifying a procedure to initialize the cluster weight before 
proceeding with the standard k-means++ optimization iterations. With 
the k-means++ initialization, the algorithm is guaranteed to find a 
solution that is O(log k) competitive to the optimal k-means solution 
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