is positive as is, of course, [w,,]. Also, since w,,, + c 2 2 N n's i=l i#m and since w,, is an integer, we have the square root of the point-process rates. The purpose of this correspondence is to show that the error probabilities of these two channels also coincide in problems where the point-process rates are uniformly large. Consequently, it is shown that in the limit the error probability depends on the point-process rates only through the energy of the difference between their square roots.
as z + cc. This asymptotic rate model is motivated by two [41 B. Marcus. "Sofic systems and encoding data," IEEE Truns. Inform. important situations arising in optical digital communication Theory. vol. IT-31, pp. 366-377, 1985. systems. 151 C. Shannon, "The mathematical theory of communication," Bell Cyst.
1) In intensity-modulated direct-detection systems the rate of Tech. J., vol. 21. pp. 379-423; 623-656, 1948 . [61 F. Gantmacher, The Theq of Matrices, vol. II. New York: Chelsea, 1959 the stream of electrons put out by the photodetector is modeled by PI x,(t) = +w12 + P, where E,(t) is the instantaneous complex amplitude of the incident electric field, and a! and /? are nonnegative constants of the photodetector. When we identify
Asymptotic Error Probability of Binary Hypothesis
Testing for Poisson Point-Process Observations and b,(t) = p, the result of this correspondence implies that when the minimum value of the envelope of the modulated field is large, the error probability approaches Ahsrract-It is shown that the asymptotic probability of error of a binary equiprobable hypothesis test for observed Poisson point processes with rates h,(t) = h,(t) + (p,(t) + z)', i = O,l, z + 00, is equal to the error probability of optimum deterministic-signal detection in additive white 2) In so-called coherent-detection optical communication sysGaussian noise when the signals coincide with the square roots of the tems [3], a strong receiver-generated field ]E]&(') is added to point-process rates. The implication of this result in the error rate analysis the received electromagnetic field ]E, (t)]&+('), and the rate of of optical digital communication systems is discussed.
the photodetector output process is I. INTRODUCTION h,(t) = allEle'+(') + 1Ei(t)leJ"'(')12 + 8, The minimum probability of error of equiprobable binary signal detection in additive white Gaussian noise is equal to' which corresponds to Q(d/2a), where d2 denotes the energy of the difference between the two signals and u2 is the noise power spectral density. In z = CVIEI, contrast, no scalar parameter exists that characterizes the perfor-
mance of hypothesis testing for observed Poisson point processes, and the rates must be known for all times in order to determine and error probability. Moreover, unless the log likelihood ratio is conditionally
Poisson (e.g., if one rate dominates the other and h,(t) = P + al&(t)\ sin2 c+,(t) -G(t)).
their ratio is piecewise constant), no closed or semiclosed expres-Letting ] El --) co and applying the result in Section II, we obtain sions are known for the probability of error. that the error probability, conditioned on +(t), is given by Fortunately, the cutoff rate R, of a Poisson point-process channel exhibits a much more manageable behavior. Snyder and Rhodes [l] have shown that R, coincides with the cutoff rate of a I-', = Q a ii J oT(14(r)l+4~(4 -+(r)) u = l/2 white Gaussian noise channel whose signals are equal to
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Then P,(z), the minimum probability of error of the test, satisfies
Proof: Let Q denote the observation space. For each z > 0, let { p,(x, z); x E a} denote the sample function density of a where we have employed the Chernoff-parameter notation
Poisson point process with rate Xi( t, z), with respect to v(), the p( s, z) = probability measure generated by a unit-rate Poisson point-pro-
cess, and define the tilted probability density -(l -s)X,( t, z) dt, s E c. (9) 4x, z) = pY2(x, z)pY2(x, z)exp(B(z)),
At each time t c [0, T], the integrand in the exponent of the right-hand side of (8) 
-
Since z 2 0, the likelihood ratio A(x, z) = pl(x, z)/po(x, z) is defined everywhere in 0, and the minimum probability of error
where f(u) = exp ( -]u]/2)/2. 
= -2oy p*( t) -po( t))' + o(1).
converges everywhere in R to exp ( -2u2d2) as z + co. Using Therefore, on taking the limit of the right-hand side of (8) it the fact that the sample function density evaluated at the unfollows that ordered realization (t,; . ., tk) is equal to [7] lim QZ(w) = exp(-2W2d2).
(11) z-+m P,((kt,Y?tA),z) So the log-likelihood ratio under q(x, z)v(dx) converges in = exp (~TL'-",(t~z)I dt)nf!'i(tn,r), (7) distribution to a zero-mean Gaussian random variable with variante equal to 4d2. Therefore, the continuity and boundedness of f(e), imply [4] that the limit of the right-hand side of (5) is equal THEORY, VOL. IT-32, NO. 1, JANUARY 1986 115 to
. exp ( -02/8d2 -lul/2) du
III. CONCLUSION
It has been shown that the asymptotic minimum probability of error of binary hypothesis testing for Poisson point-process observations coincides with the error probability of optimum discrimination of the square root of the point-process rates imbedded in additive white Gaussian noise. This result implies that the solution given by Wyner and Landau [6] (see also [l] ) to the design of maximally separated signals under energy and nonnegative amplitude constraints (which is optimal in terms of cutoff rate) has now been shown to be optimal in terms of error probability for binary amplitude-modulated coherent-detection systems.
More significantly, we have proved that the error-rate analysis of optical digital communication systems based on heterodyne or homodyne coherent detection (which appear to be increasingly important in applications [5] ) is equivalent to the analysis of digital signaling over additive white Gaussian noise channels. Interestingly, this result appears to be widely accepted by practitioners in the field on grounds of analytical convenience and agreement with experimental data (e.g., [8] , [9] ).
I. INTRODUCTION
In memoryless detection theory, one considers observations from a stationary stochastic process {Y, } to make a statistical decision between two hypotheses Ho and HI. Given n consecutive samples {Y,;
., Y,}, the data are reduced to a single test statistic:
( 1) where g is to be selected from a class of real-valued functions G.
The problem of selecting g by maximizing the Pitman's ,efficucy functional has been well studies in the literature [l]-[6] . Efficacy is a local, or small signal, performance functional. Its use is usually justified by the Pitman-Noether theorem [7] , [S] , which states that the asymptotic relative efficiency (ARE) between two detectors is given by the ratio of their efficacies. An advantage of the local approach to asymptotic memoryless detection is that efficacy is efficiently expressed as a functional on G. It depends only on mean and variance functionals, which in turn depend only on the first-and second-order distributions of the data process. This specific structure has lead to the tractable optimal and robust design results of [l]-[6] .
In this paper we consider the situation in which the distributions of {Y, } are fixed for each hypothesis. Here, both error probabilities converge exponentially to zero. It is desirable to maximize the exponential rate of decrease of error probabilities, or equivalently, to maximize the rate of decrease of a Bayes risk functional. Unfortunately, as a design criterion the detector error rate is not nearly as tractable as the efficacy. Thus our main contribution here is the development of an approximate performance criterion that retains the tractability of efficacy. While related to the true detector error rate, our criterion depends explicitly only on the first-and second-order distributions of the process in a fashion similar to efficacy. We shall demonstrate that our approximation is locally consistent with respect to the true error rate. Furthermore, we shall show that the efficacy functional also has this local consistency property. In fact, we shall show that efficacy determines the first term in the small-signal Taylor series of the true error rate functional. Using this characterization, we are able to prove results that are quite similar to the Pitman-Noether theorem. As our analysis deals with small signal rates of almost sure convergence, the method presented here is strikingly different than the weak convergence argument used in [7] , [8, ch. 71 .
In Section II we present the asymptotic error rate formulation and derive an approximate expression for error rate that depends only on the mean and variance functionals and the detector threshold. We also present our main local consistency result, Theorem 2. Section III considers both exact and approximate asymptotics of the Bayes risk functional. The approximate asymptotic risk rate functional is then maximized in Theorem 3. Section III concludes with a comparison of our solution with the log likelihood ratio in the independent and identically distributed (i.i.d.) case. Section IV considers the local behavior of our approximation as well as the relation to the efficacy functional and Pitman-Noether-like results.
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