The present work deals with the resolution of the Linearized Navier-Stokes problem in a domain made of an array that consists into a repetition of elongated resonators connected to an half-space. We provide and justify a limit equivalent model which takes into account the presence of resonators array as an equivalent boundary condition. Our approach combines the method of matched asymptotic expansions and the method of periodic surface homogenization adapted to more than two scales, and a complete justification is included in the paper.
Introduction
The noise emission from aircraft gas turbines, car engines and several other industrial applications is a matter of high concern. Its reduction is of major public interest since it affects health and life of the community. This noise reduction is also of major industrial interest. Especially, nowadays combustion proceses create acoustic sources of higher intensity in aircraft engines, which in their turn create acoustic instabilities around particular frequencies and may even harm the live time of the gas turbine. Engineers study lines, which are perforated wall segments, which are able to suppress thermo-acostic instabilities and can provide a substantial amount of acoustic damping. An important type of acounstic liner for aero-engine inlet and exhaust ducts constitues of a honeycomb array of small cells called Helmholtz resonators. The Helmhotz resonator is a device created by H. Helmholtz [8] and that consists of a rigid contained of a known volume and filled with air, with a small neck and hole in one end. When excited with a fluctuating external pressure, that comes e. g., from the combusion process, the mass of the air inside the neck moves agains the large volume of compressible air inside the cavity, while viscous effects cause dissipation of energy. This can be modeled as a mass-spring-damping system. The damping of this system is normally relatively small, except around a characteristic frequency that depends on the geometrical parameters of the resonator. The properties of the Helmholtz resonator have been obtained from the full equations [26, 27, 28, 29] , but these are fully simulations which do not give information for the simpler models. An asymptotic model for (non)-linear Helmholtz resonator of finite depth was developed in [21] for a resonator of fixed dimension. In this paper we consider the case when the size of the Helmholtz resonator is asymptotically small. In a previous work [25] , we derived an equivalent transmission problem between a cylindrical waveguide and a chamber domain, based on the formulation of the Rayleigh conductivity K R [17, 18] , which describes the ratio of the fluctuating volume flow through a hole to the driving pressure difference across the hole. One major challenge in the model description of the Rayleigh conductivity concerns the specification of the pressure difference since, on each side of the neck of each Helmholtz resonator, the pressure is not necessarily constant. We rather define the effective Rayleigh conductivity [4, 25] as the quotient of the Rayleigh conductivity of one hole and the area of one periodicity cell of the array. Using this quantity the impedance conditions can be determined like later shown for example in (3.51). Indeed, the (effective) Rayleigh conductivity depends on the geometrical parameters, especially, size and shape of the necks of the Helmholtz resonators and the distance between two resonators, as well as the physical parameters, especially the acoustic viscosities and the excitation frequency. Some of these parameters take small values and we consdier them to be scaled with a small parameter δ in such a way that makeing δ smaller the effective Rayleigh conductivity is essentially constant and tends to non-trivial value as δ → 0. The article is subdivided as follows. In Sec. 2 we define the model problem of the viscous acoustic equations for velocity and pressure and the the equivalent impedance boundary conditions on the array of resonators for the velocity and pressure as well as the strong convergence of the velocity and the pressure to their limit when the array of Helmholtz resonators is replaced by the equivalent impedance boundary condition. Sec. 3 is dedicated to the derivation of the limit model and the justification of the strong convergence result. The derivation of the limit model as well as a global weak convergence result will be shown in Sec. 3.1. In Sec. 3.2 it will be shown that this weak convergence result gives a strong convergence away from the boundary of the limit domain.
2 Description of the problem and main results
Description of the problem
We consider a three-dimensional domain Ω that is a simply connected smooth domain and that admits a boundary, i. e., Ω = R 3 . For the sake of simplicity we consider that Ω is a bounded domain included in R 2 × R + , i. e., for any x := (x 1 , x 2 , x 3 ) ∈ Ω, x 3 > 0, such that the boundary ∂Ω gives a non-empty intersection with the plane {x 3 = 0}. From this domain, we consider then the hypersurface Γ as a connected, smooth subset of ∂Ω ∩ {x 3 = 0} and of measure non-zero and we consider L > 0. We extend the domain Ω to a domain containing an array of Helmholtz resonators. We assume this array to be periodic, i. e., there exists two fixed vectors a 1 and a 2 such that the centered parallelogram A spanned by the vectors a 1 and a 2 is of area equal to 1, and there exists δ > 0 such that the set centers of apertures of resonators is given by (see Fig. 2a )
We assume then that there are a two-dimensional smooth domain A C ⊂ A and two constants d 0 , h 0 > 0 such that the array of resonators is described by the following. For (n 1 , n 2 ) ∈ Z 2 such that x
and a neck part
We extend finally the domain Ω into the extended open domain Ω δ whose closure is defined by
On the domain Ω δ we introduce the acoustic equations in the framework of Landau and Lifschitz [13] as a perturbation of the Navier-Stokes equations around a stagnant uniform fluid with mean density ρ 0 where heat flux into account. We consider time-harmonic velocity v δ and acoustic pressure p δ (the time regime is exp(−ıωt), ω > 0, which are described by the coupled system
with the speed of sound c, the kinematic and secondary viscosities ν(δ), ν (δ) > 0, and a source term f independent of δ and compactly supported in Ω away from its boundary with a distance h f > 0. Similar equations have been studied in [11, 12, 13, 20] for a stagnant flow and in [3, 10, 11, 15, 19] for the case that a mean flow is present. We embed domain geometry Ω δ and the associate linear Navier-Stokes problem (2.5) in a family of problems that are δ-dependent, and we are interested by the limit problem posed on Ω as δ → 0. Although we expect to find a classical Helmholtz problem in Ω when the viscosities ν(δ) and ν (δ) tend to 0 as δ tends to 0, the difficulty is to derive to suitable boundary condition on Γ. It is well-known that the acoustic velocity fieldn exhibits a boundary layer of thickness O( ν(δ)) starting at the rigid wall, see e. g., [2, 3, 12, 24] and their references there. In the following we propose that the size of this boundary layer scales with the characteristic sizes of the hole depicted in Fig. 2(b) , i. e., Assumption 2.1. There exists two constants ν 0 and ν 0 independent of δ such that
The remaining part of the paper is to derive and justify the boundary condition on Γ, with the above following hypothesis on the viscosities. 
Main results
As δ tends to 0, we expect that the solution (v δ , p δ ) tends to a finite, non-trivial limit solution (v 0 , p 0 ) in the half-space Ω, and we expect this limit term to be solution of an inviscid Helmholtz problem posed on Ω. This main result is stated in the following Theorem 2.2. The solution (v δ , p δ ) of the linearized Navier-Stokes problem (2.5) converges weakly in H(div, Ω)× H 1 (Ω) to (v 0 , p 0 ) solution of the following problem
where k R is a constant with Im(k R ) > 0, the so-called effective Rayleigh conductivity [4, 25] , obtained by solving an instationary Stokes problem in an infinite domain Ω A that is the union of two infinite half-spaces glued by one cylindrical domain of diameter d 0 and height h 0 , see Fig. 3 (c). More precisely, we seek for
and k R is given by
Note that, the previous problem can be simplified into a problem for the limit pressure p 0 ∈ H 1 (Ω) only, therefore it gives are real-valued, that expression never vanishes. The subspace
by the Rellich-Kondrachov theorem [5, Chap. 2] . Similarly, the trace operator γ 0 : u → u |Γ is a continuous operator from
and again the subspace
Hence the left-hand side of the variational formulation (2.11) can be written under the form (I + K)p 0 , q H 1 (Ω) , where the operator I is the identity operator and the operator K defined by
is a compact perturbation of I. Hence, the sum I + K is a Fredholm operator with index 0 [23] , i. e., the dimension of its kernel coincides with the co-dimension of its range, and by the Fredholm alternative uniqueness implies existence. Assume now that (I + K)p 0 , q H 1 (Ω) = 0 for any test function q ∈ H 1 (Ω). From now on, we consider two different cases, depending on the nature of the operator b Γ :
In that case, the problem admits a unique solution when 
sin
In that case, taking the particular test function q = p 0 and then the imaginary part of (I + K)p 0 , p 0 H 1 (Ω) , we find that Im b Γ (p 0 , p 0 ) = 0. It comes out that p 0 vanishes on Γ. Due to the boundary condition on Γ, hence ∇p 0 · n vanishes on this part of the boundary too. Using then the unique continuation theorem on elliptic operators [16] (see also [14, Chap. 4 .3]), we deduce that p 0 vanishes in whole Ω and therefore uniqueness of a solution p 0 of (2.9) follows. Theorem 2.4 (Strong convergence to the limit problem). Let K ⊂ Ω such that the minimal distance from K to ∂Ω is positive. Then, for any ω ∈ Λ, it holds the strong convergence
for the velocity and lim
for the pressure.
This theorem will be proved in Sec 3.2.
Remark 2.5. The following study is done on a flat interface Γ for simplicity. For slow varying interfaces, the upcoming limit model can be derived using an appropriate variable change that flattens the surface. For the example of a cylindrical array of Helmholtz resonators, as it can be seen on Fig. 1 , such a variable change has been used in [25] .
Derivation and justification of the main results
In this section, we want to prove that v δ admits as a limit the unique solution v 0 of (2.10) on Ω. This will be done by the following.
Step 1 We prove that, up to a subsequence, (v δ , p δ ) converges weakly in H(div, Ω) × H 1 (Ω) to a limit (v 0 , p 0 ) that satisfies an Helmholtz-∇ div equation with radiation condition. To obtain this result we prove the weak convergence of v δ in each subpart of Ω δ , i. e., the domain Ω not including the interface Γ, the array of resonator chambers, the two-semi infinites strips of the pattern B δ and the array of resonator apertures, where matching conditions and finally impedance conditions follow (Section 3.1).
Step 2 We use the result of existence and uniqueness stated by Theorem 2.3 to get the convergence of the complete sequence v δ converges (and not the subsequence only) to v 0 weakly in
Step 3 Using back the bilinear form and the strong convergence of
, we shall exhibit that the weak convergence in step 1 is a strong one, in particular that Theorem 2.4 holds.
Weak convergence at a glance
In this section, we are going to prove the weak convergence of (v
. To do so, we first recall the stability result for the non-resonant case [24, Lemma 2.1]:
We rescale f without loss of generality such that
We will show the weak convergence of (v δ , p δ ) to a limit solution (v 0 , p 0 ) in some adapted space of an open set K, where K will describe the resonator array (Sec. 3.1.1), the pattern below the array of apertures (Sec. 3.1.2), the array of apertures (Sec. 3.1.4), the pattern above the array of apertures (Sec. 3.1.5) and finally the space Ω, that proves Theorem 2.2 (Sec. 3.1.8). In each part, we will consider a suitable variable change to describe v δ and p δ . We end up the section by extending the Helmholtz resonator
We give then the a priori error estimate for almost each extended resonator domain:
Lemma 3.2. There exists a constant C H independent of δ such that for δ small and for almost any resonator position
holds.
Proof. We shall prove the second line of (3.3), the first line will be proved in a similar way. We start from the second line of (3.2) ahd we have
Let us consder a smooth function φ such that δ 2 = o(φ(δ)) as δ → 0, and let us denote by S φ the subset of Γ δ such that for any
φ(δ), and #S φ its cardinality. Then, error estimate (3.4) implies the relation φ(δ)#S φ
This means that the number #S φ of resonators in which the square L 2 -norm of the pressure gradient is bounded from below by φ(δ) cannot exceed asymptotically φ(δ) −1 . Finally, the ratio of #S φ over the cardinalty of Γ δ is asymptotically bounded by δ 2 φ(δ) −1 , this last quantity converging to 0 as δ → 0 since δ 2 = o(φ(δ)).
Weak convergence in the resonator array
In this section, we consider for each δ > 0,
At the first glance, we have to study positions x depending on δ, since the location of each Helmholtz resonator depends on δ. However, later we will see how to separate these dependence. Due to the geometrical assumption on the array of Helmholtz resonators, for each x in the array of Helmholtz resonators, there exists a center of aperture of each resonator, which we call resonator position
We introduce the two-dimensional point y ∈ A C , that we identify with abuse of notation to the three-dimensional point (y, 0), such that
i. e., we stretch the resonator Ω δ H (x δ Γ ), we do a stretch in the transverse plane (e 1 , e 2 ) only. The stretched resonator chamber is denoted by Ω
In the following, we introduce the five-dimensional functions V δ and P δ , depending on the resonator position x δ Γ , the slow longitudinal variable x 3 and the fast transverse variable y, by
We consider the linearized Navier-Stokes problem (2.5) rewritting the ∆ operator under the form ∆ = ∇ div − curl curl and we apply the anisotropic coordinate change. Therefore, we obtain the system
The estimate (3.3) of the Lemma 3.2 is equivalent to state in rescaled coordinate
The main idea that is coming from the classical two-scale homogenization [1] is to extend the discrete problem (3.6) into a continuous problem posed inside the domain Γ × Ω δ C , and whose unknown is still denoted by (V δ , P δ ). We also extend the discrete error estimate (3.7) into a continuous error estimate, stated by
, and the domain Ω δ C is an increasing domain in sense of inclusion as δ is decreasing. Then, for any fixed ε > 0 ans for any δ < ε, the sequence (
) therefore we can extract a subsequence that we still denote by (V δ , P δ ) that converges to a limit (
Combining the lower-semicontinuity of the weak limit [7, Theorem 2.2.1] coupled to the first line of (3.8), it holds
This motivates us to take the scalar product of (3.6) with test functions (W, Q) with W independent of the fast transverse variable y. Then, integrating by parts equation (3.6) leads to
Then, using the weak convergence of
, we find the limit problem which fulfills for almost all
The arbitrary choice of Q leads to
and gives a posteriori that V ε 0 (x Γ , ·) · e 3 is also independenf of y, i. e., there exists a scalar function
Taking then a test function W = W e 3 , we deduce that
Derivation of the boundary condition is done as follow: we take a particular test function W depending on
, and using a one-dimensional Stokes formula coupled to the weak convergence of bV
The next point is to derive a limit problem on the domain
. To do so, using the lower-semicontinuity of the weak limit, it holds
C H , so that we can again extract a subsequence ε n and a weak limit (V 0,3 , P 0 ). Then, we make the following construction
C ) by (3.7) for any δ ε 1 , so there exists a discrete subsequence (V δn 1 , P δn 1 ) and there exists a weak limit (V
. Due to the extraction of the subsequence, we can moreover assume that δ 1 ε 2 ,
C ) by (3.7) so there exists a discrete subsequence (V δn 2 , P δn 2 ) and there exists a weak limit (V
. Due to the extraction of the subsequence, we can moreover assume that δ 1 ε 3 . Finally, due to the extraction process, it holds that (V
) by (3.7) so there exists a discrete subsequence (V δn k+1 , P δn k+1 ) and there exists a weak limit (V
) . Due to the extraction of the subsequence, we can moreover assume that δ 1 ε k+2 . Finally, due to the extraction process, it holds that (V
We finally take the sequence (V δn n , P δn n ). By construction, this sequence admits (V 0 , P 0 ) as a weak limit in
for any set K ∈ Ω C whose minimal distance to the boundary {x 3 = 0} is positive, we find the limit problem which fulfills for almost all
Taking a test function W which is moreover supported by the transverse components leads to
i. e., V 0 is directed in the longitudinal direction. Taking then test functions W directed in the longitudinal direction, we conclude easily in Proposition 3.3. The limit (V 0 , P 0 ) is independent of the fast transverse variable y and is solution of an homogeneous one-dimensional Helmholtz problem, i. e., V 0 · e i = 0 for i ∈ {1, 2}, V 0 · e 3 depends only on the slow variable x 3 and
12) with homogeneous Dirichlet boundary conditions V 0 · e 3 at x 3 = −L.
From this proposition, we can deduce that there exists a scalar function V 0 that depends only on the resonator position such that
One can remark that the average velocity vanishes on the limit interface x 3 = 0 if ωL c ∈ πN, i. e., ω c corresponds to a characteristic wavelength of the one-dimensional Helmholtz problem.
Weak convergence in the pattern below aperture
Similarly to what we did in the previous section, we consider for each δ > 0 x ∈ Ω δ \ Ω. Therefore there exists a resonator position x δ Γ with x ∈ Ω δ H (x δ Γ ). We assume moreover that x is chosen with −2 √ δ < x 3 < −h 0 δ 2 and 
the extra scale for the rescaled pressure comes naturally due to the 1 δ in front of ∇ y in (3.6a). We consider the linearized Navier-Stokes problem (2.5) and we apply the isotropic coordinate change. Similarly to the derivation of problem (3.6), we obtain the following equations 
We extend again the discrete problem (3.14) into a continuous problem and the associated error estimate (3.15) into an error estimate on L ∞ (Γ; L 2 (B δ − )). Note that we have no boundar anymore on the norms of Ψ δ − and Φ δ − , only the norm of the divergence of Ψ δ − can be uniformly bounded with respect to δ. However, we can overcome this issue. In fact, one can see that the estimate (3.13) allows constant behaviours for Ψ δ , so that we deduce that
therefore there exists a subsequence that we still denote by Ψ δ − and that weakly converges to
. Combining the lower-semicontinuity of the weak limit coupled to the first line of (3.15), it holds
, as it is shown by the following Lemma Lemma 3.4. Let (u δ ) be a sequence in a Hilbert space H that weakly converges to u as δ → 0. Let us assume moreover that u δ H → u H . Therefore, (u δ ) → u.
Proof. For any δ,
H . The weak convergence of u δ to u implies u δ , u H → u 2 H as δ → 0, and the norm convergence implies then u δ − u H → 0 as δ → 0, i. e., the strong convergence of u δ to u.
Next is to look at the variational formulation associated to (3.14a). To do so, we multiply this line by a test function Θ in H 1 0 (B δ − ) that is compactly supported for −L/ε < y 3 , then doing an integration by parts leads to
We take then Θ under the form Θ = ∇ y ϑ, so that (3.16) becomes
We use then that the function (
then it converges up to a subsequence to a function Using the weak convergence in (3.16) with a particular test function Θ = ∇ y ϑ leads to
Reusing the variational formulation (3.16) without taking a particular choice of test function Θ and using the weak convergences of (Φ
This problem has to be completed by boundary conditions. To do so, we multiply the difference Ψ 
that leads to
The arbitrary choice of ϑ leads to
Again, using a diagonal extraction leads to: find (Ψ 0,− , Φ 0,− ) such that 
and using the weak convergence gives that
Matching of solutions in resonator array and pattern below aperture
In this section, we will exhibit how to link the behaviour between the solution written in the resonator array (V δ , P δ ) to the behaviour of the solution inside the pattern below aperture 
(3.19) Using then the weak convergence of (V δ , P δ ) to (V 0 , P 0 ) and using Proposition 3.3, and then considering θ as a family of approximation to the Dirac mass at (y 1 , y 2 ) ∈ A C , we obtain
Considering as well θ = 1 gives the average
One can remark that in the last two relations, the weight in δ correspond to the weights that intervene in (3.15) . Using the problem (3.18) and the matching condition (3.20), we can state the following Proposition 3.5. Let (λ n , ϕ n ) n∈N , sorted by increasing values of λ n , be the eigenpairs of the Laplace-Beltrami problem with Neumann boundary condition on cross-section A C −∆ϕ n = λ n ϕ n , in A C , ∇ϕ n · n = 0, on ∂A C , then there exists a family of linear operators ( n ) :
Moreover for any n 1, n (Ψ 0,− (x Γ , ·)), and Ψ 0,− (x Γ , ·) is constant, i. e.,
Using the weak convergence of δΦ δ − toΦ 0,− gives that 
Taking the weak convergence of this relation, taking then H → ∞ coupled with the solution representation (3.23) gives
In view of the shape of domain B δ − and of the matching conditions that will be developed in Section 3.1.5, we would like to write this relation also for S depending on δ, more precisely S(δ) = ζ √ δ for ζ 1 independent of δ. In other terms, if we consider the domain D 
In view of the resolution of the Laplace problem in a domain containing a singular point (see [22] ), studying the convergence of this integral it is equivalent to study the convergence of the integral
that converges to 0 with a rate δ 2 as δ → 0.
Weak convergence in the apertures
Similarly to what we did in the sections 3.1.1 and 3.1.2, we consider for each δ > 0 x ∈ Ω δ for which there exists a resonator position x δ Γ such that it satisfies one of the three following conditions A that tends to the unbounded domain Ω A as δ tends to 0, see Fig. 3(b) and Fig. 3(c) . We also introduce the five-dimensional functions v δ and p
We consider the linearized Navier-Stokes problem (2.5) and we apply the isotropic coordinate change. Similarly to the derivation of problems (3.6) and (3.14), we obtain the following equations
where
Γ corresponds to the rescaled part of the boundary of Ω δ in the vicinity of the neck centered at x δ Γ (depicted in blue on Fig. 3(b) ), and tends to ∂ Ω A as δ tends to 0.
Again, in view of estimate (3.3) of Lemma 3.2, the rescaled functions (v δ , p δ ) satisfy the following estimates for almost all resonators
C H (3.28) We extend then the discrete problem (3.27) into a continuous problem on the resonator position x Γ ∈ Γ and the error estimate (3.28) 
and for any δ such that D ⊂ Ω δ A , then we can extract a subsequence (still denoted by v δ ) that converges weakly
, the subscript "−2" relates to the shift in δ for the function v δ . We deduce moreover from the first line of (3.28) and using the lower semi-continuity
then doing a similar construction, this sequence admits a subsequence that converges weakly to
Using then the weak convergence in the continuity equation (3.27a), we get that the weak limit (v −2 , p 0 ) is solution of the following instationary Stokes problem
Note that this problem can be written equivalently with a curl z curl z operator instead of the − ∆ z operator, since div z v −2 (x Γ , ·) = 0. Taking the divergence gives that p 0 (x Γ , ·) is an harmonic function on Ω A , so that its behaviour towards infinity is described using spherical functions [9] . Then, following an expansion of v −2 as a sum of spherical functions and functions that are exponentially decaying with respect to the distance to the boundary ∂ Ω A , the only spherical harmonics on a half-sphere that lead to v −2 (x Γ , ·) ∈ H(div, Ω A )∩H(curl, Ω A ) are the spherical harmonics that admit a behaviour at most constant towards infinity, the constants at both sides of the wall can be different. Therefore, we seek for two functions c d and c n defined on Γ such that
where the neck profile
is solution of the instationary Stokes problem
completed by Dirichlet jump conditions at infinity
where the half-spheres Γ ± (S) for S > 0.5d 0 are given by Γ ± (S) = z ∈ Ω A such that z − (±0.5 − 0.5)h 0 e 3 = S and ± (z · e 3 + 0.5h 0 ) > 0 . (3.32) and are depicted on Fig. 3(c) . This problem is a classical mixed problem that admits a unique solution stated by the following Proposition 3.6. There exists a unique solution
Proof. This problem is a classical mixed problem with a principal part
which is elliptic on H 1 ( Ω A ) 3 , and the bilinear form associated to the Lagrange multiplier p is the L 2 -scalar product between ∇p and w. In view of [6, Theorem 1.1], this problem admits a unique solution.
Let us take S > 0.5d 0 . We denote by Ω A (S) the subdomain of Ω A that is delimited by Γ − (S) and Γ + (S). Since the functionṽ is divergence-free in Ω A (S) and its trace vanishes on ∂ Ω A , it turns out immediately that
where n is the unit outward normal vector. Following the formulation of the Rayleigh conductivity K R [17, 18] which describes the ratio of the fluctuating volume flow to the driving pressure difference, we introduce the effective Rayleigh conductivity k R as
Proposition 3.7. The above defined effective Rayleigh conductivity k R has a sens, i. e., the integral of the normal flux ofṽ on Γ ± (S) tends to a finite, non-zero quantity as S tends to infinity. Moreover Im(k R ) > 0.
Proof. Multiplying (3.31a) by a the conjugate of the solutionṽ, we integrate by parts and use that div zṽ = 0, we obtain
As S tends to infinity, the left-hand side of this relation tends to a quantity that is related to the L 2 -norm ofṽ and its gradient. This quantity is finite and non-zero as problem (3.31) is well-posed, see Prop. 3.6. Therefore the right-hand side is finite and non-zero as well. For any S, due to the no-slip boundary condition for the velocitỹ v on ∂ Ω A , the boundary integral is equal to the sum of the integrals on Γ ± . Using the limit condition (3.31d) and (3.33), we find
Using then an elliptic regularity argument together with a mode decomposition of v, we can state that
and that completes the fact that the quantity k R is finite and non-zero. Moreover, taking the real part of the previous limit gives that
and therefore Im(k R ) > 0.
Matching of solutions in aperture and pattern below aperture
In this section, and similarly to what was done in section 3.1.3, we will exhibit how to link the behaviour between the solution written in the aperture (v δ , p δ ) to the behaviour of the solution inside the pattern below aperture
We consider now the domainÕ
in which the relation (3.13) holds. In addition, for a point y ∈Õ δ , we can see that the point z := y/δ belongs to Ω δ A , so that the relation (3.26) holds as well. We introduced then two different representations of the solution (v δ , p δ ) of the linearized Navier-Stokes equation, so these solutions should coincide onÕ δ − . Multiplying these two representations by a suitable scaled test function leads to
where the test function n − that appears in the first line of (3.34) is the unit inward vector on Γ − (|z|), i. e.,
We first use that the pressure p δ converges weakly to p 0 weakly in the L 2 -sense, and a direct computation using (3.30) and (3.31d) shows that
so that the left part of the second line of (3.34) is also bounded. Using then the weak convergence of δΦ δ − to Φ 0,− given by (3.24) , so that the second line of (3.34) becomes
We will do now the same procedure for matching the velocity. The left-hand side of the first line of (3.34) is an integral onÕ
Using (3.25), one gets
The right-hand side is then decomposed into a similar way: we decompose again the volume integral onÕ
We do then the variable change y = δz, dy = δ 3 dz, then
and using the weak convergence of δ 2 v δ to v −2 , coupled with relations (3.30) and (3.33), it comes out that
Combination of the two integral limits give
3.1.6 Weak convergence in the pattern above aperture
Although the geometrical configuration below and above the aperture are different (array of Helmholtz resonators against free domain), the topological configuration and the derivation of the weak convergence result is done in a similar way as the derivation done in Sec. 3.1.2. In particular, we will give a result equivalent to Proposition 3.5 and to estimate (3.25) . Given δ > 0, we consider, for each 
similarly to the introduction of the functions Ψ δ − and Φ δ − in (3.13). Similarly to the derivation of problem (3.14), we consider the linearized Navier-Stokes problem (2.5) and we apply the isotropic coordinate change, then we obtain the following equations This problem is not complete: in addition to the matching conditions that will prescribe the behaviour of (Ψ δ + , Φ δ + ) close to the aperture and towards infinity, this problem has to be completed by lateral boundary conditions, i. e., conditions on ∂A × (0,
). Since A is a parallelogram driven by the two vectors a 1 and a 2 , for i ∈ {1, 2}, we call Γ A,i the edge of A such that Γ A,i + a i is also one edge of A. For y ∈ Γ A,i , we consider the point x := x δ Γ + δy + δa i that corresponds locally to a common boundary of the semi-infinite strips centered at x δ Γ and x 
Similarly to the study of Ψ Combining the lower-semicontinuity of the weak limit coupled to the first line of (3.41), it holds
). Moreover, this result associated to the quasi-periodic periodic boundary condition (3.40) gives that the weak limit Ψ ε 0,+ is periodic, i. e.,
Again, looking for the weak limit in (3.39a) leads to the weak convergence of of ∇Φ
, and using a diagonal extraction, we summarize the overall result by: find (Ψ 0,+ , Φ 0,+ ) such that 
Matching of solutions in aperture and pattern above aperture
Similarly to the work done in section 3.1.5, we will exhibit how to link the behaviour of the solution written in the aperture (v δ , p δ ) to the behaviour of the solution inside the patter above aperture (Ψ
in which the relation (3.38) holds. In addition, for a point y ∈Õ 
where the test function n + that appears in the first line of (3.34) is the unit outward vector on Γ + (|z|), i. e.,
We first use that the pressure p δ converges weakly to p 0 weakly in the L 2 -sense, and a direct computation using (3.30) and (3.31d) shows that • the impedance boundary condition on Γ and the normal trace condition on ∂Ω \ Γ are satisfied.
Proof of the weak convergence Using the a priori global estimate (3.1) of Lemma 3.1, the sequence (v δ , p δ ) is uniformly bounded in H(div; Ω) × H 1 (Ω) so that there exists a subsequence that weakly converges to a limit (v 0 , p 0 ) in H(div; Ω) × H 1 (Ω). The weak convergence applied to the momentum equation (2.5b) gives immediately the second line of (2.7). Multiplying the continuity equation (2.5a ) by a test function w ∈ H(div; Ω) ∩ H(curl; Ω) such that w = 0 on ∂Ω and integrating by parts leads to
We use then the weak convergence associated to the boundness of the norms δ 2 curl v
gives the first line of (2.7).
Proof of the boundary conditions The easiest part is to prove the boundary condition on ∂Ω \ Γ. Indeed, the trace operator
is a lower semicontinuous operator, and since v δ weakly converges to v 0 in H(div; Ω), one has
Determination of the boundary condition on Γ is more involved, and need the matching with the solution in the pattern above apertures. Indeed, for a particular resonator position x Γ ∈ Γ, we consider the domain
We can moreover see that the point y := δ −1 x − x Γ belongs to B δ + . Then, similarly to the writing of the matching condition (3.19), we get the matching
(3.48)
The right-hand sides of (3.48) are treated using (3.47) and (3.46), respectively. The left-hand sides are treated using the L 2 weak convergence of v δ · e 3 and p δ to v 0 · e 3 and p 0 respectively and using an elliptic regularity result. Therefore, it holds v 0 (x Γ ) · e 3 = a C sin 
Proof of Theorem 2.4
In the previous section, we proved that the solution (v δ , p δ ) of (2.5) converges weakly to the solution (v 0 , p 0 ) of (2.7) in H(div; Ω) × H 1 (Ω). Now, we shall prove that this weak convergence is in fact a strong convergence when we consider a bounded subdomain of Ω.
Proof of Theorem 2.4. We consider a bounded subdomain K ⊂ Ω whose minimal distance d K := d(K, ∂Ω) between K and the boundary ∂Ω is positive, we consider ω ∈ Λ so that the limit problem (2.7) is well-posed and the a priori estimate (3.1) of Lemma 3.1 holds, and we want to prove that (v δ , p δ ) strongly converges to (v 0 , p 0 ) in H(div, K) × H 1 (K). To do so, we start with the momentum equation (2.5b) and the second line of the limit problem (2.7), taking the difference leads to −ıω(p δ − p 0 ) + ρ 0 c 2 div(v δ − v 0 ) = 0. (3.52)
