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Abstract
We study the partition function of the compactified 5D U(1) gauge theory (in the Ω-
background) with a single adjoint hypermultiplet, calculated using the refined topological
vertex. We show that this partition function is an example a periodic Schur process and is
a refinement of the generating function of cylindric plane partitions. The size of the cylinder is
given by the mass of adjoint hypermultiplet and the parameters of the Ω-background. We also
show that this partition function can be written as a trace of operators which are generalizations
of vertex operators studied by Carlsson and Okounkov. In the last part of the paper we describe
a way to obtain (q, t) identities using the refined topological vertex.
1 Introduction
The topological vertex formalism [1, 2] has not only been able to completely solve the problem
of determining the Gromov-Witten/Gopakumar-Vafa/Donaldson-Thomas invariants of the toric
Calabi-Yau threefolds but has also provided insights into their combinatorial aspects. In this paper
we continue the study of the combinatorial aspects of the Nekrasov’s extension of the topological
string partition functions (which are same as the partition functions of the 5D compactified gauge
theory in the Ω-background) for certain toric Calabi-Yau threefolds. Our main example will be a
rather interesting Calabi-Yau threefold XH which gives rise, via geometric engineering, to U(1)
gauge theory with one hypermultiplet in the adjoint representation. We provide a combinatorial in-
terpretation of the refined partition function of XH in terms of plane partitions living on a cylinder.
These cylindric partitions were studied in [3] and are closely related with periodic Schur process.
We will see that this cylinder naturally appears in the toric description of XH and the size of the
cylinder is determined by the mass of the adjoint hypermultiplet and the parameters (ǫ1, ǫ2) of the
Ω-background. We only consider the U(1) theory in this paper, however, the relation with periodic
Schur process and cylindric partitions extends to the U(N) theory with adjoint hypermultiplet as
well [4].
The partition function of the 4D gauge theory was recetly interpreted in terms of matrix elements
of a vertex operator corresponding to certain K-theory classes on product of Hilbert schemes of
C2 [5]. In this paper we make a similar attempt in trying to understand the compactfied 5D gauge
theory partition function in terms of certain (q, t) vertex operators which are a natural generaliza-
tion of the vertex operators discussed in [5]. The relation with cylindric partitions implies that the
matrix elements of these vertex operators are given by number of cylindric partitions of a certain
type.
In the last section of the paper we derive a set of (q, t) identities associated with certain toric
CY3-folds. These identities encode the fiber-base duality of the N = 2 gauge theories [6].
The paper is organized as follows. In section 2 we give a detailed account of the refined vertex
using the transfer matrix approach and give the refined crystal picture for the partition function
of various CY3-folds. In section 3 we consider the partition function of U(1) adjoint theory in
detail and relate it to the combinatorics of cylindric plane partitions. We provide also provide an
introduction to the basics of cylindric partitions. In section 4 we discuss the (q, t) generalization
of the vertex operators of [5]. In section 5 we use the choice of the preferred direction needed for
the refined vertex calculation to give a set of (q, t) identities associated with certain simple toric
CY3-folds.
1
2 3D Partitions, Refined Vertex and Crystals
In this section, first we are going to review some background material including the definitions of
2D and 3D partitions, the partition function of a plane partition with multiple variables and the so-
called transfer matrix approach to compute those partition functions. We should warn the reader
that our presentation is going to be far from the most general form, but rather include only the
special cases we need. Later, we are going to focus on the particular parametrization of the refined
topological vertex and work out the crystal model for the closed refined topological vertex.
2.1 Transfer matrix approach
A 2D partition ν consists of non-negative integers with decreasing order ν = {ν1 ≥ ν2 ≥ . . . , |νi ≥
0}. The pictorial representation obtained by placing νi boxes next to each other relates them to the
Young diagrams. If we have another 2D partition λ in addition to ν such that λi ≥ νi for all i
we say λ includes ν and denote it by ν ⊆ λ. This condition implies that any box (i, j) belonging
to ν is also an element of λ. For two such partitions we can construct the skew partition λ/ν by
removing all boxes that are elements of ν from λ, i.e., λ/ν = {(i, j) ∈ λ|(i, j) /∈ ν}. It is obvious
from this definition that a skew partition might not be a partition. However, if λ is chosen to be
λ = {λi = L | i = 1, . . . ,M} such that L and M are large enough to include ν in λ, the skew
partition λ/ν is always a 2D partition.
A plane partition π is defined by an array of non-negative integers satisfying
πi,j ≥ πi+r,j+s , r, s ≥ 0. (2.1)
Plane partitions have also a 3-dimensional pictorial representation: if we divide the base xy-plane
into unit squares and denote them by (i, j), we can place πi,j boxes over each square (i, j). In this
sense, plane partitions are considered a generalization of Young diagrams. The total number of
boxes of a plane partition π is given by
|π| =
∑
i,j
πi,j.
A skew 3D partition of shape λ/ν is an array of non-negative integers {πi,j | (i, j) ∈ λ/ν} satis-
fying the same condition as in Eq. (2.1).
2
Figure 1: The hook length of a
box in νc.
The partition function corresponding to a skew plane partition of
shape νc (the complement of ν) is given by
Zν(q) : =
∑
π(νc)
q|π| (2.2)
=
∏
(i,j)∈νc
1
1− qhˆ(i,j) ,
where hˆ = j − νi + i − νtj − 1 is the hook length of the box
(i, j) ∈ νc as shown in Fig. 1.
If ν is the empty partition ∅, the partition function becomes the
MacMahon function,
M(q) := Z∅(q) =
∞∏
k=1
1
(1− qk)k . (2.3)
If we normalize the partition function Zν(q) by the MacMahon function M(q) then we obtain
Z˜ν(q) given by
Z˜ν(q) :=
Zν(q)
M(q)
=
∏
(i,j)∈ν
1
1− qh(i,j) , (2.4)
where h(i, j) = νi−j+νtj−i+1 is the hook length of a box in ν. This partition function as well as
more general ones which we will define shortly can be computed using transfer matrix formalism.
We can consider a plane partition function as a sequence of 2D partitions, {η(a)|a ∈ Z}, along the
slices whose projection to the base is given by y − x = a.
This sequence is obtained by slicing the plane partition by diagonal planes as shown in Fig. 2. The
definition of a plane partition puts strong conditions among the 2D partitions in the sequence. Be-
fore we spell out these conditions we need to define interlacing: we say a 2D partition µ interlaces
another 2D partition ν, written as µ ≻ ν, if
µ1 ≥ ν1 ≥ µ2 ≥ ν2 ≥ . . . . (2.5)
Note that interlacing is a stronger condition than including. The diagonal slices η(a) obtained from
a plane partition satisfy
η(a+ 1) ≻ η(a), a < 0, (2.6)
η(a) ≻ η(a+ 1), a ≥ 0.
3
Now we are ready to define, following [7], a more generalized partition function of a plane parti-
tion: we can weigh different slices of the 3D partition with different variables, hence the partition
function becomes
Zν({qa}) :=
∑
{η(a)}
∏
a∈Z
q|η(a)|a =
∑
π
∏
a∈Z
q|πa|a (2.7)
where |πa| =
∑
i πi,a+i. It is obvious from this definition
Figure 2: The diagonal slicing of the
plane partition.
that we will obtain the partition function we previously de-
fined if we set all variables equal to each other, {qa = q}.
The transfer matrix approach is based on associating a fermionic
Fock space to 2D partitions. We will introduce creation/annihilation
as well as the so-called vertex operators acting on this space
of states equipped with a natural inner product.
The Fock space F is a semi-infinite product of another vec-
tor space V spanned by vectors k, where k ∈ Z + 1/2. An
element vS of the Fock space F =
∧∞
2 V is given by
vS = s1 ∧ s2 ∧ s3 ∧ . . . , (2.8)
where S = s1 > s2 > . . . is a subset of Z+1/2, such that S \ (Z≤0−1/2) and (Z≤0−1/2) \S are
both finite. Over this space there is a natural inner product with respect to which the basis defined
by {vS} is orthonormal.
The generators ψk and ψ∗k of Clifford algebra satisfy the following anti-commutation relations:
{ψk, ψk′} = 0, {ψ∗k, ψ∗k′} = 0, {ψk, ψ∗k′} = δkk′, (2.9)
where k, k′ ∈ Z+ 1/2. Later we will need the explicit action of the Clifford algebra generators on
the basis vectors
ψk
(
s1 ∧ s2 ∧ s3 ∧ . . .
)
= k ∧ s1 ∧ s2 ∧ s3 ∧ . . . (2.10)
ψ∗k
(
s1 ∧ s2 ∧ . . . ∧ sl ∧ k ∧ sl+1 ∧ . . .
)
= (−1)ls1 ∧ s2 ∧ . . . ∧ sl ∧ sl+1 ∧ . . . (2.11)
ψ∗k
(
s1 ∧ s2 ∧ s3 . . .
)
= 0, for k ∈ Z\S. (2.12)
The vectors in the Fock space F can be parameterized by partitions:
v
(0)
λ = λ1 − 1/2 ∧ λ2 − 3/2 ∧ . . . . (2.13)
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where we ignore an irrelevant shift m of the vacuum energy from the definition in [7]. In our
notation, v(0)0 denotes the vacuum state corresponding to empty partition ∅.
At this point, we have constructed a fermionic Fock space with Clifford algebra acting on it and
established one-to-one correspondence with the 2D partition. What is needed to continue is an
operator which can create states corresponding to 2D partitions which interlace a given 2D partition
after acting on a given state. To construct this operator first we need to define αn
αn =
∑
k∈Z+1/2
ψk+nψ
∗
k, n = ±1,±2, . . . . (2.14)
These operators satisfy the following commutation relationships:
[αn, αm] = −nδn,−m, [αn, ψk] = ψk+n, [αn, ψ∗k] = −ψ∗k−n. (2.15)
The vertex operators are obtained from these operators αn’s by exponentiation
Γ+(x) = exp
(∑
n≥1
xn
n
αn
)
, (2.16)
Γ−(x) = exp
(∑
n≥1
xn
n
α−n
)
. (2.17)
Γ+(x) and Γ−(x) are conjugates of each other with respect to the inner product on F :
(Γ−(x)v, w) = (v,Γ+(x)w) . (2.18)
The action of Γ−(x) on the vacuum state is particularly important, Γ−(x)v(0)0 = v
(0)
0 . It is easy to
verify that they satisfy the following commutation relation which we are going to use extensively
(in addition to its action on the vacuum state as well as the conjugacy property):
Γ+(x)Γ−(y) = (1− xy)Γ−(y)Γ+(x). (2.19)
Let us discuss this formal construction a little bit more explicitly. For the simplest cases, one
can easily convince oneself of the above relation by expanding the exponential in Γ+(x) as a
power series and acting with the individual terms in the expansion on a given state. One creates a
generating function for all partitions that interlace the one acted on. This is summarized as∏
i
Γ+(xi)v
(0)
µ =
∑
λ⊃µ
sλ/µ(x)v
(0)
λ . (2.20)
More specifically
Γ+(1)v
(0)
µ =
∑
λ≻µ
v
(0)
λ , (2.21)
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since sλ/µ(1) = 1 if λ ≻ µ, and vanishes otherwise.
The generalized partition function can be written in terms of the vertex operators. To sum over
all possible plane partitions, one way is to start at a = ∞ with vacuum and apply Γ+(x). We
end up with all possible partitions as a generating function on the next slice that interlace vacuum.
Then we successively apply Γ+(x) until we hit the main diagonal slice a = 0. This way, we create
partitions which interlace the partitions on the previous slice. After the main diagonal we start
applying Γ−(y)’s successively, and we create partitions that are interlaced by the previous slices,
until we reach at a = −∞. The transfer matrix formalism can be used in a more general situation
when we asymptotically have non-trivial states at a = ±∞.
−5 0 1 2 3 4 5−1−2−3−4
Figure 3: Three inner corners {v1, v2, v3} =
{−4,−2, 3}, two outer corners {u1, u2} = {−3, 0}.
The partition function of a skew 3D partition de-
pends on the 2D partition ν on the base. We di-
vide the corners of the corresponding 2D parti-
tion into inner and outer corners. We parame-
terize the inner and outer corners by their coor-
dinates vi and ui, respectively, of their projec-
tion onto the real line as shown in Fig. 3. It is
convenient to introduce another set of parame-
ters {x±m|m ∈ Z + 1/2} and identify them with
qa’s in the following shape dependent way [7]:
x+m+1
x+m
= qm+ 1
2
, m > vM or ui − 1 > m > vi , (2.22)
x+
ui−
1
2
x−
ui+
1
2
= q−1ui ,
x−
vi−
1
2
x+
vi+
1
2
= qvi ,
x−m
x−m+1
= qm+ 1
2
, m < v1 or vi+1 − 1 > m > ui ,
where M is the number of outer corners. In terms of these new variables, the generalized partition
function reads
Zν({x±m}) =
 ∏
uM>m>vM
Γ−(x
+
m) . . .
∏
ui<m<vi+1
Γ+(x
−
m)
∏
vi<m<ui
Γ−(x
+
m) . . . (2.23)
∏
v1>m>u0
Γ+(x
−
m)v
(0)
0 , v
(0)
0
)
=
( ∏
u0<m<uN
Γ−ε(m)(x
ε(m)
m )v
(0)
0 , v
(0)
0
)
,
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wherem runs over Z+1/2. In the last equation, we have introduced some new notation; ε(m) = +,
if vi < m < ui for 1 ≤ i ≤ M and, ε(m) = −, if ui < m < vi+1 for 0 ≤ i ≤ M − 1. This
partition function turns out to have a nice compact form [7]
Zν({x±m}) =
∏
m1<m2
m1∈D−,m2∈D+
(
1− x−m1x+m2
)−1
, (2.24)
with D± = {m | ε(m) = ±}.
2.2 Refined topological vertex
The transfer matrix formalism reviewed in the last section is capable of computing a partition func-
tion with infinitely many parameters, one for each diagonal slice. However, the main motivation to
construct a more refined topological vertex comes from the microscopic derivation of the Seiberg-
Witten solution [8], and it has only two distinct parameters, q and t. We will review the correct
choice of assigning equivariant parameters to the diagonal slices, i.e., the map {qa|a ∈ Z} 7→
{q, t}. We will refer the interested reader to the original reference [9] for the details of the physical
motivation as well as the derivation of the refined topological vertex. Here, we only give the map.
=
=
Figure 4: The parameters q and t are
assigned based on the partition ν =
(5, 4, 4, 3, 1, 1).
Imagine we are computing the partition function Zν for a
partition ν shown in Fig. 4. According the transfer matrix
method we have a series of diagonal slices presented by the
red and blue lines in the figure. As we mentioned before we
start at a =∞ and apply Γ± repeatedly, following the arrows.
For each partition we can construct a “barcode” by assign-
ing a black or white box depending on whether we are going
horizontally or vertically, respectively, while we are tracing
the profile of ν. Note that if we count the number of black
boxes to the left of the ith white box, we get νi. For exam-
ple, there are 5 black boxes to the left of the first white box.
Similarly, if we count the number of white boxes to the right
of the jth black box, we obtain νtj . It turns out that this bar-
code is in one-to-one correspondence with 2D partitions. The
(q, t)-assignment to each slice is essentially determined by
this barcode, whenever we go vertically we count that slice
with q, otherwise, along each horizontal pass, with t. For an
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arbitrary 2D partition ν the map has the following form:
{x+m |m ∈ D+} = {tiq−νi | i = 1, 2, 3, . . .}, (2.25)
{x−m |m ∈ D−} = {qj−1t−ν
t
j | j = 1, 2, 3, . . .}. (2.26)
In general, at the asymptotes a = ±∞, we may not have empty partitions but instead two different
partitions, say λ and µ. The interlacing condition Eq. (2.6) requires us to excise the whole region
behind those two partitions. In this sense, we are computing the transition from a 2D partition λ
to another one µ. This is the generating function of all possible 3D partitions we can create by
putting boxes in the empty region left by excising the three asymptotes [10],
Zλµ ν(t, q) :=
( ∏
u0<m<uN
Γ−ε(m)(x
ε(m)
m )v
(0)
λ , v
(0)
µ
)
. (2.27)
The refined topological vertex is then defined to be
Cλµ ν(t, q) =
Zλµ ν(t, q)
Z∅ ∅ ∅(t, q)
(2.28)
=
(q
t
) ||µ||2+||ν||2
2
t
κ(µ)
2 Pνt(t
−ρ; q, t)
∑
η
(q
t
) |η|+|λ|−|µ|
2
sλt/η(t
−ρq−ν)sµ/η(t
−νtq−ρ),
where
Pνt(t
−ρ; q, t) = t
||ν||2
2 Z˜ν(t, q)
= t
||ν||2
2
∏
(i,j)∈ν
(
1− ta(i,j)+1 qℓ(i,j)
)−1
, a(i, j) = νtj − i , ℓ(i, j) = νi − j .
2.3 Crystal models and (t, q) parameters
In this section, we will discuss crystal models for X0 := O(−1) ⊕ O(−1) 7→ P1 and X1 :=
O(0) ⊕ O(−2) 7→ P1. We will see that both these models have exactly the same combinatorial
description with the only difference being the expansion parameters. A better understanding of
these combinatorial models and the expansion parameters (q, t) will help us later understand the
combinatorial model for the compactified resolved conifold which gives rise to U(1) gauge theory
with adjoint matter.
Recall that the refined partition function of X0 and X1 is given by [9] (this can be calculated using
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the topological vertex formalism)1
ZX0(Q, t, q) =
∞∏
i,j=1
(
1−Qti− 12 qj− 12
)
, ZX1(Q, t, q) =
∞∏
i,j=1
(
1−Qti qj−1
)−1
. (2.32)
Where T = −log(Q) is the Ka¨hler parameter associated with the P1 in the geometry. The com-
binatorial interpretation of ZX1(Q, q, q) in terms of 3D partitions is well known [?]. A similar
combinatorial interpretation for ZX1(Q, t, q) can be found: Given a 3D partition π and its diagonal
slices {η(a) , a ∈ Z}∑
π,η(0)=λ
q
P
a>0 |η(a)| t
P
a≤0 |η(a)| = t
P
i iλi q
P
i(i−1)λi
∏
s∈λ
(
1− qh(s)
)−1 (
1− th(s)
)−1
(2.33)
= sλ(t, t
2, t3, · · · ) sλ(1, q, q2, · · · ) .
The prefactor t
P
i iλi q
P
i(i−1)λi arises because if η(0) = λ then the 3D partition with the least
number of boxes is such that there are
∑
i iλi number of boxes on or to the right of the main
1The refined topological string partition function in terms of Gopakumar-Vafa invariants can be written as
ZX(ω, t, q) :=
∏
C∈H2(X,Z)
∏
jL,jR
jL∏
kL=−jL
jR∏
kR=−jR
∞∏
m1,m2=1
(1− tkL+kR+m1− 12 qkL−kR+m2− 12 e−ω·C)(−1)2(jL+jR)NjL,jRC (X) .
For the case of X0 and X1 this simplifies to
ZXk(Q, t, q) =
∏
jL,jR
jL∏
kL=−jL
jR∏
kR=−jR
∞∏
m1,m2=1
(1− tkL+kR+m1− 12 qkL−kR+m2− 12 Q)(−1)2(jL+jR)NjL,jRC (Xk) . (2.29)
For X0 the moduli space of P1 is just a point therefore N jL,jRC = δjL,0δjR,0. For X1 the moduli space of P1 is C. If
the moduli space had been P1 this would have given the spin content (jL, jR) = (0, 12 )⇒ (kL, kR) = (0, {− 12 ,+ 12}).
Since the moduli space is C we can think of it as half-P1 giving the spin content (jL, jR) = (0, 12 ) ⇒ (kL, kR) =
(0, {+ 12}). Thus we get
ZX0(Q, t, q) =
∞∏
i,j=1
(
1−Q ti− 12 qj− 12
)
, ZX1(Q, t, q) =
∞∏
i,j=1
(
1−Q ti qj−1
)−1
. (2.30)
Of course, we could choose the spin content for half-P1 to be (jL, jR) = (0, 12 ) ⇒ (kL, kR) = (0, {− 12}). In this
case we get
ZX1(Q, t, q) =
∞∏
i,j=1
(
1−Q ti−1 qj
)−1
. (2.31)
In terms of combinatorics of 3D partitions the two choices for the spin content correspond to the choice of counting
the partition η(0) (the 2D partition on the main diagonal) with t or q.
9
diagonal and
∑
i(i− 1)λi is the number of boxes below the diagonal. Thus∑
λ
Q|λ|
∑
π,η(0)=λ
q
P
a>0 |η(a)| t
P
a≤0 |η(a)| =
∑
λ
Q|λ|sλ(t, t
2, · · · ) sλ(1, q, · · · )
=
∞∏
i,j=1
(
1−Qti qj−1
)−1
= ZX1(Q, t, q) .
The refined partition function ZX0(Q, t, q) has a similar combinatorial description in which instead
of counting the slices with parameters q and t we count them with q and t−1 and also splitting the
slice η(0) symmetrically between the two parameters,∑
λ
Q|λ|
∑
π,η(0)=λ
q
|η(0)|
2
+
P
a>0 |η(a)| (t−1)
|η(0)|
2
+
P
a<0 |η(a)| =
∑
λ
Q|λ|sλ(t
− 1
2 , t−
3
2 , · · · ) sλ(q 12 , q 32 , · · · )
=
∑
λ
Q|λ|(−1)|λ|sλt(t 12 , t 32 , · · · ) sλ(q 12 , q 32 , · · · ) =
∞∏
i,j=1
(
1−Qti− 12 qj− 12
)
= ZX0(Q, t, q) .
Thus we see that both ZX0(Q, t, q) and ZX1(Q, t, q) can be expressed as a sum over 3D partitions
as long as correct expansion parameters are chosen.
z
x
y
Figure 5: 3D partition and choice of slicing.
The above is not the only crystal model for
ZX0(Q, q, q). Another model in terms 3D parti-
tions has been discussed [11]. The model consists
of putting an additional “wall” parallel to one of the
already existing walls bounding the positive octant
R3+, say the one along the xz-plane, in the region
where we are growing our crystal. The distance
of this additional wall to xz-plane is related to the
Ka¨hler parameter of the resolved conifold. The re-
gion bounded by these walls seems like the toric
diagram of the resolved conifold. Later we will
consider the double-P1 and the closed topological
vertex for the refined case. First, we will allow the
size of the preferred direction to be non-compact.
This is equivalent to placing another wall, now par-
allel to the yz-plane, and allowing the crystal grow
in the z-direction without any bound. Again, the
location of this second wall is related to the appropriate Ka¨hler parameter in the toric geometry.
Later, for the closed refined topological vertex, we will introduce a projection operator and put a
“ceiling” in the region where we grow the crystal, that is equivalent putting a last wall parallel to
the xy-plane.
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In Fig. 5, we show an example of a plane partition and show how the slices should be weighted;
each blue slice, i.e. a > 0, gives rise to a factor of q|η(a)|, whereas each red slice contributes t|η(a)|
with a ≤ 0. For instance, the 3D partition in the figure counts as q7t17.
The refined partition function of X0 can also be obtained by putting a wall at a distance of M along
the y-direction. The partition function reads then
Zcrystal =
( ∏
∞>m>0
Γ−(x
+
m)
∏
0>m>−M
Γ+(x
−
m)v
(0)
0 , v
(0)
0
)
. (2.34)
We can repeatedly make use of the commutation relation Eq.(2.19) of the vertex operators to get
Zcrystal =
∞∏
k1=1
M∏
k2=1
(
1− x+k1−1/2x−−k2+1/2
)−1( ∏
0>m>−M
Γ+(x
−
m)
∏
∞>m>0
Γ−(x
+
m)v
(0)
0 , v
(0)
0
)
︸ ︷︷ ︸
=1
(2.35)
and then it is easy to see that the inner product is equal to 1, due to the Eq. (2.18) and the fact that
Γ−(x
+
m) acts as identity on the vacuum state v
(0)
0 . We have already established the map between
{q, t} and {x±m} in Eq. (2.25), the partition function from the 3D crystal takes the form
Zcrystal =
∞∏
i=1
M∏
j=1
(
1− tiqj−1)−1 . (2.36)
Since
ZX0(Q, t, q) =
∞∏
i=1
∞∏
j=1
(
1−Qti− 12 qj− 12
)
, (2.37)
these two partition functions turn out to be related to each other in the same way as in [12]:
Zcrystal = M(t, q)ZX0(Q, t, q), (2.38)
with the identification Q
√
q
t
= qM . M(t, q) is the refined MacMahon function already defined
in [9]:
M(t, q) =
∞∏
i=1
∞∏
j=1
(
1− tiqj−1)−1 . (2.39)
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2.3.1 Double-P1 and closed refined topological vertex
In this section, we will first place the second wall in our crystal and then put the ceiling. While
introducing the second wall is in the same spirit as placing the first wall, the ceiling will require,
as mentioned, the introduction of a projection operator PN .
In Fig. 6 we have the toric diagram for the double-P1. The double
1
Q2
Q
Figure 6: Toric diagram of
double-P1.
blue lines show our choice of the preferred direction. The crystal
partition function is given by
Zcrystal =
( ∏
L>m>0
Γ−(x
+
m)
∏
0>m>−M
Γ+(x
−
m)v
(0)
0 , v
(0)
0
)
(2.40)
We repeat the same steps as in the previous example and obtain
Zcrystal =
L∏
i=1
M∏
j=1
(1− tiqj−1)−1. (2.41)
The refined vertex computation (see Appendix A) gives
ZdoubleP1(Q1, Q2, t, q) =
∞∏
i=1
∞∏
j=1
(1−Q1ti− 12 qj− 12 )(1−Q2ti− 12 qj− 12 )
(1−Q1Q2ti−1qj) . (2.42)
After the following identification
Q1
√
q
t
= qM , Q2
√
q
t
= tL,
we get
Zcrystal = M(t, q)Zdouble P1(Q1, Q2, t, q). (2.43)
Let us now introduce the projection operator we mentioned before. The goal for such an operator
is to eliminate the contributions coming from the 3D partition which are higher than our “ceiling”.
The projection operator can be written in terms of the fermionic operators ψk and ψ∗k. Using the
fact that [7]
ψ∗kψk|λ〉 =
{
0 if k = λi − i+ 12 , for some i = 1, 2, 3, · · ·|λ〉 otherwise (2.44)
it is easy to see that the projection operator is given by
PN =
∞∏
j=N+ 1
2
ψ∗jψj . (2.45)
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For the purpose of calculating the generating function it is more useful to write the above projection
operator as
PN =
∞∏
j=N+ 1
2
ψ∗jψj =
∑
η,η1≤N
|η〉〈η| . (2.46)
Thus the refined generating function of the 3D partitions in a L×M ×∞ box with the restriction
that the 2D partition on the diagonal slice through the origin is η. Thus if we want to put a ceiling
of height N , we can do this by allowing only those partitions η for which η1 ≤ N . Thus the
generating function of the 3D partitions in a L×M ×N box is
Z(N,M,L) =
∑
η,η1≤N
〈0|
∏
L>m>0
Γ−(x
+
m)|η〉〈η|
∏
0>m>−M
Γ+(x
−
m)|0〉. (2.47)
Using the expression of the matrix elements in the above in terms of Schur functions
〈η|
∏
i
Γ+(xi)|0〉 = 〈0|
∏
i
Γ−(xi)|η〉 = sη(x)
we get
Z(N,M,L) =
∑
η,η1≤N
sη(x
+) sη(x
−) . (2.48)
It is easy to see that the above expression satisfies the limiting behavior of Z(N):
Z(0,M, L) = 1 , Z(∞,M, L) =
∏
L>m>0,0>m′>−M
(1− x+mx−m′)−1. (2.49)
Specializing to the (q, t) parameters by using the previously established map:
{x+m|L > m > 0} = {t, t2, t3, · · · , tL}
{x−m|0 > m > −M} = {1, q, q2, · · · , qM−1}
we get
Z(N,M,L) =
∑
η,η1≤N
sη(t, t
2, t3, · · · , tL) sη(1, q, q2, · · · , qM−1) . (2.50)
Using the identity
sη(1, q, q
2, · · · , qM−1) = qn(η)
∏
s∈η
1− qM+j−i
1− qh(s) , (2.51)
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where n(η) =
∑
i(i− 1)ηi we get
Z(N,M,L) =
∑
η,η1≤N
t|η| (t q)n(η)
∏
s∈η
(1− tL+j−i)(1− qM+j−i)
(1− th(s))(1− qh(s)) . (2.52)
It is easy to see that if either of L,M or N is equal to 0 then the above generating function reduces
to 1 as it should. However, it is easy to see that this crystal partition function is not related to the
refined partition function of the closed topological vertex geometry XC 2 in any simple way. The
refined partition function for XC is given in Appendix A. It is easy to see that if instead of putting
a ceiling in the crystal model we calculate the crystal partition function by weighing the diagonal
slice with Q (as in the crystal model of X0) we get the refined partition function of XC ,
Zcrystal =
∑
η
(−Q)|η|sη(t 12 , t 32 , · · · , tM− 12 )sη(q 12 , q 32 , · · · , qL− 12 ) (2.53)
=
Zvertex(Q)
Zvertex(0)
.
Where Zvertex is given by Eq(7.3) given in Appendix A.
3 Adjoint Theory and Periodic Schur Process
In this section, we will discuss the refined crystal model for the 5D U(1) theory with an adjoint
hypermultiplet. We will also consider its 4D limit. In 4D this theory has properties similar to
the N = 4 theory and is expected to be ultraviolet finite with partition function having modular
properties. We will see that the combinatorics of the partition function of this theory is closely
related to cylindric partitions [3].
3.1 Geometric Engineering of U(1) Theory with Adjoint Hypermultiplet
We will denote by XH the geometry which gives rise to N = 2 abelian gauge theory with one
adjoint hypermultiplet via compactification of type IIA. The gauge theory is obtained by taking a
special limit which we will discuss later. M-theory compactification of XH gives rise to a N = 1
5D theory. We will consider this 5D theory on R4 × S1 with the radius of S1 given by β. The
partition function we will compute in the next section using topological vertex formalism is the
partition function of the compactified 5D gauge theory.
2This geometry is actually the resolution of the singular geometry C3/Z2 × Z2.
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The geometry XH (and its mirror) was studied in detail in [13, 14, 16, 15] and is the total space of
a rank two bundle over an elliptic curve. The rank two bundle is the trivial bundle twisted by a line
bundle with first Chern class equal to the mass, m, of the adjoint hypermultiplet. For m = 0 we
N = 4 gauge theory as the XH in this case is simply E × C2 where E is an elliptic curve.
Figure 7: The ”toric” diagram of XH . There are
two choices for the preferred direction required by
the refined vertex: The internal (1, 1) line or the
two vertical external lines.
This geometry XH can also be obtained by partial
compactfication of X0 [15]. In terms of toric di-
agrams this corresponds to a non-planar toric dia-
gram obtained from the toric diagram ofX0 by glu-
ing two of the parallel external edges. This gives
rise to another P1 in the geometry such that the new
Ka¨hler parameter is proportional to the mass m of
the adjoint hypermultiplet. This is shown in Fig. 7.
In this case the refined vertex calculation can be
done in two different ways corresponding to two
different choices for the preferred direction: The
internal (1, 1) line or the two vertical external edges.
3.2 Refined partition function
We begin with the calculation of the refined partition function of this theory using the refined
topological vertex formalism [9] and the toric diagram of XH given above. Recall that the refined
vertex calculation requires a preferred direction at each vertex such that all preferred directions
of a given toric diagram be parallel3. In the case of XH we see that there are two choices for
the preferred direction corresponding to two seemingly different partition functions. Choosing the
3For an arbitrary toric diagram this may not be possible. An example is the toric diagram of O(−3) 7→ P2.
This condition is actually equivalent to requiring that the corresponding CY3-fold be such that it gives rise to a
supersymmetric gauge theory via geometric engineering. Thus this CY will be some An fibration over a chain of P1’s.
The preferred direction then corresponds to the base of this fibration.
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preferred direction to be the vertical external legs we get:
Z(1)(Q,Qm, t, q) =
∑
λ,µ
(−Qm)|µ|(−Q)|λ|Cλµ∅(t, q)Cλtµt∅(q, t)
=
∑
λ,µ,η1,η2
(−Qm)|µ|(−Q)|λ|
(q
t
) |η1|−|η2|
2
sλt/η1(t
−ρ)sµ/η1(q
−ρ)sλ/η2(q
−ρ)sµt/η2(t
−ρ)
= M(t, q)−1
∑
λ,µ
Q|λ|• sλ/µ
(
t−ρ+
1
2 q−
1
2 , Q−1tρ
)
sλ/µ
(
q−ρ,
√
q
t
Q−1m q
ρ
)
(3.1)
=
∞∏
i,j=1
(1−Qm qi− 12 tj− 12 ) Ẑ(1)(Q,Qm, t, q)
where
Q = e−T , Qm = e
−Tm , T, Tm are the two Ka¨hler parameters
M(t, q) =
∞∏
i,j=1
(1− ti−1 qj)−1 , Q• = QQm
Ẑ(1)(Q,Qm, t, q) =
∑
λ,µ
Q|λ|Q|µ|m sλ/µ
(
−Q(1)m
√
q
t
qρ, q−ρ
)
sλt/µt
(
Q(2)m
√
t
q
tρ, t−ρ
)
(3.2)
On the other hand choosing the internal (1, 1) leg to be the preferred direction we get:
Z(2)(Q,Qm, t, q) =
∑
λ,ν
(−Q)|ν|(−Qm)|λ|C∅λν(t, q)C∅λtνt(q, t)
=
∑
ν
(−Q)|ν|q ||ν||
2
2 t
||νt||2
2 Z˜ν(t, q) Z˜νt(q, t)
∞∏
i,j=1
(1−Qm q−µi−ρj t−µtj−ρi)
=
+∞∏
i,j=1
(1−Qm ti− 12 qj− 12 ) Ẑ(2)(Q,Qm, t, q) , (3.3)
where
Ẑ(2)(Q,Qm, t, q) =
∑
ν
(QQm)
|ν|
∏
s∈ν
(1−Qm ta(s)+ 12 qℓ(s)+ 12 )(1−Q−1m qℓ(s)+
1
2 ta(s)+
1
2 )
(1− ta(s)+1 qℓ(s))(1− qℓ(s)+1 ta(s)) . (3.4)
Note that:
 In Eq.(3.2) we have introduced superscripts on Q(1)m and Q(2)m just to distinguish the arguments
of the skew-Schur function from each other. But we will always take Q(1)m = Q(2)m = Qm.
 In going from Eq. (3.3) to Eq. (3.4) we have used the following identity [?]:∏∞
i,j=1
(
1−Qm q−νi−ρj t−νtj−ρi
)
∏∞
i,j=1 (1−Qm q−ρi t−ρj )
=
∏
s∈ν
(
1−Qm q−ℓ(s)− 12 t−a(s)− 12
)(
1−Qm qℓ(s)+ 12 ta(s)+ 12
)
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The two expressions Z(1)(Q,Qm, t, q) and Z(2)(Q,Qm, t, q) (and therefore Ẑ(1)(Q,Qm, t, q) and
Ẑ(2)(Q,Qm, t, q)) appear different but are actually equal to each other as can be seen by expanding
them in powers of Q and Qm therefore from now on we will not use the superscript to distinguish
them unless we need a specific form of the partition function. Thus we see that different choices for
the preferred direction for a given toric diagram give rise to non-trivial (q, t) identities involving
“principal specialization” of the Macdonald function [17]. In section 4 we will give some other
examples of (q, t) identities arising from the refined topological vertex calculation.
In the gauge theory language Ẑ(1)(Q,Qm, t, q) or Ẑ(2)(Q,Qm, t, q) is the contribution to the gauge
theory partition function coming from instantons whereas the prefactor
∏
i,j(1 −Qmti−
1
2 qj−
1
2 ) is
the perturbative contribution. For the moment we will ignore this prefactor and focus only on the
instanton contribution. The partition function Z(Q,Qm, t, q) is invariant under the exchange of Q
and Qm but Ẑ(Q,Qm, t, q) is not invariant under this exchange.
Using the identity
∑
λ,µ
Q|λ|• sλ/µ(x) sλ/µ(y) =
∞∏
k=1
(
(1−Qk•)−1
∞∏
i,j=1
(1−Qk•xiyj)−1
)
, (3.5)
we can write Z(Q,Qm, t, q) in Eq.(3.1) in a product form:
Z(Q,Qm, t, q) = M(t, q)
−1
∞∏
k=1
(
(1−Qk•)
∞∏
i,j=1
(1−Qk•Q−1m q−i+
1
2 tj−
1
2 )(1−Qk•Q−1qi−
1
2 t−j+
1
2 )
×(1−Qk• qi−1tj)(1−Qk−1• q−i+1t−j)
)−1
.
If |t| < 1 and |q| < 1 (i.e., ǫ1 < 0, ǫ2 > 0) then we should write the above as
Z(Q,Qm, t, q) =
∞∏
k=1
(
(1−Qk•)−1
∞∏
i,j=1
(1−Qk• Q−1m qi−
1
2 tj−
1
2 )(1−Qk• Q−1 qi−
1
2 tj−
1
2 )
(1−Qk• qi−1tj)(1−Qk• qitj−1)
)
.
On the other hand if |t| > 1 and |q| < 1 (i.e., ǫ1 > 0, ǫ2 > 0) then we should write the above
partition function in terms of q and t−1 so that
Z(Q,Qm, t, q) =
∞∏
k=1
(
(1−Qk•)−1
∏
i,j
(1−Qk• qi−1t1−j)(1−Qk• qit−j)
(1−Qk•Q−1m qi−
1
2 t−j+
1
2 )(1−Qk•Q−1qi−
1
2 t−j+
1
2 )
)
.
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3.3 Field theory limit
If we denote the mass of the adjoint by m then the 4D field theory limit is given by4
Qm =
√
t
q
e−βm , t = eβǫ1 , q = e− βǫ2 , β 7→ 0 . (3.6)
We will see that the two instanton partition functions Ẑ(1)(Q,Qm, t, q) and Ẑ(2)(Q,Qm, t, q) give
rise to an interesting identity in the above limit. We begin with Ẑ(2)(Q,Qm, t, q) as it is easy to see
what the field theory limit of this is:
Ẑ(2)(Q,Qm, t, q)
β 7→07−−→ Ẑ(Q,m, ǫ1, ǫ2)
=
∑
ν
Q|ν|
∏
s∈ν
(a(s) + 1 + ϑ ℓ(s)− m˜)(a(s) + ϑ (ℓ(s) + 1) + m˜)
(a(s) + 1 + ϑ ℓ(s))(a(s) + ϑ(ℓ(s) + 1))
,
where ϑ = −ǫ2/ǫ1 and m˜ = m/ǫ1. The product inside the sum, in the expression above, gives a
generalization of Nekrasov-Okounkov probability measure [18] on the set of partitions [19] 5,
∏
s∈λ
h(s)2 − m˜2
h(s)2
7→
∏
s∈λ
(
a(s) + 1 + ϑ ℓ(s)− m˜
)(
a(s) + ϑ ℓ(s) + ϑ+ m˜
)
(
a(s) + 1 + ϑ ℓ(s)
)(
a(s) + ϑ ℓ(s) + ϑ)
) (3.7)
7→
∏
s∈λ
(1−Qm ta(s)+1 qℓ(s))(1−Q−1m qℓ(s)+1 ta(s))
(1− ta(s)+1 qℓ(s))(1− qℓ(s)+1 ta(s))
It was shown in [18] that for ϑ = 1 (ǫ1 + ǫ2 = 0),
Ẑ(Q,m, ǫ1,−ǫ1) =
∞∏
n=1
(
1−Qn
)em2−1
. (3.8)
Taking the field theory limit of Ẑ(1)(Q,Qm, t, q) in Eq.(3.2) is slightly more subtle. To take this
limit first notice that the argument of the first skew-Schur function in Eq.(3.2) is an infinite set
which reduces to a finite set if we take Q(1)m =
√
t
q
qM and analytically continue to |q| < 1. The
same is true for the argument of the second skew-Schur function:
{Q(1)m
√
q
t
qρ, q−ρ}
Q
(1)
m =
q
t
q
qM
7−−−−−−−→ = {q 12 , q 32 , q 52 , · · · , qM− 12} (3.9)
{Q(2)m
√
t
q
tρ, t−ρ} Q
(2)
m =
√
q
t
tL7−−−−−−−→ = {t 12 , t 32 , t 52 , · · · , tL− 12}
4In identifying Qm with the mass m we have introduced a factor of
√
t
q
so that the m 7→ 0 limit gives the partition
function ofN = 4 gauge theory. For the discussion of the relation between (q, t) and the Ω-background [8] parameters
(ǫ1, ǫ2) we refer the reader to [9].
5h(i, j) = a(i, j) + ℓ(i, j) + 1 is the hook length.
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With this identification Eq. (3.2) gives
Ẑ(1)(Q,Qm, t, q) =
∑
λ,µ
(−Q)|λ| (−Qm)|µ|sλ/µ(q 12 , q 32 , q 52 , · · · , qM− 12 ) sλt/µt(t 12 , t 32 , · · · , tL− 12 )
=
∞∏
k=1
(
(1−QkQkm)−1
M,L∏
i,j=1
(1−QkQk−1m qi−
1
2 tj−
1
2 )
)
.
In the field theory limit given by Eq. (3.6) we get
Ẑ(1)(Q,Qm, t, q)
β 7→07−−→ Ẑ(Q,m, ǫ1, ǫ2) =
∞∏
k=1
(1−Qk)ML−1 . (3.10)
But since Q(1)m = Q(2)m =
√
t
q
e−βm,√
t
q
qM =
√
q
t
tL ⇒ ǫ1(L− 1) = −ǫ2(M − 1)⇒ L− 1 = ϑ(M − 1) , (3.11)
m = ǫ2M, .
which implies that
ML− 1 = (M − 1)(ϑM + 1) (3.12)
= −(m− ǫ1)(m− ǫ2)
ǫ1 ǫ2
.
Thus we see that in the field theory limit
Ẑ(Q,Qm, t, q)
β 7→07−−→ Ẑ(Q,m, ǫ1, ǫ2) =
∞∏
k=1
(1−Qk)−
(m−ǫ1)(m−ǫ2)
ǫ1 ǫ2 . (3.13)
This gives us the following interesting identity:∑
ν Q
|ν|
∏
s∈ν
(a(s)+1+ϑ ℓ(s)−m˜)(a(s)+ϑ (ℓ(s)+1)+m˜)
(a(s)+1+ϑ ℓ(s))(a(s)+ϑ(ℓ(s)+1))
=
∏∞
k=1(1−Qk)
(m˜−1)(m˜+ϑ)
ϑ
4 Periodic Schur Process
Let us denote by P the set of Young diagrams. A periodic Schur process is a random process
defined on P2K such that it assigns to a set {λ(a), µ(a+1) | a = 0, 1 · · · , K− 1} of 2K partitions the
weight [3]
1
GK
× ϕ|λ(0)|
K−1∏
a=0
sλ(a)/µ(a+1)(xa+1)sλ(a+1)/µ(a+1)(ya+1) (4.1)
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where λ(K) = λ(0), xa,ya are specializations of the algebra of symmetric functions and GK is the
partition function of the process,
GK(ϕ,x,y) :=
∑
λ(0)µ(1),··· ,λ(K−1),µ(K)
ϕ|λ
(0)|
K−1∏
a=0
sλ(a)/µ(a+1)(xa+1)sλ(a+1)/µ(a+1)(ya+1) . (4.2)
We will consider the case when K = 1 which is closely related, as we will see, to the counting of
cylindric plane partitions. For K = 1 the weight assigned to the pair {λ, µ} is
1
G1
× sλ/µ(x) sλ/µ(y) (4.3)
and
G1(ϕ,x,y) =
∑
λ,µ
ϕ|λ| sλ/µ(x) sλ/µ(y) . (4.4)
If we take a particular specialization
x = x(t, q, Q) = {t−ρ+ 12 q− 12 , Q−1tρ} (4.5)
y = y(t, q, Qm) = {q−ρ,
√
q
t
Q−1m q
ρ} , (4.6)
and take ϕ = Q• then from Eq(3.1) it follows that
G1(Q•,x(t, q, Q),y(t, q, Qm)) = M(t, q)Z
(1)(Q,Qm, t, q) (4.7)
Thus the partition function of the K = 1 periodic Schur process is precisely the partition function
of the abelian gauge theory with an adjoint hypermultiplet. It was shown in [3] that the K =
1 Schur process is related to the counting of cylindric partitions. The cylindric partitions, first
introduced in [20], are generalizations of the plane partitions. However, for our purposes, the
reparameterization of them in [3] is more suitable, which we largely follow.
A cylindric plane partition of type (n, ℓ) is an infinite array {πi,j | i, j ∈ Z} of non-negative num-
bers such that:
πi,j is weakly decreasing in both i and j ,
πi,j = πi+n,j−ℓ .
The figure below shows an example of a cylindric partition. It is an infinite periodic diagram with
one period shown between the vertical lines. Since the partitions on the vertical lines are identical
we can glue them together and instead consider a finite diagram on a cylinder with period n+ ℓ.
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Figure 8: An example for a cylindric partition with (n, ℓ) = (4, 10).
Let us define Gn,ℓ(s) to be the generating function of cylindric plane partitions of type (n, ℓ),
G
n,ℓ(s) =
∑
cylindric partitions π of type (n, ℓ)
s|π| , (4.8)
where |π| =∑n,ℓi=1,j=1 πi,j . This generating function was determined in [3] and is given by
G
n,ℓ(s) =
∞∏
k=1
(
(1− sk (n+ℓ))−1
ℓ,n∏
i=1,j=1
(1− sk (n+ℓ)−i−j+1)−1
)
. (4.9)
We will show that this generating function is exactly the partition function of XH after an iden-
tification of parameters. To see this recall that the partition function of XH (Eq(3.1)) is given
by
Z(1)(Q,Qm, t, q) = M(t, q)
−1
Z(Q,Qm, t, q) (4.10)
Z(Q,Qm, t, q) =
∑
λ,µ
Q|λ|• sλ/µ
(
t−ρ
√
t
q
, Q−1tρ
)
sλ/µ
(
q−ρ,
√
q
t
Q−1m q
ρ
)
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The arguments of the two skew-Schur functions in the above equation are an infinite set of vari-
ables. By quantizing the two Ka¨hler parameters (and analytic continuation to |q| < 1, |t| < 1) we
can convert these infinite set of variables into a finite set:
{tiq− 12 , Q−1t−i+ 12 | i ≥ 1} Q=
√
q
t
t−ℓ7−−−−−−→ {ti q− 12 | i = 1, 2, · · · , ℓ} (4.11)
{qi− 12 ,
√
q
t
Q−1m q
−i+ 1
2 | i ≥ 1}
Qm=
q
t
q
q−n
7−−−−−−−→ {qi− 12 | i = 1, 2, · · · , n}
Eq(4.10) becomes
Z
(
Q =
√
q
t
t−ℓ, Qm =
√
t
q
q−n, t, q
)
=
∑
λ,µ
(t−ℓ q−n)|λ| sλ/µ
(
t q−
1
2 , t2 q−
1
2 , · · · , tℓ q− 12
)
× sλ/µ
(
q
1
2 , q
3
2 , · · · , qn− 12
)
=
∞∏
k=1
(
(1− (t−ℓ q−n)k)
n,ℓ∏
i,j=1
(1− qi−1−k n tj−k ℓ)
Comparing the above with Eq(4.9) we get
Z
(
Q = sℓ, Qm = s
n, s−1, s−1
)
= Gn,ℓ(s)
(4.12)
The two Ka¨hler parameters T, Tm are quantized and given by the positive integers (n, ℓ) which
define the type of the cylindric partitions:
T = ǫ1 ℓ+
ǫ1 + ǫ2
2
Tm = −ǫ2 n− ǫ1 + ǫ2
2
5 Hilbert schemes and Vertex Operators
The Hilbert schemes of C2 (Hilb•[C2]) play a central role in the Nekrasov’s derivation of the gauge
theory partition functions using localization [8]. In this section we see that the topological string
partition function of XH can be written in terms of certain vertex operators which are generaliza-
tion of operators related with the cohomology of the Hilbert scheme Hilb•[C2] and were studied
recently in [5].
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Recall that the instanton part of the gauge theory partition function of is given by Eq(3.2),
Ẑ(1)(Q,Qm, t, q) =
∑
λ,µ
Q|λ|Q|µ|m sλ/µ
(
−Qm
√
q
t
qρ, q−ρ
)
sλt/µt
(
Qm
√
t
q
tρ, t−ρ
)
=
∑
λ,µ
Qλ• sλ/µ
(
Qm
√
q
t
qρ, q−ρ
)
sλ/µ
(
Q−1m t
ρ,
√
t
q
t−ρ
)
(5.1)
Where Q• = QQm and in going from the first line in the above equation to the second line we
have used the properties of the principal specialization of the Schur functions:
sλt/µt(z q
−ρ, qρ) = (−z)|λ|−|µ|sλ/µ(z−1q−ρ, qρ) (5.2)
The skew-Schur function in Eq(5.1) can be written as a matrix element of an operator. To see this
note that
sλ/µ(x) =
∑
η
cλη µ sη(x) , (5.3)
where cλη µ are the Littlewood-Richardson coefficients. Let us define an operator α˜ν labeled by a
partition ν such that
α˜ν |η〉 =
∑
λ
cλν η |λ〉 , (5.4)
It follows from the above that
cλν η = 〈λ|α˜ν|η〉 = 〈η|α˜†ν|λ〉 . (5.5)
Then we see that the skew-Schur function can be written as
sλ/µ(x) =
∑
η
cλη µ sη(x) =
∑
η
〈λ|α˜η|µ〉 sη(x) (5.6)
= 〈λ|
(∑
η
sη(x)α˜η
)
|µ〉 = 〈µ|
(∑
η
sη(x)α˜
†
η
)
|λ〉 .
The operators α˜ν are give by
α˜ν =
∑
µ
z−1µ χ
ν(µ)αµ , (5.7)
where zµ = 1m1m1!2m2m2! · · · for a partition µ = (1m12m2 · · · ) and χµ is the character of the
symmetric group. The operator αν = αν1αν2 · · · and [αn, αm] = nδn+m,0. It is easy to see that in
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terms of power sum symmetric functions pn(x) =
∑
i x
n
i
6
(5.8)
W(x) =
∑
η
sη(x)α˜η =
∑
µ
z−1µ pµ(x)αµ
= exp
( ∞∑
n=1
pn(x)
n
αn
)
(5.9)
Using the above realization of the skew-Schur function as a matrix element we can write∑
λ,µ
Q
|λ|
1 Q
|µ|
2 sλ/µ(x) sλ/µ(y) =
∑
λ,µ
Q
|λ|
1 Q
|µ|
2 〈λ|
(∑
η
sη(x)α˜η
)
|µ〉 〈µ|
(∑
η
sη(y)α˜
†
η
)
|λ〉
= Tr
(
QH1 W(x)Q
H
2 W(y)
†
)
(5.10)
Where H |λ〉 = |λ| |λ〉. Thus the instanton part of the gauge theory partition function can be
written as the following trace:
Ẑ(1)(Q,Qm, t, q) = Tr
(
QH• exp
(∑
n≥1
q
n
2 (1− zn1 )
n(1− qn) αn
)
exp
(∑
n≥1
tn(1− zn2 )
n q
n
2 (1− tn)α−n
))
,
where z1 = Qm
√
q
t
and z2 = Q−1m
√
q
t
. In the 4D field theory limit given by Eq(3.6) the above
trace becomes:
Ẑ(Q,m, ǫ1, ǫ2) = Tr
(
QH exp
(m
ǫ2
∑
n>0
1
n
αn
)
exp
(m− ǫ1 − ǫ2
ǫ1
∑
n>0
1
n
α−n
))
(5.11)
And specializing the Omega background ǫ1 = −ǫ2 = 0 we get (m˜ = mǫ1 = −mǫ2 )
Ẑ(Q,m,−ǫ2, ǫ2) = Tr
(
QH exp
(
− m˜
∑
n>0
1
n
αn
)
exp
(
m˜
∑
n>0
1
n
α−n
))
(5.12)
=
∑
λ
Q|λ| 〈λ|W em|λ〉
where
W em = exp
(
− m˜
∑
n>0
1
n
αn
)
exp
(
m˜
∑
n>0
1
n
α−n
)
(5.13)
In [5] it was shown that the vertex operator W em has matrix elements given by intersection over the
Hilbert Scheme of C2,
〈µ|W em|λ〉 =
∫
Hilbk[C2]×Hilbl[C2]
ωλ ωµ e(E) , (5.14)
6pµ(x) = pµ1(x)pµ2(x) · · · =
∑
λ χ
λ(µ) sλ(x), sλ(x) =
∑
µ z
−1
µ χ
λ(µ) pµ(x) ,
∑
λ χ
λ(µ)χλ(ν) =
δµ,ν ,
∑
µ z
−1
µ χ
λ(µ)χν(µ) = δλ,ν .
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where ωλ and ωµ are the pull-backs to the product of the cohomology classes of Hilbk[C2] and
Hilbl[C2] respectively. k and l are given by |λ| and |µ| and E is a bundle on the product whose
fiber at (I, J) ∈ Hilbk[C2]× Hilbl[C2] is given by [5]
E|(I,J) = χ(O(m))− χ(I, J ⊗O(m)) . (5.15)
The proof of Eq(5.14) was shown to be equivalent to the following identity [5]
〈E− m˜θ (E†)m˜+θ−1 Jλ, Jµ〉ϑ = (−1)|λ|+|µ| δλ,µ
∏
s∈λ
(a(s) + ϑ(ℓ(s) + 1) + m˜)
∏
s∈µ
(a(s) + 1 + ℓ(s)ϑ− m˜) .
Where Jλ are the integral form of the Jack polynomials, E = exp
(∑
n>0
(−1)n
n
pn
)
and 〈·, ·〉ϑ is
the ϑ dependent product defined over the ring of symmetric functions. Using the above identity we
can write the 4D gauge theory partition function as∑
λ
ϕ|λ|
〈E− m˜θ (E†)m˜+θ−1 Jλ, Jλ〉ϑ
〈Jλ, Jλ〉ϑ =
∑
λ
(−ϕ)|λ|
∏
s∈λ
(a(s) + ϑ(ℓ(s) + 1) + m˜)(a(s) + 1 + ℓ(s)ϑ− m˜)
(a(s) + ϑ(ℓ(s) + 1))(a(s) + 1 + ℓ(s)ϑ)
=
∞∏
k=1
(1− ϕk)m˜2−1 .
Since the two parameter generalization of the Jack polynomials are Macdonald polynomials there-
fore it is not surprising that the 5D gauge theory partition function can be written using the (q, t)-
dependent product 〈· , ·〉q,t defined on the ring of symmetric functions. This product is defined
such that [17]
〈Pλ, Pµ〉q,t = δλµ(−1)|λ|+|µ|
∏
s∈λ
1− qℓ(s)+1 ta(s)
1− qℓ(s) ta(s)+1 . (5.16)
The integral form of the Macdonald polynomials Jλ(t, q) is defined as [21]
Jλ =
(∏
s∈λ
(1− qℓ(s) ta(s)+1)
)
Pλ , (5.17)
such that
〈Jλ,Jµ〉q,t = δλ µ(−1)|λ|+|µ|
∏
s∈λ
(1− qℓ(s)+1 ta(s))(1− qℓ(s) ta(s)+1) (5.18)
lim
t7→1
J |q=tθ
(lnt)|λ|
= Jλ .
In terms of this product we can write the 5D gauge theory partition function as∑
λ
ϕ|λ|
〈G(Qm, t, q)Jλ,Jλ〉q,t
〈Jλ,Jλ〉q,t =
∑
ν
ϕ|ν|
∏
s∈ν
(1−Qm ta(s)+ 12 qℓ(s)+ 12 )(1−Q−1m qℓ(s)+
1
2 ta(s)+
1
2 )
(1− ta(s)+1 qℓ(s))(1− qℓ(s)+1 ta(s)) .
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Where
G(Qm, t, q) = E
(
z1, 1; q
)
E
(√ t
q
z2,
√
t
q
; t
)†
(5.19)
E
(
x, y; q
)
= exp
(∑
n≥1
(−1)n
n
(
xn − yn
q
n
2 − q−n2 )pn
)
z1 = Qm
√
q
t
, z2 = Q
−1
m
√
q
t
.
The adjoint of the operator E is defined with respect to the inner product Eq(5.16). With respect
to this inner product if we take pk to be the operator which multiplies the function with pk then p†k
is given by
p†k = k
( 1− tk
1− qk
) ∂
∂ pk
. (5.20)
Using the fact that integral form of the Macdonald polynomials can be interpreted as equivariant
K-homology classes on Hilb•[C2] it is possible to realize these operators in terms of equivariant
bundles over Hilb•[C2] [22]. The relation with cylindric partitions suggests that the integral in
Eq(5.14) counts the number of cylindric partitions of a certain shape.
6 Refined Topological Vertex and (q, t) Identities
In this section, we will use the refined topological vertex formalism to obtain certain (q, t) iden-
tities. Recall that in calculating the partition function of a toric Calabi-Yau threefold using the
refined vertex a preferred edge has to be chosen for each vertex such that in the toric diagram all
the preferred edges are parallel [9]. For a given toric diagram there may be more than one such
choice of the preferred direction. In such a case the expression for the partition function may
look different for different choices of the preferred direction giving rise to identities involving the
Ka¨hler parameters of the Calabi-Yau threefold and the equivariant parameters q and t.
These identities can also be directly obtained using fiber-base duality of N = 2 gauge theories [6]
and Nekrasov’s instanton calculus. Given that the refined topological vertex computation can
only be done for geometries giving rise to gauge theories (via geometric engineering), the slicing
independence of the refined vertex and the fiber-base duality are one and the same thing. We do not
provide a rigorous mathematical proof of these identities. In each case we make use of a computer
code; we expand each partition function corresponding to a slicing at a certain order in the Ka¨hler
parameters and compare term by term. The simplest such identity is the famous summation identity
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which relates a sum over Schur functions to a sum over Macdonald functions,∑
ν
ϕℓ(ν) sν(q
−ρ) sνt(t
−ρ) =
∞∏
i,j=1
(1− ϕ qi− 12 tj− 12 ) =
∑
ν
ϕℓ(ν)Pν(q
−ρ; t, q)Pνt(t
−ρ; q, t).
The toric diagram which gives rise to this identity is shown in Fig. 9.
Figure 9: Two choices of the preferred direction labelled by the blue lines.
6.1 Identities
Here we want to demonstrate five explicit examples of identities using the slicing independence of
the refined topological vertex.
For almost all toric geometries we generically have three distinct choices for the preferred direc-
tion. For every internal edge along the preferred direction there is a sum over all partitions and
for every internal edge not along the preferred direction the sum can be performed explicitly to
give infinite products. However, for each of the three choices of the preferred direction we do not
always get a distinct expression. It is possible that two different choices lead indeed to the same
expressions with Ka¨hler classes and the corresponding labels for the partitions are appropriately
exchanged. We demonstrate examples for this case in the following section.
6.1.1 EXAMPLE 1: X0 := O(−1)⊕O(−1) 7→ P1
Our first example is the toric geometry X0. We can use the refined topological vertex to determine
the refined partition function. The toric diagram and the two possible choices for the preferred
direction are shown in gluing of the refined vertex are shown in Fig. 9. The refined partition
function for the choice of the preferred direction shown in Fig. 9(b) is given by
Z(t, q, Q) :=
∑
ν
(−Q)|ν|C∅ ∅ ν(t, q) C∅ ∅ νt(q, t) (6.1)
=
∑
ν
Q|ν|(−1)|ν| q ‖ν‖
2
2 t
‖νt‖2
2∏
s∈ν(1− ta(s)+1qℓ(s))(1− ta(s)qℓ(s)+1)
.
A different representation of the partition function can be obtained by choosing the preferred di-
rections as shown in Fig. 9(a). The refined partition function with this choice is given by
Z(t, q, Q) =
∑
λ
(−Q)|λ|Cλ ∅ ∅(t, q)Cλt ∅ ∅(q, t) =
∑
λ
(−Q)|λ|sλt(t−ρ) sλt(q−ρ)
=
∞∏
i,j=1
(1−Qqi− 12 tj− 12 ) = Exp
{
−
∞∑
n=1
Qn
n(q
n
2 − q−n2 )(tn2 − t−n2 )
}
.
Identifying the above two representations of the partition function we get the following identity∑
ν
Q|ν|(−1)|ν| q ‖ν‖
2
2 t
‖νt‖2
2∏
s∈ν(1− ta(s)+1qℓ(s))(1− ta(s)qℓ(s)+1)
= Exp
{
−
∞∑
n=1
Qn
n(q
n
2 − q−n2 )(tn2 − t−n2 )
}
(6.2)
which is a specialization of the identity Eq. (5.4) of [17] and was also derived in [?].
6.1.2 EXAMPLE 2: O(0)⊕O(−2) 7→ P1
This geometry can be obtained from local P1×P1 by taking the size of one of the P1 very large and
is the resolution of C× C2/Z2. The toric geometry and the two possible choices for the preferred
direction are shown in the Fig. 10 below.
a) b)
Figure 10: Two possible choices for the preferred direction, the internal line (a) and the parallel external
lines (b).
The refined partition function for the case Fig. 10(a) is given by
Z(t, q, Q) =
∑
ν
Q|ν|(−1)|ν| C∅ ∅ ν(t, q) fν(t, q)C∅ ∅ νt(q, t) (6.3)
=
∑
ν
(−Q)|ν|Z˜ν(t, q)Z˜νt(q, t) q
‖ν‖2
2 t
‖νt‖2
2 fν(t, q)
=
∑
ν
(Q
√
q
t
)|ν| t‖ν
t‖2∏
s∈ν(1− ta(s)+1 qℓ(s))(1− ta(s) qℓ(s)+1)
.
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The partition function for case (b) of Fig. 10 is given by,
Z(t, q, Q) =
∑
λ
Q|λ|(−1)|λ|C∅λ ∅(t, q) fλ(t, q) Cλt ∅ ∅(t, q) (6.4)
=
∑
λ
(−Q)|λ|
(q
t
)‖λ‖2
2
t
κ(λ)
2 sλt(q
−ρ) fλ(t, q) sλ(t
−ρ)
=
∑
λ
(Q
√
q
t
)|λ| sλt(t
−ρ) sλt(q
−ρ) =
∞∏
i,j=1
(
1−Qqi tj−1
)−1
= Exp

∞∑
n=1
Qn
(
q
t
)n
2
n(q
n
2 − q−n2 )(tn2 − t−n2 )
 .
Thus we get the identity (after rescaling Q and interchanging q and t)
∑
ν
Q|ν| q‖ν
t‖2∏
s∈ν(1− qa(s)+1 tℓ(s))(1− qa(s) tℓ(s)+1)
= Exp

∞∑
n=1
Qn
(
q
t
)n
2
n(q
n
2 − q−n2 )(tn2 − t−n2 )
 . (6.5)
6.1.3 EXAMPLE 3
Our third example is that of the geometry giving rise to 5D U(1) gauge theory with a single
adjoint. The toric diagram of this geometry is shown in Fig. 11 below. Fig. 11(a) and Fig. 11(b)
,Qmµ,Qλ
(a)
,Qλ ,Qmµ
(b)
Figure 11: The toric diagram for the geometry giving rise to 5D supersymmetric U(1) theory with adjoint
matter.
show two possible choices for the preferred direction needed for refined vertex calculation. The
single thick line indicates the gluing of the corresponding edges giving rise to non-planar diagrams.
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In Fig. 11(a) the preferred direction is along the non-compact edges whereas in Fig. 11(b) the
preferred direction is along one of the compact edge.
The refined vertex calculation for Fig. 11(a) gives:
Z(a) =
∑
λ,µ
(−Qm)|µ|(−Q)|λ|Cλµ∅(t, q)Cλtµt∅(q, t) (6.6)
=
∑
λ,µ,η1,η2
(−Qm)|µ|(−Q)|λ|
(q
t
) |η1|−|η2|
2
sλt/η1(t
−ρ)sµ/η1(q
−ρ)sλ/η2(q
−ρ)sµt/η2(t
−ρ)
=
∞∏
i′,j′=1
(1−Qmq−ρi′ t−ρj′ )
∞∏
k=1
[
(1−QkQkm)−1
∞∏
i,j=1
(1−QkQk−1m q−ρit−ρj )
(1−QkQkmqρi−1/2t−ρj+1/2)(1−QkQkmq−ρi+1/2tρj−1/2)(1−QkQk+1m qρitρj )
]
.
Changing the preferred direction changes the expression of the refined vertex calculation and there-
fore Fig. 11(b) gives:
Z(b) =
∑
λ,µ
(−Qm)|µ|(−Q)|λ|C∅λµ(t, q)C∅λtµt(q, t) (6.7)
=
∑
µ
(−Qm)|µ|
(q
t
)‖µ‖2−‖µt‖2
2
Pµt(t
−ρ; q, t)Pµ(q
−ρ; t, q)
∞∏
i,j=1
(1−Qq−µi−ρj t−µtj−ρi)
6.1.4 EXAMPLE 4
The toric diagram of the geometry which gives rise to 5D U(1) gauge theory with two hypermulti-
plets in the fundamental representation is given in Fig. 12 below.
m1,Qµ1
m2,Qµ2
,Qµ m1,Qµ1 m1,Qµ1,Qµ
m2,Qµ2
,Qµ
m2,Qµ2
(a) (b) (c)
Figure 12: The toric diagram for the 5D supersymmetric U(1) theory with Nf = 2. The three distinct
choices of the preferred direction lead to three distinct expressions, with a) no sums over partitions, with b)
two sums over partitions and with c) one sum over partitions.
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The choice of the preferred direction is indicated by the short double line. In this case there are
three different choices for the preferred direction giving rise to three seemingly different expres-
sions for the refined partition function.
Fig. 12(a) gives:
Z(a) =
∑
µ,µ1,µ2
(−Q)|µ|(−Qm1)|µ1|(−Qm2)|µ2|C∅µ1∅(t, q)Cµµt1∅(q, t)Cµtµ2∅(t, q)C∅µt2∅(q, t) (6.8)
=
∑
µ,µ1,µ2,η1,η2
(−Q)|µ|(−Qm1)|µ1|(−Qm2)|µ2|
(
t
q
) |η1|−|η2|
2
sµ1(q
−ρ)sµt1/η1(t
−ρ)sµt/η1(q
−ρ)
× sµ/η2(t−ρ)sµ2/η2(q−ρ)sµt2(t−ρ)
=
∞∏
i,j=1
(1−Qq−ρit−ρj )(1−Qm1q−ρit−ρj )(1−Qm2q−ρit−ρj )(1−QQm1Qm2q−ρit−ρj )
(1−QQm1q−ρi−1/2t−ρj+1/2)(1−QQm2q−ρi+1/2t−ρj−1/2)
Fig. 12(b) gives:
Z(b) =
∑
µ,µ1,µ2
(−Q)|µ|(−Qm1)|µ1|(−Qm2)|µ2|C∅∅µ1(t, q)C∅µµt1(q, t)C∅µtµ2(t, q)C∅∅µt2(q, t)
=
∑
µ1,µ2
(−Qm1)|µ1|(−Qm2)|µ2|
(q
t
) ‖µ1‖2−‖µt1‖2+‖µ2‖2−‖µt2‖2
2
Pµt1(t
−ρ; q, t)Pµ1(q
−ρ; t, q)Pµt2(t
−ρ; q, t)
× Pµ2(q−ρ; t, q)
∞∏
i,j=1
(1−Qq−µ1,i−ρj t−µt2,j−ρi)
Fig. 12(c) gives:
Z(c) =
∑
µ,µ1,µ2
(−Q)|µ|(−Qm1)|µ1|(−Qm2)|µ2|Cµ1∅∅(t, q)Cµt1∅µ(q, t)Cµ2∅µt(t, q)Cµt2∅∅(q, t)
=
∑
µ
(−Q)|µ|
(
t
q
) ‖µ‖2−‖µt‖2
2
Pµt(q
−ρ; t, q)Pµ(t
−ρ; q, t)
×
∞∏
i,j=1
(1−Qm1q−ρit−µi−ρj)(1−Qm2q−µ
t
i−ρj t−ρi)
FLOP TRANSITION
In this case there are only two different choices for the preferred direction.
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(b)
,Q2µ2
,Q2µ2,Q1µ1,Q1µ1 ,Q3µ3
,Q3µ3
(a)
Figure 13: The flop transition relates this geometry with that of Fig. 12. The corresponding geometrically
engineered gauge theory has masses of hypermultiplets of different signs.
Fig. 13(a) gives:
Z(a) =
∑
µ1,µ2,µ3
(−Q1)|µ1|(−Q2)|µ2|(−Q3)|µ3|Cµ3∅∅(q, t)Cµt3µ2∅(t, q)fµ2(t, q)Cµt2µ1∅(t, q)C∅µt1∅(q, t)
=
∞∏
i,j=1
(1−Q1q−ρit−ρj )(1−Q3q−ρit−ρj )(1−Q1Q2q−ρi+1t−ρj−1)(1−Q2Q3q−ρi+1t−ρj−1)
(1−Q2q−ρi+1/2t−ρj−1/2)(1−Q1Q2Q3q−ρi+3/2t−ρj−3/2)
Fig. 13(b) gives:
Z(b) =
∑
µ1,µ2,µ3
(−Q1)|µ1|(−Q2)|µ2|(−Q3)|µ3|C∅µ3∅(q, t)C∅µt3µ2(t, q)fµ2(t, q)Cµ1∅µt2(q, t)Cµt1∅∅(t, q)
=
∑
µ2
(−Q˜2q1/2t−1/2)|µ2|t‖µt2‖2t−‖µ2‖2/2Pµt2(t−ρ; q, t)q−‖µ
t
2‖
2/2Pµ2(q
−ρ; t, q)
∞∏
i,j=1
(1−Q1q−ρit−µt2,i−ρj )
× (1−Q3q−ρit−µt2,i−ρj )
6.1.5 EXAMPLE 5
Our final example is of the geometry giving rise to a quiver gauge theory with gauge group U(1)×
U(1). This theory, its generalization with U(k)N gauge group and the corresponding geometries
were studied in [15] to which we refer the reader for more details.
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m1,Qµ1
m2,Qµ2
m1,Qµ1
m2,Qµ2
,Q1ν1
,Q2ν2
,Q1ν1
,Q2ν2
(a) (b)
Figure 14: The toric diagram for the 5D Aˆ0 quiver theory. The three distinct choices of the preferred
directions are not all distinct, the other choice, picking the preferred direction along ν’s will have basically
the same form as the one in b).
Fig. 14(a) gives:
Z(a) =
∑
µ1,µ2,ν1,ν2
(−Qm1)|µ1|(−Qm2)|µ2|(−Q1)|ν1|(−Q2)|ν2|Cν1µ1∅(t, q)Cν2µt1∅(q, t)Cνt2µ2∅(t, q)Cνt1µt2∅(q, t)
=
∑
µ1, µ2, ν1, ν2,
η1, η2, η3, η4
(−Qm1)|µ1|(−Qm2)|µ2|(−Q1)|ν1|(−Q2)|ν2|
(q
t
) |η1|−|η2|+|η3|−|η4|
2
sνt1/η1(t
−ρ)sµ1/η1(q
−ρ)
sνt2/η2(q
−ρ)sµt1/η2(t
−ρ)sν2/η3(t
−ρ)sµ2/η3(q
−ρ)sν1/η4(q
−ρ)sµt2/η4(t
−ρ)
=
∞∏
i,j=1
(1−Q1q−ρit−ρj )(1−Q2q−ρit−ρj )(1−Qm1Q2qρi−1/2t−ρj+1/2)(1−Qm1Q1Q2q−ρit−ρj )
(1−Qm1qρit−ρj )(1−Qm1Q1q−ρi+1/2t−ρj−1/2)
×
∑
µ2,λ
(−Qm2)|µ2|(−Qm1Q1Q2)|λ|sµt2/λ(qρ, Q2q−ρ+1/2t−1/2, Qm1Q2qρ, Qm1Q1Q2q−ρ+1/2t−1/2)
× sµ2/λt(tρ, Q1t−ρ+1/2q−1/2, Qm1Q1tρ, Qm1Q1Q2t−ρ+1/2q−1/2)
Fig. 14(b) gives:
Z(b) =
∑
µ1,µ2,ν1,ν2
(−Qm1)|µ1|(−Qm2)|µ2|(−Q1)|ν1|(−Q2)|ν2|C∅ν1µ1(t, q)C∅ν2µt1(q, t)C∅νt2µ2(t, q)C∅νt1µt2(q, t)
=
∑
µ1,µ2
(−Qm1)|µ1|(−Qm2)|µ2|(−Q1)|ν1|(−Q2)|ν2|
(q
t
)‖µ1‖2−‖µt1‖2+‖µ2‖2−‖µt2‖2
2
Pµt1(t
−ρ; q, t)Pµ1(q
−ρ; t, q)
× Pµt2(t−ρ; q, t)Pµ2(q−ρ; t, q)
∞∏
i,j
(1−Q1q−µ2,i−ρj t−µt1,j−ρi)(1−Q2q−µ1,i−ρjt−µt2,j−ρi)
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7 Appendix A
In this section we want to sketch the refined topological vertex computations for the resolved
conifold, double-P1 and the closed refined topological vertex.
RESOLVED CONIFOLD
Fig. 15 shows the toric diagram of resolved conifold and our choice
t
,Qµq
Figure 15: Toric diagram of re-
solved conifold
of {t, q}-parametrization. The double blue lines again show the
preferred direction of the refined topological vertex. The partition
function is given by
Zvertex =
∑
µ
(−Q)|µ|C∅µ∅(t, q)C∅µt∅(q, t) (7.1)
=
∑
µ
(−Q)|µ|sµ(q−ρ)sµt(t−ρ)
=
∞∏
i=1
∞∏
j=1
(
1−Qti−1/2qj−1/2)
DOUBLE-P1
t
1
Q2
q Q
Figure 16: Toric diagram of
double-P1
Fig. 16 shows the toric diagram of double-P1. The partition func-
tion reads
Zvertex =
∑
µ1,µ2
(−Q1)|µ1|(−Q2)|µ2|C∅µ1∅(q, t)Cµ2µt1∅(t, q)Cµt2∅∅(q, t)
=
∑
µ1,µ2,η
(−Q1)|µ1|(−Q2)|µ2|
(q
t
)|η|/2
sµ1(t
−ρ)sµt1/η(q
−ρ) (7.2)
× sµ2(q−ρ)sµt2/η(t−ρ)
=
∞∏
i=1
∞∏
j=1
(
1−Q1ti−1/2qj−1/2
) (
1−Q2ti−1/2qj−1/2
)
(1−Q1Q2ti−1qj)
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t
1
Q2
Q3
q Q
Figure 17: Toric diagram of closed refined topological vertex
CLOSED REFINED TOPOLOGICAL VERTEX
Fig. 17 shows the toric diagram of closed refined topological ver-
tex. The partition function reads
Zvertex(Q3) :=
∑
µ1,µ2,µ3
(−Q1)|µ1|(−Q2)|µ2|(−Q3)|µ3|C∅∅µ3(q, t)Cµ2µt1µt3(t, q)Cµt2∅∅(q, t)C∅µ1∅(q, t)
=
∑
µ1,µ2,µ3,η
(−Q1)|µ1|(−Q2)|µ2|(−Q3)|µ3|
(q
t
)|η|/2( t
q
)‖µ3‖2/2
×Pµt3(q−ρ; t, q)
(q
t
)‖µt3‖2/2
Pµ3(t
−ρ; q, t)sµ1(t
−ρ)sµt1/η(t
−µ3q−ρ)
×sµ2(q−ρ)sµt2/η(t−ρq−µ
t
3)
=
∑
µ3
(−Q3)|µ3|
(
t
q
) ‖µ3‖2−‖µt3‖2
2
Pµt3(q
−ρ; t, q)Pµ3(t
−ρ; q, t)
×
∞∏
i=1
∞∏
j=1
(1−Q1t−µ3,i+j−1/2qj−1/2)(1−Q2q−µt3,i+j−1/2ti−1/2)
(1−Q1Q2ti−1qj) (7.3)
8 Appendix B: Useful Identities
In this section, we want to give a short list of identities [17] or definitions which we have used in
our computations. We also include a short proof of generalizing one of the identities.
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The Schur functions define a basis for the symmetric function and the skew Schur functions
sλ/µ(x1, x2, . . .) have the following nice representation as a sum over all semi-standard Young
tableau λ/µ:
sλ/µ(x1, x2, . . .) =
∑
Tλ/µ
xm11 x
m2
2 . . . (8.1)
where mi is the degeneracy of i in the tableau. The Macdonald function Pν(t−ρ; q, t) is defined by
Pν(t
−ρ; q, t) = t‖ν
t‖/2Z˜νt(t, q), (8.2)
where ρi = 1/2− i and
Z˜ν(t, q) =
∏
s∈ν
1
1− ta(s)+1qℓ(s) . (8.3)
with a(s) = νtj − i and ℓ(s) = νi − j being the arm and leg length of s = (i, j) ∈ ν, respectively.
The Schur functions have the following properties:
sλ/µ(x
(1), . . . , x(n)) =
∑
(ν)
n∏
i=1
sν(i)/ν(i−1)(x
(i)), (8.4)
where we have defined ν(0) ≡ µ and ν(n) ≡ λ. Note that ν(i−1) ≺ ν(i).
sλ/µ(q
−ρ) = sλt/µt(−qρ) (8.5)
We extensively made use of the following sums
∑
η
sη/ν(x)sη/µ(y) =
∞∏
i,j=1
(1− xiyj)−1
∑
τ
sµ/τ (x)sν/τ (y), (8.6)
∑
η
sηt/ν(x)sη/µ(y) =
∞∏
i,j=1
(1 + xiyj)
∑
τ
sµt/τ (x)sνt/τ t(y), (8.7)
where the right hand side of the equations reduce to the product if µ or ν is equal to the empty
partition, since s∅/τ = 1 for τ = ∅ and vanishes for any other τ . The following product forms are
known for the case of µ = ν in the above identities and we also sum the left hand side over µ
∑
ρ,λ
q|ρ|sρ/λ(x)sρ/λ(y) =
∞∏
k=1
(
1− qk)−1 ∞∏
i,j=1
(
1− qkxiyj
)−1 (8.8)
∑
ρ,λ
q|ρ|sρt/λ(x)sρ/λt(y) =
∞∏
k=1
(
1− qk)−1 ∞∏
i,j=1
(
1 + qkxiyj
)
. (8.9)
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These last two identities are the ones we wan to generalize in the following way7:
∑
ρ,λ
q|ρ|sρ/λ(x
(1), x(2), . . . , x(N))sρ/λ(y
(1), y(2), . . . , y(N)) =
∞∏
k=1
(
1− qk)−1 ∞∏
i,j=1
(
1− qkx(1)i y(1)j
)−1
∞∏
i,j=1
(
1− qkx(2)i y(1)j
)−1
. . .
∞∏
i,j=1
(
1− qkx(1)i y(2)j
)−1 ∞∏
i,j=1
(
1− qkx(2)i y(2)j
)−1
. . .
∞∏
i,j=1
(
1− qkx(N)i y(M)j
)−1
where each of x(j) is an infinite series of variables (x(j)1 , x
(j)
2 , x
(j)
3 , . . .).
Using the fact that Schur functions are symmetric functions we can introduce the following vari-
ables and make use of the Eq.(8.8):
wi = x
(i mod N)
⌊i/N⌋
zi = y
(i mod M)
⌊i/M⌋ ,
hence, ∑
ρ,λ
q|ρ|sρ/λ(x
(1), x(2), . . . , x(N))sρ/λ(y
(1), y(2), . . . , y(N)) =
∑
ρ,λ
q|ρ|sρ/λ(w)sρ/λ(z)
In these new variables the product will take the form
∞∏
i,j=1
(
1− qkwizj
)−1
=
∏
i={1,N+1,2N+1,...}
∏
i={2,N+2,2N+2,...}
. . .
∞∏
j=1
(
1− qkwizj
)−1
=
∏
i={1,N+1,2N+1,...}
∞∏
j=1
(
1− qkwizj
)−1 ∏
i={2,N+2,2N+2,...}
∞∏
j=1
(
1− qkwizj
)−1
. . .
=
∞∏
i=1
∞∏
j=1
(
1− qkx(1)i zj
)−1 ∞∏
i=1
∞∏
j=1
(
1− qkx(2)i zj
)−1
. . .
The same approach as the above one for the product over j leads to the expression promised to be
proved. For completeness, let us finish introducing some standard notation:
κ(λ) = 2
∑
(i,j)∈λ
(j − i) (8.10)
‖λ‖2 =
∑
i
λ2i (8.11)
κ(λ) = ‖λ‖2 − ‖λt‖2 (8.12)
7We pick one of these two similar forms, the other form is obvious and the proof is identical.
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