Abstract. Does a facial expression convey privileged information about a person's mental state or is it a communicative act, divorced from "true" beliefs, desires and intentions? This question is often cast as a sharp dichotomy between competing theoretical accounts of nonverbal behavior --a dichotomy that is often reflected in embodied conversational agents. On the one hand, theorists such as Ekman or Frank argue for the primacy of emotion as a determinant of nonverbal behavior: emotions "leak" through our behaviors and convey true information about our current beliefs and feelings, which only indirectly serve social ends. On the other hand, theorists such as Fridlund argue for the primacy of social ends as the determinant of nonverbal displays. This dichotomy has worked to divide virtual character research. Whereas there have been considerable advances in modeling emotions and giving virtual characters the ability to derive situationally appropriate emotions, this work is often seen as irrelevant to the generation of communicative nonverbal behavior. In this chapter, I will review current findings on the interpersonal function of emotion and its potential role in communication. I'll discuss some recent developments in Social Appraisal theory as a way to reconcile the true emotion and social motive views of nonverbal behavior. I will then discuss our attempts to model these functions within the context of embodied conversational agents.
Introduction
Do facial expressions convey privileged information about a person's mental state or are they communicative acts, independent of a person's actual beliefs, desires and intentions? This question is often cast as a dichotomy between competing theoretical accounts of nonverbal behavior. On the one hand, theorists such as Ekman [2] or Frank [3] argue for the primacy of emotion as a determinant of nonverbal behavior: emotions "leak" through our behaviors and convey true information about our current beliefs and feelings, which only indirectly serve social ends. On the other hand, social intentions theorists such as Fridlund [4] or Chovil [5] argue for the primacy of social ends as the determinant of nonverbal displays: organisms use displays strategically to To appear in Modeling Communication with Robots and Virtual Humans, Wachmuth and Knoblich (eds.), Springer satisfy their social intentions and any strong connections between displays and true feelings would unnecessarily restrict their flexibility in responding to life's demands.
This dichotomy between the emotional and communicative origins of nonverbal displays is reflected in virtual character research. Whereas there has been considerable advances in modeling emotions and giving virtual characters the ability to derive situationally appropriate emotions, this work is often seen as irrelevant to the generation of communicative nonverbal behavior [6] 1 . Communicative agent research has focused almost exclusively on the role of nonverbal displays in conveying propositional content or in managing conversational flow. Behaviors are typically tied to a conversational function model [7, 8] that represents the specific communicative functions required to support effective face-to-face conversation. Functions, such as initiating a conversational turn or emphasizing a word, are associated with nonverbal behaviors, such as looking repeatedly at another person or raising one's eyebrows, respectively. When emotional behaviors are included in such models, they are typically associated with a specific communicative function divorced from any emotional state associated with the agent. For example, Poggi and Pelachaud [9] use emotional expressions to convey the performative of a speech act, showing "potential anger" to communicate that social consequences will ensue if a request is not fulfilled. Indeed, consistent with Fridlund's view, tying emotional behaviors to an agent's motivational state (such as one exists), could limit a system designer's ability to create effective interactions (see [6] ). For example, a tutoring agent that displayed frustration at a student's repeated failures could work against the goal of promoting student engagement. 2 Disassociating emotional display from motivational state could, conceivably, create superhuman agents that strategically select nonverbal displays based purely on their communicative impact, unburdened by any "emotional baggage."
The trend to discount emotion models in communicative agent research has been reinforced by the intrapsychic focus of most computational emotion research. Motivated by findings on emotion's functional role in cognitive processes, research on computational models of emotion have explored emotion's function in decisionmaking [12, 13] , learning [14] and coping with environmental stressors [15] . These models explore the relationship between emotion and goal directed behavior, often providing detailed models of how emotions arise from a calculation of the personal significance of external events in terms of an agent's beliefs, desires and intentions.
To the extent that computational models of emotion have focused on social behavior, the focus has been on general notions such as believability or empathy [16] , rather than on specific socially-strategic functions. When the social function of emotion is considered at all in this work, the (typically unspoken) assumption is that modeldriven behaviors can convey important social information without an explicit need to deeply model the communicative function of these behaviors (i.e., conveying true emotional states serves social ends), though this argument is rarely developed in any detail.
In this chapter, I will review current findings on the interpersonal function of emotions and their potential role in communication. I will discuss some recent developments in social appraisal theory [17, 18] as a way to reconcile the true emotion and social intentions views of nonverbal behavior. I will then discuss our attempts to model these functions within the context of embodied conversational agents.
Social Emotions
Emotions are highly social. They can arise from our understanding of the social context, impact our behavior in ways that communicate our beliefs, desires and intentions to social partners, elicit social responses that alter the social context and, thus, transform our initial emotional response. In contrast to the view that emotions interfere with rational thought, recent scholarship has emphasized the adaptive nature of many emotional responses, including their role in social interactions [19] [20] [21] [22] [23] [24] .
The social functional view of emotion emphasizes the utilitarian role of emotions in social cognition and communication [19] . This view hypothesizes that humans evolved to survive through social relationships and emotions are a fundamental building block of effective social interactions. On the one hand, emotions inform and direct cognitive processes in ways that help us successfully navigate social interactions. On the other, emotional displays influence the behaviors of others by transmitting coordinating information and eliciting adaptive social responses. In contrast to Fridlund's social intentions view, the social functional view hypothesizes a tight coupling between emotional processes and emotional behavior -we display what we feel -and this rapid, involuntary and authentic nature of emotional displays is, in fact, necessary for facilitating coordination and group cohesion.
Several findings suggest that emotions help inform and motivate social decision making. It is generally accepted that emotions help inform the individual of personally significant events and recruit the cognitive and physical resources necessary to adaptively respond. Emotions such as love, guilt, shame or anger inform us about the quality of our social relationships [19] . For example, feelings of love signal our level of commitment to another, whereas anger informs us of threats to the righteousness of our own perspective [25] . Beyond informing us of the quality of the interaction, social emotions also prepare our minds and bodies to respond to the social environment. For example, anger alters our social perceptions, sensitizing us to the injustices of others [26] , and triggers physiological changes, moving blood from the internal organs towards the hands and arms in preparation of physical confrontation [19] . Finally, emotions serve as rewards or punishments, reinforcing social behavior and promoting the formation of group bonds, loyalty and identity. Trusting others actually feels good: Studies by Zak [27] suggest that acts of trust, such as cooperating on simple social games such as the Prisoner's Dilemma, lead to the release of hormones implicated in the formation of social bonds -whereas harming others feels bad -anticipatory guilt and shame help enforce social norms [20, 28] .
Whereas emotion may promote adaptive social decisions, displays of emotion often promote adaptive social responses in others. On the one hand, displays provide important coordinating information to other social partners [18, 21] . Our reactions to events convey important information about our interpretations of events -an undesired stimulus might result in a frown; an unexpected one might result in an expression of surprise -and thus indirectly convey information about how we are evaluating our situation vis-à-vis our current beliefs, desires, and intentions. They communicate our relationship with other social partners (e.g., through dominance or submission displays). On the other hand, displays of emotion seem to reflexively elicit adaptive social responses from others. Emotional behaviors are highly salient and, through affective priming [29] , automatically alter perceptions and judgments. Emotional displays further trigger behavioral responses. Anger, for example, can elicit fearrelated responses (even subliminal presentation) [30] or serve as a demand for someone to change the course of their interaction [31] , distress can elicit sympathy [32] , and joy seems to invite social interaction [33] . Many of these responses seem almost automatic and visceral and to have similar functions across a wide range of social animals [22] .
Although the emotional and strategic views of emotional behavior agree that such displays help achieve social ends, they differ markedly in terms of their origins. The social functional view argues that there is considerable social utility in conveying our true feelings and that the social power of such displays, in fact, depends on their authenticity. Although there are certainly social circumstances that demand deception, arguably the vast majority of our social interactions are more mundane, where communication of true feelings and intentions is of mutual benefit. Whether you're a New Yorker navigating a busy sidewalk or a great ape finding your place in the social hierarchy, life presents us with numerous split-second decisions on how to respond to a continuously moving social landscape. In such situations, "reading" the minds of social partners can smooth interactions and avoid unnecessary "collisions." More substantial decisions, like our choice of friends, mates, or research collaborators, would yield greater mutual benefit if parties had privileged access to (at least some of) each other's beliefs and intentions. Indeed, game theorists have shown formally how so-called commitment problems --where parties would receive higher utility by cooperating but choose not to based on concerns about deception (e.g., prisoner's dilemma) --could be solved if true feelings and intentions could be divined from each other's observable behavior [3] . The social functional view of emotion argues that "authentic" emotional displays evolved because they give a selective advantage to social animals that could read each others thoughts and, thus, solve commitment problems to their mutual benefit. Consistent with this view, studies have shown that people that interact with each other before games like the prisoner's dilemma do a reasonable job at predicting the true intentions of their partners [34, 35] . This claim is further supported by findings suggesting that emotion displays play an important role in the development of mind-reading skills: discrepancies between felt emotion and other's responses to events draws attention to differences between self and other, stimulating the development of perspective taking [36] , theory of mind [37] and sense of self [38] ; moreover early deficits in the ability to produce or decode emotional displays may contribute to social deficits such as autism [39] .
This tight, necessary, coupling between emotion and display posited by the social functional view of emotion is a major point of controversy in nonverbal behavior research and has stimulated a large body of research both supporting and contradicting this contention. Social intention theorists point to well-replicated findings illustrating how emotional displays change depending on the social context (i.e., depending on if one is alone or with friends or strangers), culture and ones social goals and intentions [40] [41] [42] . These theorists emphasize the primacy of social motives and intentions in determining facial expressions, downplaying or even discounting the role of emotion. Emotion theorists explain away such findings by positing a separate downstream process that filters true emotion through a set of display rules that attenuate the expressions depending on contextual factors [2] . In the next section, I turn to social appraisal theories of emotion that attempt to reconcile these perspectives without appeal to two-process models. Social appraisal theories emphasize the importance of the social context, social goals and intentions in our experience of emotion, suggesting this controversy arises from a false dichotomy and holding the promise of a synthesis of emotional and communicative perspectives on nonverbal behavior.
Social Appraisal Theory
The (false) dichotomy between communicative and emotional views of nonverbal behavior in social agents has been reinforced by the apparent intrapsychic focus of emotion theories and the computation models they have inspired. Appraisal theory Figure 1 : A schematic view of appraisal theory, adapted from Smith and Lazarus [1] .
[e.g., 43], a dominant theoretical perspective on emotion and view most influential in the design of cognitive models involving emotional processes, treats emotion as largely an intrapersonal, self-centered process (see [17] ). Appraisal theory has heavily influenced computational research on emotion as it treats emotion as a form of information processing, providing a concrete specification of how emotion both arises from and influences cognitive processes (see Figure 1) . Appraisal theory emphasizes the role of individual judgments in the elicitation and differentiation of emotional responses, specifically judgments, deemed appraisal variables or checks, that characterize aspects of the personal significance of events (e.g., was this event expected in terms of my prior beliefs? is this event congruent with my goals; do I have the power to alter the consequences of this event?). Patterns of appraisal elicit emotional behavior, but they also trigger stereotypical cognitive responses formalized as qualitatively distinct coping strategies (e.g., planning, procrastination or resignation). These responses, in turn, alter the individual's subsequent judgments concerning their relationship to the environment, emphasizing a view of emotion as a dynamic, unfolding process closely tied to cognition.
Appraisal theory is not incompatible with the social functional view of emotionindividuals can hold social goals and appraise the social consequences of eventshowever, many appraisal theorists, and virtually all of appraisal theory's computational derivatives, emphasize intrapersonal processes and the relationship between individual goals and events. For example, computational models often incorporate complex reasoning mechanisms to calculate how physical events impact an individual's beliefs or desires about physical objects, but rarely consider the inferential machinery that must underlie social judgments, such as reputation. Nor do they consider how the behavioral responses of others might influence one's evolving understanding of a social exchange, such as when an atmosphere of antagonism arises from the reciprocal exchange of postures and expressions between potential rivals [18] .
Recently, some appraisal theorists have emphasized the potential of appraisal theory to encompass social goals and judgments, and thereby reconcile the apparent contradictions between the emotional and social intentions views of nonverbal displays [17, 18, 44] . At the heart of this argument is the realization that many of the factors that social intention theorists point to as mediators of nonverbal displays (e.g., social motives, social goals, power, status, and cultural norms) are crucial for assessing the personal significance of events, should influence the appraisal process, and thus should play a central role in an organism's emotional response. Thus, social appraisal theorists do not deny the importance of social intentions in communicative behavior. Rather, they emphasize the centrality of these factors in producing an emotional response, and thereby influence external behavior.
Smith et al. [17] illustrate the social appraisal perspective by considering the problems raised by social emotions such as embarrassment. Appraisal theories have tended to downplay distinctions between certain social emotions such as guilt, shame and embarrassment. However, recent scholarship has emphasized important differences regarding when displays of shame and embarrassment are elicited and the social functions they seem to serve [45] . Guilt seems to involve transgressions that violate internal standards whereas shame and embarrassment seem to arise from the perceived negative evaluations of self by others. Shame and embarrassment seem further distinguished in that shame involves situations where both self and other agree that the transgression represents a fundamental character flaw, whereas embarrassment involves a temporary condition that might be (mis)perceived as a more fundamental flaw. For example, a shy individual might find it difficult to sing in public, and feel embarrassment that their poor performance might be viewed as an inherent defect in their singing ability. Consistent with the social intentions view, these displays seem to be strategically employed. For example Leary, Landel, and Patton [46] showed that participants exhibited less embarrassment and reported feeling less embarrassed after singing aloud in public when they believed that the experimenter already knew they were uncomfortable. Leary et al. [46] argue this result illustrates that embarrassment serves self-presentational ends and therefore ceases to be necessary once these ends are fulfilled.
Adopting a social appraisal perspective, Smith et al. [17] argue that distinctions between emotions such as shame and embarrassment can be handled within appraisal theory with some greater attention to social goals and social inferences. Embarrassment involves the appraisal of a social goal -i.e., reputation or self-presentationwhich may or may not be threatened, depending on the inferences formed by others. Although requiring more complex inference than typically considered in computational models of appraisal, such social appraisals could be incorporated into computational appraisal models, facilitating a synthesis of communicative and emotional views of nonverbal behavior. I now consider the implications of this perspective within our own work on the EMA computational appraisal model.
Computational Models
EMA is a computational model of the cognitive antecedents and consequences of emotion as posited by appraisal theory [15, 47, 48] . As in many computational models based on appraisal theory, EMA emphasizes the role of individual goals and judgments in emotional processes. 3 Here I discuss the extent to which EMA supports social appraisal theory and suggest some straightforward extensions that can increase the relevance of such models to designers of communicative agents.
In translating appraisal theory into a concrete computational model of emotional processes, EMA draws extensively on common artificial intelligent methods of reasoning and representation. EMA must represent the agent's relationship to its environment and capture the dynamics of processes involved in interpretation (appraisal) and manipulation (coping) of this representation. To this end, EMA represents the relationship between events and an agent's internal beliefs desires and intentions by building on AI planning to represent the physical relationship between events and their consequences, and BDI frameworks to represent the epistemic factors that underlie human (particularly social) activities.
Appraisal processes characterize this representation in terms of individual appraisal judgments. These extend traditional AI concerns with utility and probability:
• Desirability: what is the utility (positive or negative) of the event if it comes to pass.
• Likelihood: how probable is the outcome of the event.
• Causal attribution: who deserves credit/blame.
• Controllability: can the outcome be altered by actions under control of the agent.
• Changeability: can the outcome change on its own.
Patterns of appraisal elicit emotional displays, but they also initiate coping processes to regulate the agent's cognitive response to the appraised emotion. Coping strategies work in the reverse direction of appraisal, identifying plans, beliefs, desires or intentions to maintain or alter. These include "problem focused" strategies (e.g. planning) directed towards improving the world (the traditional concern of AI techniques) but also encompasses "emotion-focused" strategies that impact an agent's epistemic and motivational state:
• Planning: form an intention to perform some act (the planner uses intentions to drive its plan generation) • Seek instrumental support: ask someone that is in control of an outcome for help • Procrastination: wait for an external event to change the current circumstances • Denial: lower the perceived likelihood of an undesirable outcome • Mental disengagement: lower utility of desired state • Shift blame: shift responsibility for an action toward some other agent Strategies give input to the cognitive processes that actually execute these directives. For example, planful coping generates an intention to act, leading the planning system to generate and execute a valid plan to accomplish this act. Alternatively, coping strategies might abandon the goal, lower the goal's importance, or re-assess who is to blame.
EMA uses an explicit representation of plans, beliefs, desires and intentions to capture output and intermediate results of processes that relate the agent to its physical and social environment. This represents the agent's current view of the agentenvironment relationship, which changes with further observation or inference. EMA treats appraisal as a mapping from syntactic features of this representation to individual appraisal variables. Multiple appraisals are aggregated into an overall emotional state that influences behavior. Coping directs control signals to auxiliary reasoning modules (i.e., planning, or belief updates) to overturn or maintain features of the representation that lead to individual appraisals. For example, coping may abandon a cherished desire in response to an uncontrollable threat.
Even with its intrapsychic focus, EMA has a broad effect on behavior of the embodied conversational agents with which it has been integrated [50, 51] . Mentally, it impacts their communicative motives and biases their interpretation of ambiguous events, including the user's speech. Physically, it affects what agents say and the accompanying gestures, postures and facial expressions.
Social Appraisals
Certain appraisal checks identified by appraisal theory presuppose some form of social inference. Specifically, emotions such as anger involve an appraisal of causal attribution -i.e., which causal agent is responsible and blame/creditworthy for an action. Appraisal theories differ in the level of detail to which they consider causal attributions but researchers that have examined such appraisals closely emphasize that they involve complex social inferences and theory of mind. People rarely use simple causal interpretations when explaining social actions. In contrast to how causality is used in the physical sciences, the judgment of responsibility is a multi-step process involving judgments of causality, foreseeability, intention, coercion and excuse [52, 53] . As in other appraisal checks, social attributions involve evaluating consequences of events with personal significance to an agent. The evaluation is always from a perceiving agent's perspective and the significance of the consequences is based on an individual perceiver's preferences. The perceiver uses her own knowledge about the observed agents and her observations to form beliefs about others knowledge, beliefs and motives when forming an overall judgment.
Although most computational appraisal models use simple criteria to assess causal attribution -and thereby sidestep the need for complex social judgments -Mao and Gratch have developed and empirically validated a detailed model of how people form such judgments (Figure 2) , including not only causal factors, but also epistemic variables such as freedom of choice, intention and foreknowledge [54, 55] . As a result, an actor may physically cause an event, but be absolved of responsibility and blame, or conversely, blamed for what she did not physically cause.
Building on the causal representation used by EMA, which provides a concise description of the causal relationship between events and states and a clear structure for exploring alternative courses of actions, the model forms key inferences necessary to form attributions: recognizing the relevance of events to an agent's goals and plans (key for intention recognition), assessing an agent's freedom and choice in acting (key The model derives attribution variables via inference over prior causal knowledge and observations, and uses beliefs of the variables to form an overall judgment. Two important sources of information contribute to the inference process. One source is the actions performed by the agents in social events (including physical acts and communicative acts). The other is the general causal knowledge about actions and world states. Causal inference reasons about beliefs from causal evidence. Dialogue inference derives beliefs from communicative evidence. Both inferences make use of commonsense knowledge and generate beliefs of attribution variables. These beliefs serve as inputs for the attribution process, which is described as an algorithm in our computational model. Finally, the algorithm forms an overall judgment and assigns proper credit or blame to the responsible agents.
Appraising Speech Acts and Communicative Goals
One limitation of EMA is its emphasis on physical actions and physical causality. EMA reasons about the relationship between physical actions and physical goals, allowing agents to appraise the individual and social consequence of past or future actions. For example, imagine that an EMA agent is about to defect against its cooperating partner in the Prisoner's Dilemma game. The model can reason that this action will achieve the agent's goal of maximizing monetary reward (leading to positive emotions) but harm the partner (leading the partner to experience negative emotions) and possibly involve negative personal emotions (such as guilt). User speech only impacts appraisal indirectly, as when a communication leads changes an agent's representation of physical states or actions.
Linguists have long argued that speech can be viewed as a form of action with consequences that can achieve or threaten goals [56] . Although nothing prevents one from encoding speech acts and communicative goals within the causal representations used by EMA (e.g., the SAY_I_DEFECT action has the effects I_WIN and YOU_LOSE), in practice, we have maintained separate representations for physical and communicative acts and goals in our applications [50, 51] . As a result, the agent doesn't directly understand the emotional consequences of its speech acts. Rather, an external dialogue manager produces the speech act and records its causal and epistemic consequences. Only then are these consequences made available to appraisal. In this sense, the agent doesn't anticipate and mitigate the emotional consequences of its speech, as posited, for example, by politeness theory [57] .
Rather, appraisal models like EMA could use a uniform representation for physical and communicative acts. This will allow, for example, the agent to anticipate the social consequences of its speech and, for example, adopt mitigation strategies to deflect any negative effects for social partners (e.g., [58] ).
Social Goals
EMA, like many appraisal models, reasons about the relationship between events and goals but doesn't make explicit distinctions between classes of goals. On the other hand, social appraisal theory argues that there are different classes of goals depending on the social considerations they involve. Some goals are purely individual and don't depend on other social actors for their satisfaction. Other goals are inherently social. For example, imagine an agent choosing whether to defect in a prisoner's dilemma game. This choice presumably impacts its individual goal of gaining material resources. It might threaten a social goal of acting fairly towards others. Finally, its choice might impact "second-order" goals such as "I want my partner to believe I'm fair." Social appraisal theories argue that threats to these goals lead to very different emotions: guilt or shame, respectively [17] .
One place the connection between social goals and emotion has been explicitly considered is within the intelligent tutoring literature. For example, Elliott, Rickel and Lester [11] identify several goals a tutoring system should have including giving effective explanations about the subject domain, engaging the student, ensuring the student retains task knowledge, ensuring student exhibits proper caution towards hazardous situations. These goals are inherently social in that they cannot be achieved by the agent alone but requires cooperation by the student as well. Elliott et al propose specific emotional signals that might motivate the student to help achieve these goals
In expanding such work, one organizing concept could be to map out how goals differ with respect to the social manipulations required to establish or repair them. For example, individual goals can be achieved by purely individual acts. Joint goals (goals where both parties must contribute to its achievement) may require actions that impact the other party's motivational state. Second order goals (e.g., I want you to think I'm smart), can ignore the other party's motivations but must influence their belief state. Social appraisal theory argues that emotional displays of guilt, shame and embarrassment achieve these targeted social manipulations -though whether a communicative agent can implement and achieve these targeted effects is a fascination empirical question, as yet untested.
Social Perception and Reactivity
Most computational models of emotion de-emphasize the interactive nature of social emotions. Whether they are derived from an underlying appraisal model or arise from a communicative goal, computational systems typically follow a simple "transmission model" [59] in that a discrete emotion is calculated and transmitted faithfully to a human observer. In contrast, many contemporary theories emphasize that emotions can be dynamic and partial, reflecting the organism's transitory understanding of the physical and social context which continuously evolves from changes in the environment, inference, and social feedback. For example, feelings of antagonism may arise as facial expressions and postures are exchanged, as "one person's gradual leaning forward first leads to withdrawal until ground is held" [18] . In such a fashion, feelings may arise, not from each individual's understanding of how the interaction relates to their personal beliefs and desires, but is "co-constructed" from moment-to-moment feedback with a conversational partner [60] . This can be seen as analogous to the old arguments over deliberate vs. situated models of activity [61, 62] . Just as Herb Simon observed that the complexity of an ant's movements arise from the interaction of simple goal-directed behavior with a complex environment [63] , complex emotional responses can arise from the interaction of social goals and the dynamic social environment.
Before an agent can "co-construct" emotional experiences with a human, it must perceive and respond to moment-to-moment changes in the social and physical environment. Unfortunately, most "embodied" conversational agents have a peculiar and unidirectional notion of embodiment. Although they have graphical eyes, they cannot see: most agents cannot detect the gaze, gestures, facial expressions or posture of their conversation partner. Though they have virtual ears, they cannot hear: most agents cannot detect the prosody or emotion in a human's voice. Rather, an agent receives a transcription of a speaker's words several hundred milliseconds after it was uttered. Thus, they are incapable of providing the rapid moment-to-moment emotional feedback seen in natural conversations [64] . When conversational agents do extract propositional and interactional (e.g., turn taking) meaning from the user's speech (after unnatural delay), rarely do they attempt to calculate the type of social appraisals discussed above, and which humans seem to perform effortlessly.
These limitations are beginning to change. Several technologies now support the real-time analysis of prosody [65] , facial expressions [66] , gaze and gestures [67] . In a few instances, these technologies have been integrated into complete agent systems that can rapidly respond to a user's nonverbal behaviors [68] [69] [70] [71] , although the integration is shallow when compared to the capabilities of most embodied conversational systems. For example, the RAPPORT AGENT [68] can appear to listen to user's monolog by providing properly timed listening feedback triggered by the speaker's gestures and prosody. This has a demonstrable beneficial effect on speaker engagement and speech fluency even though the RAPPORT AGENT does not recognize or react to the content of user speech. For example, it uses the algorithm of Ward and Tsukahara (2000) to nod in response to certain prosodic contours. Such "tricks" can work in suitably constrained contexts but only scratch the surface of how to utilize multi-modal recognition technology. I see two immediate ways to exploit perceptual information to improve the socioemotional capabilities of agents. A "top-down" approach would be to incorporate incremental perceptual evidence into an agent's mechanisms for appraising the social context. Following the assumptions of the social functional view of emotion, such nonverbal signals should be diagnostic of the person's evaluation of events, and attending to them should improve the agent's understanding of the user's mental state. This could facilitate, for example, a sort of socio-emotional hypothesis testing: whenever an agent performs an act (physical or speech) that is relevant to another, the agent predicts how the other would appraise the act, then uses the observed response to confirm/disconfirm the agent's theory of the other's mind. More specifically, an agent might wish to provide helpful advice to a student. If the student scowls in response, this may indicate the agent's user model is incorrect or that it has failed to follow some social norm concerning politeness and autonomy [72] .
A complementary approach would be to work "bottom-up" to extend the sophistication of the more reactive sensory-motor strategies such as the RAPPORT AGENT. Jondottir et al. [64] describe a preliminary attempt along these lines. They incorporated continuous speech recognition to provide emotional feedback when the user describes certain emotionally-salient events in sexual harassment video. The system was able to recognize these events with some accuracy, but couldn't come close to responding with the rapidity of human listeners. For example, when speakers describe a scene involving an inappropriate demand for a foot massage, most human listeners Figure 3 : A child telling a story to the RAPPORT AGENT responded very rapidly with facial expressions indicating surprise (within 350msec on average). Although the system was able to recognize the term "foot massage," response times were on the order of 1 to 3 seconds, a highly noticeable delay. Nevertheless, it should be possible to extend the range of situations where a system can approximate "deep" feedback with shallow features by detecting shallow semantic and contextual features.
Though potentially powerful, such strategies must recognize the inherent complexity of emotional behavior. Whether nonverbal displays arise from social motives or true emotion, they depend on a myriad of unobservable factors including the individual's goals, beliefs, and understanding of the social context. Ultimately, systems that can integrate both cognitive and sensory-motor strategies will be needed to coconstruct interactive emotional experiences.
Conclusion
I have argued that the conflicting views on the origins of nonverbal displays -that emotional displays either reflect true emotion or are tied to achieving specific social goals divorced from emotion -arise from a false dichotomy. Rather, both perspectives are largely correct: emotional displays convey social motives and social intentions, but such motives and intentions are key constituents of true emotion. Emotions help inform the organism how it is doing in the world and recruit the cognitive and physiological resources required to adaptively respond to threats and opportunities. As social animals, it should not be surprising that these threats and opportunities arise from our social needs and demand some form of communication and coordination with other social agents. Computational models of emotion have made considerable progress in allowing asocial agents to calculate the personal significance of events and adaptively respond. By suggesting how to extend these methods toward more social inferences, I hope to have, in some measure, bridged the gap between emotional and communicative methods to generate nonverbal behavior in embodied conversational agents.
