In the wake of global water scarcity, forecasting of water quantity and quality, regionalization of river basins has attracted serious attention of the hydrology researchers. It has become an important area of research to enhance the quality of prediction of yield in river basins. In this paper, we analyzed the data of Godavari basin, and regionalize it using a cluster ensemble method. Cluster Ensemble methods are commonly used to enhance the quality of clustering by combining multiple clustering schemes to produce a more robust scheme delivering similar homogeneous basins. The goal is to identify, analyse and describe hydrologically similar catchments using cluster analysis. Clustering has been done using RCDA cluster ensemble algorithm, which is based on discriminant analysis. The algorithm takes H base clustering schemes each with K clusters, obtained by any clustering method, as input and constructs discriminant function for each one of them. Subsequently, all the data tuples are predicted using H discriminant functions for cluster membership. Tuples with consistent predictions are assigned to the clusters, while tuples with inconsistent predictions are analyzed further and either assigned to clusters or declared as noise. Clustering results of RCDA algorithm have been compared with Best of k-means and Clue cluster ensemble of R software using traditional clustering quality measures. Further, domain knowledge based comparison has also been performed. All the results are encouraging and indicate better regionalization of the Godavari basin data.
Introduction
Estimating design flow of ungauged basins is very crucial in the planning and management of hydraulic and water resources engineering. Regionalization for identifying homogeneous hydrologic regions is a well-accepted technique in this area. Regionalization is defined as determination of hydrologically similar units, and is one of the most challenging tasks in surface hydrology. In recent years several new mathematical and computational tools have been explored for this task [1] .
Regionalization is done for estimating design flow in ungauged basins which is frequently encountered in the design and planning of hydraulic and water resources engineering [2] . The hydrologic regionalization technique is to infer required data in ungauged catchments from neighbour catchments where hydrologic data have been collected (e.g. Nathan and McMahon, 1990 ; Bullock and Andrews, 1997; Hall and Minns, 1999).
Runoff predictions in ungauged catchments are determined by regionalization. Development of practical runoff prediction methods are important for assessing water resources in an ungauged or poorly gauged catchment which is usually located in headwater regions [2] . Excess runoff can lead to flooding, which occurs when there is too much precipitation.
Catchment shows a wide range of response behaviour, therefore, Regionalization is utilized for searching the hydrological similarity of catchments to characterize each catchment [3] .
Background and Related Work
We present the related work with respect to two aspects i.e. the techniques used for regionalization in hydrology studies and the techniques of cluster ensemble. Subsequently we describe the discriminant based cluster ensemble algorithm (RCDA) used in this work.
Regionalization
Hydrological similarity of catchments is identified and analyzed in the paper [3] by using the concept of SelfOrganizing Maps (SOM). SOM are plotted by utilizing the hierarchical clustering algorithm of cluster analysis.
A regional formula has been developed by the authors, using gauged flows and basin topographic characteristics in order to estimate the design flows in ungauged areas within the homogeneous region [1] .
Principal component and cluster analyses were used to delineate into homogeneous regions. Statistical tests demonstrate that the design flows are significantly related to the topographic variables at 5% significance level and the delineation of homogeneous regions can enhance the performance of regional formulae to estimate design flow.
Different regionalization methods were investigated in the paper [2] , for modeling daily runoff in ungauged catchments for selecting donor catchments whose entire set of parameter values are used for target ungauged catchment by determine the spatial proximity, physical similarity and integrated similarity.
Regionalization of runoff formation by aggregation of hydrological response units for the representative elementary areas (REAs), which are defined as homogeneous, the hydrologically effective parameters can be clearly assigned. Aggregation approaches were used to analyse the research regions which differ in the composition of their natural attributes. The purpose of the regional comparison is to reveal to what extent it is possible to apply the regionalization strategy independent of the region and scale [4] .
These analyses substantiate the fact that it is possible to achieve plausible results with the regionalization approaches which have been developed, provided that geoinformation for the entire region is available. The comparison shows that the regionalization approaches are independent of area and scale and these regionalization procedures significantly improve the quality of simulation of the water balance for large drainage basins, with a significant reduction of the relational-geometric configurations [4] .
Cluster Ensemble Approach
Motivation of Cluster Ensemble technique arises because of different clustering schemes that are obtained by application of different clustering algorithms, or by varying the parameters of the same clustering algorithm. For example, in k-means algorithm, which is one of the most used clustering algorithms, variations in results arise because of the inherent randomization. Further, each algorithm performs differently depending upon the biases and assumptions associated with it.
Under such circumstances, it is very difficult to ascertain suitability of an algorithm for an application. Cluster ensemble techniques aims to improve the clustering scheme by intelligently combining multiple schemes. This technique has caught attention of researchers in computer science community as it has found to substantially improve the robustness, stability, accuracy and quality of resulting clustering scheme [5] [6] [7] [8] [9] . An informative survey of various cluster ensemble techniques can be found in [5] . The problem of cluster ensemble is formally defined below.
Let D denote a data set of N, d-dimensional vectors Xi = be H partitions of D obtained by applying either same clustering algorithm on D or by applying H different clustering algorithms.
Before combining the schemes, it is necessary to establish the correspondence between the clusters of different schemes and relabel the corresponding clusters. Let {λ 1 , λ 2 ,
, λ H } be the set of corresponding labeling of H clustering schemes on D. The problem of cluster ensemble is to derive a consensus function Γ, which combines H partitions and delivers a clustering π f with a promise that π f is more robust than any of constituent H partitions and best captures the natural structures in D. Figure 1 shows the process of construction of cluster ensemble.
It is the design of Γ that distinguishes different cluster ensemble algorithms to a large extent. Hyper graph partitioning [5] voting approach [10] , mutual information [5, 11] , co-associations [12] [13] [14] are some of the well-established approaches for building consensus functions.
RCDA (Robust Clustering Using
Discriminant Analysis)
RCDA [15] is a recent algorithm for generating a robust clustering scheme using discriminant analysis. Robust Clustering Using Discriminant Analysis (RCDA) algorithm takes H partitions as input with K clusters in each partition and delivers a robust partition with same number of clusters, and noise, if any. It operates in three phases. In the first phase clusters in each partition are relabeled to establish correspondence in H partitions. In the second phase the algorithm constructs a discriminant function for each partition, thereby resulting in H discriminant functions. Cluster label of each tuple in dataset D is predicted by each of the H discriminant functions 
Regionalization Using RCDA
In this study the hydrological similarity of a catchment area has been investigated with respect to their response behaviour by using RCDA Algorithm. The goal is to identify, analyse and describe hydrologically similar catchments/regions by using the catchment characteristics such as Elevation, Precipitation, Aridity Index, Slope, Field Capacity and Stream Density. Data from Godavari basin is processed using RCDA algorithm in order to regionalize the river basin. The data consists of 331 tuples and six attributes viz., Elevation, Precipitation, Aridity Index, Slope, Field Capacity and Stream Density respectively.
Since the numbers of regions are not known, the data is pre-processed using domain knowledge to estimate the number of clusters. Intuitively, the regions with same runoff/Catchment Area ratio should fall in same cluster. Based on this idea, runoff/Catchment Area ratio was computed for all tuples. The mnemonics for the bins for bin-widths (0.08 and 0.04) are represented in Table 1 and Table 2 respectively. The frequency charts for two bin-widths (0.08 and 0.04) respectively were constructed as shown in Figure 3 and Figure 4 .
It can be seen from the Figure 3 that last three bins (numbered 6, 7 and 8 along x-axis) consists of only 0,1 and 2 tuples respectively. So, we eliminated the three noisy tuples and also it can be seen from the Figure 4 that last six bins (numbered (11, 12, 13, 15 ), 14, 16) consists of only 0, 1, 2 and 3 tuples respectively. So, we eliminated the six noisy tuples.
This analysis indicates that either there are five or nine regions in the Godavari basin. We applied RCDA algorithm to cluster 328 tuples after removing three noisy tuples in case of five regions and cluster 325 tuples after removing six noisy tuples in case of nine regions. 
Experimental Section
RCDA (Robust Clustering Using Discriminant Analysis) algorithm was implemented in Windows environment as multi-threaded C++ program. R package (V 2.13.0) was used for statistical functions. Dual core Intel(R) machine (2.20 GHz, 4 GB RAM) was used for executing programs. In this section we describe the goals and methodology of experiments. Having determined two possibilities for the number of clusters in Godavari basin data, we applied RCDA algo- rithm to get the clustering schemes. We describe the results in two sections for the two possibilities. Validation of results is performed both at computational and domain level. Computational validation of results is performed by comparing the SSE (Sum of Squared Error) of the clustering scheme obtained by RCDA, with another cluster ensemble method available in R software and the best of the constituent clustering scheme. The scheme with the lowest SSE is the best clustering scheme (optimum partition). The domain level validation is performed by comparing the purity and NMI of the obtained scheme with the frequency distribution shown in Figure 3 and Figure 5 , which is taken as gold standard. In subsequent sections, we detail the computation of SSE and Purity.
Computing SSE
For measuring the quality of clustering, we use the Sum of Squared error (SSE), which is also known as scatter. In other words, we calculate the error of each data point, i.e. its eucleidean distance to the closest centroid, and then compute the total sum of squared errors. If we have two different sets of clusters by two different algorithms (schemes), we prefer the one with the smallest squared error. The SSE [16] is formally defined as
where dist is the standard Euclidean distance between the two objects in eucleidean space, C i = i th cluster, x is a point in C i and i x is the mean (centroid) of the i th clus- 
Computing Purity
For each cluster, the class distribution of the data is calculated first, i.e. for cluster j we compute p ij , the probability that a member of cluster i belongs to belong j as p ij = m ij /m i , where m i is the number of objects in cluster i and m ij is the number of objects of class j in cluster i. The purity of cluster i is defined in [16] as
The overall purity of a partition is
In general, larger value of purity indicates better quality of the solution.
Computing NMI (Normalized Mutual Information)
Intuitively, the optimal combined clustering should share the most information with the original clusterings. Thus NMI has been used by researchers to measure cluster quality [11] . Let A and B be the random variables described by the cluster labeling λ Equation (4) is estimated by the sampled entities provided by the clustering. Let n (h) be the number of objects in cluster c h according to λ(a) and let n g be the number of objects in cluster c g according to λ(b). Let 
In our context, k(a) = k(b) = k.
Results with 5 Clusters
We experimented the dataset with RCDA cluster ensemble algorithm [15] for K (number of clusters = 5) with varying the number of partitions (H = 2, 4, 6, 8, 10, 12, 14, 16 and 18) respectively. Here, we get the optimum partition H = 8, because at this value of partition, we obtained the lowest value of SSE (Sum of Squared Error) and maximum (improved) clustering quality. The comparison of the RCDA algorithm with Best of K-means (Km) and Clue Ensemble obtained from R software [17] have been done by determining the centroids as shown in Table 3 and Total SSE (Sum of Squared Error) of each algorithm as shown in Figure 5 . Moreover, comparisons of RCDA algorithm with Best of K-means (Km) and Clue Ensemble obtained from R software [17] have been done in terms of measuring Purity and NMI (Normalized Mutual Information) as shown in Figure 6 . Table 3 shows the centroids of each cluster of RCDA and Clue algorithm for K = 5 number of clusters. ELV, PPT, AI, Sl, FC and SD in Table 3 represents the Elevation, Precipitation, Aridity Index, Slope, Field Capacity and Stream Density respectively.
Results with 9 Clusters
Similarly, we experimented the dataset with RCDA cluster ensemble algorithm [15] for K (number of clusters = 9) with varying the number of partitions (H = 2, 4, 6, 8, 10, 12, 14, 16 and 18) respectively. Here, we get the optimum partition H = 8, because at this value of partition, we obtained the lowest value of SSE (Sum of Squared Error) and maximum (improved) clustering quality.
The comparison of the RCDA algorithm with Best of K-means (Km) and Clue Ensemble obtained from R software [17] have been done by determining the centroids as shown in Table 4 and total SSE of the each algorithm as shown in Figure 7 . Moreover, comparisons of RCDA algorithm with Best of K-means (Km) and Clue Ensemble obtained from R software [17] have been done in terms of measuring Purity and NMI (Normalized Mutual Information) as shown in Figure 8 .
Discussion of Results
We observed from the Figure 5 and Figure 7 that total SSE of RCDA algorithm is less than as compared to the total SSE of Clue Algorithm which clearly describes that variability reduces in case of RCDA algorithm as compared to clue algorithm which is the characteristics of good quality clustering.
Moreover, the Purity and NMI of RCDA algorithm improves as compared to Best of K-means (Km) and Clue cluster Ensemble obtained from R software as shown in Figure 6 and Figure 8 .
Finally, from the above it is concluded that K = 9 with H = 8 and 325 number of tuples is the optimum case. Since, SSE for both the cases K = 5 and K = 9 of RCDA algorithm is less as compared to Clue and Best of K-means (Km) algorithm, but the SSE is very less in K = as shown in Figure 5 and Figure 7 . Similarly, the Purity and NMI of RCDA algorithm for both the cases K = 5 and K = 9 is more as compared to Clue and Best of K-means (Km) algorithm, but it improves much more in case of K = 9 which indicates that more homogeneous catchments are clustered using RCDA algorithm with K = 9 number of clusters.
