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Abstract
The dynamical entropy on von Neumann algebras defined by Accardi, Ohya and Watanabe
(AOW entropy) is a natural noncommutative extension of the classical dynamical entropy.
On the other hand, quantum spin lattice systems currently used in quantum computing and
communication processes are mathematically described by C∗-algebras called CAR algebras.
Therefore, in order to obtain the average amount of quantum information and to calculate
the uncertainty of the dynamics of quantum spin systems, it is necessary to define dynamical
entropy on CAR algebras. In this paper, we formulate dynamical entropy on CAR algebras
based on the construction of the AOW entropy. Moreover, we compute the introduced entropy
for a 2× 2 matrix algebra case which has relation to the quantum spin system.
Keywords: Quantum Information Theory; Quantum Entropy; Quantum Dynamical Entropy;
Quantum Markov Processes; Quantum Statistical Mechanics.
Contents
1 Introduction 2
2 AOW entropy 2
3 CAR Algebras 4
3.1 Fermion Fock spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 CAR Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4 Markov States and Chains on CAR Algebras 8
5 A Construction of Dynamical Entropy on CAR Algebras 10
1
6 Model Computation 12
7 Conclusion 14
1 Introduction
The classical dynamical entropy for a measure-preserving invertible transformation of a
Lebesgue space has important roles in both pure mathematics and classical information the-
ory. In mathematical side, it shows that two classical dynamical systems are isomorphic. In
classical information theory, the dynamical entropy gives the average of infomation amount
of an information source [9], [11].
There are several ways to define the dynamical entropy on noncommutative algebras [5],
[13], [15]. In [6], using quantum Markov chains on matrix algebras [1], [7], Accardi, Ohya
and Watanabe formulated the dynamical entropy on von Neumann algebras. The entropy is
called AOW entropy and is a natural noncommutative (or quantum) extension of the classical
dynamical entropy. Moreover, due to the simplicity of its formulation, one can easily obtain
the average amount of quantum information for quantum dynamical systems using the AOW
entropy.
Incidentally, in recent years, quantum spin lattice systems are used in quantum computing
and quantum communication processes. Since the observables of spin systems are expressed
by the elements of CAR algebras, it is necessary to define dynamical entropy on this algebra
to discuss the dynamics and the average information of spin systems strictly.
Therefore, in this paper, we define dynamical entropy on CAR algebras based on the con-
struction method of AOW entropy and the definition of Markov chains on CAR algebras
given by Accardi, Fidaleo and Mukhamedov [2].
We organize the paper as follows. In section 2 we recall the definition of the AOW entropy,
namely the dynamical entropy through a quantum Markov chain on matrix algebras. In
section 3, we briefly review the definitions of the CAR algebra and the Fermion Fock space
which gives the algebra. Section 4 is devoted to the notions of Markov states and chains
on CAR algebras. In section 5, we formulate dynamical entropy on CAR algebras based on
the construction of the AOW entropy, the defintion of Markov chains on CAR algebras, and
using an Umegaki conditional expectation on CAR algebras. In section 6 we calculate our
dynamical entropy for a simple model associated with the two-state system.
2 AOW entropy
In this section, we construct dynamical entropy on von Neumann algebras using quantum
Markov chains on matrix algebras and a noncommutative extension of measurable partitions
of a metric space.
Let - a Hilbert space: H,
- a von Neumann algebra with an identity operator 1A acting on H: A,
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- the set of all normal states on A: S(A),
- a *-automorphism on A: θ,
- the set of all d× d matrices on C: Md,
- the tensor product of N copies of Md: ⊗NMd.
Then the triplet (A,S(A), θ) describes the dynamics of a quantum system.
Furthermore, let γ := {γj} be a finite orthogonal partition of 1A ∈ A, i.e.∑
j
γj = 1A , γiγj = δijγj,
and Ee be a completely positive map from Md ⊗A to A:
Ee(
∑
i,j
eij ⊗ Aij) =
∑
i
Aii, (1)
with the matrix unit eij ∈Md. Then a transition expectation [1], [3] Eγ,θ :Md⊗A → A with
respect to θ is given by
Eγ,θ(a⊗ b) := θ ◦ Ee(p∗γ,e(a⊗ b)pγ,e) , a⊗ b ∈Md ⊗A, (2)
where pγ,e :=
∑
j ejj ⊗ γj. In the above notations, a quantum Markov chain on ⊗NMd is
defined by
ψ := {ϕ, Eγ,θ} ∈ S(⊗NMd ), (3)
where ϕ is called the initial distribution of ψ. Then ψ = {ϕ, Eγ,θ} is given by
ψ(j1(a1)j2(a2) · · · jn(an)) = ϕ(Eγ,θ(a1 ⊗ Eγ,θ(a2 ⊗ · · · ⊗ Eγ,θ(an ⊗ 1A) · · · ))) , n ∈ N, ai ∈Md,
(4)
where jk is an embedding from a ∈Md into the k-th factor of ⊗NMd, i.e.
jk(a) := 1⊗ · · · ⊗ 1⊗ k−tha ⊗ 1⊗ · · · (5)
Let ϕ be a stationary state. Then there exists unique density operator ρ such that
ϕ(A) = TrρA , ∀A ∈ A.
For any a1 ⊗ · · · ⊗ an ⊗ 1A ∈Md ⊗ · · · ⊗Md ⊗A, we have
ψ(j1(a1)j2(a2) · · · jn(an)) = ϕ(Eγ,θ(a1 ⊗ Eγ,θ(a2 ⊗ · · · ⊗ Eγ,θ(an ⊗ 1A · · · ))))
= Tr(⊗n1Md)⊗A
∑
i1
· · ·
∑
in−1
∑
in
ei1i1 ⊗ · · · ⊗ ein−1in−1 ⊗ ein in
⊗γinθ∗(γin−1 · · · θ∗(γi1ργi1) · · ·γin−1)γin(a1 ⊗ · · · ⊗ an−1 ⊗ an ⊗ 1A)
= Tr(⊗n1Md)⊗Aρ[0,n](a1 ⊗ · · · ⊗ an−1 ⊗ 1A)
= Tr(⊗n1Md)
∑
i1
· · ·
∑
in−1
∑
in
(trAγinθ
∗(γin−1 · · · θ∗(γi1ργi1) · · · γin−1)γin )
ei1i1 ⊗ · · · ⊗ ein−1in−1 ⊗ einin(a1 ⊗ · · · ⊗ an−1 ⊗ an)
= Tr(⊗n1Md)ρn(a1 ⊗ · · · ⊗ an−1 ⊗ an),
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where
ρ[0,n] :=
∑
i1
· · ·
∑
in−1
∑
in
ei1i1 ⊗ · · · ⊗ ein−1in−1 ⊗ einin
⊗γinθ∗(γin−1 · · · θ∗(γi1ργi1) · · ·γin−1)γin,
ρn := TrAρ[0,n].
Hence we obtain the density operator ρn of ϕn on ⊗n1Md. Denoting
Γin···i1 := θ
n−1(γin) · · · θ(γi2)γi1 (6)
and
Pi1,···in := TrAΓin···i1ρΓ
∗
in···i1
= TrA|Γin···i1 |2ρ, (7)
Accardi, Ohya and Watanabe defined the entropy with respect to γ, θ and n as
Sn(γ, θ) := −Trρn log ρn = −
∑
i1,··· ,in
Pi1,···in logPi1,···in. (8)
Definition 1 The dynamical entropy through a quantum Markov chain with respect to γ and
θ is given by
S˜(γ; θ) := lim sup
n→∞
1
n
Sn(γ, θ)
= lim sup
n→∞
1
n
(−
∑
i1···in
Pi1,··· ,in logPi1,··· ,in). (9)
The above entropy is called AOW entropy.
Remark 1 Then Pi1,··· ,in (7) is the time ordered correlation kernel [3], [4] over A.
Remark 2 The AOW entropy was extended to dynamical mutual entropy and is used to
study quantum communication processes [14], [17].
3 CAR Algebras
The CAR algebra is a C∗-algebra generated by the observables of Fermion systems. In this
section, we recall the basic mathematical definitions and physical backgrounds of this algebra
[10].
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3.1 Fermion Fock spaces
First, we fix N ∈ N. Let H be a Hilbert space of the state of 1-particle. Then the Hilbert
space of states of many body systems is give by
HN :=
⊗
N
H. (10)
Then HN is the Hilbert space that N -particles can be distinguished from each other. More-
over, PN denotes a N -dimensional group of permutations, i.e.
PN := {σ ; {1, · · · , N} → {1, · · · , N} , σ is injective}. (11)
If σ is even (resp. odd), we put sgn(σ) = 1 (resp. sgn(σ) = −1) where sgn is sign of σ.
For each σ ∈ PN , there exists a unique unitary operator Pσ on HN satisfying
Pσ(x1 ⊗ · · · ⊗ xN ) = xσ(1) ⊗ · · · ⊗ xσ(N) , xj ∈ H , j ∈ {1, · · · , N} (12)
and
PσPτ = Pτσ , σ , τ ∈ PN . (13)
Pσ is called a permutation operator with respect to a permutation σ. Using Pσ, we can classify
the vectors of HN .
Definition 2 For any σ ∈ PN ,
1. if Pσx = x holds, x is called symmetric.
2. if Pσx = sgn(σ)x holds, x is called anti-symmetric.
Put
N∧
(H) := {x ∈ HN ; x is anti− symmetric}. (14)
The elements of
∧N(H) are called Fermions.
Remark 3 For any x1, · · · , xN ∈ H,
x1
∧
x2
∧
· · ·
∧
xN :=
1√
N !
∑
σ∈PN
sgn(σ)xσ(1) ⊗ · · · ⊗ xσ(N)
is an anti-symmetric vector. For any i, j ∈ {1, · · · , N} (i 6= j),
x1
∧
· · ·
∧
xi
∧
· · ·
∧
xj
∧
· · ·
∧
xN = −x1
∧
· · ·
∧
xj
∧
· · ·
∧
xi
∧
· · ·
∧
xN
holds. Especially, if xi = xj, one can see that
x1
∧
x2
∧
· · ·
∧
xN = 0. (15)
(15) implies that two fermions can not exist in the same 1-particle state. The property is
called the Pauli exclusion principle. We will see the algebraic representation of this principle
below.
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In general, the number of particles in many body systems can change. Therefore one has
to consider the generalized Hilbert space of HN :
F(H) :=
∞⊕
N=0
HN (16)
=
{
x = {x(N)}∞N=0 ; x(N) ∈ HN , N ≥ 0,
∞∑
N=0
‖x(N)‖2HN <∞
}
where H0 = C. Then the scalar product of F(H) is defined by
〈x, y〉 :=
∞∑
N=0
〈x(N), y(N)〉HN .
Hilbert space F(H) is called a full Fock space.
Definition 3 Let
∧0(H) := C.
Ff(H) :=
∞⊕
N=0
N∧
(H) (17)
=
{
x = {x(N)}∞N=0 ; x(N) ∈
N∧
(H), N ≥ 0,
∞∑
N=0
‖x(N)‖2 <∞
}
is called a Fermion Fock space.
Ff(H) is a closed subspace of the full Fock space F(H).
Definition 4 A subspace of Ff(H):
Ff,0(H) := {x ∈ Ff(H) ; If there exists N0 such that N ≥ N0, x(N) = 0} (18)
is called a finite particles subspace and is dense in Ff(H).
3.2 CAR Algebras
Let D be a dense subspace of H and let
Ff,fin(D) := {x ∈ Ff(H) ; x(N) ∈ AN(⊗̂ND), N ≥ 0, (19)
If there exists N0 such that N ≥ N0, x(N) = 0}
where AN :=
1
N !
∑
σ∈PN
Pσ. Then Ff,fin(D) is called a finite particles subspace on D and is
dense in Ff(H).
For each x ∈ H, we define the operator a+(f) on Ff(H) as follows:
Dom(a+) :=
{
x ∈ Ff(H) ;
∞∑
N=0
N‖AN (f ⊗ x(N−1))‖2 <∞
}
, (20)
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(a+(f)x)
(N) :=
√
NAN(f ⊗ x(N−1)) (N ≥ 1) , (a+(f)x)(0) := 0. (21)
One can know that b+(f) is closed. Since Ff,fin(D) ⊂ Dom(a+(f)) holds, a+(f) is densely
defined. Therefore the adjoint operator
a(f) := a+(f)
∗ (22)
exists. Furthermore, since a+(f) is closed,
a(f)∗ := a+(f). (23)
a(f)∗ is called a Fermion creation oprator and a(f) is called a Fermion annihilation operator
respectively.
Then the following poposition is satisfied. Let Ω be a vacuum state.
Proposition 1 For any fj ∈ H (j = 1, · · · , n),
(a(f1)
∗a(f2)
∗ · · · a(fn)∗Ω)(n) =
√
n!An(f1 ⊗ · · · ⊗ fn), (24)
(a(f1)
∗a(f2)
∗ · · ·a(fn)∗Ω)(N) = 0 , N 6= 0. (25)
The Fermion operators satisfy the following algebraic relations.
Theorem 1 For each f ∈ H, a(f), a(f)∗ ∈ B(Ff(H)) and the following relation hold:
{a(f), a(g)∗} = 〈f, g〉 , f, g ∈ H, (26)
{a(f), a(g)} = 0 , {a(f)∗, a(g)∗} = 0 , f, g ∈ H, (27)
where {·, ·} is the anti commutator {A,B} := AB +BA.
In (30), if f = g, there hold
a(f)2 = 0 , (a(f)∗)2 = 0. (28)
These are the algebraic representations of the Pauli exclusion principle (15).
Now we state the definition of the CAR algebra.
Definition 5 A C∗-algebra generated by bounded operators {a(f), a(f)∗ ; f ∈ H} is called
a CAR algebra.
The CAR algebra is a C∗-algebra of observables of Fermion systems.
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4 Markov States and Chains on CAR Algebras
In section 3, we showed that the CAR algebra describes the Fermi systems. In this section,
we construct Markov chains on CAR algebras following [2].
Since the Markov chain is a stochastic process, it is natural to consider on Z+ := N ∪ {0} as
follows.
Let AZ+ be the CAR algebra generated by {ai, a∗i ; i ∈ Z+}. Namely, {ai, a∗i ; i ∈ Z+}
satisfy:
(ai)
∗ = a∗i , {a∗i , aj} = δij1, (29)
{ai, aj} = {a∗i , a∗j} = 0 , i, j ∈ Z+, (30)
where {·, ·} is the anti-commutator. For any I ⊂ Z+, AI denotes the subalgebra generated
by {ai, a∗i ; i ∈ I}. In particular,
An] := A0
∨
A1
∨
· · ·
∨
An.
Remark 4 In general, the *-algebra generated by a subset M⊂ A is given by
l.i.h.({M1 · · ·Mn ; n ∈ N, Mj ∈M∪M∗, j = 1, · · · , n})
=
{
N∑
n=1
λnM
(n)
1 · · ·M (n)m ; N ∈ N, λ ∈ C
}
. (31)
Especially, in CAR case, the *-algebra generated by {ai, a∗i ; i ∈ {k}} is written as
Ak :=
{
N∑
n=1
λnA
(n)
i1
· · ·A(n)im ; A(n)ik ∈ {ak, a∗k}, N ∈ N, λn ∈ C
}
. (32)
Due to the relations (29)-(30), Ak becomes
Ak = {λ1ak + λ2a∗k + λ3a∗kak + λ4aka∗k ; λn ∈ C}. (33)
Therefore, we only consider the elements {ak, a∗k, a∗kak, aka∗k} in I = {k}, k ∈ Z+ case.
Put A := AZ+.
Definition 6 We denote ΘI as the unique automorphism on A which satisfy
ΘI(ai) = −ai , ΘI(a∗i ) = −a∗i , (i ∈ I) (34)
ΘI(ai) = ai , ΘI(a
∗
i ) = a
∗
i , (i ∈ Ic) (35)
ΘI is called a parity automorphism on A.
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Let Θ := ΘZ+ . Then Θ induces even and odd parts of A:
A+ := {a ∈ A ; Θ(a) = a} , A− := {a ∈ A ; Θ(a) = −a}. (36)
Definition 7 Let A, B be CAR algebras and E be a map from A to B. If
E ◦Θ = E (37)
holds, E is called even.
If E is even,
E(a) = E(Θ(a)) = −E(a) = 0 (38)
holds for each a ∈ A−.
Definition 8 Let ϕ be a state on A. If there exists a quasi-conditional expectation En w.r.t.
An−1] ⊂ An] ⊂ An+1] which satisfy
ϕn] ◦ En = ϕn+1], (39)
En(A[n,n+1]) ⊂ An, (40)
ϕ is called a Markov state.
Let {En}n∈N be a sequence of completely positive identity-preserving maps satisfying for each
n ∈ N:
En : A[0,n+1] → A[0,n] (41)
En+1|[0,n] = 1[0,n], (42)
En+1 ◦ α|[0,n+1] = α|[0,n] ◦ En, (43)
where α is the one-step right shift. One can see that (43) gives the following diagram.
A[0,n+1]
α|[0,n+1]
//
En

A[0,n+2]
En+1

A[0,n]
α|[0,n]
// A[0,n+1]
(44)
Let ρ be a density operator on A0 which satisfies the stationarity in the sense of
ρ = ρ ◦ E0 ◦ α|0. (45)
In the above notations one obtain the sequence of states {ϕn}n∈N:
ϕn := Trρ ◦ E0 ◦ · · · ◦ En. (46)
Due to (42), (43) and (45), one can extend ϕn to a shift-invariant state ϕ on AN. The
shift-invariant state is called the quantum Markov chain generated by (ρ, {En}n∈N).
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5 A Construction of Dynamical Entropy on CAR Alge-
bras
In this section, giving an Umegaki conditional expectation [8], [16], we formulate dynamical
entropy on CAR algebras.
Let A0 be a CAR algebra generated by {ai, a∗i ; i ∈ {0}} and ϕ0 a faithful normal state on
A0. Eγ,θ denotes an Umegaki conditional expectation from A{0,n} to A0 as
Eγ,θ := 1
2
(
Trn
(
Θn ⊗
2∑
i=1
θn−1(γi)
∗(10)θ
n−1(γi)
))
(47)
where 10 is the identity of A0, θ is a *-automorphism on A0, and
∑
i=1 γi = 10 is an operator
partition of 10. Since θ(10) = 10,
∑
θ(γi) is again operator partition of 10.
Now we construct Markov chain with 1-time evolution:
ϕ0(Eγ,θ(A1 ⊗ 10)) = Tr0ρ0(Eγ,θ(A1 ⊗ 10))
= Tr0ρ0
(
1
2
(
Tr1
(
Θ1 ⊗
∑
i
θ(γi)
∗θ(γi)
)
(A1 ⊗ 10)
))
=
1
2
Tr0ρ0
(
Tr1
(
A1,+ ⊗
∑
i
θ(γi)
∗θ(γi)
))
= Tr[0,1]
(
1
2
A1,+ ⊗
∑
i
ρ0θ(γi)
∗θ(γi)
)
.
Since
Ak,+ = aka
∗
k + a
∗
kak = 1 ,
∑
i
θ(γi)
∗θ(γi) = θ(
∑
i
γi) = 1,
we have
Trk
1
2
Ak,+ = 1 , Tr0ρ0θ(γi)
∗θ(γi) = 1
respectively. Therefore, we obtain a state through a Markov chain on A[0,1] as
ρ[0,1] :=
1
2
A1,+ ⊗
∑
i
ρ0θ(γi)
∗θ(γi). (48)
Moreover, we consider the case of n-time evolution:
ϕ0(Eγ,θ(A1 ⊗ Eγ,θ(A2 ⊗ · · · Eγ,θ(An−1 ⊗ Eγ,θ(An ⊗ 10)) · · · )))
= ϕ0
(
Eγ,θ
(
A1 ⊗ Eγ,θ
(
A2 ⊗ · · ·Trn
(
1
2
((
Θn ⊗
∑
in
θ(γin)
∗θ(γin)
)
(An ⊗ 10)
))
· · ·
)))
= ϕ0
(
Eγ,θ
(
A1 ⊗ Eγ,θ
(
A2 ⊗ · · ·Trn
(
1
2
(
An,+ ⊗
∑
in
θ(γin)
∗θ(γin)
))
· · ·
)))
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=
1
2
Trn(An,+) · ϕ0
(
Eγ,θ
(
A1 ⊗ · · · Eγ,θ
(
An−1 ⊗
∑
in
θ(γin)
∗θ(γin)
)
· · ·
))
=
1
2
Trn(An,+)·ϕ0
Eγ,θ
A1 ⊗ · · ·Trn−1
1
2
An−1,+ ⊗ ∑
in,in−1
θ(γ∗in−1θ(γ
∗
in
γin)γin−1)
 · · ·

=
1
22
Trn,n−1(An,+⊗An−1,+)·ϕ0
Eγ,θ
· · · Eγ,θ
An−2 ⊗ ∑
in,in−1
θ(γ∗in−1θ(γ
∗
in
γin)γin−1)
 · · ·

...
=
1
2n
Tr{n,··· ,1}(An,+ ⊗ An−1,+ ⊗ · · · ⊗A1,+) · ϕ0(
∑
in,··· ,i1
θ(γ∗i1 · · · θ(γ∗inγin) · · ·γi1))
=
1
2n
Tr{n,··· ,1}(An,+ ⊗ An−1,+ ⊗ · · · ⊗A1,+) · Tr0ρ0(
∑
in,··· ,i1
θ(γ∗i1 · · · θ(γ∗inγin) · · ·γi1))
=
1
2n
Tr{0,··· ,n}
(
An,+ ⊗An−1,+ ⊗ · · · ⊗ A1,+ ⊗
∑
i1,··· ,in
ρθ(γi1)
∗θ2(γi2)
∗ · · · θn(γ∗inγin) · · · θ2(γi2)θ(γi1)
)
.
Hence a state thorough a Markov chain on A[0,n] is given by
ρ[0,n] :=
1
2n
(
An,+ ⊗ An−1,+ ⊗ · · · ⊗A1,+ ⊗
∑
i1,··· ,in
θn(γin) · · · θ2(γi2)θ(γi1)ρθ(γi1)∗θ2(γi2)∗ · · · θn(γin)∗
)
.
(49)
Therfore, we get an n-time developped state on A[1,n] as
ρn :=
1
2n
∑
i1,··· ,in
Tr0θ
n(γin) · · · θ2(γi2)θ(γi1)ρθ(γi1)∗θ2(γi2)∗ · · · θn(γin)∗
× An,+ ⊗An−1,+ ⊗ · · · ⊗ A1,+ (50)
Now we focus on the constant of ρn. Denote
Pi1,··· ,in := Tr0θ
n(γin) · · · θ2(γi2)θ(γi1)ρθ(γi1)∗θ2(γi2)∗ · · · θn(γin)∗. (51)
Obviously, then there holds ∑
Pi1,··· ,in = 1.
Hence, in the above notations, we can define dynamical entropy on the CAR algebra as
following.
Definition 9 For a quadruple (A, ϕ0, γ, θ), the dynamical entropy on the CAR algebra is
given by
hϕ0(θ) := sup
γ
{
− lim sup
n→∞
1
n
∑
i1,··· ,in
Pi1,··· ,in logPi1,··· ,in
}
. (52)
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6 Model Computation
In this section, we calculate the complexity of a time-evolution of a simple model associated
with the quantum spin system using the introduced dynamical entropy (52).
Let
e0 :=
(
0
1
)
, e1 :=
(
1
0
)
(53)
be orthonormal system on C2 and let
a∗0 :=
(
0 1
0 0
)
, a0 :=
(
0 0
1 0
)
. (54)
e0 and e1 describe the models of spin-down and spin-up of a quantum spin system respectively.
Furthermore, by the operations:
e0
a∗07→ e1 a
∗
07→ 0 , e1 a07→ e0 a07→ 0, (55)
one can see that a∗0 is the creation operator and a0 is the annihilation operator of this system.
Since
a∗0a0 =
(
1 0
0 0
)
, a0a
∗
0 =
(
0 0
0 1
)
,
A0 := M(2,C) is generated by {a∗0, a0}. Now we investigate the complexity of a time devel-
opment on this system using our dynamical entropy. According to
a∗0a0 + a0a
∗
0 = 1 , (a
∗
0a0)
∗ = a∗0a0,
we put:
An operatior partition of the identity 1 ∈ A0:
γ1 := a
∗
0a0 , γ2 := a0a
∗
0, (56)
a *-automorphism:
θ(a) := UaU∗ ≡ eia∗0a0ae−ia∗0a0 =
=
(
ei 0
0 1
)
a
(
e−i 0
0 1
)
= (eia∗0a0 + a0a
∗
0)a(e
−ia∗0a0 + a0a
∗
0) , a ∈ A0. (57)
Moreover, we denote a density matrix by
ρ :=
(
λ 0
0 1− λ
)
= λa∗0a0 + (1− λ)a0a∗0 , 0 ≤ λ ≤ 1. (58)
Due to
θn(γin)θ
n−1(γin−1) · · · θ(γi1) =
= UnγinU
∗nUn−1γin−1U
∗n−1 · · ·Uγi1U∗
12
= UnγinU
∗γin−1U
∗ · · ·U∗γi1U∗,
(51) becomes
Pi1,··· ,in = TrU
nγinU
∗γin−1U
∗ · · ·U∗γi1U∗ρUγi1U · · ·Uγin−1UγinU∗n
= TrγinU
∗γin−1U
∗ · · ·U∗γi1U∗ρUγi1U · · ·Uγin−1Uγin .
Now we mention the following result.
Lemma 1 Under the above notations,
P1,1,··· ,1 = λ , P1,2,··· ,1 = · · · = P2,2,··· ,1 = 0 , P2,2,··· ,2 = 1− λ. (59)
Proof According to the anti-commutation relation (30),
Uγ1 = (e
ia∗0a0 + a0a
∗
0)a
∗
0a0 = e
ia∗0a0.
The above equation gives
Uγ1Uγ1 · · ·
n−th
Uγ1 = (e
ia∗0a0)
n = enia∗0a0 , γ1U
∗γ1 · · ·
n−th
γ1U
∗ = (enia∗0a0)
∗ = e−nia∗0a0.
Therefore, if (i1, i2, · · · , in) = (1, 1, · · · , 1), there holds
P1,1,··· ,1 = Trγ1U
∗γ1U
∗ · · ·U∗γ1U∗ρUγ1U · · ·Uγ1Uγ1 =
= Tre−nia∗0a0(λa
∗
0a0 + (1− λ)a0a∗0)enia∗0a0 = Trλa∗0a0 = λ. (60)
Moreover,
γ1Uγ2 = a
∗
0a0(e
ia∗0a0 + a0a
∗
0)a0a
∗
0 = a
∗
0a0 · a0a∗0 = 0.
This implies that
P1,2,··· ,1 = · · · = P2,2,··· ,1 = 0. (61)
Finally, the equation:
Uγ2 = (e
ia∗0a0 + a0a
∗
0)a0a
∗
0 = a0a
∗
0
induces
Uγ2Uγ2 · · ·
n−th
Uγ2 = (a0a
∗
0)
n = a0a
∗
0 , γ2U
∗γ2 · · ·
n−th
γ2U
∗ = ((a0a
∗
0)
∗)n = a0a
∗
0.
Hence we obtain
P2,2,··· ,2 = Tra0a
∗
0(λa
∗
0a0 + (1− λ)a0a∗0)a0a∗0 = Tr(1− λ)a0a∗0 = 1− λ.  (62)
From the above lemma, we then get the dynamical entropy (52):
hρ(θ) = − lim
n→∞
1
n
((1− λ) log(1− λ) + λ log λ) = 0. (63)
Remark 5 In general, the complexities of unitary operators on a unital C∗-algebra are 0
[13]. Therefore, this result also tells us that our dynamical entropy is defined correctly.
13
7 Conclusion
In this paper, based on the construction method of the AOW entropy, we have defined a new
type of dynamical entropy on CAR algebras using an Umegaki conditional expectation from
A{0,n} to A0 with a *-automorphisms on a local algebra A0. Moreover, we have computed
the introduced entropy for a 2× 2 matrix algebra case.
Incidentally, if one investigate the complexities of the lattice translation or the Bogoliubov
automorphism using dynamical entropy through a Markov chain, we think that it is necessary
to reformulate our dynamical entropy with completely positive identity preserving map from
A[0,n+1] to A[0,n] associated with a *-automorphism on AZ+ .
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