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Abstract
The nonlinear matrix equation X + A∗X−nA = Q and properties of its positive deﬁnite solutions are studied.
Sufﬁcient conditions for existence the minimalXS and specialXl positive deﬁnite solutions are derived and iterative
procedures for computing these solution are discussed.
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1. Introduction
Consider the nonlinear matrix equation
X + A∗X−nA = Q, (1)
where Q is an m×m positive deﬁnite matrix, A is an arbitrary nonsingular matrix, n is a positive integer,
bigger than 1. We introduce the corresponding matrix function
G(X) = n
√
A(Q − X)−1A∗. (2)
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This equation and properties of its positive deﬁnite solutions have been investigated in some special
cases: in [4,6] the case Q = I and n1 is investigated. The more general case Xs ± ATX−tA = I is
analyzed by Liu and Gao [9] and Du and Hou [2]. In [5] the equationX±A∗X−qA=Q, where q ∈ (0, 1]
is considered.
Some properties of positive deﬁnite solutions of (1) are derived in [7,8]. In this paper we continue to
investigate the properties of positive deﬁnite solutions of (1). LetXS andXL be positive deﬁnite solutions
of Eq. (1). If every positive deﬁnite solution X satisﬁes XSXXL, then XS and XL are minimal and
maximal solutions of (1), respectively. It is well known [7,4] that under additional restrictions Eq. (1) has
a special positive deﬁnite solution Xl with the property ‖X−1l ‖< n+1n ‖Q−1‖. If there is a largest positive
deﬁnite solution XL of (1), then XL ≡ Xl [7,4].
We study the properties of the matrix sequence Xk+1 = G(Xk) for suitable chosen starting value X0.
In this paper we describe starting values for computing a positive deﬁnite solution of (1), when A is
nonsingular. The rates of convergence for the proposed starting matrices X0 depend on one parameter 
or  that is derived from the singular values of Q− n2 AQ− 12 .
We show if ‖AQ− 12 ‖2‖Q−1‖n <nn/(n+1)n+1 for the spectral norm ‖.‖, then there exists a ﬁxed point
of G(X) on the set of Hermitian positive deﬁnite matrices X with property ‖X‖n/(n + 1)1/‖Q−1‖. If
this ﬁxed point is unique then it is the smallest positive deﬁnite solution XS of (1).
We use ‖A‖F to denote the Frobenius norm of a matrixA. The symbol ‖A‖ stands for the spectral norm
of a matrix A, i.e., ‖A‖ = 1(A), where 1(A)2(A) · · · m(A)0 are the singular values of A in
non increasing order. If A is a Hermitian positive semideﬁnite matrix we use the eigenvalues i(A) of A
where 1(A)2(A) · · · m(A)0. For the second vector norm we use the notation ‖x‖2 =
√
x∗x.
Throughout the paper we use the fact that m(A)IA and A1(A)I in our partial order. The set of all
m × m Hermitian positive deﬁnite matrices will be denoted by P(m).
In our investigation we use the properties of the function (x) = xn(1 − x) where x ∈ [0, 1]. This
function has maximum at the point n/(n + 1) and it is monotonically increasing on [0, n/(n + 1)] and
monotonically decreasing on [n/(n + 1), 1].
We utilize the vector representations of stacking the columns of a matrix in one vector, obtaining
x = vec(X), where X is a p × q matrix and x is a pq vector column. In particular, we have vec(AXB) =
(BT ⊗ A) vec(X) and ‖vec(X)‖2 = ‖X‖F . As a corollary we obtain
‖AX‖F = ‖vec(AX)‖2 = ‖(I ⊗ A)vec(X)‖2‖I ⊗ A‖2‖vec(X)‖2 = ‖A‖2‖X‖F .
In presentation of the results we use two kind estimates for the difference ‖G(X) − G(Y)‖. The ﬁrst
kind is based of Bhatia’s theorem (Theorem X.3.8, [1]) and second kind is next Theorem 2 which is
derived for the matrix function G(X).
Theorem 1 (Theorem X.3.8, Bhatia [1]). Let f be a monotone function on (0,∞) and let A,B be two
positive operators bounded below by a, i.e. A>aI and B >aI for a positive number a. If there exists
f ′(a), then for every unitary invariant norm
‖|f (A) − f (B)|‖<f ′(a)‖|A − B|‖.
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Theorem 2. Consider the matrix function G(X) where X is a positive deﬁnite matrix and there exists a
real number < 1 such that XQ. Then
‖G(X) − G(Y)‖F  1
n
(
1(AQ
−1A∗)
1 − 
)(n+1)/n
‖A−1‖2‖X − Y‖F
for all X, Y ∈ (0, Q].
Proof. We take R−1 = A(Q − X)−1A∗ and S−1 = A(Q − Y )−1A∗ and then
G(X) − G(Y) = n
√
R−1 − n
√
S−1.
Since X = Q − A∗RA and Y = Q − A∗SA we have
X − Y = A∗(S − R)A.
Using the vec representation we obtain
vec(G(X) − G(Y)) = vec
(
n
√
R−1 − n
√
S−1
)
,
vec(X − Y ) = vec(A∗(S − R)A). (3)
For positive deﬁnite matrices R and S we know the identity
S − R =
n∑
i=1
n
√
Ri
(
n
√
R−1 − n
√
S−1
)
n
√
Sn+1−i .
We obtain
X − Y = A∗(S − R)A =
n∑
i=1
A∗ n
√
Ri
(
n
√
R−1 − n
√
S−1
)
n
√
Sn+1−iA.
The vec representation of the last equality leads to
vec(X − Y ) =
(
n∑
i=1
(
n
√
Sn+1−iA
)T ⊗ A∗ n√Ri
)
vec
(
n
√
R−1 − n
√
S−1
)
= (AT ⊗ A∗)
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)
vec
(
n
√
R−1 − n
√
S−1
)
.
According to (3) we receive
vec(X − Y ) = (AT ⊗ A∗)
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)
vec(G(X) − G(Y))
vec(G(X) − G(Y)) =
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)−1
(AT ⊗ A∗)−1vec(X − Y ).
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We evaluate the vector norm induces the spectral matrix norm:
‖vec(G(X) − G(Y))‖2
∥∥∥∥∥∥
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)−1∥∥∥∥∥∥
× ‖(AT ⊗ A∗)−1‖‖vec (X − Y )‖2.
Since X< Q and Y < Q then
R = A−∗(Q − X)A−1 >(1 − )m(A−∗QA−1)I = 1 − 
1(AQ
−1A∗)
I ,
S = A−∗(Q − Y )A−1 > 1 − 
1(AQ
−1A∗)
I .
We denote  = 1 − /1(AQ−1A∗) and then we write
n
√
Ri >
n
√
iI,
n
√
Sn+1−i > n
√
n+1−iI ,
m
(
n
√
Ri
)
>
n
√
i , m
(
n
√
Sn+1−i
)
>
n
√
n+1−i .
Thus

(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)
=
n∑
i=1

(
n
√
Sn+1−i
)

(
n
√
Ri
)
,
m
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)
>
n∑
i=1
n
√
n+1−i n
√
i = n n√.
Hence∥∥∥∥∥∥
(
n∑
i=1
(
n
√
Sn+1−i
)T ⊗ n√Ri
)−1∥∥∥∥∥∥ 
1
n n
√

.
Since ‖vec(X − Y )‖2 = ‖X − Y‖F we compute
‖G(X) − G(Y)‖F  1
n n
√

‖(AT ⊗ A∗)−1‖‖X − Y‖F .
But ‖AT ⊗ A∗‖ = ‖A‖2 and A is nonsingular. Then
‖(AT ⊗ A∗)−1‖ = ‖(A−T ⊗ A−∗)‖ = ‖A−1‖2.
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Hence
‖G(X) − G(Y)‖F  1
n()(n+1)/n
‖A−1‖2‖X − Y‖F
= 1
n
(
1(AQ
−1A∗)
1 − 
)(n+1)/n
‖A−1‖2‖X − Y‖F .
The theorem is proved. 
We make a study of properties of a special solution Xl. For this we need the following theorem.
Theorem 3 (Theorem 2.1, Furuta [3]). Let A and B be positive operators on a Hilbert space H such that
M1IAm1I > 0,M2IBm2I > 0 and 0<AB. Then
At
(
M1
m1
)t−1
Bt
and
At
(
M2
m2
)t−1
Bt
hold for any t1.
In case when A and B are positive deﬁnite matrices we utilize the above inequalities where m2IB
M2I . For example, we can take M2 = ‖B‖,m2 = ‖B−1‖−1.
2. Properties of the positive deﬁnite solutions
2.1. Existence a positive deﬁnite solution
We prove sufﬁcient condition in order to exist a positive deﬁnite solution of (1). We investigate an
iterative method and its properties. This method with different starting point deﬁnes two monotone
matrix sequences. These sequences converge to a positive deﬁnite solution of (1).
We use the following theorems:
Theorem 4 (Hasanov and Ivanov [7]). If Eq. (1) has a positive deﬁnite solution X, then
n
√
AQ−1A∗ <XQ − 1
(‖Q‖‖Q−1‖)n−1 A
∗Q−nA.
Theorem 5 (Hasanov and Ivanov [7]). If the matrix equation (1) with nonsingular matrix A has a
positive equation deﬁnite solution, then it has a minimal solution XS. Moreover, the iterative algorithm
Xk = G(Xk−1) with X0 = n
√
AQ−1A∗ converges to XS.
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Let Q be a positive deﬁnite matrix. We deﬁne the set of Hermitian positive deﬁnite matrices
K =
{
X ∈ P(m) : ‖X‖ n
n + 1
1
‖Q−1‖
}
and investigate the map G(X) deﬁned by (2).
Theorem 6. If
‖AQ− 12 ‖2 ‖Q−1‖n < n
n
(n + 1)n+1 , (4)
then there exists a ﬁxed point for G(X) on K. Moreover, if
min(p, q)< 1,
where
p = 1
n
[(n + 1)1(AQ−1A∗)](n+1)/n‖A−1‖2 (5)
and
q = 1
n
(
n
n + 1
‖A−1‖
‖Q−1‖
)2
[(n + 1)1(AQ−1A∗)](n−1)/n, (6)
then this ﬁxed point is unique. The unique ﬁxed point is a unique positive deﬁnite solution Xˆ on K of
Eq. (1).
Proof. We will prove that the matrix function G(X) deﬁnes a continuous map on the set of Hermitian
positive deﬁnite matrices K.
It is obvious that K is a convex, closed and bounded set. Since ‖Q−1X‖‖Q−1‖ ‖X‖n/(n+ 1) for
every X ∈ K we obtain that G(X) = n
√
AQ−1(I − Q−1X)−1A∗ is a continuous function on K. Besides
‖G(X)‖ n
√
‖AQ−1A∗‖
1 − n
n+1
(n + 1) 1n ‖AQ− 12 ‖2/n
<
n
n + 1
1
‖Q−1‖
we conclude that G(X) ∈ K . Thus G(X) has a ﬁxed point on K. From X ∈ K we have ‖X‖n/(n +
1)1/‖Q−1‖ and thenXn/(n+1)Q.Assume there exist two different ﬁxed pointsX, Y ∈ K .We obtain
‖G(X) − G(Y)‖‖G(X)(G(Y )−1 − G(Y)−1)G(Y )‖
‖G(X)‖‖G(Y)‖‖G(X)−1 − G(Y)−1‖
<
(
n
n + 1
1
‖Q−1‖
)2
‖G(X)−1 − G(Y)−1‖.
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We have
G(X)−1 = n
√
A−∗(Q − X)A−1 n
√
1
n + 1 A
−∗QA−1 n
√
m(A−∗QA−1)
n + 1 I ,
G(Y)−1 = n
√
A−∗(Q − Y )A−1 n
√
m(A−∗QA−1)
n + 1 I .
Using Theorem 1 we obtain
‖G(X) − G(Y)‖
(
n
n + 1
1
‖Q−1‖
)2 1
n
(
m(A
−∗QA−1)
n + 1
)(1−n)/n
‖A−1‖2‖X − Y‖
= 1
n
(
n
n + 1
‖A−1‖
‖Q−1‖
)2(
n + 1
m(A−∗QA−1)
)(n−1)/n
‖X − Y‖
= 1
n
(
n
n + 1
‖A−1‖
‖Q−1‖
)2
((n + 1)1(AQ−1A∗))(n−1)/n‖X − Y‖
= q‖X − Y‖.
If q < 1, then
‖G(X) − G(Y)‖q‖X − Y‖< ‖X − Y‖.
Using Theorem 2, if p< 1, we obtain
‖G(X) − G(Y)‖F  1
n
(
1(AQ
−1A∗)
1 − 
)(n+1)/n
‖A−1‖2‖X − Y‖F
p‖X − Y‖F < ‖X − Y‖F .
Hence, if min(p, q)< 1, then the map G(X) is a contraction on K and its ﬁxed point is unique. The
ﬁxed point can be found using the matrix sequence
Xs+1 = G(Xs), s = 0, 1, . . . (7)
for every X0 ∈ K . From Xˆ = G(Xˆ) it follows that Xˆ is a positive deﬁnite solution of (1).
The factor p characterizes the rate of convergence of (7) if p< 1. The factor q characterizes the rate of
convergence of (7) if q < 1. 
Corollary 7. If the inequality (4) holds, then min(p, q) = p, where p and q are deﬁned by (5) and (6),
respectively.
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Proof. Using the inequality (4) we have
1(AQ
−1A∗)‖AQ−1A∗‖ = ‖AQ−1/2‖2 < n
n
(n + 1)n+1
1
‖Q−1‖n ,
1(AQ
−1A∗)< n
n
(n + 1)n+1
1
‖Q−1‖n ,(
n
n + 1
1
‖Q−1‖
)2( 1
(n + 1) 1(AQ−1A∗)
)2/n
> 1,
(
n
n + 1
1
‖Q−1‖
)2
[(n + 1)1(AQ−1A∗)](n−1−n−1)/n > 1,
1
n
(
n
n + 1
‖A−1‖
‖Q−1‖
)2(
n + 1
m(A−∗QA−1)
)(n−1)/n
1
n
[(n + 1)1(AQ−1A∗)](n+1)/n‖A−1‖2
> 1,
q >p. 
Corollary 8. If there exists a unique ﬁxed point Xˆ of G(X) on K then this ﬁxed point is the smallest
positive deﬁnite solution of (1), i.e., Xˆ ≡ XS.
Proof. We shall prove that Xˆ ≡ XS. According to Theorem 5 we know that the matrix sequence Xk =
G(Xk−1) with X0 = n
√
AQ−1A∗ converges to XS. Since
‖X0‖ =
∥∥∥∥ n
√
AQ−1A∗
∥∥∥∥ ‖AQ−1/2‖2/n <
(
nn
(n + 1)n+1
1
‖Q−1‖n
)1/n
<
n
n + 1
1
‖Q−1‖ .
The last inequality means that X0 ∈ K , i.e., Xˆ ≡ XS. 
Further on, we shall consider the new restriction for the matrices A,Q. This new condition is obtained
from inequality (4). Using condition (4) we have
‖Q− n2 AQ−1A∗Q− n2 ‖‖AQ− 12 ‖2‖Q−1‖n < n
n
(n + 1)n+1
and thus
Q−
n
2 AQ−1A∗Q−
n
2 <
nn
(n + 1)n+1 I ,
AQ−1A∗ < n
n
(n + 1)n+1 Q
n
.
Since the function (x) = xn(1 − x) is monotonically increasing on (0, n/(n + 1)] then for every
number  ∈ (0, n/(n+ 1)] we have n(1 − )max(x)=(n/(n+ 1))= (n/(n+ 1))n1/(n+ 1). Thus
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there exists  ∈ (0, n/(n + 1)] for which
AQ−1A∗n(1 − )Qn.
Moreover, if A is nonsingular, then there exists a number  ∈ (0, n/(n + 1)] for which
n(1 − )QnAQ−1A∗.
Hence, if condition (4) holds, then there are two numbers ,  ∈ (0, n/(n + 1)] and <  for which
n(1 − )QnAQ−1 A∗n(1 − )Qn. (8)
Condition (4) is sufﬁciently for the existence a ﬁxed point ofG(X) inK.Yet, this condition is not necessary.
Further on, using property (8) we could consider the matrix sequence (7) with different initial points X0.
In the next section we consider these cases and the properties of the corresponding matrix sequences.
2.2. An iterative method
Consider the iterative method
Xs+1 = G(Xs) = n
√
A(Q − Xs)−1A∗, s = 0, 1, 2, . . . , (9)
where X0 is suitable chosen (see Theorems 11 and 13).
Theorem 9. If Eq. (1) has a solution, then {Zs} is deﬁned by (9) with Z0 ∈ [0, n
√
AQ−1A∗] is monoton-
ically increasing and converges to the smallest positive deﬁnite solution XS of (1).
Proof. We take Z0 to be a positive deﬁnite matrix with Z0 ∈ [0, n
√
AQ−1A∗]. Let us consider the
sequence {Ys} deﬁned by (9) with Y0 = n
√
AQ−1A∗. According to Theorem 5 we have that this sequence
converges to the minimal positive deﬁnite solution XS. Consider the sequence {Zˆs} deﬁned by (9) with
Zˆ0 = 0.
We have
Zˆ0Z0Y0
and then
Zˆ1 = Y0Z1Y1.
Assuming Zˆs = Ys−1ZsYs , it is easy to show that
Zˆs+1 = YsZs+1Ys+1. (10)
But the sequence {Ys} converges to the minimal positive deﬁnite solution XS of (1).We take limits in (10)
and then conclude that the sequence {Ys} converges to the minimal positive deﬁnite solution XS of (1).
Hence every matrix sequence {Zs} with an initial point Z0 ∈ [0, n
√
AQ−1A∗] converges to the minimal
positive deﬁnite solution XS of (1). 
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Theorem 10. Let A be a nonsingular matrix. If matrix equation (1) has a positive deﬁnite solution
X, then
2m(Q
− n2 AQ−
1
2 )
nn
(n + 1)n+1 and X ˜Q,
where ˜ is a solution of the nonlinear scalar equation n(1−)=2m(Q−
n
2 AQ− 12 ) and ˜ ∈ (0, n/(n+1)].
Proof. We consider the sequence
0 = 0, s+1 = n
√
2m(Q
− n2 AQ− 12 )
1 − s , s = 0, 1, 2, . . . .
We will prove that for any positive deﬁnite solution X to (1) it is satisﬁed X ˜Q. Obviously,
X> 0Q = 0. Assuming that X> sQ, then
X = n
√
A(Q − X)−1A∗ n
√
AQ−1A∗
1 − s 
n
√
2m(Q
− n2 AQ− 12 )Qn
1 − s = s+1Q.
Hence X> sQ for every s = 0, 1, . . ..
The number sequence {s} is monotonically increasing and thus the inequality sI <Q− 12XQ− 12 <
Q− 12QQ− 12 <I leads that s < 1 for every s. This sequence is bounded and hence it is convergent. Let ˜
be its limit. Thus
˜ = n
√
2m(Q
− n2 AQ− 12 )
1 − ˜
which means ˜ is a solution of the following equation:
n(1 − ) = 2m(Q−
n
2 AQ−
1
2 ).
But this equation has a solution if
2m(Q
− n2 AQ−
1
2 ) max
x∈[0,1] x
n(1 − x) = n
n
(n + 1)n+1 .
Since the maximum to the function (x) is achieved for x = n/(n+ 1)< 1, then the equation has two
solutions on [0, 1].We will prove that ˜ ∈ [0, n/(n+1)], or s < n/(n+1) for every s. Let s < n/(n+1)
for some s. Then 1 − s > 1/(n + 1) and
s+1 = n
√
2m(Q
− n2 AQ− 12 )
1 − s <
n
√
nn
(n + 1)n+1 (n + 1) =
n
n + 1
and consequently ˜ ∈ (0, n/(n + 1)]. 
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Theorem 11. Let ˜ and ˜1, ˜2 be solutions of scalar equations n(1− )= 2m(Q−
n
2 AQ− 12 ) and n(1−
)=21(Q−
n
2 AQ− 12 ), respectively. Assume 0< ˜ ˜1n/(n+1) ˜2 < 1. Consider {Xs} deﬁned by (9).
Then
(i) If X0 = Q and  ∈ [0, ˜], then {Xs} is monotonically increasing and converges to the minimal
positive deﬁnite solution XS and XS ∈ [˜Q, ˜1 Q].
(ii) If X0 = Q and  ∈ [˜1, ˜2], then {Xs} is monotonically decreasing and converges to a positive
deﬁnite solution X ∈ [˜Q, Q].
(iii) If X0 = Q for  ∈ (˜, ˜1) and
min(q1, q2)< 1,
where
q1 = 1
n
(
1 − ˜
m(AQ
−1A∗)
)(n−1)/n( 1
1 − ˜1
‖A‖‖Q−1‖
)2
and
q2 = 1
n
(
1(AQ
−1A∗)
1 − ˜1
)(n+1)/n
‖A−1‖2,
then {Xs} converges to the minimal positive deﬁnite solution XS.
Proof. Since the function (x) is monotonically increasing where x ∈ [0, n/(n+1)] we have 0<  ˜
˜1 ˜21 and the inequalities
n(1 − )IQ− n2 AQ−1A∗Q− n2 n(1 − )I ,
n(1 − )QnAQ−1A∗n(1 − )Qn
are satisﬁed.
(i) We have X0 = Q ˜1Q and  ∈ [0, ˜]. Thus
X1 = n
√
A(Q − Q)−1A∗ = n
√
AQ−1A∗
1 −  
n
√
1
1 −  ˜
n
1(1 − ˜1)Qn ˜1Q
and
X1 = n
√
AQ−1A∗
1 −  
n
√
˜(1 − ˜)
1 −  Q
nQ = X0.
We have X0X1 ˜1Q. We assume Xs−1Xs ˜1Q. Hence
(Q − Xs−1)−1(Q − Xs)−1(Q − ˜1Q)−1 =
1
1 − ˜1
Q−1,
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n
√
A(Q − Xs−1)−1A∗ n
√
A(Q − Xs)−1A∗ n
√
1
1 − ˜1
AQ−1A∗,
XsXs+1 n
√
1
1 − ˜1
˜
n
1(1 − ˜1)Qn = ˜1Q.
The sequence {Xs} is monotonically increasing and converges to a positive deﬁnite solution X˜ with
X˜ ˜1Q. We will show that for any positive deﬁnite solution X the inequality XsX is true. For the
X0 = Q we have X0 = Q ˜QX. Assuming Xs−1X it is easy to show that XsX. So, the
solution X˜ is the minimal positive deﬁnite solution XS, i.e. X˜ ≡ XS and according to Theorem 10
we conclude that XS ∈ [˜Q, ˜1 Q].
(ii) Let  ∈ [˜1, ˜2]. Hence QX0 = Q ˜Q. We have
X1 n
√
1
1 −  ˜
n
1(1 − ˜1)QnQ = X0
and
X1 = n
√
AQ−1A∗
1 −  
n
√
1
1 −  ˜
n(1 − ˜)Qn ˜Q.
Thus X0X1 ˜Q. We assume Xs−1Xs ˜Q. Then
n
√
A(Q − Xs−1)−1A∗ n
√
A(Q − Xs)−1A∗ n
√
AQ−1A∗
1 − ˜ ,
XsXs+1
n
√
˜n(1 − ˜)Qn
1 − ˜ = ˜Q.
The sequence {Xs} is monotonically decreasing and converges to a positive deﬁnite solutionX with
the property QX ˜Q.
(iii) Let  ∈ (˜, ˜1) and the sequence {Xs} is deﬁned by (9).Wewill prove that {Xs} is a Cauchy sequence.
We have ˜1 Q>X0 = Q> ˜Q. Assume ˜Q<Xs < ˜1 Q. For Xs+1 we compute
Xs+1 = n
√
A(Q − Xs)−1A∗ < n
√
AQ−1A∗
1 − ˜1
 ˜1Q,
Xs+1 >
n
√
AQ−1A∗
1 − ˜  ˜Q.
So, ˜Q<Xs < ˜1Q for s = 0, 1, . . .. Let us consider the difference Xs+p −Xs for which we obtain
Xs+p − Xs = n
√
A(Q − Xs+p−1)−1A∗ − n
√
A(Q − Xs−1)−1A∗.
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Since ˜1Q>Xj > ˜Q for j = 0, 1, . . . we have
A(Q − Xj)−1A∗ > 11 − ˜ AQ
−1A∗ m(AQ
−1A∗)
1 − ˜ I ,
(Q − Xj)−1 < 11 − ˜1
Q−1 1(Q
−1)
1 − ˜1
I .
Hence
A(Q − Xs+p−1)−1A∗ > m(AQ
−1A∗)
1 − ˜ I and A(Q − Xs−1)
−1A∗ > m(AQ
−1A∗)
1 − ˜ I .
Using Theorem 1 we have
‖Xs+p − Xs‖ 1
n

1−n
n ‖A[(Q − Xs+p−1)−1 − (Q − Xs−1)−1]A∗‖,
where  = m(AQ−1A∗)1−˜ . Thus
‖Xs+p − Xs‖ 1
n

1−n
n ‖A‖2‖(Q − Xs−1)−1(Xs−1 − Xs+p−1)(Q − Xs+p−1)−1‖

1
n

1−n
n ‖A‖2
(
1
1 − ˜1
‖Q−1‖
)2
‖Xs+p−1 − Xs−1‖
 · · ·

(
1
n

1−n
n
(
1
1 − ˜1
‖A‖‖Q−1‖
)2)s
‖Xp − X0‖
= qs1‖Xp − X0‖.
Follow the proof of Theorem 2 with  = ˜ we have
‖Xs+p − Xs‖F  1
n
(
1(AQ
−1A∗)
1 − ˜1
)(n+1)/n
‖A−1‖2‖Xs+p−1 − Xs−1‖F
 · · ·
= qs2‖Xp − X0‖F .
Since min(q1, q2)< 1 we obtain
‖Xs+p − Xs‖ q
s
1
1 − q1 ‖X1 − X0‖
or
‖Xs+p − Xs‖F  q
s
2
1 − q2 ‖X1 − X0‖F
for all s, p = 0, 1 . . ..
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The sequence {Xs} is a Cauchy sequence, considered in the Banach space [˜Q, ˜1Q]. Hence this
sequence has a positive deﬁnite limit X˜, which is a unique positive deﬁnite solution of (1) on [˜Q, ˜1Q].
According to case (i), Eq. (1) has the minimal positive deﬁnite solution XS ˜Q. Thus X˜ ≡ XS. 
Remark. If (4) holds, then (8) is true. Hence, the G(X) has a ﬁxed point and according to Theorem 11
it follows that XS and X are ﬁxed points of G(X) in K. Under additional restriction on the matrix Q we
are proving the following corollary.
Corollary 12. Let Q be unitary and there exists a number  ∈ (0, n/(n + 1)) with property AQ−1A∗
n(1 − )Qn. Then there exists a ﬁxed point of G(X) in K.
Proof. Using the inequality AQ−1A∗n(1 − )Qn for n/(n + 1) we have
AQ−1A∗
(
n
n + 1
)n 1
n + 1 Q
n
and thus
‖AQ− 12 ‖2 ‖Q−1‖n = ‖AQ−1A∗‖
(
n
n + 1
)n 1
n + 1 ‖Q‖
n = n
n
(n + 1)n+1 ,
because ‖Q‖ = ‖Q∗‖ = ‖Q−1‖ = 1. 
In order to use Theorem 11, it is necessary to compute the matrices Qn,Q− n2 and to ﬁnd the singular
values of the matrix Q− n2 AQ− 12 . Now, we shall prove a new theorem under an additional restriction on
the matrix Q, where it is enough to use the matrix AQ− 12 and its singular values.
Theorem 13. Let QI and ˜ and ˜1, ˜2 be solutions of scalar equations n(1 − ) = 2m(AQ−
1
2 ) and
n(1−)=21(AQ−
1
2 ), respectively. Denote 	˜= n
√
2m(AQ
− 12 ).Assume 0< 	˜< ˜ ˜1n/(n+1) ˜2 < 1.
Consider {Xs} deﬁned by (9) with suitable chosen X0. Then
(i) If X0 = I and  ∈ [0, 	˜], then {Xs} is monotonically increasing and converges to XS.
(ii) If X0 = Q and  ∈ [˜1, ˜2], then {Xs} is monotonically decreasing and converges to a positive
deﬁnite solution X and X ∈ (˜ n
√
1 − ˜I,Q).
(iii) If X0 = Q and  ∈ (	˜, ˜1), and
min(q1, q2)< 1,
where
q1 = 1
n
(
1
m(AQ
−1A∗)
)(n−1)/n( 1
1 − ˜1
‖A‖‖Q−1‖
)2
and
q2 = 1
n
(
1(AQ
−1A∗)
1 − ˜1
)(n+1)/n
‖A−1‖2,
then {Xs} converges to the minimal positive deﬁnite solution XS.
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Proof. The function(x) is monotonically increasing in [0, n/(n+1)]. we have 0<  ˜ ˜1 ˜21
and the inequalities
n(1 − )IAQ−1A∗n(1 − )I
hold.
(i) Let X0 = I and  ∈ [0, 	˜]. We have  n
√
2m(AQ
− 12 ) = n√˜n(1 − ˜) n√˜n ˜1 and 0X0 =
IQ ˜1QQ. Thus
X1 n
√
1
1 −  ˜
n
1(1 − ˜1)I ˜1I ˜1Q
and
X1 = n
√
AQ− 12 (I − Q−1)−1Q− 12A∗.
Since Q−1I we have ‖Q−1‖ = ‖Q−1‖< 1 and then
(I − Q−1)−1 = I + Q−1 + · · ·>I
X1 >
n
√
AQ−1A∗ n
√
˜n(1 − ˜)I = n
√
2m(AQ
− 12 )I = 	˜II = X0.
Thus
n
√
AQ−1A∗ 	˜I . (11)
Further on, assume Xs−1Xs ˜1Q, we have
n
√
A(Q − Xs−1)−1A∗ n
√
A(Q − Xs)−1A∗ n
√
1
1 − ˜AQ
−1A∗ ˜Q
XsXs+1 ˜Q.
The sequence {Xs} is monotonically increasing and converges to a positive deﬁnite solution X˜ with
X˜ ˜1 Q . Thus combine (11) and Theorem 9 we have X˜ ≡ XS.
(ii) Let X0 = Q and  ∈ [˜1, ˜2]. We will prove that the sequence {Xs} is bounded by below to 	˜ I . We
have QX0 = Q> I > 	˜I . For X1 we obtain
X1 n
√
1
1 −  ˜
n
1(1 − ˜1)IIQ = X0
and
X1 = n
√
1
1 −  AQ
−1A∗ n
√
1
1 −  ˜
n(1 − ˜)I n
√
	˜n
1 −  I 	˜I .
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Hence 	˜I <X1 <X0. We assume 	˜I <Xs <Xs−1 and then
n
√
AQ− 12 (I − ˜Q−1)−1Q− 12A∗ <Xs+1 <Xs .
Since ‖	˜Q−1‖ 	˜‖Q−1‖< 1, we have (I − 	˜Q−1)−1 >I and
n
√
AQ− 12 (I − 	˜Q−1)−1Q− 12A∗ > n
√
AQ−1A∗ n
√
˜n(1 − ˜)I = 	˜I .
Thus 	˜I <Xs+1 <Xs . The sequence {Xs} is monotonically decreasing and converges to a positive
deﬁnite solution X with the property QX 	˜ I .
(iii) Let  ∈ (	˜, ˜1) and the sequence {Xs} is deﬁned by (9). Combine (i) and (ii) we have ˜1 Q>Xj > 	˜I
for j = 0, 1, . . . and hence
A(Q − Xj)−1A∗ >A(Q − 	˜I )−1A∗ >AQ−1A∗m(AQ−1A∗)I ,
(Q − Xj)−1 < 11 − ˜1
Q−1 1(Q
−1)
1 − ˜1
I .
Consider the difference Xs+p −Xs . Using Theorem 1, analogous of item (iv), Theorem 11 we have
‖Xs+p − Xs‖
(
1
n
(m(AQ
−1A∗))(1−n)/n
(
1
1 − ˜1
‖A‖‖Q−1‖
)2)s
‖Xp − X0‖
= qs1‖Xp − X0‖
and
‖Xs+p − Xs‖F qs2‖Xp − X0‖F .
Since min(q1, q2)< 1 we obtain
‖Xs+p − Xs‖ q
s
1
1 − q1 ‖X1 − X0‖
or
‖Xs+p − Xs‖F  q
s
2
1 − q2 ‖X1 − X0‖F
for all s, p = 0, 1 . . ..
Thus, the sequence {Xs} is a Cauchy sequence in [	˜I, ˜1 Q]. Analogously, we obtain that the limit of
this sequence is the minimal positive deﬁnite solution XS of (1). 
In Theorem 13 we compute the singular values of AQ− 12 instead of the singular values of Q− n2 AQ− 12
as in Theorem 11. Yet, the convergence rate q1 obtained in Theorem 13 is bigger that the corresponding
obtained in Theorem 11.
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Now, we are proving the following theorem:
Theorem 14. Let 1 and 1 by real for which the inequalities
(i) n1(1 − 1)QnAQ−1A∗n1(1 − 1)Qn.
(ii) min(q1, q2)< 1, where
q1 = 1
n
(
1 − 1
m(AQ
−1A∗)
)(n−1)/n
‖A‖2
(‖Q−1‖
1 − 1
)2
and
q2 = 1
n
(
1(AQ
−1A∗)
1 − 1
)(n+1)/n
‖A−1‖2
hold. Then Eq. (1) has a unique solution on (0, 1Q) which is the minimal solution XS.
Proof. According to condition (i) there exist reals 1 and 2 for which
011 ˜ ˜1211,
where ˜ and ˜1n/(n+1) are solutions of the equations n(1−)=2m(AQ−
1
2 ) andn(1−)=21(AQ−
1
2 ),
respectively.
The recurrence Eq. (9) deﬁnes two matrix sequences {X′k} and {X′′k } with initial points X′0 = 1 Q and
X′′0 =2Q. Now, we will prove that these sequences are convergent to the same limit X˜ which is a positive
deﬁnite solution of (1).
We have 1QX′s1Q and 1QX′′s 1Q for all s = 0, 1, . . ..
Using the same approach as in Theorem 11 we obtain
‖X′s − X′′s ‖
1
n
(
m(AQ
−1A∗)
1 − 1
)(1−n)/n
‖A‖2
(‖Q−1‖
1 − 1
)2
‖X′s−1 − X′′s−1‖.
According to Theorem 2 with  = 1 we have
‖X′s − X′′s ‖F 
1
n
(
1(AQ
−1A∗)
1 − 1
)(n+1)/n
‖A−1‖2‖X′s−1 − X′′s−1‖F .
Thus
‖X′s − X′′s ‖< ‖X′s−1 − X′′s−1‖
or
‖X′s − X′′s ‖F < ‖X′s−1 − X′′s−1‖F .
Consequently sequences {X′s} and {X′′s } have the common limit X˜ which is a unique positive deﬁnite
solution of (1). The solution X˜ which is a positive deﬁnite solution of (1) and X˜ is a unique on (1Q, 1Q).
In Theorem 11 (i) we have proved that the matrix sequence {Xs} with X0 ˜Q converges to XS. Thus
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Table 1
Iterative method (9) with different initial points, tol = 1.0e − 14
m Initial point Number of iterations Error
4 X0 = ˜Q KXS = 242 
(XS) = 7.9381e − 015
X0 = ˜1Q KX˜1 = 240 
(X˜1) = 6.9944e − 015
XS ≡ X˜. So, under conditions of this theorem the matrix sequence {Xs} with X01Q converges to XS
which is a unique solution of (1) on (0, 1Q) and XS ∈ (˜Q, ˜1Q). The theorem is proved. 
2.3. Numerical experiments
We have made numerical experiments to compute a positive deﬁnite solution of the equation X +
A∗X−nA = Q. Computations were done on a PENTIUM IV, 2.1GHz computer. All programs were
written in MATLAB. We denote 
(Z) = ‖Z + A∗Z−nA − Q‖∞.
We have tested our iteration processes for solving the equationX+A∗X−2A=Q on the followingm×m
matrices. We use the stopping criterion 
(Z)< tol, (tol = 1.0e− 14) and let KX0 be the smallest number
s, for which 
(Xs)< tol for method (9) with an initial point X0.We use the reals ˜< ˜1n/(n+1) which
are solutions of the equations n(1−)=2m(Q−
n
2 AQ− 12 ) and n(1−)=21(Q−
n
2 AQ− 12 ), respectively.
Example. Consider the equation X + A∗X−2A = Q and elements aij of the matrix A are computed by
aij =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
i + j − m
200
if i < j,
j − i − m
200
if i > j,
i + j + m
n2
if i = j.
We deﬁne the m × m matrix Q as follows:
Q = UTdiag
[
1 + ϑ.1
m
; 1 + ϑ.2
m
; . . . , 1 + ϑ.m
m
]
U ,
where ϑ= 10.5, U = I − 2vTv and v = ( 1√
m
, . . . , 1√
m
).
Note that, for this example condition (4) is not satisﬁed, while condition (8) is satisﬁed for ˜= 0.0671
and ˜1 =0.6508. The factors p and q deﬁned in Theorem 6 are bigger than 1 (p=1.4791 and q =1.4231)
and the factors q1 and q2 deﬁned in Theorem 11 are bigger than 1 (q1 =3.7657 and q2 =1.3794), too. We
use iterative method (9) for computing a positive deﬁnite solution with different initial points. The results
are given in next Table 1. According to Theorem 11 we have that matrix sequences (9) with X0 = ˜Q
converges to XS and the same matrix sequence with X0 = ˜1 Q converges to X˜1 . Numerical experiments
show that XS ≡ X˜1 for this example.
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Table 2
Recurrence Eq. (9) with different initial points, ϑ= 10.9, tol = 1.0e − 14
m Initial point Number of iteration Error
X0 = 0.0537Q KXS = 68 
(XS) = 8.7708e − 015
4 X0 = ˜Q KXS = 67 
(XS) = 9.4091e − 015
X0 = ˜1Q KXS = 58 
(XS) = 9.1871e − 015
X0 = ˜ + ˜12 Q KXS = 63 
(XS) = 9.4924e − 015
Further on, we consider the same example where ϑ= 10.9. For this new matrix Q condition (4) holds
and thus there exists a ﬁxed point for G(X) in K. Yet, the factors p and q (Theorem 6) are bigger that
1 (p = 1.4191 and q = 1.4821). Hence, we could not say whether G(X) has a unique ﬁxed point in K.
Besides, there exists reals ˜ = 0.0637 and ˜1 = 0.5509, for which inequalities (8) hold. The sequence
{Xs} for X0 = ˜Q is monotonically increasing and the same sequence with X0 = ˜1Q is monotonically
decreasing. The factors q1 and q2 deﬁned in Theorem 11 are q1 = 2.1972 and q2 = 0.9075. Since q2 < 1,
then the sequence {Xs} with X0 = Q,  = 12 (˜ + ˜1) converges to the minimal positive deﬁnite solution
XS. Moreover, we ﬁnd reals 1 = 0.0537< ˜ 1 = ˜1 for which condition (i) of Theorem 14 holds
and the corresponding factors are q1 = 2.2089 and q2 = 0.9075< 1. Thus the sequence {Xs} with any
X0 ∈ (0, 1Q) converges to XS. The results with different initial points are given in next Table 2.
2.4. The special solution Xl
In this section we investigate the special positive deﬁnite solution Xl of (1).
Now, we consider the recurrence equation
X0 = Q, Xs+1 = Q − A∗X−ns A, (12)
where  ∈ (n/(n+ 1), 1) and study the corresponding matrix sequences constructed after using different
starting points.
It is well known some properties of this solution.
Theorem 15 (Theorem 1.1.4, Hasanov [4]). If ‖A‖√‖Q−1‖n+1 <√ nn
(n+1)n+1 , then the matrix sequence
{Xs} deﬁned by (12) with X0 = I,  ∈ ( n(n+1)‖Q−1‖ , 1‖Q−1‖ ] converges to a positive deﬁnite solution Xl
of (1) and the inequalities
n
(n + 1)‖Q−1‖ I <XlQ −
1
(‖Q‖ ‖Q−1‖)n−1A
∗Q−nA, (13)
hold. Moreover, the solution Xl is unique with these properties.
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Theorem 16 (Corollary 1.1.5, Hasanov [4]). If ‖A‖√‖Q−1‖n+1 <√ nn
(n+1)n+1 , then the solution Xl of
(1) satisﬁes the inequalities
(i) ‖X−1l ‖< n+1n ‖Q−1‖.
(ii) n+1
n
‖Q‖< ‖Xl‖.
It is easy to show that if there exists a largest positive deﬁnite solution XL of (1), then Xl = XL. We
deﬁne the set of Hermitian positive deﬁnite matrices
W =
{
Y ∈ P(m) : ‖Y‖ n + 1
n
‖Q−1‖
}
and consider the matrix function
Y = F(Y ) = (Q − A∗YnA)−1.
We will prove that if there exists a unique ﬁxed point of F(Y ) in W, then this ﬁxed point is the inverse
matrix of Xl.
Now, Eq. (1) can be rewrite of the form Y = F(Y ) where Y =X−1. It is obvious that if X is a solution
of (1), then Y = X−1 is a solution of the equation Y = F(Y ) and conversely.
Theorem 17. If
‖A‖2‖Q−1‖n+1 < n
n
(n + 1)n+1 , (14)
then there exists a unique ﬁxed point for F(Y ) in W. Moreover, this ﬁxed point is a inverse matrix of the
special positive deﬁnite Xl.
Proof. We will prove that the matrix function F(Y ) deﬁnes continuous map on the set of Hermitian
positive deﬁnite matrices W.
It is obvious thatW is a convex, closed andbounded set. Since‖Q− 12A∗YnAQ− 12 ‖‖Q−1‖‖A‖2‖Y‖n
1/(n + 1) for every Y ∈ W we obtain that F(Y ) is a continuous map in W. Besides
‖F(Y )‖‖(Q − A∗YnA)−1‖

‖Q−1‖
1 − ‖Q− 12A∗YnAQ− 12 ‖

‖Q−1‖
1 − 1
n+1
= n + 1
n
‖Q−1‖
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we conclude thatF(Y ) ∈ W . HenceF(Y ) has a ﬁxed point onW.We will prove thatF(Y ) is a contraction
in W. For every Y ∈ W and Z ∈ W consider the ‖F(Y ) − F(Z)‖. We have
‖F(Y ) − F(Z)‖ = F(Y )(F (Z)−1 − F(Y )−1)F (Z)
‖F(Y )‖ ‖F(Z)‖ ‖F(Z)−1 − F(Y )−1‖

(
n + 1
n
‖Q−1‖
)2
‖A‖2 ‖Yn − Zn‖

(
n + 1
n
‖Q−1‖
)2
‖A‖2
n∑
j=1
‖Y‖n−j ‖Y − Z‖ ‖Z‖j−1

(
n + 1
n
‖Q−1‖
)2
‖A‖2 n
(
n + 1
n
‖Q−1‖
)n−1
‖Y − Z‖
= (n + 1)
n+1
nn
‖Q−1‖n+1 ‖A‖2 ‖Y − Z‖.
From (14) it follows that
(n + 1)n+1
nn
‖Q−1‖n+1‖A‖2 < 1
and thusF(Y ) is a contraction. Hence, themapF(Y ) has a unique ﬁxed point Yˆ inW, which is a Hermitian
positive deﬁnite matrix. This ﬁxed point is a limit of the matrix sequence Yk+1=F(Yk) for every Y0 ∈ W .
Thus Yˆ−1 is the unique positive deﬁnite solution of (1) with the property ‖Yˆ‖(n + 1)/n ‖Q−1‖, i.e.
Yˆ−1 ≡ Xl. 
Theorem 18. If matrix equation (1) with nonsingular matrix A has a positive deﬁnite solution X,
then XQ, where  is a solution to n(1 − ) = [1/Q] 2m(Q−
n
2 AQ− 12 ) on [n/(n + 1), 1] and
Q = (MQ/mQ)n−1,mQIQMQI .
Proof. Consider the sequence
0 = 1, s+1 = 1 − 
2
m(Q
− n2 AQ− 12 )
ns Q
.
We will prove that for any positive deﬁnite solution X the inequality XQ is satisﬁed. Obviously,
X0Q = Q. Assuming XsQ and according to Theorem 2, we obtain Xnns QQn and
X = Q − A∗X−nAQ − A
∗Q−nA
ns Q
= Q 12
(
I − Q
− 12A∗Q−nAQ− 12
ns Q
)
Q
1
2
Q
1
2
⎛
⎝1 − 2m
(
Q− n2 AQ− 12
)
ns Q
⎞
⎠Q 12 = ˜s+1Q.
Thus XsQ for every s = 0, 1, . . ..
298 I.G. Ivanov / Journal of Computational and Applied Mathematics 193 (2006) 277–301
The sequence {s} is monotonically decreasing and bounded and hence it is convergent. Let  be its
limit. Thus
 = 1 − 
2
m(Q
− n2 AQ− 12 )
nQ
which means that  is a solution to the equation
n(1 − ) = 1
Q
2m(Q
− n2 AQ−
1
2 ). (15)
Yet, in order for the last equation to have a solution the next inequality must be satisﬁed
1
Q
2m(Q
− n2 AQ−
1
2 ) max
x∈[0,1] (x) =
nn
(n + 1)n+1 . (16)
According to Theorem 10 we have
2m(Q
− n2 AQ−
1
2 )
nn
(n + 1)n+1 ,
whence the inequality (16) holds. Eq. (15) has two solutions on [0, 1].Wewill show that  ∈ [n/(n+1), 1]
or n/(n + 1)< s < 1 for every s. Let for some s we have n/(n + 1)< s < 1. We compute
2m(Q
− n2 AQ− 12 )
ns
1
Q
<
nn
(n + 1)n+1
(n + 1)n
nn
= 1
n + 1.
Thus
s+1 > 1 − 1
n + 1 =
n
n + 1
and hence  ∈ [n/(n + 1), 1]. 
Theorem 19. If there exist numbers ,  such that
(i) n
n+1 < 1.
(ii) Qn(1 − )QA∗Q−nA 1Q n(1 − )Q,
where Q = (MQmQ )n−1,mQIQMQI .
(iii) q = n‖A‖2‖Q−1‖n+1
n+1 < 1.
Then iterative process (12) with  converges to a unique positive deﬁnite solutions X˜ of
X + A∗X−nA = Q and [n/(n + 1)]QX˜Q.
Proof. Note that if  does not exist we can take  = 1.
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Weshall show that thematrix sequences {Xs} is aCauchy sequence and for each swehave QXsQ.
Suppose X0 = Q, (). Hence QX0Q. We get
X1 = Q − 1
n
A∗Q−nAQ − 1
n
Q
n(1 − )Q,
X1Q(1 − (1 − )) = Q.
Similarly, we have
X1 = Q − 1
n
A∗Q−nAQ − 1
n
n(1 − )
Q
Q,
X1Q(1 − (1 − )) = Q.
Thus QX1Q.
Assume QXsQ. According to Theorem 2 we have
Xns 
nQQ
n
,
Xs+1 = Q − A∗X−ns AQ −
1
nQ
A∗Q−nA
(
1 − 1
nQ
nQ(1 − )
)
Q = Q.
Similarly
X−1s 
1

Q−1,
X−ns 
1
n
(
MQ−1
mQ−1
)n−1
,Q−n = 1
n
QQ
−n
,
A∗X−ns A
Q
n
A∗Q−nA,
Xs+1 = Q − A∗X−ns A
(
1 − Q
n
n(1 − )
Q
)
Q = Q.
Thus
QXsQ, s = 0, 1, 2, . . .
We shall estimate difference between Xs+p and Xs :
Xs+p − Xs = A∗X−ns+p−1(Xns+p−1 − Xns−1)X−ns−1A
=A∗
n∑
i=1
X−is+p−1(Xs+p−1 − Xs−1)Xi−(n+1)s−1 A
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for all integers s, p = 1, 2, . . .. Since ‖X−kj ‖ 1k ‖Q−1‖k for all j, k = 1, . . . , n, we have
‖Xs+p − Xs‖‖A‖2
n∑
i=1
‖X−is+p−1‖‖Xi−(n+1)s−1 ‖ ‖Xs+p−1 − Xs−1‖

n‖A‖2‖Q−1‖n+1
n+1
‖Xs+p−1 − Xs−1‖ · · ·

[
n‖A‖2‖Q−1‖n+1
n+1
]s
‖Xp − X0‖ = qs‖Xp − X0‖,
where q = n‖A‖2‖Q−1‖n+1
n+1 < 1. Thus
‖Xs+p − Xs‖qs 11 − q ‖X1 − X0‖.
Hence the matrix sequence {Xs} is a Cauchy sequence deﬁned on the Banah space [Q, Q]. This
sequence is convergent and its limit Xˆ ∈ [Q, Q] ⊂ ([n/(n + 1)]Q,Q] is a positive deﬁnite solution
of Eq. (1).
Assume that there are two solutions X′ and X′′ of Eq. (1) which belong on ([n/(n + 1)]Q,Q]. Then
‖X′ − X′′‖‖A‖2
n∑
i=1
‖(X′)−i‖ ‖(X′′)i−(n+1)‖‖X′ − X′′‖
q ‖X′ − X′′‖< ‖X′ − X′′‖.
Hence X′ ≡ X′′, i.e. this solution Xˆ is unique on ([n/(n + 1)]Q,Q]. 
Corollary 20. If condition (14) holds and there exist reals  and , for which n/(n + 1)< 1 and
Q
n(1 − )QA∗Q−nA 1
Q
n(1 − )Q,
then iterative procedure Xs+1 =Q−A∗X−ns A with X0 = Q() converges to the special solution
Xl of X + A∗X−nA = Q.
Proof. First, if condition (14) holds, then for the factor q deﬁned in Theorem 19 we have
q = n‖A‖
2‖Q−1‖n+1
n+1
<
n
n+1
nn
(n + 1)n+1 < 1,
since n/(n + 1)< 1. Second, if condition (14) is true, then there exists a unique ﬁxed point Yˆ for
F(Y ) such that Yˆ−1 is a unique positive deﬁnite solution of (1) and Yˆ has the corresponding property. If
there are numbers  and  satisfying Theorem’s 19 conditions, then there exists a unique positive deﬁnite
solution X˜ of (1) and [n/n+1]QX˜. Thus [n+1/n]Q−1X˜−1 and ‖X˜−1‖[n+1/n]‖Q−1‖. Hence,
if (14) is true and conditions (i) and (i) of Theorem 19 are satisﬁed then X˜ ≡ Yˆ−1 ≡ Xl. 
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3. Conclusion
We investigate the existence of the minimal solution XS and the special solution Xl of 1. We derive
a new sufﬁcient condition 4 for existence a minimal positive deﬁnite solution. If this condition is not
satisﬁed, then iterative procedure 9 is considered. Under restrictions of Theorems 11 and 13 this method
is convergent. We consider sufﬁcient condition (14) for existence the special positive deﬁnite solution Xl
and iterative method (12) which converges to this solution under restrictions of Theorem 19.
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