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Abstract
In the paper we propose certain conditions, relatively easy to verify, which ensure the
central limit theorem for some general class of Markov chains. To justify the usefulness
of our criterion, we further verify it for a particular discrete-time Markov dynamical
system. From the application point of view, the examined system provides a useful tool
in analysing the stochastic dynamics of gene expression in prokaryotes.
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Introduction
The central limit theorem (CLT) is, beside the law of large numbers, the most fundamental
limit theorem for random processes. It refers to the convergence in distribution of the
standardized sample average towards the normal distribution. Although limit theorems for
positive Harris recurrent Markov chains are already well-investigated (see [19]), they are still
the subject of research for a wider class of Markov chains. An interesting version of the CLT
for stationary ergodic Markov chains was provided by M. Maxwell and M. Woodroofe in [18].
Recently, the CLT has also been established for various non-stationary Markov processes,
e.g. the processes a priori possessing unique stationary distributions, but not necessarily
starting from them (see [5, 13, 14]).
Here, we also establish a version of the CLT for a quite general class of Markov chains.
Our aim, however, is to provide a tool which may prove to be useful in studying, in terms of
limit theorems, certain stochastic models developed in natural sciences (especially, molecular
bilology). Therefore we do not require any form of continuous dependence of the given
Markov chain on the initial conditions (as is necessary to assume for the results in [5, 14]
to hold). We do not even directly require the exponential mixing property (see e.g. [6] for
the precise formulation). Instead, we propose a set of relatively easily verifiable conditions,
which yield both the exponential ergodicity in the context of weak convergence of measures
(according to [12, Theorem 2.1]), as well as the CLT.
The class of Markov chains for which we establish the CLT may be shortly specified
by the existence of an appropriate Markovian coupling whose transition function can be
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decomposed into two parts, one of which is contractive and dominant in some sense. The
construction of such a coupling is adapted from [2, 12], which, in turn, is inspired by the
prominent results of M. Hairer [6]. Within this framework, we provide an exponential
estimate of the mean distance between two coupled copies of the examined chain. This
result, stated in Lemma 2.3, slightly generalizes the exponential mixing property obtained
by R. Kapica and M. Ślęczka while proving [12, Theorem 2.1]. The precise proof of this
lemma is interesting itself, as well as it also clarifies the reasoning presented in [12]. In fact,
Lemma 2.3 plays a key role in this paper, since it allows us to carry out a brief proof of the
CLT (Theorem 3.2). The proof also appeals to the results of M. Maxwell and M. Woodroof
[18], which make it more concise and less technical than the classical proofs, based directly
on martingale methods. The proofs in [9] and [10] are carried out in the same spirit, although
only for some specific cases. It is also worth mentioning here that conditions proposed in
this paper (namely hypothesis formulated in Sections 2 and 3) yield the Donsker invariance
principle for the CLT (cf. [1]), provided that the Markov chain is stationary (which in this
case means that its initial distribution is exactly its unique invariant distribution, whose
existence follows from the assumptions).
To justify the usefulness of the given criterion, we further apply it to a particular
discrete-time Markov dynamical system (cf. [3, 11]), for which the conditions proposed in [5]
cannot be directly verified. The examined system has interesting biological interpretations.
First of all, it can be viewed as the chain given by the post-jump locations of some piecewise-
deterministic Markov process, which occurs in a simple model of gene expression (cf. [11,
17]). More pecisely, it describes the amounts of protein molecues synthesized from a bacterial
gene in random bursts. On the other hand, a special case of the above-mentioned model
provides a mathematical framework for modelling the spatial distribution of the compounds
involved in the gene autoregulation, i.e. the produced protein and its phosphorylated and
dimerised form (for details, see [8]). The latter also indicates the importance of considering
a non-locally compact space as the state space in the abstract framework.
The paper is organised as follows. In Section 1 we introduce notation and definitions
used throughout the paper. First of all, we relate to the theory of Markov chains, discussed
more widely e.g. in [19, 20]. Further, we present some general facts concerning measures on
a path space, and introduce the notion of Markovian coupling. At the end of Section 1, we
recall two results on the properties of hitting and absorption times. In Section 2 we quote
the criterion on the exponential ergodicity in the context of weak convergence of probability
measures, established in [12, Theorem 2.1]. Moreover, we also provide its stronger version,
namely Lemma 2.3. The proof of the CLT (Theorem 3.2) is given in Section 3. Finally, in
Section 4 we establish the CLT for the Markov chain given by the post-jump locations of
some piecewise deterministic Markov process considered in [11].
1 Prelimenaries
Within this section we establish notation and give some basic definitions used throughout
the paper. We also recall some well-known facts, useful for further proofs.
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1.1 Markov Operators
First of all, let R denote the set of real numbers, R+ = [0,∞), N = {1, 2, . . .} and N0 =
N∪{0}. We consider a complete separable metric space (X, ̺), i.e. a Polish space. By BX we
denote the σ-field of all Borel subsets ofX. For any setA and any point x, we use the symbols
lA and δx to denote the indicator function of A and the Dirac measure at x, respectively. Let
us write Bb(X) for the space of all bounded Borel measurable functions f : X → R, endowed
with the supremum norm ‖f‖∞ = supx∈X |f(x)|. Further, let Cb(X) and Lipb(X) denote
the subspaces of Bb(X) consisting of all continuous and all Lipschitz-continuous functions,
respectively. At some point we shall also refer to the space B¯b(X) of functions f : X → R
which are Borel measurable and bounded below. Such a space contains, in particular, the
so-called Lyapunov functions, which play an important role in our further analysis. By
a Lyapunov function we mean a map V : X → [0,∞) which is continuous, bounded on
bounded sets, and, in the case of unbounded X, satisfies lim̺(x,x¯)→∞ V (x) = ∞ for some
fixed point x¯ ∈ X. Moreover, for simplicity, we use the notation 〈f, µ〉 := ∫X f(x)µ(dx) for
any f ∈ B¯b(X) and any signed measure (σ-additive set function) µ : BX → R.
The cone of all non-negative Borel measures on X is denoted byM(X). We distinguish
the following subsets of M(X):
Mfin(X) = {µ ∈ M(X) : µ(X) <∞} , M1(X) = {µ ∈M(X) : µ(X) = 1} ,
MV1,s(X) = {µ ∈ M1(X) : 〈V s, µ〉 <∞}
for some s > 0 and some Lyapunov function V : X → [0,∞). For any µ ∈ Mfin(X), we
write suppµ for the support of µ, i.e. suppµ = {x ∈ X : µ (B(x, r)) > 0 for any r > 0},
where B(x, r) = {y ∈ X : ̺(x, y) < r}. The set M1(X) will be considered with the
topology induced by the so-called Fortet-Mourier distance (see e.g. [15]), defined as follows:
dFM (µ1, µ2) = sup {|〈f, µ1 − µ2〉| : f ∈ LipFM(X)} for µ1, µ2 ∈ M1(X),
where
LipFM (X) = {f ∈ Lipb(X) : ‖f‖BL ≤ 1}, ‖f‖BL = max(|f |Lip, ‖f‖∞),
and |f |Lip stands for the minimal Lipschitz constant of f . Since (X, ̺) is assumed to be
Polish, the convergence in dFM is equivalent to the weak convergence of probability measures.
This assumption additionally implies completeness of the space (M1(X), dFM ) (for proofs,
see e.g. [4]).
A mapping Π : X × BX → [0, 1] is called a (sub)stochastic kernel (or a transition
(sub)probability function) if Π(·, A) : X → [0, 1] is a Borel measurable map for any fixed
A ∈ BX , and Π(x, ·) : BX → [0, 1] is a (sub)probability Borel measure for any fixed x ∈
X. Every such kernel naturally induces two operators: P : Mfin(X) → Mfin(X) and
3
U : Bb(X)→ Bb(X) given by
Pµ(A) =
∫
X
Π(x,A)µ(dx) for µ ∈ Mfin(X), A ∈ BX , (1.1)
Uf(x) =
∫
X
f(y)Π(x, dy) for f ∈ Bb(X), x ∈ X. (1.2)
If the kernel Π is stochastic, then P given by (1.1) is called a regular Markov operator, whilst
U given by (1.2) is said to be its dual operator. The duality relationship takes the form
〈f, Pµ〉 = 〈Uf, µ〉 for f ∈ Bb(X), µ ∈Mfin(X).
Moreover, a regular Markov operator P is said to be Feller if Uf ∈ Cb(X) for every f ∈
Cb(X). Let us indicate that the above-defined mappings are related with one another in the
following way (cf. [15, 23]):
Π(x,A) = Pδx(A) = UlA(x) for x ∈ X, A ∈ BX .
Further, note that any dual operator U can be extended, in the usual way, to a linear
operator on the space B¯b(X). Hence, in particular, we are allowed to write UV , whenever
V is a Lyapunov function. We should keep in mind, however, that it can happen that
UV (x) =∞ for some x ∈ X, as long as no additional assumptions are imposed.
For any (sub)stochastic kernel Π, we can define the n-th step kernels Πn, n ∈ N0, by
setting
Π0(x,A) = δx(A), Π
1(x,A) = Π(x,A),
Πn(x,A) =
∫
X
Π(y,A)Πn−1(x, dy) for x ∈ X, A ∈ BX , n ∈ N.
Let P be an arbitrary regular Markov operator. We call µ∗ ∈ Mfin(X) an invariant
measure of P if Pµ∗ = µ∗. The operator P is said to be exponentially ergodic in dFM
whenever it has a unique invariant measure µ∗ ∈ M1(X) and there exists q ∈ (0, 1) such
that
dFM(P
nµ, µ∗) ≤ qnC(µ) for any µ ∈ MV1,1(X), n ∈ N,
where C(µ) is a constant which depends only on the initial distribution µ.
Suppose that (φn)n∈N0 is a time-homogeneous X-valued Markov chain, defined on
a probability space (Ω,A,P). We say that (φn)n∈N0 has the one-step transition law de-
termined by a stochastic kernel Π, if
Π(x,A) = P(φn+1 ∈ A|φn = x) for x ∈ X, A ∈ BX , n ∈ N0. (1.3)
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1.2 Measures on a Path Space
Every stochastic kernel Πn determines the probabilities Pnx of the form
P
n
x(·) = Πn(x, ·) for x ∈ X, n ∈ N0. (1.4)
We further introduce the higher-dimensional distributions P1,...,nx on Xn, for x ∈ X, defined
(inductively on n ∈ N) as follows: provided that the probability measures P1,...,kx on Xk have
already been defined for every k < n, the distribution P1,...,nx is given as the unique measure
which satisfies
P
1,...,n
x (A×B) =
∫
A
P
1
zn−1(B)P
1,...,n−1
x (dz1 × . . .× dzn−1), A ∈ BXn−1 , B ∈ BX . (1.5)
Let us now recall the following theorem (cf. [19, 20]):
Theorem 1.1. Consider Ω := XN0 with the product topology, and let (φn)n∈N0 denote the
sequence of mappings from Ω to X given by φn(ω) = xn for ω = (x0, x1, . . .) ∈ Ω. Then, for
any µ ∈ M1(X), and any stochastic kernel Π : X × BX → [0, 1], there exists a probability
measure Pµ ∈M1(Ω), such that, for every n ∈ N,
Pµ(A0 × . . .×An ×X ×X . . .) =
∫
A0
P
1,...,n
x (A1 × . . .×An)µ(dx), A0, . . . , An ∈ BX ,
(1.6)
where P1,...,nx are defined by (1.4), (1.5). In particular, (φn)n∈N0 is then a time-homogeneous
Markov chain on the probability space (Ω,BΩ,Pµ) with transition probability function Π and
initial distribution µ. Clearly, Pµ(B) is then the probabiliy of the event {(φn)n∈N0 ∈ B} for
B ∈ BΩ.
The Markov chain defined accordingly to Theorem 1.1 will be further called a canonical
Markov chain. By convention, we will write Px(B) = Pµ(B|φ0 = x) for B ∈ BXN0 , and we
will denote the expected values corresponding to Px,Pµ ∈ M1(XN0) by Ex, Eµ, respectively.
1.3 A Coupling Method
Let us now introduce a piece of notation related to a coupling method, often used to evaluate
the rate of convergence to stationary distributions (more elaboration on coupling techniques
can be found in [6, 7, 16]).
A time-homogeneus Markov chain (φ(1)n , φ
(2)
n )n∈N0 evolving on X
2 (endowed with the
product topology) is said to be a Markovian coupling of some stochastic kernel Π whenever
its transition law C : X2 × BX2 → [0, 1] satisfies
C(x, y,A×X) = Π(x,A) and C(x, y,X ×A) = Π(y,A) for any x, y ∈ X, A ∈ BX .
By convention, the kernel C itself is often called a coupling of Π, too.
5
It will be crucial in the analysis which follows that, for any transition probability func-
tion Π and any substochastic kernel Q : X2 ×BX2 → [0, 1] satisfying
Q(x, y,A×X) ≤ Π(x,A) and Q(x, y,X ×A) ≤ Π(y,A) for x, y ∈ X, A ∈ BX ,
(1.7)
there exists a substochastic kernel R : X2×BX2 → [0, 1] such that C = Q+R is a Markovian
coupling of Π. Indeed, note that we can define R by setting
R(x, y,A×B) = (Π(x,A) −Q(x, y,A×X)) (Π(y,B)−Q(x, y,X ×B))
(1−Q (x, y,X2)) for A,B ∈ BX ,
when Q(x, y,X2) < 1, and R(x, y,A × B) = 0 otherwise. Applying rules (1.4)-(1.5) to
C : X2 × BX2 → [0, 1] and appealing to Theorem 1.1, we can consider the canonical
Markov chain (φ(1)n , φ
(2)
n )n∈N0 with transition law C and an arbitrarily fixed initial distri-
bution α ∈ M1(X2). We assume that the chain is defined on ((X2)N0 ,B(X2)N0 ,Cα), where
Cα ∈ M1((X2)N0) satisfies the appriopriate condition corresponding to (1.6).
Let us now consider the augmented space X̂2 = X2 × {0, 1}, splitted into X̂2Q =
X2 × {1} and X̂2R = X2 × {0}, as well as the stochastic kernel Ĉ : X̂2 × BX̂2 → [0, 1]
determined by
Ĉ (x, y, θ,A× {1}) = Q(x, y,A) and Ĉ (x, y, θ,A× {0}) = R(x, y,A) (1.8)
for (x, y, θ) ∈ X̂2 and A ∈ BX2 . Let α̂ ∈ M1(X̂2) be such that α̂(A × {0, 1}) = α(A) for
any A ∈ BX2 . Then Theorem 1.1 guarantees the existence of the canonical Markov chain
(φ
(1)
n , φ
(2)
n , θn)n∈N0 with transition law Ĉ and initial distribution α̂, which is further referred
to as an augmented coupling. The chain is defined on ((X̂2)N0 ,B
(X̂2)N0
, Ĉα̂), where Ĉα̂ is an
appropriate probability measure on B
(X̂2)N0
. Note that
Ĉx,y,θ
((
φ(1)n , φ
(2)
n
)
∈ A
)
= Cnx,y(A) for any A ∈ BX2 and any (x, y, θ) ∈ X̂2. (1.9)
By convention, we will further write Cx,y = Cα(·|(φ(1)0 , φ(2)0 ) = (x, y)) for any (x, y) ∈ X2
and Ĉx,y,θ = Ĉα̂(·|(φ(1)0 , φ(2)0 , θ0) = (x, y, θ)) for every (x, y, θ) ∈ X̂2. The expected values
corresponding to the measures Cx,y ∈ M1((X2)N0) and Ĉx,y,θ ∈ M1((X̂2)N0) are denoted
by Ex,y and Êx,y,θ, respectively.
In the research literature one can find the notion of a coupling time τcouple, which is the
random moment at which both copies of the Markov chain, governed by Π, reach the same
state for the first time, i.e. τcouple = min{n ∈ N0 : φ(1)n = φ(2)n }. If τcouple < ∞, then the
so-called successful coupling, making chains stay together all the time, can be constructed
(see [16], [19]). Otherwise, one has to apply an asymptotic coupling, which is the case here.
M. Hairer is the one who proposed (in [6]) an effective method to couple asymptotically
the whole trajectories of Markov chains which cannot actually meet at some finite time
(cf. the example discussed in [7], concerning some Markov chains on infinite dimensional
spaces whose kernels, when starting from different initial conditions, induce mutually singu-
lar measures). Such an approach is extensively applied in this paper, especially in the proof
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of Lemma 2.3.
1.4 Auxiliary Results on Hitting and Absorption Times
For any A ∈ BX , we define
ρA = inf{n ∈ N : φn ∈ A} and τA = inf{n ∈ N : φk ∈ A for all k ≥ n}, (1.10)
which describe the first hitting time on A and the time of absorption by A, respectively. At
some point we will also make use of the variables
ρmA = inf{n ≥ m : φn ∈ A}, m ∈ N. (1.11)
Let us now quote two useful results proven in [12].
Lemma 1.2 ([12, Lemma 2.1]). Let (φn)n∈N0 be a time-homogeneous Markov chain evolving
on X. Assume that, for some bounded set K ∈ BX , there exist Λ ∈ (0, 1) and cΛ ∈ R such
that
Ex
(
Λ−ρK
) ≤ cΛ(1 + V (x)) for x ∈ X, (1.12)
where V : X → [0,∞) is a Lyapunov function. Moreover, suppose that, for some B ∈ BX ,
there exist κ ∈ (0, 1) and cκ ∈ R such that
Ex
(
1{ρX\B<∞}κ
ρX\B
)
≤ cκ (1.13)
and
inf
x∈K
Px ({φn ∈ B for all n ∈ N}) > 0. (1.14)
Then there exist constants ζ ∈ (0, 1) and cζ ∈ R such that
Ex
(
ζ−τB
) ≤ cζ(1 + V (x)) for x ∈ X.
Lemma 1.3 ([12, Lemma 2.2]). Assume that (φn)n∈N0 is a time-homogeneous Markov chain,
evolving onX, with tranisition law Π and the corresponding dual operator U , defined by (1.2).
Further, suppose that there exist a Lyapunov function V : X → [0,∞) and constants
a ∈ (0, 1), b ∈ (0,∞) such that
UV (x) ≤ aV (x) + b for all x ∈ X.
Then, for
J =
{
x ∈ X : V (x) < 2b
1− a
}
,
there exist λ ∈ (0, 1) and cλ ∈ R such that
Ex
(
λ−ρ
m
J
) ≤ λ−mcλ(1 + V (x)) for x ∈ X, m ∈ N. (1.15)
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Although Lemma 1.3 is given in a slightly stronger version than [12, Lemma 2.2], the
proof is almost the same, so we will not repeat it.
2 The Criterion on the Exponential Ergodicity
This part of the paper draws heavily on ideas used e.g. in [6, 9, 12, 21, 22]. The key result
here is Lemma 2.3, which slightly strengthens the exponential mixing property (in dFM )
obtained and used in the proof of [12, Theorem 2.1]. This lemma will be an essential tool
in proving the CLT given in Section 3.
Let (X, ̺) be a Polish space, and suppose that we are given a transition probability func-
tion Π : X×BX → [0, 1]. Assuming that P :Mfin(X) →Mfin(X) and U : B¯b(X) → B¯b(X)
denote the operators defined by (1.1) and (1.2), respectively, we will use the following hy-
potheses:
(B0) The Markov operator P has the Feller property.
(B1) There exist a Lyapunov function V : X → [0,∞) and constants a ∈ (0, 1) and b ∈
(0,∞) such that
UV (x) ≤ aV (x) + b for every x ∈ X.
Moreover, we will require that there is a substochastic kernel Q : X2 × BX2 → [0, 1],
satisfying (1.7), which enjoys the following properties:
(B2) There exist F ⊂ X2 and δ ∈ (0, 1) such that
suppQ(x, y, ·) ⊂ F and
∫
X2
̺(u, v)Q(x, y, du × dv) ≤ δ̺(x, y) for (x, y) ∈ F.
(B3) Letting U(r) = {(u, v) ∈ F : ̺(u, v) ≤ r}, r > 0, we have
inf
(x,y)∈F
Q
(
x, y, U (δ̺(x, y))
)
> 0.
(B4) There exist constants β ∈ (0, 1] and cβ > 0 such that
Q
(
x, y,X2
) ≥ 1− cβ̺β(x, y) for every (x, y) ∈ F.
(B5) There exists a coupling (φ(1)n , φ
(2)
n )n∈N0 of Π with transition law C ≥ Q (cf. Section 1.3)
such that for some Γ > 0 and
K :=
{
(x, y) ∈ X2 : (x, y) ∈ F and V (x) + V (y) < Γ} (2.1)
we can choose γ ∈ (0, 1) and cγ > 0 for which
Ex,y(γ
−ρK ) ≤ cγ , whenever V (x) + V (y) < 4b(1 − a)−1,
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where, in this case,
ρK = inf
{
n ∈ N : (φ(1)n , φ(2)n ) ∈ K
}
. (2.2)
The theorem we quote below is proven by R. Kapica and M. Ślęczka in [12].
Theorem 2.1. Suppose that Π : X × BX → [0, 1] is a transition probability function such
that conditions (B0)-(B5) hold with some substochastic kernel Q : X2 × BX2 → [0, 1] sat-
isfying (1.7). Then the Markov operator P , defined by (1.1), possesses a unique invariant
measure µ∗ ∈ M1(X) such that µ∗ ∈ MV1,1(X), where V is determined by (B1). Moreover,
there exist constants q ∈ (0, 1) and c > 0 such that
dFM (P
nµ, µ∗) ≤ qnc (1 + 〈V, µ〉+ 〈V, µ∗〉) for every µ ∈ MV1,1(X), n ∈ N0.
As mentioned earlier, apart from Theorem 2.1, we will also need an intermediate result
(although in a slightly stronger version than the one given in [12]). More precisely, for a
suitably constructed Markovian coupling (φ(1)n , φ
(2)
n )n∈N0 of Π, we will provide an estimation
of the expression Ex,y|g(φ(1)n ) − g(φ(2)n )|, where x, y ∈ X and g ∈ Lipb(X). Aiming to
formulate and prove this result, we shall first make a few technical observations (cf. [2]).
Assume that Π and Q stand for the kernels considered in Theorem 2.1. Let R be
a substochastic kernel on X2 ×BX2 such that C = Q+R is a coupling of Π such that (B5)
holds, and let Ĉ denote the augmented coupling of Π, i.e. the stochastic kernel on X̂2×B
X̂2
,
determined by (1.8) (cf. Section 1.3). The Markov chains governed by the kernels C and Ĉ
will be denoted by (φ(1)n , φ
(2)
n )n∈N0 and (φ
(1)
n , φ
(2)
n , θn)n∈N0 , repsectively.
Let us define
Γ0 = sup{̺(x, y) : (x, y) ∈ K}, (2.3)
where K is given by (2.1). Due to the definition of K and the fact that (x, y) 7→ V (x)+V (y)
is a Lyapunov function, we see that Γ0 <∞.
Now, let (x, y, θ) ∈ X̂2 and fix arbitrary n,M,N ∈ N such that n > M > N . Further,
consider the random times
ρNK = inf
{
n ≥ N :
(
φ(1)n , φ
(2)
n
)
∈ K
}
, ρK = ρ
1
K ,
and
τ := τ
X̂2Q
= inf
{
n ∈ N :
(
φ
(1)
k , φ
(2)
k , θk
)
∈ X̂2Q for all k ≥ n
}
(cf. (2.2) and (1.11)). Moreover, let us also introduce
HN,n =
n⋂
j=N
{θj = 1} and HcN,n = (X̂2)N0\HN,n. (2.4)
Obviously
Ĉx,y,θ
(HcN,n) = Ĉx,y,θ
 n⋃
j=N
{θj = 0}
 ≤ Ĉx,y,θ(τ > N).
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Using the notation Ĉx,y,θ|E := Ĉx,y,θ(· ∩ E) for E ∈ (X̂2)N0 , we can write
Ĉx,y,θ ≤ Ĉx,y,θ|{ρNK≤M}∩HN,n + Ĉx,y,θ|{ρNK>M} + Ĉx,y,θ|HcN,n .
which, in view of (1.9), gives
Ex,y|f(φ(1)n )− f(φ(2)n )| =
∫
X2
|f(u)− f(v)|Cnx,y(du× dv)
≤
∫
X2
̺(u, v) Ĉx,y,θ|{ρNK≤M}∩HN,n
((
φ(1)n , φ
(2)
n
)
∈ du× dv
)
+ 2Cx,y
(
ρNK > M
)
+ 2Ĉx,y,θ (τ > N) for f ∈ LipFM (X). (2.5)
Lemma 2.2. Under the assumptions of Theorem 2.1, there exist constants c1, c2, c3 ≥ 0,
q1, q2, q3 ∈ (0, 1) and p ≥ 1 such that, for any (x, y, θ) ∈ X̂2 and n,N,M ∈ N satisfying
n > N > M , the following inequalities hold:
I1 :=
∫
X2
̺(u, v) Ĉx,y,θ|{ρNK≤M}∩HN,n
((
φ(1)n , φ
(2)
n
)
∈ du× dv
)
≤ c1qn−M1 , (2.6)
I2 := Cx,y
(
ρNK > M
) ≤ c2qM−pN2 (1 + V (x) + V (y)), (2.7)
I3 := Ĉx,y,θ (τ > N) ≤ c3qN3 (1 + V (x) + V (y)), (2.8)
where HN,n is given by (2.4).
Proof. For i ∈ N and (u, v) ∈ X2, we define KQi(u, v, ·) : BX2 → [0, 1] by setting
KQ
i(u, v,A)
= Ĉu,v,θ
((
φ
(1)
i , φ
(2)
i , θi
)
∈ (K ∩A)× {1},
(
φ
(1)
k , φ
(2)
k , θk
)
∈ (X2\K)× {1} for k < i)
= Ĉu,v,θ
({(
φ
(1)
i , φ
(2)
i
)
∈ A
}
∩ {ρK = i} ∩ {θk = 1 for k ≤ i}
)
for any A ∈ BX2 .
Obviously, KQi
(
u, v,X2\K) = 0. Now, let n > N > M . Due to the definitions of HN,n
and ρNK , we obtain
Ĉx,y,θ|{ρNK=i}∩HN,n
(
(φ(1)n , φ
(2)
n ) ∈ A
)
=
∫
X2
∫
K
Qn−i(w, z,A)KQ
i−N+1(u, v, dw × dz)CN−1x,y (du× dv)
for A ∈ X2, (x, y, θ) ∈ X̂2 and i ∈ {N, . . . , n}. Clearly, {ρNK ≤M} =
⋃M
i=N+1{ρNK = i}, and
hence, for (x, y) ∈ X2, we have
I1 ≤
M∑
i=N
∫
X2
∫
K
∫
X2
̺(s, t)Qn−i(w, z, ds × dt)KQi−N+1(u, v, dw × dz)CN−1x,y (du× dv).
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From assumption (B2) and the definition of K it follows that
I1 ≤
M∑
i=N
∫
X2
∫
K
∫
F
̺(s, t)Qn−i(w, z, ds × dt)KQi−N+1(u, v, dw × dz)CN−1x,y (du× dv)
≤
M∑
i=N
δn−i
∫
X2
∫
K
̺(w, z)KQ
i−N+1(u, v, dw × dz)CN−1x,y (du× dv)
≤ Γ0δn−M
∫
X2
(
M∑
i=N
KQ
i−N+1(u, v,K)
)
C
N−1
x,y (du× dv)
≤ Γ0δn−M
∫
X2
Cu,v
(
ρNK ≤M −N + 1
)
C
N−1
x,y (du× dv) ≤ Γ0δn−M for (x, y) ∈ X2,
whence (2.6) holds with q1 = δ and c1 = Γ0, where Γ0 is given by (2.3).
Let us now introduce V (x, y) := V (x) + V (y) for (x, y) ∈ X2 and
J =
{
(x, y) ∈ X2 : V (x, y) ≤ 4b(1− a)−1} .
Obviously, V is a Lyapunov function on X2, which, due to (B1), satisfies the inequality
UV (x, y) ≤ aV (x, y) + 2b for any (x, y) ∈ X2. Consequently, referring to Lemma 1.3, we
can choose λ ∈ (0, 1) and cλ > 0 so that
Ex,y
(
λ−ρ
m
J
) ≤ λ−mcλ(1 + V (x, y)) for all (x, y) ∈ X2, m ∈ N. (2.9)
Define T : (X2)N0 → (X2)N0 by T ((xn, yn)n∈N0) = (xn+1, yn+1)n∈N0 , and let
FρN
J
= {A ∈ F : {ρNJ = k} ∩A ∈ Fk for k ∈ N0},
where (Fk)k∈N0 stands for the natural filtration of (φ(1)k , φ(2)k )k∈N0 . Now, put Λ := max{λ, γ}.
Using the fact that ρNK ≤ ρNJ + ρK ◦ T ρ
N
J , and, further, applying sequentially the strong
Markov property, condition (B5) and inequality (2.9) with m = N , we obtain
Ex,y
(
Λ−ρ
N
K
)
≤ Ex,y
(
Λ−ρ
N
J Λ−ρK◦T
ρNJ
)
≤ Ex,y
(
λ−ρ
N
J Ex,y
(
γ−ρK◦T
ρNJ |FρN
J
))
= Ex,y
λ−ρNJ E(
φ
(1)
ρN
J
,φ
(2)
ρN
J
) (γ−ρK)

≤ cγEx,y
(
λ−ρ
N
J
)
≤ λ−Ncγcλ(1 + V (x, y)),
(2.10)
for some cγ > 0. Then, the Markov inequality yields that
I2 = Cx,y
(
ρNK > M
) ≤ ΛMλ−Ncγcλ(1 + V (x, y)) = ΛM−N logΛ λcγcλ(1 + V (x, y))
≤ ΛM−pNcγcλ(1 + V (x, y)) for all (x, y) ∈ X2,
where p = ⌈logΛ λ⌉ ≥ 1. Hence, taking c2 = cγcλ and q2 = Λ, we obtain (2.7).
Finally, we have to deal with component I3. For this purpose, we shall use Lemma 1.2
for the chain (φ(1)n , φ
(2)
n , θn)n∈N0 with B = X̂2Q and K̂ := K × {0, 1} in the role of K. Note
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that, due to (2.10), we have
Êx,y,θ
(
Λ−ρ̂K̂
)
= Ex,y(Λ
−ρK ) ≤ Ex,y
(
Λ−ρ
N
K
)
≤ λ−Ncγcλ(1 + V (x, y)), (x, y, θ) ∈ X̂2,
where ρ̂K̂ is the first hitting time on K̂ for the augmented coupling of P . This corresponds
to (1.12) in Lemma 1.2. Further, the Jensen inequality, together with assumption (B2),
implies that, for any (x, y) ∈ F and any k ∈ N,∫
X2
̺β(u, v)Qk(x, y, du × dv) ≤
∫
X2
∫
X2
̺β(u, v)Q(w, z, du × dv)Qk−1(x, y, dw × dz)
≤
∫
X2
(∫
X2
̺(u, v)Q(w, z, du × dv)
)β
Qk−1(x, y, dw × dz)
≤ δβ
∫
X2
̺β(w, z)Qk−1(x, y, dw × dz) ≤ . . . ≤ δβk̺β(x, y).
(2.11)
Applying sequentially (B4), (2.11) and (2.3) we conclude that, for every (x, y, θ) ∈ K×{0, 1},
Ĉx,y,θ
(
ρ
X̂2R
= k
)
=
∫
X2
(
1−Q(u, v,X2)) Qk−1(x, y, du × dv)
≤ cβ
∫
X2
̺β(u, v)Qk−1(x, y, du× dv) ≤ cβδβ(k−1)Γβ0 ,
which gives (1.13) with B = X̂2Q, κ = δβ and cκ = cβ(Γ0/δ)β
∑∞
k=1 κ
2k < ∞. Finally, we
need to establish (1.14). From (B4) and (2.11) it follows that, for any (x, y) ∈ F and any
k ∈ N,
Qk(x, y,X2) =
∫
X2
Q(u, v,X2)Qk−1(x, y, du× dv)
≥ Qk−1(x, y,X2)− cβ
∫
X2
̺β(u, v)Qk−1(x, y, du × dv)
≥ Qk−1(x, y,X2)− cβδβ(k−1)̺β(x, y)
≥ . . . ≥ 1− cβ
k−1∑
i=0
δβi̺β(x, y) ≥ 1− cβ
1− δβ ̺
β(x, y).
(2.12)
Assumption (B3) guarantees that ϕ := inf(x,y)∈F Q
(
x, y, U (δ̺(x, y))
)
> 0, and we can
further show that
Qk
(
x, y, U
(
δk̺(x, y)
))
≥ ϕk for all (x, y) ∈ F, k ∈ N. (2.13)
Indeed, we have
Q
(
u, v, U
(
δk+1̺(x, y)
) ) ≥ Q(u, v, U(δ̺(u, v)) ≥ ϕ for (u, v) ∈ U(δk̺(x, y)),
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since U(δ̺(u, v)) ⊂ U(δk+1̺(x, y)) for all (u, v) ∈ U(δk̺(x, y)), and therefore
Qk+1
(
x, y, U
(
δk+1̺(x, y)
))
≥
∫
U(δk̺(x,y))
Q
(
u, v, U
(
δk+1̺(x, y)
))
Qk(x, y, du × dv)
≥ ϕQk
(
x, y, U
(
δk̺(x, y)
))
≥ . . . ≥ ϕk+1 for (x, y) ∈ F.
Applying sequentially (2.12), (2.11) and (2.13), we see that, for any (x, y) ∈ K ⊂ F and
k,m ∈ N, the following inequalities hold:
Qk+m(x, y,X2) ≥
∫
U(δk̺(x,y))
Qm
(
u, v,X2
)
Qk(x, y, du × dv)
≥
∫
U(δk̺(x,y))
(
1− cβ
1− δβ ̺
β(u, v)
)
Qk(x, y, du × dv)
≥
(
1− cβ
1− δβ δ
βk̺(x, y)β
)
Qk
(
x, y, U(δk̺(x, y))
) ≥ (1− cβδβk
1− δβ Γ
β
0
)
ϕk,
where Γ0 is determined by (2.3). We can now choose k0 ∈ N so large that δβk0 < (1− δβ)/
(
2cβΓ
β
0
)
,
which immediately implies that
Qk0+m
(
x, y,X2
) ≥ ǫ for all m ∈ N, (x, y) ∈ K, where ǫ := ϕk0/2.
Since the lower bound does not depend on m ∈ N, we also have
Ĉx,y,θ
({
(φ
(1)
k , φ
(2)
k , θk) ∈ X̂2Q for all k ∈ N
})
= lim
m→∞
Qm(x, y,X2) ≥ ǫ
for any (x, y, θ) ∈ K × {0, 1}, which completes the proof of (1.14) and therefore, due to
Lemma 1.2, implies the existence of constants ζ ∈ (0, 1) and cζ > 0 such that
Êx,y,θ
(
ζ−τ
) ≤ cζ(1 + V (x, y)) for (x, y, θ) ∈ X̂2.
Hence, using the Markov inequality, we obtain
I3 = Ĉx,y,θ (τ > N) ≤ cζζN(1 + V (x, y)), (2.14)
and one can easily observe that (2.8) holds with c3 = cζ and q3 = ζ.
We are now in a position to prove the announced lemma.
Lemma 2.3. Under the assumptions of Theorem 2.1, there exist q ∈ (0, 1) and c > 0 such
that
Ex,y
∣∣∣g (φ(1)n )− g (φ(2)n )∣∣∣ ≤ c ‖g‖BL qn(1 + V (x) + V (y)) (2.15)
for all (x, y) ∈ X2, g ∈ Lipb(X) and n ∈ N0.
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Proof. Let g ∈ Lipb(X). According to (2.5) and Lemma 2.2, we know that there exist
constants c1, c2, c3 ≥ 0, q1, q2, q3 ∈ (0, 1) and p ≥ 1 such that the inequality
Ex,y
∣∣∣g (φ(1)n )− g (φ(2)n )∣∣∣ = ∫
X2
|g(u) − g(v)|Cnx,y(du× dv)
≤ |g|Lip
(
c1q
n−M
1
)
+ 2‖g‖∞
(
c2q
M−pN
2 (1 + V (x) + V (y))
)
+ 2‖g‖∞
(
c3q
N
3 (1 + V (x) + V (y))
)
holds for all x, y ∈ X and n,M,N ∈ N satisfying n > N > M . Now, define n0 = ⌈4p⌉ and
fix an arbitrary n > n0. Letting N = ⌊n/(4p)⌋ and M = ⌈n/2⌉, we obtain
Ex,y
∣∣∣g (φ(1)n )− g (φ(2)n )∣∣∣ ≤ ‖g‖BL c¯qn(1 + V (x) + V (y)) for all n > n0,
where
q = max
{
q
1/2
1 , q
1/4
2 , q
1/(4p)
3
}
∈ (0, 1), c¯ = max{q−11 , q−13 } (c1 + 2c2 + 2c3) > 0.
Since supu,v∈X |g(u) − g(v)| ≤ 2 ‖g‖BL, we see that the assertion of Lemma 2.3 holds for
arbitrary n ∈ N0 and c := 2max(c¯, 1)q−n0 .
3 The CLT
The essential ideas of this section are motivated by [9] and [10], both based on [18].
Let (X, ̺) be a Polish space, and let (φn)n∈N0 be an X-valued time-homogeneous
Markov chain with transition law Π and arbitrary initial distribution µ ∈ M1(X). As
before, P and U will denote the operators defined by (1.1) an (1.2), respectively.
Assume that µ∗ ∈ M1(X) is a unique invariant measure of P . For any n ∈ N and any
Borel function g : X → R we define
sn(g) =
g(φ1) + . . .+ g(φn)√
n
,
σ2(g) = lim
n→∞
Eµ∗
(
s2n (g)
)
, (3.1)
and write Φsn(g) for the distribution of sn(g). Moreover, we define g¯ = g − 〈g, µ∗〉.
For any given Borel function g : X → R such that 〈g2, µ∗〉 < ∞, we say that the CLT
holds for (g(φn))n∈N0 , if σ
2(g¯) <∞ and Φsn(g¯) converges weakly to N (0, σ2(g¯)), as n→∞.
Now, let D[0, 1] denote the Skorochod space, i.e. the collection of all cádlág functions
on [0, 1] (cf. [1]). For any Borel function g : X → R, we introduce a process (Bn(g))n∈N
with values in D[0, 1] by setting
Bn(g)(t) =
1√
n
(
g (φ1) + . . .+ g
(
φ⌈nt⌉
))
, 0 ≤ t < 1, and Bn(g)(1) = Bn(g)(1−)
for every n ∈ N, where ⌈a⌉ is the ceiling function of a ∈ R.
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For any given Borel function g : X → R such that 〈gr, µ∗〉 < ∞ for some r > 2, we
say that (g(φn))n∈N0 satisfies the Donsker invariance principle for the CLT (the functional
CLT), if σ2(g¯) < ∞ and Bn(g¯) converges weakly to σ(g¯)B in the space D[0, 1], as n →∞,
where B is a standard Brownian motion on [0, 1].
3.1 An Auxiliary Result
An important step in the proof of our main result (given in Section 3.2) follows from
[18, Corollary 1] and [18, Corollary 4]. For the convenience of the reader, we summarize
their key statements in the lemma below.
Let us note that, if g : X → R is integrable with respect to µ ∈ Mfin(X), then Ug(x),
given by (1.2), is well-defined and finite for µ-almost all x ∈ X. Therefore, for every n ∈ N
and any Borel function g : X → R, we can define
Vn g =
n∑
k=1
Ukg.
Lemma 3.1. Let (φ∗n)n∈N0 be an X-valued time-homogeneous Markov chain with transition
law Π, which posseses a unique invariant distribution µ∗ ∈ M1(X). Further, suppose that
g : X → R is a Borel function satisfying 〈g2, µ∗〉 <∞, for which there exist α < 1/2, n0 ∈ N
and c > 0 such that 〈
(Vn g¯)2, µ∗
〉1/2 ≤ cnα for all n ≥ n0. (3.2)
Then, assuming that µ∗ is the initial distribution of (φ
∗
n)n∈N0 , the following statements are
fulfilled:
(a) The CLT holds for (g(φ∗n))n∈N0 .
(b) If, additionally, 〈|g|r , µ∗〉 < ∞ for some r > 2, then (g(φ∗n))n∈N0 obeys the Donsker
invariance principle for the CLT.
Note that, while formulating this lemma, we have already taken into account the fact
that, in the case of Polish spaces (which is the one that we consider here), the convergence
in the Prokhorov metric (see e.g. [1] or [18] for the definition) is equivalent to the weak
convergence of probability measures.
3.2 The Main result
Before we formulate the main theorem of this section, we need to strengthen condition (B1)
to the following form:
(B1)′ There exist a Lyapunov function V : X → [0,∞) and constants a ∈ (0, 1) and
b ∈ (0,∞) such that
UV 2(x) ≤ (aV (x) + b)2 for every x ∈ X.
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Obviously, due to the Hölder inequality, hypothesis (B1)′ implies (B1). Indeed,
UV (x) = 〈V, Pδx〉 ≤
〈
V 2, P δx
〉1/2
=
(
UV 2(x)
)1/2 ≤ aV (x) + b for any x ∈ X.
Theorem 3.2. Suppose that Π : X×BX → [0, 1] is a transition probability function such that
conditions (B0)-(B5) with (B1) strengthened to (B1)′ hold with some substochastic kernel
Q : X2 × BX2 → [0, 1] satisfying (1.7). Further, let (φn)n∈N0 be an X-valued time-homogeneous
Markov chain with transition law given by Π and initial distribution µ ∈ MV1,1(X), where V
is a Lyapunov function appearing in (B1)′. Then the CLT holds for (g(φn))n∈N0 whenever
g ∈ Lipb(X). Moreover, if the initial distribution of (φ∗n)n∈N0 is equal to the unique invariant
measure of P , then (g(φ∗n))n∈N0 obeys the Donsker invariance principle for the CLT.
Proof. The proof proceeds in three steps.
Step I. First of all, note that Theorem 2.1 provides the existence of a unique invariant
measure µ∗ ∈ M1(X) for P . We need to show that µ∗ ∈ MV1,2(X). To do this, fix an
arbitrary x ∈ X, and observe that condition (B1)′ yields
UnV 2(x) ≤ a2nV 2(x) + 2anbV (x)
n−1∑
i=0
ai + b2
n−1∑
i=0
a2i + 2ab2
n−1∑
i=0
ai
≤ a2nV 2(x) + an 2b
1− aV (x) +
b2
1− a2 +
2ab2
1− a,
(3.3)
which may be easily proven inductively on n ∈ N. Further, for every k ∈ N, define V˜k :
X → [0, k] by V˜k = min(k, V 2). Clearly V˜k ∈ Cb(X) for each k ∈ N. Hence, referring to
Theorem 2.1, we have
〈V˜k, µ∗〉 = lim
n→∞
〈V˜k, Pnδx〉 = lim
n→∞
UnV˜k(x) for every k ∈ N. (3.4)
Now, observe that (V˜k)k∈N is a non-decreasing sequence of non-negative functions satisfying
limk→∞ V˜k(y) = V
2(y) for all y ∈ X. Therefore, using the Monotone Convergence Theorem,
together with (3.4) and (3.3), we obtain
〈
V 2, µ∗
〉
= lim
k→∞
〈
V˜k, µ∗
〉
= lim
k→∞
lim
n→∞
UnV˜k(x) ≤ lim sup
n→∞
UnV 2(x) ≤ b2 2a+ 2a
2 + 1
1− a2 ,
which implies that, indeed, µ∗ ∈ MV1,2(X).
Step II. Let g ∈ Lipb(X). Then, obviously, 〈|g|r , µ∗〉 < ∞ for any r ≥ 2. In order to
apply both parts (a) and (b) of Lemma 3.1, we only need to verify condition (3.2). It is
therefore enough to find some upper bound, independent of n ∈ N, for the expression
〈
(Vn g¯)2, µ∗
〉
=
∫
X
(
n∑
k=1
Ukg¯(x)
)2
µ∗(dx).
Observe that Lemma 2.3 immediately implies that there exist q ∈ (0, 1) and c > 0 such that,
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for any x, y ∈ X,
|Ukg(x)− Ukg(y)| = |〈g,Πn(x, ·) −Πn(y, ·)〉|
=
∣∣∣∣∫
X2
g(u)Cnx,y(du× dv)−
∫
X2
g(v)Cnx,y(du× dv)
∣∣∣∣
≤
∫
X2
|g(u) − g(v)|Cnx,y(du× dv) ≤ c ‖g‖BL qn(1 + V (x) + V (y)).
Hence, recalling that µ∗ is invariant for P , we obtain∣∣∣∣∣
n∑
k=1
Ukg¯(x)
∣∣∣∣∣ ≤
n∑
k=1
∣∣∣Ukg(x) − 〈Ukg, µ∗〉∣∣∣ ≤ n∑
k=1
∫
X
|Ukg(x)− Ukg(y)|µ∗(dy)
≤
n∑
k=1
∫
X
c ‖g‖BL qk(1 + V (x) + V (y))µ∗(dy) ≤
qc ‖g‖BL
1− q (1 + V (x) + 〈V, µ∗〉),
for any x ∈ X and any n ∈ N. Now, since µ∗ ∈ MV1,2(X), which, due to the Hölder
inequality, entails µ∗ ∈ MV1,1(X), we have〈
(Vn g¯)2 , µ∗
〉
≤ q
2c2 ‖g‖2BL
(1− q)2
∫
X
(1 + 〈V, µ∗〉+ V (x))2 µ∗(dx)
≤ 2q
2c2 ‖g‖2BL
(1− q)2
((
1 + 〈V, µ∗〉
)2
+
〈
V 2, µ∗
〉)
<∞.
(3.5)
Since the above estimation is independent of n ∈ N, condition (3.2) is satisfied. Hence,
Lemma 3.1 implies both the CLT and its functional version for the Markov chain (g(φ∗n))n∈N0 ,
whenever µ∗ is the distribution of φ0 (i.e the chain is stationary).
Step III. Let us now establish the assertion of Theorem 3.2 for a non-stationary Markov
chain. For the clarity of the arguments, let us indicate the initial distribution of (φn)n∈N0
in the upper index of sn(g¯), n ∈ N0. According to statement (a) of Lemma 3.1 (whose
hypothesis has already been verified in Step II), we know that Φsµ∗n (g¯) converges weakly to
N (0, σ2(g¯)), as n→∞. Therefore it is enough to prove that
lim
n→∞
∣∣∣〈f,Φsδxn (g¯)− Φsδyn (g¯)〉∣∣∣ = 0 for every f ∈ LipFM (X) and any x, y ∈ X. (3.6)
Indeed, equality (3.6), together with the Dominated Convergence Theorem, implies that
lim
n→∞
|〈f,Φsµn(g¯)〉 − 〈f,Φsµ∗n (g¯)〉| = 0 for any f ∈ LipFM (X). (3.7)
Since Φsµ∗n (g¯) converges weakly to N (0, σ2(g¯)), as n→∞, we in particular obtain
lim
n→∞
∣∣〈f,Φsµ∗n (g¯)〉 − 〈f,N (0, σ2(g¯))〉∣∣ = 0 for any f ∈ LipFM(X).
This, together with (3.7), gives
lim
n→∞
∣∣〈f,Φsµn(g¯)〉 − 〈f,N (0, σ2(g¯))〉∣∣ = 0 for any f ∈ LipFM (X),
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According to the fact that, in the case of Polish spaces, the convergence in dFM is equivalent
to the weak convergence of probability measures, we obtain the desired conclusion.
It now remains to prove (3.6). Let f ∈ LipFM(X) be arbitrary. By virtue of Lemma
2.3, we have
∣∣∣〈f,Φsδxn (g¯)− Φsδyn (g¯)〉∣∣∣ =
∣∣∣∣∣
∫
Xn
f
(
g¯(u1) + . . .+ g¯(un)√
n
)
P
1,...,n
x (du1 × . . .× dun)
−
∫
Xn
f
(
g¯(v1) + . . .+ g¯(vn)√
n
)
P
1,...,n
y (dv1 × . . .× dvn)
∣∣∣∣∣
≤
∫
X2n
∣∣∣∣g(u1) + . . .+ g(un)√n − g(v1) + . . .+ g(vn)√n
∣∣∣∣ C1,...,nx,y (du1 × dv1 × . . .× dun × dvn)
≤ 1√
n
n∑
i=1
∫
X2
|g(u) − g(v)|Cix,y(du× dv) ≤
c ‖g‖BL√
n(1− q)(1 + V (x) + V (y)),
for some q ∈ (0, 1) and c > 0. Hence, (3.6) and (3.7) are established and the proof of the
CLT (for non-stationary Markov chains) is now completed.
Remark 3.3. Analyzing the proof of Theorem 3.2 shows that its assertion remains valid
under two more general (and simultaneously, much more abstract) hypotheses, namely:
(i) condition (B1)′ is fulfilled;
(ii) there exists a Markovian coupling (φ(1)n , φ
(2)
n )n∈N0 of Π for which condition (2.15) is
satisfied.
If we now compare (B1)′ and (2.15) with the assumptions of [5, Theorem 5.1], we see that
none of the results need not imply the other.
4 An Abstract Markov Model for Gene Expression
Within this section we indicate the usefulness of Theorem 3.2. For this reason we refer to
an abstract model, which occurs mainly in gene expression analysis (cf. [8, 11, 17]). Such
a model has already been investigated in terms of its exponential ergodicity and the strong
law of large numbers in [3, 11].
4.1 The Structure and Assumptions of the Model
Consider a separable Banach space (H, ‖ · ‖) and a closed subset Y of H. By B(h, r), where
h ∈ H and r > 0, we will denote the open ball in H of radius r centered at h. Further,
assume that (Θ,B(Θ),∆) is a topological measure space with a σ-finite Borel mesure ∆.
For simplicity, in the rest of the paper, we will write dθ instead of ∆(dθ). Moreover, fix
N ∈ N, and let I := {1, . . . , N} be endowed with the discrete metric (i, j) 7→ d(i, j), that is,
d(i, j) = 1 for i 6= j and d(i, j) = 0 for i = j.
We are concerned with a random dynamical system (Y (t))t∈R+ evolving through ran-
dom jumps on the space Y . It is required that the jumps occur at random moments τn,
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n ∈ N, coinciding with the jump times of a Poisson process with intensity λ. Between the
jumps the system evolves deterministically. It is driven by a finite number of semiflows
Si : R+ × Y → Y , i ∈ I, which are assumed to be continuous with respect to each vari-
able. These semiflows are switched from jump to jump, according to a matrix of continuous
functions πij : Y → [0, 1], i, j ∈ I, satisfying
∑
j∈I πij(y) = 1 for any y ∈ Y, i ∈ I. More
formally, we have
Y (t) = Sξn (t− τn, Y (τn)) for t ∈ [τn, τn+1),
where ξn is an I-valued random variable describing the choice of a semiflow directly after
the n-th jump.
For n ∈ N, the post-jump location Y (τn) is a result of a transformation of the state
Y (τn−) just before the jump, determined by a function randomly selected among all pos-
sible ones wθ : Y → Y , θ ∈ Θ, additionally perturbed by a random shift Hn within an
ε-neighbourhood. In other words, we have Y (τn) = wθn(Y (τn−)) +Hn.
It is required that all the maps (y, θ) 7→ wθ(y) are continuous, and also that there exists
ε∗ > 0 for which
wθ(y) + h ∈ Y whenever h ∈ B(0, ε∗), θ ∈ Θ, y ∈ Y.
We further require that all the disturbances Hn have a common disribution νε ∈ M1(H),
supported on the ball B(0, ε), where ε ∈ [0, ε∗] (in the case where ε = 0, we set B(0, ε) = {0}).
Moreover, we will assume that the probabilities of choosing wθ (at the jump times)
are determined by the place-dependent density functions θ 7→ p(y, θ) with y ∈ Y , where
p : Y ×Θ→ [0,∞) is a continuous function such that ∫Θ p(y, θ) dθ = 1 for any y ∈ Y .
In the analysis that follows, we will focus on the sequence of random variables (Yn)n∈N0
given by the post-jump locations of (Y (t))t∈R+ , that is, Yn = Y (τn) for n ∈ N. Such
a sequence can be defined on a suitable probability space, say (Ω,F ,P), by
Yn+1 = wθn+1(Sξn(∆τn+1, Yn)) +Hn+1 for n ∈ N0, (4.1)
where the above variables and their distributions are specified by the following conditions:
(i) Y0 : Ω→ Y and ξ0 : Ω→ I have arbitrary and fixed distributions.
(ii) (τn)n∈N0 is a strictly increasing sequence of random variables τn : Ω→ [0,∞), n ∈ N0,
such that τ0 = 0 and τn →∞, as n→∞. Moreover, the increments∆τn+1 := τn+1−τn
are mutually independent and have the common exponential distribution with intensity
λ > 0.
(iii) Hn : Ω→ Y , n ∈ N, are identically distributed with νε.
(iv) θn : Ω→ Θ and ξn : Ω→ I, n ∈ N, are defined (inductively) in the following way:
P(θn+1 ∈ D | Sξn(∆τn+1, Yn) = y; Wn) =
∫
D
p(y, θ) dθ for D ∈ B(Θ), y ∈ Y, n ∈ N0,
P(ξn+1 = j | Yn+1 = y, ξn = i; Wn) = πij(y) for y ∈ Y, i, j ∈ I, n ∈ N0,
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where W0 = (Y0, ξ0) and Wn = (W0, H1, . . . ,Hn, τ1, . . . , τn, θ1, . . . , θn, ξ1, . . . , ξn)
for n ∈ N.
Simultaneously, we require that, for any n ∈ N0, the variables ∆τn+1, Hn+1, θn+1 and
ξn+1 are (mutually) conditionally independent given Wn, and that ∆τn+1 and Hn+1 are
independent of Wn.
Moreover, we impose the following assumptions, adapted from [11]:
(A1) There exists y¯ ∈ Y such that
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
‖wθ(Si(t, y¯))− y¯‖p(Si(t, y), θ) dθ dt <∞ for every i ∈ I.
(A2) There exist α ∈ (−∞, λ), L > 0 and some function L : Y → R+, bounded on bounded
sets, such that
‖Si(t, y1)− Sj(t, y2)‖ ≤ Leαt‖y1 − y2‖+ tL(y2) d(i, j) for t ≥ 0, y1, y2 ∈ Y, i, j ∈ I.
(A3) There exists a constant Lw > 0 such that∫
Θ
‖wθ(y1)− wθ(y2)‖p(y1, θ) dθ ≤ Lw‖y1 − y2‖ for y1, y2 ∈ Y.
(A4) There exist Lπ > 0 and Lp > 0 such that, for any y1, y2 ∈ Y , i ∈ I,∑
j∈I
|πij(y1)− πij(y2)| ≤ Lπ‖y1 − y2‖ and
∫
Θ
|p(y1, θ)− p(y2, θ)| dθ ≤ Lp‖y1 − y2‖.
(A5) There exist dπ > 0 and dp > 0 such that, for all i1, i2 ∈ I, y1, y2 ∈ Y ,∑
j∈I
min{πi1,j(y1), πi2,j(y2)} ≥ dπ and
∫
Θ(y1,y2)
min{p(y1, θ), p(y2, θ)} dθ ≥ dp,
where Θ(y1, y2) = {θ ∈ Θ : ‖wθ(y1)− wθ(y2)‖ ≤ Lw‖y1 − y2‖}.
In addition to this, we also assume that the constants appearing in conditions (A2) and
(A3) satisfy the inequality
LLw + α/λ < 1. (4.2)
We further investigate the sequence (Yn, ξn)n∈N0 with values in X = Y × I. The space
X is assumed to be equipped with the metric given by
̺c˜ ((y1, i), (y2, j)) = ‖y1 − y2‖+ c˜ d(i, j) for (y1, i), (y2, j) ∈ X,
where c˜ is a sufficiently large constant (defined explictly in [11]), depending on λ, y¯, α, L,
L and Lw.
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An easy computation shows that (Yn, ξn)n∈N0 is a time-homogeneous Markov chain with
transition law Πε : X × B(X)→ [0, 1] given by
Πε(y, i,A) =
∫ ∞
0
λe−λt
∫
Θ
p(Si(t, y), θ)
×
∫
B(0,ε)
∑
j∈I
1A(wθ(Si(t, y)) + h, j)πij(wθ(Si(t, y)) + h)
 νε(dh) dθ dt (4.3)
for any (y, i) ∈ X and any A ∈ BX .
From the proof of [11, Theorem 4.1] it follows that, if conditions (A1)-(A5) hold with
constants satisfying (4.2), then the hypotheses of Theorem 2.1 are fulfilled for Πε and a suit-
able substochastic kernel Q, satisfying (1.7). Consequently, the Markov operator corre-
sponding to Πε is then exponentially ergodic in the Fortet-Mourier metric induced by ρc˜
with a sufficiently large c˜.
4.2 An Application of Theorem 3.2
In order to prove the CLT for the Markov chain (Yn, ξn)n∈N0 , introduced in Section 4.1, we
strengthen assumptions (A1) and (A3) to the following conditions:
(A1)′ There exists y¯ ∈ Y such that
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
‖wθ(Si(t, y¯))− y¯‖2p(Si(t, y), θ) dθ dt <∞ for i ∈ I.
(A3)′ There exists a constant L′w > 0 such that∫
Θ
‖wθ(y1)− wθ(y2)‖2p(y1, θ) dθ ≤ L′w‖y1 − y2‖2 for y1, y2 ∈ Y.
Let us note that, due to the Hölder inequality, conditions (A1)′, (A3)′ imply (A1), (A3),
respectively, and (A3) holds with Lw :=
√
L′w.
In the remainder of this section we assume that V : X → [0,∞) is the Lyapunov
function given by
V (y, i) = ‖y − y¯‖ for every (y, i) ∈ X, (4.4)
where y¯ is determined by (A1)′.
Theorem 4.1. Consider the model stated in Section 4.1. In particular, let (Yn, ξn)n∈N0 be
the Markov chain with transition law Πε, given by (4.3), and initial distribution µ ∈ M1(X).
Further, assume that conditions (A1)-(A5) with (A1) and (A3) strengthened to (A1)′ and
(A3)′, respectively, hold with
L2L′w + 2αλ
−1 < 1. (4.5)
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Then, for every g ∈ Lipb(X), the chain (g(Yn, ξn))n∈N0 obeys the CLT, whenever its initial
measure µ is such that µ ∈ MV1,1(X) for V given by (4.4). Moreover, if (Yn, ξn)n∈N0 is
stationary, then (g(Yn, ξn))n∈N0 enjoys the Donsker invariance principle of the CLT.
Proof. We shall use Theorem 3.2. It is easy to check that inequality (4.5) implies (4.2) with
Lw :=
√
L′w. Hence, as mentioned in the previous section, conditions (B1)-(B5) for Π = Πε
can be derived from (A1)-(A5) and (4.2) (cf. the proof of [11, Theorem 4.1]). Obviously,
(B0) follows immediately from the continuity of functions πi,j, y 7→ Si(t, y), y 7→ p(y, θ) and
wθ. Thus the proof of Theorem 4.1 reduces now to showing condition (B1)′, introduced in
Section 3.2.
Let Pε denote the Markov operator corresponding to Πε, and let Uε stand for its dual
operator. Further, fix an arbitrary (y, i) ∈ X. We then see that
UεV
2(y, i) =
∫
X
V 2(z, l)Πε (y, i, dz × dl)
=
∫ ∞
0
λe−λt
∫
Θ
p(Si(t, y), θ)
∫
B(0,ε)
‖wθ(Si(t, y)) + h− y¯‖2 νε(dh) dθ dt.
(4.6)
Now, introduce Z = [0,∞)×Θ×H, and define ν ∈ M1(Z) as follows:
ν(A) =
∫ ∞
0
λe−λt
∫
Θ
p(Si(t, y), θ)
∫
B(0,ε)
lA(t, θ, h) ν
ε(dh) dθ dt, A ∈ BZ .
Further, consider the space L2(Z,BZ , ν), and define ϕ0 : Z → R by
ϕ0(t, θ, h) = ‖wθ(Si(t, y)) + h− y¯‖ for (t, θ, h) ∈ Z.
Note that ϕ0 ∈ L2(Z,BZ , ν). To see this, let us first write
ϕ0(t, θ, h) ≤ ‖wθ(Si(t, y))− wθ(Si(t, y¯))‖ + ‖wθ(Si(t, y¯))− y¯‖+ ‖h‖.
Then, using the Minkowski inequality, we obtain
(
UεV
2(y, i)
)1/2
=
(∫
Z
ϕ20(t, θ, h) ν(dt × dθ × dh)
)1/2
≤
(∫
Z
‖wθ(Si(t, y))− wθ(Si(t, y¯))‖2 ν(dt× dθ × dh)
)1/2
+
(∫
Z
‖wθ(Si(t, y¯))− y¯‖2 ν(dt× dθ × dh)
)1/2
+ ε,
(4.7)
where the second component on the right-hand side is finite due to assumption (A1)′.
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According to conditions (A3)′ and (A2), we further have∫
Z
‖wθ(Si(t, y))− wθ(Si(t, y¯))‖2 ν(dt× dθ × dh)
≤
∫ ∞
0
λe−λtL′w‖Si(t, y)− Si(t, y¯)‖2 dt ≤
∫ ∞
0
λe−λtL′wL
2e2αt‖y − y¯‖2 dt
= λL′wL
2‖y − y¯‖2
(∫ ∞
0
e−(λ−2α)t dt
)
=
λL′wL
2
λ− 2αV
2(y, i),
(4.8)
where the last equality follows from the fact that 2α < λ, which is ensured by (4.5).
We see that, indeed, ϕ0 ∈ L2(Z,BZ , ν). Further, reffering to (4.7) and (4.8), we obtain
condition (B1)′ with
a :=
√
λL′wL
2
λ− 2α ,
b := sup
y∈Y
(∫ ∞
0
e−λt
∫
Θ
‖wθ(Si(t, y¯))− y¯‖2p(Si(t, y), θ) dθ dt
)1/2
+ ε∗ <∞.
Moreover, due to assumption (4.5), we see that a ∈ (0, 1), which completes the proof.
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