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Resume Dans ce travail nous pr	esentons un formalisme permettant de d	eterminer 
a par
tir des buts assign	es 
a un ensemble dagents et dune repr	esentation des agents les buts
individuels de chaque agent du groupe Pour cela nous utilisons CO une logique de pr	e
f	erences conditionnelles d	evelopp	ee par Craig Boutilier Nous 	etendons CO et les notions
d	evelopp	ees par Boutilier au cas multiagents
  Introduction
Pour atteindre un but complexe il est en general necessaire de faire appel a plusieurs
agents Cet ensemble dagents depend des caracteristiques du but a atteindre comme par
exemple sa complexite le delai impose pour latteindre etc Mais il depend egalement
de caracteristiques propres aux agents comme leurs competences leur charge de travail
admissible leurs propres souhaits etc Ainsi de facon intuitive on peut penser que si le
but a atteindre est complexe dans le sens ou quil necessite de nombreuses competences
et si les agents consideres sont tres specialises alors le nombre dagents necessaire pour
atteindre le but impose sera eleve par contre si le delai impose pour atteindre le but
impose est long ou si la charge admissible de travail par agent est elevee alors un petit
nombre dagents sera su	sant pour realiser cet ensemble de t
aches
Dans un tel contexte de nombreux problemes se posent  on peut par exemple se
demander comment creer une coalition dagents lorsquun seul agent ne su	t pas pour
realiser une t
ache  On peut egalement chercher a optimiser le nombre dagents
Dans cet article nous adressons un probleme un peu dierent  il sagit de determiner
en fonction des buts a atteindre par le groupe et en fonction des agents que lon considere
quels sont les buts que lon peut aecter de facon individuelle a chacun des agents Au
trement dit le probleme que nous etudions ici est celui de laectation des buts individuels
des agents en fonction des buts aectes a un groupe dagents et bien s
ur en fonction des
caracteristiques de ces agents
On peut remarquer que ce probleme nest pas celui de determiner les buts dun groupe
dagents en fonction des buts de chaque agent probleme deja etudie cf 
Dans notre travail nous avons choisi de modeliser les buts aectes au groupe dagents
par un ensemble de preferences conditionnelles de la logique CO  developpee par Boutilier
 qui dans  etudie ce m
eme probleme mais dans un cas monoagent A partir des
preferences conditionnelles dun seul agent le formalisme propose par Boutilier permet de
determiner quels sont les buts de lagent et ce en fonction de sa capacite a contr
oler telle
ou telle proposition Notre objectif est detendre le travail de Boutilier a un cadre multi
agents et de pouvoir a partir dun ensemble de preferences conditionnelles qui modelise
les buts aectes au groupe dagents de determiner quels sont les buts eectifs de chaque
agent
Pour cela il convient de modeliser les agents et notamment leurs connaissances leurs
intentions leur savoirfaire leurs ressources etc 
Dans ce travail nous prendrons en compte uniquement trois caracteristiques des agents
qui sont 
  leur connaissance du monde reel ie ce qui est vrai en supposant que tous les agents
ont la m
eme connaissance du monde reel
  leur capacite a changer la valeur de verite dune proposition et qui peut modeliser
dune certaine facon la notion de competence des agents
  leurs engagements car nous supposerons que les agents peuvent sexprimer sur le fait
quils sengagent a realiser ou a ne pas realiser telle t
ache
Tout comme le fait Boutilier nous considerons donc un ensemble KB des connaissances
des agents au sujet du monde reel et nous associons a tout agent lensemble des variables
propositionnelles quil peut contr
oler
En ce qui concerne la modelisation des engagements des agents notion qui napparait
pas dans le travail de Boutilier bien quelle puisse se modeliser en logique modale 
   nous avons choisi dans cet article
 
de la modeliser a laide densembles de
formules de la logique propositionnelle
Cet article est organise comme suit Dans la section  nous presentons la logique CO
 
et le mecanisme de derivation de but pour un agent Dans la section  nous etendons CO 
au cas multiagents tout dabord en etendant la notion de contr
olabilite puis la notion
de but a un groupe dagents Nous denissons ensuite la notion dengagement pour un
agent nous presentons comment determiner les buts eectifs dun agent les proprietes de
notre formalisme et nous etudions un exemple Enn nous presentons nos conclusions et
les perspectives de poursuite de ce travail dans la section 
 La logique CO
 
Dans cette section nous presentons la logique CO developpee par Boutilier pour rai
sonner avec des preferences conditionnelles Nous rappelons sa semantique laxiomatique
de CO etant detaillee dans  Puis nous presentons CO
 
 une restriction de CO
 Semantique de CO
Boutilier considere un langage propositionnel bimodal L
B
 base sur un langage propo
sitionnel PROP  et dont les deux operateurs modaux sont   et

 
 La semantique de L
B
est basee sur la denition des modeles suivante  M  hW i ou W est un ensemble
de mondes possibles  est une fonction de valuation

 et  est un preordre total

sur les
mondes qui permet dexprimer la preference v  w signie que v est au moins autant
prefere que w
Soit M  hW i un modele La valuation dune formule dans M est donnee par la
denition suivante 
Denition    M j
w
 ssi w   pour toute variable propositionnelle 
 
et ce pour nous focaliser sur le processus dallocation des buts individuels

ie   PROP  
W
et  v	erie  W   et 
 
 

  
 
  



 est une relation reexive transitive et connect	ee
  M j
w
 ssi M j
w
 pour toute formule 
  M j
w

 
 

 ssi M j
w

 
et M j
w


si 
 
et 

sont des formules
  M j
w
  ssi pour tout v tel que v  w M j
v

  M j
w

 
 ssi pour tout v tel que w  v M j
v

  est vrai dans un monde w si  est vrai dans tous les mondes au moins autant
preferes que w

 
 est vrai dans un monde w si  est vrai dans tous les mondes moins
preferes que w
Les connecteurs duaux de possibilite sont denis comme dhabitude   
def
 
et


 
def


 

Boutilier denit de plus

 
 
def
 

 
 et


 
def




Denition  M  hW i satisfait la formule  ssi 	w  W M j
w
 On le note
M j 
Pour un exemple on peut se reporter a la gure ciapres ou lon a un modele M tel
que M j

 
a car tous les mondes satisfont a et M j
w

 b car tous les mondes au
moins autant preferes que w

satisfont b
w
 
w

w

a
b
c

a
b
c

a
b
c
Denition  Soit E un ensemble de formules et  une formule de CO  est derivee
ou deduite de E ssi tous les modeles M qui satisfont E satisfont egalement  On le note
E j 
 Semantique de CO
 
Dans  Boutilier restreint CO pour pouvoir tenir compte de tous les mondes pos
sibles Il considere donc une classe de modeles de CO dans lesquels chaque valuation
propositionnelle est associee a un ou plusieurs mondes possibles
Cela le conduit a la denition de CO
 
qui est la plus petite extension de CO fermee
par toutes les regles de CO et qui contient laxiome suivant 
 


A pour toute formule satisable A de PROP 
Dans toute la suite de larticle nous utiliserons CO
 
au lieu de CO
 Preferences conditionnelles
Boutilier denit un connecteur conditionnel I
j
 pour exprimer les preferences
conditionnelles 
Denition  IBjA 
def

 
A


A  A B
On peut comprendre ceci comme exprimant le fait que si A est vraie alors un agent
doit sassurer que B
Denition 	 Une preference absolue A est denie par IAj

 ce qui est equivalent a


 A et est notee IA
Pour pouvoir determiner quels sont ses buts un agent doit avoir une certaine connais
sance du monde reel Boutilier introduit donc KB un ensemble ni et consistant de
formules de PROP  pour pouvoir representer la connaissance qua lagent du monde qui
lentoure On appelle KB une base de connaissances Etant donnes KB et un modele de
CO
 
 les situations ideales sont caracterisees par les mondes les plus preferes qui satisfont
KB Ceci est deni de la facon suivante 
Denition 
 Soit  un ensemble de preferences conditionnelles Soit KB une base de
connaissances Un but ideal derive de E est une formule  de PROP telle que

	
 j IjClKB
Example 
 Considerons un langage dont les variables propositionnelles sont l la porte
est laquee et p la porte est poncee Soient les deux preferences conditionnelles Il et
Iljp ie lagent prefere que la porte soit laquee et si elle nest pas poncee lagent
prefere que la porte ne soit pas laquee
Les mondes possibles sont w
 
 fl pg w

 flpg w

 flpg w

 fl pg


Du fait de Il les situations w
 
et w

peuvent 
etre les mondes preferes Mais a cause
de Iljp w

ne peut pas 
etre le monde le plus prefere Donc w
 
est le monde le plus
prefere et on a w
 
 w

 w
 
 w

et w
 
 w

 De plus on ne peut pas avoir w

 w

 car
on a Iljp On a donc w

 w

 Il et Iljp ne sont donc satisfaites que par les
modeles de CO
 
suivants 
M
 
w
 
 w

 w

 w

M

w
 
 w

 w

 w

M

w
 
 w

 w

 w

M

w
 
 w

 w

 w

Supposons que KB
 
 fpg la porte est poncee Alors ClKB
 
  fpg Les buts
ideaux sont les  tels que 	M M j Ijp l est donc le but ideal de lagent Comme la
porte est poncee il prefere quelle soit laquee
Si maintenant on suppose que KB

 fpg la porte nest pas poncee on peut
montrer que le but ideal est l  comme la porte nest pas poncee lagent prefere quelle
ne soit pas laquee
 Propositions controlables inuencables et noninuencables
Dapres la denition precedente toute formule  qui satisfait M j IjClKB est
un but pour lagent Comme Boutilier le note cette denition nest valable que si KB est
xe ie que si lagent ne peut pas changer la valeur de verite des elements de KB Or
il se peut tres bien que lagent puisse changer la valeur de verite de certains elements de
KB La denition des buts ideaux donnee precedemment est ainsi trop restrictive Par

o
u 	 repr	esente nimporte quelle tautologie propositionnelle

par d	enition ClKB  f 
 PROP  KB j g

cette facon de noter les mondes est classique Ainsi w

 fl pg est une notation pour repr	esenter
w


 l et w


 p
exemple KB

exprime le fait que la porte nest pas poncee Supposons que lagent puisse
poncer la porte Dans ce cas il prefere la poncer pour remplir le but le plus prefere ie
laquer la porte
Boutilier suggere donc pour calculer la fermeture ClKB de la base de connaissances
de ne tenir compte que des formules dont la valeur de verite ne peut pas 
etre changee par
les actions de lagent
De plus il se peut que certaines formules  caracterisees par la denition precedente
ne puissent pas 
etre rendues vraies par lagent Par exemple un agent peut preferer quil
ne pleuve pas mais cest quelque chose sur lequel il na aucun contr
ole
Pour modeliser ces notions Boutilier partitionne les atomes de PROP en deux classes 
P  CC qui vont lui permettre de caracteriser le fait que lagent peut agir sur un atome
ou pas C est lensemble des atomes que lagent peut contr
oler lagent peut changer la
valeur de verite de ces atomes et C est lensemble des propositions que lagent ne peut
pas contr
oler
Par exemple latome p representant le fait que la porte soit poncee peut 
etre consi
dere raisonnablement comme etant contr
olable Par contre latome representant le fait il
pleut peut 
etre considere comme etant incontr
olable
Boutilier etend ces notions aux propositions en precisant tout dabord quelques de
nitions
Denition  Pour nimporte quel ensemble de variables propositionnelles P  on appelle
V P  lensemble des valuations de P  Si v  V P  et w  V Q avec P et Q deux
ensembles disjoints alors vw  V P  Q est la valuation etendue a P  Q Lelement
neutre de  est V  qui est la valuation vide
Denition  Soient C et C denis comme precedemment Une proposition  est contr
o
lable ssi pour tout u  V C il existe v  V C et w  V C tels que v u j  et
w u j 
Une proposition  est inuencable ssi il existe u  V C il existe v  V C et w tels
que v u j  et w u j 
Ainsi si A  C et B  C alors A  B est inuencable mais pas contr
olable Comme
B nest pas contr
olable si B est faux alors lagent ne peut pas rendre A  B vraie donc
A B nest pas contr
olable Par contre si B est vrai alors lagent peut changer la valeur
de verite de A  B en rendant A vrai ou faux donc A  B est inuencable
Denition  Lensemble des croyances noninuencables dun agent est deni par 	
UIKB  f  ClKB   nest pas inuencableg
Dans un premier temps Boutilier considere que UIKB est un ensemble complet
cestadire que la valeur de verite de tous les atomes incontr
olables est connue

 ce qui
peut se resumer par  	 non contr
olable   UIKB ou   UIKB
Sous cette hypothese Boutilier denit la notion de CKbut 
Denition  Soient  un ensemble de preferences conditionnelles et KB une base de
connaissance telle que UIKB soit complet
Une proposition  est un CKbut ssi  j IjUIKB avec  controlable

Dans une seconde partie de son travail Boutilier examine 	egalement le cas o
u UIKB nest pas complet
Nous ne nous int	eresserons pas 
a ce cas
Example  Reprenons lexemple precedent   fIl Iljpg Supposons que la porte
soit poncee et que lagent nait pas les moyens de la deponcer On a donc p qui est
incontr
olable et p  KB
Supposons dans un premier temps que lagent puisse encore laquer la porte Dans ce
cas l est contr
olable Dapres la denition  l est un CKbut derive de   lagent aura
pour but de laquer la porte
Maintenant supposons quil ny ait plus de laque Cette fois ci l est incontr
olable Tou
jours dapres la denition  l nest plus un CKbut pour lagent ce qui est intuitivement
correct puisque lagent ne peut pas laquer la porte
 Extension au cas multiagents
Nous allons maintenant considerer que nous travaillons avec un ensemble A dagents
Notons A  fa
 
     a
n
g
Example  Supposons que nous ayons le scenario suivant qui concerne letat dune porte
Nous disposons dun groupe de deux agents fa
 
 a

g Les preferences que nous imposons
au groupe sont les suivantes 
  si la porte est poncee on prefere que la porte soit laquee mais pas recouverte de papier
  si la porte nest pas poncee on prefere quelle soit recouverte de papier mais pas
laquee
La modelisation en CO  de ce scenario est la suivante    fIlrjpIrljpg
Si on reprend le travail de Boutilier pour pouvoir determiner les CKbuts du groupe
dagents il faut conna
 tre les propositions contr
olables par A La plupart du temps nous
connaissons les atomes contr
olables par chaque agent Comment alors determiner les for
mules contr
olables par le groupe dagents! Nous devons donc en premier lieu denir
etendre la notion de contr
olabilite a un groupe dagents
 Extension de la controlabilite
Boutilier separe les atomes en deux classes  les atomes controlables par lagent les
atomes dont il peut changer la valeur de verite et les atomes incontrolables par lagent
ceux dont il ne peut pas changer la valeur de verite Nous allons etendre cette proposition
au cas multiagents en introduisant une dichotomie identique a celle de Boutilier pour
chaque agent 
Denition  Pour chaque agent a
i
 A on partitionne les atomes en deux classes 	
C
a
i
qui represente les atomes qui sont dans le domaine de controlabilite de lagent et C
a
i
qui represente les atomes qui ne sont pas dans le domaine de controlabilite de lagent
Lextension aux propositions quelconques est la m
eme que celle de Boutilier Nous
allons maintenant enoncer deux hypotheses a propos des domaines de contr
olabilite des
agents La premiere que nous faisons modelise le fait que tout agent contr
ole au moins un
atome hypothese  
Hypothese  	a
i
 A C
a
i
 
La deuxieme hypothese que lon fait porte sur les domaines de contr
olabilite des agents
hypothese  
Hypothese  Les domaines de controlabilite des agents ne sont pas forcement disjoints
Il se peut tres bien que deux agents dierents soient competents pour realiser la m
eme
action Ils entrent alors en concurrence
On peut alors chercher a relier les notions de propositions contr
olables inuencables ou
noninuencables par un agent a la notion de proposition contr
olable ou noncontr
olable
par un groupe dagents
Denition  Une proposition  est semicontrolable par un groupe dagents A si A


A tel que 	a

i
 A


i
proposition controlable par a

i
telle que  
V
a

i
A


i
 
Une proposition  est controlable par un groupe dagents A ssi  est semicontrolable
par A et  est semicontrolable par A
Prenons un exemple  un groupe dagents fa
 
 a

g est tel que p soit contr
olable par a
 
et
que r soit contr
olable par a

 Quelle est la contr
olabilite de la proposition pqrs!
Dans ce cas comme p  r  p  q  r  s et comme p est contr
olable par a
 
et r est contr
olable par a

 p  q  r  s est semicontr
olable par fa
 
 a

g Par contre
p  q r  s nest pas semicontr
olable par fa
 
 a

g il su	t de choisir q  
et s   donc p  q  r  s nest pas contr
olable par fa
 
 a

g En revanche p  r
et p  r sont contr
olables par fa
 
 a

g
 CKbuts du groupe dagents
Comme nous avons deni la contr
olabilite dune proposition par le groupe dagent A
nous pouvons introduire la notion de CKbuts pour A Il nous faut preciser deux elements 
la denition de KB et celle de UIKB
Denition  KB est un ensemble ni et consistant de formules propositionnelles Nous
considerons que KB est complet

 UIKB est lensemble des consequences de KB non
controlables par A
Denition   est un CKbut pour A ssi  j IjUIKB avec  controlable par
A
Il faut pouvoir maintenant determiner quelles sont les t
aches que chaque agent doit
accomplir pour que les buts du groupe soient eectivement realises Reprenons lexemple
  dans le cas ou a
 
peut laquer la porte ou la recouvrir de papier et que a

peut la poncer
on voit que la t
ache de a
 
peut dependre des engagements de a

a propos du poncage de
la porte Si a

sengage a poncer la porte et quil peut le faire a
 
doit la laquer
 Les engagements des agents
Pour representer les engagements de chaque agent a
i
 nous allons utiliser deux sous
ensembles de C
a
i
 Eng
	
a
i
 et Eng

a
i
 On les denit de la facon suivante 

on peut remarquer que Boutilier dans  	etudie 	egalement le cas o
u KB nest pas complet
  si l est un literal si l est contr
olable par a
i
et que l  Eng
	
a
i
 cela signie que lagent
a
i
sengage a realiser l
  si l est un literal si l est contr
olable par a
i
et que l  Eng

a
i
 cela signie que lagent
a
i
sengage a ne pas realiser l
Le tableau suivant resume la modelisation que nous proposons des phrases du type
lagent a
i
sengage a realiser l 
Phrase a modeliser Modelisation
a
i
sengage a l  Eng
	
a
i

realiser l
a
i
sengage a ne pas l  Eng

a
i

realiser l
a
i
ne sengage pas a l  Eng
	
a
i

realiser l
a
i
ne sengage pas a ne l  Eng

a
i

pas realiser l
Bien s
ur il faut imposer des contraintes sur les ensembles Eng
	
et Eng

 tout dabord
ces deux ensembles doivent 
etre consistants un agent ne peut pas sengager a realiser l et
l et a
i
ne peut pas sengager a la fois a realiser l et a ne pas realiser l
Contrainte  	a
i
 A Eng
	
a
i
 est consistant et Eng

a
i
 est consistant
Contrainte  	a
i
 A Eng
	
a
i
  Eng

a
i
  
Denition 	 Nous appellerons Eng
	
A lensemble des engagements positifs de tous
les agents soit 	
Eng
	
A 

a
i
A
Eng
	
a
i

Nous appellerons Eng

A lensemble des engagements negatifs des agents 	
Eng

A  fl  KB  	a
i
 A l controlable par a
i
 l  Eng

a
i
g
La signication de Eng

A est donc la suivante  si tous les agents qui peuvent
contr
oler un literal l sengagent a ne pas realiser l et que l  KB on considerera que l
restera vrai Cela revient a supposer quil ny a pas dintervention exterieure
Une hypothese que nous allons poser sur les engagements des agents est la suivante 
tout CKbut du groupe A est consistant avec lunion de Eng
	
A et de Eng

A
Hypothese 
	  j IjUIKB et  controlable par A Eng

AEng
	
Afg est consistant
Poser cette hypothese permet deliminer des cas problematiques comme par exemple 
  le cas ou deux agents qui contr
olent une variable l sengagent lun a realiser l et lautre
a realiser l ie Eng
	
A inconsistant
  le cas ou il existe une variable l telle que tous les agents qui contr
olent l se sont engages
a ne realiser ni l ni l ie Eng

A inconsistant
  le cas ou les engagements positifs et negatifs des agents contredisent un CKbut du
groupe
Concretement si on veut distribuer des buts a un groupe dagents il faut dabord
verier la consistance des engagements des agents avec les CKbuts du groupe Si la consis
tance nest pas veriee les agents doivent revoir leurs engagements La gestion de conits
eventuels entre les engagements des agents executants et les buts du groupe est donc
occultee dans ce travail
 Buts eectifs dun agent
Si lhypothese  est veriee on est s
ur que les engagements des agents ne vont pas a
lencontre des CKbuts du groupe Il reste maintenant a determiner quels seront les buts
eectifs de chaque agent On ne parle pas ici de CKbut pour chaque agent car comme on
la vu precedemment les buts de chaque agent ne doivent pas dependre que de UIKB
les faits noncontr
olables par A mais egalement des engagements des autres agents et de
ses propres engagements Il para
 t donc legitime pour un agent a
i
 A de deriver ses buts
eectifs a partir 
  des propositions noncontr
olables par A de KB soit UIKB
  de lensemble des engagements positifs des agents soit Eng
	
A
  de lensemble des engagements negatifs des agents  soit Eng

A
Nous allons appeler cet ensemble ensemble de donnees et le noterDKB Cet ensemble
servira en partie conditionnelle des preferences pour determiner les buts eectifs des agents
Denition 
 On denit 	
DKB  UIKB Eng
	
A Eng

A
Nous introduisons maintenant la notion de but eectif pour un agent 
Denition   est un but eectif pour a
i
 note EGoal
a
i
 ssi 	
 j IjDKB et  controlable par a
i
Comme on utilise loperateur I
j
 on est s
ur quun agent naura pas de buts contra
dictoires Il est egalement interessant de pouvoir denir une notion de non satisfaction
dun CKbut  Si aucun agent na pour but eectif de realiser une action 

telle que
 

  alors  nest pas remplie
Denition  Soit  un CKbut de A On dit que  nest pas satisfaite noteNonsat
ssi 	

a
i
A
f

 EGoal
a
i


g   
	 Proprietes du formalisme
Proposition  Soit l un literal de PROP  Si l est un CKbut de A alors a
i
 A tel
que lon a EGoal
a
i
l
Cette propriete signie que si l est un literal et est un CKbut du groupe dagent alors
il existe au moins un agent qui aura pour but eectif de realiser l Un corollaire immediat
de cette propriete est le suivant



	
car si l
 
     l
m
est un CKbut de A i 
 f     lg l
i
est un CKbut de A
Corollaire  Soit l
 
     l
n
n literaux de PROP tels que l
 
    l
n
soit un CKbut de
A Alors 	i  f     ng a
l
i
 A tel que lon ait EGoal
a
l
i
l
i

Pour tous les CKbuts qui sont des literaux ou des conjonctions de literaux le processus
deni precedemment assigne aux agents des buts eectifs tels que ces CKbuts soient
atteints

 Etude dun exemple
Reprenons lexemple precedent On dispose dun groupe de deux agents fa
 
 a

g Les
preferences du groupe sont 
  si la porte est poncee on prefere que la porte soit laquee mais pas recouverte de papier
  si la porte nest pas poncee on prefere quelle soit recouverte de papier mais pas laquee
La modelisation gr
ace a CO  de ce scenario est la suivante    fIl  rjpIr 
ljpg Pour chaque modele de  
  Il  rjp signie quil existe un monde veriant p et pour lequel tous les mondes
preferes verient p l  r
  Ir  ljp signie quil existe un monde veriant p et pour lequel tous les mondes
preferes verient p r  l
Etudions dierents scenarios 
 Supposons que KB  fplrg ie les agents savent que la porte est poncee quelle
nest ni laquee ni recouverte de papier Supposons que p soit incontr
olable ie les
agents nont pas les moyens de faire en sorte que la porte ne soit plus poncee que
C
a
 
 flg et que C
a

 frg ie lagent a
 
peut laquer la porte lagent a

peut la
recouvrir
Dans ce cas UIKB  fpg l  r est un CKbut du groupe
 
 Si les agents ne
sengagent a rien DKB  fpg on peut deriver EGoal
a
 
l et EGoal

r Lagent
a
 
a donc pour but eectif de laquer la porte et lagent  de ne pas la recouvrir Cest
intuitivement correct
 Supposons que KB  fplrg que C
a
 
 flg et que C
a

 fp rg Dans ce cas
UIKB   et l  r  l  r est un CKbut du groupe D   on ne peut pas
deriver de buts eectifs pour les agents car a

contr
ole p et pourrait donc realiser p
On a donc Nonsatl  r  l  r
Par contre si a

sengage a ne pas realiser p on a alors Eng

fa
 
 a

g  fpg et on
peut alors deriver EGoal
a
 
l EGoal
a

r et Egoal
a

p EGoal
a

p a alors pour
sens  lagent a

doit conserver la porte poncee
 Supposons que KB  fplrg que C
a
 
 flg et que C
a

 fp rg Dans ce cas
UIKB   et l  r  l  r est un CKbut du groupe Supposons de plus que
a

sengage a realiser p soit Eng
	
a

  fpg Dans ce cas DKB  fpg et on derive
EGoal
a
 
l EGoal
a

p et EGoal
a

r  lagent a
 
doit laquer la porte lagent a

doit la poncer et ne pas la recouvrir de papier
 

cest en fait le seul qui nous interesse On peut bien sur 	ecrire que l r r est un CKbut du groupe
 Supposons que KB  fplrg que C
a
 
 flg et que C
a

 fp rg Dans ce cas
UIKB   et l  r  l  r est un CKbut du groupe Supposons de plus que
a

sengage a ne pas realiser p soit Eng

a

  fpg alors DKB  fpg et on peut
deriver EGoal
a
 
l EGoal
a

p et EGoal
a

r
 Supposons que KB  fplrg que C
a
 
 flg et que C
a

 fp rg a

sengage a
realiser p donc Eng
	
a

  fpg et a
 
sengage a ne pas realiser l soit Eng

a
 
 
flg Dans ce cas UIKB   Eng
	
fa
 
 a

g  fpg et Eng

fa
 
 a

g  flg
Eng
	
fa
 
 a

g  Eng

fa
 
 a

g  fp  lg est inconsistant Or p  l est un CK
but de fa
 
 a

g donc lhypothese  nest pas veriee a
 
et a

doivent revoir leurs
engagements
 Conclusion
Nous avons etendu lapproche de Boutilier  en proposant un formalisme qui permet
a partir de preferences conditionnelles representant un ensemble de buts a atteindre pour
un groupe dagents des connaissances des agents sur le monde reel des ensembles de
variables contr
olables par chaque agent et de leurs engagements de determiner 
  les propositions contr
olables par le groupe dagents
  les CKbuts du groupe dagents
  les buts eectifs de chaque agent
Pour cela nous avons auparavant adapte la notion de variables contr
olables par un
groupe et de CKbuts dun groupe
Dapres la denition que nous avons donnee aux buts eectifs dun agent il se peut
tres bien que deux agents aient un ou plusieurs buts eectifs identiques Supposons par
exemple quon aecte a un groupe dagents fa
 
 a

g une preference conditionnelle Ia et
que C
a
 
 C
a

 fag Dans ce cas si UIKB   les deux agents vont avoir pour but
eectif de realiser a Il serait judicieux que par exemple a
 
laisse la main a a

si on
prefere a

a a
 
pour realiser a Le premier axe de recherche que lon peut explorer est
lintroduction dun ensemble de strategie Strata
i
 pour chaque agent Strata
i
 peut

etre base sur un ordre total entre les agents cet ordre etant deni pour chaque CKbut
du groupe Ainsi si on sait que a
 
est prefere a a

pour realiser a a

peut 
etre dispense
de realiser a Cet ordre de preference reete des proprietes generales  un agent peut

etre prefere a un autre parce quil est plus competent pour realiser la t
ache parce que ses
besoins en ressources temps materiaux etc pour realiser la t
ache sont moindres etc Une
ebauche de ce travail se trouve dans 
On pourrait denir des strategies particulieres pour le groupe dagent et trouver celle
qui convient le mieux cooperation on prend le meilleur agent a chaque fois etc Le travail
le plus interessant est dobtenir des postulats sur les ensembles Strat qui permettent de
qualier la strategie globale obtenue a partir du contenu de chaque ensemble Strat et
davoir ainsi un theoreme de representation
On utilise les engagements de chaque agent pour determiner les buts eectifs dun
agent Nous avons choisi dans un souci de clarte de representer les engagements de chaque
agent sous forme densemble de formules de la logique propositionnelle Un axe detude
qui sore a nous est da	ner cette notion dengagement en modelisant lengagement en
logique modale par exemple Dun c
ote la logique modale nous apporterait des moyens
de calculs sur les engagements et nous libererait de certaines contraintes que nous avons
imposees sur les ensembles Eng
	
et Eng

coherence etc Dun autre c
ote lajout dun
operateur modal dengagement implique lajout dun operateur modal de type faire en
sorte que cf " pour nous permettre de modeliser des phrases du type lagent a
i
sengage a faire sorte que A soit vraie Il faut egalement regarder comment integrer ces
deux operateurs a CO 
Enn il serait interessant de comparer la notion dengagement denie ici avec la no
tion de variable contr
olable xee introduite dans  Dans cet article nous avons montre
comment le formalisme initial de Boutilier pouvait 
etre adapte pour raisonner avec des no
tions deontiques et plus particulierement avec des ContrarytoDuties Le modele daction
de lagent a ete etendu pour traiter raisonnablement ce probleme en faisant appara
 tre
deux types de variables contr
olables que nous avons appele suite a la terminologie de
Carmo et Jones dans  contr
olable xe et contr
olable non xe les premieres etant
des variables que lagent peut contr
oler mais dont il a decide de ne pas changer la valeur
de verite
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