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Abstract 23 24
Top-down modulation of sensory processing is a critical neural mechanism 25 subserving a number of important cognitive roles. Principally, top-down 26 influences appear to inform lower-order sensory systems of the current 'task at 27
hand', and thus may convey behavioral context to these systems. Accumulating 28 evidence indicates that top-down cortical influences are carried by directed 29 interareal synchronization of oscillatory neuronal populations. An important 30 question currently under investigation by a number of laboratories is whether the 31 information conveyed by directed interareal synchronization depends on the 32 frequency band in which it is conveyed. Recent results point to the beta 33 frequency band as being particularly important for conveying task-related 34 information. However, little is known about the nature of the information 35 conveyed by top-down directed influences. To investigate the information content 36 of top-down directed beta-frequency influences, we measured spectral Granger 37 Causality using local field potentials recorded from microelectrodes chronically 38 implanted in visual cortical areas V1, V4, and TEO, and then applied multivariate 39 pattern analysis to the spatial patterns of top-down spectral Granger Causality in 40 the visual cortex. We decoded behavioral context by discriminating patterns of 41 top-down (V4/TEO à V1) beta-peak spectral Granger Causality for two different 42 task rules governing the correct responses to visual stimuli. The results indicate 43 that top-down directed influences in visual cortex are carried by beta oscillations, 44 and differentiate current task demands even before visual stimulus processing.
Introduction moment-to-moment task demands of the organism to lower level sensory 74 systems in order to maintain global knowledge states (Engel and Fries 2010; 75 Bressler and Richter 2015) . Specifically, top-down beta rhythms may mediate the 76 interaction between endogenously generated top-down information, variously 77 described as hypotheses, prior knowledge, or attentional locus, and stimulus-78 generated bottom-up information (Bastos et al. 2012; Richter 2015, 79 Richter et al., 2016) . Consequently, we hypothesize that behavioral context is 80 encoded in the pattern of top-down beta synchronization in visual cortex. 81
82
We tested this hypothesis in two macaque monkeys performing a visual 83 discrimination task (Figure 1) , in which the behavioral context was determined by 84 the task rule governing the correct response to each visual stimulus, the rule 85 being randomly varied across trial blocks. Local field potentials were chronically 86 recorded from microelectrodes in primary visual cortex (area V1) and extrastriate 87 areas V4 and TEO. Both top-down (V4/TEO-to-V1) and bottom-up (V1-to-88 V4/TEO) directed synchrony were quantified using spectral Granger Causality in 89 a stationary time period when the animal could anticipate the visual stimulus, but 90 before it was presented. In this way, top-down influences were isolated from any 91 confounding effects of stimulus processing. We successfully decoded behavioral 92 context at a level significantly exceeding chance (50%) in both monkeys (76% 93 and 82%) by two-class multivariate pattern analysis, using the spatial pattern of 94 prestimulus top-down beta synchrony directed from V4/TEO to V1 as the 95 classification feature.
97
The results of this study indicate that the endogenous pattern of top-down beta 98 influence from V4/TEO carries task-specific information to primary visual cortex 99 (V1). We conclude from this that beta oscillations adaptively coordinate the 100 processing of sensory information by conveying behavioral context to early levels 101 of the sensory cortical hierarchy. We infer that behavioral context is conveyed 102 from higher to lower levels of visual cortex by beta-frequency synchronized 103 oscillations because pattern classification analysis successfully discriminated 104 different visuomotor contingencies using higher-to-lower-level beta-frequency 105 visual cortical influences as classification features. Our results thus support the 106 notion that top-down beta-frequency oscillations play a general role in mediating 107 the interaction between high-level cognitive processing and stimulus-related 108 activity. 109
110
Results 111 112
Prestimulus Beta-Frequency Oscillatory Synchrony in Visual Cortex 113
Beta-frequency oscillations in V1 and V4/TEO were detected as spectral peaks 114 near 16 Hz in the de-noised LFP power spectra (Figure 2a ,b) computed during a 115 brief prestimulus window. Generally, LFP time series are well described as 116 stochastic processes, and spectral power peaks indicate the frequency and 117 magnitude of narrow-band oscillatory activity in those processes. During the 118 prestimulus period, the monkey had already pressed a lever (and maintained it in the depressed position) to begin the trial, and was awaiting well known visual 120 stimuli. Prestimulus synchronization of the V1 and V4/TEO beta-frequency 121 oscillations was observed as a peak in the average V1-extrastriate coherence 122 spectrum at 17 Hz (Figure 2c ). Coherence is a linear approximation of the total 123 interdependence F xy for values in the range (<~0.2) normally encountered 124 physiologically (see Supplementary Figure 2 ). A peak in the coherence spectrum 125 used to derive it. This result supports the hypothesis that beta-frequency 143 synchrony underlies top-down signaling from extrastriate cortex to V1. According 144 to the known relation between coherence and sGC, we inferred that 145 synchronization between V1 and extrastriate areas is dominated by a top-down 146 transfer of information from extrastriate cortex to V1. 147
148
To more precisely determine the difference between top-down and bottom-up 149 sGC spectra shown in Fig 2d, we tested for an sGC directional asymmetry at all 150 frequencies between 5 and 90 Hz using a bootstrap resampling approach. We 151 found top-down sGC to be significantly greater than bottom-up sGC only for 152 frequencies between 8 and 23 Hz (grey region in Fig 2d) ; this range was 153 centered very close to the 16 Hz mean top-down peak (p < 0.001, two-tailed 154 corrected bootstrap resampling test, n = 12). In fact, the probability density of top-155 down sGC peaks was most prominent in the low-beta-frequency range, with the 156 peak probability density at ~16 Hz being at least 2.5 times larger than at any
The evidence for top-down V4/TEOàV1 physiological signaling suggested that 165 the transmission of top-down influences from V4/TEO to V1 may carry task-166 related behavioral information. We therefore tested the hypothesis that the spatial 167 pattern of top-down beta-frequency sGC contains task-specific behavioral 168 information. To perform this test, we applied a linear Support-Vector-Machine 169 (SVM) classifier, using the top-down beta-frequency peak sGC magnitudes as 170 classification features, in order to predict the task rule (behavioral context) that 171 was in effect. The top-down beta-frequency peak sGC magnitudes used for 172 classification were from the 8 site pairs (out of the 12 possible) that exhibited two 173 important properties: (1) the mean peak frequency was inside the 95% 174 confidence interval of the overall mean of 16 Hz; and (2) the standard deviation 175 of peak frequency was low (Figure 3b , red bars). These 8 site pairs thus showed 176 a consistent top-down directed synchrony in a narrow frequency band around 16 177
Hz. By contrast, the other 4 site pairs had their mean peak frequency outside the 178 95% confidence interval and had a large variability of that peak frequency ( Figure  179 3b, blue bars). They thus did not show a consistent top-down directed synchrony 180 in a narrow frequency band. The subsequent analysis focused on these 8 site 181
pairs showing consistent top-down directed synchrony in a narrow frequency 182 band around 16 Hz. 183
184
The spatial patterns of these consistent top-down narrow-band beta-frequency 185 sGC peaks, and of their corresponding coherence peaks, are depicted in the 186 maps of Figure 4 , where peak coherence is represented by lines connecting V4/TEO and V1 electrode sites, peak sGC is represented by arrows from a 188 V4/TEO site to a V1 site, and line or arrow thickness represents the magnitude of 189 peak coherence or sGC. Figure 6 ). The classification accuracy was 76% for M1, which was significantly greater than the 50% chance classification level (t(10177) 211 = 2.05, p = 0.020), and 82% for M2, which was also significantly greater than the 212 chance level (t(8266) = 2.70, p = 0.004). The results were verified by applying a 213 linear discriminant analysis pattern classifier to the same classification data. 214
215
To ensure that these results were specifically due to a difference in beta-216 frequency spectral peak magnitudes between task contingencies, we performed 217 an additional statistical contrast where the classification was based on the top-218 down sGC magnitude at frequencies randomly selected between 5 and 50 Hz. 219
This resulted in classification accuracies that were near the 50% chance level 220 ( Figure 6 : M1: 51%, t(10177) = 0.21, p = 0.42); M2: 56%, t(8266) = 1.12, p = 221 0.132)), thus demonstrating that significant classification performance critically 222 depends on the peak frequencies in a narrow beta-frequency band. 223
224
To summarize, these results demonstrate that a top-down narrow-beta-band 225 synchrony directed to V1 from V4/TEO exists in a brief prestimulus window in 226 monkeys highly trained to perform a visuomotor pattern discrimination task, and 227 that this top-down narrow-beta-band directed synchrony predicts the task rule 228 that is in effect. Since task rule determines the behavioral context under which 229 the monkey was performing, the results indicate that behavioral context is 230 conveyed to V1 from extrastriate cortex by top-down beta oscillatory signaling. We report that prestimulus top-down beta-frequency directed synchrony in visual 235 cortex discriminates the task rule (behavioral context) that governs correct 236 behavioral performance. Our results indicate that task-related behavioral context 237 The sGC technique (Geweke 1982 ) that we employed to measure directed 257 synchrony is based on a well-principled and long-established methodology 258 analysis. The classification findings may be considered surprising given that 268 visual cortex is not traditionally considered to process task rules. However, they 269 are consistent with an expanding body of evidence showing that visual 270 processing is contextual (Gilbert and Sigman 2007) , and that V1 can be "pre-271 tuned" in preparation for visual perception (Farber et al. 2015) . Only correct trials 272 were considered in this study. Too few incorrect trials were left for analysis after 273 artifact rejection, and so comparison of correct and incorrect performance was 274 not possible. 275
276
The top-down extrastriate-to-V1 directed synchrony that we report is in the beta 277 frequency range (~16 Hz), consistent with a growing number of reports relating 278 reviews in Wang 2010 and Siegel et al. 2012) . Although beta oscillations have 280 previously been most associated with somatosensory-motor function (Jenkinson 281 and Brown 2011), accumulating evidence supports the idea that they occur 282 during wait periods when subjects are prepared for a sensory event or for motor 283 behavior (Engel and Fries 2010) . We now report that they appear to mediate the 284 expectancy of visual processing as well. Moreover, our finding that top-down 285 beta-frequency synchrony directed to V1 predicts behavioral contingency 286 suggests that beta oscillations may also actively convey endogenous, task- input. We find that these influences (1) depend on synchronous activity between 317 extrastriate and V1 neuron populations, and (2) carry behaviorally relevant task 318 information. The evidence provided here supports the hypothesis that top-down 319 influences from higher areas within the visual cortical hierarchy dynamically 320 constrain lower-level activity in an adaptive, task-specific manner. recording sites were expected to have a precise retinotopic relation with the 344 stimulus dots, V1 retinotopic mapping was not available for these monkeys. 345
However, the design of the stimulus ensured that categorization could not be accomplished by observing any single dot, and that the total area, contrast, edge 347 length, and brightness were constant across all stimulus types. 348
349
The mean level of correct performance was 92.4 +/-3.9% for M1 (18 sessions, 350 minimum 84%, maximum 97%) and 95.7 +/-3.3% for M2 (19 sessions, minimum 351 89%, maximum 99%). Each trial was initiated when the monkey engaged a lever 352 with the dominant hand. When the lever was depressed and maintained in the 353 depressed position, the trial commenced. After initiation of the trial by the lever 354 press, there was a random period of 200 -1215 ms before the appearance of the 355 visual stimulus. The visual stimulus was displayed for 100 ms followed by a 400 356 ms window during which the monkey was required to release the lever on go Data acquisition began 85 msec before stimulus onset. Data were not recorded 404 immediately following the lever press due to data storage limitations, and so it 405 was not possible to analyze the temporal evolution of changes taking place 406 between the lever press and the stimulus. Neural activity evoked by the stimulus 407 was absent during the prestimulus period (Ledberg et al. 2007) . 408 409
Spectral Analysis 410
Short-window autoregressive (AR) spectral analysis was performed on all 411 available prestimulus (85 ms) LFP time series data. AR spectral analysis involves 412 application of Fourier-based techniques to an AR model rather than directly to the 413 LFP data. These techniques were utilized instead of direct-data Fourier-based 414 techniques since the spectral resolution of the latter is not sufficient for the short 415 time window analyzed (Nalatore and Rangarajan 2009), whereas the spectral resolution and minimal frequency that may be resolved by the AR approach are 417 not limited by the data period that is analyzed (Cohen 2014; Ozaki 2012) . Despite 418 this advantage, AR models might be unstable at low frequencies and near the 419 Nyquist frequency, and so we limited analysis to frequencies between 5 and 90 420
Hz, based on the 200 Hz sampling frequency of the data. To ensure that each 421 trial of local field potential data could be considered a realization of a zero-mean 422 stochastic process, as required by the AR modeling procedure, the ensemble 423 average was subtracted from each trial for each recording site included in the 424 model (Ding et al. 2006) . A model order of 10 was used based on the Akaike 425 Information Criterion (AIC) and previous determination that this value is optimal 426 for this type of data (Brovelli et al. 2004 ). Extensive testing revealed that the 427 spectral results of this study were not sensitive to the choice of 10 as the model 428 order. In fact, recomputing AR models, with model order varying from 5 to 15, 429 produced spectral peaks having the same peak frequency but differing in peak 430 width (increasing width with decreasing model order). 431
432
Subtracting the mean value of the trial ensemble from each trial of the 433 prestimulus V4/TEO and V1 local field potential time series allowed the LFPs to 434 be treated as stochastic processes with stationary mean and variance (Bressler 435 and Seth 2011). We constructed two AR models (restricted and unrestricted) 436 each for each pair of LFPs, represented in the following as variables X and Y. 437
(Definitions are given for AR models of X. Similar definitions may be given for Y.) 438
First, the restricted AR model of X is defined as: 440
(1)
441
where X t represents the present value of X, X t-i represents past values of X, α 1i 442 are the model coefficients, m is the model order, and ε 1t is the restricted residual 443 error. Second, X may also be represented by the unrestricted AR model: 444 2006). For a value of spectral Granger Causality (sGC) to be significant requires 448 that the unrestricted residual error variance be significantly less than the 449 restricted residual error variance. This requirement also controls for the fact that 450 the number of parameters is greater in the unrestricted than the restricted model. 451
452
The expression for sGC has a natural interpretation as the fraction of the total 453 power of X that is predicted by Y. It is expressed as a ratio, where the numerator 454 represents the total power of X at a given frequency ω, and the denominator 455 represents the intrinsic power, i.e. the power not predicted by Y. If the intrinsic 456 power equals the total power, it means that Y provides no additional predictability 457 of X (in the unrestricted model) above that provided solely by the past of X alone 458
(in the restricted model). In the restricted AR model (Equation 1), the causal 459 influence from Y to X must be zero. The causal power is the amount of additional 460 predictability provided by Y in the unrestricted AR model (Equation 2). 461 462 sGC can also be viewed as a directional decomposition of neuronal 463 synchronization via its relationship with coherence. The total interdependence is 464 the sum of: 1) the sGC from stochastic process X to stochastic process Y; 2) the 465 sGC from Y to X; and 3) the instantaneous causality, which accounts for 466 instantaneous correlation between X and Y, as would be caused by a mutual 467 simultaneous input to X and Y (see Ding et al., 2006) . 
where n is the number of trials, and the standard error is multiplied by the t-value 498 with df = n-1, at the 99.95 th percentile of student's t-distribution. Statistical 499 significance was then assessed at those frequencies where the confidence 500 interval did not contain zero. The frequencies where top-down and bottom-up 501 sGC spectra were significantly different (p<0.001) are indicated by the shaded 502 grey region in Figure 2d 
Removal of 1/f Background Component 507
The V1 and V4/TEO power spectra had a large 1/f background component that 508 masked the beta oscillatory component (He 2014) . To observe the oscillatory 509 component, it was necessary to remove this background component. Power in 510 microvolts was first converted to dB, and then the data were linearized with a 511 logarithmic transform and a line was fit to the data via robust regression between 512 5 and 30 Hz, using the Welsh weighting function. The resulting regression 513 coefficients were used to specify an exponential function, which was subtracted 514 from the non-log transformed data. The residual is plotted in Figure 2a The null distribution was created as follows: 1) for one null resample, trial order 538 was randomized so that for each AR model the order of trials for site 1 was 539 random with respect to site 2; 2) AR models were fit, and sGC spectra derived; 3) 540 the significance threshold was defined as the maximum value across all 541 frequencies of all top-down sGC spectra; and 4) steps 1-3 were repeated 1000 542 times to create the null distribution. This procedure controlled for the possibility of 543 spurious results due to multiple comparisons across frequencies and pairs. 544
545
The empirical probability density for significant top-down sGC spectral peaks, 546
computed as a function of frequency between 5 and 90 Hz from all site pairs and 547 bootstrap resamples, and fit via a smoothing spline (with a smoothing parameter 548 of 0.075), is presented in Figure 3a . The largest concentration of significant top-549 down peaks was observed at approximately 16 Hz. To focus analysis on this 550 largest concentration, we computed the empirical probability density by selecting 551 the top-down spectral peak closest to the ~16 Hz peak for all site pairs and 552 bootstrap resamples (shown in Figure 3b ). To isolate site pairs with a consistent 553 top-down spectral peak concentration sufficiently near the average (~16 Hz), we 554 computed the mean peak frequency over pairs for each bootstrap (solid vertical 555 line in Figure 3b ) and derived its standard error via Equation 3. This allowed us to 556 compute the 95% confidence interval via Equation 5 (vertical dashed lines in 557 Figure 3b ). The site pairs having their mean peak frequency inside this 95% 558 confidence interval were considered to have a top-down spectral peak sufficiently 559 close to the peak significant directional asymmetry, indicating that they may be 560 members of a synchronized oscillatory network. 561
562
To ensure that the top-down sGC peaks were not driven by differences in signal 563
to noise ratio, we computed the spectral asymmetry for each pair as the 564 
Pattern Classification 575
A linear Support-Vector-Machine (SVM) was implemented via libSVM (Chang 576 and Lin 2011) to attempt to classify the spatial patterns of prestimulus top-down 577 sGC according to which stimulus-response contingency (task rule) was in effect 578 (Cortes and Vapnik 1995) . The go response was the correct response to a line 579 stimulus for contingency 1 trials (no-go response to diamond stimuli), whereas 580 the go response was the correct response to a diamond stimulus for contingency 581 2 trials (no-go response to line stimuli). The spatial patterns used to train the 582 SVM corresponded to the set of significant magnitudes of the top-down sGC 583 pairs shown by arrows in Figure 4 . The machine learning process progressed, 584
individually for M1 and M2, as follows: 585
1) The trial data for each contingency were randomly split in half into testing 586 and training sets. These steps together, comprising a delete-d jackknife cross-validation procedure, 608
were repeated 5000 times, producing a mean classification accuracy, and an 609 estimate of its standard error.
611
Statistical evaluation of the SVM results was performed via application of delete-612 d jackknife cross-validation (Efron and Tibshirani 1994) . Delete-d jackknife 613 cross-validation entails training (model fitting) on a portion of the total data (n -614 d), and then testing the model accuracy on the remaining d samples. This is an 615 attractive approach for the current problem since sGC is biased as a function of 616 the number of trials. Thus, by selecting d to be half the data, the bootstrap sGC 617 will have equal trial numbers yielding equivalent bias across training and testing 618 groups and between contingencies. Since the number of contingency 1 and 619 contingency 2 trials was not exactly equal, each bootstrap resample used 620 selections with an n equal to the contingency with the lowest number of trials. 621
The delete-d jackknife is computed according to the following formula: 622
where n is the number of trials, is the total number of possible selections of 623 d elements that can be made from n, * is the statistic computed on each of 624 the possible subsets, and * • is the mean of that statistic over subsets. In the 625 current case of approximately 10 000 trials per monkey, the number of possible 626 subsets is effectively infinite. However, Shao (1989) has demonstrated that a 627
Monte Carlo approach known as the jackknife-sampling variance estimator 628 (JSVE) well approximates the variance of the estimator. The standard error 629 based on the JSVE method is estimated as: 630
where M is a random number of subsets of d selected from the total possible. 631 Shao (1989) shows that even when M is dramatically smaller than the total 632 number of possible selections, the JSVE still outperforms a number of estimators, 633 such as the bootstrap. Supplementary Fig 1 shows that Classification accuracy ± s.e.m. based on V1-extrastriate top-down narrow-beta-916 band sGC peak magnitudes (left group) and randomly selected sGC magnitudes 917 between 5 and 50 Hz (right group). The top-down sGC peak-based classifier 918 significantly exceeded chance (dashed line) for M1 (76%, t(10177) = 2.05, p = 919 0.020) and M2 (82%, (t(8266) = 2.70, p = 0.004). The SVM classifiers based on 920 randomly selected magnitudes were near the chance level (50%). 
