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The isovalently doped high-Tc superconductor BaFe2(As1−xPx)2 is characterized by a rich
temperature-doping phase diagram, which includes structural, antiferromagnetic, and supercon-
ducting phase transitions. In this work, we use photomodulated reflectance at 1.5 eV to detect
the onset of linear birefringence in the normal state, and by inference, the breaking of four-fold
rotational (C4) symmetry. We find that C4 breaking takes place in the normal state over a range of
x that spans the optimal P concentration, unlike the line of orthorhombic-tetragonal and magnetic
phase transitions, which terminates at, or just below, the optimal value of x.
The discovery of superconductivity in the iron pnic-
tides [1–4] has opened promising new directions in the
effort to fully understand the phenomenon of high-Tc su-
perconductivity. Of particular note is the possible close
connection between superconductivity and nematicity in
both the iron pnictide and the copper oxide materials [5].
In the context of electronic properties of crystalline sys-
tems, nematicity denotes the lowering of four-fold to two-
fold rotational symmetry C4 → C2 without loss of dis-
crete translational symmetry [6]. Hope abounds that the
development of a clear picture of the interplay between
superconductivity and nematicity will yield further in-
sight into the high-Tc problem.
The BaFe2(As1−xPx)2 (P:Ba122) system has been the
focus of significant attention because isovalent doping,
that is, substitution of P for As, generates an iron-
pnictide superconductor with less disorder than doping
on the Fe site. Moreover, evidence for a nematic quan-
tum critical point in P:Ba122 near optimal doping has
been reported [7]. A quantum critical point is defined
by a continuous phase transition at zero temperature,
requiring in this system a characteristic line of true sym-
metry breaking to terminate beneath the superconduct-
ing dome. In P:Ba122, C4 symmetry is apparently bro-
ken along a line of simultaneous spin-density-wave and
tetragonal-to-orthorhombic structural transitions, Ts(x),
that penetrates the superconducting dome just below op-
timal doping [8–12]. While the intercept of Ts(x) with the
T = 0 axis is a candidate nematic quantum critical point,
torque magnetometry measurements complicate this pic-
ture by suggesting that C4 symmetry is broken along a
line, Tnem(x) that extends beyond optimal doping and
well into the overdoped regime [13].
Clearly, C4 symmetry cannot be broken first at Tnem
and again at Ts. One resolution of this apparent paradox
is to suggest that Tnem marks the onset of strong nematic
fluctuations, which couple with residual uniaxial strain in
the crystal to mimic spontaneous symmetry breaking. In
this case the order parameter would be expected to show
a gradual onset with decreasing T , following the Curie-
like nematic susceptibility [10]. However, a second pos-
sibility is that C4 is indeed broken at Tnem, but that the
crystal lattice interacts very weakly with nematic order,
such that the amplitude of the orthorhombic lattice dis-
tortion is below the detection limit. A realization of this
possibility in a different materials system is the breaking
of C4 symmetry in Sr3Ru2O7 [14], where the accompany-
ing lattice distortion is more than 100 times smaller than
occurs below Ts in iron pnictides [15]. A distinguishing
feature of this scenario is that the onset of symmetry
breaking would be abrupt rather than following a power
law in T − Ts. Here we report a sharp onset of opti-
cal birefringence at temperatures above Ts(x), indicating
static long-range C4 symmetry breaking along a line in
the phase diagram that extends across the dome of super-
conductivity and is distinct from the structural/magnetic
phase boundary that terminates near optimal doping.
The optical birefringence is observed by a form of mod-
ulation spectroscopy in which a weak laser pulse per-
turbs the equilibrium reflectance R and the subsequent
change in reflectance, ∆R(t), is measured by a time-
delayed probe pulse. Although this pump/probe tech-
nique is often applied to measurements of the lifetime of
photoinduced quasiparticles [16–19], in this work we fo-
cus on the amplitude of ∆R near zero time-delay, empha-
sizing its dependence on temperature and polarization
of the probe. Detecting the photomodulated reflectance
is closely related to thermo- and electroreflectance spec-
troscopy, techniques that have long been used to enhance
weak structure in R [20]. In the case of photomodulated
reflectance, the perturbation is a scalar quantity (the en-
ergy, u, absorbed from the pump pulse), so ∆R is a rank
two response tensor like R itself.
Our initial measurements of ∆R on the P:Ba122 sys-
tem revealed a strong dependence of its amplitude, and
even sign, on the position of the laser beam with respect
to the sample. To begin to characterize the spatial inho-
mogeneity we registered each position on a sample with
respect to an optical landmark on the sample mount us-
ing a high-resolution video feed, allowing us to define
beam position to a precision of 5 µm, which is small com-
pared to the 50 µm beam spot. We then used this optical
landmarking capability to generate maps of the spatial
variation of ∆R. The measurements were performed us-
ar
X
iv
:1
50
7.
03
98
1v
2 
 [c
on
d-
ma
t.s
up
r-c
on
]  
24
 Ju
l 2
01
5
2ing 100 fs pulses from a mode-locked Ti:Sapphire laser at
80 MHz repetition rate, 800 nm center wavelength, and
1 µJ/cm2 fluence.
Figure 1(a) shows a picture of an underdoped (x =
0.24) sample overlaid with a false-color map of the am-
plitude of ∆R/R near zero time delay, measured with
polarization of the probe beam parallel to one of the Fe-
Fe bond directions that define the orthorhombic principal
axes. We refer to these axes, for brevity, as the a and b
axes. The contrast revealed by linear polarization of the
probe suggests that the origin of the spatially inhomoge-
neous response is the presence of birefringent domains.
Figs. 1(b) and (c) show line cuts of ∆R/R maps for
probe polarization parallel to the a and b axes, measured
at T = 22 K and 6 K, respectively, for an optimally doped
(x = 0.31) sample. Here the photomodulated reflectance
indicates strong birefringence in a sample that does not
exhibit a structural transition in the normal state. The
scans reveal another surprising feature: the birefringence
of ∆R/R manifests as sign reversal under a rotation of
the linear polarization of the probe light from the a to the
b crystallographic direction. By measuring ∆R/R as a
function of the direction of linear probe polarization, we
have confirmed that the principal optical axes correspond
with the Fe-Fe bond direction within 2◦.
The observation that ∆R changes sign under pi/2 rota-
tion of the probe polarization greatly clarifies the origin of
the observed spatial inhomogeneity. We infer that regions
of the sample where ∆R is relatively small are those in
which many orthogonally oriented domains lie within the
focal spot of the probe. Conversely, areas with large and
relatively homogeneous ∆R correspond either to regions
with predominately one of the two possible orientations.
We note that, overall, similar phenomena were observed
in a detailed study of ∆R in the Ba(Fe1−xCox)2As2 [21],
although, as we detail below, the T dependence of bire-
fringence in the two systems appears to be different.
To map the time and temperature dependence of the
single domain response we used our landmarking capa-
bility to fix the probe beam on a spot in a homogenous
region as the sample is cooled. Figure 2 shows traces
of ∆R/R vs. time delay, t, measured on an optimally
doped (x = 0.31) sample for several temperatures, while
maintaining the sample position fixed as described above.
These data reveal that ∆R(t)/R comprises two distinct
components that decay on different timescales, both of
which change sign with rotation of probe polarization.
An overview of the dependence of the two components
of ∆R/R on time and temperature is presented using
false-color images in the first column of Fig. 3. The three
rows correspond to underdoped, optimal, and overdoped
samples (x = 0.24, 0.31, and 0.37, respectively). The
temperature dependence was measured while maintain-
ing the laser spot at a fixed position in a homogeneous
region of the sample. The color plots help to visualize the
main features of the modulation in reflectance: (i) ∆R
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FIG. 1. Spatial variation of ∆R/R in the underdoped (x =
0.24) and optimal (x = 0.31) samples. In (a), the under-
doped sample is pictured with orthorhombic principal axes
and scale indicated in white, and a color map of ∆R/R at
6 K is overlaid. Open circles indicate points where data were
collected. The sign of ∆R is opposite in the red and blue re-
gions, suggesting that they are preferentially populated with
oppositely-oriented C4-breaking domains. Panels (b) and (c)
show ∆R/R as a function of position x0 along a line in the
optimal sample at 22 K (b) and 6 K (c) and with probe along
the a-axis (red triangles) and b-axis (blue circles). Again, the
variation in signal strength and sign indicates changes in the
relative population of a- and b-oriented domains in the beam
spot.
is below our detection sensitivity at room temperature,
(ii) a single, short-lived component appears upon cooling
at a well-defined temperature in the normal state, and
(iii) an additional, long-lived component appears upon
entering the superconducting state.
The second column of Fig. 3 contrasts the temperature
dependence of ∆R for two orthogonal linear polarizations
of the probe. To enhance signal-to-noise ratio, we plot
Σ(T ), defined as ∆R(t, T )/R averaged over t in the in-
terval from 0 to 5 ps. For all samples, the photomodula-
tion of ∆R appears abruptly in the normal state. In the
x = 0.24 and x = 0.31 samples, as soon as ∆R appears it
changes sign under pi/2 rotation of the polarization of the
probe; that is, there is no range of T where a C4 symmet-
ric ∆R is observed. The second component that emerges
near the superconducting transition temperature has the
same sign as the normal state component in the under-
doped sample, but the opposite sign in the optimal and
overdoped samples, a feature of the data that we return
to below.
Next we address two questions raised by the measure-
ments described above: (1) why does the breaking of C4
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FIG. 2. Transient ∆R/R response in the optimally doped
(x = 0.31) sample with probe along a-axis (a) and b-axis (b),
shown at several representative temperatures labeled in (a).
The response along the a-axis is opposite in sign to that along
the b-axis. At intermediate temperatures, the response has a
strong two-component character.
symmetry manifest as a sign reversal of ∆R(T )/R under
pi/2 rotation of probe polarization, and (2) why do the
onset temperature of nonzero ∆R/R and its sign rever-
sal property coincide in the underdoped and optimally
doped samples? Photomodulation of R can occur in any
material when optical excitation perturbs the single par-
ticle Fermi-Dirac or Bose occupation factors, causing a
change in the optical conductivity or dielectric function.
However, in systems that are near a phase transition, a
distinct source of ∆R is photoinduced weakening of an
order parameter, as has been demonstrated in a wide
variety of superconductors, magnets, and charge-density
wave systems [22]. From the sign reversal property of
∆R/R described above, we infer that weakening of an
order parameter that breaks C4 symmetry is the source
of the photomodulation of R.
Below we describe more quantitatively the main fea-
tures of ∆R that follow from photomodulation of an or-
der parameter that breaks C4 symmetry. We assume
for the sake of specificity that the symmetry breaking
is a manifestation of orbital order, that is, a splitting
of the bands originating from Fe dxz and dyz orbitals,
as has been seen by ARPES [23]. At optical frequency
ω the equilibrium optical reflection amplitude r(ω) will
have a contribution, rd(ω), from dxz and dyz states near
the Fermi level, in addition to a background contribution
from other bands, rb(ω), such that r(ω) = rb(ω) + rd(ω).
If orbital order induces a splitting of the d-related bands
by ~Ω, their contribution will undergo a polarization-
dependent shift, where, for example rdx(ω) = rd(ω+Ω/2)
and rdy(ω) = rd(ω − Ω/2).
While the change in rd(ω) that results from this shift
can be difficult to observe, particularly when the spec-
tra are broad, modulation spectroscopy can enhance the
order parameter-related features relative to the back-
ground. We assume (1) that the fractional change in
the order parameter, −δΦ/Φ, caused by photoexcitation
is proportional to the absorbed pump photon energy u,
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FIG. 3. Transient ∆R/R response in underdoped (x = 0.24),
optimally doped (x = 0.31), and overdoped (x = 0.37)
BaFe2(As1−xPx)2. (a-c) False color plots of the time and
fixed-spot temperature dependence of ∆R/R. (d-e) Fixed-
spot temperature dependence of ∆R/R averaged over the
time delay window 0 < t < 5 ps with probe along a-axis
(red triangles) and b-axis (blue circles).
and (2) that Ω ∝ Φ. We parameterize these proportional
relations by writing −δΦ/Φ = αu and Ω(T ) = βΦ(T ).
Under these assumptions, the photomodulation of the
reflection amplitude is given by
∂rdx,dy(ω)
∂u
= (+,−)αβ
(
∂rd(ω)
∂Ω
)
Φ(T ). (1)
Equation 1 shows that photomodulation of the splitting
of bands associated with the dxz and dyz orbitals ac-
counts for the sign-changing property of ∆R. The abso-
lute magnitude of ∆R will be equal for the two polariza-
tions if the shift of the bands is equal and opposite, as
was assumed for simplicity above. In general |∆R| will
be different for the two polarizations, as is the case for
the data shown in Fig. 3. Note that Eq. 1 predicts that
the modulated reflectance is directly proportional to the
C4 breaking order parameter.
Another striking feature of the data is that, for the
samples with x = 0.24 and x = 0.31, |∆R(T )| for the
two orthogonal polarizations are proportional over the
entire T range, despite the fact that there are two com-
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FIG. 4. Temperature-doping phase diagram indicating struc-
tural/magnetic (blue circles) and superconducting (red cir-
cles) phase boundaries from resistivity measurements. Green
squares indicate the onset of broken C4 symmetry as detected
by birefringent photomodulated reflectance and open circles
mark the samples studied via both techniques. The hashed
green line indicates the nematic transition observed in [13].
ponents arising from distinct phases. This observation
strongly suggests that ∆R arises from photomodulation
of the same band splitting Ω in both the normal and
superconducting states. If the photomodulation of the
superconducting order, Ψ, obeys δΨ/Ψ = −αΨu, then a
coupling of the form Ω(T ) = βΨΨ(T ) yields an overall
temperature dependence
∆Ra,b(T ) ∝ (+,−)
(
∂rd(ω)
∂Ω
)
[αβΦ(T ) + αΨβΨΨ(T )],
(2)
which has the property that ∆R is proportional for the
two polarizations. Note that a nonzero βΨ coefficient
arises naturally when the C4 breaking and superconduct-
ing orders are coupled, such that δΨ ∝ δΦ. The observa-
tion, mentioned above, that the relative sign of the two
components of ∆R changes with x can be explained by
assuming that the interaction of the two forms of order
is attractive below optimal doping and repulsive above.
Figure 4 shows a phase diagram of the P:Ba122 system
in the T − x plane that is based on characterization of a
large set of samples with 0 < x < 0.58. The circles in-
dicate phase transitions as determined by transport and
magnetic susceptibility measurements. The lines labeled
Ts and Tc agree well with previously established bound-
aries of an orthorhombic phase with stripe-like antiferro-
magnetic order and superconductivity, respectively [12].
The hashed line labeled Tnem indicates where Kasahara
et al. reported the onset of C4 breaking in magnetic sus-
ceptibility [13]. Finally, the solid squares indicate where
we observe the onset of birefringence in four samples se-
lected from the larger group for optical measurements
(the open circles indicate the temperature of strong fea-
tures in the resistivity for these samples).
From the perspective of the overall phase diagram,
the onsets of C4 symmetry breaking observed by pho-
tomodulation are quite surprising, as they appear to de-
fine a line distinct from the tetragonal-to-orthorhombic
phase transition. As mentioned above, the same sym-
metry cannot be broken at two temperatures. One way
around this difficulty is to suppose that, while sponta-
neous C4 symmetry breaking takes place only at Ts(x),
strain-induced birefringence can be observed at higher
temperatures as consequence of the large nematic sus-
ceptibility. This is the conclusion reached from photo-
modulated reflectance data in Ba(Fe1−xCox)2As2 [21],
where birefringence was also observed at temperatures
well above Ts. In that work it was suggested that uni-
axial strain could result from the combination of surface
inhomogeneity in the form of terraces and laser heat-
ing. However, whereas the temperature dependence of
birefringence in Ba(Fe1−xCox)2As2 is consistent with a
power-law susceptibility, the onsets that we observe in
the P:Ba122 system appear to be much sharper.
The second possible resolution, that C4 symmetry is
in fact spontaneously broken at the onset of optical
birefringence, requires a reinterpretation of the transi-
tion at Ts(x). As C4 symmetry is already broken, this
transition would correspond uniquely to the breaking of
time-reversal symmetry. The striking manifestations of
anisotropy that appear at Ts(x) would then be inter-
preted as the amplification of the preexisting C4 breaking
by coupling of the lattice to spin degrees of freedom. Fu-
ture experiments can distinguish these two scenarios by
measuring the strain dependence of the optical birefrin-
gence, whereby a continuous phase transition would be
revealed by a divergent susceptibility.
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