In this paper, we will construct and analyze a multigrid algorithm that can be applied to weighted Hpdivq problems on a two-dimensional domain. These problems arise after performing a dimension reduction to a three-dimensional axisymmetric Hpdivq problem. We will use recently developed Fourier finite element spaces that can be applied to axisymmetric Hpdivq problems with general data. We prove that if the axisymmetric domain is convex, then the multigrid V-cycle with modern smoothers will converge uniformly with respect to the meshsize.
Introduction
LetΩ Ă R 3 be an axisymmetric domain, i.e.,Ω is obtained by rotating Ω Ă R 2 " tpr, zq P R 2 : r ě 0u around the z-axis. Throughout this paper, we will assume thatΩ is convex. The Hilbert space Hpdiv,Ωq consists of square integrable vector-valued functions defined onΩ whose divergence is also square integrable. The inner product on this space is given by pu, vq L 2 pΩq`p div u, div vq L 2 pΩq , where p¨,¨q L 2 pΩq denotes the usual L 2 -inner product. Consider the following axisymmetric Hpdivq-problem: find u P Hpdiv,Ωq such that (1.1) pu, vq L 2 pΩq`p div u, div vq L 2 pΩq " pF , vq L 2 pΩq for all v P Hpdiv,Ωq.
Numerical methods that can be applied to problems like (1.1) on general 3D domains (not necessarily axisymmetric) have many applications, see [1, section 7] and [24] for example, and multigrid methods for these problems have been constructed and studied in [2] and [20] . For problems defined on an axisymmetric domain such as (1.1), one can use a Fourier series decomposition to change the three-dimensional (3D) problem into a sequence of two-dimensional (2D) problems defined on the meridian domain Ω Ă R 2 . Fourier Finite Element Methods (Fourier-FEMs) can be used to approximate each Fourier-mode of the solution u by using a suitable FEM. Such dimension reduction is an attractive feature considering computation time, but the resulting weighted 2D problems are quite different from the corresponding unweighted problems as we will see in the next section. The appropriate weighted spaces include functions with singularities at the axis of rotation, so the analysis of such weighted problems require special attention. When the data function F in (1.1) is independent of the rotational variable θ when written in terms of cylindrical coordinates, then the solution u is also independent of the θ-variable, and only the zero-th Fourier mode of u is alive. In most applications, however, F is dependent on the θ-variable, so u has non-vanishing higher order Fourier-modes. In this paper, we construct and analyze a multigrid algorithm that can be applied to weighted 2D-problems arising from (1.1) that provide an approximate solution to each k-th Fourier mode of the exact solution u for |k| ě 1.
Multigrid methods for axisymmetric Hpcurlq problems have been studied in the past. Multigrid for the azimuthal problem was analyzed in [18] , and another multigrid analysis was done by using line relaxations in [6] . In [15] , a multigrid analysis for the V-cycle algorithm was done for the meridian problem by using the smoothers in [2] and [21] . To our knowledge, multigrid methods for axisymmetric Hpdivq problems have not been studied yet. All of the above mentioned papers are assuming that not only the 3D domain is axisymmetric but also the data given in the problem is axisymmetric as well. One reason for this was perhaps the lack of commuting projections associated with axisymmetric problems with general data. This difficulty was overcome in [30] where the author constructed a new family of Fourier-finite element spaces whose interpolation operators satisfy a commuting diagram property. Therefore, in this paper, we will use the H r pdiv k q-conforming finite element space for |k| ě 1 constructed in [30] to construct and analyze a multigrid V-cycle that can be applied to weighted 2D-problems arising from (1.1). We will follow the framework of [2] for the multigrid analysis.
This paper is organized as follows: in section 2, we will give an overview on Fourier-FEMs and state the weighted problem of interest. We will also summarize the definitions of some needed weighted spaces and a family of Fourier finite element spaces along with commuting projections onto those spaces. In section 3, we prove better error estimates for the commuting projections constructed in [29] . The new ideas taken here is in the construction and use of operators that have appropriate error estimates in the weighted L 2 -space with the measure r 3 drdz instead of the usual rdrdz. This will help us deal with the multiple 1{r terms appearing in the interpolation operators used in [30] . In section 4, a weighted mixed formulation that will be helpful in the multigrid analysis will be studied, and in the following two sections, the multigrid V-cycle algorithm will be introduced and analyzed. Finally, in section 7 numerical results that support the mathematical theory established in this paper are provided followed by a section with concluding remarks. Some technical proofs are included in the Appendix (section 9) to improve the readability of the paper.
Preliminaries
In this section, we summarize definitions of weighted spaces as well as Fourier finite element spaces. We will also state the weighted problem of interest.
Iff is a function defined onΩ that is independent of the θ-variable, then ż ż żΩf pr, θ, zq 2 dV " 2π
ż ż Ω f pr, zq 2 rdrdz, wheref and f are functions defined onΩ and Ω respectively with the same formula. Therefore, we are interested in the weighted L 2 -space defined by
This is a Hilbert space with the inner-product being pu, vq r " ż ż Ω uvrdrdz, and the induced norm will be denoted by }¨} L 2 r pΩq . In general, we will use }¨} X to denote the norm of the Hilbert space X. Notice that
In general, we may define a weighted L 2 -space in the following way:
with the associated norm
In this paper, we will be mainly using α " 1, but α " 3 and α "´1 will be used in some places. Since these are the only three α values that will be used, we will simply write L 2 r pΩq, L 2 r 3 pΩq, and L 2 1{r pΩq respectively to denote these spaces. Let
Then, we define H 1 r pΩq " tu P L 2 r pΩq : grad rz u P L 2 r pΩqu, H 1 r pΩq " H 1 r pΩq X L 2 1{r pΩq, and the associated norm for these spaces are
1{r pΩ1{2 . We will use Γ 1 to denote the boundary of Ω that is not on the axis of symmetry, i.e., the rotation of Γ 1 returns BΩ, and Γ 0 to denote the part of BΩ that is on the axis of symmetry, i.e., Γ 0 " BΩzΓ 1 . Then H 1 r,0 pΩq denotes the closed subspace of H 1 r pΩq with vanishing trace on Γ 1 . In general, we will use H l r pΩq to denote the subspace of L 2 r pΩq that consists of functions whose distributional derivatives of order l and under also belong in L 2 r pΩq. Furthermore, H 1 1{r pΩq will be used to denote the space of functions in L 2 1{r pΩq whose gradient also belongs in L 2 1{r pΩq. Similarly, H 1 r 3 pΩq denotes the subspace of L 2 r 3 pΩq whose gradient is also in L 2 r 3 pΩq. We will use boldface to denote vector-valued functions as well as functions spaces consisting of vector-valued functions. For simplicity, B r will be used instead of B Br , etc. For v " pv r , v θ , v z q T , we use v rz to denote pv r , v z q T . Many authors have previously studied axisymmetric problems with general data through a Fourier series decomposition. (See [5, 19, 27, 28, 10, 11, 12, 29] for example.) Since each Fourier mode is obtained by taking an integral with respect to θ, each Fourier mode is only dependent on variables r and z, and thus by using the axial symmetry of the 3D domainΩ and a truncated partial Fourier series, one can reduce the 3D problem into N 2D problems. We use the term Fourier-FEMs when each Fourier-mode of the solution is approximated by using a suitable FEM.
For scalar-valued functions, the Fourier series decomposition takes the following form:
For a vector-valued function, first write u " u r e r`uθ e θ`uz e z by using the cylindrical basis e r , e θ , and e z . Then, u " u s`ua where
Next, consider the usual divergence operator in cylindrical coordinates:
Now consider applying this operator to (2.1). Then, each k-th order Fourier mode in div u decouple from one another in a weak formulation, and the resulting divergence formula that affects the k-th Fourier mode is
We then define the following weighted Hpdivq space for the k-th Fourier mode:
H r pdiv k , Ωq " tu P L 2 r pΩq : div k rz u P L 2 r pΩqu. This is a Hilbert space with the inner product being Λ k pu, vq " pu, vq r`p div k rz u, div k rz vq r . Let C h be a finite element subspace of H r pdiv k , Ωq that will be introduced shortly. Define
In this paper, we construct and analyze a multigrid algorithm that can be applied to (2.2) . The analysis done in this paper holds true for any fixed integer |k| ě 1, so we assume that the Fourier-mode k is fixed. For simplicity of notation, we will write Λ instead of Λ k . The norm induced by Λp¨,¨q is denoted by }¨} Λ . Through a similar process, one also obtains the following grad and curl formulas that affects the k-th Fourier mode:
and we get the following Hilbert spaces:
Next, let and define H r,0 pgrad k˚, Ωq " tu P L 2 r pΩq : grad kr z u P L 2 r pΩq and u " 0 on Γ 1 u, H r,0 pcurl k˚, Ωq " tu P L 2 r pΩq : curl kr z u P L 2 r pΩq and u rz¨t " 0, u θ " 0 on Γ 1 u.
As usual, t denotes the unit tangent vector along Γ 1 . Then grad kr z and curl kr z are adjoints operators of´div k rz and curl k rz respectively [29, Theorem 7.1] in the following sense:
Next, let T h be a finite element triangulation of Ω that satisfies the usual geometrical conformity conditions [13] . We now summarize the family of Fourier finite element spaces constructed in [30] . First define the following polynomial spaces:
, .
-,
-.
We are interested in the following Fourier finite element spaces:
Note that B h and C h are dependent on k. It was proved in [30, Theorem 4.1] that these Fourier finite element spaces are conforming and the corresponding interpolation operators satisfy the so-called commuting diagram property with error estimates. We note that B h was constructed separately in [23, 22] . Furthermore in [29] , a set of projectors r pΩq (or L 2 r pΩq) that satisfy the following properties: (1) Commutativity. The operators make the following diagram commute:
In this paper, we will mainly use the projection Π d,k h onto C h . While the original interpolation operator used in the construction of C h in [30] satisfy error estimates, that interpolation operator requires more regularity on the function than necessary. Therefore, in the next section, we will construct another projection onto C h to show that
Error Estimates for Commuting Projections
In this section, we will construct another interpolation operator onto C h to obtain better concrete error estimate for Π d,k h . The following result can be found in [30, Proposition 3.3] .
Proposition 3.1. The following finite element pΣ k , K, P k q is unisolvent and conforming in H r pdiv k , Ωq.
‚ K: triangle with vertices a i , edges e i , and normal vectors n i ,
Notice that u rz " pu r , u z q T is being projected onto the lowest order Raviart Thomas space [31] , while ku θ´ur r is being projected onto the piecewise constant space. The degrees of freedom used above to do so does not take into consideration that the functions that we are applying the corresponding interpolation operator (denoted by I d,k h ) come from weighted function spaces. Therefore, the error estimates one gets for I d,k h in [30, Theorem 4.1] requires u r , u z , and ku θ´ur r to be in the space H 2 r pΩq which is known to be continuously embedded in L 2 pΩq [25] .
In [16, Lemma 5.3] an interpolation operator onto the lowest order Nédélec space [26] that is continuous on H 1 r pΩq was constructed, and a projection onto the same space that is continuous on L 2 r pΩq was constructed in [17] as well. Employing a similar idea, one might consider taking the L 2 r -orthogonal projection of ku θ´ur r instead of the standard L 2orthogonal projection in Proposition 3.1, but this does not solve the issue of the regularity condition being posed on ku θ´ur r instead of ku θ´ur for example. As demonstrated in the proof of the following theorem, the trick is to use the weight r 3 instead of the usual weight r. This is because as in Proposition 3.1, a projection will be applied to ku θ´ur r that involves a 1 r -terms and
Let H 1‹ r,k pΩq denote the space tu P H 1 r pΩq : ku θ´ur P L 2 1{r pΩqu. Then we have the following theorem. 
where epaq is an edge associated with a vertex a on Γ 0 that is not on Γ 0 , and div rz u " B r u r`Bz u z .
Note that the degrees of freedom (3.2) are the same as the ones used in [ 
whereσ i denotes the local degrees of freedom corresponding to (3.2), ξ i " pξ r i , ξ z i q T is the local basis for the lowest order Raviart Thomas space associated with e i , and χ K denotes the constant function one on triangle K.
For any edge e in T h , let ∆ e denote the union of two triangles that share e as a common edge, and let h e denote its diameter. Then from [4, Lemma 5] we get
where P 0 " ta : a P Ru. By replacing r by r 3 in the proof of [4, Lemma 5] before applying Young's inequality, this result extends to the following:
As in [4, Lemma 5] , this remains true when ∆ e is replaced by any triangle K as well:
where h K is the diameter of K.
Next, we say that a triangle is type 1 or type 2 if it intersects Γ 0 at one vertex or two vertices resepctively, and we call a triangle type 3 if it does not intersect Γ 0 at all. If K is a type 1 triangle, let D K denote the union of all triangles connected to the one vertex of K that is on Γ 0 . If K is of type 2, then D K denotes the union of the two vertex patches of the two vertices of K that is on Γ 0 . For type 3 triangles, D K is simply equal to K.
Then, for any triangle K P T h , we have (3.6)
The last inequality is using the fact that the error of the L 2 r 3 -orthogonal projection is bounded by the best approximation error in the L 2 r 3 -norm. Direct calculation shows that (3.7)
| kv θ´vr r | H 1 r 3 pKq ď }kv θ´vr }H1 r pKq . Therefore, by (3.6) and (3.7), and summing over all triangles as usual, we conclude that
Next, let H 1r ,k pΩq " tv P H 1 r pΩq : kv z , kv r`vθ P L 2 1{r pΩqu. Then, by using a similar idea as in the proof of Theorem 3.1 and Clément operators [14, 25, 4] , we get the following error estimate for the commuting projector Π c,k h .
The proof of Theorem 3.2 can be found in the Appendix. It uses the L 2 r 3 -orthogonal projection when constructing a weighted Clément-type operator.
A Weighted Mixed Problem
For the multigrid analysis in section 6, we need to study the following weighted mixed problem:
find pz, pq P H r pdiv k , ΩqˆL 2 r pΩq such that (4.1) pz, wq r´p div k rz w, pq r " 0 for all w P H r pdiv k , Ωq, pdiv k rz z, sq r " pf, sq r for all s P L 2 r pΩq. This mixed problem is the weighted Poisson equation with Dirichlet boundary conditions, and p is the solution of
where ∆ pkq " div k rz grad kr z . The mixed problem (4.1) has been studied in [29] as one of the axisymmetric Hodge Laplacian problems. It follows from [29, Theorem 3.1] that (4.1) is well-posed and that }z} H r pdiv k ,Ωq`} p} L 2 r pΩq ď C}f } L 2 r pΩq . In [11] , more detailed regularity results were given for the solution of (4.2). For our multigrid analysis, we further prove the following regularity result. Next, notice that z "´grad kr z p, and consider the complex vector-valued function q " pz r , iz θ , z z q T . Then, by direct calculation, one can show that
The boundary conditions in (4.3) are true since p " 0 on Γ 1 . Therefore, q P X pkq pΩq :" tv P L 2 r pΩq : curl k v P L 2 r pΩq and div k v P L 2 r pΩq and v rz¨t " 0 and v θ " 0 on Γ 1 u. Next, we consider the following discrete version of (4.1):
pdiv k rz z h , s h q r " pf, s h q r for all s h P D h . Stability and convergence results of (4.4) were proved in [29, Theorem 4.1] . We prove a more concrete error estimate here. Theorem 4.2. Suppose pz, pq P H r pdiv k , ΩqˆL 2 r pΩq solve (4.1) and pz h , p h q P C hˆDh solve p4.4q. If f P D h , we have the following error estimates for all |k| ě 1: .7), " pz´z h , ǫ z,h´ǫz q r by (4.5).
Therefore,
where in the last inequality, we are using the first estimate of the Theorem twice. This completes the proof of the second estimate of the Theorem.
The Multigrid Algorithm
We consider a sequence of nested meshes T " tT 1 , T 2 ,¨¨¨, T L u for the multigrid algorithm. In particular, T 1 is the coarsest level mesh, and T l is obtained by connecting the midpoints of all edges in T l´1 for l " 2, 3,¨¨¨, L. Throughout this paper, we assume that T satisfy this property. Let C l denote the discrete space C h on the l-th level mesh. Define Λ l : C l Ñ C l in the following way:
Since we are assuming that |k| ě 1 is fixed, we write Λ l instead of Λ k l for simplicity of notation as we are doing for Λ k . In order to approximate the solution u P H r pdiv k , Ωq that satisfies Λpu, vq " pf , vq r for all v P H r pdiv k , Ωq, the multigrid algorithm presented here will solve Λ L u L " f L on the finest level mesh by using the sequence of meshes T . The right-hand-side function f L denotes the usual representation of the data function . Multigrid will use the sequence of meshes T to provide a solution in C L .
For the multiplicative subspace correction method, we will use the following subspace decomposition of C l as in [2] :
where V l denotes the set of mesh vertices in the l-th level mesh, D ν denotes the vertex patch of ν P V l (the union of all triangles that have ν as a vertex), and C ν l " tw l P C l : supppw l q Ă D ν u. We will use the decomposition (5.1) to construct additive and multiplicative subspace correction methods. We will present here the block Gauss-Seidel type multiplicative smoothing iteration u i`1 " gspu i , f q. Let C l,j for j " 1, 2,¨¨¨, N l be the enumeration of subspaces appearing in the subspace decomposition (5.1) where N l is the number of vertices in T l . Then, define Λ l,j : C l,j Ñ C l,j as pΛ l,j v, wq " Λpv, wq for all v, w P C l,j , and Q l,j as the L 2 r -orthogonal projection onto C l,j . Similarly, we will use Q l to denote the L 2 r -orthogonal projection onto C l . Algorithm 5.1. (multiplicative smoothing) Given u i P C l , u i`1 " gspu i , f q in C l is computed in the following way:
(1) Set u (3) Set u i`1 " u pN l q i . Standard arguments show that u i`1 " gspu i , f q can be rewritten as
where P l,j denotes the orthogonal projection onto C l,j with respect to the Λp¨,¨q-inner product. Now we are ready to state the multigrid algorithm.
Algorithm 5.2. (Multigrid V-cycle) Given u and f in C l , define the output mg l pu, f q in C l by the following recursive procedure:
(1) Set mg 1 pu, f q " Λ´1 1 f .
(2) For l ą 1, define mg l pu, f q recursively:
The V-cycle iterates x i`1 " mg l px i , f q, approximating x " Λ´1 l f , are connected through a linear error reduction operator E l , i.e., (5.2) x i`1´x " E l px i´x q.
(See [8] for details.) The following theorem is the main result of this paper.
Theorem 5.1. Assume thatΩ Ă R 3 is convex. Then, for any fixed integer |k| ě 1, there exists 0 ă δ ă 1 independent of the meshsize and refinement level that satisfies 0 ď ΛpE l u, uq ď δΛpu, uq for all u P C l and all l ě 1.
This theorem together with (5.2) implies that the multigrid V-cycle will converge to the exact solution and that the convergence rate is independent of the meshsize h. The proof of Theorem 5.1 is given at the end of the next section after the necessary tools are developed.
Multigrid Analysis
This section is devoted to proving Theorem 5.1. Following the standard abstract framework for multigrid analysis [2, 7, 8, 9] , we will verify the two conditions stated in the following lemma. We closely follow the steps introduced in [2] to accomplish this task. All results proved in this section holds true for any fixed integer |k| ě 1, and P l denote the orthogonal projection onto C l with respect to the Λp¨,¨q-inner product. Lemma 6.1. Theorem 5.1 follows from the two conditions below:
(1) Existence of a stable decomposition: There exists a constant C 1 ą 0 independent of the meshsizes and l, such that for all v in pI´P l´1 qC l , there is a decomposition v "
Λpv j , v j q ď C 1 Λpv, vq.
(2) Limited interaction: There exists a constant C 2 ą 0, independent of l, such that
Λpw m , w m q¸1 2 for all v j P C l,j , w m P C l,m , and l ě 1.
The two conditions in Lemma 6.1 are proved at the end of this section. It was shown in [30] that the following family of Fourier finite element spaces form an exact sequence:
Let grad k h : D h Ñ C h denote the L 2 r -adjoint of the map of´div k rz : C h Ñ D h , i.e., p´div rz v h , s h q r " pv h , grad k h s h q r for all v h P C h and s h P D h .
Then, due to the exactness of (6.1), we have the following discrete Helmholtz decomposition [30] and [29, page 10] :
When discussing two consecutive level meshes and the corresponding finite element spaces C l´1 and C l , for example, we will use H to denote the meshsize on C l´1 and h to denote the meshsize on C l . Since we obtain the next level mesh by connecting the midpoints of all edges in the previous level mesh, we have that H " 2h. C H and C h will often be used in place of C l´1 and C l respectively. D H and D h are connected in a similar way. Recall that Π S h is the L 2 r -orthogonal projection on to D h , and similarly Π S H is the L 2 r -orthogonal projection on to D H . With this notation, we have the following lemma. Lemma 6.2. For all p h P D h , we have
Proof. Given p h P D h , define z P H r pdiv k , Ωq and p P L 2 r pΩq as the solution of (4.1) with f "´div k rz grad k h p h P D h . Then, z h "´grad k h p h P C h and p h P D h will be the solution of (4.4) with the same f . By triangle inequality, we have } grad kr z p} L 2 r pΩq ď } grad k h p h } L 2 r pΩq , and thus (6.4) is proved by (6.5)-(6.7).
To bound the first term appearing on the right hand side of (6.3), we will next show that (6.8) }p h´p } L 2 r pΩq ď Ch} grad k h p h } L 2 r pΩq .
Since orthogonal projections have unit norm, (6.8) will also prove that ( [29, Proposition 5.1] . Therefore, by (6.10) and (6.4), we have
Since H ď Ch, the proof is complete by (6.3), (6.4), (6.8) , and (6.9).
The last inequality above holds, since
r pΩq . We then reach the second inequality of the Lemma by (6.18) and (6.15) . Now let us prove the first inequality of the Lemma. To do so, let F " curl k rz b h and consider the following boundary value problem: (6.19) b " curl kr z r, curl k rz b " F , div k rz r " 0, r rz¨t " 0 and r θ " 0 on Γ 1 .
Since b " curl kr z r, (6.22) implies that
Therefore, by the triangle inequality, (6.20) , and (6.23), we conclude that
and this completes the proof. Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1.
The proof will be complete once we verify the two conditions stated in Lemma 6.1. The proof of the limited interaction is standard [2, 9] , so we will only prove the existence of a stable decomposition. In other words, we will show that the subspace decomposition (5.1) is stable in the sense that if v l P pI´P l´1 qC l and v l "
is the decomposition (5.1), then
Consider the following Helmholtz decomposition:
Then, by (5.1),
c l,j for c l,j P C l,j , and by considering a decomposition like (5.1) for B l , we also have
Then, v l,j " curl k rz b l,j`cl,j , and
Note that we are using h to represent the meshsize of mesh level l and H to represent that of mesh level l´1. This completes the proof of Theorem 5.1.
Numerical Results
In this section, we will report numerical results that supports the theory presented in this paper. In particular, we present convergence rates for the mixed problem (4.4) and the convergence rates for the multigrid V-cycle when applied to (2.2) . Uniform meshes are used for all examples.
The computer implementation of (4.4) is done in the usual way. In Table 7 .1, we report the L 2 r pΩq-norm of the observed errors when k " 1. In Table 7 .2, we do the same for k " 2. In both cases, we use the square domain Ω " r0, 1s 2 and choose the right hand side data function f so that the exact solution pz, pq P H r pdiv k , ΩqˆH r pgrad k , Ωq is p " sinpπzq cosp0.5πrqr 2 , z " » -´2 r cosp0.5πrq sinpπzq`0.5r 2 π sinp0.5πrq sinpπzq kr sinpπzq cosp0.5πrq r 2 π cosp0.5πrq cospπzq fi fl .
These results are consistent with Theorem 4.2. As for }p´p h } L 2 r pΩq , we note that
and that the first term on the right-hand-side which is of Ophq dominates even though the second term is of Oph 2 q. Next we verify the uniform convergence rate for the multigrid V-cycle algorithm applied to (2.2). We consider two different domains here: the unit square Ω 1 " r0, 1s 2 and the Lshape domain Ω 2 " r0, 1s 2 zr0.5, 1s 2 . For this example, we choose f " 0. The initial value x 0 was chosen randomly, and the stopping criteria was given by }x n } Λ {}x 0 } Λ ă 10´7, where x n denotes the n-th iteration of the multigrid V-cycle. The order of convergence was computed by taking the average of }x n } Λ {}x n´1 } Λ . The prolongation matrix and the restriction matrix is implemented in the usual way. Tables 7.3 and 7.4 reports convergence rate for Ω 1 and Ω 2 respectively for various Fourier-modes denoted by k. It is clear that the convergence rate is bounded uniformly as proved in Theorem 5.1 for convex domains. This is noticeable even for the L-shape domain Ω 2 suggesting that the theory can be extended to non-convex domains. 
Concluding Remarks
We have provided a multigrid algorithm that can be applied to axisymmetric H(div)problems with general data by using a recently developed Fourier finite element space for Fourier modes |k| ě 1. Under the assumption that the axisymmetric domain is convex, we proved that the multigrid V-cycle will converge uniformly with respect to the meshsize. Multigrid analysis for axisymmetric H(div)-problems for Fourier mode k " 0 along with axisymmetric H(curl)-problems with non-axisymmetric data remain as future work.
Appendix: Proof of Theorem 3.2
We prove the theorem by showing that inf v h PB h }v´v h } L 2 r pΩq ď Chp|v θ | H 1 r pΩq`} kv z }H 1 r pΩq`} kv r`vθ }H 1 r pΩq q.
To do so, we first recall the weighted Clement operatorΠ h constructed in [4, section 4.3] .
For each vertex a j in T h , associate an arbitrary triangle K j that contains a j , and let
