Four

Ethical Issues o f t he Information
Age
Today in western societies more people are employed collecting, handling and distributing information than in any other occupation. Millions of computers inhabit the earth and many millions of miles of optical fiber, wire and air waves link people, their computers and the vast array of information handling devices together. Our society is truly an information society, our time an information age. The question before us now is whether the kind of society being created is the one we want. It is a question that should especially concern those of us in the MIS community for we are in the forefront of creating this new society.
There are many unique challenges we face in this age of information. They stem from the nature of information itself. Information is the means through which the mind expands and increases its capacity to achieve its goals, often as the result of an input from another mind. Thus, information forms the intellectual capital from which human beings craft their lives and secure dignity.
However, the building of intellectual capital is vulnerable in many ways. For example, people's intellectual capital is impaired whenever they lose their personal information without being compensated for it, when they are precluded access to information which is of value to them, when they have revealed information they hold intimate, or when they find out that the information upon which their living depends is in error. The social contract among people in the information age must deal with these threats to human dignity. The ethical issues involved are many and varied, however, it is helpful to focus on just four. These may be summarized by means of an There is undoubtedly a harbinger of things to come in these 18th century events. As they unfolded civilization witnessed one of the greatest outpourings of moral philosophy it has as ever seen: Adam Smith's Theory of Moral Sentiments and his Wealth of Nations; the American revolution and its classic documents on liberty and freedom; the French revolution and its concern for fraternity and equality; John Stuart Mill and Jeremy Bentham and their ethical call for the greatest good for the greatest number, and Immanuel Kant and his categorical imperative which leads to an ethical utopia called the "kingdom of ends." All of this ethical initiative took place within the historically short span of time of about 50 years. Common to these ideas was a spirit which sought a new meaning in human life and which demanded that a just allocation be made of social resources.
Today that moral spirit may be welling up within us again. Only this time it has a different provocator. Nowhere is the potential threat to human dignity so severe as it is in the age of information technology, especially in the field of artificial intelligence. Practitioners of artificial intelligence proceed by extracting knowledge from experts, workers and the knowledgeable, and then implanting it into computer software where it becomes capital in the economic sense. This process of "disemminding" knowledge from an individual, and subsequently "emminding" it into machines transfers control of the property to those who own the hardware and software. Is this exchange of property warranted? Consider some of the most successful commercial artificial intelligence systems of the day. Who owns, for example, the chemical knowledge contained in DYNDREL, the medical knowledge contained in MYCIN, or the geological knowledge contained in PROSPEC-TOR. How is the contributor of his knowledge to be compensated? These are among the issues we must resolve as more intelligent information systems are created.
Concern over intellectual property rights relates to the content of information. There are some equally pressing property rights issues surrounding the conduits through which information passes. Bandwidth, the measure of capacity to carry information, is a scarce and ultimately fixed commodity. It is a "commons." A commons is like an empty vessel into which drops of water can be placed freely and easily until it fills and overflows. Then its capacity is gone. As a resource it is finite.
In an age in which people benefit by the communication of information, there is a tendency for us to treat bandwidth and transmission capacity as a commons in the same way as did the herdsmen in Garrett Hardin's poignant essay, "The Tragedy of the Commons," (subtitled: "The population problem has no technical solution; it requires a fundamental extension in morality). Each herdsman received direct benefits from adding an animal to a pasture shared in common. As long as there was plenty of grazing capacity the losses due to the animal's consumption were spread among them and felt only indirectly and proportionally much less. So each herdsman was motivated to increase his flock. In the end, however, the commons was destroyed and everybody lost. Our moral imperative is clear. We must insure that information technology, and the information it handles, are used to enhance the dignity of mankind. To achieve these goals we must formulate a new social contract, one that insures everyone the right to fulfill his or her own human potential.
In the new social contract information systems should not unduly invade a person's privacy to avoid the indignities that the students in Tallahassee This is a tall order; but it is one that we in the MIS community should address. We must assume some responsibility for the social contract that emerges from the systems that we design and implement. In summary, we must insure that the flow of those little packets of energy and information called quanta, that Max Plank bequeathed to us some 85 years ago, are used to create the kind of world in which we wish to live.
