The expectation values of operators drawn from a single quantum state cannot be outside of a particular region, called their allowed region or the joint numerical range of the operators. Basically, the allowed region is an image of the state space under the Born rule. The maximum-eigenvaluestates-of every linear combination of the operators of interest-are sufficient to generate boundary of the allowed region. In this way, we obtain the numerical range of certain Hermitian operators (observables) that are functions of the angular momentum operators. Especially, we consider here three kinds of functions-combinations of powers of the ladder operators, powers of the angular momentum operators and their anticommutators-and discover the allowed regions of different shapes. By defining some specific concave (and convex) functions on the joint numerical range, we also achieve tight uncertainty (and certainty) relations for the observables. Overall, we demonstrate how the numerical range and uncertainty relations change as the angular momentum quantum number grows. Finally, we apply the quantum de Finetti theorem by taking a multi-qubit system and attain the allowed regions and tight uncertainty relations in the limit where the quantum number goes to infinity.
I. INTRODUCTION
Can the numbers in r " px, y,¨¨¨, zq be the expectation values-obtained from a single state ρ-of the operators in E " pX, Y,¨¨¨, Zq? To provide a definite "yes or no" answer, we need to know the region E of all possible mean vectors ε :" x E y ρ for a given vector operator E. If and only if r P E then there exists at least one ρ such that r " ε, thus E is called allowed region of the mean values. The allowed region is also known as the joint numerical range [1, 2] and the quantum convex support [3] of E.
Only pure states ρ " ρ 2 are usually considered to define the numerical range [4] [5] [6] , but here we take the whole state space that includes mixed states. Hence, E is always a convex set. Here, we are interested in E for n bounded Hermitian operators (observables) of a d-level quantum system (qudit), where n and d are finite numbers, and we treat d Ñ 8 as a limiting case. Many important results about the numerical range of n " 2 Hermitian operators are contained in Book [4] .
Although the numerical range is largely investigated in mathematics, recently it is used to study the phase transitions [2, [7] [8] [9] [10] [11] . The numerical range also plays a central role in [1, 2, 12] , where numerical techniques are provided to get-an uncertainty relation (UR)-a stateindependent lower bound of the sum of squared standard deviations of two observables. A UR based on such a sum is introduced in [13] . In [14] , the Wigner distribution is built on the numerical range of a set of observables, and its properties are analyzed.
In Sec. II, we present a simple procedure to obtain E for a general E. It is-taken from [1, 2, 7] and Chap. 5 in [4] -established on the fact that all the expectation Email: arunsehrawat@hri.res.in values of a Hermitian operator lie between its extreme eigenvalues. If we consider operators p η¨ E for all real unit vectors p η P R n , then it will be sufficient to draw the boundary BE of the permitted region by using the above fact. Since E is a convex and bounded set in R n in the case of bounded operators, it is completely specified by its boundary, and BE Ď E for a finite d [4] . In [15] a different scheme-based on a result from [16, 17] about the positivity of ρ-is provided to get the allowed region E. There it is shown how to build uncertainty and certainty measures on E to achieve a tight UR and certainty relation (CR), which is briefly repeated in Sec. II.
For a qubit, d " 2, BE is always an ellipsoid (possibly degenerate) [15, [18] [19] [20] , and every tight UR and CR can be achieved by using it [15, 19, 21] . In the case of a qutrit, d " 3, all possible shapes of E are classified in [5, 6] for n " 2, 3 Hermitian operators. In any dimension d, the joint numerical range of a pair of projectors that have no common eigenvector is the convex hull of two ellipses [22, 23] . To specify E for an arbitrary E in a higher dimension is a difficult task, therefore we consider the angular momentum operators in Sec. III and their polynomials in Secs. IV-VIII at the places of X, Y,¨¨¨, Z and present E, tight URs, and CRs for the angular momentum quantum numbers j " [24] [25] [26] [27] [28] , but our uncertainty measures and URs are different as described in Sec. II.
We want to emphasize that the plots given in Sec. V for the boundary BE already appeared in [10] , where the authors used a multi-qubit system that inspires Sec. VIII here. In Sec. VIII, we choose a multi-qubit system and use the quantum de Finetti theorem [30, 31] to obtain the allowed regions-for the operators investigated in the earlier sections-in the limit j Ñ 8. We summarize the main results and present an outlook in Sec. IX.
II. ALLOWED REGION AND UNCERTAINTY MEASURES ON IT
With a given density operator ρ on a d-dimensional Hilbert space H d , one can compute the average values of all the n Hermitian operators in E " pX, Y,¨¨¨, Zq by the Born rule. The rule can be perceived as a linear map ρ Þ ÝÑ trpρ E q " x E y ρ " ε
from the state space Ω onto the allowed region, also known as the joint numerical range [1, 2] ,
Basically, Ω is the collection of all positive semidefinite operators, on H d , with the unit trace. We often write x y ρ without the subscript as all the mean values in ε are drawn from a same state ρ. For a single Hermitian operator X " X † , E is just the closed interval rx m , x m s that includes all real numbers between the minimum and maximum eigenvalues of X [4] . The numerical range E of E is always a convex set because Ω is. As long as the dimension d is finite, E is also a compact (closed and bounded) set [32] in a hyperrectangle specified by the Cartesian product H :" rx m , x m sˆry m , y m sˆ¨¨¨ˆrz m , z m s
of closed intervals bounded by the extreme eigenvalues of the operators in E. E touches each facet of the hyperrectangle at some points that come from the smallestor largest-eigenvalue-states of one of the n operators. If X, Y,¨¨¨, Z mutually commute-that is, XY " Y X and so on-then we can find their common eigenbasis t|e l yu d l"1 . And, E will be a convex polytope
in R n . The convex hull of a set t¨¨¨u is denoted by Convt¨¨¨u. All the extreme points of (4) will be a subset of txe l | E |e l yu d l"1 . An extreme point of E inevitably comes from a pure state-that is an extreme point of the state space Ω-but not every pure state provides an extreme point of E unless (1) is a bijective mapping.
The following procedure to obtain E is borrowed from [1, 2, 7] and Chap. 5 in [4] , and a different method is given in [15] . Let us take n " 3 Hermitian operators X, Y, and Z, and the procedure can be extended to any number of operators. First, we build a two-parameter family of operators as Λpθ, φq :" p ηpθ, φq¨ E , where E " pX, Y, Zq , (5) p ηpθ, φq :" psin θ cos φ , sin θ sin φ , cos θq ,
θ P r0, πs, and φ P r0, 2πq. An eigenvalue and eigenket of Λ, Λpθ, φq |λpθ, φqy " λpθ, φq |λpθ, φqy ,
generally depend on the angles θ and φ. We call a density operator an eigenstate associated with an eigenvalue λ of Λ if and only if Λ " λ " Λ.
For every pθ, φq, there are lower and upper bounds
where λ m and λ m are the minimum and maximum eigenvalues of Λ. It is sufficient to take only the maximum eigenvalues λ m because Λpπ´θ, π`φq "´Λpθ, φq and the smallest eigenvalue of Λpθ, φq is the largest eigenvalue of Λpπ´θ, π`φq. Or, equivalently, one can keep both the eigenvalues and take θ, φ P r0, πq.
Now let us define a supporting (tangent) hyperplane
Hpθ, φq :" r " px, y, zq P R 3 | p ηpθ, φq¨ r " λ m pθ, φq (
of E with the normal vector p ηpθ, φq. According to the right-hand-side inequality in (8) -that is, p ηpθ, φq¨ ε ď λ m pθ, φq (10) due to (5) and (6)-the allowed region E is enclosed by these tangent planes for all θ's and φ's. For each pθ, φq, the intersection Hpθ, φq X E ": Fpθ, φq
is called a proper face of E. The boundary of E is the union of these faces:
Fpθ, φq .
Since E is a compact and convex set, F is also a compact and convex set, and the set of all extreme points extpEq "
ext`Fpθ, φq˘.
For more details on the supporting hyperplane and the faces, we point to [33] .
If a face only has one point-that certainly occurs when λ m is nondegenerate and may even occur in a degenerate case [for example, see Sec. V]-then it is called an exposed -extreme point. Degeneracy is a necessary but not sufficient requirement for a face to have more than one distinct points.
In conclusion, we exploit (10) and (14) for all θ P r0, πs and φ P r0, 2πq to completely specify-the allowed region through its boundary-BE. With E one can provide a definite yes/no answer to the question asked at the beginning of Introduction. Note that (10) represents a single necessary condition, but once we take (10) for all θ's and φ's then they will be sufficient. Necessary and sufficient restrictions on the mean vector ε are collectively called as the quantum contains (QCs) in [15] .
A side remark: If each operator in E 1 " pΓ 1 ,¨¨¨, Γ k q is a real linear sum, Γ k " T kx X`T ky Y`T kz Z, of the operators in E then the allowed region E 1 for E 1 can be obtained directly from E by the kˆ3 real matrix T . As an example, through the orthogonal projection E Þ Ñ pX, Y, 0q " E 1 one can have the allowed region for X and Y from E. Another example, if T is an orthogonal matrix on R 3 , then E can be turned into E 1 by a composition of a rotation and at most one reflection.
When an operator X has more than two distinct outcomes (eigenvalues), then we need two independent real numbers, xXy and xX 2 y, to characterize uncertainty, ∆X " a xX 2 y´xXy 2 , about its measurement-outcomes. In the case of Shannon entropy Hp p q "´ř d l"1 p l ln p l , we require d´1 real numbers from p " pp 1 ,¨¨¨, p d q, where p l is the probability of getting lth outcome in a measurement for X. If X has a degenerate eigenvalue such as in the following sections, then there exist infinitely-many distinct projective measurements for X, and thus there is no unique probability vector p and the Shannon entropy Hp p q. However, the mean values xXy, xX 2 y, and thus the standard deviation ∆X are the same for every measurement for X. Now suppose we only have the mean value xXy, and we want to quantify uncertainty-about the outcomes of X-using it. In this situation, we can build uncertainty and certainty measures as described in [15] : For an operator X, provided x m ‰ x m , first we construct two positive semi-definite operators
such that 9 X`X is the identity operator I. Both x 9 Xy, xXy P r0, 1s are functions of xXy P rx m , x m s only. Then we define certain concave and convex functions of xXy hpxXyq :"´px 9
Xy ln x 9 Xy`xXy ln xXyq ,
u κ pxXyq :" x 9 Xy κ`xX y κ , 0 ă κ ă 8 , and (17) u max pxXyq :" max t x 9 Xy , xXy u .
The concave functions h P r0, ln 2s and u κ P r1, 2 1´κ s for 0 ă κ ă 1 can be treated as uncertainty measures, and the convex functions u κ P r2 1´κ , 1s for 1 ă κ ă 8 and u max P r 1 2 , 1s will be certainty measures. Note that, like the standard deviation ∆X and Shannon entropy Hp p q, the above uncertainty measures do not reach their minimum values when the system is in an eigenstate of X unless the state corresponds to an extreme eigenvalue x m or x m . Naturally, if one can access only the mean value then she can be certain only in the two situations xXy " x m and xXy " x m . So, (16)- (18) are (un)certainty measures about the outcomes of X given only the mean value xXy, not the state ρ, and they are different from ∆X and Hp p q particularly when X has more than two distinct outcomes.
Since the addition of concave functions is also a concave function, for example, u1 {2 p ε q :" u1 {2 pxXyq`u1 {2 pxY yq`u1 {2 pxZyq (19) acts as a combined uncertainty measure on the compact and convex set E. Its global minimum will be at extpEq Ď BE [see (12) - (14)]. Suppose u1 {2 p ε q reaches its absolute minimum, symbolized by u1 {2 , at some θ and φ, then the tight UR u1 {2 ď u1 {2 p ε q is saturated by a subset of kets in the eigenspace E pθ, φq. For every UR based on the above formulation, its minimum uncertainty kets always lie in
In the same way, one can reach the global maximum of a convex function (combined certainty measure) and then enjoy a tight CR with its maximum certainty kets in (20) . By replacing the average vector ε " pxXy, xY y, xZyq with r " px, y, zq in the tight UR u1 {2 ď u1 {2 p ε q, one can specify a region
in hyperrectangle (3). R-bounded by a UR or CR-is a convex set in the space of expectation values. Obviously R contains the allowed region E, and there exists no quantum state ρ for any point outside E, for instance, in the relative complement RzE. The boundary BE touches the boundary BR u 1{2 at those points that come from the minimum uncertainty states associated with the UR [for example, see Fig. 1 ].
An uncertainty measure such as u1 {2 p ε q reaches its trivial lower bound 3-which is just the sum of individual lower bounds of u1 {2 pxXyq, u1 {2 pxY yq, and u1 {2 pxZyqif and only if a vertex px m,m , y m,m , z m,m q of H lies in the numerical range E. This will happen when there exist a common eigenket |ey that corresponds to an extreme eigenvalue of every operator in E " pX, Y, Zq. It can also happen in a limiting case where E shares a few corners of H in a limit, say, j Ñ 8 [see Secs. V, VII, and VIII]. In such cases, all URs and CRs based on (15)- (19) will become trivial, and their regions R " H.
Since the standard deviation ∆ and h of (16) are different functions, URs based on them are difficult to compare. Nevertheless, suppose both δ ď ∆X`∆Y and h ď hpxXyq`hpxY yq are tight URs for the two noncommuting operators X and Y , where δ ě 0 and h ě 0 depend on the operators but not on the state ρ. If and only if δ " 0 then there exists a state (common eigenstate) where both X and Y have no spread in their measurement-outcomes. We cannot make such a statement regarding h because there can be a situation [see Sec. V] where X and Y share a common eigenket (δ " 0) but it does not correspond to their extreme eigenvalues (h ą 0). So h " 0 implies δ " 0 but not vice versa. Clearly our URs and CRs based on (15)- (19) are different from the URs based on the standard deviation [1, 13, [25] [26] [27] 34] and on the Shannon entropy [24, 28, 35] . Since J γ |my is directly proportional to |m˘γy, we can divide basis (25) into γ number of disjoint subsets in such a way that the linear span of a subset delivers an invariant subspace
of J γ and thus of Λ γ pφq. So, one can search eigenvector(s) |φy associated with λ m of Λ γ pφq in these subspaces rather than in the whole Hilbert space
where ' symbolizes the direct sum. In Appendix , Tables IV and V carry these eigenkets for γ " 2, 3, and 4. When λ m is twofold degenerate then two orthonormal eigenkets |φy k and |φy k 1 are registered in the tables, where the subscript k illustrates |φy k P S γ k . In the case of double-degeneracy, a general eigenket will be a superposition |φy " cos µ |φy k`s in µ e iν |φy k 1 P E pφq ,
where E pφq is the eigenspace, µ P r0, π 2 s, and ν P r0, 2πq. When we compute xφ|X γ |φy using (38), then we encounter cross-terms such as k xφ|X γ |φy k 1 that all will be zero here. It is because X γ |φy k 1 and |φy k lie in mutually orthogonal invariant subspaces S γ k 1 and S γ k , respectively, of X γ . Therefore, every xφ| E |φy will fall on a line segment connecting the two extreme points k xφ| E |φy k and k 1 xφ| E |φy k 1 ;
E " pX γ , Y γ q in this section. The line segment forms a face Fpφq [as per (14) ] of the permitted region E. If the degree of degeneracy is three, then Fpφq will be the convex hull of three extreme points such as (39) , and so on. Here, both points in (39) turn out to be the same, hence every eigenket associated with λ m pφq produces a single extreme point
and γ " 2, λm " 2 ? 3, hyperrectangle (3) is the square r´λm, λmsˆ2, and the regions R's are defined with respect to (21) . The boundaries of regions R h , Ru 1{2 , Ru 2 , and Ru max determined by (41)-(44) are depicted through the dashed, dot-dashed, solid, and dotted (green, orange, red, and blue) closed-curves. Here, Ru 2 " E, which is clearly contained in all the other regions, and R h Ă Ru 1{2 .
of E. Taking Tables I, IV , and V, one can verify (40) . Indeed, points (40) saturate QC (36) and create the boundary BE. Now, following the procedure laid out at the end of Sec. II, we achieve tight relations 
which hold in every dimension d ě 2 and for every power 1 ď γ ă d. At boundary points (40), both hpxφ| E |φyq and u1 {2 pxφ| E |φyq hit their global minima given in (41) and (42), respectively, at φ " 0, (36) , therefore it is optimal in the sense [15] that it provides the smallest region R u2 " E as shown in Fig. 1 . Furthermore, (43) is saturated by |φyxφ| for all φ P r0, 2πq.
V. SQUARE OF ANGULAR MOMENTUM OPERATORS
Squared angular momentum operators obey
hence we get only two independent real numbers out of the three xJ q and the triangle whose boundary is shown in red color, respectively. The blue lines are the supporting hyperplanes (9) of E at φ " 0, according to (5) . Here hyperrectangle (3) is the square r 1 4 , j 2 sˆ2 or r0, j 2 sˆ2 , and (47)
for a half-integer or an integer j. The operator 9 J 2 i is constructed with respect to (15) .
In the case of j " and |e 2 y " |0y P S 2 1 . (49) In this case, E is the convex hull of three points p1, 0q, p1, 1q, and p0, 1q as per (4) . It means that E is a triangle displayed in Fig. 2 . The maximum eigenvalue λ m pφq " max tcos φ , sin φ , cos φ`sin φu
of Λpφq becomes twofold degenerate at φ " 0, 4 . Sides of the triangle are in fact three faces Fpφq of E at these angles, that is, they are produced by the maximumeigenvalue-states of J In the case of half-integer j " (38) and the text around it] will also deliver the same point xφ| E |φy. In the case of j " 2, 3, 4, λ m is twofold degenerate only at φ " 0, π 2 , and 5π 4 , and the corresponding extreme points are already registered in (52). So, for an integer j, only one eigenket is presented below.
For every j " 3 2 ,¨¨¨, 4, the maximum-eigenvalue-kets |φy are stated in terms of coefficients α, β, ς that are real functions of the parameter φ. As all these coefficients become zero or indeterminate at φ " 5π 4 , none of the formulas supplied below for |φy, and thus for xφ| E |φy are applicable at that angle. With (51), we can directly realize |φ " 5π 4 y " |˘jy, and x˘j| E |˘jy "`j 2 , j 2˘i s already listed in (52).
For j " 3 2 ,¨¨¨, 4, the boundary BE is represented graphically in Figs. 3-5 by the (red) closed-curves and parametrically by xφ| E |φy. In Figs. 2-5 , the supporting hyperplanes Hpφq [defined in (9) ] at equally spaced angles φ " k 2π 24 , k " 0,¨¨¨, 23, are depicted by the (blue) lines. One can observe that each hyperplane touches E only at one point when j ą 1, which implies that each face Fpφq [defined in (11) ] is then made of a single extreme point, and extpEq " BE. Now let us start with j " and j " 2, respectively. The points p1, 1q, p4, 1q, and p1, 4q on the right-hand-side ellipse come from the common eigenkets |e1y, |e2y, and |e3y, respectively, given in (64).
[for f, g see (55)]. Two mutually orthogonal eigenkets associated with λ m are
and
, where (57) αpφq " 2 ? 3 g and βpφq " 4 λ m´3 f .
One can show that both |φy 0,1 and all their superpositions contribute a single extreme point
of E. The boundary BE-characterized by its parametric form (58)-is an ellipse [see Fig. 3 ]. The QC
completely identifies the permitted region here, and the inequality is saturated by the maximum-eigenvaluestates of Λpφq for all φ's. The equality in (59) describes the ellipse. Next we pick j " 2, where the largest characteristic value of Λpφq is
For an angle φ other than 0, π 2 , and 5π 4 , λ m is nondegenerate, and thus we have only one largest-eigenvalueket
pα |`2y`β |0y`α |´2yq P S 2 0 , (61) αpφq " ? 6 g and βpφq " 2 pλ m´f q .
These kets generate the borderline
of E, which is the other ellipse displayed in Fig. 3 . All the pure states |φy 0 xφ| made of (61) saturate QC
That is to say that points (62) follow the equality in (63). And, the same is true for the three extreme points in (52).
Before formulating a set of tight URs and CRs for j " 2 by following the procedure described in the last part of Sec. II, let us first note that operators J 2 x , J 2 y and thus all their linear sums (46) possess three common orthogonal eigenkets
Now, taking (16)- (19) with (48), we combine uncertainty or certainty measures for ε " pxJ 
4 ă 2 , and (67)
by finding the absolute minima of concave and maxima of convex functions on BE in (62). Relations (65), (67), and (68) are saturated by φ-kets (61) at φ " , and the states which saturate them will then be from (57).
In (65)- (68), the strict inequality signs (ă) represent the trivial lower or upper bounds. Clearly, we achieve nontrivial tight URs and CRs despite the non-commuting operators J 2 x and J 2 y share three eigenvectors (64). It is because the situation described in the last two paragraphs of Sec. II does not occur here. On the other hand, a UR based on the standard deviations of J 2 x and J 2 y will be a trivial one as ∆J 2 x " 0 " ∆J 2 y when the system is in their common eigenstate.
As J 2 x is a degenerate operator, there exist infinitelymany distinct projective measurements for it, and similarly for J 2 y . If |e l yxe l | is a part of both the measurements for J 2 x and J 2 y , then we also get a tight and trivial UR 0 ď Hp p q`Hpbased on the Shannon entropy, where p and q are the probability vectors associated with the two measurements. However, with a different choice of measurements, one can get a nontrivial entropic UR. Since all such measurements provide the same mean vector ε " pxJ and j " 3, the boundary BE of the joint numerical range of E " pJ 2 x , J 2 y q is exhibited by red solid-curves in the left-and right-hand-side panels. One can observe that E for j " 3 is the convex hull of three ellipses. A part of an ellipse that belongs to the boundary is shown by a solid-curve, and the remaining peace that falls inside E is illustrated by a dotted-curve. The ellipses are centered at p5, 5q, p2, 5q, and p5, 2q [see their Eqs. (77)].
of operator (46) is
for all 0 ď φ ă 2π. The two associated orthonormal eigenvectors are
where αpφq "
and βpφq "
Both |φy 0,1 P S 2 0,1 , all their superpositions, and all possible mixtures of |φy 0 xφ| and |φy 1 xφ| give a single point
at the boundary BE displayed in Fig. 4 . Next we take j " 3, and the maximum eigenvalue is
, where
, and
re distinct eigenvalues of Λpφq. The corresponding eigenkets are
where
and |λ 2,3 y P S 2 0 . Since the three vectors on the righthand-side in (73) are not normalized, we put the proportionality sign 9 there. In (72), one can observe that the degree of degeneracy of λ m is two only at φ " 0, With the unit step function
we can compactly express λ m pφq and the corresponding eigenket
which provides extpEq " BE. We present BE graphically by the (red) solid-curve in Fig. 4 and parametrically by joining
4 q, and φ P p 5π 4 , 2πq, respectively. In Fig. 4 , one can see that these parts of the boundary BE come from three intersecting ellipses. One can check with (76) that xλ k | E |λ k y :" pa k , b k q for k " 1, 2, and 3 satisfy the equationś
a 2`b2`9 4 ? 15¯2 " 1 , and (77)
respectively, of the ellipses. Like (64), here also both the operators in pJ 2 x , J 2 y q " E share a common eigenvector |ey "
p|`2y´|´2yq. The eigenvector provides the point p4, 4q at which all the three ellipses intersect. and j " 4, respectively. There exists no quantum state for a point outside the closed-curves. Now we proceed to j " 7 2 , where the maximum eigenvalue λ m is twofold degenerate at all φ's:
g 2˘2 , and
The related eigenkets are
, and ςpφq "
All the maximum-eigenvalue-states of Λpφq give a single boundary point
and the boundary BE is showcased in Fig. 5 . Note that (79) and (80) are not applicable at φ " . At these two angles, |φy is the minimum-and maximumeigenvalue-states of J 2 z , and the corresponding boundary points are given in (53) and (52).
Next, in the case of j " 4, the largest eigenvalue of operator (46) is The associated eigenvector
provides an extreme point
of the numerical range E, where
for all except φ " Like (65)- (68), we consider the combined uncertainty and certainty measures based on th, u1 {2 u and tu 2 , u max u and achieve their global minima th, u1 {2 u and maxima tu 2 , u max u, respectively, by employing the parametric form xφ| E |φy of the boundary BE. Table II carries all the extrema and the values of parameter φ at which they occur for j " (65)-(68), and with the φ-values one can have the minimum-uncertainty or maximum-certainty states |φyxφ|. Roughly, the extrema occur in those parts of the boundary which are near to the corners of hyperrectangle (47). As we increase j these parts get closer to the corners, and as j Ñ 8 the allowed region becomes a triangle that shares three corners with the hyperrectangle H. Moreover, all our URs and CRs become (more precisely, tends to) trivial in the limit j Ñ 8 [for a justification, see the last two paragraphs of Sec. II].
One can observe that E takes the triangular shape as we move from Fig. 3 to Fig. 5 . In Fig. 6 and Appendix , we present th, u1 {2 , u 2 , u max u as functions of 
50
. The values are documented in Appendix . These plots suggest slow convergence in h Ñ 0 and u1 {2 Ñ 2 in comparison to u2 Ñ 2 and umax Ñ 2 as j Ñ 8. j " 3 2 , 2,¨¨¨, 50. There one can see that the tight lower bounds h and u1 {2 of hp ε q and u1 {2 p ε q decrease toward their trivial lower bounds 0 and 2, respectively, as j increases. While the upper bounds u 2 and u max of u 2 p ε q and u max p ε q increase in the direction of their trivial upper bound 2.
To visualize E for a very large quantum number j, we first apply the uniform scaling
and then the limit j Ñ 8. After which hyperrectangle (47) becomes the square r0, 1sˆ2, and the extreme points in (52) approach tò 1, 0˘,`0, 1˘, and`0, 0˘,
respectively. In the limit j Ñ 8, the convex hull of points (86) is the allowed region of 1 j 2 pxJ 2 y y, xJ 2 y yq, which is indeed a triangle. It is again justified in Sec. VIII by applying the quantum de Finetti theorem [30, 31] . We want to stress that the boundary-plots in Figs. 2-5 are obtained in [10] by taking a N -qubit system that we consider in Sec. VIII. By the way, the points in (53) and (54) fall on sides of the triangle after scaling (85) and then the limit.
VI. ANTICOMMUTATORS OF ANGULAR MOMENTUM OPERATORS
In this section, we consider the anticommutators
of the angular momentum operators; Y γ is defined in (31) . In Sec. IV, we learned that the maximum and minimum eigenvalues of Y 2 are the same in magnitude but opposite in sign. Hence, the extreme eigenvalues˘a m of A 3 are˘λ m 2 , where λ m is-an extreme eigenvalue of Y 2 -listed in Table I . Since the anticommutators in (87) are unitarily equivalent, they all share a common spectrum.
Consequently, in the case of E " pA 1 , A 2 , A 3 q, hyperrectangle (3) is the cube r´a m , a m sˆ3.
First, let us only take A 1 and A 2 . Like in Sec. IV, one can show that the trace of different powers of
and thus all its eigenvalues are independent of φ. As a result, the permitted region of pxA 1 y, xA 2 yq is completely identified by the QC
Since we can cyclically transform one anticommutator into other by a unitary conjugation, the above statements are true for any pair of the three anticommutators. One can check that the orthogonal projection of E-given below for E " pA 1 , A 2 , A 3 q-onto the xA t yxA t 1 y-plane, t ‰ t 1 , is the circular disk specified by a QC such as (89). Moreover, URs and CRs for A t and A t 1 will be same as (41)-(44) for X γ and Y γ . Now let us take
as per (5) and present the allowed region E of the mean vector ε " pxA 1 y, xA 2 y, xA 3 yq. In the case of j " 1 2 , all the anticommutators are the null operator, thus E only carries the origin p0, 0, 0q. For j " 1,¨¨¨, 5 2 , in the following, the maximum eigenvalue λ m pθ, φq and the associated eigenkets |θ, φy of Λpθ, φq are provided as functions of θ P r0, πs and φ P r0, 2πq. Then it becomes cumbersome to deliver analytic expressions for them. Therefore, in the case of j " 3, 7 2 , 4, 25, and 50, we divide both the intervals r0, πs and r0, 2πs into, say, k and k 1 numbers of equal parts. And, only the angles (14) of E, and then by joining these faces we draw boundary (12) of E in Figs. 8 and 9. In the next section, almost all plots are generated in this way.
In an even dimension d " 2j`1, λ m pθ, φq is twofold degenerate at every θ and φ. Hence, two orthogonal eigenkets |θ, φy 1 ,2 are provided for j " . In this section, the subscript of a ket, say, |θ, φy 1 is just an index, and it does not represent that the ket belongs to an invariant subspace S 1 like before. In odd dimensions d " 3, 5, 7, and 9, λ m pθ, φq is twice degenerate only at tpθ l , φ l qu 4 l"1 , which are recorded in Table III . Now we begin with j " 1, where
cos`1 3 arccos`´? 27 2 cos θpsin θq 2 sinp2φq˘˘.
(91) At all the four degeneracy points λ m "
, and the pair 
|θ l , φ l y 1 ,2 of eigenkets are
p|`1y`i |´1yq " |θ 3 , φ 3 y 1 ,
p|`1y´i |´1yq " |θ 4 , φ 4 y 1 ,
|´1y˘, and
At each pθ l , φ l q, by varying µ P r0, π 2 s and ν P r0, 2πq in a general eigenket
one can generate the face Fpθ l , φ l q of allowed region E according to (14) . These four faces are circular disks, Fpθ 3 , φ 3 q on E is shown in Fig. 7 with its normal vector p η 3 . Moreover, the four circles (boundary of the disks) are intersections of BE and the unit sphere centered at the origin.
The maximum-eigenvalue-ket |θ, φy " # |θ 1 , φ 1 y 1 for θ P r0, θ 1 q and φ P tφ 1 , φ 3 u |θ 2 , φ 2 y 1 for θ P pθ 2 , πs and φ P tφ 2 , φ 4 u ,
and for the rest of angles, the eigenkets are |θ, φy 9 α |`1y`β |0y`ς |´1y , where
β " ? 2 pλ 2 m´p cos θq 2 q , and
The eigenkets in (95) provide the parametric form xθ, φ|A 1 |θ, φy " β`pα`αq´pς`ςq?
xθ, φ|A 3 |θ, φy " Table III -that are parts of the boundary BE.
of the part-other than the four circular disks-of the boundary BE. The overline in α denotes the complex conjugation of α. With (96), one can realize that E is the convex hull of Steiner's Roman surface described by
in [38] (see also [3, 6] ), here´1 ď a t " xAty am ď 1 and t " 1, 2, 3.
We combine (un)certainty measures for the three anticommutators with respect to (15)- (19) . Then, to reach their absolute extrema on the boundary, we vary the two angles in (96) and thus obtain the tight URs and CRs 1 2`6 ln 6´5 ln 5˘ď
u 2 pxA t yq ď 13 6 , and (100)
Inequalities (98), (100), and (101) are saturated by the maximum-eigenvalue-states of´p η l¨ E for l " 1,¨¨¨, 4 [for p η l , see Table III ]. Whereas (99) is saturated by the six extreme-eigenvalue-states of A 1 , A 2 , and A 3 .
Next we pick j " and all there normalized linear combinations such as (93) deliver a single point on the sphere of radius ? 3 centered at the origin. In a nutshell, here the numerical range is bounded by the QC
Now we move to j " 2, where λ m pθ, φq " ? 12 " a m is also independent of both the angles, hence E is completely determined by QC (103) .
At θ " θ 1 and θ " θ 2 , the denominators of β and ς become zero, then (104) is no more applicable. In these cases, the eigenkets are
As λ m is twofold degenerate in the four directions. For each pθ l , φ l q in Table III , one eigenket can be retrieved from (105) and the other orthonormal eigenkets are |θ1, φ1y2 " 
One can verify that the eigenkets in (104)-(106) yield different points
of the boundary BE, which is a sphere. Like (98)-(101), here we achieve
u max p ε q ď u max " 1 2 p3`?3q (111) by using parametric form (107) for both j " 3 2 as well as j " 2. Since BE specified by (28) is also a sphere, the same URs and CRs (108)-(111) are reported in [15] , and 4. The four supporting hyperplanes shown in blue color are normal to the four unit-vectors´p η l registered in Table III. for the three angular momentum operators. QC (103) and CR (110) are equal, therefore every |θ, φyxθ, φ| saturates (110). For URs (108) and (109), the minimum uncertainty states are the eigenstates of A 1 , A 2 , A 3 related to their extreme-eigenvalues˘a m . The maximumand minimum-eigenvalue-states of Λpθ l , φ l q for every l " 1,¨¨¨, 4 saturate CR (111).
Next we take j " for all θ and φ. The two orthonormal eigenkets associated with λ m are |θ, , and 4, we obtain BE numerically as described at the beginning of this section.
Like (85), now we apply the uniform scaling
and then the allowed region E us of 1 am ε will be in the hyperrectangle H us " r´1, 1sˆ3 provided j ě 1. Up to j " 50 we have checked that x˘a ptq m |A t 1 |˘a ptq m y "˘a m δ t t 1 holds true, where |˘a ptq m y are the eigenkets of A t corresponding to the extreme eigenvalues˘a m , and δ t t 1 is the Kronecker delta function. The above statement seems to hold for all j ě 1, hence p˘1, 0, 0q, p0,˘1, 0q, and p0, 0,˘1q
will be the extreme points of E us . According to (103), E us is the unit ball for j " [30, 31] in the limit j Ñ 8, we show in Sec. VIII that E us is the convex hull of Steiner's Roman surface characterized by
recall that´1 ď a t " xAty am ď 1 for t " 1, 2, and 3. Even at a finite j one can clearly recognize the Roman surface, (117), in Fig. 9 that displays E us for j " 25, 50. An uncertainty measure such as hp ε q on E is basically hp ε am q on E us . For j " 2 , hp ε am q reaches its absolute minimum h " 2 ln 2 at the six points in (116), and for all other j ě 5 the minimum h occurs at the four points . Like in Fig. 8 , the four tangent hyperplane are painted in blue color. 1.38 50. These bounds are printed in Appendix , with which one can enjoy the tight UR h ď hp ε q and the CRs u2 ď u2p ε q and umax ď umaxp ε q for tA1, A2, A3u.
in the directions tp η l u 4 l"1 . Although the maximum eigenvalue of p η l¨ E is double degenerate but all its associated eigenkets |θ l , φ l y give a single point (118) as long as j ą 1. The mean value xθ1,φ1|A1|θ1,φ1y am
and it is given in Appendix for j " The global minimum u1 {2 " 1`2 ? 2 of combined uncertainty measure u1 {2 p ε q " u1 {2 p ε am q occurs at points (116) for every j ě 1, hence tight UR (109) [see also (99)] holds for all j ě 1. The extreme-eigenvalue-kets |˘a ptq m y of the anticommutators are the minimum uncertainty kets for this UR. Next, both certainty measures u 2 p ε q and u max p ε q achieve their absolute maxima at the four points in (118) for j ą 1, and thus the CRs u 2 ď u 2 p ε q and u max ď u max p ε q are saturated by the maximum-eigenvalue-states of p η l¨ E, l " 1,¨¨¨, 4. Like hp ε q, taking mean value (119) from Appendix , we compute the upper bounds u 2 and u max for j "
In a nutshell, the lower-and upper-bounds of combined uncertainty-and certainty-measures obey:
‰ , and u max P " 1 2 p3`?3q,
for all j " 1, 3 2 ,¨¨¨, 8. In Fig. 10 [see also Appendix ], one can perceive that as j increases h monotonically decreases whereas both u 2 and u max increases, and in the limit j Ñ 8 we have xθ1,φ1|A1|θ1,φ1y am
u 2 Ñ Although relations (98)-(101) are not always tight but they are nontrivial and hold for all j " 1, 
VII. POWERS OF ANGULAR MOMENTUM OPERATORS
The first and second powers of angular momentum operators are studied in Secs. III and V, respectively, here we consider
with higher but finite integer powers γ " 3, 4,¨¨¨.
Since analytic expressions of λ m pθ, φq and |θ, φy are cumbersome, we compute here the boundary points xθ, φ| E γ |θ, φy numerically by taking only a finite set of pθ k , φ k 1 q. Then, by connecting these points as per (12) and (14), we draw boundaries of the allowed regions in Figs. 11, 13, 15, and 16. Let us first take odd powers γ " 3, 5,¨¨¨, where hyperrectangle (3) for E γ will be the cube r´j γ , j γ sˆ3. Since J γ x is directly proportional to J x when j " 1 2 , 1, the allowed region E γ is bounded by the sphere-centered at the origin p0, 0, 0q-of radius j γ for the two quantum numbers. By picking γ " 3, we display E 3 for j " 2 , and 10 in Fig. 11 . One can observe that as we increase j the (boundary of) allowed region changes its shape from a sphere to an octahedron, in fact, it is true for all finite odd powers γ ą 1. Now, let us apply uniform scaling (85), where the permissible region for 1 j γ E γ is denoted by E us γ . For every j and all positive odd powers, p˘1, 0, 0q, p0,˘1, 0q, and p0, 0,˘1q
lie on the boundary of E us γ . These six extreme points [see Fig. 11 ] come from the eigenkets of J x , J y , and J z corresponding to the eigenvalues˘j. In the case of an odd γ ą 1, as we increase j from , and 10 are the red convex bodies. For each j, the green extreme points p˘j 3 , 0, 0q, p0,˘j 3 , 0q, and p0, 0,˘j 3 q are provided by the extreme-eigenvalue-kets of Jx, Jy, and Jz.
to the octahedron with vertices (123). With the help of quantum de Finetti theorem [30, 31] , it is shown in Sec. VIII that indeed E us γ becomes the octahedron in the limit j Ñ 8. The eight unit vectors t˘p η l u 4 l"1 in Table III are normals to eight faces of the octahedron. With these vectors, we define another family of regions
such that as we increase ϑ P t1, 2, 3,¨¨¨, 8u G ϑ also contracts from the unit sphere to the octahedron, and points (123) lie on the boundary of every G ϑ like E us γ . Moreover, there always exit two ϑ ď ϑ 1 such that G ϑ Ě E us γ Ě G ϑ 1 , hence G ϑ and G ϑ 1 are outer and inner approximations of the numerical range E us γ . In particular, the boundary BE us γ lies between the octahedron BG 8 and the unit sphere BG 1 .
Recall that the two extreme eigenvalues of an operator in 1 j γ E γ [for E γ , see (122)] are˘1 for an odd number γ. Using (15)-(19), we establish uncertainty and certainty functions of the mean vector ε " 1 j γ x E γ y and achieve 2 ln 2 ď hp ε q ,
u max p ε q ď u max P " 2, , 2,¨¨¨, 50. The values are filed in Appendix . On the right-hand-side, choosing γ " 3 and j " 5 2 , we plot the largest and second-largest eigenvalues λpθ, φq of p ηpθ, φq¨ Eγ as functions of θ and φ [for Eγ, see (122)]. One can recognize that the gap between eigenvalues is the smallest at tpθ l , φ l q, pπ´θ l , π`φ l qu 4 l"1 [for pθ l , φ l q, see Table III] .
on E us γ Ď G 1 . The functions h, u1 {2 , and u 2 reach their lower and upper bounds at the six extreme points in (123). Hence, inequalities (125)-(127) are saturated by the extreme-eigenvalue-states of J x , J y , and J z . These three relations hold for all j and positive odd powers γ.
The CR (128) is saturated by the extreme-eigenvaluestates of the operators,˘p η l¨ E γ , in the eight directions t˘p η l u 4 l"1 . Since the numerical range E us γ shrinks in these directions, the upper bound u max decreases monotonically from to 2 as j goes from 1 2 to 8. In Fig. 12 and Appendix , taking γ " 3, we present the values of u max for j " 1, can be adopted, it is not tight for j ą 1 but it is non-trivial. Besides, one can safely employ u max p ε q ď 2.00759 as a legitimate CR for all j ě 10 and γ " 3.
In Fig. 12 , for γ " 3 and j " 5 2 , we also plot the largest and second-largest eigenvalues of Λpθ, φq " p ηpθ, φq¨ E γ . There one can perceive that the gap between the eigenvalues is least at eight different pθ, φq that correspond to t˘p η i u 4 i"1 . The gap at these eight places reduces as j grows, and it seems to disappear at j Ñ 8. By the way, such a situation appears in the study of quantum phase transitions. The gap is already very small for j " 10, and the two eigenvalues are, 586.116 and 585.098, almost equal at pθ l , φ l q. In other words, the maximum eigenvalue λ m pθ l , φ l q turns almost degenerate for a large quantum number j, and the degeneracy is a necessary requirement for the allowed region to have a flat face (that has more than one distinct points). Therefore, eight flat faces appear on the boundary BE us γ for an odd power γ ě 3. Now we take even powers γ " 4, 6¨¨¨for E γ of (122), then hyperrectangle (3) becomes
In the case of j " 1 2 , 1, and 3 2 , one can compute the mean value xpJ x q γ y from xJ 2 x y by using the Cayley-Hamilton theorem for J x , and similarly for the other two operators in E γ . As a result, the numerical range E γ of E γ -directly obtained from the numerical range of pJ 2 x , J 2 y q in Sec. V-will be a single point, a triangle, and an elliptical disk for j " and J 2 y . Hence, they will also be invariant subspaces of Λpθ, φq " p ηpθ, φq¨ E γ for all even γ ě 2. Moreover, one can find eigenvectors of Λ in these subspaces like Sec. V. Here also, for every half-integer j, the maximum eigenvalue λ m pθ, φq of Λpθ, φq is at least twofold degenerate in all the directions pθ, φq. Now we only focus on γ " 4.
The maximumeigenvalue-kets |˘jy and the minimum-eigenvalue-kets |˘1 2 y or |0y of J In the case of j " 2, the operator Λpθ 1 , φ 1 q " p η 1¨ E 4 has only two distinct eigenvalues 8 ? 3 and 6 ? 3 [for p η 1 , see Table. III]. With the eigenvalues, one can have two parallel supporting hyperplanes whose outward-pointing normals are˘p η 1 as per (8) and (9) . Here the numerical range E 4 is the convex hull of an ellipse in one of the planes and the three extreme points p16, 1, 1q , p1, 16, 1q , and p1, 1, 16q
lie in the other plane. The ellipse is specified by the equality in describes its plane. According to (14) , the elliptical face Fpθ 1 , φ 1 q identified by (132) and the triangular face Fpπ´θ 1 , π`φ 1 q made of the points in (131) are the images of the two sets of eigenstates that are associated with the maximum and minimum eigenvalues of p η 1¨ E 4 . , respectively. In each row, the same region is shown from different viewpoints. In all the pictures, the green points come from the extreme-eigenvalue-states of J 130). In the case of j " 2, the top row, the three blue points and the blue elliptical disk represent (131) and (132), respectively. The blue points and boundary of the disk form the set of all extreme points of E4. Furthermore, there are four triangles-illustrated by the yellow lines-on the boundary BE4, and their vertices are the blue points and the three green points p0, 12, 12q, p12, 0, 12q, and p12, 12, 0q. In the case of j " 5 2 , the bottom row, the boundary BE4 has four elliptical disks painted in blue color.
In other words, the conditions in (132) are only met by the maximum-eigenvalue-states of p η 1¨ E 4 . One can see in Fig. 13 that there are three more triangles on the boundary BE 4 whose outward normals are η "´p1, 1, 7q and the two obtained by permuting the entries in η. The lowest eigenvalue 24 of J
z is threefold degenerate, hence E 4 gets a triangular face in the direction of η.
For j " 2, there is not a single eigenvalue of Λpθ, φq that stays the largest throughout the parameter space r0, πsˆr0, 2πq of θ and φ. Four distinct eigenvalues λpθ, φq compete and cross each other, known as the level crossing, in different parts of the parameter space as shown in Fig. 14. There we highlight points one in red and four in black color-that correspond to the ellipse and triangles-where the maximum eigenvalue λ m pθ, φq becomes double and triple degenerate, respectively.
Next, in the case of j " 5 2 , Λpθ, φq has three distinct eigenvalues, and each one is double degenerate for all θ and φ. Although one of the eigenvalues stays the largest in the whole parameter space r0, πsˆr0, 2πq, it meets , we plot different eigenvalues of Λpθ, φq " p ηpθ, φq¨ E4 in separate colors on the parameter space r0, πsˆr0, 2πq. Eγ"4 is given in (122). One can recognize the maximum eigenvalue λmpθ, φq from the top view. In the case of integer j-values, one out of four eigenvalues of Λ dominates in a region of the parameter space, and one can observe the level crossings in the two left-hand-side pictures. There one can easily spot points where-three colors join-λm becomes threefold degenerate, some of them are indicated by black dots. The black dots correspond to the triangular faces of the allowed regions E4 in Figs. 13 and 15 . Whereas, in the case of j " 5 2 and j " 7 2 , the largest and the second-largest eigenvalues meet only at four and six individual points, respectively. These four and three out of the six points are marked in red color. The red dots in all the above pictures have link with the elliptical faces of E4 in Figs. 13 and 15.
the second-largest eigenvalue at four different pθ, φq. In other words, the maximum eigenvalue λ m pθ, φq becomes fourfold degenerate only at these 4 points featured in red color in Fig. 14 . Consequently, we observe four flat faces [see Fig. 13 for j " 
and another is bŷ z , by the cyclic permutations of tx, y, zu in (134) one can obtain relations that characterize the two remaining elliptical faces of the allowed region. Note that numbers such as 4.076923 are rounded to a few decimal places.
Next, we take j " 3, where the allowed region is the convex hull of three intersecting ellipses and the point p16, 16, 16q that is marked in blue color in Fig. 15 . There one can notice blue curves, which are the parts-of the ellipses-that lie on the boundary BE 4 . The remaining (unseen) parts of ellipses fall inside the numerical range E 4 . One of the ellipses can be characterized by the equality in 
and the other two by permuting tx, y, zu in these relations. The second equation in (135) describes the plane where the ellipse stays. Note that this plane is not a supporting plane of E 4 but it passes through the allowed region. Moreover the eigenvalue 204 of 2J
is not an extreme eigenvalue. Like j " 2, the level crossings occur also in the case of j " 3. In Fig. 14 , we mark four points in black color where λ m pθ, φq turns triple degenerate. In these four directions-p η 1 , η "´p1, 1, 3.55739q, and the two obtained by permuting the entries in η-E 4 has four triangular faces [see Fig. 15 ]. One can check that the biggest eigenvalues 34 ? 3 and´88.9183 of the operators p η 1¨ E 4 [for p η 1 , see Table III] and η¨ E 4 are threefold degenerate, and the associated eigenstates generate the triangular faces. Now we move to j " 7 2 , where each eigenvalue of Λpθ, φq is at least double degenerate, and there are at most four distinct eigenvalues over the whole parameter space. Its maximum eigenvalue λ m pθ, φq becomes fourfold degenerate at six different pθ, φq, and three of them are indicated by the red-dots in Fig. 14 . The allowed region E 4 has three elliptical faces in the directions pθ, φq associated with the red-dots. One of the faces is characterized bŷ 
and the remaining two by the permutations of tx, y, zu in these relations. Only the eigenstates associated with the smallest eigenvalue 71.8851 of J , respectively. Like Fig. 13 , each row carries the same E4. In the top-pictures, the blue curves are parts of three ellipses, the blue point is 16p1, 1, 1q, and the yellow lines constitute four different triangles on the boundary BE4. The ellipses cross each other at the three green points, such as p81, 6, 6q, that come from the maximum-eigenvalue states of J , one can see three elliptical disks in blue color on the boundary of E4. The vector´p1, 1, 0.3890792q is an outward normal to the supporting hyperplane in which one of the disks resides. • 0.8 Like Fig. 6 , the plots exhibit the lower bounds of hp εq and u1 {2 p εq and the upper bounds of u2p εq and umaxp εq on E4 as functions of the quantum number j " 1, 3 2 ,¨¨¨, 50.
number j " 25. One can notice a curved surface at the boundary BE us 4 , which is predicted by the quantum de
One can recognize that two of the green points in Fig. 16 are indeed close to p Like before, according to (15)-(19), here we build our combined uncertainty th, u1 {2 u and certainty tu 2 , u max u functions of the mean vector ε " x E 4 y. Then, for every j " 1, 3 2 ,¨¨¨, 50, we compute values of these functions on a finite set of boundary points of E 4 and consider the minimum values of h, u1 {2 as their lower bounds h, u1 {2 and the maximum values of u 2 , u max as their upper bounds u 2 , u max . With a bound one has a UR or CR. We plot these bounds in Fig. 17 and record them in Appendix . These bounds are accurate up to a first few decimal places, and one can improve them by taking more boundary points or adopting a procedure such as reported in [1] .
The uncertainty and certainty measures reach their extreme values th, u1 {2 , u 2 , u max u in those parts of the boundary which are close to the corners of hyperrectangle (129). As these parts move toward the corners [see Figs. 13, 15, and 16] as j grows, the lower bounds decrease and the upper bounds increase [see Fig. 17 ]. In the limit j Ñ 8, the allowed region will share three vertices of the hyperrectangle [see (137)] and h, u1 {2 , u 2 , and u max will hit their trivial values 0, 3, 3, and 3, respectively.
VIII. N -QUBIT SYSTEM
In this section, one by one, we consider (122) and
As before γ is a finite positive integer. Here, in both the cases, the main task is to achieve the allowed region for E γ in the limit j Ñ 8. To complete the task, we take a system of N spin-1 2 particles (qubits), and applying the famous quantum de Finetti theorem [30, 31] in the limit N Ñ 8.
Let us begin with the vector Pauli operator σ i " pX i , Y i , Z i q that acts on ith qubit's Hilbert space, and
is the total angular momentum vector operator on Nqubit Hilbert space H 2 bN . The operator J 2 " J¨ J has eigenvalues jpj`1q where j " when N is an even or odd number. In an eigenbasis of (degenerate operator) J 2 , the components of J reveal their block-diagonal forms, for instance,
denotes the direct sum of multiple copies of the angular momentum operator J z corresponding to the quantum number j " N 2´1 , and so on. There is only one copy of J p N 2 q z in the direct sum. For more details, we point the reader to [37, 39] . Polynomials of J x , J y , and J z such as
carry the same block-diagonal structure. A side remark: The numerical range of a direct sum of operators, say, pA ' A 1 , B ' B 1 q is the convex hull of the numerical ranges of pA, Bq and pA 1 , B 1 q provided A and B act on the same Hilbert space, and similarly for A 1 and B 1 [11, 40] . Hence, we can express the numerical range of pJ (138) and (142) 3,1 q, which we have checked up to N " 50.
Now coming back to our main task, we only need the eigenspace of J 2 that corresponds to the largest quantum number j " 
where U p is the unitary operator associated with a permutation p of qubits' indices t1,¨¨¨, N u. Equation (147) is same as (24) . Due to Eq. (148), all Dicke kets (144) have the Bose-Einstein symmetry [31] , and they form an orthonormal basis of the symmetric subspace
of the N -qubit Hilbert space. In short, SympH bN 2 q is the eigenspace J 2 and U p for all p's. The N -qubit operators pJ x , J y , J z q restricted to this subspace behave as pJ x , J y , J z q [see (22) - (25)], that is,
where the dimension d " 2j`1 " N`1. We put the same restriction, (150), on the N -qubit operators in (141) and (142). Now let us form a set
of all those N -qubit density operators whose supports lie in symmetric subspace (149). Ω be is analogous to the state space-mentioned in (2) for a d-level systembut here every state also has the Bose-Einstein symmetry U p ρ " ρ P Ω be as described in [31] .
Here we quote a special case of the celebrated quantum de Finetti theorem [30, 31] :
In the limit N Ñ 8, Ω be becomes a Choquat simplex, extreme points of which are pure product states.
(152)
In a simplex, every point has a unique decomposition in terms of its extreme points, and the word "pure" in (152) is attributed to the Bose-Einstein symmetry. Every pure qubit's state ρ " 1 2 pI` r¨ σq , where r " x σy " px, y, zq " psin µ cos ν, sin µ sin ν, cos µq, µ P r0, πs , and ν P r0, 2πq ,
provides a symmetric product state ρ bN that is an extreme point of Ω be for all N " 1, 2,¨¨¨, particularly, in the limit N Ñ 8 thanks to (152). Now we can present our allowed regions.
For a finite N , one can realize
where i 1 ,¨¨¨, i γ are qubits' indices and x " xXy ρ [see (153)]. Then we take the limit and obtain
In Fig. 19 , we plot
for γ " 1,¨¨¨, 4. The hyperrectangle H us in (156) is r0, 1sˆ3 and r´1, 1sˆ3 for an even and odd γ, and x " x γ and so on. Basically, J γ is an image of the Bloch sphere, which is identified with x 2`y2`z2 " 1. In the case of γ ą 4, the shape of J γ is same as J 3 and J 4 for an odd and even γ, respectively. •
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ , and λm,γpθ1, φ1q is the minimum eigenvalue of p η1¨ Eγ.
Since Ω be is the convex hull of pure product states as (151) and (152)], the numerical range E us γ of (122)] is the convex hull of J γ in that limit. For γ " 1 and γ " 2, E is the unit ball and the triangle, respectively, as reported in Secs. III and V as well as in [10, 15] . For an odd and even γ ą 1, the allowed region is E us γ " Convtp˘1, 0, 0q, p0,˘1, 0q, p0, 0,˘1qu and E us γ " tpx, y, zq P r0, 1sˆ3
respectively. It means that, in the case of every odd power γ ą 1, E us γ is the octahedron, and tight URs and CRs are listed in (125)-(128). In CR (128), recall that u max approaches 2 as j Ñ 8. While, in the case of an even power γ, three corners of the hyperrectangle H us " r0, 1sˆ3 lie in the numerical range E us γ , therefore we do not get a non-trivial UR or CR for Taking the unit vector p η 1 and E γ from Table III and (122), respectively, we find the extreme eigenvalues of the operator p η 1¨ E γ for j " 1,¨¨¨, 50 and γ " 3,¨¨¨, 8. With the largest λ m,γ pθ 1 , φ 1 q and smallest λ m,γ pθ 1 , φ 1 q eigenvalues one can draw two parallel supporting hyperplanes (9) of E us γ whose outward normal vectors are˘p η 1 . We plot the eigenvalues in Fig. 20 . Since λ m,γ "´λ m,γ for an odd power γ, we present λ m,γ for even γ's. The plots suggest
for γ ą 1 and
for an even γ ą 1 , (158) which agree with what is achieved by applying the quantum de Finetti theorem on a N -qubit system.
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ 0.8 
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ 0.8 , respectively, where λm,γpθ1, φ1q and λm,γpθ1, φ1q are the largest and smallest eigenvalues of the operator p η1¨ Eγ. The unit vector p η1 and the vector operator Eγ are registered in Table III and (138), correspondingly. Now we move to our second example: the anticommutators from (138) and (142). Like (154) and (155), first we acquire
and then we apply the limit
The numerical range of 1 j 2γ E γ , where E γ is from (138), is the convex hull of points 2ppx zq γ , py zq γ , px yq γ q. However, we want the range E us γ of 1 am,γ E γ , where a m,γ is the maximum eigenvalue of the (unitary equivalent) anticommutators A t,γ and t " 1, 2, 3.
In Fig. 21 , we display am,γ j 2γ as a function of j for γ " 1,¨¨¨, 6, which indicates that
Hence, in the limit j Ñ 8, the numerical range E us γ of 1 am,γ E γ is the convex hull of
where the hyperrectangle H us is r0, 1sˆ3 and r´1, 1sˆ3 for an even and odd γ. The equation in second expression of A γ comes from the normalization condition, r¨ r " 1, of the Bloch vector in (153). In Fig. 19 , we exhibit A γ for γ " 1,¨¨¨, 4.
One can perceive that, for γ " 1, A γ is Steiner's Roman surface characterized by Eq. (117). In this case, tight URs and CRs will be (98)-(101) [see (121)]. Like the previous example, in the case of an even power γ, we do not get a non-trivial UR or CR because four corners of the hyperrectangle H us " r0, 1sˆ3 fall in the range E us γ . Next one can check that, for γ ą 4, the shape of A γ is similar to A 3 and A 4 in the case of an odd and even γ, respectively. Hence, the permitted region is the octahedron and tetrahedron, E us γ " Convtp˘1, 0, 0q, p0,˘1, 0q, p0, 0,˘1qu and E us γ " Convtp0, 0, 0q, p1, 0, 0q, p0, 1, 0q, p0, 0, 1qu , (163) for an odd and even γ ě 3, respectively. In the case of the octahedron, one will have the same tight URs and CRs (125)-(128) for the anticommutators. , and λm,γ pθ1,φ1q j 2γ
as functions of j " 1, 2,¨¨¨, 50 for different γ's. a m,γ represents the minimum eigenvalue of the anticommutators A t,γ , and a m,γ "´a m,γ when γ is a positive odd number. Similarly, for an odd γ, the minimum eigenvalue λ m,γ pθ 1 , φ 1 q is same in magnitude but opposite in sign of the maximum eigenvalue λ m,γ pθ 1 , φ 1 q of the oper- 
, and (164)
" 0 for an even γ ą 1 , which supports the above results secured via the quantum de Finetti theorem.
IX. SUMMARY AND OUTLOOK
In this paper, we studied three kinds of Hermitian operators: the combinations pX γ , Y γ q of powers of the ladder operators, powers of the angular momentum operators pJ γ , A 2,γ , A 3,γ q . In each case, we presented the joint numerical range E and tight lower and upper bounds for URs and CRs, respectively. Essentially, all the main results are displayed in Figs. 1-21 .
Boundary BE of the allowed region is entirely generated by the maximum-eigenvalue-kets of Λpθ, φq. In simple cases, where the angular momentum quantum number j is small, we provided analytical expressions of its maximum eigenvalue λ m pθ, φq, the associated eigenkets |θ, φy, and the boundary BE. For large quantum numbers, we obtained these numerically. Up to j " 50, the bounds for tight URs and CRs are also gained numerically by exploiting a finite set of boundary points. The limiting case j Ñ 8 is handled by applying the quantum de Finetti theorem on a N -qubit system, where N Ñ 8, and the allowed regions as well as tight URs and CRs are achieved.
In the case of pJ x , J y , J z q, pX γ , Y γ q, and for a pair of the anticommutators pA t , A t 1 ‰t q, recall that A t " A t,γ"1 , the allowed region is bounded by a sphere (circle, in the case of two operators) centered at the origin for all the quantum numbers j. There lower and upper bounds in the tight URs and CRs do not change with j. In the case of pJ 2 x , J 2 y q, the numerical range changes its shape from triangular to elliptical to triangular as j goes from 1 to infinity. In this case, the lower bounds decrease and upper bounds increase as j grows, and they reach their trivial values in the limit j Ñ 8.
In the case of anticommutators, after the uniform scaling, the allowed region E us for 1 am pA 1 , A 2 , A 3 q is the convex hull of a Roman surface for both j " 1 and j Ñ 8. Whereas, for j " 3 2 , 2, E us is a unit ball centered at p0, 0, 0q, then it starts contracting in four directions and expanding in their antipodal directions as j increases. One of our tight URs for pA 1 , A 2 , A 3 q does not change with j, whereas the other grows weaker because its lower bound decreases with j but it never becomes trivial even in the limit j Ñ 8. Likewise, our tight CRs for the anticommutators grow weaker with the expansion of E us but they stay nontrivial for all js.
In the case of odd powers γ ą 1, the numerical range E us of 1 j γ pJ γ x , J γ y , J γ z q shrinks from a ball to an octahedron as the quantum number j rises. With the rise of j, some of our tight URs and CRs stay as they are, whereas one CR becomes stronger because of its upper bound decreases with the contraction of E us . In the case of an even power γ ą 2, particularly for pJ 4 x , J 4 y , J z q, we discovered that distinct eigenvalues of Λpθ, φq cross each other and dominate in different parts of the parameter space. As a result of this level crossing and the disappearance of the gap between eigenvalues, the largest eigenvalue λ m pθ, φq of Λ turns degenerate in different sections of the parameter space, and thus we observe flat faces on the boundary of the allowed region. The degeneracy is a necessary but not sufficient requirement for E to has a flat face. For small quantum numbers, it is difficult to predict the shape of E for pJ z q, our tight URs and CRs turn weaker as j grows, and they become trivial in the limit j Ñ 8.
With the de Finetti theorem, when γ ą 2 and j Ñ 8, we realized that the numerical range of Recently, quantum phase transitions are explored through the joint numerical range of certain observables in [2, [7] [8] [9] [10] [11] . Results from this paper may become useful for such an investigation as operators, for example, J 2 ,¨¨¨, 50, the values of u1 {2 displayed in Fig. 6 
