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ABSTRACT 
 
This dissertation comprises the following four components. (1) Development of a robust 
and efficient 3-D finite element electromagnetic field solver with high-order vector 
elements for high-frequency and high-speed circuit simulations. The solver supports 
wave port and lumped port excitations as well as the incorporation of lumped networks 
and circuit models in a distributed finite element model. An adaptive multipoint model 
order reduction method is developed for fast broadband analysis. (2) Development of a 
fast and accurate multiconductor transmission line simulator and parameter extractor with 
improved model order reduction techniques. A methodology is further proposed for a 
combined quasi-TEM and full-wave transmission line analysis, which possesses their 
respective advantages and ensures full-wave accuracy from DC to very high frequencies. 
The transmission line analysis also takes into account the frequency dependence of 
dielectric materials. (3) Study of the low-frequency instability problem in the 3-D full-
wave finite element simulation. The tree-cotree splitting is combined with several other 
techniques to improve the matrix conditioning and extend full-wave solutions down to 
very low frequencies for a more robust broadband characterization of high-speed digital 
circuits. (4) A combined domain decomposition–model order reduction (DD–MOR) 
method for efficient full-wave analysis of interconnections in multilayer printed circuit 
boards. The method not only brings a significant enhancement to computational 
efficiency while maintaining full-wave accuracy, but also provides great flexibility in the 
finite element mesh generation. 
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CHAPTER 1 
 
INTRODUCTION 
 
 
 
 
 
In the past 30 years, various kinds of numerical techniques have been developed and 
applied to the full-wave electromagnetic analysis of high-frequency circuit components. 
Research in this area begins with the waveguide modal analysis and extends to three-
dimensional circuit structures such as waveguide filters, power dividers, antennas, and 
microwave integrated circuits. Another growing application is the modeling of high-
speed digital circuits. The increasing operating frequencies and bandwidth of switching 
signals cause a variety of high-frequency effects that degrade the performance of the 
entire system, leading to a demand for accurate full-wave electromagnetic modeling. As a 
consequence, in recent years, electromagnetic computer-aided design tools have been 
springing up and offering more complete design-oriented functionality for the electrical 
characterization of on-chip and packaging structures as well as multilayer printed circuit 
boards (PCBs). 
In spite of the rapid growth in functionality of electromagnetic simulation tools, the 
most fundamental requirements of a field solver—robustness, accuracy, and efficiency— 
should not be ignored, and need continued study and improvement. Many issues still 
exist. For example, the large number of unknowns resulting from the discretization of 
Maxwell’s equations makes full-wave methods computationally intensive and often can 
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only afford single-component analysis. The problem is exacerbated by imperfect 
conductors, which exist in most kinds of circuits and cannot be well approximated by 
perfect electric conductors or impedance boundary conditions in some applications. The 
volumetric discretization of imperfect conductors not only increases the number of 
unknowns, but also deteriorates the numerical stability. In addition, a high-speed digital 
system requires a broadband characterization from very high frequencies down to the DC 
region, thus posing another challenge to the applicability of full-wave methods. 
This dissertation aims to address some of the issues in the finite element method, 
which is one of the popular methods in electromagnetic simulation. The method is well 
known for its excellent capability of geometry and material modeling. Although requiring 
a volumetric discretization, the resulting system matrix is sparse and can be efficiently 
handled by ever-progressing direct or iterative sparse matrix solvers. To further enhance 
the finite element method for the simulation of large-scale problems, a combined domain 
decomposition–model order reduction (DD–MOR) method is developed in this study and 
applied to analyze multilayer PCBs. The algorithm performs a layer-by-layer analysis, 
and in each layer the computation is further accelerated with an adaptive multipoint MOR 
technique. Significant savings in the memory usage and computation time are achieved. 
Moreover, because reduced-order models are generated for each layer instead of for the 
entire structure, the MOR algorithm converges faster, and the optimization of circuits in a 
certain layer can be carried out without resimulating the entire structure. The domain 
decomposition formulation also allows inconsistent meshes at domain interfaces, and 
thus provides great flexibility in the finite element mesh generation. 
In the aspect of the robustness of a full-wave solver, the low-frequency instability 
problem existing in frequency-domain finite element methods is the most important one 
that needs to be overcome. Briefly speaking, at low frequencies, electric and magnetic 
fields become decoupled and the electric field is dominated by its electrostatic part, 
which lies in the null space of the curl operator. The induced phenomenon is the ill-
conditioning of a finite element matrix, which leads to deteriorated solution accuracy or 
even the breakdown of a full-wave solver. In this study, the tree-cotree splitting technique 
is applied in the full-wave finite element analysis for improving matrix conditioning. In 
the tree-cotree splitting, the conventional edge bases defined on tree edges are replaced 
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by an equal number of pure-gradient bases defined on element vertices to provide 
separate approximations for the φ∇  and j Aω G  parts of an electric field. 
In addition to the study of the aforementioned issues, significant efforts are also 
devoted to multiconductor transmission line analysis, which plays an important role in 
both high-frequency and high-speed circuit designs. The most basic transmission line 
parameters include the propagation constants and characteristic impedances. In some 
applications such as interconnect modeling, broadband frequency-dependent per-unit-
length resistance, inductance, capacitance, and conductance (R, L, C, and G) need to be 
extracted for further time-domain analysis. To this end, a combined quasi-TEM and full-
wave simulation framework is developed in this study for an efficient characterization of 
multiconductor transmission lines from high frequencies all the way to DC. A quasi-TEM 
solver based on novel techniques first performs a simulation over the entire frequency 
band of interest. A self-evaluation function incorporated into the solver automatically 
evaluates the solution accuracy and determines a switch frequency depending on a 
specified error tolerance. If the switch frequency is below the maximum frequency of 
interest, a full-wave solver is automatically initiated to take over the simulation. In the 
end, the quasi-TEM and full-wave solutions are merged to yield a unified broadband 
solution. In this way, the combined quasi-TEM and full-wave solver is highly efficient 
and ensures full-wave accuracy throughout the entire frequency band. The 
aforementioned low-frequency breakdown problem is completely excluded in our 2-D 
multiconductor transmission line analysis. 
This dissertation is organized as follows. In the subsequent sections of Chapter 1, 
both high-order nodal and vector triangular elements as well as vector tetrahedral 
elements adopted in this dissertation will be introduced, and the expressions of the 
commonly used basis functions are explicitly given. In addition, a simple approach for 
generating a tetrahedral mesh from a 2-D triangular surface mesh is provided. The finite 
element formulation for three-dimensional circuit problems will be covered in Chapter 2. 
Also embodied in Chapter 2 are the various kinds of numerical boundary conditions, 
wave and lumped port excitations, the incorporation of lumped networks and circuit 
models into a distributed finite element model, thin wire modeling, and model order 
reduction techniques for accelerating a simulation. Chapter 3 focuses on the two-
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dimensional finite element method in the application of multiconductor transmission line 
analysis. The full-wave and quasi-TEM finite element analyses and their associated 
model order reduction techniques are discussed in detail. The chapter includes a review 
of previously published formulations and techniques as well as some important 
improvements made in this study. In Chapter 4, the tree-cotree splitting algorithm and its 
application to the full-wave finite element analysis will be introduced. With the tree-
cotree splitting, an enhancement to the model order reduction method introduced in 
Chapter 2 is made possible and will be demonstrated to be able to extend full-wave 
solutions to very low frequencies. The combined domain decomposition–model order 
reduction method for efficient broadband simulation of multilayer PCBs will be 
introduced in Chapter 5, where a detailed algorithm is provided. At the end, Chapter 6 
summarizes the conclusions from previous chapters and the contributions of this research 
work. 
 
1.1 Triangular Elements 
The finite element method approximates an infinite-dimensional function space with a 
finite-dimensional subspace constructed with the basis functions defined on a finite 
number of elements. Basis functions employed for a certain application must be 
consistent with the physical properties of the approximated quantity. In this study, the 
Lagrangian nodal basis functions [1] defined on triangular elements are employed in 
electrostatic and quasi-magnetostatic problems (Chapter 3) for approximating the electric 
potential and the axial component of a magnetic vector potential, as well as in the full-
wave modal analysis (Chapter 3) for approximating the axial component of a modal 
electric field. The transverse component of a modal field is approximated with the 
interpolatory vector basis functions [2], which satisfy the divergence condition in a 
source-free region and thus eliminate the problem of spurious modes encountered in the 
modal analysis using pure nodal basis functions. 
The linear nodal basis functions, expressed in terms of the local-area coordinates or 
the simplex coordinates, are given by 
 1 2 3( , , )     1 3i iN L L L L i= = −  (1.1) 
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where each of the functions is defined on a vertex of a triangular element (Figure 1.1(a)). 
These basis functions provide a first-order approximation to a scalar field within each 
element. More widely used than the linear element is the quadratic element, which offers 
a better convergence of numerical solutions and is applied in all of the examples in 
Chapter 3. Referring to the interpolation points in Figure 1.1(b), the quadratic basis 
functions are given by 
 1 1 1 2 2 2 3 3 3(2 1)    (2 1)    (2 1)N L L N L L N L L= − = − = −  
 4 1 2 5 2 3 6 3 14           4            4= = =N L L N L L N L L . (1.2) 
Even better convergence can be achieved with higher-order elements, in which the basis 
functions can be systematically derived as demonstrated in [3]. It can be deduced that an 
nth-order approximation requires ( 1)( 2) 2m n n= + +  interpolation points in a triangular 
element, resulting in m Lagrangian polynomials of order n as basis functions. An 
important property of these functions is that iN  reaches unity at node i and vanishes at all 
the other nodes, as depicted in Figure 1.2. Hence the basis functions are continuous 
across element boundaries and can be used to model continuous scalar quantities such as 
the electric potential and the axial component of a modal field. 
For the approximation of the transverse component of a modal field, the curl-
conforming interpolatory vector bases are employed. This type of element ensures the 
tangential continuity of a field across element boundaries without prescribing the normal 
continuity, and hence allows a discontinuity in the normal component of a field across 
                          
1
2 3
4 6
5
 
                                        (a)                                                               (b) 
Figure 1.1  Interpolation points. (a) Linear nodal element. (b) Quadratic nodal element. 
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element boundaries. Referring to Figure 1.3, the first-order (complete to the zeroth order, 
as denoted by p = 0 in [2]) vector basis functions are given by 
 1 1 2 2 1 1 2 2 3 3 2 2 3 3 1 1 3 3( )     ( )     ( )W L L L L W L L L L W L L L L= ∇ − ∇ = ∇ − ∇ = ∇ − ∇
G G GA A A  (1.3) 
where iA  is the length of edge i. The tangential component of each basis function in (1.3) 
is constant along one edge of an element and always vanishes along the other two edges. 
A field variable (unknown) is exactly the component of a field at the interpolation point 
along the direction indicated in Figure 1.3, and the tangential continuity is maintained by 
sharing the field variable defined on the common edge of two adjacent elements. The 
second-order vector basis functions are applied in all of the examples in the full-wave 
transmission line analysis and are given as follows: 
 
1 1 1 2 2 1 1 2 2 1 2 2 1 1
3 2 2 3 3 2 2 4 3 2 3 3 2 2
5 3 3 1 1 3 3 6 1 3 1 1 3 3
(3 1)( )       (3 1)( )
(3 1)( )     (3 1)( )
(3 1)( )      (3 1)( )
W L L L L L W L L L L L
W L L L L L W L L L L L
W L L L L L W L L L L L
= − ∇ − ∇ = − ∇ − ∇
= − ∇ − ∇ = − ∇ − ∇
= − ∇ − ∇ = − ∇ − ∇
G GA AG GA AG GA A
 (1.4a) 
and 
 7 3 1 2 2 1 1 8 1 2 3 3 2 2
9 9( )      ( )
2 2
W L L L L L W L L L L L= ∇ − ∇ = ∇ − ∇G GA A . (1.4b) 
The tangential component of each of the edge basis functions in (1.4a) is linear along one 
edge of an element and again vanishes along the other two edges. 7W
G
 and 8W
G
 together 
                       
                           (a)                                                                  (b) 
Figure 1.2  (a) Linear nodal element: 1 3N N− . (b) Quadratic nodal element: 1 3N N−  (left) 
and 4 6N N− (right). 
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provide second-order normal components along all the three edges. They are entirely 
local within each element, and the associated field variables are independent from those 
in other elements.  
The first- and second-order triangular elements described above are generally applied 
in this study for the 2-D transmission line analysis and the port field calculation in 3-D 
circuit structure simulations. Interested readers are referred to [2, 3] for unified 
expressions for basis functions on triangular elements of arbitrary orders. 
 
1.2 Tetrahedral Elements 
The curl-conforming interpolatory vector basis functions [2] defined on a tetrahedron are 
the cornerstone of the three-dimensional full-wave solver implemented in this research. 
As with a triangular element, the continuity of the tangential component of a vector field 
is maintained by sharing the field variables defined on the common edges of adjacent 
elements. Higher-order elements must also share the field variables defined on their 
common faces. 
A first-order ( p = 0) tetrahedral vector element comprises six basis functions, each of 
which is defined along one edge of a tetrahedron (Figure 1.4). Expressed in terms of the 
local-area coordinates, these functions are given by 
1 1 2 2 1 12 2 2 3 3 2 23 3 3 1 1 3 31( )     ( )     ( )= ∇ − ∇ = ∇ − ∇ = ∇ − ∇
G G GA A AW L L L L W L L L L W L L L L  
          
1
2 3
edge 1
edge 2
edge 3
             
                                     (a)                                                                 (b) 
Figure 1.3  Interpolation points and vector field variables on triangular elements. (a) First-
order vector element. (b) Second-order vector element. 
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      4 1 4 4 1 14 5 4 2 2 4 42 6 3 4 4 3 34( )     ( )     ( )= ∇ − ∇ = ∇ − ∇ = ∇ − ∇
G G GA A AW L L L L W L L L L W L L L L  (1.5) 
where i jA  is the length of edge i j connecting nodes i and j. As in a triangular vector 
element, a field variable is exactly the component of a field at the interpolation point 
along the direction indicated in Figure 1.4. Higher-order tetrahedral elements can be 
systematically derived and expressed in terms of the shifted Silvester polynomials [2]. An 
nth-order tetrahedral element comprises a total of 6n edge basis functions, 4 ( 1)n n −  face 
basis functions ( ( 1)n n −  on each face), and ( 1)( 2) 2n n n− −  interior basis functions. It is 
worth mentioning that among the 3 ( 1) 2n n −  face basis functions available on each face, 
only ( 1)n n −  of them should be selected while the others are discarded for their linear 
dependence. Therefore, the same sets of face basis functions must be selected on the 
common face of two adjacent elements for a correct implementation. The second-order 
( p = 1) basis functions, which are applied in some of the examples in the following 
chapters, are given as follows: 
edge basis functions 
 
1 1 1 2 2 1 12
3 2 2 3 3 2 23
5 3 3 1 1 3 31
(3 1)( )
(3 1)( )
(3 1)( )
= − ∇ − ∇
= − ∇ − ∇
= − ∇ − ∇
G AG AG A
W L L L L L
W L L L L L
W L L L L L
    
2 2 1 2 2 1 12
4 3 2 3 3 2 23
6 1 3 1 1 3 31
(3 1)( )
(3 1)( )
(3 1)( )
= − ∇ − ∇
= − ∇ − ∇
= − ∇ − ∇
G AG AG A
W L L L L L
W L L L L L
W L L L L L
 
 
Figure 1.4  Interpolation points and vector field variables in a first-order tetrahedral vector 
element. 
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7 1 1 4 4 1 14
9 4 4 2 2 4 42
11 3 3 4 4 3 34
(3 1)( )
(3 1)( )
(3 1)( )
= − ∇ − ∇
= − ∇ − ∇
= − ∇ − ∇
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8 4 1 4 4 1 14
10 2 4 2 2 4 42
12 4 3 4 4 3 34
(3 1)( )
(3 1)( )
(3 1)( )
= − ∇ − ∇
= − ∇ − ∇
= − ∇ − ∇
G AG AG A
W L L L L L
W L L L L L
W L L L L L
 (1.6a) 
face basis functions 
 
13 3 1 2 2 1 12 14 1 2 3 3 2 23
15 4 1 2 2 1 12 16 2 1 4 4 1 14
17 1 3 4 4 3 34 18 3 1 4 4 1 14
19 2 3 4 4 3 34 20
9 9( )      ( )
2 2
9 9( )      ( )
2 2
9 9( )      ( )
2 2
9 ( )      
2
W L L L L L W L L L L L
W L L L L L W L L L L L
W L L L L L W L L L L L
W L L L L L W
= ∇ − ∇ = ∇ − ∇
= ∇ − ∇ = ∇ − ∇
= ∇ − ∇ = ∇ − ∇
= ∇ − ∇ =
G GA A
G GA A
G GA A
G GA 4 2 3 3 2 239 ( ) .2 L L L L L∇ − ∇ A
 (1.6b) 
It can be observed from (1.5) and (1.6) that the basis functions defined on a 
tetrahedral element are in exactly the same form as those given in (1.3) and (1.4) for a 
triangular element. In a 3-D circuit structure simulation with wave port excitations, such 
consistency simplifies the mapping between the 2-D modal solutions on a port and the 
field variables of the associated tetrahedral elements. Even higher-order elements are also 
supported in the solvers, but are found to be more useful for uniformly scaled structures 
such as a dielectric-loaded rectangular waveguide. For structures consisting of multiscale 
components, the discretization of a computational domain often leads to a large number 
of elements and, as a result, demands prohibitively large computational resources if 
higher-order elements are used. Interested readers are referred to [2, 3] for unified 
expressions for basis functions on tetrahedral elements of arbitrary orders. 
 
1.3 Tetrahedral Mesh Generation 
The tetrahedral mesh generator established in this study is based on a triangular mesh 
generator named Triangle*. For a layered circuit structure, all of the components are 
first projected to a 2-D surface, on which a triangular mesh is generated. This triangular 
mesh is extruded to layers of prism elements, and each prism is then decomposed to three 
tetrahedra, as illustrated in Figure 1.5. Users can assign a material to each defined region 
in each layer, as well as a boundary condition to a certain surface. This approach applies 
* Available at http://www.cs.cmu.edu/~quake/triangle.html 
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well to a broad range of circuit structures. A limitation is that all the material boundaries 
must be either parallel or perpendicular to the direction of extrusion. Therefore, an 
appropriate direction of extrusion has to be determined. For example, for a circular 
structure such as a coaxial cable, a 2-D triangular mesh must be generated on its cross-
section and then extruded in the axial direction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.5  A prism is decomposed to three tetrahedra. 
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CHAPTER 2 
 
FULL-WAVE CIRCUIT ANALYSIS 
WITH THE FINITE ELEMENT 
METHOD 
 
 
 
 
2.1 Three-Dimensional Finite Element Formulation  
Consider a general circuit structure in Figure 2.1. The volume of the computational 
domain is denoted by V, which is bounded by two types of truncation surfaces, namely 
the ports port, 1, 2,3, ,Γ = …i i N , and the side wall S. Inside the structure, the surface of a 
conductor is denoted by Sc and the interface between different dielectric materials is 
denoted by Sd. In this computational domain, the finite element method is applied to 
solve the vector wave equation 
 20 0 0
1    in  r
r
E k E jk Z J Vεμ
⎛ ⎞∇× ∇× − = −⎜ ⎟⎝ ⎠
G G G
 (2.1) 
where rμ  and rε  are the relative permeability and permittivity, respectively; 0k  is the 
excitation frequency; 0Z  is the intrinsic impedance of free space; and J
G
 is a current 
density as an excitation source. The vector wave equation is derived from Maxwell’s 
equations and must be satisfied by the electric field E
G
 in V. The boundary conditions 
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commonly applied in an electromagnetic simulation include the homogeneous Dirichlet 
boundary condition 
 D0    on  E∇× = Ω
G
 (2.2a) 
and the boundary condition of the third kind [3] 
 N
1 ˆ ˆ ˆ( ) + ( )    on  e
r
n E n n E Uγμ × ∇× × × = Ω
G G G
 (2.2b) 
where nˆ  is an outward-pointing (relative to the volume V ) unit vector perpendicular to 
the boundary NΩ , γ e is a known parameter, and UG  is a boundary source. When γ e and 
U
G
 are zero, equation (2.2b) is reduced to the Neumann boundary condition. Typical 
boundary conditions of the third kind include the impedance boundary condition (IBC), 
port boundary condition (PBC), and absorbing boundary condition (ABC). The port 
boundary condition, which will be discussed in Section 2.2, can be applied to each port 
surface for an accurate truncation of the computational domain and a modal excitation to 
the circuit structure. The Dirichlet boundary condition (2.2a), which is equivalent to a 
perfect electric conductor (PEC) in the E-field formulation, is often applied to interior 
conductors as well as the side wall. In such a configuration, DΩ  will be the union of cS  
and S  while NΩ  will comprise pΓ , port1, 2,3, ,= …p N . Yet a more accurate modeling 
V
1Γ
2Γ
3Γ
portNΓ
dS+−
ScS
 
Figure 2.1  General three-dimensional circuit problem. 
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can be achieved by applying the impedance boundary condition to imperfect conductors 
and using the absorbing boundary condition on the side wall for simulating an unbounded 
structure. In such a configuration, NΩ  will comprise cS , S , and pΓ , port1, 2,3, ,= …p N . 
In addition to the boundary conditions in (2.2), the continuity condition of tangential 
electric fields 
 ˆ ˆn E n E+ −× = ×G G  (2.3) 
must also be satisfied at the discontinuity interface of materials Sd . Through a variational 
formulation, the field solution E
G
 to the boundary value problem (2.1) – (2.3) corresponds 
to the stationary point of the following functional [3] 
 
N
2
0
0 0
1 1( ) ( ) ( )
2
ˆ ˆ             ( ) ( )
2
             
rV
r
e
V
F E E E k E E dV
n E n E E U d
jk Z E J dV
εμ
γ
Ω
Ω
G G G G G
G G G G
G G
⎡ ⎤⎢ ⎥= ∇× ⋅ ∇× − ⋅⎢ ⎥⎣ ⎦
⎡ ⎤⎢ ⎥+ × ⋅ × + ⋅⎢ ⎥⎣ ⎦
+ ⋅
∫∫∫
∫∫
∫∫∫
 (2.4) 
with the essential conditions (2.2a) and (2.3) explicitly enforced. The Dirichlet boundary 
condition (2.2a) can be enforced by simply zeroing the associated field variables, while 
the continuity condition is enforced by using an appropriate basis, such as the curl-
conforming interpolatory vector basis introduced in Chapter 1 for approximating the 
electric field. Equation (2.4) is the most general form of a functional considered in this 
dissertation, and it can be easily adapted for a variety of applications. 
Next we consider two important categories of the boundary condition of the third 
kind, namely the absorbing boundary condition and the impedance boundary condition, 
and derive a functional as a special case to (2.4). The absorbing boundary employed in 
this dissertation is based on the first-order approximation [3] 
 sc sc0
1 ˆ ˆ ˆ( ) ( )r r
r
n E jk n n Eε μμ × ∇× ≈ − × ×
G G
 (2.5) 
to the scattered electric field scE
G
. Because the total field E
G
 is the sum of the incident 
field incE
G
 and the scattered field, the absorbing boundary for the total field can be derived 
by substituting sc incE E E= −G G G  into (2.5), resulting in 
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 inc inc incabc abc
1 1ˆ ˆ( ) ( ) ( ) ( )
r r
n E P E n E P E Uμ μ× ∇× + = × ∇× +
G G G G G  (2.6) 
where abcP  is a vector operator defined as 
 abc 0 ˆ ˆ( ) ( )r rP f jk n n fε μ= × ×
G G
. (2.7) 
Since a circuit is always locally excited at a port and there is no incident wave from the 
side wall, incU
G
 is equal to zero and the absorbing boundary condition becomes 
 abc
1 ˆ ( ) ( ) 0
r
n E P Eμ × ∇× + =
G G
. (2.8) 
It is worth mentioning that the absorbing boundary condition (2.8) provides a perfect 
absorption if an outgoing wave perpendicularly impinges on the boundary surface. 
However, the reflection from the boundary increases quickly as the deviation from 
normal incidence becomes larger, and therefore the absorbing boundary has to be placed 
far enough from a circuit to reduce reflections. Fortunately, in a well-designed circuit 
system, the power is mostly localized and this first-order ABC works very well. Actually 
even a PEC boundary can be used as long as it is placed far enough from a circuit. There 
do exist, however, some cases in which an absorbing boundary condition must be applied. 
For example, a through-hole via can radiate a strong cylindrical wave, which propagates 
outward with a slow attenuation between two parallel plates formed by ground planes and 
must be effectively absorbed for an accurate numerical solution. 
The impedance boundary condition is of crucial importance in the computational 
efficiency of modeling lossy conductors. With an approximate analytical relation 
between tangential electric and magnetic fields imposed on a conductor surface, the 
meshes inside the conductor can be completely removed, resulting in a significant 
improvement to the computational efficiency as well as the numerical stability. When this 
approximate relation holds true, an impedance boundary can provide an accurate 
modeling of conductor loss even without a dense mesh on the conductor surface. On the 
other hand, if we mesh the volume of a conductor instead of using an impedance 
boundary condition, a highly dense mesh inside the conductor is necessary for accurately 
modeling the skin effect. 
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The impedance boundary condition, written in the form of (2.2b), is given by [3] 
 0 01 ˆ ˆ ˆ( ) ( ) 0
r s
jk Zn E n n E
Zμ × ∇× + × × =
G G
 (2.9) 
where nˆ  is a unit normal vector pointing into the volume of the conductor, or 
equivalently, pointing outward from the boundary of a computational domain; rμ  is the 
relative permeability of the surrounding dielectric medium; and sZ  is a position-
dependent surface impedance (in Ω) of a conductor. The impedance boundary condition 
is a local condition applied to each point on a conductor surface. Equation (2.9) can be 
rewritten as 
 ˆ ˆ ˆ( ) ( )sn n E Z n H× × = ×
G G
 (2.10) 
to show the relation between the tangential electric and magnetic fields. The surface 
impedance is closely related to the per-unit-length (p.u.l.) internal impedance of an 
isolated conductor, as has been discussed in [4]. If a constant surface impedance sZ  is 
assumed over the boundary of a conducting wire cross-section, then a contour integration 
of (2.10) will result in 
 pul ( )s cV Z I ZIΔ = =A  (2.11) 
which relates the axial current in the conductor to the p.u.l. voltage drop, and also shows 
that sZ  is equivalent to the p.u.l. internal impedance Z  of the wire multiplied by the 
circumference cA  of the wire cross-section. Probably the simplest and most widely used 
surface impedance model is 
 0s
jZ ωμσ=  (2.12) 
where σ  is the conductivity in S/m , and the permeability of a conductor has been 
assumed to be 0μ  for simplicity. With this surface impedance model plugged into (2.9), 
one obtains 
 0 0
1 ˆ ˆ ˆ( ) ( )
r
n E jk Z n n Eσμ × ∇× + × ×
G G
. (2.13) 
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The above surface impedance model provides an accurate approximation at high 
frequencies where the skin effect is well developed and the real and imaginary parts of 
the p.u.l. internal impedance are approximately equal [5]. It can be easily observed that 
(2.12) approaches zero as the frequency decreases, which is inconsistent with the fact that 
the p.u.l. resistance (real part of Z) should converge to its DC value (1 σ Θ , where Θ is 
the cross-sectional area of a conducting wire). Nevertheless, this surface impedance has 
been working well in high-frequency circuit simulations. More accurate surface 
impedance models exist and can yield correct results at low frequencies, but their 
superiority cannot be easily demonstrated because a full-wave solver itself generally 
breaks down at low frequencies unless some special techniques are applied. 
One surface impedance model that remedies the low-frequency inaccuracy of (2.12) 
is given by [6] 
 ( )0 0coth 2s jZ j tωμ ωμ σσ=  (2.14) 
which is valid only if the width of a conducting strip is much larger than its thickness t. 
Due to the property of the hyperbolic cotangent function, (2.14) approaches (2.12) at high 
frequencies while converging to 2 tσ  at low frequencies, which yields an approximate 
DC p.u.l. resistance after being divided by the circumference of the conducting strip. The 
surface impedance model reported in [4] is probably the most accurate one that can be 
very efficiently obtained, where the p.u.l. internal impedance is numerically computed 
based on the definition of Thévenin’s theorem, and then the surface impedance is 
obtained by multiplying the internal impedance by the circumference of the wire cross-
section. A quantitative comparison of the aforementioned surface impedance models will 
be given in Chapter 3, where the finite element quasi-TEM analysis is applied to obtain 
the p.u.l. internal impedance of a conducting wire. 
If equations (2.8) and (2.13) are the only boundary conditions of the third kind in a 
problem, the functional (2.4) can be rewritten as 
                      20
1 1( ) ( ) ( )
2
G G G G G
rV
r
F E E E k E E dVεμ
⎡ ⎤⎢ ⎥= ∇× ⋅ ∇× − ⋅⎢ ⎥⎣ ⎦∫∫∫   
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0
0 0 0 0
ˆ ˆ             ( ) ( )
2
1 ˆ ˆ             ( ) ( ) .
2
G G
G G G G
c
r r S
S V
jk n E n E dS
jk Z n E n E dS jk Z E J dV
ε μ
σ
+ × ⋅ ×
+ × ⋅ × + ⋅
∫∫
∫∫ ∫∫∫
 (2.15) 
After the spatial discretization, the electric field in each element can be approximated by 
a linear combination of associated vector basis functions as 
 { } { }Te e eEG G= x W  (2.16) 
where  { }eGW  and  { }ex are arrays of vector basis functions and their associated field 
variables (unknowns), respectively. Accordingly, the discretized elemental functional can 
be expressed as 
 { } { } { }20 0 0 1 0 21 ( )2
T Te e e e e e e e e
sF k k k= − − − −x K K K K x x b  (2.17) 
where the elemental matrices and vector are defined as 
                              { } { }0 1 e Te e ee V
r
dVμ= ∇× ⋅ ∇×∫∫∫K W W
G G
 (2.18a) 
                              { } { }0 ˆ ˆe
c
Te e e e
s S
j Z n n dSσ=− × ⋅ ×∫∫K W WG G  (2.18b) 
                              { } { }1 ˆ ˆe Te e e e er r Sj n n dSε μ=− × ⋅ ×∫∫K W W
G G
 (2.18c) 
                              { } { }2 e Te e e er V dVε= ⋅∫∫∫K W W
G G
 (2.18d) 
                               { }0 0 .ee e eVjk Z J dV
G G=− ⋅∫∫∫b W  (2.18e) 
If an element does not have a face on the absorbing or impedance boundary, the 
corresponding 1eK  or esK  will vanish. Similarly, if an element does not contain any 
current source, then e 0=b . Assembling all the elemental matrices and applying the Ritz 
method results in the following matrix equation 
 20 0 0 1 0 2( )sk k k− − − = =K K K K x K x b  (2.19) 
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where 0K , sK , 1K , and 2K  are all sparse matrices and are independent of frequency. By 
solving (2.19) for x we obtain all the field variables, and the electric field everywhere in 
V can be obtained from (2.16). 
If we mesh the volume of an imperfect conductor instead of using the impedance 
boundary condition, the conductor loss can be included in the finite element analysis by 
using a complex permittivity 
 ( )0
0
c r j
σε ε ε ωε= −  (2.20) 
for the elements inside the meshed conductor. Consequently, the elemental matrix (2.18c) 
can be updated to become 
    { } { } { } { }1 0 ˆ ˆ .e eT Te e e e e e e er rV Sj Z dV j n n dSσ ε μ= ⋅ − × ⋅ ×∫∫∫ ∫∫K W W W W
G G G G
 (2.21) 
 
2.2 Wave Ports 
The eigenfunction expansion technique has been successfully applied to analyze various 
waveguide discontinuity problems [7, 8], in which all of the ports are homogeneous and 
only TE and TM modes need to be taken into account. Modal fields at each port are used 
as a boundary condition for the purposes of truncating a computational domain and 
exciting a port. In the following, an inhomogeneous port boundary condition is derived 
by means of the eigenfunction expansion technique and incorporated into the functional 
(2.15). Then we discuss the enforcement of the port boundary condition in a numerical 
implementation, the calculation of scattering parameters from field solutions, and the 
conversion between modal and nodal scattering parameters of a multiconductor port. 
 
2.2.1 Derivation of port boundary condition 
The derivation of the port boundary condition is based on the general modal 
orthogonality relation [9] 
 ˆ 0   tm tnh e n d m nΓ Γ
G G× ⋅ = ≠∫∫  (2.22) 
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in a waveguiding structure, where tmh
G
 and tne
G  are the transverse components of modal 
electric and magnetic fields, respectively, of a port, and the subscripts denote the mode 
numbers. This relation is valid for arbitrary material distribution on a port plane and for 
both lossless and lossy materials. It has been proved in [9] that the permissible boundary 
conditions on the side wall of a port include the PEC, impedance boundary, and 
absorbing boundary. This actually covers all the boundary conditions considered in this 
dissertation, and can satisfy most applications. 
When a wave signal is input to a structure and then partially reflected back, the total 
electric field on a port surface can be expressed as the sum of the incident field incE
G
 and 
the reflected field expanded with the eigenmodes of the port 
 inc
1
ˆ( ) n zn tn zn
n
E E c e ze eγ
∞
=
= + −∑G G G  (2.23) 
where cn is an unknown coefficient of the nth mode, zˆ  is a local inward-pointing normal 
vector, zne  is the axial component of the nth modal field, and nγ  is the corresponding 
complex propagation constant. The modal fields and the propagation constants are 
numerically obtained with the 2-D full-wave modal analysis (Chapter 3). From (2.23), we 
can derive the following relation 
 
inc
1
ˆ ˆˆ( ) ( )
ˆ
n
m
z
tm n tm tn zn
n
z
m tm tm
h E E n d c h e ze e n d
c e h e n d
γ
γ
Γ Γ
Γ
Γ Γ
Γ
∞
=
× − ⋅ = × − ⋅
= × ⋅
∑∫∫ ∫∫
∫∫
G GG G G
G G  (2.24) 
with the use of (2.22), and thus obtain 
 inc1 ˆ( )mzm tm
m
c e h E E n dγκ Γ Γ
−= × − ⋅∫∫ G G G  (2.25) 
where 
 ˆ ( ) .m tm tm m tm tm tm t zm
jh e n d e e e e dκ γωμΓ ΓΓ Γ
G G G G G= × ⋅ = ⋅ + ⋅∇∫∫ ∫∫   (2.26) 
To derive a port boundary condition, we substitute (2.25) into (2.23), take the curl of 
it, and cross it with ˆ ˆn z= − , yielding 
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 incˆ ( )n E P E U×∇× + =G G K  (2.27) 
where 
      
1
1( ) ( ) ( )n tn t zn n tn t zn
n n
P E e e E e e d
j
γ γωμκ Γ Γ
G GG G∞
=
= +∇ ⋅ +∇∑ ∫∫  (2.28a) 
      inc inc inc
1
1ˆ ( ) ( )n tn t zn n tn t zn
n n
U n E e e E e e d
j
γ γωμκ Γ Γ
G G GG G∞
=
= ×∇× + +∇ ⋅ +∇∑ ∫∫ . (2.28b) 
For a dominant-mode excitation, inc 1 1ˆ( )
z
t zE e ze e
γG G −= + , and (2.28b) is reduced to 
 inc 1 1 12( )t t zU e eγ
G G=− +∇ . (2.29) 
If there is no excitation at the port, then incE
G
 vanishes, and so does incU
G
. Further note that 
(2.28) and (2.29) remain unchanged if in the beginning we set zˆ  to be an outward-
pointing vector as nˆ . The above formulation of the port boundary condition is 
theoretically exact without any approximation. In a numerical implementation, a 
truncated port boundary condition with a finite number of modes is practically used. The 
first few terms of the expansion are found to be enough for approximating port fields 
accurately. 
 
2.2.2 Enforcement of port boundary condition 
Now with the port boundary condition (2.27) applied to each port, the functional (2.15) 
can be updated to become 
 
port
2
0
0
0 0
inc
1
1 1( ) ( ) ( )
2
ˆ ˆ             ( ) ( )
2
1 ˆ ˆ             ( ) ( )
2
1             ( ) .
2Γ
Γ
G G G G G
G G
G G
G G G G
c
i
rV
r
r r S
S
N
i i
i
F E E E k E E dV
jk n E n E dS
jk Z n E n E dS
E P E E U d
εμ
ε μ
σ
=
⎡ ⎤⎢ ⎥= ∇× ⋅ ∇× − ⋅⎢ ⎥⎣ ⎦
+ × ⋅ ×
+ × ⋅ ×
⎡ ⎤⎢ ⎥− ⋅ − ⋅⎢ ⎥⎣ ⎦
∫∫∫
∫∫
∫∫
∑∫∫
 (2.30) 
Note that the excitation (with a current density J
G
) in (2.15) has been replaced by the 
modal field excitation at each port. After the finite element discretization, the surface 
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integral of (1/ 2) ( )E P E
G G⋅  on each port results in a complex dense matrix P, which is 
called a port boundary condition matrix, while that of incE U
G G− ⋅  forms an excitation 
vector b. Therefore, we obtain the following matrix equation 
                  
port
aug, aug, port
1
   1, 2,3, ,
N
i j j
i
j N
=
⎛ ⎞⎟⎜ ⎟− = =⎜ ⎟⎜ ⎟⎜⎝ ⎠∑K P x b …  (2.31) 
where the subscript ‘aug’ denotes that a matrix (vector) has been augmented based on the 
global numbering of unknowns. Thereafter the subscript ‘aug’ will be dropped for 
convenience, although strictly speaking, the dimension of the dense matrix iP  is equal to 
the degrees of freedom on iΓ . 
There are two disadvantages to this way of enforcing the port boundary condition. 
The first one is often observed in a waveguide discontinuity problem, for which a PEC 
side wall is typically used and the material inside is often lossless. In this case, K is a real 
matrix. However, the enforcement of the port boundary condition makes the final system 
complex, and thus quadruples the factorization time and doubles the memory usage. The 
second is that even if K is itself a complex matrix due to the material loss or the 
absorbing boundary condition, the enforcement of the port boundary condition still 
increases the factorization time and memory usage because P is a dense matrix. 
Previously we have suggested using K as a preconditioner and solving (2.31) iteratively 
[10]. This solution scheme requires only the factorization of matrix K, and as a result, the 
solution time and memory usage can be significantly reduced as compared to directly 
solving (2.31), especially when K is real. However, it is also observed that the 
convergence rate of the iterative algorithm worsens as the number of ports increases. 
The above disadvantages can be completely eliminated if only the field at each port, 
rather than in the entire structure, needs to be obtained. This is often the case, because the 
calculation of S-parameters requires only port fields. This more advanced technique will 
be introduced in Chapter 5. 
 
2.2.3 Scattering parameter calculation 
Once we have solved (2.31) for a field solution xj due to an excitation at port Γ j , we can 
use the field variables associated with Γ j  to calculate cn as in (2.25), and thus obtain the 
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reflected field on the port surface. The transmitted field at other ports can be obtained in a 
similar way. For a dominant-mode excitation, S-parameters are defined as 
 1,
0m
i
i j
Aj m j
c
S
A =≠
=  (2.32) 
where jA  is the coefficient of the incident modal field at Γ j , and 1,ic , as defined in (2.25), 
is the coefficient of the first mode in the expansion of the reflected (if i j= ) or 
transmitted (if i j≠ ) field. However, since any nonzero multiple of an eigenvector is 
also an eigenvector, the coefficient of a modal field cannot be determined without a 
specific criterion. Here we choose to normalize a modal field such that the magnitude of 
its complex modal power is equal to one, that is 
 *1 ˆ( ) 1
2 t t
e h n d
Γ
ΓGG× ⋅ =∫∫ . (2.33) 
The above normalization is applicable to both lossless and lossy cases, and to both 
propagating and evanescent modes. If we can normalize the modal fields at each port as 
in (2.33) before we build the matrix P and the excitation vector b, then i jS can be readily 
obtained from (2.25) without further normalization. Note that this normalization actually 
does not affect the value of j jS  because of the cancellation of coefficients, but it 
determines whether  ( )i jS i j≠  can be correctly obtained, especially when iΓ  and jΓ  
have different configurations (port structures). Also note that (2.33) has nothing to do 
with mκ  in (2.26). Now S-parameters can be explicitly given as 
 
1,
1,
1, 1,
inc
1,
1,
inc
1, 1, 1,
1,
2
1, 1, 1,
1,
1 ˆ( )
1 ( ) ( )
1 ( )
Γ
Γ
Γ
Γ
Γ
Γ
G G G
G G G
G G
i
i
i
i
i i
i
z
i j t i j i j i
i
z
j i j i j t i t z i
i
z z
j i t i t z i i j
i
S e h E E n d
e E E e e d
e E e e d e
γ
γ
γ γ
δκ
δ γκ
γ δκ
−
−
− −
= × − ⋅
= − ⋅ +∇
= ⋅ +∇ −
∫∫
∫∫
∫∫
 (2.34) 
where  i jδ  is the Kronecker delta. 
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2.3 Lumped Ports and Elements 
A lumped port is another choice for exciting a circuit structure. Compared to a wave port, 
a lumped port has several advantages. First, the construction of the excitation vector b is 
much easier. As has been described in Section 2.2, a wave port requires a modal analysis 
on the port plane for extracting the propagation constants as well as modal fields of the 
first few modes for constructing port boundary condition matrices and excitation vectors. 
All of these are not necessary for a lumped port, which simply requires one or more non-
zero entries to be stamped into the b vector. Furthermore, a modal field vector generally 
changes with the frequency in a more complicated manner, which increases the difficulty 
in the model order reduction. Most important, a lumped port can be more conveniently 
defined in a structure between two neighboring conductors as a gap source, whereas a 
wave port must be defined on a planar outer boundary of a computational domain. 
However, some fundamental problems limit the effectiveness of a lumped port. For 
example, it is well known that the calculation (or measurement) of impedance parameters 
requires a perfect open circuit at each unexcited port. The lack of such an open circuit 
makes scattering parameters more preferable in high-frequency measurements. In a 
numerical simulation, a perfect magnetic conductor (PMC) can be used to emulate a open 
circuit if the lumped port is on the boundary of a computational domain. When lumped 
ports are embedded in a circuit structure, however, PMC planes cannot be established and 
thus multiport parameters cannot be extracted in compliance with the definition. Besides, 
as the frequency increases, the electrical width of a gap also increases, and as a result, the 
spatial variation of the gap field becomes more obvious and cannot be correctly modeled 
by a lumped port. In addition, at high frequencies the potential is not constant over a 
conductor surface because of the distributed effect. All of these factors lead to the 
inaccuracy of parameter extraction with a lumped port. A remedy to this is to carry out a 
deembedding procedure such as that in [11], which excludes the effects of a lumped port 
feeding structure. 
  In spite of its inaccuracy at high frequencies, a lumped port is still valuable, 
especially when it is impossible to define a wave port, and it also provides a convenient 
way for obtaining the input impedance of a network. In the following, one type of lumped 
port, a lumped current source, will be considered and its implementation with the E-field 
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formulation and higher-order basis functions will be presented. Lumped circuit elements 
such as resistors, inductors, and capacitors are also incorporated into the finite element 
model for a simultaneous modeling of the interactions between a distributed 
electromagnetic system and lumped components. 
 
2.3.1 Current source 
A constant current source is assigned along the element edges connecting two 
neighboring conductors [4, 12, 13]. Each of the edges carries a localized unit current 
density 21 A/mJ =G . Therefore, a current source in a finite element mesh is actually split 
into a number of series-connected current sources, each of which is defined on an 
element edge and carries the same amount of current. With such a current source used as 
an excitation, the functional (2.15) can be updated to be 
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∫∫
∑∫∫ ∫
 (2.35) 
where I
GA  is in the direction of current flow; k denotes the global edge number; and the 
summation in the last term runs over all the current source edges of a lumped port. After 
the finite element discretization, the subvector associated with edge k in the right-hand-
side excitation can be determined to be 
 { } I0 0 0 0 b W ξ
GG Ak kedge kjk Z d jk Z=− ⋅ =−∫  (2.36) 
where { }kWG  is an array consisting of all the vector basis functions defined on edge k, kA  
is the length of edge k, and 
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 (2.37) 
In deriving (2.36) we have used the fact that 
 ( ) 1i j j iedge i j L L L L d∇ − ∇ ⋅ =∫
GA   (2.38) 
and assumed that the tangential components of { }kWG  along edge k are in the same 
direction as the current flow. 
If there exist multiple current sources (lumped ports), the finite element model will be 
successively excited by the corresponding b vectors for obtaining multiport impedance 
parameters defined as 
 
0i
i
i j
j I
VZ
I =
=  (2.39) 
which relates the current at port j to the voltage at port i. Since the current source at each 
port supplies a fixed current of 1 A, the impedance parameters are readily obtained once 
the port voltages are evaluated from the solution vectors as 
 V ξ x
GG A T kedge kk k
V E d= ⋅ =−∑ ∑∫  (2.40) 
where V I=−
G GA A , and kx  are the field variables associated with edge k. 
 
2.3.2 Lumped circuit elements 
The way a lumped circuit element is incorporated into a distributed finite element model 
can be understood by first taking it as a current source excitation and then substituting 
with its specific voltage-current relation [12], as illustrated in Figure 2.2. A lumped 
resistor, for example, of which the voltage-current relation is given by 
 1  r rV e RI I R V e
−= ⇒ =G GG G  (2.41) 
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where R is the resistance and eG  is a unit vector. When this resistor is assigned along an 
element edge, the discretization of its associated sub-functional yields 
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1
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1
I I0 0
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0 0 .
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=
∫∫∫ ∫
∫ ∫  (2.42) 
Therefore, when the current source is replaced with the lumped resistor, the latter is 
actually connected in parallel with the original system, and its discretized model  
 10 0Y ξξ
T
R jk Z R
−=  (2.43) 
stays at the left-hand side and is added on, or stamped, to the finite element model of the 
original system. Note that RY  is a ( 1) ( 1)p p+ × +  matrix. It can be observed that RY  has 
a linear dependence on 0k  and will be stamped to the finite element matrix 1K  as a lossy 
conductor. If the complex impedance Z of a certain lumped element or network is given, 
it can be treated in the same way by simply replacing 1R−  in (2.43) with 1Z − . 
The voltage-current relations of an inductor with an inductance L and a capacitor with 
a capacitance C are given by 
 1
0 0
1  l lV e j LI I L V ejk c
ω −= ⇒ =G GG G  (2.44) 
and 
    
       
,k kK ,k kK I = YVI
 
Figure 2.2  Incorporating a lumped circuit element into a finite element model by replacing the 
current source with the voltage-current relation of the lumped circuit element. In this example, 
the circuit element is assigned along edge k of the finite element mesh. 
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                              0 0
1   l cV e I I jk c CV ej Cω= ⇒ =
G GG G  (2.45) 
respectively. By simply replacing 1R−  in (2.43) with 1 0 0L jk c
−  and 0 0jk c C , respectively, 
we obtain their discretized models 
                                            10    (for the inductor)Y ξξ
T
L Lμ −=  (2.46) 
        20
0
   (for the capacitor).Y ξξ TC
Ck ε=−  (2.47) 
It is also observed from the dependence on frequency that LY  and CY  will be added on to 
the finite element matrices corresponding to the magnetic and electric energies, 
respectively, as is expected from electromagnetics and circuit theory. 
When a lumped element is assigned to multiple edges, the voltage across the lumped 
element is the sum of the voltage drop across each edge, and the current on each edge is 
enforced to be the same. For example, consider a lumped element with an admittance Y 
that is assigned to two edges. The voltage across the edges can be written as 
 { } 11 2 1 2
2
ξ ξT Ty
x
V V V
x
⎧ ⎫⎪ ⎪⎪ ⎪= + = ⎨ ⎬⎪ ⎪⎪ ⎪⎩ ⎭
 (2.48) 
and the discretized sub-functional is given by 
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 (2.49) 
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⎡ ⎤ ⎧ ⎫⎪ ⎪⎪ ⎪⎢ ⎥= ⎨ ⎬⎢ ⎥ ⎪ ⎪⎪ ⎪⎩ ⎭⎣ ⎦
  
The original definition of ξ  in (2.37) can be updated to include the case of multiple 
edges so that we have a more compact and unified expression for a discretized lumped 
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circuit model. For example, if the lumped element is assigned to two edges and the 1p =  
vector basis is used for the discretization, then 
 { }1 1 2 2/ 2 / 2 / 2 / 2ξ A A A A T=  (2.50) 
where 1A  and 2A  are the lengths of the two edges, respectively. Thus the discretized 
models given in (2.43), (2.46), and (2.47) remain unchanged. 
The formulation can be easily extended to the case of a multiport device. Each port of 
the device is assigned to the element edges between a signal line and the ground plane. 
Consider a three-port lumped device described by a 3 3×  Y matrix. The interactions 
between the edges associated with different ports are dictated by this Y matrix. The 
discretized sub-functional for this lumped device is given by 
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(2.51) 
The definition of ξ  for multiple edges also applies here. If, for example, each port is 
assigned to two element edges and the 1p =  vector basis is used for the discretization, 
ξ ξ Ti j  will be a 4 4×  matrix, and the stamp for the three-port device in (2.51) will be a 
12 12×  matrix. 
 
2.4 Multiconductor Ports 
This section discusses the modal and nodal parameter conversion based on the full-wave 
simulation results. A multiconductor port is composed of coupled signal conductors, and 
the device can be described in terms of either modal or nodal parameters. Actually the 
term multiconductor port is appropriate only for modal parameters. As modal parameters 
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are converted to nodal parameters, a multiconductor port should be called multiple 
coupled ports instead. 
When the wave port introduced in Section 2.2 is used for an excitation, a modal 
scattering matrix can be directly obtained by exciting each multiconductor port with a 
number of modal waves equal to the number of signal conductors. The modal scattering 
matrix can then be converted to a (nodal) impedance (admittance) matrix and a nodal 
scattering matrix referenced to either the actual line characteristic impedance matrix (a 
full matrix) or a certain uncoupled impedance (50 Ω, for example). If the lumped 
excitation is used instead, an impedance (admittance) matrix is directly obtained and the 
same conversion can be applied to obtain modal or nodal scattering matrices with user-
specified reference impedances. 
In the following discussion, modal and nodal scattering matrices are denoted by mS  
and tS , respectively, both of which have the same dimension equal to the total number of 
signal conductors in all multiconductor ports. In [14, 15], a similarity transformation is 
developed for a conversion between mS  and tS  (which are called mixed-mode and 
standard scattering matrices, respectively, in [14, 15]) of a device with coupled feed lines, 
but the actual reference impedance of nodal waves on the coupled lines and the 
associated nodal scattering matrix is not clarified. Furthermore, the conversion is limited 
to two coupled lines. A more general approach is found in [16], where a formula is 
derived for converting mS  to an admittance matrix for use in SPICE, but the further 
conversion to a nodal scattering matrix is not discussed. It is not clear either what 
reference impedance should be used in the conversion to obtain the same nodal scattering 
matrix as that given in [15]. 
Before clarifying the choice of reference impedance in obtaining the standard nodal 
scattering matrix, we first briefly revisit the approaches in the reference papers. 
Following the derivation in [16], we define ma  and mb  as column vectors containing 
modal coefficients for expanding tangential electric and magnetic fields on a port plane 
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= +∑G G  and 
1
( )
N
t mn mn tn
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H a b h
=
= −∑ GG  (2.52) 
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where N is the total number of signal conductors and ma  is related to mb  by the modal 
scattering matrix as 
 m m m=b S a . (2.53) 
From (2.52) the nodal (terminal) voltages and currents can be obtained by integrations 
and are given by 
 ( )v m m= +V M a b  and ( )i m m= −I M a b  (2.54) 
where vM  and iM  are modal voltage and current matrices, respectively, and are in a 
block-diagonal form with each block corresponding to a multiconductor port. Equations 
(2.53) and (2.54) combine to yield the following relationship 
 =I YV  (2.55) 
where the admittance matrix Y can be derived to be 
 1 1( )( )Y M U S U S Mi m m v
− −= − + . (2.56) 
                                             (U  is an identity matrix.) 
To further convert Y to a nodal scattering matrix tS , we define a set of nodal waves ta  
and tb  as 
 1a Z vt c
− +=  and 1b Z vt c− −=  (2.57) 
where Zc is a block-diagonal matrix with each block being the line characteristic 
impedance matrix of each multiconductor port. A detailed description of the calculation 
of this characteristic impedance matrix is given in Section 3.2. Note that the square root 
in (2.57) is a matrix square root rather than an element-wise one. Furthermore, there do 
not exist complex conjugate roots since Zc is a positive-definite matrix. Using the 
following definitions 
 V v v+ −= +  and 1( )I Z v vc− + −= −   (2.58) 
we obtain 
 1 1 1( ) ( )t c c c c c
− + − −= = + = +a Z v Z V Z I Z Z Z I  (2.59a) 
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 1 1 1( ) ( )t c c c c c
− − − −= = − = −b Z v Z V Z I Z Z Z I  (2.59b) 
where 1−=Z Y  is an impedance matrix. From (2.59a), we have 
 1( )I Z Z Z ac c t
−= + . (2.60) 
Substituting (2.60) into (2.59b) results in 
 1 1( )( )b Z Z Z Z Z Z a S at c c c c t t t− −= − +  (2.61) 
which defines the nodal scattering matrix tS  referenced to a perfectly matched load cZ .  
The approach introduced in [15] was originally developed for converting a nodal 
scattering matrix of a device with two pairs of coupled ports (Figure 2.3), which is 
obtained by a vector network analyzer or a method-of-moments (MoM) simulation, to a 
modal scattering matrix defined as 
 dd dcm
cd cc
⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
S S
S
S S
. (2.62) 
The matrix has been partitioned into four 2 2×  submatrices. The submatrices ddS  and 
ccS  are differential and common mode scattering matrices, respectively, and dcS  and cdS  
are mode-conversion scattering matrices. The modal scattering matrix mS  can be 
converted from the nodal scattering matrix through a similarity transformation  
 Tm t=S M S M  (2.63) 
 
Figure 2.3  A device under test (DUT) with two pairs of coupled ports. 
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where 
 
1 1 0 0
0 0 1 11
1 1 0 02
0 0 1 1
⎡ ⎤−⎢ ⎥⎢ ⎥−⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
M  (2.64) 
and has the property 1 T− =M M . The above formula is derived with the following 
relationship between modal and nodal waves 
                               1 1 1
1 ( )
2t cm dm
a a a= +    2 1 11 ( )2t cm dma a a= −  (2.65a) 
                               3 2 2
1 ( )
2t cm dm
a a a= +   4 2 21 ( )2t cm dma a a= −  (2.65b) 
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2t cm dm
b b b= +     2 1 11 ( )2t cm dmb b b= −  (2.65c) 
                                3 2 2
1 ( )
2t cm dm
b b b= +    4 2 21 ( )2t cm dmb b b= −  (2.65d) 
where the subscript cm and dm denote common mode and differential mode, respectively. 
If instead mS  is given, as in our present case, tS  can be obtained from mS  through the 
following transformation 
 Tt m=S M S M . (2.66) 
A question arises on whether the conversion formulas (2.66) and (2.56)–(2.61) yield the 
same results for two coupled lines. This depends on the definition of nodal waves from 
which a conversion formula is derived. For a pair of symmetric coupled lines, the 
definitions for the line and modal characteristic impedance matrices are given by 
 11 121 1
12 112 2
Z Zv i
Z Zv i
± ±
± ±
⎧ ⎫ ⎧ ⎫⎡ ⎤⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥=⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎣ ⎦ ⎪ ⎪⎩ ⎭ ⎩ ⎭
 (2.67) 
and 
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 (2.68) 
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where cmZ  and dmZ  are common mode and differential mode impedances defined as 
 11 12
1 ( )
2cm
Z Z Z= +    11 122( )dmZ Z Z= −  (2.69) 
and the modal voltages are related to the line quantities by 
 1 2
1 ( )
2cm
v v v± ± ±= +     1 2( )dmv v v± ± ±= − . (2.70) 
Let us now focus on the input nodal waves associated with port group 1 (Figure 2.3). 
Substituting (2.69) and (2.70) into (2.65a), we obtain 
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 (2.71) 
Next, the input nodal wave vector (2.57) for a pair of symmetric coupled lines can be 
derived to be 
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 (2.72)  
which is exactly the same as that in (2.71). Therefore, the nodal scattering matrix 
obtained by the similarity transformation (2.66) is also referenced to the line 
characteristic impedance matrix of the coupled lines. 
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2.5 Thin Wire Modeling 
Infinitely thin PEC wires have long been employed in both the FDTD (finite-difference 
time-domain) and FEM analyses for modeling electromagnetic problems involving thin 
conducting wires [4, 17–21]. The most important reason or advantage of using the thin- 
wire approximation is that it greatly relaxes the grid (mesh) density around a physical 
conducting wire (see Figure 2.4) and hence reduces the modeling complexity and makes 
a simulation much more efficient. Generally speaking, the spatial discretization of a 
physical conducting wire with a finite radius leads to a highly dense mesh surrounding 
the wire and thus significantly increases the computational burden. For the finite element 
analysis, these tiny elements around conducting wires can also make the system matrix 
very ill-conditioned. 
In the thin-wire approximation, a physical conducting wire is replaced by an infinitely 
thin PEC wire defined on grid (mesh) edges. There are two approaches to take into 
account the effect of finite radius of the original physical wire. One is to apply the 
transmission line analysis to characterize the currents on the wire and couple the solution 
to the finite element formulation of the surrounding fields [19]. The second approach is to 
employ the finite element method directly and model the effect by modifying the material 
properties in the vicinity of the infinitely thin wire [4, 20]. An important issue involved in 
the second approach is the determination of the effective radius of an infinitely thin wire 
    
                     
                                  (a)                                                                    (b) 
Figure 2.4  (a) Dense mesh around physical conducting wires. (b) Physical wires replaced by 
infinitely thin wires. 
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due to numerical discretization and the adjustment of this effective radius, namely the 
radius correction [4, 20, 21]. Specifically speaking, due to the discretization in modeling 
the field singularity, an infinitely thin wire intrinsically has an effective radius. This 
effective radius can be adjusted to the true radius of the original physical wire by 
modifying the material properties of the medium adjacent to the infinitely thin wire to 
model the effect of the finite radius. 
In addition to traditional applications, the thin-wire approximation can also be applied 
to the modeling of bonding wires and nanowires. In this study, we consider using lumped 
impedance elements to model lossy conducting wires. The objective is still to greatly 
reduce the modeling complexity while maintaining solution accuracy. Bingle et al. [22] 
modeled lossy wires in an FDTD simulation with a high-frequency internal impedance 
model, which is, however, not accurate at frequencies below 100 MHz for micrometer-
level wiring and hence is not suitable for the applications in which we are interested. A 
lumped impedance element, like a lumped R, L, or C element, is defined on an element 
edge to be incorporated into a finite element model. It also has an effective radius as an 
infinitely thin PEC wire except that it possesses a frequency-dependent internal 
impedance of the physical lossy conducting wire to be modeled [4]. In this study, the 
p.u.l. internal impedance is obtained by a fast and accurate 2-D FEM analysis (Chapter 3), 
which takes only a few seconds to yield solutions for a wire with an arbitrary cross-
section over a broad frequency band. Outside lumped impedance elements, with the 
radius correction, the external self and mutual inductances and capacitance as well as the 
radiation from the wires can be correctly modeled by the finite element mesh. 
In the material modification approach, the property of the adjacent medium is 
modified based on the effective radius of a lumped wire, which can be determined 
through numerical experiments [4, 20, 21]. In the FDTD analysis the effective radius is 
found to be about 0.2Δ, where Δ is the grid size [20, 21]. The numerical experiments in 
[4] involve the calculation of the input impedance inZ of a shorted coaxial line, of which 
the inner conductor is modeled by an infinitely thin PEC wire. From inZ at low 
frequencies, an external inductance and the associated effective radius can be determined. 
The experiments show that the effective radius reff using the mixed edge/RWG (Rao-
Wilton-Glisson) vector basis is about 1/ 7.4 1/ 8.2− of rmesh, where, on a tetrahedral mesh, 
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rmesh is defined as the average distance between the lumped wire and the nodes one edge 
away from the wire [4]. Once the effective radius is determined, correction factors mε  
and mμ  can be introduced to modify the properties of the adjacent medium as [4, 20]  
 mεε ε= , mμμ μ=  (2.73) 
so as to adjust the effective radius to the true radius of the physical wire being modeled. 
The correction factors can be determined by matching either the capacitance [20] or the 
magnetic flux [4] in an adjacent cell (element). In [4], the correction factors are given by 
 meshln(7.5) ln( / )m m r rε μ= =  (2.74) 
where an average value of 7.5  is used as the ratio between rmesh and reff , and r is the 
radius of the physical wire being modeled. 
During our experiments with this approach, we found, however, that the effective 
radius determined in [4] is very sensitive to the length of coaxial line and the edge length 
in the axial direction. Furthermore, at high frequencies when the distributed effects 
emerge, the locations of resonance peaks are not captured accurately. In this study, a 
different numerical experiment is set up for determining the effective radius for the first-
order vector basis defined on tetrahedra. Two different effective radii are determined 
from the capacitance and inductance points of view. We consider a segment of coaxial 
cable that is open at the load and calculate inZ . At low frequencies, tanh( )d dγ γ and 
 pul
in
1
Im( )
C
Z dω
−  (2.75) 
where d is the length of the coaxial line. Then, by using the analytical solution for the 
p.u.l. capacitance Cpul, the effective radius of the infinitely thin inner conductor can be 
determined. The ratio between rmesh and reff  so determined for a quality mesh is about 
6.1, which is found to be insensitive to the length of the coaxial line and the edge length 
in the axial direction. 
The effective radius from the inductance point of view is then obtained by matching 
the propagation constant. Specifically speaking, the resonance peak is located and then 
the propagation constant is obtained, from which we can determine the p.u.l. inductance 
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and the associated effective radius. Because of the modeling error introduced by the 
infinitely thin wire, the simulated propagation constant deviates from the theoretical 
value of a TEM mode, and LpulCpul ≠ με . This is why different correction factors should 
be determined for the permittivity and permeability to compensate for the error so that 
LpulCpul =με .  Through the numerical experiment, an approximate value of 8.0 is 
determined as the ratio between the rmesh and reff . Then the correction factors for the 
permittivity and permeability can be calculated as 
 meshln(6.1) ln( / )m r rε =  (2.76a) 
 meshln(8.0) ln( / )m r rμ =  (2.76b) 
respectively. The same numerical experiment can be conducted to determine the 
correction factors for other types or orders of finite elements. Instead of using the average 
mesh size along a wire to determine a common correction factor for all the adjacent 
tetrahedral elements as in [4], we assign each element unique correction factors 
determined by its own size, which is defined as the average distance from the wire to the 
vertices not on the wire. The assumptions made in the radius correction are that the 
electric and magnetic fields near a wire have dominant radial and azimuthal components, 
respectively, and their strengths are inversely proportional to the distance from the wire. 
The same correction factors can be used when two wires are close. The radius correction 
is to adjust the field near each wire. As long as the field associated with each wire is 
correct, the superposition of the fields is correct, even though this total field may not be 
inversely proportional to the distance from a certain wire. 
With the proposed correction factors, the characteristic impedance has also been 
verified to be accurate for a variety of inner conductor radii. Therefore, not only the 
product, but also the ratio between Lpul and Cpul, is accurate. Consider a coaxial line with 
a length of 150 mm and an outer conductor radius of 1 mm. The inner conductor is 
modeled by an infinitely thin PEC wire, and the mesh size around the wire is 0.2 mm. A 
resistor terminates the coaxial line at the load end. The characteristic impedance can be 
derived from the simulated input impedance of this terminated coaxial line and compared 
with the analytical solution. Figure 2.5 shows the error of the simulated characteristic 
impedance relative to the analytical solution for different inner conductor radii ir . It is 
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observed that when meshir r< , the relative error is very low. A spike is observed, however, 
when ir  equals meshr , which makes both correction factors infinite and thus results in an 
infinite ε  and zero μ  in the adjacent medium. When meshir r> , the relative error is also 
quite low if ir  is not too large, but the applicable range is not guaranteed. Hence for this 
approach it is not recommended to model a wire whose radius is larger than the mesh size 
adjacent to an infinitely thin wire. 
 
2.6 Solution Space Projection 
To achieve a fast and robust broadband simulation, an adaptive multipoint model order 
reduction method, which we call the solution space projection (SSP) method, is applied. 
The method requires neither the construction of a port boundary condition matrix 
polynomial (as a function of frequency) nor the calculation of frequency derivatives 
(moments) of solution vectors in its basic version. Therefore, the method not only saves 
memory but also can easily deal with various kinds of boundary conditions that may have 
arbitrary frequency dependence or are described by a set of discrete vectors over the 
frequency band. The method adaptively selects frequency samples in the band of interest 
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Figure 2.5  Relative error of the characteristic impedance of a coaxial line simulated by using 
an infinitely thin PEC wire with radius correction to model its inner conductor. 
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to solve the finite element model and guarantees a specified error level over the entire 
frequency range, which is an important advantage over single-point MOR techniques. 
To explain the method, we first rewrite (2.31) as 
 [ ]( ) ( ) ( ) ( )k k k k− =K P x b  (2.77) 
where the matrices and vectors are expressed as functions of frequency (wavenumber) for 
emphasizing their frequency dependence. ( )kK  has been defined in (2.19) for a specific 
wavenumber 0k , and ( )kP  corresponds to the summation of the port boundary condition 
matrices of all the wave ports and hereafter is simply named the port boundary condition 
matrix. This matrix changes with the frequency in a complicated manner and cannot be 
accurately approximated by a low-order matrix polynomial. The same holds for the 
excitation vector ( )kb , which is not in the form of a polynomial either. When given a 
frequency, ( )kP  and ( )kb  are immediately formed from the modal field vectors obtained 
with a fast reduced-order modal analysis (Chapter 3). Specifically, prior to solving (2.77), 
a fast reduced-order modal analysis is first performed on each port to generate modal 
solutions at sim morf f∪ , where simf  is an array of user-desired frequency points and morf  
contains all the candidates for SSP frequency samples. Note that morf  is neither 
necessarily identical to simf  nor do its lower and upper bounds necessarily correspond to 
the minimum and maximum values in simf . For the purpose of adaptive frequency 
selection, the number of candidate frequency samples must be 2 1,   `n n+ ∈ . 
As the name solution space projection suggests, the original finite element model is 
projected to the subspace spanned by a set of solution vectors to yield a reduced-order 
model that can be solved very rapidly over the frequency band. This idea comes from the 
so-called problem-matched basis functions introduced in [23]. In this study, we use an 
adaptive scheme to determine the location of frequency samples, so that the number of 
samples can be minimized. Frequency derivatives can also be calculated to reduce the 
number of samples, but only the first few derivatives are of great significance. Further 
reduction requires the calculation of very high-order derivatives. Such a process may 
consume more time and always yields a much larger reduced-order model. 
The basic version of SSP does not require the calculation of derivatives of a solution 
vector, yet still yields a satisfactory convergence rate, as will be shown in Section 2.7. To 
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calculate the first few derivatives with the moment matching [3, 24], the first-order 
moments of P and b can be approximated by the central difference around the frequency 
sample. The results of the moment matching up to the second order are given by 
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where we have used the following approximation 
 0 0 1
0 0 1
( ) ( )
( ) ( ) .
k k k
k k k
+ −
+ −
P P P
b b b

  (2.79) 
In any case, we do not establish a high-order port boundary condition matrix polynomial 
or an excitation vector polynomial over the frequency band of interest. Furthermore, 
without calculating high-order derivatives, there is no need to determine an appropriate 
order for the derivatives at each frequency sample, and the resulting reduced-order model 
is much more compact. The advantage of SSP is even more evident when we deal with 
very large problems, for which an iterative solver is often used, and as a result, frequency 
derivatives can no longer be calculated as efficiently as when using a direct solver. 
The adaptive scheme starts with solving (2.77) at the two end frequency points mink  
and maxk , which yields a set of solution vectors X. Then X is orthonormalized to form a 
basis (still denoted by X), and a reduced-order model is constructed by the following 
projection 
 [ ]( ) ( ) ( ) ( )H Hk k k k− =X K P Xv X b  (2.80) 
which is then solved for v. Thus the solution of the original finite element matrix equation 
(2.77) can be approximated by Xv, of which the accuracy at midk =  min max( ) 2k k+  is 
evaluated by the residual norm 
 mid mid
mid
( ) ( )
( )
k k
k
−b b
b

 (2.81) 
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where 
 [ ]mid mid mid mid( ) ( ) ( ) ( )k k k k= −b K P Xv . (2.82) 
If the residual norm is below a specified tolerance, then the algorithm converges. If not, 
we solve (2.77) at midk , check the residual norm at min mid( ) 2k k+  and mid max( ) 2k k+ , 
and then solve (2.77) at the frequency with a larger residual norm (if above the tolerance). 
This process continues until the residual norms between any two adjacent frequency 
samples are all below the tolerance. If the residual norm in some interval has dropped 
below the tolerance, that interval will be declared to be complete and will not be checked 
again. The dimension of X increases as more and more frequency samples are solved. 
Specifically, the dimension of X can be expressed as ( 1)sM P+ , where s is the number 
of excited ports, M is the number of frequency samples, and P is the order of derivatives 
calculated at each sample. 
The way we deal with the port boundary condition in SSP can be applied to arbitrary 
functions of frequency, such as the input impedance of a lumped network or more 
complicated surface impedance models. These functions do not always have an analytical 
form. Actually, when it comes to reduced-order modeling, an analytical formula is useful 
only if it can be included in the formulation of a model order reduction method with 
generality. Therefore, the emphasis in developing a general methodology is placed on the 
utilization of discrete function values rather than the original analytical formula of a 
circuit model or a boundary condition, if it exists. This concept is most easily realized 
with SSP, since it uses discrete function values (evaluated at discrete frequency points) 
directly. If the moment matching is required, then a central difference is again applied, 
just as we did for the port boundary condition. 
Let us consider a lumped element carrying an impedance Z(k) as a function of 
frequency. This lumped element may represent a certain device, a circuit network, or a 
lossy thin wire (lumped impedance element). Referring to (2.43), with such a lumped 
element included in the distributed finite element model, the finite element matrix 
equation can be written as 
 [ ]( ) ( ) ( ) ( ) ( )ze zek k y k k k− + =K P Y x b  (2.83) 
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where 
 1( ) ( )zey k kZ k
−=  and  0Y ξξ Tze jZ= . (2.84) 
Note that zeY  is independent of k and has been augmented based on the global numbering 
of unknowns, and 0Z , the intrinsic impedance of free space, should not be confused with 
Z(k). The zeroth-order SSP requires only the evaluation of ( )zey k  at discrete frequency 
points. By expanding ( )y k  at a frequency sample as 
 0 0 1( ) ( )ze ze zey k y k k y+ −  (2.85) 
where 1zey  is obtained by a central difference approximation around 0k , the higher-order 
moments of the solution vector are given by 
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The surface impedance model (2.12) has simple square-root frequency dependence and 
the associated impedance boundary condition enters the formulation through the term 
0 sk K . More complicated surface impedance models, such as (2.14) or the numerically 
obtained one, can be included in the SSP formulation in exactly the same way as 
described above and will not be reiterated. 
 
2.7 Examples 
The aforementioned various techniques and modeling methods will be validated and 
demonstrated in this section. In the following we use the notation SSPPM  to indicate that a 
total of M frequency samples are selected and that at each sample the derivatives of 
solution vectors are calculated up to the Pth order. The residue tolerances are set to 
0.005 and 10-4 for SSP and the Generalized Minimum Residual method (GMRES), 
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respectively. All of the following computations were carried out on a desktop with a 
single 3.4-GHz Xeon processor. The field solver is coded in MATLAB 7.0. 
 
2.7.1 Overlap-gap-coupled microstrip filter 
The first example is an overlap-gap-coupled microstrip filter [25] shown in Figure 2.6. 
The substrate consists of two layers of different dielectric media, both of which have the 
same thickness of 0.254 mm. The dielectric constants of the upper and lower layers are 
9.8 and 2.2, respectively. Detailed dimension parameters can be found in [25]. By 
exploiting the geometric symmetry, the filter structure is halved in the simulation, as 
indicated by the dashed line in Figure 2.6. The S-parameters of the whole structure can be 
recovered through the ABCD matrix. PEC walls are used to truncate the computational 
domain. 
The problem is iteratively solved with GMRES using the finite element matrix before 
the port boundary condition is imposed as a preconditioner (Section 2.2.2). The solid 
lines in Figure 2.7 are the S-parameters obtained by SSP, which are in excellent 
agreement with the direct solutions (circles) obtained by solving the original finite 
element model frequency by frequency. The results also agree quite well with the 
measured data (dashed line) from [25]. The total solution times of 010SSP , 
1
5SSP , and the 
direct computation (100 points) are 10 117 44× + (GMRES + overhead of SSP) = 1214 s, 
5 138 17 707× + = (s), and 100 117 11700× = (s), respectively. Both of the two SSP 
schemes converge and yield solutions that completely coincide. The 1p=  vector basis 
has been applied for the finite element discretization, and the number of unknowns is 
118008. 
 
 
Figure 2.6  Top view of the overlap-gap-coupled microstrip filter. 
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Figure 2.7 (a) S11 and (b) S21 of the overlap-gap-coupled microstrip filter. Solid lines: FEM 
with SSP. Circles: direct FEM solution. Dashed lines: measured result from [25]. 
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2.7.2 Four-pole ultra-wideband bandpass filter 
Figure 2.8 shows the top and 3-D views of a four-pole ultra-wideband bandpass filter [26] 
formed by a composite microstrip–coplanar waveguide (CPW) structure. The filter is 
fabricated on a substrate with a thickness of 0.508 mm, 3.38rε = , and tanδ = 0.002. In 
the finite element analysis air exists both above and below the substrate, and the 
computational domain is truncated by an absorbing boundary. Most dimension 
parameters of the filter can be found in [26, Fig. 4]. Dimension parameters not explicitly 
given in [26] are shown in Figure 2.8(a). 
Figure 2.9 compares the simulation result and the measured data extracted from [26]. 
The four poles of the filter are clearly shown in Figure 2.9(a). The discrepancy between 
the simulation result and the measure data can be explained by many factors, such as the 
discontinuity around the connectors, conductor roughness, and the deviation of the 
dimension parameters (line widths and stub lengths, for example). The simulation is 
based on the limited information provided in [26] and the above factors cannot be 
rigorously taken into account in the simulation. Nevertheless, the simulation result has 
been checked for causality by a Hilbert transform, and the imaginary part of the S-
parameters is found to agree well with the negative of the Hilbert transform of the real 
part of the S-parameters. 
The finite element discretization with the p = 2 vector basis results in 72015 
unknowns. The port boundary condition is directly enforced on the finite element system 
as in (2.31). 26SSP  takes a total of 1210 s to generate a 36 36×  reduced-order finite 
element model and performs a fast frequency sweep from 50 MHz to 20 GHz. It is worth 
mentioning that the frequency range over which the SSP selects frequency samples does 
not need to be the same as the user-specified frequency range of interest. In the present 
example, the lowest frequency sample is located at 500 MHz rather than 50 MHz. Thus 
the solution between 50 and 500 MHz can be viewed as an extrapolation result of the 
reduced-order model, and has been verified to be accurate. This feature is useful in 
extending a simulation to even lower frequencies because it prevents directly solving a 
finite element matrix equation at a low-frequency sample where the condition number 
can be very high. 
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(b) 
Figure 2.8  The four-pole ultra-wideband bandpass filter [26]. (a) Top view. (b) 3-D view 
showing the microstrip (top metallization) and the CPW split-mode resonator (bottom 
metallization), which consists of two quarter-wavelength stepped impedance resonators and a 
short-circuit stub. 
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(b) 
Figure 2.9  (a) S11 and (b) S21 of the four-pole bandpass filter. Solid line: FEM with SSP. 
Dashed line: measured result from [26]. 
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2.7.3 Miniature ridge-waveguide filter 
The structure shown in Figure 2.10 is a 6–8.6 GHz miniature ridge-waveguide bandpass 
filter with a microstrip impedance matching circuit [27]. This filter has a bounded part 
(waveguide resonator) filled with a high-dielectric-constant material ( 9.5 andrε =  
tan 0.002)δ < , as well as an unbounded part (impedance matching circuit). The 
impedance matching circuit is built on an alumina substrate, whose specific dielectric 
constant is not given in [27] and a typical value of 10 was instead used in our simulation. 
Since the impedance matching circuits connect the ridge-waveguide resonator to external 
50-Ω ports, the width of the microstrip line at the two ends of the filter should be 0.22 
mm, not 0.11 mm as printed in [27, TABLE I]. Other dimension parameters and the 
photograph of the fully assembled waveguide filter can be found in [27]. 
The p = 2 vector basis is applied for the finite element discretization, and the total 
number of unknowns is 148500. The computational domain has been halved by using the 
PMC on the symmetry plane. Shown in Figure 2.11 are the simulated S-parameters as 
 
 
Figure 2.10  Cross-sectional views of the 6–8.6 GHz miniature ridge-waveguide filter. Top: 
horizontal cross-sectional plane at half height. Bottom: vertical cross-sectional plane at half 
width. 
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compared to the measured data [27]. 26SSP  takes a total of 2032 s to generate a 36 36×  
reduced-order model and performs a fast frequency sweep from 100 MHz to 26 GHz. 
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Figure 2.11  S11 and S21 of the ridge-waveguide bandpass filter. Solid lines: FEM with SSP. 
Dashed lines: measured result from [27]. 
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2.7.4 Coaxial cable 
The formulations on the lumped excitation and circuit elements in Section 2.3 will be 
validated by this example. We consider a 1-m-long air-filled lossless coaxial cable whose 
radii of the inner and outer conductors are 0.4 and 1 mm, respectively. Four cases are 
studied. 
Case A 
Referring to Figure 2.12, at the driven end there is a lumped current source connected in 
parallel with an 8-Ω shunt resistor. At the far end the coaxial cable is terminated by a 
network formed by lumped R, L, and C elements whose values are given in the caption of 
Figure 2.12. As has been described in Section 2.3, these lumped elements are assigned 
along element edges and can be thought of as connected in parallel with the distributed 
finite element model. The PMC boundary condition (natural boundary condition in the E-
field formulation) is applied to the rest of the degrees of freedom on the cable cross-
section. The circuit parameter of interest is the input impedance. 
 
 
 
 
 
 
Figure 2.12  A coaxial cable with a lumped current source in parallel with a resistor at the 
driven end and terminated at its far end by a network formed by lumped R, L, and C elements. 
I = 1 A, R1 = 8 Ω, R2 = R3 = 4 Ω, L1 = 10 nH, and C1 = 50 pF. 
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Figure 2.13 compares the simulation result of input impedance with the analytical 
solution (transmission line model) from 100 kHz to 800 MHz. While the p = 0 vector 
basis in the finite element analysis yields an acceptable result with a slight frequency shift, 
the input impedance obtained with p = 1 vector basis and the analytical solution are 
almost indistinguishable in the figure. The second-order SSP has been applied and a total 
of four frequency samples are selected in the frequency range of 10–800 MHz. The entire 
structure is discretized into 4500 tetrahedral elements. The use of 0p =  vector basis 
results in 4124 unknowns, and 24SSP  takes about 2 s to generate a 12 12×  reduced-order 
model and performs a fast frequency sweep from 100 kHz to 800 MHz. The p = 1 vector 
basis yields 24768 unknowns, and the total solution time of 24SSP  is 58 s. 
Case B 
In the previous case, each lumped element of the network at the far end is assigned 
along a certain element edge between the inner and outer conductors. Specifically, the 
network consists of three sections, namely two series sections and one parallel section. 
Since there happen to be three edges between the inner and outer conductors in the finite 
element mesh, the three circuit sections are assigned to these three element edges without 
any difficulty. Obviously, such an approach does not always work and can give rise to a 
constraint on the mesh generation. Therefore, in Case B, the entire network is 
consolidated into a single lumped element, of which the impedance is depicted in Figure 
2.14, and then is assigned to element edges. There do not have to be exactly three 
element edges between the inner and outer conductors. 
With the techniques introduced in Section 2.6, the data displayed in Figure 2.14 can 
be directly used in the SSP for a reduced-order frequency sweep. Figure 2.15 compares 
the result with those obtained in the previous case, and excellent agreement is observed. 
It can be further observed in Figure 2.16 that the result of Case B is even closer to the 
analytical solution, which is considered to be reasonable. Such a phenomenon is invisible 
at the lower frequency band of interest, but at higher frequencies where the distributed 
effect emerges, the spatial location of each lumped element indeed has a slight effect on 
the simulated result. Now if these lumped elements are consolidated into a single lumped 
element and are uniformly distributed between the inner and outer conductors, as in Case 
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(b) 
Figure 2.13  (a) Real and (b) imaginary parts of the input impedance Zin of the terminated 
coaxial cable. Solid line: analytical solution. Circles: FEM (p = 0 vector basis) with second-
order SSP. Dashed line: FEM (p = 1 vector basis) with second-order SSP. 
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Figure 2.14  Impedance Z of the network in Figure 2.12 as a function of frequency. 
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Figure 2.15  Imaginary part of the input impedance of the terminated coaxial cable. Solid line: 
analytical solution. Dashed line: Case A, the network is formed by distinct R, L, and C 
elements. Circles: Case B, the network is consolidated into a single lumped element. 
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 B, the simulation becomes closer to the ideal case in which the analytical solution is 
derived. 
As in the previous case, a total of four frequency samples are selected by the second-
order SSP, and the solution time is about the same. 
Case C 
Next we demonstrate the effectiveness of the surface impedance model (2.12) in the 
simulation of a lossy coaxial cable as well as the application of SSP under the existence 
of an impedance boundary condition. The coaxial cable considered here has exactly the 
same dimensions as those in the previous cases, but its far end is left open. The shunt 
resistor at the driven end is removed as well. Consequently, we can completely focus on 
the effect caused by the coaxial cable itself. The conductivity of both the inner and outer 
conductors is 74.1 10×  (S/m), which is used to construct the impedance boundary 
condition (2.13). 
It can be seen in Figure 2.17 that the simulated input impedance shows good 
agreement with the reference solution, which is obtained by first calculating the 
characteristic impedance with a 2-D finite element analysis and then using the  
690 700 710 720 730 740 750 760
−3
−2
−1
0
1
2
3
Frequency (MHz)
Im
(Z
in)
 (Ω
)
 
 
Analytical Solution
FEM with SSP, Case A
FEM with SSP, Case B
Figure 2.16  Enlarged high-frequency part of Figure 2.15. 
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(b) 
Figure 2.17  (a) Real and (b) imaginary parts of the input impedance Zin of the lossy coaxial 
cable with the far end left open. Solid line: analytical solution. Thin solid line: FEM (p = 0 
vector basis) with second-order SSP. Dashed line: FEM (p = 1 vector basis) with second-order 
SSP. 
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transmission line model for the input impedance. In the 2-D finite element analysis, the 
conductor is meshed inside with a special refinement near the surface for accurately 
modeling the skin effect. The FEM with p = 1 vector basis accurately captures the 
locations and magnitudes of the resonance peaks of Zin. In Figure 2.18 the axes are 
changed to the logarithmic scale to display the solutions at lower frequencies more 
clearly. Excellent agreement is still observed at very low frequencies for very small 
solution values. With the impedance boundary condition applied on the surfaces of both 
inner and outer conductors, the numbers of unknowns resulting from the discretization 
with p = 0 and p = 1 vector bases increase to 6556 and 32832, respectively. The second-
order SSP has been applied and a total of five frequency samples are selected in the 
frequency range of 10–800 MHz. The solution times of 25SSP  with the two different 
orders of basis are 7.4 s and 94 s, respectively. 
At 1 MHz, a conductivity of 74.1 10×  S/m results in a skin depth of 78.6 μm, which 
is approximately 10% of the diameter of the inner conductor. Because the skin depth is 
relatively small compared to the diameter of the inner conductor, the surface impedance 
model (2.12) still provides a good approximation at this frequency, as shown in Figure 
2.18. At even lower frequencies, this surface impedance model is no longer valid and 
considerable inaccuracy occurs. A comparison between different surface impedance 
models in the application to broadband finite element circuit simulations will be made in 
Chapter 4, where the tree-cotree splitting technique is introduced for improving matrix 
conditioning so that the comparison can be extended down to the DC region. 
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Figure 2.18  (a) Real and (b) imaginary parts of the input impedance Zin of the lossy coaxial 
cable with the far end left open. These are the same solutions as those shown in Figure 2.17, 
but here the axes are in logarithmic scale so that the solutions at lower frequencies can be 
displayed more clearly. 
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Case D 
In Case B we consolidated an RLC network into a single lumped element, which is 
then included in our reduced-order modeling. Although the impedance of the network 
varies smoothly with the frequency, the example indeed has validated the consolidation 
of a network as well as the SSP in handling such problems. In Case D we will further 
demonstrate the method with a more complicated impedance function, for example, the 
input impedance of the coaxial cable in Case C. Specifically, the lossy coaxial cable 
considered in Case C is taken as a lumped element and connected at the far end of an 
identical coaxial cable, as illustrated in Figure 2.19. Thus the resulting terminated coaxial 
cable is equivalent to a 2-m-long coaxial cable that is open at its far end, and the 
analytical solution of its input impedance is readily available for comparison. 
Figure 2.20 shows the simulated input impedance of the terminated coaxial cable as 
compared to the reference solution of a 2-m-long coaxial cable that is open at the far end. 
The number of resonance peaks is double that in Case C, but only one additional 
frequency sample is selected by the second-order SSP. The solution time of  26SSP  with 
1p =  vector basis is 114 s. 
 
 
 
 
 
 
 
Figure 2.19  The 1-m-long coaxial cable studied in Case C is consolidated into a lumped 
element and connected at the end of an identical coaxial cable. The impedance of this lumped 
element is exactly the input impedance of the coaxial cable studied in Case C. 
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(b) 
Figure 2.20  (a) Real and (b) imaginary parts of Zin of the 1-m-long lossy coaxial cable 
terminated with a lumped coaxial cable. Solid line: analytical solution of a 2-m-long coaxial 
cable. Dashed line: FEM (p = 1 vector basis) with second-order SSP. 
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2.7.5 Rectangular cavity excited by a thin-wire probe 
The thin wire modeling technique introduced in Section 2.5 will be validated in this and 
the following two examples. In this example, we consider the modeling of a thin-wire 
probe with an infinitely thin PEC wire assigned along tetrahedral element edges. The 
rectangular cavity in Figure 2.21 is fed by a 50-Ω coaxial cable, whose inner conductor 
extends into the cavity and terminated on the opposite wall by a 47-Ω resistor [28]. The 
feed point is located at x = 15 cm, y = 17 cm, and z = 0 cm. In our simulation, the coaxial 
cable feed is modeled by a current source in parallel with a 50-Ω resistor inserted in a 
narrow gap between the wire and the bottom wall. 
Once the probe is replaced by an infinitely thin wire, the material properties of the 
adjacent elements are modified according to (4) to adjust the effective radius to the radius 
of the physical probe, 0.08 cm. It has been verified from the simulation result that the 
electric field around the wire has a dominant radial component which is approximately 
inversely proportional to the distance from the wire. Hence the material modification 
derived from the coaxial cable case is valid to be applied. Figure 2.22 compares the 
simulation results of real power delivered at the feed point. Good agreement is observed 
between the solutions obtained using a physical probe and an infinitely thin PEC wire 
 
 
 
Figure 2.21  Rectangular cavity excited by a thin-wire probe. 
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with the radius correction. The measurement result extracted from [28] is also shown in 
Figure 2.22 as a reference. 
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Figure 2.22  Comparison of the simulated delivered powers obtained with different modeling 
schemes and the measurement result [28]. 
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2.7.6 Lossy coupled wires 
Figure 2.23 shows the cross-section of a pair of coupled wires made of copper 
7( 5.8 10 S/m)σ = × . The length of the wires is 3 cm. The computational domain is 
bounded by a PEC cylinder with a radius of 0.3 mm as a side wall and a PMC plane at 
each end of the wires. Instead of creating two physical wires in the simulation model, we 
use lumped impedance elements defined on edges in a uniform mesh to model the wires. 
The mesh size rmesh in the neighborhood of the wire is about 30 μm. The parallel wires 
are differentially excited, and the Y-parameters are calculated and displayed in Figure 
2.24. The 3-D FEM solutions are verified with an accurate 2-D FEM analysis that meshes 
physical conductors (Section 3.1), and good agreement in terms of parameter values and 
resonance frequencies is observed throughout the frequency band.  
Figure 2.25 compares the solutions obtained with our radius correction, the radius 
correction of [4] as given in (2.74), and without applying any radius correction. It is 
clearly shown in Figures 2.25(a) and 2.25(c) that both our radius correction and that of [4] 
yield accurate Y11 from low to medium frequencies, and a significant discrepancy exists 
for the solution obtained without any radius correction. In Figures 2.25(b) and 2.25(d), 
the Y-parameters are displayed on a linear frequency scale to show the results at high 
frequencies more clearly. It is observed that our radius correction accurately captures the 
high-frequency resonance peaks, whereas the radius correction of [4] shows no better 
accuracy than the solution obtained without any radius correction. 
 
 
 
 
Figure 2.23  Cross-section of the lossy coupled wires. 
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(b) 
Figure 2.24  (a) Real part of Y11, (b) imaginary part of Y11, (c) real part of Y21, and (d) 
imaginary part of Y21 of the lossy coupled wires on a logarithmic frequency scale. 
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(d) 
Figure 2.24 (continued) 
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(b) 
Figure 2.25  Comparison of the real and imaginary parts of Y11 obtained with different radius 
corrections on both logarithmic and linear frequency scales. 
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(d) 
Figure 2.25 (continued) 
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2.7.7 Bonding wires for CPW transition 
Next we consider a more practical application of lumped impedance elements. Shown in 
Figure 2.26(a) is a wire-bond transition between two conductor-backed coplanar 
waveguides (CB-CPWs) fabricated on different substrates with different heights [29]. 
Although some dimension parameters of the CPWs were provided in [29], those in the 
transition region were not given, and therefore, we use our own parameters as shown in 
Figure 2.26(b) in the simulation. The entire module has a size of 5 6.5 mm× . The gold 
bonding wire has a radius of 0.625 mil (15.875 μm) and a height of 117 μm above the 
alumina substrate. The gap width (horizontal span) is 450 μm and thus the distance 
between the start and end points is about 500 μm. The spacing between two neighboring 
bonding wires is 600 μm. The silicon substrate has a dielectric constant of 11.8 and a 
resistivity of 2 k cmΩ⋅ , and the alumina substrate has a dielectric constant of 9.8 and a 
loss tangent of 0.002. Since the substrate resonance strictly depends on the size of the 
board [29], the entire structure is surrounded by air on all sides for modeling the effect of 
finite substrates. 
Figure 2.27 compares the simulation results of this wire-bond transition structure with 
different modeling schemes. The solid line is obtained by creating physical bonding wires 
in our simulation model. Then, replacing the physical wires with lumped impedance 
elements and adjusting its effective radius, we obtain the dashed line, which shows good 
agreement with the physical wire solution. The size of the adjacent elements ranges from 
34 μm to 78 μm. Also given in Figure 2.27 is the lumped element solution obtained 
without applying the radius correction, which shows significant discrepancy. 
The second-order SSP adaptively selects five frequency samples in the frequency 
band of interest to generate reduced-order models for a fast frequency sweep. With the 
replacement of the physical bonding wires by lumped impedance elements, the total 
number of unknowns is reduced from 74051 to 60072 and the solution time of SSP is 
reduced from 1620 s to 1010 s. The reduction in the number of unknowns and thus in the 
solution time will be much more significant if there are many bonding wires as is the case 
with most practical applications. 
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(a) 
 
 
(b) 
Figure 2.26  Wire-bond transition between CPWs on different substrates. (a) 3-D view. (b) 
Top view. 
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(b) 
Figure 2.27  (a) S11 and (b) S21 of the wire-bond CPW transition structure. Solid lines: 
solutions obtained with physical wires. Dashed lines: bonding wires replaced by lumped 
impedance elements with radius correction. Dashed-dotted lines: lumped impedance elements 
without radius correction. 
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2.7.8 Coupled-microstrip transition 
This and the following examples are used to demonstrate the conversion between modal 
and nodal parameters introduced in Section 2.4. Figure 2.28 shows a coupled microstrip 
transition structure. The substrates have exactly the same material parameters as those in 
the previous example, but the size is not taken to be finite. In other words, the substrates 
are directly truncated by the absorbing boundary on the two sides. The PEC strips have a 
width of 300 μm and the spacing is 250 μm. The bonding wires are modeled with lumped 
impedance elements as in the previous example. 
We first compare the results obtained from a wave port simulation. On each wave 
port the first two modes (differential and common modes) are excited one by one to 
calculate a 4 4×  modal scattering matrix, which is then converted to a nodal scattering 
matrix using the two approaches introduced in Section 2.4. The solid lines in Figure 2.29 
are nodal S-parameters (at Reference Plane 1) obtained with (2.61), which is derived 
using nodal waves directly normalized to the line characteristic impedance matrix of 
coupled lines. The dashed lines result from the similarity transformation (2.66) on the 
modal scattering matrix. The simulation results verify that the two approaches yield the 
same nodal S-parameters for two coupled lines. 
Next we compare the nodal S-parameters (referenced to 50 Ω) obtained from wave 
port and lumped port excitations. The reference plane for the nodal scattering parameters 
displayed in Figure 2.30(a) is Reference Plane 1 indicated in Figure 2.28, which is also 
the computational boundary. Lumped current sources are specified on Reference Plane 1 
between the microstrip lines and the ground plane. Figure 2.30(a) clearly shows that such 
an excitation mechanism cannot directly extract the circuit parameters comparable to 
wave port solutions. To make a meaningful comparison on the nodal S-parameters 
obtained from the wave port and lumped port simulations, a deembedding procedure is 
carried out to exclude the effect of the excitation parts. Figure 2.30(b) shows the 
deembedded S-parameters (at Reference Plane 2), and good agreement between the wave 
port (solid lines) and lumped port (dashed lines) solutions is observed. Note that for the 
wave port solutions, the deembedding is applied to the modal S-parameters and is just a 
phase shift. Then the deembedded modal S-parameters at Reference Plane 2 are 
converted to the nodal S-parameters and displayed in Figure 2.30. However, the lumped 
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port deembedding is not only a shift of the reference planes, but also a removal of the 
effect of the feeding structure. Here we have applied the lumped port deembedding 
technique introduced in [11], which is originally developed for MoM simulations. A 
feeding structure is modeled as an error box and then is removed to extract the scattering 
matrix of the device under test (DUT) in between the new reference planes. Interested 
readers are referred to [11] for more details. 
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Figure 2.28  Top view of the coupled-microstrip transition structure. The dashed lines indicate 
the reference planes. The boundary condition at Reference Plane 1 is PBC for a wave port and 
PMC for a lumped port.    
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(b) 
Figure 2.29  Comparisons of (a) the magnitude and (b) the phase of the nodal S-parameters 
obtained by using nodal waves normalized to a perfectly matched load Zc and by the similarity 
transformation (2.66). 
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Figure 2.30  Comparisons of nodal S-parameters (referenced to 50 Ω) obtained with wave port 
and lumped port excitations. (a) Before deembedding. (b) After deembedding. 
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2.7.9 Four coupled microstrip lines 
The second example for demonstrating the parameter conversion consists of four coupled 
microstrip lines [11] (Figure 2.31), which are printed on a substrate with a thickness of 
0.7 mm and a dielectric constant of 3. Again we verify the nodal S-parameters obtained 
from a wave port simulation with lumped port solutions. As shown in Figure 2.31, the 
DUT in between the reference planes has a length of 15 mm. When the wave port 
excitation is used, the port boundary conditions are located right at the reference planes. 
If instead the lumped excitation is used, feed lines are added to the two sides of the DUT. 
A narrow gap is introduced on each feed line and a lumped current source is placed 
therein. The feeding structures are then deembedded from the simulation result to extract 
the S-parameters of the DUT. 
Figure 2.32 compares our nodal S-parameters (referenced to 50 Ω) obtained by the 
lumped excitation with the MoM solutions in [11]. Good agreement is observed. In the 
finite element simulation, the second-order vector basis is employed and the mesh size is 
1 mm in the propagation direction. The excitation gap width is 0.1 mm and the feed line 
of each port has a total length of 3.1 mm. Next, we validate the nodal S-parameters 
converted from the result of a wave port simulation with the lumped port solution. On 
each wave port, the first four modes (quasi-TEM modes) are excited one by one to 
calculate the 8 8×  scattering matrix. In Figure 2.33, it is first observed that the wave port 
and lumped port solutions are generally in better agreement for larger S-parameters. The 
influence of surface waves on deembedding accuracy is more significant in smaller S-
parameters representing the coupling between distant lines, and the agreement between 
the wave port and lumped port solutions are not as good as in larger S-parameters. 
Besides, two different lengths of the feed lines are also compared in Figure 2.33. For 
larger S-parameters, the solutions of longer feed lines are closer to (or almost coincide 
with) the wave port solutions at most frequencies. However, longer feed lines are more 
susceptible to surface waves [11], and as a result, the associated deembedded solutions 
are not necessarily closer to the wave port solutions for smaller S-parameters. 
 
 
 75
 
 
 
          
Figure 2.31  Top view of the four coupled microstrip lines. 
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Figure 2.32  Nodal S-parameters (referenced to 50 Ω) of the four coupled microstrip lines. 
Solid lines: FEM solution. Circles: MoM solution in [11]. Crosses: Sonnet software solution 
extracted from [11]. 
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(b) 
Figure 2.33  Nodal S-parameters (referenced to 50 Ω) of the four coupled microstrip lines. 
Solid lines: converted from modal S-parameters. Dashed-dotted lines: lumped port solution 
with 3.1-mm-long feed lines. Dashed lines: lumped port solution with 4.1-mm-long feed lines. 
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CHAPTER 3 
 
BROADBAND FINITE ELEMENT 
ANALYSIS AND PARAMETER 
EXTRACTION OF 
MULTICONDUCTOR 
TRANSMISSION LINES 
 
 
Accurate and efficient modeling of high-speed circuits necessitates a fast field solver that 
includes various kinds of material properties, such as the dielectric and conductor losses, 
anisotropism, and frequency dependence, in the simulation of multiconductor 
transmission lines from DC to very high frequencies. In this study, we attempt to 
establish a fast and versatile frequency-domain field solver for such an application and 
make improvements to previously published techniques. In the past, many papers on the 
field-based transmission line parameter extraction have been published [30–42], in which 
most approaches have been based on integral-equation formulations. In this study, 
multiconductor transmission lines are analyzed with the finite element method, whose 
capability, efficiency, and accuracy have been demonstrated in [38, 42] for quasi-TEM 
analysis, and in [36, 39] for full-wave analysis. 
Important advantages of the quasi-TEM analysis include the computational efficiency 
and the low-frequency stability. With appropriate assumptions, the quasi-TEM analysis 
always has fewer unknowns than the full-wave analysis for the same number of elements. 
Moreover, what needs to be solved is a matrix equation instead of an eigenproblem, 
which often requires a more time-consuming iterative solution procedure. The quasi-
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TEM analysis also intrinsically avoids the low-frequency instability problem of full-wave 
formulations. In a full-wave analysis, the system matrix tends to be very ill-conditioned 
at low frequencies because the electric and magnetic fields are gradually decoupled. 
Structures with lossy conductors usually result in even more ill-conditioned matrices. As 
a result, at low frequencies the accuracy of full-wave solutions deteriorates, and a full-
wave solver generally breaks down at a few tens of megahertz. 
The quasi-TEM analysis has proved to offer accurate solutions up to certain high 
frequencies, especially when conductors are embedded in a homogeneous medium and 
the deviation from pure TEM modes mainly results from imperfect conductors [38]. For 
inhomogeneous transmission lines, the accuracy of the quasi-TEM analysis degrades 
more significantly as the frequency increases, whereas the full-wave analysis offers 
unparalleled accuracy as long as a computational domain is discretized with a sufficient 
mesh density. To exploit the respective advantages of the two analyses and establish a 
complete field-based simulation framework that guarantees accuracy from DC to very 
high frequencies, a simple self-evaluation function is incorporated into our quasi-TEM 
solver to determine a switch frequency between the two solvers. Specifically, the fast 
quasi-TEM analysis is first performed over the entire frequency band. Then, depending 
on the requirement of accuracy, a switch frequency can be determined, and if this 
frequency is lower than the maximum frequency of interest, the full-wave solver is 
automatically initiated to solve the problem up to the high-frequency end. At this stage, 
the quasi-TEM solutions provide an excellent initial guess for solving the generalized 
eigenproblem in the full-wave analysis. Finally, the quasi-TEM and full-wave solutions 
are merged around the switch frequency in an interpolating fashion to yield a unified 
broadband solution. 
Even though the quasi-TEM analysis is much more efficient than the full-wave 
analysis, it still takes a considerable amount of time if the matrix equation is directly 
solved at hundreds of frequency points. To achieve a fast broadband analysis, the 
multipoint model order reduction method described in [38] is implemented with some 
improvements. First, high-order moments are included in the construction of a reduced-
order model to further accelerate a broadband quasi-magnetostatic analysis. Second, a 
lower bound for the locations of frequency samples is provided to filter out unnecessary 
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frequency samples. Frequency-dependent materials are also included in a reduced-order 
electrostatic analysis. 
For the full-wave modal analysis, at least three model order reduction methods can be 
employed. The first one is the asymptotic waveform evaluation (AWE) based on the 
moment matching for eigenproblems [43]. The second one is a multipoint model order 
reduction method based on the matrix projection [44]. In this method, an eigenproblem is 
solved a number of preselected frequency samples to obtain eigenvectors at different 
frequencies. Then the eigenproblem is projected to the column space of these 
eigenvectors to form a reduced-order model (reduced eigenproblem). The third one is the 
modified perturbation method [45], which is a single-point model order reduction method 
as the asymptotic waveform evaluation. The method also calculates frequency derivatives 
(moments) of an eigensolution, but it eliminates the difficulty in solving a theoretically 
singular matrix equation. Therefore, frequency derivatives can be calculated to full 
accuracy. Then the original eigenproblem is projected to the column space of the 
eigenvector and its derivatives at the expansion point to form a reduced-order model. 
This method is believed to be the most efficient among the three, since an eigenproblem 
is solved at only one frequency point, yet it still yields a reduced-order model that is 
accurate over a wide frequency band. 
In this study, the second model order reduction method is adopted for some of its 
unique advantages. First of all, the multipoint model order reduction method, when 
combined with an adaptive scheme, guarantees an error level for solutions over the 
desired frequency band. Second, for a transmission line consisting of K conductors, we 
need the first K modal solutions to calculate the per-unit-length (p.u.l.) parameter 
matrices. Using the second method, no matter how many modes are needed, we need to 
factorize the system matrix only once at each frequency sample. On the other hand, using 
the moment-matching-based methods, we need to factorize a different matrix in order to 
calculate the frequency derivative of a modal solution, and as a result, a total of K+1 
factorizations are needed at an expansion point for the K modes. We use the procedure 
described in [45] to pick our desired eigensolutions from a reduced-order model and 
identify the order of modes. 
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3.1 Quasi-TEM Analysis  
The quasi-TEM formulation is based on [38], but with a different interpretation, different 
gauge condition, and an inclusion of anisotropic permeability in the quasi-magnetostatic 
analysis. The formulation applies to very general lossy anisotropic multiconductor 
systems and offers a convenient way for extracting frequency-dependent per-unit-length 
circuit parameter matrices based on their definitions. Line characteristic impedance 
matrices as well as modal characteristic impedances and propagation constants can also 
be derived from the per-unit-length parameter matrices. 
 
3.1.1 Magnetic and electric potential formulations 
The quasi-TEM analysis involves solving a quasi-magnetostatic and an electrostatic 
problem. The associated magnetic vector potential A
G
 and electric scalar potential φ  are 
defined as 
 
1
.
GG
GGH A
E j A
μ
φ ω
−= ∇×
=−∇ −
⋅
 (3.1) 
Substituting (3.1) into the second Maxwell’s equation yields the following equation 
 1 2c c iA j A Jμ ωε φ ω ε
G G G−∇× ∇× + ∇ − =⋅ ⋅ ⋅  (3.2) 
where ω  is the angular frequency, iJ
G
 is the impressed current density over an electrode, 
and μ  is a permeability dyad whose matrix form is defined as 
 tt
zz
μμ μ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
0
0
    xx xytt
yx yy
μ μμ μ μ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
. (3.3) 
A similar definition applies to the complex permittivity dyad cε . Note that the metal 
conductivity has been included in cε , i.e., c jε ε σ ω= − , where σ  is a conductivity 
dyad and is equal to ˆ ˆ ˆ ˆ ˆˆ( )xx yy zzσ + + . In the quasi-TEM analysis, the transverse electric 
field in a conductor is assumed to be negligible, and iJ
G
 only has a longitudinal 
component, which is the product of σ  and a constant impressed electric field ˆiE z . 
Hence (3.2) can be reduced to 
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 1 2ˆ ˆ( )z czz zz z z iz A z j A j A Ez
φμ ωε ω ε ωσ σ− ⎛ ⎞∂ ⎟⎜⋅∇× ∇× + − + =⎟⎜ ⎟⎜⎝ ⎠∂⋅  (3.4) 
which involves only the z component of the vector potential, and hence can be solved 
with the nodal elements introduced in Chapter 1. Note that (3.4) also applies to the region 
outside conductors, where 0σ = . To determine the vector potential uniquely, we apply 
the following gauge condition 
 ˆ( ) 0z zz czzA z jωμ ε φ∇ + =⋅ . (3.5) 
Substituting (3.5) into (3.4), one obtains 
 
2
1 2
2
1ˆ ˆ( ) zz zz z z i
zz
Az A z A j A E
z
μ ω ε ωσ σμ
− ∂⋅∇× ∇× − − + =∂⋅ . (3.6) 
The second term of (3.6) is equivalent to 2( )z zz zAγ μ− , where zγ  is the propagation 
constant, and is of the same order of magnitude as the third term for quasi-TEM modes. 
Both of them are much smaller in magnitude than zj Aωσ  and, therefore, can be 
neglected. Outside the conductor, czz zzε ε= , and hence the second and third terms of (3.6) 
(or 3.4) can be combined to yield zz zj Eωε− , which is identified as a displacement 
current and is also neglected, as in [38]. Therefore, (3.6) is reduced to 
 1ˆ ˆ( )z z iz A z j A Eμ ωσ σ−⋅∇× ∇× + =⋅ . (3.7) 
Now if the first term of (3.7) is tested with zA , one obtains 
 
1 1ˆˆ ˆ ˆ ˆ   ( ) ( ) ( )
ˆ ( )
t z t z z t zC
t z tt t z z tt t zC
z A z A d n A z z A dC
A A d n A A dC
μ μ
η η
Ω
Ω
Ω
Ω
v
v
− −×∇ ×∇ − ⋅ × ×∇
= ∇ ∇ + ⋅ ∇
⋅ ⋅ ⋅
⋅ ⋅ ⋅
∫∫ ∫
∫∫ ∫
 (3.8) 
where Ω denotes the entire computational domain, C is its outer boundary, and 
 
( )
xx yx
xy yy
tt
xx yy xy yx
μ μ
μ μη μ μ μ μ
⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦= − . (3.9) 
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We have applied the two-dimensional vector Green’s theorem in deriving (3.8). It can be 
observed that the contour integral in (3.8) vanishes for a PEC or PMC boundary 
condition, and only the surface integral remains. Thus applying Galerkin’s method with 
nodal basis functions to (3.6) results in the following matrix equation 
 ( )jωS T A J+ =  (3.10) 
where the elemental matrices and vector are given by 
 { } { }e Te e e et tt t dηΩ ΩS N N= ∇ ∇⋅ ⋅∫∫  (3.11a) 
                                        { }{ }e Te e e e dσΩ ΩT N N= ∫∫  (3.11b) 
                                        { }ee e e eiE dσΩ ΩJ N= ∫∫ . (3.11c) 
Note that for elements in the dielectric region, both eT  and eJ  vanish since 0eσ = . 
After (3.10) is solved for the vector potential due to a certain configuration of impressed 
current density, the total current in conductor k can be evaluated according to the 
definition 
 ( )
k
k k ik k zI E j A dσ ωσΩ Ω= −∫∫  (3.12) 
where kΩ , kσ , and ikE  are the cross-section, conductivity, and impressed electric field of 
conductor k. The p.u.l. impedance matrix jωZ R L= +  of a multiconductor system can 
be extracted following the procedure detailed in [38]. 
The p.u.l. admittance matrix jωY G C= +  is obtained by solving Laplace’s equation 
for the electrostatic potential φ  [38]. With a Dirichlet boundary condition (electric 
potential configuration) applied on each conductor, the discretized Laplace’s equation 
takes the following form 
 K q=φ  (3.13) 
where the elemental matrix of K is given by 
 { } { }e Te e e et tt t dεΩ ΩK N N= ∇ ∇⋅ ⋅∫∫  (3.14) 
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and the right-hand-side vector q originates from the imposed potentials. The procedure 
for computing the p.u.l. admittance matrix has been described in [38] and will not be 
repeated here. 
 
3.1.2 Modal solutions and characteristic impedance matrices 
To calculate the characteristic impedance matrix cZ , first we consider the generalized 
telegrapher equations 
 ( ) ( )d ' z z
dz
=−V ZI  (3.15a) 
 ( ) ( )d ' z z
dz
=−I YV  (3.15b) 
where ( ) zz e γV' V −= and ( ) zz e γI' I −= . The impedance matrix Z and the admittance 
matrix Y in (3.15) are provided by the aforementioned quasi-magnetostatic and 
electrostatic analyses, respectively. Substituting (3.15a) into (3.15b) yields the following 
eigenvalue problem 
 i iYZM M= 2Γ  (3.16) 
where each column of iM  contains the modal current in each conductor, and Γ  is a 
diagonal matrix with complex propagation constants appearing on the diagonal. 
Substituting iM  into (3.15), we obtain the following relations: 
 1 1v i iM ZM Y M
− −= =Γ Γ  (3.17) 
where vM  is the voltage matrix corresponding to the modal currents iM . The 
characteristic impedance matrix is defined as 1c v iZ M M
−= [35] and thus can be 
calculated as 
 1 1 1 1c i i i iZ ZM M Y M M
− − − −= =Γ Γ . (3.18) 
It is worth mentioning that for a transmission line system consisting of K+1 conductors 
(including a reference conductor), all the initial Z , Y , and cZ  are ( 1) ( 1)K K+ × +  
matrices. By setting the potential of one of the conductors as the reference potential and 
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making use of the fact that the K+1 conductor currents sum to zero, the parameter 
matrices can all be reduced to K K×  ones. The involved techniques will be discussed in 
more detail in Section 3.6.2. 
Another useful parameter, the modal characteristic impedance dZ , can be calculated 
using the voltage and modal current matrices [35]. In the power-current (PI) definition 
the modal characteristic impedance of the kth mode is given by 
 
*
2
,active
( ) ( )
|| ||
m m
m
k T k
v i
dk k
i
Z =  (3.19) 
where  kvm  and  kim  are the kth columns of   and iM , respectively, the asterisk denotes 
the complex conjugate, and  ,activemki  contains only the modal currents in active conductors. 
 
3.2 Full-Wave Modal Analysis 
Studies on the full-wave analysis involving anisotropic materials have been reported in 
many papers [46–51]. In this section we provide a brief revisit on the E-field formulation 
with material anisotropism included. 
 
3.2.1 Electric field formulation 
In a source-free region, a time-harmonic electric field satisfies the following vector wave 
equation: 
 1 20( ) 0r rE k Eμ ε
G G−⎡ ⎤∇× ∇× − =⋅ ⋅⎢ ⎥⎣ ⎦  (3.20) 
where k0 is the free-space wavenumber, 0rμ μ μ= , and 0 .rε ε ε=  With the electric 
field split as ˆ( ) zt zE E zE e
γG G −= + , the functional for the full-wave analysis is given by 
 
2
0( ) ( ) ( ) ( )
                     ( ) ( ) .
rzz t t t t t rtt t rzz z z
t t z rtt t t z
F E E E k E E E E
E E E E d
η ε ε
γ η γ
Ω
Ω
G G G G G
G G
⎡= ∇ × ∇ × − ⋅ −⎢⎣
⎤− +∇ +∇ ⎥⎦
⋅ ⋅
⋅ ⋅
∫∫
 (3.21) 
where Ω again denotes the entire computational domain, γ is the complex propagation 
constant, 1rzz rzzη μ−= , and 0rtt ttη μ η= . After introducing the following transformation of 
variables [45, 52] 
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 t t z ze E e Eγ
GG = =  (3.22) 
to the functional (3.21) and multiplying it by 2γ , one obtains 
 
{
}
2
0
2 2
0
( ) ( ) ( )
                      ( ) ( ) .
rzz t t t t t rtt t
t t z rtt t t z rzz z z
F E e e k e e
e e e e k e e d
η ε
γ η ε
Ω
Ω
G G G G G
G G
= ∇ × ∇ × −
⎡ ⎤− +∇ +∇ −⎢ ⎥⎣ ⎦
⋅ ⋅ ⋅
⋅ ⋅
∫∫
 (3.23) 
To discretize the functional (3.23), we first expand te
G  and ze  in each element as 
 { } { }Te e et te e WGG =   and  { } { }Te e ez ze e N=  (3.24) 
where { }eWG  and { }eN  are arrays of vector and scalar basis functions, respectively. 
Substituting (3.24) into (3.23), one obtains an elemental functional 
 2
T T e ee e e ee
e tt tzt t t ttt
e ee e e e
zt zzz z z z
F γ M Me e e eK 0
M Me e e e0 0
⎡ ⎤⎧ ⎫ ⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎡ ⎤⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥⎢ ⎥= −⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎣ ⎦⎩ ⎭ ⎩ ⎭ ⎩ ⎭ ⎩ ⎭⎣ ⎦
 (3.25) 
where the submatrices are given by 
 { } { } { } { }20e T Te e e e e e e ett rzz t t rttk dη εΩ ΩK W W W W
G G G G⎡ ⎤= ∇ × ∇ × −⎢ ⎥⎣ ⎦⋅ ⋅ ⋅∫∫  (3.26a) 
                { } { }e Te e e e ett rtt dηΩ ΩM W W
G G= ⋅ ⋅∫∫  (3.26b) 
                { } { }e Te e e e etz rtt t dηΩ ΩM W N
G= ∇⋅ ⋅∫∫  (3.26c) 
                { } { }e Te e e e ezt t rtt dηΩ ΩM N W
G= ∇ ⋅ ⋅∫∫  (3.26d) 
                { } { } { }{ }20 .e T Te e e e e e e ezz t rtt t rzzk dη εΩ ΩM N N N N⎡ ⎤= ∇ ∇ −⎢ ⎥⎣ ⎦⋅ ⋅∫∫  (3.26e) 
Then assembling all the elemental matrices and applying the Ritz method results in a 
generalized eigenvalue problem 
 2γKe Me= . (3.27) 
We can shift the eigenspectrum to enhance the convergence of solving (3.27) 
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2
2 2 2
e
e e
γ
γ γ γ
KMe M e
⎛ ⎞⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎜− ⎝ ⎠  (3.28) 
where eγ  is an upper limit of propagation constants estimated from quasi-TEM solutions. 
Similar measures can be found in [45, 49, 52]. The shifted eigenvalue problem (3.28) is 
solved with the generalized Lanczos algorithm as in [45, 49, 51, 52]. 
 
3.2.2 Transmission line parameter extraction 
After (3.28) is solved for K+1 modal solutions for a transmission line system consisting 
of K+1 conductors (including a reference conductor), we can evaluate the current in each 
conductor due to each mode. This again yields a modal current matrix iM , in which the 
entry ( , )i j kM  is the current on conductor j due to mode k. According to the power-
current definition, the characteristic impedance is found to be [33, 36] 
 1 1( ) (2 )H Tc i i
− −=Z M P M  (3.29) 
where P  is a modal power matrix. The entry ( , )m nP  in the matrix is defined as 
 *1( , )
2 m n
m n E H d
Ω
ΩP G G G= × ⋅∫∫  (3.30) 
where mE
G
 and nH
G
 are the electric and magnetic fields of the mth and nth modes, 
respectively. The characteristic impedance can also be evaluated using the modal voltage 
matrix vM , in which the entry ( , )v j kM  is the voltage of conductor j due to mode k. 
According to the power-voltage definition, the characteristic impedance can be calculated 
as [33, 36] 
 * 1(2 ) Hc v v
−=Z M P M . (3.31) 
In practical applications, the power-current definition is preferred since modal currents 
are better defined, whereas modal voltages to some extent depend on the path of 
integration. 
Substituting (3.29) into (3.18), we obtain the impedance and admittance matrices 
 1 1( ) (2 )H Ti iZ M P M
− −= Γ  (3.32) 
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                                                   1(2 )T Hi iY M P M
−= Γ  (3.33) 
which are the same as those given in [36]. Again, all the parameter matrices can be 
reduced by assigning one or more conductors to be the ground. The modal characteristic 
impedance (power-current definition) dZ  can be calculated in a similar way as in the 
quasi-TEM analysis, except that the numerator of (3.19) is replaced by 2 ( , )k kP . 
 
3.3 Combined Full-Wave and Quasi-TEM Analysis 
To combine the quasi-TEM and full-wave analyses, a modification is made to the 
electrostatic portion of the quasi-TEM analysis. Instead of solving Laplace’s equation, we 
solve a scalar Helmholtz equation for the electric potential 
 2 2( ) 0t tt t zz zzε φ ω μ ε φ∇ ∇ + =⋅ ⋅  (3.34) 
which is derived with the use of the gauge condition (3.5). The additional frequency-
dependent term in (3.34) leads to a capacitance that grows with frequency. When the 
relative difference between this frequency-dependent capacitance and the static ( 0ω = ) 
value exceeds a user-specified tolerance, the full-wave solver is initiated to solve the 
problem up to the high-frequency end. This frequency-dependent capacitance, however, 
is still a quasi-static solution and is not accurate at high frequencies since the 
imperfectness of conductors is ignored and the electric potential is set constant over each 
conductor. It is used only to estimate the influence of medium inhomogeneity. If a 
structure is embedded in a homogeneous medium, the full-wave solver is never initiated 
because the quasi-magnetostatic and electrostatic analyses can provide accurate solutions 
up to very high frequencies. 
It should be emphasized that there is no need to directly solve (3.34) frequency by 
frequency and check the deviation of the calculated capacitances from the static value. 
Using the model order reduction technique to be discussed in the next section, (3.34) only 
needs to be solved at several frequency samples for obtaining the frequency-dependent 
capacitance over the entire frequency band. A binary search scheme with a limited 
number of steps is incorporated into the quasi-TEM solver for selecting these frequency 
samples, and the objective is to concentrate more frequency samples near the frequency 
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where the relative difference between the quasi-static and static capacitances is equal to a 
user-specified tolerance, say 10-3. Note that the objective is not to exactly locate this 
switch frequency. Instead we use the solutions at these frequency samples to generate a 
reduced-order model for each potential configuration, which is then used for a frequency 
sweep over the band of interest to locate this switch frequency. 
 The binary search starts from solving (3.34) at 0ω =  and the high-frequency end. 
The most fortunate case is when the relative difference between the solutions obtained at 
these two frequency points is found to be smaller than 10-3. In that case, the simulation is 
completed without initiating the full-wave solver. If the difference is larger than 10-3, the 
solver continues to check the midpoint. In most problems, solving (3.34) at 0ω =  and 
the high-frequency end is actually found to be enough to generate a very accurate 
reduced-order model and perform a fast frequency sweep to determine the switch 
frequency. The binary search is just to make the solution scheme more robust. Once the 
switch frequency is determined to be f , the full-wave analysis will be carried out from 
2f  to the high-frequency end. In the end, the solutions from the two solvers will be 
merged with the quasi-TEM solutions between 2f  and f  in an interpolating fashion. 
 
3.4 Model Order Reduction for Fast Frequency Sweep 
Fast calculation of transmission line parameters over a wide frequency band is an 
important capability for a transmission line field solver. For this purpose, we applied 
existing model order reduction methods with improvements to both the full-wave and 
quasi-TEM analyses. These methods reduce the order (dimension) of a finite element 
model (eigenvalue problem or matrix equation) and lead to a tremendous reduction in the 
computation time while still maintaining desired solution accuracy. 
 
3.4.1 Model order reduction in the full-wave modal analysis 
The model order reduction for the full-wave analysis is based on [44]. First of all, it can 
be observed from (3.26a) and (3.26e) that both K  and M  have quadratic dependence on 
frequency. Furthermore, both the matrices also have linear dependence on frequency if 
there exist imperfect conductors in a problem. Consider the following eigenproblem: 
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 2 20 0 1 0 2 0 0 1 0 2( ) ( )k k k kλ+ + = + +K K K x M M M x . (3.35) 
According to the procedure described in [44], the eigenproblem (3.35) is solved at a 
number of preselected frequency samples, and the resulting eigenvectors x are arranged 
together and orthonormalized to form a set of basis X . It is expected that eigenvectors at 
other frequencies can be approximated by a linear combination of this basis. A reduced-
order model can then be formed by a projection 
 2 20 0 1 0 2 0 0 1 0 2( ) ( )k k k kλ+ + = + +K K K v M M M v       (3.36) 
where 
  and  , 0,1, 2.H Hi i i i iK X K X M X M X = = =  (3.37) 
Since iK  and iM  have much smaller dimensions than the original matrices, the reduced 
eigenproblem (3.36) can be solved extremely fast over the desired frequency band. 
An adaptive scheme has been designed to automatically determine frequency samples 
instead of selecting a fixed number of equispaced ones as in [44]. Take a single-mode 
calculation for example. First we solve (3.35) at the two end frequencies fmin and fmax to 
obtain a 2 2×  reduced-order model. Next we calculate the residual norm 
λ λ−KXv MXv MXv  of the eigensolution obtained at midf =  min max( ) / 2f f+  from 
the 2 2×  reduced-order model. If the residual norm is larger than a specified tolerance, 
we solve the eigenproblem at this frequency and obtain a 3 3×  reduced-order model. 
Then the eigensolutions at the mid-frequencies min mid( ) / 2f f+  and mid max( ) / 2f f+  are 
calculated with this 3 3×  reduced-order model, and the associated residual norms are 
evaluated. Next we solve the eigenproblem at the frequency where the eigensolution has 
a larger residual norm that exceeds the residue tolerance, and obtain a 4 4×  reduced-
order model. The simulation continues until the residual norms between any two adjacent 
frequency samples are all below the residue tolerance. In the practical implementation, 
this adaptive model order reduction is applied to the shifted eigenproblem (3.28) rather 
than (3.27). 
It is worth mentioning that, between two adjacent frequency samples, the location of 
the maximum relative error (with respect to a direct solution) of a calculated transmission 
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line parameter is observed to be closer to the lower frequency sample. To better distribute 
the frequency samples, we can define the midpoint between two adjacent frequency 
samples 1f  and 2f  on a logarithmic scale, that is, 10
α , where [ ]1 2log( ) log( ) 2f fα = + . 
Once a reduced-order model is generated, the procedure described in [45] is applied to 
pick desired eigensolutions from the reduced-order model and identify the order of modes 
when two dispersion curves come close or cross each other. 
 
3.4.2 Model order reduction in the quasi-TEM analysis 
First we rewrite the matrix equation (3.10) as 
 0 1( )ωD D x d+ =  (3.38) 
where 
 0 1,  ,  jD S D T x A= = = , and d J= . (3.39) 
The model order reduction for the quasi-TEM analysis is based on the same idea as for 
the full-wave analysis [38]. By solving the matrix equation (3.38) at a number of 
frequency samples and orthonormalizing the solution vectors, we again obtain a set of 
basis X. A reduced-order model is formed by projecting (3.38) to the column space of X 
 0 1( )ωD D x d  + =  (3.40) 
where 
 0 0 1 1,  ,  and 
H H HD X D X D X D X d X d = = = . (3.41) 
To calculate the p.u.l impedance matrix of a transmission line system consisting of K+1 
conductors (including a ground conductor), an impressed current density is successively 
applied to each of the conductors, resulting in K+1 solution vectors [38]. Therefore, a 
total of K+1 reduced-order models are generated for this transmission line system, each 
of which is for a certain excitation J. 
To maintain the accuracy while reducing the number of frequency samples, we can 
calculate the frequency derivatives of a solution vector and include them in the 
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construction of a reduced-order model. Suppose that a solution vector is expanded at a 
frequency sample 0ω  as 
 2 30 0 1 0 2 0 3( ) ( ) ( )ω ω ω ω ω ωx x x x x "= + − + − + − + . (3.42) 
Substituting (3.42) into (3.38) and matching the moments, the derivatives of x at 0ω  with 
respect to ω  can be found recursively as 
 
1
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1
1 0 0 1 1 0
1
2 0 0 1 1 1
( )
( )
( )
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ω
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−
−
= +
=− +
=− +
x D D d
x D D D x
x D D D x
#
 (3.43) 
Once 0 0 1ωD D+  is factorized, the derivatives 1 2, ,x x …  can be calculated very efficiently 
with negligible additional cost. Finally, solution vectors at different frequencies together 
with their frequency derivatives are orthonormalized to form a basis X, which again 
results in a reduced-order model (3.40). 
For the locations of frequency samples, we choose to evenly distribute them on a 
logarithmic frequency scale. At each frequency sample, frequency derivatives of a 
solution vector are calculated up to the second or third order. It is not necessary to have 
frequency samples at very low frequencies where the transmission line parameters 
usually have minor variations. Strictly speaking, however, it is still problem-dependent to 
determine a lower bound for the locations of frequency samples. A good estimation for 
this lower bound is given by 
 lower bound 2
1
0 max
1
1
1
K
k
k
f
K
πμ σ Θ+
=
= ⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ +⎝ ⎠∑
 (3.44) 
where maxσ  is the maximum metal conductivity in the problem, and kΘ  is the cross-
sectional area of conductor k, which is also necessary for the calculation of conductor 
currents. The lowest frequency sample will be the one that is closest to f lower bound. 
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3.4.3 Inclusion of frequency-dependent materials 
Next we discuss the electrostatic analysis including frequency-dependent materials. First 
we need the wideband data of complex permittivity that characterize a substrate material. 
The data can be either raw measured data or those evaluated from an analytical 
expression such as a Debye model. Often a Debye model is also derived from measured 
data, but we do not directly incorporate such a model into the formulation. What we need 
are simply the data points over the band of interest. 
If measured data are used in the analysis, the data are first moving-averaged and then 
fitted to a mathematical expression. In this study, the Hermite cubic interpolation is 
adopted for fitting the measured data into piecewise cubic polynomials. Although the 
resulting curve is not as smooth as that produced by a spline interpolation, the Hermite 
cubic interpolation prevents the possible overshooting problem with a spline when fitting 
noisy measured data. Figure 3.1 shows the measured complex permittivity of an FR-4 
substrate [53]. The volume conductivity of the dielectric material theoretically results in 
frequency dependence of ω -1 and makes the imaginary part (and hence the loss tangent) 
rise at very low frequencies [53]. The measured data are sampled at 10α Hz (α = 1, 1.5, 2, 
2.5, 3, …, 9.5) to construct the interpolants, and the fitted curves are also displayed in 
Figure 3.1. 
When there exist frequency-dependent materials in the problem, the finite element 
matrix equation in the electrostatic analysis becomes a frequency-dependent one 
 0
1
( ) ( ) ( )K K qφN i i
i
ε ω ω ω
=
⎛ ⎞⎟⎜ + =⎟⎜ ⎟⎜ ⎟⎝ ⎠∑  (3.45) 
where 0K  is the matrix associated with nondispersive materials, N is the number of 
frequency-dependent materials, and K i  is the matrix associated with the ith frequency-
dependent material. The permittivity of the ith frequency-dependent material is written as 
( )iε ω , but practically only the data points in a fitted curve are used. To generate reduced-
order models for a fast frequency sweep, we need to select frequency samples and solve 
(3.45). It is found that a few frequency samples are enough for generating a very accurate 
reduced-order model. An adaptive frequency selection is not necessary either. A detailed  
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(b) 
Figure 3.1  (a) Real and (b) imaginary parts of the measured (squares) and fitted (solid lines) 
complex permittivities. 
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procedure is given as follows. The piecewise polynomials of each frequency-dependent 
material are first evaluated at the desired simulation frequency points. Three frequency 
samples are located at the lowest and highest simulation frequencies as well as the one 
that is closest to the midpoint (on a logarithmic frequency scale). The matrix equation at a 
frequency sample is then constructed by substituting the permittivity values at that 
frequency into (3.45). The solutions obtained at these frequency samples are arranged 
together and orthonormalized to form a solution basis. Finally, all of the system matrices 
and right-hand-side excitation vectors in (3.45) are projected to the solution basis and 
then we can start a frequency sweep. Note that each excitation configuration has its own 
reduced-order model. 
This approach for incorporating frequency-dependent materials into a reduced-order 
finite element analysis is very flexible with the source of material data. Besides measured 
ones, we can also use the data evaluated from an analytical model. For example, a nine-
pole Debye model constructed from the measured data is given by [53] 
 
8
01
( )
1
Δ i
r
i
i
'' j
j
ε σε ω ε ω ωε
ω
∞
=
= + −
+
∑  (3.46) 
where Δ i'ε  and iω  are listed in [53, TABLE I], 4.20'ε∞ = , and 80 pS/mσ = . Figure 3.2 
displays the complex permittivity evaluated from (3.46). The frequency dependence of 
ω -1 due to the conductivity σ  of the material is observed in the figure, which will make 
the conductance ( ) ( ) tan ( )G Cω ω ω δ ω=  approach a constant at very low frequencies. A 
reduced-order analysis can be performed in the way as described above. If the data 
evaluated from (3.46) are given, but are not at the desired simulation frequencies, a 
piecewise polynomial interpolation can be applied to obtain the data at the desired 
frequencies. As can be seen from the above description, this approach is independent of 
the form and order of a material model. 
 
3.5 Absorbing and Impedance Boundary Conditions 
In our full-wave multiconductor transmission line analysis, a computational domain is 
always truncated with a PEC boundary. Such a numerical boundary has a negligible  
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Figure 3.2  (a) Real and (b) imaginary parts of the nine-pole Debye model. 
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effect on the transmission line parameters as long as it is placed far enough from the 
transmission line, since modal fields concentrate around conductors. Nevertheless the 
absorbing boundary condition has to be considered because the full-wave modal solver is 
used not only for transmission line parameter extraction, but also as a port solver in the 3-
D circuit analysis. For port solutions to be consistent with the associated 3-D finite 
element model, the absorbing boundary condition should be implemented in the modal 
solver and applied when necessary. Referring to the introduction in Section 2.1, the 
absorbing boundary condition, when applied to a 2-D modal analysis, results in the 
following sub-functional 
 
0
ABC
20
ˆ ˆˆ ˆ( ) ( ) ( )
2
ˆ ˆ( ) ( )
2
Ω
Ω
Ω
Ω
G G G
G G
r r t z t z
r r t t z z
jkF E n e ze n e ze d
jk n e n e e e d
ε μ γ γ
ε μ γ
= × + ⋅ × −
= × ⋅ × −
∫∫
∫∫
 (3.47) 
which is added to (3.23). The absorbing boundary condition introduces linear dependence 
on frequency, and the model order reduction technique introduced in Section 3.4 can be 
applied without any modification. 
The impedance boundary condition is not applied in our multiconductor transmission 
line analysis either, because such analysis requires higher accuracy in conductor loss 
modeling than a 3-D circuit analysis does, and the impedance boundary condition can 
only provide an accurate enough approximation for a very simple conductor 
configuration such as a coaxial line, no matter what kind of surface impedance model 
introduced in Section 2.1 is used. However, we have to include the impedance boundary 
condition in our modal solver, as it is also an essential feature for a port solver in a 3-D 
circuit analysis. In this subsection we also want to compare the relative accuracy of 
various kinds of surface impedance model. 
We first summarize the surface impedance models to be compared, namely (2.12), 
denoted by Type A; (2.14), denoted by Type B; and the numerically derived surface 
impedance in [4], denoted by Type C. The construction of the surface impedance of Type 
C involves the calculation of the per-unit-length internal impedance of each isolated wire 
cross-section, which can be accurately obtained by a quasi-magnetostatic analysis since 
the transverse current is negligible when the cross-sectional dimension is much smaller 
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then the wavelength. It is worth mentioning that, although the numerically obtained 
internal impedance is very accurate and can be viewed as an exact solution as compared 
to the approximate formulae of Types A and B, the resulting surface impedance model 
still involves a considerable approximation. Specifically speaking, the internal impedance 
is an aggregate characteristic of a conducting wire, whereas the surface impedance is 
intrinsically a position-dependent local quantity. The surface impedance model of Type C 
is obtained by multiplying the numerically obtained internal impedance by the 
circumference of the cross-section and then used at every point on the conductor surface, 
which is inconsistent with the fact that the current is not uniformly distributed on a 
conductor surface (except for a round conductor). 
Figure 3.3 compares the internal impedances of a rectangular wire with a cross-
section of 150 20 μm×  and a conductivity of 75.8 10  (S/m)× obtained from the three 
types of surface impedance model. Good agreement is observed at high frequencies, 
while a significant discrepancy emerges at medium to low frequencies. A variant of Type 
B, denoted by Type B-1, is also considered and is given by 
 0 0coth 2( )
⎛ ⎞⎟⎜ ⎟= ⎜ ⎟⎜ ⎟+⎝ ⎠s
j wtZ j
w t
ωμ ωμ σσ  (3.48) 
where w and t are the width and thickness of the conductor, respectively. At DC (2.14) 
yields a purely real internal impedance of 
        1 2 1 1 1   (if )
2( ) 2( ) ( )s
Z Z w t
w t t w t t w t wtσ σ σ= = = ≈+ + +   (3.49) 
whereas (3.48) yields 
 1 2( ) 1 1
2( ) 2( )
+= = =+ +s
w tZ Z
w t wt w t wtσ σ  (3.50) 
which is exactly the DC resistance of the wire. Consequently, it can be seen in Figure 
3.3(a) that at low frequencies Type B-1 yields a more accurate real part of internal 
impedance than Type B. However, it is observed in Figure 3.3(b) that the imaginary part 
of Type B internal impedance is more accurate. 
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Figure 3.3  (a) Real and (b) imaginary parts of the per-unit-length internal impedance of the 
rectangular wire. 
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The impedance boundary condition in a full-wave modal analysis introduces the 
following sub-functional 
 20 0IBC
0
ˆ ˆ( ) ( ) ( )
2 ( ) t t z zs
jk ZF E n e n e e e d
Z k
γ
Ω
Ω= × ⋅ × −∫∫G G G  (3.51) 
which is again added to (3.23). After the discretization, the impedance boundary 
condition can be expressed as frequency-independent matrices multiplied by a scalar 
function of frequency, which can be included in the model order reduction similarly to 
the 3-D case (Section 2.6). Only the values of Zs at discrete frequency points are needed, 
and hence any surface impedance model can be applied. 
 
3.6 Implementation Issues 
This section aims to provide a detailed discussion on some implementation issues that 
influence the efficiency of a transmission line parameter extraction or the correctness of 
the resulting parameters. The following techniques have been implemented for the 
parameter extraction in [54], but the details were not reported there. 
 
3.6.1 Fast parameter extraction with reduced-order models 
The technique for fast extraction of transmission line parameters in the quasi-TEM 
analysis has been discussed in [38] and will not be repeated here. This subsection focuses 
on the techniques in the full-wave modal analysis. It can be observed in Section 3.2.2 that 
the calculation of the impedance, admittance, and characteristic impedance matrices 
involves the evaluation of modal current, voltage, and power matrices. Therefore, the 
efficiency of transmission line parameter calculation partly depends on how fast we can 
evaluate those modal parameter matrices, or equivalently, how well we utilize a reduced-
order model. 
First of all, the modal power matrix P, based on the definition (3.30), can be 
calculated as 
 * * *, , , ,( , ) ( )2
T T
n t m tt t n t m tz z n
jm n γωμ= +P e M e e M e  (3.52) 
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where we have reused the finite element matrices to avoid a repeated evaluation of the 
surface integrals, and te  and ze  are modal electric fields recovered from the solutions of 
a reduced-order model. Equation (3.52) can be directly applied to evaluate the power, but 
will consume a significant amount of time in a frequency sweep over a large number of 
frequency points. Instead we precompute the following matrices 
 Htt t tt t=m X M X   and  Htz t tz z=m X M X  (3.53) 
where tX  and zX  are the transverse and axial components of a solution basis X, 
respectively, before we start the frequency sweep. Then at each frequency point, the 
power matrix can be calculated as 
 * * *( , ) ( )
2
T T
n m tt n m tz n
jm n γωμ= +P e m e e m e    . (3.54) 
A typical amount of time for evaluating (3.54) at a few hundred frequency points is less 
than one second, while the direct use of (3.52) generally takes a few tens of seconds. 
The modal current in each conductor can be evaluated by a surface integration of 
axial electric field over each conductor cross-section. Again the reduced-order model is 
utilized to speed up the calculation. Specifically, 
 , , , ,( , )
T T
i j z j z k j z j z k j z j kj k σ σ σ= = ≡M N e N X e n e   (3.55) 
where 
 { }, e
j
e
z j
e
d
ΩΩ
Ω
∈
= ∑ ∫∫N N  (3.56) 
and ,z jn  is precomputed before we start the frequency sweep. Another approach to 
evaluating modal currents is to perform a contour integration of modal magnetic fields 
around each conductor. This approach requires a very dense mesh surrounding each 
conductor for achieving comparable accuracy, and hence it is adopted only when there is 
no mesh inside a conductor and (3.55) is not feasible. The broadband calculation can also 
be greatly accelerated by pre-evaluating the contour integration of each vector in X, 
which is independent of frequency, before starting the frequency sweep. Then in the 
frequency sweep, the modal current of each conductor is easily obtained by a linear 
 101
combination, of which the combination coefficients are simply e . The fast calculation of 
a modal voltage matrix is achieved in the same way. 
 
3.6.2 Assignment of multiple reference conductors 
Multiple ground returns are a common configuration in on-chip interconnections. A 
coplanar waveguide is another example of multiple ground returns (two reference 
conductors). Figure 3.4(b) shows a typical multiconductor system consisting of two 
signal lines and three reference conductors in dark and light gray, respectively. All of the 
reference conductors must be included in both the quasi-TEM and the full-wave analyses, 
since they have a significant contribution to the transmission line parameters. In the full-
wave analysis, for example, the first five modes should be solved and 5 5×  impedance 
and admittance matrices are then determined using (3.32) and (3.33), respectively. These 
transmission line parameters are theoretically referenced to the zero potential at infinity 
or, if a PEC boundary is used to truncate the problem, at the PEC boundary. In the latter 
case, the transmission line parameters certainly vary with the size of the PEC box. The 
true transmission line parameters for this two-line system cannot be obtained without 
setting the surrounding three conductors to be the ground. Exactly the same situation 
exists in the quasi-TEM analysis. 
Before we discuss the assignment of multiple reference conductors, let us first review 
the case of a single reference conductor shown in Figure 3.4(a). For this configuration, 
the telegrapher equation (3.15a) can be rewritten as 
 
 
                                  (a)                                                                         (b) 
Figure 3.4  (a) Two signal lines (dark gray) above a reference conductor (light gray). (b) Two 
signal lines (dark gray) surrounded by three reference conductors (light gray).  
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1 11 12 13 1
2 21 22 23 2 raw
3 31 32 33 3
Z I
E Z Z Z I
E Z Z Z I
E Z Z Z I
⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥= =⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎣ ⎦ ⎩ ⎭
 (3.57) 
where the original “prime” notation is omitted for convenience, and Zraw denotes the 
“raw” impedance matrix. Our objective is to find the true impedance matrix for the two-
line system defined as 
 1 3 1true
2 3 2
Z
E E I
E E I
⎧ ⎫ ⎧ ⎫−⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪=⎨ ⎬ ⎨ ⎬⎪ ⎪ ⎪ ⎪− ⎪ ⎪⎪ ⎪ ⎩ ⎭⎩ ⎭
. (3.58) 
Using the fact that 1 2 3I I I+ =− , (3.58) can be rewritten as 
 
1 11 13 12 13
1
2 21 23 22 23
2
3 31 33 32 33
E Z Z Z Z
I
E Z Z Z Z
I
E Z Z Z Z
⎧ ⎫ ⎡ ⎤− −⎪ ⎪⎪ ⎪ ⎢ ⎥ ⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥= − −⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪⎪ ⎪ ⎩ ⎭⎢ ⎥− −⎪ ⎪⎪ ⎪⎩ ⎭ ⎣ ⎦
. (3.59) 
Manipulating (3.59) into the form of (3.58) yields 
 11 13 31 33 12 13 32 33true
21 23 31 33 22 23 32 33
( ) ( )
( ) ( )
Z Z Z Z Z Z Z Z
Z Z Z Z Z Z Z Z
⎡ ⎤− − − − − −⎢ ⎥= ⎢ ⎥− − − − − −⎣ ⎦
Z  (3.60) 
which is our desired 2 2×  impedance matrix. The above procedure can be summarized in 
the following algorithm. 
Algorithm 3.1 
1. For m = 1 to K do 2 
2.  [:, ] [:, ] [:, 1]m m K= − +Z Z Z  
3. For m = 1 to K do 4 
4.  [ ,:] [ ,:] [ 1,:]m m K= − +Z Z Z  
5. : [1: ,1: ]K K=Z Z  
 
If Algorithm 3.1 is further applied to (3.60), one obtains the differential-mode parameters 
of the coupled lines in Figure 3.4(a). 
The assignment of a reference conductor also reduces the original 3 3×  admittance 
matrix rawY  to a 2 2×  matrix trueY , which relates the derivatives of 1I  and 2I  to new 
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voltage variables 1 3V V−  and 2 3V V− . The relationship 1 2 3I I I+ =−  should also be 
satisfied. To obtain trueY , we first need to invert the original admittance matrix rawY  and 
apply Algorithm 3.1 to it. Then the resulting matrix is inverted again to yield the desired 
true admittance matrix. 
Next we discuss the assignment of multiple reference conductors, which actually 
cannot be accomplished by repeatedly applying Algorithm 3.1. The first step is to lump 
all the reference conductors into a single conductor. This is achieved as follows. We first 
write out the telegrapher equation for the structure in Figure 3.4(b): 
         
1 11 12 13 14 15 1
2 21 22 23 24 25 2
3 31 32 33 34 35 3 raw
4 41 42 43 44 45 4
5 51 52 53 54 55 5
Z I
E Z Z Z Z Z I
E Z Z Z Z Z I
E Z Z Z Z Z I
E Z Z Z Z Z I
E Z Z Z Z Z I
⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥= =⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎢ ⎥⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎣ ⎦ ⎩ ⎭
. (3.61) 
Then apply the following unit impressed electric field 
 
1 0 0
0 1 0
0 0 1
0 0 1
0 0 1
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
E  (3.62) 
to (3.61) and solve it for the induced currents 
 
11 12 13
21 22 23
1
induced raw 31 32 33
41 42 43
51 52 53
1 0 0
0 1 0
0 0 1
0 0 1
0 0 1
I I I
I I I
I I I
I I I
I I I
−
⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
I Z . (3.63) 
Note that conductors 3, 4, and 5 have been considered as a single reference conductor, 
and hence the same impressed electric field is simultaneously applied to them as in (3.62). 
Furthermore, the induced currents on these three conductors should also be lumped 
together to yield the total current in the ground. As a result, we obtain the following 
matrix of induced current: 
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11 12 13
induced 21 22 23
31 41 51 32 42 52 33 43 53
I I I
I I I
I I I I I I I I I
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥+ + + + + +⎣ ⎦
I . (3.64) 
Since a unit impressed electric field is applied as an excitation, the inverse of inducedI  is 
exactly the new impedance matrix with the original three reference conductors 
consolidated into a single reference conductor. This consolidated reference conductor is 
denoted as new conductor 3. Specifically speaking, we have 
 1raw induced
−=Z I   (3.65) 
where rawZ  is a 3 3×  raw impedance matrix. Now we can apply Algorithm 3.1 to rawZ  to 
set the new conductor 3 as the reference conductor, and thus obtain our desired 2 2×  
trueZ  for this two-line system. A similar approach is found in a recently published paper 
[6]. In their approach, rawZ  is first reduced to a 4 4×  matrix by setting one of the 
reference conductors to be the ground. This 4 4×  matrix is then inverted so that the 
currents are expressed as a function of the voltages. Finally, setting the voltages of the 
reference conductors to zero and inverting the remaining matrix yields the desired trueZ  
of the two-line system. 
 
3.7 Examples 
Six examples are presented in this section. The effectiveness of the proposed combined 
quasi-TEM and full-wave analysis is demonstrated with a pair of coupled microstrip lines, 
a multilayer coplanar waveguide, and coupled microstrip lines with composite signal 
conductors. Two examples are used to demonstrate the high accuracy and efficiency of 
the quasi-TEM analysis and the model order reduction technique for modeling 
multiconductor transmission lines embedded in a homogeneous medium. An unbalanced 
stripline is used to demonstrate our approach for including frequency-dependent materials 
in a fast reduced-order frequency sweep. Both the modal and quasi-TEM solvers are 
coded in MATLAB, and all of the following computations were carried out on a PC with 
a 2.66-GHz CPU. 
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3.7.1 Three rectangular wires over a reference conductor 
The structure shown in Figure 3.5 consists of three equal-sized rectangular wires above a 
reference conductor. The configuration and material are exactly the same as those in the 
third example of [40]. We first calculate the 4 4×  p.u.l. impedance matrix. Then, by 
assigning the fourth conductor as the reference (ground), the matrix is reduced to a 3 3×  
one. The elements in the p.u.l. resistance and inductance matrices from 10 MHz to 1 THz 
are shown in Figures 3.6 and 3.7, respectively, where we can see the quasi-TEM and full-
wave analyses yield extremely close results, and both of them agree very well with those 
in [40]. 
The model order reduction technique has been applied in obtaining the broadband 
quasi-TEM solutions. Using (3.44), f lower bound is determined to be 711 MHz, and thus 
seven frequency samples are selected at 10α Hz, α = 9, 9.5, 10, 10.5, 11, 11.5, and 12. 
Also at each frequency sample, the frequency derivatives are calculated up to the second 
order. Although the transmission line parameters are displayed only down to 10 MHz, the 
resulting reduced-order models can actually provide highly accurate solutions down to 
DC, and this is true for all of the following examples. For this problem there is no need to 
solve the matrix equation at frequency samples with 8.5α ≤ . The finite element 
discretization results in 7081 unknowns, and it takes a total of 3.9 s to simulate the 
structure and calculate the transmission line parameters at 251 frequency points. 
 
 
 
 
Figure 3.5  Three equal-sized rectangular wires above a reference conductor. All four 
conductors are made of Al-oxide ( 81 / 2.8 10σ = ×  S/m). 
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Figure 3.6  Elements in the p.u.l. resistance matrix as a function of frequency. Solid line: 
quasi-TEM solutions. Crosses: full-wave solutions. Circles: solutions from [40]. 
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Figure 3.7  Elements in the p.u.l. inductance matrix as a function of frequency. Solid line: 
quasi-TEM solutions. Crosses: full-wave solutions. Circles: solutions from [40]. 
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3.7.2 Coupled microstrip lines 
The quasi-TEM analysis has proved to provide accurate solutions up to very high 
frequencies for structures embedded in a homogeneous dielectric medium. For a structure 
with inhomogeneous dielectric media or wide conductors, the quasi-TEM assumptions 
tend to be inaccurate. In this example of coupled microstrip lines (Figure 3.8), we 
demonstrate the combined quasi-TEM and full-wave analysis and its capability in 
providing an accurate, unified solution over a very wide frequency band. The switch 
frequency is about 12.6 GHz, which is automatically determined using the approach 
described in Section 3.3 with a specified tolerance on the relative difference between the 
static and quasi-static capacitances to be 10-3. 
Figure 3.9 compares the elements in the raw static and full-wave capacitance matrices. 
Also shown in the figure is the quasi-static capacitance matrix obtained by solving the 
scalar Helmholtz equation (3.34). While the static approximation yields a constant 
capacitance, the quasi-static approximation introduces frequency dependence and the 
resulting capacitance increases with the frequency, which matches the trend of full-wave 
solutions in the beginning. However, it can be observed in Figure 3.9 that the quasi-static 
solution is still not accurate at higher frequencies. Hence we calculate the quasi-static 
capacitance from (3.34) only for determining a switch frequency point between the quasi-
TEM and full-wave solvers. After assigning the reference conductor, we obtain the 2 2×  
characteristic impedance and transmission line matrices of the coupled microstrip lines. 
Figure 3.10 displays each element in the matrices obtained from the combined analysis 
and the pure quasi-TEM analysis. 
The finite element discretizations in the full-wave and quasi-TEM analyses result in 
32121 and 9285 unknowns, respectively. The quasi-TEM solver takes a total of 8.3 s to 
simulate the structure from 1 MHz to 100 GHz. This includes the time for assembling the 
finite element matrices, solving the matrix equation at six frequency samples located at 
10α Hz, α = 6, 7, 8, 9, 10, and 11, calculating the frequency derivatives up to the third 
order at each sample, and extracting the transmission line parameters at 251 frequency 
points. The full-wave solver takes 4.3 s for the matrix assembly, 178 s to generate a 
33 33×  reduced-order model (11 frequency samples), and 1.2 s to calculate the 
transmission line parameters from 6.3 GHz to 100 GHz. Then the solutions are merged 
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Figure 3.8  Coupled microstrip lines. The substrate has a dielectric constant of 10.2 and a loss 
tangent of 0.002. The conductivities of the two microstrips and the ground plane are 74.1 10×  
S/m and 75.8 10×  S/m, respectively. w = 60 μm, t = 3 μm, g = 40 μm, H = 100 μm, and L = 
800 μm. The structure is surrounded by a large PEC boundary with a size of 2000 2000 μm×  
for accurate calculation of inductances. 
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Figure 3.9  Elements in the raw capacitance matrix of the coupled microstrip lines. Dotted 
lines: static capacitances obtained by solving Laplace’s equation. Dashed lines: full-wave 
solutions. Solid line: quasi-static solutions obtained by solving the scalar Helmholtz equation 
for the electric potential. 
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(b) 
Figure 3.10  Elements in the (a) characteristic impedance, (b) p.u.l. resistance, (c) p.u.l. 
inductance, and (d) p.u.l. capacitance matrices of the coupled microstrip lines. Solid lines: 
merged quasi-TEM and full-wave solutions. Dashed lines: pure quasi-TEM solutions. 
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(d) 
Figure 3.10 (continued) 
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with the quasi-TEM solutions between 6.3 GHz and 12.6 GHz. 
 
3.7.3 Multilayer coplanar waveguide 
Next we consider a multilayer coplanar waveguide built on a lossy X-cut Y-propagating 
LiNbO3 substrate [44], as shown in Figure 3.11. The anisotropic substrate has dielectric 
constants of 43 and 28 perpendicular and parallel to the substrate surface, respectively. A 
1-μm-thick SiO2 buffer layer is inserted between the electrodes (gold) and the substrate 
for synchronous coupling with optical signals [44]. Since the thickness of the substrate is 
not mentioned in [44], we simply set it to 200 μm in our simulation. 
Figure 3.12 compares the characteristic impedances obtained from three different 
calculations. We first calculate the line characteristic impedance matrix Zc with the 
power-current definition, and then assign the ground conductors to obtain a scalar Zc. We 
also calculate the modal (dominant mode) characteristic impedance Zd, which is 
theoretically the same as Zc for this structure. Two definitions of Zd are compared, 
namely the power-current (solid line) and power-voltage (dashed line) definitions. The 
modal voltage is obtained by a line integration of the modal electric field from the central 
electrode to the ground conductor. Figure 3.12 shows that these three different 
calculations yield very close results. 
The problem size has been halved by exploiting the geometric symmetry, and as a 
                                      
gw
H
L
tox t
 
Figure 3.11  A multilayer coplanar waveguide [44]. The electrodes are made of gold 
( 74.1 10σ = ×  S/m). The LiNbO3 substrate has a permittivity dyad  0diag(28,43,28)ε ε=  and 
a loss tangent of 0.004. A 1-μm-thick SiO2 buffer layer is inserted between the electrodes and 
the substrate and has a dielectric constant of 3.9 and a loss tangent of 0.016. w = 10 μm, g = 
20 μm, t = 20 μm, tox = 1 μm, H = 200 μm, and L = 600 μm. The structure is surrounded by a 
large PEC boundary with a size of 2000 2000 μm× . 
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result the calculated characteristic impedance and the p.u.l. resistance and inductance 
should all be divided by 2 to yield actual parameters of the full coplanar waveguide. 
Figure 3.13 shows the scaled p.u.l. resistance and inductance obtained from the combined 
analysis. Again the quasi-TEM analysis is first performed over the entire frequency band 
of interest, which takes a total of 5.3 s (7691 unknowns). The full-wave solver takes a 
total of 82 s to simulate the structure from 7.1 GHz to 40 GHz (26586 unknowns), and 
then the solutions are merged with the quasi-TEM solutions between 7.1 GHz and 14.2 
GHz. 
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Figure 3.12  Characteristic impedances obtained from different calculations. Crosses: line 
characteristic impedance Zc. Solid line: modal characteristic impedance of power-current 
definition. Dashed line: modal characteristic impedance of power-voltage definition. 
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Figure 3.13  Per-unit-length resistance and inductance of the multilayer coplanar waveguide. 
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3.7.4 Multiple signal wires distributed in multiple power bays 
The structure shown in Figure 3.14 consists of 20 rectangular signal wires distributed in 
four power bays [55]. The magnitudes of self and mutual impedances associated with 
signal line 12 (indicated in Figure 3.14) at 20 GHz are shown in Figure 3.15(a). For 
example, the bars at number 1 on the horizontal axis represent the magnitude of mutual 
impedance between signal lines 1 and 12. We compare the solutions obtained from the 
quasi-TEM analysis, full-wave analysis, and the modeling method proposed in [55]. The 
differences between our quasi-TEM and full-wave solutions at this frequency are on the 
order of 10-7. Figure 3.15(b) displays the angles of the self and mutual impedances 
associated with signal line 12. 
Figures 3.16–3.18 display the wideband simulation results from 10 MHz to 100 GHz. 
Since it is impractical to display all of the elements in the 20 20×  p.u.l. resistance and 
inductance matrices, we just show some of the mutual resistances and inductances 
associated with signal line 12. Some of the parameters are displayed in dashed lines in 
order to prevent ambiguity around an intersection of two curves. Seven frequency 
samples are selected at 10α Hz, where α = 8, 8.5, 9, 9.5, 10, 10.5, and 11, to generate 
reduced-order models. Also at each frequency sample we calculate the frequency 
derivatives up to the second order. The quasi-TEM solver takes a total of 24 s (10153 
unknowns) to simulate this structure and extract the transmission line parameters at 401 
frequency points. 
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Figure 3.14  Twenty rectangular signal wires distributed in four power bays. Width and 
spacing of the signal wires: 1 μm. Width of the ground lines: 4 μm. Distance between the 
upper and lower signal lines is not mentioned in [55], and is set to 3 μm in our simulations. 
All of the conductors have a conductivity of 75.8 10×  S/m. 
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(b) 
Figure 3.15  (a) Magnitudes and (b) angles of the self and mutual impedances associated with 
signal line 12. The black and gray bars are the quasi-TEM and full-wave solutions. The white 
bars are the results from [55]. 
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Figure 3.16  Some of the p.u.l. mutual resistances associated with signal line 12. The numbers 
in the figure indicate the signal line numbers. 
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Figure 3.17  Per-unit-length mutual inductances between signal line 12 and some of the signal 
lines on the same side. The numbers in the figure indicate the signal line numbers. 
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3.7.5 Stripline in a frequency-dependent material 
In this example, we consider an unbalanced stripline structure in a hybrid circuit board 
(Figure 3.19). Region 1 is filled with the FR-4 material whose frequency-dependent 
complex permittivity is displayed in Figure 3.1. Region 2 is filled with air. We first use 
the fitted measured data of FR-4 in our analysis. Figures 3.20 and 3.21 show the p.u.l. 
capacitance and conductance of this stripline structure from 10 Hz to 10 GHz. The 
attenuation constants with and without dielectric loss (contributed by the FR-4 in Region 
1) are compared in Figure 3.22, where we can see that the dielectric loss dominates for 
frequencies above 1 GHz. The quasi-TEM solver spends a total of 12.7 s (10009 
unknowns) to simulate this structure and calculate all the transmission line parameters at 
301 frequency points. 
Next, we use the data evaluated from the Debye model (3.46) for the material in 
Region 1. Figures 3.23 and 3.24 display the p.u.l. capacitance and conductance from 1 Hz 
to 10 GHz. A DC conductance resulting from the conductivity of the FR-4 substrate is 
observed. The total simulation time is the same. 
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Figure 3.18  Per-unit-length mutual inductances between signal line 12 and some of the signal 
lines on the other side. The numbers in the figure indicate the signal line numbers. 
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Figure 3.20  Per-unit-length capacitance of the unbalanced stripline. The measured complex 
permittivity is used in Region 1. 
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Figure 3.19  An unbalanced stripline in a hybrid circuit board. Region 1 is filled with the 
dispersive FR-4 material considered in Section 3.4.3. Region 2 is filled with air. L = 1600 μm, 
w = 160 μm, H1 = 300 μm, H2 = 150 μm, ts = 10 μm and tg = 20 μm. Conductivity of the 
metals: 75.8 10×  S/m. 
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Figure 3.21  Per-unit-length conductance of the unbalanced stripline. The measured complex 
permittivity is used in Region 1. 
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Figure 3.22  Attenuation constants with and without the dielectric loss. For the latter, the loss 
is solely contributed by the imperfect conductors. 
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Figure 3.23  Per-unit-length capacitance of the unbalanced stripline. The Debye model is used 
in Region 1. 
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Figure 3.24  Per-unit-length conductance of the unbalanced stripline. The Debye model is used 
in Region 1. 
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3.7.6 Coupled microstrip lines with composite conductors 
The last example is a pair of coupled microstrip lines with composite conductors [56]. As 
shown in Figure 3.25, each signal line is composed of three metal layers: copper – 
chromium – copper. In the previous examples, only practical finite-size transmission line 
structures were considered, and the reference conductors were always separated from a 
numerical boundary. In the present example, the MoM analysis in [56] assumed an 
infinite substrate and PEC ground plane. As a result, fringing fields as well as field 
penetration through the ground plane at low frequencies were neglected. To be as 
consistent with the modeling in [56] as possible, a large PEC ground plane truncated by a 
numerical boundary (PEC as in the previous examples) is used in the finite element 
analysis. No assignment of a ground conductor (parameter matrix reduction) on the 
calculated transmission line matrices is necessary because the ground plane is connected 
with the numerical boundary. 
Although each signal line is composed of multiple conductors, these conductors 
should be taken as a whole in calculating transmission line parameter matrices. In the 
electrostatic analysis (and also the quasi-static analysis for determining a switch 
frequency), the elements inside conductors are removed and the Dirichlet boundary 
condition is assigned to the outer boundary of each signal line for calculating the 
admittance matrix. Thus, the electrostatic analysis is independent of the composition of a 
signal line. In other words, the electrostatic analysis yields the same solution for the cases 
with composite conductors and homogeneous copper lines. However, the full-wave 
solutions for the two cases are definitely different. In fact, it is found that in the case of 
composite conductors, the difference between full-wave and static capacitances becomes 
significant at lower frequencies. Therefore, a stricter tolerance ( 30.5 10−× ) for the relative 
difference between the static and quasi-static capacitances is used in determining a switch 
frequency. 
Figures 3.26 and 3.27 display the p.u.l. R and L matrices, effective relative 
permittivities, and attenuation constants obtained from different analyses from 1 MHz to 
1THz. The crossover of the dispersion curves is successfully captured with the reduced-
order frequency sweep, as shown in Figure 3.27. The switch frequency in the combined 
analysis is automatically determined to be 104 GHz, and the full-wave solver is initiated 
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to take over the simulation up to the high-frequency end for better accuracy. On the other 
hand, the solution presented in [56] is based on a quasi-static formulation and hence is 
not accurate at high frequencies for inhomogeneous transmission lines. The numbers of 
unknowns in the full-wave and quasi-TEM analyses are 39738 and 11554, respectively. 
The quasi-TEM analysis from 1 MHz to 1 THz takes a total of 6.5 s. The full-wave solver 
simulates the structure from 52 GHz to 1 THz and spends a total of 166 s. In the end, the 
solutions from the full-wave and quasi-TEM analyses are merged to yield the unified 
broadband solution. 
 
 
 
 
 
 
 
 
 
 
 
 
 
10.2rε =
 
Figure 3.25  Coupled microstrip lines with layered conductors. The conductivities of the 
copper and chromium layers are 75.8 10×  S/m and 67.75 10×  S/m, respectively. 
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Figure 3.26  Elements in the p.u.l. resistance and inductance matrices of the coupled micro-
strip lines with composite conductors. 
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Figure 3.27  Effective relative permittivities and attenuation constants of the even and odd 
modes of the coupled microstrip lines with composite conductors. 
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CHAPTER 4 
 
TREE-COTREE SPLITTING FOR 
ROBUST LOW-FREQUENCY 
ANALYSIS 
 
 
 
 
The finite element method has been successfully applied to microwave circuit analysis 
over the past few decades. However, the low-frequency instability issue of full-wave 
formulations is often ignored, since only the frequency response around an operating 
frequency (e.g., the passband of a waveguide filter) is of primary interest in most 
applications. In recent years the development of high-speed circuits leads to a demand for 
accurate full-wave electromagnetic analysis. This application necessitate a reliable full-
wave simulation which provides the characterization of digital circuits from high 
frequencies down to DC, and thus brings a challenge to current full-wave techniques. 
A problem arising for a full-wave solver is that the accuracy of solutions deteriorates 
at low frequencies because of ill-conditioned system matrices. The same situation also 
happens when very small elements (compared to the wavelength) exist in the finite 
element discretization, which is similar to a low-frequency case [57]. This is actually 
very common in circuit problems because we need very dense meshes around conductors 
for resolving fine geometric features and modeling the field singularity, as well as inside 
conductors for modeling the conductor loss. In this case, an element may not only be very 
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small, but also have a high aspect ratio, which make a system matrix ill-conditioned even 
at not very low frequencies. 
In this study, the tree-cotree splitting (TCS) [57, 58] is applied to remedy the low-
frequency instability problem in a full-wave finite element analysis. Two different sets of 
basis functions are employed in the discretization for approximating the φ∇  and j Aω G  
parts of an electric field separately, thus modeling the decoupling of the electric and 
magnetic fields at low frequencies. We will briefly revisit the basic tree-cotree splitting 
algorithm and discuss its application to a finite element analysis when there exist wave 
ports, lumped ports, or for a PEC-free structure. The solution space projection method 
(Section 2.6) is applied here for a fast broadband analysis. We further propose a method 
named expanded solution basis, which is made possible by the tree-cotree splitting, for a 
better approximation of low-frequency fields so that full-wave solutions can be extended 
to extremely low frequencies. 
 
4.1 Basic Algorithm  
The tree-cotree splitting provides an inexact Helmholtz decomposition for edge elements 
[57]. From Maxwell’s equations an electric field can be written as 
 E j Aφ ω=−∇ − GG  (4.1) 
where φ  and AG  are the electric and magnetic potentials, respectively. Two sets of 
different basis functions are employed in the tree-cotree splitting for approximating 
different components of an electric field in the E-field formulation. Specifically speaking, 
the φ∇  and Gj Aω  terms are approximated by pure-gradient basis functions ( iL∇ ) and 
curl-conforming basis functions (1.5), respectively, to model the decoupling of electric 
and magnetic fields at low frequencies. Since the curl-conforming basis functions are not 
purely solenoidal, we obtain an inexact Helmholtz decomposition for the original 
(lowest-order) edge element approximation. 
To apply the tree-cotree splitting to the finite element method, the first step is to find 
a minimum spanning tree on a given mesh. A tree starts from a reference node and grows 
to connect all the other nodes in a finite element mesh. The element edges that are 
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included in a tree are called tree edges, whereas all the remaining edges are called cotree 
edges. In the present application of circuit problems, all of the nodes on a PEC boundary 
(e.g., waveguide wall) are identified as the same node and used as the reference node in 
the tree-cotree splitting algorithm [57]. Figure 4.l shows a sample result of a minimum 
spanning tree on a triangular mesh of a waveguide cross-section. An important rule in 
finding a tree is that tree edges must not form a loop. It is not allowed either to have two 
nodes on a PEC boundary be connected by tree edges, since all of the nodes on a PEC 
boundary are the same node and a loop is thus formed. It is worth mentioning that 
according to graph theory, the number of tree edges always equals the number of free 
nodes (non-reference nodes). 
Once the first step is completed, all of the edge bases defined on the tree edges are 
removed while cotree bases remain the same, and then an equal number of pure gradient 
basis functions defined on free nodes are added. Therefore, the dimension of the system 
matrix remains unchanged. Referring to (2.18) and (2.19), the finite element system can 
be expressed in terms of submatrices as 
 
2 2
0, 1, 2, 1, 2,
2 2
1, 2, 1, 2,
( ) rr rr rr rg rg
gr gr gg gg
k k k k
k
k k k k
⎡ ⎤− − − −⎢ ⎥= ⎢ ⎥− − − −⎢ ⎥⎣ ⎦
K K K K K
K
K K K K
 (4.2) 
where the subscripts r and g indicate that the submatrices are related to the edge basis and 
pure-gradient basis, respectively. In (4.2) we only keep the k and 2k  frequency 
 
              
                                      (a)                                                                   (b) 
Figure 4.1  (a) Triangular mesh on the cross-section of a half-filled rectangular waveguide. (b) 
Tree-cotree splitting of the triangular mesh. Thick edges: tree. Light edges: cotree. Note that 
the tree-cotree splitting is not unique. 
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dependence for simplicity. Note that 0,grK , 0,rgK , and 0,ggK  are all zero matrices because 
the curl of the gradient of any function is zero. 
Now the algorithm for finding tree edges, which is simplified from Algorithm 2 in 
[57], is given as follows. 
Definition of Arrays 
Dirich: array of all PEC nodes 
Neighbor(i): array of all the nodes connected to Node i 
Bmarker: boundary marker 
 Bmarker[i] = 0  if Node i is a PEC node 
 Bmarker[i] = 1  if Node i is not on PEC 
F: array of markers indicating if a node has been connected by tree edges 
 F[i] = 0  if Node i has not been connected 
 F[i] = 1  if Node i has been connected 
Tree: N by 2 array storing the two end nodes of each tree edge 
 
TCS Algorithm 
1. Do 2 – 9 if Dirich not empty 
2.  v = Dirich[1] 
3.  Remove the first entry from Dirich 
4.  For j = 1 to Number of entries in Neighbor(v), do 5 – 9 
5.   Nj = j th entry in Neighbor(v) 
6.   If  Bmarker[Nj] = 1  and  F[Nj] = 0, do 7 – 9 
7.    Add { , }jv N  to Tree 
8.    F[Nj] = 1 
9.  Add Nj to Dirich 
 
The above algorithm can be applied to a tetrahedral mesh without modification. 
 
4.2 Wave Ports and Lumped Ports 
In a circuit simulation with wave ports, we solve the modal fields of each port and use 
them to excite the structure and construct boundary conditions for truncating the 
computational domain. When the tree-cotree splitting is applied, the transverse modal 
field is expanded with edge and pure gradient bases, and each system matrix in a 
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generalized eigenproblem is composed of nine submatrices. In the aspect of 
implementation, a correct tree-cotree splitting must be guaranteed both in the 3-D 
structure and on each port plane. It is often the case, however, that the tree-cotree 
splitting in the entire 3-D structure is correct, but the tree edges on a port plane do not 
constitute a correct splitting, which may cause a port solver to fail to yield correct modal 
solutions. The problem can be illustrated using Figure 4.2. There are a total of four free 
nodes on the port of the PEC rectangular waveguide, but only three of them are 
connected by the tree edges on the port. The node surrounded by a dashed circle is an 
incomplete node on the port. Since in this case three edge bases on the port are removed 
and four pure-gradient bases are added, the dimension of the port system matrix will be 
increased by one, and as a result, the matrix becomes singular. If the pure-gradient basis 
associated with the incomplete node is not added, the matrix is nonsingular and the 
eigenproblem can still be solved, but it is as ill-conditioned as when no tree-cotree 
splitting is applied. 
By further investigating the problem, it is found that the incomplete node has already 
been connected to a PEC node that is not on the port. Remember that all of the PEC 
nodes are viewed as the same node. Thus this incomplete node can no longer be 
connected by any tree edge on the port since a loop will be formed. The problem can be 
 
 
Figure 4.2  Triangular mesh on the port of a PEC rectangular waveguide. There are a total of 
four free nodes on the port, but only three are connected by tree edges on the port. The node 
surrounded by a dashed circle is connected to a PEC node that is not on the port. 
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solved by imposing an additional constraint in the TCS Algorithm. First we define a new 
array of markers P: 
P[i] = 1 if Node i is a free node on a port 
P[i] = 0 if Node i is on the PEC boundary of a port 
P[i] = –1 if Node i is not on any port 
 
Then Line 6 of the TCS Algorithm can be modified as 
If  Bmarker[Nj] = 1  and  F[Nj] = 0  and  P[v]P[Nj] ≥ 0, do 7 – 9 
 
The additional constraint prevents any non-port node from being connected to the free 
nodes on a port. 
A unit lumped current source is assigned along an element edge between two 
conductors as an excitation to the circuit. (See Section 2.3 for details.) If multiple element 
edges exist between the two conductors, each of them is assigned as a current source edge 
carrying a unit current. Take the structure in Figure 4.3 as an example. After the finite 
element discretization, the elemental excitation vectors corresponding to the current 
source edges can be expressed as 
 1 1 1 11m
m m m m m m
V edge
b W J dV W I dL= ⋅ = ⋅ =∫∫∫ ∫G G G G A  (4.3a) 
                                 2 2 2 22n
n n n n n n
V edge
b W J dV W I dL= ⋅ = ⋅ =∫∫∫ ∫G G G G A  (4.3b) 
where mJ
G
 and nJ
G
 are the volume current densities on edge 1 of element m and edge 2 of 
element n, respectively, the subscripts denote the local basis numbers, and 1
mA and 2nA  are 
the lengths of edge 1 of element m and edge 2 of element n, respectively. Note that the 
coefficient 0 0jk Z−  has been omitted for simplicity. Once the tree-cotree splitting is 
applied, we have some additional nonzero entries in the excitation vector: 
                    ( ) 1 1
m m m
m p pedge
b L I dL= ∇ ⋅ =∫ G   (4.4a) 
                     ( ) 2 1
n n n
n r redge
b L I dL= ∇ ⋅ =−∫ G   (4.4b) 
 ( ) ( ) 1 2 1 1 0
m n m m n n
m q n q q qedge edge
b b L I dL L I dL= = ∇ ⋅ + ∇ ⋅ =− + =∫ ∫G G  (4.4c) 
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where the subscripts p, q and r denote the global node numbers of the three vertices as 
shown in Figure 4.3, and m(p), for example, denotes the local number of the pure-
gradient basis (defined on node p) in element m. Note that equation (4.4c) is always equal 
to zero. In fact, except for the contribution from the two ends (p and r in this example) of 
a current source, all the projections of a current density to pure-gradient bases cancel 
each other between two adjacent elements. 
If one of the current source edges happens to be selected as a tree edge, the 
corresponding integration in (4.3) should be eliminated. If both of the two current source 
edges are selected as tree edges, then the excitation will be entirely contributed by the 
projection of the current density to the pure-gradient basis functions. In the practical 
implementation, we prefer imposing a constraint in the TCS Algorithm to prevent any 
current source edge from being selected as a tree edge, so that there is no need to make 
any judgment when constructing an excitation vector or when evaluating the voltage 
between two conductors (for calculating Z-parameters). This can be easily achieved by 
defining a new array of markers S: 
S[i] = 0 if Node i is not on a current source edge 
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Figure 4.3  Two tetrahedral elements between the two conductors. A current source is 
assigned along the element edges as a lumped excitation. Each of the current source edges 
carries a unit current. The numbers inside each element are the local node numbers. 
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S[i] = 1 if Node i is on a current source edge 
 
Then Line 6 of the TCS Algorithm can be modified as 
If  Bmarker[Nj] = 1  and  F[Nj] = 0  and  P[v]P[Nj] ≥ 0  
    and S[v]+S[Nj] ≤ 1, do 7 – 9 
 
 
4.3 Lumped Circuit Elements 
From Section 2.3.2, when a lumped circuit element carrying a frequency-dependent 
impedance ( )Z k  is assigned to a certain edge, the discretization of the associated sub-
functional at a certain frequency 0k  yields 
                
{ } { }
{ }
1
0 0 0 0 0
1
0 0 0
1
0 0 0
1
0 0 0
 ( )
( )
( )
( ( ) )
k k rV edge k
kedge k edge k
T
k
T
k
jk Z JdV jk Z Z k V d
jk Z Z k E d d
jk Z Z k
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where 0Z  is the intrinsic impedance of free space, { }kWG  comprises the basis functions 
having components along edge k, kx  contains the unknowns associated with { }kWG , and 
rV  is the voltage across the edge. Depending on whether the tree-cotree splitting is 
applied, ξ  is given by 
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where kA  is the length of edge k, whose two end nodes are denoted by i and j. From (4.5) 
one obtains the discretized model for the lumped impedance element 
 10 0 0( )
T
Z jk Z Z k
−=Y ξξ  (4.7) 
which is then stamped to the finite element system based on the global numbering of 
unknowns. When the tree-cotree splitting is applied, if a lumped element edge happens to 
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be selected as a tree edge, the associated unknown is eliminated and YZ is reduced to a 
2 2×  matrix. In a practical implementation, all of such unknowns can be assigned a 
common number, and at the end of the matrix assembly the associated row and column 
will be deleted from the finite element system matrix. 
 
4.4 PEC-Free Structure 
In the previous discussions, a structure is always assumed to have a PEC outer boundary 
or some internal PEC objects. The tree-cotree splitting algorithm starts from the reference 
node on a PEC and connects all the free nodes in a finite element mesh. For a structure 
without any PEC boundary or internal PEC objects, we can arbitrarily assign an element 
vertex as the reference node. It is observed, however, that in this case the performance of 
the tree-cotree splitting depends on the choice of the reference node. Our experience 
shows that we should choose a reference node on the outermost boundary and avoid 
corner nodes. In this way, the tree-cotree splitting can yield a more significant 
improvement in matrix conditioning. 
 
4.5 Further Enhancements 
The application of the tree-cotree splitting technique in various kinds of situations has 
been discussed in detail. This section focuses on the further enhancements to the finite 
element analysis at low frequencies. It is found that, although the tree-cotree splitting 
indeed improves the conditioning of a finite element matrix, the condition number still 
rises as the frequency decreases, and hence the lowest possible frequency a simulation 
can be done is limited. Two methods are offered in this section to extend a full-wave 
analysis down to even lower frequencies. The first method is the expanded solution basis, 
which is made possible by the tree-cotree splitting. The second one is the matrix 
preconditioning, which can be applied without the tree-cotree splitting. 
  
4.5.1 Expanded solution basis 
The adaptive multipoint model order reduction method, SSP, has been introduced in 
Section 2.6. In this method, the matrix equation is adaptively solved at a number of 
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frequency samples, and then the solution vectors are arranged together and 
orthonormalized to form a set of solution basis. When the tree-cotree splitting is applied, 
the resulting solution basis can be further expanded to a larger one, which offers a more 
accurate approximation to the field solutions at low frequencies. Before the expanded 
solution basis is introduced, a brief review of SSP is given here. Consider the following 
matrix equation 
 20 1 2( ) ( ) ( ) ( ) ( )k k k k k k= − − =K x K K K x b  (4.8) 
where K0 , K1 , and K2 are all frequency-independent sparse matrices. The solution vector 
x and the excitation vector b are written as functions of frequency (wavenumber) to 
emphasize their dependence on frequency. Once (4.8) is solved at m frequency samples, 
which are automatically determined by an adaptive mechanism, we obtain a set of m 
solution vectors X, which is then orthonormalized to form an orthonormal basis (still 
denoted by X). It is expected that a solution vector at other frequencies can be 
approximated by a linear combination of basis X. The projection of (4.8) to the column 
space of X yields a reduced-order model 
 20 1 2( )k k− − =K K K v b    (4.9) 
where 
 ,   ,  0,1, 2K X K X b X b H Hi i i= = =  (4.10) 
and an approximate solution vector to the original matrix equation (4.8) can be recovered 
as =x Xv  once (4.9) is solved for v. 
However, the ill-conditioning of a finite element matrix limits the lowest possible 
frequency sample in the SSP. To obtain the solutions at frequencies below the lowest 
frequency sample, we have to rely on the extrapolation of a reduced-order model. 
Because the accuracy of a reduced-order model is not guaranteed below the lowest 
frequency sample, we cannot expect the solution obtained in this way to be always 
accurate. In fact, it is found that the accuracy is still acceptable in a certain range below 
the lowest frequency sample, but beyond the range the accuracy deteriorates quickly. 
Here a more robust way is proposed to obtain the solutions at frequencies below the 
lowest frequency sample. 
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With the tree-cotree splitting applied, the solution vector can be written as 
 
x
x
x
r
g
⎧ ⎫⎪ ⎪⎪ ⎪=⎨ ⎬⎪ ⎪⎪ ⎪⎩ ⎭
 (4.11) 
where xr and xg correspond to the unknowns that are related to edge bases and pure-
gradient bases, respectively. At low frequencies, an electric field is dominated by its pure-
gradient part, represented by xg , meaning that || || || ||r gx x . Although we cannot 
directly solve a finite element matrix equation at DC, the pure-gradient part of field 
solutions at all the frequency samples can be extracted and appended to solution basis X 
to provide a better approximation to fields at extremely low frequencies. As stated above, 
once we solve the matrix equation at m frequency samples, we obtain a set of solution 
vectors expressed as 
 rN m
g
×
⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
X
X
X
 (4.12) 
where N is the dimension of a finite element matrix. With the pure-gradient part of the 
solutions appended to X, we have 
 2
r
N m
g g
×
⎡ ⎤⎢ ⎥= ⎢ ⎥⎣ ⎦
X 0
X'
X X
 (4.13) 
which is the desired expanded solution basis. Then we project (4.8) to the column space 
of X'  to yield a new reduced-order model. It will be demonstrated that the resulting 
reduced-order model can provide accurate solutions at frequencies far below the lowest 
frequency sample. 
 
4.5.2 Diagonal scaling 
In contrast to the expanded solution basis, which extends full-wave solutions down to 
frequencies far below the lowest frequency sample by expanding an available solution 
space, the matrix preconditioning is to fundamentally improve matrix conditioning so that 
a finite element system can be solved at lower frequencies. Probably the simplest 
preconditioning is a diagonal scaling, which makes the diagonal entries of a matrix have 
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similar magnitudes. A scaling matrix similar to that given in [59] is applied here. The 
scaled matrix equation is given by 
 ' ' '=K x b  (4.14) 
where 
  1
' =
'
'
−=
=
K DKD
x D x
b Db
 (4.15) 
and D is a diagonal matrix in which 
 1ii
ii
D
K
= . (4.16) 
The scaled system matrix 'K  is still symmetric. Furthermore, the scaling is independent 
of the frequency dependence of a finite element system. A general finite element system 
can have very complicated frequency dependence due to the port boundary condition, 
various kinds of impedance boundary conditions, and lumped circuit elements or 
networks. Therefore, a certain frequency scaling for preventing the system matrix from 
becoming singular at zero frequency only works in limited cases and cannot form a 
general technique. It is also worth mentioning that the diagonal scaling is not only 
applied to the original finite element model, but also applied to the reduced-order model 
generated by SSP for a more robust fast frequency sweep. The next section will 
demonstrate that the application of the tree-cotree splitting together with the diagonal 
scaling results in a more significant improvement in matrix conditioning. Thus the lowest 
frequency sample in the SSP can be moved down to even lower frequencies. 
 
4.6 Examples 
Three examples are presented in this section to demonstrate the tree-cotree splitting 
technique in conjunction with the expanded solution basis and the symmetric diagonal 
scaling. The techniques are applied to solve problems involving long wires made of 
imperfect conductors, which are modeled by volume meshing, an impedance boundary 
condition, or lumped impedance elements. 
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4.6.1 Parallel square wires 
The structure shown in Figure 4.4 consists of two parallel conducting wires with a square 
cross-section. The metal conductivity is 74.1 10×  S/m. This example is designed to make 
the original finite element system as ill-conditioned as possible so as to demonstrate the 
capability of the methods with the worst case. On the cross-section (transverse plane), the 
mesh size ranges from tens of micrometers in the air to 0.15 μm inside the conductors. 
Furthermore, inside and around the conductors, the edge lengths are also extremely large 
in the axial direction compared to those in the transverse direction. Thus the elements 
inside and around conductors have very high aspect ratios (a few hundred). In addition, 
the elements inside the conductors intrinsically result in matrix entries with large 
magnitude due to the metal conductivity. All of these factors together lead to a very ill-
conditioned system matrix. 
In the simulation model, a lumped current source is placed between the two wires for 
a differential excitation, and a PMC boundary is used at each end to create an open-
circuited plane. This structure has been simulated with a PEC or absorbing side wall and 
the results are found to coincide with each other. Figure 4.5 shows the real and imaginary 
parts of the simulated Y11. The circles in Figure 4.5 are the solutions obtained without 
applying the tree-cotree splitting, and the lowest simulation frequency is around 3 GHz, 
where the condition number is about 15.810  and the full-wave solver is close to breakdown. 
By applying the tree-cotree splitting technique, the simulation is extended to very low 
 
1 m
1 m 1 m
                     
                                            (a)                                                          (b) 
Figure 4.4  Two parallel wires with metal conductivity 74.1 10×  S/m. (a) Square cross-
sections. (b) 3-D view. 
 137
frequencies and a broadband characterization is achieved. It is shown in Figure 4.5 that at 
low frequencies the real part approaches the DC admittance value, which can be verified 
with the analytical solution 20.5 mS, while the imaginary part approaches zero, as is 
expected. 
We also verify the 3-D solutions by a 2-D finite element transmission line simulation 
(Chapter 3) with a much higher mesh density. The reference solutions can be calculated 
using the total length of the parallel wires together with the propagation constant and 
characteristic impedance obtained from a transmission line analysis. Reasonable 
agreement between the 3-D (solid line) and 2-D (dashed line) solutions is observed in 
Figure 4.6 in spite of a frequency shift. Such a frequency shift is typical in 3-D finite 
element solutions and is caused by the difference in the expansion of E
G
 and E∇× G , 
which can be progressively reduced by increasing the mesh density. 
The second-order SSP has been applied over 5 MHz – 100 GHz to obtain the above 
results. Only the two end frequencies are selected by SSP as the frequency samples. To 
obtain the solutions below 5 MHz, we rely on the extrapolation of the resulting reduced-
order model. It can be observed in Figure 4.7(a) that, even without using the expanded 
solution basis, the reduced-order model yields an accurate solution down to extremely 
low frequencies. However, if we take a close look at a much smaller quantity such as the 
imaginary part of Y21, we see the difference. It is displayed in Figure 4.7(b) that the 
solution obtained with the original solution basis is not accurate below 1 MHz. On the 
other hand, the expanded solution basis provides a better approximation to the low-
frequency electric field, and the resulting Y21 declines monotonically as the frequency 
goes down. 
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(b) 
Figure 4.5  Y11 of the parallel square wires obtained with and without the tree-cotree splitting. 
(a) Real and (b) imaginary parts of Y11. 
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(b) 
Figure 4.6  (a) Real part of Y11, (b) imaginary part of Y11, (c) real part of Y21, and (d) imaginary 
part of Y21 of the parallel square wires. Dashed lines: 2-D transmission line solutions. Solid 
lines: 3-D solutions with the tree-cotree splitting. 
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(d) 
Figure 4.6 (continued) 
 141
 
1K 10K 100K 1M 10M 100M 1G 10G 100G
−20
−15
−10
−5
0
5
Frequency (Hz)
R
e[Y
21
] (
mS
)
 
 
Original Solution Basis
Expanded Solution Basis
    
(a) 
 
10K 100K 1M 10M 100M 1G 10G 100G10
−6
10−4
10−2
100
Frequency (Hz)
Im
[Y
21
] (
mS
)
 
 
Original Solution Basis
Expanded Solution Basis
 
(b) 
Figure 4.7  Comparison of the solutions obtained with the original and the expanded solution 
bases. (a) Real and (b) imaginary parts of Y21. 
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Next the effectiveness of the diagonal scaling is demonstrated. For a quantitative 
comparison on the matrix conditioning improvement, the 2-norm condition numbers σ 
are calculated and displayed in Figure 4.8. The solid and dashed lines are the condition 
numbers obtained with and without applying the tree-cotree splitting, respectively. The 
circle and square markers are used to indicate whether the diagonal scaling is applied. It 
is clearly shown that when neither the tree-cotree splitting nor the diagonal scaling is 
applied, the matrix condition number is prohibitively high even at the multi-gigahertz 
region. When the diagonal scaling is applied, the condition number significantly drops by 
about four orders of magnitude. If, instead, the tree-cotree splitting is applied, the 
improvement is even more significant—about six orders of magnitude lower. However, it 
is also shown in the figure that as the frequency increases, the condition number first 
decreases and then starts to rise. At the high-frequency end, the matrix is quite ill-
conditioned. If the tree-cotree splitting is applied with the diagonal scaling, one obtains 
the best matrix property among the four cases displayed in Figure 4.8. The condition 
number is the lowest at low frequencies and monotonically declines as the frequency 
goes up. With the diagonal scaling applied to the finite element system, the lowest 
frequency sample is further moved down to 100 KHz. As a result, even for a very small 
quantity such as the imaginary part of Y21, an accurate solution can be obtained without 
using the expanded solution basis (Figure 4.9). However, because the lowest frequency 
sample is moved down and the MOR bandwidth is increased, the two frequency samples 
at 100 KHz and 100 GHz are not enough for SSP to converge. One additional frequency 
sample is selected at the midpoint on the logarithmic scale. 
To explain the increased condition number observed in Figure 4.8, we need to 
examine the submatrices in (4.2). It is observed from the experiments that when the tree-
cotree splitting is applied, the matrix entries related to pure-gradient bases have much 
larger magnitude than those related to edge bases. Referring to (4.2), for both K1 and K2, 
the norms of their gg submatrices are much larger than those of their rr submatrices. 
Furthermore, the norm of 0,rrK  is much larger than those of 1,rrK  and 2,rrK . 
Consequently, the norm of 20, 1, 2,rr rr rrk k− −K K K  is dominated by 0,rrK  and is almost 
constant with frequency. On the other hand, the norm of 21, 2,gg ggk k− −K K  varies  
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Figure 4.8  Comparison of the condition numbers. Dashed line with circles: no tree-cotree 
splitting or diagonal scaling is applied. Dashed line with squares: only the diagonal scaling is 
applied. Solid line with circles: only the tree-cotree splitting applied. Solid line with squares: 
both the tree-cotree splitting and the diagonal scaling are applied. 
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Figure 4.9  Imaginary part of Y21 of the parallel square wires obtained from the original 
solution basis (dashed line) and the expanded solution basis (solid line) after the diagonal 
scaling is applied. 
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significantly with the frequency. At low frequencies ( 1k  ), the large norms of 1,ggK  
and 2,ggK  prevent 
2
1, 2,gg ggk k− −K K  from vanishing and thereby makes the entire system 
better conditioned. As the frequency goes up, the norm of 21, 2,gg ggk k− −K K  gets larger 
and larger, and when it increases to a certain extent, the condition number of the entire 
system stops decreasing and starts to rise. 
The reason why the norms of the gg submatrices of K1 and K2 are much larger than 
those of their rr submatrices is mainly because of the different scaling of the edge basis 
and the pure gradient basis. Specifically speaking, the edge basis functions given in (1.5) 
are normalized to their associated edge lengths and thus are dimensionless, whereas the 
pure-gradient basis is inversely proportional to the mesh size. If we do not normalize the 
edge basis, the finite element system will show different conditioning properties. Figure 
4.10 compares the condition numbers when the edge lengths in (1.5) are removed. The 
observations are summarized as follows. 
(a) Before any technique is applied, the matrix is better conditioned than before (cf. 
Figure 4.8). This contradicts the common conjecture that normalizing the edge basis 
functions with edge lengths can improve matrix conditioning. 
(b) The unnormalized edge basis is now inversely proportional to the mesh size as the 
pure-gradient basis. As a result, the norm of 20, 1, 2,rr rr rrk k− −K K K  becomes much 
larger than before. At low frequencies, the norm of 21, 2,gg ggk k− −K K  is now 
relatively even smaller than that of 20, 1, 2,rr rr rrk k− −K K K  and thus the matrix 
conditioning with the tree-cotree splitting applied is worse than before. Actually at 
most frequencies, the tree-cotree splitting does not bring any remarkable 
improvement to the matrix conditioning. 
(c) One more important advantage is observed for the tree-cotree splitting. Even though 
in this case the matrix conditioning is not improved much by the tree-cotree splitting 
itself, the matrix becomes more easily preconditioned. Comparing the solid and 
dashed lines with square markers, the diagonal scaling results in a more significant 
conditioning improvement for the matrix with the tree-cotree splitting applied. 
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(d) Comparing Figures 4.8 and 4.10, the condition numbers after the tree-cotree splitting 
and diagonal scaling is applied are the same. In other words, no matter whether the 
edge basis is normalized to the edge length or not, the tree-cotree splitting with the 
diagonal scaling yields the same final matrix conditioning. 
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Figure 4.10  Comparison of the condition numbers. The edge basis is not normalized to the 
edge length. 
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4.6.2 Parallel round wires 
The application of the tree-cotree splitting with the impedance boundary condition and 
lumped circuit elements is demonstrated in this example. The parallel round wires 
considered here are exactly the same as those in Section 2.7.6 (see Figure 2.23), where 
the physical wires are replaced by infinitely thin lumped impedance elements. In this 
example, we first model the physical conducting wires with the impedance boundary 
condition. Two surface impedance models are compared, namely Types A and C surface 
impedance models (Section 3.5). The Type A surface impedance model has been 
demonstrated in Section 2.7.4 with a lossy coaxial cable. It is valid only when the skin 
effect is well-developed and the thickness of a conductor is much larger than the skin 
depth. Hence it is limited to high-frequency applications. The Type C surface impedance 
model is superior in that it is based on an accurate broadband solution of the per-unit-
length internal impedance of a conducting wire. With the tree-cotree splitting technique, 
the advantage of a Type C surface impedance model at low to medium frequencies can be 
clearly demonstrated. 
The parallel wires are differentially excited with a lumped current source and the Y-
parameters are calculated and displayed in Figure 4.11. As in the previous example, the 
solution of the 3-D simulation is verified with an accurate 2-D finite element 
transmission line simulation. It is shown in Figure 4.11 that the solution obtained with 
Type C IBC is in good agreement with the 2-D solution, whereas the Type A IBC yields 
a significant discrepancy at frequencies below a few tens of MHz. Next we focus on the 
low-frequency region. Figure 4.12 compares the solutions obtained with and without 
applying the tree-cotree splitting. Before the technique is applied, the lowest frequency 
sample in SSP is located at 20 MHz, where the condition number is about 15.610 . The 
solutions below 20 MHz, which result from the extrapolation of the available solution 
basis, are also displayed in the figure. After we apply the tree-cotree splitting, the 
conditioning is improved and now the lowest frequency sample is moved down to 1 MHz, 
where the condition number is about 14.710 . Because of the lower frequency sample and 
the application of the expanded solution basis, the tree-cotree splitting yields more 
accurate solutions at extremely low frequencies, as shown in Figure 4.12. A slight 
difference in the DC value (Figure 4.12(a), for example), however, is observed between  
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(b) 
Figure 4.11  (a) Real part of Y11, (b) imaginary part of Y11, (c) real part of Y21, and (d) 
imaginary part of Y21 of the parallel round wires. Dashed lines: 2-D transmission line 
solutions. Dashed-dotted lines: 3-D solutions with Type A IBC. Solid lines: 3-D solutions 
with Type C IBC. 
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(d) 
Figure 4.11 (continued) 
 
 149
 
1K 10K 100K 1M 10M
0.294
0.296
0.298
0.300
0.302
0.304
0.306
0.308
Frequency (Hz)
R
e[Y
11
] (
S)
 
 
2−D TL Analysis
Type C IBC (no TCS)
Type C IBC (TCS applied)
    
(a) 
 
1K 10K 100K 1M 10M
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
Frequency (Hz)
Im
[Y
11
] (
S)
 
 
2−D TL Analysis
Type C IBC (no TCS)
Type C IBC (TCS applied)
 
(b) 
Figure 4.12  (a) Real part of Y11, (b) imaginary part of Y11, (c) real part of Y21, and (d) 
imaginary part of Y21 of the parallel round wires. Dashed lines: 2-D transmission line 
solutions. Circles: 3-D solutions without the tree-cotree splitting. Solid lines: 3-D solutions 
with the tree-cotree splitting. 
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Figure 4.12 (continued) 
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the tree-cotree splitting solution and the 2-D transmission line solution. Such slight 
inaccuracy is due to the polygonal approximation of the round conducting wires. Figure 
4.13 shows the solution obtained with lumped impedance elements for modeling the 
lossy wires. Because the internal impedance is directly assigned to the element edges 
rather than being distributed on the surface of a physical wire, the error introduced by the 
polygonal approximation does not exist. As a result, the lumped impedance element 
solution is even more accurate than the IBC solution in the DC region. 
Figure 4.14 compares the condition numbers σ of the finite element matrices before 
and after applying the tree-cotree splitting techniques. Again it is observed that with the 
application of the tree-cotree splitting, the matrix conditioning is improved and the matrix 
equation can be solved at very low frequencies. However, the condition number again 
tends to increase at high frequencies. If the diagonal scaling is applied with the tree-
cotree splitting, the matrix conditioning is even better and the condition number 
monotonically declines as the frequency goes up. 
 
 
1K 10K 100K 1M 10M
0.292
0.294
0.296
0.298
0.3
0.302
0.304
0.306
0.308
0.31
Frequency (Hz)
R
e[Y
11
] (S
)
 
 
2−D TL Analysis
3−D FEM with Lumped Z Elem.
3−D FEM with Type C IBC
    
Figure 4.13  Real part of Y11. Dashed line: 2-D transmission line solutions. Circles: physical 
wires modeled with lumped impedance elements. Solid line: physical wires modeled with a 
surface impedance boundary. 
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4.6.3 Circular conducting loop 
In this example we consider a circular conducting loop (Figure 4.15). The radii of the 
loop and the wire are 9 cm and 1 cm, respectively. A narrow gap is introduced on the 
loop and a lumped current source is placed therein for calculating the input impedance. 
At low frequencies, the input impedance is well approximated by j Lω , where L is the 
inductance of the loop, for which the analytical solution is available. Figure 4.16 displays 
the FEM solution compared to the analytical solution from 0.001 Hz to 100 KHz, and 
good agreement is observed. For the FEM solution, the lowest frequency sample in SSP 
is at 1 Hz, and the solution is further extended down to 0.001 Hz with the reduced-order 
model. Figure 4.17 compares the condition numbers of the system matrices with various 
techniques applied. The tree-cotree splitting with the diagonal scaling again results in a 
remarkable improvement in the matrix conditioning. 
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Figure 4.14  Comparison of the condition numbers. 
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Figure 4.15  Circular conducting loop. 
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Figure 4.16  Imaginary part of the input impedance of the circuit conducting loop. 
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CHAPTER 5 
 
COMBINED DOMAIN 
DECOMPOSITION–MODEL ORDER 
REDUCTION METHOD FOR 
MULTILAYER CIRCUIT 
SIMULATION 
 
 
Interconnection modeling has attracted much research interest over the past two decades. 
Popular full-wave methods for characterizing via transitions and interconnections in a 
printed circuit board (PCB) include the finite-difference time-domain (FDTD) method 
[60–62], the finite element method (FEM) [63, 64], the moment method [65–67], and the 
hybrid FDTD-FEM method [68] which improves the geometry modeling of the 
conventional FDTD. The problem can also be analyzed approximately by deriving circuit 
models for a single via or differential vias by means of the capacitance and inductance 
extraction [69–72]. 
Compared with the circuit-parameter-extraction approaches, the full-wave methods 
are generally more computationally intensive. Nevertheless, by exploiting the special 
properties of a multilayer structure, it is possible to devise efficient full-wave solution 
algorithms for analyzing electrically large and complicated problems. This idea has been 
realized using the moment method with the equivalence principle and an assumption for 
the surface currents on a via, as demonstrated in [67]. On the contrary, the circuit-
parameter-extraction approaches, although computationally more efficient, cannot 
provide an accurate prediction at high frequencies because of increased coupling and 
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radiation effects. Therefore, an efficient special-purpose full-wave algorithm is believed 
to be a better choice for the interconnection modeling. 
To enhance the efficiency of a full-wave analysis, two powerful approaches can be 
employed, namely the domain decomposition and the model order reduction methods. 
While a domain decomposition method improves the efficiency of a single frequency 
analysis, a model order reduction method generates a reduced-order model and thereby 
enables a fast frequency sweep. It is expected that an even more significant enhancement 
can be achieved by combining the two methods, resulting in a domain decomposition–
model order reduction method. Recently, a combined domain decomposition–model 
order reduction approach has been developed to analyze resonators [73] and a significant 
acceleration has been observed. As for a multilayer structure, a domain-decomposition-
assisted finite element modeling methodology has been proposed in [74], in which a via-
hole is viewed as a two-port device connecting two adjacent dielectric layers, and a 
multiport macromodel is generated for the layer on each side of a via-hole, with each 
mode in the modal expansion treated as a port. Then the macromodels are linked by 
means of multiport network analysis techniques to obtain the frequency response of the 
entire structure. 
In this study, we propose a mutually beneficial domain decomposition–model order 
reduction method called approximate modal interface–solution space projection (AMI–
SSP), aiming at a fast and efficient full-wave analysis of multilayer interconnection 
structures (Figure 5.1). First of all, this method obtains the field solution at each 
“aperture” defined in a structure without calculating volume fields. Considering the fact 
that only port fields are involved in the description of an electromagnetic response, all of 
the ports are defined as apertures and thus treated in the same way as via-holes or other 
 
 
Figure 5.1  Interconnections in a multilayer printed circuit board. 
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nonmetallic regions on a ground or power plane. Thus port solutions are readily available 
at the end of the algorithm. An additional advantage is that the finite element system 
matrix can be factorized without imposing a port boundary condition for each port, whose 
discretization yields a complex full matrix and can significantly increase the factorization 
time and memory usage. This will be detailed in the following sections. 
Second, for a finite-thickness ground plane, the aperture interface can be located at 
the middle of the thickness, whereas under the assumption of an infinitely thin ground 
plane, the method can still be applied by simply setting the interface right at the opening. 
The field at each aperture is approximated with the modal expansion to establish a 
boundary condition and decompose the entire computational domain into separate layers. 
The combination coefficient of each mode is determined through a mode-matching 
process, and therefore, the coupling among each dielectric layer through via-holes and 
other apertures is fully taken into account. 
We further apply the solution space projection method to generate a reduced-order 
model associated with each aperture in each layer. Thus a layer can have many different 
reduced-order models, each of which is associated with a certain aperture, and an 
aperture (except for a port) has two reduced-order models associated with two different 
layers. With the aid of these reduced-order models, the approximate modal interface 
computation in each layer can be greatly accelerated and a fast broadband analysis is thus 
achieved. On the other hand, the solution space projection can generate reduced-order 
models layer by layer thanks to the domain decomposition carried out by the approximate 
modal interface. Hence the proposed approximate modal interface–solution space 
projection is a mutually beneficial domain decomposition–model order reduction method. 
 
5.1 Approximate Modal Interface Method  
Consider a multilayer structure shown in Figure 5.2(a). The solid and dotted lines 
represent planar metallization and apertures, respectively. Interconnections among 
different layers (subdomains) are not shown in the figure for clarity. The port surfaces S1, 
S3, and S5 are viewed as apertures, and therefore a total of five apertures are defined in 
this structure. On each aperture the electric field can be expressed as 
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 0 0
1ˆ ˆ S
r
n E jk Z n Hμ
⎛ ⎞⎟⎜ ⎟× ∇× =− ×⎜ ⎟⎜ ⎟⎜⎝ ⎠
G G
 (5.1) 
where SH
G
 is an undetermined magnetic field at an aperture. Figure 5.2(b) shows the 
definition of nˆ , which points outward from each aperture. Also shown in Figure 5.2(b) is 
the definition of zˆ , which is in the opposite direction of nˆ  at ports, while always 
pointing upward at via-holes for consistency between adjacent layers. Note that (5.1) is 
simply the first Maxwell’s equation applied to the apertures. Using (5.1) as a boundary 
condition for each aperture, the functional associated with Layer 1 can be formulated as 
 
2
2
0
1
1 1( ) ( ) ( ) ( )
2 r iV ir
F E E E k E E dV B Eεμ =
⎡ ⎤⎢ ⎥= ∇× ⋅ ∇× − ⋅ −⎢ ⎥⎣ ⎦ ∑∫∫∫
G G G G G G
 (5.2) 
where 
 0 0 ˆ( ) ( )i
i
i SS
B E jk Z E n H dS= ⋅ ×∫∫G G G . (5.3) 
Note that the absorbing boundary condition is omitted in (5.2) for simplicity, although it 
is employed in our simulations for open surfaces. After applying the finite element 
discretization and the Ritz method to (5.2), one obtains the following matrix equation 
 
1 1 1 1 1 1
2 2 2 1 2 2
1 1 1 2 1 1 1
0
0
0
K K E b
K K E b
K K K E
S S S V S S
S S S V S S
V S V S V V V
⎡ ⎤ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪⎢ ⎥ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪=⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎩ ⎭⎪ ⎪⎣ ⎦ ⎩ ⎭
 (5.4) 
or 
ABC
ABC  Port 1  
Port 2
Port 3
 V1   
 V2  
V3  
S2
S4 S3
S5
S1
   
 nˆ  nˆ zˆ zˆ
 ˆ z  ˆ n
 ˆ n
 zˆ
 
                                       (a)                                                                         (b) 
Figure 5.2  (a) Side view of a multilayer structure. (b) Definitions of nˆ  and zˆ  in a single 
dielectric layer. 
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 (1) (1) (1)=K E b  (5.5) 
where 
1S
b  and 
2S
b  in (5.4) come from the discretization of 1( )B E
G
 and 2 ( )B E
G
 in (5.2), 
respectively. The subscripts in (5.4) denote the associated surfaces or volume, and the 
superscripts in (5.5) denote the layer number. 
Now we expand 
iS
H
G
 with the eigenmodes ikH
G
 of each aperture, that is, 
 , , 0
1 1 0 0
ˆ( ) k
i i
i
m m
zik
S ik ik ti k zi k z
k k r
jcH c H e ze e
k Z
γ
μ
−
=
= =
= = ∇× +∑ ∑G G G  (5.6) 
where mi is the number of modes used in the modal expansion, cik is a combination 
coefficient associated with the kth mode of Si, and ,ti ke
G  and ,zi ke  are the transverse and 
axial components of the kth modal field, respectively, obtained by the fast reduced-order 
modal analysis (Chapter 3). Thus the magnetic field at an interface between two layers is 
approximated by the linear combination of a number of eigenmodes of each aperture. On 
the ports this assumption is consistent with the construction of a port boundary condition, 
and hence there is no further approximation introduced here. With the interface fields 
expressed as in (5.6), each layer can be handled separately, and now our goal is to 
determine the combination coefficients. Substituting (5.6) into (5.3), one obtains 
 
, , 0
1
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1
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1ˆ ˆ( ) ( )
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B E c E n e ze e dS
c E e e dS
c B E
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−
=
=
=
=
⎧ ⎫⎡ ⎤⎪ ⎪⎪ ⎪⎢ ⎥=− ⋅ × ∇× +⎨ ⎬⎢ ⎥⎪ ⎪⎪ ⎪⎣ ⎦⎩ ⎭
= ⋅ +∇
=
∑ ∫∫
∑ ∫∫
∑
G G G
G G
G
 (5.7) 
Therefore, 
               =1,2
iS i i
i=b A c  (5.8) 
where the kth column of iA  comes from the finite element discretization of ( )ikB E
G
. 
Substituting (5.8) into (5.4), the solution vector can be determined to be 
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1
2
1
1 1 1(1) (1) (1) (1) (1)
1 2 1 2
2 2
E
c c
E K a a x x
c c
E
S
S
V
−
⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎡ ⎤ ⎡ ⎤= =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎩ ⎭ ⎩ ⎭⎪ ⎪⎪ ⎪⎪ ⎪⎩ ⎭
 (5.9) 
where 
 
1
(1)
1
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
A
a 0
0
  and  (1)2 2
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
a A
0
0
. (5.10) 
Note that a subscript number denotes the local number of an aperture only if a superscript 
exists; otherwise it denotes the global aperture number. After (1)1x  and 
(1)
2x  are obtained, 
the system matrix (1)K  and its factorization matrices will not be used again and can all be 
deleted from the memory. Then, since only the aperture fields are of interest, we extract 
the entries that correspond to the two apertures from (1)1x  and 
(1)
2x  and obtain the 
following interface system for Layer 1: 
 1
2
(1) (1)
111 12
(1) (1)
221 22
E cm m
cE m m
S
S
⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥=⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪⎪ ⎪ ⎩ ⎭⎣ ⎦⎩ ⎭
 (5.11) 
where ( )jqim  contains the entries in 
( )j
ix  that correspond to the thq  aperture of Layer j. 
Next we move on to Layer 2. It is worth mentioning that at the interface S2, the 
definitions of ( )iB E
G
 and 
iS
H
G
 remain unchanged except that now nˆ  has a different 
direction. Following a similar derivation, the solution vector of the second layer can be 
found as 
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4
2
2 2
1(2) (2) (2) (2) (2) (2) (2)
1 2 3 3 1 2 3 3
4 4
E
c cE
K a a a c x x x c
E
c c
E
S
S
S
V
−
⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎡ ⎤ ⎡ ⎤= =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭⎪ ⎪⎪ ⎪⎪ ⎪⎩ ⎭
 (5.12) 
where 
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or simply 
 
2
3
4
(2) (2) (2)
11 12 13 2
(2) (2) (2)
21 22 23 3
(2) (2) (2)
31 32 33 4
E m m m c
E m m m c
m m m cE
S
S
S
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. (5.14) 
Again similarly, the interface system for Layer 3 can be found as 
 4
5
(3) (3)
411 12
(3) (3)
521 22
E cm m
cE m m
S
S
⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥=⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪⎪ ⎪⎪ ⎪ ⎩ ⎭⎣ ⎦⎩ ⎭
. (5.15) 
To determine the arrays of combination coefficients ,  1, 2, ,5,c …i i =  we need five 
equations. First, since two adjacent interface systems should yield the same field solution 
at the interface, the following two equations must be satisfied: 
 
(1) (1) (2) (2) (2)
21 1 22 2 11 2 12 3 13 4
(2) (2) (2) (3) (3)
31 2 32 3 33 4 11 4 12 5 .
+ = + +
+ + = +
m c m c m c m c m c
m c m c m c m c m c
 (5.16) 
The other three equations can be derived with the use of the port boundary conditions at 
the three ports. From Section 2.2, a port boundary condition can be written as 
 incˆ ( ) .×∇× + =n E P E UG G G  (5.17) 
Applying Galerkin’s method and the finite element discretization to (5.17), we obtain the 
following equations that must be satisfied at the three ports: 
 
1
3
5
1 1 1 1
3 3 3 3
5 5 5 5
Port 1:  
Port 2:  
Port 3:  
S
S
S
− + =
− + =
− + =
A c P E b
A c P E b
A c P E b
 (5.18) 
where iP , i =1,3,5, are the port boundary condition matrices and ib , i =1,3,5, are the port 
excitation vectors. The port boundary condition matrices are full square matrices with 
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dimension equal to the number of unknowns on the ports. Combining (5.11), (5.14)-
(5.16), and (5.18), we obtain the five equations for determining the combination 
coefficients 
 
( )
(1) (1)
1 11 1 1 1 12 2 1
(1) (1) (2) (2) (2)
21 1 22 11 2 12 3 13 4
(2) (2) (2)
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31 2 32 3 33 11 4 12 5
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5 21 4 5 22 5 5 5
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( )
( )
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0
0
P m A c P m c b
m c m m c m c m c
P m c P m A c P m c b
m c m c m m c m c
P m c P m A c b
− + =
+ − − − =
+ − + =
+ + − − =
+ − =
 (5.19) 
which can be written in a more compact form as 
 ( )− =PM AI c b . (5.20) 
The definitions of the matrices and arrays in (5.20) are given as follows: 
      1 3 5diag( , , , , )0 0P P P P=    1 2 3, 4, 5diag( , , )A A A A A A=    diag( , , , , )1 0 1 0 1I=  
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21 22 11 12 13
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(2) (2) (2) (3) (3)
31 32 33 11 12
(3) (3)
21 22
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0 0
0 0 0
0 0
0 0 0
0 0
b
b b
b
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
. (5.21) 
Since the ports are usually not excited simultaneously, we have separated 1b , 3b , and 5b  
in (5.21) into different columns. Multiplying both sides of (5.20) by HA results in a 
square global interface system for the entire structure 
 ( )H H− =A PM AI c A b  (5.22) 
where the superscript H denotes the complex conjugate and transpose operation. Equation 
(5.22) can be solved for c, and all of the aperture fields can then be obtained from the 
interface systems (5.11), (5.14), and (5.15). 
In Chapter 2, the port boundary condition is enforced by subtracting the P matrix of 
each port from the K matrix, as in (2.31). It has been mentioned in Section 2.2.2 that this 
way of enforcing a port boundary condition has an obvious disadvantage in the 
simulation of a lossless structure, for which K is a real matrix. The complex matrix P 
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makes the final system complex and thus quadruples the factorization time and doubles 
the memory usage. Even if K is itself a complex matrix because of the material loss, the 
enforcement of a port boundary condition still increases the factorization time and 
memory usage because P is a dense matrix. The approximate modal interface method 
introduced in this section completely eliminates this problem if we only need port fields 
and associated parameters. As can be seen from the above formulation, the port boundary 
condition is imposed on the global interface system instead of the original finite element 
matrix. Therefore, the K matrix is factorized before the port boundary condition is 
applied. Take a two-port single-layer circuit component for example. The two port 
surfaces are denoted by S1 and S2. After the K matrix is factorized and a number of right-
hand-side modal excitations are solved, we obtain an interface system as given by (5.11).  
Then the following port boundary conditions 
 1
2
1 1 1 1
2 2 2 2
Port 1:  
Port 2:  
S
S
− + =
− + =
A c P E b
A c P E b
 (5.23) 
are applied so that c1 and c2 can be uniquely determined. Through the same procedure 
detailed above, we obtain 
 11 1 11 1 1 12 1 1
22 21 2 22 2 2 2
( )
( )
cA P m A A m A b
cA m A Pm A A b
H H H
H H H
⎡ ⎤ ⎧ ⎫⎧ ⎫ ⎪ ⎪− ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥ =⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎪ ⎪ ⎪ ⎪− ⎪ ⎪⎩ ⎭ ⎪ ⎪⎣ ⎦ ⎩ ⎭
 (5.24) 
which is solved for c1 and c2 for each port excitation. The port electric fields can then be 
obtained from (5.11) and the S-parameters can be calculated. 
In the simulation of multilayer circuit boards or packages, it is often of interest to 
know the interaction between different nodes inside the structure, and as a result internal 
lumped ports have to be employed. Based on the same idea, we can also incorporate 
lumped current excitations into the AMI formulation. In Figure 5.3, L1, L3, and L5 are the 
edges where current sources are assigned. The finite element matrix equation for Layer 1 
can be expressed as 
 
1 1 1 1 1 1
2 2 2 1 2 2
1 1 1 2 1 1 1
0
0
0
K K E b
K K E b
K K K E
L L L V L L
S S S V S S
V L V S V V V
⎡ ⎤ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪⎪ ⎪⎢ ⎥ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪=⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎪ ⎪ ⎪ ⎪⎩ ⎭⎪ ⎪⎣ ⎦ ⎩ ⎭
 (5.25) 
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where 
1L
E  contains the field variables associated with the lumped port. The boundary 
condition applied on the current source edges is nothing but a natural boundary condition. 
Thus a current source itself can be taken as a boundary condition on 
1
ˆ Ln H×
G
, that is, 
 
1 1 1L
=b J c  (5.26) 
where 1J  is the same as kb  in (2.36), and 1c  is either one or zero depending on whether 
the port is excited or not. For example, if at L1 the current source is assigned along two 
element edges between the conductors and the second-order ( 1)p =  vector basis is 
applied for the finite element discretization, then 
 { }1 0 0 1 1 2 22 2 2 2J A A A A Tjk Z=−  (5.27) 
where 1A  and 2A  are the lengths of the two edges, respectively. Following the previous 
formulation, we obtain the interface system of each layer in exactly the same form. Then 
at the interface between Layers 1 and 2, we have the following relationship: 
 2
(1) (1) (2) (2) (2)
21 1 22 2 11 2 12 3 13 4
(1) (2) (2) (2) (1)
22 11 2 12 3 13 4 21 1( ) .
S = + = + +
⇒ − − − =−
E m c m c m c m c m c
m m c m c m c m c
 (5.28) 
At the interface between Layers 2 and 3, we have the following relationship: 
 4
(2) (2) (2) (3) (3)
31 2 32 3 33 4 11 4 12 5
(2) (2) (3) (2) (3)
31 2 33 11 4 32 3 12 5( ) .
S = + + = +
⇒ + − =− +
E m c m c m c m c m c
m c m m c m c m c
 (5.29) 
Equation (5.28) and (5.29) can be combined to yield a matrix equation 
 
S2 V1L1
L3
L5
S4 V2
V3
 
Figure 5.3  Side view of a multilayer structure with multiple internal ports. 
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c
cm m m m
c
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c
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 (5.30) 
which, after being projected to the bases used to expand the field at each subdomain 
interface and port to yield a square global interface system, can be solved for 2c  and 4c  
by exciting the lumped ports one by one. For example, when the lumped port defined 
along L1 is excited, 1 1=c  and both 3c  and 5c  are zeros. Once (5.30) is solved for 2c  and 
4c , the electric field at each lumped port can be calculated from the interface system as 
 
1
3
5
(1) (1) (1) (1)
11 1 12 2 11 12 2
(2) (2) (2) (2) (2)
21 2 22 3 23 4 21 2 23 4
(3) (3) (3)
21 4 22 5 21 4
L
L
L
= + = +
= + + = +
= + =
E m c m c m m c
E m c m c m c m c m c
E m c m c m c
 (5.31) 
and then the port voltages are evaluated and Z-parameters can be obtained.  
 
5.2 Inconsistent Meshes at Domain Interfaces 
The above formulation assumes consistent meshes at the interface between adjacent layers, 
and hence leads to a restriction on the mesh generation. Either meshes have to be 
generated simultaneously for the entire structure, or special constraints need to be 
imposed to ensure a consistent triangular mesh at each via-hole. To improve the 
flexibility of the method, we consider the following modification. If we have inconsistent 
meshes on the two sides of an interface, then the projections to their respective modal 
field vectors are required to be the same. For example, at S2, 
 (1) (1) (2) (2) (2)2 21 1 22 2 2 11 2 12 3 13 4( ) ( )
u H H+ = + +A m c m c A m c m c m cA  (5.32) 
is enforced, where 2
uA  and 2A
A  are modal fields obtained with possibly different meshes 
on the upper and lower sides of S2 (see Figure 5.4), respectively, and their phases have 
been calibrated so that they can share the same combination coefficients. The criterion for 
the calibration is the voltages obtained by the line integral of each modal electric field 
along an appropriate path. With the techniques introduced in Section 3.6.1, the calibration 
can be accomplished in negligible time. The modified matching condition of (5.32) lifts 
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the restriction on mesh consistency, and consequently, the mesh in each layer can be 
generated truly independently. Furthermore, depending on the geometry and complexity 
of interconnections, different types of elements or even different orders of basis functions 
can be employed in different layers. Note that the projections in (5.32) result in vectors 
with lengths equal to the number of modes in the modal expansion. Hence the only 
requirement is that the same number of modes has to be used on both sides of an interface. 
 
5.3 Transmission-Line Models for Via-Holes 
In this section, a multimode transmission-line model is introduced to replace the meshes 
at via-holes. From the formulation in Section 5.1, a projected interface system can be 
viewed as a generalized impedance matrix since it relates the coefficients of modal 
magnetic fields to the projections of electric field at each aperture. Take a (two-port) 
coaxial line for example. If the approach described in Section 5.1 is applied to such a 
structure, then the resulting interface system can be written as 
 1 11 11 12 1
2 22 21 22 2
e VE m m I
e VE m m I
t
t
⎧ ⎫⎧ ⎫ ⎡ ⎤ ⎧ ⎫⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥= =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪⎪ ⎪⎩ ⎭ ⎣ ⎦ ⎩ ⎭⎩ ⎭
 (5.33) 
where 1te  and 2te  are the transverse components of modal electric fields at ports 1 and 2, 
respectively, and V and I are used to denote the modal coefficients. Projecting the two 
equations in the above interface system to their associated modal fields results in  
S1 S2
2
uA
S3S4
S2
2A
A
 
Figure 5.4  Inconsistent meshes at a domain interface. 
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HH H H
t
gHH H H
t
⎡ ⎤⎧ ⎫ ⎡ ⎤⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎢ ⎥= = ≡⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎩ ⎭ ⎩ ⎭ ⎩ ⎭⎩ ⎭ ⎣ ⎦⎣ ⎦
 (5.34) 
where gZ  is defined as a generalized impedance matrix. As a result, 
 
1
1 1 11 1
2 2 22 2
0
0
V I IA e
Z Z
V I IA e
H
t
gH
t
−⎡ ⎤⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎢ ⎥= ≡⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎢ ⎥⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭ ⎩ ⎭⎣ ⎦
 (5.35) 
where Z is an impedance matrix. Our objective is to obtain gZ  without meshing the 
volume of the coaxial line. This can be achieved by first forming a multimode 
transmission-line model in the form of a modal scattering matrix S using the propagation 
constants (numerically obtained with the modal fields) and the length of the line, which is 
exactly the thickness of the metal plane. With S we can calculate our desired generalized 
impedance matrix as 
 11 1 1 1
2 2 2 2
( )( )
H H
t t
g H H
t t
−⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= = + −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
A e A e
Z Z I S I S
A e A e
0 0
0 0
. (5.36) 
Then gZ  is added onto the global interface system matrix as illustrated in Figure 5.5. 
Note that originally the interface between two adjacent layers is located at the middle of 
the thickness in each via-hole. Now this interface is split into the two port surfaces of a 
transmission line. The submatrices in Figure 5.4 no longer overlap but are split and then 
 
gZ
gZ
 
Figure 5.5  Global interface system matrices before and after incorporating the transmission-
line model for via-holes. 
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coupled by gZ . This approach applies as well to the case in which multiple conductors 
pass through a single via-hole. The multimode scattering matrix can be easily constructed 
with numerically obtained modal solutions in the same way. 
 
5.4 Approximate Modal Interface–Solution Space Projection 
Algorithm 
The most time-consuming part in the approximate modal interface method described in 
Section 5.1 is the construction of the interface system of each layer, which requires a 
factorization of matrix ( )jK  and then solving multiple right-hand-side modal excitation 
vectors. It should be emphasized that solving (5.22) takes a relatively short time for its 
small dimension. It is the construction of (5.22) that dominates the total solution time. 
Here we do not seek to reduce the time for solving ( ) ( ) ( )j j ji i=K x a  at a single frequency, 
but instead attempt to apply the solution space projection method to generate reduced-
order models layer by layer and thereby accelerate the construction of interface systems 
in a broadband sense. 
To combine the approximate modal interface with the solution space projection, first 
we notice that a single-mode expansion is generally insufficient for both port fields and 
via-hole fields. In other words, that multiple modal excitations exist at each via-hole is 
inevitable. It is also observed that, as the frequency increases, the number of modes in the 
modal expansion should also be increased to maintain certain accuracy. Since the 
solution space projection method generates excitation-specific reduced-order models as 
asymptotic-waveform-evaluation (AWE)-like methods, and in the present application, 
multiple right-hand-side vectors ( ( )jia ) need to be solved for each aperture, it may not be 
the best choice to construct a separate reduced-order model associated with each modal 
excitation respectively. Instead we construct a reduced-order model that is applicable to 
all the modal excitations associated with a via-hole. This means that all the solution 
vectors of a via-hole (e.g., (1)2x  of S2) are included in the construction of a reduced-order 
model. Consequently, a layer can have many different reduced-order models, each of 
which is associated with the modal excitations of one via-hole, and each via-hole has two 
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reduced-order models associated with two different layers. In this way, the information 
collected from different excitations at different frequencies is more effectively exploited.  
A different strategy is used for port excitations. For a layer that contains more than 
one port, a single reduced-order model that is applicable to all the port excitations, 
instead of a reduced-order model for each port, is generated and thus can be shared by all 
the ports in that layer. Of course, we can also lump all the solution vectors in a layer ( (1)1x  
and (1)2x in Layer 1, for example) together to form a single common reduced-order model 
that can be shared by all the apertures (including via-holes and ports). This will make the 
solution space projection converge even faster (since we have more solution bases), but 
may take a considerable amount of time and memory in orthonormalizing those solution 
vectors and, moreover, result in a very large reduced-order model if there exist a large 
number of via-holes. Practically, the number of via-holes is often much larger than the 
number of ports. 
The combined domain decomposition–model order reduction algorithm starts with 
constructing reduced-order models in each layer. After this is completed, the domain 
decomposition process is initiated, and the computation is accelerated with the aid of 
these reduced-order models. Take S1 for example. After solving (1) (1) (1)1 1=K x a  at a 
number of frequency samples (1)1 2, , , kNk k k… , which are adaptively determined in the 
solution space projection method, we obtain a set of solution vectors 
 (1)(1) (1) (1) (1)1 1 1 1 2 1( ) ( ) ( )kNk k k
⎡ ⎤= ⎢ ⎥⎣ ⎦X x x x"  (5.37) 
where (1)kN  is the number of frequency samples determined at Layer 1. Then 
(1)
1X  is 
orthonormalized (still denoted by (1)1X ) and used to generate the following reduced-order 
model 
 (1) (1) (1) (1) (1) (1)1 1 1 1 1( ) ( )
H Hk k=X K X v X a  (5.38) 
which provides approximate solutions (1) (1) (1)1 1 1( ) ( )k k=x X v  at frequencies other than the 
samples. Readers are referred to Section 2.6 for a better explanation of the procedure and 
the adaptive frequency selection. 
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The modal expansion at multiconductor via-holes, slots, or other voids on ground or 
power planes requires more modes for enough accuracy. The number of solution vectors 
associated with such apertures increases quickly, especially when higher-order SSP is 
applied. As a result, the orthonormalization process in the generation of solution bases 
can become very time-consuming. Fortunately, SSP has the flexibility of dividing 
solution vectors into several groups and then generating their respective smaller reduced-
order models instead of a single large one. Thus for apertures that need many modes in 
the modal expansion, the modes can be divided into several groups, each of which 
contains a small number of modes. The solution vectors associated with each mode group 
are orthonormalized to form a solution basis, and a reduced-order model specific to that 
mode group is then generated. In this way, the time spent in the orthonormalization 
process is greatly reduced. In a practical implementation, a fixed group size can be used 
for convenience, and the user specifies the number of mode groups for each aperture. 
Conceptually, an aperture with several mode groups can be viewed as being split into 
several smaller apertures, each of which still has only two reduced-order models 
associated the upper and lower layers, as described previously. 
In the adaptive process of SSP, the accuracy of an approximate solution (1)1 ( )kx  can 
be evaluated by the residual error defined as 
 
(1) (1) (1)
1 1
(1)
1
δ −= K x a
a

. (5.39) 
However, this is not the formula used in the algorithm to check convergence. We know 
that (1)11m  and 
(1)
21m  in (5.11) are just the entries in 
(1)
1x  corresponding to S1 and S2. 
Therefore, only these entries need to be checked for convergence, and the actual formulas 
used in the algorithm are 
 (1) (1) (1)1 1[1: ,:] [:,1]SN=a K x  , 
 
(1) (1)
1 1
(1)
1
[1: ,1]
[1: ,1]
S
S
N
N
δ −= a a
a

 (5.40) 
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where NS is the total number of unknowns on S1 and S2. The numbers in the brackets are 
the indices of a matrix or vector. Two advantages of using (5.40) instead of (5.39) can be 
observed. First, it takes less time to evaluate (5.40) than (5.39), and second, the number 
of frequency samples can also be reduced since we do not care about the convergence of 
volume unknowns. The approximate modal interface–solution space projection algorithm 
is summarized as follows. 
 
Definition of Constants and Arrays 
layerN : number of layers 
portN : total number of ports 
( )j
uN : number of via-holes on the upper plane of Layer j 
( )j
pN : number of ports in Layer j 
( )jNA : number of via-holes on the lower plane of Layer j 
( )j
aN : number of apertures in Layer j; 
( ) ( ) ( ) ( )j j j j
a u pN N N N= + + A  
( )jU : array of local indices of apertures that are via-holes on the upper 
plane of Layer j 
( )jP : array of local indices of apertures that are ports in Layer j 
( )jL : array of local indices of apertures that are via-holes on the lower 
plane of Layer j 
MaxSamp: maximum number of frequency samples 
tol: residue tolerance 
ksim: array containing all the desired frequency (wavenumber) points in 
the band of interest 
Nksim: number of entries in ksim 
kmin: lower bound of the frequency range over which frequency samples 
are selected 
kmax: upper bound of the frequency range over which frequency samples 
are selected 
 
It can be seen that ( ) ( ) ( ) ( )[1 2 3 ]j j j jaU P L N∪ ∪ = " , and ( ) ( 1)j juN N +=A . Besides, a 
reduced-order model ROM in the following algorithm is like a function that takes an 
excitation vector and a frequency as inputs and outputs a solution vector. 
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AMI–SSP Algorithm 
% Construct ROMs in each layer 
1. For j = 1 to Nlayer do 2 – 20 
2.  For k = kmin, kmax do 3 – 6 
3.   For i = 1 to ( )jaN  do 4 – 6 
4.    Solve ( ) ( ) ( )( ) ( )j j ji ik k=K x a  
5.    Calculate frequency derivatives of ( )jix  at k, if needed 
6.    Update ( )jiX  
7.  For s = 3 to MaxSamp do 8 – 19 
8.   kcheck = checkN ×1 array containing midpoints between solved 
    frequency samples 
9.   Construct ROMs: ( )( ) [1]j
j
U
ROM , ( )( )jjPROM , and ( )
( )
[1]j
j
L
ROM , with current 
    ( )( ) [1]j
j
U
X , ( )( )jjPX , and ( )
( )
[1]j
j
L
X , respectively, if any 
10.   For n = 1 to Ncheck do 11 – 12 
11.    Calculate 
     ( ) ( ) ( )( ) ( ) ( ) check check[1] [1] [1]( ( [ ]), [ ])j j j
j j j
U U U
ROM k n k n=x a , 
     ( ) ( ) ( )( ) ( ) ( ) check check[1] [1]( ( [ ]), [ ])j j j
j j j
P P P
ROM k n k n=x a , and 
     ( ) ( ) ( )( ) ( ) ( ) check check[1] [1] [1]( ( [ ]), [ ])j j j
j j j
L L L
ROM k n k n=x a . 
12.    Evaluate the corresponding residual errors: 
     [ ]u nδ , [ ]p nδ , and [ ]nδA , using (5.40) 
13.   If ( )umax δ / ( )pmax δ / ( )max δA < tol 
14.    Upper-plane/port/lower-plane ROM construction declared to be 
     completed. Disable the corresponding RHS vector solving and 
     convergence test. If all of them are completed, go to 20. 
15.   knew ={ kcheck [n] | [ ]nδ  has the largest residual error} 
16.   For i = 1 to ( )jaN  do 17 – 19 
17.    Solve ( ) ( ) ( )new new( ) ( )
j j j
i ik k=K x a  
18.    Calculate frequency derivatives of ( )jix  at newk , if needed 
19.    Update ( )jiX  
20.  Use ( )jiX ’s to construct ROMs (matrix projection) for all of the 
   apertures in Layer j 
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% Accelerated AMI computation and frequency sweep 
21. For s = 1 to Nksim do 22 – 34 
22.  For j = 1 to Nlayer do 23 – 30  
23.   For i = 1 to ( )jaN  do 24 – 30  
24.    ( ) ( ) ( ) sim sim( ( [ ]), [ ])
j j j
i i iROM k s k s=x a  
25.    Extract ( ) ( ), 1, 2, ,j jqi am q N= …  from ( )jix  
26.    Update M with ( ) ( ), 1, 2, ,j jqi am q N= …  
27.    Update A with ( )jia  
28.    If ( )ji P∈  
29.     Form the port boundary condition matrix and update P 
30.     Update b with the corresponding excitation vector 
31.  Form the global interface system matrix ( )H= −S A PM AI  
32.  Solve H=Sc A b  
33.  Calculate all the port fields with c and ( )jm ’s 
34.  Calculate S-parameters 
 
 
5.5 Examples 
The proposed approximate modal interface–solution space projection method as well as 
the multimode transmission-line model for via-holes will be validated by the following 
examples. All of the following computations were carried out on a desktop computer with 
a single 3.4-GHz Xeon processor. Within the capability of this machine, we choose to 
completely factorize the system matrix for each layer since multiple right-hand-side 
vectors have to be solved even for a single aperture. The residue tolerance for testing 
convergence in the solution space projection algorithm is set to 0.01. 
 
5.5.1 Microstrip circuit with two multiport lumped devices 
In the first example, the AMI method is applied as a way to impose the port boundary 
condition in a single-domain simulation. The finite element matrix is factorized without 
imposing the port boundary condition, and all of the modal fields used to expand a port 
field appear as right-hand-side vectors. This example also demonstrates the inclusion of 
multiport lumped devices into the AMI–SSP computation. Consider the four-port 
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microstrip circuit in Figure 5.6(a) [75]. The substrate has a thickness of 0.4 mm and a 
dielectric constant of 4.7. Detailed dimension parameters of the circuit are given in 
Figure 5.6(b). Near Port 2 and Port 3 of the microstrip circuit, two gaps of widths 0.6 mm 
and 1.3 mm are introduced. A bandpass filter and a Schottky diode, whose lumped 
circuits are shown in Figures 5.6(c) and 5.6(d), are placed at the gaps and connected to 
the microstrip lines. 
In the finite element simulation, the circuit is modeled with the 2p =  vector element 
and the total number of unknowns is 97425. The 2 2×  admittance matrices of the 
bandpass filter and the Schottky diode are first calculated over the band of interest, and 
their respective discretized models for the 2p =  basis are generated and then stamped to 
the finite element system as described in Section 2.3.2. Figures 5.7 and 5.8 show the 
solution of the FEM with AMI–SSP. The simulation result of Agilent ADS (Advanced 
Design System, 2008 Update 1, Agilent Technologies, Santa Clara, CA.) is also 
displayed in the figures as a reference solution. The second-order SSP takes a total of 
1626 s to generate a reduced-order finite element model, with which the accelerated AMI 
computation takes 100 s to solve the problem and calculate the 4 4×  scattering matrix at 
500 frequency points. 
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Figure 5.6  Microstrip circuit with a lumped bandpass filter and a Schottky diode [75]. (a) 3-D 
view. (b) Top view with labeling of dimensions. (c) Bandpass filter. (d) Equivalent circuit of 
the Schottky diode. 
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(b) 
Figure 5.7  (a) Magnitude and (b) phase of S21 of the microstrip circuit with two lumped 
devices. Solid lines: FEM with AMI–SSP. Dashed lines: solution obtained from Agilent ADS. 
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(b) 
Figure 5.8  (a) Magnitude and (b) phase of S31 of the microstrip circuit with two lumped 
devices. Solid lines: FEM with AMI–SSP. Dashed lines: solution obtained from Agilent ADS. 
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5.5.2 Through-hole via with a variable connecting angle 
The second example is a through-hole via structure with a variable connecting angle θ 
between the input and output microstrip lines [68], as shown in Figure 5.9. The diameters 
of the via conductor and the clearance hole are 0.254 mm and 0.508 mm, respectively, 
and the line width is the same as the via diameter. The substrate has a thickness of 0.239 
mm and a dielectric constant of 4.3. Except for the ports, the computational domain is 
truncated by an absorbing boundary with a dimension of 2 2 2.678 mm.× ×  Because of 
the existence of the ground plane, the computational domain is naturally decomposed into 
two layers (subdomains). Four and six modes are used in the AMI for the two ports and 
the via-hole, respectively. The first-order SSP is applied to generate reduced-order 
models and accelerate the AMI computation in each layer. Figures 5.10 and 5.11 compare 
the AMI–SSP solutions with the results in [68] for the 0°  and 180° cases, respectively, 
over a bandwidth of 100 GHz. 
 Next, to demonstrate the accuracy of AMI–SSP itself, we use a coarser mesh and 
compare the AMI–SSP result with the direct solution (obtained by directly solving the 
entire structure frequency by frequency). Excellent agreement is observed in Figure 5.12. 
Table 5.1 compares the performance of AMI–SSP and direct calculation (180° case). For 
via-hole excitations, SSP converges with only three frequency samples, and their 
associated matrix solving and convergence test then cease according to Lines 13 and 14 
of the algorithm. The SSP process continues on the reduced-order model generation for  
                             
θ
 
                          
                                             (a)                                                                (b) 
Figure 5.9  A through-hole via. (a) 3-D view. (b) Top view and the definition of  θ. 
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Figure 5.10  S11 and S21 of the through-hole via structure with 0θ = ° . The solid and dashed 
lines are S11 and S21 obtained by the FEM with AMI–SSP, respectively. Also shown in this 
figure are the results obtained by the hybrid FDTD method [68] (rectangles and circles). 
0 10 20 30 40 50 60 70 80 90 100
−30
−25
−20
−15
−10
−5
0
Frequency (GHz)
|S1
1|,
 |S
21
| (d
B)
 
 
S11: FEM with AMI−SSP
S11: Hybrid FDTD, Hwang et al.
S21: FEM with AMI−SSP
S21: Hybrid FDTD, Hwang et al.
 
Figure 5.11  S11 and S21 of the through-hole via structure with 180θ = ° . The solid and dashed 
lines are S11 and S21 obtained by the FEM with AMI–SSP, respectively. Also shown in this 
figure are the results obtained by the hybrid FDTD method [68] (rectangles and circles). 
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port excitations because it has not converged yet. In the end, a total of five frequency 
samples are selected in both the upper and lower layers. A considerable reduction in the 
computation time and memory usage accomplished by AMI–SSP is demonstrated in 
Table 5.1. A more significant difference in the computation time is expected if the direct 
calculation is performed at more frequency points (rather than 11 in this example). 
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Figure 5.12  S-parameters obtained by AMI–SSP (solid and dashed lines) and by directly 
solving the matrix equation for the entire structure at each frequency point (rectangles and 
circles). 
Table 5.1 
COMPUTATIONAL PERFORMANCE OF AMI–SSP AS COMPARED TO 
THE DIRECT CALCULATION* 
Method Nsamp TFS (s) TCR (s) TROM+AMI (200 freqs.) Mem(LU)
AMI–SSP 5 753 15 12 s 505 MB 
Direct 11 2554    1292 MB 
 
* For AMI–SSP, Nsamp stands for the number of frequency samples solved for constructing reduced-
order models (ROMs). For the direct calculation, Nsamp stands for the number of solved frequency 
points. TFS: total time for LU factorizations and solving right-hand-side vectors at all of the frequency 
samples. TCR: time for checking residual errors. TROM+AMI: time for ROM generation and accelerated 
approximate modal interface computation at 200 frequency points. Mem(LU): memory occupied by L 
and U matrices. Total number of unknowns: 85 602. 
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5.5.3 Two pairs of differential vias in a three-layer PCB 
A differential via structure (Figure 5.13) is used as another example to validate our 
approach. In [71] a circuit topology has been proposed to model this structure. The 
associated circuit parameters are obtained by a 3-D capacitance extractor and an 
analytical formula (or a 2-D quasi-TEM solver) for the inductance. As shown in Figure 
5.13, there are two pairs of differential vias connected in the first layer by a pair of 50-
mm-long coupled striplines. The PCB has a dielectric constant of 4.0 and a loss tangent 
of 0.015. The conductor loss is neglected in our simulation. The input and output are 
located at the via pads on the top of the structure. 
Figures 5.14 and 5.15 compare the simulated (FEM with AMI–SSP) and measured S-
parameters [71, 72] (normalized to the differential impedance of the coupled striplines). 
We simulate this structure from 50 MHz to 20 GHz, but the comparison of S11 is only 
made up to 10 GHz because the measured data was extracted from [71, Fig. 9], which 
focused on the frequency range below 10 GHz and is much clearer than [71, Fig. 8]. As 
indicated in [71], the quality of measurements also declines at higher frequencies, 
 
 
                              
50 mm
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                                                                          (a) 
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0.46 mm  
                                                                          (b) 
Figure 5.13  (a) Top view of the differential via structure. The two pairs of vias are connected 
in the first layer of a lossy three-layer PCB. The track width and separation are 0.255 and 
0.265 mm, respectively. (b) Side view. 
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especially for the reflection measurement. In Figures 5.14 and 5.15 we can see that the 
full-wave result shows good agreement with the measured data. For frequencies above 10 
GHz, where the circuit model failed to accurately predict [71, 72], the full-wave result is 
much closer to the measured data in both the magnitude and locations of resonance peaks. 
The peaks of S21 around 11 GHz are also captured by the finite element analysis. 
To reduce the size of the computational domain, we simulate one-quarter of the entire 
structure by exploiting the geometric symmetry. We use three modes in the approximate 
modal interfaces for both the ports and the via-holes. Fewer modes are used in this 
example because a via-hole in a ground plane with a finite thickness is more similar to a 
coaxial line. Because of the diverse computation time and memory usage in different 
layers, we summarize the computational information of AMI–SSP in Table 5.2. The first 
layer consumes the most time and memory to solve because it not only has more 
unknowns (about 100000), but also requires more frequency samples to achieve the 
specified residue tolerance for the solution space projection algorithm. The AMI–SSP 
computation takes about 22 minutes, and the entire simulation takes about 23 minutes. 
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Figure 5.14  S11 of the differential vias connected in the first layer of a three-layer PCB. Solid 
line: FEM with AMI–SSP. Dashed line: measured result from [71]. 
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Figure 5.15  S21 of the differential vias connected in the first layer of a three-layer PCB. Solid 
line: FEM with AMI–SSP. Dashed line: measured result from [72]. 
Table 5.2 
COMPUTATIONAL PERFORMANCE STATISTICS OF AMI–SSP IN EACH LAYER* 
Layer Nsamp TFS (s) TCR (s) TROM (s) Mem(LU) 
1 6 886 31 12 1090 MB 
2 5 200 10 6.5 459 MB 
3 5 113 8.1 5.2 303 MB 
air 2 28 0.5 0.7 214 MB 
Accelerated approximate modal interface computation (400 freqs.): 10 s 
Total simulation time: 23 minutes 
 
* TROM: time for generating ROMs. Instead of placing an ABC directly on the apertures at the bottom of 
the structure, an air layer bounded by the ABC is attached to the bottom. Total number of unknowns: 
257 873. The maximum memory requirement of AMI–SSP is approximately Mem(LU). However, 
because the solver is implemented in MATLAB, when UMFPACK completes the factorization and 
returns its internal factors to MATLAB, new matrices are created in MATLAB’s data structure and thus 
the peak memory usage may double Mem(LU). 
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                                                                         (b) 
Figure 5.16  (a) Top view of the differential via structure with four ground vias [72]. The two 
pairs of vias are connected in the second layer of a lossy seven-layer PCB. The track width 
and separation are 0.150 and 0.460 mm, respectively. (b) Side view. 
5.5.4 Two pairs of differential vias in a seven-layer PCB 
In the third example an even larger differential via structure [72] as shown in Figure 5.16 
is considered. The two pairs of differential vias are connected in the second layer of the 
seven-layer PCB by a pair of coupled striplines. In addition, four ground vias are placed 
near the differential vias. The material of the board is the same as that in the previous 
example. The simulated and measured S11 and S21 (again normalized to the differential 
impedance of the coupled striplines) are shown in Figures 5.17 and 5.18, respectively, 
where very good agreement can be observed. The computational information of AMI–
SSP is summarized in Table 5.3. The second layer consumes the most time and memory 
for it has more unknowns (about 100000) and requires more frequency samples. The 
AMI–SSP process takes about 16.5 minutes, and the entire simulation takes about 19 
minutes. 
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Figure 5.17  S11 of the differential vias connected in the second layer of a seven-layer PCB. 
Solid line: FEM with AMI–SSP. Dashed line: measured result from [72]. 
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Figure 5.18  S21 of the differential vias connected in the second layer of a seven-layer PCB. 
Solid line: FEM with AMI–SSP. Dashed line: measured result from [72]. 
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Table 5.3 
COMPUTATIONAL PERFORMANCE STATISTICS OF AMI–SSP IN EACH LAYER* 
Layer Nsamp TFS (s) TCR (s) TROM (s) Mem(LU) 
1 2 105 1.5 1.6 559 MB 
2 4 430 14 8.2 894 MB 
3 2 101 1.5 2.0 548 MB 
4 2 104 1.5 2.0 555 MB 
5 2 101 1.5 2.1 548 MB 
6 2 26 0.9 1.2 188 MB 
7 2 51 1.2 1.6 331 MB 
air 2 31 0.5 0.7 238 MB 
Accelerated approximate modal interface computation (400 freqs.): 15 s  
Total simulation time: 19 minutes  
 
* Definition of each column has been given in the previous two tables. Total number of unknowns: 
516 840. 
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5.5.5 Inconsistent meshes and application of transmission-line models 
Next, we validate the modified formulation in Section 5.2 for inconsistent meshes at a 
domain interface as well as the transmission-line model in Section 5.3. Two cases are 
studied. 
A. Differential vias in a three-layer PCB 
The differential via structure in a three-layer PCB considered in Section 5.5.3 is used here 
to demonstrate the enhanced technique. Figure 5.19 displays the simulated S21 (solid line) 
with inconsistent meshes at the interfaces as compared to the measured result (dotted 
line). Good agreement is still observed. Also shown in Figure 5.19 is the result obtained 
by using different orders of basis functions in different layers (dashed line). Specifically 
speaking, we still use the first-order vector basis in the first layer, for there exists a much 
denser mesh for modeling the minute parts of the interconnection. On the other hand, the 
second-order vector basis is employed in the other layers (with a reduced mesh density). 
Better accuracy of this mixed-order simulation is observed. 
The original thickness of the ground planes is 0.03 mm. Now we replace the finite 
element mesh in each via-hole with the transmission-line model described in Section 5.3. 
It can be seen in Figure 5.20 that the dashed line (0.03-mm-long transmission-line model 
applied) completely coincides with the solid line (original solution). We further increase 
the thickness of the ground planes to 0.12 mm, and the dashed line (0.12-mm-long 
transmission-line model applied) and solid line (meshed via-holes) still coincide with 
each other. This validates the incorporation of the transmission-line model in the 
approximate modal interface method. 
B. Multiconductor via-holes 
Consider the two-layer PCB structure shown in Figure 5.21. The three coupled striplines 
start from the upper layer, go through the via-holes to the second layer, and then return to 
the first layer. In the absence of conductor loss, both the striplines and the via-hole 
structure support multiple TEM modes. Since the TEM modes have the same propagation 
constants (eigenvalues), an arbitrary linear combination of their eigenvectors is still an 
eigenvector. However, the combination coefficients for different TEM modes can vary 
over the frequency band, meaning that a certain TEM modal field at a certain frequency 
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Figure 5.19  Comparison of S21 of the differential via structure obtained from AMI–SSP with 
inconsistent meshes at domain interfaces and from the measurement [72]. 
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Figure 5.20  S21 of the differential via structure obtained with and without applying the 
transmission line model. 
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Figure 5.21  Three coupled striplines in a two-layer PCB. (a) Top view of one of the via-holes. 
(b) Side view. (c) Tracks only. 
can be different from that at another frequency. First, we simulate the structure without 
applying the AMI method. It is conjectured that the noisy solution in Figure 5.22 results 
from the changeful modal coefficients of the TEM modes of the coupled striplines. 
In order to obtain stable solutions, the most intuitive idea is to fix the combination 
coefficients among the TEM modes. This can be achieved through modal voltages, since 
for a multiconductor port the easiest way to describe a mode is to use its modal voltage 
vector, which contains the voltage of each conductor under this mode. Figure 5.23 shows 
the unstable modal voltage at Port 1, which demonstrate the problem of changeful modal 
fields. However, the TEM modal fields cannot be fixed without choosing an appropriate 
modal voltage vector as a reference for each mode. By carefully examining the problem, 
it is discovered that the changeful combination coefficients are not the fundamental cause 
of the noisy solution. The nodal (terminal) S-parameters displayed in Figure 5.22 are 
actually independent of modes. Referring to Section 2.4, no matter how we combine 
different TEM modes or change their relative orders, the nodal S-parameters  
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Figure 5.23  Initial modal voltage (the first mode) at Port 1. 
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Figure 5.22  Initial simulation result of the multiconductor via structure in a two-layer PCB. 
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Figure 5.24  Ratio between κ12 and κ11. Curve A: Before introducing inhomogeneity in the 
surrounding dielectric medium. Curve B: After introducing slight inhomogeneity. Curve C: 
Introducing slight inhomogeneity and fixing the modal voltages over the frequency band.  
should remain the same. The fundamental cause is that the modal orthogonality relation 
(2.22) does not strictly hold because of the arbitrary linear combination of different TEM 
modes. Therefore, the assumption made in the derivation of the port boundary condition 
is fundamentally violated. A simple approach to resolving this problem is to introduce 
slight inhomogeneity in the surrounding dielectric medium. Figure 5.24 compares the 
ratios between κ  as defined in (2.26). The subscripts correspond to m and n in (2.22). 
Curve A is the initial result obtained without introducing any inhomogeneity. The TEM 
modes are randomly mixed, and the modal orthogonality relation (2.22) does not hold. 
After a slight inhomogeneity is introduced, the magnitude of 12κ  as compared to 11κ  
significantly drops (Curve B) but still increases at lower frequencies. Therefore, 
introducing a slight inhomogeneity alone is not enough. We further use the modal voltage 
vectors at the high-frequency end as a reference and makes them constant throughout the 
entire frequency band to prevent any combination between different modes. This results 
in Curve C, which shows that 12κ  remains much smaller than 11κ  over the entire band of 
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Figure 5.25  S-parameters obtained after introducing slight inhomogeneity in the surrounding 
dielectric medium and fixing the modal voltages over the frequency band.  
interest. With this special treatment, the correct solution is obtained and displayed in 
Figure 5.25. 
The same problem exists at the multiconductor via-holes when the AMI method is 
applied and the modal fields at the via-holes are calculated. Again, slight inhomogeneity 
is introduced and the same numerical procedure is carried out to fix the modal voltage 
vectors. In addition, we also need to ensure that the upper and lower sides of a domain 
interface have the same modal fields sorted in the same order. To this end, the modal 
voltage vectors of the TEM modal fields on the upper side are used as a reference, and 
the modal voltage vectors on the lower side are then made equal to those on the upper 
side, so that the upper and lower sides have exactly the same modal fields sorted in the 
same order. Shown in Figure 5.26 is the noisy AMI solution obtained without the special 
treatment at the via-holes. Figures 5.27 and 5.28 compare the correct AMI–SSP solutions 
with the direct solutions, and very good agreement is observed. Because the accuracy of 
SSP has been verified with many examples already, the direct solutions in these figures 
are obtained by SSP rather than solving the problem frequency by frequency. In other 
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Figure 5.26  Initial AMI solution of the multiconductor via structure in a two-layer PCB. 
words, the direct solutions are obtained with the fast frequency sweep technique, but 
without applying the domain decomposition method. In this example, four modes at each 
via-hole are taken as a group for generating their associated reduced-order model. These 
figures compare the AMI solutions obtained with two (dashed-dotted lines) and three 
(dashed line) mode groups assigned to each of the via-holes. It is observed that the modal 
expansion with eight modes (two mode groups) at each via-hole is enough to yield 
acceptable accuracy over the entire bandwidth. 
Finally, the transmission-line model is applied to replace the meshes in each via-hole. 
Excellent agreement in both the magnitude and the phase of S-parameters is observed in 
Figure 5.29. 
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(b) 
Figure 5.27  (a) Magnitude and (b) phase of S41, S51, and S61 of the multiconductor via 
structure obtained by AMI–SSP after applying the special treatment at each via-hole. 
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Figure 5.28  (a) Magnitude and (b) phase of S11, S21, and S31 of the multiconductor via 
structure obtained by AMI–SSP after applying the special treatment at each via-hole. 
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(b) 
Figure 5.29  (a) Magnitude and (b) phase of S11 and S41 of the multiconductor via structure 
obtained with and without applying the transmission line model for via-holes. 
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Figure 5.30  Top view of the CPW transition structure divided into three subdomains. The 
domain interfaces are displayed as the dashed lines. The arrows indicate the lumped 
excitations. Left substrate: silicon. Right substrate: alumina. 
5.5.6 CPW transition 
The CPW transition structure considered here is exactly the same as that presented in 
Section 2.7.7. The objective of this example is to validate the AMI formulation with 
lumped excitations. Furthermore, the lossy conducting strips are modeled with the Type 
C surface impedance model, and the bonding wires are modeled with lumped impedance 
elements for demonstrating the versatility of the solver. 
The structure is divided into three subdomains as illustrated in Figure 5.30. The entire 
computational domain is bounded by an absorbing boundary condition as in Section 2.7.7. 
The distances from the right and left domain interfaces to the substrate discontinuity are 
1.1 mm and 1.1875 mm, respectively. Because of the high-order modes excited by the 
lumped sources and the proximity of the domain interfaces to the discontinuities, the first 
few modes of the CPWs are not enough for an accurate modal expansion. Nine modes are 
used on each domain interface, and thus the dimension of the global interface system is 
18. Figure 5.31 shows the simulation results. Good agreement is observed between the 
direct and the domain decomposition solutions. 
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Figure 5.31  (a) S11 and (b) S21 of the wire-bond CPW transition structure obtained by AMI–
SSP (solid lines) and directly solving the entire structure (circles). 
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The total number of elements is increased slightly over that in Section 2.7.7. The 
finite element discretization with the first-order vector basis in all the three subdomains 
results in a total of 63014 unknowns. The second-order SSP takes 292 s to generate 
reduced-order models in all the three subdomains, and in each subdomain three frequency 
samples are selected. With these reduced-order models, the accelerated AMI computation 
takes only 33 s for a fast frequency sweep over 500 frequency points. 
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CHAPTER 6 
 
CONCLUSIONS AND 
FUTURE WORK 
 
 
 
 
In this research, several finite element field solvers incorporating advanced techniques for 
high-frequency/high-speed circuit simulations have been established. The research work 
began with the implementation of a 2-D finite element code with high-order nodal and 
vector basis functions for transmission line analysis. New techniques and improvements 
to the present techniques were then developed and integrated into the transmission line 
simulators. Afterward, a 3-D finite element solver was designed and implemented with 
the high-order vector elements. Modeling methods and simulation algorithms were 
studied and developed with a focus on the full-wave circuit simulation. The 3-D solver 
not only possesses a rich functionality in circuit simulation but also includes several 
performance-enhancing techniques for more efficient and robust simulations. The 
contribution of this research work and the conclusion for each topic in the previous 
chapters are summarized as follows. 
 
6.1 2-D Transmission Line Analysis 
Detailed and systematic formulations for the quasi-TEM and full-wave multiconductor 
transmission line analyses and their associated parameter extraction have been given in 
Chapter 3. Material loss and anisotropism have been considered in both analyses. In 
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addition, this part also includes the following topics. 
A. Reduced-order analysis 
The performance of two existing model order reduction methods has been improved. An 
adaptive scheme to the model order reduction method for the full-wave modal analysis is 
designed and implemented, so that frequency samples can be automatically determined to 
construct a reduced-order model and the solution accuracy over the frequency band is 
ensured. We also enhanced the model order reduction method for the quasi-TEM analysis 
by including high-order moments in the construction of a reduced-order model, so that 
the number of frequency samples can be reduced. In addition, a simple estimation for the 
lower bound of frequency samples is provided. 
B. Combined Analysis 
A combined quasi-TEM/full-wave technique has been developed to form a complete 
whole-band transmission line simulation method. It has been demonstrated through 
numerous examples that the adopted quasi-TEM analysis can provide accurate solutions 
up to very high frequencies, especially when conductors are embedded in a homogeneous 
medium. In the inhomogeneous case, the quasi-TEM solver estimates its solution 
accuracy and automatically switches to the full-wave solver depending on a user-
specified tolerance. The full-wave solver then solves the problem up to the high-
frequency end. Thus the respective advantages of the quasi-TEM and full-wave analyses 
have been fully exploited. The switch frequency is determined by solving the scalar 
Helmholtz equation (3.34) for frequency-dependent capacitances. At DC, (3.34) actually 
reduces to Laplace’s equation. By comparing the frequency-dependent capacitances with 
their static values at DC, a switch frequency is determined. This process takes negligible 
time because it is not necessary to directly solve (3.34) frequency by frequency and check 
the deviation of the capacitances from their static values. With the model order reduction 
technique, (3.34) only needs to be solved at several frequency samples to construct 
reduced-order models for a frequency sweep. In fact, in all of the examples on the 
inhomogeneous dielectric case, it is found that solving (3.34) at DC and the high-
frequency end is enough to generate accurate reduced-order models for determining the 
switch frequency. 
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C. Frequency-dependent materials 
Materials with frequency-dependent complex permittivities have also been considered in 
the transmission line analysis. The proposed approach for including such materials in a 
fast reduced-order analysis is very flexible with the source of material data. If measured 
complex permittivities are used, the data are first fitted with the Hermite cubic 
interpolation, which prevents the possible overshooting problem of a spline interpolation. 
The data points in the fitted curves are directly used in a reduced-order electrostatic 
analysis. If material models are used, the approach applies regardless of their forms or 
orders. A Debye model of FR-4 substrate is used in an example for demonstrating the 
technique. The model has a total of nine poles, one of which results from the volume 
conductivity of the material and is located at DC.  
 
6.2 3-D Full-Wave Circuit Analysis 
The conclusions for the studies on the 3-D full-wave circuit analysis are summarized 
respectively in the aspects of performance and functionality. 
 
6.2.1 Aspect of performance 
In the aspect of performance, an adaptive multipoint model order reduction method has 
been developed for a fast broadband simulation. A domain decomposition method, 
named the approximate modal interface, has been proposed for an efficient full-wave 
analysis of multilayer PCBs. The method has been further combined with the solution 
space projection to yield a more significant improvement to the computational efficiency. 
In addition, the low-frequency robustness of the full-wave solver has been enhanced by 
the tree-cotree splitting technique. 
A. Solution space projection 
The solution space projection method adaptively selects frequency samples to construct 
reduced-order finite element models and guarantees accuracy throughout the band of 
interest. The method can easily handle arbitrary frequency-dependent components such 
as the port boundary condition, impedance boundary condition with various kinds of 
surface impedance models, and lumped networks and circuit models. The method also 
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supports a low-order moment matching at each frequency sample for enhancing 
convergence. For the purpose of the low-order moment matching, the first-order 
derivatives of certain frequency-dependent components are obtained by a central 
difference. There is no need to fit various kinds of frequency-dependent components into 
high-order polynomials or rational functions. 
B. Tree-cotree splitting 
The tree-cotree splitting has been shown to improve matrix conditioning and make a 
preconditioning more effective. As a result, a finite element matrix equation can be 
solved at much lower frequencies. The problem of deteriorated matrix conditioning at 
high frequencies when the tree-cotree splitting is applied has been solved with a diagonal 
scaling, which keeps the system matrix symmetric and is independent of the complicated 
frequency dependence of the system.  In addition, an expansion of available solution 
bases has been proposed to further extend full-wave solutions down to even lower 
frequencies. 
It has also been detailed in Chapter 4 that when a wave port is used for excitation, a 
constraint must be imposed in finding a spanning tree to ensure a correct tree-cotree 
splitting for both the entire tetrahedral mesh and the triangular mesh on a port plane. The 
constraint prevents any internal node from being connected to free nodes on a port plane. 
Besides, a discretized model with a dimension of 3 3×  has been derived for lumped 
circuit elements with an arbitrary frequency-dependent impedance. 
C. Approximate modal interface–solution space projection 
A mutually beneficial domain decomposition–model order reduction method, named 
approximate modal interface–solution space projection, has been developed in this 
research for an efficient full-wave finite element analysis of interconnections in multi-
layer circuit boards. With the approximate modal interface method, the mesh of each 
layer can be generated and refined independently without the need of consistent meshes 
at domain interfaces. The system matrix of each layer is constructed and factorized 
independently, which is substantially more efficient than directly solving the entire 
structure. When the computation in a layer is completed, the associated system matrices 
and LU factors are not used again and can all be deleted from the memory. 
The solution space projection method has been applied to accelerate the approximate 
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modal interface computation in each layer in a broadband sense. In the algorithm, each 
via hole has two reduced-order models associated with two different layers, whereas all 
the ports in a layer share a common reduced-order model. Furthermore, when a large 
number of modes is necessary for expanding the field at an aperture, those modes can be 
divided into several groups, and a reduced-order model is generated for each of the mode 
groups. This saves time in orthonormalizing the solution vectors, which is carried out 
both when checking the residual error in the adaptive frequency selection and when 
generating reduced-order models at the final stage of SSP. 
The formulations of the approximate modal interface method for both the wave port 
and lumped port excitations have been given in Chapter 5. Besides, a transmission-line 
model has been derived to replace the mesh at each via-hole to facilitate the creation of a 
simulation model and the mesh generation. It has been validated that the transmission-
line model also works for multiconductor via-holes. 
 
6.2.2 Aspect of functionality 
In addition to the methods for improving the computational performance, many modeling 
techniques have been studied and implemented to enhance the modeling capability of the 
3-D full-wave circuit solver. 
A. Wave port and lumped port 
In Chapter 2, the eigenfunction expansion technique and the modal orthogonality relation 
have been used to derive a general port boundary condition for inhomogeneous 
transmission-line or waveguide ports. The resulting wave port offers an accurate 
truncation of a computational domain and modal field excitations. The formulation has 
been validated through numerous examples including planar microwave circuits, 
waveguide structures, and multilayer PCBs with via-holes as coaxial ports. The lumped 
port (line current source) has also been studied and implemented as an alternative to the 
wave port. Various excitation mechanisms can be employed when a deembedding 
procedure is carried out to extract desired circuit parameters. The lumped port and its 
related techniques have been validated in many examples with wave port solutions or 
analytical solutions as a reference. 
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B. Field-circuit simulation 
Lumped circuit elements or multiport networks can all be included in the full-wave finite 
element analysis. Their associated discretized models in the E-field formulation have 
been derived for high-order tetrahedral elements up to the fourth order. The coupled 
simulation can be carried out by stamping the discretized model of each discrete lumped 
element or the admittance matrix of a lumped device to a finite element system. They can 
also be easily included in a fast reduced-order analysis with the high-order SSP. 
C. Lossy thin wire modeling 
One section in Chapter 2 has been devoted to the thin wire modeling. An infinitely thin 
lumped wire intrinsically has an effective radius, which must be adjusted to the true 
radius of the physical wire for an accurate modeling. Through numerical experiments we 
have determined the ratios between the mesh size and the effective radius to be 6.1 and 
8.0 from the capacitance and inductance points of view, respectively. With the different 
effective radii, we obtained different correction factors for modifying the permittivity and 
permeability of the medium surrounding a lumped wire. The examples in Chapter 2 have 
shown that our correction factors yield accurate solutions from low to high frequencies 
where the distributed effect has emerged. The conductor loss has also been included in 
the thin wire modeling. The broadband frequency-dependent p.u.l. internal impedance of 
a wire cross-section is calculated with a fast 2-D FEM analysis and assigned to an 
element edge (after being multiplied by the edge length), which we call a lumped 
impedance element. It can be treated like other frequency-dependent lumped circuit 
elements and included in a reduced-order analysis with the high-order SSP. The examples 
in Chapter 2 have demonstrated its accuracy in modeling lossy thin wires. It has also been 
shown in Chapter 4 that the DC wire resistance obtained from lumped impedance 
elements is even more accurate than that from a physical lossy round wire modeled with 
the impedance boundary condition, because the former does not involve a polygonal 
approximation for the conductor surface. 
D. Conversion between modal and nodal parameters 
The conversion between modal and nodal parameters is an important function for a full-
wave circuit simulator using modal excitations. On a multiconductor port, it is 
inconvenient and inaccurate to define a small region of modal excitation for each of 
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closely coupled feed lines. A rigorous way is to calculate the modal scattering matrix by 
exciting each multiconductor port with a number of modal waves equal to the number of 
signal conductors. The modal scattering matrix can then be converted to a (nodal) 
impedance (admittance) matrix and a nodal scattering matrix referenced to either the 
actual coupled line characteristic impedance matrix or a certain uncoupled impedance. A 
systematic formulation for the parameter conversion has been provided in Section 2.4. It 
has also been shown that in the case of two symmetric coupled lines, the similarity 
transformation method proposed in the literature is equivalent to our approach. 
E. Impedance boundary 
Various kinds of surface impedance models have been implemented for enhancing the 
modeling capability, namely the high-frequency surface impedance model (2.12) for 
well-developed skin effect, the surface impedance for a thin conducting strip (2.14) and 
its modified version (3.48) proposed in this dissertation, as well as the numerically 
obtained surface impedance model introduced in [4]. The last one has been applied in 
several numerical examples when the conductor loss has a significant effect, because it is 
the most accurate from high-frequencies down to DC, as has been demonstrated in 
Sections 3.5 and 4.6.2. All of these frequency-dependent surface impedance models have 
been included in the SSP formulation for a fast frequency sweep. 
 
6.3 Future Work 
Based on the simulation techniques presented in this dissertation, possible relevant future 
work is enumerated below. 
A. Transmission line analysis including semiconductor materials 
In the quasi-TEM analysis, a semiconductor material may have to be treated as a regular 
signal conductor or a lossy dielectric at different frequencies, depending on the relative 
magnitudes of σ  and ωε . Related technical details in the transition between the two 
modeling schemes, the transmission line parameter extraction, and the model order 
reduction may worth a future study. In the full-wave analysis, the modeling of 
semiconductor materials may be more straightforward. A semiconductor may be treated 
in the same way as a conductor with a certain conductivity at all frequencies. Besides, the 
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conductivity of a semiconductor may coexist with a dielectric loss tangent. The modeling 
capability for such material may be added to the full-wave transmission simulator in the 
future. 
B. Radius correction for higher-order elements 
In the thin wire modeling, the ratio between the mesh size and the effective radius of a 
lumped wire has been determined for the first-order tetrahedral vector element. The 
numerical experiments described in Chapter 2 can be conducted to determine the ratios 
for higher-order elements. Because of the better interpolation accuracy of higher-order 
elements, the ratios are expected to be much larger than that for the first-order element. 
C. Preselection of modal fields for AMI 
It is observed from numerical experiments of AMI that as we increase the number of 
modes one by one in the modal expansion, the solution error (with respect to direct 
solutions) decreases in a staircase fashion. This implies that there exist some modes that 
are important components of the aperture field. Higher-order modes can also be 
important modes. When an important mode is included in the modal expansion, the 
solution error significantly drops. For a non-transition aperture, even the first mode is not 
necessarily more important than a higher-order mode and can be of little help in reducing 
solution error. Therefore, it may be worthwhile to develop a method to pick out those 
important modes in advance so that we can include only those modes in the modal 
expansion. This may further improve the efficiency of the method and the generation of 
reduced-order models. 
D. Large-scale circuit simulation 
The proposed AMI method has proved to significantly enhance computational efficiency 
for multilayer circuit simulations. Even if the number of layers is increased to a few tens 
or a few hundreds, each layer is still solved independently and the maximum memory 
usage is determined by the layer with most unknowns. However, a bottleneck is expected 
to exist in top and bottom layers of a circuit board if those layers are unbounded 
structures and the computational domain includes the air above and below the board. In 
this case, many more unknowns will exist in these two layers, and novel approaches need 
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to be developed to handle these layers more efficiently so that we can solve even larger 
circuit problems. 
E. Extension to 3-D chip-level analysis 
In Chapters 2 and 4, we have analyzed several chip-level interconnect structures. The 
problems studied were mainly transmission line structures. In other words, there is no 
variation along the axial direction. One possible future research topic is to extend the 
approaches described in the dissertation to analyze large-scale full 3-D chip-level 
interconnections. 
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