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F! This is the second progress report submitted by BITS. The NASA
(^ lechrical Officer for this Cooperative Agreement is S.G. Hart, Ames
F Research Center, Man-Vehicle Systems Research Division.
The work accomplished during this first year of the Cooperative
Agreement can be grouped into three categories. First, and most important,
are theoretical advances aimed at integrating the concepts of attention and
workload. Second, are empirical studies performed at Ames Research Center.
Third, are systems and operational software being written in West L&.`ayette
for the Cromemco 68000 microcomputer to allow data collection and analysis.
Theoretical Accomplishments
The jewel in the crown for this year (and next year as well) was
Cacceptance by The Journal of Mathematical Psychology of a lengthy review
^- article written by BITS's Principal Research Wizard. This article, entitled
l ^ "Stages and channels in human information processing: A limited review,"
{ —` cusses the theoretical assumptions used by researchers in the area of
}ention,	 with particular emphasis
	 upon errors and inconsistent
as s umptions used by some researchers. It is based upon the original grant
w-zoposal submitted to NASA (see	 Appendix	 for manuscript
	 as accepted	 by
imp). The	 article is currently	 eing revised, with
	 articular emphasis,Y	 P	 P
F-Al
"pon the use cf z-score transformations and their
	 theoretical implication
..or
	 POC functions
	
in timesharing	 tasks; the
	 revised	 article
	 will	 be
f
^-nen-.ed in next year's annual	 progress report since the requisite computer
(^
..^..at,.ons	 to	 generate POC	 functions	 with	 given	 performance - resourc.
1	 4
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functions will take another 3-4 months of effort.
l^
1.11
^i L
Five experiments conducted at Ames Research Center were completed
-cud/or presented this year: two GAT experiments conducted by Michael
Bortolussi and two laboratory studies and one field experiment conducted by
Jan Hauser.
Experiments conducted by Michael Bortolussi
The first GAT experiment using an asynchronous secondary reaction-time
task was presented at the Annual Meeting of the Human Factors Society,
Norfolk, 1983 and a complete written description is contained in the
proceedings of that meeting (see Appendix). Thi3 experiment was important
because it demonstrated quite successfully that pilot workload could be
measured in a flight simulator with an appropriate secondary task that was
derived from a theoretical model of attention and timesharing.
The second GAT experiment on building levels of workload (BLOW) built
or this foundation and was equally successful. (Since the PI only claims a
50% hit rate on experiments, this implies that the next two experiments
won't work.) Again the asynchronous secondary task was able to
discriminate the different levels of workload associated with three
hierarchical levels of flight tasks: baseline tasks (e.g., fly at constant
speed), paired tasks (e.g., fly at constant speed and heading), and complex
" sks (e.g.., fly at constant speed, heading, and altitude). In this
r
C
Pi
experiment certain degrees of freedom of the GAT were frozen for the lower
'iercI,.ical tasks to obtain	 better workload estimates of performance
sncor_'-a7inated by "automatic" corrections of an irrelevant task component
'e.g., correcting heading when pilots were instructed to fly at constant
geed an-, to ignore other aspects of flight) . A complete description of
this experiment is contained in the Appendix. It is anticipated that this
experiment will be combined with another asynchronous secondary task
experiment currently in progress using the GAT and that a single write-up
of both experiments will be submitted for journal. publication. Furthermore,
the Principal Investigator has agreed to write a chapter en;.itled "Mental
workload" in which this research is prominently featured (see publication
i st following) .
Experiments conducted by Jan Hauser
The results of an experiment conducted earlier in the year were
presented at the Annual Conference on Manual Control, Cambridge, 1983. The 	 p
t^
experiment examined the importance of the effect of feedback on the
subjective assessment of workload and performance. Strong associations
	 t
were found between actual and perceived performance, and perceived workload
anc -performance.
	 It was concluded that the nature of the task, pursuit
tracking, was in part responsible for these associations, as constant
	 I
i
feedback was inherent to the task.
i
second experiment was then conducted to further examine the effect of
feedback on the perception of performance and workload. Two tasks, the
Sternberg memory task and a target acquisition task modelled on the F'_tt
k	 f
I ii	 BITS
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,aw paradign, were employed. Feedback and difficulty were manipulates' on
both tasks. Resin}s of this experiment were presented at the Annual Meeting
r.. the Human Factors Society, Norfolk, 1983. Although the associations
found between actual and perceived performance, and perceived workload and
performance, were weaker than those reported for the previous pursuit.
tracking experiment, the effect of feedback produced marked differences in
these associations for the two tasks. This finding supports the notion that
the effec t_ of feedback on subjective assesments is to some extent dependent
on the type of task. The results of this experiment will be incorporated in
a NASA technical report, currently in preparation, that will include results
of a number of experiments examining the same two tasks.
A third experiment was conducted to examine the usefulness of
subjective rating scales during actual flight missions. This experiment
was conducted over a period of several months in the NASA C-141 airborne
observatory. Data was collected for a total of 11 missions, each mission was
approximately seven and a half hours in length. The flight crew were asked
=c make subjective ratings of Stress, Mental/Sensory Effort, Time Pressure,
Fatigue, Performance, and Workload, for each of seven flight segments. _`hey
also estimated the percent of workload experienced for type of activity,
rlying the aircraft and Managing the Systems, Navigation, Communication,
and Changa in Procedures for each segment.
	 In addition, a physiological
measure of
 heart rate was recorded on each mission for each crew member
:.' f t
a
Although dzta was collected for all three crew members, the subject pool
fnr the position of flight engineer was very limited, thus analyses will be
largely directed towards comparisons of the left and right seats. Data
k7- , . •,aes are still incomplete, but results indicate that for both left and
i
F,
i E
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right seat position, the subjective assessment of stress rather than
workload, is associated with heart rate. No differences have been found
for ratings of workload across the two seats, but large differences were
found for the type of activity. A final report on this experiment will be
presented at the Annual Meeting on Manual Control, 1984.
$Qf tware Accomplishments
Progress in this area has been slow but unsteady. Since the Cromemco
68000 microcomputer is quite inexpensive, it lacks a real-time operating
system. Therefore, its Cromix :system must be defeated before experiments
can be conducted. (Cromix is designed to keep multiple users from
clobbering eaQh other.) This is an especially difficult problem because
68000 Cromix is actually a hybrit9 operating s1rstem with over 80% of its 	 t'
code using the resident Z80 co-processor chip. (The Cromemco 68000 CPU
board, called the dual-processing unit or DPU contains both Z80 and 68000
processors to enable users to keep old Z80 software running while updating
to 68000 code.) In particular, the interrupt handling routines of the 68000	 j
simply hand off to the Z80. This could be handled but there is no easy way
1
of discovering at the time an interrupt is encountered which processor, Z80
or 68000, is then in control. (Both processors never work simultaneously.)
Our temporary solution has been to disable the interrupt mechanism and to
use device polling techniques instead. Since BITS has funds for only
a
part-time programming, our progress has been slow although the purchase of
I
a hard disk for the Cromemco has accelerated progress. A program in the C
language (see Appendix for listing) has been completed and will be ready for
total (Sestalt)	 testing by February. Allowing a generous amount of time
BITS
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for	 full debugging	 still	 permits	 data	 collection	 to	 start	 before
summer.
l
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Channels and Stages in Human Information Processimg:
A Limited Review
This article reviews the status of the theoretical construct of capacity.
Four basic questions are discussed: (1) What is capacity? (2) How is capacity
measured? (3) Is capacity limited? (4) If so, where is it limited? It is
claimed that empirical answers to these ques •6;ons have been unsatisfactory clue
to theoretical and methodological issues that need be resolved. Data are pre-
sented to illustrate such difficulties. It is concluded that the construct of
capacity has become more,and more vacuous and that caution is required whenever
capacity is invok0 to`explain behavior.
To appear in Journal of Mathematical Psychology
(currently being revised)
i
1
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Channels and Stages in Human Information Processing:
A Limited Review
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Current models of attention and information processing that invoke channels
and stages as key constructs share two closely related, but, nevertheless,
logically distinct, concepts. The first is the assumption that human behavior
can be best understood in terms of a hypothetical informational flow inside the
organism (e.g., Broadbent, 1971, p. 7); this flow cannot be directly observed
but clever manipulation of experimental conditions allows us to make reasonable
inferences about this postulated flow. The second assumption is that a diagram
of this internal flow is not by itself sufficient to explain behavior, that is,
a second concept, that of capacity, must also be included. Some portions of
the information flow proceed satisfactorily without the allocation of capacity
but other portions suffer when the requisite amount of capacity cannot be sup-
plied. While the flow of information within the organism and the allocation of
flow of capacity within the organism may be highly correlated, they are seldom
identical.
This paper is primarily concerned with the capacity construct, although
as shall be seen, this cannot be discussed without also remarking upon the flow
of information. The basic issue is simply to what extent does the use of the
capacity construct increase our ability to explain behavior. Alas, there is no
direct answer to this question and attempts to evaluate the utility of capacity
necessarily raise additional questions.
In this paper attempts to understand and/or explain the basic theoretical
nature of the concept or construct of capacity lead to four basic questions:
'This research was supported by Cooperative Agreement NCC 2-228 from The
National Aeronautics and Space Administration, Ames Research Center.
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1. What is capacity?
2. Now is capacity measured?
3. Is capacity limited?
4. If so where is it limited?
The reader may feel that these questions are rather straightforward requiring
only a few empirical results for clarification. A major purpose of the present
paper is to deny this simplistic solution. Instead it is claimed that any
resolution of empirical differences in this area will first depend upon clari-
fication and resolution of theoretical issues not amenable to direct Empirical
test. This point will be made salient by reference to existing articles that
reach apparently conflicting conclusions about capacity and by some new experi-
mental results that highlight the source of this difficulty.
Capacity: What-Is It?
For a clearer understanding of the psychological meaning of capacity we
must start with the seminal work of Broadbent (1958; 1971) who was largely
responsible for making psychologists aware of the general issue of capacity as
expressed in his limited-capacity channel model of performance. In reviewing
the earlier formulation Broadbent (1971) states that
".	 it was to some extent meaningful to ,egard the whole nervous
system as a single channel, having a limit to the rate at which it
can transmit information; such a limit is usua,,y termed a limit to
$ capacity' (page 0."
This definition is precise specifying the system in question (the whole nervous
system) and that the limitation is one of information transmission rate, i.e.,
bits/time. Broadbent also had the grace and foresight to bracket the tern
capacity with quotation marks, indicating his concern for an overly literal
interpretation of the concept. It is clear that for Broadbent (1958; 1971) the
i
i
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concept of capacity has meaning only insofar as it relates to information
theory and the communication model of Shannon (1948). While the term capacity
has been otherwise used (e.g., Garner, 1962) to indicate a limit in the amount
of information transmitted in perceptual discrimination, such usage neglects
the temporal or rate-dependant aspects of a communication channel and is
eschewed here.
Later workers found the quantitative concepts of information theory less
	
`	 useful (Garner-, 1974) or even useless for psychologists (Neisser, 1967). While
a 'small vanguard still maintains that information theory is indeed usefulC
(Kantowitz, 1975; Moray & Fitter, 1974), most psychologists have been disap-
pointed with the utility of information theory (e.g., Resch, 1974). This re-
Section of information theory has quite interesting implication:,,	the capacity
	
E	 Thi s	 nc t was retained ind amp l ified  	 ;6^	 i :	 i nal in-concept. co cept	 eves: 4 ough t ^ y
.Y formation-theoretic base was cast aside. But in this process capacity became
more ambiguous and amorphous. Broadbent was able to define capacity quite pre-
cisely but later worker- were not since they had rejected the information theory
framework which first spawned the concept in a concrete manner. Thus later
workers tKahneman, 1973; Norman & Bobrow, 1975) had to rely upon some implicit
meaning or pretheoretical assumption retained from information theo'.y.
Norman ind Bobrow (1975) offered an extensive discussion based upon a
Cdichotomous classification of process limit,- ,.-ions into data-limited and resource-
	
s	 limited processes. The important concepts of a performance-response function
and a dual-task operating characteristic will be discussed later. Now we focus
upon their definition of a resource--their 	 for capacity.
"Resources are such things as processing effort, the various fo!7ns
of memory capacity, and communication channels (p. 45)."
While this definition lacks the precision of the Broadbent example, it exemplifies
l
u
i
01
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current usage because many operational definitions could be linked to it;
indeed the following section discusses operational definitions of capacity in
detail. It is clear that the concept of capacity exists on a higher theoretical
r
level than that of operational definition. The definition above offers three
major concepts--processing effort, memory capacity, communication channels--each
of which can be operationally defined in several ways. Yet the definition above
implies that a resource is more than any one of this large number of possible
operational definitions.
t	 =
Townsend ( 1974) deserves credit for explicitly noting that semantic conno-
tations of the term capacity were often misleading. Any answer to the question 	 -__ ¢
posed in the heading of this section necessarily implies some particular system
as a locus for capacity. Metanomy is a term meaning the substitution of the
container for what is contained as in the sentence "The pot is boiling." Here
we are faced with a psychological reverse metonony with the contents, --capacity
V
--being substituted for the system containiig the capacity. Most authors have V_ t_1
tacitly assumed that the system is the entire organism. Townsend (1974, Table 1)
has shown this to be a gross oversimplification since any specification of capa-
city is meaningless without a concommitant specification of other system pro-
perties. The third major section that considers the question "Is capacity
limited?" will return to tH s issue.
Kahnerr^an (1973) has provided an important book entirely devoted to the
topics attention and effort. Yet it is difficult to find an explicit definition
of capacity, although the term appears on virtually every page. The index
	 e
directs us to attention, effort and spare capacity. It is hoped 2 that the follow-
ing excerpt conveys the sense of what Kahneman means by these terms:
"These observations suggest that the completion of a mental activity
requires two types of input to the corresponding structure: an information
_	 -	 _ _—_._._.^	
^^. r ^.^w► ^. r w+.rf ._^._ _±r 1- ..1 ^ _ ^.i__—s-`sue,,:_ 	 ^_a _.^_.
rill,
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Input specific to that structure, and a non-specific input, which may be
variously labeled 'effort,' 'capacity,` or 'attention.' To explain man's
limited ability to carry out multiple activities at the same times a
capacity theory assumes that the total amount of attention which can be
deployed at any time is limited (page 9)." 	 _	 -
While this definition does contain one precise clue, that capacity is non-
specific, a naive reader unversed in the lore of psychology and unacquainted
Ell. with the hydraulic analogy, which likens the flow of capacity to the flow of
F	 some fluid (gasoline has been suggested due to its energizing properties),
would be hard put to understand exactly what capacity is from this definition.
Many other imprecise definitions similar to the two cited above can be
found in the literature. These two have been singled out because of the im-
portance of the works t5at contain them and are examples of the best current
efforts at defining capacity. They clearly reveal some tacit pretheoretical
assumptions accepted by most psychologists working with the concept of capacity.
Without th;:e pretheoretical assumptions no one could understand these defini-
tions.
These ambiguities are amplified when the hydraulic analogy is applied to
psychological systems which are often less clearly specified than are water
systems. Removing the information-theoretic base of the analogy stretches its
credibility even more, so that heavy emphasis need be placed upon operational
definitions of psychological capacity. If these definitions provide converging
operations, capacity may still prove an extremely useful concept in psychology.
So we now consider the problems encountered in measuring capacity.
Capacity: How is it Measured?
Most psychologists accept the dictum that anything that exists exists in
some quantity and this quantity can be measured. If capacity is more than a
diaphanous analogy, amounts of capacity must be precisely measured. Psycholo-
gists have relied upon two measurement techniques to establish capacity re-
quirements of different tasks. In single-stimulation paradigms the human must
Al
i
- -
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Fit perform one task that has several levels of difficulties. - Changes in capa-
city demands are inferred either - indirectly from changes in the time needed
to perform the task or directly from changes in workfing rate (Broadbent, 1965)
F In double-stimulation paradigms human, must perform two-separate tasks simul-
taneously. Changes -in capacity demands are inferred from observing decrements
in secondary task or both secondary and primary task performance.
Sin le-Response-Measures of Capacity
The most common measure of capacity has been lag (Broadbent, 1965) or
- reaction time. This is the time- between the insertion of a signal into a system
such as the hen and`its-eventual emergence from the system in the form of a
response. The key assumption is that tasks requiring greai:er capacity will
F--'	 traverse the system more slowly than tasks requiring lesser capacity. It is4v
now well known that reaction rime is a linear function of the information present
in a set of alternatives (Hick, 1952; Hyman, 1955; Briggs, 19741. The recipro-
cal of the slope of this function has often been interpreted as measuring the
channel capacity of the human (Welford, 1960). Broadbent (1971" has noted that
this is not a satisfactory measure of channel capacity since restrictions upon
input or output ends, such as altering S-R compatibility, affect the slope.
Indeed with highly practiced subjects and extremely compatible S-R relation-
ships the slope approaches zero implying that capacity approaches infinity.
Thomas (1974) has noted that slope measures of capacity derived from speed-
accuracy operating characteristics may be valid provided certain restrictions
are met; this offers theoretical advantages larking when the Hick's law slope
is used to index capacity. Since a speed-accuracy operating characteristic
relates two dependent variables, this procedure is quite different from using
the slope of a Hick's law function.
It is not too astonishing that an indirect measure such as lag is inade-
quate as an index of capacity. However, a more direct measure, working rate
M.1
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(information/time) appears to be limited not by rate of information but rather
by rate of respondirg (Broadbent, 1971). These factors led Broadbent(1971)
to the following conclusion:
"All these points make somewhat doubtful of the value-of the original
analogy with the speed at which messages could be-perfectly encoded
in our limited system (page 282)."
Such warnings, however, have not yet done much to dampen enthusiasm for
jj
	
	
the practice of inferring capacity from measures of reaction time. For exam-
ple, Treisman, Squire and Green (1974) have interpreted earlier RT data (Treis-
man & Fearnley,-1971) to suggest that perceptual processing capacity is limited.
(The meaning of a limited capacity system will be deferred until the following
maJor section; the present example is cited only to demonstrate that RT is still
used as a measure of capacity.) Treisman and Fearnley recorded RT in a digit
classification task involving either one or two target items. Reaction time
to pairs was slower than to single items and this increase in lag was taken by
Treisman et al (1974) as supporting a limit on capacity. A similar position was
taken by Ninio and Kahneman (1974) who measured RT in dichotic listening when
only a single response was required on each trial, Increased lag in a divided-
attention condition was attributed to the greater capacity demands of divided-
versus focused attention. Since change in RT does not always imply an impact
on capacity, this interpretation, while not necessarily incorrect, should be
accEpted only with great caution. Ideally, lag should not be used as an index
of capacity without strong converging observations.
While the two examples of lag given above are similar to those discussed by
Broadbent, a much more sophisticated use of RT measures of capacity is illus-
trated in the work of Townsend (1974). The crucial distinction between Town-
send's wmv-'K and that described above lies in the detailed a priori -specification
t.
, I	 i
of system architecture that precedes Townsend's inferences about capacity.
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Instead of dealing with the capacity of a relatively amorphous system equiva ft-
lent to the entire human central nervous system, Townsend specified capacity
at some particular level of processing, e.g., the level of an individual
element where an element is defined as onP of the finite inputs to a processing
stage. (For now terms like element and stage will be used somewhat loosely;
t.l	
-the last section of this paper attempts to be more precise regarding such con-
cepts.) A specific assumption about capacity at one level usually implies
string constraints upon capacity at other levels. The level of processing is
related to the number of elements with higher levels involving greater numbers
of elements. Capacity is related to the rate parameters that specify the speed
of processing for individual elements. Thus capacity becomes meaningful and
^t measurable only when the size of the element is first spe,:ified. A simple
example illustrates this. Suppose vie wish to measure the capacity required to
k"!
	 process the letter A in a perceptual identification stage. If the entire letter
is one global element (or template) different conclusions about capacity would
I
j`	 be drawn than if the letter consisted of three elements (or features): a hori-
zontal line and two oblique lines.
l-
This approach accepts the basic assumption, that operations requiring
r-_
greater capacity take longer, as necessary but not as sufficient. Equal pro-
traction of reaction times need not imply that operations require equal capacity.
Models with unequal capacity parameters can easily produce equivalent reaction
times by varying such structural arrangements as the level at which capacity
is assigned, parallel vs. serial processing, self-terminating vs. exhaustive
Pprocessing and independent vs. dependent processing (Townsend, 1974). There
is no obvious and simple relationship between capacity and reaction time that
Cholds for all systems when capacity is defined and measured in this precise
F-1
	 mathematical manner.
I D
ri
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Double-Response Measures of Capacity
Another paradigm that can be utilized to measure capacity requires the
simultaneous performance of at least two independent tasks. Task independence
implies that the qualitative nature of each of the component task remains un-
changed in the dual-task environment (see also Garner & Morton, 15'69, for a dis-
cussion of independence). In particular it is assumed that the component tasks
are not reconstituted into some more molar single task as a result of practice
and (hypothetical) operations such as stimulus and response grouping (Kahneman,
1973; Kantowitz, 1974).
The logic behind this assessment of capacity at first appears straight-
forward. Assume that performance on the primary task (i.e., the task arbitrarily
defined by the experimenter by instructions or pay-off matrix as-being most
important) remains constant in both single- and double-task conditions. Then
any decrement in secondary-task performance in the dual-task environment, rela-
tive to secondary-task performance by itself, can be attributed to capacity
demands of the primary task provided that structural interference (Kahneman,
1973) is not the cause of the performance decrement. Structural interference
occurs when contradictory or mutually impossible demands are placed upon a
single processing system; again we will defer precise definition of the term
"single system." This kind of structural interference is best illustrated by
an example: It is impossible to simultaneously insert the index finger of your
right hand into your ear and nose. The astute reader will have already noticed
at least two difficulties with this means of measuring capacity: first, sub-
jects are seldom sufficiently accommodating to equate primary task performance
for single- and dual-task conditions. Second, how can one , be sure that inter-
ference is not structural?
Equating Primary Task Performance. Despite pay-off matrices, instructions,
temporary cessation of the experiment to excoriate subjects, good intentions
ORIGINAL PAGE Ig
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and even practice; it is extremely difficult for subjects to maintain a con-
stant level of performance on a primary task under both single- and dual-task
environments. Indeed the more detail in which performance is examined (e.g.,
measuring speed and accuracy), the less likely that constant primary task per-
formance is achieved. It is difficult for subjects to maintain constant
performance in a singla task despite great amounts of practice and explicit
pay-off matrices; in research dealing with the speed-accuracy tradeoff this
difficulty has been formally termed the micro-tradeoff (Thomas, 1974). In less
L mathematically oriented research this difficulty is usually called variability
and is assumed to be part of the innate nature of (a) the human, (b) the exper-
i
imenter's imprecise control of the environment, or both (a) and (b).
Since the desired condition of constant primary task performance is often
approximated but Seldom achieved, some specific model of primary task perform-
ance is usually required so that slight changes (relative to changes in the
secondary task) in primary task performhance can be equated. Some comnnon models
often used when reaction time and/or response accuracy are measures of primary
task performance include the theory of signal detection and assorted models of
speed-accuracy tradeoff. If the primary task involves tracking, control models
are used to derive corrections. All these models introduce post hoc mathemati-
cal or statistical corrections after the data have been obtained. The utility
of the correction depends, of course, upon the validity of the model as applied
to the particular experimental situation at hand.
The recent availability of mini-computers in many psychological laboratories
has given us another option in solving this problem in dual- or multi-task en-
vironments. Real-time (or on-line) computer capabilities can interactively
shift primary (or secondary. or even both) task difficulty as a function of dual-
task performance. Such a solution was used by Knight and Kantowitz (1974)
main tain a constant error rate in a double-stimulation speed-accuracy trade
ORIGINAL PAGE IS
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paradigm. The mini-computer interactively shifted the criterion for a FAST
response based upon the subject's previous behavior on immediately preceding
trials.
While most experimental psychologists have been trained to prefer exper-
imental to statistical control, the choice between these two solutions should
L.	 be more than a reflex decision. With well-practiced subjects, it is likely
that mathematical models such as signal detection theory fit nicely and so can
be safely and usefully applied. Indeed withwell-practiced subjects the inter-
active computer technique may backfire since subjects have ample opportunity
to discover the algorithm guiding interactive changes and can use this informa-
U-1
	 to defeat the purpose of the experiment. For example, in the Knight and
[r	 Kantowitz (1974) experiment (which used naive unpracticed subjects), experienced
subjects might have deliberately slowed their responses so that the computer
would adjust the criterion for FAST responses upwards. Conversely, when naive,
unpracticed subjects are used, their substantial variance often prevents ade-
quate fitting of a precise mathematical model so that on-line techniques may be
(	 preferred. The key point is that instead of relying upon experimental designs
that discourage switching between the dual tasks (Kerr, 1973), the tools are
available to experimentally or statistically control and interpret slight
r
	changes in primary task performance. This seems more appropriate than restricting
iL jI
experimental design to those that appear to offer a sufficiently slight change
In primary task performance so that this change may be ignored. Even sinall
changes if consistent can have large implications (e.g., Pachella, 1974).
Structural interference. The introduction of this section noted that
structural interference arises when contradictory demands are placed upon a
single processing system. Kahneman (1973) measures structural interference by
(?	 the following operations:
L
i
a
a
.n
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"Tasks A and B are equated by difficulty or by a physiological
measure of effort, when performed singly. If the combination of
Task A with a new Task C is more demanding or difficult than the
combination of tasks B and C, this result provides evidence for
interference between A and C beyond what can be explained in terms
of attention or capacity. The alternative interpretation, that
Tasks B and C are mutually facilitating, also assumes a structural
t interaction ( page 196)."
According to this operational definition, structural interference must be re-
moved before capacity can be measured, i.e., structural interference is a con-
	
i	 founding factor insofar as concern is upon capacity measurement.
Such a position is eminently reasonable when by structural interference
is meant a limitation imposed by the physical arrangement of an effector or
	
(^	 affector unit; this more specific type of structural interference will be
L^
termed "physical interference" in the present article. Examples of physical
	
r`	 interference would be the eye's inability to image two stimuli upon the fovea
if the stimuli are sufficiently separated and the hand's inability to simul-
	
_F
	taneously push a lever up and also push it down. Physical interference is a
	
:	 rather uninteresting phenomenon and any capacity-like effects that can be attri-
buted to it are trivial and appropriately regarded as confounding factors.
	
F!	 Kahneman's definition of structural interference goes much beyond physical
interference and may prove too severe a restriction upon capacity measurement,
i.e., such a broad definition may throw out the babe and the bath water.
For the moment let us assume that Tasks A and B can be successfully equated
and that related difficulties discussed earlier have been surmounted or at least
finessed. Let Task A be pushing a lever UP with the right hand and Task B be
pushing the lever DOWN, also with the right hand. Further assume that both
these tasks require equal reaction times and that this finding satisfies us
G
r!
11,
c
`l	 ,r
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that they are of equal difficulty.	 flow let Task C be pushing another lever
UP with the left hand. 	 It is more difficult to combine Tasks B and C than to }
t
combine Tasks A and C-when reaction time is taken 	 a measure of task diffi-
1	 j
culty (Way & Gottsdanker, 1968).	 So this combination of tasks satisfied the
definition and demonstrates structural interference above and beyond capacity
interference, i.e., the experiment does not prove that capacity limitations
account for the relative inability of subjects to combine Tasks B and C. 	 Now
let us change the situation slightly by presenting the stimuli of Task C but
no longer requiring an evert response.	 It is still more difficult to combine
"non-task" C with Task B than with Task A (Kantowitz, 1973).
	
In this latter
situation it becomes considerably more difficult to dismiss the findings as an
unimportant demonstration of structural interference, even though the opera-
tional definition of structural interference is satisfied.
	 One can giot help
but ask what "structures" are interfering with each other. In the Way and
i
Gottsdanker (1968) study, one might be willing to state that some amorphous
^t
and generally unspecified "response structure" accounts for the structural inter-
ference. But when no response is required to Task C, the "structural" aspects
of the situation are diminished to so great an extent that the operational defi-
nition need be questioned. Such a broad operationalization of structural inter-
ference precludes by definition any capacity explanation of a wide variety of
interesting non-trivial findings. Again the issue reduces to the particular
system involved in the interference. If the system is limited to observable
effector and affector units, the definition shrinks down to physical interference.
If, however, the system also includes any and all inferred processing stages, the
definition expands to encompass and eliminate many interesting task combinations.
As if this difficulty were not sufficient by itself to eliminate a broadly
defined structural interference as a confounding in the measurement of capacity,
there is yet another perhaps even more serious difficulty with the operational
Y
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definition cited above. Again let us ignore the practical difficulties en-
countered when trying to compare dual-task performance of different component
tasks. The operational definition above strongly implies a reflexivity-in
dual-task conditions, i.e., if Task A interferes with Task C then Task C will
also interfere with Task A. (While this reflexivity assumption is mentioned
here, it has been a tacit assumption in many studies of dual-task performance.)
As Norman and Bobrow (1975) have clearly shown, this assumption depends upon
the location of both component tasks on their performance operating character-
istics. Tasks A and B may be equal in difficulty as measured by some particular
dependent variable or physiological concommitant of behavior and yet occupy
quite different locations on a performance operating characteristic. The addi-
tion of Task C will then exhibit different effects despite the attempt at
equating Tasks A and B.
These considerations argue that broadly defined structural interference
forces capacity measurement into a Procrustean bed when structural interference
is regarded solely as a confounding factor. The question, raised by Kerr (1973),
as to when the limits of structural interference have been reached cannot be
satisfactorily answered when structural interference is broadly defined as by
Kahnei-aan. The empirical solutions offered by Kerr regarding preferred para-
digms do not reach the theoretical issue raised by this operational definition.
The theoretical solution proposed here would limit structural interference to
only physical interference, i.e., only physical interference would be regarded
as an uninteresting confounding factor. Specification of the system being
r
studied wouid determine capacity considerations regardless of structural inter-
ference as defined by Kahneman.
Grouping. The most basic assumption in time-sharing paradigms is that the
two (or more) component tasks remain independent when performed in concert.
Measuring the capacity demanded by a primary task by changes in secondary task 	 !
14
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performance implies that two tasks remain separate even though being performed
simultaneously. This assumption -is not easily tested empirically. The solu-
requiring third simultaneous
	 backtion of qu	 g a	 s	 t	 us task only pushes the problem 	 a
level by offering more ways (3 to be exact) for two tasks to be combined to
say nothing of all three tasks merging. There are at least two ways in which
this independence assumption can be violated. First, the two tasks may be re-
constituted into a more molar single task through stimulus or response grouping
(Kahneman, 1973). Second, the two tasks may not be grciped but may neverthe-
less become time- or phase-locked so the elements of one component task cannot
be completed until a "synchronization pulse" arrives.
The concept of stimulus grouping was used by Welford (1952) to explain
I
findings in the psychological refractory period effect when the interval separ-
ating two successive stimuli was short. Welford believed that processing of
	
z	 the first stimulus was delayed so that both stimuli could be processed jointly. 	 '.
Later workers extended this idea to allow for the possibility of response gr:,up-
ing (Borger, 1963) where the first of two responses was delayed. Grouping is
(	 still a widely used explanatory device in the area of double stimulation, al-
though it is often difficult to distinguish between stimulus and response group-
ing (Kantowitz, 1974).
I
It is difficult to find a behavioral index that will cie.Arly identify
	
F"i	 examples of grouping. One possibility that can be used when both component 	 {
r	 tasks are discrete is the inter-response interval (IRI). If I p ' is constant
	
-	 then grouping can be inferred. Since the temporal relation between both task
components is unchanged, this may be taken as evidence that the two tasks have
been merged into a single molar task. Kahneman (1973, Chapter 9) uses this
	
t^	 approach to discredit conclusions contrary to his variable-capacity model reached
by Schvaneveldt (1969). The arguments for and against such an interpretation
are complex and will not be summarized here; the reader is referred to the
t
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.	 original sources and to a discussion by Kantowitz ( 1914). The relevant dif-
ficulty for present purposes is that the same variation in IRI was interpreted
t _'
by Kahneman as supporting response grouping and by Schvaneveldt and also by
Kantowitz as failing to support grouping. Furthermore. IRI may reasonably be
l^
r'
expected to vary with task complexity so that failure to obtain a constant IRI
need not necessarily rule out a grouping explanation. A constant IRI criterion
seems to be a reasonable first-approximation and until a better a priori
specification is offered, this seems to be the best available criterion for
discrete task components. Even this conservative definition will not serve
for continuous tasks like tracking. The definition and measurement of response
grouping is a major unsolved problem of considerable theoretical import. Per-
;	 haps the spectral analysis techniques of electrical engineering used for pulse
trains may prove helpful.
l' Synchronization of the two component tasks is a problem closely related to
grouping. The idea that basic periodicities in information processing charac-
terize the human is not new (Craik, 1947; 1948) and has been generally accepted
r	 (Fitts, 1964). The human can be viewed as a sampled- data control system with
L
periodic interrupt i ons of feedback sampling. Studies of attention have attempted
to relate this periodicity to some physiological concommitant such as the alpha
rhythm (e.g., Kristofferson, 1967) or other evoked potentials (Posner, 3975).
However, this general type of time-locked behavior does not necessarily influence
the independence of the two component tasks in the same way as grouping violates
the independence assumption. A more specific type of synchronization can occur
when one component task is experimenter -paced and the other is self-paced. The
self-paced task may fall into a fixed phase relation with the experimenter-paced
task. A similar problem can arise when both component tasks are self-paced; in
this case one task ( usually the primary task) may temporally dominate the other
which must fall into phase. While the spectral analysis techniques of engineering
• t
. -- 
-M
H.
K
should prom useful in locating this kind of failure of the independence
assumption, little work has been accomplished by psychologists wor',ing with
paradigms.e h	 c b	 ndouble-response 	 ^v n having nth component tasks paced by the
experimenter may not avoid the issue since subjects do not always follow pacing
t
requirements exactly; thus, again one task may become temporally subsidiary and
phase-linked to the other task.
The related problems of grouping and synchronizati;,n present serious theo-
retical difficulties in the analysis of dual-task paradigms. These problems
have been largely ignored in this context but since they bear directly upon a
basic assumption of time-sharing logic, the independence assumption, solutions
must be attempted.
Secondary Task Vari?h les. In selecting a secondary task the first dacision1	 -r
an experimenter need make in between continuous and discrete tasks. Kerr (1973)
(	 has argued that the discrete secondary task is preferable because (a) subjectsi.
are mure likely to divert capacity from the prirrar- task when faced with a con-
tinuous secondary task, and (b) io creases (Welford, 1963) or decreases (Kahneman,
1973) in overall capacity due to insertion of a secondary task are less likely
i	
a d^ rewith	 .sc .te task cccurring on only ia proportion of all trials. Although
no evidence is given to bolster these contentions, they certainly are reasonable
assertions that merit additional discussion. A possible rationale behind (a)
and (b) above seems to be related to the duration or relative proportion of a
r	 "rial taken up by the secondary task. hence, a continuous secondary task r-.ust
be performed for a longer time than a discrete task and so is more likely to
divert capacity away from the primary task. Similarly, insertion of a discrete
secondary task, especially if only on a proportion of trials rather than on dll
(i
t	 trials, is less likely to tamper with capacity than a continuous task present
on every trial since the discrete task is present for a much smaller time. Un-
happily this kind of rationale_ confounds definitions of capacity based upon time
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versus those based upon interference, or in Kerr's terminology time versus
U
	
space. Allowing the duration of the secondary task to effect capacity removed
from the primary task, illustrates this confounding. Such usage ignores the
distinction between lag and working rate discussed earlier. While space and
time are intended as independent theoretical concepts, any attempts at measuring
space often involve coincident measure of time. In this paper I have tried to
carefully distinguish between theoretical definitions (preceding section) of
capacity and measurement of capacity. It is possible for theoretical concepts
to have great value even if they cannot be directly measured. An example would
be any mathematical model of behavior where parameters must be estimated all
Fit	 at once. Merely having data does not allow estimation of the particular parameter 	 i
of theoretical interest without invoking the entire theoretical model. However,
with amorphous concepts like capacity and space, measurement becomes crucial.
The theoretical virtue of space is largely illusory when measurement is ignored.
Thus, on a theoretical basis these reasons for preferring discrete secondary
tasks are not entirely convincing. However, this preference may be valid on an
empirical basis if data were obtained to demonstrate that primary task perform-
ance was more like"i;, to remain unchanged when combined with a discrete secondary
task. The difficulty in accomplishing this empirical justification lies in
equating discrete and continuous secondary tasks in terms of capacity require-
ments. Any attempts to determinecapacity demands of a (secondary) task take
us immediately back to theoretical issues concerning the definition and measure-
ment of capacity.
Arguments can also be made supporting the use of continuous secondary
tasks. The modal argument States that any momentary diversion of capacity from
the primary task May go undetected if no secondary task must be performed at
that moment. This argument occurs most frequently with paradigms such as a
dichotic listening where secondary task stimulation may be present without a
i
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requirement for momentary responses to the secondary task. Proponents of
discrete secondary tasks in time-sharing paradigms could counter this argu-
ment by claiming that capacity would rot be momentarily diverted from the
primary task until occurrence of the discrete secondary task, i.e., there is
no need to divert capacity when no secondary task is present. A better argu-
ment for continuous tasks might be that the sudden onset of an unpredictable
discrete secondary task creates a momentary disruption that artificially in-
creases the capacity demands of the secondary task. In engineering terminology,
this would be equivalent to adding an impulse function to perturb a system.
Impulse functions severely tax systems often resulting in distorted transient
responses. This possibility could be evaluated by a parametric manipulation of
secondary task characteristics; however, current research has emphasized manipu-
lation of primary task parameters with little attention paid to systematic study
I
of secondary task characteristics. It should be noted that problems in deciding
between discrete and continuous secondary tasks can be adroitly evaded by re-
°#	 quiring simultaneous responses to a complex stimulus (e.g., Schvaneveldt, 19610).
This paradigm is methodologically equivalent to a psychological refractory period
paradigm with a zero inter-stimulus interval. But, as.has been previously men-
tioned, grouping problems may become more difficult to evaluate with this zero
ISI technique. My own preference is for a continuous secondary task since a
constant load diminishes expectancy effects and encourages subjects to maintain
a steady-state strategy,3
Overlap between primary and secondary tasks. There are always two kinds of
possible overlap, time and capacity. While the logical distinrtion between the
two is simple and clear, discussions based upon measurement of the two overlaps
can be obscured when time is measured so as to make inferences about capacity.
Cverlap in time is a consequence most often of the operational requirements
of two tasks. Time overlap acquires theoretical importance only when concern
4
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is focused upon the hypothetical processin g
 stac , inferred frent perfcrm :Ace
so that serial vs. parallel processing and related issues are raised. ;once
a detailed discussion of stages is reserved for a later section, now only
troiar implications of time overlap will be mentioned. The clearest example of
L
manipulation of time overlap is the psychological refractory period or double-
stimulation paradigm in which two successive stimuli are separated b y
 a brief
temporal interval called the ISI. No processing of the second signal can occur
until that signal has been presented. But this separation in time need not
necessarily imply a complete separation in capacity. To make this point salient,
a distinction between momentary capacity
 
demands and expectancy or capaci ty
13	 allocation prior to stimulus onset must be offered. The second stimulus in a
dcuble-stitrulation Paradigm makes stn momentary capacity demands until after the
i	 ISI, i.e., until it occurs. But it is certainly ro_sihle that some of the total
system capacity is held in rescrve or allocated for subsequent processing of
the second signal. (This, of coarse, is nc•t the only theoretical medei Possible
since all capacity may be devoted to the first signal until second signal c°--cur-
--	 rence. In such a model there are only momentary capacity demands.) This allo-
cation decision occurs prior to a trial and results from instructions, prior
experience with the task, etc. To the extent that such a priori capacity allo-
cation is made, the second signal may share a capacity overlap with the first
f
signal, even though the second signal has yet to physically occur.
A r
..ore interesting fora of capacity overlap occurs when both corponen`_
tasks ccinpete for momentary capacity. This implies a time overlap betwce", the
r	 tasks. But although interest may center about measurement of momentary capa-
city requirements, attempts at empirically obtaining such measures often, measure
an amalgam of momentary and a priori allocation capacities. Although a clear
theoretical distinction can be made between the Wo types of capacity, this
distinction does not always appear in the o perations used to .')casure capacity.p	 {	 F	 .Y
i
1
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In particular operations that might be expected to effect a priori allocation,
e.g., the proportion of trials on which a probe secondary task is inserted,
relative pay-offs for the two tasks, etc., do not necessarily lead to conclu-
sions about momentary capacity demands of a prir.-ary task. Furthermore, holding
such an operation constant in the cosirse of an experiment does not guarantee
that conclusions about momentary capacity are justified. For example, a situa-
tion that greatly stressed the importance of the primary task by either pay-off
or- a low probability of a secondary task, might lead to an erroneous conclusion
that the secondary task had no momentary capacity demand. Unless the experi-
menter had the foresigi;t to include a single-stimulation secondary-task-only
control condition, this sate of affairs could go unnoticed.
	
I H-	 Is Capacity limited?
By now it should be quite clear that the answer to the above questia; is
	
ril"
	 rather intimately related to definition and measurement of capacity. An algo-
rithmic solution of attempting to answer the question for all combinations of
	
Fi	 definitions and types of measurement previously discussed would prove unduly
lengthy. Instead the heuristic solution of applying the question mainly in
the context of established models of capacity will be followed. This more
limited review is not intended to minimize the points about definition and
measurement previously made.
Lil Channels in Information Processing Research
In psychological research, the existence of a channel can only be inferred
4
from some measurement of capacity. Strictly speaking, the concept is then re-
dundant and perhaps even unnecessary. I believe this insight is responsible
	
L!	
for Kahneman's (1973) variable-allocation model of capacity in which any channel
or locus of capacity limitation is vehemently denied. Capacity is the more
	
R	 important concept, since while capacity can exist without precise specification
	
L	 of a channel, a channel, at least in psycholo!?icai research, can be inferred
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only from a measurement of capacity. Of course, a channel can be defined as,
say, the entire central nervous system, but this definition increases our
vocabulary rather than - our understandin	  t
	 	 g.
Nevertheless, the term "channel" while not strictly necessary does offer
a certain convenience and has been often used. Provided one remembers that a
-channel is but a fiction inferred from an analogy (capacity) the term may prove
helpful for some. In particular, so long as only a single molar channel is
involved our habits of speech may not lead to undue confusion. But as soon as
more than -one channel is invoked, e.g., several parallel channels or independent
channels, more care need be exercised with the concept. So long as channel
means single-channel (Welford, 1952), a stage of information processing is
clearly a smaller unit than a channel. Once channel means multi-channel, the
distinction between a stage and a channel becomes more uncertain. In this paper
by stage is meant a smaller unit of information processing and this definition
will be expanded in the following major section.
	
U	 The Limited-Capacity Channel
While many psychologists were influenced by communication theory and the
single-channel concept Munson	  (e.g.,e(  Mu 
	 Karlin, 1954; Welford, 1952) the idea
	
F `	 was brought to fruition in Broadbent's (1958) classic text, Perception and{
Communication. This model is so well-known and has engendered so much research
F
that any complete review would require a tome of monumental proportions; ir,,:eed
	
r,	 Broadbent (1971) found it necessary to omit or abbreviate some areas covered in
L
detail in his earlier book. I will not illustrate predictions of the limited-
capacity model since they are so well known (see Kantowitz, 1974, for such dis-
cussion). The basic prediction of the model is an interaction w`±h task diffi-
culty, and this interaction can take at least two distinct forms so that two
related but operationally distinct meanings can be given to capacity limitation
(Kantowitz & Knight, 1976, 1978b).
^► w
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The finding that-relative performance on two simultaneous tasks can be
manipulated so that one task is performed better than the other regardless of
the relative difficulties of the two tasks has _caused many psychologists to
infer that capacity can be not only divided or shared between two tasks but E ,
=`)can also be allocated. 	 Allocation is most often used to mean a deliberate or
intentional assignment of capacity to a particular task component.
	
Thus, in a
°i
dichotic listening task, for example, capacity can be allocated to the t pft ear
1
Cbut not to the right.	 Allocation can also be used to indicate assignment of
capacity to some particular feature of a task.
	
For example, in a dichotic
listening task capacity might be said to be allocated to recognizing digits or
El
letters of the alphabet regardless of the ear,
	 in which they appear.
	
This fea- :-
Lure-related use of allocation will not be used here, unless some specific stage
}.
(e.g., digit identification) is also postulated to receive this allocation of
capacity.	 Allocation policies proposed range from several independent channels ft
{ (Allport, et al. 1972) implying no total limitation in capacity to variable
allocation models in which the "width" of the channel changes with task demands
(Moray, 1967).	 The variable-allocation model proposed by Moray and by Triggs
r
(1968) has been considerably expanded and generalized by Kahneman (1973) so that
future discussion will be based upon this particular variable-allocation model.
i e
- There are two major distinctions which separate Kahneman's variable-alloca-
tion model from the limited-channel model.
	 First, total amount.of ca pacity ex-
pands with increasing demand, although at a slower rate.
	
Second, allocation of
capacity between competing demands is explicitly discussed, although allocation j
policies are very flexible.
	 A third distinction is claimed in that no bottle-
neck is	 ^ proponents ecified.	 however, 	 of limited-channel models have wavere iP
n on the locus of capacity limitation, usually stating that the limitation was in
(^ the channel itself. 	 Since no one knows exactly where the channel can be found,
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in practice both limited- and variable-allocation models are vanue about s peci-	 -
fvin q where capacity is 4mited. While limited channel proponents have been
embarrassed by relocation of this locus from earlier to later in the channel
(e. q .. Smith, 1967), proponents of the variable-allocation model have attempted
to make a virtue of this ambi guity b y vehementl y denying the existence of any
bottleneck. The issue of locatin q capacity limitations will be returned to in
the followinq
 major section of this paper.
. Although capacit y is not fixed as in the limited-channel model, tasks still
compete fora limited pool of capacity in Kahneman's variable-allocation model.
'	 The size of this pool is determined by task characteristics but once these are
fixed, then so is total available ca pacity. So in any given situation capacity
is still finite. While s peakinq of limited capacity in reference to the var-
±	 iable-allocation model ma y at first a ppear confusing, it is important to realize
that this model also claims that ca pacity is fixed or limited. If ca pacity were
unlimited, there would be no need for any allocation policies.
r	
The allocation policy is potentially a great stren gth in the variable-
t_
allocation model. The concept is not well develo ped and except for the statement
i that tasks demanding high levels of attention or capacity tend to resist allo-
cation to other tasks, little is stated so that a priori predictions can be made
about allocation policy before data is collected. Kahneman (personal communica-
tion) has replied that what is needed is empirical knowledge and I do not disputeE
the benefits of more data. However, I doubt that rules of eilocation policy can
be found only by gathering more data without additional theoretical effort. For
example, one can sweep out a POC function (see next section) by varying the pay-
off associated with each of two simultaneous tasks but will this tell us a great
k
,
deal about allocation policies for other kinds of tasks? Without some theoretical
statement linking task taxonomies to capaci ty, allocation policies can never be
determined empirically without testing all possible task combinations. Kahneman
does distinguish between two kinds of demand: demand, is a necessary condition
-.
_ E4
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without which a task cannot be successfully perfur.:ed, and demand 2 corresponds
to requiring capacity in the sense that a r:oth?r demands 2 that her child pick.
up scattered toys. The relationship between allocation policy and both demandi
and demand2
 is more implied than explicit. Presumably voluntary allocation dare
to instructions and pay-off controls demand2 . It is not clear if demandl
F
automatically gets priority in allocation. 4 A clearer statement of how capacity
gets allocated is needed. A step in this direction has been taken by Norman
and Eobrow (1975) in their discussion of pe rformance operating characteristics,
the next topic to be considered.
Performance Operating Characteristics
F
Lj	 The concept of an operatin g) characteristic is well known in statistics
(e.g., Stilson, 1966). Experimental psychologists are most familiar with a type
a
of operating characteristic associated with the "heory of signal detection; the
r'	 receiver operating characteristic, Recently Mormtn and Qobrow (1975) suggested
L
that plotting performance on one e.or1Lonent of a im.esharing task as a function of
L	 performance of the other component would be a useful way to portray these kinds
r
of data. Such a function was termed a performance operating characteristic (POC).
The POC is merely a nother way of d i s playingdat	 i  y 	 a and as such has no more
t'	 special implications for assessing capacity limitations than does, say, a bar
graph. However, Norman and Bobrow place a special interpretation upon the POC
especially when horizontal or vertical line segments best describe the data.
Such segments are said to result from a data-limited process such that no iri rove-
ment in E,crformance could be expected regardless cf additional allocation of
capacity. Hence performance in these data-limited regions of the POC does rot
depend upon capacity limitations. By assuming that resources are allocated from
one task to the other the POC function can be used to infer capacity der.:ands of
the component tasks. The basic assumption, termed the principal of romplim^entar-
ity by Norman and Cobrow, is that a constant amount: cf capacity is always divided
^L
y
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tt4	 between the two component tasks so that the sur^Gf capacities allocated to each
r	 remains fixed.
While this allocation rule has the great virtue of simplicity and clarity,
it directly contradicts the variable-allocation model of Kahneman previously
discussed. Kahneman's model claims that capacity expands with increasing task
demands. Thus, Kahneman's interpretation of a POC function would differ greatly
from that of Norman and Bobrow. What kinds of experimental outcomes, if any,
might distinguish between these two interpretations?
A POC function that was montonically increasing over part of its range
would reject both models. For Norman and Qobrow this would imply that the sum
of resources increased rather than remained constant. At first it might appear
that this outcome could be consistent with Kahneman's model since increasing
capacity is postulated. However, for Kahneman capacity increases at a decreasing
rate so that spare capacity always decreases.
A POC function consisting of discontinuous parallel horizontal (or vertical)
line segments would at first appear to reject Norman and Bobrow's model. liow-
ever, they explicitly allow for cases where increasing resources over a limited
region need not result in a performance increment. Kantowitz and Knight ( 1916b)
have discussed how this feature of the model makes it difficult to distinguish
true data-limited processes from "step-limited" processes. However, a step POC
function would not reject the Norman-Bobrow conceptualization. Since Kahneman
posits smoothly accelerating functions with no step discontinuities in capacity
allocation, this outcome would be inconsistent with his model.
Monotonically decreasing POC functions would be predicted by both models.
Indeed most empirical studies wou';:be expected to fall within this category.
Thus, it appears that despite a crucial difference in assumptions concerning
capacity allocation, the models can be readily distinguished in the POC space
only because one of them posits smooth functions. Allowing discontinuities in
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Hallocation would not represent a major alteration in Kahneman's model and then
the models could not be distinguished on the basis of operating characteristics.
So far the theoretical discussion of POC space has ignored the kinds of empirical__
complications (changing error rates, etc.) mentioned earlier. When these addi-
tional difficulties are also taken into consideration it is not clear that strong
[	 theoretical conclusions may be inferred from empirical POC functions. In par-
	
.	 ,
titular POC functions do not prove that capacity is limited; insteac their
interpretation is contingent upon some particular assumption about capacity
r	 limitation.
Summary
This section has discussed abstract limitations upon capacity withoutlJ
efforts at localizing such limitations. Of the three classes of models dis-
El
 cussed only the early versions of the limited-channel model attempted to specify
F1	 a locus of limitation and this attempt was not successful. As more and more
data were gathered to test the model the locus of limitation got pushed back
from some kind of stimulus filter or analyzer and retreated further into the
depths of the organism (Kantowitz, 1974). The remaining two models deliberately
do not try to specify any particular locus of limitation. While this has been
claimed as an advantage of these newer models, skeptics could argue that upon
close examination this advantage is based mostly upon ambiguity.
If the preceding analysis is correct, it appears that discussions of capa-
city limitations without serious concommitant efforts to specify precise loci
for such limitations are of only limited value. This is unfortunate since it
impl i es that very broad and general conceptualizations must give way to more
specific formulations thus increa^.Ioq the danger that models will be partitioned
i
in such a way as to minimize predictions about common content leaving theareti-
cians with the considerable task of putting Humpty Dumpty together. Neverthe-
less, it seems likely that viabl^ attempts based upon capacity as a major 	 K
28
0
Ii
1
iORIGINAL PAGE 12
•	 OF POOR QUALITY
theoretical construct will first have to specify some details of the system
architecture. The following section discusses such attempts with particular
reference to stage models of information processing and capacity.
Where Is Capacity Limited?
The most common attempts at specifying of system architecture have been
a	 -
stage models of information processing where successive black boxes represent
loci for transformations of information flow through the organism. Earlier
stage models (Broadbent, 1958; Smith, 1968; Sternberg, 1969) concentrated upon
serial processing stages where one transformation must be fully completed be-
fore the next stage can begin operation, but later theorists (Townsend, 1974;
Taylor, 1976) have stressed the importance of parallel and hybrid configurations
of stages. Nevertheless, proponents of both serial and parallel models have
much in common when their views are contrasted with thuse of an earlier genera-
tion of experimental psychologists who represented the entire sequence of
internal processing stage's as a hyphen linking stimulus with response.
What Is a Stage?
Early proponents of stage analysis of reaction time were deliberately vague
about the definition of a stage (Smith, 1968; Sternberg, 1969). Indeed, Stern-
berg explicitly refused to precisely define a stage and even violated his own
informal definitions in one case by allowing an independent variable to influ-
ence the output, as well as the duration, o` a stage. This relaxed approach
was certainly defensible, and may be even wise, at the initial onset of this new
theoretical tool, and in no way diminished the importance of stage analysis
i
Indeed, more recent theoretical efforts at defining stages (Townsend, 1974;
Taylor, 1976) have tried for greater precision but have achieved it only at the
cost of a smaller unit--the element--that is ambiguously defined.
An element '11as been defined as the smallest unit of information processing.
however, its physical correlate in the external world can often be observed
L'
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without the aid of an Electron microscope and may range from something relatively
large like an entire word to something smaller like one stroke of a letter.
Since the thrust of this paper is on capacity and not stages LlLr se, 1 shall not
pursue this point and direct the reader to discussions by Townsend (1974) and
Taylor (1976). A stage is defined in terms of processing on the elements. For
example, Townsend (p. 142) states: "stage 9 is the state of the system from
the completion of the (i-1) th
 element to the completion of the i th element."
Taylor (1976) never even offers an explicit definition of a stage and is con-
tent to deal with definitions of stage time again based upon processing of
elements. The reader who is accustomed to seeing flow diagrams with stages
neatly labeled fe.g., memory-scan mechanism, push-down stack selector, stimulus
normalizer. etc.) may be surprised to realize that the definition of a stage
(when indeed it is offered) has little to do with such tanciful names. These
labels are surplus values added by experimenters seeking to improve the gener-
ality of their models. The aptness and utility of such labels remain an empir-
ical issue rather than a theoretical one, and so will not be pursued here (but
see Kantowitz & Knight, 1978a, for one example of a more modest approach to
labeling stages).
Defining a stage only scratches the surface of this theoretical concept
since stages (or more precisely stage times) can never be measured in isolation,
removed from possible influences of other stages. For example, how is the out-
put of a stage communicated to the next stage? Taylor (1976) has noted that
while Sternberg's original analysis called for instantaneous transmission (or
j
at least a very brief impulse), logical possibilities range from this extreme
to a very slow dribbling out of information as a stage commences to operate
which is then speeded up as processing continues. Kantowitz (1969) called tt
first case all -or-none information exchange and the second case incremental
[ - I
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exchange. Either assumption is viable, and Kantowitz's decision to prefer
an incremental modol was based i.pon ancillary considerations,
The purpose of this discussion ha: been to remind the readar that defining
a stage requires more than drawing a rectangle and inserting an auspicio , s label.
In view of recent summaries by Townsend and by Taylor a longer discussion is
r i
1	 unnecessary. So the relationships between stare analysis and capacity can now
r^ be treated.
Capacl ty and ''tastes
The simplcst and most straightforward assumptio ►i relating stages and cara-
city was ride by Sternberg (1969): each stage has its own source of capacity
that i- independeat of al l
 other stages. The great success of the additive-
i
factors method shows that even this simple assumption can be quite fruitful.
Nevertheless, more recent efforts have examined alternative assumptions particu-
larly about capacity allocation to elements, and thus also to stages. These
efforts are more in tune with the present implied argument that capacity, rather
than tine, is the more useful analogy. Even so, this should not be interpreted
as a blanket rejection of Sternberg's independent capacity stage assumption as
tieing inconsistent with lirnited-capacity effects reviewed in preceding sectians.
If an incremental information exchange is assumed, even unlimited capacity stages
can show limited-capacity effects in combination wizen the rate of exchange is
limited. This is an extrowely cornplex issue, ratheriatically as well as psycho-
logically, and I am reluctant to state categorically Viat even Stervn;;err;'s
original formulation with all-or- gone exchange and independent stage capacities
cannot show limited-channel effects.
TEllor (1976) crnsiders the crucial distinction among stage models to lie
along the dimensions of ser al-parallel and exhaustive-self-terminating procoss'-Ag.
Capacity, while certainly discu ­;sed, ounces a poor third. This review shares the
position of Townsend (1974, p, 135) and regards c ., 7acity as a key dimension.
I
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t.l	 Roth Townsend and Taylor have a concise answer to the question posed at the head
of this section: capacity is limited at the level of the element. Researchers
in the general area of attention may have some difficult; in accepting this as
a _olution to their problems. First, although they have been able to tolerate
ambiguity in ffnding a molar locus of limitation or attention bottleneck, ambi-
guity in the definition of an element may seem less acceptable. Indeed, some 	 1
r
might claim that a proposed solution that merely exchanges one amorphous concept
(capacity) far another arcane construct (the element) is rather unsatisfa::tory.
There are two replies to this criticism. First, the element is potentially
far more visible than either capacity or even a stage of processing. Elements 	
1
z
can be mapped to particular stimulus events such as lines, curves, letters and
words to mention a few possibilities. Second, as ha y
 beer: explicitly noted by
Taylor (1976, 183-185), models differ as to their sensitivity concerning elerrent
identification, with some being totally insensitive, some being parameter sensi-
tive, and some being prediction sensitive. It is only for this latter case that 	 Z
element identification presents a serious difficulty, whereas capacity "identi-
fication" is a severe problem for all o f the general models of .apacity previously
discussed.
Second, many would prefer an answer that localized capacity limitations within
some particular stage of information processing. While it is true that most re-
searchers are sufficiently sophisticated not to expect a very specific locus
(e.g., third stage from the left) since the number of stages depends upon the
number and kind of independent variables manipulated by each experimenter (see
Taylor, 1975, for implications of this for research strate gies), they still would
like a more global limitation like stimulus stage cr response stage. Indeed, the
present author is guilty
 of this oversimplification (Kantowitz, 1971 by claiming
that response processes are a more important locus of limitation than are stimulus
processes. While this may be 4rue (e.g,, I still N!lieve it), it ignores
j,
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implications of capacity limitations upon elements for limitations upon stages.
This point has been stressed by Tr,-,;nsend (1974, Table l) and merits further
emphasis. One can first specify capacity limitations upon elements as does
	
(±	 Townsend and then, with some additional mathematical assumptions about distribu-
tion, elegantly derive capacity of models based upon different configurations of
stage properties. Of course, one may question the selection of the Poisson dis-
tribution as being more from mathematical convenience than psychological validity--
has a stage that is almost finished processing completed the same information
transformations (none) as a stage that just started--but it has a'.!-iays been
difficult to specify the distribution of unobservable entities. The complementary
process of specifying limitations upon stages and then looking for implications
of this at the level of elements has not been seriously pursued since those who
view the stage as the basic unit don't care about elements. However, the stage
as a basic unit is not as meaningful as the element. This is disconcerting for
those who are fond of black box diagrams yet dislike the mathematics associated
	
t	 with elements.
The important point of this discussion is that the system architecture must
i
be specified in some detail before assumptions about capacity limitations in
general, and their loci in particular, have any meaning. Even if all the world's
a stage, this doesn't help in finding the stage where capacity is limited, if
indeed such a stage exists. Stating that some stage (even a molar stage such as
response processing) has limited capacity has very strong implications for the
architecture of the entire information flaw postulated within the organism. t ►n-
less th's architec'ure is specified, searching for a locus of limitation is like
looking for the end of a rainbow: fun but not illuminating. There is as yet no
methodology for first finding an empirical capacity limitation and then inferring
system architecture. As the preceding sections of this paper have shown, all the
methodologies that seek to determine how capacity is allocated first make9	 P	 Y
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assumptions about the structure of the system. While Sternberg and Knoll (1973)
attempt something like this, that is, they use an additive-factors methodology
io define independent channels in tempora l order 'the do not claimP	 p	 judgments,	 Y
that channels so defined have anything to do with attentiondl selectivity (p. 637)
and issues of capacity.
As has been noted in the preceding section, the formidable problems asso-
ciated with a rigorous application of stage analysis to issues of capacity have
led some theorists to drop the stage concept ent-irely, and to conceive of
_	 capacity limitations in a more molar strain. This allows us to ignore system
architecture to a large degree, but only at the price of the disadvantages me.;-
(r,f
tioned earlier in connection with the models of Kahneman (1573) and Norman and
Bobrow (1975). It seems preferable to atterupt elucidating system architecture,
even if certain configurations cannot be eu.nirically distinguished (Townsend,
_r
`kk
	 1974), rather than opt for global models that ignore inferred structure. How-
ever, it is only fair to admit that valuable insights can be gained from such
molar strategies and perhaps they are better regarded as precursors to some more
detailed analysis of system architecture than as being antithetical to the goals
of stage methods of analysis.
Summary
A stage is difficult to define. Localizing capacity limitations within a
stage is meaningful only to the extent that other stages and their relationships
with each other (system architecture) are specified. More recent attempts at
stage analysis focus upon the element as the basic unit of information processing.
If an element can be properly identified (Taylor, 1976, p. 183), then capacity
limitations can be meaningfully localized at the level of the element but this
still leaves great flexibility in the arrangement and properties of stages.
-1
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An Experimental Demonstration
The basic assumption of the double-stimulation methodologies, as well as
f
1
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the stage analysis methodology discussed in prec -iding sections, is_ that the
information flow 14y width some task is accomplished remains invariant when either
a secondary task is added or
-
when levels of independent variables are manipulated
r'	 to determine factor interactions and additives. Even stronger .ssumptions are1
often made as--when an experimenter decides a priori that some particular class of
manipulation (say, changing stimulus brightness) produces changes within a par-
titular processing stage (say, stimulus encoding) or does (or does not) demand
capacity. There is an alternative to such a priori assumptions about similarity
of information flow for tasks performed under different conditions or about
localization of effects in particular processing stages. This is to examine
f
experimental results with an open mind as :.0 the nature of processing differe: aces
produced by manipulating experimental tasks. The following previously unpublished
data (Snyder & Kan:.owitz, Note 1) illustrate some of the pitfalls discussed
earlier in this regard.	
k
flethod	 j
Subjects. In each of the two experiments to be presented, 13 different
Purdue undergraduate students served to satisfy course requirements in Intro-
-
ductory Psychology. i
Apparatus. In Experiment I a Psionix 1600 digital-logic system controlled 	 j
stimulus presentation and recorded reaction times to the nearest millisec. An j
IEE in-line display was used to present digits as well as a digit-mask of
checkerboard squares. In Experiment II an Automatic Diita Systems 1800 minicom,
puter replaced the logic system and a Tektronix, display with a more effective
s
dot-matrix mask replaced the in-line display. In both experiments vocal reaction
time was recorded by a microphone voice key system capable of responding at
rat-s up to 10 HZ. A piano-type response key requiring a static force of 48 gm
and a travel distance of .15 cm was used for manual responses.
i
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Procedure. Procedures were the sane for b th experiments. A digit was
visually presented. The vccal response required subjects to either nare the
digit (N) or to subtract 9 fr,-n it (94). The monval response was a sir.plc.
(probe) reaction requiring subject to depress the response key when a digit ap-
peared. On a random half of each 32-trial block, the digit was obscured by a
mask. In dual -task conditions subjects performed both verbal and manual responses
simultaneously. In single-task conditions, only a verbal or a manual response
was required. Digit sets consisted of the digits 1-2, 1-4, and 1-8 with eacc
digit appearing equiprobally within the 3 digit sets. Thus, there were 5
verbal -task conditions ( 3 ,;igit sets X 2 verbal transformations) that could be
performed either alone or n concert with a m3nuei response. Adding single
stimulation manual-rpsp,nsa only condition created a total of 13 experimental
treatments with ord ._
 of testing determined by a 13 x 13 Latin square.
P.esults and Discussion
Except for the efrectivenes. of the mask, results were identical for both
experiments and so will be discussed together. Figure 1 shows verbal and :manual
RT for correct responses for dual-task conditions. Single
-task simple manual
RT is listed at the bottom of the figure.
For verbal RT all three independent variables yielded significant effects
(at the .05 level or better) as well as a significant interaction of Task X
dumber. Previous studies (both probe RT and additive factors) have ildicated
that masking ( stimulus degradation) affects a different processing stare than
that influenced either by number of alternatives or task complexity, whereas
these latter two share a common stage. So present results are entirely compatible
with this interpretation.
For manual RT there were significant effects of Mask, Task and a marginal
effect (p < .10) of Number and a marginal interaction between Task and !dumber.
These. data can be best surunari zed f,y noting }.;:.; ; ,; th fu l ly the manual RT wi rrors
i
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the verbal choice RT.
r
Since according to additive-factors logic, Task and Number affect a common
stage we should expect elevated probe RT for these variables since response[fill selection has been widely believed to demand capacity (Hyman, 1953; Sternberg, .^ -
1969, among many others). 	 Indeed, such are present results.
	
Since the "cask
variable by additive-factors logic affects a different (encoding) stage that
does not require capacity according to probe methodology (Posner & Boies, 191-1),
Mask manual RT should not be elevated relative to the Mask-only control condition.
i But it is!	 How can this be?
	 We know from additive-factors methodology that
there is a separate encoding stage and we know from probe methodology that it
requires no capacity.
	 Yet two experiments yield identical results, suggestion
that this dilemma arises from faulty logic rather than unreliable data.`{
- The logical flaw is too tacit assumption that a stimulus variable (Bask)
affects only a stimulus (encoding) processing stage in single- and dual-task
conditions.
	 But another plausible explanation can be offered. 5	Suppose that a
P»
degraded stimulus requires more tare to be encoded than a clear stimulus.
	
Then
a response would have to be withheld until such encoding	 as completed.	 Thisg	 p
L
requires a kind of response i+ihibition, that I have previously termed response -
interdiction (Kantowitz, 1974). 	 Response interdiction can generalize to more
than one effector mechanism.
	 So on this basis we might expect manual RT to also
be delayed.	 This is indeed	 in Figure 1:	 delayedthe outcome shown	 anything that
verbal RT also delayed manual RT.
r
Moreenerall	 there has been a chan a in the processing operations under-9	 Y.	 ?	 F	 9	 P
lying the verbal task, as a result of degrading the stimulus digit.
	
An extra
step, that might be fancifully termed "inhibit response until degradation is
removed," has been added to the information flow.
	 This in turn influenced manual
RT. According to this argument, a stimulus variable has indirectly influenced
-	 ti Y
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manual RT via a response process, rather than by. capacity lumands of stiirulus
identification.
So, it may be "erotis to assume that independent variables influence only
those stages we know a priori they should. We have no guarantees that what looks
like the same task always induces the same information flow within the organism.
Methodology is never a substitute for thought. Any methodology is only as good
as the thoughtful assumptions it carries with it.
ORIGINALP•'PAO	
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OF POOR QUALOY 	 Final Summary
In the preceding pages I have tried to evaluate the utility of the con-
struct of capacity, and have freely criticized the manner in which sane in-
vestigators and theorists have rendered the concept progressively more vague
and ill-defined. Since it is nihilistic, and perhaps craven as well, to proffer
H,
criticism without taking a position oneself, I use this section to state may own
V1
views about capacity. ;?hile may opinions have already been tacitly expressed,
some - reviewers suggested that a cohesive summary would be beneficial.
r
First, while I have suggested that the concept be pruned, this is far re-
moved from eliminating it entirely. Capacity has been used wisely by such in -
vestigators as Broadbent ( 1958, 1971) and Townsend (1974; Townsend & Ashby,
^t 1978). Psychology is not the only social science to have multiple uses for
capacity (see Winston, 1977, for a discussion of capacity in economics) and
these can be successfully pared.
Ultimately, the utility of any theoretical concept hinges upon its ability
to aid prediction of behavior. Since this paper has focused attention upon the
unobservable concept of capacity, rather than upon observable behavior, some
readers may have incorrectly inferred that I regard capacity as more important
than behavior. For example, my discussion of POC functions ( plots of behavior)
centered about the difficulties of using them to distinguish among competing
views of capacity. But the complimeatary process is equally.applicable in that
such discussion can also be regarded as an examination of the predictions of
capacity models about POC functions. I regard this latter point of view as more
l._	 important.
My main point has been that the current trends towards a more ambiguousC
concept of capacity can and should be combatted by more conscientious search
Cfor converging operations. This is why I spent so many pages upon the various
i
C
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methodologies such as single and double response measures of capacity avail-
able to the researcher-. I hope this paper encourages researchers to turn away
from a single technique, be it probe methodology or the method of additive
factors, and instead to expand the generality.of their conclusions by using
alternate methodologies as converging operations. It is my belief that a gen-
eral concept of capacity that is applicable to a wide variety of experimental
situations can be best achieved by seeking a wide variety of converging opera-
tions, and not by allowing the precision of the concept to lapse in order to
expand its scope. Well-intentioned efforts at integrating the large amounts of
published data in the area of attention have led to such a diffusion of the
ca pacity concept that it is becoming rather difficult to devise empirical tests
that can distinguish among these broadened conceptions.
One example of this problem can be seen in the concept of an automatic
process (Kantowitz & Knight, I978a). Is a process autanatic if it proceeds 1ith-
out demanding capacity, if it cannot be voluntarily inhibited, if it is controlled
by a "motor program," if its variance does not increase when performed concur-
rently with other tasks? All of these definitions (and more) have been seriously
proposed and investigated. Yet any investigation of automatic processes must
consider many of the difficulties previously discussed in regard to capacity.
These problems can be surmounted by planning research with converging opera-
tions in mind. Capacity, carefully defined, carefully measured by converging
operations, and carefully localized -in a specific system architectnee, can help
us predict and explain behavior.
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Measuring pilot workload in a moving-base simulator:
II. Building levels of workload
r Barry H. Kantowitz, Sandra G. Bart, Michael R. Bortolussi, Robert J.Shively
t^
BITS, Inc.	 NASA	 BITS, Inc.	 Purdue University
C
and Susan C. Kantowitz
BITS, Inc.
kM;
Studies of pilot behavior in flight simulators often have used a
secondary task as an index of workload (e.g.,Kantowitz, Hart, & Bortolussi,
_ 1983; Wierwille & Connor, 1983). It is routine in such studies to regard
flving as the primary task and some less complex task as the secondary task.
r
Thus, flying is considered a unitary task much as the secondary task is
considered to be a unitary ask. While this assumption
	 umptio is quite reasonable
r for most secondary tasks used to study mental workload in aircraft (Williges
and Wierwille, 1979), the treatment of flying a simulator through some
carefully crafted flight scenario as a unitary tarn is less justified. While
this is often a necessary simplification that can be easily forgiven since
it yields useful information, it should be remembered that flying is a
complex task that is likely to have an hierarchical organization. While
researchers concerned with training have never forgotten this, researchers
5
who are concenned with evaluating workload with skilled pivots tend to
ignore the general complexity of flying and have been content to acknowledge
only the general difficulty of a particular flight scenario with little
regard to complexities that might be rel y *-A
 to the hierarchical structure
I f.
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of the flight task.
The present research is a first step towards acknowledging that-total
mental workload depends upon the specific nature of the sub-tasks that an
aircraft pilot must complete. As a first approximation, we have divided
flight tasks into three levels of complexity. The simplest level (called
the Base level) requires elementary maneuvers that do not utilize all the
degrees of freedom of which an aircraft, or a moving-base simulator, is
capable. Examples would be flying at a constant altitude or at a constant
heading. The second level ( called the Paired level) requires the pilot to
simultaneously execute two Base level tasks, for example, flying on a
constant heading while also maintaining a constant altitude. The third
level (called the Complex level) imposes three simultaneous constraints
upon the pilct. An example would be flying at a constant altitude, on a
constant heading, and at a constant speed. Further example of Base, Paired,
and Complex tasks used in this experiment can be found in Table 1. Note
that even the Complex level is relatively elementary when compared to the
actual demands of flight where other necessary tasks such as navigation and
communication must also be performed. This additional complexity is
addressed in Experiment II, currently in progress.
Workload is assessed by subjective ratings and by an asynchronous
secondary choice -reaction task quite similar to those used by Kantowitz,
Bart and Bortolussi (1983). Two general questions are asked. The first
involves comparing secondary-task performance under single- and dual-task
conditions. Since highly skilled pilots are being tested, one reasonable
prediction would be that elementary maneuvers are so automatic and
everlearned that they impose no workload on the pilot. Therefore, one would
Px^^ct no differences between secondary -task performance regardless of
C
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whether or not the primary flying task was required. An alternate
prediction, based upon the notion- that training does not eliminate
attentional requirements of flight (ohnson, Haygood & Olson, 1982), would
expect faster reaction times and/or fewer errors under single-task
conditions. The second general question arises only if the alternate
prediction is correct. Given that even these elementary flight tasks create
workload, one can then ask if the three different levels of task complexity
defined P priori as Base, Paired, and Complex also produce different levels
of pilot workload. One might expect that task differences, especially
between Base and Paired, are so small that no workload differences should
be produced or one might predict that workload should increase as levels go
from Base to Complex. And of course, one can always ask the eternal
question in workload studies by attempting to relate subjective and
objective measures of pilot workload.
METHOD
Pilots
Seven male and five female instrument-rated pilots served as paid
participants. Four pilots had a private pilot license, six had commercial
licenses, and two had airline transport licenses. Pilots had from 500 to
6000 hours of total flight ti-.- (median-1025 hours) and from 30 to 1200
hours of actual instrument time (median=130 hours).
Flight Tasks
t
Each pilot flew 21 separate flight tasks (Table 1) twice, once with the
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TABLE 1
BASE LEVEL-TASK. -PITCHCH ROLL-. YAW ALT AS I
1'. -FLY HDG 360	 - F F F
2.MAINTAIN 200GFT. F	 F F
r
_
3.
4.
"S" TURN
CLIMB AT 500FPM
F
F	 F
F F
F
` 5. DESCEND AT 500FPM F	 F F
6.MAINTAIN 120KTS. F	 F F
PAIRED LEVEL-TASKS
i 1. FLY HDG 360,MAINTAIN 2000FT. F
2. MAINTAIN 2000FT.,"S" TURN F
3. FLY HDG 360,CLIMB AT 500FPM F
44 :tea
4. FLY HDG 360,DESCEND AT 500FPM F
5. "S" TURN,CLINB AT 500FPM F
_ 6. "S" TURN,DESCEND AT 500FPM F
`- 7. FLY HDG 360,MAINTAIN 120KTS F
@. `1AINTAIN 2000FT.,MAINTAIN 120KTS F	 F
9. "S" TURN, MAINTAIN 120KTS. F
3	 rl
._k i
COMPLEX LEVEL-TASKS
1. FLY HDG 360,MAINT 2000FT.,MAINT 120KTS.
_ 2. FLY HDG 360,DESC. AT 500CPM,MAINT 120KTS.
3. FLY HDG 360,CLIMB AT 500FPM,MAINT 120KTS.
4. "S" TURN 360,DESC. AT 500FPM,MAINT 105KTS.L 5. "S" TURN,CLIMB AT 500 FPM,MAINT 105 KTS.
6. "S" TURN,MAINT 200GFT.,MAINT 120KTS.
.,
I
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secondary task and once by itself. Each flight task lasted three minutes.
All flight tasks were flown in a Singer/Link GAT-1 instrument trainer with
three degrees of freedom. As indicated in Table I t
 certain degrees of
freedom were frozen for certain flight tasks. This prevented the pilot from
attempting to control irrelevant simulator motion. Freezing a task component
also froze the corresponding instruments inside the simulator.
Secondary Task
Three positions of a helicopter trim switch ( " coolie-hat" switch)
mounted on the left side of the control yoke under the pilot ' s thumb were
used for responses to auditory tones. A low tone ( 800 Hz) was paired with
switch motion to the lent, a medium tone (1500 Hz) with a forward switch
motion, and a high tone ( 4000 Hz) with a right switch motion. Tones were
300 msec in duration and approximately 70 dB SPL, presented over
headphones. An Apple II computer with a Cyborg Model 91A interface
generated tones and recorded reaction time to the nearest millisecond as
well as errors. Tones were presented asynchronously--that is, regardless of
performance on the flying task--every eight seconds.
Normally, it is prudent to utilize two levels of difficulty in the
secondary task (Rantowitz & Knight, 1976) to ensure that data can be
theoretically interpreted. However, only one level ( 3-choice :ask) was used
in this study because a: earlier study using much the same secondary task`
(Rantowitz, Hart & Bortolussi, 1983) found no interaction with two- and
four-choice audi tory secondary tasks.
^I
Lh-x
L
I
Each of the 21 flight tasks were flown twice: with and without the
secondary RT task. As a single-task control condition, the RT task was
performe- alone in the GAT cockpit at the end of each flight level. All 31
orders of flight level were used with two subjects ranlomly assigned to
each order. In each block half of the pilots flew the task with tone first
(dual-task condition) and the other half flew first without tones
(single-task condition).
All pilots were given approximately 30-40 minutes of simulator
practice to learn the flight characteristics of the GAT before starting the
experiment proper. Practice on the auditory choice-reaction task continued
until a criterion of 95% -98% accuracy was achieved.
Immediately after "each single-task flight condition, pilots completed
bipolar rating scales for ten items. During all simulated flight airspeed,
altitude, x-y position and rudder, elevator and aileron control deflection
were continuously recorded.
RESULTS
Primary Task Performance
The major concern to be evaluated is a comparison of single- versus
dual-task performance for the flying task. The relative performance for the
21 flight tasks of Table 1 is not of major interest, especially since it is
not clear how to directly compare different tasks, e.g., how much rms error
in altitude is equivalent to a given rms error in heading? It is, however,
possible }j compare Paired and Complex tasks with the appropriate Base tasks
Since here the units are comparable but Paired and Complex tasks cannot be
I
r
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contrasted.
Figure 1 shows rms error for single- versus dual-task performance for
each of the three levels of complexity. Three separate analyses of variance
(one at each level) revealed no significant differences between flying
alone and flying plus responding to tones for the Base level (F(1,11) -
0.04), Paired level (F(1,11) = 0.54), and Complex level (F(1,11) - 0.18).
Thus, adding the secondary-tone task did not alter flying performance.
A vector analysis was computed in order to contrast Base versus Paired
and Base versus Complex flight performance. This is best illustrated by the
Base versus Paired comparison which can be plotted in two-dimensional space
but the extension to the three-dimensional space of the Base versus Complex
comparison is straightforward. Let us select as an example a comparison of
Base performance of flight tasks 1 and 2 in Table 1 with flight task 7 that
demands simultaneous performance of tasks 1 and 2. In a two- dimensional
space we can plot Base performance with rms error in heading as a point on
the abscissa and rms error in altitude as another point on the ordinate.
Paired performance can be represented by a single point in this vector
space. we then calculate the length of the existing vector representing
Paired performance and also the length of the implied vector formed by
projecting the two Base points perpendicular to their respective axes until
they meet. Note that this implies an equal weighting of the scales shown on
the abscissa and ordinate and that such an assumption requires empirical
j:stification which we shall soon provide. Figure 2 shows comparisons based
upon vector length. As we would expect from Figure 1, there was no
significant effect of single- versus dual-task for either the Base vs.
Paired comparison, F(1,384) .14, or the Base vs. Complex comparison,
F(1,240) = 1.03. However, significant effects indicating reliably smaller
{ !	 e
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rms error in the Base condition were obtained for both Base vs. Paired,
F(1,384)	 31.63, p<.001, and Base vs. Complex, F(1,240) - 32.55 1 p<. 001,
comparisons.	 No significant	 interactions were obtained for
	
either
comparison.
In order to check the validity of the equal-weighting assumption
mentioned above, an additional analysis was performed whereby the length of
a vector's projection upon an axis was compared to Base performance on that
axis. If performance for the Base condition was worse than the
corresponding vector projection, this might indicate a trade-off between
task components where outstanding performance on one task component (i.e.,
performance better than that component performed singly during the Base
condition) was achieved at the expense of performance on the remaining
vector projection(s). There were 43 possible paired comparisons of this
nature for single- and also for dual-task performance. Since there were 12
subjects a total of 1032 data points were examined (43 X 2 X 12). We
searched for cells in which at least 9 subjects showed lesser vector
projections since this would be a significant number of subjects by sign
test. Of the total of 86 cells (43 single- and 43 dual-task) only throe
cells had 9 such deviant pilots and no cell had 10 or more deviant pilots.
Hence, we conclude that an equal-weighting assumption is reasonable for
these data.
To recapitulate, the tortuous analysis of primary task performance,
required since the various rms error scales are not equivalent, show-1 that
Base performance was better than either Paired or Complex performance. This
is hardly an astonishng outcome and the detailed rector analysis should not
detract from the more important result shown in figure 1 that addition of
a secondary task did rot alter primary flight-tf.sk performance.
8R^'Jow
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Secondary Task Performance
For each pilot and each flight task, transmitted information
(bits/sec) was calculated for the secondary three-choice reaction task.
Since this measure takes both speed and accuracy into account, it is the
optimal index of secondary-task performance (Kantowitz, Hart, & Bortolussi,
1983). Figure 1 shows that transmitted information was highest for the Base
level conditions and declined with higher flight-task levels, F(2,22)
8.23, p<.001. As was expected, reliably more information was transmitted
during the single-task control conditions, F(1,18) = 39.6, p<.001.
However, while transmitted information was able to discriminate among
levels of flight task, three separate analyses of variance performed within
each level (Figure 4) were unable to detect any reliable differences.
Figure 5 shows the same results as Figure 3, except that reaction time
and errors are plotted separately rather than combined as transmitted
information. Effects of level were significant for both reaction time,
F%2,252) = 33.1, p<.001, and errors, F(2,252) = 4.12, p<.05.
Subjective Ratings
Subjects were asked to rate each of 21
rating scales. The results of the analyses
the scales were able to distinguish between
tasks (Table 2.).
Further analysis was done to determine
;sating behavior.
	 The subjects gave a subjei
flight tasks using 10 bipolar
of variance indicate that all
at least two of the 21 flight
the effect of flight task on
-.tive rating of importance to
.a
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TASK MEAN df F
Base tasks 1 -6 5,55 2.73*
1 20.4
2 22.2
3 25.4
4 22.3
5 24.7
6 20.6
Paired tasks 7-15 8,88 2.74*
7 29.8
8 35.9
9 31.3
10 31.3
11 32.1
12 34.5
13 29.8
14 25.8
15 31.1
Complex tasks 16-21 5,55 3.54**
16	 29.5
17	 35.9
18	 36.2
19	 39.5
20	 41.3
21	 36.4
Note: **=p .01
*=p .05
Table 3. Weighted Mean Subjective Ratings
1•i
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each of the 10 scales. This importance rating was used to weight each
subject's summed ratings on all the scales for each of the 21 flight tasks.
Analysis of the weighted mean scores over all flight tasks indicates that
at least 2 of the 21 flight task means are significantly different,
F(20,220)=8.84, p<.001. The flight tasks were divided into 3 categories and
separate analysis were calculated on the mean scores in each category. The
results indicate that at least 2 of the means for each category differ
significantly (Table 3).
To determine which flight task means differed ) t-tests were calculated
on all possible pairs of flight tasks within each category. The
significant mean differe_.ces are summarized in Table 4.
Base Tasks
1
	 6	 2	 4	 5	 3
Paired Tasks
14	 7	 13	 15	 10	 9	 11	 12	 8
Complex tasks
16	 17	 18	 21	 19	 20
Tasks are arranged in increasing mean value for each category. The
line indicates those means that do not differ significantly at p<.05.
tti
1	 -	 -
K C' is
4
Table 4. Pairs of Flight Tasks
i
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Results	 clearly showed	 that
	 even the	 most	 elementary flying 	 tasks
(Base) produced measurable pilot workload using the objective secondary-task
technique.
	 Furthermore, as
	 the flying
	 tasks were
	 made more	 complicated,
f
progr essing to Paired and Complex tasks, workload increased even more. These
findings	 are impressive
	 confirmation of	 the utility
	 of the	 asynchronous
choice-reaction	 secondary	 task	 used	 by Kantowitz,	 Hart	 and	 Bortolussi
(1983).	 Primary task	 performance was	 unaffected	 by the	 addition of	 the
secondary tone- -task while transmitted information decreased with flight-task
complexity..
Subjective ratings confirmed the	 objective results. Furthermore, using
ratings that weighted the importance of 	 the bipolar rating scale produced a
metric that	 could distinguish workload within	 one of the three	 classes of
flight tasks. Therefore, 	 this improved subjective scale	 was more sensitive
i
than the objective measure which could
	 not discriminate within a class. Due
to	 the
	 short	 duration of	 each	 flight	 task,	 it	 is unlikely	 that	 the
superiority of the weighted rating scale
	 can be attributed to its measuring
L:
peak, rather than average, workload as
	 suggested by Kantowitz et al ( 1983).
Instead, weighted	 ratings may just be
	 more sensitive measures. The	 use of
such rating data is acceptable when confirmed by objective results.
r- The next step is to repeat	 this experiment using flight scenarios that
combine more	 complex flight demands.	 Thus, instead
	 of one of	 the present j
Base tasks,	 e.g., fly	 at constant	 speed, we
	 would substitute
	 a tracking
task, e.g. VOR	 tracking. Then the corresponding Paired
	 level would require
VOR tracking
	 while maintaining
	 constant speed. Finally,
	 an analog	 to the
f
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resent	 Complex	 levelp	 would	 r squire VOR	 tracking,	 constant	 speed and
contrcoiled descent. We would anticipate results similar to the present with
greater objective
	 and subjective
	 workload associated with
	 increasing task
i compexity.
f
i
{4F4;
E
l _:
r-
C
rORIGINAL PAGE 19
4include 'std io.h' -	 OF POOR QUALITY
/* Arid default values and ran ge limits for all parameters
#include '../c/cdev/defaults.h'L;
/* Reserve global variable and arraw storage
,	 *include '../c/cdev/storage.h'
/* Define file name for out put date file.
#def` ine OUTFILE 'force.dat'
mai n () {
F^ 4 r-1 blkcount,	 /* .o :.er for number of trial blocks */
e:: :ern strur.t pars
N	 openout (OUTFI•'_r'',
	
/* open output file	 */
i* Prompt ope.	 for experimental parameters.	 */
Parameters ():
/* Enter ex perimental process section. The p rogram will terminate
when the block count goes to zero.	 */
for (blkcount=par-;>numblksr b1k.count>=0; blk.count--)
{
block. (blkcount);	 /* Execute block tasks	 */
/* Store data collected in output data file
storedata (blkcount)i
}	 /* End of block iterations
L! }
	
!*	 End of main.
A
IT;
/* Define all constants and defaults: The Pro g ram will retrieve default
values for all parameters from this section.
#define YES	 1
*define NO	 0
i
*define DEFPARSET
*define UEFFARCHK
*define DEFINST
1 
L
*define DEFDUR
L.;
r.
*define MAXDUR
E
YES
	
/* Default parameter set selection. This
selection will allow the use of parameters
specified for the first block to be used
for subsequent blocks. A NO answer will make
the default option user specification of
all parameters for all ex periment blocks.
NO	 /* Default parameter checking option.	 */
YES	 /* Default subject instruction dis plaw flag.
YES 
'
0 Give instructions at start of each
block y no: No instructions on subject displaw .
10	 /* Default dis p law update rate. This
value gives the default interval
in milliseconds between sub.i°et
disp law szope updates.
Note tt t this fi gure must be an integral
multi ple of 10 milliseconds.
	 */
10	 /* Maximum subject dis p la y update rate#
MW
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the maxc imum rate csL wi,.lt-n Lrir'
disp la y
 is updated, Mote that this figure
is subject to phwsical constraints (e.g.,
the bandwidth of the hardware link
between the computer and the vector
generators etc).
The res ponse must be an inte g ral multiple
of 10 milliseconds.	 */
*define MINDUR 500 /* Minimum subject dis p law update rate.
This value g ives the maximum interval,
or the minimum rate at which the subject
disp law is refreshed.
The res ponse must be an inte g ral multiple
of 10 milliseconds.	 */
:t-define DEFVS 1 /* Default Vector/Scalar mode fla g (1=vector
-- mode, 4=scalar mode.
#define MAX.TRIALS 100 /* Maximum allowable number of trials in
a block.. Specification of trial counts
g reater than this is not allowed.	 */
*define DEFTPBLK 50 /* Default number of trials per block.	 */
{
_	 #define DEFRFM 'Et' /* Default response feedback. mode (Binarw)v 3
4 meaning a currect/incorrect answer is the ^.
default. The allowable selections are
b(binarv?y n(none),
	
and a(runnins average).
The last mode is • a cumulative position error
that i:i summed over all sam ples in a trial
1: define MINRSR 1:0 /* Minimum response samp ling rate. This value +4 y€
defines the fastest rate at which the subject .=`°
response data is taken. 	 */'
f
•"define DEFRSR 10 /* Default response samp ling rate; This value
is in millisecondsp and must be a -_
multi p le of	 10ms
	
(Miniirium) N
H: define DEFNUMBLKS 5 /* Default number of blocks in an experiment i
#define MAXBLCCKS 20 /* Maximum allowable number of blocks in
an experiment.	 */
*define MAXLENGTHS 8 /* Maximum allowable number of uninue
stimulus vector len gths. This number indicates
onl y the g reatest number of len gths an
experiment can have; it saws nothing about
what those lengths arep or exactlw how manw
there MUST be in an ex periment.	 */
#define MAXDIRS	 8	 /* Maximum allowable number of unioue
stimulus vector directions. For vector mode
onl y , this value gives roughlw the same trope
of information about stimulus vector direction
as MAXLENGTHS dives about vector length. */
C
t *define DEFRkSCRIT	 'M'	 /* Default res ponse criterion; allowable
selections include s(small ) r wo(medium)v
and l(lar ge). These corres pond to the size
_	
-- --nf- s 'win.da.w._' _ or, -...thP_- displ^^ scrp^a—.ANI
constitutes a 'hx v' o-`	 ail5s' .	 .41	 _i
#define DEFTPT
	
3	 /* .''afault maximum time per trial; dictates
the time limit for a res ponse to a
Ih,
	
stimulus.	 #./
#define MAXTPT	 99	 /* Maximum time per trial s the allowable
time for a trial maw not be set greater
than this value.	 */
*define hUITI	 11	 /* Default inter-trial interval (in seconds)*/
#define hEFWARN	 1	 /* hefault trial start warnin g (0= .5sec tone
1 second before stimulus onsets 1= green
souare on dis p law for same length of time.*/
ri 
#define MAXITI	 99	 /* Maximum inter-trial-interval. This
number will be used to evaluate the
response for the iti p rompt; no values
greater than MAXITI will be acce pted.	 #/
*define hEFDISPCOLOR	 2	 /* hefault displaw color combinations	 */
The combinations are as follows;
0;	 No colors for.either stimulus or response.
1.	 Green stimulus y red response
2; green stimulus, veilow response
3; red stimulus y g reen response
4:	 T•ed stimulus, yellow response
5; yellow stimulus y green response
6; yellow slimulusp red response
#define RCSMALL	 5 /* Small tar get area for res ponse criterion */
#define RCMEDIUM	 10 /* Medium tar get area for res ponse criterion */
j
#define RCLARGE	 20 /* Large target area for res ponse criterion */
^`• *define OUTFILE	 'force.dat'
Stdio.h; Cromemco 65000 C I/O header file
Copy ri ght (c) 1983 b y Cromemcor Inc.r All Ri ghts Reserved
This file is for inclusion in p rog rams to be run under
r4	 the Cromix operating system.
13-Maw-83
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OF POOR QUALITY
#define RUFSIZ 512
*define _NFILE 20
L ^ 1
#ifndef FILE
er.te r 	 st ruct _ i obuf {
char	 *_ptr;
int	 _cnt;
char	 *_base;
char	 _flag;
t
	
	 char	 _file;
} 
_iobl_NFILE3;
*endif
#d fine _. I OREAD 01
tri p f : ran  _ TIIW&1_`_ Q_2_
/* default buffer size for buffered I/
/* maximum a of o pen buffered files */
/* definition of the structure tab _io
/* next by-ke to access */
/* characters left */
/* start of buffer */
/* see bit definitions */
/* file number from Cromix */
/* open for read */
/& noon fns Wni f_a ,IC/
4
.. i rr ^^i^r s I » 1y_	 .^ 't t ^
:i	 t
*def i rye
_.	 (	 r'^ r	 r' i
- I OEOF
v
0-40
n.	 r	 r. I	 W^a
	
w} r r Y
#def i. r•e _ I OERR 040
:HAef i. ne 10STRO 0100_
Ali-define -IORW 0200 /* or-en for read & write */
*define HULL 0
#define FILE struct -iobuf
*def i ne EOF (-1)
PAGE*define STD IN 0 ^.P 4aR QUALITY
--!kdefine STDOUT 1
-	 #def i np_ STS ERR
*define stain
	 (9-iobEol )
#define stdout (9-iobEl3)
*define stderr (9-iob[27)
r #define setc( p )	 (--(P) - ' -cnt>=0? (*(P)-1.-Ptr++)90377#*-filbuf(r-))
t #define setchar()	 gete(stdin)
[ *define eutc(xv p ) (--(e)->-cnt>=O? ((jrt) (*(F)->-¢tr++=(urnsisned) (x)) ): \
	 !
-flsbuf((unsi9ned)(x).r-))
*define eutchar(x)	 Putc(:sPstdout)
*define feof(e)
	 (((P)->-fla9&-IOEOF)!=0)
*define ferror( p )	 (((P)->-fla9&- IOERR)!=0)
#define fileno( p )	 (F)->-file
*define back.c(fPvc)	 ungetc(fptc)
*define unsetchar(c)
	 ungetc(stdinvc)
*define setline(buf y max) setl(STDINtbufrmax)
#define alloc(::)
	 malloc(x)
used macros */
r
=tdefine isal pha(c) (isupper(c) :t islower(c))
s #define :isdisit(c) ((c) --= 1 9' && (c) ;_ '01)
*define islower(c) ((c) =	 && (c) `_	 ')
	 wer	 ^- ^	 f	 a
#define isurrper(c) ((c) <= 'Z' && (c) >= 'A')
#define isseace(c) ((c)=='	 !i (c)=='\n' t! (c•)=='\r'	 (c)=='\t')
*define max (avb)	 ((a)	 (b) ? (a)
	
(b))
#define min(a.b)	 ((a) <; (b) ? (a)	 (b))
#define toue per(c)	 (islower(c) ? (c) - 32
	 (c))
*define tolower(c)	 (isupper(c) ? (c) + 32 i (c))
/* Functions which don't return int */
FILE *foper,{ FILE *f reopen () ;
i	 FILE *fdopen();
:Lon-q ftell();
*faetsO;
C
char
_!	 char *fputs();
r	 double absO;
double
^..
sorO;r	 r.Souble sort();
doubl e exr-();
double 1nO;
double Pwroften O ;
double 10810();
double sin():
double cos();
double asir,O;
_	 tin t th 7 Q__^r r+C O
.M
[i
d o u t., t- s i. n h i) ;	 ORIOINAL PAGE 0
double cc%h( );	 OF POOR QUALITY
efoliblo tank(;
/* Storage ror g lobal variables and arra y«s used thrOUghout the p rog ram, */
struct param { /* Irefine parameter set storage	 */
int *instCMAXBLOCKSJ;
	 /* Flag for instruct displaw for each block. */
int *numblk.s;	 /* Total number of trial blocks in experiment,
int *numtrialsCMAXPLOCKSI; /* T	 als per block. variable. */
char *vsCMAXBLOCKSJ; /* vector/s:alar mode flag */
char *fdbk.CMAXPLOCKSJ; /* Feedback mode fla g . *f
char *rescritCMAXBLOCKSJ; /* Response criterion storage, */
int *itiCMAXBLOCKSJ; /* Inter-trial-interval stora ge. */
int *warnCMAXBLOCKSJ; /* Twpe-of-warning for trial onset flag */
int *dispcolor; /* Disp law color combinations.,, */
int *rsrCMAXKLOCKSJ; /* Resp onse samp ling rate, */
int *tptCMAXBLOCKSJ; /* Time per trial, */
int *durCMAXBLOCKSJ; /* Storage for disp la ys update rate */
} *par;
struct vector {
int *stimx[MAXBLOCKSJ.;
int *stimv[MAXBLOCKSJ;
int *numdir;	 /* Storage for number of stimulii directions. */
int *directionsCMAXDIRSJ; /* Storage to.- stimulii direction info. */
int *numlengths;	 /* Storage for number of stimulii vector lengths*/
int *lengthsCMAXLENOTHSJ; /* Storage for stimulii lengths info, >K/
int *RC; /* Response criterion storage.. */
struct vector *vect;
struct response f
:int *.:[20001; 	 /* Stora ge for x coordinate of res ponse vector */
int *w[20007;	 /* Storage for v coordinate of response vector. */
:struct response *resp;
* Open in(fname)
* Entrw: Input file name is passed as an arg,
* Exitt Pointer to the opened file is returned; a
* null value is retu^ned if the open was
* unsuccessfull.
* Calls! none.
* Called taw:	 ?
* Calling senuencet	 returnval=openin('fname');
ii
openin(fname)-C
FILE *o pencode. *fopen();
Open for file read y
 check value returned for no good..
I!
if ((opencode=fopen(fname.'r'))==NULL){
error('ERROR-Can't• o pen input file\n');
`	 return(opencude);
*	 Upenout(filename);
*	 Entrwt	 Output file name is Passed to the routine as an arms
*	 Exitt	 Returns a pointer to the opened file$ Pointer has null
va l ue :.f open was unsucces sfu ll.
Cells:	 none.
*	 CS l l ed bV t	 MORAL PAGE Is
Ca l li ng seauence t 	 x=(openout(fname));	 OF POOR QUALITY
***********^^:^?k * ^^^k*^k**^k*kc**^kXc^c^c^C^C^c ***** ^C^K^c^k^K*^K^C^k^^k **** ^c^C^C^k^K^k^KrK^C^c^K^^t^t^t^k^/
epenout	 (f name) -C
FILE *opencoder *fo e.();	 /* Specifw pointers to (opened) filer and
open macros */
file for	 -ned/* Open	 write onl y then test for null retuvalue rK/
if ((oQencode=fopen(fnemep'w'))==KULL)f
error('ERROR-Can't o pen output file');
}
return(opencode);
*include '/usr/include/stdiosh•
( /* BLOCK:	 block.-level taskssubroutine .to Perform
Entrvt	 List of entrw ar guments and conditions goes here.
Exit*	 List of exit arguments and conditicns goes here.
Calls:	 Sti.mvectr	 Instructionspitis
Callen bvt	 Main. */
block(count)
int count;	 /* Current block. number; */
extern struct Par;	 /* Declare Pointers to Parameter and data */
extern struct vent;	 /* structures. */
int trig>lnum;
 
/* Calculate stimulus vectorsr store in arrau..s */
-t` stimvect(count);
resperit(cuunt);	 /* Calculate response criterions */
3: L?
if ( par-:> instCcount7)	 /* Send instructions if rectuestecis *!
-C
instructions(count);
/* Execute i block of trials. #/
for (trialnum=0;trialnum<(Par->numtrialsCcount7);++trialnum)
{
iti(count)$	 /* Wait for Proper inter-trial interval# */
trial(countrtrialnum)$
r
L;
return;
}	 /* End of block routines */
/* Power (xin)t Routine to raise x to the nth Powers This was
shamelessl y taken fram K+Rr P23s The limitations are as follows*
integers on1w for both mantissa and expor •tentr no negative numbers.
-	 ^	 r
1 1
*i
^a
p=].;
for (i-1; i< =n;++i )
P	 c• *
 x;
return (P);
'inc lu de'/usr/incItide/std` t,h'
if^i.nclude '../c/cdev/si.ibs/defaliits.h
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OF POOR QUALITY
i
F	 i
1
!vc*******^****^*****^****************************^^'^^.^k;k^K^k^k^lc^It*^Ic3Kkc7k^K^k^K^Kik^k^K7k7K
ResPcri.t(x)
* This routine calculates the res ponse criterion for the
* current block, * 	The response criterion is a meas! , re of how close
a samp le of the subject reponse is to the stimulus vector M
-t * coordinates.	 It consists of an inte ger which g ives a deviation
ranse aslainst which all collected subJect response samp les are
* compared.	 The response criterion can take on 1 of three values
* (small ► 	 rripdiumy	 or lame)	 in anv g iven block.,	 The actual	 integer
* value is loslarithmic• alls relater to the stated criterion.
E±ntrv:	 Current block. number Passcd as integer.
* EXit:	 RC range stored in *vect-',RC as int.
* C a I I S	 gone.
* Called bv:	 Block..
t;^ *
**********^C*:K****^t^C*:K**^k********^K************^k^k****^k^X^C*^k^k***^K***^C7K*^K**7K^k/
res perit(cuunt)	 .
TrIT. cou nt;
c^; tern struct *Par;
exterr, struct *vect;
/* Parse RC for current block..
switch (*Par.reacrit[countJ)
r4
case 'S'41
	/* Small target area.
*vect-)rc=RCSMALL;
break;
case 'M':	 /* Medium target area.
*vect-:SRC=RCMEIa UM;
break.;
case ' L 1 *4 	 /* Lame target area.
*vest->RC=RCLARGE;
break.;
}
/* End of resPcrit.
*include '/usr/include/stdio.h'
1-: Oi.ncl.ude '../c/cdev/subs/defaults.h'
/*********^!c****^k***************^C^k*^k*******^k^ic*^C^C^'**************7k^c*^C**^k**7K*
*	 5'GO re Jots (?	 yC
This routine stores all sam p led subject res ponse data in
* a risk, out put file•Previouslia opened for writing . This subroutine
* is called at the end of ea...h blocks and saves the Parameters data
* at the head of the o1AF1x_f1e.
Worr,data ( count r dataf i Ie )
-j.rol, cour,tf*datafi.le%
(a?r.te rn at ;',act *Par;
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OF PWR QUALITY
i7. rl -	 r	 :1- 4
Ex 41. t,'
lrl't:eger
Current
r• aw,%eo	 c- ontainir,{:'d	 ^.. lur i s r,7: t - I k+	 {w^	 .:	 r^l^rr, l..^	 t	 .
resrons>e data stored or, c'.oJt put buffer#
^
^
y
c
•'• %..8., 1.sa N o ne.
a1.1c d 	b •-: N air',.
.^Y
f
	.y ^y	 .L .y	 ^y ^y ^y y .1r y
*
s ***************
.y .^yy	 ^y ^^yy	 .kr ^y	 yy ^y Syr y..y .y ^y .^yy	 y, .^yy y^ ^y ^^yy ,y ^y ^y ,y y ^^yy ^^yy S^yyrr .^yy .y	 ^y ^y y y	 y^ ^y ^y ^y	 ^y y y y y y ^y ^y .y y	 yy	 yM^*T****T******T**T**T*****`lTTT******W+TTTT^T'FTTTTTTTT^T^T1
=r.
/* If first call? store Parameters informatior.... 	 rk/
if ( count == 1)
X
fPrintf(dat,3'iler'************** Res ponse force experiment');
fs-rintf (r^ st^a;'ile^' 	 **^c***^k^K** ^Krk^c^c*****^c\n\n\n') i
.r
fFri.ntf(datafiler' 	 Experimental Parameterst \n\n')i
rf-r`ntf(datafiler'Ir,structions C%dJ= %d \r,",count ► (*r-ar)#instCcou
±3)I
fF-rintf(da•tafiler'Vector/scalarC%d7= %c\nr' r countr*par.vsCcount]
%
fprintf(datafiler'Number of trials for block. #Zd =%d \nY'rcountrA 4
Par. ruJrrctrial t>CcolJr,t:l) 9
r r- rintf(datafiler'Feedback. for block *%d =%e\ nr'rcountF*par.fdb
C count I ) %
fPrint•f(datafi let 'Res ponse criterion for blow. #Y.(,' =Xc\nr'rcour1
rxF-Gr. T'es cri tI count 3 ) %
r p rintf(datafile ► 'Inter-trial intErvai for block. *%d =%d\n.'rco
r, 't rf: ci t`,i.tirCo`	 jr-,t,)s	 1 _.fF , rintf(datafiler'Warnin g for block. 4-%d =-%d\r,•rcount.*par.warn[
CIUrI'1.^ j
fPrir,•tfCdi^ .ti, fi le y *Res ponse samPlin-# rate for block. #`/.d W%d\nr'r(^`
ui t.f r%:r. *'>rIct.) ^_, r,t t^ ) v	 r
f`F-rintf(datafil.er'Mzx time rrer -trial i.r, 1'.'.ock. #%d = % d \nr'rcoun'tA
!> ri.rtt:^(rlutafi'_e.'Min dli.s;xlav u pdate rate for block. #Y.d =Xd\nr' -
•PF~rir,'tPtri;tr>fi't r'\n\r•,\n^") i 	 p^=
:i^^.d n:. l.'''.i l:?	 'i • +.t=:: 7`/T,	 ' 1 .:.'.I ra t-!.!^:a j . f,^1(a.tl'
c:'/c :c'v:"s,Jbs /derau1ts.h'
•^", ^, ^,'':' ,^,:.;^	 " > . r'f:; ^^^.'rj li'V/r,,_!bti/stt;T`a^:e, rl'
''':K::^::^':':^:;kW.^:^ %^in^(*kC^IC*%%^*%K****%k******>!C****^C^ ****^(***7k**^(7k7k*****^f****1(**%k7^(M7^r7K7K7k
*
Fla r a m e t e r 	 ( caur,t )
*	 Sub rout ine to Promrt and set experimental Parameters. 7K
* This subroutine willr when called at the head of the exPe riment r 7k
* allow the o pe"ator t3 set all Pa rameters for the current experi m ent. 7r
* it will. /:lu	 bw first P rompting for the total number of
e;: p r, T`in,L+r',taI	 blocks.	 collecting Parameters	 for the first block.
* .=sad offering as defaults for each subse quent block. those
Paramet.erG selected bw the operator for block. #1. At the end of
x the selection Process for the last block. the o perator will be given
tits o portunit y to change any Parameter he has selected in an
interactive dialo g . *
W
(	 r-1t7,V	 None.
Experimental Parameters for all block.s set to values
selected by operator.
List of routines colleo bw Parameters goes here.
: - llea	 iaY	 Block..
r77
err;	 /* Define error trap for dialog * 	 /
»nt `_; e,Ni
	
/* Space for response	 fit/
-	 - -	 -	 r:t Witco=grit;	 /fit	 Temp black. counter.
! T	 -	 nufnbl k.seto ;h
=- 'Y Proms : for total block count for this ex periment.	 */	 #
for (bcourit=l; -bcoijnt<= *ear.nutablks; bcount++) 	 ,z
r* Fcli- block 1 i no ,hoice but to set all parameters...	 */
if (bcount==1)
f^	 p romp tnset . icount) ;
j else	 OMNM PAGE 19
-	 OF POOR QUALITY
do
-C
err=NO;
i
 t
	
	 /* Give the option to use- parameters alreadw set*/
erintf(*\n\n\nReadv to set parameters for block #');
p rintf('Xd.\nDo you wish to use the parameters set'rbco^
" p rintf(' in block-#1 \nfor the current block (w/n) ');
r, /* Of fer default nswer.. <	 #/
' 
Y	 printf('1Xc3? 'r(DEFPARSET?'Y'i'N'));
Rl	 resp=setchar();
switch(resp )	 .
_	
-C
i	 case '\n'2
printf('\nXd\n\n'rDEFPARSET);
if (DEFPARSET)
{	 /* Set to YES	 */
6efau:.tset (bcount) ;}
else
f	 /* Set to NO	 */
promptnset(bcount);{
	
	 }
break.;
}
} while(err);
3.
case'Y't
case 'ti
printf('Y\n\n\n');
defaultset(beountl;
break;
case 'N'S	 -
case 'n't
p r .ntf('N\n\n\n' );
prcmptnset(bcount);
break
default
error('ERROR--Answer Y o T N or <cr}\n' );
err=YES;
break;
/* Loop
 'tit no more incorrect responses.*/
E
	 }
_ - —1 1
I
_	 P
-
4-include 't'usr.'inrludelstcfio.h • 	 OMM PA QE 19
-11 nc Ljdii_ " :. / c/cdev/st r^+s/def at lts. h •	 OF POOR QUALITY
-linclude , .. /c/e ev/ ,°uL►s /storage, h'
:`*?K^K7K*^k*^IC7k^^K :K^itJKjKak^It:K^^^XC7K^C7K^K^K^IC^c7K^K^K^K 7kJk^^C7it7K71C:KXc*7k:k^lt^lt*^c*alc^K7k^Ka(c7K7K7K%k^K7k7K^It7k^K7K^IC^K^K^K^K^K
P •omGtnset (block)--
- This -rout-ine will set the eper-imerital r-arameters to those
* values-setec•ed by the operator .in art interactive dialog , It is
-alle+i with thenumber of the current block as an ar gument p and ^C
* : rumr-ts the or-erstor for each parameter to be set in that block,
* Sntrc.*	 Current block number Passed-for internal use,
l * Sit:	 None.
* Calls:	 instsetr vssets numt-ialssetr dis peolorset ► rsrset. ^K
r * tntsety durset y warnset y rescritset,
* Call=ed b5,	 Parameters()	
-
f-
.J 	 .j.	 ^r (. W w	 y	 ^r	 (.	 ^/ fit/	 W WW	 W	 W	 WW	 W	 ^r	 W W
L rz-r-ontr-tnset( block)
{
^i
	 if (block -= 1) /* Set di.selaw colors for block. 1 onl y . *!
colorset(1);	 /* Set color of displaw vectors.*/
}
warrtset(bl )ck.); /* Set trial onset warmin g ,	 */
rrintf( • In Prompts warnl%d7=Xd\rt'sblockr *ear,warnCblock7`; -
itiset(block.); /* Set inter--trial interval. 	 *i
Printf('In Prompts itiCXd7=Xd\n'.block.*par.itilblock.])';
tptset(block.)s' /* Set time per trial,	 */
Print+°('Ir. Prom ptf trtCXd7=Xd\n'vblockr*Par.tptCblock7);
rsrset(block.); /* Set res ponse samp ling rate.	 */
Printf("In Prom pts rsrC7d7=Xd\n'pblock.*par.rsr[block7);
instset(=:1ock.); /* Call instruction set routine.	 */
Printf('In Promptr irestCXd7=Xd\n' ► blocks*par,instCblock7);
vsset(block);	 /* Call vect/scalar set routine.
	
*/'
Lrintf('In Prom ptv vs[Xd7=Xc\n'rblockt*par.vs[block7);
frbkset(block); /* Call feedback mode set routine.	 */
nrintf('In Prom pts fdbkCXd7=%c\n',blocks*par,fdbklblock7);
rescritset(block)i
	
/* Call response criterion set routineO
numtrialsset(block) ;/* Call trial count set routine, */
PrintW In PrcmQt y numtrialsCXd3=%d\n',bloc^,P*Par,numtrialsCbloc"
k.7);
finclu rfe '/usr/inelw'e/stdio.h'
tincluut •../c/cdev/subs/defaults.h'
tincluce '../c/cdev/subs/storale,h'
A ref A:., Pe rf mprntaI t r 1 a 1 blocks to be -irtr- 1
 uded j  thi s e.,-&%riment
*	 This routine will Prom pt the user for the total number
****4:#.'^caic^lc**^lc^IcaK 'f.^lc**^lc^lc^K^Ic:K^lc^lc:k**^C7K^IaK7K^Ic7K^K*^Ic^Ic7K7K^ic7U^lc^ic^'^K;K^Ic^Ic^K7K^Ic^ic^lc^Ic^Ic^icalC7K^ic*^Ic*sic*^K*^K^lc7K^lc 	t
*	 numblk.sc± ()
05	 to	 t'^:e	 Lb l uj k.	 coup Ler	 ,	 rief ^. tj . t	 va	 ►.^e !	 •rer	 s i	 Lrie ^F
*^E NUM ^! = S ;,;er^ber of the riefaults.h	 ` ile#	 Mote that the block.
-' ,:_:ur=t. •? ­^+erere car, not exceed the val::e stored in the constant
, AXE AICK S (;--Iso in the defaults.h file).	 -_
' -
y
^ _:^
W1r
^!
/
c
•
i.W
	
y	 yy y yyWlr y .y .y .y 	 .y	 WWy {r y y.	 yy y yy .p y.y .y y yy 	 yyy y	 {.y	 .y
*•7+41T ^T* •^ *A^^^T+I^T^TATTTT •7• ATAT^^T ^TTTTAA^^TRT TT	 ^^TTTTATTT ^^^AT TT^^TT ^T^/ 	 '
rturab 1 k.set <)	 ORIGIOL PAGE 11
-
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OF POOR QUALITY
int err.maxbvtesfresp ;/* Define error trap for dialog# !
int count;
' extern struct par;
-cha r bufC1007;	 /* Generalized character buffer.
j -	 maxbvtes = £30+	 /* Define maximum ii -ut line length. */
/mac Pry mF-t for total block count for this experiment. #/7
i
E•r r• ^ NO i
' Printf('\nEnter total number of trial blocks in this experiment
{
•"	 Offer default option. */	 -
p rir ► tf('1Xd7i	 '.DEFNUMBLKS);
r c?sp=get int (buf . maxbwtes) ;
if ( resp =_ -1 )
	 /* If non-inte ger response ... *!
_ r
if ( bufCO] __ '\n')
	 %* <cr> means default. */
{
*par. numblk.s=DEFNUMBLKS;
p rintf (' Xd\n' s I'EFNUMBLKS) ;
-.^r err=NO; Vie`}
else	 /* Else bars non-inte ger answer. */ ^
-C
error('ERROR-Response must be numeric or <cr>\n\-``
n')^
err=YES;
else	 /* Else an inte ger response. */'
if ( resp
 > MAXBLOCKS ) /* Res ponse too large. */
error('ERROR -Response must be less than 0);
printf('Xd blocks\n\n'YMAXBLOCKS);
err=YES:
else	 /* Else everwthing ok.	 */
{
*par.numblks=resp:
r .	 err=NO;
}	 while(err);
P rintf("Res ponse stored in numblk.s =%d\n' ► *par. numb lk.$);
}	 /* End of numblkset routine.
	 */
- 
^^'X<^;^,
.^^^^_^S^IcK***^K***^c***^?K?^?K?K*^G*******?Kkc^
	
c c> >:*^?^?^^^*?K*^?K^C^K**^Ic^C^*^K?^
Routine to se ,inst-t*xtion flag for current block.
* This rou+•ine is culled with the current block number as are argument.
and F-rcam>`t^ the operator for instruction dis p law. The allowable
responses are v(wes) r n(no) r and carriage return, which can mean
(; either ves or no ► depending upon the sett i ria of the fla g in
a^ Jefaults.h. The ir.stC] member of the g lobal structure Par is then
* set to ref l ect the selection.
:K^k alc^k^K^K^c^k * ^k^tc^K^lc^k*^k^^Ic :X^! ^ltalc*^C^Ir^C^K * ^tcalc^lc^k^k^lc*^[c^C *:k^k^c^lc^K^lc^k^k^C^lc^ lc^t^tc^k^lc^lc**^K^K^Ic*^C^ia(alc^C^lC*^K,Ic^K^k#!
ir'stset(count) -
,C -
extern struct Par;
int err;-	 /* Define error trap
 for dialo g # aK!°
int resp rbcount;	 /* Space for response */
do -C	 /* Loop 'til correct res ponse is received */	 _
err=NO; /* Begin dialog with no errors,
Printf ('\nDisplaw subject instructions for block #Xd? 'rcount);
*!	 a
Printf('(w or n)CXc]'rDEFINST?'v'**'n');
a
(J
•[ /* Collect response and tr_st. aK/
resp=getchart);
switch (resp){
s
case '\n':	 /* Default response >K/
Mq"	 *par, instCcount7=DEFINST;ORIGINAL r
E OF POa'	 UAtk	
Printf('Xc\n'rDEFINST?'v'**'n');
.t Q
-	 break.;
case	 'w' * 	 /* VuP..•. */
- case
*Par.instCcount]=YES; =
err=NO;
r break; I7
ease 'n'**	 /* Wope.	 */
{	 case ' h" **
*Par. inst[countl=NO;
err=NO;
r break.;
default * 	 /* All other responses.	 */	 '
err=YES;
-	 error('\n\nERROR-Allowable res ponses are w or n#
break.;}
}	 while (err);	 /* Loop 'till no err.	 */
Printf('Res ponse stored in *Par.instCXdl=%d\n'rcountr*Par.instCeount7);
}	 /* End of instset routine.	 */
^aK*aK**aK*aK*^cak***aK*aKaK^c*aKak**aK*aK****aKaKak****aK*****aK**ak*aK**^C^CaK*********akaK*akaKakakak
*	 vsset()	 aK
*	 This routine will Prom pt thr o perator for selection of
* Either vector or :scaler mode operation for the current block..
* The allowable res ponses are v or V ( %-ector mode )+ s or S(scalar mode),
* or carriage returnr whose meanin g is determined by the status of	 alt
* the	 DEFVt in-the file DEFAULTS.H. If the vector mode is
* selectedr Loth the ma groiti-sde and direction of the stimulus and	 *	 )
k a,,rf .nc^nrce tuar.t_nrc fart ha PhanQec{.!__mb-i l.e lr, the scalar _-mn
-	 Wijgr} s^	 _)k
?k?Mrw?-c^kalcak^t)k?K^Kc*^Ic**^C^cXc**^k^C:^Xc^c^IcJk7k^tK^k^K^K^kXc*^F^c7K7K**^K^C^k7K^c7k^lC7k*7k^lC^K^k7k^C^itf
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e x t E• rr, st ruc t par;
int err;-	 /* Define-error tra y for dialog . */
int resp ,bcount;	 /* Space for response
f do {	 /* Loop 'til correct response is received */
' err=NO;
/* Prom p t for vect/scalar mode */
! printf('\n\nSelect vector or scalar mode for block #%d(v=vecty a.
=scl r . ^ count) t
/* PrInt character corres ponding to default selection. ^Kl {
pr.intf('CY.c3':DEcVS?'v':'s' )'s
Collect res ponse */
resp=getchar();
switch(resp)-C
case '\n':	 /* Default selection */
*par.vs1count3=DEFVS;
r putchar(DEFVS?'V':'S');-
L break.;
case 'V':	 /* Vector selection */
case	 'V':
*par.vs[count7=1; -
err=NO;
break;
case 's':	 /* Scalar move selection ^!c/
`- case	 'S':
*par.vs1count3=0;
err=NO - _-
- break; -
- defauIt:	 /* Garbage response
error('\nERRQR-Allowable res ponses are cr1t	 v. ^
err=YES;
break.;
while	 (err);	 /*	 ...'til	 then get it ri ght! */ _
' Printf('Resronse stored in =ear.vsC%dJ =Y.c\n'tcount y (*par.vsCcount3?'V':' °-i
End of vsset routine. */
* Prompt for and collect into on subject response criterion#
* The RC is used to specifw the sire of a 'target' area on the dis play * -
* screen within which a response vector would be scored as a 'hit'.
«s I * Allowable res ponses to the RC prompt are s or S(small tar get) r m or
* M(medJum size tar get),	 1 or (.(large size target). and <crrr whose
* meaning
 is assi gned bw the constant DEFRESCRIT in the defaults.h * '_
* file.
	 The small+ nedium, and lar ge Gualifiers are in relative termsr
* and are lo garithmicallta related.
f **:KKK*^k********:K***************^K*^C*******^K**********************^C*^C***^C**f
t'
^escritset(count)
• Li
extero struct par ►
int err; 	 /* hefine error, trap for dialog,
^ 	 -s ^ ...ter. ^. ^ ..^..^.._ _.,-y .s ^. s_-.^-	 .^.^ ^•^»..^^.
/* End of rescritset routine.
L-1 - -
'	 t
I	 n•>:
do	 OwN& PAGE
OF POOR QUALM
err=NO;
Prirttf(' \n\nSelec't response criterion for block. #%d\n'rcount)*
Printf (' (s=small r rro =medium, I=large) CXc7; ' rDE-'RESCRIT);
resP=aetcharO ;	 - ---
switch (resp )
case '\n'2	 /* Default response. #!
Printf('Xc\n\n'yDEFRESCRIT); --I'
*Par.rescritCcount?=DEFRESCRIT;
break;
case 's'2	 /* Small area. #/
case 'S'i i
- *Par.rescritCcount]='S';
err=NO;
break;
case 'm'2	 /* Medium area. #/
case 'M':
*Par.rescritCcount7:
err=NO;
break;
case '1':	 /* Large area, */ -
case
*Par.rescritCcount]='L';
err=NO;
break.;
default#'	 /* All others...- */
error('\nERROR--Allowable res ponses are•<cr>r srmror 1\n\-
err=YES;
break.;
I
while (err);
Pr_intf('Res ponse stored in *Par.rescritCXdl=Xc\n'rcountr*Par.rescritCc
'	 numtrialssetO	 #
*	 This routine will Prompt the user for the number is trials
* to be included in the current block. A default valued ( stored in
* DEFAULTS.H under DEFNUMTRIALS) is offeredr and a response is taken.	 #
* This irate-qer value is then stored in the numtrials member of the
* global struct Par.
*	 #
numtrialsset(count)
C
L
char bufC1007;	 /* General use character buffer. 	 #/
wMIRAL PAGE !8
r	 OF POOR QUALMs:rr =NO;
r rintf('\r,\nEnter number of trials for block, #Y.dt*' ► count);/* Insert, default op ion. 	 V
j	 r3 r-intf(" Cld]'PDEFTPBLh);
resp=getint(bufymaxbwtes);
if (resp =- -1)	 /* -1 means newlinet or default...*/
if (bufC4]=='\n' )
Lill
Par . numtrialsCcotint7 =DEFTPRLK;
¢rintf('%d\n'.DEFTPBLK),'
'	 err=NO;i
else	 /* Else an error	 */
-C
! 	 error('\n\nERROR-Response must be numeric\n');
err=YES;
else
{
if ( resp > MAXTRIALS >
-C
4	 error('\n\nERROR-Resr-onse must be less than 4);
Printf('Xd trials\n\n'sMAXTRIALS);
C,	 err=YES
else
-C
*Par.numtrialsCcount] = resp;	 r -
err=NO;	 r:^
ti	 while (err);
Printf( '\nRes ponse stored in numtrials C%d]=%d\n' ► countp*r-ar.numtrialsCco^t{
/* End of numtrailsset routine.
	
*/
r	 fdbk.set(count)
L: *	 This routine will p rompt for the twee of subject feedback
* desired for the c u rrent block. Allowable answers include
* n or N(no feedback.) s b or B(Binarw feedbackr meanin g correct
* incorrect ) v a or A(Running averagep which is an error count
* that i. cumulative 	1	 = >
	 s  ul  ve over all samples in a trial >r and •.cr,, which
	
*
* gives the res ponse determined b %a the setting
 of the DEFFDBK flag
* in the defaults.h file.
	
***********?k***************************^C*****%^*^k**sic***************^K**^k*^(c/
	
^
C! fdbk.set ( count )
_	 int 'esr-,bcounti___...__---_ /* Space for__m%5 -onse
extern char *fdbkC7;	 /* Assi gn storage for feedback mode flag*/
int err;	 /* Define error trap for dialog .	 */
r='rr=NO;i	 P romp t and collect res p onse for feerSback, mode, */ i
rrintf(' \r, \naelect subject	 feedback. mode#\r,\nb=binarw (correctri
nc ) r r'ec t) r \n')
p rintf('a=Runnin g average (Cumulative error summed over all');
•ri.ntf ('sam p les	 in a trial) r\n	 ') ;
p rintf('r,=No subject feedback.`);
printf('\nEnter selection C%c7#	 IPDEFRFM);
r•esp=!detchar()
switch (resp ) r
-C I
case '\n'#	 /* Default res ponse. */
p r i ntf (' %c\n' y DEFRPM) ;
*par,fdbk.Ccount7=DEFRFM;
break; t
PAGE	 case 'b':	 /* Binarw feedback.ORIGINAL */POOR QUALITY
	case ' B I #
OF	 *par. fdbkCcount] =' B' ;
err=NO;
break;
case 'a'#	 /* Running ave ra ge. */ -
case 'A'#
*par.fdbk1count3='A';
err=NO;
break.;
case 'n'#	 /* No feedback. */
case	 'N'#
*par.fdbkCcount7='N';
err=NO;
break.;_'
dLz fault# e
error('\n\nERROR-Res ponse must be <cr>rarbror n\ "%
err=YES; ;i
break.;
while	 (err); k '"^^ s
L )-
Pr-r,tf('\nResponse stored in fdbk.1%dJ =/.c\n\n'r count r*Par.fdbkCcount3);
/* rrid of fdbks>et routine.
	
*!
r 11-include '/usr/include/stdio.h'
*include '../c/c•dev/suns/defaults.h'
#include '../c/cdev/subs/storage.h'
* colorset(count)
* *
* Prompt for and collect info on subject dis p law vector colors.
* The Parameter collected here controls the colors of the stimulus
* and res ponse vectors on the subject dis p law scope. Allowable
* color:., include redr	 -4reer,v and wellow;	 all mutuallw exclusive
* permutaticns are permitter;. The color combinations and associated
* cones are as follows#
*	 0) No colors for either stimulus or response.
*	 1) Green stimu)usr	 red response.
*	 2) Greer, stimulusr wellow response.
*	 3) Red sti.m.slus:	 g reen response. *	 F
4) Red _stir-dust	 wellow _ response.
	j
1	 re iuw S y a ;s s	 red response.
	
co l o r se t t >	 ORI©INAL PAGE IN
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}.,	
extern int *dis pcolor;/* Assi gn storage for disp lay colors.	 */
int resp vcountperr;	 /* space for res ponse	 */
HI
ri o{ ► 	 _
err=NO;
-rintf('Select subject dis p law colors: Allowable combinations are\n'):
p rintf('O) No eolors for either stimulus or res ponse vector\n');
p rJ.r;tf('1) Green stimulusr	 red response.\n'.);
p rir.tf('2)
p riretf('3)
Breen stimulusy wellow response\n');
Fed stimulusp Green response\n');
l fyr1nt f ('4) Red stimulus, Yellow res ponse\n' );
p rintf('S) Yellow stimuluss Green response\n');
printf('6) Yellow stimulus p Red response\n\n');
rrintf('Enter code corresponding to desired colors CXd3: 'vDEFDISF'COLOR)
;
resp=getchar();
switch (resp)
case \n':	 /* Default combination. */
Printf('Zd\n\n',DEFDISPCOLOR);
*par.dispcolor=DEFDISF'COLOR;=
err=NO; 4
break.; r .^
case '0':	 /* No colors.
*Per.dispcolor=0;
err=NO;
break.;
case '1':	 /* Green + Red. */
t *par.dispcolor=l;
err=NO;
break.;
case '2':	 /* Green + Yellow. */
*par.dispcolor=2;
err=NO;
breaN.;
case ' 3 1 :	 /* Red + Green.
TYar.dispcolor=3;
err=NO;
break.;
case 1 4':	 /* Red + Yellow. */	 {
*par.dispcolor=4;
err=NO;
break.;
case '5':	 /* Yellow + Green. */
*Par.disficolor=5;
err=NO;
break.;
case '6':	 /* Yellow + Red. */
*par. dispcolor=6;
err=NO; ±
break.;
default: /* All others.
error('\n\nERROR-Res ponse must be <cr: ► 1--6\n\n');
--— -
 rre: Yom-
•-.._— -	 -	 - -_
wh11.e	 (err) f
r r 1 r, t	 `+ n ") ;	 ORIGINAL PAGE EV
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/* End of cc^lorset	 rou tine. */
:`:^C:i^:tf^K:X^K,ic:X^k^k*^C*^***,^c;Kok:^^a*^K*^C^K?K^K^Ic^K^R}RXc^X^^^K^k^k^k^lt^(c^lC^(c^**^lc^#^!c**^^^;'X:ac****^K^^k^C *****^k
warnset(count)
* This routine will Prom pt for and set the code for the
* selection of the Subject trial-onset warnin g . Allowable responses
* include it which gives a .S second warnin g tone on a sustem *	 1
[ * Sonalert beeperr Or which gives a g reer, s quare on the subjects , *	 ^
* :Jisp 1av scoff— for the same len g th of timer and <;cr>r whose
* meanin g
 is governed by the status of the DEFWARN fla g stored in
* the defaults.h file.
• *%K^c**^k * ^k***^K*^:**%k* *********^K*^Ic*^^*^C*^C**^k***************^!c*^C^C *******^K*^k***/
warnset(count)
-C
extern int *warn[]:	 /* Assi gn storage for warning tone. */
int err;	 /* Define error tra p for dialog . */
int r•esp rbcount;	 /* Space for resp onse */ i
do
err, =NO;
Printf('Select Trial-onset warnin g tone. Rc s per,ses include\n" );
Pr:1r, 1., f ('0=5r-een souare on disflaa sco pe r 	 1=Sonalert tone.\n');
Printf('Enter 0 or 1
	
[Xdl:	 'rDEFWARN);
rest-=getcha r () ;M
Switch	 (rest-)
rrl
case '\n'.	 /* Default response. */
F ri.ntf ('%d\n\n' r DEFWARN) ;
*Par. warnEcount7=DEF'WARN;
err=NO;
b reak.;
case '0':
	
/* Green s quare. */
*par.warnEcoun+.7=0;
err=NC ;
break;
case '1':	 /* Sonalert tone.
*par.warn=l;
i err=NO;
break.;
default:	 /* All others. */
error('\nERROR-Res ponse must be <::cr.•r 	 Or	 or 1\n\n4)i
= err=YES;
break;
3,
while	 (err);
P yl l ntf ( ".n\n')
Printf('Res ponse stored in *Par.warn[%d7=Y.d\n' ► cauntr*par.warn[countl);	 j
/* End of warnset routine. */
i	 .t
i :^^c^k^*^k*^R**^k^^K^k^lc7lc^ic**^icalc^icxc*^**^K*?k^lc^cAr^k^lc^lc*^*}!'**^K^c:ic^k^*^ic^^^K****^^Ic]It^^^C^^C* ^K^ic*****
* itiset(count)
This routine will p rompt for and set the inter-trial
* interval for -he trial block. s pecified.	 Allowable res ponses to
* the p rompt include	 :crlr which sets a default number of seconds
* whose value is stored in the defaults.h file- arid ariv dilit(s)
* less than the p re-determined maximum limitr whose value is also
* in the defaulfi:sih file. The res ponse to this p romp t is stored in
* the	 . iti
	
r;.emjber of	 i-he !^#lobal
	
structure *par.
L
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t 0-tay, bufC1007; 	 /* General use character buffer.
extern int *itiCJ;	 /* Assi gn storale for inter trial interval*/
int err;	 /* Define error tra p for dialog .	 */
int resp rbcount ► maxbvtes;	 /* Space for response
do	
t
m.axbtttes. - 80; /* Define maximum in put character strin g length */
Printf('Enter desired inter-trial interval length for Mock. #Xd2 CY.d3?
9 c o u r t EFITI) ►'
resp=_qetint(buf9maxbvtes);if
r
! check. for default answer.	 */
if (bufC07 =_ '\n')
printf('Y.d\n'yDEFITI);
*par.itiCcour,tJ=DEFITI;
err=NO;
}
else /* else an error if 1 character (other than cr) */
.{
error('\nERROK-Response must be numeric\n\n');
err=YES;
}
}
else	 /* Else an integer response. */
{
if	 (resp > MAXIM	 /* Check for iti too long ... */
{
error('\nERRO~-ITI must be less than	 ');
printf("/.d seconds\n\n':MAXITI);
err=YES;
}
else /* Else everwthins ok..+ */
{
*par.itiCcountJ=resp;
err=NO;
}
while (err);
1^
i	
Priritf('Response stored in *par.itiCY.d3=Xd\r•t';court; *par.itiCcount])t
u	 /* End of .i, ti.set r outine.	 *J
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{ tptset(count)
This routine collects data on the desired maximum len gth of
( *
*
time a trial should last;it is the point at which the g rog ram will
interrupt the subject response/dis p law update cvc1e.
M
* Allowable responses to the p rompt include <cr.:; which sets a default
* value which is set in the file defaults.h; and anv integer value
* less than an absolute maximump which is also stored in defaults.h
* ^r
tr~tset (count)
C
extern int *tr-tC]; /* Assi gn storage for trial time. */
char bufC1007; /* General use character buffer. */
int err; /* Define error trap
 for dialog . */i r it	 r e= p ;bcour,t;maxbvtes; /* Space for response
r1lax •'rtes - S0;	 /* Define maximum input character strin g length *:
do
f.
err=NO;
r-rintf('Enter Subject time limit (in seconds) for trials in block *%dY 4%^
Xd l count 9 DEFTPT) ; 
t
resP== geti nt (buf ; maxbvtes) ;
/* Check. for default res ponse.	 */	 1
{
	
	
Nij
it (bufCOJ =_ '\n')
{
printf('Xd\n';hEFTPT);
*par.tPtCcount]=DEFTPT;
err =N0;
else	 /* Else tad answer.	 */
{	 •
error('\nERROR-Answer must be numeric.\n\n');
err=YES;
}
else	 /* Elsp a valid integer response.	 */
if (resp > MAXTPT)	 /* Can't be too bi g .	 */
{
error('\nERROR-response must be less than ');
p rintf('Xd seconds\n\n';MAXTPT);
err=YES;
}
else
	
/* Else ok to store.	 */{
*par.tptCcount3=rasp;
et r=NO; 9^
s--ri.ritf('Rvsr=tense stored in *Par.tPtE%dJ %d\n'rcouritP0-ar.tptEcountl)f
t	 L	 /* End c 	 tro ts t routine,,	 */
ORDINAL PAGE IN
OF POOR QUALITY
.'****^K*^^k^;^-?4^:k^^5lc^c^^k*iK^*^^K^k^t*^k^C**^K*etc***^*:kit*^c*Nc^K^c^C*^K**^k^K*^c^c^c**^c^lc_^k*%K***^k**kr
rsrset(co.a.-jt)
Ak	 TI;:is rou'L ne will p rompt for and set the desired response	 ^	 r'1
* saaa^lin• l rates for the current block.. Allowable answers include
-,rhi.c.,h gets a default res ponse samp lin g rate (exact default
'et in the file defaults.h)y and arry integer strin g which is in
mi11isecor,ds? is -^ valid inte^^er strin g Greater than the minimum	 *	
M
* >^.-mp lin? interval, and is an integral multi p le of 10 msec.
*
ra •set.(ca ur,I.)
4
E
e::terr, int *rsrC';	 /* Assi gn storage for response
Samp ling Tate.	 */
charbuf[ 10 7;	 /* General use character buffer.	 */
ir!t ^^rr+	 /* Define error trap for dialo g .	 */
i.n a rE: as p ? bcount ? maxbvtes;	 /* Space for response
maxbvtes = 80; /* Define maximum input character st ring length */
do	 k
N
r- r i nt r (' Erit e r desired response samp ling rate for block. number %d\n' r courd '
t);
printf('The samp ling rate sh:auld be in milliseconds y and should be an ♦n
rintf('inte q#ral multi p le of 10 milliseconds? which is the minimum.\n')1'
p r.-r1tf('Samp lin9 rate =[%d7 "tDEFRSR);
i[	 T,esp=getint(buf?maxbvtes);
/* Check. foT .
 default answer.	 */
if ( resp -- -•1){
1	
if ( bufCO3 =_ ' \n')	 /* carriage return oko	 */
printf ('Xd\n' gD'7FRSR);
{	 *par.rsrCcount]=DEFRSR;
j'	 err=N01
}
else	 /* Else an error.	 */
{
error('\nERROR-Response m-ist be numeric\n\n') i
err=YES;
I	 }
else?	 /* Else a valid inte ger respon se. 	 */	 ^
{Cif (res p <:: MINRGR )	 /* Too low*.,	 */{
error('\nERROR-Response must be g reater than ');
i
}
else
}}	 while	 t	 err	 )^
Printf('\n\n');
Printf( 'Response stored in *Far.rsrC%d]= d\n•,count. *par.rsrreount3)#
}	 /* End of rsrset routine. *f
^c	 Defaultset(block.num)
This routine will' set the r-arameters for a block. whose * F
* numbet t,as Passed as an argument to those values set bw the * ^^^`
* operator for Mock. t1. The routine utilizes the global structure * {
...
* containin g
 the Parametersr and returns nothin g . * J1
* Ent rV	 Currant block. number•
* Exi ;.	 Torte, * '
* Galls:
	 done. * ='
* Ci>	 '.ed	 bi^:
	 Parameters,
11; :,:</83:Comp lete and work.i°rg.
^c**^K*:K****M**^'*^k^K*^c^c****^:^:************^c**^K*^k****^k**^K**^K*******%c*^K^k*****f °^a,
de{'au l tset ( b 1 .number )
i. rtc., l udc-.
	 ' • . /c/cciev/subs/dafau3 ts+,^h!" 	 E	 4 ; ,	 ,
tii°tclude % •/c/cdev/subs/sto-
*Par, instCblKnumb*v,2w* *,,r irtstC :. j `	 /* Set instruction flog
*Par.riumtrialsCb.lknumbvr!-*¢ar z. '+,,+;rialsCi3;
*par.vs[blknumber3=*wsr.Vs113;
*Par.fdbk. C^ilknumber3 =*Par.fdbkCl3;
*r•ar, rescrittblknumber3=*Par, rescri,tC13;
*par• itiCbik.number3=0-ar.itirl1;
*pa:.warnCblk . riumber3 =*Par.wat-n'1];
%X par. rsrrblk.r,umber3 =*Par• rsrC13;
*Par . t p +•Cblk.; •turiber3=*Par. tr-tC 1 a ;
*r-ar.durlblknumber3 =*r-arodurC13;
of defaultse y routine. *!
i nr 7 ^ aria • .. !r^/rric+v/^^ ii75![i^au_1-t.S.. h'
	 .._ .•w____
	
a_^_.	 _—	 - --	 • _	 -	 _ -- ....
^.► .•... -..	 :.tee i.,	
.r...^^.--° w—___^ .
	
_..^
s`	 rC)vLltie _u` d7,'sp lav i_ol terits of silobaa Rarvm—lli,t_i S' i IJi:.L+.Ji-C-. i
di sp ( count )
L PAQE 1W	 3extern struct per OF POOR QUALW
_— rsrrtff` rrStrE.rctior^s [%dJ=%d\n'tcbuntF Panoin-treountDr'
Printf('Vector/scalarCXd3=%c\n•tcountt*r-ar.vsCcount3);
_	 Pr.intf(`Number of trials for block #Xd =Xd\n'rcountr*Par.numtrialsCcount])t
r'r .ntf ('Feedback for block #XIS =X P \n'scttunt_r*Par.fdbkEcount3) i
Pr2ntf( ' Response criterion for block #Xd =Xc\n'rcountr*par.rescritCcount3);	 F
C^ -rinvl f('Inter-trial interval for block #Xd -Xd\n'rcountr*par.iti[count7);Prirttf("Warn ing for block #Xd =Xd\n' : countp*par . warnlcount3);
Printf( ' Response sane rate for block #Xd =Xd\n'rcountr*Par.rsrCcount3)s
Print'(''sa y: time rer trial in block #%d =Xd\n' icount r *par. te+Ccountl);
erintWMin disp lay update rate-for block #Xd =Xd\n'rcountr^cr-ar.durCcount7)9'
.ti
#include '/usr/include/stdio.h • 	
ERRIIR(} -: Ef-ror subroutine. This routine is a generalized error reporting
stlb rout i rr -g •
'"rtr	 The entry argument is a Phrase to be Printed on the console.
Exit!	 Argument directed to standard output.
LCalls:	 None.
Called bV# Ans other r_tutine.
error (Ptr)
char *Ptrt
i n t N: ;
while ( ptrCk.++7)	 /* Trailing null in lane will terminate routine*
r	 Putchar (ptrCk-13);
4-include '/usr/incl ude/stdio.h'
-include '../c /cdev/slabs/defai.;lts.}.'
J*****Acct**;k****^*;K*****^C*^i******^k*^*********^C***^C*^K;K^K******^t**^K*******^C**
*	 *
Ac	 Subroutine used to gather a line of input from the consoler
* evaluate itr and return an inte ger corresponding to the
* collective value of the di gits entered.
*	 *
* cntrwt	 Maximum line length Passed as intr also Pointer to
*	 character buffer.
* ExitS
	
Int returned g iving value of di g it(s) enteredr or -1
*	 if an error occurred.
* Calls:	 Readinr error.
* Inclusions:	 Calling routine must include the strio header.
* Notest	 This routine should be run in a 'mode rawr -ec'
*	 environment,
setint(bufrmaxchars)
char *buf ;
J.nt max hays;
C
* Get a ling
 of characters: check to see if EOF encountered in lime. */
if ( (x= reaejin(buf,maxchars)) !=NULL)
OMM PAGE
err=YES;	 OF POOR QUALITY
else
k
-C t
err=NO;
i /* Step thru buffer returned from last character entered to first * *1
for (diaitcount=x-2; diaitcount>=0; --diaitcount)
s -C
/* Check for valid di git. */
if ((isdigit(but[disitcount7))==NULL)
{ - AC err=YES;
else
/* If good di git y scale to proper power of ten for di git p laces and add to A
running total. 7K/
count+=((buffdiaitcount]-' u')*tpowertiOs
(x-diaitcount-A))));
} j
}
}
if	 (err)
a
return (-1);	 /* Si gnal error. #/
else !	 :,,°
return (count); /* Or return running
 total. *l m=_
i
i	 [ /*^*****7^*^:*****7k%kJk%^C**^C*7^**^^C*7K****7k**7k****%K7^C*^7^^C***%k*^,'.**+'K***7^***********
*	 numbl kset ()
t *	 This routine will p rompt the user for the total number * 1';
* of experimental trial blocks to be included in this ex periment, *
* The response maw be 1 or more di g itsy or a carriage returns which * _.
* Fssi q is to the block counter a default value stored in the * {
* IUNUMBLKS member of the defaults.h file. Note that the block.
* count entered can not exceed the value stored in the constant
* MAXBLOCKS {also, in the defaults.h file).
*
numblkseto
int err;	 /* Define error trap
 for dialog . */
int resp ;	 /* Space for response
- int bcount;
extern int *ruumblks;	 /* Assi gn storage for total block count */
i /* Pi,ompt for total block. count for this ex periment. */ .
do{
Err=NO;
p rin,tf( • \nEnter total number of trial blocks in this experiment
}r,esp=setchar()±
>wit..-,`i (resp){
I7. \,rt' ) it
case'\r-t':	 /* Default response.
printf('%d\n'yDEFNUMPLKS);
*par. nurt,b!ks=DEFNUMBLKSr'
break.;
defEult:
if ((isdi5it(resp))==NULL)
{
error('\nERROR-Res,--onse must be numerics
ORIGINAL MQ-4. F.S.
OF POOR QUALITY
	 }
else{
err=YES;
break.;
if ((res p -' 0') : -MAXrSLOCKS )
r
error('\nERROR-maximum allowable
-tumber of blocks is ') ;
printf(';'.d\n'PMAXBLOCKS);
err=YES;
break.;
I
else{
printf('%c\n',resp);
*par.numblk.s=resp-'0';
break.;
1
t
}	 while(err);
r
/* End of numblk.set routine.
tinclude '/tjsr/include/stdio.h'
is c .;;c?e "../c,'^dev/subs/defaults.h'
,^ :^^^^i*^^^::# ^i**^**Ac*^k^c:X*****^c*****^K^C****^c**.Kok****************^k**^C^t^K**^k^c*:K****
Function readin(buf,maxbvtes)
C
X
* Th!. = 	 rot.r1line wi ll	 read a	 line of	 me;xiaiurit	 length Rt axbwtes from
* the standard ir, p tity	 nrid will p lace it in the buffer Pointed to bw the
* i;r;.ument.	 :#:;jtjf.The
	
routine will
	
return an	 int with the following
* nteiurtinss:
* ?.)If no errors occurredy a count of the number of characters read
* i:;	 returned.
* 2)If EOF was encounteredy or an error occurred. a NULL value is
* recur-aed.
*
* Ent.rv: A pointer to a character buffer must be passedr as well
* as an int containini the maxietum allowable b yte count.
* Exit:	 An	 int is returned,' diving
 exit status information.
* calls: getchar
* Cap e-' bv: Anv other routine.
* Irtc.'.usions: The callin g routine must include the stdio.h file.
* Notes: The calling routine should execute in a 'mode raw'
	 .
1 ^c	 environment.
************k**^K************?KKK***********************^c*^K****^K*^Ic*********/
readin(buffmaxt1vtes) .
char *buf 1
int chaff,count;	 ORIGINAL FADE IR ^	 3
c ;a rcou n t ^ 0 ;	 OF POOR QUALITY a	 =
/* Collect-irFljt until Enid of file encountered (aka control ct -c) */
while((c=getchar())!=EOF)
*(buf+charcount++)=c;
Check. for carriage return or maximum buffer ; ount exceeded. ^kf
if Cc=='\r•`!Icharcount>maxbvtes-1)
-C
return(charcount);
}
}
return(NULL);	 /* Else EOF encountered */
*	 parchange{) *	 -
*	 This subroutine will handle the mechanics of listin_ j'ie
* Parameter - block contentsy and will oversee anw changes made.
* Entry*`	 stone.
* Exit:	 gone.
* Calls:	 Dispblkr BIkchange.
' * Called bw**	 Farcheck.
*
*******************^K*^C*^K************^k?k*^c***^C*^k^c^K^k**^K^k*^K^K^K**^k*^C*^C^K^C^C^c^k^C *^k/
*ir.^hide '/usr/include/stdio.h'
#include '../c/cdev/defaults.h'
ParchangeO
extern struct *par;
int resprerrrblkrmaxchar;
^a
L
char buf[807;
ma„char=70;	 /* Define maximum line len gth. */
do	 /* Error tra pp ing loop . */
_ {
printf('Enter the number of the block you wish to change **');
i
resp=getint(buf,maxchar);
switch ( resp)
C -C
case -1**	 /* Error generated in getint.
case 0**
error('ERROR-Response must be numeric and non-ze
ro\non');
err=YES;
break;
default *	 /* All others valid integer responses.
L=' if (resp > par->numblk.$) /* Response too high.
{
error('ERROR-Response'must be less than
\n\n' r par- ,-numb ks) ;
*,I 	ORIGINAL PAGE IN	
else
OF POOR QUALITY	 t
of the seloc•ted block */
rameters in the selected block */
}
break.;
/* ok to change*
dispblk(resp ); /* Vis p lav the contents
blk.change(resp );	 /* Change the Pe
err-NO;
r
}	 while ( err )^
return;
/*^K^c^K^K^lcat*^k^lt**^K*:K*^k*^k^K****^!C*^K^lc***r3iseblk<)^ic^C^C***7k**SIC***^K^K***^k*^It^K*^k*tic*^k***/
disPbJ.k.( ){
Printf(' \nIn dispblk subroutine\n');
return;
t*****ak^k?k^C^k*^k^caK**^C*******^K****^k***^C******^K^C^k***^K*^C***^k*^K^K^K^*****^K**#*****
* ^k
i * Parcheck()
* This routine handles the correction of experimental
* Parameters as Part of the Parameters routine. In this subroutiner
4
*
*
the operator is Prompted for changes to be made. If there are anwr
the number of the block to be chan ged is reauesteds after which
* a list of the Parameters selected for that block is generated.
* Parcheck. then Prom pts for a list of Parameters to changer
* disPlaving each Parameter after it is changed. The Process is
._ * repeated at each level until all Parameters are correct.
* Entrv2	 None.
* Exit'	 done.
* Calls'#	 Parchangey error.
* Called bv;	 Parameters.
*
#include '/usr/include/stdio.h'
*include '../c/cdev/defaults.h'
ParcheckO
{
extern struct Par;
int block y orry res py Pleasecheck;
(	 char buf[807;
Pleasecheck = NO;	 /* Start off with Non-repetition.	 */
do	 /* This loop
 for cwclic dialog-stwle checkins.	 */
{
do	 /* This loop for res ponse errors.	 */
{
if ( p lessecheck.)	 /* If 2nd time around...*/
{
Printf('\nho you wish to examine or make changes;
to additional blocks? CXcJ! 'r(DE1=PARC'-IK?'Y'4'N'));
}	 /t: Print different Prompt.	 */
else
{
Printf('\nDo wou wish to examine or change anw Parameter
s? 1%c3: 'r(DEFPARCHK?'Y':'N'));
u -
ties */
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/* Examine and react to response.	 */
switch (rest)
DEFPARCHK in Defaults.h!\n\n');
case '\n': /* Default answer.	 */
p rintf(*Xc\n'r (DEFPARCHK?'Y':'N I )):	 i
err=NO;
	
r
switch (DEFPARCHK) /* Case out passibili
{
case YES+
	 32
err=NO;
pleasechk=YES;
parchange ) ;
break;	 z
case NO**
err=NO;
eleasechk.=NO;
break.;
	 j
default#* /* Bad option */
err=YES;
error('ERROR-Bad option
break;
}
break;
case 'n'2	 /* Don't want to.	 */
case N .#*
err=NO;
p leasecheck.=NO;
 /* No more.	 V
break.;
case 'v'#*	 /* Yes, p lease.	 */	 c
case
err=NO;
pleasecheck.=YES:`
parchange (> ;	 /* Check +/or change a bs^
break.;
default#*
	
	 /* All othe-s (Wron cl answe'r).*/^f
error( ' ERROR -Response must be v•n.or <cr!
err=YES;
break;
}
}	 while ( err );
}	 while ( pleasecheck >;
return;
j*include '../c/cdav/subs/defaults.h
*include '/usr/include/stdio.h'
r	 ^K	 Blkchange.c
	
^
t *
	
	 subroutine to execute a parameter change within a
^ * bloc.k.# This subroutine willr when called with a block
number as an integer argumentp p rompt for the number of
_ ,- ^w^w.e4e^r +w_^@b.^ZdA n f4ic law fh0.._A^^e.L-. nri Pr6rript . _	 _
C /* Repeat 'tit no response errors*/
/* Repeat 'til no more chan ges reaueste^-]
r!ta
	 le
	 s'U^JL i rik?	 w. i	 'r..^ ..
* Entrw:	 Integer holding
 number of valid ex p block.
* in which chan ges are reouested.
Exit:	 1 Parameter is changed.
Calls:	 anw of the Parameter set. routines: 	 Instsetr
vssetrrsrsetr-numtrialsset•colorsetttp-tsetr
* durset:fdbk.setrnumblkssetrwarnsety
* rescritsetrand itiset. Alsor errorreetint.
* Called bv *	 Parchanse.
'
^(
i
^t^(*)ic*** ^K7K^, *****^k*^K**^K*** MAC^k^k^ lt^K^^t^^k^C^C^^If*^^c^C7k^C^ *^Ic^k**^k^R*^c^lc7k^IC *^k*^Ic*^tak1 ;
blk.chanse(block) ORIGINAL PAQE- IR'
OF POOR QUALITYint resprmaxcharsrerr;
char *responsebuf;
exterrn st^ ,oct *Par;
'tildo	 .'* Loop 	no incorrect responses.
{
Pri.ntf('Enter the number of the parameter to be changed [%s]
DEFF'AkNUM) ;
/* Get and check response• */	 '
resp=aetint(responsebuf,maxchars);
switch (resp)
{
case '\n':	 /* Default response.
Pri ntf (' %s\n' . DEFF'ARNUM) ;
err=NO; r
switch (DEFPARNUM) /* Check defaults. */
.Ell
'. case	 '1':
- break;
instset(block);'
case	 '2':
numblksset;
break.;
case
=
numtrialsset(block.);
_ break.;
case	 '4':
vsset(block.);break..;
case	 ' 5 1 :
fdbk.set(block);
break;
case '6':
rescritset(block);
break;
case
L itiset(block);
break;
case
^-
warnset(block);
break;
case
colorset;
break.; f
case	 '10':
rsrset(block.);
a break;
case
tptset(block.);
:=I-PACE ^
R IQUA'^'
0
C
}
case '1••
instset(block.) ;
break;
case ' 221 1
numblksset;
break;
case '3'
rourt,trialsset(block.)
break;
case '4'2
vsset(block);
break*,
case 15'**
fdbk.set ( block) ;
break.;
case 'b':
rescritset ( block);
break.;
case '7'S	 -
itiset ( block);
break.;
case 18, 40 
wernset(block)i
break.;
case '9':
col^jrset;
brea•k.;
case '10'1
rsr ,set(block. N ;
bream k.^
case
tptset.(block.);
break;
case '12'I
durse`%(block.) ;
break.;
default:
error ( • \nERROR-Bad selection * Please trw
sgain\n');
return;
break;
}
}	 while (err); /* Repeat while -n error condition. */
switch ( resp ) /* DisAlaw Parameter after change. */
F^	 {
4	
case '1'S
Printf( ' Instruction flag for block. #%d=%s\n'rbto
i	 ck.,*Far. iristCblock.]?'YES' .'NO') ;
break;
case '2':
Printf( ' Number of blocks =Xd\n'r *Par.numblks)i
breaki
case 'a'S
Printf('Number of trials in block O%d=%d\nitbloc
k.Y*Par.numtrial%[bl.ock.] );
• hr ,aki
case '4'f
•Vec.tnrls!:alar e r	 for,.o.^	 mock •#^Gd=^c	 .blab
C
ril!
i
Li reek i
case '^'0
p rirttf ('FeeJback. made for block #Xd=%d\n' rblock.x
*Far. fdbP.Cb'_ocU ):
break:
case '6':
Frintf(' Respcurse criterion for black #%6U%c\n',b
luck?*>War.rescritrblockJ);
break;
case	 '7'i
Printf('lnter-trial intewval for block #%d=Xd se
coeds\r , ' rblvckr*par, itiCblock] ):
break;
Case
Printf('Trial-onset warning for block #Zd=Xs\n'r
block.r*pair .warr,Cblock.]?'tone' /'square' ):
break,'
case	 '9'I
Printf('Subject dis plaw colors code =%d`.n'r *par.
dispcolor) ;
break: _
case
Print-WResponse samp ling rate for block #Xd=%d
milliseconds\n'rblocl;r*par.rsrCblock]):
break;
case
Printf('Maximum time for each trial in block #Xd =
-Xd seconds\n'rblock.r*par.tptCblock7);
break.:
case
	
'12'I
>3 rintf('Iiisp law update rate for block #Xd=%d mill
3.isecorids\n'rblock.r* par.durCblock]); I-
return;--
/* End of blk.chanse subroutine. */
/****aK^c:K*^C%K**^k^k***^K****^Ic*^K^***^K^c^^K^k**^'^*^*^^ic^ic*^k^lc^^K^C^k**^C#**^C^K****^C^C^C*^K*^k *^C
*
*	 dispblk.(block.)
*	 Subroutine to disp law values of ex perimental Parameters
* associated with a Particular block.. This routine, when Passed * l'_;
* an integer' corresi`•oridin g to the number of an of-erator-selected
* Mock.+	 will Print the name of each Parameter in the block., along
* with its current valkje.
* Entrvs'	 Block. number Passed as int.
* E::i t,I	 Parameter values dis p layed on stdout.
*	 C.:alls#'
Called bvI	 F'archange.
* *
*^+,•*?K*********kc**^k^*^K^C^c)k*^k*^C^C*^k*^k^c^c^k^k*^**7k^k^c*^k*^C^k^C*^C^K^k^c^k*^c^K**^k***^K^c^k^K^K***f
C
0
0
i #include '/usr/include/stdio.h'
' #include '../c/cdev/defaults.h'S
Jispblk(block.)
L extern struct Par;
I	
Printf('\n\n
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Parameters for block. #XdI\n\n'rblock):
Printf('1) Subject instruction displaw=Xc\n'r(*rar.instCblock.]?'Y'I'N'))
Printf('2) Number of ex perimental blocks =Xd\n'r*Par.humblk.$);
Printf(' 3) Number of trials for block #Xd =Xd\n'rblockr*r3ar.nunitrialsCbl
y	
P
Printf('^f) Feedback mode for block. #::d MXc\r.'r block r *par .fdbkCbloci^.]);
p rintf( 9 6) Response criterion for block *Xd -%c\n'rblockr*par.r&scritCbl
p rintf('7) Inter-trial interval for block #X', =%d\n1'rblockr*r'ar.itiCbloc1 J
Printf( '8) Trial -onset warning for bock #Xd--Xd\n'r block I*Par warnfbloc^kD;
Printf(49) Subject dis p law colors are
switch (*par.lf;spcolor> /* Print the Possible color combinations
case 0: /* No colors */
Printf("No colors for LA ither stimul •is or response vector
break;
case 1t /* g reen + red */
Printf("ireen stimulusr	 red response\r,');
break;
ORIGINAL PAGE 6E case 22 /* Green + Yellow */
OF POOR QUALITY Printf('Green stimulusr 	 wellow response\n');
break;
-L:
case 340 /* Red + g reen */
p rintf('ked stimulusr g reen responss\n');
break.;
rase 42 /* Red + wellow *!
Printf('Red stimulusr	 wellow response\n');
break.; ^.
case ;: /* Yellow + g reen */
Printf('Yellow stimulusr g reen response\n');
break; t
'- ae 6' /* Yellow + red	 */
Printf('Yellow stimulusr red response\n');
break;
default:
	 /* All others
	 */
error('ERROR-Bad DErDISPCOLOR entrw in defaults.h!!\n');
break;	 . '}
p rir,tf('10) Res ponse samp ling
 rate for block #Xd =Xd\n'rblock.r*Par.rsrCbf
lock.])
Printf( 8 11) Maximum trial -duration for block #Xd -Xd\n-,blocky*par.tPtCb
loch.]);
Printf('12) Subject dis p law update rase for block #Xd -Xd milliseconds\n i
"rblockr*par.durCblock]);
r	 /* End of dispblk.
['11, 4-.include "/usr/include/stdio.h'
#include	 /c/cdev/subs/defaults.h'
.^*****M************^C*****************************fit***********************
*	 Stimvect()
Routine to calculate stimulus vector coordinates.
* This subroutine is called in the block subroutiner and provides
i. + s^^._^^ran^rl; ^.^^ ea
_ a£.=a^:erh szl.i il^iQ va ! '_nr in a t ria l hlnrps _m
u.•.	 a ,	 „u	 Fitt,	 r:ew	 vec .ur	 er,rr-olnt i,.
Entrw:	 Int containing current block. numberr Pointer to
stimulus vector coordinate stora ge area.
.K Exit:	 All stimulus vectors sort for current block..
Calls!	 Scaler
_ * Calleo be:	 Block,
**^c^^^k:k^k******^K***^**^***^k^C^C^C***yc*^k**^k*^c**'^*sic***^C^*^t^C^C*^*:^^it^C^C^k*^K^c^k^k**^K* *l	 ^.
stimvect(blkr*vect) OWQI{VAL PAGE IS I
a. n t	 b 1 k. ►struct *vect;	 OF POOR QUALITY
/* Calculate the correct number of coordinate Pairs for current bloc 3.. *1
for (,x=0?x<*Par.vsCnount3; ♦+x)
/* Calculate x and w coordinates seperatelw.
^-'
*v ect-:-stimxCx7=scale(x,*vect) r'
*vect-:'•s ;im^tx7=scale (^ r *vect) ;
1.
return (*vect) ;
'	 /* End of Stimvect routine.
*include 4/usr/include/stdio.h'
-, finclude ".. /c/cdev/subs/def au 1 ts. h'
/***^ 3ic^t^IC**%K^K^t^K **%K?!^7K^it*7k^!C^K***7k^K^Vt^K*^K7K 'K^K^K**7k*7K^%* 7k7K7K7K*7K^C71f^k^IC^I(^c7K7K**SU**^K**7k^K^K^IC**7k
Trial(xr^)	 Yc
* Trial task. subroutine.
* This subroutine executes each of the tasks required to comp lete 1
*	 tr.:al in the response force ex periment. These include sending
 the
* trial onset warning r disp laving the stimulus vectorr collecting
* and ev,: Iuatins response' data 	 an.j disr-ensin g subject feedback*
*
* Entry ' Current trial number and block number Passed as ints.
Exit *' 1 Trial exer_utedr data stored in res ponse data area.
* Calls: warninsrstiniulijsrresponsercomparerfeedbac•k.
* Called bv:	 Block.
^ •k
******** *** K****^A'*:K*^K^C***************^k*****'K********'K**^c******^k*^k***1k^k^K^k/
trial (h.'. k.riuryirtnum)
a.,--rt tnuffi r b l k.num r runave;
{	 extern struct *Par;
4	 extern struct *vect;
extern struct *resp;
int timeoutrsamr-cntrhit;
/* Send app rop riate warning to subject.
warning(blknum);
startclk;	 /* Start timing sequence.	 */
stimulus(blknumrtnum); /* Send stimulus vector. 	 */ j
sampcnt=0;	 a
timeout=NO;
hit=NO'
runave=0r	 /* Initialize cumulative error count. 	 */
/* Start response collection: this will stop when either the
subject scores a hitt or the maximum time alloted has ela psed. */
while (( hit==NO ) &Z ( timeout = NO))
---	
-C
i
^"^i t- ec^m arF c ^til k.rnrm s tnunr saw-cnt r response( bIk.num r tnum r sampent) } i
it ( (samPcnt /. 10) ==G) /* Tti spense attabow everw 10 sum-1 es*/
-C
/* Dispense Nedback. as rtecessarw * -----
runave+ =f eedback. ( runave, b l k num, hit P (sam perit-10) r samacret )
samPcr•it +=19	 /* update samp le count ♦ 	 */
stopclk.9
}
return;
r
4	 -
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