In this paper the necessary and sufficient conditions are given for the solution of a system of parameter varying linear inequalities of the form A (t) x ≥ b (t) for all t ∈ T , where T is an arbitrary set, x is the unknown vector, A (t) is a known triangular Toeplitz matrix and b (t) is a known vector. For every t ∈ T the corresponding inequality defines a polyhedron, in which the solution should exist. The solution of the linear system is the intersection of the corresponding polyhedrons for every t ∈ T . A general modular decomposition method has been developed, which is based on the successive reduction of the initial system of inequalities by reducing iteratively the number of variables and by considering an equivalent system of inequalities.
the cases where each element a i (t) of A (t) ∈ R N ×N takes zero, positive or negative values. This is possible, since a given inequality is reduced to different simpler inequalities for different ranges of t ∈ T .
Following this reasoning, in Section 2 an arbitrary inequality with k = 1 variable is decomposed into three inequalities, the first of them including only known coefficients, including no variable and the other two expressing explicitly the upper and the lower range respectively of this one variable. Also an arbitrary inequality, including k ≥ 2 variables is decomposed into four inequalities, each one including k − 1 variables, using the GM decomposition. In both decompositions we derive a set of inequalities, which have a solution, if and only if the initial inequality has a solution. In Section 3 the decompositions described in Section 2 are applied successively k − 1 times to an arbitrary inequality with k ≥ 2 variables, thus arriving at a set of inequalities including exactly one of the k variables. Each of these inequalities of one variable is further decomposed into three inequalities. The main results of the present contribution are (a) the necessary and sufficient conditions of the existence of a solution x of the system and (b) the restrictions of the solution, which are expressed in the form of a hypercube, i.e. the upper and lower bound for each unknown variable x r , 1 ≤ r ≤ N , in the case where such a solution exists, which are derived in Section 4 in analytic form.
Decomposition of Inequalities
In this section, the decomposition of a given inequality for t ∈ T into simpler inequalities that hold for t belonging in subsets of T , so that the polynomials a i (t) , i = 1, 2, ..., N take zero, positive and negative values, are described. These sets constitute a partition of T . Here T is arbitrary and plays the role of an external parameter-set, which may represent an one-or multidimensional variable (vector) that is dependent on time and other parameters. This partition of T is given in Definition 1.
Definition 1.
Let a i (t) , ∀i ∈ {1, 2, ..., k}, be a certain sequence of functions dependent on t ∈ T , for an arbitrary set T . Then, we define for each i ∈ {1, 2, ..., k} the partition sets of T :
The underlying idea is that the partition of the set T into three subsets S having the restriction that the functions a i (t) , ∀i ∈ {1, 2, ..., N} are zero-, positive-or negative-valued respectively, where a i (t) are the elements of the Toeplitz matrices A (t) ∈ R N ×N appearing in the LMIs
Based on the above approach, in the rest of this Section the following results are presented:
• Lemma 1 describes the Special Decomposition of an arbitrary inequality in k = 1 variable, into three equivalent inequalities, the first of them having only known quantities with no variables and
from which we can see that there exists a solution
. This proves the sufficient part of Theorem 1.
Theorem 1 gives the necessary and sufficient conditions (6) and (7) for the existence of solutions of (5) . Using this equivalence, where only one variable is eliminated, we loose information about the conditions that this variable should satisfy. Indeed, in (6) and (7) the variable x k has been removed and the information about the range of the values that x k may take in an eventual solution of (5) is lost.
The idea which is used in order to recover the information about x k is the additional elimination of another variable, say of x k−1 , so that a second pair of inequalities similar to (6) and (7) 
Theorem 2 (General Modular (GM) Decomposition of (5)). The inequality (5) can be decomposed equivalently into the following four inequalities:
where:
This set of inequalities (13)-(16) has a solution if and only if the inequality (5) has a solution.
Proof. It follows directly from Theorem 1 that each set of inequalities (13), (14) and (15), (16) constitute a set of equivalent conditions for the solution of (5) . Moreover, the use of both pairs of inequalities guarantees that no information about the range of the variables is lost.
In order to simplify the solution of the problem, we further decompose iteratively the initial inequality 
Reduction of an arbitrary inequality
In this section the initial inequality of the form (5) is reduced to a number of equivalent simpler inequalities that will be called "implicit" inequalities. This reduction is presented in Theorem 3 and is achieved in two steps:
• Step 1. Application of the GM decomposition successively (k − 1) times to an arbitrary inequality on k ≥ 2 variables, leading at the end to a set of inequalities, each one of them containing implicitly one variable.
• Step 2. Application of the Special Decomposition described in Lemma 1 to each one of the inequalities resulted from Step 2, leading to a set of inequalities equivalent to the initial inequality, each one of them containing either only known quantities with no variables or explicitly only one variable.
At the 0 th decomposition-level consider that there is the inequality (5), while at the 1 st decompositionlevel the inequalities (13)-(16) appear. Continuing in this way and applying iteratively the GM decomposition, we arrive at the j th , j ∈ {1, 2, ..
It is seen from (14) and (16) that the coefficients of the variables after the application of the GM decomposition are functions of the coefficients a i (t) , i ∈ {1, 2, ..., k} of the given inequality (5), while in (13) and (15) the coefficients remain the same. It results from this fact that one can define in a general form the dependence of the coefficients appearing after the application of the GM decomposition at any arbitrary decomposition-level on some coefficients appearing in (5) . Specifically, any arbitrary coefficient appearing in a decomposition-level may be defined as a function, having as index a sequence of natural numbers that correspond to the specific coefficients in (5), on which this coefficient depends. It follows from the structure of the Theorem 2 that the indices of all coefficients that appear at a particular inequality have the same length.
The index of every coefficient that appears at any decomposition-level has at least length 1, so it may be written as ml, where m ∈ N and l is a sequence of length at least zero. Whenever this index has length at least two, it may be written as mln, where m, n ∈ N. At any arbitrary decomposition-level, a coefficient, which has as index a sequence of j ≥ 2 natural numbers, is denoted as a (t) are recursively defined in terms of a
and
as follows:
Initial Conditions
where m, n ∈ N,
.., l j ∈ N pair wise distinct and
are recursively defined as follows:
In the sequel, we denote as "first index part" of a function the first integer that appears in its index, which is a sequence of natural numbers and as "second index part" the rest sequence of the index. Thus, • successive natural numbers, or
• successive natural numbers except for the most right one, which can be arbitrary bigger than the others.
Proof. The proof is presented in Appendix 1.
Corollary 1. An inequality at an arbitrary decomposition-level may be uniquely specified only in terms of the indices of the two most right coefficients that appear in the particular inequality.
Proof. Suppose that the indices of the two most right coefficients that appear in a particular inequality are known, i.e. a 
is the set on which inequality (19) is defined.
Proof. The proof is presented in Appendix 2.
In the sequel, Theorem 3 is presented. The implicit inequalities in Theorem 3 provide analytically the ranges, where the variables x r , r = 1, 2, ..., k lie, provided that the initial inequality (5) has at least one solution.
Theorem 3. Applying successively (k − 1) times the GM decomposition and then one time the decomposition of Lemma 1 to the given inequality (5), we obtain the following set of inequalities, for every
r ∈ {1, 2, ..., k}:
where maxima and minima are taken over every possible
Proof. The given inequality (5) depends only on the coefficients having i ∈ {1, 2, · · · , n − 1} and not n as first index part, as can be seen in Definition 3. Thus, after (k − 1) successively applications of the GM decomposition to the initial inequality (5) the following inequalities may be obtained:
for every appropriate
In Appendix 3 it is proved that the possible integer-sequences l that may appear in P
are exactly those of the form l = l a l b ∈ N j1+j2 , with l a and l b as given in the statement of Theorem 3. Now, applying the special decomposition of Lemma 1 to (22), it results:
or equivalently:
for every appropriate l, as described above, or equivalently we obtain (20) and (21). Thus, Theorem 3 is proved.
Main Results
In the following, in Theorem 4, the results obtained in Theorem 3 are used for deriving the necessary and sufficient conditions for the existence of a solution of a system of LMIs in Toeplitz form, along with some bounds of the solution, if such exists.
Theorem 4. The necessary and sufficient conditions for the existence of a solution
x = [x 1 , x 2 , ..., x N ] T ∈ R N ,
satisfying the inequality:
are the following: 
where maxima and minima are taken over k and over every possible
Proof. The LMIs in (23) are written for k = 1, 2, ..., N and ∀t ∈ T in the form:
It is seen from (27), that for any r ∈ {1, 2, ..., N}, the restrictions on x r are imposed only from the inequalities of the rows r, r + 1, ..., N . For the k th , k = r, r + 1, ..., N inequality, the restrictions on x r are described in (20) and (21 
where maxima and minima are taken over k and over every appropriate l, as described above. In (29) a
x r ∈ R exists if and only if the upper bound of x r is greater than or equal to the corresponding lower bound. Therefore, the necessary and sufficient conditions, such that some x ∈ R N exists, satisfying (27), are the inequalities (24) and (25). Now, suppose that conditions (24) and (25) 
Example
Consider the linear system for N = 2:
The functions a 1 (t) and a 2 (t), for all t ∈ T , are graphically shown in Figure 1 . Thus, according to Definition 1, it holds:
It is seen from (24) and (25) (24) and (25) for r = 1 and r = 2 take the form of (30),(31) and (32),(33) respectively, as follows:
max
In order to compute (30)-(33), it is required to compute first the following sets and functions:
In the sequel, using the above quantities, we check whether inequalities ( The exact set of solutions of the system and the bounds of these solutions, as given above, are graphically shown in Figure 2 . The rectangle produced from these bounds is the smallest possible, since its erosion leads to loss of solutions.
where
The coefficients and the constant terms of the inequalities (A1.2)-(A1.5) coincide with the corresponding coefficients, as defined in of Definition 2. For example, in the second inequality above we have:
a Initial Condition. In the given initial inequality (5), the two most right coefficients are a 2 (t) and a 1 (t). Thus this inequality is defined on the set P 1,2 . The definition domain for this inequality is the whole T and thus the initial condition is P 1,2 = T . Here m = 1, l = ∅, n = m + 1 = 2. . The fact that the two most right coefficients have consecutive m, n = m + 1 first index parts, dictates that this inequality can be produced only by (13) or (14).
In the parent inequality, the first index part of the most right coefficient may take the values in . Thus, the parent inequality is defined on the set P and it holds: with k − r + 1 as first index part respectively). However, this can never happen, due to the structure of the GM decomposition (always either the most right coefficient, or the second one is eliminated). Thus, the first "block" of l i 's comes first in the representation of l.
Appendix
Also, obviously, l i = l j for l i and l j in l. Thus, the length of the first and the second "blocks" of l are maximal k − r and r − 1 respectively and we may write l = l a l b , where:
In the sequel the possible values of l 
Conclusions
The necessary and sufficient conditions for the existence of the solution of LMIs A (t) x ≥ b (t) , ∀t ∈ T , where T is a finite, infinite, or even super countable set and A (t) ∈ R N ×N is a given triangular Toeplitz Matrix, have been presented. Also the restrictions of this solution, if such exists, have been derived using appropriate successive decompositions of the given inequalities into simpler ones. The above results may be extended in the more general case, where A (t) ∈ R N ×N is an arbitrary square matrix.
