I prove using a canonical model construction that a simple extension of Visser's natural deduction system for Basic Propositional Logic is both sound and strongly complete with respect to Basic First-Order Logic (BQL). I utilize the canonical model construction to show that BQL satisfies both the Disjunction Property and the Existence Property.
Introduction
Basic Propositional Logic (first studied by Visser [4] ) is obtained by dropping the requirement on the Kripke models for Intuitionistic Propositional Logic that the accessibility relation is reflexive. The most obvious way to add quantifiers to Basic Propositional Logic is to drop the corresponding reflexivity requirement on the Kripke models for Intuitionistic First-Order Logic. Unfortunately, the resulting logic invalidates the following extremely natural inferences:
where ρ(v) is an arbitrary permutation of v. We therefore need to find a better way of adding quantifiers to Basic Propositional Logic. A natural suggestion, tracing back to Restall [3] , is to further modify the Kripke semantics for Intuitionistic First-Order Logic by, in addition to dropping reflexivity, restricting the models to those with constant domains and giving ∀vφ its Tarskian satisfaction condition. This results in Basic First-Order Logic (BQL), which successfully validates ∀-Elim, ∀-Distribution, ∃-Conversion and ∀-Permutation. In [2] , Ishigaki and Kikuchi prove using a treesequent calculus that a sentence is valid in BQL iff it is provable in a simple Hilbert system. In this paper I go further by proving that a simple extension of Visser's natural deduction system for Basic Proposition Logic [4] is both sound and strongly complete with respect to BQL. Furthermore, unlike Ishigaki and Kikuchi, I use a canonical model construction. I utilize the canonical model construction to show that BQL satisfies both the Disjunction Property and the Existence Property.
Basic First-Order Logic
Let L be a first-order language with primitive operators {∧, ∨, →, ⊥, ∀, ∃} and no function symbols. We do not treat = as a logical constant and consequently do not require that L contains =. Note, however, that L must contain at least one relation symbol.
Model Theory
In this section I give a semantic definition of BQL in terms of Kripke models and prove compactness using an ultraproduct construction. A transitive frame is a pair W, ≺ such that W is a non-empty set (the set of worlds) and ≺ is a transitive binary relation on W (the accessibility relation). Let V L be the set of constant symbols and relation symbols in L. An L-model (for BQL) is a 4-tuple M = W, ≺, M, |·| such that W, ≺ is a transitive frame, M is a non-empty set (the domain of M) and |·| is a function with domain V L such that |c| ∈ M for every constant symbol c and |R n | : W → P(M n ) for every n-ary relation symbol R n , subject to the constraint that w ≺ u only if |R n |(w) ⊆ |R n |(u). For a term t(v) ∈ L and a ∈ M n , we let
For a formula φ(v) ∈ L, a ∈ M n and w ∈ W , we recursively define the satisfaction relation M, w φ(a) as follows:
Theorem 1. (Persistence Theorem) If M, w φ(a) and w ≺ u then M, u φ(a).
Proof.
A straightforward induction on the construction of L-formulas.
For sentences Γ∪{φ} ⊆ L, we say Γ |= BQL φ iff for every L-model M and every world w ∈ M, if M, w Γ then M, w φ. Let {M i } i∈I be a non-empty family of Lmodels. For an ultrafilter U on I, the ultraproduct of
Proof. By induction on the construction of L-formulas.
Base Cases M π , w ⊥(a) and {i :
Induction Steps The induction steps for conjunction and disjunction are straightforward (we use the Union Lemma to get the disjunction step through).
. Then there exists u ≻ w such that M π , u φ(a) and M π , u ψ(a). Hence {i : w i ≺ i u i } ∈ U. Also, by the induction hypothesis, {i :
For the converse, suppose {i :
Hence, by the induction hypothesis, M π , z φ(a) and M π , z ψ(a).
Existential Quantifier
But then M π , w ∃vφ(a).
Universal Quantifier
Hence, by the induction hypothesis, M π , w φ(d, a). But then M π , w ∀vφ(a).
X ⊆ P(I) is said to have the Finite Intersection Property (FIP) just in case for all S 1 , ..., S n ∈ X, S 1 ∩ ... ∩ S n = ∅.
Lemma 3. (FIP Lemma) Every non-empty X ⊆ P(I) with the FIP can be extended to an ultrafilter on I.
Then X * ⊇ X is a filter on I. So, by Zorn's Lemma, X * can be extended to an ultrafilter on I.
Proof. For finite Γ the claim is trivial. So let Γ be infinite and suppose ∆ |= BQL φ for every finite ∆ ⊆ Γ. Let I denote the set of finite subsets of Γ. Then we can find a family
Clearly, X = {{∆ ∈ I : ψ ∈ ∆} : ψ ∈ Γ} is non-empty and has the FIP. So, by the FIP Lemma, there exists an ultrafilter U ⊇ X on I. Let M π be the ultraproduct of
Proof Theory
From now on I suppose that L is countable and contains ω-many constant symbols. The natural deduction system N BQL consists of all proofs in L constructed using the following inference rules (note that we do not allow open formulas to occur in proofs):
For sentences Σ ⊆ L, we let N BQL(Σ) denote the natural deduction system obtained by adding
The next theorem is the key to proving completeness. In this paper I always let ∅ = ⊥ → ⊥ and abbreviate ⊥ → ⊥ as ⊤.
There are two cases.
Case 1 Γ = ∅. Then we can find a proof of the form
Case 2 Γ = ∅. Then we can find a proof of the form
=⇒ By induction on the construction of proofs in N BQL(Σ).
Base Case Suppose we have a one-line proof in
N BQL(Σ) of φ from Σ ∪ Γ. Then φ ∈ Σ or φ ∈ Γ. If φ ∈ Σ then φ Γ → φ is a proof of Γ → φ from Σ in N BQL. If φ ∈ Γ then Γ ∧-Elims φ Γ → φ is a proof of Γ → φ from Σ in N BQL.
Induction Steps
Case 1 Suppose we have a proof of the form
Then, by the induction hypothesis, we can find a proof of the form
where the final inference is ∧-Int, Internal Transitivity, Internal ∧-Int or Internal ∨-Elim. Then, by the induction hypothesis, we can find a proof of the form
There are two subcases.
Subcase 1 Γ = ∅. Then, by the induction hypothesis, we can find a proof of the form Σ . . . .
Subcase 2 Γ = ∅. Then, by Distribution and the induction hypothesis, we can find a proof of the form
in N BQL. So, by the induction hypothesis, we can find a proof of the form Subcase 1 Γ = ∅. Then, by the induction hypothesis, we can find a proof of the form
Subcase 2 Γ = ∅. Then, by the induction hypothesis, we can find a proof of the form
Case 5 Suppose we have a proof of the form
Case 6 Suppose we have a proof of the form
in N BQL(Σ). Then, by the induction hypothesis, we can find a proof of the form
Case 7 Subcase 1 Γ = ∅. Then, by the induction hypothesis, we can find a proof of the form Σ . . . .
Subcase 2 Γ = ∅. Then, by Infinite Distribution and the induction hypothesis, we can find a proof of the form
in N BQL. So, by the induction hypothesis, we can find a proof of the form
Subcase 1 Γ = ∅. Then, by the Relative Deduction Theorem, Σ ∪ Γ ∪ Π ⊢ BQL(Σ) ψ.
Subcase 2 Γ = ∅. Then we can construct the following proof in N BQL:
Hence, by the Relative Deduction Theorem, Σ ∪ Π ⊢ BQL(Σ) ψ. Proof. By induction on the construction of proofs in N BQL. The base case is straightforward. The induction steps are also straightforward except for the step for →-Int, where we need to appeal to the Persistence Theorem.
Soundness and Completeness
→-Int Suppose we have a proof of the form
Then, by the induction hypothesis, we have that Σ, φ |= BQL ψ. Suppose for a reductio that Σ |= BQL φ → ψ. Then there exists an L-model M such that for some world w ∈ M, M, w Σ and M, w φ → ψ. Hence there exists u ≻ w such that M, u φ and M, u ψ. So, by the Persistence Theorem, M, u Σ. But then M, u ψ, which is a contradiction.
The proof of completeness is more involved. We adapt the canonical model argument of Visser [4] to handle quantification, following the method used by Gabbay, Shehtman and Skvortsov [1] to prove weak completeness for Constant Domain Intuitionistic First-Order Logic. Let S ∈ {BQL} ∪ {BQL(Σ) : Σ ⊆ L}. A set of sentences Γ ⊆ L is called a prime saturated S-theory just in case Γ satisfies the following properties: Proof. Suppose Γ ⊢ BQL φ. Let {ψ n } n∈ω be an enumeration of L-sentences (L is countable by assumption). We inductively define a pair {Γ n } n∈ω , {∆ n } n∈ω of increasing sequences of sets of sentences Γ n , ∆ n ⊆ L as follows, where Π n = Γ n ∪ ∆ n ∪ {ψ n }:
This construction is well-defined because for every n, Π n is finite and so ∆ n exists and there are ω-many constant symbols in L \ Π n .
Lemma 5. (Finite Separation Lemma) For all n: Γ n ⊢ BQL ∆ n .
Proof. By induction on n. The base case is immediate. For the induction step, suppose Γ n ⊢ BQL ∆ n . There are two cases.
Case 1 Γ n ∪ {ψ n } ⊢ BQL ∆ n . Then ∆ n+1 = ∆ n . So if ψ n = ∃vχ(v) then Γ n+1 = Γ n ∪ {ψ n } and we're done. Suppose, then, that ψ n = ∃vχ(v). Then Γ n+1 = Γ n ∪ {∃vχ(v), χ(c)} for some c ∈ Γ n ∪ ∆ n ∪ {χ(v)}. Suppose for a reductio that Γ n+1 ⊢ BQL ∆ n+1 . Then we can construct the following proof in N BQL:
Case 2 Γ n ∪ {ψ n } ⊢ BQL ∆ n . Then Γ n+1 = Γ n . There are two subcases.
Subcase 1 ψ n = ∀vχ(v). Then ∆ n+1 = ∆ n ∪ {ψ n }. Suppose for a reductio that Γ n+1 ⊢ BQL ∆ n+1 . Then we can construct the following proof in N BQL:
So Γ n ⊢ BQL ∆ n , which contradicts the induction hypothesis.
Suppose for a reductio that Γ n+1 ⊢ BQL ∆ n+1 . Then we can construct the following proof in N BQL:
Let Γ * = n∈ω Γ n . Clearly, Γ ⊆ Γ * . Furthermore, φ ∈ Γ * , for otherwise, by ∨-Int, Γ k ⊢ BQL ∆ k for the least k such that φ ∈ Γ k , which contradicts the Finite Separation Lemma. It remains to verify that Γ * satisfies consistency, BQL-closure, the Disjunction Property, the Existence Property and the Totality Property.
Consistency Suppose for a reductio that ⊥ ∈ Γ * . Then, by ⊥-Elim, Γ k ⊢ BQL ∆ k for the least k such that ⊥ ∈ Γ k , which contradicts the Finite Separation Lemma.
BQL-Closure Suppose for a reductio that Γ * ⊢ BQL ψ n and ψ n ∈ Γ * . Then, in particular, ψ n ∈ Γ n+1 . So ψ n ∈ ∆ n+1 . On the other hand, since proofs in N BQL are finite, Γ k ⊢ BQL ψ n for some k. But then, by ∨-Int, Γ max{k, n+1} ⊢ ∆ max{k, n+1} , which contradicts the Finite Separation Lemma.
Disjunction Property Suppose for a reductio that ψ n ∨ ψ m ∈ Γ * and ψ n , ψ m ∈ Γ * . Then, in particular, ψ n ∈ Γ n+1 and ψ m ∈ Γ m+1 . So ψ n ∈ ∆ n+1 and ψ m ∈ ∆ m+1 . But then, by ∨-Int, Γ k ⊢ BQL ∆ k for the least k ≥ max{n + 1, m + 1} such that ψ n ∨ ψ m ∈ Γ k , which contradicts the Finite Separation Lemma.
Existence Property Suppose ∃vχ(v) ∈ Γ * . Suppose for a reductio that ∃vχ(v) ∈ Γ n+1 for the unique n such that ψ n = ∃vχ(v). Then ∃vχ(v) ∈ ∆ n+1 . So, by ∨-Int, Γ k ⊢ BQL ∆ k for the least k ≥ n + 1 such that ∃vχ(v) ∈ Γ k , which contradicts the Finite Separation Lemma. Therefore ∃vχ(v) ∈ Γ n+1 . But then χ(c) ∈ Γ n+1 ⊆ Γ * for some c ∈ L.
Totality Property Suppose χ(c) ∈ Γ * for every c ∈ L. Suppose for a reductio that ∀vχ(v) ∈ Γ * . Then, in particular, ∀vχ(v) ∈ Γ n+1 for the unique n such that ψ n = ∀vχ(v). So ∀vχ(v) ∈ ∆ n+1 and hence χ(c) ∈ ∆ n+1 for some c ∈ L. But then, by ∨-Int, Γ k ⊢ BQL ∆ k for the least k ≥ n + 1 such that χ(c) ∈ Γ k , which contradicts the Finite Separation Lemma. Case 2 Γ = ∅. Then, by the Relative Deduction Theorem, Σ ⊢ BQL Γ∧∃vφ(v) → ψ. But, by Infinite Distributivity, we can construct the following proof in N BQL: 
Lemma 8. (Relative Extension Lemma) For Σ ∈ Sat(BQL) and finite Γ: if Σ ∪ Γ ⊢ BQL(Σ) φ then there exists Σ * ⊇ Σ ∪ Γ such that Σ * ∈ Sat(BQL(Σ)) and φ ∈ Σ * .
Let {ψ n } n∈ω be an enumeration of L-sentences. We inductively define a pair {Γ n } n∈ω , {∆ n } n∈ω of increasing sequences of sets of sentences Γ n , ∆ n ⊆ L as follows, where Π L n (χ(v)) = {c ∈ L :
Lemma 9. (Relative Separation Lemma) For all n: Γ n , ∆ n exist, are finite and Σ ∪ Γ n ⊢ BQL(Σ) ∆ n .
Proof. By induction on n. The base case is immediate. For the induction step, suppose Γ n , ∆ n exist, are finite and Σ ∪ Γ n ⊢ BQL(Σ) ∆ n . There are two cases.
Case 1 Σ ∪ Γ n ∪ {ψ n } ⊢ BQL(Σ) ∆ n . Then ∆ n+1 = ∆ n . So if ψ n = ∃vχ(v) then Γ n+1 = Γ n ∪ {ψ n } and we're done. Suppose, then, that ψ n = ∃vχ(v). Then, by the Existential Witness Lemma, Π L n (χ(v)) = ∅ and so Γ n+1
∆ n , which contradicts the fact that c ∈ Π L n (χ(v)). Case 2 Σ ∪ Γ n ∪ {ψ n } ⊢ BQL(Σ) ∆ n . Then Γ n+1 = Γ n . There are two subcases.
Subcase 1 ψ n = ∀vχ(v). Then ∆ n+1 = ∆ n ∪ {ψ n }. So, by a similar argument to Subcase 1 of the proof of the Finite Separation Lemma, Σ ∪ Γ n+1 ⊢ BQL(Σ) ∆ n+1 . Subcase 2 ψ n = ∀vχ(v). By a similar argument to Subcase 1 of the proof of the Finite Separation Lemma, Σ ∪ Γ n ⊢ BQL(Σ) ∆ n ∨ ∀vχ(v). So, by the Universal Witness Lemma, Π R n (χ(v)) = ∅ and hence ∆ n+1 = ∆ n ∪{∀vχ(v), χ(c)} for some c ∈ Π R n (χ(v)) exists. Suppose for a reductio that Σ ∪ Γ n+1 ⊢ BQL(Σ) ∆ n+1 . Then we can construct the following proof in N BQL(Σ):
So Σ ∪ Γ n ⊢ BQL(Σ) ∆ n ∨ χ(c), which contradicts the fact that c ∈ Π R n (χ(v)).
Let Σ * = Σ ∪ n∈ω Γ n . Clearly, Σ ∪ Γ ⊆ Σ * . Furthermore, by similar arguments to those given in the proof of the Finite Extension Lemma, we can use the Relative Separation Lemma to show that φ ∈ Σ * and Σ * ∈ Sat(BQL(Σ)).
The canonical frame for BQL is the structure Sat(BQL), ≺ such that Σ ≺ Γ iff Σ ⊆ Γ and Γ ∈ Sat(BQL(Σ)). It is clear that ≺ is transitive. By soundness, R n (c 1 , ..., c n ) ⊢ BQL ⊥. Hence, by the Finite Extension Lemma, Sat(BQL) is nonempty. So the canonical frame is in fact a transitive frame. The canonical model for BQL is the structure M σ = Sat(BQL), ≺, C, |·| such that C is the collection of constant symbols in L, |c| = c and |R n |(Σ) = { c 1 , ..., c n : R n (c 1 , ..., c n ) ∈ Σ}. Note
So M σ is in fact an L-model.
Proof. By induction on the complexity of L-sentences. The base case is straightforward. The induction step is also straightforward except for the case of the conditional. Corollary 1. If ⊢ BQL φ and ⊢ BQL φ → ψ then ⊢ BQL ψ.
Conditional
Let M 1 and M 2 be L-models. An isomorphism of M 1 onto M 2 is a pair f, g of bijections f : W 1 → W 2 , g : M 1 → M 2 such that w ≺ 1 u iff f (w) ≺ 2 f (u), g(|c| 1 ) = |c| 2 and a ∈ |R n | 1 (w) iff g(a) ∈ |R n | 2 (f (w)).
