INTRODUCTION
DNA microarray technology provides a powerful and ef®cient means for measuring the relative abundance of expressed genes in a variety of applications (reviewed in 1±3). In any microarray experiment, only a small fraction of the genes become expressed as a result of the investigated conditions. Thus, a large portion of the microarray data is comprised of low signal intensities that cause variability or impair reproducibility of the measured ratios between control and experimental samples. There are also other situations that give rise to low signal values such as the deposition of sub-optimal amounts of the probes, quality of probes, or incorrect segmentation of the spots. The aim of the approach described in this paper is to ®nd the optimal signal intensity thresholds to identify and eliminate the unreliable low signal intensities so that only reliable measurements are acquired from microarray data and, consequently, accurate ratios of gene expression are obtained.
Here, we describe a statistical approach based on normal mixture modeling (4) to segregate the microarray data into two classes, namely classes of reliable and unreliable data. Normal mixture models are used to model data that contain more than one population conforming to normal distribution and ®nd use in many biological applications. We used an expectation maximization (EM) algorithm to estimate the weighted normal mixture components, i.e. class posterior probabilities (4, 5) . Subsequently, we applied Bayesian decision theory (6, 7) to ®nd the optimal signal thresholds that discriminate between the reliable and the unreliable (low) signal intensity populations, based on the estimated posterior probabilities. Since microarray data are often generated from two dye channels, we used both univariate and bivariate (8, 9 ) mixture modeling to deal with two-channel data separately or together, respectively. We applied the proposed techniques on data from three different microarray experiments and compiled a reference set of genes known to be expressed under the same experimental conditions, to validate our methods. A statistically designed approach for estimating signal thresholds, such as the described method, should eliminate unreliable signal intensity observations in microarray data, and yield more informative and accurate gene expression ratios.
MATERIALS AND METHODS

Microarray preparation
We used complementary DNA (cDNA) microarray, which contained~2000 cDNA distinct probes and a total of~4000 elements (10, 11) . The cDNA probes were generated via PCR ampli®cation of the clone-containing glycerol bacterial culture stocks using M13 primers and spotted (100 mm diameter) at least in duplicate on poly-L-lysine glass slides using an OmniGrid robot (GeneMachines, San Carlos, CA). Total RNA samples (20 mg, 5 mg/ml) from a THP-1 monocytic *To whom correspondence should be addressed. Tel: +966 1 464 7272, ext. 39211; Fax: +966 1 442 7854; Email: asyali@kfshrc.edu.sa cell line that was stimulated with 10 mg/ml endotoxin (Sigma, St Louis, MO) were reverse transcribed using SuperScript II (Gibco) and a primer provided by the Genisphere kit (Genisphere, Inc., Hat®eld, PA). The cDNAs from the two samples (i.e. control and treatment) were combined and ethanol precipitation was performed. The hybridization buffer supplied by the Genisphere kit was heated to 55°C for 10 min and mixed with two blocking solutions, oligo(dT) and LNA dT for non-speci®c hybridization of labeled cDNA to elements containing poly(dA) sequences and for poly A containing elements including spotted poly(dA) sequences, respectively. The cDNA pellets were incubated in the hybridization buffer with the blockers as`hybridization mixes' of 40% formamide, 4Q SSC, 1% SDS and 2Q Denhardt's solution, and were then applied to the microarray. The microarrays were covered with coverslips for 18 h at 55°C in a sealed, humidi®ed chamber. After hybridization, the slides were washed brie¯y by a series of washes to remove unbound cDNA. Subsequently, the microarrays were subjected to dendrimer hybridization using Genisphere DNA dendrimer capture reagent labeled with Cy3 (control) or Cy5 (experiment). The hybridization mixes were ®rst incubated at 75±80°C for 10 min, and then at 50°C for 20 min, and then added to pre-warmed microarray slides. The microarrays were covered with coverslips and incubated for 3 h in a dark humidi®ed chamber at 45±50°C. After hybridization the slides were washed brie¯y several times to remove unbound dendrimer molecules and the microarrays were dried in a centrifuge.
Image acquisition and intensity extraction
The cDNA microarrays were scanned at 10 mm resolution using ScanArray 5000 (GSI lumonics, Moorpark, CA) scanner that excites the Cy3 (green) and Cy5 (red)¯uorophores at optimal wavelengths of 532 and 635 nm, respectively. The median intensities of Cy3 and Cy5¯uorescent signals from each cDNA spot on the microarray image were extracted using the adaptive circle algorithm (QuantArray software). The spot intensities with large local background were excluded if the median intensity of the spot is <1.4 of the median background intensity of the same spot. The negative values, if present, were also excluded from the data. The mean background intensities were subtracted from the spot intensities. The background corrected intensities were then normalized to total signal intensities to account for different input RNA concentrations or labeling ef®ciency in the individual Cy3 and Cy5 reverse transcriptase reaction. The intensity ratios (Cy5/Cy3), which represent the relative expression pro®le of the genes in the two starting RNA samples, were calculated.
Reference validation data sets
A reference list of 53 or 54 expressed genes was compiled from our two laboratory generated data sets, based on their status of expression in human monocytes, including both endotoxin-induced genes and housekeeping genes. Their expression status was obtained from the literature and from our previous large-scale microarray expression data (10) and other data (K. S. A. Khabar, manuscript in preparation). The signal intensities in the two reference sets were identi®ed as true positives if the microarray gene expression data agreed with the prior knowledge about the expression status in induced human monocytes (10, 12) , while true negatives were those for which their microarray gene expression data were not consistent with the expected expression or inducibility of these genes.
Publicly available data set
A publicly available data set from a recent study (13) was used in addition to our data. The microarray procedures of the study involves~40 000 elements, representing~36 000 different genes. We downloaded the raw Excel data ®le No. 17 368 which corresponds to the pro®ling of asynchronous arm ®broblast versus common reference ®broblasts, from the website: http://genome-www5.stanford.edu/cgi-bin/data/ viewDetails.pl?fullID=17368GENEPIX17368.
Mixture modeling
Finite mixture modeling is a widely used technique for probability density function estimation (4±5,7±9) and has found signi®cant applications in various biological problems (14±17). We assumed that a multivariate probability density f(x) can be expressed as a weighted sum of k densities,
Here, h i (x; q i ) is the ith (i = 1, 2, ¼, k) probability density component with an m Q 1 parameter vector q i , p i b 0 is thè weight' or`mixing coef®cient' of h i (x; q i ), and {x = x j , j = 1, 2, ¼, n} is the set of n d Q 1 data points or observations. In the case of normal mixtures, the density component h i (x; q i ) is a multivariate normal probability density, i.e. h i (x; q i ) = N(x; m i ,
, where m i is the d Q 1 mean vector and S i is the d Q d covariance matrix, and q i consists of the distinct elements of m i and S i . The corresponding length of q i is m = d + (1/2)d(d + 1), because of the symmetry of the covariance matrix. In addition, S k i=1 p i = 1 so that f(x) is a valid probability density. Therefore, the total number of parameters estimated in equation 1 was M = km + k ± 1. In order to estimate these parameters with acceptable variance/accuracy, one must have M 3 n.
Here, we assumed there were two probability density components, i.e. k = 2, embedded in the probability density of our data, corresponding to the classes of unreliable and reliable signal intensity observations. Once the mixture model parameters q i s were estimated, we calculated the posterior probability of any data point x, belonging to ith class as f(x; x Î Class i) = p i h i (x; q i ) / f(x) and compared these probabilities to decide which class the data point x belongs to (7) .
We used the EM algorithm for estimating the mixture parameters; EM is suitable for optimizing the likelihood function in situations where there is some missing information such as the class memberships of the data points (18±20). We started the algorithm with an initial estimate of the mixture parameters q i s obtained by the k-means algorithm (4, 7, 21) and iterated the expectation and maximization steps until the changes in all of the estimated parameters were smaller than a small preset tolerance or a certain number of iterations were reached. We selected the parameter tolerance and the maximum iteration count as 0.0001 and 300, respectively. We performed all the computations using in-house software developed under MatlabÔ (The MathWorks Inc., Natick, MA) environment.
Bayesian classi®cation
In a two-class classi®cation problem, if x denoted an observation and i = 1, 2 was the class index, and the class prior probabilities, P i = P(x Î Class i), and the class conditional densities, f (x: x v Class i) were known, then according to the Bayes's theorem, the posterior probabilities, f (x Î Class i; x), were:
where f (x) is a normalizing factor that ensures the posterior probabilities add up to 1.0. Bayesian decision rule simply assigns an observation to the class that has the highest posterior probability, i.e. decides that x Î Class 1 if f (x Î Class 1; x) is larger than f (x Î Class 2; x) and vice versa. (This method is also known as maximum a posteriori classi®cation.) Hence, for any given value of x probability of error, P(e; x) was minimized, because
Detailed aspects of Bayesian classi®cation techniques are described in Duda et al. (7) . The optimal decision boundary was found by equating the posterior probabilities. In the case of multivariate normal densities, the optimal decision boundary is a hyper-quadratic, whose form and position are determined by the prior probabilities, the mean vectors and the covariance matrices of the distributions, i.e. mixture components. Assuming that the class conditional densities and prior probabilities were estimated through mixture modeling utilizing the EM algorithm, this optimal classi®cation technique can be applied to minimize the probability of error in the microarray signal intensity classi®cation.
RESULTS
We performed two independent experiments of microarray gene expression using the same cell system in order to demonstrate the present approach. In addition, we used a publicly available data set (13) . Background-subtracted and normalized data (¯uorescence signal intensities) were ®rst natural log-transformed to obtain better approximation to normal distribution. Microarray data generally consist of signal intensities generated from two different channels, Cy3 (green) and Cy5 (red). Table 1 shows summary statistics for the two channel data in the three data sets including mean, median, standard deviation (SD) and the correlation between the two channels. The table also includes the median and the SD of the raw (not log-transformed) background intensities; these values were needed to implement Fielden's thresholding technique (22) for comparison with our approach. We then applied normal mixture modeling, typically ®tted by maximum likelihood using the EM algorithm, to segregate microarray data into two populations of unreliable and reliable components. We employed this approach with either univariate or bivariate analysis, in which Cy3 (green) and Cy5 (red) channel data were either independently or dependently analyzed, respectively. Subsequently, a biologically validated reference set of genes was used to con®rm the methods.
Univariate normal mixture modeling
In the univariate approach, we processed the log-transformed data from each channel (Cy3 and Cy5) separately and assumed that their probability density functions consisted of two normal components. That is
where f(x) is the probability density, x is the log-transformed signal intensity, p is the weight, N(x; m i , s i ), i =1, 2 are the normal density components, and the subscripts g and r denote Cy3 and Cy5 channels, respectively. The weighted normal density components of each channel, i.e. pN(x; m 1 , s 1 ) and (1 ± p) N(x; m 2 , s 2 ), represent the posterior probabilities of potentially unreliable and reliable intensity classes of data, respectively. Figure 1 shows the histogram of each channel from the three data sets representing the probability density functions f g (x) and f r (x) of the entire population of signal intensities. In addition, the ®gure shows the plots of the two probability density functions representing the components that were estimated for each channel data by normal mixture modeling. Thus, the normal mixture approach resulted in two Background and normalized signal intensities of the spots, generated using default settings of the QuantArray image processing program, were analyzed. Background signal intensities were generated from the local background readings of the entire microarray data set. NA, not applicable. a Data set 3 is the publicly available data set obtained from the study of Chang et al. (13) .
normal density components, a component with a lower mean (Component 1) and a component with a higher mean (Component 2), corresponding to populations of data with low (potentially unreliable) and higher signal intensity. To verify that the normal mixture model ®ts the underlying distribution of the data well, we constructed quantile±quantile (qq) plots. Indeed, theplots showed that the normal mixture model for each channel data ®ts well the underlying distribution of the actual data (Fig. 2) . This was consistent in all the three microarray data sets that were analyzed (Fig. 2A±C ). An important feature observed here is that the majority of the signal intensity data (~75%), regardless of the channel, belong to Component 1 (p~0.75; Table 2 ). This is consistent with the fact that most of the microarray data fall into low signal intensities representing genes that are not expressed in any given experimental condition. In contrast to Component 2, it appears that Component 1 has lesser coef®cient of variation (~8%). The relatively larger variability (coef®cient of variation~16%) of Component 2 (reliable signal population) may re¯ect the heterogeneity of the expression levels of the different genes. In the larger data set ( Table 2 , third data set) of approximately 40 000 data points and more than 3000 differentially expressed genes, the variability of Component 2 (reliable signal population) was~12% (coef®cient of variation), which was also larger than the variability of the low signal component.
Bivariate normal mixture modeling
We applied bivariate analysis in the normal mixture modeling by considering Cy3 and Cy5 channels together. In general, microarray channel readings are highly correlated, as clearly seen in the scatter plot of the two channel data points (Fig. 3) .
Indeed, the correlation coef®cient was >0.9 in all three cases (Table 1) . We have exploited this correlation feature and modeled the probability density of the microarray data as follows:
Again, the weighted bivariate normal density components, i.e. pN(x; m 1 , S 1 ) and (1 ± p)N(x; m 2 , S 2 ) correspond to the posterior probabilities of the low (unreliable) and high potentially reliable intensity classes of data, respectively. The bivariate mixture modeling yielded two bivariate normal components embedded in two-dimensional probability density of the data depicted as ellipses overlaid in the scatter plot (Fig. 3) . The larger the variance of the bivariate density in each direction, the larger axes length of the ellipsoids in the corresponding direction. The results of bivariate mixture estimation, i.e. mean vector m, covariance matrix S, and the weight p of the two bivariate density components for each data set are shown in Table 2 (bivariate analysis). As in the case of univariate analysis, the bivariate Component 1 representing low signal intensities, i.e. had lower signal intensity means (mean vector m) of both channels and included most of the signal intensity data (p~0.75) in contrast to Component 2 ( Table 2 ). This is also consistent with the fact that not all the genes are expressed in any given biological condition. Also, the variance of Component 1 (potentially unreliable) is Table 2 . The sum of the weighted densities, f g (x) and f r (x) (solid lines in top and bottom panels) closely mimics the density or histogram for the Cy3 and Cy5 channels, respectively. The vertical dashed line shows the optimal signal intensity threshold for each channel in the log-domain as explained in the text. The optimal thresholds can be converted to the raw-data domain by taking their exponentials.
smaller than the variance in Component 2 (potentially reliable signal population) indicating that heterogeneity of the level of gene expression (Table 2 , covariance matrix S). The scatter plot shows also the ratios of gene expression; in any typical experiment, a small proportion of genes have signi®cant expression ratios (for example Cy5 signal intensity/Cy3 signal intensity) that are different from unity (Cy3 = Cy5 readings). Thus, ratios that are dependent on the signal intensities located in the ellipse of the potentially reliable Component 2, are more likely to represent true expression ratios. 
Optimal classi®cation for signal intensity reliability
Because there is an overlap region between the two normal components resulting from both univariate and bivariate normal mixture analyses, one needs to ®nd an optimal decision boundary for classi®cation of signal intensities as reliable or unreliable. In univariate analysis, the optimal classi®cation threshold for each channel was found by equating the class posterior probabilities. From equation 2a, the g-threshold (Cy3 signal intensity threshold) was the solution of:
and similarly from equation 2b, the r-threshold (Cy5 signal intensity threshold) was the solution of:
As seen in Figure 1 , for each channel, the optimal threshold was exactly at the intersection of the two weighted normal density components. For example, the threshold for data set 1 (Fig. 1A ) was 1001 and 761 for the Cy3 and Cy5 channels, respectively. It is clear that each data set, as a result of the different hybridization conditions and the level of global background, have their unique thresholds. For example, the Cy3 and Cy5 thresholds for data set 2, were 963 and 789 (Fig. 1B) . Thus, an observation x = [x g x r ] T should be¯agged as reliable, if either of the channels is larger than its respective threshold, i.e. if x g > g-threshold or x r > r-threshold, then x is identi®ed as belonging to the class of reliable signal intensities. In bivariate analysis, an optimal classi®cation decision boundary was generated instead of the optimal ®xed signal thresholds for each channel in the univariate analysis. This boundary was determined by equating the two weighted mixture components or posterior probabilities that are given in equation 3:
The solution of this equation de®nes a quadratic curve and consequently the decision regions in the two-dimensional observation space (Fig. 3) . On one side of this decision curve, observations belong to one class (e.g. the population of low or unreliable signal intensities), whereas on the other side is the class of reliable signal intensities. In other words, the region for the class of unreliable data is the interior of the decision ellipseÐdenoted by the thick ellipsoid line in Figure 3Ðwhile those signal intensities belonging to the reliable class fall outside the decision ellipse.
Comparison of classi®cation performance against the reference validation sets
We constructed and used reference validation sets from our experimental data to assess and compare how well different classi®cation methods, including a common thresholding technique (22) , are performing. We used human monocytes (monocytic leukemia cell line, THP-1) induced by the endotoxin, LPS. This is a common model in in¯ammation research (23±25). Thus, prior knowledge about the expression of many genes would facilitate the discrimination between true and false positives in microarray data. For each data set we used to test the proposed methods, a reference validation set of~50 genes, was compiled. The validation sets contained both true signals and false signals based on prior knowledge of their expression in literature, and the results agreed in large- Two normal mixture density components were generated by normal mixture modeling. The EM algorithm was used to estimate the statistical parameters of the components using either univariate or bivariate analysis. a Data set 3 is the publicly available data set obtained from the study of Chang et al. (13) .
scale expression analysis in both SAGE and microarray data (10, 12) . The true signals are those in which their microarray elements agree with prior knowledge on their expression, while false signals are those in which their microarray elements (due to different problems such as failure of ampli®cations, other low probe concentration or under-printing, etc.) are low in signal intensity and are not consistent with the expected expression or inducibility of these elements. An example is interleukin-8 gene, which is highly and consistently inducible in endotoxin-stimulated monocytes (24) , the same cellular model from which the microarray data derived from. In the arrays, IL-8 probe was generated from two different sources of cDNAcontaining cultures, which resulted in optimal and suboptimal probe concentrations on the arrays. Another example is the eukaryotic elongation factor 2 gene that is ubiquitously expressed, and thus, acts as a housekeeping gene; their elements were present both as true signals or false signals due to optimal and sub-optimal probe concentrations, respectively. To quantitatively assess how well our method classi®es the signal intensities in the reference/validation gene set into the two components of reliable and unreliable signal intensities, we computed the kappa coef®cient of agreement (26, 27) , along with the sensitivity, speci®city and observed agreement rates (Table 3) . Both univariate and bivariate methods resulted in the ability to classify almost all of the true positives (sensitivity is 96±100%) and true negatives (speci®city, 93± 100%, depending on the data set) in the reference gene set as reliable and unreliable signal intensities, respectively ( Table 3 ). The accuracy of the method can also be statistically evaluated using the kappa (k) coef®cient of agreement in which a value of 1 indicates an excellent (e.g. 100%) agreement. As the kappa values indicated, the best agreement with the reference classi®cation information available in the validation sets was obtained using our classi®cation technique based on bivariate modeling, with 100% observed agreement rate compared to 98 and 94% of univariate modeling for data sets 1 and 2, respectively (Table 3) .
Using the validation sets, we were also able to compare our approach with Fielden's method, a widely used method for exclusion of unreliable signal intensities. In this method, the threshold for each channel is obtained as:
where Median BackG and SD BackG refer to the median and SD of the signal intensity estimated from the spot backgrounds. Both the univariate and bivariate normal mixture modeling resulted in superior results when compared to Fielden's method. Unlike Fielden's method, which behaved particularly poorly in data set 1 (agreement rate of only 57%), our method performed superiorly and equally well in both data sets (Table 1) . Table 4 shows examples of utility of our bivariate analysisbased classi®cation method using four expressed genes (of thẽ 50 genes in the reference set) that are well known to be induced in human monocytes by endotoxin (LPS), in addition to data on one housekeeping gene.
DISCUSSION
Microarray gene expression data usually bear a substantial number of false positives due to different possible sources of error, but, mostly due to the large population of low signal intensities resulting from low or lack of expression of the majority of the genes being investigated. This is due to the fact that, though cells harbor the same~50 000 genes, only a fraction of genes become expressed at any time point or any condition. In addition, those low signal intensities that are near to the background levels increase variability or impair reproducibility of the measured ratios between control and experimental samples. In this study, we developed an approach that was derived from normal mixture modeling (4,5) using univariate and bivariate analysis, which segregated the microarray data into two components. With the application of the optimum classi®cation algorithm, two classes, namely,
classes of reliable and unreliable (low) signal intensity data, were identi®ed, and the proposed method was validated. We employed normal mixture modeling to microarray data because this procedure is well ®tted for clustering the observations together into groups for classi®cation and also provides a convenient and¯exible class of models for estimating distributions (4, 15, 28) . Both univariate and bivariate normal mixture modeling were used; in univariate analysis, data from the two microarray channels were considered, and optimal signal thresholds were established for each channel separately. Whereas in bivariate analysis, the two-dimensional nature of the data was exploited and data were directly classi®ed using posterior probabilities computed from the bivariate mixture components. The latter approach, which takes into account the correlation of the two channels, leads to further accurate classi®cation of the data to reliable and unreliable components, as demonstrated with the validation reference sets.
The validity of our approach in identi®cation of reliable signal intensities and in thresholding/classi®cation procedures was asserted through several statistical assessments and observations. We estimated the mixtures components and their weights using the EM algorithm (18±21) which is an iterative method for optimizing the likelihood function in situations where data is incomplete; in our case, the missing information was the class memberships of the data points as Figure 3 . Bivariate normal mixture scatter plots, classi®cation plots and validation plots. Cy3 (green channel) and Cy5 (red channel) scatter plots for the three data sets (A±C) are shown. The gray`+' marks denote the individual signal intensity data points, whereas the up and down triangles denote true positives and true negatives (as provided in the reference/validation sets), respectively. The large black dots and ellipses indicate the centers (means) and the variances of the two bivariate normal mixture component ellipses 1 and 2 as indicated by dashed and dotted lines, respectively ( Table 2 ). The optimal thresholds for Cy3 and Cy5 channels obtained using univariate analysis are shown by the vertical and horizontal solid lines, respectively. The dashed vertical and horizontal lines show the optimal thresholds obtained using Fielden's method for Cy3 and Cy5, respectively. The region of unreliable signal observations in univariate analysis is the lower-left rectangular corner of the two-dimensional space, bounded by the thresholds. The thick ellipse shows the optimal decision boundary obtained by using the bivariate mixture modeling approach. The region of the unreliable observations is the interior of the decision ellipse.
being reliable and unreliable. We used the`k-means' algorithm to initialize the EM to ensure that it will ®nd à good' local maximum (4); this is often suf®cient in practical applications. Though there are other ways to ®t or estimate mixture models, the EM is relatively easy to implement, does not require any gradient computation, and is numerically stable.
This statistically designed approach leading to segregation of the data into two components resulted in a situation that mimics two important features of microarray data. First, the Classi®cation of the microarray signal intensities into reliable and unreliable populations using optimum ®xed threshold (univariate analysis; Fig. 1 ) and optimum classi®cation ellipse (Fig. 3) , was performed. True positives and true negatives were determined using reference sets of expressed genes with a well known status of their expression from the literature. Subsequently, sensitivity, speci®city and agreement rates were determined. NA, not applicable; Ch, channel. majority of the signal intensities microarray data are not applicable for any analysis because the majority of the genes are not expressed at all or at very low basal levels of expression. We found that our approach succeeded in segregating the microarray data into one large component (75%) and a smaller component (25%) containing reliable data but with a larger mean value. This is consistent with the fact that most of the microarray data fall into low signal intensities representing genes that are not expressed in any given experimental condition. Also, low signals can arise from non-biological causes such as low quality of the hybridization probes on oligonucleotide microarrays or sub-optimal ampli®cation/printing of cDNA probes in cDNA microarray procedures. It should be noted that even among the reliable data, not all the genes are differentially expressed, as assessed by ratios of signal intensities. The majority of the microarray elements fall in the ratios of 1.0 (slope of 1.0 at microarray scatter plots of the two channels). Thus, our approach will yield a more accurate assessment of gene expressions ratios by eliminating the false positives ratios due to unreliable signal intensities. Since most of the error occurs when working with ratios based on low (unreliable) signal intensities, it is expected that the ratios are more accurate when based oǹ reliable signals' that our methods succeed to discriminate. Another feature that validates our procedures is that variation of the class of reliable signal intensity as statistically assessed re¯ects the nature of the microarray data and the true heterogeneity of the levels of expression of the different genes. An important component of this study is the use of a validation reference set of expressed genes to assess the accuracy of the classi®cation of reliable and unreliable data. We observed that both techniques, when applied to validation sets, have produced excellent results in terms of sensitivity, speci®city and kappa coef®cient of agreement with the reference classi®cation information that was available in the validation sets. In particular, the classi®cation based on bivariate mixture modeling, fully exploiting the bivariate nature of the dataÐthere is always excellent correlation between Cy3 and Cy5 channels of dataÐyielded even superior results with 100% sensitivity and speci®city. We also compared the results of our classi®cation method with those of a currently utilized simple thresholding method (22) and observed that our classi®cation algorithm performed better as assessed with the sensitivity, speci®city and agreement statistics (kappa coef®cient).
Our method overcomes many of the limitations of the existing methods. A major advantage of the proposed approach here is that the normal mixture model parameters that determine the optimal thresholds are estimated from the background-corrected signal intensities and not from the background levels alone. Thus, the proposed approach takes into consideration both the distribution of the entire signal intensity data and the global background status. Moreover, our method deals with the spot intensities themselves while several other methods (29, 30) deal with gene expression ratios, which may have already been derived from unreliable signal intensities to start with. A clear advantage of our method is that it assigns reliability on the spots themselves, regardless of whether the genes are induced or repressed; unlike those, for example in the Hughes et al. study (31) , which only assign con®dence levels on ratios that signi®cantly change. In addition, these methods require repeated measurements, which may not be always practical.
Nevertheless, few studies have addressed the identi®cation of reliable signal intensities, but still with limitations. Many of the commercial microarray processing softwares utilize a ®xed signal threshold, which is arbitrary and independent neither on the nature of the distribution of the entire data nor on the different background status of each array experiment. A commonly used method suggested the elimination of spot intensities whose medians were below a threshold that was de®ned as the median background intensity plus a constant (suggested default value was 3) times the SD of the spot background (22) . This method is subjective; it involves an arbitrary constant and does not take into account the distribution of the actual data, and more importantly, this method was not validated with a reference gene data set, as was ours. In another approach, Bilban et al. introduced a`receiver operating characteristic'-based analysis of a set of positive and negative controls to establish the signal thresholds (32) . However, this method may not be as accurate due to the reliance on the signals generated from these controls and needs to be overly repeated for meaningful signi®cance. Tran et al. (33) proposed the use of correlation between the mean and median spot intensities to eliminate inaccurate signals. Although this method is well suited to discriminate spots with good morphology, this may not be the case for low signals that still have good morphology; besides the aforementioned limitations, this approach suffers from an arbitrarily de®ned threshold on the correlation.
The method should prove useful in any microarray experiment with one or two channels and is applicable to cDNA microarrays, as demonstrated by the use of independent inhouse and publicly available data sets, or oligonucleotidespotted microarray data (M. H. Asyali and K. S. A. Khabar, unpublished observations). The assessment of signal intensity reliability and estimation of threshold is adaptable to any data set due to the different hybridization conditions and level of global background. Thus, each set of microarray data will have its own unique mixture model and corresponding optimal classi®cation thresholds. The method proves superior to many of the threshold techniques and has been validated with a true and false reference list of expressed genes. The use of the proposed classi®cation approach will signi®cantly improve the reliability and reproducibility of microarray data, and eliminate erroneous ratios of gene expression.
ALGORITHM AVAILABILITY
The approach described in this paper is available as a standalone executable WindowsÔ program with an easy to use graphical user interface. It is available for academic users upon signing a standard academic use agreement. Commercial users need to obtain a license. For further details please see http://rc.kfshrc.edu.sa/bssc/staff/MusaAsyali/Downloads.asp.
