Introduction
In this paper, we will be mainly looking at a chain of gravitational pendula coupled by torsion springs and forced by some mechanical device (see fig. 1 ). We are interested in the behaviour of the system near its stable equilibrium, that is when each of the pendula is near its lower equilibrium.
The equation describing such systems is of the form -v,r +v2q~2=L,(4,) +fl(t) +h, t, 41,~q~l , vk+ ~q~k+, -2Vkq~k + Uk+ ~q~k+ 1 (1.
1) = Lk(q~k) +A(t) + hk t, 4)k,~ 4)~ , k = 2,..., N --1, --VN4)N + VN_ , 4)~-, = LN(4)~) + f~(t) + hN t, r -~ 4)N ,
where Lk is the second order differential operator The f~'s and hk's will be real or complex valued functions which are 1-periodic in t. The ~b's are the angles between the vertical and the pendula, the #'s are given by the gravitational constant divided by the length of the pendula, the y's are the friction terms and the v's are the coupling constants. Note that the first and last equation in (1.1) correspond to boundary conditions. These chains of coupled pendula arise in various settings. They can be used, for example to model coupled Josephson Junctions as de-solutions u of
-~ + 7(x) ~ + #(x) u(t, x) + f(t, x) = 0,
(1.4) are a good approximation of solutions of (1.1). This equation is the zeroth order equation of the partial differential equation arising in the thermodynamical limit of (1.1). Equation (1.1) is just a particular case of a more general class of differential difference equations. We will consider problems of the form: 49, ~49, . . . , dt k49 , 49eC N, (1.5) where A is a N • N matrix with constant coefficients, L is a matrix differential operator in t with constant coefficients, f and h are C N valued functions and t e S 1. We will assume that h(t, 0) = 0. A typical example has A equal the tridiagonal matrix arising from the discretization of the Laplacian, for example in the discretization of a rod equation. Another example of systems leading to equations of the type of (1.3) are free planar chains. Looking for periodic solutions for a free chain (see [LL] ) leads to a system of equations of the form of (1.5). Several other systems lead to equations of this form. For example, a model of fish swimming, (see G.
A49 = L(49) + f(t) + h t,
Bowtell [B] ) or the model for the travelling neural waves in a fish (see G. B. Ermentrout and N. Kopell [EK] ). We will first prove existence and uniqueness of periodic solutions for such systems. This can be done in several ways, for example as in J. Hale [H] and J. Hale and G. Raugel [HR] using the dissipative nature of the equations. We prefer to use a more direct approach, also based on a contraction argument which allows us to obtain more information about the nature of the periodic solution. Verifying the assumptions of this theorem for the particular case of ( 1. l) will prove the existence of a periodic solution of (1.1). Using the methods of the proof and a simple Taylor series argument will allow us to show that (1.1) behaves as if there was no coupling.
Results
We can now state our results. Since we are working with time periodic functions, we will work on [Hi(S1) is a matrix differential operator in t with constant coefficients, L to the vector 1 e int, = we can naturally define a N x N matrix L(n) as follows:
In order to solve the non homogeneous linear equation, we will require that for all n's,
there are constants A0, A1 ~ R+, Po, Ple N such that (2.3ii)
Here I] l] denotes the natural sup norm on C N for matrices. This condition on the matrix A and on the operator L enables us to avoid the appearance of resonances and will be needed for the contraction argument. In the case of eq. (1.1), it will be shown that these conditions are satisfied only when the 7~'s are non zero, i.e. the pendula are damped. For simplicity of notation, let ~k(R) be the ball of radius R in C (k~. For a C (l) function h (t, xl,..., xk) Theorem 2.1. Let A, L be as above and assume (2.3) holds. Let h (t, xl,...,xk) be C (~ in t and C (l+1~ in each of the xm. Assume that k -< Po. Let f(t) ~ 2/ft, l >-deg L + 1 -Po + k. Then there are constants R and K such that if Here II II denotes the natural C' N' norm. We will keep this notation throughout the paper. Note that h can at most depend on derivatives of q~ of order lower or equal to the order of L. Furthermore, when h depends only on q~, the forcing function f needs only to lie in af~ where l > deg L + 1 -P0. We will also prove Corollary 2.2. The conclusions of the previous theorem hold true for (1.1) provided there exist constants _v, ~, 9, #7, b and c such that
These conditions are needed to verify that in this case (2.3) holds. Note that if, for example, vk = 1, k = 1,..., N, A has a zero eigenvalue. In view of the correspondence given by (1.3), the conditions of Corollary 2.2 can be interpreted as conditions on #, ~, v, their derivatives and N: (i) represents C o bounds on #, 7 and v, (ii) requires C ~~ bounds on v and 7 and finally (iii) requires N to be sufficiently large.
Theorem 2.1 will be proved by a contraction argument. We will construct an operator on JC~t whose fixed point is the desired solution.
Assuming that the conditions of Corollary 2.2 are satisfied, that the linear terms in the hk's are of order 1/N and that the functions #, v, ~, fand h defined by (1.3) are smooth enough, we have: Theorem 2.3. Let 4)(0 be a solution of (1.1). Assuming that f, #, v are C (2) in x, let
where the f(n~ are the Fourier coefficients of f (t, x) . Then there exists a constant K1, independent of N such that sup -u0 N(3/2), , sx N t,N -<-as N ~ oc. Furthermore, K1 = 0((supx ]lfllr/3(sl))2). Equation (1.4) can be considered as the zeroth order equation for a singularly perturbed wave equation (see [La] ). In this case u0 is the zeroth order solution of the wave equation and one has a direct relation between (1.1) and a partial differential equation. This theorem has the practical advantage of providing information on (1.1) without having to invert large N x N matrices. The only tools required to prove this theorem are Taylor series.
Note that the use of Sobolev spaces may seem artificial for a system of ordinary differential equations. In fact the difference equation structure leads us naturally to such spaces. Furthermore, we get better differentiability results than the natural ones for ODE's. Namely, in (2.3) (ii), the worst possible case is P0 = 0. In this case the solution is as smooth as f. As soon as P0 >-1, one starts gaining derivatives. Note also that the conditions on the nonlinearity are not optimal. One could require less differentiability.
In the next section, we will prove Theorem 2.1 and its corollary. Theorem 2.3 will be proved in the last section. This paper was written in partial fulfillment of the requirement of the Ph.D degree under direction of Nancy Kopell. I would like to thank Nancy Kopell for the many fruitful discussions we had and also would like to thank A. Lesniewski for his useful suggestion in the proof of Lemma 3.7.
Existence proofs

I. Proof of Theorem 2.1
For simplicity, we will let
When f(t) =fe int, fc C N, the linear nonhomogeneous part of (1.3) has the simple solution dp(t) = (A ;1S) e int.
To see this, we make the Ansatz
4,(t) = e
where 4S is a constant vector of C N. The linear non homogeneous part of (1.3) can then be reduced to the time independent equation
A(9 = L(n)cff + ~ which has the desired solution. We now generalize this to any f(t) ~ ~t.
Definition 3.1. Let A, L be as in Theorem 2.1 and let f(t) ~ ~ut~, l ->Pl. For (9 ~ ~l define B(9 = ~ A.(9 (") e i"t, n 0((9) = B(9 -f(t), where (9(l) = 2 (9(n)eint, and where
n It is easy to check that a solution (9 of the linear non homogeneous part of (1.3) satisfies fl((9) = 0.
(3.3)
To prove this assertion, expand (9(0 in Fourier series. The linear non homogeneous part of (1.5) is formally solved when for each n e N,
Since A, = a-L(n), when (9 is a solution to the linear non homogeneous part of (1.5), 0((9) = 0. Note that the definitions of f~, B are formal. Again, formally, we can compute the inverses of O and B.
Definition 3.2. Let A, L be as in Theorem 2.1, let f(t) e JCfh l > O. For (9 e ~t define B-'(9 = S A; ' C e'"', 0-'((9) = B-l((9 + f(t) ). 
E n2"l[A,dp(')]k]2"
k=l I-I~M Since m is finite, using (2.3) we can estimate this by
A2 E n2m+2pl]l(a(')ll 2, I"1 ~-i
but since ~b + Jg+, we can estimate (3.3) from above by
A~fl+Fl~.
We let M tend to oc to infer For the simplicity of notation, we will write
H(4))=h t, 4),.. ., dt k 4) . (3.7)
We have the. simple Lemma 3.4. Let H(t, 4)) be as above. Then for any l->k+l, the mapping H: 4)~H(4)) takes ~l into Jt~l_k. Furthermore, if 4), ~ e ~,
114) II,, II0 II, -< R, we have liB( t, 4)) I]l-k -< q~(114) 11,),
liB(t, 4)) -H(t, O)lll-k <-q=(2R) ll4) -0 II,,
where q~, q2 are polynomials of degree l-k in their argument whose coefficients are linear in M(h).
For a proof of this lemma, we refer to Palais [P] or to [La] . With this preliminary work done, we can define an operator on ~ffz whose fixed point will be the desired solution of (1.3). Definition 3.5. Let A, L be as in Theorem 2.1, letf~ ~t, 1 > degL+ 1 -Po + k. For any h, which is C ~ in t, C (t+ ~ in its other k variables, define for 4) ~ ~l, where H(t, O) is defined by (3.7). By Lemma 3.4, T is well defined on o~t and maps ~ into ~t+po-k. Assume H to be such that
T(4)) = f~-~(H(t, 4))),
H(t, 0)=0
Vt ~ S ~.
Assume now that 4) is a fixed point of T. This implies that
~(4)) = 1-I(t, 4)).
But by construction ~: 4) ~ A4) -L(4)) -f (t). Hence, if f~(qS) = H(t, 4)), 4)
is a solution of (1.3). We now show that T is a contraction. Since l >-degL + 1 -po+k and since T: ~l--*gfl+p0-~, a fixed point of T will lie in ~fL+~. Hence, by Sobolev's embedding theorems, see [Pa] , 4 will be a classical solution. Thus, the proposition will conclude the proof of Theorem 2.1.
Proof. Using Lemma 3.4 and Proposition 3.3, if 4 ~ U(R),
[tr (4) Choose R -> ((1 + l)/mo)(llfll,) + 1 and choose Z such that
This implies that T is a contraction provided M(h) < Z. Note that when h contains linear terms in 4, the smallness of M(h) implies that the coefficients of the linear terms are dominated by the ones coming from L(4). []
Proof of Corollary 2.2
Since we will be mostly working with tridiagonal matrices, let us introduce the following notation. then, by direct calculation,
C, = J(X, O, -X).
(3.12)
We now have Lemma 3.7. Let Pn, Q, and (7, be as above and suppose the assumptions of Corollary 2.2 hold. Then, for any z e C N, there are constants K1,/s such that
Proof. Since Pn is a symmetric real matrix, we can estimate its norm by the square of its largest eigenvalue. This will be done by Gerschgorin's theorem (see [OP] Gerschgorin's theorem states that all the eigenvalues of P,, lie in ~)N_I Aj. Now
We can therefore estimate the modulus of the largest eigenvalue of P, by max (IPn)jj ] + Oj) < 2 + w/2 + v -2(/~ + n2)2; (3.13) J it is therefore possible to find a constant K1 such that (i) holds for all n e N.
The proof of (ii) is also straightforward. Since Cry=-Cn, iCn is hermitian. We can therefore find a unitary matrix U such that U*(iCn)U is diagonal. Hence, I(iC., z, z) Proof. Let z e C N. By Lemma 3.7 and (3.11), (Anz, A, , [[z[l: and we can therefore estimate IIA, It by Aln 2 for some A I. Similarly, using (3.16) (A,z, Anz) > (n25-27__2 n b9 + C llzll2. By our assumptions, the right hand side of (3.17) is positive and we can therefore estimate IIA, II from below by A0n.
[] Since this proposition implies (2.1), with P0 = 1, Pl = 2, the corollary is proved.
[]
Approximation theory
The aim of this section is not so much to give yet another theory for approximations as to show how the method of the existence proof can be used to check the validity of the approximation. That is, we do not wish to develop a new and consistent approximation theory, for which several books and papers can be found, see for example D. Braess [Br] or E. W. Cheney [Ch] . Rather, we wish to address the following problem: Given an approximate solution to the discrete system, or to the continuous system, what is the "convergence" of the approximate solution to the exact solution. More precisely, by how much does the approximate solution fail to be an exact solution. The basic idea is to use the operator B which was defined in the proof of Theorem 2.1 to check by how much the approximate solution fails to be a true solution of the discrete equation. Since the operator B is known, the only tool we need are Taylor series. Plugging these into (1.5), one obtains the Theorem 2.3.
Throughout this section, we will assume the correspondence (1.3). Furthermore, we will assume that f, #, v and }, are C @ in x and that for any x e [0, 1], f(t, x) is H3(S l) in t. Under the assumptions of Corollary 2.2, let q~(t) be the solution of the discrete equation. Let
By the definition of u0, we immediately have (~ [[f(l'X) [["3(S1) ~s~,~to, ~ -~ uo(t, x) [ -C max sup (4.7)
where C is the Sobolev constant and where f(t, x) = y',f(")(x) e i"t. We will denote the right hand side of (4.7) by K(f,/~, 7). By our assumptions on h, each hk is quadratic in q5 and q~. Hence, there exists a constant z(h) such that x(h) I [h( t, ~, ~)1[, <--~575 K(f, #, 7) .
(4.8) By (4.5), (4.6) and (4.8), using the definition of the ~l norm for l = 1, we obtain 1 IlRll, -z(h)X(f, v, v) +N1/---5 x max (s,~(HUo(t,x)ll~, ~Uo(t,x) 
K5 sup I~(t) -~(t)l-< SS/--~ 9 tES 1
In the case where the linear terms of h are of order one, our argument does not apply any more. In this case, for the corresponding continuous equation, one does not have a 1IN in front of the function h, so the theorems of 
