In this paper, order conditions for coefficients of a class of stochastic Runge-Kutta (SRK) methods with strong global order 1, which applied for solving Itô stochastic differential equations (SDEs) with a single noise process, are presented. In particular, explicit twostage and three-stage SRK methods of this class with minimum principal error constants are constructed. Numerical results with two test problems of our methods, the Itô method and Milstein method will be compared.
Introduction
The mathematical modeling of many real-life phenomena by reason of random noisy perturbation are not possible by ordinary differential equations (ODEs), and hence are often modeled by using SDEs in order for the model to become more realistic (see, for example, [8] , [3] ). Because such differential equations cannot usually be solved analytically, the study of numerical methods is required and these must be designed to perform with a certain order of accuracy. Consider the autonomous Itô SDE given by dy(t) = g 0 (y(t)) dt + g 1 (y(t)) dW(t) , where the second term is a stochastic integral with respect to the Wiener process W(t), which can be interpreted in many ways. The two most studied interpretations are by Itô and Stratonovich (see [3] ), which depend both on modeling considerations and the choice of calculus. It is always possible to convert an Itô SDE to the Stratonovich from or vice versa by means of the following formula:
where the equation (1.1) is in the Stratonovich form whenḡ 0 is used in place of g 0 .
There are different numerical methods to solve these types of differential equations (see, for example, [1] , [4] ). In this paper we will present four new classes of methods for solving the SDE problem (1.1). For any approximation method to be derived, it is important that trajectories, that is, the sample paths, of the approximation be close to those of the Itô process and this leads to the concept of a strong solution of an SDE. This is the case when the solution is required for a given path, which is called pathwise solution.
In [7] , we have analyzed an estimate of the absolute error for SDEs by pathwise approximations. In order to evaluate the efficiency of a method for computing strong solutions on average, the order of strong convergence of a method is used as discussed in [5] . The outline of this paper is as follows: In the next section, Runge-Kutta methods for SDEs that have been proposed by Burrage and Burrage (see [1] ) are introduced.
In section 3, order conditions for a class of SRK methods with order 1 are stated. In particular, the new classes of explicit two-stage and three-stage Runge-Kutta methods for SDEs is constructed. Also we show that the 1-norm of principal error coefficients of our three-stage SRK methods are less than the 1-norm of principal error coefficients of two-stage SRK methods and also of the Itô method. Moreover, it is shown that the 1-norm of principal error coefficients of our two-stage methods are less than the 1-norm of principal error coefficients of the Itô method. Finally, some numerical results that show the efficiency of our methods will be presented in the last section.
Runge-Kutta methods for SDEs
In analogy to the deterministic setting, a family of numerical methods for solving SDEs can be obtained from a stochastic Taylor expansion. There are several possibilities to obtain a stochastic Taylor expansion; the most notable is the Itô-Taylor expansion, which is based on the iterated application of the Ito formula. By truncating different terms of this expansion, the different numerical methods can be constructed, but this technique involves considerable complexities in implementation because of the approximation of higher-order stochastic integrals and the evaluation of higher-order derivatives of the functions defining the SDE. The simplest of these methods is the Euler-Maruyama method, which is derived by truncating the Itô-Taylor expansion after one deterministic and one stochastic term. More accurate methods (which require derivative evaluations)
can be obtained by using truncated forms of the stochastic Taylor series expansion but at the cost of derivative evaluations. The most famous of these methods is the Milstein method, which is derived by truncating the Itô-Taylor expansion after one deterministic and two stochastic terms. This method for the SDE problem (1.1) is given by
with initial value y 0 , such that J 1 = W(τ n+1 ) − W(τ n ), for equidistant discretization times τ n = t 0 +nh with h = T−t 0 N for some integer N to be large enough so that h ∈ (0, 1). To avoid this computational cost, a great deal of attention has been paid to developing derivativefree numerical methods and this leads to SRK methods. In [1] the general family of sstage SRK methods for the SDE problem (1.1) is given by
which can be represented in tableau form as
s ) for k = 0, 1. Since (2.1) is a generalization of the Runge-Kutta methods in the deterministic case, for consistency the stepsize will be included in the parameter matrix associated with the deterministic components; so Z (0) = hA and z (0) T = hα T , while Z (1) and z (1) T have elements that are arbitrary random variables. In order to derive SRK methods with strong global order 1, the Itô-Taylor series expansion of the exact solution and the Itô-Taylor series expansion of SRK method (2.1) are necessary. By these two expansions, the local truncation error over one step with an exact initial value can be written as (see [6] for further details) [2] for further details).
3 Order conditions for a class of SRK methods with strong order 1.
In [6] , the sufficient conditions for SRK methods with strong global order 1 for the SDE problem (1.1) are stated. In fact an SRK method will have strong global order 1 if
where e = (1, . . . , 1) T ∈ R s and multiplication of vectors are considered componentwise.
Note that the conditions (3.1) and (3.2) arise from strong local order 1 and mean local order 1, respectively. We will now study the order conditions in a class of methods given by (2.1) in which
where A = (a ij ) and
s ) and γ
s ) are row s-dimensional vectors. If the matrices A, B (1) and B (2) are strictly lower triangular, then the method (3.3) is said to be explicit, but otherwise it is implicit. In order to construct a method of the form (3.3) with strong global order 1, the conditions (3.1) and (3.2) must be considered. Since
the left-hand side of each of these conditions is given by
Now from (3.1) and (3.2) and using (3.4) and the relation
the sufficient conditions for a method of the form given in (3.3) to have strong global order 1 are given by
In order to construct a class of explicit SRK methods of the form (3.3) with s = 2, we consider the matrices A, B (1) and B (2) with the following forms:
and the row vectors α T , γ (1) T and γ (2) T are defined as follows:
Thus by the system (3.5), we have the following system of nine equations with nine unknowns:
Note that in this case, according to structure the matrices B (1) and B (2) , the equation
from system (3.5) always holds, and hence the number of equations are reduced to nine.
The system (3.6) in MAPLE environment may be solved and it is observed that the system has two classes of one-parameter solution in the following forms:
the answers to which we discuss.
Case 1: From (3.7), the one-parameter solution has the following tableau:
Case 2: From (3.8), the other one-parameter solution has the following tableau:
Note that for each case the condition α 2 a 21 = 1 2 does not hold and consequently the deterministic components (3.9) and (3.10) are not a Runge-Kutta method of order greater than or equal to 2. In principle, it is possible to choose the free parameter γ (1) 2 for each case by minimizing the principal error constants method. By using the relations
these error constants for the first case are given by
(3.11)
Note that condition (3.11) arises from trees [6] for further details). In fact, the minimum of the last equation occurs when γ (1) case the minimum value is 1 16 . Consequently a family of methods satisfying (3.5) with minimum principal error constants can be presented by the tableau:
which is named "EM1," and has the principal error constants
Similarly for the second case, the error constants are given by:
Now the minimum of the last equation occurs when γ 
which is named "EM2," and has the principal error constants
Also, the Itô method (see [6] ), which is the derivatives free version of the Milstein method with strong global order 1, can be presented by tableau:
which is named "IRK," and has the principal error constants
In the explicit case with s = 3, we consider the matrices A, B (1) and B (2) with the following forms:
such that the row vectors α T , γ (1) T and γ (2) T are defined as follows:
Hence by Equations (3.5), we have the following system of ten equations with eighteen unknowns: 
or equivalently:
(3.13)
For s = 2, it was seen that: respectively. By adding the Equations (3.13) to the system (3.12) and solving the new system in the MAPLE environment, it is observed that the new system has two classes of two-parameters solution in the following forms:
(1)
2 + 1)
, γ
2 + 1 12γ
2 (−6γ
It is seen that for each set of solutions α 2 a 21 + α 3 (a 31 + a 32 ) = 3 4 and consequently the deterministic part corresponding to each solution cannot choose from a Runge-Kutta method with an order greater than or equal to 2. We will try to choose γ (1) 2 for each solution by minimizing the error constant corresponding to the tree [τ 1 , τ 1 ] 1 . Hence for the first set of solutions, this error constant will be:
The minimum occurs when γ which is referred to as "EM3" and has the principal error coefficients:
Note that for this method, the free parameter a 32 was chosen to be − √ 3 2 . Similarly, for the second set of solutions, the error constant corresponding to the
This equation is minimized, if γ which is referred to as "EM4" and has the principal error coefficients
If we use the 1-norm to estimate the contribution of all error terms to the principal error term, Table 3 .1 presents these values for methods "IRK," "EM1," "EM2," "EM3," and "EM4." We observe that the principal error of the methods "EM3" and "EM4" are less than that of "IRK," "EM1," and "EM2" methods, and the principal error of all "EM" methods is less than that of the "IRK" method.
Numerical results and Conclusion
In this section, numerical results of the six methods, "IRK," "Milstein," "EM1," "EM2," "EM3," and "EM4," are compared. These methods are implemented in a fixed, step-size mode on two test problems taken from [3] , for which the exact solution in terms of a
Wiener process is known. In order to simulate the Gaussian variable J 1 with distribution N(0, h), we have taken pseudo-random numbers generated by the "randn" in MATLAB 7.0. When these methods are simulated, the same sequence of random numbers for the Wiener increment J 1 is used for the step size considered. The implementation determines the average error for each step size at the end of the interval of integration, and is defined
where y that the CPU times of "EM1" and "EM2" methods for calculating the average error is less than that for the "IRK" method. Moreover the CPU time of the "EM1" method is very close to that of the "EM2" method, and this is true for the "EM3" and "EM4" methods.
