The Generalized Assignment Problem is a well-known NP-hard combinatorial optimization problem which consists of minimizing the assignment costs of a set of jobs to a set of machines satisfying capacity constraints. Most of the existing algorithms are of a Branch-and-Price type, with lower bounds computed through Dantzig-Wolfe reformulation and column generation.
Introduction
Let M = {1, . . . , m} be a set of machines and let N = {1, . . . , n} be a set of tasks to be assigned to the machines M . Let c ij be the cost of assigning the task j to the machine i. Let d ij be the amount of resource required by the machine i to perform the task j. Each machine has a limited amount of resources available. Let u i be the capacity of the machine i ∈ M .
The Generalized Assignment Problem (GAP) is to find a minimum assignment cost of the tasks N to the machines M satisfying the constraint that the total amount of resources required by each machine i ∈ M does not exceed its capacity u i .
Because of its computational difficulty, GAP is a challenging integer programming problem, which stimulated a wide interest among researchers [1, 9, 11, 14, 15, 18, 19, 16, 20, 21, 23, 24, 25, 26] .
The basic GAP formulation includes m knapsack constraints. Tightening MIP formulations by deriving Lifted Cover Inequalities from knapsack constraints is now a consolidate technique, embedded into all the main MIP solvers. In this paper we go a step further in this direction and report on a computational experience with an exact separation procedure for the polytopes induced by each knapsack constraint, i.e. a separation procedure which either returns a separating hyperplane between a knapsack polytope and a given fractional solution or concludes that the fractional solution is an internal point of the knapsack polytope.
The separation procedure was embedded into a Branch-and-Cut scheme. The cutting plane algorithm yielded the optimal solution of all the OR-Library [2] instances with n ≤ 200, with the only exception of d20200. Furthermore the algorithm yielded provably good solutions for the larger -previously unsolved -OR-Library instances and solved several of them to exact optimality.
The remainder of the paper is organized as follows. In section 2 GAP formulations are discussed. Section 3 shows the details of the exact knapsack separation procedure. Section 4 provides a detailed report on the computational experience. Finally, section 5 highlights the points of strength and weakness of the separation procedure.
1 Let x ij be a binary variable expressing the assignment of the task j ∈ N to the machine i ∈ M .
The Generalized Assignment Problem can be formulated as:
Constraints (1) require that each task must be assigned to a machine. Capacity constraints (2) enforce the condition that the amount of resources required by the tasks assigned to the machine i does not exceed its capacity u i .
Let X GAP denote the set of solutions satisfying (1)-(3) and let P GAP = conv(X GAP ) denote the GAP polytope. The polyhedral properties of the "submissive" of P GAP have been studied in [11, 14, 15] .
The lower bound returned by the LP relaxation of the formulation (1)- (3) is usually weak.
Formulation (1)-(3) can be tightened by considering the knapsack polytopes defined by the capacity constraints (2):
where
is the knapsack polytope associated with the i-th capacity constraint.
All the known exact algorithms devised for GAP are based on formulation (4)-(5). Nauss [19] proposed a Branch-and-Bound based on the lagrangian relaxation of the equality constraints (4). The algorithm presented in this paper runs in the space of original variables, using the facets of P KN (i) as cutting planes, as detailed in the following section.
Exact knapsack separation
The exact separation of knapsack polytope was first suggested by Boyd [4, 5, 6, 7] as a tool for Integer Programming. The recent papers by Fukasawa and Goycoolea [13] , Kaparis and Letchford [17] and the dissertations of P. Bonami [3] and D. Espinoza [12] , show a renewed interest in this topic.
Let X KN = {y ∈ {0, 1} n : a T y ≤ b} be the set of feasible solution of a knapsack problem.
Given a knapsack polytope P KN = conv(X KN ) and a pointȳ ∈ IR n , the separation problem consists of finding a separating hyperplane between P KN andȳ, or saying thatȳ ∈ P KN . The separation problem amounts to solve the following LP:
where S is a convex compact set under some conditions. Some possible choices for the set S are discussed in subsection 3.1. Let (α * , β * ) be an optimal solution of the problem. If θ ≤ 0, then y ∈ P KN , otherwise α * T y ≤ β * is the desired separating hyperplane.
The separation LP contains a huge number of constraints (7) and is solved by the following procedure:
i) The separation problem is solved over the polytope
i.e. the polytope defined by the fractional support ofȳ, since it is known that a separating hyperplane for P KN exists iff it exists for P KN (ȳ). This leads to a significant reduction of the problem size.
ii) The reduced problem still contains an intractable number of constraints and requires row generation for its solution, as described in subsection 3.2.
iii) After a cutting plane has been generated, it is post-processed as described in subsection 3.3
to avoid numerical errors.
iv) Finally, standard sequential lifting is used to convert the facets of P KN (ȳ) into facets of P KN .
Normalizations
Different choices for the "normalization set" S can affect the quality of the generated cuts and the performances of exact knapsack separation, as already pointed out for other classes of general cutting planes [10, 3] . Here we consider four different normalizations:
By letting β = 1, the ratio between the violation and the right hand side is maximized.
Moreover, every extreme solution of the LP (7)- (8) produces a facet of P KN .
-
With this normalization we pose j∈N α j = 1 and α j ≥ 0. The generated cut maximizes the ratio between the violation and the size of the support, i.e. the distance between y and P KN computed according to the L 1 norm. Cutting planes generated with this normalization are not facet-inducing for P KN .
-Inverted L 1 norm
With this separation problem, the objective function is to minimize the sum of the coefficients with the constraint that the cutting plane must be violated by a given amount, i.e.
the separation problem becomes:
Cutting planes generated with this normalization are not facet-inducing for P KN .
This normalization imposes 0 ≤ α j ≤ 1 for each j ∈ N . Cutting planes generated with this normalization are not facet-inducing for P KN .
Row generation procedure
A row generation approach is an iterative approach where, at each iteration, a partial separation problem (the problem which includes only a subset of the constraints (7)) is considered. Let (ᾱ,β) be an optimal solution of the partial separation problem. If all the feasible solutions of X KN satisfy the inequality h Tᾱ ≤β, then (ᾱ,β) is the optimal solution of the complete separation problem too. Otherwise a new inequality is added to the partial separation problem and the procedure iterates. The main steps of the row generation procedure are summarized below.
Row generation procedure
Step 1 Let U ⊂ X KN be a subset of the feasible solutions of the knapsack problem. To prevent unboundedness of the separation problem, it can be initialized as U = j∈N {e j }, where e j is the j-th unit vector.
Step 2 Solve the partial separation LP over U :
Let (ᾱ,β) be its optimal solution.
Step 3 Solve the knapsack problem:v = argmax
Step 4 Ifv Tᾱ >β then set U := U ∪ {v} and goto Step 1.
Step 5 Ifv Tᾱ ≤β then (ᾱ,β) is the optimal solution of the separation LP and the inequalitȳ α T y ≤β is valid for P KN .
The row generation procedure requires to solve a large number of knapsack problems, so using efficient knapsack algorithms is a key issue. In our computational experiments we used the modification of Pisinger's MINKAP algorithm [22] that combines dynamic programming with bounding and reduction technique.
MINKNAP algorithm requires that all the coefficients of the knapsack problem are integer.
However, in our case the objective function coefficients of the problems in the row generation routine can be fractional. Ceselli and Righini [8] modified the MINKNAP algorithm to deal with real coefficients allowing us to solve the problem with the given accuracy.
Numerical errors
It is well-known that the rounding errors can affect the solution of linear systems and hence of linear programming solvers. Rounding errors can occur in the solution of LP problems on Step 2
in the row generation and in solution of knapsack problem with fractional objective coefficients on
Step 3. Such errors can lead to weak or even invalid cuts.
To generate safe cutting planes, the obtained inequalities are post-processed to get the equivalent cuts with integer coefficients and verifying their validity. Letᾱ T x ≤β be a violated inequality generated by the row generation procedure. The solution (α,β) of the integer linear problem:
returns the inequalityα T x ≤β which is equivalent to the original cut. The problem has n + 2 variables and n + 1 constraints and it can be easily handled by any MIP solver, if n is not too large.
The validity of each inequality is then checked by solving the knapsack problem
If ν −β ≤ 0, the inequality is valid. Since all the cut coefficients are now integer, the checking problem can be solved by the MINKNAP algorithm, which is free of the possibility of rounding errors because it works on integers. In the subsequent sequential lifting procedure, only the knapsack problems with integer coefficients are used, so they are immune from rounding errors as well.
Computational experience
The algorithm was tested on the GAP instances included in the OR-Library [2] . The test-bed consists of five types of instances (A, B, C, D, E) with size from 5 × 100 to 80 × 1600. They are named according to their type and size, e.g. d05100 is an instance of type D with m = 5 machines and n = 100 tasks. As reported in [21] , instances of types A and B can be easily solved in a few seconds by MIP solvers, so we did not consider them in our experiments. All the instances of size up to 20 × 200 were solved to optimality by the Robust Branch-and-Price algorithm of Pigatti et al. [21] , with the only exceptions of d10200 and d20200. No optimal solutions are known for the larger instances. Best known upper bounds yielded by heuristics are reported in [1, 25] .
Computational experiments were carried out on a Pentium IV 3.2GHZ PC with 1Gb of RAM and Windows XP operating system. ILOG CPLEX 10.1 is used both as a LP-solver and as a Branch-and-Cut framework.
Fine-tuning of the exact separation procedure
A preliminary computational experience was devoted to find the right tunings for the exact separation procedure. Table 1 reports on the results obtained by using different normalizations.
Instances of type D were used as preliminary benchmarks, since they are the most difficult. The following notation is used in the table:
-N ame is the instances name,
-♯cuts -number of generated cuts, -♯rows -total number of rows generated during the separation, -T ime -computation time in seconds.
The results reported in Table 1 show that the different normalizations did not cause great variations in the number of generated cuts. Normalization β = 1 was adopted in our final experimens, since the cutting planes produced with this normalization are facet-inducing for
To validate the effectiveness of the algorithm, we compared the lower bound returned by exact knapsack separation with that returned by Lifted Cover Inequalities. Columns C reports on the the results yielded by Lifted Cover Ienqualities, columns C +E reports on results from the combination of Lifted Cover and exact knapsack separation cuts, columns E report on results of the exact knapsack separation standalone. Columns Closed gap report on the percentage of · 100%, where LB LP is the value of LP relaxation, LB is the obtained lower bound with cuts, U B is the optimal value (best known value for the unsolved instances). It is evident that using Lifted Cover Inequalities does not give any advantage.
A main question is how the time spent by row generation grows with the size of the problems. Fig. 1 shows two diagrams where the size of the fractional support is on the abscissa axis. On the ordinate axis there are: a) the number of separation problems which occurred for a given size for a given size of the fractional support and b) the average number of generated rows. It is interesting to note that the number of generated rows does not grow exponentially and that the number of problems with size more than 20 is small. Table 3 reports on the profiling of the different modules of the exact knapsack separation procedure. Column LP reports on the time spent to solve the separation LP. RG -time spent to generate rows, i.e. to solve knapsack problems, IN T -time spent to make coefficients integer, LIF T -time spent in the sequential lifting, SEP -total time of separation procedure, T OT AL
We can observe that row generation is not a bottleneck for our approach, since it does not take a significant amount of time in the overall cutting plane algorithm. The most timeconsuming module is sequential lifting. Nevertheless, experiments also show that avoiding lifting and considering all the variables in the row generation procedure is not practical even on small instances.
Computational results for the easy instances
We term easy all the instances which can be solved within three hours of computation time by a Cut-and-Branch algorithm, i.e. where the cutting planes are added only at the root node of the search tree. The results are presented in Table 4 . Column Best known reports on the best known upper bounds collected from [1, 21, 25] , column Opt reports on the optimal values 
Computational results for the hard instances
The instances that cannot be solved in less than 3 hours by Cut-and-Branch, are termed hard.
For their solution we used a Branch-and-Cut algorithm, e.g. cutting planes were generated at every node of the search tree. The node selection strategy was "best first" and the best known upper bounds was used as a cutoff value to prune the nodes in the search tree (MIP heuristics perform very poorly on GAP instances and this is worth of further investigation). We point out that the instances d10100 and d20100 were previously solved in [21] , while the optimal solutions of the other instances were unknown. The best known solution for d10200 was obtained by running Cplex 10.0 for several hours with an "aggressive" setting of the RINS heuristic. Table 5 reports on the results on these instances obtained with a time-limit of 24 hours of computation time or 1 Gb of memory limit. Column Gap reports on the remaining gap, i.e.
U B−BLB U B
· 100%, where U B is the best known upper bound (in boldface the values which are better than the best known values), BLB is the best lower bound yielded by enumeration. The instances solved to optimality are marked with opt. In addition to d10100 and d20100 we were able to solve to optimality other 4 instances and significantly reduce the integrality gap for the By analyzing the results of Table 6 , where the closed gap of exact separation is presented for the all instances, we can observe that exact separation does not significantly improve the lower bound at the root node for the unsolved instances and this calls for further polyhedral investigation of the GAP polytope.
Conclusions
This paper reports on the computational experience with an exact knapsack separation procedure for the Generalized Assignment Problem. The cutting plane algorithm based on this procedure turned out to be quite effective since it could solve to optimality many previously unsolved test instances, dealing with large-scale problems, up to 80 × 1600.
A main advantage of the proposed approach is that it works with the "natural" formulation of the problem, containing only the original variables. This facilitates the implementation of a Nevertheless there are some points which still have to be addressed to make the approach truly effective.
There are instances where knapsack inequalities derived from a single capacity constraint close only a small percentage of the integrality gap. Such instances point out the need for further investigation of the GAP polytope, aimed at identifying new families of "joint inequalities"
involving two or more capacity constraints.
Finally, even if upper bound heuristics are beyond the scope of this paper, we observe that more effective heuristics, and particularly MIP heuristics, could significantly reduce computation time for the hard instances or even lead to solve to optimality some of the remaining unsolved instances.
