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Abstract
The increased use of internet of things (IoT) devices will result in them being deployed
in a wide variety of environments and therefore warrant antenna systems that can be
adapted to improve link performance. Flexible communication technologies allow for
increased throughput, reliability, and improved efficiency in wireless channels. This
can be accomplished by implementing phased array antennas, among others. Phased
arrays create a beam that can be steered electronically, but are expensive to implement
given the many phase precise hardware components that need to be adjustable. A
software defined radio approach to beamforming can reduce this complexity for each
array adaptation, if made in software.
This thesis leverages software defined radio (SDR) for the purpose of phase mea-
surements and beamforming. A phase measurement system was created in GNU
Radio to determine phase differences between SDRs. This algorithm was tested on
a direction-finding system measuring the angle of arrival of a moving transmitter.
In addition, transmit beamforming was implemented via SDR on a tripolar array
and a four-element patch antenna array. Through simulation, the tripolar array has
an ∼3 dB improvement in gain over a single monopole antenna in azimuth. The
measured antenna patterns did not match the simulation, but the reconfigurability
of the SDR platform provided the ability to correct the nonidealities in the physical
antenna. The azimuth test results show that beamsteering can be accomplished with
a median power increase of 3 dB over the omnidirectional beamsteering case. The
patch antenna array was tested by simulating a Butler matrix, a beamforming net-
work typically implemented in hardware. The array pattern had a 3 dB beamwidth
of ∼22° in simulation and ∼20° through testing, with a maximum steering error of
∼3° across the four Butler cases. The presented validation of the phase measurement
and beamforming systems is promising for future work in the realm of beamforming
via software defined radio.
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Wireless devices have become an integral part of modern society. This can be at-
tributed to the advances in internet of things (IoT) technology and an increase in
machine-to-machine (M2M) communications. Homes now have smart security sys-
tems, appliances and speakers just to name a few. These devices can automate many
facets of life which reduces cost and improves the standard of living. Similarly, in
commercial and industrial applications wireless devices are everywhere. One example
of this is wireless sensors used to monitor equipment or environmental conditions. The
total number of M2M connections has tripled since 2012, from 100 million to more
than 350 million connections in 2018. The global M2M industry size is predicted to
grow to a value of $200B by 2022 [9]. The increasing number of such devices places
massive demand on their respective communication networks. To accommodate for
this increase, it is crucial to leverage flexible communication technologies.
Antenna arrays allow for increased throughput and improved efficiency in wire-
1
less channels [10]. This can be accomplished by implementing a multiple-input and
multiple-output (MIMO) system, implementing spatial diversity, and operating in a
phased array configuration, among others [2, 11–14]. This thesis focuses on phased
array technology. Phased arrays create a beam which can be electronically steered,
yielding greater efficiency in environments where there is a clear path between the
transmitter and the receiver.
The disadvantage to phased arrays is the high cost. Large antenna arrays along
with complex beamforming networks are the cause. In this thesis, we explore the use
of software defined radio (SDR) as the beamformer to reduce the cost of the overall
system and provide greater reconfigurability. SDR implements radio functions (e.g.,
modulators/demodulators, filters, mixers, etc.) that normally use hardware with
digital signal processing techniques. Since all of these traditional radio components
can be created in software, it can be a highly configurable, wideband device [15]. By
creating SDR beamforming technology, various phased array configurations would be
able to be created by only changing a few lines of code as opposed to a complete
hardware redesign.
1.2 Background
The following sections introduce phased arrays and software defined radio. The union
of these two technologies is presented as a potential solution to achieve low cost
beamforming for adaptive phased arrays.
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Figure 1.1: Diagram of phased array elements transmitting, illustrating the signal splitting
from the source and the phase being modified by the (φ) blocks [1]
1.2.1 Phased Arrays
Phased arrays are comprised of antenna elements that when fed simultaneously via
a signal with variable phase control, can steer a beam in a certain direction. These
arrays allow for precisely directed radiation patterns, which is not possible with fixed
aperture antennas. The main attraction to phased arrays is the ability to electroni-
cally steer a beam utilizing a stationary antenna array [14]. Figure 1.1 shows how the
transmitted signals can add constructively to steer a beam in a particular direction
given electronic phase control, without physical movement of an antenna.
Phased arrays have been used in military applications dating back to WWII [16].
Although they were created for military applications, phased arrays are becoming
more popular in the consumer market with the advent of 5G technology, among
others [17].
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One of the main drawbacks is the cost of implementation can be very expen-
sive due to the large number of hardware components requiring phase accuracy and
adaptability. In order to reduce cost, a software defined radio approach is taken to
reduce the cost and provide a flexible beamforming approach. Controlling antenna
arrays with SDR is an ideal approach in a research environment, because of the ease
of reconfiguring the beamformer, and will be explored herein.
1.2.2 Software Defined Radio
Software defined radio was developed from the desire for a reconfigurable radio. This
radio would in theory be able to perform the tasks of multiple hardware radios in
one, inexpensive device. Software defined radio was also originally developed for
military purposes, but at its inception, due to its flexibility, its many applications
in the civilian world were evident [15]. The ability to replicate devices that would
normally exist in hardware makes for a highly reconfigurable, low cost platform for
beamforming.
Many SDRs have been developed for both research and hobbyist applications,
with a wide range in prices. In [5, 18] software defined radio phased array solutions
are presented. In both of these, the cost of the SDRs in use are over $2,000. The goal
of this thesis is to decrease that cost by utilizing less expensive SDRs and developing
a simple approach for SDR beamforming.
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1.3 Problem Statement
The objective of this thesis is to create a low cost, software defined radio flexible
phased array platform to help mitigate the effects of cluttered channels from a large
increase in the number of M2M communications. As a result of this thesis, the use of
SDR as a beamforming network for various phased array topologies will be feasible
by digitally controlling the phase shift between elements.
1.4 Contributions
The work in this thesis proposes a software defined radio phased array platform. The
main contributions of this work are three-fold:
1. Development of an algorithm to synchronize the phase of multiple software de-
fined radios.
Phased array applications require the use of the correct phase to properly steer
the beam of an antenna array. The multiple approaches taken to measure and
synchronize the phase of the SDRs are discussed in Section 3.2 and a final solu-
tion is presented. Phase measurement and synchronization will be implemented
in GNU Radio for use with many SDRs. The phase could then be corrected
by multiplying the signal of interest by a phasor to change the phase accord-
ingly. This is completed with user feedback and next steps are presented for
autonomous control.
2. Development and demonstration of the ability to beamform utilizing a tripolar
5
antenna array.
Tripolar antenna beamforming is a way to increase throughput in M2M and
IoT communications. The tripolar antenna operates at 2.4 GHz and the design
leverages polarization diversity from three mutually orthogonal ∼ λ/4 monopole
antennas. This array has been proven to improve link reliability in Rayleigh
environments [12]. The work presented herein, in contrast, considers more be-
nign environments where link conditions can be improved through the use of
beamforming. Beamforming is demonstrated through both simulation and test.
3. Design of a four-element patch antenna array for demonstration of the SDR
beamforming platform.
To further verify the SDR beamformer, a patch antenna array with a well known
antenna pattern is tested. The four-element patch array is designed in HFSS
and printed on a Rogers 4350B substrate. The performance was compared with
simulation results from HFSS to validate the SDR phased array system. The
array pattern had a 3 dB beamwidth of ∼22° in simulation and ∼20° through
testing, with a maximum steering error of ∼3° across the four Butler matrix
beamforming cases.
There exists prior work using SDR in phased array systems, a summary of which
is presented in Section 2.3.2, but the proposed system aims to significantly simplify
the implementation and decrease the cost.
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1.5 Thesis Outline and Research Approach
This thesis is organized as follows. First, antenna arrays with an emphasis on phased
arrays, and software defined radio are discussed in Chapter 2. Chapter 3 describes
the method used to measure and synchronize the phase of multiple SDRs for beam-
forming. The SDR performance is tested using an oscilloscope to ensure the proper
phase shifts are created between elements. By using the SDR, the implementations
can be easily reconfigured to accommodate for the various array topologies.
Chapter 4 outlines the tripolar antenna array in a beamforming configuration.
First a simulation model was developed in ANSYS HFSS, an electricity and mag-
netism simulation software. This creates a baseline of the performance one should
expect. Next, a GNU Radio file is created to generate the same excitation used in
the simulation on the SDR. Finally, the modeled antennas are physically built and
tested for design validation. The results are compared to what is expected in the
simulations and/or prior work. This process is repeated in Chapter 5 where a four-
element uniform linear patch antenna array is designed and tested. Lastly, Chapter
6 concludes this thesis with a discussion of future work and some final words.
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Chapter 2
Antenna Arrays and Software De-
fined Radio
This thesis aims to apply software defined radio hardware to antenna arrays in order
to implement flexible systems that have the ability to beamform as well as record
angle of arrival measurements. Implementing a software defined radio controlled
antenna array is a modern idea but analyzing their individual histories is critical in
understanding the greater system. In this chapter, antenna arrays and their usage
in phased arrays is presented. In addition, the history of software defined radio
and an evaluation of how it works is discussed. Lastly, existing applications of both
beamforming and angle of arrival measurements utilizing software defined radio are
reviewed.
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Figure 2.1: Transmit and receive antenna array diagram with multiple transmit (TX) and
receive (RX) elements, also known as a multiple input, multiple output (MIMO) configura-
tion
2.1 Antenna Arrays
The first antenna array was designed in 1901 by Guglielmo Marconi in his transat-
lantic wireless communication experiment [19]. Since then, antenna arrays have be-
come common in many facets of electrical engineering. The antenna array is multiple
antennas that when connected, act as a single antenna. The greater the number
of elements in the array, the larger the effective aperture and thus, the greater the
ability to create a more directive antenna pattern. Figure 2.1 shows an example of a
four-element uniform linear array (ULA) at both the transmit and receive side of a
wireless channel. The ULA is the simplest form of an antenna array as it is comprised
of singular antenna elements oriented in a horizontal line [14]. The ULA is great for
small applications and will be studied in this work.
Antenna arrays can be configured to either transmit or receive a signal. In the
transmit configuration, the elements can be excited by a single source or multiple
9
sources. This defines how the array is characterized. Often a single source will be
used with external hardware to control the signal on its way to the array. An array
fed by multiple sources is characterized as a multiple output (MO) system. Multiple
inputs (MI) can be used a the receive side of the channel to improve link reliability.
A full MIMO system is shown in Figure 2.1. In the receive configuration, the receive
signals can either add constructively or destructively. Signals that are received in
phase, when combined add to reinforce each other, while signals that are received out
of phase will null and cancel out the signal.
This thesis mainly aims to investigate phased arrays for the use of transmit beam-
forming, but linear arrays used for angle of arrival (AoA) measurements are also stud-
ied. In a simple array system, the phase of each of the signals are aligned to direct
the transmit energy perpendicular to the array. By changing the phase of each of the
signals, beamforming is accomplished where a beam is formed and energy is directed
in a certain location [14]. For AoA measurements, used for target localization, the
phase difference between the received signals at each array element is mapped to the
incident direction of the signal. Both of these applications will be analyzed in this
work.
2.1.1 Phased Arrays and Beamforming
The use of beamforming allows for greater throughput and efficiency in wireless chan-
nels by enabling increased gain at both the transmitter and receiver. By activating
more antenna elements and concentrating the transmitted energy, the efficiency in-
creases by enabling lower power transmission at each element.
Beamforming with a phased array can be accomplished using either analog or
10
digital methods. Analog beamforming utilizes hardware to generate the desired phase
shifts between ports in a phased array system. Analog beamforming has been the most
common, and original form of beamforming with advances still being made through
the use of circuit and solid state integration. Digital beamforming enables the ability
to steer the beam through software, rather than hardware. Digital beamforming
is becoming more common with recent technological advances and the ability to
create a beamformer that is much easier to reconfigure. The disadvantage to digital
beamforming is the cost and power consumption, but it offers the most flexibility and
precision, utilizing advanced signal processing techniques [14]. The SDR beamforming
approach is considered a low cost digital beamforming approach, by simplifying the
hardware required and using open-source software for phase shift generation.







where Pt is the transmitted power, Pr is the receive power, Gt and Gr are the transmit
and receive gain respectfully, R is the distance from the transmit and receive anten-
nas, and λ is the wavelength [20]. From the Friis equation, it is clear that through
beamforming the receive power will increase, given an increase in Gt, other things
equal. This equation also shows how the receive power decreases as the distance be-
tween transmitter and receiver increases, but can be compensated for with an increase
in either Gt or Gr.
To determine the phase shifts needed between elements for beamsteering the re-
lation in Eq. (2.2) is used, where ∆φ is the optimal phase shift between the adjacent
antenna elements [2]. A diagram is shown in Figure 2.2.
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∆φ = 2πd sin θ
λ
(2.2)
The beam is pointed in a direction off of mechanical boresight, θ. The distance
d is the distance between antenna elements in the array. Eq. (2.2) will be used
to calculate the phase shifts needed by the SDR to beamform. Due to the phase
sensitivity of transmit beamforming, it is crucial to have a coherent transmitter with
sensitive phase calibration. In addition, the ability to steer the beam varies with the
number of elements in the array.
Antenna arrays can be characterized by multiplying the array factor (AF) by the
element factor. For an isotropic radiator, like a monopole antenna, the array factor
can solely be used to characterize the far field pattern. This relationship illustrates
how increasing the number of antenna elements in a ULA increases the directivity
and decreases the beamwidth. The normalized array factor is shown in Eq. (2.3) and
a plot of the array factor for an 8, 16, and 32 element array is shown in Figure 2.3 [2].
Figure 2.2: Phase steering diagram [2]
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Figure 2.3: Normalized array factor at boresight of a ULA with an element spacing of














In Eq. (2.3), N is the number of elements. The beam angle is represented by
θ0. In this equation, the assumption is that the elements are equally spaced, there
is an equal phase shift between elements, and the elements are excited with an equal
amplitude signal. These same rules are followed when characterizing the four-element
patch antenna array in Chapter 5.
2.1.2 Angle of Arrival Detection
Another application of antenna arrays and phase correction is in angle of arrival
(AoA) measurements for a direction-finding system. Measuring the angle of arrival
can be used in conjunction with triangulation to determine the location of an object
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Figure 2.4: Angle of arrival phase delay diagram [3]
in space [3]. For AoA measurements, the phase difference between the received signals
at each array element is mapped to the incident direction of the signal of interest.
Figure 2.4 shows an ideal case of measuring the angle of arrival of a signal from
Transmitter A (Tx A).
Similar to phased array applications, phase accuracy is critical for AoA measure-
ments. In [3] a method for making these measurements is presented where phase
correction is performed to create a coherent receiver. The phase observed by the two
receive antennas, Φ1 and Φ2 can be represented as a function of the angle of incidence,
θ. This is similar to Eq. (2.2) for use in transmit beamforming applications.




Therefore, if the phase difference is known, the angle of incidence can be calcu-
lated. In the SDR application, there is an unknown phase offset in each receiver,
even with clock synchronization. This is due to the initial phase offset when down-
converting the RF signal to baseband. If the phase offset is stable over time, then a
correction can be performed, and it will hold over time.
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In Eq. (2.5), Φ1 and Φ2 are the actual signal phases and γ1 and γ2 are the unknown
phase offsets from the SDR hardware. If the difference in initial phase offsets can be
measured, the actual phase shifts can be measured.
Φ′1 − Φ′2 = (Φ1 + γ1)− (Φ2 + γ2) (2.5)
To calibrate, a separate SDR transmitter will be oriented at θ = 0 in Figure 2.4. In
this case, there should be no phase delay in the receive signal because the incident
angle is located directly broadside to the array. Knowing this, any phase offset can
be attributed to the initial phase offset of the SDR and can be called γ1 − γ2. The
measured phase difference of the reference signal can be written as:
Φ′Ref1 − Φ
′
Ref2 = (ΦRef1 + γ1)− (ΦRef2 + γ2) (2.6)
Using Eq. (2.5) and (2.6), the initial phase offset γ1 − γ2 can be eliminated yielding
the following.
Φ1 − Φ2 = (Φ′1 − Φ′2)− (Φ′Ref1 − Φ
′
Ref2) + (ΦRef1 − ΦRef2) (2.7)
In practice, this phase shift is eliminated by inducing an additional phase shift at
one of the receive antennas. Because the true phase difference, ΦRef1−ΦRef2 , is know
from the initial calibration and assumed to be zero, it is eliminated. This shows that
an accurate angle of arrival measurement can be made by correcting the measured
phase difference of the target signal by the measured phase difference of the reference
signal. The method for SDR phase measurement will be discussed in Section 3.3.
15
2.2 Software Defined Radio
This section examines both the hardware and software that make up an SDR system.
Different SDRs are presented and compared, along with the GNU Radio software
used to control them.
2.2.1 SDR Hardware
The ideal software defined radio consists of only a few hardware components. The
five main components are the digital to analog converter (DAC) for the transmitter
or the analog to digital converter (ADC) for the receiver, amplifiers, filters, a mixer
and the local oscillator [15]. The local oscillator is programmable and its precision
is critical for phase and frequency sensitive applications like beamforming. These
components are arranged to either transmit or receive a signal as shown in Figures
2.5 and 2.6.
The SDR operates on the baseband signal before being up-converted to the ra-
dio frequency (RF) signal for transmission via the antenna. The baseband signal is
centered around 0 Hz and is converted to RF and vice versa, at the mixer. The RF
signals can be on the order of MHz or GHz. This simple architecture is very powerful
because it allows for highly re-configurable radio over a wide frequency range.
The standard diagram of an SDR transmitter is shown in Figure 2.5 and shows
the path from computer to antenna. The local oscillator is programmable to fit the
user’s application. In addition, depending on the SDR hardware platform used, the
gain is also programmable via the RF amplifier. Different antennas can be connected
to the SDR for different applications.
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Figure 2.5: Flow graph of a typical SDR transmitter [4]
Figure 2.6: Flow graph of a typical SDR receiver [4]
The SDR receiver is essentially a reversed version of the transmitter. The power
amplifier (PA) is replaced with a low noise amplifier (LNA) and the DAC is replaced
with an ADC. The standard receiver is shown in Figure 2.6. In the receive configu-
ration, the RF signal is converted to baseband before being digitized and sent to the
computer for processing.
2.2.2 SDR Hardware Examples
The consumer market includes many different software defined radios with a broad
range of prices and performance. The USRP series SDRs from Ettus research are
commonly used in research applications. This is because of their stable phase and
frequency along with their many models, some of which include MIMO capability [21].
The SDR phased array implementations in [5, 6, 18] use USRP SDRs which cost
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approximately $2000. In [5] a WBX radio card from Ettus research was also used
which retails for approximately $550 and adds a level of complexity to the design. For
phase sensitive applications like the ones presented in this thesis, the most important
criteria is phase stability. The USRP has been proven to provide phase stability in
the prior work.
The goal of this thesis is to create a low cost phase sensitive SDR platform that
can interact with many different antenna arrays. To keep this low cost, the two SDRs
used in this thesis are the HackRF [22] and BladeRF [23] SDRs. A comparison of the
price and performance of these SDRs along with the USRP B210 is shown in Table 2.1.
The clock of the HackRF is accurate to within ± 10 ppm and the BladeRF clock is
accurate to within ± 1 ppm [24]. The USRP B210 has a clock with ± 1 ppm accuracy
and the ability to use an external clock to achieve ± 0.001 ppm accuracy [21]. To meet
the phase stability required for stable antenna array performance, signal processing
algorithms will have to be created to correct the phase.
Table 2.1: SDR Hardware Comparison
HackRF BladeRF USRP B210
Price $300 $420 $1,282
Transceiver Half-Duplex Full-Duplex MIMO Full Duplex
Frequency Range 1 MHz to 6 GHz 300 MHz to 3.8 GHz 70 MHz to 6 GHz
Sample Rate 20 MHz 38.4 MHz 56 MHz
Compatibility GNU Radio GNU Radio GNU Radio
Clock Stability ± 10 ppm ± 1 ppm ± 1 ppm
The HackRF offers stable phase performance but includes an initial phase offset
that is random. This would need to be calibrated between multiple SDRs for beam-
forming or other phase sensitive applications. The disadvantage to the HackRF is
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that it has a half-duplex transceiver. This means that the transmit signal cannot be
fed back and measured in real time which is one way to potentially sync phase be-
tween devices. In this research, an oscilloscope was leveraged to address this problem
as detailed in Section 3.5.
The BladeRF has a full duplex transceiver which makes it better for applications
in which real time correction is needed because it can transmit and receive simulta-
neously. Although it has better clock synchronization, the phase performance was
not sufficient. Through initial testing, a phase discontinuity in the BladeRF trans-
mission was observed. This means that not only will the phase not be consistent over
time, but multiple signals cannot be measured together on an oscilloscope due to the
trigger mechanisms used for measurement internal to the scope. For this reason, the
HackRF was kept as an option, but further phase measurement testing was done in
GNU Radio with the BladeRF.
2.2.3 GNU Radio Software
GNU Radio is one of the most popular software platforms used to interface with SDR
today. It is an open source software that allows for programming in either Python
or C++, and includes a block diagram based SDR workbench called GNU Radio
companion [25]. GNU Radio was the software chosen for this work due to its open
source nature and its simple block diagram layout, an example of which is presented
in Figure 2.7.
Figure 2.7 shows a simple block diagram that implements a transmitter. It is
comprised of a signal source which sets the baseband frequency. This signal is sent
to the osmocom sink block which interfaces with the SDR hardware and is multiplied
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Figure 2.7: A basic GNU Radio block diagram. A signal source, osmocom sink and QT
GUI time sink are used.
by the carrier frequency. In addition, a QT GUI time sink is connected to the signal
source which acts as an oscilloscope. In this diagram, variables for the sample rate,
RF gain and IF gain are also defined.
GNU Radio offers the ability to create custom blocks using Python. These can
be used in conjunction with existing blocks to generate a flow graph for any digital
signal processing task. In this work, custom blocks are used to complete phase shift
calculations and implement phase compensation. The simple user interface of GNU
Radio is ideal for fully utilizing the SDR hardware.
2.3 Related Prior Work
Prior work has shown that both angle of arrival measurements and beamforming are
possible utilizing software defined radio. Achieving precise phase accuracy between
SDRs was a common issue throughout the prior work. Several of the systems utilize
the USRP SDR platform and external clocks to overcome this challenge.
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2.3.1 Angle of Arrival via Software Defined
Radio
In order to test the phase measurement accuracy in this thesis, AoA measurements
will be conducted. In [3] consumer off the shelf (COTS) software defined radios are
used to determine the angle of arrival. The SDR of choice is the USRP SDR for its
stable phase and frequency performance over time. Despite this, the USRP, like the
HackRF and BladeRF, has an initial phase offset between devices that is random at
each initialization. The method that [3] uses for calibrating the RX phase is the same
one used in this thesis. A detailed outline was presented in Section 2.1.2.
Other prior work has implemented more complex SDR angle of arrival estimation
techniques. In [26], a 360° AoA estimator is created using a switching technique
and multiple antenna arrays. The multiple signal classification or MUSIC algorithm
is used to determine the direction of arrival [26]. This is a common direction of
arrival technique that uses the principle of decomposition of Eigen values on the
received signal covariance matrix [27]. A thorough analysis of the MUSIC algorithm
is presented in [27] but is omitted since it is not used in this work. In [28], low cost
RTL SDRs were used with hardware modifications to operate as a coherent receiver.
Using GNU radio, the MUSIC algorithm was implemented to determine the direction
of arrival for mobile systems. These implementations show that it is possible to
determine the angle of arrival with a wide range of SDR hardware.
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2.3.2 Beamforming via Software Defined Radio
This thesis considers environments where link conditions can be improved through
the use of beamforming. The software defined radio platform allows for many uses,
one of them being a signal generator. In [29], the SDR purely operated as a signal
generator and additional hardware generated the phase shifts needed for its phased
array application. Named the MiRa system, this hardware operates as a daughter-
board for the USRP SDR which enables easy manipulation of millimeter wave signals
using standard GNU Radio software.
Another approach to beamforming via SDR is to implement the phase shifts com-
pletely in software. This is the approach taken in this thesis. In [5], a USRP SDR
offered a digital solution to modify the phase of a four-element uniform linear array.
Although successful, the authors discussed issues with phase synchronization between
multiple SDRs. The USRP SDRs cost several thousand dollars and their implemen-
tation required the use of an external daughter-board, which increased complexity
and further increased the cost. The daughter-board is used in addition to the SDR
and enables greater clock precision on the device. To compensate for the phase, an
additional SDR was placed at the receive side and pulses were sent from the transmit
side, shown in Figure 2.8. The phases were visually aligned at the receiver and due
to the clock synchronization of the USRP SDRs, the phase held over time.
Another method of transmit beamforming is created using a wireless, virtual an-
tenna array, known as distributed beamforming. In this application, the SDRs are
synced wirelessly. In [6] and [18], this approach is examined and tested. Figure 2.9
illustrates a basic distributed beamforming architecture. This is accomplished by
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Figure 2.8: Software defined radio phased array implementation with USRP N210 SDR [5]
having the transmit SDRs receive one bit of feedback to calibrate the transmit phase
adjustments needed to receive the maximum signal strength [6]. This is a computa-
tionally expensive approach and requires very precise device synchronization which
is not available on the BladeRF and HackRF hardware, so this approach was not
attempted.
Reference [30] showed a uniform linear array for both direction of arrival estima-
tion and transmit beamforming. In both applications, phase calibration was needed.
The phase was calibrated by a receive calibration similar to [5]. In [5, 30] the clocks
are synchronized with a cable, while in [6] and [18] the devices are synchronized wire-
Figure 2.9: Distributed beamforming general architecture [6]
23
lessly. The main theme from the literature review is that phase calibration will need
to be completed for multiple SDRs interfacing with an antenna array.
2.4 Conclusion
In this chapter, the history and background on antenna arrays and software defined
radio are presented. The emphasis was placed on phased arrays as that is the main
focus of this thesis. In addition to beamforming, a discussion on angle of arrival
measurements using SDR was outlined. The different types of SDR hardware and
software were analyzed from use in prior work, in addition to what will be used in
this thesis. Prior work is presented that demonstrates both beamforming and angle
of arrival measurements utilizing SDR. In these applications, the USRP SDRs are
used which come at a high cost with the benefit of clock stability. The next chapters
will examine approaches to decrease this cost by using hobbyist SDRs and simpler
calibration methods through testing two different arrays.
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Chapter 3
Software Defined Radio Phase Cal-
ibration
In order to implement phased arrays and other antenna array technologies a phase
synchronized transceiver is critical. Low cost SDRs are inherently not phase synchro-
nized so external processing needs to be completed to compensate. Several approaches
to measure the phase shift between multiple SDRs were tested. Ultimately a cross
correlation method was chosen for phase measurement. Results from an angle of ar-
rival test are presented for verification of the phase measurement algorithm. In this
chapter, the methods tested to synchronize the phase, along with the final solution
for transmit beamforming are presented.
3.1 Phase Synchronization
Before being able to correct the phase between multiple SDRs for beamforming, the
inherent phase shift has to be accurately measured. The phase measuring process was
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started by creating a signal in GNU radio and then transmitting using SDR. In order
to create the desired phase shifts, a fast multiply constant block was used in GNU
Radio to multiply the desired phasor by the signal source. The resulting signals from
this initial approach are presented in Figure 3.1 for three different instances of two
HackRF transmitters outputting a desired 90° phase shift. From the figure, it is clear
that the transmitted signal does not yield the desired phase shift when measured with
an oscilloscope. This proves that that there is an unknown phase shift between SDRs
at initialization which makes phase correction more complex, being that a one time
adjustment would not be sufficient.
To compensate for the initial random phase, there would need to be some type of
feedback in the system for phase measurement. The proposed system would measure
the output signal and calculate the phase shift between signals. If the phase differed
Figure 3.1: The random phase offset as measured on an oscilloscope for three different
instances of the SDRs beginning to transmit. The phases in the top, middle and bottom
plots versus the desired 90° are -160°, -40° and 85° respectively.
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Figure 3.2: Phase feedback block diagram using an external splitter to feedback the signal
for phase correction
from the desired value, the signal would be multiplied by an additional phasor to
generate the correct signal. The general setup is shown in Figure 3.2. In order to
implement this real time feedback system, the BladeRF SDR would be used due to
the fact it has a full duplex transceiver. The HackRF SDR could be used in settings
where an oscilloscope was present to measure the phase externally with no internal
feedback. In Section 3.5 the full analysis of what SDR was used along with the final
outcome is presented.
3.2 Methods
In order to compensate for the random phase shift at initialization and phase drifts
throughout, three methods were tested to measure the phase shift of the feedback
signal, outlined below. A sample of the feedback from two BladeRF SDRs is shown
in Figure 3.3, for reference. In this figure, the real and imaginary values of the
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Figure 3.3: Noisy BladeRF feedback signal
two feedback signals are displayed. Looking at both the imaginary signals (red and
purple), which are used to determine the phase shift, it is important to note the noise
on the signals, which results in a signal to noise ratio (SNR) of ∼14 dB.
• Method 1: Peak Delay Measurements
The method of measuring the delay between peaks and compensating for the
phase was tested using feedback of two BladeRF SDRs. The time delay between
peaks could be measured and then the phase could be calculated using, θ =
360·∆t
T
, where θ is the phase shift, ∆t is the time delay between peaks and T is
the period. The early results showed that this would not be possible given the
noise in the feedback which caused the peak to be unclear and vary as seen in
Figure 3.3. Due to this, another approach was taken.
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• Method 2: FFT Phase Extraction
Extracting the phase from the Fast Fourier Transform (FFT) is a more resilient
approach to noise than measuring the delay in the peaks (Method 1 ). This
method involves taking the FFT of both signals and extracting the phase com-
ponent from a particular bin of interest. From there, a simple subtraction is
performed to calculate the phase difference. This method is resilient to noise
but not to frequency drift in the signal which is often seen in low cost SDRs like
the BladeRF and HackRF. To try and mitigate this issue a larger bin size was
used but accurate measurements were still not possible. This could be partly
due to the phase discontinuity in the BladeRF SDR, the SDR of choice for
testing.
• Method 3: Cross Correlation
The cross correlation method involves taking the cross correlation of the signals
and then calculating the index of the peak for the correlation. The index of the
peak changes with the phase shift, so a degree value can be calculated. This
approach is the most resilient to noise and frequency drift, making it the most
successful of the three methods tried. A detailed description of this method is
discussed in Section 3.3.
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3.3 Cross Correlation Phase Measure-
ment
Cross correlation is a robust method of measuring phase between signals and can
be performed in both time and frequency domain. The time domain approach is
more computationally expensive, so a frequency domain approach was used in this
thesis. This is possible because cross correlation is essentially convolution which can
be easily computed in the frequency domain as multiplication [28]. The mathematical
explanation for using cross correlation to measure phase shift is as follows.




x1(t)x2(t+ T ) (3.1)
From the cross correlation, rp(T ), the maximum value is calculated along with its
index, represented by τ . With the time index, a phase shift value can be calculated
by Eq. (3.4).





Rp(f) = X1(f)X2(f)∗ (3.3)
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Once the convolution was computed in the frequency domain, the inverse FFT was
taken, and the remaining calculations were completed in the time domain. Again,
the maximum value of the real portion of the signal is measured with its index. To
convert the index value to the phase shift value, the following conversion is used. This
yield a phase shift (φ) in degrees.





This cross correlation algorithm was implemented using a combination of pre-
defined GNU Radio blocks and a user created Python block. The Python block
implements Eq. (3.4) and compensates for positive and negative indexes, ensuring
the proper positive or negative phase shifts are presented to the user. The source
code for the phase measurement Python block is attached in Appendix A.1.1.
3.4 Test Results
To test the cross correlation phase measurement algorithm presented above, two tests
were conducted. First, a simulation in GNU Radio was completed where Gaus-
sian noise was added to the signal source to simulate what would be seen from the
BladeRF. The second test used the phase measurement algorithm with user controlled
phase correction to estimate an angle of arrival measurement.
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3.4.1 Phase Measurements
After initial tests, a moving average filter was added to the cross correlation signal to
help mitigate any remaining effects from the signal noise. This filter added a small
shift to the maximum index value that is compensated for in the user defined Python
block.
For the test, a phase shift of 60° was added between the signals in GNU Radio. Due
to the fact that this was purely a simulation, the phase shifts in the SDR hardware
had no effect on the results. The two signals were multiplied by the Gaussian noise
source with varying amplitudes and then the phase between the signals was measured
via cross correlation. In Figures 3.4 and 3.5 the top plot is the result of the cross
correlation and the bottom plot is the real and imaginary values of the two signals
being tested. At the bottom of the figures is the calculated phase shift.
Figure 3.4: Simulated phase measurement with an SNR of 14 dB. The top plot is the result
of the cross correlation and the bottom plot is the real and imaginary values of the two
signals being tested. The calculated phase shift is at the bottom.
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Figure 3.5: Simulated phase measurement with an SNR of 0 dB. The top plot is the result of
the cross correlation and the bottom plot is the real and imaginary values of the two signals
being tested. The calculated phase shift is at the bottom.
From the results, it is clear that cross correlation is an accurate method of measur-
ing the phase difference between noisy signals. In the case with an SNR of 14 dB the
calculated phase was 59.76°, 0.4% off the actual value of 60°. For an SNR of 0dB, the
calculated phase shift was also 59.76°. It is a coincidence that the values in both cases
are identical. There is quantization error in the system from the maximum index, τ ,
being limited to finite values. The two calculated phase values closest to the ideal 60°
phase shift are 59.76° and 60.12°, as the phase is quantized in 0.36° increments. The
calculated values would change slightly due to this round-off and the noise, but they
never deviated by more than 2% of the actual value.
33
3.4.2 Angle of Arrival Measurements
To test the phase measurement algorithm in a non-simulated setting, AoA measure-
ments were conducted to track a moving transmitter. AoA measurements are easy
to implement on SDRs because only the relative phase shift needs to be measured
between the receive antenna elements. The test setup is shown in Figure 3.6, where
the SDR used was a HackRF for both transmit and receive. The distance between the
transmitter and receiver was 2 meters. First, the RX chain had to be calibrated using
the method outlined in Section 2.1.2. At startup, the user is required to calibrate the
the phase shift to zero degrees between the receive SDR’s. This is done using a QT
GUI Range block, which is a slider that allows the user to remove any initial phase
offset by ensuring the signals on the QT GUI Time Sink are in phase.
Figure 3.6: AoA test diagram
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Figure 3.7: AoA test results with a median phase error of 3.5°
Once calibrated, the transmitter was moved in 5° increments and the receive phase
shift was measured in GNU Radio. The test was conducted from 0° to 45° but due to
steering angle limitations, accurate phase shift values were only measured up to 35°.
A plot of the angle of arrival versus the measured phase in both the theoretical and
measured case is shown in Figure 3.7. The median phase error between the theoretical
and actual measurement was 3.5° with a minimum of 1.5° and a maximum of 11.5°.
Throughout testing, the device had to be re-calibrated intermittently which is
not ideal for a pure AoA measurement system, but this illustrates that the phase
measurement is accurate in more than just a simulation setting. An SDR with a
more precise clock would yield a more stable phase over time, and would not require
intermittent phase correction. This is why the USRP platform is often used in phase
sensitive research applications.
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3.5 Beamforming Utilizing GNU Radio
Beamforming utilizing software defined radio is a method of digitally modifying the
phase between elements in a phased array system. As previously mentioned, in order
to accomplish this multiple SDRs need to be synchronized to yield the desired phase
shifts between antenna elements. With the phase being successfully measured in sim-
ulation, phase correction had to be performed to implement transmit beamforming
without user control. After multiple attempts at automating the correction, it was
determined that given the hardware being used, this would not be possible. The orig-
inal idea of using feedback to correct the phase was not possible on both the HackRF
and BladeRF SDRs for two main reasons, the clock precision and the unknown phase
offset between TX and RX chains. The approach taken was to acknowledge this lack
of clock precision and correct the phase in real time using a BladeRF SDR, but the
phase discontinuities and independent TX and RX chains made this impossible.
In the prior work the USRP platform or other phase coherent SDRs are used,
with external hardware. In these cases, even with the TX and RX phase differences
at initialization, the clock precision makes it possible for a calibration at both the
TX and RX side of the channel, and from there the proper phase shifts are applied
throughout testing.
In order to beamform using SDR, the HackRF SDR was used because it has more
stable phase performance than the BladeRF. The HackRF phase would need to be
calibrated but because feedback was not an option, an oscilloscope was used. The
HackRF signal was sent to a splitter with one port going to the oscilloscope and the
other going to an antenna port. The splitters used all had a phase unbalance of ∼1°
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Figure 3.8: GNU Radio block diagram used for tripolar beamforming. The fast multiply
constant blocks modify the phase and are controlled by the user through the QT GUI range
blocks. The osmocom sink blocks control the SDR hardware.
Figure 3.9: GNU Radio GUI used for phase shift control. The user can control the phase
shift between SDRs by changing the phase using the sliders.
which would not effect the beamforming performance. The user monitors the phase
shifts between elements on the oscilloscope and controls the phase using the sliders
shown in Figure 3.9. These sliders control the value of a phasor that is multiplied
by the signal source to control the phase shift sent to the SDR hardware. The GNU
Radio block diagram for transmit beamforming with the HackRF is shown in Figure
3.8.
3.6 Conclusion
This chapter presented the methods tested to measure the phase shift between multi-
ple SDRs in an attempt to create an autonomous phase correction system for transmit
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beamforming. Phase measurement was accomplished using a cross correlation algo-
rithm in GNU Radio. This phase measurement was tested in simulation and verified
in an AoA, direction-finding system. Ultimately, the cross correlation phase measure-
ment could not be used for transmit beamforming because of poor clock precision
and unknown phase offsets between the TX and RX chains in the SDR. The ultimate
approach used for transmit beamforming utilized SDR and an oscilloscope for phase
measurement. This approach will be used for testing both the tripolar array and the




A portion of the work presented in this chapter is taken directly from the author’s pa-
per “Beamforming with a 2.4 GHz Tripolar IoT Antenna”, which has been submitted
to the IEEE conference WAMICON and is under review [31].
Prior work has shown that the diversity gains provided by a compact tripolar
design can mitigate multipath effects by switching between the antenna’s three el-
ements. This chapter considers the benefits for benign environments in which the
elements are combined for the purposes of beamforming using simple phase shifts.
Through modeling, the twelve-sector beamsteering approach yields a minimum gain
of 4.4 dB when steering the beam in azimuth, a 3.11 dB improvement over a single,
omnidirectional monopole. The antenna was then tested using the SDR excitation
presented in Chapter 3. This chapter presents both the simulation and test results,
and discusses the limitations in the tripolar hardware testing.
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Figure 4.1: Tripolar antenna model integrated with commercial wireless sensor node (cour-
tesy: Univ. of Vermont)
4.1 Introduction
The increasing number of IoT devices puts a massive demand on their respective
communication networks. To accommodate for this increase, it is crucial to leverage
flexible communication technologies. Previous work has shown that using multiple
antennas on a wireless sensor node to implement antenna diversity can greatly im-
prove link reliability in Rayleigh multipath environments. As an example, M2M
communications were shown be to improved by implementing a MIMO system [11].
The two-element MIMO systems had antenna elements mounted at a different edges
of the device’s PCB. Through simulation, it was shown that this upgrade reduced
outages from 15% to about 2% [11].
Reference [12] presented a tripolar antenna design to mitigate harsh multipath
channel conditions. The tripolar design leveraged polarization diversity from three
mutually orthogonal ∼ λ/4 monopoles. The system was designed to match the geom-
etry of a commercial wireless node package as shown in Fig. 4.1. Over-the-air testing
demonstrated a 1% channel improvement of up to 14 dB across over 500 locations [12].
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The work presented herein, in contrast, considers more benign environments where
link conditions can be improved through the use of beamforming. Three-element
beamforming has been implemented before. For example, a three-element, linear
array was demonstrated to provide gain of up to 8.1 dB by minimizing mutual cou-
pling [32]. The contribution of the work presented herein is to consider how tripolar
beamforming can also provide benefits. Operating as a phased array in addition to
the existing spatial diversity configuration, makes the tripolar array an ideal flexible
communication technology.
This work proves that the tripolar antenna can be configured to form a beam that
can be steered in azimuth and elevation. The results show a minimum gain increase
of 3.11 dB over the baseline vertically oriented monopole, in azimuth. In elevation,
up to 45° from horizontal, there is also a ∼3 dB increase in gain over the monopole
baseline. By increasing the gain at the transmit and receive antennas, the increased
received power will yield a more robust network. Alternatively, this antenna gain
can be leveraged to reduce transmit power thereby increasing the battery life of IoT
devices.
4.2 Antenna System Model
The previous tripolar antenna system was designed to leverage selection diversity
to improve channel reliability where, only one port of the antenna was excited at a
time. In this work, we have enabled beamforming by having all three ports excited
simultaneously with varying phase shifts between ports.
The simulation model that was created in ANSYS HFSS uses three, ∼ λ/4
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Figure 4.2: Tripolar Antenna model in HFSS which contains three ∼ λ/4 monopole antennas
at 2.4 GHz
monopoles as shown in Fig. 4.2. Each element is spaced by 120° in azimuth, with
each monopole angled at 45° relative to the Z axes. The ground plane is sized in
the footprint of the commercial wireless sensor node considered in [12], which is 60
mm × 65 mm. The dimensions used in the HFSS simulation are shown in Table 4.1.
The vertically polarized measurements are considered. The simulation convergence
criteria had a delta S value of 0.02 and maximum number of passes of 10.
Table 4.1: Antenna Geometry and Dimensions
Dimension Value
Total Element Length 33.5 mm
Vertical Segment Length 9.5 mm
45° Segment Length 24 mm
Radius 2 mm




Both a vertically oriented monopole and the tripolar antenna design of Fig. 4.2 were
simulated in HFSS. Lumped port excitations were used at 2.4 GHz. In the azimuth
sweep radiation patterns, φ = 0° represents the X direction. In the elevation sweep
radiation patterns, the Z direction is represented by θ = 0°.
4.3.1 Single Monopole Antenna
Through simulation it was determined that a single, vertically oriented∼ λ/4 monopole
has a maximum gain of 1.29 dB (note: dB vs. dBi is used per the HFSS reporting).
This result is used as a baseline for all subsequent measurements. The baseline pat-
tern is shown in Fig. 4.3.
Figure 4.3: Single monopole and omnidirectional tripolar, azimuth comparison (XY plane)
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4.3.2 Tripolar Antenna
In the case where all three elements are uniformly excited with 0° phase shift between
elements, an omnidirectional pattern is created. The pattern is not completely sym-
metric due to the fact the ground plane is finite and not a perfect square as shown
in Fig. 4.2. The pattern has a max gain of 1.6 dB at φ = 0° and minimum gain of
0.55 dB at φ = 90°. Thus the tripolar antenna can create an omnidirectional pattern
that has a greater gain than a baseline monopole at certain angles.
4.4 Beamsteering Results
The beamsteering approach used a combination of phase shifts at all three elements to
create a more direct beam using the tripolar antenna. Steering the beam in azimuth
(φ) and elevation (θ) was accomplished through simulation, and an increase in gain
was seen in each case.
As the work is motivated by IoT systems, a simplified strategy for beamsteering
was considered. In all cases, each of the elements are equally excited in magnitude.
To achieve the steering, phases are selected from one of only three values: 0°, 60°
or 120°. Even with this simplified operation, both the ability to steer the beam in
azimuth and elevation is demonstrated.
4.4.1 Azimuth (φ) Steering
The main beam of the tripolar antenna was successfully steered, covering the full
azimuth plane, in 30° increments (i.e., twelve-sector steering). Fig. 4.4 shows the
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antenna pattern when directed at locations of each of the three elements, spaced by
120°, along with the baseline vertically oriented monopole. The peak gain was found
to be 4.74 dB and the minimum to be 4.40 dB (median value was 4.65 dB). If the
beam angle is changed in 30° increments, the minimum gain at the the crossover
points is 4.28 dB.
Table 4.2: Input Port Phasing for 360° Azimuth Steering
Angle ° Port 1 Phase ° Port 2 Phase ° Port 3 Phase °
0 0 120 120
30 0 120 60
60 0 120 0
90 60 120 0
120 120 120 0
150 120 60 0
180 120 0 0
210 120 0 60
240 120 0 120
270 60 0 120
300 0 0 120
330 0 60 120
aAll ports are exited with equal amplitude, 1W in simulation.
The phasing scheme used to steer the beam in azimuth is shown in Table 4.2. It
was discovered that elements with phase shifts of 120° would point the beam away
from that particular element. The opposite was also true, that elements excited by
0° directed the beam in the direction expected for a monopole. Again, the results are
not perfectly symmetric due to the ground plane.
Table 4.3 summarizes the tripolar antenna performance in azimuth. The results
of the twelve-sector beamsteering show a minimum gain of 4.4 dB when steering the
beam in azimuth. Comparing to the single monopole case, this is a 3.11 dB increase.
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Figure 4.4: Three of the twelve sectors enabled by the tripolar beamsteering in azimuth (XY
plane). The maximum gain is 4.74 dB.
If this antenna was put at the transmit and receive side of the channel, this would
yield, on average, a 6.22 dB increase in the link, approximately four times the power.




12-Sector Beamsteering (max) 4.74
12-Sector Beamsteering (min) 4.40
12-Sector Beamsteering (median) 4.65
4.4.2 Elevation (θ) Steering
As the tripolar elements are oriented 45° from the normal (i.e., Z direction, θ = 0°),
there is opportunity to steer the beam in elevation in addition to azimuth. Certain
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Figure 4.5: Beamsteering in Elevation (θ) with φ = 90° (YZ plane)
phase combinations from the azimuth steering, yield a more directive beam in ele-
vation. These are shown in Table 4.4. The beam is able to be steered from 90° i.e.
horizontal, to 75° with a maximum gain of 4.62 dB. The elevation steering patterns
are shown in Fig. 4.5.
Table 4.4: Input Port Phasing for Elevation Steering
Beam Angle ° Port 1 Phase ° Port 2 Phase ° Port 3 Phase °
75 0 120 0
90 120 120 0
aAll ports are exited with equal amplitude, 1W in simulation.
The greatest optimal elevation angle is up 15° from horizontal i.e. 75°. Even at
angles greater than this, the gain performance is still greater than the single monopole
and a single element of the tripolar antenna. At an elevation angle of 30°, shown in
Fig. 4.5, the gain in the single monopole case is -2.66 dB and the gain is -2.49 dB for
the tripolar array. Through beamsteering, the gain at that same angle is -0.6 dB, a
∼2 dB increase.
There are some limitations to the elevation performance due to the fact that each
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Table 4.5: Elevation Steering Gain Comparison
Angle ° Monopole (dB) Beamsteering (dB) ∆ dB
90 1.28 4.37 3.09
75 1.28 4.61 3.33
60 0.89 4.19 3.30
45 -0.23 2.61 2.84
30 -2.66 -0.60 2.06
15 -7.98 -6.03 1.95
0 -41.62 -10.02 31.60
beam doesn’t contribute to the gain in the Z direction when all elements are excited.
In addition, there is a small null in the X direction where the max gain is 0 dB at 45°
elevation. Despite this, the gain is still much greater when compared with the single
monopole and a single element of the tripolar antenna.
Table 4.5 shows that the overall elevation performance is better than a single
∼ λ/4 monopole. Up to 45° from horizontal, there is a ∼3 dB increase in gain over
the monopole.
4.5 Test Results
To test the performance of the tripolar antenna, the array shown in Figure 4.6 was
used. This is made up of three 2.4 GHz monopole antennas, held in a 3D printed
housing. The antenna sits on a rotating table for testing.
A diagram of the test setup is shown in Figure 4.7. The receive antenna is a 2.4
GHz monopole that is connected to a spectrum analyzer to measure the receive power
from the array under test. The receive antenna remains static, while the array under
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Figure 4.6: Tripolar antenna model
test is placed on a rotating table that spins in 360°. The table was rotated in 10
degree increments and the receive power was recorded at each interval to generate a
360° antenna pattern.
Figure 4.7: Antenna test setup
At first, three cases from the 12-sector azimuth beamsteering simulation were
tested. The results are shown in Figure 4.8, 4.9, and 4.10 for the 0°, 120° and 240°
steering angle cases respectively. These three cases would ideally match the three
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Figure 4.8: Tripolar beam-
steering: 0° case
Figure 4.9: Tripolar beam-
steering: 120° case
Figure 4.10: Tripolar beam-
steering: 240° case
cases shown in Figure 4.4. Comparing the simulated and test results clearly show
that the test does not match the simulation.
In Figure 4.8, the beam is directed opposite the desired direction of 0°. In Figure
4.9, the main beam is directed at 240° while it should be directed at 120°. These
two cases lead one to believe that the actual beam direction is opposite the simulated
direction. The possibility of reversing the phase or having the incorrect azimuth
plane orientation were analyzed and this was not the case. This was confirmed when
plotting the pattern shown in Figure 4.10, where the pattern has two main lobes.
From here, systematic trouble shooting was conducted starting with signal gen-
eration and ending with the array hardware. A signal generator along with a power
splitter were used to compare the case with no beamsteering, also known as the omni-
directional case. Figure 4.11 shows the signal generator compared with the HackRF
SDR as the source. The results of this test show that the SDRs are not the issue
in the transmit chain as near identical antenna performance was measured in both
cases. The next part of the chain is the SMA cables that connect the SDRs and
the array hardware. In order to minimize the possibility of extra phase shifts being
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Figure 4.11: “Omnidirectional” pattern: HackRF vs. signal generator comparison
induced between ports during transmission, cables with the same length were used at
each stage to induce an equal delay.
The final portion of the transmit chain to be tested was the array hardware. The
group delay and phase were measured with a network analyzer and showed that the
three ports all had different phases and group delay values at 2.39 GHz, the frequency
of operation. This means that the stability of the phase cannot be dependable which
is critical for transmit beamforming. To try to compensate for this error, a testing
matrix was created and different phases were tested to see if an omnidirectional
pattern could be created. The most successful corrected “omnidirectional” case was
with phases of 0°, 120° and 0° at port 1,2 and 3 respectively. By adding the 120°
phase to port two the difference between the max and min power was 8 dB with a
median power of -45.5 dBm. The resulting pattern is shown in Figure 4.12. This
can be considered a rough “omnidirectional” pattern but not something that could
be used in practice. This pattern can be flattened further by beamsteering at each
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Figure 4.12: “Omnidirectional” pattern with phase correction (0°, 120°,0°)
angle of interest to yield the maximum power at the receiver.
The ability to steer a beam is shown in Figure 4.13 where an “omnidirectional”
pattern is created to mitigate the nulls. The true “omnidirectional” pattern created
using the signal generator is plotted for comparison. In the beamsteering case, the
Figure 4.13: “Omnidirectional” pattern: HackRF (max: -40 dBm) vs. signal generator
(max: -38 dBm) comparison with beamsteering, normalized to the HackRF case
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difference between the max and min is 7 dB but the median power is -42.5 dBm, a
3 dB increase over the pseudo omnidirectional case in Figure 4.12. This shows that
even in the case where faulty or broken array hardware is used, the advantage to
using SDR is that these issues can be corrected and/or mitigated.
Lastly, tests were done to see how many phase iterations it takes to steer the beam
3 dB from a peak point. From this, it can be concluded that to accurately characterize
the tripolar antenna for beamforming, 20° phase increments would need to be tested
at two of the three elements, keeping one element’s phase constant. This means that
there are 324 possible cases that need to be tested. To test a single pattern fully, so
that it could be fed to a machine learning algorithm or just used for reference, takes
one hour. To fully characterize the tripolar array would take approximately 324 hours
(1 hr/test x 324 tests) which was not feasible given the time constraints in this thesis.
4.6 Conclusion
In this chapter, a tripolar array design previously shown to improve system perfor-
mance in severe multipath environments is used for the purpose of beamsteering in
more benign channel conditions. Flexibility via beamforming is accomplished by en-
abling all three ports of the tripolar array to be excited simultaneously with varying
phase shifts between elements. Through simulation, in azimuth, the minimum gain
achieved through this beamforming approach is 4.4 dB. This is a 3.11 dB improve-
ment over a single monopole antenna. In elevation, beamsteering yielded a ∼3 dB
improvement in gain up to 45° from horizontal. The azimuth test results show that
beamsteering can be accomplished with the tripolar antenna despite the measured
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patterns not matching the simulation. This is possible through the use of SDR, where
the phases can be easily adapted to generate the desired pattern. A median power
increase of 3dB was measured when comparing the corrected “omnidirectional” case
to the “omnidirectional” beamsteering case. This increase in gain allows for use in




To further validate the SDR beamforming capability, a four-element patch antenna
array was designed and tested. Patch antennas are used to generate a highly directive
beam unlike the monopole antennas studied earlier, which generate an omnidirectional
pattern. Patch antennas are commonly used in phased array applications due to the
ease of fabrication and their ability to be printed on a circuit board.
In this chapter the patch antenna array design process is discussed from design,
to simulation and ending with the test results. The patch antenna array was tested
by simulating a Butler matrix, a beamforming network typically implemented in
hardware. The array pattern had a 3 dB beamwidth of ∼22° in simulation and ∼20°
through testing, with a maximum steering error of ∼3° for the four Butler cases.
Additional beamsteering cases were tested with results that matched the simulation.
55
5.1 Patch Antenna Design
The design specifications for the patch antenna are to resonate at 2.39 GHz and have
a return loss greater than 15 dB at that frequency. In addition, the desired impedance
for the patch antenna is 50 Ω as it will interface with the output impedance of an SDR.
The 2.39 GHz frequency was picked so the antenna could be tested in an environment
without interference from WiFi. A rectangular patch antenna was picked for this
application, as it is easy to manufacture. Before calculating the antenna dimensions,
the method for exciting the patch was researched and established.
There are two main ways to excite a patch antenna, coaxial feed and microstrip
feed. A coaxial feed excites the rectangular patch through the substrate at a point in
the middle of the patch as shown in Figure 5.1. The microstrip feed, shown in Figure
5.2, excites the patch with a microstrip transmission line on the top of the substrate.
In this configuration, an SMA connector can be soldered to the edge of the microstrip
feed for port excitation.
For this work, the microstrip approach was picked as it is easier to fabricate and
easy to match with the characteristic impedance [7]. To calculate the impedance
of the microstrip line, Eq. (5.1) was used [33]. This is an approximation of the
impedance derived from models of microstrip lines. In this equation, w represents
Figure 5.1: Co-axial feed patch antenna design [7]
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Figure 5.2: Microstrip patch antenna design
the width, h represents the dielectric thickness and t is the trace thickness. For this
design Zmicro was set to 50 Ω and the width was solved for. The trace thickness was











A dimensioned drawing of a singular patch antenna is shown in Figure 5.2. Once
a singular patch is designed, the antenna was duplicated to form a four-element array
for phased array testing. To determine the dimensions of the single patch antenna,
first the width and length of the patch were calculated to resonate at 2.39 GHz.
Reference [34] outlines the design process for a microstrip patch antenna with an
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inset feed. A Matlab file was created to calculate the respective values where all
the dimensions are represented in millimeters. The same process presented in [34] is
outlined here.
The width of the patch is calculated using Eq. (5.2) where c is the speed of light

























Following the effective length, the length extension was calculated.
∆L = 0.412h
(εreff + 0.3)(WPh + 0.264)
(εreff − 0.258)(WPh + 0.8)
(5.5)
The actual length of the patch could then be estimated using the length extension
and the effective length.
LP = Leff − 2∆L (5.6)
An inset feed design was used to reduce the input impedance of the microstrip
patch. Eq. (5.7) was used to calculate the size of the inset feed. In [34] there was also
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Table 5.1: Single Microstrip Patch Antenna Dimensions
Label Value Unit
Substrate Thickness 60 mil







discussion about the optimal width of the inset feed. Nominal values were chosen
an then optimized in the simulation through sweeping dimensions. The inset feed







An initial design was simulated in ANSYS HFSS and then the dimensions were
optimized to yield the desired performance. Small changes were made to the width
of the feed (Wf ) and the length and width of the patch. The final dimensions are
shown in Table 5.1. The resulting real impedance was 46.80 Ω and the imaginary
impedance was 2.65 Ω which is close to the desired value of zero for the imaginary
impedance and 50 Ω for the real.
This simulation resulted in a return loss of 27.3 dB at 2.39 GHz for the single
element microstrip patch antenna, shown in Figure 5.4. This is much greater than the
15 dB specified in the requirements. This gives margin for duplicating the elements
to create the four-element array. The bandwidth is defined as the range frequencies
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Figure 5.3: Microstrip patch antenna single element Z parameters
for which the return loss is greater than 10 dB. For this patch antenna, the value is 35
MHz. The return loss at 2.4 GHz is ∼15 dB which allows for use at WiFi frequencies.
The single element simulation settings in HFSS had a delta S value of 0.015 with 2
passes for convergence. With these results, the design was duplicated to include four
patch antennas on the same substrate forming an array.
Figure 5.4: Microstrip patch antenna single element return loss (fc = 2.39 GHz, BW = 35
MHz)
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5.2 Array Simulation Results
To create the array, λ/2 element spacing was used. This is defined as the length from
the center of one patch to the center of the adjacent patch. This resulted in final
substrate dimensions of 6.5 cm by 28.7 cm. The HFSS array simulation settings had
a delta S value of 0.02 with 30 passes for convergence. The converge criteria had to
be increased from the single patch antenna simulation to accommodate for the larger
mesh and a more computationally expensive simulation. The final model is shown in
Figure 5.5.
When combining the single elements to form a four-element array, the return loss
no longer matched the single element performance for each port. The inner elements
had a resonance peak that narrowed and generated slightly reduced performance. This
change still resulted in a return loss that was greater than the specified requirement
at 2.39 GHz. The outer elements had greater return loss performance at 2.39 GHz.
The return loss for each port in the array is shown in Figure 5.6. At 2.39 GHz the
Figure 5.5: Four-Element patch antenna array in HFSS
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Figure 5.6: Simulated array return loss (fc = 2.39 GHz, BW = 30 MHz)
minimum return loss is 19.9 dB, the max is 26.2 dB and the average is 23.0 dB.
Before modifying the phase between elements, the simulation performance was
tested with no phase shifts, and each element excited with the same power. The gain
of the single element is compared to the gain at broadside for the four-element array
to show the advantage of employing a phased array even without beamsteering. The
3 dB beamwidth decreases from ∼88° to ∼22° and the gain increases from 6.2 dB to
11.9 dB, almost four times the power. The first sidelobe for the four element array
occurs a 36° with a gain of -1.7 dB. This clearly shows the advantage to implementing
the array as the beamwidth decreases and the transmit power increases.
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Figure 5.7: Simulation gain comparison (Phi = 90, [YZ]); Gain increases from 6.2 dB to
11.9 dB and the 3 dB beamwidth decreases from ∼88° to ∼22°
5.2.1 Butler Matrix Comparison
The standard Butler matrix implemented through hardware is shown in Figure 5.8.
The output from a four port Butler matrix can produce a beam with four different
steering angles as shown in Figure 5.9. This feeding network is made up of a combina-
tion of 90 degree hybrid couplers and phase shifters that generate varying phase shifts
at the antenna ports depending on which port is excited and which are isolated [35].
This is an effective method of beamforming but the number of steering directions is
limited to the number of antenna elements. The advantage to beamforming with the
SDR is that these Butler cases can be tested along with intermediate steering angles.
This is discussed more in Section 5.2.2.
In order to test the performance of the patch antenna array, the four Butler matrix
cases are tested. Each case corresponds to which port is excited in Figure 5.9. The
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Figure 5.8: Standard 4-element Butler matrix [8]
Figure 5.9: Standard 4-element Butler matrix antenna pattern [8]
results of phase shifts at the output that are outlined in Table 5.2. The four cases
represent which of the four ports would be excited in the standard hardware Butler
matrix.
















1 0 45 90 135 12
2 90 -45 -180 45 -35
3 45 -180 -45 90 35
4 135 90 45 0 -12
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5.2.2 Digital Beamsteering
The advantage to using SDR for beamforming is that intermediate steering angles
are possible given the digital implementation. In addition to the four Butler matrix
cases, the ability to direct the beam in between the steering angle of 12° and 35° is
presented in Figure 5.10. Three cases were simulated with beams directed at 10°,
20° and 30°. The phase shifts between elements were changed to yield these steering
angle in HFSS. The beamforming performance test results are presented in Section
5.3. In [2] and Section 2.1.1, the method for calculating the phase shifts between
elements for intermediate steering is discussed. For this phased array, the steering
angle is still limited by -35° and +35° due to the number of elements and the inter
element spacing of λ/2.
Figure 5.10: Simulated array pattern utilizing digital beamforming for intermediate steering
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5.3 Array Test Results
After fabrication, four edge mount SMA connectors were soldered to each port of
the array. The fabricated array is shown in Figure 5.11. Before measuring antenna
patterns, the return loss was measured using a vector network analyzer. This mea-
surement ensures that each element is radiating properly. The return loss for each
port in the array is shown in Figure 5.12. At 2.39 GHz the minimum return loss is
9 dB, the max is 11.9 dB and the average is 10.3 dB. These values don’t meet the
specified performance of 15 dB return loss at 2.39 GHz. This is due to the fact that
the milling machine has a possible fabrication error of about 0.3 mm which shifted
the resonance peak towards 2.4 GHz. These results are considered acceptable because
the with a return loss of 10 dB at 2.39 GHz, 90% of the incident power is transmitted
to the antenna. In addition, because of the nature of SDR, the frequency could be
tuned to operate at 2.4 GHz. To tune the frequency, all that would be required is a
change to the frequency value in the osmocom sink block in GNU Radio.
The initial pattern measurement was the case in which the phase shifts between
elements were zero degrees. This is done to get a baseline measurement before phases
are changed for the purpose of beamsteering. With the tripolar array, it was after
Figure 5.11: Fabricated four-element patch antenna array
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Figure 5.12: Measured array return loss (fc = 2.40 GHz, BW = 26 MHz minimum)
this test that it was clear there were issues with the array. The same test setup
was used for the tripolar array and the patch antenna array. The results comparing
the simulated to the measured pattern for the no steering case are shown in Figures
5.13 and 5.14 respectively. The test results are normalized to the maximum power
of -37 dBm. The array pattern has a 3 dB beamwidth of ∼22° in simulation and
∼20° in test. The main difference in the patterns is the presence of the large lobe at
approximately 320° in the measured pattern. This lobe is likely due to the fact that
each element is not radiating symmetrically. This lobe occurs in all the Butler test
cases as well, meaning it is likely an artifact of the array hardware. Despite this, the
antenna patterns were measured. An attempt was made to cancel out the lobe by
adding an initial phase offset to the elements. One set of phases produced slightly
better results but mainly steered the beam as opposed to canceling out a null. As a
result, the standard phase shifts were used throughout with no additional offset.
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Figure 5.13: Array boresight beamsteering
simulation
Figure 5.14: Array boresight beamsteering
measured
To test the phased array performance of the four-element patch antenna array,
the four Butler matrix cases presented in Table 5.2 were used. The simulated and
measured array patterns are plotted in Figure 5.15. A comparison of the steering
angles and beamwidth is presented in Table 5.3. The abnormal lobe directed at 320°,
that was seen in the no steering case is also seen in the Butler matrix testing. This
did not affect the main beam direction as the steering angle was accurate within 3° in
all cases. The measured beamwidth matched or nearly matched the simulated values
in all cases with the exception of case 3 where the beamwidth differed by 7°.











1 12 15 22 20
2 -35 -35 24 25
3 35 35 24 17
4 -12 -15 22 22
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Figure 5.15: Patch antenna array Butler matrix comparison (simulated patterns on left,
measured patterns on right)
Lastly, the beamsteering performance was tested without rotating the antenna test
stand. In this case, which is being called the lighthouse scenario, both the receive
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antenna and the array under test remained static. The phases were changed at each
port to steer the beam from -90° to 90° in ten degree increments. This simulates a
lighthouse rotating its light and the light appearing brighter to an observer, reaching
its maximum brightness when the light is directly oriented at the observer. The
results from this test are shown in Figure 5.16, where it is clear that the strongest
receive power occurs at the point when the beam is oriented directly at zero degrees,
the location of the receive antenna, as expected.
This test is just one other way to verify the beamsteering capability of the patch
antenna array while excited by SDR. The digital excitation and phase correction
enable the possibility to simulate this lighthouse scenario because the phase shifts are
not limited by hardware, like the Butler matrix.
Figure 5.16: Patch antenna array lighthouse scenario
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5.4 Conclusion
In this chapter the design, simulation and test of a four-element patch antenna array
is presented. The array was tested by first simulating a Butler matrix, a beamforming
network typically implemented in hardware. The array pattern had a 3 dB beamwidth
of ∼22° in simulation and ∼20° through testing, with a maximum steering error of 3°
for the four Butler cases. Additionally, intermediate steering angles were simulated
and tested using the digital beamforming characteristics of the SDR platform. These
results verify the beamforming performance of an SDR in a phased array system.
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Chapter 6
Conclusions and Future Work
6.1 Contributions
This work aimed to develop an adaptive, phased array software defined radio plat-
form. Prior work had accomplished this using expensive hardware and complex phase
measurement algorithms. The utilization of a simple cross correlation phase measure-
ment system with the ability for autonomous phase control was the initial goal for
this thesis. Ultimately the phase measurement and correction had to be implemented
separately due to hardware limitations. Two antenna arrays were tested verifying the
performance of the system. These advancements allow for future work on the im-
provement of a low cost, adaptive phased array beamforming system utilizing SDR.
The main contributions of the work are three-fold:
1. Development of an algorithm to measure the relative phase between software defined
radios.
Phased array systems require precise phase shifts between elements in order to
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properly beamform. In Chapter 3 the derivation of the cross correlation algorithm
used to measure phase in GNU radio is presented. In simulation, with added noise
to the signals, the measured phase never deviated from the actual phase shift by
more than 1%. This was verified further on an angle of arrival measurement system
where the median phase error between the theoretical and actual measurement was
3.5° with a minimum of 1.5° and a maximum of 11.5°. Given the clock precision
of the Hack RF SDRs used, these values are acceptable.
2. Development and demonstration of the ability to beamform utilizing a tripolar an-
tenna array.
Tripolar antenna array beamforming is a way to increase throughput in M2M
and IoT communication channels. This array has been proven to improve link
reliability in Rayleigh environments [12]. The work presented herein, in contrast,
considers the array for the use of beamforming. Beamforming is demonstrated
through both simulation and test. Through simulation, the tripolar array has
an ∼3 dB improvement in gain over a single monopole antenna, in azimuth. The
measured antenna patterns did not match the simulation, but the reconfigurability
of the SDR platform provided the ability to correct the nonidealities in the physical
antenna. The azimuth test results show that beamsteering can be accomplished
with a median power increase of 3 dB over the “omnidirectional” beamsteering
case.
3. Demonstration of beamforming utilizing software defined radio on a four-element
patch antenna array.
To further verify the SDR beamformer, a patch antenna with a well known antenna
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pattern was tested. The antenna array operates at 2.39 GHz and has an average
return loss of 10.3 dB at that frequency. The performance was compared with
simulation results from HFSS to validate the SDR phased array system. The patch
antenna array was tested by simulating a Butler matrix, a beamforming network
typically implemented in hardware. The array pattern had a 3 dB beamwidth of
∼22° in simulation and ∼20° through testing, with a maximum steering error of 3°
for the four Butler cases. Additional beamsteering cases were tested with results
that matched the simulation.
6.2 Future Work
In this section, a few possible directions for future work are discussed. The SDR
platform is highly re-configurable, which allows for lots of future work without needing
to modify hardware. In particular, a real time phase correction algorithm, and its
applications on different antenna arrays are discussed.
6.2.1 Tripolar Antenna Beamforming Pattern
Characterization
One of the main contributions of this thesis is the ability to beamform using a tripolar
antenna. Beamforming was accomplished but the respective patterns did not match
the simulation results. With more time and a potential machine learning approach,
transmit beamforming with the tripolar array could be accomplished. Tests were
done to see how many phase iterations it takes to steer the beam 3 dB from a peak
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point. From this, it can be concluded that to accurately characterize the tripolar
antenna for beamforming, 20° phase increments would need to be tested at two of
the three elements, keeping one element’s phase constant. This means that there are
324 possible cases that need to be tested. This means that to fully characterize the
tripolar antenna would take approximately 324 hours (1 hr/test x 324 tests) which
was not feasible given the time constraints in this thesis.
This thesis mainly looked at the azimuth steering performance for the tripolar
array. Once this is properly characterized there is more work to be done in the realm
of elevation steering. This was tested through simulation with minor steering per-
formance improvements in elevation. Further testing could yield that in reality the
elevation performance is better. This would enable beamsteering in the full hemi-
sphere above the ground plane. The ability to accurately beamform with the tripolar
array would be a critical step towards a fully adaptable flexible antenna array. This
idea is discussed more in Section 6.2.2.
6.2.2 Flexible Antenna Array Performance
To complete the full flexible phased array, MIMO performance and spatial diversity
will have to be implemented in addition to beamforming. The applications discussed
herein only highlight phased array performance. The SDR platform allows for imple-
mentation without any hardware modifications, which should make these additional
two points for a fully flexible antenna array easier to implement. A flexible antenna
array has the ability to (1) beamform, (2) provide spatial diversity, and (3) allow for
MIMO configurations.
The tripolar antenna has already been shown to improve link performance in
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multipath environments by implementing spatial diversity. This antenna array is a
great candidate for the fully flexible array system. Once beamforming is fully verified,
then two of the three points needed for the flexible antenna array will have been
successfully implemented. Adding MIMO capability could be done by using multiple
SDRs to control the array. Additional arrays could be tested, further verifying the
system.
6.2.3 Transmit Beamforming with USRP SDR Plat-
form
In order to transmit beamform without the assistance of an oscilloscope for reference,
the USRP SDR platform will have to be leveraged because of its clock precision. Ettus
research, the makers of the USRP SDRs sell external clocking boards that allow for
high precision for phase sensitive applications. Even with this precision, there will
need to be a calibration performed due to the inherent phase offset at initialization.
The cross correlation phase measurement system from Section 3.3 could be used to
help calibrate the phase. The calibration methods from [5, 30] are similar to the
method used for angle of arrival measurements described in Section 2.1.2, where both
TX and RX SDRs are used. The RX antenna looks for the max power directly at
broadside and once achieved, this means that the elements at the TX side must be in
phase. In [5] and [30] the method for measuring the phase was not discussed, but the
cross correlation method would work for future applications that utilize GNU Radio.
In order to properly beamform, the phase and frequency of the transmitted signal
needs to be accurate in order to maximize the gain performance of the antennas. In
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this work, the phase stabilization is addressed in order to beamform but the frequency
drift was not. The USRP platform has a clock that can be synchronized to accurately
beamform but in the case where even more precision was needed, the FPGA code
could be modified or external circuitry could be created to clock all the SDRs precisely.
The goal of this thesis was to not use the USRP SDR platform to decrease the
cost of implementation. Many attempts were made but the use of an oscilloscope was
needed for proper phase shifts between elements. There has been hobbyist work done
to modify the hardware on low cost SDRs to make them phase coherent. In particular,
[28] uses a phase coherent RTL SDR for direction-finding, AoA measurements. To
keep the low cost beamforming possibility, another possible avenue would be to adapt
some of this technology to work on the HackRF or BladeRF SDRs.
6.3 Final Words
The increased use of internet of things (IoT) devices will result in them being de-
ployed in a wide variety of environments and therefore warrant antenna systems that
can be adapted to improve link performance. Flexible communication technologies
allow for increased throughput and improved efficiency in wireless channels. This can
be accomplished by implementing phased array antennas, among others. Phased ar-
rays create a beam that can be steered electronically, but are expensive to implement
given the many phase precise hardware components that need to be adjustable. A
software defined radio approach to beamforming can reduce this complexity for each
array adaptation, if made in software. This work presents an adaptive software de-
fined radio beamforming platform. This system can be used to characterize antenna
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arrays, correct nonidealities in antenna hardware and implement flexible communica-
tion networks.
This thesis leverages software defined radio for the purpose of phase measurements
and beamforming. A phase measurement system, presented in Chapter 3, was cre-
ated in GNU Radio to determine phase differences between SDRs. This algorithm
was tested on a direction-finding system, measuring the angle of arrival of a moving
transmitter. Beamforming was implemented on a tripolar array and a four-element
patch antenna array. The beamforming in this thesis utilized an oscilloscope for refer-
ence but the phase measurement algorithm could be utilized on more expensive SDR
hardware with better clock precision. This work provides the proof of concept for an
adaptive, low cost phased array beamforming system based in software defined radio.
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This appendix includes the source code for the Python block created to implement
the phase measurement algorithm in GNU Radio.
A.1 Phase in GNU Radio
This section includes the code written for the receiver calibration in the angle of arrival
measurement system. The included code is used to measure the phase between SDRs.
A.1.1 Phase Measurement
1 """
2 Embedded Python Blocks:
3
4 Each time this file is saved, GRC will instantiate the first class it finds
5 to get ports and parameters of your block. The arguments to __init__ will
6 be the parameters. All of them are required to have default values!
7 """
8
9 import numpy as np




14 """Embedded Python Block Phase Shift Calc -
15 Converts the correlation index value to a phase shift"""
16
17 def __init__(self, sample_rate=32000, fft_width=1024,\
18 ... frequency=1000, avg_length=100):
19 # default arguments








27 # if an attribute with the same name as a parameter is found,
28 # a callback is registered (properties work, too).
29 self.sample_rate = sample_rate
30 self.fft_width = fft_width
31 self.frequency = frequency
32 self.avg_length = avg_length
33
34 def work(self, input_items, output_items):
35 """Determine the index resolution then scale to output the phase shift"""
36 # define the resolution of the phase
37 res = self.sample_rate / self.fft_width
38
39 # calculate the shift induced by the moving average
40 shift = (self.avg_length / 2) - 1
41
42 if (self.fft_width - res + shift) <= (res + shift):
43 print('Phase measurement is not accurate')
44 # increase fft_width or decrease sample rate
45
46 for ix in range(0, len(input_items[0])):
47
48 # Compensate for the index wrapping and average shift, results in degrees
49 if 0 <= input_items[0][ix] <= res + shift:
50 output_items[0][ix] = (input_items[0][ix] - shift) *\
51 ... ((2 * np.pi * self.frequency) / self.sample_rate) * (180 / np.pi)
52 elif self.fft_width > input_items[0][ix] > (self.fft_width - res + shift):
53 output_items[0][ix] = (input_items[0][ix] - self.fft_width - shift - 1)\
54 ... * ((2 * np.pi * self.frequency) / self.sample_rate) * (180 / np.pi)
55 else:
56 output_items[0][ix] = 180
57
58 return len(output_items[0])
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