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Introduction
This thesis is devoted to a study of qualitative geometrical properties of stochastic
dynamical systems, namely their symmetries, reduction and integrability, with
applications to the problem of modelling of financial markets. It consists of four
chapters.
Chapter 1 is a brief review of basic notions from the theory of stochastic dynam-
ical systems (SDS for short) written in Stratonovich form, and also Hamiltonian
systems. The material in this chapter is not new, and is included in this thesis to
make it self-contained.
In Chapter 2, we study the problem of reduction of SDS with respect to a proper
action of a Lie group. This is an important problem in the theory of dynamical
systems in general. For SDS, it has also been studied by many authors, see, e.g.
[1, 19, 30, 34, 43–45, 48]. Various famous processes in stochastic calculus, e.g. the
Bessel process, can be viewed as a result of reduction. But there are still some
relatively simple results that we did not find in the literature and so we wrote them
down in Chapter 2. In particular, Theorem 2.10 says that if a SDS is not invariant
but only diffusion-wise invariant with respect to a group action, then we can
still do reduction. Proposition 2.20 gives necessary and sufficient conditions for a
SDS to be reductible (i.e. projectable) with respect to a given submersion map.
In Chapter 3, we introduce and study the notion of integrability of SDS. This
integrability notion lies between the integrability notion for classical deterministic
systems and the integrability notion for quantum dynamical systems. One of
the most fundamental results in the theory of classical integrable deterministic
dynamical systems is the existence of so called Liouville torus actions which
5
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have the structure-preserving property. Those Liouville torus actions imply
the quasi-periodic behaviour of proper integrable systems, allow one to do
averaging and reduction (also for perturbations of integrable systems), find action-
angle variables, and do quantization. We extend this fundamental result about the
existence of structure-preserving Liouville torus actions to the case of integrable
SDS (Theorem 3.4 and Theorem 3.14). In section 3.3, we also show how integrable
SDS are naturally related to the problem of Riemannian metrics with integrable
geodesic flows, which is a very interesting problem in geometry with many recent
results in the literature.
In Chapter 4, we argue that first order (stochastic differential) models of the stock
markets, e.g. the famous Black-Scholes model, are conceptually not correct for
the description of what is happening in the financial markets, even though they
can be used for pricing financial derivative products. More realistic models of the
market must be of second order, i.e. taking into account both the price variables
and the momentum variables. We develope in this chapter two simple second
order models, namely the stochastic oscillator and the stochastic constrained
n-oscillator, which can explain a lot of phenomena in the markets. A key notion
introduced in these models is speculation energy (in analogy with physical
energy), and we claim that it is this speculation energy which moves the financial
markets.
Introduction
Cette the`se est consacre´e a` l’e´tude des proprie´te´s ge´ome´triques qualitatives de
syste`mes dynamiques stochastiques: leur syme´tries, la re´duction et l’inte´grabilite´,
avec des applications au proble`me de la mode´lisation des marche´s financiers. Il se
compose de quatre chapitres.
Le chapitre 1 est une bre`ve revue des notions de base de la the´orie des syste`mes
dynamiques stochastiques (SDS) e´crites sous la forme de Stratonovich, et aussi
des syste`mes Hamiltoniens. Le mate´riel de ce chapitre n’est pas nouvelle, et est
inclus dans cette the`se pour la faire plus inde´pendante.
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Dans Chapitre 2, nous e´tudions le proble`me de la re´duction de la SDS par rapport
a` une propre action d’un groupe de Lie. Il s’agit d’un proble`me important dans la
the´orie des syste`mes dynamiques en ge´ne´ral. Pour SDS, il a e´galement e´te´ e´tudie´
par de nombreux auteurs, voir, par exemple, [1, 19, 30, 34, 43–45, 48]. Diverses
fameux processus stochastiques dans le calcul stochastique, par exemple, le pro-
cessu de Bessel, peut eˆtre conside´re´ comme un re´sultat de la re´duction. Mais il y
a encore quelques re´sultats relativement simples que nous n’avons pas trouve´ dans
la litte´rature et ainsi nous les e´crivions dans Chapitre 2. En particulier, The´ore`me
2.10 dit que si un SDS n’est pas invariant mais seulement invariant un termes
de diffusion par rapport a` une action de groupe, alors nous pouvons faire encore
la re´duction. Proposition 2.20 donne les conditions ne´cessaires et suffisantes pour
un SDS soit re´ductible (c-a-d projetable) par rapport a` une submersion donne´.
Dans Chapitre 3, nous introduisons et e´tudions la notion d’inte´grabilite´ de SDS.
Ce notion d’inte´grabilite´ se situe entre la notion d’inte´grabilite´ pour de´terministe
classique syste`mes et la notion d’inte´grabilite´ des syste`mes dynamiques quan-
tiques. L’un des les re´sultats les plus fondamentaux de la the´orie des syste`mes
dynamiques de´terministe classique inte´grable est l’existence des actions toriques
de Liouville qui ont la proprie´te´ de conservation structurelle. Ces ac-
tions toriques de Liouville impliquent le comportement quasi-pe´riodique des
syste`mes inte´grables propres, nous permettront de faire la moyenne et la re´duction
(aussi pour les perturbations de syste`mes inte´grables), chercher des variables action-
angle et faire quantification. Nous e´tendons ce re´sultat fondamental de la existence
des actions toriques de Liouville avec la proprie´te´ de conservation structurelle vers
les cas des SDS inte´grable (The´ore`me 3.4 et The´ore`me 3.14). Dans Section 3.3,
nous montrons aussi comment SDS inte´grable sont naturellement lie´es au proble`me
de me´triques Riemanniennes avec des flots ge´ode´siques inte´grables, qui est
un proble`me tre`s inte´ressant dans la ge´ome´trie avec de nombreux nouveaux des
re´sultats dans la litte´rature.
Dans Chapitre 4, nous arguons que le premier ordre mode`les (diffe´rentielle stochas-
tique) de stock marche´s, par exemple le fameux mode`le de Black-Scholes, est con-
ceptuellement pas correct pour le description de ce qui se passe sur les marche´s
financiers, meˆme si elles peuvent eˆtre utilise´ pour les prix des produits de´rive´s
financiers. Des mode`les plus re´alistes de la marche´ doit eˆtre de second ordre, c-a`-d
en tenant compte a` la fois les variables de prix et les variables de momentum.
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Nous de´veloppons dans ce chapitre deux mode`les simples de second ordre, a` savoir
l’oscillateur stochastique et n-oscillateur contrainte stochastique, ce qui peut
expliquer beaucoup de phe´nome`nes sur les marche´s. Une notion cle´ introduit
dans ces mode`les est l’e´nergie de la spe´culation (dans l’analogie avec l’e´nergie
physique), et nous pre´tendons que c’est cette e´nergie de la spe´culation financie`re
qui de´place le marche´s.
Chapter 1
Preliminaries
This chapter is a brief review of some basic notions from stochastic calculus and
stochastic dynamical systems, and also Hamiltonian dynamics, which will be used
in the rest of the thesis.
1.1 Stochastic calculus
Let us start with some basic notions in stochastic calculus:
Let (Ω,Ft,P) be a filtered probability space with a filtration Ft, t ∈ T for some
subset T ⊆ R (the set of times) . Let (S,S) be a measurable space.
An S-valued stochastic process is a collection of S-valued random variables on
Ω , indexed by T . That is, a stochastic process X is a collection {Xt, t ∈ T}, where
each Xt is an S-valued random variable on Ω. The space S is then called the state
space of the process. A process X is said to be adapted to the filtration {Ft}t∈T
if the random variable Xt : Ω→ S is a (Ft,S)-measurable function for each t ∈ T.
We will consider only adapted processes.
A process X is said to be a Markov process (with respect to {Ft}) if for each
A ∈ S and each s, t ∈ T with s < t, we have
P(Xt ∈ A|Fs) = P(Xt ∈ A|Xs). (1.1)
9
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It means that the conditional probability distribution of future states of the process
(conditional on both past and present values) depends only upon the present state,
not on the sequence of events that preceded it.
A random variable τ : Ω → T is called a stopping time if {τ ≤ t} ∈ Ft for
all t in T. The idea is that, for τ to be a stopping time, it should be possible
to decide whether or not {τ ≤ t} has occurred (i.e. “something” has stopped
before or at time t) on the basis of the knowledge of Ft, i.e., the event {τ ≤ t} is
Ft-measurable.
A process X is said to be a martingale process with respect to {Ft} if for each
t, E(|Xt|) < +∞ and for all s < t
E(Xt|Fs) = Xs. (1.2)
A process X is said to be a local martingale process with respect to {Ft}
if there exists a sequence of {Ft}-stopping times τk : Ω → [0,+∞) such that
P[τk < τk+1] = 1, P[τk → +∞ as k → +∞] = 1 and Xmin{t,τk} is martingale for
every k. When we say that X has the martingale property, we mean that it is
a local martingale process.
A real valued process X is called a semimartingale process if it can be decom-
posed as
Xt = Mt + At, (1.3)
where M is a local martingale and A is a ca`dla`g adapted process (i.e. an adapted
process which is right-continuous with left limit with respect to t) of locally
bounded variation (i.e. sup(ti)
∑n
i=1 |Ati −Ati−1| < +∞ where (ti) is a partition of
the interval [a, b], a = t0 < t1 < . . . < tn−1 < tn = b, for any a, b ∈ T )
One of the most important stochastic processes in mathematics is the so called
Brownian motion on R, also known as the Wiener process, and is often de-
noted by Bt or Wt. It can be defined as an appropriate limit of random walks,
and is characterisized by the following properties: continuity, martingale property,
Markov property, independent increments (Bt1−Bt0 , Bt2−Bt1 , . . . , Btn−Btn−1 are
independent ∀t0 < t1 < . . . < tn), and Gaussian distribution (Bt −Bs has normal
distribution N(0, t− s) ∀s < t).
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Suppose that X : [0, T ] × Ω → R is a semimartingale adapted to the natural
filtration of a Brownian motion Bt. Then one can define the Ito integral and the
Stratonovich integral of X with respect to dBt over an interval [0, T ] as follows:
• The Ito integral, denoted by
∫ T
0
XtdBt, is a random real-valued variable on Ω
defined as the L2-limit of
k−1∑
i=0
Xti(Bti+1 −Bti). (1.4)
when mesh(ti) → 0, where (ti)is a partition of [0, T ], 0 = t0 < t1 < . . . < tk = T
), and mesh(tt) = maxi |ti+1 − ti|. A very important feature of the Ito integral is
that
∫ t
0
XsdBs is a martingale for any semimartingale process Xs (s ∈ R+)
• The Stratonovich integral, denoted by
∫ T
0
Xt ◦ dBt, is a real-valued random
variable on Ω defined as the L2-limit of
k−1∑
i=0
Xti+1 + ti
2
(Bti+1 −Bti). (1.5)
when mesh(ti)→ 0, where (ti) is a partition of [0, T ].
For technical reasons, the Ito integral is the most convenient to use for stochastic
processes in R or in Euclidean spaces, but the related Stratonovich integral is
frequently used in engineering disciplines and provides a convenient setting when
one considers stochastic systems on general manifolds.
Unlike the Ito integral, the Stratonovich integral (of a semimartingale) is not a
martingale in general. But it can readily be expressed in terms of the Ito integral.
Theorem 1.1. Let X be continuous semimartingale process. We have the follow-
ing relation between the Ito integral and the Stratonovich integral:∫ t
0
Xs ◦ dBs =
∫ t
0
XsdBs +
1
2
〈X,B〉t, (1.6)
where 〈X,B〉t denotes the quadratic covariation of X and B, which is defined
as the limit in probability of:
k−1∑
i=0
(Xti+1 −Xti)(Bti+1 −Bti) (1.7)
Chapter 1. Preliminaries 12
as the mesh of the partition 0 = t0 < t1 < . . . < tk = t of [0, t] tends to 0.
An Ito stochastic differential equation (SDE) in R is an equation of the form:
dXt = µ(Xt, t)dt+ σ(Xt, t)dBt
X0 = x0
(1.8)
where B denotes a standard Brownian motion, the initial condition x0 is a real
valued random variable, µ(x, t) and σ(x, t) are measurable functions from R×[0, T ]
to R. The solution of this equation is a stochastic process Xt such that
Xt = x0 +
∫ t
0
µ(Xs, s)ds+
∫ t
0
σ(Xs, s)dBs. (1.9)
i.e. Xt is the sum of x0, a Lebesgue integral and an Ito integral.
The function µ is called the drift coefficient, while σ is called the volatility
or diffusion coefficient. A stochastic process Xt which satisfies an Ito SDE is
called a diffusion process on R.
Similarly, a Stratonovich SDE is an equation of the form:
dXt = µ(Xt, t)dt+ σ(Xt, t) ◦ dBt
X0 = x0
(1.10)
and the solution of this Stratonovich SDE is a stochastic process Xt such that
Xt = x0 +
∫ t
0
µ(Xs, s)ds+
∫ t
0
σ(Xs, s) ◦ dBs. (1.11)
By the relation between Ito integral and Stratonovich integral, if Xt is a solution
of an Ito SDE, then Xt is also a solution of a Stratonovich SDE. More precisely,
if Xt is a solution of an Ito SDE:
dXt = µ(Xt, t)dt+ σ(Xt, t)dBt, (1.12)
then Xt is a solution of the corresponding Stratonovich SDE
dXt =
(
µ(Xt, t)− 1
2
σ(Xt, t)
∂σ(Xt, t)
∂x
)
dt+ σ(Xt, t) ◦ dBt. (1.13)
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The main advantage of the Stratonovich integral is that it obeys the usual chain
rule, i.e if Xt satisfies an Stratonovich SDE dXt = µ(t,Xt)dt+ σ(t,Xt) ◦ dBt, and
let f : [0,∞)× R→ R be a differentiable function, then
df(t,Xt) =
∂f(t,Xt)
∂t
dt+
∂f(t,Xt)
∂x
◦ dXt
=
(∂f(t,Xt)
∂t
+ µ(t,Xt)
∂f(t,Xt)
∂x
)
dt+ σ(t,Xt)
∂f(t,Xt)
∂x
◦ dBt.
(1.14)
More generally, Ito SDE and Stratonovich SDE can be defined in Rn, i.e. for
n-dimensional stochastic processes. For details, the readers can see in many text-
books, e.g., [16, 24, 39, 47].
Because the Stratonovich calculus satisfies the ordinary chain rule, stochastic dif-
ferential equations (SDEs) in the Stratonovich sense can be meaningfully defined
on arbitrary differentiable manifolds, rather than just on Rn. This is not possible
in the Ito calculus, since here the choice of the coordinate system would affect
the SDE’s solution. The theory of Stratonovich SDE on manifolds can be found
in many textbooks, see, e.g., [8, 24, 25, 28]. Let us now recall the definition of
(Stratonovich) stochastic differential equations on manifolds.
Let M be a connected smooth paracompact manifold and (Ω,Ft,P) be a filtered
probability space. Let τ be an Ft-stopping time. A continuous, M-valued process
xt defined on (0, τ) is called an M-valued semimartingale if f(xt) is a real-
valued semimartingale on (0, τ) for all f ∈ C∞(M).
Suppose we are given m+ 1 time-dependent vector fields X0(t), X1(t), . . . , Xm(t),
t ∈ [0, a] on M . We assume that X1, . . . , Xm are C2-vector fields continuously
differentiable in t and X0 is C
1-vector field which is continuous in t.
A Stratonovich SDE on a manifold M is an equation which is formally written as
follows:
dxt = X0(t, xt)dt+
m∑
k=1
Xk(t, xt) ◦ dBkt
X0 = x0,
(1.15)
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where the initial condition x0 is M -valued random variable, Bt = (B
1
t , . . . , B
m
t ) is a
standard m-dimensional Brownian motion (i.e an m-tuple of independent Wiener
processes) defined on the probability space (Ω,F ,P).
Definition 1.2. An M-valued semimartingale xt defined up to a stopping time τ
is called a solution of Stratonovich SDE (1.15)up to τ if for all f ∈ C∞(M) we
have
f(xt) = f(x0) +
∫ t
0
X0f(xs)ds+
m∑
k=1
∫ t
0
Xkf(xs) ◦ dBks , (1.16)
where
∫ t
0
Xkf(xs)◦dBks , k = 1, . . . ,m are (one dimensional) Stratonovich integrals.
The advantage of the Stratonovich formulation is that stochastic differential equa-
tions on manifolds in this formulation transform consistently under diffeomor-
phisms between manifolds. More precisely, we have the following theorem:
Theorem 1.3. Let Φ be a diffeomorphism on a manifold M , if xt is a solution
of SDE (1.15), with the initial condition x0, then yt = Φ(xt) is a solution of the
following SDE:
dyt = Φ∗(X0)(yt)dt+
m∑
k=1
Φ∗(Xk)(yt) ◦ dBkt , (1.17)
with the initial condition y0 = Φ(x0).
1.2 Stochastic dynamical systems
The theory of stochastic dynamical systems is an overlap between two theories:
Stochastic calculus and Random dynamical systems. The gate from stochastic
calculus and random dynamical systems was really opened around 1980. Several
people (see, e.g., [8, 16, 25, 28]) proved that an SDE does not only generate a
Markov stochastic process, but it generates a flow ϕt(ω, ·) of random homeomor-
phims or diffeomorphisms. Let us recall here the definition of random dynamical
systems (RDS) in sense of Ludwig Arnold [3]
Definition 1.4. A dynamical system on the set X 6= 0 is a mapping
ϕ : T ×X → X, (t, x) 7→ ϕ(t)x, (1.18)
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(where T = Z,Z+,R+ or R) such that the family of mappings ϕ(t) = ϕ(t, ·) : X →
X, forms a flow, i.e. it satisfies
(i) ϕ(0) = idX ,
(ii) ϕ(t+ s) = ϕ(t) ◦ ϕ(s).
Definition 1.5. A metric dynamical systems (Ω,F ,P, θ(t)t∈T ) (where T =
R+ or R) is a flow of mappings of a probability space (Ω,F ,P) such that: (i)
(t, ω) 7→ θt(ω) is B × F-measurable, where B is the Borel σ-algebra of T.
(ii) θ(t) : Ω→ Ω is measure preserving, i.e. θ(t)P = P, where
θ(t)P(B) := P{ω : θ(t)ω ∈ B}, B ∈ F . (1.19)
Definition 1.6. Let (Ω,F ,P, θ(t)t∈T ) be a metric dynamical system, and (X,B)
a measurable space. Let
ϕ : T × Ω×X → X, (t, ω, x) 7→ ϕ(t, ω)x. (1.20)
be a mapping with the following properties:
(i) ϕ(0, ω) = IdX
(ii) Cocycle property: For all s, t ∈ T and all ω ∈ Ω
ϕ(t+ s, ω) = ϕ(t, θ(s)ω) ◦ ϕ(s, ω). (1.21)
1. If ϕ is measurable, then it is called a measurable random dynamical sys-
tem over θ.
2. If, in addition, X is a topological space, and the measurable random dynamical
system ϕ satisfies (t, x) 7→ ϕ(t, ω)x continuous for all ω ∈ Ω then ϕ is called a
continuous or topological random dynamical system over θ.
3. If, in addition, X is a smooth manifold, and the continuous random dynamical
system ϕ satisfies for some k, 1 ≤ k ≤ ∞, x 7→ ϕ(t, ω)x is Ck for all (t, ω) ∈ T ×Ω
then ϕ is called smooth, more precisely Ck random dynamical systems over
θ.
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Arnold [3] showed that Stratonovich SDEs on manifolds generate RDS. Such RDS
will be called stochastic dynamical systems (SDS).
The random flow of SDS (1.15) can be obtained as a limit of solutions of a sequence
of ordinary differential equations. Indeed, suppose that M is a connected smooth
metrizable manifold, and X0, X1, . . . , Xk are time-independent vector fields on
M with compact support. Consider a stochastic differential equation written in
Stratonovich form:
dxt = X0dt+
k∑
i=1
Xi ◦ dBit,
x(0) = x,
(1.22)
where x ∈M and B1t , . . . , Bkt are 1-dimensional Brownian motions.
Now, we let
tn =
[2nt]
2n
, t+n =
[2nt] + 1
2n
, B˙i,n(t) = 2n(Bi(t+n )−Bi(tn)). (1.23)
We consider the following ordinary differential equations:
dxn = (X0 +Xi(x
n)B˙i,n)dt
xn(0) = x
(1.24)
It’s well known that for all ω ∈ Ω, x ∈M , Equation (1.24) has a unique solution.
Denote by ϕnt (ω, ·) the random flow which is the solution of Equation (1.24). We
have the following theorem (see, e.g., Bismut [8]):
Theorem 1.7. The sequence ϕ.n(ω, ·) : R+ ×M → M is uniform convergence
in probability on compact sets of R+ ×M to a map ϕ.(ω, ·). Moreover, the limit
ϕ.(ω, ·) has the following properties:
i) ϕ.(ω, ·) is continuous on R+ ×M almost surely.
ii) For all t ∈ R+, ϕt(ω, ·) : M →M is a diffeomorphism almost surely.
iii) For all x ∈M , ϕt(ω, x) is solution of Equation (1.22).
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Notation: From now on, we will use the notation :
X = X0 +
m∑
i=1
Xi ◦ dB
i
t
dt
(1.25)
to denote a stochastic dynamical system X which is generated by the stochastic
differential equation (1.15).
1.3 Diffusion of a SDS
Given a RDS ϕt(ω, x) : R+ × Ω × M → M , there exists a corresponding flow
(dynamical system) ϕt on the space of Borel probability measure P(M) on M .
Indeed, for an arbitrary probability measure µ ∈ P(M) and a Borel set A ⊆ M ,
put
at(x) = P{ω ∈ Ω|ϕt(ω, x) ∈ A}, (1.26)
and define ϕt(µ) as a probability measure on M such that
ϕt(µ)(A) =
∫
M
at(x)dµ. (1.27)
The map ϕt : P(M)→ P(M) defined above has the following properties:
(i) ϕ is the flow on P(M) i.e. ϕ0(µ) = µ ∀µ ∈ P(M) and ϕt+s = ϕt◦ϕs ∀s, t ∈ R+,
(ii) ϕt(λµ1 + (1 − λ)µ2) = λϕt(µ1) + (1 − λ)ϕt(µ2) ∀1 ≥ λ ≥ 0, ∀t ∈ R+ and
µ1, µ2 ∈ P(M).
(iii) ϕt is continuous with respect to the weak topology of P(M).
The flow ϕt is called the diffusion flow of the system.
We now consider a SDS X = X0 +
∑m
i=1 Xi ◦
dBit
dt
, where X0, X1, . . . , Xm are
(time-independent) vector fields on M . Denote by ϕt the diffusion flow of X
Definition 1.8. Let
X = X0 +
m∑
i=1
Xi ◦ dB
i
t
dt
(1.28)
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be a SDS on a manifold M . The differential operator:
AX = X0 +
1
2
m∑
i=1
X2i (1.29)
on the space of functions on M is called the infinitesimal diffusion generator
of SDS X.
The infinitesimal generator AX is related to the diffusion flow ϕt of X by the
following formula: for any function f ∈ C2(M,R) be of compact support and any
x ∈M , we have
AXf(x) = lim
t→0
∫
fd(ϕt(δx))− f(x)
t
, (1.30)
where δx denotes the Dirac measure concentrated at x.
It implies in particular that ϕt is uniquely determined by AX and vice versa.
Denote by A∗X the Hermitian adjoint operator of AX with respect to a given
volume form dV on M (i.e. the operator A∗X satisfies
∫
AX(f(x)).g(x)dV =∫
f(x)A∗X(g(x))dV forall functions f, g ∈ C2(M,R) with compact support). In
a local coordinate system (xi) with dV = dx1 ∧ . . . ∧ dxn, if
AX =
∑
ai∂xi +
∑
bij∂xi∂xj (1.31)
then we have
A∗X = −
∑
∂xiai +
∑
∂xi∂xjbij. (1.32)
Let f ∈ C2(M,R) be of compact support and u : [0,∞)×M → R defined by
u(t, x) =
∫
fd(ϕt(δx)) ∀x ∈M (1.33)
then u is differentiable with respect to t and u satisfies the following partial dif-
ferential equation, is called Kolmogorov’s backward equation :
∂u
∂t
(t, x) = AXu(t, x)
u(0, x) = f(x) x ∈M,
(1.34)
where AX is the generator operator of X.
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By duality, in the case when M = Rn, and µ0 is a probability measure on M with
density function p0(x),then the probability density function of ϕt(µ0) satisfies the
following partial differential equation, known as the Fokker–Planck equation
or Kolmogorov forward equation:
∂p
∂t
(t, x) = A∗Xp(t, x)
p(0, x) = p0(x) x ∈M.
(1.35)
Definition 1.9. A probability measure µ ∈ P(M) is called invariant measure
if ϕtµ = µ ∀t ∈ R+.
Example 1.10. Consider the Ornstein-Uhlenbeck process xt on R which is
generated by a SDE
dxt = −κ(Xt −m)dt+
√
2β−1dBt, (1.36)
where m ∈ R and β, κ > 0 are given constants.
Denote by
Φ(x) =
1
2
κ|x−m|2, (1.37)
Φ is called the potential function of xt.
The infinitesimal generator AX and the adjoint operator A
∗
X of this diffusion are
AX = −κ(x−m)∂x + β−1∂2x
A∗X = ∂x.κ(x−m) + β−1∂2x.
(1.38)
The Fokker-Planck equation is
∂p
∂t
(t, x) = ∂x.
(
κ(x−m)p(t, x)
)
+β−1∂2xp(t, x). (1.39)
Hence, the density function ρ∞ of the invariant measure is a Gaussian density
function:
ρ∞ =
√
βκ
2pi
exp
(
−βκ|x−m|
2
2
)
. (1.40)
Heuristically, for large t, xt is approximately normally distributed with mean m
and variance (βκ)−1. The expression for the variance may be interpreted as follows:
large values of κ mean that the potential well Φ has “very steep sides”, so xt is
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unlikely to move far from the minimum of Φ at m, similarly, large values of β
mean that the system is quite “cold” with little noise, so, again, xt is unlikely to
move far away from m.
Definition 1.11. Two SDS X = X0 +
∑
Xi ◦ dB
i
t
dt
and Y = Y0 +
∑
Yi ◦ dB
i
t
dt
on
M are called diffusion equivalent if they have the same diffusion operator, i.e.
X0 +
1
2
∑
X2i = Y0 +
1
2
∑
Y 2i . (1.41)
We will often consider SDS up to diffusion equivalence only, because for applica-
tions, one cannot distinguish between two systems X and Y which are diffusion
equivalent given the same initial data, they will give the same end result (in term
of probability distributions).
Example 1.12. Consider two systems
S = X0 +X1 ◦ dBt
dt
(1.42)
and
R = X0 +
√
aX1 ◦ dB
1
t
dt
+
√
1− aX1 ◦ dB
2
t
dt
(1.43)
on a manifold M , where X0 and X1 are vector fields on M and Bt, B
1
t , B
2
t are
independent Brownian motions. Let a : M → [0, 1] be a function with values in
the interval [0, 1]. Then the generator of S and R are:
X0 +
1
2
X21 (1.44)
and
X0 +
1
2
(
√
aX1)
2 +
1
2
(
√
1− aX1)2 (1.45)
respectively. But it is easy to check that
X21 = (
√
aX1)
2 + (
√
1− aX1)2 (1.46)
for any X1 and a. Thus these two different systems have the same generator and
hence have the same diffusion properties, even though they are different.
In particular, if X0 and X1 are Hamiltonian vector fields on a symplectic manifold
(M,ω), then the first systems is a stochastic Hamiltonian system (and hence for
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almost every ω ∈ Ω and t ∈ R the corresponding flow map ϕt(., ω) : M → M is
symplectic) but the second system does not preserve the symplectic structure in
general.
Example 1.13. Let f : R2 → R be a smooth function , and we consider the
following SDS on R2:
X =
1
2
(f
′
x∂y − f
′
y∂x) + ∂x ◦
dB1t
dt
+ ∂y ◦ dB
2
t
dt
. (1.47)
The diffusion generator of X is:
AX =
1
2
(f
′
x∂y − f
′
y∂x) +
1
2
∂2x +
1
2
∂2y . (1.48)
We consider the following two vector fields:
Y1 = cos(f)∂x + sin(f)∂y, (1.49)
Y2 = − sin(f)∂x + cos(f)∂y. (1.50)
It is easy to check that
1
2
(cos(f)∂x + sin(f)∂y)
2+
1
2
(− sin(f)∂x + cos(f)∂y)2 = 1
2
(f
′
x∂y−f
′
y∂x)+
1
2
∂2x+
1
2
∂2y .
Thus a SDS
Y = Y1 ◦ dW
1
t
dt
+ Y2 ◦ dW
2
t
dt
(1.51)
has the same diffusion generator with X, or equivalently, they are diffusion equiv-
alent.
1.4 Nondegenerate diffusion and Brownian mo-
tion
In this section, we consider a case in which M can be equiped with a Riemannian
metric.
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Definition 1.14. Let (M, g) be a manifold with a Riemanian metric g, and f :
M → R be a function on M . Denote by grad(f) the gradient vector field of f on
M with respect to g, and div(gradf) the divergence of the vector field gradf , also
with respect to the volume element generated by g.
i) The Laplace-Beltrami operator on M is defined by:
∆gf = div gradf. (1.52)
ii) A SDS on M whose diffusion generator is the Laplace–Beltrami operators is
called Brownian motion on M .
In a local coordinate system (xi), the formula for the Laplace–Beltrami operator
is
∆g =
1√
det g
n∑
i=1
∂
∂xi
(√
det g
n∑
j=1
gij
∂
∂xj
)
, (1.53)
where [gij] = [gij]
−1.
Now, we consider a SDS X = X0 +
∑
Xi◦ dB
i
t
dt
on a manifold M . Suppose that X
is nondegenerate (i.e. the diffusion generator AX of X is an elliptic operator),
Elworthy, Jan and Xue-Mei Li proved that (see [15]):
Theorem 1.15. If dimM ≥ 2 and AX is an elliptic operator, there exist vector
fields Y1, . . . , Yl on M such that a SDS:
Y =
l∑
i=1
Yi ◦ dB
i
t
dt
(1.54)
has AX as infinitesimal generator, i.e.
AX =
1
2
l∑
i=1
Y 2i . (1.55)
Moreover, if AX is elliptic, it generates a Riemanian metric gX on M . Denote
by ∆X the Laplace–Beltrami operator with respect to metric gX , then AX can be
written as
AX = D + ∆X , (1.56)
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where D is a vector field which can be called the drift part of X.
Note that if X = X0 +
∑
Xi ◦ dB
i
t
dt
then by Theorem 1.15, we see that D 6= X0 in
general.
1.5 SDS in one dimension
In the one dimensional case, the manifold M is either R (the real line) or S1 (the
circle). We can put a coordinate function x on M (which is periodic in the case
M = S1) and any SDS on M can be written as:
X = a0(x)∂x +
k∑
i=1
ai(x)∂x ◦ dB
i
t
dt
, (1.57)
where Xi = ai(x)∂x are vector fields on M . However, since we have only one
dimension, up to diffusion equivalence, a SDS on M can in fact be written with
just two terms:
X = a(x)∂x + b(x)∂x ◦ dBt
dt
. (1.58)
Indeed, we have the following simple proposition:
Proposition 1.16. Put b(x) =
√∑k
i=1 ai(x)
2 and a(x) = a0(x). Then the two
systems (1.57) and (1.58) are diffusion equivalent.
Proof. We have to verify that
a(x)∂x +
1
2
k∑
i=1
(ai(x)∂x)
2 = a(x)∂x +
1
2
(
√√√√ k∑
i=1
ai(x)2∂x)
2,
or equivalently,
k∑
i=1
(ai(x)∂x)
2 = (
√√√√ k∑
i=1
ai(x)2∂x)
2.
Let us do it for the case k = 1 (the case of an abitrary k is similar and can be
done by induction on k). We have :
(a1∂x)
2 + (a2∂x)
2 = a21∂
2
x + a1a
′
1∂x + a
2
2∂
2
x + a2a
′
2∂x
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and (√
a21 + a
2
2 ∂x
)2
=
(√
a21 + a
2
2
)2
∂2x +
√
a21 + a
2
2
(√
a21 + a
2
2
)′
∂x
= (a21 + a
2
2)∂
2
x +
√
a21 + a
2
2
1
2
√
a21 + a
2
2
(
a21 + a
2
2
)′
∂x
= (a21 + a
2
2)∂
2
x + (a1a
′
1 + a2a
′
2)∂x.
Hence :
(a1∂x)
2 + (a2∂x)
2 =
(√
a21 + a
2
2∂x
)2
.
Recall that, a stochastic system b(x)∂xdBt written in Ito form is a (local) mar-
tingale. However, the system b(x)∂x ◦ dBt written in Stratonovich form is not a
martingale, unless b(x) is a constant (i.e. does not depen on x): the martingale
property is not preserved under change of coordinates, through the Stratonovich
form is independent of the choice of coordinates. Thought b(x)∂x ◦ dBt is not a
martingale, and does not preserve the mean in general, it still preserves something,
namely the median of any starting point. More precisely, we have the following
proposition:
Proposition 1.17. Denote by µ(p) the median value of a continuous Borel prob-
ability measure with density function p on R, i.e.∫ µ(p)
−∞
pdx =
∫ +∞
µ(p)
pdx =
1
2
(1.59)
Denote by ϕt the diffusion flow on probability measure of the system
X = a∂x + b(x)∂x ◦ dBt
dt
(1.60)
on R (where a is a constant and b(x) is a smooth function on R). Then we have:
µ(ϕt(δx)) = x+ at (1.61)
for all x ∈ R. In particular, if a ≡ 0, then µ(ϕt(δx)) does not depend on t.
Chapter 1. Preliminaries 25
Proof. Suppose that xt is the solution of the SDE dxt = adt+ b(x) ◦ dBt with the
initial condition x0 = x. Thus, for t ∈ [0,∞), x ∈ R are fixed, we have ϕt(δx) is
the probability distribution of the random variable xt.
We have:
xt = x+
∫ t
0
ads+
∫ t
0
b(xs) ◦ dBs
= x+ at+
∫ t
0
b(xs) ◦ dBs
= x+ at+ τt,
where τt(x) =
∫ t
0
b(xs) ◦ dBs is a random variable.
It suffices to prove that the distribution of random variable τt has the median 0.
Indeed, we consider a diffeomorphism Φ : R → R, x 7→ −x. By Theorem 1.3,
we have:
Φ(τt) =
∫ t
0
Φ∗b(xs) ◦ dBs
=
∫ t
0
(−b(xs)) ◦ dBs
=
∫ t
0
b(xs) ◦ dWs,
where Ws = −Bs is also a Brownian motion on R.
Thus, Φ(τt) = τt in law, or equivalently, −τt = τt in law for all x ∈ R.
Denote by µ(τt) the median of the probability distribution of τt, we have:
P
(
τt < −µ(τt)
)
= P
(
−τt < −µ(τt)
)
= P
(
τt > µ(τt)
)
=
1
2
.
Then, P
(
τt < −µ(τt)
)
= P
(
τt > −µ(τt)
)
=
1
2
. So we have −µ(τt) is also a median
of τt. It follows that µ(τt) = 0.
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The above proposition imply in particular that the decomposition X = a(x)∂x +
b(x)∂x ◦ dBt
dt
is unique, in the sence that if Y = α(x)∂x + β(x)∂x ◦ dBt
dt
with α 6= a
or β 6= b then X and Y are not diffusion equivalent.
We will call the vetor field a(x)∂x the deterministic part of the SDS X =
a(x)∂x + b(x)∂x ◦ dBt
dt
, and the diffusion system b(x)∂x ◦ dBt
dt
is diffusion part. We
will say that X is a pure diffusion system if its deterministic part is zero.. The
deterministic part may also be called the convection part in analogy, with heat
transfer in a fluid (or wealth redistribution in a society): there are two main types
of heat transfer, namely diffusion and convection.
Remark 1.18. Similary, one wants to decompose a higher-dimensional SDS (up to
diffusion equivalence) in to the sum of it convection part and diffusion part. Un-
fortunately, Theorem 1.15 show that this decomposition is not unique in general.
However, if the diffusion generator AX is an elliptic operator (i.e. its symbol is
nondegenerate), one may write AX as Equation (1.56) : AX = D+∆X and declare
that D is the deterministic part of the system.
1.6 Poisson structures and Hamiltonian systems
In this section, we recall some basic notions about Poisson structures and Hamil-
tonian systems, which will be used in this thesis. We refer the reader to the book
[13] for the details.
A Poisson tensor Π on a manifold M is a 2-vector fields Π such that the asso-
ciated bracket (called the Poisson bracket)
{f, g}Π = 〈Π, df ∧ dg〉 (1.62)
is a Lie bracket on the space of functions on M , i.e. it satisfies the Jacobi identity
{{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} (1.63)
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for any twice-differentiable functions f, g, h on M . An equivalent condition is that
the Schouten bracket of Π with itself vanishes:
[Π,Π] = 0. (1.64)
If Π is a Poisson structure on M , then (M,Π) is called a Poisson manifold. The
linear morphism Π] : T ∗M → TM, defined by the formula Π](α) = αyΠ, is called
the anchor map of Π. If (M,Π) is a Poisson manifold then T ∗M is a Lie algebroid,
whose Lie bracket on sections which are exact 1-form is given by the formular Π
[df, dg]Π = d{f, g}Π, and whose anchor map is Π]. If the anchor map is a linear
isomorphism then we say that Π is nondegenerate. A nondegenerate Poisson
structure is the same as (the inverse of) a symplectic structure: the associated
symplectic form in the nondegenerate case can be written as ω = Π−1 and defined
by the formula:
ω(X, Y ) =
〈
Π, (Π∗)−1X ∧ (Π∗)−1Y 〉 . (1.65)
(The closedness condition dω = 0 is equivalent to the condition [Π,Π] = 0). So
symplectic manifolds are particular cases of Poisson manifolds.
If (M,Π) is a degenerate Poisson manifold, then it can be considered as a singular
foliation whose leaves are symplectic manifolds. The associated singular distribu-
tion of this singular foliation is Π](T ∗M). The symplectic leaves of (M,Π) are the
same as the leaves of the Lie algebroid (T ∗M, [·, ·]Π,Π]).
If F : (M,Π) → R is a function on a Poisson manifold, then one can define the
Hamiltonian vector field XF of F by the formula
XF = dFyΠ. (1.66)
In the symplectic case (when ω = Π−1), this definition coincides with the usual
definition of Hamiltonian vector fields on symplectic manifolds (may be up to a
sign, depending on the sign convention). The map F 7→ XF is a Lie algebra
morphism from the space of functions on M under the Poisson bracket to the
space of vector fields on M under the Lie bracket, i.e. we have
X{F,G} = [XF , XG] (1.67)
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for any smooth functions F,G on M . Similarly to the symplectic case, the flow of
a Hamiltonian vector field will preserve the Poisson structure Π, i.e. LXFΠ = 0,
and it also preserves each symplectic leaf (because XF is tangent to the leaves).
A function C : (M,Π)→ R on a Poisson manifold is called a Casimir function
if and only if dCyΠ = 0, or equivalently, C is constant on each symplectic leaf. In
other words, a Casimir function is a first integral for every Hamiltonian vector
field on (M,Π).
If N is the space of all possible configurations of a natural mechanical system
(called the configuration space), then the cotangent bundle T ∗N is the phase
space where the Hamiltonian dynamical system describing the movement of the
system lives. T ∗N has the canonical symplectic structure ω defined as follows:
ω = dθ, (1.68)
where θ is the canonical 1-form (also called Liouvilles 1-form) defined by the
formula:
〈θ,X〉 = 〈p, pi∗X〉 (1.69)
where p ∈ T ∗xN is a cotangent vector at a point x ∈ N , X ∈ Tp(T ∗N) is a tangent
vector to T ∗N at p, pi : T ∗N → N is the projection map and 〈p, pi∗X〉 is the
pairing of the cotangent vector p ∈ T ∗N with the tangent vector pi∗X ∈ TxM at
x.
Even though, before reduction, most natural Hamiltonian systems in physics live
on symplectic manifolds (especially phase spaces which are cotangent bundles over
the configutation spaces), after reduction they often become Hamiltonian systems
on Poisson instead of symplectic manifolds. That’s why it is important to study
Hamiltonian systems on Poisson manifolds.
For example, if H : T ∗G → R is a Hamiltonian function which is invariant with
respect to the action by left translations of a Lie group G on its cotangent bun-
dle (one often encounters such Hamiltonians in rigid body dynamics), then the
corresponding Hamiltonian system XH on T
∗G can be reduced to a Hamiltonian
system on T ∗G/G. The Poisson structure on T ∗G/G is not symplectic, but rather
degenerate. In fact, one can naturally identify T ∗G/G with the dual g∗ of the Lie
algebra g =Lie G, and the Poisson structure on g∗ is the linear Poisson structure
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associated to the Lie structure of g: if x, y ∈ g are considered as linear functions
on g∗ then {x, y} is the same as [x, y]. The symplectic leaves of g∗ are nothing but
the orbits of the coadjoint action of G on g.

Chapter 2
Symmetry and reduction of SDS
Basically, there are two ways to reduce the dimension of a deterministic dynamical
system:
i) Restriction to an invariant submanifold, e.g. a level set of a first integral.
ii) Projection to a quotient space, e.g. with respect to a symmetry group action.
Of course, one can combine these two methods. For example, the Marsden-
Weinstein reduction in Hamiltonian dynamics [38] is the quotient of an invariant
submanifold by a group action.
The same thing holds for stochastic dynamical systems and stochastic processes.
The theory of symmetry and reduction of SDS and Markov processes has attracted
the attention of many authors, with applications, for example, in the problem of
mechanical systems with random perturbations, see, e.g., [1, 19, 30, 34, 43–45, 48].
In this chapter, we review some basic notions of symmetry and reduction for SDS,
and add some relatively simple results which we have not found in the literature.
Probably, our most significant contribution here is Theorem 2.10 which says that
if a SDS is not invariant but only diffusion-invariant with respect to a group action
G, then we can still project it diffusion-wise to a SDS on the quotient space. Even if
the original system is Hamiltonian, the projected system can be non-Hamiltonian.
This fact justifies the study of non-Hamiltonian random perturbations of Hamil-
tonian systems.
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In the last section of this chapter, we also explain why the naive way of simply
forgetting some variables is a wrong way to do reduction of random dynamical sys-
tems. Proposition 2.20 give necessary and sufficient conditions for doing reduction
by projection.
2.1 First integrals and invariant submanifolds
First let us recall some definitions of first integrals and invariant submanifolds for
SDS, see, e.g.,[8, 29, 30].
Definition 2.1. Consider a SDS:
X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
(2.1)
on a manifold M.
i) A function F : M → R is called a strong first integral of X if F is invariant
with respect to X0, X1, . . . , Xk i.e.
X0(F ) = X1(F ) = . . . = Xk(F ) = 0. (2.2)
In other words, the random flow of X preserves F (almost surely).
ii) A function F : M → R is called a weak first integral of X if F is invariant
with respect to the generator AX = X0 +
1
2
k∑
i=1
X2i of X, i.e.
AX(F ) = 0. (2.3)
In orther words, the expected value E(F (φt(ω, x))) of F is preserved under the ran-
dom flow φt(ω, x) of X, according to the Kolmogorov’s backward equation (1.34).
iii) A diffusion morphism F : (M,X)→ (R, Z), where Z is a SDS on R, is called
a stochastic first integral of (M,X). In other words, X can be projected to an
one-dimensional system via F .
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iv) A submanifold N ⊂M is called invariant with respect to X if for any x ∈ N
we have X0(x), X1(x), . . . , Xk(x) ∈ TxN, i.e all the vector fields X0, X1, . . . , Xk are
tangent to N. In other words, if x ∈ N then almost surely we have φt(ω, x) ∈ N
for every t.
We have the following characterization of strong first integrals:
Proposition 2.2. A function F : M → R is a strong first integral of a SDS
X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
if and only if
[AX , F ] = 0, (2.4)
where in the above equation, F is considered as a zeroth-order differential operator,
i.e. multiplication by F, and AX = X0 +
1
2
∑k
i=1X
2
i is the diffusion operator of X.
Proof. For any function f : M → R we have:
[AX , F ](f) = AX(Ff)− FAX(f)
= X0(Ff)− FX0(f) + 1
2
∑[
X2i (Ff)− FX2i (f)
]
= X0(F )f +
1
2
∑
X2i (F ).f +
∑
Xi(F )Xi(f)
= AX(F ).f +
∑
Xi(F )Xi(f).
So [AX , F ] = 0 means that
AX(F ).f +
∑
Xi(F ).Xi(f) = 0
for any function f. Take f to be a constant function, we get AX(F ) = 0, hence∑
Xi(F )Xi(f) = 0
for any function f. Take f = F , we have
∑
Xi(F )
2 = 0, which implies that
Xi(F ) = 0 for every i. Thus F is invariant with respect to X1, . . . , Xk. But since
AX(F ) = 0, F is invariant with respect to X0 too.
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We observe that the notions of strong first integral, weak first integral, and in-
variant submanifold depend only on the diffusion equivalence class of SDS. More
precisely, we have:
Theorem 2.3. Let X = X0 +
∑k
i=1Xi ◦
dBit
dt
and Y = Y0 +
∑l
i=1 Yi ◦
dW it
dt
be two
SDS on a manifold M which are diffusion equivalent. Then we have:
i) A function F : M → R is a strong first integral of X if and only if it is a strong
first integral of Y .
ii) A function F : M → R is a weak first integral of X if and only if it is a weak
first integral of Y.
iii) A submanifold N ⊆ M is invariant with respect to X if and only if it is
invariant with respect to Y.
Proof. Assertion ii) follows directly from the definition of weak first integrals.
Assertion i) follows from the previous proposition. The proof of Assertion iii) is
also straightforward can be done, for example, in a local system of coordinates.
Let us mention here another obvious proposition, which is the same as in the case
of deterministic systems:
Proposition 2.4. Let F1, . . . , Fq : M → R be strong first integrals of a SDS
X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
on a manifold M . Assume that the level set
N = {F1 = c1, . . . , Fq = cq} (2.5)
(where c1, . . . , cq are constants) is a submanifold of M . Then N is an invariant
submanifold of X on M.
Remark 2.5. Even if a deterministic system X0 has a lot of first integrals, when
stochastic terms Xi ◦ dB
i
t
dt
are added to it, the resulting system X = X0 +
∑
Xi ◦
dBit
dt
will lose its first integrals. Especially, when the diffusion of the noise is
nondegenerate, i.e. AX is elliptic, then there is no strong first integral at all.
That’s why one needs to weaken the notion of first integrals for SDS. Notice that
a weak first integral is not necessarily a stochastic first integral, and vice versa
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a stochastic first integral is not necessarily a first integral. Given a stochastic
first integral F : (M,X) → (R, Z), one can turn it into a weak first integral
by composing it with a monotonous function f : R → R such that f(Z) is a
martingale process, so in a sense, stochastic integrals are stronger than weak first
integrals. They are also more useful in reduction theory, because the morphism
F : (M,X)→ (R, Z) itself is a reduction to an 1-dimensional system. For example,
in the works by Freidlin and other people, first integrals of a deterministic system
become stochastic first integrals after a random perturbation and after taking an
appropriate limit (also called variational equations), see, e.g., [10, 18].
2.2 Reduction with respect to a symmetry group
In this section, we study the reduction of a SDS on a manifold with respect to a
Lie group action which preserves the system. First, we give some basic definitions:
Definition 2.6. Let (M,X) and (N, Y ), where X = X0 +
∑k
i=1Xi ◦
dBit
dt
and
Y = Y0 +
∑m
i=1 Yi ◦
dBit
dt
be two SDS on two manifolds M and N respectively.
i) A map Φ : (M,X) → (N, Y ) is called a system morphism if m = k and Φ
sends Xi to Yi for all i = 0, 1, . . . , k, i.e for all x ∈M and i = 0, 1, . . . , k we have
Φ∗(Xi(x)) = YiΦ(x). (2.6)
ii) A map Φ : (M,X) → (N, Y ) is called a diffusion morphism if Φ sends
the diffusion generator AX = X0 +
1
2
∑
X2i of X to the diffusion generator AY =
Y0 +
1
2
∑
Y 2i of Y , i.e for any function f on N we have
AX(Φ
∗(f)) = Φ∗(AY (f)). (2.7)
Of course, a system morphism is also a diffusion morphism, but the converse
is not true in general. For example, if two different SDS on a manifold M are
diffusion equivalent, then the identity map is a diffusion morphism, but not a
system morphism between them. Since system morphisms are in many cases too
restrictive, we will often work with diffusion morphisms instead.
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Now let ρ : G y M be an (effective) action of a Lie group G on M . We will
assume that either G is compact, or G is non-compact but the action is proper,
so that the induced topology on the quotient space M/G is Hausdorff.
Recall that a SDS X = X0 +
∑
Xi ◦ dB
i
t
dt
is called invariant with respect to
G if all the vector fields X0, X1, . . . , Xk are invariant with respect to G. In other
words, for every g ∈ G, the map ρg : (M,X) → (M,X) of the action ρ of G is a
system isomorphism. In this case, it is well-known that X = X0 +
∑
Xi ◦ dB
i
t
dt
can
be projected to a SDS Z = Z0 +
∑
Zi ◦ dB
i
t
dt
on M/G where Zi = projM/G(Xi) is
the projection of Xi on M/G for each i = 0, . . . , k. This is the starting point of
the reduction theory of SDS, see, e.g.,[1, 19, 30, 34, 43–45, 48].
It may happen however that G does not preserve the system X = X0 +
∑
Xi◦ dB
i
t
dt
but it preserves the diffusion process of the system, i.e. the diffusion generator
X0 +
1
2
∑
X2i is invariant with respect to G. We still want to do reduction in this
case.
Definition 2.7. We will say that a SDS X = X0 +
∑
Xi ◦ dB
i
t
dt
on a manifold
M is diffusion invariant with respect to an action of a Lie group G on M if
the operator AX = X0 +
1
2
∑
X2i is invariant with respect to G. In other words,
for every g ∈ G, the map ρg : (M,X) → (M,X) of the action is a diffusion
isomorphism.
Example 2.8. Put X0 = x∂y − y∂x, X1 = ∂x, X2 = ∂y on R2. Then the system
X = X0 +X1 ◦ dB
1
t
dt
+X2 ◦ dB
2
t
dt
is not invariant with respect to the rotation group
SO(2) but it is diffusion invariant with respect to SO(2).
A natural question arises: given a system X = X0 +
∑
Xi ◦ dB
i
t
dt
which is diffusion
invariant with respect to G, does there exist a system Y = Y0 +
∑
Yj ◦ dW
j
t
dt
which
is invariant with respect to G and which is diffusion equivalent to X?
In some cases, the answer is YES, but unfortunately, in many cases, the answer is
NO, especially if the group G is “too big”. This phenomenon may be viewed as a
symmetry breaking phenomenon.
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Example 2.9. Let M = Sn−1 ⊂ Rn be the unit (n − 1)-dimendional sphere,
G = SO(n) which acts on M by rotations. Then there is no non-trivial SO(n)-
invariant vector field on Sn−1, but the Brownian motion on Sn−1 (with respect
to the usual metric) is of course SO(n) invariant. In other words, the Brownian
motion on Sn−1 is SO(n) invariant as a diffusion process, and it can be generated
by a SDS, but there is no SO(n) invariant SDS associated to it.
Nevertheless, we can still do reduction, up to diffusion equivalence, of systems
which are diffusion symmetric (i.e diffusion invariant with respect to a group ac-
tion), as the following theorem shows:
Theorem 2.10. Let X = X0 +
∑k
i=1 Xi ◦
dBit
dt
be a SDS on a manifold M which
is diffusion invariant with respect to an action ρ of a compact Lie group G on M .
Then on the regular part of the quotient space M/G there exists a SDS Z = Z0 +∑m
i=1 Zi ◦
dW it
dt
for some m ∈ N whose generator Z0 + 1
2
∑m
i=1 Z
2
i is the projection
of the operator X0 +
1
2
∑k
i=1X
2
i , i.e. the projection map proj: (M,X)→ (M/G,Z)
is a diffusion morphism.
Proof. First let us verify thatX0+
1
2
∑k
i=1X
2
i projects to a second-order differential
operator on (the regular part of) M/G.
Let f : M/G → R be a smooth function and denote by pi : M → M/G the
projection map. Then pi∗f is G-invariant. Since AX = X0 +
1
2
∑k
i=1 X
2
i is G-
invariant, AX(pi
∗f) is also G-invariant, i.e. there is a unique function fˆ on M/G
such that AX(pi
∗f) = pi∗fˆ . One then checks that, since AX is a second-order
differential operator, the map f 7→ fˆ is also given by a second-order differential
operator (i.e. in local coordinates, it depends on derivatives up to the second order
only).
Let us now prove the existence of Z0 +
∑m
i=1 Zi ◦
dW it
dt
. First consider the case
when there is a global section S ⊆ M to the foliation by the orbits of G in M .
Then M/G can be identified with S.
For each i = 1, . . . , k denote by Zi = projS(Xi) the projection of the restriction of
Xi to S on M/G along the orbits of G. More precisely, at each y ∈ M/G denote
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by yS ∈ S the point in S such that Π(yS) = y and put
Zi(y) = pi∗(Xi(yS)). (2.8)
Then one verifies easily that
1
2
∑k
i=1 Z
2
i has the same principal symbol as the
projection projM/G(X0 +
1
2
∑
X2i ) of X0 +
1
2
∑
X2i on M/G. Hence the difference
between these two differential operators is an order 1 differential operator (without
zeroth order terms), i.e. a vector field, which we will denote by Z0. Then Z0 +∑
Zi ◦ dB
i
t
dt
will satisfy the conditions of the theorem.
In general, due to global topological obstructions, such a global section does not
necessarily exist, but local sections exist, and we can use a partition of unity to
construct our system on M/G as follows:
Let M/G =
⋃
k Uk be a finite covering of M by open (not necessarily connected)
sets, together with a partition of unity
∑
fk = 1, where fk : M/G → [0, 1] is a
function on M/G whose support lies inside Uk, and such that over Uk there is a
section Sk to the G- foliation on M . Put
Zk,i =
√
fkprojSk(Xi) (2.9)
(and extend it to the whole M/G by putting it equal to 0 outside Uk). Then
1
2
∑
k,i Z
2
k,i has the same principal symbol as projM/G(X0 +
∑
X2i ), and so there
exists a vector field Z0 on the regular part of M/G such that Z0 +
∑
k,i Zk,i ◦
dW k,it
dt
satisfies the conditions of the theorem.
Definition 2.11. The system Z0 +
∑
k,i Zk,i◦
dW k,it
dt
in Theorem 2.10 will be called
the projection up to diffusion equivalence of the system X0 +
∑
Xi ◦ dB
i
t
dt
from M to M/G.
Of course, any other SDS on M/G which is diffusion equivalent to Z0+
∑
Zj◦ dW
j
t
dt
will also be a projection of X0 +
∑
Xi ◦ dB
i
t
dt
from M to M/G up to diffusion
equivalence. Among all these diffusion equivalent systems, one may try to find a
“normal form”, i.e. a system whose expression is simplest possible.
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Remark 2.12. The space M/G is an orbit space which is a stratified manifold with
singularities in general. At the singularities of M/G, the projected SDS may also
show a singular behavior, e.g it may blow up.
Example 2.13. Consider a system:
X = ∂x ◦ dB
1
t
dt
+ ∂y ◦ dB
2
t
dt
, (2.10)
which is a Brownian motion on R2, and denote by r =
√
x2 + y2 the radius variable
on R2. Identify R2/SO(2) with R+ together with the coordinate r.
The reduced system (up to diffusion equivalence) on R+ is
Z =
1
2
∂r
r
+ ∂r ◦ dWt
dt
, (2.11)
whose deterministic component
1
2
∂r
r
blows up at r = 0.
To check this, take f : R+ → R to be an arbitrary smooth function. The projection
pi : R2 → R2/SO(2) can be identified with the function r:
r : R2 → R+, (x, y) 7→ r =
√
x2 + y2. (2.12)
We calculate:
(∂x)
2(pi∗f)(x, y) = ∂x(∂x(f(
√
x2 + y2)))
= ∂x
[
x√
x2 + y2
.f
′
(
√
x2 + y2)
]
=
x2
x2 + y2
f
′′
+
y2
(x2 + y2)
√
x2 + y2
f
′
.
Similarly, we have:
(∂y)
2(pi∗f)(x, y) =
y2
x2 + y2
f
′′
+
x2
(x2 + y2)
√
x2 + y2
f
′
.
Chapter 2. Symmetry and reduction of SDS 40
Thus, we obtain:
(
(∂x)
2 + (∂y)
2
)
(pi∗f)(x, y) = f
′′
(
√
x2 + y2) +
1√
x2 + y2
f
′
(
√
x2 + y2)
= f
′′
(r) +
1
r
f
′
(r).
Therefore, the projection of the SDS X has the diffusion generator:
L =
1
2r
∂r +
1
2
∂2r ,
and we can choose Z given by formula (2.11) as the reduced system of X up to
diffusion equivalence.
More generally, consider the Brownian motion on Rn generated by the SDS X =∑n
i=1 ∂xi ◦
dBit
dt
. This system is diffusion-invariant with respect to the natural
action of the group SO(n). The quotient space is Rn/SO(n) ∼= R+ with the radial
coordinate r =
√∑
x2i . Simple calculations similar to the ones given above show
that the reduced system on R+ is
Z =
n− 1
2r
∂r + ∂r ◦ dBt
dt
. (2.13)
In the literature, the diffusion process of the SDS Z given by Formula (2.13) is
called the Bessel process, and it is also defined as the process of ||Wn||, where
Wn is an n-dimensional Brownian motion on Rn, see, e.g., [47].
It is well-known that the Brownian motion (or more generally, any SO(n)−invariant
Markov process) on Rn can be written as a semi-direct product of the Bessel pro-
cess (or another process on R+) with a time-changed Brownian motion (or a more
general time-changed process) on the sphere Sn−1, see Galmarino [19]. The semi-
direct product result of Galmarino has been generated by Pauwels and Rogers [48],
Liang [35] and other people to a more general situation of a Markov process which
is invariant with respect to an action of a Lie group G, under the hypothesis that
there exists a global section to the foliation by the orbits of the action.
In our setting of a SDS X which is diffusion invariant with respect to a symmetry
group G, this semi-direct product, also known as the decomposition of X into the
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sum of an angular part (tangent to the orbits of the group action) with a radial
part (transversal to the orbits) can be seen as follows:
In the proof of Theorem 2.10, assume that there is a global section S ⊆M . Each
vector field Zi on S ⊆M, (i = 0, 1, . . . , k) can then be turned into a vector field on
M by left translation with respect to the action of G and then by averaging over
the isotopy group at each point. By doing so, we get a vector field Vi on M which
is G−invariant and which projects to Zi on S. One then verifies that the difference
L = (X0 +
1
2
∑
X2i ) − (V0 +
1
2
∑
V 2l ) is tangent to the orbits of G, in the sense
that for any function f on M and any x ∈M , the value L(f)(x) depends only on
the restriction of f to the orbits through x of the action of G. Assuming that we
can write L = U0 +
1
2
∑
j U
2
j , then X = X0 +
∑
Xi ◦ dB
i
t
dt
is diffusion equivalent to
the sum of U0 +
∑
j Uj ◦
dBjt
dt
and V0 +
∑
l Vl ◦
dBlt
dt
. The parts U0 +
∑
Uj ◦ dB
j
t
dt
and
V0 +
∑
Vl ◦ dB
l
t
dt
are called the angular part and the radial part of X, respectively.
2.3 Structure-preserving SDS
Beside having symmetry groups, deterministic systems may also preserve various
geometric structures, e.g. volume forms, symplectic structures, Poisson struc-
tures, contact structures, etc. A natural question arises: what are their stochastic
analogs? What kind of SDS can also be said to preserve some geometric structure
or to have some properties related to that structure?
For Hamiltonian systems, this question was studied by Bismut [8] and other people.
One says that a SDS X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
on a symplectic manifold (M,ω)
is a Hamiltonian SDS if the vector fields X0, X1, . . . , Xk are Hamiltonian, i.e.
there are k + 1 functions H0, H1, . . . , Hk : M → R such that Xi = XHi is the
Hamiltonian vector field of Hi for each i. Bismut [8] showed that the random flow
of a Hamiltonian SDS preserves the symplectic structure almost surely. In fact,
he proved the following more general theorem.
Theorem 2.14 (Bismut [8]). Let Λ be an arbitrary smooth tensor field on a man-
ifold M , i.e Λ ∈ Γ(⊗p T ∗M⊗q TM) for some p, q ≥ 0, which is invariant with
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respect to the vector fields X0, X1, . . . , Xk. Then the random flow of the SDS
X = X0 +
∑k
i=1 Xi ◦
dBit
dt
preserves Λ almost surely.
The main idea of the proof of the above theorem is that if ϕt is the random flow
of the SDS X, we have the following equality for any tensor field Λ:
(ϕ∗−1t Λ)(x) = Λ(x)+
∫ t
0
(ϕ∗−1s (LX0Λ))(x)ds+
k∑
i=1
∫ t
0
(ϕ∗−1s (LXiΛ))(x)◦dBis. (2.14)
In particular, if Π is a Poisson tensor, f0, . . . , fn : M → R are functions, and Xi =
dfiyΠ are their Hamiltonian vector fields with respect to Π, then the stochastic
Hamiltonian system X = X0 +
∑k
i=1Xi ◦
dBit
dt
preserves the Poisson structure
Π according to Bismut’s Theorem 2.14, because every vector field Xi does. The
symplectic leaves of the Poisson manifold (M,Π) are invariant submanifolds of X,
and the Casimir functions of (M,Π) are strong first integrals of X.
If a SDS X on a manifold M preserves a multi-vector field Λ, and both X and Λ are
invariant with respect to a group action of a Lie group G on M , then it is natural
that the projection of X to M/G also preserves the projection of Λ on M/G. In
particular, in the case of Hamiltonian systems (where Λ is the Poisson tensor), we
have the following straightforward reduction theorem, which was written down,
for example, by Lazaro-Cami and Ortega (see, in particular, Theorem 6.7 in [30]):
Theorem 2.15 (Lazaro-Ortega [30]). i) Assume that a Poisson structure Π and
functions H0, H1, . . . , Hk on a manifold M are invariant with respect to a proper
action of a Lie group G on M . Denote by H˜0, . . . , H˜k and Π˜ the projection of
H0, . . . , Hk,Π on M/G respectively. Then the stochastic Hamiltonian system:
X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
, (2.15)
where Xi = dHiyΠ is the Hamiltonian vector field of Hi with respect to Π, projects
to a reduced Hamiltonian system:
X˜ = X˜0 +
k∑
i=1
X˜i ◦ dB
i
t
dt
(2.16)
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on M , where X˜i = XH˜i is the Hamiltonian vector field of H˜i with respect to Π˜ on
M/G.
ii) If, moreover, the action of G on (M,Π) is Hamiltonian and is given by an
equivariant momentum map µ : M → g∗, then for any Casimir function C : g∗ →
R of g∗, the function µ∗C is a strong first integral of X, is G-invariant and projects
to a Casimir function on M/G with respect to the reduced Poisson structure Π˜.
Notice that the structure-preserving property is not invariant under the diffusion
equivalence: if X and Y are two systems which are diffusion equivalent, and the
component vector fields of X preserve a tensor field Λ, it does not imply at all that
the component vector fields of Y also preserve Λ. Moreover, the reduction with
respect to a diffusion-wise symmetry group may destroy the structure-preserving
nature of a system. For example, it may happen that the original system is
Hamiltonian, but the reduced system is not diffusion-equivalent to any Hamilto-
nian system. This is in contrast to the usual reduction theory of deterministic
Hamiltonian systems, and gives additional justification to the non-Hamiltonian
random terms in the theory of perturbations of Hamiltonian systems.
Example 2.16. Consider the Hamiltonian SDS X = Xh+
∑
∂xi ◦
dBit
dt
+
∑
∂yi ◦
dBi+nt
dt
on (R2n, ω =
∑
dxi ∧ dyi), where h = 1
2
∑
(x2i + y
2
i ), and Xh generates
a Hamiltonian T1-action on R2n which preserves X diffusion-wise. The reduced
phase space is R2n/T1 ∼= CPn−1×R+ with symplectic leaves CPn−1×{pt}. Notice
that the reduced symplectic forms on these sympletic leaves are not cohomologous
to each other (i.e. the leaves are diffeomorphic, but not symplectomorphic to each
other), so any stochastic dynamical system on R2n/T1 which preserves the Poisson
structure must also preserve each symplectic leaf, i.e. each symplectic leaf must
be an invariant submanifold of the system, because it can not be sent to another
(non-symplectomorphic) leaf by the random flow of the system. On the other
hand, any such symplectic leaf will not be invariant with respect to the reduction
of X to R2n/T1, because its preimage under the projection map R2n → R2n/T1
is a sphere S2n−1, which is of course not preserved by X due to the noise term∑
∂xi ◦
dBit
dt
+
∑
∂yi ◦
dBi+nt
dt
.
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2.4 The damped stochastic oscillator as a sym-
metric conservative system
The stochastic oscillator (and its variations) is such a ubiquitous model in science,
that is has been studied extensively in the literature by many authors, see, e.g.
[20, 31, 37].
As strange as it may sound, a damped oscillator (which loses its energy due to
damping) may become conservative again (energy preserving) in a stochastic sense
if a white noise is added to it. The reason is that the white noise has the effect of
increasing the expected value of the energy, and so it cancels out the energy-losing
effect of the damping term.
As an example of the reduction theory, in this section, we will describe a simple
model of damped stochastic oscillator, and do the reduction of it with respect to
a natural SO(2) group action.
• We start with the harmonic oscillator given by the Hamiltonian function
h =
1
2
(x2 + y2) on the symplectic plane (R2, ω = dx∧ dy). The Hamiltonian
vector field is the rotation vector field Xh = x∂y − y∂x, which is of course
SO(2)-invariant.
• We add a damping term, which is a vector field D on R2 pointing towards
the origin of R2 (so that D(h) < 0). For simplicity, we assume that D is
SO(2)- invariant, so we put
D = −f(r).(x∂x + y∂y) (2.17)
where r =
√
x2 + y2 and f is a positive function.
• Finally, we add a stochastic term to the system. The simplest one to take
is the Brownian motion B = ∂x ◦ dB
1
t
dt
+ ∂y ◦ dB
2
t
dt
. This term is also SO(2)-
invariant diffusion-wise. Adding the above three terms, we get the system:
X = Xh +D +B
= (x∂y − y∂x)− f(r)(x∂x + y∂y) + (∂x ◦ dB
1
t
dt
+ ∂y ◦ dB
2
t
dt
). (2.18)
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Due to the damping term, X is not a Hamiltonian SDS. On the other hand, it is
SO(2)-invariant diffusion-wise, so we can reduce it to get a system on the orbit
space R+ ∼= R2/SO(2) with the coordinate h = x
2 + y2
2
.
Denote by AX be the diffusion generator of X. We have:
AX(g(h)) = Xh(g(h))− f.(x∂x + y∂y)(g(h)) + 1
2
∂2xg(h) +
1
2
∂2yg(h)
= −f.g′(h).2h+ 1
2
∂x(g
′.x) +
1
2
∂y(g
′.y)
= −2hfg′ + g′ + hg′′
= hg′′ + (1− 2hf)g′.
Denote by:
Y = a∂h + b∂h ◦ dBt
dt
(2.19)
the reduced system of X, i.e. the projection of X from R2 to R+ ∼= R2/SO(2),
and denote by AY = a∂h +
1
2
(b∂h)
2 its diffusion generator. Let us calculate the
coefficients a and b. We have:
AY (g(h)) = ag
′ +
1
2
(b∂h)(bg
′)
= ag′ +
1
2
bb′g′ +
1
2
b2g′′
=
(
a+
1
4
(b2)′
)
g′ +
1
2
b2g′′.
Thus, b2 = 2h = x2 + y2 therefore b =
√
x2 + y2 = r.
We have: a +
1
4
b2 = 1 − 2hf and (b2)′ = 2. From these two equations, we get
a = 1− 2hf − 1
4
b2 =
1
2
− 2hf = 1
2
− r2f .
We have ∂r(h) = ∂r(
r2
2
) = r, hence ∂r = r∂h.
Thus, the reduced system is:
Y =
(1
2
− 2hf
)
∂h +
√
2h∂h ◦ dBt
dt
. (2.20)
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Using the coordinate r =
√
2h instead of h, we obtain:
Y =
( 1
2r
− rf
)
∂r + ∂r ◦ dBt
dt
(2.21)
Consider the deterministic part (the drift term) Y0 = g(r)∂r of Y , where
g(r) =
1
2r
− rf(r). (2.22)
Assume that there is a value r0 > 0 such that g(r0) = 0, g(r) < 0 if r > r0 and
g(r) > 0 if 0 < r < r0. (For example, if f = c is a constant then r0 =
√
1
2c
,
if f =
c
r
so that the magnitude of the damping vector field D is constant then
r0 =
1
2c
). Then r0 is an attractive stationary point of the deterministic part Y0 of
Y . If the random term ∂r ◦ dB
dt
of Y would dissapear, then the energy level of the
system would tend to the value
r20
2
when time goes to infinity, and one would say
that
r20
2
is the stable energy level of the system. With the random term ∂r ◦ dB
dt
in Y ,
r20
2
is still a stable energy level of the system, but in a weaker sense: there
is a probability density function p on R+ which is “mostly concentrated near r0”
and which is invariant under the diffusion process of Y , similarly to the case of
Ornstein-Uhlenbeck process.
In polar coordinates (θ, r), where r is the radial coordinate and θ is the angular
coordinate, i.e. x = cos θ.r and y = sin θ.r, we have D = rf(r)∂r, Xh = ∂θ and
(∂x)
2 + (∂y)
2 =
1
r
∂r + (∂r)
2 +
(1
r
∂θ
)2
, so our system X = Xh +D+B is diffusion
equivalent to
Xˆ =
[
(
1
2r
− rf)∂r + ∂r ◦ dB
1
t
dt
]
+
[
∂θ +
1
r
∂θ ◦ dB
2
t
dt
]
(2.23)
The above expression is the decomposition of Xˆ (i.e of X up to diffusion equiva-
lence) into the sum of its radial part (which is nothing but the reduced system Y )
and its angular part
Θ = ∂θ +
1
r
∂θ ◦ dBt
dt
. (2.24)
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Since
1
r
is invariant with respect to ∂θ, and ∂θ commutes with
1
r
∂θ, we immediately
get the following fact about the movement of the angular coordinate in the model:
Proposition 2.17. In the above model, consider θ as a coordinate function on
R instead of on T1 = R/2piZ (i.e. consider the total angular movement). Then
θ(t) − t is a martingale process. In particular, the mean frequency of the above
damped stochastic oscillator model is 1 almost surely for any initial value.
Example 2.18. In the case f(r) =
c
r
, we have:
Y =
( 1
2r
− c
)
∂r + ∂r ◦ dBt
dt
. (2.25)
Denote by p(t, r) the density of a probability distribution which moves under the
random flow of Y , then p(t, r) satisfies the Fokker-Planck equation:
∂tp(t, r) = −∂r
(
(
1
2r
− c)p(t, r)
)
+
1
2
∂r∂rp(t, r). (2.26)
The only invariant density of Y (i.e. which does not change with time under the
flow of Y ) is
p(r) = 4c2re−2cr. (2.27)
It is easy to check that the mode and mean of p(r) are
1
2c
and
1
c
respectively (see
Figure 2.1 for the graph of p(r)).
Figure 2.1: Density function p(r) = 4c2re−2cr for the case f(r) =
c
r
Chapter 2. Symmetry and reduction of SDS 48
Example 2.19. Now consider the case f(r) = c. In this case, we have
Y =
( 1
2r
− cr
)
∂r + ∂r ◦ dBt
dt
. (2.28)
To find the invariant density of the random flow of Y , we consider the Fokker-
Planck equation:
∂tp(t, r) = −∂r
(
(
1
2r
− cr)p(t, r)
)
+
1
2
∂r∂rp(t, r). (2.29)
Solving the above equation, we get that the invariant density is p(r) = 2cre−cr
2
on R+ with mean
√
pi
4c
, median
√
ln 2
c
, and mode
√
1
2c
, (see Figure 2.2).
Figure 2.2: Density function p(r) = 2cre−cr2for the case f(r) = c
2.5 The problem of lost variables
Consider a SDS X on manifold M , and a submersion Φ : M → N , with dimM =
m > dimN = k. Locally, for each point p ∈M , we can have a coordinate system
(x1, . . . , xk, xk+1, . . . , xm) near p in M , such that x1, . . . , xk are (the pull-back via
Φ of) functions on N and form a local coordinate system in a neighborhood of
Φ(p) in N , and xk+1, . . . , xm are additional coordinate functions in M .
Assume now that for each point p ∈M , we have a way to determine x1(p), . . . , xk(p)
with precision, but we do not know about xk+1(p), . . . , xm(p) and it is somehow
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impossible to measure them accurately. For example, if x1 is the price of a stock,
and xk+1 is its momentum (assuming that such a thing exists), then x1 can be
observed (say via real-time streaming quotes), while xk+1 is something for which
there is no direct measurements, only some estimations based on various theories
and formulas. This is what we call the problem of lost variables: how can we deal
with a (stochastic or deterministic) dynamical system, when some of the variables
are “lost”?
A naive way to deal with this problem of lost variables is to simply forget about
them: instead of considering the system as a system on M , we consider it as a
system on N . One might argue that, by doing so, we will get a system on N , which
is “more random” than the system on M (if the system on M is deterministic, the
system on N would still be random) due to lack of information. In other words,
the submersion map Φ : M → N would send our system X on M to a random
dynamical system on N , i.e. we would get a reduction by simply forgetting (losing)
some variables.
Unfortunately, things do not work that way in general. In other words, if Φ :
M → N is given and if X is an arbitrary SDS on M , then in general there does
not exist any random dynamical system Z on N such that Φ : (M,X) → (N,Z)
would be a diffusion morphism (i.e. a morphism between the two corresponding
stochastic processes). One cannot do reduction of SDS by simply forgetting some
(arbitrary) variables!
As a matter of fact, we have the following straightforward and rather restrictive
condition for a SDS X on M to be projectable to a system on N via a given
surjective map Φ : M → N :
Proposition 2.20. Let Φ : M → N be a smooth surjective map from a smooth
manifold M to a smooth manifold N , and X = X0 +
k∑
i=1
Xi ◦ dB
i
t
dt
be a SDS on
M .
i) There exists a SDS Y = Y0 +
∑
i
Yi ◦ dB
i
t
dt
on N such that Φ : (M,X)→ (N, Y )
is a system morphism if and only if for any points x, y ∈M such that Φ(x) = Φ(y)
we also have
Φ∗(Xi(x)) = Φ∗(Xi(y)) ∀i = 0, 1, . . . , k. (2.30)
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ii) The diffusion process of X is projectable to a Markov process on N if and only
if for any function f : N → R and any two points x, y ∈M such that Φ(x) = Φ(y)
we also have
AX(Φ
∗(f)(x)) = AX(Φ∗(f)(y)) (2.31)
where AX is the diffusion generator of X. If this condition is satisfied and Φ
is a submersion then the projected diffusion process on N is a diffusion process
generated by a SDS on N .
iii) In the case when X = X0 is a smooth deterministic system then the determin-
istic process generated by X on M is projectable to a Markov process on N if and
only if for any points x, y ∈M such that Φ(x) = Φ(y) we also have
Φ∗(X(x)) = Φ∗(X(y)). (2.32)
If this condition is satisfied then X is projected to a smooth vector field on N .
Proof. i) By definition, if Φ : (M,X) → (N, Y ) is a system morphism, then
Φ∗Xi = Yi ∀i = 0, 1, . . . , k, i.e. for any point x, y ∈ M and z ∈ N such that
Φ(x) = Φ(y) = z we must have Φ∗(Xi(x)) = Yi(z) = Φ∗(Xi(y)) so clearly Equation
(2.30) is a necessary condition. The fact that it is also a sufficient condition will
be clear from the proof of Assertion iii).
ii) Denote by ϕMt the process generated by X on M and ϕ
N
t is the corresponding
projected process on N if it exists. For any function f : N → R, any point
x, y ∈M and z ∈ N such that Φ(x) = Φ(y) = z we have
E
(
Φ∗f(ϕMt (x))
)
−Φ∗f(x)
t
=
E
(
f(ϕNt (z))
)
−f(z)
t
=
E
(
Φ∗f(ϕMt (y))
)
−Φ∗f(y)
t
Taking limit for t → 0, we get AX(Φ∗f)(x) = AX(Φ∗f)(y), according to the
Kolmogorov’s backward equation. Thus Equation (2.31) is a necessary condition.
Conversely, assume that Equation (2.31) is satisfied for any x, y ∈ M such that
Φ(x) = Φ(y). Then for any function f : N → R, the function AX(Φ∗f) is
projectable to a function fˆ on N . The rest of the proof of the existence of a SDS
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Y on N such that fˆ = AY (f), where AY denotes the diffusion generator of Y , is
absolutely similar to the proof of Theorem 2.10.
iii) In the case when X is a deterministic vector field then AX = X (considered as a
differential operator), and Equation (2.32) is simply a particular case of Equation
(2.31). Conversely, if Φ∗(X(x)) = Φ∗(X(y)) for any x, y ∈ M such that Φ(x) =
Φ(y), then for any smooth function f : N → R we get a function fˆ : N → R such
that Φ∗fˆ(x) = X(Φ∗f)(x) ∀x ∈ M . One verifies easily that the operator f 7→ fˆ
is derivation, i.e. it is a linear first order operator. Thus there exists a vector field
Y on N such that fˆ = Y (f), and this vector field Y is nothing but the projection
of X from M to N .
Example 2.21. Put M = T2 with two periodic coordinates θ1(mod 1), θ2(mod
1), N = T1 with the periodic coordinate θ2 (mod 1), Φ : M → N given by the
formula Φ(θ1, θ2) = θ2. The vector field X = sin(2piθ1)∂θ2 on M does not satisfy
the condition of Assertion iii) of above proposition, so the deterministic process
X on M cannot be projected to any Markov process on N .

Chapter 3
Integrable SDS
3.1 Integrable dynamical systems and Liouville
torus actions
In this section, we want to extend the notion of integrability of dynamical systems
to the case of SDS, and study its consequences. First, let us recall some basic facts
about integrable deterministic dynamical systems.
Definition 3.1. A vector field X on a manifold M is said to be integrable of
type (p,q), where p ≥ 1, q ≥ 0, p + q = dimM , if there exist p vector fields
X1, X2, . . . , Xp and q functions F1, . . . , Fq on M which satisfy the following con-
ditions:
i) The vector fields X1, . . . , Xp commute pairwise and commute with X:
[Xi, Xj] = 0 and [X,Xi] = 0 ∀i, j. (3.1)
ii) The functions F1, . . . , Fq are common first integrals of X,X1, . . . , Xp:
X(Fj) = Xi(Fj) = 0, ∀i, j. (3.2)
iii) X1 ∧X2 ∧ . . . ∧Xp 6= 0 and dF1 ∧ . . . ∧ dFq 6= 0 almost everywhere.
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If the above conditions are satified, we will also say that (X1, . . . , Xp, F1, . . . , Fq)
is an integrable system of type (p, q).
With the additional condition that (F1, . . . , Fq) is a proper map, a connected level
set
N = {F1 = c1, . . . , Fq = cq} (3.3)
is compact, and it is called a regular level set if X1 ∧ . . . ∧Xp(x) 6= 0 and dF1 ∧
. . . ∧ dFq(x) 6= 0 for every point x ∈ N . Near compact regular level sets, we have
the following theorem, which goes back to Liouville [36]. (Liouville proved it for
the Hamiltonian systems, but the proof in the non-Hamiltonian case is essentially
the same):
Theorem 3.2 (Liouville). Let N be a connected compact regular level set of an
integrable system (X1, . . . , Xp, F1, . . . , Fq). Then N is diffeomorphic to a p −
dimensional torus Tp, and a neighborhood U(N) of N can be written as Tp × Bq
(where Bq is a q-dimensional ball) with a coordinate system (θ1, . . . , θp, r1, . . . , rq)
where θ1, . . . , θp are periodic coordinates on Tp, such that:
Xi =
∑
aij(r1, . . . , rq)
∂
∂θj
(3.4)
and
Fi = fi(r1, . . . , rq) (3.5)
do not depend on θ1, . . . , θp. In particular, the transitive Tp-torus action
Tp × (Tp ×Bq)→ Tp ×Bq
((ρ1, . . . , ρp), (θ1, . . . , θp, r1, . . . , rq)) 7→ (ρ1 + θ1, . . . , ρp + θp, r1, . . . , rq) (3.6)
preserves the system.
The Tp action in the above theorem is unique up to automorphisms of Tp and is
called the Liouville torus action of the system near N .
A very important fact about the Liouville torus action is that it preserves every
tensor field which is preserved by the system. More precisely, we have the following
theorem, which in its general form presented below has been written down recently
by Zung [52]:
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Theorem 3.3 (Zung [52]). Under the assumptions of Theorem 3.2, let G be an
arbitrary tensor field on M , G ∈ Γ(⊗k TM⊗h T ∗M), which satisfies at least one
of the following two conditions:
i) G is invariant with respect to the vector field X1, . . . , Xp:
LXiG = 0 ∀i = 1, . . . , p. (3.7)
ii) G is invariant with respect to the vector field X1, and moreover, the orbit of X1
is dense in a dense family of orbits of the Liouville Tp-action near N .
Then G is also invariant with respect to the Liouville Tp-action in a neighborhood
of N .
For the convenience of the reader, we will reproduce Zung’s proof of the above
theorem near the end of this chapter, in Section 3.7, since we will adapt it to the
case of integrable SDS.
For example, in the case of an integrable Hamiltonian system, the symplectic form
ω is a covariant tensor which is preserved by the system, so the above theorem says
that ω is also preserved by the Liouville Tp-torus action. One recovers easily the
existence of action-angle variables (the so called Arnold-Liouville-Mineur theorem)
from this fact.
Since every SDS gives rise to a second order differential operator (the diffusion
operator), a natural step in generalizing Theorem 3.3 to the case of integrable
SDS is to replace the invariant tensor field G in the theorem by an invariant
differential operator. By doing so, we get the following theorem:
Theorem 3.4. Under the assumptions of Theorem 3.2, let Λ be a linear differential
operator on M which satisfies at least one of the following two conditions :
i) Λ is invariant with respect to X1, . . . , Xp.
ii) Λ is invariant with respect to X1, and moreover, the orbit of X1 is dense in a
dense family of orbits of the Liouville Tp-action near N.
Then Λ is invariant with respect to the Liouville Tp-action in a neighborhood of
N.
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Of course, Theorem 3.3 and Theorem 3.4 look very similar to each other, except
fot the fact that Theorem 3.3 deals with tensor fields while Theorem 3.4 deals
with linear differential operators. Recall that differential operators of order one
are given by vector fields. But higher-order differential operators are not given
by tensor fields, so Theorem 3.4 is not a consequence of Theorem 3.3. To prove
Theorem 3.4, we will prove the following theorem:
Theorem 3.5. Let Z =
∑p
i=1 ai(r1, . . . , rq)∂θi be a vector field on U = Tp × Bp
with coordinates (θ1 (mod 1),. . ., θp (mod 1), r1, . . . , rq) which is tangent to the
tori Tp × {pt} and invariant with respect to the natural free (left) action of U .
Assume that the functions a1, . . . , ap are incommensurable, i.e there does not exist
any nontrivial p-tuple of integers (k1, . . . , kp) such that
∑
kiai(r) = 0 in an open
subset of U . Let Λ be a linear differential operator on U which is invariant with
respect to Z, i.e
LZΛ = Z ◦ Λ− Λ ◦ Z = 0. (3.8)
Then Λ is invariant with respect to the left action of Tp on U .
Proof. The proof follows the same steps as Zung’s proof of Theorem 3.3. We write
Λ in the coordinates (θ, r) as follows:
Λ =
∑
I,J
CI,J(θ, r)∂
I
θ∂
J
r , (3.9)
where I = (i1, . . . , ip) and J = (j1, . . . , jq) are multi-indexes and
∂Iθ = (∂θ1)
i1(∂θ2)
i2 . . . (∂θp)
ip . (3.10)
The principal symbol of Λ is the function
∑
|I|+|J |=m
CI,J θˆ
I rˆJ , (3.11)
where |I| = ∑pk=1 ik , m is the order of Λ, θˆI = θˆi11 ...θˆipp and θˆi : T ∗M → R are
linear functions in T ∗M given by ∂θi .
Let us first prove that the principal symbol of Λ is invariant with respect to the
Tp-action.
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Denote by Om the space of linear differential operators of order at most m on
U = Tp × Bq. Then the principal symbol of Λ may be identified with an element
of the quotient Om/Om−1. We will make some calculations modulo Om−1 :
LZΛ ≡
∑
i
ai∂θi
∑
|I|+|J |=m
CI,J∂
I
θ∂
J
r −
∑
|I|+|J |=m
CI,J∂
I
θ∂
J
r
∑
i
ai∂θi
≡
∑
i,I,J
ai
∂CI,J
∂θi
∂Iθ∂
J
r −
∑
|I|+|J |=m
p∑
i=1
q∑
k=1
CI,J
∂ai
∂rk
∂I+1iθ ∂
J−1k
r mod Om−1,
where 1i = (0, . . . , 1, . . . , 0) with 1 at the i-th place.
Consider the multi-index (I, J) such that |J | = h is the highest possible. Then
the coefficient of ∂Iθ∂
J
r in the above expression of LXΛ is∑
i
ai
CI,J
∂θi
= Z(CI,J). (3.12)
Since LXΛ = 0, all of its coefficients must vanish, and in particular Z(CI,J) = 0,
i.e. CI,J in invariant with respect to Z. In other words, it is invariant on the orbits
of Z. But the incommensurability condition on Z implies that its orbits are dense
on a dense family of tori Tp × {pt}, i.e. it is invariant under the Tp- action.
Consider now a multi-index (I, J) such that |J | = h− 1 is lower than the highest
possible number h by 1. Then the coefficient of ∂Iθ∂
J
r in the above expression of
LXΛ is: ∑
i
ai
∂CI,J
∂θi
−
∑
j,k
CI−1j ,J+1k
∂aj
∂rk
, (3.13)
which must be zero, so we get the following equality :
Z(CI,J) =
∑
j,k
CI−1j ,J+1k
∂aj
∂r
(3.14)
notice that the right hand side of this equation is Tp- invariant, because the func-
tions aj are Tp invariant and the functions CI−1j ,J+1k are also Tp- invariant by the
previous argument. Thus Z(CI,J) is Tp- invariant. But the mean value of Z(CI,J)
on each torus Tp is 0, so in fact we have Z(CI,J) = 0, which as we have seen,
implies that CI,J is Tp- invariant.
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Similarly, by induction on h− |J |, we get that CI,J is Tp-invariant for any multi-
index (I, J) such that |I|+ |J | = m is the order of Λ.
Denote by OTp the space of Tp-invariant operators and consider Λ modulo OTp .
Then since all the coefficients of order m of Λ are Tp- invariant, we have :
Λ ≡
∑
|I|+|J |≤m−1
CI,J∂
I
θ∂
J
r mod OTp . (3.15)
Repeat the above process for the terms of order m− 1 of Λ, we get that Z(CI,J)
is Tp- invariant for any such multi-index (I, J). By reverse induction on |I|+ |J |,
using the same arguments as above, we get that CI,J is Tp-invariant for any multi-
index (I, J). Thus Λ is Tp-invariant.
Proof of Theorem 3.4 : If the orbit of the vector field X1 is dense in a dense
family of orbits of the Liouville Tp-action, then X1 satisfies the condition of Z in
Theorem 3.5. Thus, Part (ii) of Theorem 3.4 follows immediately from Theorem
3.5.
The proof of Part (i) is similar. Part (i) also follows easily from Part (ii), because
we can choose constant coefficients ai such that the orbit of the vector field Y =∑
aiXi is dense in a dense family of orbits of the Liouville Tp-action. 
3.2 What is an integrable SDS?
Up to diffusion equivalence, a SDS X = X0 +
∑
Xi ◦ dB
i
t
dt
is characterized by its
diffusion operator AX = X0+
1
2
∑k
i=1X
2
i , which is a second order linear differential
operator. So a SDS may be viewed as something lying between classical dynamical
systems (first order differential operators) and quantum systems (which are often
given by (pseudo-)differential operators of any order). For quantum systems, the
notion of integrability usually means the existence of a full family of commut-
ing (linear differential) operators. Taking hints from both classical and quantum
mechanics, we arrive at the following notion of integrability for SDS:
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Definition 3.6. An integrable SDS of type (p,q,r) on a manifold M , where
p ≥ 1, q ≥ 0, r ≥ 0, p+ q + r = dimM , consists of a family of:
• p diffusion generators: Λ1, . . . ,Λp ( which can be written as Λi = X i0+
1
2
∑hi
k=1(X
i
k)
2,
i = 1, . . . , p, where X i0, . . . , X
i
hi
are vector fields),
• q vector fields: Z1, . . . , Zq,
• r functions: F1, . . . , Fr
on M , which commute pairwise when considered as linear differential operators on
M (the Λi are second-order, the Zj are first order, and the Fk are zeroth order
operators respectively), and which satisfy the following independence condition :
the principal symbols of these operators form a family of p + q + r = dimM
functionally independent functions on T ∗M .
Definition 3.7. A SDS X on manifold M is called integrable of type (p, q, r) if
there is an integrable system (Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr) of type (p, q, r) for
some p, q, r (p+ q + r = dimM) such that the diffusion generator AX of X com-
mutes with all the linear differential operators Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr.
We will also say that X is integrable with the aid of a SDS (Λ1, . . . ,Λp, Z1, . . . , Zq,
F1, . . . , Fr).
Of course, in the above definition, one can often put Λ1 = AX . But it may also
happen that p = 0.
If, in the above definition, we do not require the Λi to be diffusion operators, and
they can be linear differential operators of any order, then we will say that we
have a SDS which is integrable in quantum sense.
Recall that, if Z is a vector field, considered as a differential operator of order 1
on M , the principal symbol of Z is Z itself, but considered as a fiberwise linear
function Zˆ : T ∗M → R. If F is a function on M , then it can also be considered as
a zeroth-order operator on M (multiplication with F ), whose symbol is nothing
but the pull-back Fˆ of F from M to T ∗M . If Λ = X0 +
1
2
∑
X2k is a diffusion
generator, then its principal symbol is Λˆ =
1
2
∑
Xˆ2k where each Xˆk : T
∗M → R
is a fiberwise-linear function on T ∗M given by Xk. The independence condition
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in the above definition means that the functions Λˆ1, . . . , Λˆp, Zˆ1, . . . , Zˆq, Fˆ1, . . . , Fˆr
are functionally independent on T ∗M.
Let us recall the following classical result from the theory of linear differential
operators, see, e.g.,[50]:
Proposition 3.8. If Λ and Π are two linear differential operators on a manifold
M then the principal symbol of [Λ,Π] is (up to multiplicative constant depending on
the convention) the Poisson bracket {Λˆ, Πˆ} with respect to the canonical symplectic
structure on T ∗M . In particular, if Λ commutes with Π, i.e. [Λ,Π] = ΛΠ−ΠΛ =
0, then their principal symbols Λˆ, Πˆ Poisson commute on T ∗M :
{Λˆ, Πˆ} = 0. (3.16)
As a consequence of Proposition 3.8 and Definition 3.6 we immediately get the
following result:
Theorem 3.9. Let (Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr) be an integrable SDS of type
(p, q, r) on a manifold M . Then (Λˆ1, . . . , Λˆp, Zˆ1, . . . , Zˆq, Fˆ1, . . . , Fˆr) is an integrable
Hamiltonian system on T ∗M.
Remark 3.10. In the special case when p = 0 then an integrable SDS of type (0, q, r)
is in fact an integrable deterministic dynamical system of type (q, r). Theorem
3.9 is of course still valid in this case, and it has been used in [4] in the study of
differential Galois obstructions to integrability of non-Hamiltonian systems via the
cotangent lifting method and the Morales-Ramis-Simo [46] theory for Hamiltonian
systems.
Example 3.11. The damped stochastic oscillator in 2.4 is an integrable SDS of
type (1, 1, 0). The Brownian motion on a multi-dimensional ellipsoid (with the
induced metric from the Euclidean space) is also an integrable SDS, see Section
3.5. Integrable stochastic dynamical systems considered by Xue-Mei Li [32] in the
theory of averaging of stochastic perturbations are integrable SDS of type (0, n, n)
on a symplectic 2n-dimensional manifold.
Proposition 3.12. If a non-trivial SDS X = X0 +
∑k
i=1 Xi ◦
dBit
dt
is integrable of
type (p, q, r) for some p, q, r ≥ 0 then it is also integrable of type (p+ q + r, 0, 0).
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Proof. Let (Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr) be an integrable SDS of type (p, q, r)
whose components commute with X. We want to construct a SDS
(Λ1, . . . ,Λp,Λp+1, . . . ,Λp+q,Λp+q+1, . . . ,Λp+q+r)
of type (p + q + r, 0, 0) whose components commute with X. It can be done, for
example, as follows: Put
Λp+i = Z
2
i (i = 1, . . . , q) (3.17)
and
Λp+q+i = F
2
i Λ1 (i = 1, . . . , r) (3.18)
if p ≥ 1. (It is easy to see that if Λ is a diffusion operator and F is a real
function then F 2Λ is again a diffusion operator). If p = 0 but q ≥ 1 then we
can put Λp+q+i = (FiZ1)
2 for example. The case p = q = 0 is excluded because
in that case X would be trivial. The verification of functional independence of
Λˆ1, . . . , Λˆp+q+r is straightforward.
3.3 Liouville torus actions for integrable SDS
Definition 3.13. Let (Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr) be an integrable SDS on
a manifold M .
i) A point x ∈ M will be called a semi-regular point of the system if dF1(x) ∧
. . .∧dFr(x) 6= 0, and spanΛˆ1(x), . . . , spanΛˆp(x), Z1(x), . . . , Zq(x) together span the
kernel space
p⋂
i=1
Ker dFi(x) = {α ∈ TxM |〈α, dF1(x)〉 = . . . = 〈α, dFr(x)〉 = 0}. (3.19)
Here span Λˆi(x)
def
= Vect (Y1(x), . . . , Yk(x)) if Λˆ =
1
2
∑k
i=1 Yˆ
2
i where Yi are vector
fields and Yˆi : T
∗M → R are their corresponding symbols.
ii) If x is a semi-regular point such that Z1(x)∧ . . .∧Zq(x) 6= 0 then x is called a
regular point.
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iii) A connected level set N = {F1 = c1, . . . , Fr = cr} is called a regular level
set of the system if every point x ∈ N is semi-regular, and almost every point of
N is regular.
Theorem 3.14. Let (Λ1, . . . ,Λp, Z1, . . . , Zq, F1, . . . , Fr) be an integrable SDS on
a manifold M such that the map (F1, . . . , Fr) : M → Rr is proper. Then for any
connected regular level set N = {F1 = c1, . . . , Fr = cr} of the system, there is
a torus Tl-action ρ : Tl × U(N) → U(N) in a neighborhood U(N) of N , where
l ≥ q, which preserves the system, and such that the orbits of this Tl-action on N
coincide with the closure of the orbits of the Rq-action generated by Z1, . . . Zq on
N . (They do not necessarily coincide outside of N).
Remark 3.15. In analogy, with the case of deterministic integrable systems, we will
call the torus Tl-action in U(N) provided by the above theorem the Liouville
torus action. Theorem 3.14 can be extended, with the same proof, to the case of
SDS which are integrable in the quantum sense, i.e. when Λ1, . . . ,Λp can be linear
differential operators of arbitrary order instead of diffusion operators, provided
that there exist real numbers ai ∈ R such that
∑p
i=1 aiΛi +
∑q
j=1 Z
2
j is a second
order elliptic differential operator on the level sets of (F1, . . . , Fr).
Proof. Due to the regularity and properness condition, N is a compact submanifold
of M of dimension p+ q, and moreover we have that the second-order operator
∆N =
p∑
i=1
Λi +
q∑
j=1
Z2j (3.20)
on N (i.e. restricted to the functions on N) is an elliptic operator on N . Hence
there is a unique Riemannian metric g0 on N and a vector field VN on N such that
∆N = VN + ∆g0 , (3.21)
where ∆g0 denote the Laplace-Beltrami operator of g0. Since Z1, . . . , Zq preserve
∆N , they must also preserve the principal symbol, i.e. they preserve the Rieman-
nian metric g0. SinceN is compact, the groupO(g0) of isometries of g0 is a compact
Lie group. The Abelian subgroup exp
( q∑
i=1
tiZi|N |ti ∈ R
)
of diffeomorphisms of
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N is a connected Abelian subgroup of O(g0), hence its closure
T0 := exp
( q∑
i=1
tiZi|N |ti ∈ R
)
(3.22)
is a torus of dimension l ≥ q, because the vector fields Z1, . . . , Zq are independent
(almost everywhere) on N .
Denote by U(N) a sufficiently small tubular neighborhood of N in M which is
saturated by connected level sets of (F1, . . . , Fr) and such that every point in
U(N) is semi-regular. Due to the properness of the map (F1, . . . , Fr) : M → Rr
and the regularity of N , we can identify U(N) with N × Br, where Br ⊂ Rn is a
small neighborhood of the origin 0 in Rr, and such that the level sets of (F1, . . . , Fr)
in U(N) = N ×Br are N × {α}, α ∈ Br, and N itself is identified with N × {0}.
Repeating the above arguments for every level set Nα = N × {α} ⊂ U(N) =
N ×Br, we get a family of tori
Tα = {exp(
∑
tiZi)|Nα | ti ∈ R} ⊂ Iso(gα), (3.23)
where
Iso(gα) = {ϕ ∈ Diffeo(Nα), ϕ∗gα = gα} (3.24)
is the isometry group of the Riemannian metric gα induced by the elliptic operator∑p
i=1 Λi +
∑q
i=1 Z
2
j |Nα on Nα.
According to Theorem 3.22 on the isometry groups of a family of Riemannian
metrics, for each α ∈ Br near 0 there is an injective homomorphism
ρα : Iso(gα) ↪→ Iso(g0) (3.25)
The image ρα(Tα) of Tα under this injective homomorphism is a l(α)-dimensional
torus in Iso(g0).
Notice that ∀ > 0, there is a positive number K() > 0 such that the set
{exp(
q∑
i=1
tiZi)|N | t1, . . . , tq ∈ [−K(), K()]} (3.26)
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is -dense in T0, i.e. ∀ψ ∈ T0 there is ϕ = exp(
∑q
i=1 tiZi)|N for some t1, . . . , tq ∈
[−K(), K()] such that d(ϕ, ψ) ≤  with respect to the distance
d(ϕ, ψ) := max
x∈N
dg0(ϕ(x), ψ(x)), (3.27)
with dg0 being the distance on N generated by the Riemannian metric g0.
If α ∈ Br is close enough to 0 then exp(∑qi=1 tiZi)|N and exp(∑qi=1 tiZi)|N×{α} are
also -close for any t1, . . . , tq ∈ [−K(), K()] after projecting N×{α} to N by the
natural projection. Hence exp(
∑
tiZi)|N and ρα(exp(
∑q
i=1 tiZi)|N×{α}) are also ′-
close. Via these close elements, we can construct a map from T0 to ρα(Tα) which
is a near-homomorphism (in the sense of Grove-Karcher-Ruh [21]), and which, by
Grove-Karcher-Ruh theorem [21], can be approximated by a true homomorphism
χα : T0 → ρα(Tα). (3.28)
This homomorphism is injective. (The kernel is trivial, because it is a subgroup of
the compact group Iso(g0) and contains only elements which are close to identity.
No non-trivial subgroup of a compact Lie group is like that).
The injectivity of χα : T0 → ρα(Tα) implies in particular that
ρ−1α ◦ χα : T0 → Tα (3.29)
is injective, and l(α) ≥ l = l(0) ∀α ∈ Br, (provided that Br is small enough). So
we get a family of l-dimensional tori
Tˆα = ρ
−1
α ◦ χα(T0) ⊂ Tα ⊂ Iso(gα). (3.30)
Notice the uniqueness of the construction of Tˆα due to the commutativity of Tα
(which leads to the rigidity of homomorphisms from T0 to Tα).
It is easy to see that the family Tˆα is continuous with respect to α. Indeed, by
construction this family is continuous at α = 0. Starting at another N × {β}
instead of N × {0} where β is sufficiently close to 0, we get another family of tori
which is continuous at β. But the tori in this latter family contain the tori of the
family Tˆα, which implies that the family Tˆα is also continuous at β.
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The continuity of the family Tˆα means that there is a l-dimensional torus subgroup
T ⊆ Homeo(U(N)) (3.31)
such that each element ϕ ∈ T preserves every level set Nα = N × {α} ⊆ U(N)
and
ϕ|Nα ∈ Tˆα ∀α ∈ Br. (3.32)
This torus T is the torus action that we are looking for. The fact that T preserves
the system is an immediate consequence of Theorem 3.4 (it is enough to look at
the torus action on each level set Nα = N × {α}).
Remark that we could prove that T is smooth on each level set Nα and is contin-
uous in U(N), but we could not yet prove that T is smooth in U(N), though we
suspect that this is true as well. (The proof of the smoothess of the torus action T
in U(N) is a tricky problem which probably requires some very subtle topological
arguments). Nevertheless, the smoothess of T on every invariant level set Nα is
good enough for doing reduction.
One can make a reduction of the system (A1, . . . , Ap, Z1, . . . , Zq, F1, . . . , Fr) with
respect to the torus Tl-action provided by Theorem 3.14. After the reduction, the
system becomes a system of type (p′, 0, r), where p′ = p+ q− l ≤ p. If we restrict
it to the level sets, then after reduction and restriction it becomes an integrable
system of type (p′, 0, 0).
Remark 3.16. When we start at two different regular level sets N1 and N2, then
we get two Liouville torus actions which may act in a same domain but may have
different dimensions (both greater or equal to q).
3.4 Integrable SDS of types (0,q,r) and (1,q,r)
According to Definition 3.6, a SDS (M,X) is called integrable of type (0,q,r)
if there exists an deterministic integrable system (Z1, . . . , Zq, F1, . . . , Fr) on M
(where q ≥ 1, r ≥ 0, q + r = n and n is the dimension of M) such that each Zi is
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an infinitesimal diffusion symmetry of X and each Fi is a strong first integral of
X.
We will assume that the map (F1, . . . , Fr) : M → Rr is proper. According to
Theorem 3.2 and Theorem 3.14, each connected regular level set of the system is a
q−dimensional torus in a neighborhood of which we have a free Tq−action which
preserves X and Z1, . . . , Zq, F1, . . . , Fr. As a consequence, we have the following
normal form theorem:
Theorem 3.17 (Normal form for SDS of type (0, q, r)). Let X = X0 +
∑m
i=1 Xi ◦
dBit
dt
be an integrable SDS of type (0,q,r), with the aid of a deterministic inte-
grable system (Z1, . . . , Zq, F1, . . . , Fr) on a manifold M . Assume that the map
(F1, . . . , Fr) : M → Rr is proper and that N = {F1 = c1, . . . , Fr = cr} is a
connected regular level set of the system, i.e. dF1(x) ∧ . . . ∧ dFr(x) 6= 0 and
Z1(x)∧ . . .∧Zq(x) 6= 0 for every point x ∈ N . Then N is diffeomorphic to a torus
Tq, and in a tubular neighborhood U(N) ∼= Tq × Br of N there is a coordinate
system (θ1(mod1), . . . , θq(mod1), γ1, . . . γr) such that X is diffusion equivalent to a
system Y of the type
Y = Y0 +
m∑
i=1
Yi ◦ dB
i
t
dt
, (3.33)
where
Yi =
q∑
k=1
aik(γ1, . . . , γr)∂θk (i = 0, 1, . . . ,m) (3.34)
are vector fields which are tangent to the tori Tq ×{pt} and whose coefficients are
constant on the tori.
Proof. The fact that N ∼= Tq and AX is invariant with respect to the Liou-
ville Tq-action follows immediately from Definition 3.6 and Theorem 3.4. Let
(θ1(mod1), . . . , θq(mod1), γ1, . . . , γr) be a coordinate system in U ∼= Tq ×Br com-
pactible with the Liouville Tq-action, i.e. the action is by translations in the
periodic coordinates θ1, . . . , θq.
For i = 1, . . . ,m denote by Yi the vector field
Yi(θ1, . . . , θq, γ1, . . . γr) = Xi(0, . . . .0, γ1, . . . , γr), (3.35)
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i.e. Yi is Tq−invariant and coincides with Xi at the section {θ1 = 0, . . . , θq =
0}. Then 1
2
∑
Y 2i and AX have the same principal symbol at the section {θ1 =
0, . . . , θq = 0}. But since both 1
2
∑
Y 2i and AX are Tq−invariant, they have the
same principal symbol everywhere. Thus AX − 1
2
∑
Y 2i is a first order operator
which is Tq−invariant, i.e. a Tq-invariant vector field. Put Y0 = AX − 1
2
∑
Y 2i ,
we have that Y = Y0 +
∑m
i=1 Yi ◦
dBit
dt
is Tq-invariant and is diffusion equivalent
to X. The fact that X is tangent to the level sets implies that the vector fields
Y0, . . . , Ym are of the form Yi =
∑q
k=1 aik(γ1, . . . , γr)∂θk .
Consider now an integrable SDS (AX , Z1, . . . , Zq, F1, . . . , Fr) of type (1, q, r), where
AX = X0+
1
2
∑m
i=1X
2
i is the diffusion generator ofX = X0+
∑
Xi◦dB
i
t
dt
. As before,
we will assume that N is a connected compact regular level set of the system.
According to Theorem 3.14, there is either an effective Tq+1-action or an effective
Tq-action which preserves the system in a neighborhood ofN . In the case of a Tq+1-
action, X is in fact integrable with the aid of a system (Θ1, . . . ,Θq+1, F1, . . . , Fr) of
type (0, q + 1, r), where Θ1, . . . ,Θq+1 are generators of the Tq+1-action. Consider
now the case when the torus action is really of dimension q and not q + 1. In
this case, semi-locally in the neighborhood of a regular level set N , we can replace
Z1, . . . , Zq by q generators Θ1, . . . ,Θq of the Tq-action. Making the reduction of
the system with respect to this Tq-action, we get a system of type (1, 0, r), i.e. a
r-dimensional family of 1-dimensional SDS.
Remark also that, due to the fact that dimN = q+ 1 and there is an effective Tq-
action on N (which is free almost everywhere), it is easy to classify N topologically:
either N is a (q+ 1)-dimensional torus, or N is a “lense space”, which is obtained
by gluing together 2 copies of Tq−1×D2 (where D2 is a 2-dimensional disk) along
the boundary Tq−1 × ∂D2 ∼= Tq via some automorphism of Tq.
Similarly to the (0, q, r)-type case, in the (1, q, r)-type case we can also have a
normal form for the system near a regular orbit of the Liouville torus action.
More generally, we have the following simple result, whose proof is absolutely
similar to the proof of Theorem 3.17:
Theorem 3.18. Assume that a SDS X = X0+
∑m
i=1 Xi◦
dBit
dt
is diffusion invariant
with respect to an effective action of a torus Tl on a manifold M . Let K be a regular
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orbit of this torus action in M . Then K ∼= Tl, and in a neighborhood of K the
system X is diffusion equivalent to a system Y = Y0 +
∑m
i=1 Yi ◦
dBit
dt
such that
Y0, Y1, . . . , Ym are invariant with respect to the Tl-action.
3.5 Integrable SDS of type (p,0,0)
Consider an integrable SDS of type (p, 0, 0). It means a p-tuple of diffusion genera-
tors A1, . . . , Ap on a p-dimensional manifold M
p which commute pairwise. We will
assume that for almost every x ∈M , the restriction of the symbols Aˆi : T ∗M → R
to T ∗xM is a linear independent family of quadratic functions on T
∗
xM . This addi-
tional assumption is put here in order to avoid the “fake” (p, 0, 0) type, for example
given by a family of the type (A1, A2 = F1A1, . . . , Ap = Fp−1A1) where F1, . . . , Fp−1
are functions which commute with A1. (It would be more natural to consider this
example as a system of type (1, 0, p − 1) given by the family (A1, F1, . . . , Fp−1)
than a system (A1, F1A1, . . . , Fp−1A1) of type (p, 0, 0)).
Proposition 3.19. With the above notations and assumptions, at any point x ∈
M where the symbols Aˆ1|T ∗xM , Aˆ2|T ∗xM , . . . , Aˆp|T ∗xM are functionally independent as
a functions on T ∗M , and for any constants α1, . . . , αp > 0 the operator
∑
αiAi is
elliptic at x, i.e the sum
∑
αiAˆi|T ∗xM : T ∗xM → R is a positive definite quadratic
form.
Proof. For each point x ∈M and a diffusion operator A onM , denote by spanxAˆ ⊂
TxM the tangent vector subspace of TxM spanned by Aˆ at x. In other words,
z ∈ spanxAˆ if and only if 〈z, α〉 = 0 for any α ∈ T ∗xM such that Aˆ(α) = 0.
If Aˆ =
1
2
∑k
i=1 Xˆ
2
i where Xi are vector fields then
spanxAˆ = Vect{X1(x), . . . , Xk(x)} (3.36)
though of course the definition of spanxAˆ is intrinsic and does not depend on the
choice of Xi. It is also easy to see that if α1, . . . , αk > 0 then spanx(
∑
αiAˆi) is
the sum of the vector spaces spanx(Ai)
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The ellipticity of
∑
αiAi at x means that
∑
αiAˆi|T ∗xM is definite positive, i.e.
spanx(
∑
αiAˆi) = TxM. (3.37)
If x ∈M is a point such that spanx(
∑
αjAˆj) 6= TxM , then there is a function f :
M → R such that df(x) 6= 0 but df(x) vanishes on spanx(
∑
αiAˆi), i.e 〈df(x), Y 〉 =
0 for any j and any Y ∈ spanx(Aˆj). It implies that the Poisson bracket {Aˆi, F} = 0
on T ∗xM (where F is the pull-back of f from M to T
∗M). But {Aˆi, Aˆj} = 0 due
to our commutativity assumption. It follows that dAˆ1, . . . , dAˆ1, dF are linearly
dependent at every point of T ∗xM , i.e. dAˆ1∧ . . .∧dAˆp∧dF vanishes at every point
of T ∗M . The reason is that we cannot have more than p linearly independent
vector Y1, Y2, . . . , Yp in a symplectic space of dimension 2p such that ω(Yi, Yj) = 0
for all i, j. It implies that the restriction of A1, . . . , Ap to T
∗
xM are functionally
dependent. So x is not a generic point of M , by our assumptions. At a generic
point x ∈ M we will have that spanx(
∑
αiAˆi) = TxM , i.e.
∑
αiAi is elliptic at
x.
The family of principal symbols
Hα1,...,αp :=
p∑
i=1
αiAˆi : T
∗M → R (3.38)
(α1, . . . , αp > 0) is a commuting family of homogenous positive definite quadratic
Hamiltonian functions on T ∗M , whose corresponding Hamiltonian vector fields
are the geodesic flows of a family of Riemannian metrics on M . Thus we get
a p-dimensional family of Riemannian metrics on M , whose geodesic flows are
integrable and commute with each other.
The problems of finding integrable geodesic flows and quantizing them into inte-
grable diffusion operators are very interesting problems in geometry. We did not
have enough time to work on these problems. Let us just mention that the so
called projectively equivalent metrics (i.e. families of different metrics having
the same un-parametrized geodesics) have been studied intensively by Matveev,
Bolsinov, Topalov [9, 40] and other authors. In particular, they showed that
these metrics are integrable, can be quantized into integrable SDS of type (p, 0, 0)
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in our sense, and are essentially the same as the so called (separable Sta¨ckel-
) Benenti systems studied by Benenti and many other authors in classical and
quantum mechanics, see, e.g., [7, 9, 14, 40]. The metrics (induced from Rn) on
multi-dimensional ellipsoids belong to this family of integrable metrics, and so the
Brownian motion on a p-dimensional ellipsoid is an integrable SDS of type (p, 0, 0).
3.6 Reduced integrability of SDS
In Hamiltonian dynamics, when one talks about the integrability of a Hamiltonian
system, one often actually means its reduced integrability, i.e. the integrability
not of the original system, but of the reduced system with respect to some proper
group action. For example, the famous Kovalevskaya topic is originally a Hamil-
tonian system on T ∗SO(3) with 3 degrees of freedom, but people often consider it
as a (reduced) integrable system with 2 degrees of freedom, see, e.g. the book by
Bolsinov and Fomenko [17].
A natural question arises: does integrability commute with reduction (with respect
to a group action)? In other words, is the integrability condition for an original
dynamical system (before reduction) equivalent to the integrability condition for
the reduced system? This question was studied by Zung [53] and Jovanovic [26].
In particular, it was shown in [53] that, for proper finite-dimensional Hamiltonian
systems, integrability is equivalent to reduced integrability. For non-Hamiltonian
systems, integrability still implies reduced integrability, but the converse is not
always true in general.
The same question arises for stochastic dynamical systems. Since integrable SDS
are a generalization of integrable non-Hamiltonian dynamical systems, it is natural
to conjecture that if a SDS X is integrable and is invariant with respect to a
compact Lie group G action, then the reduced system with respect to this action
is also integrable, but the converse is not true in general. Let us formulate a
conjecture that we do not know how to prove for the moment:
Conjecture 3.20. Let X = X0 +
∑
Xi ◦ dB
i
t
dt
be a SDS on a manifold M which
integrable and is diffusion invariant with respect to an action of a compact Lie
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group G on M . Then the reduced system of X on the (regular part of the) quotient
space M/G is also an integrable SDS.
Remark 3.21. In the above conjecture, the reduced system exists due to Theorem
2.10 but it defined only up to diffusion equivalence.
3.7 Structure-preserving property of Liouville to-
rus actions
For the convenience of the reader, in this section, we reproduce the proof given
by Zung [52] of Theorem 3.3 about the structure-preserving property of Liouville
torus actions.
We will prove (i). The proof of (ii) is similar.
Fix a canonical coordinate system (θ1(mod 1), . . . , θp(mod 1), z1, . . . , zq) in a tubu-
lar neighborhood U(N) of N as given by Theorem 3.2. We will make a filtration
of the space Γ(⊗kTM ⊗h T ∗M) of tensor fields of contravariant order k and con-
travariant order h as follows:
The subspace T h,ks consists of sections of ⊗kTM ⊗h T ∗M whose expression in the
coordinates (θ1(mod 1), . . . , θp(mod 1), z1, . . . , zq, w1, . . . , wr) contains only terms
of the type
∂
∂θi1
⊗ . . .⊗ ∂
∂θia
⊗ ∂
∂zj1
⊗ . . .⊗ ∂
∂zib
⊗ dθi′1 ⊗ . . .⊗ dθi′c ⊗ dzj′1 ⊗ . . .⊗ dzj′d (3.39)
with b+ c ≤ s. For example,
T h,k0 =
{∑
i,j′
fi,j′
∂
∂θi1
⊗ . . .⊗ ∂
∂θih
⊗ dzj′1 ⊗ . . .⊗ dzj′k
}
. (3.40)
Put T h,k−1 = {0}. It is clear that
{0} = T h,k−1 ⊂ T h,k0 ⊂ T h,k1 ⊂ . . . ⊂ T h,kh+k = Γ(⊗kTM ⊗h T ∗M). (3.41)
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It is also clear that the above filtration is stable under the Lie derivative of the
vector fields X1, . . . , Xp, i.e. we have
LXαΛ ∈ T h,ks ∀s = 0, . . . , k + h, ∀Λ ∈ T h,ks , ∀α = 1, . . . , p. (3.42)
Since LXαG = 0 for all α = 1, . . . , p by our hypothesis, and the Liouville torus
action commutes with the vector fields Xα, we also have that LXαG = 0, where the
overline means the average of a tensor with respect to the Liouville torus action.
Thus we also have
LX Gˆ = 0, (3.43)
where
Gˆ = G − G (3.44)
has average equal to 0.The equalities
LXαGˆ = 0 ∀α = 1, . . . , p (3.45)
imply that the coefficients of Gˆ of the terms which are not in T h,kh+k−1, i.e. the terms
of the type
∂
∂zj1
⊗ . . .⊗ ∂
∂zih
⊗ dθi′1 ⊗ . . .⊗ dθi′k , (3.46)
are invariant with respect to the vector fields Xα. It means that these coefficient
functions are invariant with respect to the Liouville torus action. But any Tp-
invariant function with average 0 is a trivial function, so in fact Gˆ does not contain
any term outside of T h,kh+k−1, i.e. we have:
Gˆ ∈ T h,kh+k−1. (3.47)
By the same arguments, one can verify that if Gˆ ∈ T h,ks with s ≥ 0 then in fact
Gˆ ∈ T h,ks−1. So by induction, we have Gˆ = 0, i.e. G = G is invariant with respect to
the Liouville torus action.
Chapter 3. Integrability of SDS 73
3.8 Isometry groups of a family of Riemannian
metrics
Theorem 3.22. Let gα(α ∈ Rk) be a smooth k-dimensional family of Riemannian
metrics on a smooth compact manifold N . Denote by
Iso(α) = {ϕ ∈ Diffeo(N)|ϕ∗gα = gα} (3.48)
the isometry group of gα. Then there is a small neighborhood B of 0 in Rk such
that for each α ∈ B there exists an injective group homomorphism
ρα : Iso(α) ↪→ Iso(0) (3.49)
such that
max
ϕ∈Iso(α)
d(ϕ, ρα(ϕ)) −−→
α→0
0 (3.50)
where
d(ϕ, ρα(ϕ)) = max
x∈N
d0(ϕ(x), ρα(ϕ)(x)), (3.51)
with d0 being the distance on N generated by g0.
Proof. First let us remark that for any  > 0 there exists a small neighborhood B
of 0 in Rk such that ∀α ∈ B and ∀ϕ ∈ Iso(α) there exists ϕ′ ∈ Iso(0) such that
ϕ is -close to ϕ′ with respect to the above distance, i.e.
max
x∈N
d0(ϕ(x), ϕ
′(x)) ≤  (3.52)
Indeed, if it is not the case, then there exists a number  > 0, a family αn ∈ Rk
(n ∈ N) such that αn n→∞−−−→ 0, an element ϕn ∈ Iso(αn) for each n ∈ N such that
ϕn is not -close to any element of Iso(0). Due to the compactness of N , there is
an infinite subsequence (in) ⊆ N and a point x0 ∈ N such that
ϕin(x0) −−−→
n→∞
y ∈ N (3.53)
for some y ∈ N , and moreover, the differential Dϕin(x) also converges when
n→∞. One then deduces easily from the fact that gαn n→∞−−−→ g0 and the rigidity
Chapter 3. Integrability of SDS 74
of isometries that ϕin converges to some element ϕ ∈ Iso(0) when n → ∞. But
it means that ϕin is -close to ϕ ∈ Iso(0) when n is big enough, which is a
contradiction.
Thus, for every small number  > 0, if α ∈ Rk is close enough to 0 in Rk then we
can construct a map
µα : Iso(α)→ Iso(0) (3.54)
such that µα(ϕ) is -close to ϕ for all ϕ ∈ Iso(α). We can arrange so that this map
µα is at least piecewise-continuous (for a partition of Iso(α) into a finite number
of closed domains). It is then clear that µα is a near-homomorphism, i.e. µα(ϕ◦ψ)
is -close µα(ϕ).µα(ψ) for any ϕ, ψ ∈ Iso(α), where ′ is a small positive number
depending on  but does not depend on ϕ and ψ (′ → 0 when → 0). According
to a classical result of Grove, Karcher and Ruh [21], any such near-homomorphism
between two compact Lie groups and be approximated by a true homomorphism.
Thus we get a homomorphism
ρα : Iso(α)→ Iso(α) (3.55)
which is close to µα, i.e.
d(ρα(φ), µα(ϕ)) ≤ ′′ ∀ϕ ∈ Iso(α) (3.56)
(for some ′′ such that ′′ → 0 when → 0).
But it also means that
d(ρα(ϕ), ϕ) ≤ ′′′ (3.57)
where ′′′ → 0 when  → 0. The last inequality also implies that ρα must be
injective when α is close enough to 0.
Chapter 4
Second-order modelling of
financial markets
4.1 First order versus second order equations
Currently, the stock price movements are mostly modelled by first order stochastic
differential equations in the price variables. For example, in the celebrated Black-
Scholes model [6], the price S of a stock moves according to the equation (written
in Ito form):
dS
S
= µdt+ σdBt, (4.1)
where µ is the drift parameter (the interest rate) and σ is the volatility parameter.
(These parameters may be time-dependent and even stochastic, but still they are
considered parameters and not variables). The Black-Scholes model is very effec-
tive in the determination of the price of derivative assets (e.g. options) associated
to a stock. The reason is that, under the no-abitrage and complete market as-
sumptions, the correct probability measure that one must use in order to calculate
the options prices is the risk-neutral measure, and not the original (real world)
probability measure. When one uses the risk-neutral measure, then the stock price
moves according to the Black-Scholes equation (4.1), if one ignores the discontin-
uous jumps, see, e.g. [6, 11, 22, 49]. (With jumps one must consider more general
Levy processes instead of Ito processes, but we will also ignore the jumps in this
chapter for simplicity). However, since the risk-neutral measure, whose existence
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is also provided by the Girsanov theorem, can be completely different from the
original (real world) probability measure, if we use the model (4.1) to compute
things like VaR (value at risk) then the results can be completely wrong, because
unlike option prices, VaR depends on the real-world probability measure instead
of the risk-neutral measure.
Our starting point of this chapter is that, with respect to the real-world probability
measure, the correct model to describe the movement of a stock price must be a
stochastic differential equation of second order, instead of first order in the price
variables. In other words, the stochastic dynamical systems describing the price
movement must live in a phase space with both price and momentum variables,
instead of just only price variables. Here are some main arguments in support of
this idea:
1) The most important ordinary differential or partial differential equations
in physics and mechanics are of second order in the configuration variables. For
example, if the space of all possible configurations (before reduction) of a system is
a manifold N , then in Hamiltonian mechanics, the phase space (on which we have
the vector field of the system) is T ∗N and not N . In the Lagrangian formulation
the phase space will be TN . In any case, we need to double the number of variables
in order to write down the equation of the movement as an ordinary differential
equation of first order (i.e. a vector field). Taking this hint from physics to the
financial markets, we also need to add momentum variables to the price variables
in order to get “the correct” phase space.
2) Simple models from micro and macro-economics and real-world observations
show that many things in finance and economy, including the stock market, are
cyclic in nature, going through boom-bust cycles. These cycles are similar to a
stochastic oscillator, they can not be explained by first order models (without any
momentum variable), but can be seen in second-order models very clearly. The
stochastic oscillator itself is a simple second-order model.
3) One might argue that second order models and first order models are both
correct, with the latter ones being a simplification of the former ones. However,
as we explained in Section 2.5, by dropping a variable, a SDS is no longer a
SDS in general, i.e. we cannot do reduction that way. So, from our point of
view, there is no SDS in the price variables only which can correctly describe the
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price movement (with respect to the real-world probability measure, and not the
artificial risk-neutral measure).
In the rest of this chapter, we will develope some simple second order models,
which will be arguably better at explaining the market behavior than the first
order models currently in use.
4.2 The speculation energy
Our idea is to model the financial market in a way similar to a physical system. In
physics, the energy plays a central role: in Hamiltonian formulation, the equation
of movement can be derived from the energy function. Here we also want to define
the energy function, which will govern the movement of financial prices. We will
call it the speculation energy. All participants in the financial market will be
called speculators for simplicity, be they short-term traders or long-term investors.
In physics, the energy function can be written as the sum of many components:
potential energy, kinetic energy, thermodynamical energy, chemical energy, etc.
By analogy, the speculation energy in finance can also be decomposed into a sum
of different components, e.g:
• Potential speculation energy: when an asset price is different from its
fair value (though the fair value is an abtract concept and no one knows for sure
what is the fair value of a stock, we will still assume that it really exists), then
the difference between the price and the fair value creates a potential speculation.
For example, investors will tend to jump in and buy a stock if they think that it
is cheap compared to its value, i.e. when the difference price − value is negative.
Conversely, they will tend to sell when the difference price − value is positive.
This potential buying or selling will affect the momentum of the price movement
of the stock.
• Kinetic speculation energy: When the stock price has a momentum, i.e.
when it moves in one way or another (up or down), one can associate to the
inertia of the movement itself the kinetic speculation energy. A way to explain
this kinetic speculation energy, or the inertia in the movement of a stock, is as
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follows: when a stock is going up, momentum speculators will jump in to buy it,
expecting it to continue its upward movement, just helping to keep the momentum
and creating a kind of self-fulfilling prophecy. It seems that the momentum (whose
square is propotional to the kinetic energy, just like in mechanics) is approximately
proportional to the total size of speculative trading positions in a stock because
there is always an urge to trade in the trading account, and this urge leads to
actual trading which in turn moves the stock. (For each “positive share” held by
someone for trading purposes, there is a “netative share” held by a counter party,
and together they count as 1 share in the total size of trading positions. Shares
held “forever”, i.e. not for trading purposes, do not count here). One may also
view this stock momentum as the virtual money flow (from those who lose to those
who win) in the market, and the inertia means that this flow keeps flowing (unless
there are forces which obstruct it).
• Thermodynamic speculation energy: It may happen that there is a lot
of trading but the price of the stock does not move. Actually, the price does make
chaotic micro (very small) moves, but those micro-moves cancel out each other, so
they do not count as a movement (i.e. do not create the momentum) of the price.
The speculation energy associated to these chaotic micro-moves may be termed
the thermodynamical speculation energy, or the speculation heat.
• Chemical speculation energy: When two stocks merge, the merger may
release (or absord) a lot of speculation energy. This is an example of what we call
the chemical speculation energy, i.e. the energy of “chemical” financial reactions.
• Other types of speculation energy, that we will ignore here for simplicity.
In our simple physics-like models of financial markets in this chapter, we will
concentrate on the potential speculation energy and the kinetic speculation energy.
The other energy components will be added to the picture in the form of dissipation
terms, random terms, or energy transfer terms among the different parts of the
market.
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4.3 Individual stocks as damped stochastic os-
cillators
One of the simplest models of the market is the damped stochastic oscillator
discussed in Section 2.4. This model describes the movement of the price (or
rather, the level of dispricing) of an individual financial asset, say gold, oil, SP500,
etc. Recall that, in this model, the SDS is
X = Xh +D +B (4.2)
on the symplectic space (R2, ω = dx ∧ dy), where
D = −f(
√
x2 + y2).(x∂x + y∂y) (4.3)
is the damping term,
B = ∂x ◦ dB
1
t
dt
+ ∂y ◦ dB
2
t
dt
(4.4)
is the noise, and
h =
1
2
(x2 + y2) (4.5)
is the speculation energy of the asset. Here x is the mispricing and y is the
momentum. (Say x = P − V or x = ln(P/V ), where P is the price and V is the
fair value. We will assume that the price P fluctuates a lot but the fair value V
varies very slowly over the time, so that most of the variation of P is reflected in
the variation of x). The units (time, price, etc.) here are already normalized so
that h takes the simplest form h =
1
2
(x2 + y2).
The dissipative term D in X is due to market friction, e.g. trading fees, and has
the speculation energy-losing effect on the market. On the other hand, the noise
term B has the speculation energy-enhancing effect. These two effects cancel out
each other in a stochastic way. As a result, the expected speculation energy of a
single-stock market in this model does not die out (go to zero) or explode (go to
infinity) over time, but rather tends to a stable possitive energy level. Similarly
to the Ornstein-Uhlenbeck process, there is a stationary distribution density of
energy levels for the damped stochastic oscillator, which is concentrated around a
stable energy level.
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Example 4.1. Gold price as a noisy oscillator. Figure 4.1 is a chart of historical
gold prices for more than 40 years, from early 1970s (when the US abandonned
the last gold peg 1 ounce = $42.22) until now. No one knows for sure what is
the fair value of gold, but one may argue that this inflation-adjusted fair value
does not change much with time (acording to macro-economic models), and that
once in a while the price coincides with the fair value, i.e. the dispricing is 0
(according to the oscillator model). During the late 1970s and the 1980s, the
price of gold is around 400 USD/ounce, so we may assume that the fair value is
approximately 400 USD/ounce at that time. When gold goes to 200 USD/ounce
in 2000, it becomes very underpriced according to the oscillator model, creating
a big potential speculation energy which results in a big upward movement later
on. Due to inflation, 1 USD in 1980 is worth 2.60 USD in 2010, and 400 USD in
1980s is worth about 1000 USD in 2010s. So in 2010s, the fair value of gold can be
estimated at around 1000 USD/once. Of course, the inflation-adjusted fair value
of gold doesn’t have to say constant, but can change, due to the growth of world’s
economy, the growth of gold supply and other factors, but here for simplicity we
assumed that didn’t change much over the last 30 years. If it went up, stay 30%
over the last 30 years, then the fair price of gold would be closer to 1300 than
1000 USD/ounce right now. When gold went above 1500 USD/ounce in 2011, it
was already very probably overpriced, but it continued to move up due to positive
momentum. Eventually this momentum died out, and what remained is a big
potential speculation energy pointing to a big future downward movement. Surely
enough, gold fell down from its intraday peak of 1920 USD/ounce in 2011 to its
current price of less than 1300 USD/ ounce.
Notice also that during the period late 1980s and early 1990s, the price of gold
didn’t move much, i.e. the speculation energy seems to die out during that period.
This loss of speculation energy can’t be explained in the single damped stochastic
oscillator model of the market, according to which the speculation energy will
(almost surely) never die out but will fluctuate around a certain energy level. But it
can be explained by using multi-body models of the market, where the speculation
energy (or hot money in financial jargon) can move from one component of the
market to another.
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Figure 4.1: Gold price (USD/ounce)
4.4 The market as a constrained n-oscillator
The linear deterministic model
This is a macro-economic model, in which we consider the total market which
contains every economical asset, i.e. the market represents the whole economy.
The assets are divided into n asset classes A1, . . . , An, for example : gold, oil, real
estate, food, transport, communication, etc. The total price of each asset class is
denoted by Pi = p(Ai). Then
∑
Pi is the total net worth of the whole economy.
We will call Rj =
Pj∑
Pi
the relative price of the asset class Ai, so that
∑
Rj = 1.
Each asset class Ai has a relative fair value vi in the economy, (
∑
vi = 1,) which
is a kind of adiabatic invariant, i.e. it varies very slowly with the time. For
example, people will pay only a certain percentage of their money for computer and
telecommunication needs, and therefore fast technological advances don’t make
this sector occupy a much larger share of the whole economy, but make the prices
of computer devices drop fast instead.
We will be interested in the mispricing
xi = Ri − vi
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of the asset classes. We have the linear constraint
∑
xi = 0. (4.6)
Similarly to the oscillator model for a single stock, here we also assume that the
market moves due to its speculation energy, which has the form
E =
1
2
∑
aix
2
i +
1
2
∑
bix˙
2
i . (4.7)
Here
1
2
∑
aix
2
i is the potential energy, ai, bi > 0 are constant coefficients. (Each
asset class Ai may have its specific coefficients ai and bi which are different from
the other asset classes).
So we get a Hamiltonian system with the energy function E given by formula
(4.7) and a linear constraint (4.6). Since the constraint is holonomic, this is a
Hamiltonian system with n− 1 degrees of freedom.
In order to write down the equation of the movement one can for example eliminate
one of the variables (say by putting xn = −
∑n−1
i=1 xi) and consider it as a system
on T ∗Rn−1. Equivalently, one can use the Lagrangian multiplier method as follows:
The Lagrangian action function is:
L =
1
2
∑
aix
2
i −
1
2
∑
bix˙
2
i . (4.8)
The equation is:
δL
δxi
= λ
∂f
∂xi
. i = 1, . . . , n. (4.9)
where f(x) =
∑
xi is the constraint function, and λ is the Lagrangian multiplier
to be determined.
Since
δL
δxi
=
∂L
∂xi
− d
dt
∂L
∂x˙i
= aixi+bix¨i and
∂f
∂xi
= 1, we get the system of equations:
aixi + bix¨i = λ, i = 1, . . . , n, (4.10)
or equivalently
x¨i =
λ
bi
− aixi
bi
. (4.11)
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Since
∑
xi = 0 implies
∑
x¨i = 0, we get the following equation for λ:
∑ λ
bi
=
∑ aixi
bi
, (4.12)
which implies that
λ =
∑ aixi
bi∑ 1
bi
. (4.13)
Thus the equation of movement is a system of linear differential equations with
constant coefficients :
x¨i =
∑ ajxj
bj
bi
∑ 1
bj
− aixi
bi
(4.14)
(with the constraint
∑
xi = 0).
Proposition 4.2. By a linear transformation
xi =
n−1∑
j=1
cijzj, (4.15)
where (cij) is an appropriate constant n × (n − 1) matrix of rank n − 1, the sys-
tem (4.14) with constraint (4.6) becomes a system of n − 1 uncoupled harmonic
oscillators:
z¨i = −λ2i zi, (4.16)
where λ1, . . . , λn−1 > 0 are constants (they are called eigenvalues, or normal
modes of (4.14)).
The proof is a direct consequence of the theory of Hamiltonian systems [2]: when
written as a Hamiltonian system on T ∗Rn−1 ∼= R2(n−1), we have a positive def-
inite quadratic Hamiltonian function, and any such function can be written as
1
2
∑
λi(z
2
i +w
2
i ) where (zi, wi) is a linear canonical coordinate system on the sym-
plectic space R2(n−1).
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The coefficients λ1, . . . , λn−1 are different and incommensurable in general. It
means that the general solution of our model has the form:
xi =
n−1∑
j=1
cij sin(λjt+ dij), (4.17)
with appropriate coefficients cij and dij (so that the constraint
∑
xi = 0 is satis-
fied.) Thus, the price or mispricing of each asset class is a quasi-period function
with quasi-periods λ1, . . . , λn−1. Notice that all the asset classes share the same
quasi-periods.
We will call the above simple model the (linear deterministic) constrained n-
oscillator model of the market.
Remark 4.3. In many physics textbooks (see, e.g., [5]) one can find a so called cou-
pled n-oscillator model, which explains the waves in materials and which consists
of a chain of masses connected to each other by springs. Our model is similar to,
but different from, this coupled n-oscillator model, because the kinetic energy in
our model is different from the kinetic energy of the coupled n-oscillator model.
Figure 4.2: Coupled n-oscillator model in physics, which is not the same as
our constrained n-oscillator model
Frequencies of the system
In the linear model with the energy function
E =
1
2
∑
aix
2
i +
1
2
∑
bix˙
2
i (4.18)
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and the constraint
∑
xi = 0, we will call
Ei =
1
2
aix
2
i +
1
2
bix˙
2
i (4.19)
the energy of the i-th component, and the number γi =
√
ai
bi
the proper
frequency of the i-th component. If there were no constraint then xi(t) would be
a periodic function with period
2pi
γi
.
The following proposition show the relationship of the frequencies of the linear
constrained n-oscillator and the proper frequencies of its components.
Proposition 4.4. Assume that the proper frequencies γ1 =
√
a1
b1
, . . . , γn =
√
an
bn
of the components of the linear constrained n-oscillator (with energy E =
1
2
∑
aix
2
i+
1
2
bix˙
2
i and constraint
∑
xi = 0) are ordered in an increasing way:
γ1 ≤ γ2 ≤ . . . ≤ γn. (4.20)
Then the linear constrained n-oscillator is equivalent to a system of (n−1) free (un-
coupled) harmonic oscillators whose frequencies λ1, . . . , λn−1 satisfy the inequality
γ1 ≤ λ1 ≤ γ2 ≤ λ2 ≤ . . . ≤ γn−1 ≤ λn−1 ≤ γn. (4.21)
Conversely, if γi and λi are abitrary positive numbers which satisfy the above in-
equality in the strict sense (i.e there is no equality), then there exist positive num-
bers ai, bi such that γi =
√
ai
bi
and the frequencies of the constrained n-oscillator
with energy E =
1
2
∑
aix
2
i +
1
2
bix˙
2
i and constraint
∑
xi = 0 are λ1, . . . , λn−1.
Proof. With a linear change of the coordinates yi =
√
aixi, we can write
E =
1
2
∑
y2i +
1
2
∑ y˙2i
γ2i
(4.22)
with the constraint: ∑
αiyi = 0, (4.23)
where αi =
1√
ai
.
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The corresponding un-constrained equation is:
y + Γ.y¨ = 0, (4.24)
where Γ = diag
(
1
γ2i
)
is the diagonal matrix whose entries are
1
γ2i
. The true
equation of movement, taking into account the constraint, is:
y + Γ.y¨ ∈ R.

α1
...
αn
 . (4.25)
where y =

y1
...
yn
 . (The above equation is written in the form of an inclusion,
which means that y + Γy¨ is collinear to

α1
...
αn
.)
Let O be an orthogonal matrix such that:
O.

α1
...
αn−1
αn
 =

0
...
0
||α||
 , (4.26)
where ||α|| = √∑α2i . Then above equation is equivalent to:
Oy +OΓy¨ ∈ R.

0
...
0
1
 . (4.27)
Denote
z =

z1
...
zn
 = Oy, (4.28)
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the constraint 〈y, α〉 = 0 is equivalent to 〈z,Oα〉 = 〈Oy,Oα〉 = 〈y, α〉 = 0, i.e.
zn = 0 i.e. we can forget about zn and look only at the variables z1, . . . , zn−1.
Denote by A the left-top (n− 1)× (n− 1) minor of the positive symmetric matrix
OΓO−1, then the system is equivalent to
z + Az¨ = 0. (4.29)
From the theory of symmetric matrices, it is well-known that the eigenvalues of
A (which are
1
λ21
, . . . ,
1
λ2n−1
) and the eigenvalues of OΓO−1 (which are
1
γ21
, . . . ,
1
γ2n
)
satisfy Inequality (4.21). (This inequality is part of the so-called Gelfand-Ceitlin
triangle in the theory of linear representations of SU(n) and of integrable Gelfand-
Ceitlin systems).
Remark 4.5. The component energy functions Ei =
1
2
aix
2
i +
1
2
bix˙
2
i are not first
integrals of the constrained n-oscillator model, i.e. they also change with time
(in a quasi-period way). Thus we see a speculation energy transfer among the
components of the market in this model.
Components having the same proper frequencies
In the generic case, the frequencies λ1, . . . , λn−1 of the linear un-constrained n-
oscillator are incommensurable, and the regular minimal invariant tori of the sys-
tem in the phase space are of full dimension n−1. However, there are some special
cases when the minimal invariant tori are of dimension less than n− 1. One par-
ticular case is when there are some components whose proper frequencies are the
same.
Assume, for example:
γp+1 = γp+2 = . . . = γp+k, p ≥ 0, k ≥ 2. (4.30)
Then, according to Inequality (4.21), we also have:
γp+1 = λp+1 = γp+2 = . . . = λp+k−1 = γp+k, (4.31)
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i.e. the multiplicity of the frequency λp+1 in the linear un-constrained n-oscillator
is (at least) k − 1, and this frequency coincides with the proper frequency of k
components of the system.
By putting xˆ1 = x1, . . . , xˆp = xp,
xˆp+1 = xp+1 + . . .+ xp+k, (4.32)
xˆp+2 = xp+k+1, . . . , xˆn−k+1 = xn, we can make a reduction of the system in this
case, reducing the number of components from n to n − k + 1 (and killing the
frequency λp+1 along the way, by “averaging out” with respect to that frequency).
This procedure corresponds to the practice of regrouping many similar components
into a big sector in the market.
The coefficients associated to the sector (xp+1, . . . , xp+k) are:
aˆp+1 =
1∑k
i=1
1
ap+i
, bˆp+1 = γ
2
p+1aˆp+1. (4.33)
(The coefficients for the other components remain the same: aˆi = ai and bˆi = bi
for i 6= p+ 1, . . . , p+ k).
The speculation energy of the sector
Esector =
k∑
i=1
Ep+i =
k∑
i=1
1
2
(ap+ix
2
p+1 + bp+ix˙
2
p+i) (4.34)
is decomposed into the sum of 2 parts: the external energy (vis a vis the market)
and the internal speculation energy (which accounts for the internal movements
in the sector):
Eˆp+1 = Eexternal =
1
2
aˆp+1xˆ
2
p+1 +
1
2
bˆp+1 ˙ˆx
2
p+1
=
1
2
(∑k
i=1 xp+i
)2
∑k
i=1
1
ap+i
+
1
2
γ2p+i
(∑k
i=1 x˙p+i
)2
∑k
i=1
1
ap+i
.
(4.35)
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and
Einternal = Esector − Eexternal
=
1
2
 k∑
i=1
ap+ix
2
p+i −
(∑k
i=1 xp+i
)2
∑k
i=1
1
ap+i
+ γ2p+i2
 k∑
i=1
ap+ix˙
2
p+i −
(∑k
i=1 x˙p+i
)2
∑k
i=1
1
ap+i

(4.36)
(The energy of the other components remains the same: Eˆj = Ej =
1
2
ajx
2
j +
1
2
bjx˙
2
j
for j 6= p + 1, . . . , p + k). Remark the natural fact that Einternal ≥ 0, and this
inequality can be seen as a consequence of the Cauchy-Schwartz inequality
(
∑
ap+ix
2
p+i)(
∑ 1
ap+i
) ≥
(∑√
ap+ix2p+i
√
1
ap+i
)2
=
(∑
xp+i
)2
(4.37)
The internal movement (among the components of the sector, but does not affect
the total sector mispricing zp+1 =
∑k
i=1 xp+i) is governed by the internal energy
function Einternal. This movement is periodic of period
2pi
γp+1
(frequency = γp+1)
and is isomorphic to a synchronous (k − 1)-dimensional harmonic oscillator (i.e.
Hamiltonian system with Hamiltonian function h =
γp+1
2
∑k−1
i=1 (p
2
i + q
2
i ) on the
symplectic space (R2(k−1), ω =
∑k−1
i=1 dpi∧dqi)). This internal movement commutes
with the external movement of the market, which now has n− k + 1 components
z1, . . . , zn−k+1 instead of n components and the new speculation energy function
Eˆ =
n−k+1∑
j=1
Eˆj = E1 + . . .+ Ep + Eexternal + Ep+k+1 + . . .+ En. (4.38)
We can reduce the system, from constrained n−oscillator to constrained (n −
k + 1)−oscillator, by simply forgetting about the internal movement in the sector
consisting of k components xp+1, . . . , xp+k and considering the whole sector as just
one component xˆp+1 = xp+1 + . . .+ xp+k
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The stochastic model
Our stochastic constrained n-oscillator model of the market will be a perturba-
tion of the deterministic linear constrained n-oscillator model, which is a proper
integrable Hamiltonian systems with n−1 degrees of freedom. Under a non-linear
perturbation, an integrable systems is no longer integrable in general and may ex-
hibit chaotic behavior. Nevertheless, the KAM (Kolmogorov-Arnold-Moser) the-
ory with Nekhoroshev’s exponential time stability theory (see, e.g., [42]) say that
if the perturbation is deterministic and small and the system is non-resonant, then
the most solutions of the perturbed system are still almost quasi-periodic, at least
for a very long period of time. When stochastic terms are added, the situation
becomes more complicated. There are elements of KAM theory in the stochastic
case (e.g. the averaging method with respect to a torus action), but as far as we
know, a full KAM theory for SDS does not exist yet. Nevertheless, we will assume
that for most solutions of a reasonable stochastic perturbation of an integrable
Hamiltonian system will look like solutions of an integrable SDS (at least for a
very long period of time). For practical purposes, here we will be interested only
in such solutions. So we will look only at integrable stochastic models.
In the deterministic linear constrained n-oscillator model, the general solution has
the form:
xi(t) =
n−1∑
j=1
cijzj(t), i = 1, . . . , n, (4.39)
with
zj(t) = rj sin(λjt+ θj), j = 1, . . . , n− 1, (4.40)
where (cij) is a constant matrix of linear transformation, rj > 0 (j = 1, . . . , n− 1)
are action coordinates which do not depend on time (they are first integrals of the
system), and λjt+θj are angle coordinates which more at constant frequencies λj.
The number (rj, θj) are initial data in action-angle coordinate system.
In our simple stochastic model, will use the same linear trans matrix (cij) to write
xi(t) =
∑k−1
j=1 cijzj(t), i = 1, . . . , n, and will assume that each zj behaves like a
damped stochastic oscillator. The general solution for zj has the form
zj(t) = rj(t) sin(λjt+ θj + Sj(t)) (4.41)
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where rj(t) is no longer constant in t but satisfies a stochastic differential equation
of the form
drj(t) =
( 1
rj(t)
− f(rj(t))
)
dt+ dBjt (4.42)
(like in Example 2.18 and Example 2.19), and Sj(t) is a martingale Ito process
whose volatility is inverse proportional to rj(t): dSj(t) =
1
rj(t)
dW jt (here B
j
t and
W jt are independent Wiener processes). We will call the process satisfied by each
rj a positive bell-shaped process, in view of the shape of its stationary density
function.
In summary, our stochastic model is as follows:
xi(t) =
n−1∑
j=1
cijrj(t) sin(λjt+ θj + Sj(t)), i = 1, . . . , n. (4.43)
where:
• xi(t) is the mispricing of i-th component at time t,
• (cij) is a constant matrix of linear transformation,
• rj(t) are independent positive bell-shaped processes (j = 1, . . . , n)
• λj > 0 are frequencies.
• θj are initial angular values
• Sj(t) are independent martingale Ito processes whose volatilities are 1
rj(t)
re-
spectively, i.e.
dSj(t) =
1
rj(t)
dW jt (j = 1, . . . , n− 1) (4.44)
4.5 Market patterns
A nice feature of our physics-like modelling of financial markets using the notion
of speculation energy is that it can explain not only the cyclic nature of the
markets, but also many other market patterns, which can not be explained by the
so-called “efficient market theory” (according to which the price movements are
completely random).
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Many market patterns are written in the books on the so-called technical anal-
ysis of the stock market, but without an explanation of why are they so. The
use of technical analysis is a controversial subject in the stock market, with many
people claiming that it is completely useless, and many other people claming that
it works much better than anything else. Despite this controversy, technical anal-
ysis remains a tool very often used by investors and traders, both institutional
and individual, though probably many people do not really understand it, and
use it wrong. (Apparently, a majority of investors do not understand fundamental
analysis either).
The aim of this section is not to tell the reader how to use technical analysis,
but to try to explain the formation of some price patterns, using the physics-like
modelling of financial markets. As we mentioned in the previous section, the stock
market is a very complicated multi-body system. Even without any random terms,
a general deterministic multi-body system can already have a chaotic behavior,
and that’s why the stock market movement can be very complicated and does
not always fit to any simple pattern. That’s also why it is always much easier
to explain what already happened than to predict what will happen next. Even
when the market is almost quasi-periodic, due to the noises and the high number
of quasi-periods it is still difficult to decompose it into a sum of periodic functions
in order to predict future prices. Only at some moments, when there is a leading
term in the equation which is much stronger than all the other terms, that the
prediction becomes easier to make.
U-shaped versus V-shaped reversals
The prices reversals in the financial markets are often divided into 2 types: U-
shaped and V-shaped. The difference between U-shaped ad V-shaped reversals is
in the kinetic energy: at the point of a U-shaped reversal, the kinetic energy goes to
0, i.e. the momentum of the stock dies out before reversing (the kinetic speculation
energy changes completely into potential and other types of speculation energy).
On the contrary, in a V-shaped reversal situation, the kinetic energy is positive,
the momentum at the reversal pattern is similar to an elastic collision or bouncing
ball: when the stock hits a strong “wall”, it bounces back with almost the same
momentum.
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The creation of a “wall” can be made by a “super player” (say a big hedge fund or
a main market maker, called the “axe” in financial jargon). When the traders hit
the “wall” abruptly, the trading urge (and hence the kinetic speculation energy) is
still there, but now they have to switch sides because they cannot “go through the
wall”, thus keeping the magnitude of the momentum but changing its direction,
just like a bouncing ball.
Figure 4.3 is a picture from Wikipedia of a real bouncing tennis ball. The picture
is made up of consecutive photos taken at the speed of 25 photos/second. In
this picture, we see both V-shaped reversals (when the ball hits the floor) and
U-shaped reversals (when the ball is at locally maximal height). Notice that how
the ball moves fast at V-shaped reversals but slowly at U-shaped reversals.
Figure 4.3: Bouncing ball
An important physical property of physical objects which can bounce back with
almost the same momentum when hitting a wall is their elasticity. So apparently,
the market is also elastic when it makes V-shaped reversals, and this elasticity is
explained by the prevalence of “market swingers” (traders who switch sides easily
when they meet a resistance in the market).
Example 4.6. Figure 4.4 is a daily chart of the SP500 index for the period
07/2011 − 11/2011. Notice how it also moved like a bouncing ball during the
months 08/2011− 09/2011: every time it falls down to a level near 1100 it makes
a V-shaped (fast) reversal, but when it goes up to around 1200 it makes a U-shaped
(slow) reversal.
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Figure 4.4: SP500 index bar chart from 07-2011 to 10-2011
Notice also that V-shaped patterns can be seen more easily in short-term move-
ments, rather than long-term movements, of a financial asset price. That is because
the “walls” are often set up by “manipulators” who can often control the price of
a stock short-term, but not over the long term.
Resistance breaking
A market resistance may sometimes be anologous to a dike which prevents water
waves from overflowing. But when the waves are strong enough to break the dike
(i.e. the market momentum is strong enough to break the resistance), there will
be a flood (i.e. a large market move once the resistance is broken).
Example 4.7. Figure 4.5 and Figure 4.6 are some typical example of resistance
breaking. Notice how the price bounced back (like a V-shaped reversals) the first
times it hit the resistance, and then finally broken the resistance due to strong
speculation energy.
Market aftershocks
In geology, soon after a large earthquake in some area, there are often smaller
earthquakes in the same area, called aftershocks. The same thing happens in
the stock market.
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A market shock is usually the result of a big event, often unexpected. It brings
to a stock a large amount of speculation energy, both kinetic and potential. This
large amout of energy creates large after-shock moves in the market.
Example 4.8. Figure 4.7 and Figure 4.8 are examples of market shocks (of the
whole US stock market in 1987, and of a particular stock in 2012) together with
large aftershock movements. Notice that, just as earthquakes are often localized,
market shocks happen much more frequently in individual stocks than in the whole
market.
Figure 4.5: Support breaking of Wal-Mart Stores Inc (WMT) -chart between
2003 and 2006
Figure 4.6: Resistance breaking of Lyxor ETF STOXX Europe 600 Oil Gas -
chart between 2010-2014
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Figure 4.7: Dow Jones Industrial Average crash 10/1987
Figure 4.8: A crash of SPR (Spirit AeroSystems) in 2012
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