Abstract. We consider the non-characteristic Cauchy problem for the degenerate nonlinear parabolic equation juj a u t ¼ su, where we assume that 1=2 < a < 1. This equation is based on the fast di¤usion model. And we prove the unique continuation property for the above problem.
Introduction
The non-characteristic Cauchy problem for the parabolic equation is not well-posed in the C y class of functions, but the unique continuation property holds a fact, which was proved first by Mizohata [12] . More precisely, his result is as follows: Let u be any solution of the second order parabolic equation with linear principal parts defined in a neighborhood of the non-characteristic Cauchy surface G. Then if its Cauchy data equals zero on G, u vanishes identically along the horizontal zone of G. A model is the semilinear equation the result in [12] remains true. If f ðx; uÞ ¼ V ðxÞu and V is not locally bounded, the situation is di‰cult. When V A L ðNþ2Þ=2 loc , Lin [10] proved the following: If the solution u of (1.1) vanishes at ðx 0 ; t 0 Þ of infinite order with respect to the xvariable, then uðx; t 0 Þ ¼ 0 identically in the horizontal plane. Mizohata's proof in [12] is to make use of the theory of singular integral operators, from which the theory of pseudo di¤erential operators origins. Another elementary proof was given by Saut and Scheurer [16] . In place of (1.1) we consider the non-characteristic Cauchy problem for the equation juj a u t ¼ su: ð1:2Þ
Throughout this paper we assume that a > 0. Thus (1.2) is a degenerate nonlinear parabolic equation. In this paper we treat the equation (1.3) more general than (1.2), but our leading equation is (1.2) itself.
From the viewpoint of physics (1.2) is known as a model of the fast di¤usion. The function u means some positive power of the density of some substance. For such a case it is natural to assume that u is nonnegative. We shall consider the initial value problem for (1.2) . If the initial function is nonnegative, the solution u of (1.2) is so. The precise result is referred to Kalashnikov's work [7] , which is a survey on the theory of nonlinear parabolic equations. We note that (1.2) means the porous media equation when À1 < a < 0. In this case the function juj a u is a solution of the original porous media equation. Even if the initial value is nonnegative and smooth, the solution is not always regular. More precisely, an interface occurs. But if N ¼ 1 and Àa aþ1 is an even natural number, the local existence and the C y regularity property of solutions hold. This result is due to [14] .
We consider the non-characteristic Cauchy problem for (1.2) in the category of nonnegative solutions. By the result of Sabinina [15] it is known that uðx; t 0 Þ ¼ 0 on the horizontal plane, if uðx 0 ; t 0 Þ ¼ 0 for some point ðx 0 ; t 0 Þ A R Nþ1 . The method in [15] is to use a technique similar to the maximum principle. This implies immediately that the unique continuation property holds for nonnegative solutions of (1.2), concerning the non-characteristic Cauchy problem.
In general in order to show the unique continuation property we require an estimate, which is called Carleman's inequality. In several cases, from this inequality we can deduce an estimate on the continuous dependence of solutions under their prescribed bound and the bounds of their Cauchy data. But this is not almost correct. For the present we call such an estimate by the ''well-behaved'' estimate in accordance with John [6] , where the elliptic case was treated. On the non-characteristic Cauchy problem for (1.1) Cannon [2] proved a well-behaved estimate for the heat equation. There are several results concerning it. These are referred to [17] . For (1.2) the author and Yamashiro [3] proved a well-behaved estimate for non-negative solutions, under the assumption with 0 < a < 1. On the main theorem in [3] we assumed that N ¼ 1 and the non-characteristic surface is strictly convex. Then an estimation of the L 2 -norms of u, u x and u a u t were obtained. We now drop the assumption of the nonnegative definiteness of solutions. Then (1.2) is considerd from the viewpoint of pure mathematics. Brezis and Friedman [1] proved the existence of weak solutions of some related equations of (1.2) concerning the initial value problem. The regularity of solutions cannot be assured any more. But under some assumptions on N and a, there are infinitely many classical solutions of (1.2) taking both positive and negative values. This is stated at the end of this section. Thus it seems to us that it is meaningful to consider only classical solutions of (1.2) without nonnegative definiteness.
In place of (1.2) we consider the non-characteristic Cauchy problem for the equation
whose lower order term contains the sublinear case.
Using the method in [16] , the author [4] has proved a well-behaved estimate for solutions of (1.3) (see [5] too). In [4] some assumptions on a; b, and g are imposed. In particular it is assumed that a b 1. But in our approach the L 2 -norms of u, 'u and juj a u t can be estimated. Clearly it is impossible to weaken the assumption a b 1 by our method in [4] . In this paper our aim is to weaken the above assumption. We can replace it with the assumption 1 2 < a < 1 (see Theorems 1 and 2). The method is quite di¤erent from that in [4] ( [5] ). Furthermore the computation is more simple. However we need to suppose that the Cauchy datas are all zero. That is, the ''well-behaved'' estimate cannot be proved any longer. This is the reason why Lemma 2 in Section 3 is necessary for the proof of Theorem 1.
In our result we treat only any solution u of (1.3), but not any di¤erence of two solutions of (1.3), namely u À v, where u and v are both solutions of (1.3). From the viewpoint of the uniqueness property it is desirable to consider such a di¤erence. But up to now there is no such a consideration. We raise the following two examples.
Masuda [11] proved the backward unique continuation for Navier-Stokes equation. His result is as follows: Let u be a vector valued solution of NavierStokes equation with homogeneous boundary condition in a cylindrical domain. Let uðÁ ; t 0 Þ ¼ 0 for some t 0 . Then uðÁ ; tÞ vanishes identically for t a t 0 . Moreover
Kazdan [8] suggested the following conjecture at the end of his paper: Let u be a p-harmonic function. Let u vanish at a point with infinitely fast order. Then does u vanish identically?
Our method is to yield Carleman's inequality with a weight function. The weight function to be used here is the primitive form in [13] .
Finally we show that there are infinitely many classical solutions of (1.2) taking both positive and negative values, under some conditions on N and a. Let A > 0 and l < 0 be two given numbers. We define uðx; tÞ ¼ ðA þ altÞ 1=a wðxÞ:
then we see that u is a solution of (1.2) in R N Â ðÀy; A=ðajljÞÞ. By virtue of Kusano and Naito [9] it is known that (1.4) has infinitely many classical entire solutions taking both positive and negative values, if N b 3 and 0 < a < 4=ðN À 2Þ.
Theorems
Let x ¼ ðx 1 ; . . . ; x N Þ be the space variable in R N , and t be the time variable
Þ is denoted by OððO; 0ÞÞ, respectively.
Throughout this paper let W be a domain of class C 1 contained in the half space fx N > 0g of R Nþ1 such that qW C ðO; 0Þ. We say that W is strongly convex at ðO; 0Þ, if there exists a positive number d 0 such that W V fx N ¼ dg is a bounded domain in R N for d with 0 < d < d 0 and its diameter tends to 0 as d ! 0.
Our first aim is to prove Theorem 1. Let W be strongly convex at ðO; 0Þ. Let u A C 3 ðWÞ satisfy
Next we don't assume the strong convexity of W at ðO; 0Þ. Then we need to restrict the conclusion to the case of N ¼ 1. But on the next theorem the assumptions on a; b and g are weaker than that of Theorem 1. Writing x 1 as x simply, we have Remark. Naturally the question arises: Does the conclusion of Theorem 2 hold for general N b 2 ? We cannot yet prove this at the present stage. The reason is as follows:
After the Holmgren's transformation, the new variables are denoted by the previous ones. We set v ¼ expflx N gu for the function u in Theorem 2. Our aim is to estimate the L 2 -norm of v x N from above. But if N b 2, the term of the
Þv x N appears and we cannot find any method to estimate it.
Preliminaries
We prepare some lemmas. First we have From our assumption, 0 < uðtÞ À uðaÞ a uðtÞ. Thus we obtain the required inequality.
Next let u > 0 and u 0 < 0 in ða; bÞ. Then the left-hand side of (3. Next we give some property for classical solutions of (1.3). Let D be a domain in R Nþ1 .
Lemma 3.
Let u A C 3 ðDÞ satisfy (1.3) in D and suppose that 0 < a < 1 and
Proof. Without loss of generality we may assume that P ¼ ðO; 0Þ. We set vðtÞ ¼ uðO; tÞ. Since vð0Þ ¼ 0, it is written that vðtÞ ¼ At þ oðtÞ ðt ! 0Þ:
We often write as oðt k Þ simply, Landau's notation oðt k Þ ðt ! 0Þ. From (1.3), it follows that ðsuÞðO; 0Þ ¼ 0. Hence it follows that ðsuÞðO; tÞ ¼ Bt þ oðtÞ:
It is enough to show that A ¼ 0. Since v 0 ðtÞ ¼ A þ oð1Þ, we have from (1.3) that jAt þ oðtÞj a ðA þ oð1ÞÞ ¼ Bt þ oðtÞ þ gjAt þ oðtÞj Àb ðAt þ oðtÞÞ:
if A 0 0. But it is a contradiction, because the limits of the both sides are di¤erent if t ! 0. This means that u t ðO; 0Þ ¼ 0.
Q.E.D.
Lastly we have 
where C 0 is a positive constant depending only on a and u.
Proof. If we set k ¼ 
From this we obtain immediately the required inequality.
Proof of Theorems
First we prove Theorem 1.
(Proof of Theorem 1) We define for d < d 0 :
We put y ¼ x N , x 0 ¼ ðx 1 ; . . . ; x NÀ1 Þ and
For l < À1 we set v ¼ e ly u. Then from (1.3) 
We set
Then from the above Combining the above with (4.7), we obtain
Therefore from (4.2) and (4.3) it holds that
As previously the third term on the left-hand sided of (4.10) equals Using the previous equalities, we see that
y Þ, where C 2 ðdÞ ! 0 as d ! 0. Hence
Combining this with (4.12), we obtain
Taking d with C 1 C 2 ðdÞ < 1, we fix it. Moreover taking Àl as su‰ciently large, we conclude that ð1; v 2 Þ a C 5 jlje 2dl a C 6 e 3dl=2 :
We proceed as in the usual way. 
