We address a long-standing open problem in risk theory, namely the optimal strategy to pay out dividends from an insurance surplus process, if the dividend rate can never be decreased. The optimality criterion here is to maximize the expected value of the aggregate discounted dividend payments up to the time of ruin. In the framework of the classical Cramér-Lundberg risk model, we solve the corresponding two-dimensional optimal control problem and show that the value function is the unique viscosity solution of the corresponding Hamilton-Jacobi-Bellman equation. We also show that the value function can be approximated arbitrarily closely by ratcheting strategies with only a finite number of possible dividend rates and identify the free boundary and the optimal strategies in several concrete examples. These implementations illustrate that the restriction of ratcheting does not lead to a large efficiency loss when compared to the classical unconstrained optimal dividend strategy.
Introduction
How to optimally pay out dividends from an insurance surplus process is a classical research question starting with the papers of de Finetti [11] and Gerber [13] . When the criterion is to maximize the expected aggregate discounted dividend payments up to the time of ruin, the challenge is to find the right compromise between paying early in view of the discounting and paying late in order not to have ruin too early and profit from the typically positive safety loading for a longer time. The problem turns out to be very challenging from a mathematical point of view, and many variants have been studied over the last decades, using various different techniques, see e.g. Schmidli [18] and Albrecher & Thonhauser [3] for an overview. In recent years, the problem became well understood within the framework of modern stochastic control theory and the concept of viscosity solutions for corresponding Hamilton-Jacobi-Bellman equations, cf. Azcue & Muler [7] .
In terms of the practical insight from the resulting optimal payout strategies, one aspect often raised critically in discussions by practitioners was the following: dividend strategies implemented in practice often are designed in a way as to not decrease over time, since a decrease would send unfavorable signals to the market. Such a monotonicity of dividend rates over time (also referred to as ratcheting) is, however, not automatically present in the optimal strategies without this ratcheting constraint, as the optimal strategies are of band type (and often of simpler threshold form: pay no dividends below a certain threshold, and at maximal rate above the threshold). Hence it is an interesting question to (a) look for the optimal strategies when such a ratcheting constraint is imposed and (b) see whether this additional constraint comes at the cost of losing a lot of efficiency when compared to the un-constrained value function. 1 A first step towards answering these questions was recently obtained in [2] , where explicit calculations were performed for a restricted form of a ratcheting strategy, namely that once during the lifetime of the process the dividend rate can be increased. It was then studied, both in the Cramér-Lundberg model and its diffusion approximation, to what extent and at which surplus level such an increase should optimally be implemented, leading to some surprising relations of the optimal ratcheting level with the threshold level of unconstrained dividend strategies. However, finding the optimal solution to the general ratcheting problem for a continuum of available ratcheting levels of the dividend rate was still open. From a technical point of view, it becomes clear that in a stochastic control formulation one is faced with a (Markovian) two-dimensional problem, keeping track of both the current surplus level and the currently implemented dividend rate. The analysis of two-dimensional control problems in risk theory can be quite intricate, see e.g. Albrecher et al. [1] and Gu et al. [15] in the context of other dividend problem formulations.
In this paper, we solve the two-dimensional ratcheting problem and establish the value function as the unique viscosity solution of the respective Hamilton-Jacobi-Bellman equation. It will turn out that allowing the maximal dividend rate to exceed the rate of incoming premiums leads to some additional analytical challenges, but one can derive the respective results in that case as well. Note that the concept of ratcheting has been studied in the context of lifetime consumption in the corporate finance community, see Dybvig [12] and the very recent nice extension of Angoshtari et al. [4] . In those papers the focus is on a geometric Brownian motion as an underlying and a logarithmic or power utility function applied to the consumption rate, which together with interest rate considerations renders this model setup within the framework of Merton-type consumption problems. Despite some apparent analogies, the present risk theory setup does not fall within the class of models studied there and the techniques used for its study are quite different.
The rest of the paper is structured as follows. Section 2 describes the model setup in more detail and some basic results are derived in Section 3. Some of the respective proofs are, however, quite technical and hence delegated to an appendix. In Section 4 it is then proved that the value function of the general ratcheting problem is the unique viscosity solution of the respective Hamilton-Jacobi-Bellman equation. Section 5 studies properties of ratcheting strategies when only finitely many different dividend rates are possible, and in Section 6 it is shown that these strategies converge uniformly to the general value function, when the number of possible dividend rates tends to infinity. Section 7 identifies the resulting optimal ratcheting strategies, the free boundaries and the corresponding value functions for a number of concrete examples with exponentially and Gamma distributed claims. We also compare the optimal solutions to their counterparts in the un-constrained case (without ratcheting) and in the case when only one switch of dividend rate is allowed, as studied in [2] . It turns out that the efficiency loss due to ratcheting is remarkably small, and that a one-switch strategy already performs very similarly to the optimal general ratcheting solution. Finally, Section 8 concludes.
Model
Consider the free surplus Xt of an insurance portfolio according to the Cramér-Lundberg model
where x is the initial surplus, p is the premium rate and Ui is the size of the i-th claim. All claims are assumed to be i.i.d. random variables with continuous distribution function F . Nt is the number of claims up to time t and assumed to follow a Poisson process with intensity β. Let us denote by τi the arrival time of claim i. The process Nt and the random variables Ui are independent of each other, and we have the safety loading condition p > βE(Ui). Let Ω be the set of paths with left and right limits and let (Ω, F, (Ft) t≥0 , P) be the complete probability space generated by the process Xt.
The company uses part of the surplus to pay dividends to the shareholders with a finite rate less than or equal to a fixed rate c > 0. Let us denote by Ct the rate at which the company pays dividends at time t. Given an initial surplus X0 = x and a minimum dividend rate c at the beginning, a dividend ratcheting strategy C = (Ct) t≥0 is admissible if it is càdlàg, adapted with respect to the filtration (Ft) t≥0 , non-decreasing and if it satisfies c ≤ Ct ≤ c for all t. Moreover, the controlled surplus process can be written as
Csds.
Let us define Πx,c,c as the set of all the admissible dividend ratcheting strategies. Given x ≥ 0, c ∈ [0, c] and an admissible dividend ratcheting strategy C ∈ Πx,c,c, the value function of this strategy is given by
where τ = inf t ≥ 0 : X C t < 0 is the ruin time. Hence, for any initial surplus x ≥ 0 and initial dividend rate c ∈ [0, c], our aim is to maximize
Remark 2.1 In the case that c ≤ p, any ratcheting strategy C in Π0,c,c with C0 > p can not be optimal because the corresponding ruin time is 0. Also, in the case that Ct− ≤ p and X C t = 0 for some t > 0, any dividend ratcheting strategy with Cs > p for s > t can not be optimal because it implies immediate ruin as well. So, without loss of generality, we only consider admissible strategies that satisfy the following property: if C t − = p with X C t = 0 for t > 0, then Cs = p for s ≥ t until ruin time. Also, the only admissible strategy in Π0,p,c that we consider is to pay dividends at rate p up to the arrival of the first claim, which is the ruin time.
Remark 2.2
The dividend optimization problem without the ratcheting constraint, that is where the dividend strategy C = (Ct) t≥0 is not necessarily non-decreasing, was studied intensively in the literature (see e.g. Gerber and Shiu [14] , Schmidli [18, Sec.2.4] and Azcue and Muler [6] ). Unlike the ratcheting optimization problem, this non-ratcheting problem is one dimensional. If V N R (x) denotes the optimal value function of this non-ratcheting problem, then clearly V (x, c) ≤ V N R (x) for all x ≥ 0 and c ∈ [0, c]. It is known that V N R is non-decreasing with limx→∞ V N R (x) = c/q. Moreover, in [6] , it was proved that there exists an optimal strategy and it has a band structure. It is characterized by three sets which partition the state space of the surplus process [0, ∞). Each set is associated with a certain dividend payment action: define O N R as the set of values where no dividends are paid, B N R as the set of values where dividends are paid at the maximum possible rate c and A N R as the set of values where dividends are paid at rate p. The topological properties of these sets depend on whether the premium rate p is larger than the dividend-rate ceiling c; for example A N R is empty if l0 < p, and B N R is empty in the case c = p. The band strategies are stationary in the sense that they only depend on the current surplus. The simplest band strategies are the so-called threshold strategies, according to which dividends are paid at the maximal admissible rate c as soon as the surplus exceeds a certain threshold level xNR ≥ 0 and no dividends are paid when the surplus is less than xNR. More precisely, the threshold strategy is issues with the regularity and the proofs are more involved. It is clear that in the case of c > p, the optimal value function V is not continuous at the point (0, p). Indeed, by Remark 2.1, we have that
but V (0, c) = 0 for all c ∈ (p, c] because all the admissible strategies lead to immediate ruin. As a consequence, lim
In the case c > p, we prove the following results depending on the value of c:
with a Lipschitz bound that goes to infinity as c p. In particular, we conclude that V is continuous at any point except (0, p).
Let us start with a straightforward result regarding the boundedness and monotonicity of the optimal value function. Proof. Since the discounted value of paying the maximum rate c up to infinity is c/q, we conclude the boundedness result.
On the one hand V (x, c) is non-increasing in c because given c1 < c2 we have Πx,c 2 ,c ⊂ Πx,c 1 ,c for any x ≥ 0. On the other hand, given x1 < x2 and an admissible ratcheting strategy C 1 ∈ Πx 1 ,c,c for any c ∈ [0, c], let us define C 2 ∈ Πx 2 ,c,c as C 2 t = C 1 t until the ruin time of the controlled process X C 1 t with X C 1 0 = x1, and pay the maximum rate c afterwards. Thus, J(x; C1) ≤ J(x; C2) and we have the result.
Note that the previous proposition implies
for all 0 ≤ x1 ≤ x2 and c1 ≤ c2.
In order to obtain the Lipschitz results we add the following assumption for technical reasons:
The following proposition establishes that V is Lipschitz in the case c ≤ p and also in the case
Proposition 3.2 There exists a constant K1 > 0 such that
The proof of this proposition is in the Appendix. Lipschitz bounds for the case c > p with (x, c) ∈ [0, ∞) × (p, c] are as follows: Proposition 3.3 Assume that c > p, then there exist constants K2 > 0 and K3 > 0 such that
The proof of this proposition is in the Appendix. Note that in the case c > p, from Proposition 3. The proof of this proposition is in the Appendix.
Viscosity Solutions
In this section we introduce the Hamilton-Jacobi-Bellman (HJB) equation of the ratcheting problem and show that, in some sense, the optimal value function V defined in (2) is the unique viscosity solution of the HJB equation with boundary condition c/q when x goes to infinity. In the case that c ≤ p, we will prove that the optimal value function V is the unique viscosity solution in (0, ∞)×(0, c] satisfying limx→∞ V (x, c) = c/q. For c > p, the scenario is more complex: we first prove that V is the unique viscosity solution in (0, ∞) × (p, c] satisfying limx→∞ V (x, c) = c/q and afterwards that V is the unique viscosity solution in (0, ∞) × [0, p] satisfying V (x, p) = lim c→p + V (x, c) for x > 0 (here, we use the continuity result of Proposition 3.4).
Let us define the operator
The Hamilton-Jacobi-Bellman equation associated to (2) is given by
The function ϕ is called a test function for supersolution at (x, c).
The function ψ is called a test function for subsolution at (x, c). Proof. We prove here part (i). The proof of part (ii) is similar.
Consider now (x, c) ∈ (0, ∞) × [0, c) and the admissible strategy C ∈ Πx,c,c which pays dividends at constant rate c up to the ruin time τ . Let us denote the corresponding controlled surplus process as X C t = Xt − ct and suppose that there exists a test function ϕ for supersolution (4) at (x, c). This means that ϕ is a continuously differentiable function ϕ :
and such that V − ϕ reaches the minimum at (x, c). We extend the definition of both V and ϕ as ϕ = 0 for x < 0. Using Lemma 4.1 we get for h > 0 ,
Hence,
So, dividing by h and taking h → 0 + , we get
and so it is a viscosity supersolution at (x, c).
Let us prove now that V is a viscosity subsolution in (0, ∞) × [0, c). Arguing by contradiction, we assume that V is not a subsolution of (4) at (x, c) ∈ (0, ∞) × [0, c), then there exist ε > 0, 0 < h < min {x/2, c − c} and a continuously differentiable function ψ with ψ(
Consider the controlled risk process Xt corresponding to an admissible strategy C ∈ Πx,c,c and define τ * = inf{t > 0 :
Since Ct is non-decreasing and right-continuous, it can be written as
where C co s is a continuous and non-decreasing function. Take a non-negative continuously differentiable function ψ(x, c) in (0, ∞) × [0, c]. Since the function e −qt ψ(x, c) is continuously differentiable, using the expression (7) and the change of variables formula for finite variation processes (see for instance [16] ), we can write
We have that
is a martingale with zero expectation. Hence, from (5), we can write
So, taking expectation we obtain from (6) E e −qτ * V (Xτ * , Cτ * )
Hence, using the dynamic programming principle (4.1), we have that
but this is a contradiction in view of the assumption V (x, c) = ψ(x, c).
V (x, c) corresponds to the value function of the strategy that pays dividends at constant rate c, so the following lemma is a standard one-dimensional result.
We now show that V satisfies a boundary condition as x goes to infinity.
Proof. We first prove the result for c = c.
cannot be bounded and this is a contradiction, so such a sequence exists. We obtain
, so that we obtain the result.
We now give the comparison result for viscosity solutions. 
Proof. The proof of this lemma is a two-dimensional generalization of Proposition 4.2 of Azcue and Muler [6] . We use in this proof an equivalent formulation of viscosity solution, see for example Sayah [17] and Benth, Karlsen and Reikvam [10] : Let us define the operators
for any s > 1. We have that ϕ is a test function for supersolution of u at (x, c) if and only if ϕ s = sh(c)ϕ is a test function for supersolution of u s at (x, c). We have
and
Since limx→∞ u(x, c) = limx→∞ u(x, c) = L, we have that there exists a b > x0 such that
We obtain from (12) that
Call (x * , c * ) := arg max
. Since u and u s 0 are locally Lipschitz, there exists a constant m > 0 such that
and, for all λ > 0, the functions
We have that the partial derivatives are
.
We show that there exists λ0 large enough such that if λ ≥ λ0, then (x λ , y λ , c λ , d λ ) / ∈ ∂A. The maximum is not achieved on the boundary y = x because
Let us see now that the maximum is also not achieved on the boundary x = 0. Since Σ λ is continuous and locally Lipschitz, by (17) there exists an open set
where Σ λ does not achieve the maximum. Correspondingly, there exists an ε > 0 such that the maximum of Σ λ is not achieved at the points (0, y, c, d) with 0 ≤ y < ε. Moreover, since u is a non-decreasing function in x, we have from (12) and (15) that
for λ large enough if y > ε > 0; so the maximum is not achieved on the boundary x = 0. With similar arguments, it can be proved that the maximum is not achieved on the boundaries y = b, c = c1, c = c2, d = c1 and d = c2.
is a test for subsolution for u at (x λ , c λ ), and so
is a test for supersolution for u s 0 at (y λ , d λ ) and so
Since
Therefore, from (20), (19) and ψx(x λ , c λ ) = ϕ s x (y λ , d λ ), we get
Using the inequality
we obtain that
which together with (14) gives
We can find a sequence λn → ∞ such that (x λn , y λn , c λn , d λn ) → x, y, c, d ∈ A. From (23), we get
λn , which gives x = y and c = d. Using that y λn ≥ x λn for all n, we obtain from (22) that
From (23) we get that lim n→∞ λn (x λn − y λn , c λn − d λn ) 2 2 = 0, hence from (16) and (24) we obtain
This is a contradiction, which establishes the result.
As a consequence of the previous lemma, we have the following two propositions concerning uniqueness for the cases c ≤ p and c > p. In the case c ≤ p the uniqueness is a direct consequence of From Definition 2, Lemma 4.5, and 4.4 together with Proposition 4.2, we also get the following verification theorem that will be used in the next section. 
is a viscosity supersolution of the HJB equation (4) in (0, ∞) × (c1, c2) with limx→∞ W (x, c) = c/q, then W is the optimal value function V .
Finite ratcheting strategies
In this section we introduce ratcheting strategies when only a finite number N of dividend rates are possible and find the optimal value function in this restricted setting. This optimization problem is no longer two-dimensional and can be reduced to N one-dimensional obstacle problems. We also show that there exists an optimal finite ratcheting strategy and we construct it recursively. In Section 6 we will then use the optimal value function of this restricted setting to approximate the optimal value function V for the general case.
Consider a finite set G = {c1, c2, . . . cN } in the interval [0, c] with c k < c k+1 and cN = c. The task is then to find the optimal value function among the ratcheting strategies with dividend rates in G.
To that end, let us define the family of admissible strategies Π G
x,c,c ⊂ Πx,c,c as Π G x,c,c = {C ∈ Πx,c,c such that Im(C) ⊂ G}. and the optimal value function within the restricted class as
Let us first state some basic properties of V G . These properties mirror the properties of the optimal value function V. The proofs are the same as those of Propositions 3.1, 3.2, 9.6 and 4.4 but considering admissible strategies in the set Π G
x,c,c instead of Πx,c,c.
3. Assume that c > p, then there exist constants K2 > 0 and K3 > 0 such that
From the problem definition, for any given finite set
We can now describe V G (x, c k ) for k = N − 1, N − 2, ..., 1 recursively as a problem of optimal irreversible switching times as follows. Analogously to Section 2 in Azcue and Muler [8] , consider the decision-time problem with obstacle function V G (x, c k+1 ). Given any initial surplus x ≥ 0 and c k ∈ G, take the strategy that pays dividends at constant rate c k up to the stopping time T k ≥ 0. Define
The value V G (x, c k ) can be interpreted as the expected discounted dividend payment at rate c k up to the optimal stopping time T k ∧ τ plus an exit dividend payment of V G (XT k ∧τ , c k+1 ) at this time. With this recursive construction, the decision time T k corresponds to the time at which the admissible strategy C = (Ct) t≥0 ∈ Π G x,c,c changes from c k to some c l with l > k. We define TN = ∞ because cN = c is the maximum possible dividend rate.
then by Lemma 4.3 and Proposition 4.4, V G (·, cN ) is the unique solution of the integro-differential equation Lc(v)(x) = 0 in [0, ∞) with limx→∞ u(x) = c/q. Analogously to the proofs of Section 3 in Azcue and Muler [8] , it can be proved that V G (·, c k ) is a viscosity solution of the obstacle problem
in (0, ∞) and that V G (·, c k ) is the smallest viscosity supersolution of (28) with limx→∞ u(x) = c/q.
Remark 5.1 From the previous result, we conclude that if the value function of any admissible strategy in Π G x,c k ,c is a viscosity supersolution of (28), then it is V G (x, c k ). If we define the closed sets
we have that D * k is non-empty, because otherwise limx→∞ V G (x, c k ) = c k /q < c/q. Given any initial surplus x ≥ 0 and c k ∈ G, the optimal decision time T * k is the first time at which the surplus process Xt hits D * k . We define D * N = ∅ because cN = c is the maximum possible dividend rate. We have that there exist optimal strategies C G
x,c ∈ Π G x,c,c of the (restricted) optimization problem (25) for any (x, c) ∈ [0, ∞) × [0, c] and these strategies are described by the optimal change region
in the following way:
• Given (x, c) ∈ [0, ∞) × [0, c], take k1 = min{k : with 1 ≤ k ≤ N , c k ≥ c and x / ∈ D * k }, and pay dividends at constant rate c k 1 up to the first time T k 1 that the controlled surplus process Xt hits D * k 1 . • Take k2 = min{k : with k1 < k ≤ N and XT k 1 / ∈ D * k }, and pay dividends at constant rate c k 2 up to the first time T k 2 that the controlled surplus process Xt hits D * k 2 , etc. Note, that since 1 ≤ k1 < k2 < · · · ≤ N, the number of k i s is at most N.
More precisely, the optimal strategy C G
x,c = (Ct) t≥0 ∈ Π G x,c,c is given by
Note that the optimal strategies C G x,c ∈ Π G x,c,c are stationary in the state space [0, ∞) × [0, c], in the sense that the current dividend rate depends only on (Xt, C t − ) ∈ [0, ∞) × [0, c] (using the notation C 0 − = c). 6 Approximation with value functions of finite ratcheting strategies
Let us now use the value functions V G of finite ratcheting strategies to approximate the optimal value function V as the mesh size of G goes to zero. For any n ∈ N, take the following set in [0, c], G n := k 2 n c : k = 0, ..., 2 n .
For convenience, we add p to this set in the case that c > p, and use the abbreviation V n (x, c) := V G n (x, c). We will prove in this section that limn→∞ V n (x, c) = V (x, c) and we will study the uniform convergence of this limit. Remark 6.1 The value function of the one-step ratcheting problem considered by Albrecher et al. in [2] , which increases the dividend payment from 0 to c only once and for all, corresponds to V 0 with G 0 = {0, c} in our setting.
(32) Remark 6.2 From Proposition 5.1, we obtain immediately similar results for V :
for all 0 ≤ x1 ≤ x2 and 0 ≤ c1 ≤ c2 ≤ min {c, p}.
(3) In the case c > p, there exist constants K2 > 0 and K3 > 0 such that
for all 0 ≤ x1 ≤ x2, and p < c1 ≤ c2 ≤ c.
We have the following results about uniform convergence in (32). Proposition 6.1 In the case c ≤ p, the sequence V n converges uniformly to V . In the case c > p, the sequence V n converges uniformly to V in [0, ∞) × [c1, c] for any c1 > p.
Proof. Let us show that V n converges uniformly to V in the case c ≤ p, the case c > p is similar. Since V is non-decreasing in x and limx→∞ V (x, c) = c/q, for any ε > 0 there exists x0 such that
Since V and V n are non-decreasing in x and non-increasing in c, we have 
Indeed, by pointwise convergence at (x1, c1), there exists a k such that
By Proposition 5.1 and Remark 6.2, there exists an
Therefore, we obtain (34). Taking a finite covering of the compact set K by balls of radius η we conclude that there exists an n1 such that V (x, c) − V n (x, c) < ε for any (x, c) ∈ K and n ≥ n1. The result follows from (33). Proof. Since V (x, c) is a limit of the value functions V n (x, c) of admissible strategies and limx→∞ V (x, c) = c/q, by virtue of Theorem 4.8 it is enough to prove that V is a viscosity supersolution of (4) at any point (x0, c0) with x0 > 0 and c0 = p. Since V is non-increasing in c, V c(x0, c0) ≤ 0 in the viscosity sense; so it is sufficient to show that L(V )(x0, c0) ≤ 0 in the viscosity sense. Take a test function ϕ for viscosity supersolution of (4) at (x0, c0), i.e. a continuously differentiable function ϕ with V (x, c) ≥ ϕ(x, c) and V (x0, c0) = ϕ(x0, c0).
In order to prove that L(ϕ)(x0, c0) ≤ 0, consider now, for γ > 0 small enough,
Given n > 0, let us define cn := min{c ∈ G n : c ≥ c0}, We have that cn c0 and, from Proposition 6.1, limn→∞ a γ n = 0 and limn→∞ b γ n = 0. We also have that limn→∞ x γ n = x0 because
Note that ϕ n (·) = ϕγ(·, cn) + a γ n is a test function for viscosity supersolution of V n (·, cn) in equation (28) at the point x γ n because ϕγ(x γ n , cn) + a γ n = V n (x γ n , cn) and ϕγ(x, cn) + a γ n ≤ V n (x, cn) for x ∈ [0, x0 + 1]. Hence, we obtain Lc n (ϕ n )(x γ n ) ≤ 0. Since (x γ n , cn) → (x0, c0), ϕ n (·) = ϕγ(·, cn) + a γ n → ϕγ(·, c0) as n → ∞ and ϕγ is continuously differentiable, one gets
Finally, as ∂xϕγ(x0, c0) = ∂xϕ(x0, c0)
and ϕγ ϕ as γ 0, we obtain that L(ϕ)(x0, c0) ≤ 0 and the result follows.
Numerical illustrations
In this section we present some examples in which we approximate the optimal ratcheting value V by the (optimal) finite ratcheting function Let us describe first how we obtain the optimal finite ratcheting function for any finite set G. Since an optimal finite ratcheting strategy exists for any finite set G and it is associated to the optimal change region D G given in (30), we define, for any family of change sets D = (D k ) k=1,...,N −1 with D k closed in [0, ∞) the associated finite ratcheting strategy as follows:
• Given (x, c) ∈ [0, ∞) × [0, c], take k1 = min{k : with 1 ≤ k ≤ N , c k ≥ c and x / ∈ D k }, and pay dividends at constant rate c k 1 up to the first time T k 1 that the controlled surplus process Xt hits D k 1 .
• Take k2 = min{k : with k1 < k ≤ N and XT k 1 / ∈ D k }, and pay dividends at constant rate c k 2 up to the first time T k 2 that the controlled surplus process Xt hits D k 2 , etc.
Denote the non-change sets as U k := [0, ∞) \ D k . For the value function W D associated to the family D = (D k ) k=1,...,N −1 we have the following:
• If cN = c, then W D (·, c) is the unique solution of Lc(v) = 0 with boundary condition limx→∞ v(x) = c/q.
• If p = c k and U is a connected component of U k , then W D (·, p) is the unique solution of Lp(v) = 0 in U.
Note that W D (·, c k ) only depends on the sets D k , ..., DN−1.
In order to find the optimal finite ratcheting strategy, we assume that the optimal change sets D * k have finitely many connected components and so U * k are bounded and have finitely many connected components. We construct the optimal finite ratcheting function V G (·, c k ) defined in (25) and the optimal change sets D * k for k ≤ N by going backward recursively as follows: V G (·, cN ) is the unique solution of Lc(v) = 0 with boundary condition lim x→∞v(x) = c/q. Having constructed V G (·, c k+1 ) and D * k+1 , .., D * N −1 , we consider first the case in which the sets D k and U k have one connected component, i.e. D k = [d k , ∞), and maximize W D (·, c k ) with the one parameter d k . If there exists a maximized value function W D (·, c k ) and it is a viscosity supersolution of (28) then, by Remark 5.1,
is the value for which the maximum is attained. If this is not the case, we consider change sets D k with two connected components and non-change
. We then maximize W D (·, c k ) with two parameters d 1 k < d 2 k , ; if there exists a maximized value function W D (·, c k ) and it is a viscosity supersolution of (28),
being the values for which this maximum is attained. If this not the case we proceed to three parameters, and so on.
We first consider three examples with exponentially distributed claim sizes: two for c < p and one with c > p. Figure 1 shows the approximation V (x, 0) of the optimal value function V (x, 0) as a function of x. Figure 2 depicts in gray the change region D G 8 In Figure 3 , we compare V (x, 0) with the value function V 0 (x, 0) of only one possible switch during the lifetime of the process. We find that the optimal strategy for V 0 is given by the set
00, ∞), i.e. to switch to the maximal dividend rate 1.72 as soon as the surplus reaches the value 2 (cf. the dotted line in Figure 2 ). One sees that the difference of the value functions is surprisingly small relative to their absolute values. That is, the improvement from being allowed to only raise your dividend rate once rather than ratcheting continuously is quite minor. Note also the spread of the optimal boundary to 'enter' a dividend rate level around the one-time jump level at x = 2. In order to see how the number of possible switches changes the value function, Table 1 gives the maximum error (w.r.t. the approximation V 8 (x, 0)) across the considered x-range for the respective refinements V n (x, 0) as n increases from 0 to 7. Depending on the desired accuracy one can then decide which value of n is advised. In particular, n = 8 (e.g. 256 Table 1 : max x {V 8 (x, 0) − V n (x, 0)} for various values of n possible switches) already seems to be a very satisfactory approximation of V (x, 0), given that the improvement over the case with 128 possible switches (n = 7) is already quite minor. On the other hand, the efficiency loss of the expected discounted dividend payments by ratcheting compared to the general un-constrained dividend problem is relatively larger (yet still surprisingly small in relative terms). Figure 4 depicts the corresponding difference as a function of initial capital x. Note that the optimal strategy in the un-constrained problem is a threshold strategy with threshold xNR = 1.57, i.e. whenever the surplus is above xNR = 1.57, dividends are paid at the maximal rate 1.72 and no dividends are paid when the surplus is below that level (see e.g. [14] ). For illustration, xNR is plotted as a dashed line in Figure 2 . Table 2 shows again the increasing accuracy when increasing the number of allowed switches of the dividend rate. Here, the optimal strategy for V 0 is given by the set
79, ∞) and the optimal strategy in the non-ratcheting problem is a threshold strategy with threshold xNR = 9.26, the latter being to the left of the gray region in Figure 6 . Figure 9 gives the approximation V (x, 0) of the optimal value function V (x, 0) in this case, and the change region D G 8 is plotted (in gray) in Figure 10 Figure 12 : Improvement from the optimal ratcheting strategy to the un-constrained optimal dividend strategy as a function of x
One observes that now we have a region of the free boundary where the dividend rate c is not increased for growing x. Concretely, it takes a much larger surplus value until it is optimal to start n 0 Table 3 : max x {V 8 (x, 0) − V n (x, 0)} for various values of n making use of the possibility to pay out dividends at a higher rate than the one of incoming premiums. Figure 11 again shows the efficiency gain from the optimal one-switch strategy (which in this case is characterized by the set ∞) ) to the general ratcheting strategy, and Table 3 shows again the quality improvement of the approximation when allowing more and more switches. Figure 12 , on the other hand, depicts the difference of the value functions of the optimal dividend problem without and with ratcheting. In this case, the optimal threshold for the non-constrained case is xNR = 1.76; since c > p, this means that the optimal strategy is to pay no dividends if the current surplus is less than xNR, to pay dividends at maximum possible rate c if the current surplus is greater than xNR and to pay dividends at rate p if the current surplus coincides with xNR.
Remark 7.1
The numerical approximation suggests that, in the examples above, the optimal ratcheting strategy is given by the optimal free boundary
which separates the non-change region with the change region; here C * is a non-decreasing function with C * (x) = 0 for x small and C * (x) = c for x large enough. More precisely,
• If the initial values are (x, c) with c < C * (x), the optimal strategy is to pay dividends at rate C * (x).
• If the initial values are (x, c) with c > C * (x), the optimal strategy is to pay dividends at rate c until the controlled trajectory (X C t − ct, c) in the state space reaches the free boundary G. • If the initial values (x, c) are on the free boundary G with c < p, the optimal strategy is to pay dividends at rate C * (x). In this case the trajectory in the state space X C t , C * (X C t ) remains on the free boundary G until either ruin occurs or a next claim arrives.
• If the initial values (x, c) are on the free boundary G with c = p, the optimal strategy is to pay dividends at rate p. In this case the trajectory in the state space X C s , C * (X C s ) is constant (x, p) until either ruin occurs or a next claim arrives.
• If the initial values (x, c) are on the free boundary G with c > p, the optimal strategy is to pay dividends at rate c. In this case the trajectory in the state space falls immediately into the non-change region.
Example 7.4 As a final example, we would like to see how the ratcheting constraint changes the un-constrained dividend problem in the case where a band strategy is optimal for the latter. To that end, choose β = 10, p = 21. Table 4 depicts the approximation improvement when increasing the number of possible switches. From Figure 14 one sees that in this case the sets D * k = [0, d 1 * k ] ∪ [d 2 * k , ∞) have two components with d 1 * k < d 1 * k+1 and d 2 * k < d 2 * k+1 and so D * k+1 D * k . In Figure 17 , we show the derivative of V (x, 0) for small values of x. Note that the function V (x, 0) is continuous but not differentiable at the point d 1 * 0 = 0.076 because the optimal strategy consists of paying dividends at maximum rate c if the current surplus is less than or equal to d 1 * 0 , but paying no dividends if the current surplus is slightly Figure 14 , and paying no dividends elsewhere -so not a threshold strategy anymore) to the ratcheting case. The optimal strategy for V 0 (i.e. when only one switch of dividend rates is possible) is given by the set
13, ∞) now has two connected components (cf. dotted lines in Figure 14 ). Remark 7.2 In Example 7.4 the optimal ratcheting strategy is given by two optimal free boundaries G1 = {(x, C * 1 (x)) : x ≥ 0} and G2 = {(x, C * 2 (x)) : x ≥ 0} which bound the non-change region on the left and on the right respectively; here C * 1 and C * 2 are non-decreasing functions with C * 2 ≤ C * 1 and C * i (x) = 0 for x small and C * i (x) = c for x large enough for i = 1, 2. More precisely,
• If the initial values are (x, c) with c ≥ C * 1 (x), the optimal strategy is to pay dividends at maximum rate c.
• If the initial values are (x, c) with c < C * 2 (x), the optimal strategy is to pay dividends at rate C * 2 (x). • If the initial values (x, c) are on the free boundary G2 but not in G1, the optimal strategy is to pay dividends at rate C * 2 (x); in this case the trajectory in the state space X C t , C * 2 (X C t ) remains on the free boundary G2 until either ruin occurs or the next claim arrives.
• If the initial values (x, c) are in the non-change region (i.e. C * 2 (x) < c < C * 1 (x)), then the optimal strategy is to pay dividends at rate c until the controlled trajectory (X C t − ct, c) in the state space exits the non-change region.
Conclusion
In this paper we solved the general problem of identifying optimal dividend strategies in an insurance risk model under the additional constraint that the dividend rate needs to be non-decreasing over time. We showed that the value function is the unique viscosity solution of a two-dimensional Hamilton-Jacobi-Bellman equation and can be approximated arbitrarily closely by optimal strategies for finitely many possible dividend rates. The analysis is considerably more complicated when the maximal dividend rate is allowed to exceed the incoming premium rate. We derived the free boundaries and optimal strategies numerically for a number of concrete cases with exponential and Gamma claim sizes, and the results illustrate that the value function with ratcheting is not much lower than the one without the ratcheting constraint. Also, a comparison shows that the previously studied one-switch strategy performs remarkably well, i.e. the further improvement in the case of general ratcheting is typically not substantial. We also showed that for parameter settings where a band strategy is optimal in the non-constrained case, the band-type structure remains optimal for the ratcheting solution, then with two free boundaries in the domain of initial surplus and initial dividend rate. 
for all 0 ≤ x1 ≤ x2 and c ≤ min {c, p} .
Proof. Take ε > 0 and C ∈ Πx 2 ,c,c such that
Then the associated control process is given by
Ui.
Let τ be the ruin time of the process X C t . Assume first that c ≤ p and define C ∈ Πx 1 ,c,c as Ct = Ct, where
For the ruin time τ ≤ τ of the process X C t , it holds X C t − X C t = x2 − x1 for t ≤ τ . Since c ≤ p, ruin can occur only at the arrival of a claim. Hence, using (36) we have
With the definitions
Ui and
we have { τ = τj and τ > τj} = x2 + A C τ j − Uj−1 ≥ Uj > x1 + A C τ j − Uj−1 , and by the i.i.d. assumptions τj, Uj and Uj−1 are mutually independent. This implies
. From (37) and (39) we get the result with K1 = Kβc/q 2 .
Consider now c ≤ p < c. The main difference in this case is that ruin can occur not only at the arrival of a claim but also if dividends are paid with current surplus zero at a rate greater than p.
Let us prove first the result for c = p. Consider C ∈ Πx 2 ,p,c as in (36) and
We put T = ∞ in the event τ 0 (Cs − p) ds < x2 − x1.
Define C ∈ Πx 1 ,p,c as follows: Ct = p for t ≤ T and then Ct = Ct and τ ≤ τ as the ruin time of the controlled process X C t . Note that if T ≤ τ we have X C T = X C T because
and so X C t = X C t for T ≤ t ≤ τ = τ . In the event that T > τ , we have 0 < X C t − X C t ≤ x2 − x1 for all t ≤ τ ; also τ coincides with the arrival of a claim since Cs = p for s ≤ τ . Therefore, from (40) and using the proof of (39) we can write if Ct ≤ p for all t ≤ τ then T1 = ∞.
Since V (·, p) is non-decreasing and continuous, we can find (as in Lemma 1.2 of [7] ) an increasing sequence (yi) with y1 = 0 such that if y ∈ [yi, yi+1) then 0 ≤ V (y, p) − V (yi, p) ≤ ε/2; consider admissible strategies C i ∈ Πy i ,p,c such that V (yi, p) − J(yi, C i ) ≤ ε/2. Let us define the dividend payment strategy C ∈ Πx 1 ,c,c as follows: Ct = Ct for t < T1 and Ct = C i t−T 1 for t ≥ T1 in the case that X C T 1 ∈ [yi, yi+1); note that, with this definition, the strategy C turns out to be Borel measurable and so it is admissible. With arguments similar to the ones used before, we obtain
Lemma 9.2 There exists K2 > 0 such that
for all x ≥ 0 and 0 ≤ c1 ≤ c2 ≤ min {c, p} .
Proof. Take ε > 0 and C ∈ Πx,c 1 ,c such that
and define the stopping time T = min{t : Ct ≥ c2}.
Recall that τ is the ruin time of the process X C t . Consider first the case c ≤ p and define C ∈ Πx,c 2 ,c as Ct = c2I t< T + CtI t≥ T ; denote by X C t the associated controlled surplus process and by τ ≤ τ the corresponding ruin time. Since c ≤ p, both X C t and X C t are non-decreasing between claim arrivals, and ruin can only occur at the arrival of a claim. We also have that Cs − Cs ≤ c2 − c1. We can write Using the definitions given in (38), we have
Note that by the i.i.d. assumptions of the compound Poisson process we have that τj, Uj and Uj−1 are mutually independent. Hence, (44) and (45) we get the result with K2 = Kβc/q 3 .
Let us consider now the case c > p. Take C ∈ Πx,c 1 ,c as in (42) and T as in (43). For T1 := min{t : Ct ≥ p}, since c2 ≤ p, we have that T1 ≥ T . Consider the increasing sequence (yi) and the admissible strategies C i ∈ Πy i ,p,c introduced in the proof of Lemma 9.1, and define the dividend payment strategy C ∈ Πx,c 2 ,c as follows: take rate c2 for t ≤ T , Ct for T ≤ t < T1 and for t ≥ T1 take Ct = C i t−T 1 in the case that X C T 1 ∈ [yi, yi+1); as before, the strategy C turns out to be Borel measurable and so it is admissible. With arguments similar to the ones used before, we obtain,
Proof of Proposition 3.3
Proposition 3.3 follows from the following two lemmas:
3 Assume that c > p, then there exist constants K2 > 0 and K3 > 0 such that
for all 0 ≤ x1 ≤ x2 and p < c ≤ c.
Define C ∈ Πx 1 ,c,c as Ct = Ct, and let us call τ ≤ τ the ruin time of the process X C t , then X C t − X C t = x2 − x1 for t ≤ τ . Hence, using (46) and (39) we have,
We also get
Assume now that τ ∈ (τj−1,τj) (and so τ < τ ). Then
Hence, we get
and this implies
We also have
So, from (47), (48), (49) and (50), we get the result with K2 = cKβ/q 2 and K3 = c(1 + β/q).
Lemma 9.4 Assume that c > p, then there exist constants K2 > 0 and K3 > 0 such that
for all x ≥ 0 and p < c1 ≤ c2 ≤ c.
Proof. If x = 0, V (x, c) = 0 for all c > p. Consider now x > 0 and p < c1 < c2 ≤ c. Take ε > 0 and C ∈ Πx,c 1 ,c such that J(x; C) ≥ V (x, c1) − ε; we define the admissible strategy T = min{t : Ct ≥ c2}.
C ∈ Πx,c 2 ,c as Ct = c2I {t< T } + CtI {t≥ T } , and the ruin times τ and τ of the processes X C t and X C t respectively. In this case both τ and τ are finite with τ ≥ τ . Note that
Let us define as T0 = min{t : x + t 0 (p − Cs)ds = 0} as the ruin time of the controlled process X C t . In the event of no claims, we have τ ≤ T0. Since c ≥ Cs ≥ c2 > p, T0 is finite and satisfies
So we have
and then
We can write, using (45),
In the case that τ ∈ (τj−1, τj) and τ > τ , we have that
Then we get, from (53),
Hence, by virtue of (48), (50) and (55),
. Therefore, from (54) the result is established with K2 = cβK/q 3 and K3 = c (1 + β/q).
Proof of Proposition 3.4
The proof of Proposition 3.4 is quite technical. In addition to some technical lemmas below, we will use the exponential inequality
for z > 0, γ > 0 and η > 0, as well as the following elementary remark about convolutions of independent distribution functions. 
With a recursive argument the proof extends to all Uj for j ≥ 1.
Let us call J c x the value function of the strategy in Πx,c,c that pays dividends at a constant rate c until ruin. We first compare J p x with J c x for c > p. Lemma 9.5 If c > p, there exists a positive constant K, such that,
for any 0 < α < 1 and x > 0.
Proof. Let us call C ∈ Πx,p,c the constant strategy Ct = p and C ∈ Πx,c,c the constant strategy Ct = c > p for all t. Define again τ as the ruin time of the process X C t and τ the one of the process X C t . We have that τ coincides with the arrival of a claim and τ ≤ τ , so we get the first inequality since
Note that if τ ∈ (τj−1, τj), then τ > τ . In the event that τ ∈ (0, τ1) we have τ = x/(c − p). From (56), we get
In the event that τ ∈ (τ1, τ2), we have X C τ 1 = x − (c − p)τ1 − U1 > 0. We consider two cases:
In the first case, using the Lipschitz condition on F , we obtain
In the second case, we have (τ − τ1)
In a similar way, and using Remark 9.1, we obtain,
for any j ≥ 3 and so from (50), (57) and (58) we get the second inequality.
In the next lemma, we give an alternative version of the Lipschitz condition for x > 0 and c > p. Here, for x2 > x1 ≥ δ > 0, the growth of the Lipschitz bound as c → p + , goes to infinity but slower than the bound obtained in Lemma 9.3. Proof. Take ε > 0 and C ∈ Πx 2 ,c,c such that
and call τ the ruin time of the process X C t . Define C ∈ Πx 1 ,c,c as Ct = Ct and call τ the ruin time of the process X C t ; it holds that τ ≤ τ and X C t −X C t = x2 −x1 for t ≤ τ . In the event that τ ∈ (τj−1,τj) (and so τ < τ ), X C τ = 0 and so X C τ = X C τ + (x2 − x1) = x2 − x1. Hence, since Cs ≥ C τ for s ≥ τ ,
From (47) and (61), we get
since 1 − e −ay ≤ ay.
In the event that τ ∈ (0, τ1),
so τ ≥ x1/(C τ − p). By (56), we get
In the event that τ ∈ (τ1, τ2), we consider two cases: X C τ 1 > x1 (C τ − p) α and 0 < X C τ 1 ≤ x1 (C τ − p) α . Analogously to the proof of Lemma 9.5, we use the Lipschitz condition on F in the first case and (56) in the second case to obtain
In a similar way, and using Remark 9.1, we obtain
for any j ≥ 3 and so from (50), (63) and (62), we get the result. for all initial surplus levels 0 ≤ y ≤ δ. We assume δ < min {1/4, x}, so δ 3/2 < δ/2. Consider C ∈ Πx,p,c such that J(x; C) ≥ V (x, p) − ε and define T1 := min t ≥ 0 : X C t ≤ δ and T2 such that ∞ T 2 e −qs cds = c q e −qT 2 ≤ ε.
Take c ∈ (p, c) such that c − p ≤ min{δ 3/2 /T2, (ε/T2) 5 , ε, δ 3/2 }.
Let us define T := min{t : Ct ≥ c}. Since V (·, c) is non-decreasing and continuous, we can find (as in Lemma 9.1) an increasing sequence (yi) with y1 = 0 such that if y ∈ [yi, yi+1), then 0 ≤ V (y, c) − V (yi, c) ≤ ε/2. Consider admissible strategies C i ∈ Πy i ,c,c such that V (yi, c) − J(yi, C i ) ≤ ε/2. Let us now define the admissible strategy C ∈ Πx,c,c as follows: Ct = c for t < T ; in the event that T1 ≤ T (and so X C T ≤ δ), the strategy for t ≥ T consists of paying dividends at constant rate c until ruin; and in the event that T1 > T (and so X C T > δ), we define Ct = C i t−T 1 for t ≥ T in the case that X C T 1 ∈ [yi, yi+1). Note that with this definition the strategy C turns out to be admissible and Cs − Cs ≤ 0 for s ≤ T .
Let us call τ and τ the ruin times of the processes X C t and X C t , respectively. In order to prove the result, we consider different cases depending on the value of T : 
In the event that T < τ and T ≥ T1, the strategy is Ct = c for all t. If T1 does not coincide with the arrival of a claim, then X C T 1 = δ (and so X C T 1 ≥ δ/2). Then we can write, using (64), Proposition 3.2 and Lemma 9. 
Finally, in the event that T < τ , T ≥ T1 and T1 coincides with the j-th claim arrival, then X C T 1 = X C τ j ∈ (0, δ) and X C τ − j ≥ δ. Hence, 
