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A acurácia e precisão na avaliação quantitativa de povoamentos para fins comerciais 
são fundamentais, especialmente a estimativa do volume individual. Nesse contexto, 
as equações de volume e funções de afilamento são importantes ferramentas para a 
estimativa do volume individual, ambos com métodos tradicionalmente aplicados e 
sólida teoria. Por outro lado, a inovação matemática é muito dinâmica, com diversos 
outros recursos disponíveis para o estudo de aproximação de função (regressão), 
métodos esses que ainda carecem de estudos de base, podendo potencialmente 
melhorar as estimativas no campo de modelagem florestal. Assim, o trabalho tem 
como objetivo principal analisar a acurácia de técnicas de aprendizado de máquina 
em relação a um modelo volumétrico e a uma função de afilamento, para a espécie 
Acacia mearnsii De Wild. Foram utilizados dados de cubagem Acacia mearnsii, 
variando de 1 a 10 anos. A base de dados foi dividida em 60% para ajuste e o 
restante para validação. Foram ajustadas equações com o modelo volumétrico de 
Schumacher e Hall e com a função de afilamento de Hradetzky, comparados com 
três algoritmos de aprendizado de máquina: k-vizinho mais próximo (k-NN), Random 
Forest (RF) e Redes Neurais Artificiais (RNA) para a estimativa do volume total e 
diâmetro referente à altura relativa. Os modelos foram ranqueados conforme 
estatísticas de erros, bem como observadas as distribuições destes. Para a 
estimativa do volume em função do dap e altura, a RNA e o modelo de Schumacher 
e Hall apresentaram melhores resultados no ranqueamento do que o k-NN e RF. Os 
métodos de aprendizado de máquina aplicados se mostraram mais acurados que o 
polinômio de Hradetzky para estimativas da forma da árvore, tais como o diâmetro 
ao longo do fuste e volume total. Os modelos de AM se mostraram adequados como 
alternativa na modelagem tradicionalmente aplicada na mensuração florestal, 
contudo a sua utilização deve ser cuidadosa devida a maior possibilidade de 
supertreinamento a base de ajuste.  
 






Accuracy and precision are essential topics when it comes to the quantitative 
evaluation of a forest stand with commercial purposes, especially in regards to the 
estimation of individual volume. In one hand, due to its solid theory, volume 
equations and taper functions are important tools for estimating individual volume. 
On the other hand, the mathematical breakthrough is dynamic, having several 
resources for the study of approximation functions (regression). However, these new 
methods still lack baseline studies and may potentially improve estimates in the 
forest modeling field. Under this circumstances, this study aims to analyze the 
accuracy of machine learning techniques in regards to a volumetric model and a 
taper function for the species Acacia mearnsii De Wild. Acacia mearnsii scaling data, 
from 1 to10 years, were used in order to achieve the objective of this work. The 
database was divided into 60% for adjustment and the remainder for validation. 
Equations were adjusted with the volume model of Schumacher and Hall and the 
taper function Hradetzky and were compared to three machine learning algorithms: 
nearest neighbor models (k-NN), Random Forest (RF) and Artificial Neural Networks 
(ANN) to estimate of the total volume and diameter concerning relative height. The 
models were ranked according to its statistics errors and distributions. ANN and 
Schumacher and Hall model showed better results in regards to the estimation of 
volume as a function of dbh and height. The applied machine learning methods were 
more accurate than Hradetzky polynomial to estimates of tree shape, such as the 
diameter along the stem and total volume. The machine learning models were 
satisfactory as an alternative to the traditional methods in forest measurement. 
However, due to its higher possibility of overtraining the adjustment basis, it should 
be carefully used. 
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 A acurácia e precisão na avaliação quantitativa de povoamentos para fins 
comerciais são fundamentais, especialmente a mensuração do volume individual, 
sendo a cubagem o meio usual para esse fim. Como a quantificação por meio da 
cubagem é onerosa, se faz necessário aliar métodos indiretos para sua estimativa, 
sendo comumente utilizadas as equações de volume, funções de afilamento e fator 
de forma (SCHRÖDER et al., 2013), tendo como base as variáveis de fácil 
mensuração, como diâmetro a 1,30 m do solo (dap) e altura total. 
 Nesse contexto, as equações de volume e funções de afilamento são 
importantes ferramentas para a estimativa do volume individual. A primeira pela 
facilidade do ajuste e obtenção do volume com base em variáveis de fácil 
mensuração. A segunda por tratar-se de uma descrição matemática do perfil 
longitudinal de um tronco, sendo possível a obtenção de seu volume por meio da 
integração desta função. Destaque as funções de afilamento por permitirem a 
estimativa do diâmetro a uma altura qualquer do fuste, da altura comercial para um 
dado diâmetro, ou, ainda, do volume até um diâmetro mínimo qualquer (YOSHITANI 
JR et al., 2012), apresentando assim a vantagem de estimar o volume da madeira 
por sortimento, que se refere às diversas classes de uso da madeira.  
 Por outro lado, apesar de modelos consagrados na literatura e prática de 
empresas florestais, as equações de volume e funções de afilamento são modelos 
rígidos, sem flexibilidade e comportamento previamente definido. Nesse sentido, 
técnicas matemáticas alternativas como redes neurais artificiais vêm ganhando 
notoriedade no campo da estimação, dada a facilidade de aplicação e plasticidade 
no trato dos dados (BINOTI et al., 2014b; LEDUC et al., 2015), sendo 
potencialmente úteis na ciência florestal como uma alternativa à análise de 
regressão convencionalmente aplicada, dada à possibilidade de maior flexibilidade e 
modelagem de relações complexas entre variáveis. 
 Levando-se em consideração que tais métodos ainda carecem de estudos e 
fundamentações de base para a área florestal, se faz necessária a análise destes, 
para quem sabe assim melhorar a eficiência no campo de modelagem florestal. Essa 
melhora incide diretamente também no aumento da confiabilidade dos estimadores 




em maior segurança na tomada de decisões acerca de grandes empreendimentos 






2.1 OBJETIVO GERAL 
 
 Este trabalho tem como objetivo principal analisar a acurácia de técnicas de 
aprendizado de máquina em relação a um modelo volumétrico e a uma função de 
afilamento, ambos tradicionalmente aplicados em mensuração e modelagem 
florestal, para a espécie Acacia mearnsii De Wild. 
 
2.2 OBJETIVOS ESPECÍFICOS 
 
 Avaliar a acurácia das técnicas de aprendizado de máquina: vizinho mais 
próximo, Random forest e Redes Neurais Artificias, para a estimativa do volume total 
em função do diâmetro e altura total para a espécie Acacia mearnsii De Wild. 
 Avaliar a acuracidade das técnicas de aprendizado de máquina: vizinho mais 
próximo, Random forest e Redes Neurais Artificias, para a estimativa de diâmetro ao 
longo do fuste e volume total para a espécie Acacia mearnsii De Wild. 
 Comparar o desempenho, vantagens e desvantagens, das técnicas citadas 
com o modelo volumétrico de Schumacher e Hall (1933) e com a função de 
afilamento do polinômio de potências fracionárias e inteiras de Hradetzky (1976) 
para a espécie em questão, comumente aplicados nos trabalhos de inventários 
florestais. 
 Comparar o desempenho estatístico das técnicas de aprendizado de 
máquina citadas e dos modelos tradicionais (Schumacher e Hall e Hradetzky) com a 






3 REVISÃO DE LITERATURA 
 
3.1 VARIAÇÃO DA FORMA DO FUSTE 
 
 Historicamente a forma do fuste têm sido foco de diversos estudos e teorias 
na área de mensuração florestal, isso devida a sua alta relação com o volume 
individual da árvore. Estes estudos, por sua vez, são unânimes que não há uma 
forma padrão, mas sim que para cada espécie, em seus diversos estágios de 
desenvolvimento e condições ambientais, esta pode apresentar forma distinta. A 
forma do fuste pode ser definida como a taxa relativa de mudança do diâmetro do 
tronco com o aumento da altura da árvore (LARSON, 1963). Husch et al. (1982) 
complementam que a forma do fuste pode ser associada ao termo afilamento, que 
representa a diminuição do diâmetro com o aumento da altura.  
 A forma do tronco das árvores não pode ser considerada apenas com uma 
forma de um sólido específico, mas sim, como vários sólidos, a depender da porção 
considerada (HUSCH et al., 1982; FRIEDL, 1989). Segundo Husch et al. (1982), os 
troncos das árvores assumem formas de sólidos do tipo neilóide na base, 
parabolóide na porção intermediária e cone na extremidade final, sendo que ao se 
considerar o fuste como um todo, este não assumirá plenamente todos os sólidos 
citados, bem como, os pontos limítrofes desses sólidos são de difícil determinação, 
sendo, portanto de pouca importância prática. Por outro lado, desempenham grande 
valor teórico na definição de expressões matemáticas visando descrever a forma do 
fuste (FIGUEIREDO FILHO, 1991). 
 A forma do fuste varia de uma espécie para outra e também entre indivíduos 
da mesma espécie. Dentre os diversos fatores que influenciam a forma, destacam-
se: tamanho da copa, hereditariedade, espaçamento, tratos culturais, posição 
sociológica, idade e sítio (LARSON, 1963; FINGER, 1992; PRODAN et al. 1997; 
MACHADO e FIGUEIREDO FILHO, 2006). 
 Devido a essa grande variação de forma inerente ao fuste, a determinação 
do seu volume se torna uma tarefa de difícil execução, necessitando, portanto, de 
métodos precisos e que sejam capazes de abranger as diversas formas que uma 
mesma espécie possa apresentar com a precisão requerida. De maneira geral, a 
forma do fuste das árvores vem sendo avaliada usando fatores de forma, quocientes 





3.2 MODELAGEM DO VOLUME TOTAL 
 
 Segundo Figueiredo Filho et al. (1995), a modelagem do volume total pode 
ser realizada com certa facilidade e acuracidade empregando as equações de 
volume, geralmente ajustadas com base nas variáveis de fácil mensuração, como 
dap e altura total.  
 Assim, diversos modelos matemáticos foram elaborados para esse fim, 
porém, como Campos e Leite (2009) afirmam, o modelo de Schumacher e Hall 
(1933) tem seu uso consagrado devido às suas propriedades estatísticas, facilidade 
de ajuste e grande adaptabilidade as mais diversas bases de dados, gerando 
estimativas de boa qualidade.  
 
3.3 MODELAGEM DA FORMA DO FUSTE 
 
 Segundo Ahrens e Holbert (1981), uma função de afilamento ou “taper” é 
uma descrição matemática do perfil longitudinal de um tronco, e seu volume pode 
ser obtido por meio da integração dessa função, considerando o tronco como sólido 
de revolução.  
 Hojer (1903) foi o primeiro a usar funções matemáticas para descrever a 
forma do fuste e diversos outros vieram em sequência. Sendo assim, muitos 
modelos de regressão têm sido propostos e utilizados, modelos esses de distintas 
naturezas matemáticas.  
 Os modelos de afilamento podem ser classificados de maneira simplificada 
como modelos de árvore completa ou modelos segmentados (PRODAN et al., 
1997), sendo os modelos de árvore completa aqueles que uma única função 
representa a forma do fuste como um todo, tendo como vantagem a facilidade no 
ajuste, bem como, geralmente possuem fácil integração para obtenção do volume. 
Porém é necessário destacar que essas funções possuem forte viés nas estimativas 
próximo a base e ao ápice do fuste (MAX e BURKHART, 1976; DEMAERSCHALK e 
KOZAK, 1977; KOZAK, 1988; JIANG et al., 2005; ROJO et al., 2005; BROOKS et al., 
2008). Modelos de árvore completa comumente utilizados são os modelos 
polinomiais, que consistem na comparação entre a variável dependente (di/dap) e os 




 Por outro lado, modelos segmentados são caracterizados pelo uso de 
submodelos sobrepostos, onde cada um representa uma porção do tronco. A união 
dos submodelos é feita por meio da imposição de restrições ao modelo geral. 
Necessário destacar que esses modelos são mais difíceis de serem trabalhados, 
bem como visam diminuir o viés das estimativas do diâmetro ao longo do fuste 
através da segmentação em seções do fuste (PRODAN et al., 1997; CAMPOS e 
LEITE, 2006).  
 Segundo Machado et al. (2004) os modelos polinomiais são de uso 
frequente no meio florestal, porém estes muitas vezes não explicam de forma 
eficiente as deformações existentes na base e no ápice do fuste das árvores. Eisfeld 
et al. (2004) reafirmam que o uso de modelos polinomiais é vantajoso devido a 
aliarem eficiência a simplicidade de aplicação, porém salienta também que estes 
apresentam algumas deficiências na representação da base, podendo comprometer 
as estimativas.  
 Uma vez definido o modelo matemático para o afilamento, é possível a 
determinação do volume entre quaisquer pontos ao longo do fuste, caracterizando 
uma importante vantagem das funções de afilamento em relação às demais formas 
de estimar o volume, pois o uso das funções de afilamento possibilita a 
determinação de diâmetros a qualquer altura, altura comercial relativa a um 
determinado diâmetro mínimo e a consequente estimativa do volume comercial por 
sortimento ou total do fuste. Figueiredo (2005) ao comparar equações de volume 
com as funções de afilamento constatou que a precisão é equivalente, porém, as 
funções de afilamento são justamente mais interessantes pela estimativa de volume 
em qualquer porção da árvore, ou seja, para qualquer sortimento de toras. 
 O modelo de Hradetzky (1976), também conhecido como polinômio de 
potências fracionárias e inteiras, já foi amplamente aplicado no estudo do afilamento 
das árvores. É um modelo de grande eficiência e flexibilidade, o qual em análises de 
comparação de modelos de afilamento já foi considerado por diversos autores como 
o de melhor desempenho (MACHADO et al., 2004; QUEIROZ et al., 2008; SILVA et 







3.4 INTELIGÊNCIA ARTIFICIAL E APRENDIZADO DE MÁQUINA 
 
 O termo Inteligência Artificial (IA), que teve McCulloch e Pitts (1943) como 
trabalho pioneiro, refere-se à inteligência similar à humana que máquinas artificiais 
apresentam, tendo, portanto, como objetivo primordial a capacitação do computador 
a executar funções desempenhadas pelo ser humano usando conhecimento e 
raciocínio, sendo evidente que a assimilação desse conhecimento é requisito 
fundamental para a construção desses sistemas inteligentes (MITCHELL, 1997; 
REZENDE, 2003). 
 Segundo Russell e Norvig (2010), o trabalho que propiciou uma satisfatória 
definição operacional da inteligência artificial foi Turing (1950), em “Computação de 
Máquina e Inteligência”, o qual introduziu o teste de Turing, aprendizado de 
máquina, algoritmos genéticos e reforço de aprendizagem.  
 Nesse sentido, o Aprendizado de Máquina (AM) é uma ramificação da IA, 
em que consiste no processo de indução de uma hipótese ou aproximação de 
função a partir da experiência passada (FACELI et al., 2011). Conforme Mitchell 
(1997), AM consiste na capacidade de uma máquina melhorar o desempenho em 
determinada tarefa por meio de exemplos apresentados, ou seja, a experiência.  
 AM se baseia no princípio do raciocínio indutivo, ou seja, que informações 
de um conjunto de exemplos fornecem informação para generalização do todo. 
Assim, o processo de aprendizado indutivo pode ser dividido em supervisionado, 
não supervisionado e por reforço (DUDA et al., 2001; REZENDE, 2003; FACELI et 
al., 2011).  
 No aprendizado supervisionado, os exemplos fornecidos ao algoritmo 
contêm a variável resposta desejada, possibilitando assim o ajuste do algoritmo de 
aprendizado conforme o viés apresentado. Assim, problemas de aprendizado 
supervisionado podem ser de classificação, no caso de rótulo de dados discreto, ou 
regressão, em caso de uma variável resposta contínua (REZENDE, 2003; FACELI et 
al., 2011).  
 No aprendizado não supervisionado o algoritmo utilizado analisa os 
exemplos fornecidos quanto a possíveis relações, agrupamentos ou padrões que os 
dados apresentam. Essa abordagem é altamente utilizada em aplicações de 
mineração de dados, em que grandes bases de informações são analisadas 




 O aprendizado por reforço é caracterizado por um ambiente observável, em 
que o algoritmo reforça uma ação considerada positiva e pune uma ação 
considerada negativa (FACELI et al., 2011). 
 Assim, algoritmos de aprendizado que visam à obtenção de um modelo de 
regressão ou estimador fazem parte do aprendizado supervisionado, em que, 
partindo de exemplos da saída desejada é possível a generalização para dados 
desconhecidos pelo algoritmo treinado. 
 Tais algoritmos ainda carecem de estudos com aplicações na área florestal, 
existindo, portanto, uma lacuna no conhecimento do potencial dessas aplicações 
matemáticas.  
 
3.4.1 k-Vizinho mais próximo 
 
 O algoritmo vizinho mais próximo é o mais simples de todos os algoritmos de 
aprendizado de máquina, baseia-se no pressuposto da estimação de um novo objeto 
com base nos exemplos do conjunto de treinamento que são próximos a ele com 
base em uma métrica definida (FACELI et al., 2011). É considerado um algoritmo 
preguiçoso (lazy) no sentido que não há fase de aprendizagem com a construção de 
modelo e posterior generalização para todos os dados, mas sim a memorização dos 
dados de treinamento (FACELI et al., 2011; WITTEN et al., 2011).  
 Inicialmente aplicado por Fix e Hodges (1951)1, posteriormente teorizado por 
Cover e Hart (1967), o algoritmo NN (Nearest neighbor) procura classificar ou 
estimar determinado atributo com base em seu vizinho mais próximo. O algoritmo k-
NN é uma variação simples do algoritmo original, em que considera a distância dos k 
vizinhos mais próximos (DUDA et al., 2001).  
 A FIGURA 1 apresenta um exemplo ilustrativo, considerando a utilização de 
um vizinho próximo ou 3 vizinhos próximos, tendo como base duas variáveis 
explicativas. Assim é possível visualizar a influência do número de vizinhos a serem 
considerados, pois essa reflete diretamente na estimativa da variável de interesse. 
 
                                            
1 Publicado oficialmente em:  FIX, E.; HODGES, J. L. Discriminatory analysis – Nonparametric 







 Quanto a aplicações para fins florestais, k-NN tem sido amplamente utilizado 
em sensoriamento remoto para generalização de atributos da floresta com base em 
dados de inventário florestal (MCROBERTS et al., 2002; MCROBERTS et al., 2007; 
KOUKAL et al., 2007; KAJISA et al., 2008; CHIRICI et al., 2008; BAFFETTA et al., 
2009; FUCHS et al., 2009; MCINERNEY e NIEUWENHUIS, 2009; NOTHDURFT et 
al., 2009; BREIDENBACH et al., 2010; MCROBERTS 2012; OHMANN et al., 2012; 
WILSON et al., 2012; OHMANN et al., 2014; MANSUY et al., 2014; BLANCHETTE et 
al., 2015; MCROBERTS et al., 2015).  
 A aplicação direta na regressão para fins de mensuração e inventário 
florestal ainda é muito restrita, com trabalhos relativamente antigos, que por outro 
lado não popularizaram a técnica. Maltamo e Kangas (1998) aplicaram para 
modelagem da distribuição da área basal a fim de comparar a exatidão das 
estimativas obtidas pelo k-NN com estimativas da estrutura e volume do 
povoamento, bem como, com previsões de crescimento. Concluíram por fim que os 
métodos baseados na regressão k-NN provaram dar uma descrição mais precisa do 
povoamento do que os métodos paramétricos. 
 Sironen et al. (2003) compararam distintos métodos não paramétricos, tais 
como: vizinho mais próximo, vizinho mais similar e modelos aditivos generalizados, a 
fim de obter modelos de crescimento individual e, por fim, concluíram que dentre os 
três métodos, k-NN se mostrou mais robusto.  








 Fehrmann et al. (2008) compararam k-NN com modelagem mista para 
estimativa de biomassa individual, e relatam que o método k-NN obteve resultados 
similares, porém mais acurados que a modelagem convencional. Eskelson et al. 
(2009) reportaram k-NN como uma importante ferramenta a fim de estimativas de 
valores ausentes em bancos de dados de inventário e monitoramento da floresta. 
 Haara e Kangas (2012) fazem uma interessante abordagem quanto a 
comparação entre k-NN e a regressão comumente aplicada a problemas florestais. 
Os autores destacam que a análise de regressão paramétrica tem a vantagem da 
teoria estatística bem conhecida, ao passo que as propriedades estatísticas de k-NN 
são menos estudadas. Com base em simulações simples, destacam ainda que as 
estimativas são muito similares quanto ao erro nas estimativas em uma base de 
dados equilibrada e homogênea, porém à medida que o conjunto de dados era 
desequilibrado e a não linearidade acentuada, as diferenças entre as estimativas 
aumentaram, com o k-NN apresentando resultados menos tendenciosos que a 
regressão convencional.  
 Sanquetta et al. (2013) analisaram o desempenho de distintos métodos para 
a estimativa do carbono fixado em indivíduos de Araucaria angustifolia Bert. O. 
Ktze., comparando k-NN e modelos alométricos2 de regressão linear, método 
comumente aplicado para esse fim. Os autores concluem que os resultados obtidos 
não diferem estatisticamente, porém destacam que o método k-NN não pressupõe 
qualquer forma específica da função que relaciona o carbono e os parâmetros 
biométricos da árvore, visto que a escolha de tal função é difícil de encontrar. O 
vizinho mais próximo pode ser similar aos métodos convencionais quanto à 
precisão, mas também pode simplesmente livrar das perguntas e testes para a 
escolha das equações alométricas dentre diversas relações possíveis. 
 Wojciechowski (2015) apresentou uma ferramenta de software on line para 
auxiliar nas estimativas de volume, biomassa e principalmente Carbono, chamada 
de JCarbon. A ferramenta utiliza além da técnica usual de regressão, a possibilidade 
de obter estimativas via mineração de dados, no caso especificamente com o 
algoritmo k-NN.  
                                            
2 Alometria: alteração na parte modificando o todo. (GAYON, J. History of the Concept of Allometry. 





 Sanquetta et al. (2015a) ao compararem k-NN e modelos alométricos para 
estimativas de biomassa, consideraram os modelos k-NN são comparáveis e em 
alguns casos mais precisos que modelos alométricos tradicionais, a exemplo do 
modelo de Schumacher-Hall. Destacam ainda que as principais virtudes da técnica 
k-NN estão na versatilidade, flexibilidade e simplicidade, além da não exigência de 
satisfazer os pressupostos de regressão. 
 Por outro lado, Mognon et al. (2014) ao compararem a técnica de vizinhos 
mais próximos e regressão linear para estimativa da biomassa de colmos de bambu, 
relataram a maior precisão dos modelos de regressão. Os autores atribuem o pior 
desempenho da técnica de aprendizado de máquina à limitação da base de dados, 
composta apenas por 25 colmos para ajuste e 13 para validação. Sendo assim, 
afirmam que o efeito do tamanho da amostra é determinante para a obtenção de 
estimativas, porém ainda mais para o algoritmo k-NN. Portanto, para os autores, 
quando não existe disponível uma grande base de dados, a regressão linear deve 
ser preferida. 
 
3.4.2 Random Forest 
 
 Quinlan (1992) desenvolveu o algoritmo de árvores de decisão/regressão, o 
qual se baseia na ideia simples da construção de uma árvore de regressão, 
dividindo as variáveis explicativas conforme suas semelhanças e dissemelhanças 
(WANG e WITTEN, 1997).  
 Desenvolvido por Breiman (2001), o algoritmo Random Forest (RF) é um 
desenvolvimento direto do algoritmo árvore de decisão, tornando assim possível 
reduzir a variabilidade em cada nó e obter estimativas via um modelo linear local. A 
FIGURA 2 apresenta um exemplo ilustrativo do funcionamento de uma árvore de 
regressão, em que determinado atributo é explicado por três variáveis (X, Y e Z) e 
sua estimativa é obtida por meio de quatro modelos lineares (ML1, 2, 3 e 4). 















 O algoritmo RF consiste em um conjunto de árvores de regressão treinadas 
aleatoriamente, ou seja, é um conjunto de árvores treinadas em que cada árvore dá 
um voto que indica sua decisão sobre o valor do objeto. 
 Segundo Seyedhosseini e Tasdizen (2015), o algoritmo RF é um 
classificador/regressor cuja ideia principal da “Floresta aleatória” é fazer crescer um 
conjunto de árvores de decisão tal que a correlação entre essas árvores permaneça 
tão baixa quanto possível. Tal condição é alcançada através do método bagging, em 
que a aleatoriedade é injetada na floresta usando um subconjunto diferente de 
amostras de treinamento para cada árvore, assim, randomicamente são extraídas m 
instâncias do conjunto de treinamento, visando treinar determinado número de 
árvores da floresta (valor esse definido pelo usuário). Além disso, em cada nó da 
árvore um subconjunto aleatório das variáveis de entrada é usado para aprender a 
função de partição. A ideia principal é fazer com que as árvores de decisão sejam as 
mais independentes quanto possível, melhorando a robustez e a generalização do 
conjunto (BREIMAN, 2001). 
FONTE: Adaptado de HALL et al. (2009). 




 Árvores de decisão podem superar as abordagens de regressão clássicas, 
especialmente quando ocorrem relações complexas e não lineares entre as 
variáveis, bem como os resultados das árvores de decisão são mais fáceis de 
interpretar do que outros modelos de regressão (STROBL et al., 2009). Porém Strobl 
et al. (2008) destacam que a principal fraqueza de modelos de árvore simples é a 
instabilidade frente a pequenas alterações nos dados de aprendizagem. Nesse 
sentido o algoritmo Random Forest resolve o problema dessa instabilidade através 
da média de um conjunto de árvores em um modelo complexo mais robusto 
(BREIMAN, 2001; CUTLER et al., 2007; STROBL et al., 2009). 
 Moreno-Fernández et al. (2015) ao analisarem procedimentos paramétricos 
e não paramétricos para modelar a regeneração natural, incluindo o algoritmo RF, 
destacam que para esse tipo de análise, visto que dados de regeneração raramente 
satisfazem as premissas básicas para regressão, tais como normalidade dos 
resíduos, linearidade dos parâmetros, homogeneidade da variância e independência 
entre preditores, métodos não paramétricos apresentam grande potencial para 
utilização, pois assim é possível modelar essa estrutura complexa. Por outro lado, os 
autores destacam como limitação não ser possível a interpretação de parâmetros 
como em um modelo tradicional. 
 Cutler et al. (2007) destacam procedimentos altamente computacionais tais 
como o RF não apresentam relações simples entre variáveis preditoras e variáveis 
resposta, tais como uma equação matemática ou representação gráfica como 
árvores de regressão, sendo que a falta dessa representação simples pode tornar 
sua interpretação difícil. Os autores destacam também que o RF não é uma 
ferramenta para inferência estatística tradicional, não sendo, portanto, adequado 
para a ANOVA e testes de hipóteses. Ele não computa p valores, coeficientes de 
regressão, nem intervalos de confiança, mas destacam como vantagem o 
procedimento não necessitar de suposições acerca da distribuição dos dados, assim 
como alta capacidade de modelar interações complexas entre um grande número de 
variáveis preditivas.  
 De maneira geral, o algoritmo RF ainda foi pouco aplicado, mas é de 
interesse crescente dado o bom desempenho prático. Por outro lado, no aspecto 





 Johansson et al. (2014) ao compararem o desempenho do RF em relação ao 
k-vizinho mais próximo e redes neurais artificiais, utilizando para tal 33 bases de 
dados distintas, concluíram que as previsões obtidas pelo RF são significativamente 
mais eficientes que as supracitadas para a maior parte dos estudos de caso.  
 A utilização do algoritmo Random Forest para fins florestais é praticamente 
nula. Assim como o algoritmo k-vizinho mais próximo, tem sido mais utilizado no 
sensoriamento remoto (PIERCE et al., 2012; GRINAND et al., 2013; BEIJMA et al., 
2014; CHEN et al., 2014; GORGENS et al., 2015; TATSUMI et al., 2015; 
TRAMONTANA et al., 2015; WERE et al., 2015). Prasad et al. (2006) ao analisarem 
RF para mapeamento da ocorrência de 4 espécies florestais destacam que esse tipo 
de técnica pode ser utilizado para extrapolação de qualquer variável amostrada para 
o todo, obtendo um maior nível de confiança do que com outros métodos 
convencionais na predição para mapeamento.  
 Lawler et al. (2006) fizeram uma interessante comparação no desempenho 
de seis métodos estimativos de ocorrência de espécies frente a mudanças 
climáticas, em que dentre esses métodos testaram RF e RNAs, concluíram pôr fim a 
superioridade do RF em relação aos demais métodos, destacando a taxa de acerto 
do RF maior que 99% e dos demais métodos cerca de 86%. 
 
3.4.3 Redes Neurais Artificiais 
 
 As redes neurais artificiais (RNAs) são modelos computacionais inspirados 
no sistema nervoso humano, os quais adquirem conhecimento através de um 
processo de aprendizagem. Conforme Haykin (2001), uma RNA é um processador 
composto por diversas unidades de processamento simples, paralelamente 
distribuídos e densamente interligados, os neurônios, que têm como finalidade o 
armazenamento de conhecimento e informações a respeito de determinada tarefa à 
qual a rede se propõe. Deste modo, a semelhança quanto ao cérebro humano se dá 
quanto ao conhecimento adquirido pela rede a partir de um processo de 
aprendizagem, bem como quanto as forças de conexão entre os neurônios, 
conhecidas como pesos sinápticos, que são utilizadas para armazenar o 
conhecimento.  
 Assim, os neurônios são dispostos em uma ou mais camadas interligadas 




neurais biológicas. Dado um conjunto de dados, as RNA têm a capacidade de 
aprendizado de informações obtidas pelo conjunto, visando posteriormente à 
generalização do conhecimento assimilado para um conjunto de dados 
desconhecidos. O procedimento utilizado nesse processo de aprendizado é 
chamado de algoritmo de aprendizado (HAYKIN, 2001), e tem como função 
modificar os pesos sinápticos a fim de alcançar o objetivo ao qual a rede foi 
planejada. As RNAs possuem ainda a capacidade de extrair características não 
explícitas de um conjunto de informações que lhes são fornecidas 
(DIAMANTOPOULOU, 2005; BRAGA et al., 2007; GORGENS et al., 2009; BINOTI et 
al., 2014b). Assim sendo, uma rede neural é caracterizada pelo seu padrão de 
conexões entre os neurônios e número desses, ou seja, sua arquitetura; seu método 
de determinação dos pesos das conexões, ou seja, seu algoritmo de aprendizagem 
(FACELI et al., 2011; ÖZÇELIK et al., 2013). 
 Conforme anteriormente mencionado, o neurônio é a unidade de 
processamento fundamental de uma RNA (HAYKIN, 2001), assim sendo, a FIGURA 
3 ilustra a estrutura de um neurônio simples em que é possível identificar o conjunto 
de pesos sinápticos (w1,..., wp) associados as variáveis (x1,..., xp), em seguida o 
somador dos sinais de entrada ponderados pelos respectivos pesos sinápticos e 
uma função de ativação, para restringir a amplitude de saída do neurônio.  
 
FIGURA 3 – MODELO SIMPLIFICADO DE UM NEURÔNIO E SUA ESTRUTURA 
 
FONTE: Adaptado de HAYKIN (2001) 
 
 Foram utilizadas RNAs do tipo perceptrons de múltiplas camadas (MLP – 
multilayer perceptrons), visto que possuem a capacidade universal de aproximação 
de qualquer função contínua (CYBENKO, 1989; HORNIK et al., 1989). Segundo 
Haykin (2001), as redes MLP são tipicamente definidas pela camada de entrada, 















(FIGURA 4). Redes do tipo MLP pertencem a classe das redes do tipo feedforward, 
visto que essas redes não contem épocas e as saídas dependem unicamente das 





 O algoritmo backpropagation, ou retropropagação de erro, desenvolvido por 
Rumelhart et al. (1986), tem como característica a otimização baseada no gradiente 
descendente da função de erro, em que baseado em regras de aprendizagem é 
possível a obtenção do melhor ajuste, avaliando o erro e tentando reajustá-lo.  
 Conforme Haykin (2001), o processamento do algoritmo backpropagation 
distingue-se em dois passos. O primeiro conhecido como passo para frente, ou 
propagação, em que os pesos sinápticos iniciais são aleatoriamente definidos e se 
mantêm inalterados na época. O segundo passo, conhecido como retropropagação, 
é caracterizado como o movimento iniciado na camada de saída retornando às 
camadas ocultas, em que é calculado o gradiente local de cada neurônio em função 
do erro, reajustando, portanto, o peso sináptico de cada neurônio, a cada época. 
Esse processo é repetido até que o critério de convergência escolhido seja 
alcançado, sendo geralmente esse critério a minimização do erro quadrático ou 
número máximo de épocas3.  
                                            
3 Também conhecido como ciclo. 











 Segundo Haykin (2001) a taxa de aprendizagem corresponde a uma 
constante para a trajetória dos cálculos dos pesos sinápticos, ou seja, determinam o 
tamanho do passo que a rede realizará a cada época no ajuste dos pesos. Portanto, 
quanto menor a taxa de aprendizagem, menor serão as oscilações dos pesos 
sinápticos da rede de uma interação para outra, tornando a convergência muito 
lenta. Em contrapartida ao utilizar uma taxa de aprendizagem muito alta, as grandes 
oscilações nos pesos podem tornar a rede instável, bem como podem não alcançar 
a minimização do erro conforme propõe o algoritmo. 
 Visando aumentar a taxa de aprendizagem, e consequentemente acelerar a 
convergência da rede, Rumelhart et al. (1986) propuseram a inclusão da constante 
momentum, que tem por finalidade o controle da realimentação dos pesos sinápticos 
a cada época. Conforme Haykin (2001), a incorporação da constante momentum no 
algoritmo representa pequena variação no ajuste dos pesos, porém pode apresentar 
efeitos benéficos na aprendizagem da rede, bem como pode evitar que o processo 
de aprendizado termine em um mínimo local4. 
 Sendo assim, para o algoritmo backpropagation, além das características já 
referidas das RNAs, como arquitetura, função de ativação e seus pesos interligados, 
os termos momentum e taxa de aprendizado compõem parte importante na 
formação e ajuste da rede, bem como o número de épocas de treinamento (ATTOH-
OKINE, 1999). 
 No tocante à aplicação em regressão para fins florestais, as RNAs podem 
ser consideradas mais difundidas que os algoritmos anteriores, mas ainda 
apresentam utilização muito recente. Dentre sua utilização como aproximação de 
função, destacam-se estudos para estimativas do volume individual (SILVA et al., 
2009; GORGENS et al., 2009; BLANCO et al., 2010; DIAMANTOPOULOU e 
MILIOS, 2010; ÖZÇELIK et al., 2010; BINOTI et al., 2014a, b; PELLI, 2013; 
CORDEIRO et al., 2015), altura (BRANDÃO, 2007; DIAMANTOPOULOU e 
ÖZÇELIK, 2012; BINOTI et al., 2013; CASTAÑO-SANTAMARÍA et al., 2013; 
ÖZÇELIK et al., 2013; PELLI, 2013), diâmetro relativo e estudo da forma (PEREIRA, 
2008;LEITE et al., 2011; SOARES et al., 2011; SOARES et al., 2013; SOUZA, 2013; 
                                            
4 O ajuste do algoritmo backpropagation é baseado no gradiente descendente. Assim há risco de o 
algoritmo ficar preso em mínimos locais onde qualquer pequena mudança nos pesos sinápticos 
acarreta um aumento do erro, portanto o algoritmo entende que esse é o momento de parada do 
treinamento. Entretanto, em algum lugar do espaço de busca do algoritmo há um conjunto de pesos 





ÖZÇELIK et al., 2014; SANTOS, 2014; ARAUJO, 2015; SCHIKOWSKI et al., 2015), 
distribuição de diâmetros (LEDUC et al., 2001; CAI et al., 2010; 
DIAMANTOPOULOU et al., 2015), volume da casca (DIAMANTOPOULOU, 2005).




4 MATERIAL E MÉTODOS 
 
4.1 CARACTERIZAÇÃO DA ÁREA DE ESTUDO 
 
 A presente pesquisa foi realizada tendo como base dados de plantios da 
espécie Acacia mearnsii De Wild., popularmente conhecida como acácia-negra. Os 
plantios estão situados no estado do Rio Grande do Sul, divididos em três regiões: 
Cristal, Encruzilhada do Sul e Piratini. A região de Cristal é composta pelos 
municípios de Canguçu, Chuvisca, Cristal, São Lourenço do Sul; região de Piratini é 
composta pelos municípios de Arroio Grande, Jaguarão, Pinheiro Machado, Piratini; 
região de Encruzilhada do Sul é composta pelos municípios de Amaral Ferrador e 
Encruzilhada do Sul (FIGURA 5). 
 




 O clima na região é subtropical úmido, do tipo Cfa de Köppen (MORENO, 
1961). Tem como característica chuvas distribuídas ao longo do ano, porém com 




maior concentração no verão. Temperatura média no mês mais frio inferior a 18ºC e 
temperatura média superior a 22ºC no mês mais quente, tendo portando verões 
quentes e geadas pouco frequentes (BRASIL, 1992; CARVALHO, 2003).  
 Conforme Mochiutti (2007), em estudo para os mesmos locais dos plantios, 
os solos de Cristal e Piratini foram classificados como NEOSSOLO REGOLÍTICO 
distrófico e NEOSSOLO LITÓLICO distrófico, respectivamente. Já a região de 
Encruzilhada do Sul como um todo tem a predominância de ARGISSOLOS 
VERMELHO-AMARELOS nas áreas de planalto, bem como ARGISSOLOS 
VERMELHOS Distróficos nas áreas onduladas (CUNHA et al., 2005). A 




 Em cada região foram amostrados quatro povoamentos de forma a abranger 
toda a rotação da cultura (10 anos). Em Cristal foram amostrados povoamentos com 
1, 2, 5 e 10 anos, em Encruzilhada do Sul com 1, 3, 5 e 10 anos e em Piratini com 1, 
2, 5 e 9 anos. 
 Em cada povoamento foram instaladas de forma aleatória quatro parcelas 
circulares com 10 m de diâmetro, em que as árvores tiveram seu diâmetro a 1,30 m 
(dap) medido e posteriormente foram derrubadas para a realização da cubagem. Os 
indivíduos mortos foram desconsiderados.  
 A cubagem rigorosa foi realizada pelo método de Huber, com a mensuração 
dos diâmetros relativos aos 5%,15%, 25%, 35%, 45%, 55%, 65%, 75%, 85% e 95% 
da altura total do fuste, totalizando 10 seções. A base de dados foi dividida em 60% 
para treinamento dos algoritmos e os 40% restantes para a validação dos modelos. 
A TABELA 1 apresenta a distribuição dos indivíduos amostrados em relação a idade 
e classe de dap, totalizando 683 indivíduos cubados. As medições foram realizadas 
com a utilização de fita métrica. 
 
TABELA 1 – DISTRIBUIÇÃO DA FREQUÊNCIA DOS INDIVÍDUOS AMOSTRADOS POR CLASSES 
IDADE E DE DIÂMETRO EM FUNÇÃO DOS GRUPOS DE AJUSTE E VALIDAÇÃO 
Conj. Idade (anos) 
Classe de dap (cm) 
Total 
> 5 5 - 9,9 ≥ 10 
Treino 
1 54 58 2 114 




3 3 35 6 44 
5 3 21 62 86 
9 - 9 27 36 
10 - 18 55 73 
Validação 
1 30 42 1 73 
2 1 21 16 38 
3 2 16 6 24 
5 5 20 43 68 
9 - 2 15 17 
10 1 14 37 52 
Total Geral 100 287 296 683 
FONTE: A autora (2016). 
 
4.3 EQUAÇÃO DE VOLUME 
 
 O modelo de Schumacher e Hall (1933), em sua forma linearizada, é 
apresentado na Equação 1. 
 
 ln(v) = β0 + β1ln⁡(dap)+β2ln⁡(ht) + εi (1)  
 
Em que:  
 v = volume do fuste (m3); 
 dap = o diâmetro a 1,30 m do solo (cm); 
 ht = altura total (m); 
 ln = logaritmo neperiano; 
 βn = coeficientes do modelo; 
 εi = erro aleatório inerente à regressão. 
 
 O ajuste foi realizado com o procedimento model e reg (SAS, 2002), a fim da 
confirmação do atendimento das condicionantes da regressão: normalidade (teste 
de Shapiro-Wilk), homogeneidade (teste de White) e independência dos resíduos 
(Durbin-Watson). Optou-se pela estratificação dos dados com base na classe de 
diâmetro, dividindo em 3 classes: abaixo de 5 cm de dap; de 5 a 10 cm e acima de 
10 cm. 
 


























+ εi (2)  
 
Em que:  
 di = diâmetro i ao longo do fuste (cm); 
 dap = o diâmetro a 1,30 m do solo (cm); 
 hi =altura i ao longo do fuste (m); 
 ht= altura total (m); 
 βn = coeficientes do modelo; 
 pn = potencias selecionadas para compor o modelo; 
 εi = erro aleatório inerente à regressão. 
 
 As potências foram selecionadas pelo procedimento stepwise, considerando 
um nível de significância de 15% (α = 0,15) no teste F de cada coeficiente parcial do 
modelo, utilizando o Proc reg do software SAS (2002). Os expoentes utilizados 
foram 0,005; 0,01; 0,02; 0,03; 0,04; 0,05; 0,06; 0,07; 0,08; 0,09; 0,1; 0,2; 0,3; 0,4; 
0,5; 0,6; 0,7; 0,8; 0,9; 1; 2; 3; 4; 5; 10; 15; 20 e 25, conforme também aplicado por 
Téo et al. (2013). Adicionalmente foi aplicado o procedimento model (SAS, 2002), 
com base no modelo com as potências selecionadas, a fim da confirmação do 
atendimento das condicionantes da regressão: normalidade (teste de Shapiro-Wilk), 
homogeneidade (teste de White) e independência dos resíduos (Durbin-Watson). A 
estimativa do volume foi obtida pela fórmula PoliHradetzkyVi, integrada ao Florexel 
(ARCE et al., 2000).  
 Diversos autores afirmam que a estratificação da base de dados por classe 
de diâmetro ou idade converge em melhores estimativas para o afilamento 
(MACHADO et al., 2004; MULLER, 2004; QUEIROZ et al., 2008; SOUZA, 2009; 
KOHLER et al. 2013), sendo assim, optou-se pela estratificação com base na classe 
de diâmetro, dividindo a base de dados em 3 classes: abaixo de 5 cm de dap; de 5 a 





4.5 ALGORITMOS DE APRENDIZADO DE MÁQUINA 
 
 Foram avaliados três algoritmos de aprendizado de máquina: k-vizinho mais 
próximo (k-NN); algoritmo Random Forest (RF); e Redes neurais artificiais (RNA).  
 A base de dados foi dividida em 60% para treinamento dos algoritmos e os 
40% restantes para a validação dos modelos, podendo assim avaliar a capacidade 
de generalização dos mesmos. Essa divisão foi realizada respeitando a proporção 
de indivíduos por classe de idade, bem como, também foi adotada nos ajustes dos 
modelos de regressão. 
 Todos os algoritmos supracitados foram treinados no software Weka 3.7.12 
(HALL et al., 2009), utilizando a opção de teste de validação cruzada em 10 grupos, 
o qual consiste na divisão do conjunto de teste em 10 grupos de tamanho 
aproximadamente igual. Conforme Faceli et al. (2011) consiste na utilização de, no 
caso do presente trabalho, 9 grupos utilizados no treinamento do preditor para 
posterior teste com o grupo restante. Esse procedimento foi repetido 10 vezes, 
utilizando uma partição diferente em cada época e com ajuste do modelo ao 
decorrer desses testes.  
 Foram adotadas como variáveis explicativas para a estimativa de diâmetro 
ao longo do fuste a idade, o dap, a altura total e a altura relativa.  
 Os modelos de AM foram treinados para obtenção do volume também com 
as variáveis idade, dap, altura total e altura relativa, porém foi utilizada uma lógica do 
volume acumulado a dada altura relativa, conforme a Equação 3.  
 
 𝑣𝑖 = ∑𝑔𝑖𝐿𝑖
𝑁𝑡
𝑖=0
 (3)  
 
Em que:  
 vi = volume do fuste na altura i (m³); 
 gi = área transversal dos toretes medidos (m²); 
 Li = comprimento dos toretes medido na cubagem (m); 





4.5.1 k-Vizinho mais próximo 
 
 Os k-vizinhos mais próximos de cada instância são definidos conforme a 
métrica selecionada, como observado na Equação 4 foi utilizada a distância 
Euclidiana, a qual é comumente utilizada para aplicação do algoritmo, ainda que 
haja outras opções no Weka, tais como: distância de Chebyshev, Manhatthan e 
Minkowski (WITTEN et al., 2011). Visando eliminar a influência da escala das 
variáveis, estas são normalizadas ou padronizadas5 (MITCHELL, 1997; FACELI et 
al., 2011), sendo nesse caso normalizadas conforme a Equação 5. 
 




 (4)  
 
Em que: 
 d=distância Euclidiana entre dois pontos P(p1, p2,...pn) e Q(q1, q2,...,qn); 




(max vi −min vi)
 (5)  
 
Em que: 
 ai= instância normalizada; 
 vi= valor atual da instância i  a ser normalizada; 
 max vi e min vi= valores máximo e mínimos que o atributo i apresenta. 
 
 Aha (1992) introduziu o conceito da ponderação dos atributos, evitando 
assim o viés na estimativa que dados com ruído podem induzir, tornando assim a 
aprendizagem por k-vizinhos mais próximos mais robusta. Assim sendo, a instância 
a ser estimada é obtida de acordo com a sua distância em relação aos exemplos de 
teste (EQUAÇÃO 6). 
                                            
5 Padronizar – subtrair a média e dividir pelo desvio. Resulta em distribuição com 0 de média e 1 de 
desvio. Normalizar – dividir pelo valor máximo ou subtrair o valor mínimo e depois divide pelo 












 (6)  
 
Em que: 
 f̂(xq)= instância de valor desconhecido a ser estimado; 
 f(xi)= instâncias observadas utilizadas como base para a estimativa; 
 wk= fator de ponderação ou peso relativo ao vizinho k; 
 k= número de vizinhos utilizados na predição. 
 
 Na presente pesquisa padronizou-se a ponderação dos k-vizinhos mais 
próximos como o inverso de suas respectivas distâncias (1/d). Método esse 
recomendado por Bradzil et al. (2003) e Sanquetta et al. (2013). 
 Sendo assim, as configurações de entrada para esse algoritmo no software 
Weka foram: 20 vizinhos próximos com validação cruzada ativada, essa opção 
permite localizar k ótimo de vizinhos próximos tendo como base o erro médio 
absoluto (WITTEN et al., 2011), ponderação das distâncias por 1/d e procura linear 
pelo vizinho próximo utilizando a distância Euclidiana.   
 
4.5.2 Random Forest 
 
 O algoritmo RF permite limitada customização quanto aos seus parâmetros 
de entrada. Foram mantidas as configurações default do programa Weka, com 
exceção do número de árvores a serem construídas, pois o programa sugere a 
construção de 100 árvores de regressão, porém Grimm et al. (2008) e Were et al. 
(2015) sugerem que números mais elevados fornecem resultados mais estáveis. 
Sendo assim foram construídas 1.000 árvores de regressão a fim de melhorar a 
robustez do algoritmo.   
 
4.5.3 Redes neurais artificiais 
 
 O software Weka utiliza como função de ativação a função logística 
(Equação 7), do tipo sigmoidal, variando de 0 a 1, sendo, portanto, requerido que os 








 (7)  
 
 Para uma aproximação de função simulada, Refenes et al. (1994) relataram 
que para uma RNA de uma e duas camadas, uma taxa de aprendizagem de 0,2 e 
um termo momentum entre 0,3 e 0,5 produzem a melhor combinação de 
convergência, sendo utilizado na presente pesquisa o valor de 0,4 para o termo 
momentum.  
 Sendo assim, para o treinamento da RNA foram fornecidos os seguintes 
parâmetros de entrada no Weka: momentum 0,4 e número de épocas 1000, todos 
como termos fixos.  
 Quanto a taxa de aprendizagem e o número de neurônios na camada oculta, 
estes foram obtidos utilizando a ferramenta CVParameterSelection disponível no 
Weka, em que é possível fazer a otimização de parâmetros dos algoritmos. É 
necessário destacar que é um procedimento computacionalmente pesado cujo 
processamento pode levar dias, por esse motivo adotou-se valores de literatura para 
alguns desses parâmetros. 
 Foi utilizada apenas uma camada oculta, pois conforme o “Teorema da 
aproximação universal”, apenas uma camada oculta já é suficiente para uma rede 
MLP realizar a aproximação de qualquer função contínua (CYBENKO, 1989; 
HAYKIN, 2001). 
 
4.6 AVALIAÇÃO DOS MODELOS 
 
 Os modelos foram ajustados e avaliados quanto à estimativa do diâmetro ao 
longo do fuste e volume total.  
 Os resultados obtidos pelos modelos foram avaliados conforme a correlação 
de Pearson (r) entre os valores observados e preditos (Equação 8), raiz quadrada do 
erro médio (RSME%) em porcentagem (Equação 9), bem como, através da análise 











 r= coeficiente de correlação de Pearson; 
 Cov(yi, ŷi) = covariância entre os valores observados e preditos; 











) (9)  
 
Em que: 
 RSME%=raiz quadrada do erro médio; 
 y̅real= média dos valores observados; 
 yi= valor observado na observação i (di ou v); 
 ŷi= valor estimado para a observação i; 
 n= número de observações. 
 
 Complementando o teste de acurácia dos modelos de afilamento, foram 
utilizadas estatísticas adicionais que se baseiam em testes nos resíduos (Equações 
10, 11, 12, 13 e 14), conforme metodologia indicada por Parresol et al. (1987) e 
Figueiredo Filho et al. (1996).  
 
 Desvio⁡Médio⁡(D) = (∑Diffi) /n (10)  












 Soma⁡do⁡Quadrado⁡do⁡Resíduo⁡Relativo⁡(SQRR) = ∑(Diffi yi⁄ )
2 (13)  
 Porcentagem⁡dos⁡Resíduos⁡(RP) = ∑(Diffi yi⁄ ) ∗ 100/n (14)  
 
Em que: 




 yi= valor observado na observação i (di ou v); 
 ŷi= valor estimado para a observação i;  
 n= número de observações.  
 
 O desvio (D) indica a existência ou não de tendências entre os resíduos, 
porém não mede o quanto os valores residuais estão afastados do eixo zero. Já a 
porcentagem dos resíduos (RP) mostra a amplitude dos erros, o SSRR relaciona o 
tamanho de cada resíduo em relação ao seu valor real, e o desvio padrão das 
diferenças (SD) mostra a homogeneidade entre os resíduos (PARRESOL et al., 
1987; SOUZA, 2009). 
 Com base nas sete estatísticas supracitadas, os modelos foram ordenados a 
fim de definir qual obteve o melhor desempenho em média. Esta análise foi feita por 
atribuição de notas, sendo a menor nota dada ao melhor modelo da referida 
estatística. Portanto, o que apresentar o menor somatório será considerado o de 
melhor desempenho.  
 Foi realizada a análise gráfica dos resíduos quanto a distribuição dos erros 
absolutos e histograma dos erros porcentuais distribuídos em classes, similar a 
Binoti et al. (2014a, b). Essa análise tem por objetivo ratificar a decisão do 






5 RESULTADOS E DISCUSSÃO 
 
5.1 IA x FUNÇÃO DE VOLUME 
 
5.1.1 Ajuste e teste das condicionantes de regressão do modelo de Schumacher e 
Hall 
 
 A TABELA 2 apresenta os coeficientes ajustados para o modelo de 
Schumacher e Hall, sendo todos os coeficientes significativos. Os indicadores de 
ajuste como a correlação entre valores observados e preditos e RSME% 
demonstram que os modelos são adequados para o uso na estimativa do volume. 
Indivíduos abaixo de 5 cm de dap não foram considerados na análise em virtude da 
limitação do programa Weka no ajuste dos modelos IA, visto que o número de 
algarismos após a vírgula é limitado. Foi realizada essa divisão dos dados de forma 
a obter uma melhor distribuição gráfica dos resíduos.  
 
TABELA 2 – COEFICIENTES E INDICADORES ESTATÍSTICOS DOS MODELOS VOLUMÉTRICOS 
AJUSTADOS POR CLASSE DE DAP  
Classe 
de dap (cm) 
β0 β1 β2 Conj. R RSME% 
5 a 10 -9,729** 1,898** 0,941** 
1 0,977 10,088 
2 0,988 7,645 
> 10 -9,733** 1,853** 0,985** 
1 0,988 7,827 
2 0,988 7,271 
FONTE: A autora (2016). 
Nota: Conj. 1 e 2 – Conjunto de treino (1) e validação (2); * significativo a 5%; ** significativo a 1%; ns 
não significativo. 
 
 Em complementaridade, os resíduos destes modelos ajustados foram 
avaliados quanto às condicionantes da regressão, sendo que o teste de White (W) 
avalia a homocedasticidade da variância, Shapiro-Wilk (SW) avalia a normalidade 
dos resíduos e Durbin-Watson (DW) avalia a independência destes, conforme a 





TABELA 3 – AVALIAÇÃO DAS CONDICIONANTES DA REGRESSÃO PARA OS RESÍDUOS DOS 
MODELOS DE SCHUMACHER E HALL AJUSTADOS POR CLASSE DE DAP 
Classe de dap 
(cm) 
W SW DW 
5 a 10 4,03ns 0,96ns 1,924ns 
> 10 41,23* 0,98ns 1,768nc 
FONTE: A autora (2016). 
Notas: * significativo a 5%; ns não significativo; nc não conclusivo; W – teste de White; SW – teste de 
Shapiro-Wilk; DW – teste de Durbin-Watson. 
 
 Conforme Gujarati (2006), premissas básicas referentes à utilização de 
modelos de regressão linear com estimativas dos parâmetros via mínimos 
quadrados são necessárias, dentre as quais destacam-se: linearidade dos 
parâmetros; resíduo com média zero; homocedasticidade da variância dos resíduos; 
ausência da autocorrelação dos termos de erro (independência dos resíduos); dados 
observados e erros não correlacionados; ausência de viés do modelo. A não 
observância dessas premissas denota que o modelo de regressão pode apresentar 
problemas em seus estimadores. 
 Assim, para o modelo referente aos indivíduos com dap superior a 10 cm é 
observada a significância no teste de White, rejeitando a hipótese de que os 
resíduos se distribuem de forma homogênea ao longo da linha estimativa, portanto, 
há heterocedasticidade. Como medida corretiva Gujarati (2006) sugere a utilização 
dos mínimos quadrados generalizados, que consistem na atribuição de pesos no 
ajuste dos parâmetros. Essa abordagem não será aplicada na presente pesquisa.  
 
5.1.2 Estimativa do volume total obtido em função do dap e altura total 
 
 Os dois modelos de volume foram agrupados para facilitar o entendimento e 
visualização do seu desempenho, gerando estatísticas únicas para o modelo de 
regressão de Schumacher e Hall. Assim, a TABELA 4 apresenta as estatísticas de 
avaliação dos modelos, tanto para o grupo de teste utilizado no treino e ajuste, 











R RSME RSME% D |D| SD SSRR RP 
1 
S & H 0,994 0,007 9,40 -7*10-5 4*10-3 3*10-4 2,22 5,65 4 
k-NN 0,999 0,002 2,18 -4*10-5 10-3 7*10-5 0,24 1,82 1 
RF 0,998 0,005 6,05 10-4 2*10-3 2*10-4 1,21 4,09 2 
RNA 0,995 0,006 8,27 -4*10-4 4*10-3 3*10-4 2,49 6,54 3 
2 
S & H 0,995 0,007 8,60 3*10-4 4*10-3 3*10-4 1,10 5,34 2 
k-NN 0,993 0,008 9,84 -1*10-4 5*10-3 4*10-4 1,59 6,31 3 
RF 0,990 0,009 11,74 9*10-4 5*10-3 5*10-4 2,22 7,22 4 
RNA 0,995 0,006 8,22 -2*10-5 4*10-3 3*10-4 1,42 6,11 1 
FONTE: A autora (2016). 
Notas: Conj. 1 e 2 – Conjunto de treino (1) e validação (2); r – coeficiente de correlação entre valores 
observados e estimados; RSME e RSME% – raiz quadrada do erro médio absoluto em porcentagem; 
D – desvio médio; |D| – desvio médio absoluto; SD – desvio padrão das diferenças; SQRR – soma do 
quadrado do resíduo relativo; RP – porcentagem dos resíduos; Ranking com atribuição da menor 
nota ao modelo de melhor desempenho na estatística em análise. 
 
 Todos os modelos propiciaram estatísticas favoráveis à sua utilização, com 
coeficientes de correlação dos valores observados e estimados superiores a 0,99 e 
RSME baixos. Como esperado, as estatísticas do conjunto de teste demonstram 
maior precisão. Quanto ao ranqueamento dos modelos, para o conjunto de treino, os 
três modelos de aprendizado de máquina se mostraram mais acurados que 
Schumacher e Hall. Porém ao analisarmos o grupo de validação observa-se que 
esses modelos apresentam estatísticas mais instáveis, ou seja, Schumacher e Hall e 
as RNAs apresentam estatísticas muito similares nos dois grupos, enquanto os 
demais não. A exemplo do algoritmo vizinho mais próximo (k-NN), o qual foi eleito 
como o melhor modelo no conjunto de teste, porém, não obteve o mesmo êxito no 
conjunto de validação, ainda que suas estatísticas de erros apontem para um bom 
desempenho da técnica (alto r e baixo RSME). 
 Nesse sentido, o algoritmo k-NN apresenta a tendência de grande eficiência 
para o conjunto de teste e maior dispersão para a validação, conforme evidenciado 
nos resíduos plotados em relação ao seu valor observado (FIGURA 6), em que o 





FIGURA 6 – DISPERSÃO DOS RESÍDUOS RELATIVOS E FREQUÊNCIA DOS RESÍDUOS 
PORCENTUAIS POR CLASSE DE ERRO PARA ESTIMATIVA DO VOLUME TOTAL 




























































































































































































































 Por outro lado, tanto o modelo de Schumacher e Hall quanto a RNA (quando 
com treinamento adequado), têm por característica a formação de modelos, ainda 
que a RNA seja menos explícita e mais flexível devido ao alto número de neurônios, 
mas ainda assim ela tem como princípio a modelagem a fim de obter linhas médias 
para minimizar o viés e não ficar supertreinada para a base de dados. 
 A FIGURA 6 demonstra ainda que os modelos não apresentaram resíduos 
extremos, com suas respectivas frequências de erros entre as classes de centro ± 
20%. Destaca-se aqui uma leve tendência da RNA em subestimar os volumes, 
especialmente os de menor magnitude.  
 A utilização de RNAs para estimativa do volume no Brasil foi introduzida por 
Gorgens et al. (2009) e Silva et al. (2009), ambos com abordagem metodológica 
similar, em que é proposta a utilização das redes como alternativa a modelos 
volumétricos consagrados, como Schumacher e Hall (1933). Os autores são 
unânimes que além da precisão similar ou mesmo superior ao modelo de regressão, 
as RNAs têm como vantagem capacidade de generalização e plasticidade que 
permite a utilização de apenas uma rede para realizar a predição de volume de 
árvores de distintos locais e clones diferentes, resultado esse de grande interesse ao 
modelador, não sendo, portanto, necessário o ajuste de diversos modelos 
volumétricos por clone, mas sim tendo o ajuste de RNA representativo para todos os 
indivíduos. 
 Gorgens et al. (2014) reportam resultados promissores com a utilização de 
RNAs treinadas com o algoritmo backpropagation, em que sugerem que a rede seja 
construída com mais de 10 neurônios na primeira camada, bem como recomendam 
o uso de mais de uma camada intermediária. Porém na presente pesquisa a 
otimização da rede não obteve um modelo complexo como o melhor resultado, visto 
que a rede tida como a de melhor desempenho possui 3 neurônios na camada 
intermediária. Resultado esse provavelmente devido à diferença nas bases de dados 
utilizadas, visto que no estudo de Gorgens et al. (2014) foram utilizados dados de 
distintos clones de Eucalyptus sp.  
 Özçelik et al. (2010) seguem a mesma linha de resultado quanto a 
simplicidade da RNA treinada via backpropagation, em que para a obtenção do 
volume obteve melhores resultados com redes simples, com uma camada 
intermediária e 2 ou 3 neurônios. Ao modelar quatro espécies florestais obteve 




neural, a correlação em cascada, destacando como vantagens o algoritmo ser mais 
rápido e com melhor convergência em relação ao backpropagation. Os autores 
destacam ainda como grande vantagem na utilização das RNAs, o fato destas 
conseguirem automaticamente assimilar relações entre variáveis através das 
conexões dos seus respectivos pesos, capacitando, portanto, as redes a modelar 
sistemas com relações não lineares complexas, sistemas esses que a análise de 
regressão convencional pode não ser o método mais acurado.  
 
5.2 IA x FUNÇÃO DE AFILAMENTO 
 
5.2.1 Ajuste e teste das condicionantes de regressão da função de afilamento 
polinômio de Hradetzky 
 
 A TABELA 5 apresenta os coeficientes e suas respectivas potências 
selecionadas pelo método stepwise, sendo todos os coeficientes significativos ao 
menos a 95% de probabilidade. Os indicadores de ajuste como a correlação entre 
valores observados e preditos e RSME% demonstram que os modelos são 
adequados para a utilização na estimativa da forma do fuste.  É observado uma 
maior dificuldade do modelo em expressar a forma em indivíduos na classe de dap 
menor que 5 cm.  
 
TABELA 5 – COEFICIENTES, POTENCIAS SELECIONADAS PELO STEPWISE E INDICADORES 
ESTATÍSTICOS DAS FUNÇÕES DE AFILAMENTO AJUSTADAS POR CLASSE DE 
DAP  
Classe 
de dap (cm) 
β0 β1 β2 β3 β4 Conj. r RSME% 
< 5 
30,560** -29,421** -0,717** -0,402** 
- 
1 0,959 25,246 
 
0,005 1 4 2 0,950 25,964 
5 - 10 
18,096** -17,256** -0,734** -0,168** 
- 
1 0,979 9,551 
 
0,005 2 25 2 0,982 8,992 
> 10 
18,382** -17,598** -0,613** -0,374** 0,189* 1 0,988 7,565 
 
0,005 2 10 15 2 0,987 7,656 
FONTE: A autora (2016). 






 Em complementaridade, os resíduos destes modelos ajustados foram 
avaliados quanto às condicionantes da regressão, sendo que o teste de White (W) 
avalia a homocedasticidade da variância, Shapiro-Wilk (SW) avalia a normalidade 
dos resíduos e Durbin-Watson (DW) avalia a independência destes, conforme 
TABELA 6. Conforme a estatística DW, os modelos apresentam tendenciosidade 
nos resíduos, sendo as demais estatísticas não significativas.  
 
TABELA 6 – AVALIAÇÃO DAS CONDICIONANTES DA REGRESSÃO PARA OS RESÍDUOS DAS 
FUNÇÕES DE AFILAMENTO POR CLASSE DE DAP 
Classe de dap 
(cm) 
W SW DW 
> 5 39,50ns 0,75ns 0,508* 
5 a 10 65,05ns 0,96ns 0,662* 
< 10 82,51ns 0,96ns 0,739* 
FONTE: A autora (2016). 
Notas: * significativo a 5%; ** significativo a 1%; ns não significativo; W – teste de White; SW – teste 
de Shapiro-Wilk; DW – teste de Durbin-Watson. 
 
 Conforme anteriormente mencionado, modelos polinomiais são eficientes na 
descrição do perfil total do fuste, porém podem resultar em distorções nas 
estimativas da base e da ponta (MAX; BURKHART, 1976; DEMAERSCHALK; 
KOZAK, 1977; JIANG et al., 2005; ROJO et al., 2005; BROOKS et al., 2008), em 
que, no presente trabalho, essa tendenciosidade é devida a dificuldade do modelo 
polinomial em estimar a porção final do fuste. Eisfeld et al. (2004) reiteram que o uso 
de modelos polinomiais é vantajoso devido a aliarem eficiência a simplicidade de 
aplicação. Porém salientam também que estes apresentam algumas deficiências na 
representação da base, podendo comprometer as estimativas.  
 
5.2.2 Estimativa do diâmetro ao longo do fuste  
 
 Os três modelos de afilamento foram agrupados para facilitar o 
entendimento e visualização do seu desempenho, gerando estatísticas únicas para o 
modelo de regressão de Hradetzky. Assim, a TABELA 7 apresenta as estatísticas de 
avaliação dos modelos, tanto para o grupo de teste utilizado no treino e ajuste, 











r RSME RSME% D |D| SD SSRR RP 
1 
Hradetzky 0,990 0,58 9,25 0,04 0,40 0,01 159,68 10,77 4 
k-NN 0,999 0,11 1,78 4*10-5 0,07 10-3 9,55 2,24 1 
RF 0,999 0,20 3,24 10-3 0,14 2*10-3 35,99 4,21 2 
RNA 0,992 0,52 8,25 -0,06 0,36 0,01 170,75 9,76 3 
2 
Hradetzky 0,990 0,58 9,15 0,05 0,40 0,01 117,98 11,21 3 
k-NN 0,987 0,63 10,06 0,03 0,44 0,01 251,93 12,57 4 
RF 0,991 0,53 8,39 0,02 0,36 0,01 148,71 10,33 2 
RNA 0,992 0,51 8,04 -0,06 0,35 0,01 97,41 9,76 1 
FONTE: A autora (2016). 
Notas: Conj. 1 e 2 – Conjunto de treino (1) e validação (2); r – coeficiente de correlação entre valores 
observados e estimados; RSME e RSME% – raiz quadrada do erro médio absoluto em porcentagem; 
D – desvio médio; |D| – desvio médio absoluto; SD – desvio padrão das diferenças; SQRR – soma do 
quadrado do resíduo relativo; RP – porcentagem dos resíduos; Ranking com atribuição da menor 
nota ao modelo de melhor desempenho na estatística em análise. 
 
 Todos os modelos propiciaram estatísticas favoráveis à sua utilização, com 
coeficientes de correlação superiores a 0,98 e RSME máximo de 10%. Como 
esperado, as estatísticas do conjunto de teste demonstram maior precisão. Cabe 
ressaltar que apenas essas duas estatísticas usualmente utilizadas não retratam 
adequadamente as funções de afilamento, pois tratam-se de médias que não levam 
em consideração a posição da estimativa ao longo do fuste, servindo, portanto, 
apenas como um indicativo da correlação entre variáveis (SILVA et al., 2011). 
 Quanto às estatísticas adicionais dos resíduos, todos os modelos 
apresentaram homogeneidade dos resíduos (SD muito próximo a zero), sem fortes 
tendências (D e |D|), e com resíduos de baixa amplitude (RP – similar ao RSME). A 
estatística Soma do quadrado do resíduo relativo (SSRR), por sua vez, representa o 
tamanho de cada resíduo em relação ao seu valor real, evidenciou maior 
discrepância entre os modelos devido a sua natureza quadrática.  
 A FIGURA 7 demonstra que os modelos não apresentaram resíduos 






FIGURA 7 – DISPERSÃO DOS RESÍDUOS RELATIVOS E FREQUÊNCIA DOS RESÍDUOS 
PORCENTUAIS POR CLASSE DE ERRO PARA ESTIMATIVA DO DIÂMETRO AO 



















































































































































































































 Quanto ao ranqueamento dos modelos, assim como na estimativa do 
volume em função do dap e altura, fica evidente que, ainda que tenha sido aplicada 
a validação cruzada no treinamento dos modelos de IA, estes podem não 
necessariamente incidir em bons ajustes no grupo de validação. Repetindo aqui a 
tendência do algoritmo vizinho mais próximo (k-NN), como o melhor modelo no 
conjunto de teste e pior modelo no conjunto de validação. 
 Leite et al. (2011) compararam o desempenho de três tipos de RNAs, tipo 
perceptron linear, perceptron múltiplas camadas e função de base radial, com a 
função de afilamento polinômio de segundo grau, consagrada como modelo de 
Kozak (1969). Destacam que os modelos de RNA apresentaram um melhor ajuste a 
base de dados, com baixos valores de RSME% e concentração dos resíduos entre ± 
10%. Porém, assim como a presente pesquisa, os modelos apresentaram 
dificuldades nas estimativas dos menores diâmetros situados na porção terminal do 
fuste, com fortes tendências a superestimativas.   
 Soares et al. (2011) reportam bom desempenho das RNAs na estimativa de 
diâmetros relativos treinados com a mesma metodologia deste trabalho, com 
coeficientes de correlação entre 0,97 e 0,99, bem como valores de RSME% de 7% 
em média. Como diferencial ainda apontam boa acurácia das RNAs na predição de 
diâmetros recursivos, ou seja, com a mensuração de apenas 3 medidas da base na 
etapa de generalização (validação) do modelo e posterior estimativa dos demais. 
Assim, seria possível a obtenção de valores mais acurados dos sortimentos obtidos 
em inventários florestais, que comumente são tomadas apenas as medidas do dap e 
altura total. Soares et al. (2012) ainda propõem a utilização de RNAs para estudo da 
forma sem o conhecimento prévio da altura total, com coeficientes de correlação 
entre 0,95 e 0,99, bem como RSME% médios entre 1% e 20%, considerando uma 
estratificação dos indivíduos por classe de dap.  
 Özçelik et al. (2014) comparou o desempenho de três tipos de RNAs, dentre 
elas perceptrons múltiplas camadas treinadas por backpropagation, em relação a um 
modelo de afilamento não linear na estimativa dos diâmetros relativos e volume. 
Esses autores destacam como vantagem que as RNAs conseguem assimilar as 
relações existentes entre as variáveis de entrada e de saída automaticamente 
através das conexões dos pesos, viabilizando assim a modelagem de interações 




preditivo. Assim, as RNAs vêm ganhando notoriedade em aplicações matemáticas 
no inventário florestal justamente por essa plasticidade na modelagem.   
 Conforme já anteriormente mencionado, as aplicações dos algoritmos k-
vizinho mais próximo e Random Forest como aproximação de função/regressão são 
escassas, portanto não foi possível fazer um cenário comparativo para a estimativa 
do diâmetro com esses algoritmos.  
 
5.2.3 Estimativa do volume total 
 
 A TABELA 8 apresenta as estatísticas de avaliação dos modelos, tanto para 
o grupo de teste utilizado no treino e ajuste, quanto para o grupo de validação. 
Todos os modelos apresentaram coeficientes de correlação superiores a 0,98, 
porém com valores de RSME% superiores em relação aos obtidos nas estimativas do 
diâmetro relativo, indicando maior variabilidade nas estimativas. A FIGURA 8 
apresenta os gráficos de resíduos para o volume total, evidenciando que o modelo k-
NN apresentou um maior viés tanto para o conjunto de treino quanto para o conjunto 
de validação. Juntamente com o polinômio de Hradetzky, é possível evidenciar que 
ambos apresentam leve tendência a superestimar os volumes, sendo que o k-
vizinho mais próximo apresenta um viés mais forte. 
 




r RSME RSME% D |D| SD SSRR RP 
1 
Hradetzky 0,994 0,01 10,40 2*10-3 5*10-3 3*10-4 2,67 6,35 4 
k-NN 0,994 0,01 10,05 10-3 5*10-3 3*10-4 3,29 7,20 3 
RF 0,999 2*10-3 2,17 3*10-4 10-3 6*10-5 0,85 2,97 1 
RNA 0,994 0,01 9,31 10-3 4*10-3 3*10-4 2,30 5,95 2 
2 
Hradetzky 0,994 0,01 10,80 2*10-3 5*10-3 4*10-4 1,55 6,24 2 
k-NN 0,989 0,01 12,64 2*10-3 0,01 5*10-4 3,43 8,97 4 
RF 0,990 0,01 11,65 8*10-4 0,01 5*10-4 1,94 6,78 3 
RNA 0,995 0,01 8,32 6*10-4 4*10-3 3*10-4 1,13 5,47 1 
FONTE: A autora (2016). 
Notas: Conj. 1 e 2 – Conjunto de treino (1) e validação (2); r – coeficiente de correlação entre valores 
observados e estimados; RSME e RSME% – raiz quadrada do erro médio absoluto em porcentagem; 
D – desvio médio; |D| – desvio médio absoluto; SD – desvio padrão das diferenças; SQRR – soma do 
quadrado do resíduo relativo; RP – porcentagem dos resíduos; Ranking com atribuição da menor 





FIGURA 8 – DISPERSÃO DOS RESÍDUOS RELATIVOS E FREQUÊNCIA DOS RESÍDUOS 



























































































































































































































 Quanto ao ranqueamento, o modelo RF se mostrou mais acurado para o 
conjunto de treino, seguido da RNA. No conjunto de validação, por sua vez, a RNA 
demonstrou ser o modelo de melhor desempenho, seguido do polinômio Hradetzky. 
O modelo k-NN não propiciou bom resultado no ranqueamento como na estimativa 
do diâmetro relativo. 
 Os modelos RF e RNA apresentaram uma distribuição mais homogênea e 
com seus pontos próximos a zero, bem como pode ser visualizado na distribuição da 
frequência dos resíduos que os modelos RF e RNA apresentaram maior porção dos 
resíduos na classe que varia entre ±10%, bem como não apresentaram tendência a 
super ou subestimar.  
 Özçelik et al. (2010) indicam que a implementação de RNAs na estimação 
florestal oferece diversas vantagens em relação a métodos tradicionalmente 
abordados, destacando que problemas como supertreinamento podem ser 
facilmente evitados com a seleção de arquiteturas adequadas e com a utilização de 
base de dados de ajuste e treino. Esse fato pode ser evidenciado na presente 
pesquisa, em que a RNA se mostrou como o melhor modelo dentre os analisados. 
 Binoti et al. (2014b) testaram um método para obtenção de estimativas de 
volume total com e sem casca para clones de Eucalyptus sp. utilizando RNAs. Para 
tanto, as redes foram treinadas com as variáveis clone, dap, altura total e diâmetros 
relativos às alturas 0,5, 1, 2 e 4 m. Esses autores apontam que é possível obter 
estimativas muito acuradas utilizando as RNAs, com valores de r acima de 0,99, 
RSME inferiores a 5% e resíduos situados entre ± 10%. Assim, afirmam que essa 
metodologia pode ser aplicada como alternativa para redução das medições de 
diâmetro ao longo do fuste, visando a cubagem das árvores em pé, mas ainda assim 
mantendo os níveis de precisão aceitáveis. 
 Sanquetta et al. (2015b) testaram o desempenho de modelos k-NN para a 
estimativa de volume de colmos de Bambusa sp., juntamente com as funções de 
afilamento polinômio de quinto grau e potências fracionárias de Hradretzky, além de 
outras técnicas consagradas para a estimativa de volume do fuste. Esses autores 
consideram que não foram obtidos resultados satisfatórios com os modelos k-NN, 
denominados no trabalho de método de mineração de dados, os quais não 
apresentaram resíduos com distribuição homogênea, mas sim com forte 
heterocedasticidade e grande dispersão. Assim, atribuem o mau desempenho na 




técnica de mineração de dados nesse caso só seria indicado caso as premissas da 
regressão linear fossem violadas.  
 
5.3  ABORDAGEM COMPARATIVA DOS MÉTODOS ANALISADOS 
 
 Visto que a presente pesquisa introduz a utilização de métodos de 
aprendizado de máquina como uma alternativa ao método consagrado na literatura 
no estudo da forma do fuste e seu volume, o QUADRO 1 apresenta um resumo 
comparativo das quatro técnicas de modelagem utilizadas na presente pesquisa, 
visando destacar assim suas potencialidades e fragilidades.  
 De maneira geral, conforme Strobl et al. (2009), os métodos não 
paramétricos, tais como os de IA utilizados no presente estudo, possuem a 
habilidade de identificar relações entre variáveis que são muito complexas para os 
modelos paramétricos, assim como, possuem mais facilidade em trabalhar com um 
grande número de variáveis explicativas.  
 Haara e Kangas (2012) afirmam que conforme os dados utilizados sejam 
desequilibrados e com forte não linearidade, o k-NN apresenta resultados menos 
tendenciosos que a regressão convencional. Por outro lado, Maltamo et al. (1998) ao 
utilizarem o k-NN já atentaram que não é assegurado que as estimativas obtidas 
pelo algoritmo sejam livres de viés, bem como exigem uma base de dados muito 
mais extensa. Mognon et al. (2014) corroboram essa afirmação de que o tamanho 
da amostra pode ser um limitador à obtenção de estimativas acuradas pelo k-NN, 
indicando que quando não há disponibilidade de uma grande e robusta base de 






QUADRO 1 - COMPARAÇÃO DAS QUATRO TÉCNICAS DE MODELAGEM APLICADAS 







Regressão linear pelo 
método dos mínimos 
quadrados, com seleção 
de variáveis significativas 
via stepwise. 
Teoria sólida e com vasta 
aplicação. Possibilidade 
de obtenção de distintas 
variáveis de interesse (di, 
h, v). Função integrável. 
Comportamento da curva 
previamente definido, 
dificultando assim o ajuste 
adequado para distintas 
bases de dados. 
k-NN 
Métricas de distâncias 
tratando observação a 
observação. 
Grande plasticidade na 
modelagem de relações 
complexas. 
Necessário grande base 
homogênea de dados, do 
contrário pode apresentar 
resultados tendenciosos.  
RF 
Construção de árvores de 
regressão independentes 
entre si, que trazem por si 
só grande poder preditivo. 
Possui alto poder 
preditivo, bem como 
trabalha facilmente com 
variáveis categóricas. 
Esse alto poder preditivo 
ainda é pouco 
compreendido pelos 
trabalhos já publicados. 
RNA 
Diversos algoritmos de 
treinamento, com ajuste 
dos pesos que se 
conectam à rede 
conforme as variações na 
taxa de erro. 
Capaz de modelar 
relações complexas, lidar 
com variáveis categóricas 
e/ou grande quantidade 
de variáveis explicativas, 
sejam de grandezas 
similares ou não. Rapidez 
na aplicação (fase 
posterior ao treino). 
Exigência computacional 
para otimização de seus 
parâmetros na fase de 
treino. Demanda cuidados 
a fim de evitar o 
supertreinamento a base 
de dados. Dificuldade na 
escolha do algoritmo de 
treinamento. 
FONTE: A autora (2016). 
 
 Fehrmann et al. (2008), ao compararem estimativas de biomassa obtidas 
pelo k-NN e modelagem linear mista, traçaram um interessante paralelo acerca dos 
dois métodos: destacam a habilidade do método vizinho mais próximo em explorar 
desvios locais na base de dados, capacidade essa que a regressão não possui. 
Porém destacam ainda que a qualidade das estimativas é altamente dependente do 
número de observações e sua distribuição. Esses autores ressaltam que a vantagem 
da regressão é óbvia: uma vez que os parâmetros foram estimados, estes são 
facilmente aplicados, mas destacam também que no método paramétrico a 
generalização é mais limitada, ao passo que o método não paramétrico k-NN pode 




 Ao que concerne a utilização das RNAs, conforme já foi anteriormente 
abordado, sua utilização está mais difundida na modelagem florestal que os demais 
algoritmos aqui testados, porém há muito ainda a explorar.  
 Em estudos para obtenção de volumes do fuste com a utilização de RNAs, 
trabalhos como Gorgens et al. (2009), Silva et al. (2009) e Binoti et al. (2014a, b) são 
unânimes em apontar como principais vantagens das redes a habilidade em modelar 
características não explícitas entre as variáveis, além da capacidade de com um 
modelo único obter estimativas para diferentes estratos, ao passo que modelos de 
regressão exigem um modelo para cada estrato, onerando o processamento e 
análise. Binoti et al. (2014a) destacam também como importante vantagem a 
facilidade na inclusão de variáveis categóricas nos modelos de RNA.  
 Leite et al. (2011) ressaltam como principais vantagens que as RNAs 
possuem grande adaptabilidade, tolerância a ruídos e outliers, grande habilidade no 
aprendizado e consequentemente bons resultados na generalização para dados 
desconhecidos. Porém, os autores apresentam também algumas limitações, tais 
como as dificuldades na escolha dos parâmetros de configuração da rede, como 
número de neurônios na camada oculta e a não garantia que o algoritmo apresentou 
a solução ótima para o modelo.   
 Assim como as RNAs, modelos RF possuem grande potencialidade de 
utilização na área florestal.  Conforme Moreno-Fernández et al. (2015) destacam, 
dados de origem ecológica raramente satisfazem as premissas básicas para 
regressão, assim, os métodos não paramétricos apresentam grande potencial para 
utilização, possibilitando a modelagem dessa estrutura complexa. Porém os autores 
destacam como limitação a impossibilidade de interpretação de parâmetros como 
em um modelo tradicional. 
 Cutler et al. (2007) vêm pela mesma linha de pensamento, em que destacam 
que modelos com tamanha capacidade computacional não apresentam relações 
diretas entre variáveis preditoras e variáveis resposta, dificultando o entendimento 
dos processos dos algoritmos até o resultado final. Nesse tipo de modelo não é 
possível fazer a interpretação dos parâmetros, bem como há dependência direta do 
software utilizado, pois não há um modelo a ser obtido e facilmente replicado assim 
como modelos de regressão.  
  Prasad et al. (2006) apresentam como maior vantagem na utilização do RF 




supertreinamento à base de dados. Destacam que a seleção do preditor aleatório 
mantém os desvios baixos e com melhores estimativas do modelo quando 
comparado a outros modelos que simulam árvores de regressão. Porém os autores 
também ressaltam como desvantagem o fato da alta capacidade preditiva do RF não 
é facilmente compreendida, bem como a forte exigência computacional (diretamente 
ligada ao tamanho e complexidade da base de dados).  
 De posse de conhecimento acerca das potencialidades e limitações dos 
métodos de obtenção de estimativas, é possível a tomada de decisão sobre qual o 
mais indicado a cada situação. Como já foi abordado, métodos de IA carecem ainda 
de estudos para solidificar sua utilização na área florestal, bem como exigem uma 
base de dados mais extensa e representativa. Porém, é de se destacar a 
potencialidade desses métodos quando as premissas da análise de regressão são 
burladas.  
 Por outro lado, a regressão convencional pode ser menos exigente em 
termos de número de observações no ajuste, porém pode ser mais limitada quando 
na obtenção dos resultados. Essa abordagem apresenta modelos mais 
regionalizados, ou um conjunto de diversas equações para situações diferentes, 
como os modelos por classe diamétrica utilizados na presente pesquisa. Nesse 
sentido os modelos de IA podem facilmente englobar diversas variações em um 








6 CONCLUSÕES  
 
 Para a estimativa do volume em função do dap e altura, a RNA e o modelo 
de Schumacher e Hall apresentam melhores resultados no ranqueamento do que o 
k-vizinho mais próximo e Random Forest.  
 Os métodos aplicados de inteligência artificial demonstram ser mais 
acurados que o polinômio de Hradetzky para estimativas acerca do estudo da forma 
da árvore, tais como o diâmetro ao longo do fuste e volume total.   
 Os modelos de AM são adequados como alternativa na modelagem 
tradicionalmente aplicada na mensuração florestal, contudo a sua utilização deve ser 






7 RECOMENDAÇÕES PARA TRABALHOS FUTUROS  
 
 O presente trabalho teve como objetivo uma comparação inicial e macro 
entre algoritmos de Aprendizado de Máquina e a técnica usual de regressão. 
Significando, portanto, que os algoritmos de AM não foram plenamente explorados 
em suas variantes, desse modo, para novas perspectivas de pesquisa, pode-se 
sugerir: 
 Para o algoritmo k-NN, recomenda-se a análise de diferentes métricas de 
distância, estudo da sensibilidade na variação no número de vizinhos (k), 
diferentes métodos de ponderação dos k vizinhos selecionados; 
 Para o algoritmo RF, recomenda-se uma análise da influência no número de 
árvores cultivadas; 
 Para os modelos de RNA, é possível fazer uma análise ainda mais robusta, 
testando-se os diferentes tipos de RNAs, tais como a perceptron com uma 
camada, perceptron multiplas camadas (utilizada no presente trabalho), redes 
de base radial, redes auto-organizáveis, redes de aprendizagem extrema 
dentre mais uma infinidade de tipos de RNAs que podem ser analisadas. Das 
redes do tipo MLP, podem ser analisados diferentes algoritmos de 
treinamento além do backpropagation, tais como seus variantes diretos como 
Resilient Propagation RPROP+, dentre outras possibilidades de algoritmos. 
Somam-se as já citadas possibilidades, a variação do número de neurônios 
em uma ou mais camadas ocultas, diferentes funções de ativação e taxas de 
aprendizado.  
 Além dos algoritmos aqui testados, pode-se destacar outros poderosos 
preditores que podem ser promissores à obtenção de estimativas da área 
florestal, com destaque a máquina de vetor suporte (SVM), lógica neuro-fuzzi, 
Redes bayesianas, algoritmos genéticos dentre muitos outros.  
 
 Sendo assim, o estudo da aplicação dos algoritmos de AM na área florestal 
está apenas sendo iniciado, em que análises quanto suas aplicações devem ser 
feitas para as mais diversas demandas de estimativas da área, possibilitando 
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