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Kapitel 1EinleitungNoh vor 8 Jahren galten Parallelrehner auf der Basis von Standardprozes-soren (Cluster) als Exoten mit geringer Leistungsfähigkeit. Zur Lösung groÿerwissenshaftliher Probleme wurden teure Parallelrehner mit Spezialhardwarebenutzt. Diese Systeme waren, besonders auf Grund der von allen Prozessorenerreihbaren Peripherie (Speiher und Festplatten), aus Anwendersiht leihthandhabbar und stellten sih dem Programmierer als ein geshlossenes System(Single System Image, SSI) dar.Weil jedoh die Arbeitsplatzrehner einen groÿen Boom erlebten und daherauh mit groÿe Budgets an der Weiterentwiklung der verwendeten Komponen-ten gearbeitet wurde, hatten diese bald in ihrer Leistungsfähigkeit die Spezial-prozessoren überholt. Doh der eigentlihe Grund, warum sih Standardprozes-soren auh im Bereih der Hohleistungsrehner durhgesetzt haben, ist ihr -imVergleih zu den Spezialprozessoren- unshlagbares Preis/Leistungs-Verhältnisund gleihzeitig die Entwiklung von shnellen Netzwerken mit geringer Latenzund hohem Durhsatz, die eine eektive Zusammenarbeit der Einzelrehner er-möglihen.Dieser Trend zeigt sih auh deutlih in der seit 1993 halbjährlih ershei-nenden TOP500 Liste [56℄. In dieser Liste, die den Anspruh erhebt, die 500shnellsten Parallelrehner der Welt zu enthalten, tauhten Cluster erstmals imJahre 1998 auf. Von diesem Zeitpunkt an, stieg ihr Anteil an den 500 shnells-ten Rehnern stetig auf 72.20% (im November 2006), während die Anteile deranderen Arhitekturen abnahmen (Abbildung 1.1). Doh niht nur im Höhst-leistungsbereih sind Cluster sehr erfolgreih. Auf Grund der geringen Kostenund der relativ einfahen Erweiterbarkeit entstehen auh immer mehr kleineund mittlere Installationen, die nur aus einigen Dutzend Knoten bestehen.Trotz ihres Erfolgs haben Clustersysteme den groÿen Nahteil, dass sie sihdem Anwender, entsprehend ihrer Arhitektur, nur als eine Ansammlung vonEinzelrehnern darstellen, die über ein Netzwerk verbunden sind. Der Program-mierer muss zur Lösung seiner Rehenprobleme, diese auf die vorhandenenRehner aufteilen und mittels expliziter Kommunikationsanweisungen eine Zu-sammenarbeit herbeiführen. Denn obwohl in einem solhen Rehnerbündel einegroÿe Menge an Ressouren, insbesondere Haupt- und Festplattenspeiher, zurVerfügung stehen, sind diese niht von jedem Knoten aus erreihbar. Im Gegen-satz zu den eingangs erwähnten spezialisierten Parallelrehnern, bieten Cluster-systeme keine einheitlihe Verwaltung dieser Ressouren, ershweren dadurh11
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Abbildung 1.1: Top500 Superomputer: Arhitekturen [56℄ihre Programmierung und Administration und bleiben aus diesen Gründen un-ter ihrer potentiellen Leistungsfähigkeit.Ziel dieser Arbeit war die Weiterentwiklung des parallelen Dateisystems(Clusterle) zu dem Cluster-Dateisystem CLF (Cluster Filesystem), welhesdurh Kooperation der einzelnen Knoten die Skalierbarkeit der Metadatenver-arbeitung verbessert, und darüber hinaus von jedem Knoten des Clusters eineneinheitlihen Zugri auf die gespeiherten Daten ermögliht. Es soll niht nurvon parallelen Programmen genutzt werden, sondern vor allem auh von lo-kalen, ein-Prozessor-Programmen, die für den Betrieb eines einzelnen Knotennotwendig sind.1.1 Arhitektur von ClusterleIn diesem Abshnitt wird zunähst die Arhitektur von Clusterle vorgestellt,das der Ausgangspunkt für die Arbeiten an CLF war und ein typishes Beispielfür die Arhitektur eines parallelen Dateisystems ist.Clusterle [44, 45℄ wurde als Dateisystem für parallele Programme entwor-fen und folgt der klassishen Arhitektur paralleler Dateisysteme, in der zwi-shen drei vershiedenen Rollen untershieden wird, welhe die einzelnen Kno-ten im Cluster einnehmen können: Metadatenmanager, Daten-Server und Kli-ent. Die Trennung zwishen Metadatenmanager und Daten-Server untersheidetdiesen Aufbau von den traditionellen Netzwerkdateisystemen, wie beispielsweiseNFS [70℄. Bei NFS gibt es nur einen einzigen Dienstgeber, der einen Teil seineslokalen Dateisystems an die angeshlossenen Klienten exportiert. Da Anfragen
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 13an das Dateisystem von einem Dienstgeber nur sequentiell verarbeitet werdenkönnen, kann er, besonders bei gleihzeitigem Zugri von mehreren Klienten,zu einem Engpass werden. Diesem Problem treten parallele Dateisysteme durheine Aufteilung des Dienstes entgegen.UnterMetadaten versteht man im Allgemeinen Daten über Daten, bei Datei-systemen sind dies unter anderem die Verzeihnishierarhie und Informationenüber die in ihr gespeiherten Dateien. Anders ausgedrükt: Metadaten sind alleInformationen in einem Dateisystem mit Ausnahme des Inhalts der Dateien.Der Metadatenmanager ist somit ausshlieÿlih für die Verarbeitung dieser Ver-waltungsinformationen verantwortlih. Es ist wihtig, dass diese Daten in einemkonsistenten Zustand gehalten werden, da sonst die Integrität des Dateisys-tems gefährdet ist. Aus diesem Grund besitzt Clusterle, wie auh die übrigenparallelen Dateisysteme, nur einen einzigen Metadatenmanager, der die an ihngestellten Anfragen naheinander bearbeitet.Der eigentlihe Inhalt der Dateien wird auf den Daten-Servern gespeihert,von denen es in einer Dateisystemkonguration beliebig viele geben kann. DieDateien werden dazu in Blöke gleiher Gröÿe (übliherweise 64KB) aufgeteiltund reihum auf den Daten-Servern gespeihert. Der Index des ersten Daten-Servers wird variiert, um eine gleihmäÿige Lastverteilung und Speiherbelegungzu erreihen. Die Anfragen zum Shreiben oder Lesen von Datenblöken stellendie Klienten direkt an die Daten-Server.Darüber hinaus bietet Clusterle auh die Möglihkeit Daten mittels ei-ner exiblen Funktiondenition (sogenannte PITFALLS ) fast beliebig auf dieDaten-Server zu verteilen [46, 47℄. Auf die exible Daten-Verteilung wird hierniht weiter eingegangen, da sie hauptsählih bei parallele Anwendungen zumEinsatz kommt, während sih diese Arbeit auf den Einsatz des Dateisystems beiEin-Prozessor-Software konzentriert.Die dritte Rolle, die Knoten im Cluster bezüglih des Dateisystems einneh-men können, ist die des Klienten. Der Zugri auf die Dateien erfolgt entwe-der über eine spezielle Bibliothek, die ähnlihe Funktionalität bietet wie dieDateisystem-Shnittstelle des Betriebssystems, mit dem Untershied, dass denFunktionen der Bibliothek der Präx lf_ vorangestellt wird. In Anwendun-gen, die Clusterle benutzen möhten, müssen Funktionsaufrufe wie beispiels-weise open() und read() durh die Clusterle-Äquivalente lf_open() respek-tive lf_read() ersetzt werden. Auf Basis dieser Bibliothek kann auh über eineMPI-IO Shnittstelle auf Clusterle zugegrien werden. MPI-IO ist eine auf par-allele Anwendungen zugeshnittene Bibliothek, welhe MPI-Anwendungen denezienten Zugri auf parallele Dateisysteme erlaubt. Sie bildet einen Teil desMPI2-Standards [34℄, einer Erweiterung von MPI1.1 [83℄.Transparent für den Benutzer muss die Clusterle-Bibliothek beim Zugriauf Dateien zunähst Kontakt mit dem Metadatenmanager aufnehmen, um fest-zustellen, ob die gewünshte Datei existiert und um die Verteilung der Datei aufden Daten-Servern zu erfragen. Im Anshluss werden die benötigten Daten di-rekt bei den involvierten Daten-Servern angefordert. Falls bei der Operationmehrere Daten-Server involviert sind, so werden diese gleihzeitig kontaktiert,um eine möglihst shnelle Bearbeitung der Anfrage zu ermöglihen.Abbildung 1.2 zeigt eine möglihe Konguration für einen Cluster mit 5 Kno-ten: Das Dateisystem wird von allen Knoten benutzt, wodurh alle die Klienten-Rolle annehmen. Die ersten drei Knoten spielen jedoh besondere Rollen. Kno-ten 1 ist Metadatenmanager und die Knoten 2 und 3 sind Daten-Server. Diese
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Netzwerk
Knoten1 Knoten2 Knoten3 Knoten4 Knoten5
manager
Metadaten− Daten−ServerDaten−ServerAbbildung 1.2: Beispiel für vershiedene Knotenrollen in CLFdrei Knoten müssen über eine lokale Festplatte verfügen, um die anfallendenDaten zu speihern, während die übrigen Knoten keine eigene Festplatte benö-tigen. Je nah Gröÿe des Clusters und der Ausstattung der einzelnen Knotenkönnen die Dienstgeber auh auf dedizierten Knoten ablaufen, welhe selber dasDateisystem niht benutzen, um eine höhere Leistung zu erreihen.Das Dateisystem ist vollständig in der ProgrammierspraheC auf der Benut-zerebene implementiert. Die Dienstgeber benutzen jeweils die lokalen Dateisys-teme auf ihren Knoten, um die anfallenden Daten zu speihern und verwendeneigene Cahing-Mehanismen zur Vermeidung von Systemaufrufen. Wie bereitserwähnt, handelt es sih bei der Klientensoftware um eine Bibliothek, welhedie Shnittstelle des Betriebssystems imitiert. Die Bibliothek wird an die Pro-gramme, die das Dateisystem benutzen, gebunden. Verwenden n Programmeauf einem Knoten Clusterle, so werden n Instanzen des Klienten erzeugt. Sogesehen ist die Abbildung 1.2 ungenau, da es pro Knoten mehrere Klienten-Komponenten geben kann, oder für den Fall, dass kein Programm abläuft, dassClusterle benutzt, auh gar keine.Die Kommunikation zwishen den einzelnen Komponenten wurde in Clus-terle direkt auf der Basis von TCP Sokets [30℄ implementiert. Auf Clusternwerden zur Kommunikation über das Hohgeshwindigkeitsnetzwerk spezielleBetriebssystemmodule verwendet, die es erlauben, TCP-Verbindungen statt derproprietären Shnittstellen zu verwenden. So ermögliht beispielsweise Sokets-GM [32℄ die Kommunikation über das Myrinet-Netzwerk mittels Sokets, beiInniband [42℄ ist durh das Sokets Diret Protool (SDP) [66℄ sogar die trans-parente Nutzung von Remote Diret Memory Aess (RDMA) bei der Benut-zung der Standard Unix Soket-Shnittstelle möglih.1.2 ZieleIn dieser Arbeit wurde das Ziel verfolgt ein Clusterdateisystem (CLF ) zu ent-wikeln, dessen Anwendungsbereih vor allem die niht-parallelen Program-me sind. Niht-parallele Programme benutzen in der Regel die Dateisystem-Shnittstelle des Betriebssystems, daher war es eine wihtige Voraussetzung, dasDateisystem unter Linux montierbar zu mahen. Dieses Ziel shränkt den Ent-wurfsspielraum bei der Entwiklung aufgrund der Rahmenbedingungen der zuerfüllenden Shnittstelle ein. Um die Anwendbarkeit von CLF in niht-parallelenProgrammen zu verbessern, sollte vor allem die Skalierbarkeit der Metadaten-verarbeitung verbessert werden. Die Arbeit wird dabei motiviert durh Shwä-
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 15hen in der Arhitektur der bisherigen parallelen Dateisysteme, wie sie im Ab-shnitt 1.1 vorgestellt wurde.Parallele Applikationen verwenden in einem Dateisystem normalerweise we-nige groÿe Dateien, die häug gleihzeitig von mehreren Rehenknoten gelesenund geshrieben werden [59, 76℄. Die bisherigen Arbeiten an Clusterle konzen-trierten sih auf diesen Anwendungsbereih [44℄. Für die Verwendung in niht-parallelen Anwendungen muss das Dateisystem jedoh in der Lage sein, eineHierarhie von Tausenden von Dateien jegliher Gröÿe ezient zu verwalten.Dadurh kann ein einzelner Metadatenmanager, wie er übliherweise von par-allelen Dateisystemen verwendet wird, shnell zu einem Engpass werden, derdie Leistungsfähigkeit beeinträhtigt. Der Grund dafür liegt in den häug not-wendigen Anfragen der Klienten: Klienten müssen bei nahezu jeder Operationdes Dateisystems den Metadatenmanager kontaktieren um aktuelle Informatio-nen zu erhalten oder eine Änderung vorzunehmen. Eine solhe Änderung istbeispielsweise das Anlegen eines Verzeihnisses oder der Zugri auf eine Datei.Zunähst muss die Frage beantwortet werden, ob eine Aufteilung der Meta-daten und damit auh deren verteilte Verwaltung überhaupt möglih ist, ohnedie Rahmenbedingungen der Dateisystemshnittstelle des Betriebssystems zuverletzen. Der in dieser Arbeit vorgestellte Entwurf und die zugehörige Imple-mentierung belegen die folgende These:These 1: In einem Cluster-Dateisystem ist es möglih, die Verwaltung der Me-tadaten automatish auf mehrere Knoten zu verteilen und gleihzeitig dieShnittstelle des Linux-Betriebssystems zu erfüllen.Für die automatishe Verteilung der Metadaten ist es notwendig, die Verwaltunginnerhalb des Metadatenmanagers den neuen Anforderungen anzupassen undeine Datenstruktur zu entwerfen, die eine Verteilung zulässt. Weiterhin mussein Betriebssystemmodul für den Klienten entworfen werden, welhes es erlaubt,CLF wie jedes andere Dateisystem auf einem Knoten zu montieren. Damitkönnen Anwendungen niht nur mittels der Bibliothek, sondern auh über dieDateisystemshnittstelle des Betriebssystems auf CLF zugreifen [29, 30℄.Auh wenn die grundsätzlihe Mahbarkeit der Verteilung gezeigt wurde, istnoh oen, ob die Verteilung auh die gewünshten Verbesserungen bei der Ska-lierbarkeit zeigt. Aufgrund vielfaher Abhängigkeiten zwishen den einzelnenObjekten eines Dateisystems, wird die Verteilung zu einem erhöhten Kommuni-kationsbedarf zwishen den Verwaltungsknoten führen. So betrit beispielsweisedie Umbenennung einer Datei sowohl die Metadaten der betroenen Datei, wieauh die Metadaten des Verzeihnisses in dem diese Datei abgelegt ist. Werdendie Metadaten beider Objekte von untershiedlihen Knoten verwaltet, müs-sen diese bei der Bearbeitung der entsprehenden Anfrage zusammen arbeiten.Diese Zusammenarbeit erfordert zusätzlihe Kommunikation, die eine erhöhteBelastung des Kommunikationsnetzwerks und eine erhöhte Bearbeitungszeit zurFolge haben kann.Diese Arbeit weist nah, dass sih trotz der beshriebenen Probleme bei derVerteilung der Metadaten, folgende These belegen lässt:These 2: Die Verteilung der Metadaten auf mehrere Cluster-Knoten steigertbei typishen ein-Prozessor-Anwendungen die Leistungsfähigkeit der Me-tadatenverwaltung im Vergleih zur Verwendung eines zentralen Metada-tenmanagers.
16 GUIDO MALPOHLUm diese These nahzuweisen wurde zunähst das Verhalten der ein-Prozessor-Anwendungen untersuht und anhand von Studien ein Benhmark entwikelt,der in der Lage ist, die Metadatenleistung eines Clusterdateisystems zu vermes-sen. Der Benhmark läuft gleihzeitig auf mehreren Klienten des Clusters abund ist somit in der Lage die Skalierbarkeit der Metadatenverarbeitung zu un-tersuhen, indem er die Anzahl der aktiven Klienten variiert und den erreihtenDurhsatz vergleiht.1.3 GliederungKapitel 2 gibt zunähst einen Überblik über Dateisysteme im Allgemeinen undverteilte Dateisysteme im Speziellen und stellt anshlieÿend die verwandten Ar-beiten aus dem Bereih der Cluster-Dateisysteme vor. Dabei steht insbesonderedie Metadatenverwaltung im Mittelpunkt der Betrahtung.In Kapitel 3 werden zunähst die Grundlagen dieser Arbeit gelegt. Dabeihandelt es sih um Linux-Dateisysteme, wobei besonderes Augenmerk auf dasLinux-Dateimodell und die VFS-Shnittstelle (Virtual Filesystem Swith), sowiedie Implementierung von Dateisystemen geworfen wird.Die im Rahmen dieser Arbeit entwikelte Netzwerkshnittstelle Paradis-Netwird in Kapitel 4 vorgestellt. Sie stellt eine wihtige Vorarbeit für die Implemen-tierung der komplexen Kommunikationsmuster dar, die bei der Zusammenarbeitmehrerer Knoten benötigt werden.Der Entwurf und die Implementierung von CLF werden in Kapitel 5 behan-delt. Dort werden die einzelnen Komponenten (Klient, Daten-Server, Metada-tenmanager und Metadaten-Surrogat), sowie deren Arhitektur und die verwen-deten Kommunikationprotokolle beshrieben.Die Eektivität des Dateisystems wird in Kapitel 6 untersuht. Anhand vonBenhmarks werden untershiedlihe Kongurationen von CLF untereinanderund mit dem bekannten Dateisystem NFS verglihen.Ein abshlieÿendes Fazit und einen Ausblik bietet Kapitel 7.






MassenspeichergerätAbbildung 2.1: Einordnung von Dateisystemen in die Systemarhitektur17
18 GUIDO MALPOHLüber die Shnittstelle des Gerätetreibers lesend und shreibend zugegrien wer-den.Die Shnittstelle des Gerätetreibers ist oensihtlih niht dazu geeignet dieAnforderungen eines modernen Rehnersystems zu befriedigen. Die zusätzliheFunktionalitäten, die ein Dateisystem erbringt, werden in den folgenden Ab-shnitten beshrieben. Dazu gehören unter anderem die Dateiabstraktion (Ab-shnitt 2.1.1) und der Namensraum (Abshnitt 2.1.2).Neben der in Abbildung 2.1 vorgestellten Anordnung gibt es noh eine wih-tige Variante, bei der das Dateisystem niht Teil des Betriebssystems ist, son-dern als Benutzerebenenbibliothek zur Verfügung gestellt wird. Diese Variantewird dann verwendet, wenn ein Dateisystem für eine Spezialanwendung ent-worfen wird und die normierte Shnittstelle des Betriebssystems zu beshränktist um die besonderen Anforderungen der Anwendung zu erfüllen. Beispiele fürsolhe Dateisysteme sind beispielsweise das Google Dateisystem [36℄ und Clus-terle [44℄. Im weiteren Sinne kann auh jede Datenbank als Benutzerebenen-Dateisystem angesehen werden.Die Benutzerebenen-Dateisysteme besitzen den Vorteil, dass eine Anwen-dung die speziellen Möglihkeiten eines Dateisystems nutzen kann, wie beispiels-weise die beliebige Aufteilung von Daten auf Daten-Server bei Clusterle oderdie reord append -Operation des Google-Dateisystems, die das atomare Anfü-gen von Datensätzen an eine Datei ermögliht. Ein Betriebssystem-Dateisystemkann so spezielle Funktionalität nur in sehr begrenztem Umfang anbieten. Aufder anderen Seite bietet es aber eine einheitlihe und normierte Shnittstelle(siehe zum Beispiel POSIX [21℄). Die einheitlihe Shnittstelle erlaubt es ei-nem Anwendungsprogramm das Dateisystem zu verwenden, ohne die spezielleDateisystemimplementierung zu kennen, welhe letztendlih die Funktionalitätbereitstellt.Auf diese Weise ist es möglih, dass ein Programm mit den vershiedenstenDateisystemen zusammen arbeiten kann, ohne neu übersetzt werden zu müssen.Im Gegensatz dazu muss eine Anwendung bei Verwendung von Benutzerebenen-Dateisystemen im Allgemeinen mit einer Bibliothek gebunden werden und aufdie Funktionen des Dateisystems hin angepasst werden. Dies stellt bei diesenAnwendungen jedoh normalerweise keine Einshränkung dar, weil sie so ent-worfen wurden, dass sie ohnehin nur mit dem speziellen Dateisystem zusammenarbeiten können und andere Programme keinen Zugri auf das Dateisystembenötigen.Im Bereih der parallelen Dateisysteme gibt es Normierungsbestrebungenfür Shnittstellen in der Benutzerebene. So bietet MPI-IO [34℄ eine einheitliheShnittstelle für den Zugri auf (parallele) Dateisysteme, die auh Benutzer-ebenen-Dateisysteme sein können. Sie ermögliht unter anderem die Denitionvon Sihten auf eine Datei die jedem Prozess einer MPI-Anwendung die Aus-shnitte der Datei, für die sie zuständig sind, als linearen Bereih darstellen.Mit Hilfe von MPI-IO ist eine Entkopplung von Anwendung und Dateisystemmöglih, die mit der von Betriebssystem-Dateisystemen vergleihbar ist.Die Ein-Prozessor-Anwendungen, die im Mittelpunkt dieser Arbeit stehen,benutzen jedoh in der Regel Dateisysteme, die über die Shnittstelle des Be-triebssystems zugreifbar sind. Der Rest dieses Kapitel beshäftigt sih daherhauptsählih mit den Dateisystemen, die innerhalb des Betriebssystems im-plementiert sind, oder zumindest die Standardshnittstelle des Betriebssystemserfüllen. Die folgenden Abshnitte beshreiben das Modell von lokalen Dateisys-
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 19temen und die Tehnologie, die bei der Implementierung zum Einsatz kommt.(siehe auh [43℄)2.1.1 DateiabstraktionIn einem Dateisystem werden Daten vershiedener Benutzer (bzw. Prozesse)gespeihert, die inhaltlih groÿe Untershiede aufweisen. Daher wird der Spei-herplatz in logishe, inhaltlih zusammenhängende Einheiten aufgeteilt, dieDateien genannt werden. Eine Datei stellt eine linear adressierbare Folgen vonBytes dar, die durh das Dateisystem auf den zugrunde liegenden physikalishenSpeiher abgebildet werden. Dateien werden über einen Namen referenziert.Neben den in der Datei enthaltenen Daten speihert ein Dateisystem auhVerwaltungsinformationen, die so genannten Metadaten, die übliherweise ineinem separaten Bereih des Speihermediums abgelegt werden. Jede Datei be-sitzt eine Metadatenstruktur, in der ihre Attribute, wie Dateigröÿe, Erstellungs-,Änderungs- und Zugriszeitpunkte, Besitzer und Zugrisrehte abgelegt sind.Zu diesen Attributen gehören auh die Informationen zum Speiherort des Da-teiinhalts. In traditionellen UNIX-Systemen wird diese Struktur Inode genannt.2.1.2 NamensraumDateisysteme verwalten ihre Dateien mit Hilfe eines Namensraums, der es er-mögliht Dateien zu eindeutig identizieren und zu verwalten. Jede Datei hateinen Namen, der als Zeihenkette deniert wird. Die Dateinamen werden überspezielle Dateien (die so genannten Verzeihnisse) zu einer baumartigen Struk-tur verbunden. Verzeihnisse stellen Behälter für weitere Verzeihnisse oder nor-male Dateien dar und bilden dabei die inneren Knoten des Baumes. Der Pfadvon der Wurzel des Baumes bis zu einem Dateiknoten identiziert die Dateiinnerhalb des Namensraums eindeutig.In den frühen UNIX-Dateisystemen wurde der Inhalt der Verzeihnisse linearin einer Datei abgelegt. Daher war wie Dateisuhe eine sequentielle Operation,deren Aufwand mit der Gröÿe eines Verzeihnisses skalierte. Neuere Dateisyste-me verwenden B-Bäume zur Verwaltung der Verzeihnisse, um eine ezientereSuhe zu ermöglihen. XFS [24℄ und JFS [5℄ verwenden einen B-Baum pro Ver-zeihnis, während ReiserFS [55℄ den gesamten Namensraum des Dateisystem ineinem einzigen B-Baum verwaltet.2.1.3 Abbildung auf das MediumIn den vershieden Dateisystemen kommen untershiedlihe Datenstrukturenbei der Abbildung von Dateiblöken auf Blöke des Datenspeihers zur Anwen-dung. In dem Dateisystem FAT [23℄, das in MS-DOS zum Einsatz gekommen ist,werden die Blöke einer Datei als eine verkettete Liste verwaltet. Der Nahteildieser Strukturierung ist, dass wahlfreie Zugrie auf eine Datei niht ezientdurhgeführt werden können, weil auf der Suhe nah einem Dateiblok die Listesequentiell durhlaufen werden muss.In den traditionellen UNIX-Dateisystemen [3℄ (zum Beispiel MINIX [82℄,EXT und EXT2 [16℄) werden daher die Blöke einer Datei in einer Baumstruk-tur verwaltet, deren Wurzel der Blok ist in dem die Inode-Informationen derDatei gespeihert werden. Innerhalb des Bloks gibt es vier Arten von Verweisen:
20 GUIDO MALPOHLdirekte, indirekte, doppelt-indirekte und dreifah-indirekte Verweise. Die Blökekurzer Dateien können über die direkten Verweise gefunden werden (bei EXT2werden 12 direkte Verweise gespeihert). Bei längeren Dateien wird, sobald kei-ne direkten Verweise mehr verfügbar sind, der indirekten Verweis verwendet.Er verweist auf einen Blok, der wiederum Verweise auf die eigentlihen Datei-blöke enthält. Sind alle indirekten Verweise ausgeshöpft, werden die Blökezunähst über doppelte und shlieÿlih über dreifah Indirektion lokalisiert. DerNahteil dieses Vorgehens ist, dass ein Zugri auf einen bestimmten Blok einerlangen Datei mehrere Zugrie auf das Medium zur Folge hat.Neuere Dateisysteme, wie beispielsweise JFS, ReiserFS und XFS verwendenezientere Methoden. Dazu gehört die Verwendung von Extents, die eine zu-sammenhängende Folge von Blöken beshreiben und statt der Referenzierungeinzelner Blöke verwendet werden. Weiterhin werden die Extents und derenPosition innerhalb der Datei in B-Bäumen verwaltet. Auf der Suhe nah einemDateiblok wird der B-Baum durhsuht, bis der entsprehende Blok auf demMedium gefunden wurde. Aus Ezienzgründen werden die B-Bäume erst ab ei-ner gewissen Dateigröÿe verwendet, damit bei kleinen Dateien der Aufwand derBaumverwaltung vermieden werden kann. Weitere Optimierungen zielen daraufab, bei kleinen Dateien die Zahl der Zugrie auf das Medium zu verringern:So können die Metadaten und Daten einer solhen Datei innerhalb des gleihenBloks gespeihert werden, oder sogar mehrere kurze Dateien innerhalb einesBloks abgelegt werden.2.1.4 SpeiherverwaltungDie Daten eines Dateisystems werden auf Blokgeräten gespeihert, daher ist dieVerwaltung der Information, ob ein bestimmter Blok bereits benutzt wird unddie Suhe nah freien Blöken eine wihtige Aufgabe eines Dateisystems. Dieoensihtlihe Lösung mit einem Bit-Feld, dessen Bits die Verwendung der ein-zelnen Blöke repräsentieren, wird von den traditionellen UNIX-Dateisystemenverwendet. Die Datenstruktur muss ebenfalls auf dem Medium gespeihert wer-den und der benötigte Platz wähst mit der Anzahl der zu verwaltenden Blöke.Der für das Bit-Feld verwendete Platz stellt zusammen mit dem linearen Auf-wand einer Suhe nah freien Blöken den gröÿten Nahteil dieser Datenstrukturdar.Moderne Dateisysteme verwenden wiederum eine Kombination aus Extentsund B-Bäumen um diesen Problemen zu begegnen. Der Vorteil von Extents liegteinerseits darin, dass sie weniger Platz auf dem Medium verbrauhen, wenn dasDateisystem niht zu stark fragmentiert ist und andererseits werden bei der Su-he nah freiem Speiher gleih mehrere, aufeinander folgende Blöke gefunden.Die Kombination aus B-Bäumen und Extents erlauben es eine bestimmte Zahlzusammenhängender Blöke zu nden, wenn der B-Baum nah der Gröÿe derExtents indiziert ist. Andererseits erlaubt die Indizierung nah der Bloknummerdas Finden von nahe beieinander liegenden Blok-Gruppen, falls beispielsweiseeine Datei verlängert werden soll. Nimmt man an, dass das Medium eine Fest-platte ist, dann kann auf diese Weise die Zahl der Kopfbewegungen beim Leseneiner Datei vermindert werden.Das Dateisystem XFS [24℄ verwendet alle im letzten Abshnitt beshriebenenTehniken zur Speiherverwaltung.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 212.1.5 CahesBeim Lesen aus einer Datei werden die Daten, unabhängig von der Länge derAnfrage blokweise angefordert, weil das zugrunde liegende Gerät dies erfordert(siehe auh Abbildung 2.1). Damit bei wiederholten Zugrien auf den gleihenBlok dieser niht mehrfah vom Medium gelesen werden muss, wird er in ei-nem Cahe, einem vom Betriebssystem verwalteten speziellen Speiherbereihabgelegt. Der Cahe speihert niht nur den zuletzt gelesenen Blok, sonderneine feste Zahl an Blöken. Bei einer Anfrage wird zunähst geprüft, ob derangeforderte Blok bereits im Cahe liegt und gegebenenfalls von dort gelesen.Die Verwendung von Cahes verbessert die Geshwindigkeit von Zugrienauf das Dateisystem, wenn die Anwendung eine zeitlihe Lokalität in ihren Zu-grien aufweist. Zeitlihe Lokalität bedeutet, dass ein Zugri auf einen Blokes sehr wahrsheinlih maht, dass auf diesen Blok in naher Zukunft wiederzugegrien wird. Untersuhungen haben gezeigt, dass die meisten Anwendun-gen diese Eigenshaft aufweisen [65, 77℄. Daher kommen Cahes in allen lokalenDateisystemen zum Einsatz und sind zumeist als Teil des Betriebssystems im-plementiert.2.1.6 Spekulatives LadenDas spekulative Laden (engl. prefething) dient, wie auh das Cahen, der Ver-meidung von synhronen Lesezugrien auf das Medium und damit dem Ver-ringern der Zugriszeiten auf das Dateisystem. Dazu werden Datenblöke, dievoraussihtlih in naher Zukunft benötigt werden, bereits vor dem eigentlihenZugri auf diese, in den Cahe geladen. Die Tehnik setzt das Vorhandenseineines Cahes voraus und wird dadurh motiviert, dass trotz der Existenz einesCahes, das erstmalige Lesen eines Blokes dennoh einen Zugri auf das Me-dium erfordert. Diese Zugri ist um Gröÿenordnungen langsamer als das Lesenaus dem Cahe und verzögert daher die Leseoperation erheblih.Den möglihen Vorteilen stehen aber auh Nahteile gegenüber. Werden spe-kulativ Blöke in den Cahe geladen, die in der Folge niht verwendet werden,dann verdrängen diese mögliherweise Blöke, die kurz darauf wieder benötigtwerden. Damit würde das spekulative Laden die Leistung des Dateisystems ver-ringern.In der Literatur werden vershiedene Ansätze für das spekulative Laden be-shrieben:Sequentielles Vorauslesen stützt sih auf die Beobahtungen von Studien,die besagen, dass Zugrie auf Dateien gröÿtenteils sequentiell sind. DieseArt von spekulativem Laden wird von den meisten aktuellen Dateisyste-men unterstützt, darüber hinaus wird sie auh von einigen Betriebssyste-men direkt unterstützt.Lernende Verfahren verwenden Aufzeihnungen vergangener Zugrie auf be-stimmte Dateien und versuhen daraus zukünftige Zugrismuster abzulei-ten. [50℄Anwendungsgesteuertes Vorausladen: Die Anwendung kann dem Datei-system über eine spezielle Shnittstelle Datei-spezishe Hinweise für dasspekulative Laden geben. [15℄
22 GUIDO MALPOHLStatishe Analyse kann von einem Übersetzer dazu verwendet werden in ei-nem Programm Zugrismuster zu erkennen und entsprehende Hinweisein das generierte Programm einzusetzen. Diese Tehnik automatisiert dasanwendungsgesteuerte Vorausladen. [57℄Spekulative Ausführung von Programmteilen kann zur Laufzeit des Pro-gramms dazu verwendet werden, zukünftige Zugrie auf das Dateisystemvorauszusagen. Die spekulative Ausführung ndet dann statt, wenn dasProgramm auf das Ergebnis einer Dateisystem-Anfrage warten muss. [18℄Mit Ausnahme des anwendungsgesteuerten Vorausladens sind die Verfahrenautomatish und erfordern keinen Eingri der Programmierers. Das sequentielleVorauslesen und die lernenden Verfahren können auh nahträglih auf bereitsübersetzte Programme angewandt werden, während die übrigen Verfahren einenspeziellen Übersetzer benötigen.Nur das sequentielle Vorauslesen ist in aktuellen Dateisystemen (auh auf-grund der Unterstützung von Seiten der Betriebssysteme) zu nden, die restli-hen Verfahren wurden bislang nur für Prototypen implementiert.2.1.7 Wiederherstellung nah FehlernDateisysteme müssen in der Lage sein nah einem Systemabsturz einen kon-sistenten Zustand erreihen zu können und normal weiter zu arbeiten. Diesist deshalb shwierig, weil Veränderungen an einem Dateisystem in der Regelmehrere Blöke betreen, die bei einem Absturz zwishen zusammen hängen-den Shreiboperationen in einen inkonsistenten Zustand gelangen können. Wirdbeispielsweise eine Datei beshrieben, so müssen einerseits die Daten selber aufdas Medium geshrieben werden und andererseits die Verwaltungsinformatio-nen aktualisiert werden, die mit groÿer Wahrsheinlihkeit in untershiedlihenBlöken gespeihert werden.Das Problem wird einerseits durh das bereits in den vorhergegangen Ab-shnitten behandelte Cahing und andererseits durh die Umordnung der Shrei-bebefehle zur Verminderung von Kopfbewegungen bei Festplatten vershärft.Beide Tehniken dienen der Latenzverringerung bei Zugrien auf das Medium.Sowohl das Cahing, wie auh die eventuelle Umordnung der Shreibbefehle kön-nen innerhalb des Dateisystems, in dem Blokgerätetreiber und in der Hardwaredes Gerätes selbst vorgenommen werden, wobei die oberen Shihten auf denOptimierungsgrad der unteren Shihten Einuss nehmen können. Doh auhdann wenn das Dateisystem die absolute Reihenfolge der Shreiboperationenfestlegt, kann es, wie im vorangegangen Abshnitt beshrieben, bei voneinanderabhängigen Shreiboperationen zu Inkonsistenzen kommen.Traditionelle Dateisysteme wie beispielsweise EXT2 [16℄ überprüfen bei derMontage des Dateisystems ob dieses zuvor ordnungsgemäÿ heruntergefahrenwurde. Ist dies niht der Fall wird die Konsistenz des gesamten Dateisystemsüberprüft indem alle Blöke durhlaufen, untersuht und gegebenfalls korrigiertwerden. Der Zeitaufwand ist abhängig von der Gröÿe des verwendeten Mediumsund kann bei aktuellen Festplatten 10 bis 60 Minuten in Anspruh nehmen.Während dieser Zeit ist das Dateisystem und damit in der Regel auh der Reh-ner niht verfügbar.Um diesem Problem zu begegnen wurden log-basierte Dateisysteme (engl.log-strutured le systems, LFS [68℄) entwikelt. Die Grundidee besteht darin,










Netzwerk(b) NASAbbildung 2.2: CAS vs. NASin sih geshlossenen System. Diesen heterogenen Bedingungen müssenGrid-Dateisysteme Rehnung tragen.Mobile Rehner, PDAs (Personal Digital Assistant) und Mobiltelefonebringen noh einen weiteren Typ der Netzwerkverbindung ins Spiel. DieseGeräte besitzen keinen permanenten Netzwerkzugri und können dahernur zeitweise auf die entfernten Komponenten eines verteilten Dateisys-tems zugreifen. Dennoh besteht die Notwendigkeit auh bei unterbrohe-ner Verbindung das Dateisystem weiter benutzen zu können.Anshluss der Festplatten: Die Festplatten sind entweder an einen Rehnerangeshlossen (engl. CAS, omputer-attahed storage, Abbildung 2.2(a))oder direkt an das Netzwerk (engl. NAS, network-attahed storage, Ab-bildung 2.2(b)). Im Fall von CAS hat nur ein einzelner Rehner direk-ten Zugri auf die Festplatte und fungiert für die übrigen Rehner alsDienstgeber, wenn diese die Festplatte nutzen wollen. Die ist übliherwei-se bei verteilten Dateisystem der Fall. Wenn ein verteiltes DateisystemNAS verwendet, wird es auh gemeinsames Dateisystem (engl. shared lesystem [60℄) genannt.Paralleler Zugri: Eine weitere Sonderform der verteilten Dateisysteme bil-den die parallelen Dateisysteme. Diese Dateisysteme sind auf parallele wis-senshaftlihe Anwendungen spezialisiert und bieten mehreren Rehnerngleihzeitig Zugri auf die Dateien oder sogar auf vershiedene Teile derselben Datei. Dies wird dadurh erreiht, dass die Dateien über mehrereFestplatten verteilt werden, die von untershiedlihen Dienstgebern ver-waltet werden (im Fall von CAS).Die folgenden Abshnitte betrahten vershiedene Aspekte der untershied-lihen Typen von verteilten Dateisystemen und geben einen Überblik über denStand der Tehnik.2.2.1 NamensraumÜbliherweise verwalten verteilte Dateisysteme, ähnlih wie lokale Dateisysteme,die Dateien in einem Baum. Auf eine Datei kann über einen Pfad zugegrienwerden, wobei die Datei im Untershied zu lokalen Dateisystemen über mehrereentfernte Rehner verteilt sein kann.Ein verteiltes Dateisystem speihert eine Datei ortstransparent (engl. loati-on transparent), wenn der Benutzer anhand des Pfades niht erkennen kann, ob
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 25eine Datei lokal oder entfernt gespeihert ist. Das Dateisystem NFS [70℄ bietetbeispielsweise Ortstransparenz.Der Pfad einer Datei ist ortsunabhängig (engl. loation independene), wenndie Datei auf allen Rehnern, die das verteilte Dateisystem verwenden, unterdem gleihen Pfad zugreifbar ist. Aus Ortsunabhängigkeit folgt daher Ortstrans-parenz, aber niht umgekehrt. AFS [14, 41℄ ist ein Beispiel für ein Dateisystemdas Ortsunabhängigkeit bietet.2.2.2 Arhitekturen und SkalierbarkeitNFS [70℄ gilt als eines der ersten verteilten Dateisysteme. Mit seiner Dienstneh-mer-Dienstgeber-Arhitektur (engl. lient-server arhiteture) war es beispiel-haft für die erste Generation der verteilten Dateisysteme. Intern verwendeteNFS die Tehnik der entfernten Methodenaufrufe (RPC, engl. Remote Proe-dure Call [58℄), wobei der Dienstgeber für die Verwaltung des Dateisystemsverantwortlih ist. Im einzelnen sind dies folgende Aufgaben:
• Beantworten von Anfragen der Klienten
• Verwalten der Metadaten
• Verwalten und Speihern der Daten auf der lokalen Festplatte
• Eventuell: Cahen von Daten und Metadaten, um die Bearbeitung derAnfragen von Klienten zu beshleunigen.Ein NFS-Dienstgeber exportiert einen Teil(-baum) eines lokalen Dateisys-tems an entfernte Klienten, die diesen in ihren lokalen Verzeihnisbaum ein-fügen. Für den Benutzer auf einem Klienten ist niht unmittelbar erkennbar,welhe Teile des Verzeihnisbaumes lokal und welhe entfernt abgelegt werden.Genau genommen stellt NFS kein eigenständiges verteiltes Dateisystem dar, weilauf Seite des Dienstgebers die Verwaltung der Daten und Metadaten von einemlokalen Dateisystem übernommen wird; NFS ermögliht somit den entferntenZugri auf ein lokales Dateisystem.Demgegenüber besteht AFS [41℄ aus einer Menge von eigenständigen Dienst-gebern (Vie), die jeweils einen untershiedlihen Teil des Dateisystems ver-walten. Auf Seite der Klienten werden die vershiedenen Dienstgeber in einemgemeinsamen Namensraum zusammengeführt auf den von allen Klienten ein-heitlih zugegrien werden kann.Obwohl ein verteiltes Dateisystem aus mehreren Komponenten besteht, dieüber ein Netzwerk verwaltet werden, bedeutet dies niht, dass es dabei die po-tentielle Parallelität dieser Komponenten ausnutzt. Bei der zuvor betrahtetenDienstnehmer-Dienstgeber-Arhitektur, die bei NFS und AFS anzutreen ist,werden die Daten und Metadaten des gesamten Dateisystems (oder im Fall vonAFS : eines Teils des Dateisystems) von einem einzelnen Dienstgeber verwaltet.Auf dem Dienstgeber werden die eingehenden Anfragen von Klienten serialisiertund naheinander bearbeitet. Dadurh kann der Dienstgeber bei wahsenderZahl an Klienten zu einem Flashenhals werden, der die Leistungsfähigkeit desDateisystems beshränkt.Eine höhere Skalierbarkeit des Datendurhsatzes kann durh Verteilung oderReplikation der Daten auf mehrere Komponenten erreiht werden. Replikation
26 GUIDO MALPOHL(bzw. Cahen) ist vor allem dann vorteilhaft, wenn die Daten vor allem gele-sen und selten geändert werden, wie beispielsweise in dem Internet-DateisystemPAST [69℄. Der Nahteil von Replikation sind die erhöhten Kommunikations-und Verwaltungskosten, die bei der Konsistenzerhaltung zwishen den Replika-ten anfallen. Im folgenden Abshnitt 2.2.3 wird das Cahen in verteilten Datei-systemen ausführlih behandelt.Höherer Datendurhsatz kann auh durh Verteilung der Daten auf meh-rere Komponenten erreiht werden. Parallele Dateisystem, wie beispielsweisePVFS [17℄ und Clusterle [47℄ trennen dazu zunähst die Datenverarbeitungvon der Metadatenverarbeitung. Weiterhin werden die Daten, ähnlih wie beider RAID-Tehnik [19℄ blokweise auf vershiedene Dienstgeber verteilt. Aufdiese Weise können die Klienten durh parallele Anfragen an mehrere Dienstge-ber einen höheren Durhsatz erreihen, als es mit einem einzelnen Dienstgebermöglih wäre. Die parallelen Dateisystem werden in Abshnitt 2.2.5 genauerbetrahtet.Ein letzter Engpass bleibt die Metadatenverwaltung, die zumeist bei einemeinzigen zentralen Dienstgeber verbleibt. Es gibt einige konzeptionelle Ansätze,auh wenn die praktishe Umsetzung in reale Dateisysteme bislang noh nihtvorgenommen wurde. In Abshnitt 2.3 werden die verwandten Arbeiten in die-sem Bereih untersuht. Am weitesten geht die Verteilung bei xFS [2℄, das voll-ständig ohne zentralen Dienstgeber entworfen wurde. Dadurh wird verhindert,dass eine einzelne Komponente die Leistungsfähigkeit des Systems beshränkt.Sowohl Daten, wie auh Metadaten sind über alle Komponenten verteilt undteilweise repliziert. Aufgrund der Komplexität des Entwurfs ist eine vollständi-ge Implementierung von xFS jedoh bis heute niht gelungen.2.2.3 CahenZiel des Cahens in verteilten Dateisystemen ist es einerseits, wie bereits beiden lokalen Dateisystemen (siehe Abshnitt 2.1.5), Festplattezugrie durh Zwi-shenspeihern der Daten im Hauptspeiher zu verhindern. Diese Tehnik kommtzumeist auf den Dienstgebern zum Einsatz, insbesondere wenn diese (wie NFS )auf einem lokalen Dateisystem aufsetzen. Andererseits bietet sih bei verteiltenDateisystemen als weitere Cahe-Ebene das Cahen auf den Dienstnehmern an,um auf diese Weise Netzwerkkommunikation und die damit verbundene Verzö-gerung möglihst zu vermeiden.Shon NFS, als eines der ersten verteilten Dateisysteme, nutzt das Zwishen-speihern sowohl auf dem Dienstgeber, als auh auf den Dienstnehmern. Durhdie zwei Ebenen steht jedem Klienten ein gröÿerer Cahe zur Verfügung, der siheinerseits aus dem gemeinsamen Cahe auf dem Dienstgeber und andererseitsaus dem lokal genutzten Cahe auf dem Klienten selber zusammen setzt.Um die Cahe-Gröÿe und damit die Treerquote im Cahe weiter zu erhö-hen, wurde erstmals 1994 von den Entwiklern von xFS (Dahlin et al. [26℄)vorgeshlagen, die Klienten zusammen arbeiten zu lassen und so die einzelnenCahes der Klienten zu einem gemeinsamen Cahe zusammen zu fügen. DieseTehnik wird kooperatives Cahen (engl. ooperative ahing) genannt und istdadurh motiviert, dass bei Hohgeshwindigkeits-Netzwerken der Zugri aufden Speiher eines anderen Klienten um a. zwei Gröÿenordnungen shnellerist, als der Zugri auf die Festplatte des Dienstgebers.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 27Nah Dahlin et al. setzt sih ein Algorithmus zum kooperativen Cahen ausdrei Teilen zusammen:Eine lokale und globale Suhstrategie : Beim kooperativen Cahen kannjeder Klient einen gesuhten Blok niht nur im eigenen Cahe, sondernauh in den Cahes der anderen Klienten suhen. Ist ein Blok in keinerKlienten-Cahe zu nden, wird eine Anfrage an den Dienstgeber gesendet.Die Suhstrategie beshreibt auf welhe Weise ein Klient in den Cahesnah einem angefragten Blok suht.Eine lokale und globale Ersetzungsstrategie : Wenn ein Blok in einenCahe geladen wird, der bereits voll ist, muss der Algorithmus mittels derErsetzungsstrategie entsheiden, welher Blok aus dem Cahe verdrängtwird. Darüber hinaus muss entshieden werden, ob der Blok verworfen,zurükgeshrieben oder in den Cahe eines anderen Klienten vershobenwird.Ein Konsistenzprotokoll : Wenn ein Blok in den Cahes mehrerer Klien-ten zu nden ist, muss ein Konsistenzprotokoll im Fall von Änderungendie Konsistenz der Kopien siherstellen. (Die von Dahlin et al. beshrie-benen Algorithmen betrahten nur die Leseleistung der Algorithmen unddenieren kein Konsistenzprotokoll.)In dem Papier von Dahlin et al. werden eine Reihe von Algorithmen beshrie-ben und anhand von Simulationen vermessen. Am besten shneidet der n-haneforwarding-Algorithmus ab, der aus diesem Grund in dem Dateisystem xFS [2℄implementiert wurde:Suhstrategie : Zunähst suht der Klient in seinem lokalen Cahe. Bei Miss-erfolg stellt er eine Anfrage an den Dienstgeber, der den Blok sendet,falls er diesen im Cahe hält. Andernfalls sendet er die Anfrage an einenKlienten weiter, der laut seiner internen Liste den Blok im Cahe spei-hert; auf die Festplatte wird nur dann zugegrien, falls kein solher Klientgefunden wurde.Ersetzungsstrategie : Der Anteil des Cahes, den ein Klient dem gemeinsa-men Cahe zur Verfügung stellt, ändert sih dynamish in Abhängigkeitvon der Auslastung des Klienten: Je weniger aktiv ein Klient ist, destomehr Speiher stellt dieser zur Verfügung.Blöke können auf mehreren Klienten repliziert im Cahe gespeihert wer-den; der Dienstgeber führt Buh über alle Blöke. Blöke werden aus denCahe verdrängt, sobald sie mittels einer lokalen LRU -Strategie (engl.least reently used, dient dem Aunden des am längsten niht mehr re-ferenzierten Bloks) ausgewählt wurden. Eine Sonderrolle spielen die nureinmal im globalen Cahe gespeiherten Blöke, die so genannten Singlets :Sie werden im Falle ihrer Verdrängung bis zu n Mal an einen weiteren, zu-fällig ausgewählten Klienten weitergeleitet und anshlieÿend verworfen.Ein weiterer von Dahlin et al. geshriebener Algorithmus ist das Hash-distributed ahing. Bei diesem Verfahren wird jedem Blok anhand des Has-hwertes seiner Adresse ein Klienten-Cahe fest zugeordnet, der den Blok spei-hert. Falls also ein Klient den Blok niht in seinem lokalen Cahe ndet, kann
28 GUIDO MALPOHLer sih direkt mit dem zugeordneten Klienten in Verbindung setzen. Speihertauh dieser den Blok niht, wird die Anfrage an den Dienstgeber gestellt. DieserAlgorithmus erfordert keine globale Ersetzungsstrategie, weil jeder Blok genaueinem Klienten-Cahe zugeordnet ist und niht auf andere Klienten verdrängtwerden kann. Die globalen Cahes von PAFS [25℄ und Clusterle [45℄ verwendendiesen Algorithmus.Neuere Arbeiten verfeinern die Algorithmen. Der Home-based Serverless Co-operative Cahing-Algorithmus (HSCC [62℄) stellt beispielsweise eine Kombina-tion aus den hash-distributed ahing und dem n-hane forwarding dar: ImUntershied zum n-hane forwarding, bei dem der globale Cahe von einemzentralen Dienstgeber verwaltet wurde, verteilt HSCC die Verwaltung. Dazuweist es jedem Blok einen Heimat-Klienten zu, der für die Verwaltung derihm zugewiesenen Blöke verantwortlih ist. HSCC wird in CARDs (Cluster-Aware Remote Disks [61℄), einem virtuellen Blokgerätetreiber eingesetzt, derdie transparente Verwendung von entfernten Festplatten ermögliht.2.2.4 Shreib-SemantikDurh den Einsatz von Cahes, die eine Replikation der Daten erlauben, kannes in verteilten Dateisystemen zu einem Konsistenzproblem kommen, sobaldmehrere Prozesse auf eine Datei oder ein Verzeihnis zugreifen und mindestenseiner der Prozesse die Daten oder den Verzeihnisinhalt verändert. Für diesenFall muss festgelegt werden, wie mit den eventuell entstehenden Inkonsistenzenumgegangen wird. Die Shreib-Semantik eines Dateisystems deniert, zu wel-hem Zeitpunkt lesende Prozesse eine Veränderung der Daten (oder Metadaten)sehen, wenn die Daten (oder Metadaten) gleihzeitig geshrieben werden.Unix-SemantikDie bekannteste Semantik ist die UNIX-Shreib-Semantik. Sie stammt ursprüng-lih von den Einzelrehnern und sieht vor, dass nah dem Shreiben einer Dateidurh einen Prozess alle nahfolgenden Leseoperationen durh beliebige Prozes-se die geänderten Daten liefern. Die Semantik ist oenbar auf Einzelrehnerneinfah implementierbar, weil sie über einen einzelnen lokalen Cahe verfügen,über den alle Anfragen abgewikelt werden. Bei verteilten Dateisystemen kön-nen jedoh mehrere Cahes auf vershiedenen Rehnern den selben Blok spei-hern. Wenn nun ein Klient eine Änderung an dem Blok vornimmt, müssen lautUNIX-Semantik alle nahfolgenden Zugrie auf den Blok von allen Klienten dieneue Version lesen. Daher müssen replizierte Blöke entweder aktualisiert oderinvalidiert werden, bevor die Shreiboperation beendet ist.Bei dem Dateisystem xFS [2℄ kommt beispielsweise ein Invalidierungsproto-koll zum Einsatz, das vor dem Shreiben eines Blokes die Freigabe durh einenBlok-Manager abwartet. Der Blok-Manager stellt siher, dass alle Replika-te des Blokes in anderen Cahes als ungültig markiert werden, bevor er dasShreiben des Blokes erlaubt. Das Protokoll kann aufgrund der zusätzlihenKommunikation und des Verwaltungsaufwands bei den anderen Cahes zu einergroÿen Verzögerung der Shreiboperation führen.Auf der anderen Seite lässt sih das Konsistenzproblem auh vermeiden,indem keine Replikation von Blöken erlaubt wird, wie es beispielsweise beimHash-distributed ahing (siehe Abshnitt refrel:ahe) vorgesehen ist. Nahteil
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 29dieser Einshränkung ist die geringere Wahrsheinlihkeit von lokalen Treernim Cahe und somit eine shlehtere Leistung bei überwiegend lesenden Zugrif-fen auf Dateien.Um den groÿen Aufwand, der bei Einhaltung der UNIX-Semantik anfällt,zu reduzieren wurden shwähere Shreib-Semantiken vorgeshlagen:Sitzungs-SemantikAls Sitzung wird der Zeitraum zwishen Önen und Shlieÿen der Dateien be-zeihnet. Die Sitzungs-Semantik sieht vor, dass alle Änderungen die ein Prozessan einer Datei vornimmt erst dann für andere Prozesse sihtbar sind, wenn dershreibende Prozess die Datei shlieÿt.Die Semantik verringert die für die Konsistenzerhaltung notwendige Zeit,weil das Konsistenzprotokoll niht nah jeder einzelnen Shreiboperation, son-dern erst beim Shlieÿen der Datei durhgeführt werden muss. Das DateisystemAFS [41℄ verwendet die Sitzungs-Semantik.Transaktions-SemantikDie Transaktions-Semantik stammt ursprünglih aus dem Bereih der Daten-banken. Eine Transaktion beinhaltet mehrere Operationen auf dem Dateisys-tem, die atomar bearbeitet werden. Das bedeutet, dass die Veränderungen ander Datei erst mit dem Beenden der Transaktion für andere Prozesse siht-bar werden. Werden mehrere Transaktion auf untershiedlihen Klienten zurgleihen Zeit durhgeführt, ist undeniert, in welher Reihenfolge sie zur Aus-führung kommen. Dateioperation, die niht Teil einer Transaktion sind, werdenwie ein Transaktion mit nur einer Operation behandelt.Diese Semantik hat, wie die Sitzungs-Semantik, den Vorteil, dass die Kon-sistenzprotokolle niht nah jeder einzelnen Dateioperation ausgeführt werdenmüssen, sondern nur nah Beendigung einer Transaktion.NFS-SemantikDas Dateisystem NFS [70℄ verwendet ein festes Zeitshema für die Konsistenz-herstellung. Die Daten in den Cahes verfallen nah kurzer Zeit, so dass sie neuvom Dienstgeber geladen werden müssen. Beim Shreiben einer Klienten wer-den die Daten durh den lokalen Cahe hindurh direkt auf den Dienstgebergeshrieben.Die Aktualisierungsabstände betragen übliherweise 3 Sekunden für Datenund 30 Sekunden für Metadaten. NFS garantiert, dass alle Klienten nah Ablaufdieser Zeit die Änderungen empfangen haben.2.2.5 Parallele DateisystemeUntersuhungen von Dateizugrismustern haben gezeigt, dass Ein-Prozessor-Anwendungen selten gleihzeitig auf die selbe Datei zugreifen [4℄. Die Arhitek-tur der klassishen verteilten Dateisysteme orientiert sih an dieser Beobahtungund serialisiert alle Anfragen auf einem einzelnen Dienstgeber.Wie bereits in Abshnitt 2.2.2 beshrieben, untersheiden sih parallele Datei-systeme von den übrigen verteilten Dateisystemen dadurh, dass sie niht nurdie Verwaltung der Daten und Metadaten trennen, sondern auh die Daten
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Metadaten− Daten−ServerDaten−ServerAbbildung 2.3: Vershiedene Knotenrollen in parallelen Dateisystemenauf mehrere Knoten verteilen, um auf diese Weise einen höheren Durhsatz zuermöglihen. Dies ist motiviert durh Untersuhungen, die festgestellt haben,dass bei parallelen Anwendungen häug von mehreren Knoten gleihzeitig aufdie selbe Datei zugegrien wird [59, 76℄. Die Teile der Datei auf welhe dieuntershiedlihen Knoten zugreifen, übersheiden sih normalerweise niht.Verteilung der DatenDamit ein ehter paralleler Zugri möglih ist, müssen die Teile der Dateien,auf die parallel zugegrien wird, auf vershiedenen Festplatten gespeihert seinund diese Festplatten müssen sih in untershiedlihen Rehnern benden. Inparallelen Dateisystemen gibt es vershiedene Rollen, welhe die Knoten einesSuperomputers einnehmen können:Metadatenmanager, Daten-Server und Kli-ent, die auh Rehenknoten genannt werden. Ein Knoten kann auh mehrereRollen übernehmen, wie Abbildung 2.3 illustriert. Die parallelen Dateisystemefür Cluster, wie beispielsweise PVFS [17℄, Clusterle [44℄ und GPFS [72℄, ver-wenden alle diesen Entwurf.Um die möglihe Parallelität ausnutzen zu können, müssen die Zugrismus-ter der parallelen Anwendungen möglihst gut zu der Aufteilung der Dateienauf die Festplatten passen. Bei einer ungünstigen Verteilung der Daten kannes zu einer ungewollten Serialisierung der Anfragen kommen, wie beispielsweisevon Isail  et al. [47℄ beshrieben wird. Es ist daher wünshenswert, dass einparalleles Dateisystem eine möglihst exible Austeilung der Dateien auf dieDaten-Server erlaubt.Bei GPFS und PVFS werden die Dateien in Blöke gleiher Gröÿe aufge-teilt, die reihum auf alle verfügbaren Daten-Server verteilt werden. Währenddiese Verteilung dem Dateisystem eine besonders einfahe Verwaltung der Da-tenblöke erlaubt, ist sie jedoh für den Benutzer des Dateisystems transparentund kann auh niht auf die Anwendung abgestimmt werden.Andere Dateisysteme oenbaren die physikalishe Verteilung einer Datei,beispielsweise durh die Darstellung als Teildateien (engl. subles), die weiterhinlinear adressiert werden können (zum Beispiel: DPFS [75℄). Der Benutzer kannEinuss darauf nehmen, auf welhem Daten-Server eine Teildatei gespeihertwird, um diese auf das Zugrismuster einer Anwendung abzustimmen.Das Dateisystem Vesta [22℄ orientiert sih bei der Aufteilung der Dateienin Teildateien an Matrizen. Matrizen werden in parallelen Anwendungen sehrhäug verwendet und in der Regel bearbeitet ein Knoten einen Teil der Ge-samtmatrix, so dass es wünshenswert ist, die vershiedenen Teile der Matrix
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2Abbildung 2.4: Beispiel: Denition einer Siht auf eine Datei, die eine Matrixspeihertauf untershiedlihen Daten-Servern zu speihern [59℄. Vesta erlaubt allerdingsnur eine Aufteilung in zwei-dimensionale rehtekige Felder; höhere Dimensio-nen werden niht unterstützt.Auh Clusterle orientiert sih an Matrizen, ermögliht jedoh durh eine re-kursive Verteilungsfunktion auh mehrdimensionale Verteilungsmuster. Cluster-le verwendet zur Beshreibung der Verteilung einen Formalismus namens PIT-FALLS, der ursprünglih aus dem Übersetzerbau stammt und für die Umver-teilung von Feldern in Rehnern mit verteiltem Speiher eingesetzt wurde [67℄.Durh die rekursive Erweiterung der PITFALLS in Clusterle sind beliebigeVerteilungen der Dateien auf die Daten-Server möglih.SihtenEinige parallele Dateisysteme ermöglihen den Klienten nah dem Önen einerDatei das Denieren von Sihten (engl. views). Eine Siht ist eine transparenteAbbildung des lokalen (auh: logishen) Dateiindexes auf den absoluten Indexder Datei. Nah der Denition einer Siht kann der Klient mehrere unzusam-menhängende Teile der Datei mit einer Anweisung lesen oder beshreiben, weilsie durh die Abbildung auf den lokalen Dateiindex linear zusammenhängendersheinen.Eine Siht kann beispielsweise beim Lesen aus einer Datei, die eine groÿe Ma-trix speihert, dazu verwendet werden, dass der Klient nur auf den für ihn rele-vanten Teil als zusammenhängenden Datenblok zugreifen kann. Abbildung 2.4zeigt dies beispielhaft an einer 4x4-Matrix, die zeilenweise gespeihert wird: Derabsolute Index bezieht sih auf die gesamte Datei, der lokale Index bezieht sihauf einen Klienten. Nah Denition der Siht (dunkelgrau unterlegt), sind fürden Klienten nur noh die Matrixeinträge 0, 1, 4 und 5 unter den lokalen In-dizes 0, 1, 2 und 3 zugreifbar; der Rest der Datei ist für diesen Klienten nihtmehr verfügbar. Mit Hilfe der Siht ist es dem Klienten möglih, alle für ihnrelevanten Informationen mit einer Operation einzulesen.Sihten werden von einigen parallelen Dateisystemen und auh von Bibliothe-ken, wie MPI-IO [34℄ angeboten. Die einzelnen Systeme untersheiden sih in derAusdrukskraft der Formalismen, die sie für die Denition der Sihten verwen-den: Das Dateisystem Vesta [22℄ erlaubt die Denition von zwei-dimensionalenSihten und hat damit die gleihen Einshränkungen, die auh bei der Festlegung
32 GUIDO MALPOHLder physikalishen Verteilung der Daten auf die Daten-Server zutreen. Benut-zer des Dateisystems PVFS [17℄ können bei Verwendung der Benutzerebenen-Bibliothek mehrdimensionale Sihten denieren.Sowohl in MPI-IO, wie auh in Clusterle [47℄ werden Sihten rekursiv de-niert, wodurh die gröÿte Flexibilität erreiht wird. Bei MPI-IO werden ge-shahtelte MPI-Datentypen verwendet, um beliebige Sihten auf Dateien zudenieren, die auh auf herkömmlihen Dateisystemen gespeihert sein kön-nen. Um die erweiterten Fähigkeiten eines parallelen Dateisystems innerhalbvon MPI-IO zu verwenden, ist eine spezielle Implementierung notwendig, wel-he die Denition der Sihten mittels der MPI-Datentypen auf den Formalismusdes Dateisystems abbildet. Eine solhe Implementierung existiert für Cluster-le (das intern PITFALLS zur Denition von Sihten verwendet). Es konntenahgewiesen werden, dass die Mähtigkeit der Sihten-Denition in Clusterlemindestens so groÿ wie die von MPI-IO ist [81℄.Neben den Vorteilen von Sihten für den Benutzer gibt es auh Vorteile fürDateisysteme. Sihten werden nah dem Önen einer Datei und vor dem ers-ten Zugri auf diese gesetzt. Das ermöglihst shon zu diesem frühen Zeitpunktdie Berehnung der Abbildung zwishen der Siht und der physikalishen Ver-teilung der Daten auf den Daten-Servern. Weiterhin können Sihten von demDateisystem als Hinweis auf das Zugrismuster einer Anwendung interpretiertwerden. Diese Hinweise können zur Verbesserung des Cahens und Vorausladensverwendet werden.2.2.6 Gemeinsame DateisystemeUrsprünglih waren die Festplatten bei verteilten Dateisystemen direkt an dieRehner angeshlossen. Damit ein entfernter Rehner auf eine Festplatte zugrei-fen kann, muss er zunähst den Rehner kontaktieren an den diese angeshlos-sen ist. Falls dieser Dienstgeber niht verfügbar ist, aufgrund eines Absturzes,Überlast oder einem anderen Grund, ist auh die Festplatte niht verfügbar. Derdirekte Anshluss der Festplatten an das Netzwerk (engl. network-attahed sto-rage, NAS ) trennt die Rehner von den Festplatten und maht sie allen Klientendirekt über das Netzwerk zugänglih (siehe auh Abbildung 2.2).Dieser Ansatz hat mehrere Vorteile: [37℄
• NAS ermögliht eine einfahe Trennung von Daten und Metadaten: einMetadatenmanager verwaltet die Metadaten, während die Daten auf denFestplatten gespeihert werden. Beim Önen einer Datei kontaktiert einKlient zunähst den Manager und erhält eine Marke (engl. Token), dieden Zugri auf den Dateiinhalt autorisiert. Nahfolgende Zugrie des Kli-enten auf die Datei können den Manager umgehen und direkt zwishenFestplatte und Klient abgewikelt werden.
• Im Allgemeinen kann auf dedizierte Dienstgeber-Rehner verzihtet wer-den und sie können aufgrund der geringeren Last für andere Zweke ver-wendet werden.
• Der Durhsatz kann gesteigert werden, weil die Anfragen der Klienten unddie Daten der Antworten niht im Hauptspeiher des Daten-Servers zwi-shengespeihert und von dem Betriebssystem verarbeitet werden müssen.Stattdessen rihtet der Klient seine Anfrage direkt an die Festplatte.
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• Im Fall von CAS (engl. omputer.attahed storage) werden die Daten zu-nähst über den internen Bus des Daten-Servers und anshlieÿend überdas Netzwerk zwishen Dienstgeber und Klient versendet. Bei NAS ent-fällt der erste Shritt.
• Wenn ein Rehner ausfällt ist der Zugri auf die Festplatten niht in Mit-leidenshaft gezogen; sie sind weiterhin für die übrigen Rehner verfügbar.Die gröÿte Herausforderung bei NAS ist der gleihzeitige Zugri mehrerer Klien-ten auf den selben Datenblok. Besitzen zwei Klienten Shreibrehte auf einemBlok, kann dies zu Inkonsistenzen führen, insbesondere dann, wenn es sihbei den im Blok gespeiherten Informationen um Verwaltungsinformationenhandelt. Daher muss eine externe Verwaltungsinstanz den shreibenden Zugriauf Blöke koordinieren, beispielsweise durh die Ausgabe von Marken, die denshreibenden Zugri auf einen bestimmten Blok oder einen Bereih von Blökenerlauben.2.2.7 Grid-DateisystemeEin Grid ist ein System, das entfernte Ressouren koordiniert, die niht einerzentralen Instanz untergeordnet sind und das oene, standardisierte Protokol-le und Shnittstellen verwendet um niht triviale Dienstgüten bereitszustellen(nah Ian Foster [35℄). Praktish bedeutet dies, dass eine Reihe von geographishentfernten Rehnenzentren, ihre Ressouren (Speiher und Rehenkapazität) zu-sammen shlieÿen, um auf diese Weise Aufgaben zu lösen, die sie alleine nihtbewältigen könnten. Der Begri Grid hat seinen Ursprung in dem Vergleihdieser Tehnologie zum Stromnetz (engl. power grid). Demnah soll das Gridebenso einfah Ressouren zur Verfügung stellen, wie es möglih ist Strom auseiner Stekdose zu beziehen.Grid-Dateisysteme [63℄ fassen die Speiher-Ressouren vershiedener verteil-ter Einrihtungen zusammen. Speiher-Ressouren sind in diesem Fall nihtFestplatten, sondern auf einer höheren Ebene zu verstehen, wie beispielswei-se Dateien, Dateisysteme oder Datenbanken. Ein Grid-Dateisystem fasst dieRessouren zu einem gemeinsamen Namensraum zusammen und ermögliht diegemeinsame Nutzung.Die besonderen Herausforderungen bei der Implementierung von Grid-Datei-systemen sind gröÿtenteils administrativ: Dezentrale Verwaltung der Benutzerund Benutzerrehte, Siherheit der einzelnen Rehenzentren, sowie Integrationund Entfernen von Ressouren, ohne die Gesamtintegrität des Systems zu ge-fährden sind nur einige Beispiele für Aufgaben, die ein Grid-Dateisystem vonden zuvor beshriebenen verteilten Dateisystemen untersheidet.2.2.8 Verteilte Dateisysteme für mobile RehnerIn verteilten Dateisystemen kommunizieren die einzelnen Komponenten über eingemeinsames Netzwerk miteinander. In der Regel spielt sih die Kommunikationzwishen einem zentralen Dienstgeber und den räumlih verteilten Klienten ab.In den vorangegangen Abshnitten wurde zumeist angenommen, dass das Netz-werk zu jedem Zeitpunkt verfügbar ist; dies trit bei mobilen Rehnern nihtzu.
34 GUIDO MALPOHLDamit der Benutzer eines verteiltes Dateisystems auh bei einer Unterbre-hung des Netzwerkdienstes seine Arbeit fortsetzen kann, müssen spezialisierteDateisysteme eingesetzt werden. Bei diesen mobilen Dateisystemen wird dergesamte Inhalt des Dateisystems auf die Festplatte des lokalen Rehners vorge-laden. Im Fall einer Netzwerkunterbrehung kann der Benutzer weiterhin auf dasDateisystem zugreifen, das intern die lokale Kopie der Daten verwendet. Wäh-rend der Unterbrehung kann der Benutzer ohne Einshränkungen das Datei-system modizieren. Die Veränderungen werden an den Dienstgeber gesendet,sobald dieser wieder per Netzwerk verfügbar ist.Falls zwei Benutzer unabhängig voneinander Veränderungen vornehmen, diesih widersprehen, muss dieser Konikt behoben werden. In einigen Fällen,wie beispielsweise bei Quelltexten kann dies, analog zu Konikten bei Versions-haltungssystemen, automatish behoben werden. In den übrigen Fällen ist einmanueller Eingri notwendig. Das Dateisystem Coda [71℄ implementiert dieseTehniken.2.3 Metadatenverwaltung in verteilten Dateisys-temenDas Thema dieser Arbeit ist die Verteilung der Metadatenverwaltung einesCluster-Dateisystems auf mehrere Dienstgeber. Wie bereits im Abshnitt 2.2.2beshrieben wurde, kann ein zentraler Metadatenmanager bei einer hohen Zahlvon Anfragen zu einem Engpass werden, weil 50% bis 80% aller Zugrie auf einDateisystem die Metadaten betreen [65℄. Trotz der, im Vergleih zu den Daten,geringen Gröÿe der Metadaten, kann die Verwaltung dieser Informationen dieLeistungsfähigkeit des gesamten Dateisystems beshränken.Bezüglih der Verwaltung von Metadaten gibt es bereits einige Arbeiten. ImMittelpunkt dieser Arbeiten steht zumeist die Frage nah dem besten Vertei-lungsmuster für Metadaten, obwohl die grundsätzlihe Mahbarkeit einer sol-hen Verteilung bis heute nur anhand von Simulationen gezeigt wurde. In denfolgenden Abshnitten werden, ausgehend von einer Auswahl verteilter Datei-systeme, vershiedene Verteilungstehniken vorgestellt.2.3.1 Statishe Verteilung: NFS, AFS und andereBei den traditionellen Netzwerkdateisystemen wird meist niht zwishen Meta-daten- und Datenverwaltung untershieden. Trotzdem ist auh bei diesen Datei-systemen eine Lastverteilung möglih, indem Teile der Dateisystemhierarhiestatish vershiedenen Dienstgebern zugeordnet werden. Diese statishe Ver-zeihnisverteilung muss normalerweise manuell durh einen Systemadministra-tor vorgenommenwerden. Für die Klienten ist diese Verteilung besonders einfahzu handhaben, da das Finden des verantwortlihen Dienstgebers einfah ist undAnfragen direkt an den für einen Verzeihnisbaum zuständigen Knoten geshiktwerden können. Zu den zahlreihen Vertretern dieser Gruppe von Dateisystemgehören beispielsweise NFS [70℄, AFS [41℄, Coda [71℄ und Zebra [40℄.Eine solhe Verteilung kann durhaus den gewünshten Eekt der Lastver-teilung haben. Oensihtlih ist aber der Aufwand relativ groÿ, denn die Balan-ierung ist ein manueller Prozess, der niht automatisiert abläuft und daher nurbegrenzt skaliert. Durh die statishe Verteilung können sih diese Dateisysteme
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h niht an shwankende Anforderungsmuster anpassen. Sie werden von ei-nem Administrator auf bestimmte Annahmen hin optimiert, verhalten sih aberin anderen, niht vorhergesehenen Situationen, suboptiomal.Weil bei den meisten dieser Dateisystemen gleihzeitig mit den Metadatenauh die Daten verteilt werden, sind diese besonders anfällig für Engpässe, sogenannte Hot Spots. Hot Spots entstehen dadurh, dass bestimmte Dateien be-sonders populär sind, also von vielen Klienten gleihzeitig angefordert werden.In dieser Arhitektur ist für jede Datei nur ein einziger Dienstgeber verantwort-lih, der bei vielen Anfragen auf mehrere seiner Dateien überlastet werden kann,während die Dienstgeber, die für andere Teile der Dateihierarhie zuständig sind,ungenutzt bleiben.2.3.2 Streuverteilung: Frangipani und PetalFrangipani [84℄ ist ein verteiltes Dateisystem, das vor allem auf leihte Erweiter-barkeit und gute Lastverteilung spezialisiert ist. Frangipani besteht aus zweiShihten: Die obere Shiht ist das Dateisystem selbst, während die untereShiht von Petal [51℄, einem virtuellen Blokgerät, gebildet wird.Petal besteht aus einer Reihe von verteilten Speiherdienstgebern, die eingemeinsames, Blok-basiertes Speihersystem implementieren. Klienten greifenauf die Blöke mittels einer RPC-Shnittstelle zu und besitzen nur wenige In-formationen über die Verteilung der Daten, die über eine virtuelle Festplat-tennummer und einen Blokindex indiziert werden. Insgesamt hat Petal einenAdressbereih von 264 Bytes. Die Dienstgeber sorgen für eine gleihmäÿige undredundante Verteilung der Blöke auf die verfügbaren Festplatten und erlau-ben auh eine nahträglihe Erweiterung des Systems um weitere Dienstgeberund Festplatten. Das Verfahren zur Verteilung der Blöke auf die Festplattenist Chained-Delustering, das ursprünglih aus dem Bereih der Mehrprozessor-Datenbankverwaltung stammt. Es verteilt die Blöke reihum auf die Dienstge-ber, so dass bei n Dienstgebern, nummeriert von 0 bis n − 1, ein Blok b aufdem primären Dienstgeber d = b modulo n gespeihert wird. Um Redundanz zuerreihen, wird zusätzlih eine Kopie des Blokes auf eine sekundären Dienst-geber (b + 1) modulo n gespeihert. Beim Zugri auf einen Blok hat immerder primäre Dienstgeber Priorität, der sekundäre Dienstgeber kann in Über-lastsituationen jedoh Anfragen übernehmen. Für Shreiboperationen wird dieKonsistenz durh eine Sperre auf dem primären Dienstgeber gewährleistet. Fälltdieser aus, so kann der sekundäre Dienstgeber den Auftrag übernehmen.Das Dateisystem Frangipani ist oberhalb von Petal implementiert und äh-nelt der Implementierung eines lokalen Dateisystems, das Blokgeräte benutzt.Dadurh, dass es sih bei Petal um ein virtuelles Blokgerät handelt, welhesin Wirklihkeit ein verteilter Dienst ist, erbt Frangipani die Redundanz unddie balanierte Verteilung der Daten. Obwohl Petal Konsistenz auf Blokebe-ne garantiert, so ist jedoh, wie auh bei anderen verteilten Dateisystemen,ein Sperrmehanismus für Strukturen höherer Ebene, wie beispielsweise Datei-en notwendig, um die Konsistenz des gesamten Dateisystems zu sihern. DerSperrmehanismus wird von verteilten Dienstgebern implementiert, die mitein-ander kooperieren um Skalierbarkeit und Fehlertoleranz zu erreihen.Die Metadaten werden in Frangipani zusammen mit den Dateiinhalten aufeinem Petal -Gerät gespeihert. Daher werden sie durh die implizite Verteilungder Blöke automatish auf mehrere Dienstgeber verteilt. Entsheidend für die
36 GUIDO MALPOHLZuordnung ist allein der Index des Blokes in dem die Metainformationen ge-speihert werden. Es handelt es sih also im Kern um eine Verteilung anhandvon Streuadressierung. Vorteil ist die einfahe Aundbarkeit der Daten und diegeringe Wahrsheinlihkeit von Ballungen (engl. hot spots) bei intensiver Me-tadatenaktivität in einem Verzeihnis. Ein Nahteil ist die geringe Kopplungzwishen Dateisystem und Verteilungsfunktion, die aus der Gleihbehandlungvon Daten und Metadaten resultiert. Mit den zusätzlihen Informationen einesDateisystem wäre eine bessere Verteilung der Metadaten möglih. So könntenbeispielsweise der Inhalt eines Verzeihnisses und die Metadateninformationendes Verzeihnisses auf dem gleihen Knoten gespeihert werden. Um das zu errei-hen, müsste zwishen Metadaten und Daten untershieden werden. Weiterhindürften die Metadaten niht auf den Petal Blokgeräten gespeihert werden,aber dies widersprähe der Arhitekturkonzeption dieses Dateisystems.2.3.3 Streuverteilung: LustreLustre [9℄ ist eines der bekanntesten Cluster-Dateisysteme und gleihzeitig auheines des jüngsten. Das Projekt begann 1999, die Entwiklung startete ein Jahrspäter. Lustre wurde so entworfen, dass es den Anforderungen der gröÿten Clus-ter genügen kann und zeigt in groÿen Installationen, wie beispielsweise einem4000 Knoten Cluster der Lawrene Livermore National Laboratories angeblihgute Skalierbarkeit. Es gibt allerdings keine Veröentlihung, die dies anhandvon Messungen nahvollziehbar beshreibt. Auh sind viele der in vershiede-nen Dokumenten (wie beispielsweise dem White Paper [8℄) beshriebenen Ei-genshaften noh weit von der Fertigstellung entfernt. Dies ist allerdings nihtoensihtlih und ershlieÿt sih erst nah intensiver Nahforshung. Laut In-formationen auf der Lustre-Web-Seite wird Lustre auf sehs der shnellsten elfLinux-Clustern verwendet.Lustre verwendet die üblihe Arhitektur mit den Rollen des Metadatenma-nagers (MetaData Server, MDS ), Daten-Servers (Objet Storage Target, OST )und Klienten, sieht aber die Möglihkeit von mehreren MDSen vor. In der ak-tuellen Version von Lustre ist eine ehte Verteilung von Metadaten noh nihtvorgesehen, es ist jedoh der gleihzeitige Betrieb von zwei MDSe möglih. Esndet dabei zwishen diesen Dienstgebern kein Lastausgleih statt; der zweiteMDS spiegelt den ersten und ersetzt ihn, falls er ausfällt. Es wird allerdings ver-sihert, dass der Metadatenmanager auh bei Systemen mit mehr als tausendKnoten bisher keinen Engpass darstellt.Dennoh ist die Verteilung der Metadaten geplant. Es ist aber unklar, wanndieses Problem in Angri genommen wird. Die Metadaten sollen anhand derHashsummen ihrer Namen auf die verfügbaren MDS verteilt werden. DieserAnsatz wird dem hierarhishen Verteilen vorgezogen, da er auh bei groÿenVerzeihnissen mit tausenden von Dateien, auf die gleihzeitig zugegrien wird,skaliert.2.3.4 Streuverteilung: xFSDem Dateisystem xFS [2℄ liegt die Idee zugrunde, dass alle Dienste über diebeteiligten Rehner verteilt werden (Anything, Anywhere). Damit soll einer-seits hohe Leistung und Skalierbarkeit und andererseits auh Fehlertoleranz er-reiht werden. xFS baut dabei auf der Forshung aus vershiedenen anderen
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hen auf: Zur Speiherung der Daten wird eine Kombination aus RAID(Redundant Arrays of Inexpensive Disks [19℄) und Log-basierten Dateisyste-men [68℄ verwendet. Mittels Redundanz wird, wie bei RAID, Fehlertoleranzerreiht, während gleihzeitig die groÿe Shwähe von RAID, nämlih der durhdie Redundanz verringerte Durhsatz, durh eine Log-basierte Verwaltung derDaten auf den Daten-Servern abgemildert wird. Um Daten- und Metadaten-konsistenz zwishen den gleihberehtigten Teilnehmern zu erreihen, kommenCahe-Konsistenztehniken aus dem Bereih der Multiprozessoren [52℄ zum Ein-satz.In dem vollständig verteilten System, das sih darüber hinaus auh dyna-mish ändern kann, stellt sih das Wiederaunden von Daten und Metadatenals ein groÿes Problem dar. Um die vershiedenen Informationen aufzunden,werden 4 Datenstrukturen beziehungsweise Abbildungen verwendet: ManagerMap, imap, le diretory und stripe group map.Die stripe group map enthält möglihe Verteilungsshemata der Dateiinhal-te auf die Daten-Server. Die Art der Verteilung, das heiÿt, welhe stripe groupsfür die Verteilung verwendet wird, kann für jede Datei separat festgelegt wer-den. Die Datenstruktur wird global auf allen Rehnern repliziert. Intern werdendie Dateien in xFS, wie auh in anderen Dateisystemen, über eine Indexnum-mer (Inode-Nummer) angesprohen. Die Abbildung von Dateinamen auf Da-teiindex wird durh die le diretory Datenstruktur ermögliht, die auf denDaten-Servern gespeihert wird. Weil xFS Verzeihnisse wie normale Dateienverwaltet, entspriht die Suhe nah dem Dateiindex einer Suhe in einer be-stimmten Verzeihnisdatei. Die Imap Datenstruktur enthält Informationen überdie Position des Logs für diese Datei und ist auf dem für die Datei zuständigenMetadatenmanager zu nden. Dieser wird wiederum mit Hilfe derManager Mapbestimmt.Die Manager Map beshreibt die Abbildung von einem Dateiindex auf einenMetadatenmanager. Dazu wird ein Hashwert des Dateiindexes berehnet undals Index in der Manager Map verwendet. Diese Datenstruktur ist im Grundenur eine Tabelle, die alle Metadatenmanager enthält. Durh die Indirektion istes möglih, dass Metadatenmanager im laufenden Betrieb hinzukommen könnenoder auh das System verlassen können. Da es sih um eine kleine Datenstrukturhandelt, ist sie global auf allen Knoten repliziert, so dass es den Klienten möglihist, direkt den verantwortlihen Manager zu nden und anzusprehen.Es ist wihtig festzustellen, dass es sih bei xFS in weiten Teilen um einenkonzeptionellen Entwurf handelt, dessen Funktionstühtigkeit niht vollständiggezeigt wurde. Im einzelnen lässt sih niht feststellen, welhe Funktionalitättatsählih lauähig war und welhe nur per Simulation untersuht wurde. Klarersihtlih ist allerdings, dass alle dynamishen Funktionen, wie beispielsweisedas Ändern der Verteilung von Metadaten auf Metadatenmanager und auhdynamishe Veränderungen an der Stripe Group Map, niht innerhalb des Pro-totyps implementiert wurden.Obwohl xFS eine Verteilung von Metadaten auf vershiedene Metadaten-manager anhand ihres Dateiindexes erlaubt, existieren keine Messungen, welhedie angeblihe Lastbalanierung zeigen. Auh wird niht beshrieben, wie dieDatenstruktur Manager Map dynamish manipuliert werden müsste, um dieszu erreihen.
38 GUIDO MALPOHL2.3.5 Lazy HybridLazy Hybrid (LH) [10℄ ist eine Metadatenverteilungstehnik, die versuht, dieVerteilung nah Verzeihnissen und nah Hashwerten miteinander zu kombinie-ren. Dabei sollen die Vorteile beider Verfahren, niht jedoh deren Nahteileübernommen werden.Ähnlih wie einer reinen Streuverteilung, werden bei LH die Metadaten an-hand eines Hashwertes einem Metadatenmanager zugewiesen. Der Hashwertwird aus dem Pfad der Datei oder des Verzeihnisses berehnet, wodurh dieKosten einer Traversierung des Pfades vermieden werden sollen.1 In Verzeih-nissen werden aber trotzdem noh hierarhishe Informationen gespeihert, umdie Auistung von Verzeihnissen und andere Operationen auf Verzeihnissenzu ermöglihen. Wenn ein Klient auf eine Datei zugreifen möhte, berehnet erzunähst den Hashwert und benutzt diesen als Index in eine global replizierteTabelle (Metadata Lookup-Table, MLT), um den verantwortlihen Dienstgeberzu nden. Durh die Indirektion über die MLT ist es relativ einfah möglih,Metadatenmanager hinzuzufügen oder zu löshen.Ein Problem, das durh die fehlende Traversierung des Pfades entsteht, istdie Zugriskontrolle in POSIX, bei der ein Zugri auf eine Datei durh Restrik-tionen der Oberverzeihnisse eingeshränkt werden kann. Dies soll bei LH durhZugriskontrolllisten (Aess Control Lists (ACL)) behoben werden, allerdingsbleibt unklar, wie genau dies funktionieren soll.Bei LH gibt es aufgrund der Arhitektur vier problematishe Operationen,die besonders aufwändig sein können: 1. Durh die Änderung der Zugrisrehteeines Verzeihnisses müssen die ACLs aller untergeordneten Verzeihnisse undDateien modiziert werden. 2. Das Umbenennen eines Verzeihnisses ändertniht nur den Hashwert des Verzeihnisses selber, sondern auh den aller un-tergeordneten Verzeihnisse und Dateien, die in Folge dessen unter Umständenauf einen anderen Metadatenmanager migrieren müssen. 3. Beim Löshen einesVerzeihnisses entsteht ein ähnliher Aufwand, nur müssen hier die Metada-ten der untergeordneten Verzeihnisse und Dateien gelösht werden. 4. Wirddie MLT verändert, weil beispielsweise ein weiterer Metadatenmanager hinzu-kommt, muss ein Teil der Metadaten auf diesen neuen Dienstgeber umziehen,eine globale Operation, die mit hohem Synhronisierungs- und Kommunikati-onsaufwand verbunden ist.Um diesen potentiellen Problemen zu begegnen, werden die notwendigenAktualisierungen verzögert bis auf die betroenen Metadaten zugegrien wird(Lazy Update). Dazu besitzen alle Metadatenmanager Invalidierungslisten, dieden Zugri auf veraltete Daten verhindern. Diese Listen entstehen auf Grundvon Invalidierungs- oder Aktualisierungsnahrihten, welhe die Metadatenma-nager austaushen.Das Lazy Hybrid Metadatenmanagement existiert nur als konzeptionellerVorshlag, an einem Prototyp wurde zwar im Jahre 2004 gearbeitet [11℄, aberdieser wurde bis heute niht fertig gestellt. Obwohl Simulationen gute Ergeb-nisse zeigten, ist shwer vorhersehbar, ob das Verfahren wirklih den anderenVerfahren überlegen ist, so lange die Implementierung aussteht.1Aufgrund der Betrahtungen über den Aufbau der Dateisystemshnittstelle des Linux-Kerns in Abshnitt 3, ist es zweifelhaft, ob sih diese Tehnik in aktuellen UNIX-Dateisystemenimplementieren lässt.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 392.3.6 ZusammenfassungNah umfangreiher Literaturreherhe konnte kein Cluster-Dateisystem gefun-den werden, das erfolgreih eine Metadatenverteilung implementiert und sihüber die Dateisystemshnittstelle eines Betriebssystems montieren lässt. Eini-ge Dateisysteme existieren nur als Simulationen (Lazy Hybrid) oder besitzendiese Fähigkeit nur auf dem Papier (Lustre, xFS ). Andere Dateisysteme sindniht verfügbar oder es existieren keine Informationen über die Eektivität derMetadatenverteilung (Frangipani).
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Abbildung 3.1: Der Aufbau des VFS im Linux-Kernsymboli links), Gerätedateien (engl. devie les) und Kanäle (engl. pipes) wer-den niht betrahtet, da sie für die Implementierung von CLF nur geringe Be-deutung haben. (Siehe auh [7℄)Ziel dieses Abshnittes ist es, einen Einblik in die Implementierung vonDateisystemen unter Linux zu geben und dabei Möglihkeiten und Grenzen desvorgegebenen Rahmenwerks zu betrahten. Das Hauptaugenmerk liegt auf derFrage, welhe Aufgaben dem konkreten Dateisystem zufallen und welhe direktvon der VFS-Shiht übernommen werden. Kapitel 5 wird bei der Beshreibungdes Entwurfs von CLF auf dieses Wissen aufbauen.3.2 Der Virtual Filesystem SwithDer Virtual Filesystem Swith (auh bekannt als Virtual Filesystem) ist eineSoftwareshiht innerhalb des Linux Kerns, die alle Datei-bezogenen Operatio-nen verarbeitet [38℄. Abbildung 3.1 zeigt shematish die Rolle dieser Shiht:Sie ist für die Verarbeitung aller Dateizugrie auf der Benutzerebene zustän-dig. Funktionalität, die allen Dateisystemen gemeinsam ist, wie beispielsweisedie Pfadauösung und die Kontrolle der Zugrisrehte werden von ihr übernom-men, um unnötige Duplikationen zwishen den Dateisystem-Implementierungenzu vermeiden. Diese Funktionalität kann durh Einshubmethoden des spezi-shen Dateisystems (in der Abbildung steht das Dateisystem Ext2 stellvertre-tend für eine beliebiges spezishes Dateisystems) erweitert oder teilweise auhersetzt werden. Daher müssen spezishe Dateisysteme die gemeinsamen Daten-strukturen, wie beispielsweise die Inode Struktur (repräsentiert eine Element desDateisystems, wie beispielsweise eine Datei oder ein Verzeihnis) benutzen undauh Gebrauh von den vorgegebenen Cahes mahen. In der Abbildung sindder Inode Cahe und der Verzeihnis Cahe als separate Module dargestellt,man kann sie aber durhaus auh als Teil des VFS ansehen.Unterhalb eines spezishen Dateisystems ndet sih der Seiten-Cahe (engl.Page Cahe), den lokale Dateisysteme benutzen können, um auf das darunterliegende Gerät zuzugreifen.1 Durh diese Arhitektur ist das Dateisystem un-1Seit Linux 2.4 ist der Seiten-Cahe mit dem so genannten Buer-Cahe zusammengelegt
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 43abhängig von dem zugrundeliegenden Medium, da es über eine standardisierteShnittstelle mit dem Gerätetreiber kommuniziert. Aber auh Dateisysteme, dieohne Blok-Geräte (engl. blok devie) arbeiten, wie beispielsweise Netzwerke-Dateisysteme können den Seiten-Cahe benutzen. Allerdings müssen sie dieSeiten dann selber beshreiben, oder einen speziellen Gerätetreiber anbieten,der die Lese- und Shreibanforderungen über das Netzwerk an den zuständigenRehner weiterleitet und die Antworten im Seiten-Cahe ablegt.Die Grundidee hinter dem VFS ist die Einführung eines gemeinsamen Datei-modells, an das sih die unterstützten Dateisysteme halten müssen. Dieses Mo-dell entspriht dem der traditionellen Unix-Dateisysteme, da Linux seine nativenDateisysteme (Ext, Ext2, Ext3) mit möglihst minimalem Overhead durh diezusätzlihe Shiht benutzen möhte. Daher muss jede spezishe Dateisystem-Implementierung ihre physikalishe Organisation auf dieses Modell abbilden.Ein Beispiel dafür ist die Verwaltung von Verzeihnissen. Nah dem Unix-Dateimodell wird ein Verzeihnis wie eine Datei behandelt, die eine Liste allerin diesem Verzeihnis enthaltenen Dateien und Verzeihnisse speihert. Im Ge-gensatz dazu speihert beispielsweise das MS/DOS-Dateisystem die Positionaller Dateien mit Hilfe einer Tabelle (FAT = File Alloation Table). Bei die-sem Dateisystem sind Verzeihnisse keine Dateien und daher muss die Linux-Implementierung dieses Dateisystems, die Verzeihnis-Dateien bei Bedarf er-stellen, um die Shnittstelle zu erfüllen, obwohl diese Dateien kein physikalishesÄquivalent auf dem Datenträger besitzen.Die Benutzung des Unix-Dateimodells ist die gröÿte Einshränkung des VFS.Sie ist aber unumgänglih, da Linux alle Dateisysteme innerhalb eines groÿen,einheitlihen Baumes verwaltet.3.3 Objekte des VFSBei der Implementierung eines Dateisystems für Linux ist der Programmiererauf die Benutzung von vier Objekten festgelegt: Superblok-, Inode-, File- undDentry-Objekte. Der Linux-Kern ist zwar in der niht-objektorientierten Pro-grammiersprahe C programmiert, aber die Shnittstelle des VFS ist trotzdemim gewissen Maÿe objektorientiert, wenn man ein Objekt als ein Softwarekon-strukt sieht, das sowohl die Datenstruktur, wie auh die Methoden, die diesemanipulieren, deniert.Die Objekte sind als normalen C-Strukturen implementiert, die neben denDatenfeldern auh Funktionszeiger enthalten, die Funktionen mit festgelegtenSignaturen referenzieren. Diese Funktionen entsprehen den Methoden des Ob-jekts und ihre Signaturen enthalten in der Regel als ersten Parameter einenZeiger auf das Objekt (die Struktur) auf der die Operation ausgeführt werdensoll. In manhen Fällen können die Methoden auh ohne Implementierung blei-ben (der Funktionszeiger enthält in diesem Fall den Wert 0) um anzuzeigen,dass die Standardimplementierung der VFS-Shiht verwendet werden soll.3.3.0.1 Das Superblok-Objektspeihert Informationen über ein Dateisystem, wie beispielsweise die Geräte-nummer, die Blokgröÿe, Daten zur Festplatten-Quota und Listen zur Verwal-worden, der in Linux 2.2 zwishen dem Seiten-Cahe und dem Gerätetreiber angeordnet war.
44 GUIDO MALPOHLtung von Inode- und File-Objekten. Die Methoden von Superblok-Objektendienen der Handhabung von Inodes, der Überprüfung von Quota-Beshränkung-en und dem Abmontieren (engl. unmount) des Dateisystems. Zu jedem montier-ten Dateisystem existiert genau ein Superblok-Objekt.3.3.0.2 Das Inode-Objektspeihert allgemeine Informationen über eine Datei oder ein Verzeihnis, wiebeispielsweise Zugrisrehte, Besitzer, Gröÿe oder Änderungsdatum. Es spei-hert jedoh niht den Dateinamen oder andere Informationen bezüglih desPfades der Datei, stattdessen ist jedes Objekt mit einer innerhalb des Dateisys-tems eindeutigen Nummer verknüpft, über die jede Datei und jedes Verzeihnisidentiziert werden kann. Die Methoden dieser Objekte dienen zum Erstellen,Löshen und Verändern von Dateien und Verzeihnissen, sowie zu deren Auf-nden. Auh Symbolishe Verknüpfungen, Gerätedateien und Kanäle werdendurh Inode-Objekte repräsentiert. Diese Arten von Inodes werden jedoh inden folgenden Betrahtungen niht behandelt.3.3.0.3 Das File-Objektspeihert Informationen zur Interaktion zwishen Prozessen und einer oenenDatei (im wesentlihen die aktuelle Position in der Datei und die Optionenmit denen die Datei geönet wurde). Die Methoden von File-Objekten dienendem Önen, Lesen, Shreiben und Shlieÿen von Dateien, sowie dem Lesen vonVerzeihnissen. Weiterhin sind auh Operationen zur Speiherabbildung (engl.memory mapping) und zum Sperren (engl. loking) von Dateien innerhalb diesesObjektes deniert.3.3.0.4 Das Dentry-Objektspeihert die Verknüpfung zwishen dem Dateinamen mit dem zugehörigenInode-Objekt (diretory entry). Weiterhin speihert es auh einen Verweis aufdas Dentry-Objekt des Oberverzeihnisses. Im Falle von Verzeihnissen werdenauh Zeiger auf die in diesem Verzeihnis enthaltenen Dentry-Objekte verwal-tet. Dentry-Objekte werden bei der Suhe nah Dateien (Funktion: lookup())erstellt und in einem speziellen Cahe (Dentry-Cahe bzw. Verzeihnis Cahein Abb. 3.1) gespeihert, der bei weiteren Suhen nah dieser Datei den Zugriauf die unteren Ebenen (Page-Cahe, Festplatte) vermeidet. Dentry-Objektebesitzen Methoden zu ihrer eigenen Verwaltung, das heiÿt zum Vergleihen, Lö-shen und Freigeben der Einträge, sowie die für Netzwerkdateisysteme wihtigeFunktion d_revalidate(), mit der das VFS abfragt, ob das Objekt noh gültigist. Jedes dieser Objekte besitzt einen Zeiger, mit dem auf so genannte priva-te Informationen des Objekts verwiesen werden kann. Dieser Zeiger wird voneinigen Dateisystemen dazu verwendet weitere Informationen zu referenzieren,die über die in den Standardfeldern gespeiherten hinausgehen. Bei der bereitserwähnten Implementierung des MS/DOS-Dateisystems kann so beispielsweiseeinem Verzeihnis ein Verweis auf die FAT-Tabelle angehängt werden.Übliherweise werden dazu von den Dateisystemen Strukturen angelegt, diediese Informationen enthalten und durh den Zeiger an die vom VFS erwarte-
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 45ten Objekte angehängt werden. Neben des Speihers für das eigentlihe Ob-jekt wird zusätzliher Speiher angefordert, so dass auf diese Weise erhöhteSpeiherfragmentierung verursaht wird. Dies ist gerade bei den vielbenutztenInode-Objekten shädlih für die Leistungsfähigkeit der Implementierung.Aus diesem Grund gibt es seit der Kern-Version 2.6 zusätzlihe Funktionenim Superblok-Objekt, die vom VFS für die Speiheranforderung der Inode-Objekte verwendet werden, sofern sie von einem Dateisystem implementiertwurden. Mit Hilfe dieser Funktion kann der Speiher für die Standard-Inode-Objekte und die zusätzlihen Informationen eines Dateisystems am Stük an-gefordert und auh gemeinsam freigegeben werden. So lässt sih zumindest beiden am häugsten benutzten Datenstrukturen eines Dateisystems, den Inodes,die zusätzlihe Felder zur Speiherung von Informationen benötigen, eine Re-duktion im Speiherverbrauh und eine zeitezientere Allozierung und Freigabeerreihen.3.3.1 Beispiel einer DateioperationZur Veranshaulihung des Zusammenwirkens der Objekte betrahten wir denAufruf der Funktion fd = open("/path/file", O_RDONLY) innerhalb eines Be-nutzerlevel-Programms. Der Aufruf bewirkt, dass die Datei /path/file im nur-lesen-Modus geönet wird und ein Dateideskriptor (ein Prozess-eindeutiger In-dex) angelegt wird, unter dem folgende Funktionsaufrufe die Datei referenzie-ren können. Die Funktion open ist eine POSIX-Funktion [21℄, die von einerC-Bibliothek (zum Beispiel Glib [30℄) implementiert wird und einen System-aufruf auf die Kern-Funktion sys_open durhführt.sys_open ist Teil der VFS-Shiht und muss nun zunähst die Datei nden,oder genauer gesagt: Das Inode-Objekt, das die Datei repräsentiert. Die Funk-tion do_path_lookup traversiert dazu den Dateibaum. Im Fall von /path/lestellt die Funktion zunähst fest, dass es sih um einen absoluten Pfad handelt,daher greift sie auf das im Kern gespeiherte Wurzeldateisystem zu und erhältdas Inode-Objekt des Wurzelverzeihnisses.Bis zu diesem Punkt ist der Ablauf für alle Dateisysteme gleih, aber die Su-he nah dem Unterverzeihnis path ist eine Operation, die sih von Dateisys-tem zu Dateisystem untersheidet. Daher wird die Suhe in einem Verzeihnisdurh eine Methode des Inode-Objektes ausgeführt. Jedes neue Inode-Objektwird so initialisiert, dass die Funktionszeiger auf die Methoden seines Datei-systems verweisen. In diesem Fall wird die Methode lookup() benutzt, umfestzustellen, ob ein Unterverzeihnis mit dem Namen path existiert. Ange-nommen, dieses Verzeihnis existiert, dann fordert die lookup()-Methode vomInode-Cahe die Inode mit der gesuhten Nummer an (Funktion: iget()) undinitialisiert sie; dazu gehört auh die Initialisierung der Funktionszeiger.Nahdem das Inode-Objekt für das Verzeihnis path angelegt wurde, über-nimmt wieder die do_path_lookup Funktion die Kontrolle und benutzt zur Su-he nah der Datei le wiederum die lookup-Methode eines Inode-Objektes,in diesem Fall die des gerade erstellten Objektes, welhes das Verzeihnis reprä-sentiert. Diese Operation erzeugt (wiederum unter der Annahme, dass die Dateiexistiert) ein entsprehendes Inode-Objekt für die Datei.Zum Önen der Datei wird shlieÿlih ein Objekt vom Typ File erzeugtund die open() Funktion aufgerufen, auf die in der Datenstruktur von Fileverwiesen wird. Die File-Struktur existiert niht auf dem Speiher-Medium,
46 GUIDO MALPOHLsondern nur im Hauptspeiher, als ein Konstrukt, das Anwendungen den Zugriauf Dateien erlaubt. Im letzten Shritt weist die sys_open-Funktion shlieÿlihdem file-Objekt einen Dateideskriptor (engl. le desriptor) zu, über den dieAnwendung auf die Datei zugreifen kann.Anmerkung: Tatsählih ist die Suhe nah einer Datei aufwändiger, als hierdargestellt wurde. Insbesondere die Verwendung des Inode- und des Verzeihnis-Cahes (engl. dentry ahe) wurde zur Vereinfahung weggelassen.Dieses Beispiel zeigt, dass das VFS einem Dateisystem Freiheiten bei derImplementierung der entsprehenden Einshubmethoden (open, lookup, et.)erlaubt, aber die Methoden auf die Verwendung der gemeinsamen Dateisystem-Objekte und damit auf das gemeinsame Dateimodell festlegt.3.4 Systemaufrufe vs VFS-AufrufeTabelle 3.1 zeigt alle Betriebssystemaufrufe für die das VFS zuständig ist, mitAusnahme von Operationen bezüglih Gerätedateien, Kanälen, symbolishenVerknüpfungen und Netzwerkoperationen. Die Tabelle enthält eine vollständigeListe dieser Aufrufe, allerdings werden die in CLF niht implementierte Opera-tion grau dargestellt. Es handelt sih dabei um asynhrone Lese- und Shreib-operationen (eine Neuerung in Linux 2.6), Kombinationen aus Datei- und Netz-werkoperationen, Synhronisationsoperationen und die Verwaltung von erwei-terten Attributen (auh eine Neuerung in Linux 2.6). Auf die Implementierungder Operationen für den Prototyp wurde verzihtet, da es sih um optionaleOperationen handelt, deren Implementierung keinen weiteren Erkenntnisgewinngebraht hätte.Wie im vorhergehenden Abshnitt (3.3.1) anhand eines Beispiels gezeigt wur-de, korrespondieren die Einshubmethoden der VFS-Objekte niht in allen Fäl-len 1:1 mit den Betriebssystemaufrufen. Insbesondere die für diese Dissertationwihtige Metadaten-Verwaltung wird bereits teilweise vom VFS selber übernom-men. Dies ist einerseits ein Vorteil, da sih so die notwendige Implementations-arbeit reduziert, aber andererseits shränkt dies auh die Optimierungsmöglih-keiten ein. Zur Illustration wird in diesem Abshnitt das Verhältnis zwishenden Systemaufrufen und den möglihen Aufrufen an VFS-Einshubmethodendurh die Einführungen von Kategorien systematisiert.Dabei ist zu beahten, dass das VFS bei jedem Systemaufruf Vor- und Nah-arbeiten leistet und in keinem Fall den Kontrolluss direkt an die Einshub-methoden übergibt. Zu diesen Arbeiten gehört beispielsweise das Überprüfenvon Zugrisrehten auf Dateien, Verzeihnisse und auf eventuell übergebeneSpeiherbereihe.3.4.1 Kategorie 1: Reine VFS-AufrufeZu dieser Kategorie gehören Systemaufrufe, die vollständig von der VFS-Shihtmit Hilfe der VFS-Objekte durhgeführt werden ohne auf eine native Datei-systemoperation in Form einer Einshubmethode zuzugreifen. Sie gliedern sihweiterhin in vier Gruppen:1. Funktionen, die Dateideskriptoren manipulieren, niht aber die Datei sel-ber: dup() dup2()
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Systemaufruf Beshreibungmount() umount() umount2() Montieren von Dateisystemensysfs() Liefert Informationen über verfügbareDateisystemestatfs() fstatfs() statfs64() fstatfs64()ustat() Liefert Statistiken über ein Dateisys-temhroot() pivot_root() Ändern des Wurzelverzeihnisseshdir() fhdir() getwd() Ändern des aktuellen Verzeihnissesmkdir() rmdir() Erstellen und Entfernen von Verzeih-nissengetdents() getdents64() readdir() link()unlink() rename() Abfragen und Ändern von Verzeihnis-einträgenhown() fhown() lhown() hown16()fhown16() lhown16() hmod() fhmod() Ändern des Besitzers und der Zugris-rehte der Dateistat() fstat() lstat() aess() oldstat()oldfstat() oldlstat() stat64() lstat64()fstat64() Abfragen des Dateistatusopen() lose() reat() umask() Önen, Shlieÿen und Erzeugen vonDateiendup() dup2() fntl() fntl64() Handhabung von Dateideskriptorenselet() poll() Warten auf Ereignisse einer Menge vonDateideskriptorentrunate() ftrunate() trunate64()ftrunate64() Ändern der Dateigröÿelseek() _llseek() Ändern der Dateipositionread() write() readv() writev()sendfile() sendfile64() readahead() Lese- und Shreiboperationenio_setup() io_submit() io_getevents()io_anel() io_destroy() Asynhrone Lese- und Shreiboperatio-nenpread64() pwrite64() Setzen der Dateiposition und anshlie-ÿender Zugrimmap() mmap2() munmap() madvise()minore() remap_file_pages() Speiherabbildungfdatasyn() fsyn() syn() msyn() Synhronisieren von Dateienflok() Abshlieÿen von Dateiensetxattr() lsetxattr() fsetxattr()getxattr() lgetxattr() fgetxattr()listxattr() llistxattr() flistxattr()removexattr() lremovexattr()fremovexattr() Setzen, Lesen und Ändern von erwei-terten AttributenTabelle 3.1: Systemaufrufe an das VFS (nah [7℄)Grau gedrukte Systemaufrufe sind in CLF niht implementiert.
48 GUIDO MALPOHL2. Funktionen, welhe die Seitenverwaltung betreen, aber niht direkt aufDateien zugreifen: madvise(), minore() und remap_file_pages()3. Funktionen, welhe den aktuellen Prozess betreen: umask() getwd().umask() ändern die Standard-Sihtbarkeit von neu erzeugten Dateien in-dem das entsprehende Feld in der Prozess-Datenstruktur geändert wird.Anfragen an getwd() werden vollständig aus dem Dentry-Cahe erfülltund erfordern keinen Zugri auf das native Dateisystem.4. Die Funktion fhdir() ändern das aktuelle Verzeihnis eines Prozessesauf den Pfad einer geöneten Datei.3.4.2 Kategorie 2a: Aufrufe, die das gesamte DateisystembetreenDie Systemaufrufe dieser Kategorie betreen keine einzelnen Dateien oder Ver-zeihnisse, auh wenn beispielsweise die Aufrufe zum Montieren des Dateisys-tems einen Pfad als Parameter erwarten. Aus Siht des Dateisystems in demdas Verzeihnis existiert auf das ein weiteres Dateisystem montiert wird, gehö-ren diese Befehle in die Kategorie 3.Der Linux-Kern führt eine Liste mit den unterstützten Dateisystemtypen,welhe durh file_system_type-Objekte repräsentiert werden. Diese Liste istdynamish, weil durh das Laden von Modulen zur Laufzeit weitere Dateisyste-me hinzukommen können.Die Aufrufe in dieser Kategorie gliedern sih in drei Gruppen und benut-zen jeweils genau eine Einshubmethode aus dem Superblok-Objekt oder demfile_system_type-Objekt:1. sysfs() liefert Informationen über die im Kern registrierten Dateisyste-me. Die Informationen stammen aus vershiedenen Feldern des file_sys-tem_type-Objektes.2. Funktionen zum Montieren und De-Montieren des Dateisystems: mount(),umount() und umount2() rufen die Methoden get_sb() beziehungsweisekill_sb() zum Erzeugen und Freigeben des Superblok-Objektes auf.3. Funktionen zum Abfragen von Statistiken über das Dateisystem: statfs(),statfs64() und ustat(). Die aufgezählten Funktionen führen zum Auf-ruf der statfs() Methode des Superblok-Objektes.3.4.3 Kategorie 2b: Aufrufe mit DateideskriptorDiese Systemaufrufe arbeiten mit Dateideskriptoren und vereinfahen dadurhdie Kontrollmehanismen der VFS Shiht. In den Aufrufen muss nur siherge-stellt werden, dass der übergebene Deskriptor gültig ist, das heiÿt auf eine geö-nete Datei verweist und auf eventuell übergebene Speiherbereihe zugegrienwerden kann. Die Existenz der Datei und die erforderlihen Zugrisrehte kön-nen als gegeben vorausgesetzt werden und auh die Suhe nah der Datei imDateibaum entfällt.Bei Aufrufen von Funktionen dieser Kategorie wird genau eine Einshubme-thode aufgerufen (falls deniert), welhe die eigentlihe Aufgabe zu erfüllen hat.Es lassen sih darüber hinaus vier Gruppen untersheiden:
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 491. Funktionen, die auf Methoden des Superblok-Objektes zugreifen: fstat-fs() und fstatfs64() rufen die Funktion statfs des Superblok-Objek-tes der aktuellen Datei auf.2. Funktionen, die auf Methoden des Inode-Objektes zugreifen: fhown(),fhown16(), ftrunate(), ftrunate64() und fhmod() bewirken einenAufruf der Methode setattr() (falls deniert) des Inodes-Objektes, wel-hes mit der geöneten Datei assoziiert ist. Alle betroenen Felder und dieneuen Werte werden in eine speziellen Struktur (strut iattr) als Para-meter übergeben. Im Fall der Systemaufrufe ftrunate() und ftruna-te64() wird die Methode trunate() des Inode-Objektes aufgerufen. DieSystemaufrufe fstat(), oldfstat() und fstat64() dienen zur Abfragevon Feldern des Inode-Objektes. Bevor die Daten aus dem Inode-Objektkopiert werden, wird zunähst die Einshubmethode getattr() aufgeru-fen um die Aktualität der Felder siher zu stellen.3. Funktionen, die auf Methoden des File-Objektes zugreifen. Hinter den Sys-temaufrufen getdents(), getdents64() und readdir() steht jeweils einAufruf der Methode readdir() des File-Objektes, das in diesem Fall einVerzeihnis repräsentiert. Der Aufruf von lseek(), _llseek(), read(),write(), pread64() und pwrite64() führt zu einem Aufruf der gleihna-migen Methoden, wobei die Implementierung der lseek()Methode optio-nal ist. Bei den Funktionsaufrufen readv() und writev() werden entwe-der die gleihnamigen Methoden zum Lesen bzw. Shreiben in die überge-bene Liste der Speiherbereihe aufgerufen, oder es erfolgt ein mehrfaherAufruf der read() bzw. der write()Methoden. Bei Aufrufen von mmap()und mmap2() kommt die mmap() Methode des File-Objektes zum Einsatz.Der Aufruf von fntl() und fntl64() führen zu einem Aufruf der VFS-Methode do_fntl(), welhe in Abhängigkeit von den übergebenen Para-metern die File-Objekt-Methoden hek_flags(), dir_notify, lok()oder tasyn aufrufen oder auh nur zu einer Manipulation der Prozess-oder File-Objekte führen. Der Systemaufruf lose() verringert shlieÿ-lih den Referenzzähler der File-Objektes. Erreiht dieser den Wert 0, ruftdas VFS die release() Methode des File-Objektes auf.4. Die Systemaufrufe readahead() und munmap() betreen die Seitenverwal-tung des Kerns. Die durh sie aufgerufenen Einshubmethoden gehören zuden Speiherverwaltungsoperationen, die innerhalb eines address_spae-Objektes deniert werden, das in dem Inode-Objekt referenziert wird undInformationen über die im Seiten-Cahe gespeiherten Seiten einer Dateiträgt. readahead kann, sofern die Seiten niht bereits geladen wurden, zueinem mehrfahen Aufruf der readpage() Methode führen, sofern dieseimplementiert wurde, andernfalls wird mit einem Fehler abgebrohen. Beimunmap() werden gegebenenfalls die Methoden writepage() bzw. wri-tepages() verwendet, um veränderte Seiten zurükzushreiben. Genaugenommen greift munmap() niht über einen Dateideskriptor auf die Da-tei zu, sondern über eine im address_spae-Objekt gespeiherte Referenzauf das Inode-Objekt.
50 GUIDO MALPOHL3.4.4 Kategorie 3: Aufrufe mit DateisuheIn die letzte Kategorie fallen shlieÿlih Aufrufe, die neben ihrer eigentlihenFunktion auh eine oder mehrere Suhen innerhalb des Dateisystems auslösen,welhe zu weiteren Aufrufen von Einshubmethoden führen. Beispielhaft wurdedieser Vorgang in Abshnitt 3.3.1 gezeigt. Der folgende Abshnitt 3.5 wird dieAuösung von Dateinamen im Detail betrahten, an dieser Stelle wird zunähstnur die eigentlih Funktion des Systemaufrufs betrahtet, die im Anshluss andie Pfadauösung ausgeführt wird.Die Aufrufe lassen sih in folgende drei Gruppen gliedern:1. Die Systemaufrufe dieser Kategorie führen, abgesehen von den für diePfadauösung notwendigen Aufrufen, zu keinen weiteren Aufrufen vonEinshubmethoden: hroot() und pivot_root() ändern das Wurzelver-zeihnis des aktuellen Prozesses und hdir() ändert das aktuelle Verzeih-nis des Prozesses.2. Der Systemaufruf open() führt zum Aufruf der gleihnamigen Methodein dem entsprehenden File-Objekt. Alle übrigen Zugrie auf Methodenaus File-Objekten nden über Dateideskriptoren statt.3. Der Groÿteil der Aufrufe in dieser Kategorie bezieht sih auf Inode-Objekte,das heiÿt Dateien und Verzeihnisse. Zum Erzeugen von Dateien und Ver-zeihnissen werden die Aufrufe reat() und mkdir() verwendet, genauwie die Gegenstüke zum Löshen (unlink() und rmdir()) zum Aufrufder gleihnamigen Methoden in dem Inode-Objekt des Oberverzeihnis-ses führen. Der Systemaufruf rename() dient niht nur dem Umbenennenvon Dateien und Verzeihnissen sondern auh dem Vershieben. Auh hierruft das VFS die gleihnamige Methode in der Inode des Oberverzeih-nisses auf. Zum Ändern des Besitzers, der Sihtbarkeit oder der Längeeiner Datei (abgesehen von der Länge lassen sih diese Operationen auhauf Verzeihnisse anwenden) durh die Funktionen hown(), lhown(),hown16(), lhown16(), hmod(), trunate() und trunate64() ruftdas VFS die Einshubmethode setattr() aus, um das darunter liegen-de Dateisystem über die Änderungen zu informieren. Zur Abfrage derFelder eines Inode-Objektes können die Systemaufrufe stat(), lstat(),aess(), oldstat(), oldlstat(), stat64() und lstat64() verwendetwerden. Das VFS stellt zunähst durh den Aufruf der Einshubmethodegetattr() siher, dass die Daten aktuell sind und kopiert sie anshlie-ÿend in den gewünshten Speiherbereih oder prüft sie (im Falle vonaess()).3.4.5 Übersiht über alle KategorienTabelle 3.2 listet noh einmal alle Kategorien und die ihnen zugeordneten Sys-temaufrufe auf. Wie auh shon in die vorhergehenden Abshnitten, wurde Auf-rufe weggelassen, die für CLF niht implementiert wurden.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 51Kategorie 1: Reine VFS-AufrufeGruppe Aufrufe1. Manipulation von Dateideskriptoren dup() dup2()2. Seitenverwaltung madvise() minore() remap_file_pages()3. Prozessoptionen getwd() umask()4. Verarbeitung im VFS fhdir()Kategorie 2a: Aufrufe, die das Dateisystem als Gesamtheit betreenGruppe Aufrufe1. Registrierte Dateisysteme sysfs()2. Montieren von Dateisystemen mount() umount() umount2()3. Statistiken über ein Dateisystem statfs() statfs64() ustat()Kategorie 2b: Aufrufe mit DateideskriptorGruppe Aufrufe1. Aufruf von superblok-Methoden fstatfs() fstatfs64()2. Aufruf von inode-Methoden fhown() fhown16() ftrunate()ftrunate64() fhmod() fstat() oldfstat()fstat64()3. Aufruf von file-Methoden getdents() getdents64() readdir() lseek()_llseek() read() write() pread64()pwrite64() readv() writev() mmap() mmap2()fntl() fntl64() lose()4. Seitenverwaltung readahead() munmap()Kategorie 3: Aufrufe mit DateisuheGruppe Aufrufe1. Kein Aufruf von Einshubmethoden hroot() pivot_root() hdir()2. Aufruf von file-Methoden open()3. Aufruf von inode-Methoden reat() mkdir() unlink() rmdir() rename()hown() lhown() hown16() lhown16()hmod() stat() lstat() aess() oldstat()oldlstat() stat64() lstat64() trunate()trunate64()Tabelle 3.2: Systemaufrufe nah Kategorie3.5 PfadauösungViele Systemaufrufe erhalten den Pfad der Datei, auf der sie operieren sollen,als Parameter übergeben. Damit die Operation ausgeführt werden kann, mussdas VFS zunähst eine Pfadauösung durhführen, also die durh die überge-bene Zeihenkette repräsentierte Inode nden. Nahdem dieser Prozess in Ab-shnitt 3.3.1 beispielhaft vorgeführt wurde, wird dieser Abshnitt die allgemeineVorgehensweise erläutern. Anshlieÿend folgt eine Beshreibung des Einusses,den ein konkretes Dateisystems durh Einshubmethoden auf diesen Algorith-mus nehmen kann.3.5.1 Allgemeine VorgehensweiseDer Algorithmus zerlegt den Pfad in seine Bestandteile, die Pfadelemente ge-nannt werden. Diese Pfadelemente müssen, mit Ausnahme des letzten, Verzeih-nisse repräsentieren. Zunähst wird dabei zwishen absoluten Pfaden (beginnen
52 GUIDO MALPOHLmit einem /) und relativen Dateinamen untershieden. Im ersten Fall beginntdie Suhe im Wurzelverzeihnis des Prozesses, im zweiten Fall im aktuellen Ver-zeihnis des Prozesses. In der Prozessstruktur sind Zeiger auf die zugehörigenDentry-Objekte gespeihert, die wiederum mit einem Inode-Objekt verknüpftsind.Ausgehend von diesem initialen Verzeihnis wird nah dem ersten Elementdes Pfades gesuht, um das dazu gehörige Inode-Objekt zu nden und zu laden.Wurde die Inode gefunden, wird darin nah der Inode des zweiten Bestandteildes Pfades gesuht. Dies wird für alle Elemente des Pfades wiederholt, bis dergesamte Pfad aufgelöst wurde.Um unnötige Zugrie auf das Medium, auf dem das Dateisystem gespeihertist, zu vermeiden, wird die iterative Suhe durh den Verzeihnis-Cahe (Dentry-Cahe) beshleunigt. Er speihert das Ergebnis von bisherigen Suhen im Haupt-speiher und erlaubt daher bei der wiederholten Suhe eines Dateinamens ineinem Verzeihnis die Umgehung des Mediums. Die Objekte vom Typ Den-try existieren nur zu diesem Zwek: Sie stellen eine Verbindung zwishen denInode-Objekten und ihren Namen her und sind untereinander im Sinne der Ver-zeihnishierarhie verknüpft.In traditionellen Unix-Dateisystemen existiert die Verknüpfung zwishen ei-ner Inode und ihrem Namen nur implizit durh das Oberverzeihnisses. Ver-zeihnisse werden als Dateien verstanden, welhe die im Verzeihnis enthaltenenObjekte als Paare von Inode-Nummern und Namen speihern. Diese Darstel-lung ermögliht eine einfahe Implementierung der elementaren Suh-Operationin der Pfadauösung, welhe in einem Verzeihnis nah einem Namen suht undals Ergebnis die zugehörige Inode-Nummer liefert.Das iterative Suhverfahren wird durh die folgenden Eigenshaften vonUNIX-Dateisystemen ershwert:
• Die Zugrisrehte müssen bei jedem Shritt daraufhin überprüft werden,ob der Prozess die für das Lesen des Verzeihnisinhaltes notwendigen Reh-te besitzt.
• Bei einem Dateinamen kann es sih um eine symbolishe Verknüpfunghandeln. In diesem Fall muss die Suhe auf den Pfad der Verknüpfungfortgesetzt werden, um anshlieÿend mit dem ursprünglihen Pfad fort zufahren.
• Durh symbolishe Verknüpfungen kann es zu Endlosshleifen bei derPfadauösung kommen, wenn eine der Verknüpfungen auf sih selbst ver-weist. Das VFS muss diese Möglihkeit in Betraht ziehen und die End-losshleife aufbrehen.
• Auf jedes Verzeihnis kann ein Dateisystem montiert werden. Trit dasVFS bei der Pfadauösung auf ein solhes Verzeihnis, muss die Suhe indem neuen Dateisystem fortgeführt werden.
• Die Pfadauösung ist Prozess-spezish: Der gleihe Pfad kann in unter-shiedlihen Prozessen untershiedlihe Dateien beshreiben. Das gilt auhfür absolute Pfade, weil das Wurzelverzeihnis eines Prozesses verändertwerden kann.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 53Die Beahtung der genannten Punkte wird von der VFS-Shiht garantiert.Ausgehend von der Funktion path_lookup() ist die Auswertung des Pfades imSinne einer Shablonenmethode implementiert, die zugrunde liegenden Datei-systeme können durh die Implementierung der Einshubmethoden in jeder Ite-ration Einuss auf den Ablauf der Pfadauösung nehmen, jedoh niht die Auf-lösung als ganzes ändern oder ersetzen.3.5.2 Verwendung der Einshubmethoden bei der Pfad-auösungIm vorangegangenen Abshnitt wurde der grobe Ablauf der Pfadauösung vor-gestellt, wie sie vom VFS im Linux-Kern durhgeführt wird. In diesem Abshnittsoll die Frage geklärt werden, welhe Einussmöglihkeiten ein konkretes Datei-systems auf diesen Prozess hat, oder genauer: An welher Stelle des Suhalgo-rithmus werden welhe Einshubmethoden aufgerufen?Die Pfadauösung ist ein iterativer Algorithmus, der bei der Inode des Wur-zelverzeihnisses oder des aktuellen Verzeihnisses des Prozesses beginnt. In je-dem Shritt wird ein weiteres Pfadelement aus dem Gesamtpfad entnommenund in dem zuletzt gefundenen Verzeihnis gesuht. Sobald eines der Pfadele-mente niht gefunden werden kann, briht der Algorithmus mit einem Fehlerab. Diese Shleife ndet sih in der Kernel-Routine __link_path_walk(), diefür die Suhe nah der nähsten Inode die Funktion do_lookup() aufruft.Die Funktion do_lookup() erhält als Parameter einen Zeiger auf das aktuelleVerzeihnis (als Dentry-Objekt) dir und die Zeihenkette des zu suhendenPfadelements (name). Der Algorithmus zur Suhe sieht dann wie folgt aus:21. Suhe das Dentry-Objekt zu dem Pfadelement name im Dentry-Cahe. BeiErfolg fahre bei 3., andernfalls bei 2. fort.2. Rufe die lookup() Methode des Inode-Objektes von dir mit dir undname als Parameter auf. Kehrt diese erfolgreih zurük, fahre bei 4. fort,ansonsten kehre mit Fehlermeldung zum Aufrufer zurük.3. Wurde der Verzeihniseintrag im Dentry-Cahe gefunden, muss geprüftwerden, ob der gefundene Eintrag (dentry) noh gültig ist. Dazu wirddie d_revalidate() Methode des Dentry-Objektes aufgerufen, sie hat 2möglihe Rükgabewerte:(a) dentry ist niht mehr gültig: Fahre bei 2. fort.(b) dentry ist noh gültig oder wurde aktualisiert.4. Vor der erfolgreihen Beendigung von do_lookup() wird untersuht, obauf der gefundenen Inode ein weiteres Dateisystem montiert wurde. Ist diesder Fall wird die Wurzel-Inode des montierten Dateisystems, ansonsten diegefundene Inode an __link_path_walk() zurük gegeben.Die Suhe nah Pfadelementen beruht also hauptsählih auf den Einshub-methoden lookup() (deniert im Inode-Objekt) und d_revalidate() (deniert2Die Darstellung ist stark vereinfaht und dient in erster Linie dazu den Einsatz der wih-tigsten Einshubmethoden darzustellen. Für mehr Details siehe fs/namei. in den Kernel-Quelltexten.
54 GUIDO MALPOHLim Dentry-Objekt). Die Methode d_revalidate()wurde für Netzwerkdateisys-teme eingeführt, weil sih diese Dateisysteme aufgrund von anderen Klienten, diedas auf das gleihe Dateisystem zugreifen, verändern können, ohne dass die Än-derung durh die lokale VFS-Shiht läuft. Dadurh sind die Einträge im Dentry-Cahe, die normalerweise von den entsprehenden Routinen des VFS aktuali-siert werden, niht immer auf dem neusten Stand. Bei niht-netzwerkbasiertenDateisystemen ist diese Methode normalerweise niht implementiert, woraufhindo_lookup() die Gültigkeit eines im Dentry-Cahe gefundenen Eintrags vor-aussetzt. Es entfällt in dem oben angegebenen Algorithmus der Shritt 3.Bei jeder Pfadauösung, das heiÿt bei der Benutzung von Systemaufrufender Kategorie 3, erfolgt für jedes Pfadelement eine Suhe im Verzeihnis-Cahe.Wurde das Element niht gefunden, erfolgt ein Aufruf von lookup(), ansonstenwird die Gültigkeit durh d_revalidate() sihergestellt. Damit ist der Auf-wand der Prozedur direkt abhängig von der Länge des Pfades, wobei es vorteil-haft ist, wenn der Eintrag bereits im Cahe gespeihert und auh noh gültigist. Im ungünstigsten Fall werden für ein Pfadelement beide Einshubmethodenaufgerufen.3.6 ZusammenfassungDas VFS bietet ein Rahmenwerk, das bei der Implementierung eines Dateisys-tems benutzt werden muss. Es legt das Dateisystem auf die Verwendung desLinux Dateimodells fest, insbesondere auf die Verwendung der vier zentralenDatentypen Inode, File, Superblok und Dentry, die aufgrund der in ihnen ab-gelegten Funktionszeiger als Objekte angesehen werden können.Die Implementierung eines konkreten Dateisystems erfolgt durh Implemen-tierung dieser Funktionen, welhe vom VFS bei Bedarf aufgerufen werden. Nihtimplementierte Methoden (der Funktionszeiger wurde auf Null gesetzt) werdenim Regelfall durh Standard-Algorithmen aus der VFS-Shiht ersetzt.Vom VFS werden alle Datei-bezogenen Systemaufrufe bearbeitet, wobei dieShiht Aufgaben übernimmt, die allen Dateisystemen gemeinsam sind. Dazugehören neben der Verwaltung der zentralen Datentypen auh die Überprü-fung der Parameter von Systemaufrufen und shlieÿlih des Aufrufs der korrek-ten Einshubmethoden eines konkreten Dateisystems. Anhand des Verhältnisseszwishen Systemaufrufen und Einshubmethoden, lassen sih 4 Kategorien vonSystemaufrufen untersheiden, die in Tabelle 3.2 dargestellt sind.Aufrufe in Kategorie 1 führen zu keinem Aufruf einer Einshubmethode. BeiAufrufen der Kategorien 2a und 2b erfolgt genau ein Aufruf einer Einshub-methode, wobei sih diese Kategorien darin untersheiden, dass die Aufrufe ineinem Fall auf eine bestimmten Datei gerihtet sind (Kategorie 2b) und im an-deren Fall das gesamte Dateisystem betreen (Kategorie 2a). Systemaufrufe derKategorie 3 führen zu den meisten Aufrufen von Einshubmethoden, da sie ne-ben der eigentlih Dateisystemoperation auh eine Pfadsuhe beinhalten, die zumehrfahen Aufrufen von Einshubmethoden führen (siehe Abshnitt 3.5).Die Betrahtung des Verhältnisses zwishen Systemaufrufen und Aufrufenvon Einshubmethoden ist wihtig, um die Entwurfsfreiheiten bei der Imple-mentierung von Linux-Dateisystemen zu erkennen und um im Speziellen dieEntwurfsentsheidungen von CLF nahvollziehen zu können. Im Allgemeinenlässt sih feststellen, dass Systemaufrufe der Kategorie 3, aufgrund der notwen-
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ösungsshritt bei Netzwerkdateisystemenbesonders aufwändig sind.
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Kapitel 4Vorarbeiten: Paradis-NetDie vershiedenen Komponenten von CLF kommunizieren über das Hohge-shwindigkeitsnetzwerk des Clusters miteinander und verwenden dabei komple-xe Kommunikationsmuster, die mehr als zwei Teilnehmer haben. Um diese Inter-aktionen möglihst einfah und elegant implementieren zu können, verwendetCLF Paradis-Net , eine Netzwerkshnittstelle, die für diesen Zwek entworfenund implementiert wurde. Dieses Kapitel beshreibt die Bibliothek beginnendbei den Konzepten bis hinunter zu der konkreten Shnittstelle.4.1 EinleitungParadis-Net [54℄ ist eine Netzwerkbibliothek, die sih besonders für den Einsatzin verteilten Anwendungen und Betriebssystemdiensten eignet. Dabei spielt eskeine Rolle, ob die Anwendung über Hohgeshwindigkeitsnetzwerke (wie zumBeispiel Myrinet [6℄ oder InniBand [42℄) über oder relativ langsame Transport-medien kommuniziert (wie zum Beispiel dem Internet). Sie abstrahiert von derverwendeten Netzwerkhardware und bietet eine einfahe Shnittstelle, welhedie Implementierung von komplexen Kommunikationsmustern erleihtert.Paradis-Net wurde auf Grund der Anforderungen des parallelen Dateisys-tems Clusterle und der neuen Anforderungen von CLF entwikelt und be-hebt dabei Shwähen, die andere Kommunikationsparadigmen in diesen An-wendungsbereihen zeigen. Auf diese Shwähen sind shon die Entwikler desDateisystems xFS [2℄ im Jahre 1996 gestoÿen, wie sie in einem abshlieÿen-den Erfahrungsberiht über die Arbeit an xFS shreiben [87℄. Sie stellen fest,dass die Hauptursahe für ihre Probleme bei der Implementierung die Netz-werkshnittstellen waren, die niht zu den zu verwirklihenden Diensten pass-ten. Gleihzeitig formulieren sie eine Liste von Eigenshaften, die eine geeigneteNetzwerkshnittstelle für xFS erfüllen sollte. Der folgende Abshnitt fasst dieseForderungen zusammen und ergänzt sie um die eigenen Erkenntnisse bei derEntwiklung von CLF .4.2 AnforderungenDie Anforderungen an die Netzwerkshnittstelle, die in diesem Abshnitt ab-strakt beshrieben werden, entstammen einerseits der eigenen Erfahrung bei57
58 GUIDO MALPOHLder Implementierung von CLF und andererseits dem Erfahrungsberiht des Ent-wiklerteams von xFS [87℄.Obwohl es unzählige Netzwerkshnittstellen für die vershiedensten Netzwer-ke gibt, steht der Entwikler eines verteilten Betriebssystemdienstes vor einershwierigen Wahl: Soll für die Anwendung möglihst hohe Performanz erreihtwerden, dann muss er eine systemnahe und auf das verwendete Netzwerk spe-zialisierte Bibliothek verwenden, wodurh die Portabilität der Anwendung aufandere Hardware zumindest gefährdet ist. Soll hohe Portabilität erreiht wer-den, so muss eine möglihst überall verfügbare Shnittstelle verwendet werden,wodurh die Leistungsfähigkeit leidet: Die Shnittstelle soll als möglihst dünneShiht zwishen der Anwendung und einer systemnahen, spezialisierten Biblio-thek agieren, um einerseits die gewünshte Abstraktion und andererseits auhhohe Performanz zu bieten.Vor allem für die Implementierung von Dienstgebern ist es von Vorteil, wenndie verwendete Netzwerkshnittstelle Paket-orientiert ist und niht nur aus ei-nem unstrukturierten Datenstrom besteht. Shnittstellen, die einen Datenstromzwishen zwei Knoten anbieten, zwingen den Benutzer in den meisten Fällendazu, ein Protokoll zu implementieren, welhes das Versenden von Nahrihteneiner bestimmten Länge erlaubt. Diese Aufgabe sollte direkt von der Netzwerk-shnittstelle erfüllt werden. Darüber hinaus sollen den einzelnen Nahrihtenvom Absender Typen zugeordnet werden können, damit der Empfänger ein-gehende Nahrihten ohne Betrahtung des Inhalts sortieren kann: Die Netz-werkshnittstelle soll paketorientiert sein und vershiedene Nahrihtentypenunterstützen.Auf der Empfängerseite sollen die ankommenden Nahrihten asynhron vonBehandlungsfunktionen abgearbeitet werden. Die Auswahl der Behandlungs-funktionen soll anhand des Nahrihtentyps erfolgen, so dass diese Vorgehens-weise dem Verhalten eines RPC-Aufrufs [58℄ auf der Empfängerseite ähnelt. DieVerwendung von Behandlungsfunktionen erleihtert insbesondere die Implemen-tierung von Dienstgebern.Weiterhin ist es bei Dateisystemen unerlässlih, dass die Reihenfolge derNahrihten zwishen zwei Knoten erhalten bleibt. Erzeugt ein Klient beispiels-weise eine Datei, um sie anshlieÿend zu önen, dann kann eine Vertaushungdieser beiden Anforderungen zu unvorhergesehenem Verhalten führen. Daherwird auf die Verarbeitung der Nahrihten in parallelen Fäden verzihtet: DieNetzwerkshnittstelle soll ankommende Nahrihten innerhalb einer Ereignis-shleife mittels Behandlungsfunktionen abarbeiten und dabei die Reihenfolgeder Nahrihten zwishen Sender und Empfänger aufreht erhalten.Ein Teil des Dateisystems CLF sind im Linux-Kern und damit im Be-triebssystem verankert. Es handelt sih dabei um das Klienten-Modul, wel-hes das Montieren des Dateisystems auf einem Rehenknoten erlaubt. Die-ses Kern-Modul muss sowohl mit dem Metadatenmanager, als auh mit denDaten-Servern kommunizieren. Das setzt voraus, dass die Netzwerkshnittstel-le innerhalb des Betriebssystems implementierbar ist und eine Kommunikationmit einer entsprehenden Gegenstelle auf der Benutzerebene erlaubt: Die Netz-werkshnittstelle soll sih für eine Implementierung innerhalb des Linux-Kernelseignen.Das gröÿte Problem sehen Wang und Anderson [87℄ jedoh in fehlender Un-terstützung bei der Implementierung komplexer Protokolle, die über das klassi-she Dienstnehmer/Dienstgeber-Muster hinausgehen. Dabei handelt es sih im








Peer4Abbildung 4.2: Verteilen/SammelnDurhgezogener Pfeil: Anfrage  Gestrihelter Pfeil: AntwortWesentlihen um zwei generishe Muster: Die Weiterleitung (engl. ContinuationPassing) und das Verteilen/Sammeln (engl. Satter/Gather).Abbildung 4.1 zeigt das Weiterleitungsmuster : Der Knoten Peer1 stellt eineAnfrage an Peer2 ( 1©). Da dieser die Anfrage niht direkt beantworten kann,leitet er sie an einen dritten Knoten weiter ( 2©). Dieser antwortet auf die An-frage, und shikt die Antwort direkt zu Peer1 zurük ( 3©). Dieses Muster trittbeispielsweise in xFS [2℄ beim kooperativen Cahen (siehe Abshnitt 2.2.3) auf:Auf einem Klienten (Peer1 ) wird aus einer Datei gelesen. Da sih die entspre-henden Daten niht im lokalen Cahe benden, shikt der Klient eine Anfragean den Manager. Dieser verwaltet niht nur die Daten auf seiner Festplatte,sondern auh Listen über den aktuellen Cahe-Bestand der Klienten und ndetheraus, dass ein zweiter Klient (Peer3 ) die gewünshten Daten speihert. Mo-derne Netzwerke weisen eine niedrige Latenz auf und aus diesem Grund ist esbesser, die Daten aus dem Speiher des anderen Klienten zu kopieren, als sievon der Festplatte des Managers zu lesen. Daher wird die Anfrage an Peer3 wei-tergeshikt und von diesem beantwortet, indem die gewünshten Daten direktan den lesenden Klienten geshikt werden.Das zweite typishe Muster für Dateisysteme wie xFS und Clusterle, welhedie Daten einer Datei über mehrere Daten-Server verteilen, ist das Verteilen/-Sammeln-Muster. Es tritt dort auf, wo ein Klient Anfragen an vershiedeneandere Knoten shikt und anshlieÿend auf Antworten wartet, die in beliebi-ger Reihenfolge eintreen können. Dabei kann es sih beispielsweise um eineLese-Anfrage an vershiedene Daten-Server handeln, die jeweils nur einen Teilder betreenden Datei speihern. Abbildung 4.2 illustriert das Protokoll: DieAnfragen werden gleihzeitig losgeshikt (wenn möglih) und die Interaktionist erst dann beendet, wenn jeder angesprohene Knoten eine passende Antwortzurükgeshikt hat.Bisherige Netzwerkshnittstellen bieten dem Programmierer nur wenig Un-terstützung bei der Implementierung solher Kommunikationsmuster. Das Zielbeim Entwurf von Paradis-Net war es daher, dass die Netzwerkshnittstelledem Benutzer die eziente Implementierung von Protokollen, wie dem Dienst-nehmer/ Dienstgeber- (Client/Server), dem Weiterleitungs- (Continuation Pas-sing) und dem Verteilen/Sammeln-Muster (Satter/Gather), erleihtert.
60 GUIDO MALPOHL4.3 Verwandte ArbeitenIn diesem Abshnitt werden vershiedene Netzwerkshnittstellen vorgestellt undan den Forderungen des letzten Abshnitts gemessen. Die Auswahl orientiertsih an dem, was in anderen Dateisystemen zum Einsatz kommt.4.3.1 TCP-SoketsDas Transmission Control Protool (TCP) ist ein zuverlässiges, verbindungs-orientiertes Transportprotokoll für Computernetze, das 1981 als RFC 793 [28℄standardisiert wurde. TCP ist Teil der Internetprotokollfamilie und stellt einenvirtuellen Kanal zwishen zwei Endpunkten (Sokets) her. Auf diesem Kanalkönnen in beide Rihtungen Daten übertragen werden. TCP-Sokets sind unterLinux/UNIX Teil des Betriebssystems und werden über standardisierte Shnitt-stellen (GLIBC [30℄) angesprohen. Trotz des shwergewihtigen Protokolls, wer-den sie aufgrund ihrer breiten Verfügbarkeit von vielen Dateisystemen, wie zumBeispiel NFS (ab Version 3 [13℄), AFS [41℄, PVFS [17℄ und von Clusterle [44℄benutzt. Neuere Entwiklungen erlauben es, TCP-Sokets auh über Hohge-shwindigkeitsnetzwerke zu verwenden, die mit Hilfe von vershiedenen Opti-mierungen die Latenz auf die Gröÿenordnung der proprietären Shnittstellensenken können. So erlaubt beispielsweise Sokets-GM [32℄ die Kommunikationüber das Myrinet-Netzwerk mittels Sokets, bei InniBand heiÿt die entspre-hende Shnittstelle Sokets Diret Protool (SDP) [66℄.TCP-Sokets arbeiten aus Anwendungssiht auf der Basis von Byteströmen.Anwendungen müssen daher in vielen Fällen den unstrukturierten Datenstrommit eigenen Protokollen zu einem Paket-orientierten Dienst erweitern. Dies istbei der Implementierung von Netzwerkdateisystemen unerlässlih, da diese an-frageorientiert und mit variierenden Nahrihtengröÿen arbeiten. Der Empfän-ger einer Nahriht muss in der Lage sein, einzelne Nahrihten (Anfragen oderauh Antworten) aus dem Bytestrom zu extrahieren und weiter zu verarbeiten.Bei TCP-Sokets muss diese Arbeit von der Anwendung übernommen werden.Weiterhin muss vor der eigentlihen Kommunikation zunähst einmal die vir-tuelle Verbindung zu dem Kommunikationspartner aufgebaut werden. Bei demVerbindungsaufbau müssen beide Seiten aktiv werden: Eine Seite muss die Ver-bindung initiieren und die andere Seite muss sie akzeptieren. Über jede solheVerbindung kann der Knoten mit genau einem Partner kommunizieren.Alternativ zur Strukturierung des Datenstromes kann eine Anwendung auhfür jede Anfrage eine neue Verbindung aufbauen und nah Empfang der Antwortwieder shlieÿen. Nahteil dieser Vorgehensweise ist vor allem die groÿe Verzö-gerung, die dadurh verursaht wird. Beim Aufbau einer TCP-Verbindung tre-ten beide Seiten miteinander in Kontakt, bevor überhaupt Daten ausgetaushtwerden können. Darüber hinaus würde der Empfang einer Antwort von einemanderen Dienstgeber im Rahmen des Weiterleitungs-Musters den Aufbau einerweiteren Verbindungen erfordern, über welhe die Nahriht beim Klienten ein-treen würde. Der Klient müsste die Antwort aus der neuen Verbindung emp-fangen und mit der ursprünglihen Anfrage in Verbindung setzen. Bei diesenAufgaben bieten TCP-Sokets keinerlei Unterstützung.Aber selbst wenn man davon ausgeht, dass zwishen allen beteiligten Knotenoene Verbindungen bestehen, helfen TCP-Sokets niht bei der Implementie-rung des Weiterleitungs- oder des Verteilen/Sammeln-Musters, sie ershweren











Peer1 Peer3Abbildung 4.4: Weiterleitung per RPC  Variante 2Durhgezogener Pfeil: Anfrage  Gestrihelter Pfeil: AntwortKnoten sowohl als Dienstgeber, wie auh als Dienstnehmer auftreten. Für Kno-ten 1 besteht eine weitere Shwierigkeit darin, den entfernten Aufruf von Kno-ten 3 ( 3©), mit der eigenen Anfrage ( 1©) an Knoten 2 in Verbindung zu setzen.Vor dem Absetzen des entfernten Aufrufs muss der Knoten 1 dafür zunähst lo-kal Informationen ablegen, die es ihm erlauben, die spätere Anfrage eines ande-ren Knoten als Antwort auf die vorausgegangene, eigenen Anfrage zu erkennen.Neben diesen Komplikationen wird durh die Auösung der entfernten Aufru-fe (Shritte 4©, 5© und 6©) noh weitere Verzögerung verursaht, da Knoten 1durh die RPC Semantik bis zum Abshluss seines entfernten Aufrufs blokiertist.Alleine an der Anzahl der notwendigen Netzwerknahrihten lässt sih shondie Inezienz von RPCs bei der Implementierung dieses Musters ablesen. Unterder Annahme, dass die Nahriht niht nur einmal, sondern n Mal weitergeleitetwird, sind im optimalen Fall (Abbildung 4.1) n + 1 Nahrihten notwendig,während mit entfernten Prozeduraufrufen entweder 2n (Abbildung 4.3) oder
2n + 2 (Abbildung 4.4) Nahrihten vershikt werden müssen.Für die Implementierung des Verteilen/Sammeln-Musters (Abbildung 4.2)sheinen RPCs zunähst besser geeignet: Peer1 stellt naheinander die Anfra-gen an Peer2, Peer3,. . . und erhält jeweils eine Antwort zurük. Bei genauererBetrahtung wird jedoh klar, dass aufgrund der blokierenden Semantik vonentfernten Prozeduraufrufen nur eine sehr ineziente Implementierung möglihist. Für dieses Muster sollten alle Anfragen, unabhängig vom Eintreen derAntworten, innerhalb kürzester Zeit abgeshikt werden, damit die Dienstgeberdiese parallel beantworten können und um die Verzögerungen durh den Netz-werktransfer zu versteken. Bei der Verwendung von RPCs kann die nähsteAnfrage jedoh erst dann losgeshikt werden, wenn die Antwort auf die letzteAnfrage eingetroen ist. Durh die Serialisierung der Anfragen geht theoretishmöglihe Parallelität verloren.Insgesamt besitzen Entfernte Prozeduraufrufe zwar eine relativ hohe Ab-straktionsebene, sind aber für die Implementierung der komplexen Kommuni-kationmuster nur shleht geeignet.4.3.3 Ative MessagesAktive Nahrihten (Ative Messages, AM [53, 86℄) ist eine systemnahe Kom-munikationsshnittstelle, die als eine Art Mashinensprahe für Entwikler von
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 63Kommunikationsbibliotheken verstanden werden kann. Die Shnittstelle kam,hauptsählih aus Performanz-Gründen, bei der Implementierung des Dateisys-tems xFS zum Einsatz.Die Grundidee der Aktiven Nahrihten ist, dass eine Nahriht die Kennungeiner Prozedur mit sih führt, die für ihre Weiterverarbeitung auf der Empfän-gerseite zuständig ist. Dies ähnelt den entfernten Funktionsaufrufen, mit demUntershied, dass die Behandlungsfunktionen auf Empfängerseite niht für dieBeantwortung der Anfrage, sondern nur für das Empfangen der Nahriht zu-ständig sind.Die Nahrihten werden zuverlässig ausgeliefert, aber mögliherweise niht inder rihtigen Reihenfolge. Wenn eine Nahriht eintrit, wird die Behandlungs-funktion aufgerufen und läuft bis zu ihrer Beendigung. Dieser Aufruf ist einer derGründe für die Ezienz von AM, führt aber gleihzeitig zu Einshränkungenim Programmiermodell. Da während der Laufzeit der Routine keine weiterenNahrihten empfangen werden, muss sie shnell und blokierungsfrei ablau-fen. Daher dürfen Behandlungsfunktionen niht die Bearbeitung der Anfrageübernehmen, sondern nur die Nahriht in Empfang nehmen und die Anwen-dung informieren. Die Anwendung übernimmt anshlieÿend in einem anderenAusführungsfaden die Beantwortung und shikt die Antwort an den Klienten.Bei einigen Implementierungen darf die Behandlungsfunktion einer Anfrage ge-nau eine Nahriht an den Absender der Anfrage senden. Um Verklemmungenzu vermeiden, darf die Behandlungsfunktion der daraufhin abgesetzten Ant-wort das Netzwerk überhaupt niht benutzen. So können mit Hilfe der Behand-lungsfunktionen einfahe Anfrage/Antwort-Muster implementiert werden. Diein Abshnitt 4.2 beshriebenem Kommunikationsmuster sind mit AM zwar im-plementierbar, erfordern aber relativ aufwändige Programmierung. Die Shnitt-stelle bietet auh nur shwahe Unterstützung für Dienstnehmer/DienstgeberMuster.Obwohl AM bei der Implementierung von xFS zum Einsatz kam, sprehensih die Entwikler rükblikend jedoh ausdrüklih gegen den Einsatz derShnittstelle in verteilten Systemen aus [87℄. Die Hauptgründe, die gegen denEinsatz von AM sprehen sind die niedrige Shnittstellenebene, die viele system-nahe Details entblöÿt und die Beshränkung auf ein Dienstnehmer/DienstgeberKommunikationsmodell.4.3.4 MPIDasMessage Passing Interfae (MPI [33, 83℄) ist ein Shnittstellenstandard, derdurh das MPI Forum, einem Konsortium von Computerherstellern, Naturwis-senshaftlern und Entwiklern von Bibliotheken, im Jahr 1993 festgelegt wurde.MPI hat sih in den letzten Jahren zu einem de-fato Standard bei der Pro-grammierung von parallelen Anwendungen für Cluster nah dem SPMD (SingleProgram, Multiple Data) Prinzip entwikelt. MPI unterstützt sowohl Punkt-zu-Punkt Nahrihten, wie auh gemeinsame Operationen von mehreren Teilneh-mern. MPI wird von festen Gruppen von Prozessen benutzt, die gemeinsam inKommunikatoren organisiert sind, welhe den Kontext der MPI Operationenfestlegen. Innerhalb eines Kommunikators werden die teilnehmenden Prozesseanhand einer eindeutigen Nummer, dem so genannten Rang untershieden undadressiert.Zu den globalen Operationen gehören auh Verteil-Operationen, die Daten,
64 GUIDO MALPOHLwie beispielsweise Matrizen, nah bestimmten Mustern an eine Reihe von Pro-zessen versenden können. Dazu wird auf jedem der beteiligten Knoten der gleiheBefehl ausgeführt, der anhand des Ranges die Rolle des aufrufenden Prozes-ses innerhalb der globalen Operation erkennt. Weiterhin gibt es auh Sammel-Operationen, die analog zu den Verteil-Operationen funktionieren.Aus vershiedenen Gründen ist MPI jedoh niht für den Einsatz in verteiltenDateisystemen geeignet. Zunähst einmal bestehen Netzwerkdateisysteme ausvershiedenen unabhängigen Diensten, die unabhängig voneinander gestartetund beendet werden und niht aus einem einzelnen Programm, das auf allen teil-nehmenden Knoten gemeinsam gestartet wird. In einer MPI-Laufzeitumgebungist das Hinzukommen von Kommunikationsteilnehmern nah dem Start, so-wie das Wegfallen von Kommunikationspartnern zur Laufzeit niht vorgesehen.Nah dem Start aller MPI-Prozesse registrieren sih diese bei der Laufzeitumge-bung, welhe die Kommunikatoren bildet; ein nahträglihes Hinzukommen vonProzessen ist niht vorgesehen. Es gilt als Fehler, wenn sih ein Kommunikations-partner vorzeitig beendet, daher werden auh die übrigen Prozesse automatishvon der Laufzeitumgebung beendet.Insgesamt gesehen ist das Kommunikationsmodell von MPI niht für dieImplementierung von verteilten Dateisystemen geeignet.4.4 Das Kommunikationsmodell von Paradis-NetAufgrund der speziellen Anforderungen (siehe Abshnitt 4.2) wurde für dasClusterdateisystems CLF eine neuartige Kommunikationsshnittstelle entwi-kelt. In diesem Abshnitt soll zunähst das Kommunikationsmodell erläutertwerden, das der im folgenden Abshnitt beshriebenen, konkreten Programmier-shnittstelle zugrunde liegt.Die Bibliothek Paradis-Net arbeitet mit einem verbindungslosen Peer-to-Peer Kommunikationsmodell, bei dem jeder Kommunikationsendpunkt gleih-zeitig Dienstgeber und Dienstnehmer sein kann. Für jeden Kommunikations-endpunkt wird eine Adresse vergeben, die innerhalb des verwendeten Netzwerkseindeutig ist. Eine Instanz von Paradis-Net kann auh mehrere Endpunkte de-nieren, falls der Knoten über untershiedlih Netzwerke erreihbar ist.Ein Beispiel dafür ist ein Cluster, der über ein normales und ein Hohge-shwindigkeits-Netzwerk verfügt, wie Ethernet und Inniband. Mit Paradis-Netkann dann ein Programm (= eine Paradis-Net-Instanz) jeweils einen Endpunktfür Ethernet und einen für Inniband registrieren. Anshlieÿend wird das Pro-gramm unter einem Endpunktnamen wie tp:. . .  für Ethernet und verbs:. . . für Inniband erreihbar sein.4.4.1 NahrihtenZwishen den Endpunkten können Nahrihten beliebiger Gröÿe ausgetaushtwerden. Eine Nahriht besteht aus folgenden Elementen:Typ: Eine Nahriht besitzt einen Typ. Nahrihtentypen müssen zwishenden vershiedenen Kommunikationsteilnehmern abgesprohen werden. DerEmpfänger einer Nahriht entsheidet anhand des Typs der Nahriht,wie diese zu behandeln ist.










Nachricht: YAbbildung 4.5: Der Weg einer Kooperationsmarke bei einer Anfrage4.4.3 Kooperationen (Dienstnehmer)Während Behandlungsfunktionen die Implementierung der Dienstgeberfunktio-nalität erleihtern, ershweren sie die Implementierung des Dienstnehmers. DerGrund dafür liegt in der asynhronen Behandlung der ankommenden Nahrih-ten in einem eigenen Ablauaden, der von Paradis-Net gestartet wird.In der Regel können Dienstnehmer nah dem Absetzen einer Anfrage ohnedie Antwort des Dienstgebers niht unbegrenzt weiterarbeiten. Zu einem be-stimmten Zeitpunkt muss die Ausführung gestoppt und auf das Eintreen derAntwort gewartet werden. In Paradis-Net existiert jedoh kein Befehl zum Emp-fangen einer Nahriht, da einkommende Nahrihten automatish empfangenund an Behandlungsfunktionen weitergeleitet werden. Um dieses Problem mitden bisher vorgestellten Mitteln zu lösen, ist ein erhebliher Aufwand notwendig:Ein Ausführungsfaden, der eine Anfrage stellt, müsste in einem gemeinsamenSpeiherbereih einen Eintrag vornehmen, der von einer Behandlungsfunktionausgelesen werden muss, um auf diese Weise eine Verbindung zwishen beidenAusführungskontexten herzustellen. Dies müsste von dem Benutzer unter Zu-hilfenahme von Tehniken wie Monitoren und Signalen implementiert werden.4.4.3.1 Einfahe KooperationenUm die Implementierung von Dienstnehmerfunktionalität zu erleihtern wurdein Paradis-Net das Konzept derKooperation eingeführt. Mit Hilfe einerKoopera-tion kann eine Anwendung denieren, dass sie auf eine oder mehrere Antwortenwartet, die in Zukunft eintreen werden.Eine Kooperation wird durh einen Paradis-Net-Aufruf erstellt, bevor dieAnfrage an den Dienstgeber geshikt wird; als Ergebnis des Aufrufs erhältdie Anwendung eine so genannte Kooperationsmarke. Die Kooperationsmarkerepräsentiert eine einzelne Kooperation. Sie wird an die Anfrage angehängt (diesend-Funktion besitzt einen entsprehenden Parameter) und der Dienstgeberhängt sie wiederum an seine Antwort. Damit ermögliht er es dem Dienstnehmerden Zusammenhang zwishen der zuvor gestellten Anfrage und der eintreendenAntwort herzustellen.Um auf das Eintreen der Antwort zu warten, ruft die Anwendung auf demDienstnehmer eine Paradis-Net-Funktion zum Beenden der Kooperation auf















KooperationsmarkeAbbildung 4.6: Der Weg einer Kooperationsmarke bei einer Anfrage mit Wei-terleitungwird beim Aufruf der Behandlungsfunktion durh Paradis-Net niht der wirkli-he Absender (Dienstgeber1), sondern der ursprünglihe Absender der Nahriht(Dienstnehmer) übergeben. Für die Behandlungsfunktion auf Dienstgeber2 er-sheint es so, als ob die Nahriht direkt von dem Dienstnehmer geshikt wurde.Der Vorteil daran ist, dass bei der Implementierung der Behandlungsfunktionkeine Falluntersheidung zwishen den direkt von einem Dienstnehmer gesende-ten und den weitergeleiteten Nahrihten vorgenommen werden muss. Weiterhinmuss die Adresse des Dienstnehmers niht in die Nahriht geshrieben werden.Auf dem Dienstnehmer wird shlieÿlih die Nahriht 3© empfangen undanhand der angehängten Kooperationsmarke als Antwort auf die Anfrage 1©erkannt. Wie bereits erwähnt, untersheidet sih daher die Anwendung auf denDienstnehmer in diesem Fall niht von dem in Abbildung 4.5 dargestellten Kom-muniktionsfall.4.4.3.3 Kooperationen: Verteilen/SammelnNeben der Weiterleitung lässt sih auh das in Abshnitt 4.2 beshriebene Ver-teilen/Sammeln)-Muster in Paradis-Net mit Hilfe von Kooperationen imple-mentieren: Eine Kooperation beshreibt die Antwort, die ein Dienstnehmer aufeine Anfrage von einem Kooperationspartner erwartet. Im Allgemeinen kanndiese Antwort auh aus mehreren Nahrihten bestehen und das Resultat meh-rerer Anfragen sein.Ein Dienstnehmer kann eine Kooperation starten, die mehrere Antwort-Nahrihten erwartet und anshlieÿend die gleihe Anzahl Anfragen an un-tershiedlihe Dienstgeber stellen. Sobald die Kooperation gestartet wurde, istParadis-Net in der Lage die Antworten der Dienstgeber zu empfangen, da dasEmpfangen der Nahrihten in einem separaten Ausführungsfaden vorgenom-men wird. Nah dem Starten der Kooperation beginnt die Anwendung die An-fragen an die Dienstgeber naheinander zu vershiken, anshlieÿend wartet sie








ModulAbbildung 4.7: Die Arhitektur von Paradis-NetFunktionen wurden Thread-siher entworfen und können daher aus untershied-lihen Kontexten gleihzeitig aufgerufen wurden.Bei zeitkritishen Funktionen, wie beispielsweise dem Senden von Daten wer-den die kritishen Datenstrukturen fein-granular geshützt und damit das gleih-zeitige Senden an untershiedlihe Kommunikationpartner ermögliht. Wird ausuntershiedlihen Ausführungskontexten die Sende-Operation mit dem gleihenKommunikationspartner aufgerufen, serialisiert Paradis-Net die Nahrihten.Der Shutz der kritishen Bereihe ist mit den Mutex-Strukturen der POSIXThreads-Bibliothek realisiert2. Die Bibliothek startet bei ihrer Initialisierungeinen Ausführungsfaden, den Empfands-Faden, der während der gesamten Lauf-zeit der Bibliothek aktiv ist. Dieser Faden ist einerseits für den Empfang voneingehenden Nahrihten verantwortlih und andererseits für die Verwaltung derVerbindungen zwishen den Kommunikationsteilnehmern. Im Falle von TCP/IPakzeptiert er beispielsweise neu aufgebauten Verbindungen, die von der Gegen-seite durh die Sende-Operation aufgebaut werden.Der Empfangs-Faden empfängt die eingehenden Nahrihten niht nur, son-dern verarbeitet sie auh entsprehend des Nahrihtentyps: Handelt es sih beider eintreenden Nahriht um eine Antwort, die Teil einer Kooperation ist,wird sie mittels der Kooperationsmarke identiziert und entsprehend der Ko-operationsbeshreibung empfangen. Anshlieÿend werden eventuell andere Aus-führungsfäden benahrihtigt, die auf die Beendigung der Kooperation warten.Die Kooperationslogik gehört zu dem komplexesten Teilen von Paradis-Net undwird vollständig von dem Empfangs-Faden durhgeführt. Dazu gehört auh daseventuelle Anfordern von zusätzlihem Speiher und die Verteilung einer einge-troenen Nahriht über mehrere zuvor vom Benutzer angelegten Speiherbe-reihe.Ist eine eingehende Nahriht niht Teil einer Kooperation, wird sie in spe-ziell angefordertem Speiher empfangen und die vom Benutzer festgelegte Be-handlungsfunktion aufgerufen. Diese Behandlungsfunktion wird jedoh niht imAusführungskontext des Empfangs-Fadens aufgerufen, sondern von einem wei-teren Faden, der nur für den Aufruf der Behandlungsfunktionen vorgesehen ist,der Auslieferungs-Faden. Er kommuniziert mit dem Empfangs-Faden über eineWarteshlange nah dem Erzeuger-Verbrauher-Muster und ermöglihst es denBehandlungsfunktionen wiederum Paradis-Net-Funktionen aufzurufen. Würdedie Sende-Operation direkt im Kontext des Empfangs-Fadens aufgerufen, be-2In der Kern-Implementierung von Paradis-Net kommen hier die Kern-Semaphoren zumEinsatz.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 71Allgemeine Funktionenint initialize(end_point ep[℄)void finalize()peer_id get_peer_id(har name[℄)Kommunikationint send(peer_id to, msg_type type, oop_nr nr, void *msg, int msg_size)int forward(peer_id to, msg_type type, void *msg, int msg_size)Behandlungsfunktionenvoid set_handler(msg_type type, int opt, handler_fun *handler)void <handler_fun>(peer_id from, msg_type type, oop_nr nr, void *msg,int msg_size) Kooperationenoop_nr start_ooperation(rv_des *rve, int ve_size)int end_ooperation(oop_nr nr, int timeout)int ooperation_finished(oop_nr nr)Tabelle 4.1: Die wihtigsten Funktionen von Paradis-Netstände die Gefahr einer Verklemmung, wenn zwei Kommunikationspartner sihgleihzeitig Nahrihten zusenden und dabei blokieren weil die Gegenseite nihtempfängt.Durh die mehrfädige Programmierung der Bibliothek, kann ein Programm,das Paradis-Net verwendet, auf Multi-Prozessor Arhitekturen implizit parallelablaufen. Daher ist es wihtig, dass auh in dem Anwendungsprogramm kritisheBereihe geshützt werden. Kritishe Bereihe sind dort zu nden, wo Behand-lungsfunktionen auf Datenstrukturen zugreifen, die auh in anderen Ausfüh-rungskontexten verwendet werden.4.5.2 ShnittstelleDie folgenden Abshnitte stellen die wihtigsten Funktionen von Paradis-Netvor, welhe in Tabelle 4.1 zu nden sind. Abshnitt 4.6 zeigt, wie die Weiterlei-tungs- und Verteilen/Sammeln-Muster mit Paradis-Net konkret implementiertwerden können.4.5.3 Initialisierung, Peer IDs und das Vershiken vonDatenDie Funktion initialize (siehe Tabelle 4.1) muss vor allen anderen Funktio-nen aufgerufen werden. Sie initialisiert die internen Datenstrukturen, önet dielokalen Endpunkte und startet den Empfangs-Faden. Das Argument ep enthälteine Liste mit der Konguration aller Endpunkte, die auf dem lokalen Knotengeönet werden sollen. So muss beispielsweise bei einem TCP/IP-Endpunkt ei-ne Port-Nummer angegeben werden, unter der dieser Endpunkt erreihbar ist.Die inverse Operation finalize shlieÿt alle geöneten Endpunkte, stoppt dieAusführungsfäden und gibt die intern verwendeten Datenstrukturen frei.In Paradis-Net besitzt jeder Endpunkt einen eindeutigen Namen. Dieser Na-me besteht aus Protokoll- und Adress-Informationen. Der Name eines TCP-
72 GUIDO MALPOHLEndpunktes ist beispielsweise: tp:IP-Adresse:Portnummer. Aus Gründen derBequemlihkeit und Ezienz werden in den meisten Operationen statt diesenZeihenketten so genannte Peer-IDs verwendet. Dabei handelt es sih um lo-kal eindeutige Nummern, die von Paradis-Net durh die Funktion get_peer_-id (siehe Tabelle 4.1) zugewiesen und in den übrigen Paradis-Net-Funktionenan Stelle der Endpunktnamen verwendet werden.Die Paradis-Net Bibliothek bietet nur eine explizite Sendeoperation: send(siehe Tabelle 4.1). Diese Funktion sendet eine typisierte Nahriht an den End-punkt mit der Peer-ID to, im Falle eines Fehlers gibt send eine Fehlernummerzurük. Sofort nah Rükkehr der Funktion kann der Speiherbereih (msg), derdie Nahriht enthält, weiter verwendet werden.4.5.4 BehandlungsfunktionenParadis-Net bietet keine Funktion zum Empfangen von Nahrihten an. Stattdessen werden Behandlungsfunktionen benutzt, die nah Eingang einer Nah-riht in Abhängigkeit vom Typ der Nahriht aufgerufen werden. Die Behand-lungsfunktion (handler) für einen Nahrihtentyp (type) werden durh Aufrufder set_handler Funktion (siehe Tabelle 4.1) festgelegt. Weil es sih bei denNahrihtentypen um Ganzzahlen handelt, erfordert dieser Ereignis-gesteuerteMehanismus, dass beide Seiten eine Übereinkunft über die Bedeutung derNahrihtentypen getroen haben. Im Gegensatz zu den im Abshnitt 4.3.3beshriebenen Aktiven Nahrihten sind die Behandlungsfunktionen niht in ih-rer Ausführungszeit begrenzt und dürfen auh weitere Paradis-Net-Funktionenaufrufen. Das shlieÿt auh beliebige Sendeoperationen ein.Die Verwendung von Behandlungsfunktionen erleihtert die Implementie-rung von Dienstgebern: Sowohl der Empfang einer Anfrage, wie auh der Auf-ruf der passenden Behandlungsfunktion in einem speziellen Ausführungsfadenwerden von der Bibliothek übernommen. Die Behandlungsfunktion dient übli-herweise der Bearbeitung der Anfrage und sendet auh die Antwort an denDienstnehmer.Dieses Modell wird in Paradis-Net durh die forward Funktion (siehe Ta-belle 4.1) erweitert. Wird diese Funktion innerhalb einer Behandlungsfunkti-on aufgerufen, shikt sie eine Nahriht (übliherweise die unveränderte oderleiht abgewandelte Anfrage) an einen weiteren Knoten. Damit wird auh dieVerpihtung zu antworten an diesen Knoten delegiert. Die Behandlungsfunkti-on auf dem folgenden Knoten wird anshlieÿend mit einer peer_id aufgerufen,die dem Endpunkt des Knoten entspriht, der ursprünglih die Anfrage gestellthat. Für die Behandlungsfunktion ist also der tatsählihe Absender der Nah-riht (der Aufrufer von forward) niht sihtbar, statt dessen sheint es als kämedie Anfrage direkt vom Auftraggeber. In Abshnitt 4.6 wird gezeigt, wie die-se Funktion zur Implementierung des Weiterleitungsmusters verwendet werdenkann.4.5.5 KooperationenWährend Behandlungsfunktionen die Implementierung von Dienstgebern er-leihtern, so sind sie bei der Implementierung von Dienstnehmern hinderlih.Der Grund dafür liegt in der notwendigen Synhronisation von Ausführungsfä-den: Nahdem eine Anfrage an einen anderen Knoten geshikt wurde, ist es in
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 73den meisten Fällen erforderlih, vor der Fortsetzung des Programms eine Ant-wort des Dienstgebers abzuwarten. Der Faden, der die Anfrage abgeshikt hat,muss so lange blokieren, bis innerhalb eines anderen Fadens die entsprehendeBehandlungsfunktion mit der erwarteten Antwort aufgerufen wird.Um die explizite Synhronisation zwishen der Behandlungsfunktion unddem Faden, der die Anfrage gestellt hat, zu vermeiden, führt Paradis-Net Ko-operationen ein. Eine Kooperation ist ein Konstrukt, das einen Zusammenhangzwishen den vershikten Anfragen und den eingehenden Antworten deniert.Dies geshieht durh die Erzeugung einer speziellen Marke, die allen involvier-ten Nahrihten angehängt wird. Die Funktion start_ooperation (siehe Ta-belle 4.1) erzeugt eine solhe Marke auf dem Klienten. Der Parameter rvebeshreibt dabei die auf die folgenden Anfrage erwartete Antwort.Zur Illustration des Konzeptes wird nun als Beispiel der Lebenszyklus einerKooperation in einem typishen Dienstnehmer/Dienstgeben-Szenario beshrie-ben:1. Der Klient ruft die Funktion start_ooperation auf, registriert damit dieKooperation und erzeugt eine Marke, die von der Funktion zurükgegebenwird. Der Parameter rve (Reeive Desriptor) dient zur Beshreibungder erwarteten Antwort und enthält eventuell auh Zeiger auf Speiher-bereihe in denen die Antwort(en) gespeihert werden soll(en). Darüberhinaus enthalten diese Empfangsbeshreibungen auh Kriterien zur Un-tersheidung von vershiedenen Nahrihtentypen und Absendern.2. Der Klient sendet mittels send eine Anfrage an den Dienstgeber.3. Anshlieÿend ruft der Klient end_ooperation (siehe Tabelle 4.1) auf.Diese Funktion blokiert so lange, bis die erwartete Antwort eingetroenist. (Diese Antwort kann auh aus mehreren Nahrihten von untershied-lihen Kommunikationspartnern bestehen.)Mit der Funktion ooperation_finished kann niht-blokierend über-prüft werden, ob die erwartete Antwort bereits eingetroen ist. DieseFunktion kann genutzt werden, um in der Zeit bis zum Eintreen dervollständigen Antwort Berehnungen durhzuführen. Es ist auh möglihauf den Reeive Desriptor zuzugreifen und bereits eingetroene Teil-Antworten zu verarbeiten bevor alle erwarteten Antworten eingetroensind.Die vom Klienten erzeugte Marke begleitet die Anfrage auf dem Wegzum Dienstgeber durh Verwendung eines optionalen Parameters der sendFunktion, dessen Verwendung dafür sorgt, dass die Marke an die eigentli-he Nahriht angehängt wird.4. Auf Dienstgeber-Seite ruft Paradis-Net die zuständige Behandlungsfunk-tion auf und übergibt ihr (unter anderem) die Kooperationsmarke (siehedie Signatur der Behandlungsfunktionen in Tabelle 4.1).5. Innerhalb der Behandlungsfunktion wird die Anfrage bearbeitet und an-shlieÿend wird, wiederum per send, eine Antwort an den Dienstnehmergeshikt. Beim Aufruf der send-Funktion wird, wie zuvor, die Marke über-geben, wodurh sie auh der von der Antwort-Nahriht angehängt wirdund somit an ihren Ausgangspunkt zurükkehrt.
74 GUIDO MALPOHL6. Die Paradis-Net-Bibliothek auf dem Klienten kann anhand des Nahrih-tentyps erkennen, dass es sih bei dieser Nahriht um eine Antwort han-delt. Daraufhin wird geprüft, ob es sih bei der angehängten Marke umdie Marke einer momentan aktiven Kooperation handelt. Dies ist der Fallund daher speihert die Bibliothek die Antwort direkt in dem Speiherbe-reih, der beim Aufruf von start_ooperation (in 1.) angegeben wurde.Anshlieÿend wird der in end_ooperation shlafende Faden aufgewektund kann mit der Ausführung fortfahren.Bei dem beshriebenen Szenario handelt es sih im Prinzip um einen entfern-ten Methodenaufruf. Kooperationen erlauben darüber hinaus aber noh mehrMöglihkeiten, von denen einige im folgenden Abshnitt dargestellt werden.4.6 AnwendungIn diesem Abshnitt wird zunähst anhand von zwei Beispielen gezeigt, wieParadis-Net in verteilten Dateisystem eingesetzt werden kann. Anshlieÿendwird beshrieben, wie der von modernen Netzwerkkarten unterstützten entfernteSpeiherzugri (RDMA) transparent für den Anwender eingesetzt wird.4.6.1 WeiterleitungIn Abshnitt 4.2 wurde das Weiterleitungsmuster vorgestellt, welhes sowohl inxFS, wie auh in CLF verwendet wird; Abshnitt 4.3.2 hat gezeigt, dass entfern-te Prozeduraufrufe ungeeignet sind, das Muster zu implementieren. In diesemAbshnitt wird nun anhand von C Quelltext vorgeführt, wie die Weiterleitungmit Paradis-Net implementiert werden kann. Zur Vereinfahung der Diskussionwird in den Beispielen keine Fehlerbehandlung durhgeführt, darüber hinausseien die verwendeten Nahrihtentypen bereits bei Paradis-Net registriert.void* start(peer_id to, void *msg, int msg_len) {oop_nr oop;rv_des des = // Empfangsbeshreibung{ memory: NULL, size: 0, // Speiher für Antwort automatish anlegentype: REPLY, // Akzeptiere nur Typ "REPLY"options: RCV_FROM_ANY }; // Akzeptiere Nahr. von bel. Knotenoop = start_ooperation(&des, 1); // Kooperation anmeldensend(to, REQUEST, oop, msg, msg_len); // Anfrage abshiken... // (eventuell Berehnungen)end_ooperation(oop, 0); // Antwort abwartenreturn des.memory; // Ergebnis zurükgeben} Listing 4.1: Vershiken der Anfrage und Empfangen der AntwortPeer1Wir betrahten die 3 Knoten aus Abbildung 4.1 naheinander und beginnenmit Peer1, welher die Anfrage an Peer2 shikt. Wir nehmen dazu an, dass auf
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 75diesem Knoten die Funktion start (Siehe Listing 4.1) aufgerufen wird, die erstdann zurükkehrt, wenn die Antwort empfangen wurde. Dazu muss zunähsteine Empfangsbeshreibung (rev_des) deniert werden, die festlegt, welheNahrihten als Antwort auf die folgende Anfrage akzeptiert werden. Wie in Ab-shnitt 4.5.5 beshrieben wurde, kommen grundsätzlih nur solhe Nahrihtenals Antworten in Frage, die auh die passende Marke tragen. Darüberhinaus istes noh möglih, zwishen vershiedenen Antworten nah dem Nahrihtentypund der Herkunft zu untersheiden. In diesem Fall werden nur Nahrihten vomTyp REPLY akzeptiert. Trit eine solhe Nahriht bei Peer1 ein, wird Speiherfür diese Nahriht angelegt bevor sie empfangen wird. Die Adresse des ange-legten Speihers wird in der Empfangsbeshreibung des gespeihert und mussvom Benutzer wieder freigegeben werden.Nah Anmeldung der Kooperation wird die Anfrage mit dem Typ REQUESTan Peer2 geshikt und die Kooperationsmarke angehängt. Anshlieÿend blo-kiert dieser Faden innerhalb von end_ooperation, bis die Antwort einge-troen ist. Vor dem Aufruf von end_ooperation kann Peer1 noh weitereOperationen ausführen oder auh beliebige Paradis-Net-Funktionen aufrufen.Die start Funktion kann auh in einem Dienstnehmer/Dienstgeber-Szenarioeingesetzt werden. Würde Peer2 beispielsweise direkt mit einer Nahriht vomTyp REPLY antworten, so würde Peer1 mit der Funktion aus Listing 4.1 den-noh die Antwort enthalten, da die Empfangsbeshreibung Antworten von allenKnoten akzeptiert.void forward_handler(peer_id from, msg_type type, oop_nr oop,void *msg, int msg_len) {peer_id verantwortliher = finde_verantwortlihen(msg, msg_len);forward(verantwortliher, msg_type, msg, msg_len);} Listing 4.2: Weiterleitung der Anfrage
Peer2Nahdem Paradis-Net auf Peer2 die Anfrage empfangen hat, ruft es die Behand-lungsfunktion forward_handler (Listing 4.2) auf, die zuvor für die Behandlungvon Nahrihten des Typs REQUEST registriert wurde. Im Sinne des Musters be-arbeitet Peer2 niht die Anfrage, sondern leitet sie an einen weiteren Knotenweiter, der sie beantworten kann.Peer2 bestimmt diesen Knoten mit Hilfe der anwendungsspezishen fin-de_verantwortlihenFunktion, welhe die Peer-ID des verantwortlihen Kno-tens zurükgibt. Darauf folgt ein Aufruf der Prozedur forward, die für die ei-gentlihe Weiterleitung der Nahriht zuständig ist. Obwohl es sih um keinenParameter der Funktion forward handelt, wird implizit wieder die Kooperati-onsmarke an die weitergeleitete Nahriht angehängt. Paradis-Net stellt siher,dass forward nur aus dem Ausführungskontext einer Behandlungsfunktion her-aus aufgerufen wird und bestimmt die zugehörige Kooperationsmarke aus die-sem Kontext.
76 GUIDO MALPOHLvoid serve_request(peer_id from, msg_type type, oop_nr oop, void *msg,int msg_len) {reply_type reply; // Diese Variable wird die Antwort enthaltenint reply_len; // Die Länge der Antwortfulfill_request(msg, msg_len, &reply, &reply_len);send(from, REPLY, oop, &reply, reply_len);} Listing 4.3: Beantwortung der AnfragePeer3Die weitergeleitete Anfrage von Peer2 enthält niht nur die Kooperationsmar-ke, sondern auh die Adresse von Peer1, damit Peer3 in der Lage ist, diesemdirekt zu antworten. Auf Peer3 extrahiert Paradis-Net diese Adresse aus derNahriht und ruft die Behandlungsfunktion (serve_request, Listing 4.3) mitder Peer-ID von Peer1 auf. Daher ist innerhalb der Behandlungsfunktion ser-ver_request die Vermittlungsarbeit von Peer2 niht erkennbar. Entsprehendeinfah ist die Implementierung von serve_request: Nah Erfüllung der An-frage (durh Aufruf von fullfill_request), wird die Antwort mittels send anden Auftraggeber zurükgeshikt.Peer1 erhält daraufhin die Antwort auf seine Anfrage von Peer3, obwohl ersie an Peer2 geshikt hat. Aufgrund der mitgeführten Kooperationsmarke kannParadis-Net dennoh den Zusammenhang zwishen der ursprünglihen Anfra-ge und der eintreenden Antwort herstellen. Die Antwort wird in einem neuangelegten Speiherbereih abgelegt und eine Referenz auf diesen Speiherbe-reih in der Empfangsbeshreibung abgelegt, die beim Anlegen der Kooperationder Funktion start_ooperation übergeben wurde. Paradis-Net stellt weiter-hin fest, dass ein Ausführungsfaden in end_ooperation auf den Empfang derAntwort wartet, woraufhin dieser aufgewekt wird.Die Implementierung von serve_request ist für alle Arten von Dienstge-bern einsetzbar. Wie bei der Methode start aus Listing 4.1 handelt es sihum eine Implementierung, die auh bei der Realisierung eines entfernten Pro-zeduraufrufs zum Einsatz kommen kann. Würde Peer1 seine Anfrage direkt anPeer3 shiken, dann muss serve_request niht verändert werden; der Unter-shied zwishen einer weitergeleiteten Anfrage und einer direkten Anfrage wirdvon Paradis-Net verborgen.4.6.2 Verteilen/SammelnNeben dem Weiterleitungsmuster wurde in Abshnitt 4.2 das Verteilen/Sam-meln-Muster als weiteres wihtiges Muster für verteilte Dateisysteme vorge-stellt. In diesem Muster shikt ein Knoten (Peer1 ) eine Reihe von Anfragen anandere Knoten und erwartet von jedem beteiligten Knoten (Peer2, Peer3, ...)eine Antwort (siehe Abbildung 4.2). Eine der Shwierigkeiten liegt hier darin,dass, obwohl die Anfragen in einer bestimmten Reihenfolge vershikt werden,die Antworten in beliebiger Reihenfolge eintreen können.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 77DienstgeberDie Knoten, welhe die Dienstgeberrolle spielen (Peer2, Peer3, ...) denieren eineBehandlungsfunktion zur Verarbeitung der Anfrage, welhe die Antwort direktan den Auftraggeber zurükshikt. Das Kommunikationsverhalten entsprihtsomit genau dem von Peer3 im Weiterleitungsmuster und daher ist das Shemader Implementierung auh identish mit diesem, siehe Listing 4.3.reply_type* start(peer_id* peers, int num_peers, void* msg, int msg_len){oop_nr oop;int i;// Anfordern des Speihers für alle Antworten:reply_type *replies = mallo(num_peers * sizeof(reply_type));// Initialisieren der Empfangsbeshreibungen:rv_des *des = init_des(peers, num_peers, replies);oop = start_ooperation(des, num_peers); // Kooperation anmeldenfor (i=0; i<num_peers; i++) // Anfragen vershikensend(peers[i℄, REQUEST, oop, msg, msg_len);... // (eventuell Berehnungen)end_ooperation(oop, 0); // Warten auf die Antwortenfree(des); // Beshreibungen freigebenreturn replies; // Antworten zurükgeben} Listing 4.4: Vershiken der AnfragenDienstnehmerZur Vereinfahung nehmen wir an, dass an jeden der Dienstgeber die gleiheAnfrage gestellt wird und dass diese Antworten vom Typ reply_type sind. Da-her wird von der start Funktion (Listing 4.4) zunähst mittels mallo Speiherfür die Antworten angelegt, bevor durh Aufruf von init_des das Feld desmit allen Empfangsbeshreibungen initialisiert wird. Nahdem die Kooperationregistriert wurde, werden die Anfragen mittels einer einfahen Shleife versandt.Anshlieÿend wird durh den Aufruf von end_ooperation das Eintreen allerAntworten abgewartet.3 Zum Shluss erfolgt noh die Freigabe der Empfangs-beshreibungen und die Rükgabe der Antworten.Die für das Funktionieren des Empfangs wesentlihe Arbeit wird von derFunktion init_des übernommen (Listing 4.5). Zunähst wird ein ausreihendgroÿes Feld von Empfangsbeshreibungen angelegt. Anshlieÿend werden inner-halb der Shleife die einzelnen Elemente so initialisiert, dass jedes Element fürden Empfang der Antwort eines spezishen Knotens zuständig ist. Aus demzuvor (in start) angelegten Feld wird jeweils ein Element als Speiherplatz fürdie von dem entsprehenden Knoten eintreende Antwort benutzt; der Typ derNahrihten wird dabei ignoriert. Das fertig initialisiert Feld wird an die startMethode zurükgegeben.3Mittels der Funktion ooperation_finished könnte dies auh niht-blokierend erfolgen.Dadurh wäre es möglih, bereits eingetroene Antworten zu verarbeiten, ohne das alle Ant-worten vollständig vorliegen.
78 GUIDO MALPOHLrv_des *init_des(peer_id *to, int n, reply_type *replies) {rv_des *des = mallo(n * sizeof(rv_des));int i;for (i=0; i<n; i++) {des[i℄.memory = &replies[i℄;des[i℄.size = sizeof(reply_type);des[i℄.from = to[i℄;des[i℄.options = RCV_ANY_TYPE;}return des;} Listing 4.5: Initialisierung der EmpfangsbeshreibungDie mit dem so initialisierten Feld aufgerufenen start_ooperation-Funk-tion bereitet Paradis-Net darauf vor, dass n Antworten von denen im from-Feldangegebenen Knoten erwartet werden. Der Nahrihtentyp REPLY ist auf demDienstnehmer als Kooperationstyp registriert. Sobald eine Antwort mit diesemTyp auf dem Dienstnehmer ankommt, untersuht Paradis-Net die angehängteKooperationsmarke und kann auf dieser Weise die zugehörige Empfangsbeshrei-bung nden. Aufgrund des Absenders der Nahriht, kann die Antwort direkt ander vorgesehenen Stelle im Speiher abgelegt werden. Die Kooperation gilt dannals beendet, wenn alle in der Empfangsbeshreibung angegebenen Nahrihteneingetroen sind, das heiÿt, wenn alle Dienstgeber eine Antwort geshikt unddamit die Anfrage beantwortet haben.ZusammenfassungDie letzten beiden Abshnitte haben durh die Implementierung der als shwie-rig geltenden KommunikationsmusterWeiterleitung und Verteilen/Sammeln dieAusdrukskraft des Kooperations-Paradigmas demonstriert. An dieser Stelle seinoh einmal angemerkt, dass es sih bei den vorgestellten Programmstükenniht um Pseudo-Code handelt. Sie sind vollständig funktionsfähig und wurden,bis auf die fehlende Fehlerbehandlung, niht vereinfaht.Der folgende Abshnitt zeigt am Beispiel von entferntem Speiherzugri,wie Paradis-Net hardwarespezishe Optimierungen transparent zur Verfügungstellen kann.4.6.3 Entfernter SpeiherzugriEntfernter Speiherzugri (Remote Diret Memory Aess, RDMA) ist eineTehnik, bei dem zwei oder mehr Computer über ein Netzwerk mittels direktemSpeiherzugri (Diret Memory Aess), auf den Speiher eines anderen zugrei-fen können. Dadurh, dass weder der Prozessor noh Cahe für den Transfer be-nutzt werden und daher der Transfer parallel zu den übrigen Systemaktivitätenablaufen kann, ist er besonders in Anwendungen nützlih, die hohen Durhsatzund geringe Latenz benötigen. Die bekannteste Implementierung von RDMA istdie über InniBand, es gibt aber auh Vorshläge für RDMA über TCP/IP undLösungen, wie beispielsweise VI-GM, einer Implementierung der Virtual Inter-fae Arhiteture (VIA [85℄), die einen Teil der Funktionalität durh Software
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 79emulieren.Um RDMA zu ermöglihen, muss zunähst lokaler Speiher registriert wer-den und eine Zugriskennung an den Rehner vershikt werden, dem der Zugrierlaubt werden soll. Mit Hilfe der Zugriskennung kann der entfernte Rehneranshlieÿend entweder lesend oder shreibend auf den zuvor registrierten Spei-her zugreifen. Ting Zheng [88℄ hat gezeigt, dass sih diese Vorgehensweise gutauf den Kooperationsmehanismus von Paradis-Net abbilden lässt, falls die Grö-ÿe der erwarteten Antwort und deren Herkunft bei Anmeldung der Kooperationbekannt ist.Bei Anmeldung der Kooperation wird in diesem Fall niht nur die Kooperati-onskennung erzeugt, es wird darüber hinaus auh der zum Empfang vorgeseheneSpeiher für den entfernten Speiherzugri angemeldet. Beim Vershiken derAnfrage wird anshlieÿend niht nur die Kooperationskennung an die Nahrihtangehängt, sondern auh die Zugriskennung für den Speiher. Dadurh kannParadis-Net auf dem entfernten Rehner die Antwort auf die Anfrage direkt inden Speiher des Klienten shreiben, ohne den Prozessor oder das Betriebssys-tem des Klienten zu involvieren.Die Besonderheit an dieser Vorgehensweise ist, dass die Optimierung für denBenutzer von Paradis-Net völlig transparent ist und keine spezielle Programmie-rung erfordert. Der Grund dafür liegt in der Ähnlihkeit zwishen der Semantikvon Kooperationen und von RDMA. Weiterhin in es auh möglih, die übri-ge Kommunikation über RDMA abzuwikeln, indem registrierte Speiherberei-he vorgehalten werden, und bei Bedarf zur Kommunikation eingesetzt werden.Mehr Details nden sih in der Diplomarbeit von Ting Zheng [88℄.4.7 Einsatz von Paradis-NetUrsprünglih benutzte Clusterle direkt die TCP/IP-Sokets-Shnittstelle überGLIBC2. Daraus resultierte ein Vermishung von vershiedenen Programmiere-benen: Zum einen die Problemlösungsebene, auf der der Dienst realisiert wurdeund zum anderen die komplizierte Handhabung der TCP/IP-Shnittstelle. Derentstandene Quelltext war aufgrund dieser Vermishung shwer zu pegen undshwer zu verstehen. Mit der Einführung von Paradis-Net hat sih die Qualitätdes Quelltextes subjektiv verbessert und darüber hinaus hat auh der Umfangdeutlih abgenommen (um zirka 50%).Auh in anderen Projekten kam Paradis-Netzum Einsatz. Im Medienserverdes CHIL Projektes [79℄ löste Paradis-Net die Implementierung auf Basis vonTCP/IP-Sokets ab. Darüber hinaus wurde im Rahmen dieses Projektes auhein Modul für Unix Domain Sokets und Unix Pipes implementiert.4.8 ZusammenfassungParadis-Net ist eine Netzwerkshnittstelle, die sih besonders gut zur Imple-mentierung von komplexen Protokollen mit mehreren Teilnehmern eignet. Eswurde als Shnittstelle für das Dateisystem CLF entworfen und wird dort füralle Netzwerkoperationen eingesetzt.Um die Zusammenarbeit zwishen mehreren Teilnehmern zu erleihtern,führt Paradis-Net Kooperationen ein, die es dem Benutzer erlauben, das Ergeb-
80 GUIDO MALPOHLnis einer Anfrage, an der mehrere Partner teilnehmen, zu denieren. In diesemAbshnitt wurde der Mehanismus beshrieben und seine möglihe Anwendunganhand der Implementierung von zwei, für parallele Dateisysteme typishen,Kommunikationsmustern demonstriert. Darüber hinaus wurde am Beispiel vonRDMA gezeigt, wie die Bibliothek für den Benutzer transparent Optimierun-gen vornehmen und dass Paradis-Net auh auÿerhalb von parallelen Dateisys-temen sinnvolle Aufgaben übernehmen kann.Für Paradis-Net existiert auf Basis von TCP/IP eine Standard-Implemen-tierung in der Benutzerebene und im Linux-Kern. Für die Benutzerebene wurdeweiterhin ein Prototyp auf der Basis von VIA entwikelt.
Kapitel 5Entwurf und ImplementierungDieses Kapitel beshreibt den Entwurf des Dateisystems CLF . Im folgendenAbshnitt werden zunähst die Rollen beshrieben, die ein Knoten bezüglihdes Dateisystem einnehmen kann und wie die einzelnen Komponenten von CLFzusammen arbeiten. Der Rest des Kapitels beshreibt detailliert den Aufbau dereinzelnen Komponenten und die Kommunikationmuster, die bei der Zusammen-arbeit entstehen.5.1 Knotenrollen in CLFIn Abshnitt 2.2.5 wurden die drei vershiedenen Knotenrollen in parallelenDateisystemen beshrieben, an denen sih auh CLF orientiert: Metadaten-manager, Daten-Server und Klient. Ein Knoten kann mehrere dieser Rollengleihzeitig einnehmen, wobei die Rolle des Metadatenmanagers nur von einemKnoten eingenommen werden kann.5.1.1 Metadatenmanager, Daten-Server und KlientDie Infrastruktur des Dateisystems wird von einem Metadatenmanager und ei-nem oder mehreren Daten-Servern gebildet. DerMetadatenmanager übernimmtdie zentrale Verwaltung des gesamten Dateisystems und speihert sämtlihe Me-tadaten (Verwaltungsdaten). Dazu gehören unter anderem die Dateihierarhiesowie Namen und weitere Informationen über die einzelnen Dateien.Die Daten-Server speihern ausshlieÿlih den Inhalt der Dateien. Sie fun-gieren als eine Art entfernt zugreifbares Blokgerät; die gespeiherten Blökewerden über eine Kombination aus Datei- und Blok-Index adressiert. Existie-ren in einer Dateisystemkonguration mehrere Daten-Server werden die Blökeder Dateien reihum auf diese verteilt. Der Zusammenhang zwishen einem Da-teinamen und dem Datei-Index, sowie die Zuweisung der einzelnen Blöke derDatei auf die Daten-Server, ist Teil der Metadateninformationen, die auf demMetadatenmanager gespeihert werden.Bei CLF wurdenMetadatenmanager und Daten-Server als Benutzerebenen-Programme implementiert. Diese Programme speihern die anfallenden Datenin dem lokalen Dateisystem des Knotens auf dem sie ablaufen. Der modulareEntwurf des Metadatenmanagers wird in Abshnitt 5.3 vorgestellt; der Entwurf81










Abbildung 5.1: Kommunikation zwishen den Komponenten in CLF (ohneMetadaten-Surrogat)Das Montieren von CLF wird durh ein Betriebssystem-Modul ermögliht,das die VFS-Shnittstelle erfüllt (Abshnitt 5.2 beshreibt das Modul im De-tail) und über Paradis-Net mit dem Metadatenmanager und den Daten-Servernkommuniziert. Beim Montieren nimmt das Modul zunähst mit dem Metada-tenmanager Kontakt auf und erhält von diesem die Adressen der Daten-Server.Anshlieÿend kommuniziert es je nah Bedarf direkt mit den entsprehendenDienstgebern. Abbildungen 5.1 illustriert die Kommunikationswege zwishenden einzelnen Komponenten. Die Pfeile stellen in der Regel Anfrage-Antwort-oder Verteilen-Sammeln-Kommunikationsmuster (vergleihe Abbildung 4.2) dar,bei denen eine der Komponenten eine Anfrage an einen oder mehrere Partnersendet und anshlieÿen eine Antwort von jedem Partner erhält. In der Abbildungrepräsentiert die Rihtung eines Pfeils die Rihtung der Anfrage.Die Abbildung zeigt zur Vereinfahung nur einen Klienten, weitere Klien-ten würden auf gleihe Weise mit den anderen Komponenten kommunizieren.
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Daten−Abbildung 5.3: Kommunikation zwishen den Komponenten in CLFgespeihert werden, ist es bei einigen Klienten-Anfragen notwendig, dass mehre-re Surrogate zusammen arbeiten. Abbildung 5.3 illustriert die durh das Hinzu-kommen der Surrogate veränderten Kommunikationsrelationen (vergleihe Ab-bildung 5.1). An der Abbildung ist ablesbar, dass die Metadatenverwaltung,ähnlih wie zuvor shon die Datenverwaltung, durh die Verteilung der Aufgabeauf mehrere Knoten an Skalierbarkeit gegenüber den Klienten gewonnen hat.Der Entwurf der Metadaten-Surrogate wird detailliert in Abshnitt 5.4 be-handelt, der folgende Abshnitt 5.2 beshreibt zunähst den Aufbau des Linux-Kern-Moduls, das auf den Klienten zum Einsatz kommt.5.2 KlientDie Rolle des Klienten in einem verteilten Dateisystem wird von Rehnern ein-genommen, die auf das Dateisystem zugreifen. dies kann auf untershiedlihenWegen geshehen:Zunähst gab es für CLF nur eine Bibliothek, welhe die Betriebssystems-Shnittstelle nahahmt. Oberhalb dieser Bibliothek wurde eine Unterstützungfür die MPI-IO-Shnittstelle [34℄ implementiert, die es shon bestehenden MPI-Programmen ermögliht, das Dateisystem zu benutzen. [81℄ Vor der Einführungdes Betriebssystem-Moduls mussten die übrigen, niht-MPI Anwendungen aufdie Verwendung von CLF angepasst werden, indem sie, statt der üblihen Sys-temaufrufe über die glib-Bibliothek [30℄, die entsprehenden Funktionen in derCLF -Bibliothek verwenden.Damit alle Programmen mit CLF zusammen arbeiten können, wurde dasBetriebssystem-Modul für die Dateisystemshnittstelle VFS (siehe auh Ab-shnitt 3) entwikelt, das es dem Linux-Kern erlaubt, ein CLF -Dateisystem zumontieren. Dadurh ist es niht notwendig, ein Programm anzupassen, solan-
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 85ge es über die üblihen Systemaufrufe auf das Linux-Dateisystem zugreift. DasKern-Modul ist eine wihtige Voraussetzung, damit CLF niht nur spezialisier-ten Anwendungen zugänglih ist.Diesem Vorteil stehen die in Abshnitt 3 beshriebenen Einshränkungenentgegen, denen sih ein Linux-Dateisystem unterwerfen muss. Das VFS erfor-dert die Verwendung des Linux-Dateimodells - eine notwendige Bedingung fürdie Co-Existenz mehrerer Dateisysteme innerhalb eines einzigen Dateibaumes.Das VFS nimmt dem nativen Dateisystem einerseits einige Aufgaben ab, wäh-rend es andererseits auh die Optimierungsmöglihkeiten einshränkt.Der folgende Abshnitt maht einige grundsätzlihe Anmerkungen zu derImplementierung der Betriebssystem-Moduls, anshlieÿend wird die Kommuni-kation mit Metadatenmanager und Daten-Server betrahtet.5.2.1 Das Kern-ModulDie Linux-Unterstützung für CLF ist als Kern-Modul implementiert. Unter Ver-wendung von Modulen ist es möglih die Funktionalität des monolithishenLinux-Kerns zu erweitern, ohne dass der Kern neu kompiliert oder neu gest-artet werden muss. Module können zur Laufzeit des Kerns geladen und wiederentfernt werden. Beim Laden registriert das CLF -Modul den neuen Dateisys-temtyp lf und ermögliht so das Montieren eines CLF -Dateisystems (sieheauh Kap. 3).Ein montiertes Dateisystem wird im Kern über den Superblok identiziert.Zum Montieren sendet daher die Funktion lf_get_sb() (get superblok) eineentsprehende Anfrage an den Metadatenmanager. Als Antwort erhält sie dasLayout des Dateisystems: Die Anzahl und Adressen der Daten-Server (und dieder Surrogate), sowie Informationen über die Wurzel-Inode des Dateisystems,die sie in der Superblok-Datenstruktur speihert. Die Adressen der Daten-Server (und der Surrogate) sind die einzigen Daten, die auf dem Klienten nihtveralten, alle übrigen Informationen dürfen nur ein einziges Mal benutzt werden,da sie im nähsten Augenblik shon verändert worden sein können.Der Grund dafür liegt darin, dass CLF , wie jedes Netzwerkdateisystem, vonmehreren unabhängigen und niht koordinierten Klienten verwendet wird. Da-durh, dass ein Klient jederzeit das Dateisystem ändern kann, ist es den anderenKlienten niht möglih, die in einer Antwort erhaltenen Ergebnisse mehr als ein-mal zu benutzen. Manhe Dateisysteme, wie beispielsweise NFS [70℄ erlauben esden Klienten, bestimmte Informationen für eine festgelegte Zeit zwishenzuspei-hern. Inode-Informationen werden alle 3 Sekunden, Verzeihnisinformationenwerden alle 30 Sekunden durh einen Zugri auf den NFS-Server aktualisiert.Dadurh kann der NFS-Klient wiederholte Zugrie auf die gleihe Datei sehrezient verarbeiten, aber gleihzeitig entsteht dadurh ein Konsistenzproblem,weil NFS-Server zustandslos (engl. stateless) sind und daher niht feststellenkönnen, ob die von ihren Klienten verwendeten Informationen eventuell shonveraltet sind.Dem gegenüber speihern andere Dateisysteme, wie zum Beispiel PVFS [17℄,gar keine Informationen auf den Klienten und vermeiden dadurh die Konsis-tenzprobleme auf Kosten der Ezienz. Der Ansatz von CLF ist ähnlih, al-lerdings gibt es eine Ausnahme: CLF hat einen zustandsbehafteten Metada-tenmanager, der eine Liste der von Klienten geöneten Dateien verwaltet, umdie UNIX-Semantik bezüglih oener Dateien zu erhalten. Nah dieser Seman-
86 GUIDO MALPOHLtik kann eine geönete Datei zwar gelösht werden, aber dadurh vershwindetzunähst nur ihr Eintrag im Verzeihnis. Der Inhalt der Datei bleibt bestehensolange noh mindestens ein Prozess die Datei geönet hat. Dieser Prozess kanndie Datei weiterhin normal verwenden, allerdings wird der Inhalt gelösht, wennder Prozess die Datei shlieÿt. Diese Semantik wird weder von NFS, noh vonPVFS eingehalten.Für die Kommunikation zwishen den einzelnen Komponenten verwendetCLF Paradis-Net , das in Kapitel 4 vorgestellt wurde. Paradis-Net wurde ur-sprünglih als eine Bibliothek in der Benutzerebene entwikelt und musste zu-nähst in den Kern portiert werden, damit es in dem Kern-Modul zum Ein-satz kommen konnte. Dabei wurde aus Zeitgründen allerdings nur die TCP/IP-Version verwirkliht. Während die Originalversion von Paradis-Net für TCP/IPdie Soket-Shnittstelle von glib und so indirekt Systemsaufrufe des Kerns ver-wendet, ist dies für Paradis-Net innerhalb des Kerns niht ohne weiteres möglih.Die Kernversion benutzt auh Sokets, setzt aber auf einer etwas tieferen Ebenean. Es besteht eine groÿe strukturelle Ähnlihkeit zwishen der Benutzerebenen-Version und der Kern-Version, aber viele kleine Änderungen haben es unmöglihgemaht, einen gemeinsamen Codeteil heraus zu faktorisieren.Die Nahrihtentypen von Paradis-Net bezeihnen den Typ der Anfragenan Metadatenmanager und Daten-Server, wie beispielsweise Datei önen oderDateisystem montieren. Die Parameter einer Anfrage folgen als Inhalt derNahriht. Man kann diese Tehnik mit entfernten Methodenaufrufen verglei-hen: Der Nahrihtentyp steht im Prinzip für den Namen der aufzurufendenFunktion auf dem Server, der Nahrihteninhalt entspriht den Parametern derFunktion. Durh die erweiterten Möglihkeiten der Kooperations-Semantik vonParadis-Net ist es möglih, eine gemeinsame Anfrage an mehrere Daten-Serverzu shiken und so mehrere Blöke parallel zu lesen oder zu shreiben. Die ent-spriht dem Verteilen/Sammeln-Muster, das in Abshnitt 4.6 vorgestellt wurde.5.2.2 Verteilung der MetadatenCLF ermögliht es, die Verwaltung der Metadaten auf mehrere Metadaten-Surrogate zu verteilen. Der Einsatz von Metadaten-Surrogaten ist optional undwird beim Start des Dateisystems festgelegt. Werden Surrogate verwendet, stelltder Klient seine Anfragen an diese, andernfalls (wie bisher beshrieben) direktan den Metadatenmanager.Das für eine bestimmte Anfrage verantwortlihe Metadaten-Surrogat wirdvon dem Klienten mit Hilfe einer Hash-Funktion aus dem Dateiindex (der Inode-Nummer) berehnet. Weil an der Bearbeitung von bestimmten Anfragen mehre-re Surrogate beteiligt sind, erhält der Klient in bestimmten Fällen die Antwortauf eine Anfrage niht von dem Surrogat an das er ursprünglih die Anfragegesendet hat. Dabei handelt es sih um eine Anwendung des Weiterleitungs-Musters (siehe Abshnitt 4.4.3), das aufgrund der Kooperations-Semantik vonParadis-Net auf Seiten des Klienten keiner besonderen Behandlung bedarf.5.2.3 Kommunikation mit Metadatenmanager (Surrogat)Die Paradis-Net-Aufrufe des Klienten bei Verwendung von Surrogaten unter-sheiden sih von denen ohne Surrogate ausshlieÿlih durh die Adressierungder Anfragen. Daher wird im Rest dieses Abshnitts diese Untersheidung niht
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ht und zugunsten einer einfahereren Beshreibung davon ausgegan-gen, dass der Klient alle Anfragen an den Metadatenmanager stellt.Im Vergleih zu der groÿen Menge an Systemaufrufen, die an das Dateisys-tem gerihtet werden können (siehe Kapitel 3), ist die Zahl der Anfragen anden Metadatenmanager sehr gering. Der Grund dafür ist, dass es sih bei vie-len Systemaufrufen um Bequemlihkeitsmethoden handelt, die im Prinzip red-undant sind. Ein Beispiel dafür sind die Systemaufrufe statfs(), fstatfs(),statfs64(), fstatfs64() und ustat(), die zum Erfragen des Status' einesDateisystems benutzt werden, sih aber nur in ihren Parametern untershei-den. Während statfs() einen Pfad übergeben bekommt, erwartet fstatfs()einen gültigen Dateideskriptor und ustat() die Gerätenummer eines montier-ten Dateisystems. Mit Hilfe der jeweiligen Parameter kann die VFS-Shihtdas Dateisystem nden, auf das sih der Aufruf bezieht und das zugehörigeSupernode-Objekt lokalisieren. Am Ende bewirken alle diese Funktionen denAufruf der Methode statfs() des Supernode-Objektes.Insgesamt werden in CLF 14 vershiedene Nahrihtentypen für die Kom-munikation zwishen Klient und Metadatenmanager verwendet. Diese lassensih in zwei Kategorien einordnen. Zum einen gibt es die Nahrihten, die ei-nem bestimmten Systemaufruf entsprehen. Anknüpfend an das Beispiel ausdem vorangegangen Abshnitt, wird von der statfs()Methode des Supernode-Objektes eine Anfrage des Typs CLF_RQ_STATFS an den Metadatenmanager ge-shikt, um den aktuellen Status des Dateisystems zu erfragen. Wir nennendiese Nahrihten explizite Anfragen, im Gegensatz zu den impliziten Anfragen(Tabelle 5.2), die in keinem direkten Zusammenhang zu der Aufgabe des Sys-temsaufrufs stehen. Die impliziten Nahrihten werden unter anderem für die inAbshnitt 3.5 beshriebene Pfadauösung benötigt.5.2.3.1 Explizite AnfragenDie von CLF verwendeten, expliziten Anfragen sind in Tabelle 5.1 aufgelis-tet. Die vershiedenen Nahrihtentypen lassen sih leiht den gleihnamigenEinshubmethoden der Linux-Kerns zuordnen (siehe Auh Kapitelrefbasis:vfs);so wird beispielsweise von der Einshubmethode reate(), deniert in Inode-Objekten, eine Nahriht des Typs CLF_RQ_CREATE an den Metamanager ge-shikt, die eine reguläre Datei in einem Verzeihnis erstellt. Die Einshubme-thode sendet dazu die Parameter der Methode (Verzeihnis, Dateiname undModus der zu erstellenden Datei) an den Metadatenmanager, der den entspre-henden Eintrag in dem Verzeihnis vornimmt und eine freie Inode-Nummer fürdie Datei reserviert. Verlief die Operation erfolgreih, werden eine Erfolgsnah-riht und die Metadaten der neuen Datei an den Klienten gesendet, ansonstenein Fehlerode. Der Typ der Antwortnahriht ist analog zu der Anfrage (engl.Request, Abkürzung: RQ), CLF_RS_CREATE (engl. Result, Abkürzung: RS). DerKlient initialisiert im Erfolgsfall das lokale Inode-Objekt mit den empfangenenMetadaten, setzt die Einshubmethoden des neu erstellten Objektes und trägtden neuen Verzeihniseintrag im lokalen Verzeihnis-Cahe ein. Obwohl die In-formationen sofort verfallen, ist dies dennoh notwendig, da das VFS diesenEintrag für die interne Konsistenzerhaltung seiner Datenstrukturen benötigt.Wird der Verzeihniseintrag zu einem späteren Zeitpunkt im Verzeihnis-Cahegefunden, wird trotzdem erneut der Metadatenmanager kontaktiert, um die Ak-tualität der Daten siher zu stellen (siehe auh den folgenden Abshnitt 5.2.3.2).
88 GUIDO MALPOHLExplizite AnfragenCLF_RQ_MOUNT Benahrihtigt den Metadatenmanager darüber,dass ein Klient beginnt das Dateisystem zu nutzenund fragt gleihzeitig die Layoutinformationen desDateisystems an.Parameter: keineCLF_RQ_UMOUNT Benahrihtigt den Metadatenmanager darüber,dass der Klient das Dateisystem niht mehr ver-wendet.Parameter: keineCLF_RQ_CREATE Erzeugt eine reguläre Datei.Parameter: Oberverzeihnis, Name der Datei, Mo-dus, Benutzer, GruppeCLF_RQ_UNLINK Lösht eine reguläre Datei.Parameter: Verzeihnis, DateiCLF_RQ_MKDIR Erzeugt ein Verzeihnis.Parameter: Oberverzeihnis, Name des Verzeihnis-ses, Modus, Benutzer, GruppeCLF_RQ_RMDIR Lösht ein Verzeihnis.Parameter: Oberverzeihnis, VerzeihnisCLF_RQ_RENAME Umbenennung und/oder Vershiebung einer Dateioder eines Verzeihnisses.Parameter: Altes Oberverzeihnis, Neues Oberver-zeihnis, Datei/Verzeihnis, alter Name, neuer Na-meCLF_RQ_STATFS Fragt den Status des Dateisystems ab.Parameter: keineCLF_RQ_OPEN Önet eine Datei.Parameter: Datei, Önungsmodus (Flags)CLF_RQ_CLOSE Shlieÿt eine Datei.Parameter: DateiCLF_RQ_READDIR Liefert den Inhalt eines Verzeihnisses.Parameter: VerzeihnisTabelle 5.1: Explizite Anfragen des Klienten an den MetamanagerDie Parameter (Ober-)Verzeihnis und Datei werden als Inode-Nummern kodiert. (siehe 5.2.3.3)Nah diesem Shema sind alle zu den in Tabelle 5.1 aufgelisteten Anfragety-pen gehörigen Einshubmethoden deniert, wobei die Anfragen zum Önen undShlieÿen von Dateien und zum Auisten von Verzeihnissen eine Sonderstel-lung einnehmen. Die Nahrihten CLF_RQ_OPEN und CLF_RQ_CLOSE erlauben esdem Metadatenmanager die korrekte UNIX-Semantik bezüglih oener Dateieneinzuhalten. Nah dieser Semantik können geönete Dateien zwar von anderenProzessen gelösht werden, ihr Inhalt vershwindet allerdings erst dann, wennder letzte Prozess die Datei shlieÿt. Dazu ist es notwendig, dass der Metada-tenmanager eine Liste aller oenen Dateien führt, damit eine Lösh-Anfrage solange verzögert wird, bis die Datei auf keinem Knoten mehr geönet ist (sieheauh Abshnitte 5.3).
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 895.2.3.2 Implizite AnfragenDie impliziten Anfragen an den Metadatenmanager sind einerseits die Nahrih-ten, die für die in Abshnitt 3.5 beshriebene Pfadauösung benötigt werden undandererseits die Nahrihten, die den Metadatenmanager über eine Änderungder Metadaten informieren. Tabelle 5.2 enthält die verwendeten Paradis-NetNahrihtentypen.Implizite AnfragenCLF_RQ_READ_INODE Fordert die Metadaten einer Datei odereines Verzeihnisse (Inode) von dem Me-tadatenmanager an.Parameter: Datei/VerzeihnisCLF_RQ_NOTIFY_CHANGE Informiert den Metadatenmanager übereine Änderung der Metadaten einer Dateioder eines Verzeihnisses.Parameter: Datei/Verzeihnis, geänderteMetadatenCLF_RQ_LOOKUP Suht in einem Verzeihnis nah einer Da-tei oder einem Verzeihnis eines bestimm-ten Namens.Parameter: Oberverzeihnis, Name desgesuhten EintragsTabelle 5.2: Implizite Anfragen des Klienten an den MetamanagerDie Parameter Verzeihnis und Datei werden als Inode-Nummern kodiert. (siehe 5.2.3.3)Mahrihtentyp CLF_RQ_READ_INODE: Nahrihten dieses Typs werden inder Implementierung der getattr()Methode von Inode Objekten zum Einsatz.Die Methode dient der Abfrage der Standard-Metadaten eines Inode-Objektes.Diese Metadaten sind folgende:ino Die Nummer des Inode-Objektes.mode Der Modus des Inode-Objektes. In diesem Attribut sind sowohl derInode-Typ (Datei, Verzeihnis, et.), wie auh die Zugrisrehte der Inodegespeihert.nlink Die Anzahl der so genannten Hardlinks der Inode, welhe anzeigt wieoft die Inode referenziert wird, also wie oft sie in Verzeihnissen aufgelistetist. Bei UNIX-Dateisystemen ist es möglih, dass ein und dieselbe Inodein mehreren Verzeihnissen referenziert wird. Erreiht dieser Zähler denWert 0, wird die Inode gelösht.uid, gid Die Benutzer- und Benutzergruppennummer des Besitzers der Datei.In verteilten Dateisystem besteht die Shwierigkeit, dass die Abbildungvon Benutzern auf Nummern auf allen Rehnern einheitlih sein muss.Diese Dateisysteme gehen, wie auh CLF , davon aus, dass dies gewähr-leistet ist (z.B. durh Yellow Pages bzw. NIS (Network InformationServie) [78℄).
90 GUIDO MALPOHLatime speihert den Zeitpunkt des letzten Zugris auf eine Datei oder eineVerzeihnis. (Von: aess)mtime speihert den Zeitpunkt der letzten Änderung des Inhalts einer Dateioder eines Verzeihnisses. (Von modiation)time speihert den Zeitpunkt der letzten Änderung an den Metadaten. (Vonhange) Dieser Zeitpunkt stimmt häug mit mtime überein, da eineÄnderung des Inhalts auh eine Änderung der Metadaten nah sih zieht.size Die Dateilänge in Bytes.bloks Die Anzahl der Blöke die von einer Datei belegt werden.blksize Die Gröÿe eines Bloks in Bytes.Die Methode getattr(strut vfsmount *mnt, strut dentry *dentry,strut kstat *stat) wurde erst mit der Kernversion 2.6 eingeführt und mo-tiviert sih aus der Anwendung bei Netzwerkdateisystemen. Die Methode wirdaufgerufen, bevor die Metadaten eines Inode-Objektes ausgelesen werden undermögliht es dem Dateisystem die Aktualität der Metadaten siher zu stellen.Im Fall von CLF werden die Metadaten beim Metadatenmanager abgerufenund in der übergebenen kstat-Struktur zurük gegeben. Der Parameter den-try identiziert die Inode1 und der zusätzlihe Parameter mnt erlaubt es derMethode auh allgemeine Informationen über das Dateisystem direkt auszule-sen.Nahrihtentyp CLF_RQ_NOTIFY_CHANGE: Um Änderungen an den Metdatenan den Metadatenmanager weiterzuleiten, verwendet CLF den NahrihtentypCLF_RQ_NOTIFY_CHANGE. Wenn das VFS Änderungen an den Metadaten einerInode vornimmt, wird die Methode setattr(strut dentry *dentry, strutiattr *attr) in dem entsprehenden Inode-Objekt aufgerufen. Wie bei getat-tr() identiziert dentry die Inode, während der zweite Parameter eine Strukturist, die einerseits die geänderten Metadaten, aber andererseits auh ein Bit-Feldenthält, das anzeigt, welhe der Attribute sih geändert haben. Ändern könnensih: mode, uid, gid, size, atime, mtime und time. Wird beispielsweise eineDatei verkürzt (trunate()), dann wird neben der trunate()-Methode desInode-Objektes auh setattr() aufgerufen, um anzuzeigen, dass sih Gröÿe(size) und die Zeitpunkte atime, mtime und time geändert haben.Nahrihtentyp CLF_RQ_LOOKUP: Die für die Pfadauösung wihtigste impli-zite Anfrage ist CLF_RQ_LOOKUP. Sie wird sowohl in der Methode lookup() derInode-Objekte, als auh in der Methode d_revalidate() der Dentry-Objekteverwendet. Beide Methoden spielen eine zentrale Rolle bei der shrittweisen Ab-arbeitung einer Pfad-Zeihenkette, wie sie in Abshnitt 3.5 beshrieben wurde.Die Anfrage an den Metadatenmanager stellt fest, ob sih in einem Verzeihniseine Datei oder ein anderes Verzeihnis mit einem bestimmten Namen bendetund entspriht damit exakt der von der lookup() Methode zu implementieren-den Funktionalität.1Dentry- und Inode-Objekte sind miteinder verknüpft.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 91Die Methode lookup(strut inode *dir, strut dentry *dentry,strut nameidata *nd) repräsentiert einen einzelnen Shritt im Pfadauö-sungsprozess und kommt nur dann zum Einsatz, wenn der gesuhte Eintrag nihtim Dentry-Cahe gefunden werden konnte. Der Parameter dir verweist auf dasInode-Objekt des Verzeihnisses in dem gesuht wird und dentry auf ein vonder Pfadauösung angelegtes Dentry-Objekt, das mit dem Namen des gesuh-ten Eintrags initialisiert wurde. Der Parameter nd gehört zu der Auösungs-Operation und speihert neben dem zuletzt gefunden Eintrag auh die Para-meter der Suhe. Es ist Aufgabe der Dateisystem-spezishen Implementierungdieser Methode, festzustellen, ob der Verzeihniseintrag existiert und falls demso ist, ein Inode-Objekt anzulegen und durh einen Aufruf der VFS-Funktiond_add(strut dentry*, strut inode*) die Verbindung zwishen beiden Ob-jekten herzustellen. Das VFS erkennt daran, dass der Eintrag existiert und führtdie Pfadauösung entsprehend fort.Auh die Methode d_revalidate(strut dentry *dentry, strut na-meidata *nd) wird bei der Pfadauösung verwendet. Sie wird von der VFS-Shiht aufgerufen, wenn der gesuhte Eintrag im Dentry-Cahe gefunden wur-de und soll siherstellen, dass der Eintrag im Cahe noh aktuell ist (siehe auhAbshnitt 3.5.2). Die Implementierung dieser Methode in CLF benutzt dazuwiederum eine Anfrage vom Typ CLF_RQ_LOOKUP, wobei sie zunähst zu demübergebenen Dentry-Objekt das Verzeihnis ermittelt in dem das Objekt ent-halten ist. Anshlieÿend wird mit der Anfrage sihergestellt, dass der Eintrag indem Verzeihnis noh existiert und das assoziierte Inode-Objekt das gleihe ist.Das Inode-Objekt kann sih bei folgendem Szenario ändern: Ein Verzeih-niseintrag wird im Dentry-Cahe gespeihert. Von einem anderen Knoten wirddiese Datei bzw. dieses Verzeihnis gelösht und anshieÿend eine neue Dateioder ein neues Verzeihnis unter dem Namen des zuvor gelöshten erstellt. Indiesem Fall würde die Anfrage an den Metadatenmanager die Existenz des Ver-zeihniseintrags bestätigen, aber die revalidateMethode von CLF muss in derLage sein, festzustellen, dass sih hinter diesem Eintrag eine andere, als die zuvorbekannte Inode verbirgt und dann das alte Inode-Objekt durh das neue erset-zen. Unter anderem um dies festzustellen werden in CLF Generationsnummerneingesetzt.5.2.3.3 GenerationsnummernDas VFS benutzt zur Identikation von Inodes eine innerhalb des Dateisystemseindeutige Nummer, die so genannte Inode-Nummer. Bei lokalen Dateisyste-men ist dies ausreihend, da sie volle Kontrolle über den Zustand jedes Inode-Objektes und den zugehörigen Dentry-Objekten besitzen. Anhand der Inode-Nummer ist es in Clusterdateisystemen niht möglih, ein Dateisystemobjekteindeutig zu identizieren, weil sih das über die Inode-Nummer referenzierteObjekt ändern kann.Diese Problematik tritt beispielsweise bei der Pfadauösung auf. Die Pfad-auösung ist ein shrittweises Verfahren, bei dem eine Komponente des Pfadesnah der anderen durhsuht wird. In lokalen Dateisystemen ist sie mit Hilfe vonAbshlieÿmehanismen so implementiert, dass sie praktish atomar abläuft. Dasbedeutet, dass nah jedem Shritt der Auösung das zuletzt gefundene Inode-Objekt abgeshlossen wird und daher niht gelösht oder vershoben werdenkann. Dies ist bei einem Netzwerkdateisystemen zwar theoretish auh mög-
92 GUIDO MALPOHLlih, würde aber einen erheblihen Kommunikationsaufwand erfordern, den dieDateisysteme übliherweise niht in Kauf nehmen. Beispiele dafür sind sowohlNFS, wie auh PVFS.Wenn aber die einzelnen Pfadkomponenten niht abgeshlossen werden, kannes durh Seiteneekte während der Pfadauösung zu einem Verhalten kommen,das niht gewünsht ist: Wird nah einer Lookup-Anfrage das gefundene Ver-zeihnis von einem anderen Knoten gelösht, dann ist das Ergebnis der Anfrageungültig geworden. Bendet sih der anfragende Knoten aber mitten in einerPfadauösung, dann wird er im nähsten Shritt, also bei seiner nähsten Anfra-ge, die erhaltene Inode-Nummer als Identikation für das Verzeihnis verwen-den, in dem gesuht werden soll. Zu einem unerwünshten Verhalten kommt esin dem Fall, dass von einem anderen Knoten aus ein neues Verzeihnis an einemanderen Ort erstellt wird, das die gleihe Inode-Nummer erhält, wie das zuvorgelöshte Verzeihnis. In diesem Fall würde die Pfadauösungkette gestört. DerKlient würde in einem falshen Verzeihnis seine Suhe fortsetzen.Die beshriebenen Probleme sind darauf zurük zu führen, dass die Inode-Nummern, die zur Identizierung der Inodes dienen, wiederverwendet werden.Wenn zwishen zwei Anfragen eines Knotens, das durh eine Inode repräsentierteDateisystemobjekt von einem anderen Knoten gelösht wurde und in der Folgeein neues Objekt die mittlerweile unbenutzte Nummer erhält, kommt es zu demungewollten Verhalten. Diese Problematik kann bei allen Anfragen auftreten,die eine Inode-Nummer als Parameter einer Anfrage verwenden, was bei einemGroÿteil der Anfragen der Fall ist: CLF_RQ_LOOKUP, CLF_RQ_READ_INODE, CLF_-RQ_NOTIFY_CHANGE, CLF_RQ_UNLINK, CLF_RQ_MKDIR, CLF_RQ_RMDIR, CLF_RQ_-RENAME und CLF_RQ_READDIR.Zur Lösung dieses Problems kommen in CLF so genannte Generationsnum-mern zum Einsatz. Eine Generationsnummer behebt die Shwierigkeiten durhdie Wiederverwendung von Inode-Nummern dadurh, dass eine Inode über ei-ne Kombination aus Inode-Nummer und Generationsnummer identiziert wird.Wird ein Inode-Objekt mit einer bestimmten Nummer gelösht und anshlie-ÿend wieder neu instanziiert, wird die Generationsnummer hohgezählt, so dassein Klient, der beim Metadatenmanager die alte Inode über die Inode-Nummerund die alte Generationsnummer anfordert niht fälshliherweise Daten derneuen Inode, sondern eine Fehlermeldung erhält. Die Verwendung von Gene-rationsnummern ist ein Tehnik, die auh in NFS und in ähnliher Form inbeinahe jedem Netzwerkdateisystem zum Einsatz kommt.Die Verwendung von Generationsnummern bei Identikation von Inodesmaht die beshriebenen Shwierigkeiten bei der Pfadauösung entdekbar, auhwenn dadurh die Semantik der Auösung leiht verändert wird. Wird währendder Suhe ein gefundenes Verzeihnis durh ein gleihnamiges anderes ersetzt,dann muss die Pfadauösung von CLF im nähsten Shritt mit einem Fehlerabbrehen. Im Vergleih dazu würde die lokale Pfadauösung die Ersetzung desVerzeihnisses so lange verzögern, bis die Pfadauösung beendet ist. Trotz die-ser Abweihung bieten Generationsnummern die bestmöglihe Approximationan die lokale Semantik und sind Standard in verteilten Dateisystemen.5.2.4 Kommunikation mit den Daten-ServernVon dem Metadatenmanager kann der Klient die Struktur des Dateisystems undInformationen über Dateien und Verzeihnisse erfragen. Der eigentlihe Inhalt
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 93der Dateien ist aber auf den Daten-Servern gespeihert. Wie in Abbildung 5.1(und Abbildung 5.3) dargestellt, besitzt ein CLF Dateisystem im Allgemeinenmehrere Daten-Server, die jeweils nur einen Teil der Daten speihern.Dateien werden intern in Blöke unterteilt, die reihum auf den Daten-Serverngespeihert werden. Bei CLF entsheidet der Metadatenmanager für jede Dateiauf welhem Daten-Server der erste Blok gespeihert wird um eine möglihstgleihmäÿige Auslastung zu erreihen. Die Information auf welhem Daten-Server der erste Blok liegt ist Teil der gespeiherten Metadaten.Die Kommunikation mit den Daten-Servern ndet nur in den Einshubme-thoden read() und write() der File-Objekte statt. Die Parameter dieser Me-thoden sind ein Verweis auf das File-Objekt, der Speiherbereih, der gelesen(beziehungsweise geshrieben) werden soll und der Oset innerhalb der Datei.Die Kommunikation zwishen Klient und Daten-Server orientiert sih an denBlokgrenzen, daher berehnen die Methoden zunähst, welhe Daten-Serverkontaktiert werden und wieviele Blöke gesendet oder empfangen werden müs-sen.Durh den Einsatz von Paradis-Net Kooperationen ist es möglih, dass dieAnfragen an alle Daten-Server abgeshikt werden können, ohne dass auf dieAntworten einzeln gewartet werden muss. Hier kommt das in Abshnitt 4.4.3bzw. 4.6.2 vorgestellte Verteilen/Sammeln-Kommunikationmuster zum Einsatz.Beim Lesen wird zunähst eine Kooperation deniert, die den Zielpuer so auf-teilt, dass die Antworten der einzelnen Daten-Server an die entsprehenden Po-sitionen geshrieben werden. Dann werden individuelle Anfragen an die beteilig-ten Daten-Server geshikt und gewartet, bis alle Daten eingetroen sind. DasEmpfangen der Daten und das Shreiben in den Puer wird anhand der Koope-rationsdenition von der Paradis-Net-Bibliothek im Hintergrund erledigt. Trittwährend des Shreibens ein Fehler in einem der Daten-Server auf, so shiktdieser, unabhängig von der laufenden Kooperation, eine Fehlermeldung an denKlienten, die auh die Kooperationsmarke enthält. Mit Hilfe dieser Marke wirdder an der Kooperation wartende Faden aufgewekt, entdekt die Fehlersituationund meldet den Fehler an das VFS zurük.Beim Shreiben von Daten kommt eine phasenweises Protokoll zum Einsatz:In jeder Phase wird an jeden Daten-Server nur ein Blok gesendet. Dadurh sollerreiht werden, dass die Daten-Server gleihmäÿig stark belastet werden. DerKlient vershikt die Datenblöke daher reihum an die Daten-Server und versen-det erst dann einen weiteren Blok an einen Server, wenn er in der Zwishenzeitauh einen an die anderen geshikt hat. Die Daten-Server erhalten mit jedemBlok Informationen zu dem Blok und der gesamten Shreiboperation. Hat einDaten-Server alle für ihn bestimmten Blöke erhalten shikt er eine Bestäti-gung an den Klienten. Tritt einen Fehler in einem Server auf, shikt dieser eineMeldung an den Klienten, der daraufhin die Operation abbriht und den Feh-ler per Rükgabewert an das VFS meldet. Der Klient deniert auh für dieseOperation eine Kooperation. Sie ist dann beendet, wenn von jedem involviertenDaten-Server eine Nahriht eingetroen ist.Die Kommunikationsprotokolle stellen eine vereinfahte Variante der Proto-kolle dar, die in der für parallele Anwendung optimierten Version von CLF zurAnwendung gekommen kommen sind (siehe [44℄).
94 GUIDO MALPOHL5.2.5 ZusammenfassungDieser Abshnitt hat Entwurf und einige Details der Implementierung des Linux-Kern-Moduls beshrieben, das in CLF auf Klientenseite verwendet wird. DiesesModul implementiert nah den Regeln des VFS ein Dateisystem, das sih, wiejedes andere Linux-Dateisystem montieren und benutzen lässt.Besonderes Augenmerk wurde dabei auf die verwendeten Kommunikations-protokolle und die Problematik der Konsistenzerhaltung in einem Netzwerk-dateisystem gerihtet.5.3 MetadatenmanagerIn den vorangegangen Abshnitt wurden die Aufgaben des Metadatenmanagersaus Siht des Klienten betrahtet. An dieser Stelle wird beshrieben, wie derMetadatenmanager diese Aufgaben erfüllt. Dazu wird sein modularer Aufbaubeshrieben, bis hinunter zu Implementierungsdetails der einzelnen Module, diegröÿtenteils im Metadaten-Surrogat (Abshnitt 5.4) wieder verwendet werden.Es folgt nun zunähst eine Übersiht über die Arhitektur des Metadaten-managers, daran shlieÿt sih die Beshreibung der einzelnen Module an.5.3.1 ÜbersihtDer Metadatenmanager ist als Benutzerebenen-Prozess implementiert und stelltdas Zentrum eines CLF Dateisystems dar, welhes zudem noh aus Klienten(Abshnitt 5.2), Daten-Servern (Abshnitt A) und Metadaten-Surrogaten (Ab-shnitt 5.4) besteht. Der Metadatenmanager agiert gegenüber den Klienten alsDienstgeber und gegenüber den Daten-Servern als Auftraggeber.Neben der Verwaltung der Metadaten, ist der Metadatenmanager auh fürdie Konguration des Dateisystems zuständig. Er bendet sih beim Start zu-nähst in einem Kongurationsmodus und liest Kongurationsdateien ein, wel-he die Verteilung der Daten-Server und Metadaten-Surrogate auf die Knotendes Clusters, sowie deren Konguration speihern. Diese Informationen sendeter an die Daten-Server und Surrogate und geht anshlieÿend in den Dienstmodusüber.Die Kongurationsdateien benden sih in einem Verzeihnis des lokalenDateisystems, das der Metadatenmanager auh dazu verwendet die Metadatenabzulegen. Im Dienstmodus verarbeitet der Metadatenmanager sequentiell dieAnfragen der Klienten, die in Tabelle 5.2 und Tabelle 5.1 aufgelistet sind. DieBehandlungsmethoden werden durh Paradis-Net aufgerufen, welhes auh dieSerialisierung der Anfragen vornimmt. Jede Anfrage wird von einer Behandlung-methode komplett abgearbeitet, bevor die nähste aufgerufen wird. Dadurh istdie lokale Konsistenz der Metadaten gesihert.Abbildung 5.4 zeigt den modularen Aufbau des Metadatenmanagers. In derobersten Shiht ist die eigentlihe Funktionalität des Metadatenmanagers zunden: Die Behandlungsmethoden der Anfragen, die Initialisierungsroutinen desDateisystems und die Funktionen zur Manipulation der Metadaten (MetadataServer). Bei der Implementierung dieser Funktionalität greift die Shiht aufmehrere Module zurük.Die Datenstrukturen zur Speiherung von Inode-Objekten und Verzeihnis-sen werden von spezialisierten Modulen (Inode Cahe und Diretory Contents)
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Abbildung 5.4: Modularer Aufbau des CLF Metadatenmanagersdeniert und persistent im lokalen Dateisystem abgelegt. Dazu verwenden bei-de Module ein weiteres Modul, das die verwendeten Dateien transparent in denSpeiher abbildet und durh die Implementierung eines Seiten-Cahes in derBenutzerebene die Zahl der Systemaufrufe vermindert (Page Cahe).Das Modul Alloation Manager wird von der Inode- und der Verzeihnis-verwaltung verwendet und verwendet seinerseits das Page Cahe-Modul zurVermeidung von Systemaufrufen. Es implementiert ein persistentes Bitfeld, daseinerseits die Benutzung von Inodes und andererseits die Verwendung von Ver-zeihnis-Seiten speihert. Die gesamte Netzwerkkommunikation des Metadaten-managers basiert auf der Paradis-Net Bibliothek, wobei die Verzeihnisverwal-tung (Diretory Contents) sie direkt zum Versenden von Verzeihnissen verwen-det.Als letztes dient das Modul Volatile Inode Information der Speiherung vonühtigen Daten über die Inodes des Dateisystems, wie beispielsweise die Infor-mation, welhe Datei momentan von welhem Knoten geönet ist.5.3.2 Die Seitenverwaltung (Page Cahe)CLF verwendet zur Speiherung aller persistenten Daten die Möglihkeit desLinux-Kerns, mittels der Funktion mmap() Dateien auf den Hauptspeiher ab-zubilden und diesen Speiher Prozessen in der Benutzerebene zur Verfügung zustellen.Die Abbildung ist ezienter als die Benutzung der read() und write()Funktionen, da der Kern durh Aufruf von mmap() seine internen Puer in dieBenutzerebene einblendet, wodurh Zwishenspeiherung der Daten in einemweiteren Speiherbereih eingespart wird. Die Speiherverwaltung des Kernskann feststellen, wenn der Prozess shreibend auf den Speiher zugreift undaktualisiert in diesem Fall die Datei. Weiterhin werden gröÿere eingeblendeteSpeiherbereihe niht sofort geladen, sondern erst bei Bedarf, das heiÿt siewerden erst bei lesendem oder shreibendem Zugri auf den Teilbereih von derFestplatte gelesen.Die Funktion mmap() besitzt allerdings Einshränkungen, die hauptsählihdurh die Tehnik des Einblendens von Kern-Puern bedingt ist. Zum einen
96 GUIDO MALPOHLkönnen Dateien nur Seiten-weise eingeblendet werden. Das bedeutet, dass derVersatz und die Länge eines Dateiausshnitts Vielfahe der vom Kern verwende-ten Seitengröÿe sein müssen. Die Seitengröÿe auf i386 Rehnern beträgt 4 KB,auf den für die Evaluation von CLF verwendeten Itanium2 Rehnern beträgtsie 16 KB. Zum anderen ist es mit dieser Funktion niht möglih Dateien zuverlängern (d.h. sie über ihr aktuelles Ende hinaus zu beshreiben).Aufgrund der ersten Einshränkung ist diese Tehnik besonders für die Ver-waltung von Datensätzen fester Gröÿe geeignet: Den Inode-Daten. Der Nahteildieser Vorgehensweise ist die interne Fragmentierung, die entstehen kann, wenndie Gröÿe einer Speiherseite kein Vielfahes der Gröÿe eines Inode-Objektesist. Dieser Nahteil wird allerdings durh die vielfah höhere Geshwindigkeitbeim niht-sequentiellen Zugri auf die Datei aufgehoben.Das Page Cahe Modul wird mit dem Namen der Datei, aus der die Seiteneingeblendet werden sollen, und der Gröÿe des selbst verwalteten Cahes vonSeiten initialisiert. Das Modul vereinfaht die Verwendung der mmap() Funktionso weit, dass der Benutzer mit Hilfe der Funktion p_load_page(), unabhängigvon der Länge der Datei, einzelne Seiten aus in den Speiher abbilden kann.Die Funktion blendet jeweils eine ganze Seite ein, die über einen Seitenindex(mmap() benutzt einen Byte-Index) angefordert wird; bei Bedarf verlängert dasModul die Datei. Die Funktion p_unload_page() signalisiert dem Modul, dasseine bestimmte Seite niht mehr benötigt wird. Durh diese Shnittstelle ist esmöglih, zu jedem Zeitpunkt eine gewisse Zahl an Seiten innerhalb des Modulsvorzuhalten und mit Hilfe eines LRU-Verdrängungsalgorithmus Systemaufrufezu sparen.Die Module Alloation Manager, Inode Cahe und Diretory Contents ba-sieren vollkommen auf der Funktionalität des Page Cahe und konnten so ohneexplizite EA-Aufrufe zum Laden oder zur persistenten Siherung der von ih-nen veränderten Metadaten implementiert werden. Sie benutzen die Funktionp_load_page(), um einen Zeiger auf eine Seite zu erhalten, lesen die Datenaus oder manipulieren sie und melden dem Modul anshlieÿend durh den Auf-ruf von p_unload_page(), dass sie ihre Interaktion beendet haben und dieSpeiherseite bei Bedarf wieder freigegeben werden kann. Gleihzeitig sorgt dasBetriebssystem im Hintergrund dafür, dass die im Speiher veränderten Seitenin die Dateien auf der lokalen Festplatte zurükgeshrieben werden.5.3.3 Benutzt oder niht? (Alloation Manager)Das Modul Alloation Manager kommt sowohl bei der Verwaltung der Inodes,wie auh bei der Verzeihnisverwaltung zum Einsatz. Im Prinzip handelt es sihum nihts anderes als ein Bit-Feld, mit dem gespeihert wird, ob ein Elementeine bestimmte Eigenshaft hat, oder niht. Darüber hinaus ist es möglih, übereine Funktion das niedrigste Element zu nden, dessen Bit niht gesetzt ist.Konkret bedeutet das im Falle des Inode-Speihers, dass das Bit anzeigt,ob die entsprehende Inode momentan in Gebrauh ist oder niht. Wird ei-ne neue Inode angelegt, liefert das Modul die niedrigste bisher niht benutzteInode-Nummer zurük (d.h. den Index des niedrigsten, niht gesetzten Bits) undmarkiert diese Inode-Nummer gleihzeitig als benutzt (d.h. setzt das Bit auf denWert 1). Diese Eigenshaft könnte auh in den Metadaten selbst abgespeihertwerden, mit Hilfe des Alloation Manager -Moduls ist aber eine besonders e-ziente Suhe nah freien Inode-Nummern möglih, die zusätzlih noh in einem
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 97weiteren Modul zur Anwendung kommt.Das Modul erlaubt neben dem Reservieren der niedrigsten noh freien Num-mer auh die Zuteilung von bestimmten Nummern. Dies wird beispielsweise beider Inode-Verwaltung dazu verwendet, die ersten 10 Inode-Nummern zu reser-vieren.Der Alloation Manager benutzt das im vorangegangenen Abshnitt be-shriebene Modul zur Seitenverwaltung, um das Bit-Feld persistent in einerDatei abzuspeihern. Das ermögliht es dem Modul, intern nur mit Hauptspei-herseiten zu operieren und die Speiherung der Informationen dem Automatis-mus der Speiherabbildung zu überlassen. Das Bit-Feld wird dazu über die Spei-herseiten verteilt, wobei jede Seite zusätzlihe Informationen speihert, die dasAunden von niht gesetzten Bits erleihtern. Die Komplexität dieser Opera-tion ist im ungünstigsten Fall O(n), wobei n dem Index des höhsten gesetztenBits entspriht. Die Zusatzinformationen ermöglihen in der Regeln jedoh dasAunden des Bits in O(1).5.3.4 Inode-Speiher (Inode Cahe)Der Inode-Speiher bietet für Inode-Objekte eine ähnlihe Funktionalität wie dieSeitenverwaltung für Speiherseiten. Über einen Index können einzelne Inodesvor ihrer Benutzung geladen und nah Benutzung wieder abgemeldet werden.Implementiert ist dies durh die Abbildung der Inode-Objekte auf Speihersei-ten, die wiederum von der Seitenverwaltung zur Verfügung gestellt werden.Sowohl der Inode-Speiher, wie auh der Alloation Manager werden aus zweivershiedenen Ausführungsfäden aufgerufen. Zum einen von dem Faden, der dieAnfragen der Klienten bearbeitet, zum anderen von einem Verwaltungsfaden,der Dateien lösht, sobald sie auf keinem Klienten mehr geönet sind und aufden Daten-Servern entfernt wurden (siehe auh Abshnitt 5.3.6). Aus diesemGrund sind beide Module durh Semaphoren gesihert.Die Inodes auf dem Metadatenmanager bestehen aus folgenden Elementen:Linux-Metadaten: Bei diesen Daten handelt es sih um die Metadaten, diein den Inode-Objekten des Kerns gespeihert werden: Besitzer, Änderung-zeiten, Zugrisrehte, et. (siehe Abshnitt 5.2.3.2).CLF -Metadaten beinhalten die Metadaten, die niht zu den Standard-Meta-daten des VFS gehören, aber für den Betrieb des Dateisystems notwendigsind. Dazu gehören unter anderem die Generationsnummer (siehe 5.2.3.3)und die Informationen über die Verteilung der Datei-Daten über die Daten-Server (siehe A.3). Die CLF -Metadaten werden bei entsprehenden Anfra-gen (zum Beispiel CLF_RQ_READ_INODE) zusammen mit den Linux-Meta-daten an die Klienten gesendet.Verzeihnis-ID : Repräsentiert die Inode ein Verzeihnis, dann stellt die Ver-zeihnis-ID die Verknüpfung zu dem Modul Diretory Contents dar. Siehefolgenden Abshnitt 5.3.5.Der Inode-Speiher protiert von der bereits in der Seitenverwaltung imple-mentierten LRU-Cahe-Funktionalität. Dadurh muss bei zeitliher Lokalitätder Zugrie auf eine Inode, diese Inode niht vom Betriebssystem geladen wer-den, weil sie noh in einer Seite des Seiten-Cahe zu nden ist. Darüber hinaus
98 GUIDO MALPOHLverwaltet der Linux-Kern auh noh eigene Cahes, um Festplattenzugrie zuvermeiden, womit die Verwendung der Seitenverwaltung der Einführung einerweiteren Cahe-Shiht entspriht.5.3.5 Verzeihnisse (Diretory Contents)Der Metadatenmanager folgt bei der Speiherung der Metadaten einem Kon-zept, das dem der VFS-Shiht im Linux-Kern entspriht. Das bedeutet, dassdie Inode-Objekte (und damit die im vorherigen Abshnitt beshriebenen Meta-daten) und die Verzeihnisinformationen (der Inhalt der Verzeihnisse) getrenntverwaltet werden.Die Inodes stehen im Dateisystem für Dateien und Verzeihnisse, besitzenaber zunähst keinen Namen. Der Name wird dadurh bestimmt, dass sie ineinem Verzeihnisses unter einem Namen durh ihre Inode-Nummer referenziertwerden. Die Trennung der Inode-Objekte von ihrem Namen folgt dem Beispieldes VFS aus zwei Gründen:Zum einen ist die Speiherung und Verwaltung von Objekten mit fester Grö-ÿe einfaher als die von Objekten variabler Gröÿe. Würden die Namen der Inode-Objekte zusammen mit den übrigen Inode-Daten gespeihert, würde das dieImplementierung des im vorangegangen Abshnitt vorgestellten Inode-Speiherverkomplizieren, weil für einen Zugri auf eine Inode mindestens eine Indirek-tion, beispielsweise über eine Indextabelle notwendig wäre. Gleihzeitig ist derZugri auf eine, über ihre Inode-Nummer referenzierte, Inode ist die am häu-gsten ausgeführte Aktion auf den Metadaten des Dateisystems und erfordertdaher eine möglihst eziente Implementierung. Weiterhin wäre eine kompli-ziertere Freispeihersammlung (engl. Garbage Colletion) notwendig.Zum anderen lassen sih die vom VFS aufgerufenen Einshubmethoden be-sonders leiht implementieren, wenn die Metadatenverwaltung einem ähnlihenKonzept wie das VFS-Rahmenwerk folgt.5.3.5.1 Funktionalität und Abhängigkeit zu der Inode-VerwaltungDie Wurzel-Inode, also die Inode, die das Wurzelverzeihnis eines CLF -Datei-systems darstellt, ist per Konvention die Inode mit der Nummer 10. Aufgrunddieser Festlegung kann jeder Metadatenmanager nur ein Dateisystem verwalten.Die Verwaltung der Verzeihniseinträge innerhalb des Metadatenmanagersorientiert sih an der Verzeihnis-ID, die in den Inode-Daten gespeihert wird.Sie stellt die Verknüpfung zwishen einem Verzeihnis (der Inode) und seinemInhalt dar. Die Kennung wird als Identikation des Verzeihnisses bei dem Di-retory Contents Modul verwendet. Bei Anfragen wie dem Hinzufügen, Löshenoder Abfragen eines Verzeihniseintrags wird das betroene Verzeihnis über dieVerzeihnis-ID referenziert. Bei Initialisierung eines Verzeihnisses generiert dieVerzeihnisverwaltung eine Kennung für das Verzeihnis, mit deren Hilfe in Zu-kunft der Verzeihnisinhalt referenziert werden kann.Die Verzeihnisverwaltungsmodul bietet darüber hinaus Funktionen zumHinzufügen (dm_add_entry()) und Löshen (dm_rem_entry()) von Verzeihni-seinträgen, welhe beim Erzeugen und Löshen von Dateien und Verzeihnissenin den Bearbeitungsfunktionen der Anfragen CLF_RQ_CREATE, CLF_RQ_MKDIR,CLF_RQ_UNLINK und CLF_RQ_RMDIR verwendet werden. Ein Verzeihniseintragist ein Tupel, bestehend aus dem Dateinamen und der Inode-Nummer.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 99Die wihtigste Aufgabe, die das Modul auszuführen hat, ist allerdings dieSuhe nah Dateien, die von den Anfragen des Typs CLF_RQ_LOOKUP (siehe Ta-belle 5.2) gefordert wird. Die Funktion dm_find_entry erfüllt diese Funktionali-tät; sie erwartet die Verzeihnis-ID und den Namen des Eintrags als Parametergibt die Inode-Nummer zurük, falls der Eintrag gefunden wurde.5.3.5.2 Erweiterbares Hashen (Extendible Hashing)Bei der Implementierung des Moduls kam eine Variante des aus dem Daten-bankbereih bekannten Erweiterbaren Hashen (EH, engl. Extendible Hashing,siehe [31, 73℄) zum Einsatz. Neben dem erweiterbaren Hashen wurde diesesModul versuhsweise auh unter Benutzung von B-Bäumen [20℄ implementiert.Obwohl beide Verfahren auf die Verwendung von Blok- oder Seiten-weise ange-ordnetem Speiher zugeshnitten sind, besitzt das EH zwei Vorteile. Zum einensind bei der Suhe nah einem Eintrag immer nur zwei Seitenzugrie notwendig,während bei B-Bäumen, je nah Gröÿe des Verzeihnisses mehrere Seiten vonder Festplatte geladen werden müssen. Zum anderen ist es für die Beantwortungeiner CLF_RQ_READDIR-Anfrage möglih, ohne Kopieroperationen den gesamtenVerzeihnisinhalt an den Klienten zu shiken.Grundidee des Erweiterbaren Hashens Das erweiterbare Hashen ist eineexterne Suhmethode, die 1978 von R. Fagin et al. entwikelt wurde. Das Su-hen in dieser Datenstruktur erfordert bei typishen Anwendungen zwei Plat-tenzugrie für jede Suhe, und ermögliht gleihzeitig ein ezientes Einfügen.Die Daten werden in Seiten gespeihert, die auf einem Plattenspeiher abge-legt werden. Bei CLF übernimmt das Page Cahe-Modul die Abbildung desFestplatten- (genauer: Datei-) Inhalts in den Speiher.Innerhalb einer Daten-Seite sind die Daten nah dem Suhshlüssel sortiert.Wird eine Seite so voll, dass sie keine weiteren Einträge mehr aufnehmen kann,wird sie auf zwei Seiten aufgespalten. Zusätzlih zu den Daten-Seiten gibt eseine (oder mehrere) Index-Seiten, die einen Index enthalten, mit dessen Hilfedie Datenseite gefunden werden kann, die den mit unserem Suhshlüssel über-einstimmenden Eintrag enthält. Im Allgemeinen sieht die Datenstruktur auhmehrere Datensätze mit gleihem Suhshlüssel vor, im Fall von Verzeihnissenist jedoh jeder Shlüssel (= Dateiname) einzigartig.Um eine gleihmäÿige Verteilung der Shlüsselwerte zu erreihen, werdendie Shüssel mit einer Hash-Funktion auf einen Wert abgebildet, dessen füh-rende Bits möglihst gleihverteilt sind. Die Suhe nah einem Datensatz er-folgt in zwei Shritten: Zunähst wird innerhalb einer Index-Seite nah derDaten-Seite gesuht, die den Shlüssel enthält. Der Shlüssel wird dazu miteiner Hash-Funktion auf einen Wert abgebildet, dessen Bitfolge als Index einerin der Index-Seite gespeiherten Tabelle verwendet wird. Aus dem Tabellenein-trag kann nun abgelesen werden, welhe Daten-Seite den gesuhten Datensatzenthält. Innerhalb der Daten-Seite kann der gesuhte Datensatz durh eine bi-näre Suhe gefunden werden, da die Einträge nah dem Shlüssel (oder dessenHash-Wert) sortiert sind.Das Einfügen eines Eintrags in die Datenstruktur erfordert zunähst wie-derum das Aunden der Daten-Seite, die dem Shlüssel (genauer: dem Hash-Wert) des Shlüssels zugeordnet ist. Falls auf der Daten-Seite genug Platz freiist, wird der Datensatz dort eingefügt, andernfalls wird die Daten-Seite in zwei
100 GUIDO MALPOHLTeile gespalten. Dazu werden die Datensätze, die sih in einem weiteren Bit desHash-Wertes untersheiden, auf eine neue angelegte Seite vershoben. Weiterhinmuss die Tabelle auf der Index-Seite angepasst werden, so dass korrekt auf dieneue und alte Daten-Seite verwiesen wird.Die Index-Seite enthält eine Tabelle deren Länge einer Zweier-Potenz ent-spriht und die über die höhstwertigen Bits des Hash-Wertes des Shlüsselsindiziert wird. Die Gröÿe dieser Tabelle ist dynamish und passt sih der Zahlder referenzierten Daten-Seiten an. Daher ist es in bestimmten Fällen notwen-dig, die Tabellengröÿe zu verdoppeln, um nah Aufspaltung einer Daten-Seite,die neu entstandene Daten-Seite zu referenzieren.2 Bei einer Verdoppelung desIndex erhöht sih die zur Indizierung verwendete Bitzahl um eins.Das Löshen von Einträgen erfolgt analog zum Einfügen, wobei hier im An-shluss niht geprüft wird, ob Seiten aufgeteilt werden, sondern ob sih eineVershmelzung von Daten-Seiten lohnt. Wird die Vershmelzung durhgeführt,muss sie entsprehende Änderungen an der Index-Seite nah sih ziehen. Dieskann unter bestimmten Bedingungen auh zu einer Verkleinerung der Tabelleführen.Die folgenden Abshnitte beshreiben die konkrete Implementierung des Er-weiterbaren Hashens im Modul Diretory Contents. Für eine ausführlihe Dis-kussion des Algorithmus verweise ih auf die zu Beginn dieses Abshnitts ange-gebenen Referenzen.Die konkrete Implementierung untersheidet sih von dem klassishen Algo-rithmus durh eine zusätzlihe Indizierung der Datensätze innerhalb der Daten-Seiten, die durh die exible Gröÿe der Datensätze motiviert wird. Eine weitereBesonderheit ist die Serialisierung aller in einem Verzeihnis enthaltenen Daten,die bei der Abfrage des Verzeihnisinhalts erforderlih ist. Um diese Besonderhei-ten beshreiben zu können, ist eine detaillierte Besprehung der Datenstrukturnotwendig.5.3.5.3 Hash-WertDer in den folgenden Abshnitten verwendete BegriDateiname ist als Synonymfür den Namen eines Verzeihniseintrags zu verstehen und shlieÿt damit auhVerzeihnisnamen ein.Der Dateiname stellt in den Verzeihnissen den Suhshlüssel dar. Anfragenan das Modul sollen feststellen, ob ein bestimmter Dateiname in einem Ver-zeihnis existiert und im Falle der Existenz die Inode-Nummer des Eintragsbestimmen. Als Hash-Wert wird ein 16 Bit Wert benutzt, der durh folgendeIteration aus dem Dateinamen berehnet wird:uint16_t full_name_hash(onst har *name) {uint16_t hash = 0;while (*name)hash = partial_name_hash(*name++, hash);return hash;} Der Hash-Wert berehnet sih damit aus der Anwendung der Funktionpartial_name_hash(har*, uint16_t) auf jedes Zeihen der Zeihenkette, wo-bei das letzte Ergebnis des Funktionsaufrufs bei jedem weiteren Shritt der2Diese Erweiterung des Index ist namensgebend für den Algorithmus.
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Abbildung 5.5: Beispiel einer Index- und einer Daten-Seite im Diretory Con-tents Modul5. Der zu dem Hash-Wert 44109 gehörende Eintrag wird über den im Index-teil gespeiherten Byteindex 9 aufgefunden. Der Index verweist im Daten-teil der Seite auf den Beginn der Inode-Nummer. Obwohl die Hash-Werteübereinstimmen, muss in einer letzten Prüfung festgestellt werden, ob dergesamte Dateiname übereinstimmt. Dies ist hier der Fall: Der Eintrag -le.txt wurde gefunden und besitzt die Inode-Nummer 56.Bemerkungen zu dem Suhalgorithmus:
• Die Suhe nah einem Verzeihniselement führt zu genau zwei Seitenzu-grien und damit auh zu maximal zwei Seitenfehlern.
• Die Suhe besitzt eine Komplexität von O(1) - unter der Annahme, dasssih alle Seiten im Speiher benden. Im ungünstigsten Fall muss zwar eineSeite komplett durhsuht werden, aber da die Seitengröÿe eine Konstanteist, folgt auh in diesem Fall die beshriebene Komplexität.In der Praxis zeigt die durhshnittlihe Laufzeit dieses Algorithmus einegroÿe Abhängigkeit von der Verzeihnisgröÿe. Bei gröÿeren Verzeihnis-sen steigt die Wahrsheinlihkeit für Hash-Kollisionen und damit erfordertder Algorithmus auf der Suhe nah dem rihtigen Eintrag aufwändigereVergleihe. In Abshnitt 5.3.5.7 werden die praktishen Laufzeiten derVerzeihnis-Suhe vorgestellt.
• In Shritt 4 kommt als Suhalgorithmus die Binäre Suhe [74℄ zum Ein-satz. Aufgrund der Eigenshaften des Algorithmus führt die Suhe im Fallevon Hash-Kollisionen aber niht zwangsläug zu dem gesuhten Eintrag,
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hen Hash-Wert besitzen, aber nur einer die-ser Einträge gefunden wird. Daher werden nah Ende der Binär-Suheniht nur der aktuelle Eintrag, sondern auh die benahbarten Einträgeuntersuht, falls diese den gleihen Hash-Wert besitzen.5.3.5.5 Einfügen und Entfernen von EinträgenDie im letzten Abshnitt beshriebene und beispielhaft in Abbildung 5.5 dar-gestellte Datenstruktur ist zwar gut für die Suhe nah Verzeihniseinträgengeeignet, während die Pege relativ aufwändig ist. Der Grund für den Einsatzder Datenstruktur liegt in der Häugkeit der Anfragen an den Metadatenma-nager: Der überwiegende Teil der Anfragen (siehe auh Kapitel 6) sind vomTyp CLF_RQ_READ_INODE und CLF_RQ_LOOKUP. Dabei erfordert die CLF_RQ_-LOOKUP-Anfrage das Suhen eines bestimmten Dateinamens in einem Verzeih-nis. Demgegenüber sind das Erstellen von Verzeihnissen und Dateien, sowiedas Löshen derselben relativ seltene Operationen und das spiegelt sih auh inder Implementierung der Verzeihnisverwaltung wider. Das Hinzufügen und dasLöshen von Einträgen ist ungleih aufwändiger als das Suhen, auh wenn imshlehtesten Fall nur 3 Seiten verändert werden müssen.Einfügen Das Hinzufügen eines Verzeihniseintrags zu einem Verzeihnis alsFolge einer CLF_RQ_MKDIR- oder CLF_RQ_CREATE-Anfrage, verläuft in folgendenShritten:1. Zunähst werden alle Shritte des zuvor beshriebenen Suhalgorithmusausgeführt. Wird dabei festgestellt, dass bereits ein Eintrag unter demneuen Namen existiert, wird ein Fehler an die aufrufende Funktion zurükgegeben. Andrenfalls fährt der Algorithmus mit Shritt 2 fort.2. Es wird geprüft, ob auf der Daten-Seite genug freier Speiher vorhandenist, um den neuen Eintrag zu speihern. Ist dies der Fall, fährt er beiShritt 5 fort.3. Auf der Daten-Seite ist niht genug Platz für einen weiteren Eintrag, dahermuss die Daten-Seite auf zwei Seiten aufgeteilt werden. Der Algorithmusprüft zunähst, ob im Index der Index-Seite der Verweis auf eine weitereDaten-Seite gespeihert werden kann. Ist dies niht der Fall, wird die Grö-ÿe des Index verdoppelt. Das bedeutet, dass zur Indizierung der Seiten einweiteres Bit verwendet wird.Im Fall der in Abbildung 5.5 dargestellten Seiten wäre beispielsweise eineVerdoppelung des Index bei Aufteilung der Daten-Seite 42 niht notwen-dig, da auf diese von zwei Index-Einträgen verwiesen wird. Nah einerAufteilung der Daten-Seite würde der Index 2 weiterhin auf die Daten-Seite 42 und der Index 3 auf die neue Daten-Seite verweisen, wobei dieSeite 42 dann nur noh Einträge enthalten würde, deren HWBs 10 sindund die neue Seite diejenigen mit den HWBs 11.4. Auf einer Daten-Seite benden sih Einträge deren Hash-Werte in einerbestimmten Anztahl HWBs übereinstimmen. Die Anzahl der gleihen Bitswird Indexteil der Daten-Seite im Feld GleicheBits gespeihert. (verglei-he Abbildung 5.5)
104 GUIDO MALPOHLBei einer Aufteilung wird der Inhalt der Daten-Seite so auf zwei Seiten auf-geteilt, dass die Einträge, deren Hash-Werte im (GleicheBits+1)−ten Bitden Wert 0 enthalten auf der ursprünglihen Seite verbleiben und die mitdem Wert 1 auf eine neu Seite kopiert werden. Innerhalb einer Daten-Seitesind die Einträge nah Hash-Werten sortiert, daher sind die Einträge imDaten- und Indexteil bereits so angeordnet, dass sie Blok-weise mit zweiKopieroperationen auf die neue Seite übertragen werden können, wobei imIndexteil noh die Vershiebung des Datenteils an den Anfang der Seiteverrehnet werden muss. Die Verwaltungsinformationen AnzahlEinträgeund GenutzterSpeicher müssen auf beiden Seiten angepasst werden undder Wert von GleicheBits wird auf der ursprünglihen Seite um 1 erhöhtund auf die neue Seite übertragen.5. In den Shritten 14 wurde die Daten-Seite ermittelt, die den neuen Ver-zeihniseintrag speihern soll und sihergestellt, dass auf der Seite Platzfür diesen vorhanden ist.Auf der Daten-Seite wird der Eintrag wie folgt gespeihert: Mit Hilfe einerbinären Suhe wird die Einfügeposition des neuen Elementes in den Ein-trägen des Indexteils bestimmt. Anhand der Informationen des Indexteilswerden die Einträge in Datenteil so vershoben, dass sie eine Lüke bilden,in die der neue Eintrag passt; das gleihe passiert mit den Einträgen imIndexteil, wobei das Feld zum Beginn der Seite hin wähst und daher dievorderen Einträge nah vorne vershoben werden, während im Datenteildie hinteren Einträge nah hinten vershoben werden. Anshlieÿend wirdder neue Eintrag in die Lüke im Dateiteil kopiert und im Indexteil re-ferenziert. Die Referenzen der im Dateiteil vershobenen Einträge werdeaktualisiert.Das in Shritt 5 beshriebene Vershieben der Einträge im Datenteil sorgt dafür,dass diese aufsteigend nah ihren Hast-Werten sortiert sind und ermögliht dasin Shritt 4 beshriebene Blok-weise Kopieren. Dadurh ist es im Falle einerAufteilung niht notwendig, jeden Eintrag einzeln zu betrahten, bei Bedarf aufdie neue Seite zu kopieren und dabei auh die frei gewordenen Lüken in der ur-sprünglihen Seite zu entfernen. Es ist auh niht notwendig, die freigewordenenSpeiherblöke bei der Aufteilung zu kompaktieren, da sih alle vershobenenVerzeihniseinträge am Ende des Datenteils benden und dort gelösht werdenkönnen.Entfernen Das Entfernen eines Verzeihniseintrags als Folge einer CLF_RQ_-RMDIR- oder CLF_RQ_UNLINK-Anfrage, läuft wie folgt ab:1. Zunähst wird der zu Beginn dieses Abshnitts beshriebene Suhalgorith-mus ausgeführt um den zu löshenden Verzeihniseintrag in der zugehöri-gen Daten-Seite aufzunden.2. Mit Hilfe des Indexes auf der Daten-Seite kann der Algorithmus feststel-len, welhen Bereih des Datenteils der Eintrag belegt. Die nahfolgendenEinträge werden innerhalb der Datenteils nah vorne vershoben und über-shreiben dabei den Eintrag vollständig. Der Verweis auf den Eintrag wirdim Indexfeld gelösht indem die Einträge mit kleinerem Hash-Wert nahhinten vershoben werden und die nahfolgenden Einträge, deren Verweise
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 105aufgrund der Vershiebung im Datenteil niht mehr aktuell sind, angepasstwerden. (vergleihe Abbildung 5.5)Nah Abshluss dieses Shrittes wurde der Eintrag vollständig gelösht.Die weiteren Shritte dienen der Pege und Kompaktierung der Daten-struktur.3. Nah dem Löshen eines Eintrags wird überprüft, ob die Daten-Seite mitihrer Shwester-Seite vershmolzen werden kann. Unter einer Shwester-Seite versteht man die Seite, eine identishe Anzahl GleicheBits besitztund in den ersten GleicheBits−1 Bits mit der betrahteten Seite übereinstimmt. Eine Vershmelzung ist dann möglih, wenn die Summe des ge-nutzten Speihers (genutzterSpeicher(S1)+ genutzterSpeicher(S2)) bei-der Seiten, abzüglih des für die auf beiden Seiten vorhandenen Felder(GleicheBits, AnzahlEinträge und genutzterSpeicher) belegten Spei-hers kleiner als die Seitengröÿe ist.Obwohl eine Vershmelzung beider Seiten shon unter dieser Bedingungmöglih wäre, besteht die Gefahr, dass ein auf diese Vershmelzung fol-gendes Hinzufügen eines Eintrags zur erneuten Aufteilung der Daten-Seiteführen würde. Um dies zu verhindern werden zwei Seiten erst dann ver-shmolzen, wenn auf der vershmolzenen Seite noh 10% des Speiherplat-zes ungenutzt sein werden.Wird keine Vershmelzung durhgeführt, ist der Algorithmus an dieserStelle beendet.4. Die Vershmelzung von zwei Seiten verläuft umgekehrt zur Aufteilung:Der Datenteil der Seite mit den höheren Hash-Werten (S2) wird Blok-weise hinter den Datenteil der Seite mit den niedrigeren Hash-Werten (S1)kopiert. Der Indexteil von S1 wird so weit nah vorne vershoben, dassder Indexteil von S2 hineinkopiert werden kann. Anshlieÿend werden dieIndizes im ehemaligen Indexteils von S2 angepasst, sowie die Zahl derneu hinzugefügten Elemente (AnzahlEinträge) und der belegte Speiher(GenutzterSpeicher) angepasst. Das Feld GleicheBits wird um den Wert
1 erniedrigt. (vergleihe Abbildung 5.5)5. Alle Referenzen auf S2 auf der Index-Seite werden durh Referenzen auf
S1 ersetzt und S2 wird frei gegeben.6. Auf der Index-Seite wird geprüft, ob eine Verkleinerung des Indexes mög-lih ist. Dies ist genau dann möglih, wenn alle Verweise auf Daten-Seitenan Indexpositionen, die sih nur im niedrigwertigstem Bit untersheiden,gleih sind. Durh eine Verkleinerung des Index verringert sih die Anzahlder Bits über die indiziert wird um eins und die Gröÿe der Tabelle halbiertsih.5.3.5.6 Lesen von VerzeihnissenNeben dem Suhen eines Dateinamens und dem Hinzufügen und Entfernen vonEinträgen, ist das Auisten des gesamten Verzeihnisinhalts die vierte Opera-tion, die das Modul ausführen muss. Ein Klient shikt eine Anfrage vom TypCLF_RQ_READDIR an den Metadatenmanager, sobald ein Verzeihnis geönet
106 GUIDO MALPOHLwird. Als Antwort auf die Anfrage erwartet der Klient eine Liste aller Verzeihni-seinträge und der zugehörigen Inode-Nummern. Der Klienten iteriert in nahfol-genden readdir()-Aufrufen wird über diese Liste (siehe auh Abshnitt 5.2.3.1).Der Metadatenmanager shikt die Liste in der Form, wie sie im Datenteil derDaten-Seiten gespeihert wird: In Form eines groÿen Puers, der eine Folge vonInode-Nummern, jeweils gefolgt von dem zugehörigen Dateinamen enthält (sieheAbbildung 5.5). Zur Beantwortung einer readdir() Anfrage lädt der Manageralle zu einem Verzeihnis gehörenden Daten-Seiten und shikt die Datenteiledieser Seiten an den Klienten.Aufgrund des Aufbaus der Daten-Seiten, insbesondere aufgrund der Tren-nung von Daten- und Indexteil, ist für die Beantwortung dieser Anfrage keineBerehnung notwendig, sondern nur die Versendung der Datenteile aller in derIndex-Seite referenzierten Daten-Seiten. Somit lässt sih die Operation aufgrundder passend gewählten Datenstruktur besonders ezient implementieren.5.3.5.7 Performanz der VerzeihnisverwaltungWie bereits erwähnt, stand bei der Implementierung dieses Moduls die Per-formanz der lookup()- und readdir()-Operationen im Vordergrund, da dieseden Groÿteil der Klienten-Anfragen bilden. In diesem Abshnitt werden Messer-gebnisse präsentiert, welhe die durhshnittlihe Ausführungsdauer der Suhe-(lookup()), Einfüge- und Löshe-Operationen in Abhängigkeit von der Verzeih-nisgröÿe darstellen.Versuhsaufbau Das Modul wurde unter Linux 2.6.9 auf einem Intel Itani-umII -Doppelprozessor-Knoten (2x1.3GHz) mit 1 GB Hauptspeiher und einer73 GB Ultra320 SCSI Festplatte vermessen. Die Namen der Einträge wurdenzufällig unter Benutzung des Glib-Zufallsgenerators (rand()) erzeugt: Für je-den Namen wurde zunähst eine zufällige Länge zwishen 4 und 56 Zeihenfestgelegt und anshlieÿend wurden die Namen aus Zeihen mit einem ASCII-Wert zwishen 32 und 126 gebildet. Die Vermessung einer Shleife, die nurdie zufällige Bestimmung eines Dateinamens enthält, ergab eine Shleifen- undNamensberehnungs-Dauer von 3, 04µsec pro Iteration. Daher wurde in dendrei nahfolgenden Abbildungen der Beginn der Zeitahse bei 3µsec gewählt.Der Anteil der Namens-Berehnung wurde allerdings niht aus den Ergebnissenherausgerehnet.Suhen Abbildung 5.6 zeigt die Dauer einer lookup()-Operation in Abhän-gigkeit zu der Gröÿe des Verzeihnisses. Für die Messung wurde ein Verzeihniserstellt und eine gewisse Menge zufällige Einträge hinzugefügt. Für jeden Daten-punkt wurden in dem Verzeihnis 50000 Suhoperationen durhgeführt, wobeifür den ersten Datensatz (existierende Dateien), der Zufallsgenerator regelmäÿigso zurükgesetzt wurde, so dass ausshlieÿlih Dateien gesuht wurden, die indem Verzeihnis vorhandenen sind, während für den zweiten Datensatz (niht-existierende Dateien) der Zufallsgenerator weiter lief und auf diese Weise nihtim Verzeihnis vorhandene Dateinamen gebildet hat.In der Abbildung ist zu sehen, dass die für die Suhe nah einem Verzeihni-seintrag notwendige Zeit im relevanten Bereih (weniger als 1000 Einträgen proVerzeihnis) beinahe konstant bleibt. Die benötigte Zeit für die Suhe nah exis-tierenden Dateien beträgt dabei maximal 3, 92µsec, die für niht-existierende























Abbildung 5.7: Dauer des Einfügens eines Verzeihniseintrags in Abhängigkeitvon der Verzeihnisgröÿe




berehnet.Im relevanten Bereih bis 1000 Einträge beträgt die durhshnittlih fürdas Einfügen eines Eintrags benötigte Zeit unter 22µsec, im Bereih von 1000bis 10000 Einträgen steigt der Zeitbedarf bis maximal 26, 4µsec an. Die für dasEinfügen benötigte Zeit setzt sih hauptsählih aus 2 Komponenten zusammen:Einerseits der Zeit, die für das Aunden des Einfügepunktes und andererseitsdie Zeit, die für das Einfügen selbst notwendig ist.Den Anteil der ersten Komponente entspriht im wesentlihen dem zweitenDatensatz (niht-existierende Dateien) in Abbildung 5.6. Wie bei der reinen Su-he, wähst auh hier der aufgrund der höher werdenden Wahrsheinlihkeitenvon Hash-Kollisionen bei gröÿeren Verzeihnissen, die Suhzeit. Den gröÿerenAnteil an der Gesamtzeit stellt mit der zweiten Komponente das Einfügen desEintrags im Daten- und Indexteil der Daten-Seite dar. Dabei spielt es eine wih-tige Rolle, wieviel des Speihers einer Daten-Seite benutzt wird (der Füllungs-grad einer Daten-Seite), denn bei volleren Seiten muss durhshnittlih mehrSpeiher vershoben werden, um Platz für den neuen Eintrag zu mahen.Der Einuss des Füllungsgrads auf die durhshnittlihe Einfügezeit, kannman in Abbildung 5.7 an dem wellenförmigen Kurvenverlauf ablesen. Bei wieder-holtem Hinzufügen von Einträgen ist es in regelmäÿigen Abständen notwendig,volle Daten-Seiten aufzuteilen und eventuell auh den Index der Index-Seite zuvergröÿern. Wenn eine Seite aufgeteilt wird, werden nahfolgende Einfügevor-gänge auf den geteilten Seiten shneller ausgeführt, da diese einen geringerenFüllungsgrad als die Ursprungs-Seite haben. Weil aufgrund der Hash-Funktionder Füllungsgrad der Daten-Seiten ungefähr gleihmäÿig steigt, werden diese











3µsecAbbildung 5.8: Dauer des Löshens eines Verzeihniseintrags in Abhängigkeitvon der Verzeihnisgröÿeauh ungefähr zum gleihen Zeitpunkt voll und damit aufgeteilt. Dieser Zeit-punkt der Aufteilung vieler Daten-Seiten lässt sih an den lokalen Maximalwer-ten des Kurvenverlaufs ablesen.Löshen Die Messergebnisse für das Löshen von Einträgen sind in Abbil-dung 5.8 zu sehen. Das Messverfahren entspriht dem zuvor beshriebenen, dasfür die Messung des Einfügevorgangs verwendet wurde. In dieser Messung wirdallerdings erst ein Verzeihnis erstellt und mit zufälligen Einträgen bis zu der zumessenden Gröÿe gefüllt, dann beginnt der Messvorgang in dem die zuvor hin-zugefügten Einträge wieder gelösht werden. Dazu wird jeweils vor dem Einfüge-und Löshvorgang der Zufallsgenerator zurük gesetzt, damit pseudo-zufällig inbeiden Durhläufen die gleihen Namen generiert werden.Die Messergebnisse in Abbildung 5.8 ähneln im Verlauf denen auf Abbil-dung 5.7, sind jedoh zirka um den Faktor 3 geringer. Der ähnlihe Verlaufist niht verwunderlih, da sih beide Verfahren (von eventuell durhgeführ-ten Aufteilungs- und Vershmelzungs-Operationen abgesehen) sehr ähneln. Zu-nähst suhen beiden die Einfügestelle, beziehungsweise den zu löshenden Ein-trag, anshlieÿend wird der Eintrag eingefügt oder gelösht.Das Einfügen und Löshen eines Eintrags läuft auh vergleihbar ab: Imersten Fall wird im Daten- und Indexteil der Daten-Seite durh Vershieben vonEinträgen Platz geshaen, im zweiten Fall wird der Eintrag durh Vershiebungder anderen Elemente übershrieben, es entfällt dabei das Kopieren des Eintrags.In beiden Fällen müssen Verweise im Indexteil angepasst werden; das betritim Durshnitt die Hälfte der Verweise.Für das Vershieben des Speihers wird die Funktion memmove() verwendet,die es erlaubt Speiher korrekt zu vershieben, selbst dann, wenn Ziel und Quell-
110 GUIDO MALPOHLspeiher überlappen. In Abhängigkeit davon, wie sih diese Bereihe überlappen,muss memmove() den Bereih entweder beginnend vom Anfang oder beginnendvom Ende kopieren. Tests mit memmove() auf dem Testrehner haben gezeigt,dass Vershieben mit negativem Oset (das bedeutet: der Zielspeiher beginntvor dem Quellspeiher, den er überlappt) um eine Gröÿenordnung shneller istals das Vershieben mit positivem Oset. Beim Vershieben mit negativem O-set muss der Puer von vorne nah hinten durhlaufen werden, beim Vershiebenmit positivem Oset von hinten nah vorne.Die groÿe Dierenz zwishen dem Zeitbedarf der Einfüge- und Lösh-Opera-tionen ist darauf zurükzuführen, dass bei der Lösh-Operation, die Vershie-bung im Dateiteil der Daten-Seite mit negativem Oset durhgeführt wird, wäh-rend beim Einfügen ein positiver Oset zum Einsatz kommt. Gleihzeitig müssenim Indexteil zwar Vershiebungen in der jeweils umgekehrten Rihtung durhge-führt werden, diese Vershiebungen betreen allerdings im Durhshnitt wenigerSpeiher, da jeder Eintrag im Datenbereih 5 + Länge(Dateiname) Bytes, imIndexbereih jedoh immer nur 4 Bytes belegt. Der Zeitbedarf der Gesamtope-rationen wird daher deutlih von der Vershiebung im Datenteil dominiert, diebei Löshen von Einträgen, aufgrund des negativen Osets, um ein vielfahesshneller abläuft.Fazit Insgesamt zeigen die Operationen das erwartete Laufzeitverhalten. Ins-besondere die Suhe zeigt im relevanten Bereih bis 1000 Einträgen annäherndkonstanten Zeitbedarf und bleibt auh im Bereih bis 10000 Einträgen, trotz ver-mehrter Hash-Kollisionen noh unter einer Suhzeit von 0, 88µsec pro Suhan-frage (3, 92µsec Gesamtzeit - 3, 04µsec benötigte Zeit zum Generieren eines Da-teinamens). Erwartungsgemäÿ ist auh das Laufzeitverhalten der Funktionenzum Hinzufügen und Löshen von Einträgen: Der Zeitbedarf für diese Opera-tionen steigt mit wahsender Verzeihnisgröÿe an, bleibt jedoh im relevantenBereih bei unter 22µsec und zeigt auh oberhalb dieses Bereihs akzeptablesVerhalten.5.3.5.8 ZusammenfassungIn diesem Abshnitt wurde die Verzeihnisverwaltung des Metadatenmanagersvorgestellt. Dabei wurden die intern verwendeten Datenstrukturen und Algo-rithmen vorgestellt, sowie deren Laufzeitverhalten analysiert. Zu den wihtigs-ten Eigenshaften gehört dabei die geringe Dauer der Suhanfragen und eineSpeiherung der Daten, welhe eine sehr eziente Beantwortung von CLF_RQ_-READDIR-Anfragen erlaubt.5.3.6 Flühtige Informationen (Volatile Inode Informati-on)Unter ühtigen Informationen über Inodes versteht man Informationen, diefür den Betrieb des Dateisystems zwar wihtig sind, aber niht auf einem Daten-speiher abgelegt werden müssen, weil sie ihre Bedeutung verlieren, wenn dasDateisystem heruntergefahren wird.Die Informationen, die derzeit verwaltet werden, sind diejenigen zu oenenDateien und veränderten Inodes, obwohl das Modul (VII-Modul, Volatile Inode
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 111Information) bereits in der Lage ist Replikate von Metadaten zu verwalten(siehe 7.2 Zukünftige Arbeiten).Die Verwaltung der Informationen zu oenen Dateien ist notwendig, da-mit die UNIX-Semantik beim Löshens von oenen Dateien eingehalten werdenkann: Dateien, die von einem Prozess geönet sind, können gelösht werden,allerdings vershwindet damit zunähst nur der Verzeihniseintrag der Datei,während die Datei noh so lange bestehen bleibt, wie sie von mindestens einemProzess verwendet wird. Damit diese Semantik auh bei Prozessen auf unter-shiedlihen Knoten eines Cluster-Dateisystems funktioniert, muss der Metada-tenmanager über geönete Dateien Buh führen.Der Manager benahrihtigt das Modul bei den drei Anfragearten: CLF_RQ_-OPEN, CLF_RQ_CLOSE und CLF_RQ_UNLINK. Önet einer der Klienten eine Datei,dann wird dies im VII-Modul gespeihert, beim Shlieÿen der Datei wird derEintrag wieder gelösht. Bei einer Lösh-Anfrage veranlasst der Metadatenma-nager die Verzeihnisverwaltung zur Löshung des Dateinamens aus dem Ver-zeihnis und benahrihtigt dann das VII-Modul. Handelt es sih um eine Datei,über die keine Informationen vorliegen (die also niht geönet ist), werden auhdie Metadaten und die zugehörige Inode-Nummer frei gegeben. Handelt es sihaber um eine Datei, die von mindestens einem Klienten geönet ist, markiertdas Modul den Eintrag entsprehend und vershiebt die Freigabe der Inode biszu dem Zeitpunkt an dem der letzte Klient die Datei shlieÿt.Bei seiner Verwendung im Metadaten-Surrogat verwaltet das Modul auhInformationen zu veränderten Inode-Objekten und Verzeihnissen. Diese Funk-tionalität wird in Abshnitt 5.4.3 behandelt.5.3.7 ZusammenfassungIn diesem Abshnitt wurde der Metadatenmanager vorgestellt und dabei so-wohl seine Zusammenarbeit mit den anderen Komponenten des Dateisystemsbeshrieben, wie auh seine Arhitektur und Details zu den einzelnen Modulen.Das Modul zur Verzeihnisverwaltung und die darin verwendeten Algorithmenund Datenstrukturen wurden besonders detailliert betrahtet.5.4 Metadaten-Surrogat (Proxy)Das Ziel bei der Einführung von Metadaten-Surrogaten ist die Entlastung desMetadatenmanagers durh die Surrogate, welhe die Aufgaben des Managersübernehmen und unter sih aufteilen. Daher sind die Surrogate in Abbildung 5.3zwishen den Klienten und dem Metadatenmanager angeordnet.Die bisher in diesem Kapitel betrahteten Dateisystemkomponenten bildenzusammen bereits ein funktionierendes Dateisystem (siehe auh Abbildung 5.1).Die Komponenten sind um den Metadatenmanager angeordnet, der für die Be-antwortung der Anfragen der Klienten verantwortlih ist. In Abshnitt 5.2.3wurde beshrieben, welhe Anfragen der Metadatenmanager zu bearbeiten hat.Bei Betrahtung der VFS-Shnittstelle (Abshnitt 3.4) gab es nur wenige Aufru-fe, die keine Interaktion mit einer konkreten Dateisystemimplementierung benö-tigen (Kategorie 1, Tabelle 3.2). Von den übrigen Systemaufrufen erfordern alleOperationen eine direkte Interaktion mit dem Metadatenmanager. Betrahtet
112 GUIDO MALPOHLman die impliziten Anfragen, die zur Auösung eines Pfades benötigt werden,dann sind für einen einzelnen Systemaufruf sogar mehrere Anfragen notwendig.Während die zentrale Verwaltung der Metadaten die Konsistenzerhaltungbei ihrer Verarbeitung vereinfaht, so shränkt sie gleihzeitig auh die Skalier-barkeit des Dateisystems ein. Mit der Einführung von Metadaten-Surrogatensoll die Skalierbarkeit verbessert werden. Gleihzeitig werden einzelne, in Bezugauf die Konsistenz kritishe, Operationen, wie beispielsweise die Vergabe vonInode-Nummern, weiterhin von dem zentralen Metadatenmanager bearbeitet.Der folgende Abshnitt gibt zunähst einen Überblik über die neue Rolle derMetadaten-Surrogaten und deren Aufgabenteilung. Dann folgt eine Diskussiondes Aktualisierungsprotokolls zwishen Surrogat und Metadatenmanager. Alsletztes werden zwei Klassen von Operationen vorgestellt, die eine Kooperationvon bis zu vier Surrogate erfordern.5.4.1 ÜbersihtBei Benutzung von Metadaten-Surrogaten rihten die Klienten ihre Anfragenniht mehr an den Metadatenmanager, sondern an eines der Surrogate.3Verteilung der Metadaten Die Surrogate untersheiden sih untereinanderdurh ihre Zuständigkeit für die Metadaten: Für die Verwaltung einer Inodeist immer genau ein Surrogat verantwortlih; handelt es sih bei der Inode umein Verzeihnis, ist das Surrogat auh für die Verwaltung des Verzeihnisinhaltsverantwortlih.Weil es Querverweise zwishen Metadaten gibt, ist es notwendig, dass dieSurrogate kommunizieren, um diese Verweise zu aktualisieren, zu löshen oderneue hinzu zu fügen. Für die Kommunikation untereinander, wie auh für dieKommunikation mit den Klienten ist notwendig, den für eine bestimmte Inodeverantwortlihen Knoten mit möglihst geringem Aufwand zu nden.Die gröÿte Flexibilität würde eine individuelle Zuweisung von Inodes zu Sur-rogaten bieten, die sih zur Laufzeit ändern kann. Auf diese Weise könnten dieInodes so verteilt werden, dass eine möglihst gleihmäÿige Auslastung der Sur-rogate erreiht wird. Allerdings müsste dazu ein Adressbuh geführt werden,bei dem die Komponenten erfragen können, welhes Surrogat für eine bestimmteInode verantwortlih ist. Daher wäre bei jedem Zugri auf Metadaten mindes-tens eine weitere Netzwerkkommunikation notwendig, damit der Klient oderdas Surrogat zunähst erstmal das für eine bestimmte Inode verantwortliheSurrogat aunden kann. Dieser Nahteil kann unter Umständen durh die zeit-weise Zwishenspeiherung der Zuständigkeits-Informationen bei den beteiligtenKomponenten kompensiert werden.Es bleibt zweifelhaft, ob der Vorteil der dynamishen Umverteilung von In-odes die Nahteile, die durh den erhöhten Kommunikations- und Verwaltungs-aufwand entstehen, aufheben kann. Aus diesem Grund wird bei CLF eine fes-te Verteilungfunktion in Abhängigkeit von der Inode-Nummer verwendet. DieFunktion teilt die Inodes reihum anhand der Nummer einem Surrogat zu. Mathe-matish gesprohen: Jedes Surrogat verwaltet Inodes deren Nummern kongruent3 Eine Ausnahme bildet die Montier-Anfrage (CLF_RQ_MOUNT), die nah wie vor an denMetadatenmanager gerihtet wird.



















Abbildung 5.9: Modularer Aufbau des CLF Metadaten-Surrogatsfest für bestimmte Metadaten verantwortlih ist. Diese Zuständigkeit entshei-det sih mittels eine Hash-Funktion über die Inode-Nummer.Der Metadatenmanager nimmt eine koordinierende Rolle ein. Er verwaltetwenige zentrale Datenstrukturen (z.B. die Liste der benutzen Inodes) und spei-hert weiterhin alle Metadaten. Bei Änderungen erhält er Aktualisierungsnah-rihten von den Surrogaten.Aus Siht des Klienten besteht der einzige Untershied zwishen der Benut-zung von Metadaten-Surrogaten und einem zentralen Metadatenmanager in derAdressierung der Anfragen, die im ersten Fall an das jeweils zuständige Sur-rogate und im zweiten Fall grundsätzlih an den Metadatenmanager gesendetwerden.Die folgenden Abshnitte betrahten den modularen Aufbau der Surroga-te (Abshnitt 5.4.2), sowie die in der Kommunikation mit Metadatenmanager(Abshnitt 5.4.3) und Klient (Abshnitt 5.4.4) verwendeten Kommunikations-muster.5.4.2 ArhitekturDer interne Aufbau der Surrogate (Abbildung 5.9) ähnelt dem des Metadaten-managers. Alle für den Manager entwikelten Module kommen hier wieder zumEinsatz. Dies ist aber auh niht überrashend, da die Surrogate ähnlihe Auf-gaben haben, wie der Manager selbst. Das neue Modul Inode Number Cahewird in Abshnitt 5.4.3.3 behandelt.Einige Module mussten aufgrund der speziellen Anforderungen der Surrogateim Vergleih zu der im Metadatenmanager verwendeten Funktionalität erweitertwerden. Die Module Alloation Manager, Diretory Contents und Volatile InodeInformation haben zusätzlihe Funktionen erhalten, um den Informationsaus-taush zwishen dem Metadatenmanager und dem Surrogat zu vereinfahen. Diezusätzlihen Funktionen dienen beispielsweise dazu, die Daten-Seiten der Ver-zeihnisverwaltung komplett zu vershiken oder bestimmte Inode-Nummern zureservieren.Die oberste Shiht (Metdata Proxy) in Abbildung 5.9 untersheidet sih al-lerdings vollständig von der in Abbildung 5.4 (Metadata Server): Während der
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 115Metadatenmanager nah der Initialisierungsphase, in der er Kongurationsin-formationen an die Daten-Server und Surrogate versendet, in die Dienstphaseübergeht, in der alle ankommende Anfragen beantwortet werden, benötigt einSurrogat zusätzlihe Informationen über das Dateisystem und sih selber, umAnfragen beantworten zu können:1. Anzahl nSur und Adresse adr(i) i ∈ {0, . . . , nSur} aller Surrogate2. Eigene Position (iSur) in dieser ListeDiese Informationen erhält ein Surrogat beim Start von Metadatenmanagerund kann damit bestimmen, für welhe Inodes es verantwortlih ist. Der Index ides für die Inode mit der Nummer InodeNr verantwortlihen Surrogats S unddessen Adresse lässt sih wie folgt bestimmen:
i = InodeNr mod nSur
S = adr(i)Mit den Informationen ist es auh möglih die bestehenden Module zur Ver-waltung der Inodes weiter zu verwenden, obwohl nur ein Teil der Inodes aufjedem Knoten gespeihert werden sollen. Wie in Abshnitt 5.3.4 beshrieben,werden in den Modulen die Inodes durh ihre Nummer adressiert und hin-tereinander in einer Datei gespeihert. Auf den Surrogaten würde daher nur
(1/nSur)-tel der Einträge benutzt werden, die übrigens würden leer bleiben.Um das zu vermeiden, werden die Inodes bei Benutzung der Module Inode Ca-he und Alloation Manager niht über ihre Inode-Nummer sondern über denIndex ⌊ InodeNummer
nSur
⌋ adressiert.Der Rest des Abshnitts 5.4 behandelt die oberste Shiht der Arhitek-tur des Surrogats und wie diese die in diesem Kapitel beshriebenen Moduleeinsetzt. Der folgende Abshnitt betrahtet zunähst die Kommunikation mitdem Metadatenmanager, in Abshnitt 5.4.4 steht die Kommunikation mit denKlienten im Vordergrund.5.4.3 Kommunikation mit dem MetadatenmanagerDie Kommunikation zwishen Surrogat und Metadatenmanager ist dominiertvon den Aktualisierungsnahrihten der Surrogate. Darüber hinaus lassen sihaber noh zwei weitere von insgesamt drei Teilbereihen identizieren:1. Initialisierung der Daten auf den Surrogaten, (5.4.3.1)2. Aktualisierung der Daten des Metadatenmanagers und (5.4.3.2)3. Inode-Nummern Verwaltung des Metadatenmanagers. (5.4.3.3)5.4.3.1 InitialisierungDie Surrogate benden sih, wie auh die Daten-Server (Abshnitt A) nah ih-rem Start in einem Kongurationsmodus, in dem sie zunähst keine Anfragenbeantworten, sondern auf die Initialisierung durh den Metadatenmanager war-ten. Die Initialisierung ist im Vergleih zu den Daten-Servern aufwändiger, weilniht nur die Konguration des Dateisystems übermittelt wird, sondern auhalle Metadaten, für die das Surrogat verantwortlih ist.
116 GUIDO MALPOHLDie Initialisierung erfolgt in zwei Phasen: In der ersten sendet der Meta-datenmanager zunähst einmal die Grundinformationen (Nahrihtentyp CLF_-RQ_PROXY_INIT_START) über das Dateisystem an die Surrogate:Index des Adressaten und Zahl aller Surrogate. Dies sind, zusammenmit den Adressen aller Surrogate, die wihtigsten Daten zur Berehnungder Zuständigkeit für ein Inode-Objekt.Lokaler Pfad. Der Pfad unter dem das Surrogat seine Daten speihert. Even-tuell vorhandene Daten in diesem Pfad werden beim Start gelösht, dadas Surrogat alle Daten vom Metadatenmanager erhält.Die Paradis-Net-Adresse aller Surrogate. Diese Liste wird benötigt, dadie Surrogate bei manhen Operationen zusammen arbeiten müssen.Nahdem der Metadatenmanager von allen Surrogaten eine Quittung erhaltenhat, geht er in die zweite Phase der Initialisierung über. Dabei durhläuft er allebenutzten Inode-Objekte und sendet diese einzeln an das jeweils verantwortliheSurrogat.Handelt es sih bei einem Inode-Objekt um ein Verzeihnis, dann muss auhder Inhalt des Verzeihnisses an das Surrogat gesendet werden. Zu diesem Zwekwerden die Informationen in Form der Daten-Seiten (Abshnitt 5.3.5.2) an dieNahriht angehangen. Auf diese Weise können die Seiten bei den Surrogaten di-rekt in das Verzeihnisverwaltungs-Modul hineinkopiert werden, ohne dass eineweitere Bearbeitung notwendig ist. Einzig die Index-Seiten des Verzeihnissesmüssen bearbeitet werden, da diese absolute Verweise auf die Daten-Seiten desManagers enthalten.Auf jedem Surrogat wird nur ein der Teil der gesamten Verzeihnisinfor-mationen gespeihert. Im Gegensatz zu den Inode-Objekten, die aufgrund ihrerNummer, die als Shlüssel für den Zugri verwendet wird, an einem festgelegtenPlatz gespeihert werden müssen, ist es auÿerhalb des Verzeihnisverwaltung-Moduls irrelevant, welhe konkrete Seitennummer eine bestimmte Index-Seitebelegt, solange diese Nummer in dem Inode-Objekt korrekt gespeihert wird.Daher erfolgt die Verwaltung der Verzeihnissinformationen auf jedem Surrogatlokal, das bedeutet, dass die Verzeihnis- und Index-Seiten, die der Managerdem Surrogat bei der Initialisierung sendet, dort in anderen Seiten gespeihertwerden. Die absoluten Verweise auf den Index-Seiten werden vom Manager zu-nähst in relative Verweise umgewandelt, die der Reihenfolge der Daten-Seitenin der Nahriht entspriht, und auf der Empfängerseite werde diese wieder inabsolute Verweise umgewandelt, sobald den Daten-Seiten lokale Seitennummernzugewiesen wurden.Sind alle Metadaten an die Surrogate verteilt worden, sendet der Metada-tenmanager diesen eine Nahriht vom Typ CLF_RQ_PROXY_INIT_END, die sie inden Dienstmodus versetzt.5.4.3.2 AktualisierungNah der Initialisierung durh den Metadatenmanager besteht zwishen denMetadaten auf den Surrogaten und auf dem Manager kein Untershied. Diesändert sih, sobald die Metadaten durh Zugrie der Klienten manipuliert wer-den. Um die Daten auf dem Manager zu aktualisieren, senden die Klienten inregelmäÿigen Abständen Aktualisierungsnahrihten an diesen.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 117DasVolatile Inode Information-Modul (VII-Modul) führt Buh darüber, wel-he Inodes und welhe Verzeihnisinhalte auf einem Surrogat geändert wurden.Die Veränderungen werden von den Bearbeitungsfunktionen der Anfragen andas VII-Modul gemeldet. Ein zusätzliher Ausführungsfaden überprüft durheine Anfrage an das Modul (standardmäÿig einmal pro Sekunde), ob sih dieMetadaten geändert haben und eine Aktualisierung des Managers notwendigist. Zu Aktualisierung des Metadatenmanagers verwenden die Surrogate zweiNahrihtentypen: Zum einen werden geänderte Verzeihnisse einzeln mit demin Abshnitt 5.4.3.1 beshriebenen Verfahren an den Manager vershikt. Zumanderen werden, um bei den geänderten Inode-Daten eine groÿe Menge vonNahrihten zu vermeiden, die geänderten Inodes in Blöken von 314 Inodes (≈32 KB pro Nahriht) an den Manager geshikt. Bei Empfang der Nahrihtenübersheibt der Metadatenmanager die alten Daten mit den neuen.Der Metadatenmanager erhält mit jeder Aktualisierungsnahriht nur eineMoment-Aufnahme des jeweiligen Surrogats, der Gesamtzustand muss jedohin sih niht konsistent sein, da die Surrogate zu untershiedlihen Zeitpunktenihre Aktualisierungen shiken. Ein konsistenter Stand wird erst beim Herun-terfahren des Dateisystems erreiht, oder wenn während eines gesamten Ak-tualisierungszyklus keine weiteren Änderungen an den Metadaten durhgeführtwurden.Für die Entwiklung von CLF wurde nur eine zeitlih regelmäÿige Aktua-lisierung implementiert. Diese Form führt unter Umständen zu unnötigen Ak-tualisierungen, also mehrmaligen aufeinander folgenden Aktualisierungen dergleihen Inodes, die zu gröÿerem Netzwerkverkehr führen. Das Finden einesgünstigen Zeitpunktes für die Aktualisierung ist ein Optimierungsproblem: Aufder einen Seite soll möglihst lange mit der Aktualisierung gewartet werden, ummehrmalige Aktualisierungen und damit unnötigen Netzwerkverkehr zu vermei-den. Auf der anderen Seite muss das VII-Modul jedes Surrogaten eine Liste dergeänderten Inodes und Verzeihnisse führen, die einen gewissen Speiherplatzund Verwaltungsaufwand erfordern, der mit der Gröÿe der Liste steigt. Es er-sheint also sinnvoll, den Zeitpunkt der Aktualisierung einerseits von der seitder letzten Aktualisierung vergangen Zeit und andererseits von der Anzahl dergeänderten Metadaten abhängig zu mahen. Im Rahmen dieser Arbeit wurdedieses Problem niht weiter untersuht.5.4.3.3 Inode-Nummern VerwaltungAuh wenn die Verantwortung für Inodes auf die Surrogate verteilt wurde, ver-bleibt die Verwaltung der Inode-Nummern beim Metadatenmanager. Dazu müs-sen zwei Arten von Anfragen beantwortet werden:1. Die Anforderung einer freien Inode-Nummer, wenn eine neue Dateioder ein neues Verzeihnis angelegt wird.2. Die Rükgabe einer niht mehr verwendeten Inode-Nummer,wenn eine Datei oder ein Verzeihnis gelösht wird.Wir betrahten den Einsatz dieser Anfragen anhand des Lebenszyklus einer Da-tei D: Die Datei D soll in einem Verzeihnis V angelegt werden. Diese Anfrageerhält das Surrogat S, das für die Verwaltung des Verzeihnisses verantwort-lih ist. Dieses Surrogat fordert für die neue Datei eine freie Inode-Nummer
118 GUIDO MALPOHLbeim Metadatenmanager an. Nah Erhalt der Nummer InNr, wird die Dateiinitialisiert, in das Verzeihnis V eingetragen und kann dann von allen Klientenbenutzt werden. (Wir nehmen an dieser Stelle der Einfahheit halber an, dassdie Metadaten der Datei auh von S verwaltet werden.)Das Löshen der Datei erfolgt durh den Klienten über eine Anfrage an S,dem Verantwortlihen für D. Daraufhin wird zunähst der Verzeihniseintragvon D aus dem Verzeihnis V entfernt, anshlieÿend wird das zu löshendeInode-Objekt dem VII-Modul gemeldet, das (wie in Abshnitt 5.3.6 für denMetadatenmanager beshrieben) eine Liste der auf Klienten geöneten Dateienführt. Die Anforderung der Löshung der Metadaten von D wird so lange verzö-gert, wie die Datei D auf einem Klienten geönet ist. Ist dies niht (mehr) derFall, kann die Datei endgültig gelösht werden, indem die frei gewordene Inode-Nummer an den Manager geshikt und auf dem Surrogat als ungültig markiertwird. Der Metadatenmanager gibt shlieÿlih die empfangene Inode-Nummer
InNr in der zentralen Datenstruktur frei, nahdem der Dateiinhalt auf denDaten-Servern gelösht wurde. Ab diesem Zeitpunkt ist InNr wieder verfügbarund wird bei Bedarf an ein Surrogat vergeben, das eine Nummer anfordert.Um dem Kommunikationsaufwand und gleihzeitig die Verzögerungen durhdie zusätzlihe Anfrage beim Anlegen von Dateien und Verzeihnissen zu ver-meiden, wird das Modul Inode Number Cahe eingesetzt. Es speihert eine grö-ÿere Menge Inode-Nummern, die es mittels einer speziellen Anfrage (CLF_RQ_-PROXY_ALLOC_INODES) vom Metadatenmanager erhalten hat. Benötigt das Sur-rogat eine neue Inode-Nummer, kann das Modul die Anfrage lokal aus den zuvorbeantragten und vorgehaltenen Inode-Nummern beantworten. Sobald die Zahlder vorgehaltenen Nummern einen gewissen Wert untershreitet, wird im Hin-tergrund ein neuer Inode-Nummern-Blok vom Metadatenmanager angefordert.Durh die Zwishenspeiherung muss einerseits weniger kommuniziert werden(eine Anfrage für eine groÿe Menge Nummern) und andererseits wird die Ver-zögerung, die bei individuellen Anfragen an den Metadatenmanager entstehenwürde, vollständig verborgen.Ähnlih gehen die Surrogate auh bei der Rükgabe der frei gewordenenNummern vor: Diese werden niht sofort gemeldet, sondern zunähst gesammeltund zum Aktualisierungszeitpunkt an den Metadatenmanager gesendet.Hierbei ist zu beahten, dass für die blokweise Herausgabe der Inode-Num-mern der Metadatenmanager zusätzlihe Informationen speihern muss. Die an-geforderten Inode-Nummern werden niht sofort verwendet, sind also niht inGebrauh. Um den Zustand einer Inode, deren Nummer bereits rausgegebenwurde, die aber noh keine Datei und kein Verzeihnis repräsentiert, inner-halb der Managers zu markieren, werden die Inode-Daten in einen ungültigenZustand versetzt, anhand dessen der Manager erkennen kann, dass die Inode-Nummer zwar shon an ein Surrogat vergeben wurde, aber dieser sie noh nihtverwendet. Erst wenn die Inode-Nummer verwendet wird wird diese im Zugeder Aktualisierung in einen gültigen Zustand versetzt.5.4.3.4 Zusammenfassung AktualisierungDas VII-Modul verwaltet drei Arten Informationen über Inodes, die auf demzentralen Metadatenmanager aktualisiert werden müssen: geänderte Verzeih-nisse, geänderte Inodes (siehe 5.4.3.2) und gelöshte Inodes (siehe 5.4.3.3).Wie die zu aktualisierenden Daten an den Manager gesendet werden, ist in















inode : Inode Nummer
Abbildung 5.10: Aktualisierung geänderter und gelöshter Inodes auf dem Me-tadatenmanagerAbbildung 5.10 zu sehen. Das Sequenzdiagramm stellt den Verlauf der Kommu-nikation vereinfaht dar und beshreibt einen vollständigen Aktualisierungspro-zess (send_update()). Zunähst wird geprüft, ob Verzeihnisse geändert wur-den. Ist das der Fall, werden die Inode und Verzeihnisinformationen einzeln alsCLF_RQ_RCV_INODE-Anfragen an den Manager gesendet. Wurden Inodes ver-ändert, die im ersten Shritt noh niht aktualisiert wurden, werden diese imzweiten Shritt zusammen als CLF_RQ_RCV_INODES-Anfrage an den Managergeshikt.Im letzten Shritt werden shlieÿlih alle gelöshten Inode-Nummern alsCLF_RQ_DEALLOC_INODES-Nahriht an den Manager gemeldet. Anshlieÿend istdie Aktualisierung beendet. Die send_update()-Funktionwird auf jedem Surro-gat in regelmäÿigen Abständen aufgerufen und blokiert während ihres Ablaufsdie Beantwortung von Anfragen, die Metadaten verändern. Wie aus dem Se-quenzdiagramm zu ersehen ist, warten die Surrogate allerdings niht auf eineBestätigung des Managers, denn die Aktualisierungsnahrihten sind asynhronimplementiert. Für das Surrogat ist es niht wihtig, wann der Manager seineDaten aktualisiert und weil Paradis-Net garantiert, dass die Daten dort eintref-fen, kann das Surrogat auf den Erhalt einer Quittung verzihten.Bezüglih der Aktualisierung von Verzeihnisinhalten ist das Protokoll sehrgrob, da ein geändertes Verzeihnis immer komplett an den Metadatenmanagergesendet wird. An dieser Stelle gibt es weitere Optimierungsmöglihkeiten, dieallerdings im Rahmen dieser Arbeit niht untersuht wurden.5.4.4 Kommunikationsmuster bei KlientenanfragenEine gleihmäÿige Verteilung der Metadaten wird bei CLF dadurh erreiht,dass die Inodes anhand ihrer Nummer und unabhängig von ihrem Inhalt, reihumauf die Surrogate verteilt werden (siehe 5.4.1). Nahteil dieses Verteilungsshe-
120 GUIDO MALPOHLBeantwortung durh... Anfragetypen sieheMetadatenmanager CLF_RQ_MOUNT, CLF_RQ_UMOUNT, CLF_RQ_STATFS -1 Surrogat CLF_RQ_LOOKUP, CLF_RQ_READ_INODE, CLF_RQ_-NOTIFY_CHANGE, CLF_RQ_OPEN, CLF_RQ_CLOSE,CLF_RQ_READDIR 5.4.4.1(Seite 120)
≤ 2 Surrogate CLF_RQ_CREATE, CLF_RQ_UNLINK, CLF_RQ_MKDIR,CLF_RQ_RMDIR 5.4.4.2(Seite 122)
≤ 4 Surrogate CLF_RQ_RENAME 5.4.4.3(Seite 124)Tabelle 5.3: Die an der Beantwortung einer Anfrage beteiligten Komponentenmas ist es, dass es mit hoher Wahrsheinlihkeit Unterverzeihnisbeziehungenzwishen Inodes gibt, die auf vershiedenen Surrogaten verwaltet werden. Diesist Folge der quasi zufälligen Verteilung der Inodes anhand ihrer Nummer underfordert bei bestimmten Anfragen die Zusammenarbeit mehrerer Surrogate.Die Anfragen, die eine Zusammenarbeit mehrerer Surrogate erfordern, werdenpotentiell-kooperativ genannt.Zunähst werden drei Kategorien von Anfragen untershieden, die sih inder Zahl der beteiligten Inode-Objekte untersheiden. Die Zahl der betroenenInode-Objekte entspriht direkt der potentiellen Zahl an Surrogaten, die an derErfüllung der Operation beteiligt sein können. Die Kommunikationsmuster, diedadurh entstehen, werden in den folgenden Abshnitten genauer betrahtet.Tabelle 5.3 teilt die CLF Anfragen nah der Zahl der beteiligten Surrogateein und enthält Verweise auf die Abshnitte, die sih mit der jeweiligen Kategoriebefassen. Die Tabelle enthält aus Gründen der Vollständigkeit auh die Kate-gorie der Anfragen, die der Metadatenmanager beantwortetet. Diese Anfragenbetreen keine einzelnen Inodes; sie dienen der Initialisierung (CLF_RQ_MOUNT)bzw. dem Abmelden (CLF_RQ_UMOUNT) des Klienten oder fragen allgemeine In-formationen über das Dateisystem ab (CLF_RQ_STATFS) und werden daher imFolgenden niht weiter behandelt.5.4.4.1 Einfahe Anfragen: 1 SurrogatDie einfahen Anfragen können von einem einzelnen Surrogat beantwortet wer-den, da sie nur ein Inode-Objekt betreen. Die Anfragen untersheiden sihkaum von einer Anfrage an den Metadatenmanager. Die Anfragen, die in die-se Kategorie fallen (siehe Tabelle 5.3) mahen gleihzeitig auh bis zu 95% dergesamten Anfragen aus [27℄. Vor allem die CLF_RQ_LOOKUP- und CLF_RQ_-READ_INODE-Anfragen können daher besonders ezient bearbeitet werden.Als Beispiel für eine Anfrage dieser Kategorie betrahten wir eine NotifyChange-Anfrage, die der Klient bei einer Änderung der Inode-Daten versen-det, wie beispielsweise aufgrund eines hmod-Befehls. Abbildung 5.11 zeigt einSequenzdiagramm [39℄, das den Verlauf einer solhen Anfrage darstellt. Diesesund die folgenden Sequenzdiagramme dienen dazu den Ablauf einer typishenAnfrage zu veranshaulihen. Daher wurden sie so vereinfaht, dass sie nur diefür das Verständnis notwendigen Funktionsaufrufe und Daten enthalten undFehlerbehandlung weitgehend ausgeklammert wird. Die Interaktionspartner (inAbbildung 5.11: Surrogat, :Klient und Manager) stellen jeweils eine Komponente
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(Inode Nummer der neuen Datei)
name : String
(Inode Nummer des Verzeichnisses in dem die Datei erzeugt wird)
(Name der zu erzeugenden Datei)











refAbbildung 5.12: Das Sequenzdiagramm einer Create-Anfrageshenzeitlih gelösht hat.5.4.4.2 Erzeugen und Löshen: bis zu 2 SurrogateDie in diesem und im folgenden Abshnitt beshriebenen potentiell-kooperativenAnfragen benötigen im Allgemeinen mehr als ein Surrogat für ihre Bearbeitung.Die tatsählihe Anzahl der Surrogate ist neben dem Anfragetyp jedoh auhabhängig von den Anfrageparametern, genauer gesagt: von den betroenen Ino-des. Die in Tabelle 5.3 und in diesen Abshnitten genannte Zahl an Surrogatenstellt eine obere Grenze dar, die dann erreiht wird, wenn alle betroenen Inodesvon untershiedlihen Surrogaten verwaltet werden.Für den Fall, dass zwei an einer Anfrage beteiligte Inodes von dem gleihenSurrogat verwaltet werden, handelt es sih bei den Nahrihten zwishen denbeiden vermeidlih untershiedlihen Surrogaten lediglih um lokale Funktions-aufrufe. Die potentiell-kooperative Anfrage wird in diesem Fall wie eine einfaheAnfrage von einem Surrogat bearbeitet. (Daher auh potentiell-kooperativ.) Inden Sequenzdiagrammen 5.12 und 5.13 wird jedoh vereinfahend vom ungüns-tigsten Fall ausgegangen, bei dem alle Inodes von untershiedlihen Surroga-ten verwaltet werden. Alle potentiellen Netzwerknahrihten werden daher alsNahrihten zwishen untershiedlihen Komponenten dargestellt.Die Anfragen zum Erzeugen von Dateien betreen immer zwei Inodes: Zumeinen die Inode, die das Verzeihnis repräsentiert, in dem der Eintrag erstelltwird (dir) und zum anderen die Inode der neu erstellten Datei (inode). Das Se-quenzdiagramm in Abbildung 5.12 zeigt den Ablauf einer reate()-Anfrage zumErzeugen einer Datei. Diese Anfrage gleiht der zum Anlegen eines Verzeihnis-ses, der einzige Untershied besteht in den verwendeten Nahrihtentypen.











(Inode Nummer der betroffenen Datei)
(Inode Nummer des neuen Verzeichnisses)
(Inode Nummer des ursprünglichen Verzeichnisses)
(der neue Dateiname)
(der ursprüngliche Dateiname)uName : String
nName : String
uDir : Inode Nummer
nDir : Inode Nummer
inode : Inode Nummer
aEntry : Inode Nummer (Inode Nummer einer eventuell exisiterenden Datei oder eines Verzeichnisses)
[aEntry != 0]
rm_entry(nDir, nName)
























refAbbildung 5.13: Für eine Rename-Anfrage müssen bis zu 4 Surrogate zusammenarbeiten.5.4.4.3 Umbenennen: bis zu 4 SurrogateDie Rename-Operation des VFS4 ist eine komplexe Operation: Sie dient, wie ihrName andeutet, zum Umbenennen von Dateien oder Verzeihnissen. Darüberhinaus ist es aber gleihzeitig möglih, die Datei oder das Verzeihnis in einanderes Verzeihnis zu vershieben. Parameter der Operation sind daher nebendem ursprünglihen und dem neuen Namen des betroenen Eintrags (uName,nName) auh das ursprünglihe und das neue Verzeihnis, in dem die Datei oderdas Verzeihnis abgelegt ist/wird (uDir, nDir).Für die folgende Betrahtung der potentiell-kooperativen Operation werdenwir annehmen, dass eine gleihzeitige Umbenennung und Vershiebung einerDatei mit der Inode-Nummer inode durhgeführt wird (uName 6= nName unduDir 6= nDir). Weiterhin wird angenommen, dass die Metadaten des betroenenEintrags und die Metadaten der beiden Verzeihnisse auf untershiedlihen Sur-rogaten verwaltet werden. Unter diesen Annahmen sind genau drei Surrogatean der Operation beteiligt. Ein weiteres Surrogat kommt noh hinzu, wenn wir4Auf der Kommandozeile von UNIX ist die Operation unter dem Namen mv (Abkürzungfür move) bekannt.
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h im Zielverzeihnis nDir bereits ein Eintrag (aEntry) unterdem Namen nName bendet, der von einem vierten Surrogat verwaltet wird. Istdies der Fall, wird der bestehende Eintrag gelösht und durh den neuen ersetzt.Abbildung 5.13 zeigt das Sequenzdiagramm der Umbenennungsoperation.Die Anfrage wird von einem Klienten gestellt und sie beginnt mit einem Auf-ruf der rename() Einshubmethode mit den bereits vorgestellten Parametern.Die Methode sendet diese Parameter in einer Nahriht vom Typ CLF_RQ_-RENAME an Surrogat2, das für die Verwaltung des Quellverzeihnisses uDirverantwortlih ist. Das Surrogat entfernt zunähst einmal den Eintrag uNameaus diesem Verzeihnis (rm_entry(uDir, uName)). An dieser Stelle erfolgt einewihtige Fehlerbehandlung, die jedoh niht im Sequenzdiagramm dargestelltist: Für den Fall, dass der Eintrag der Datei niht (mehr) existiert, kann dieOperation als Ganzes niht durhgeführt werden, weil eine Vershiebung und/-oder Umbenennung ohne die ursprünglihe Datei niht durhgeführt werden. Indiesem Fall wird die Operation an dieser Stelle abgebrohen und eine Fehler-meldung an den Klienten geshikt.Ist das Entfernen des Eintrags erfolgreih verlaufen, sendet das Surrogat eineCLF_RQ_INSERT_ENTRY-Anfrage an Surrogat1, das für die Verwaltung desZielverzeihnisses nDir zuständig ist. Mit dieser Anfrage überträgt es gleihzei-tig auh die Verantwortung für die Beantwortung der Anfrage des Klienten anSurrogat1 (per pdn_forward()). Nah Versenden der Nahriht meldet Surrogat2die Änderung des Verzeihnisinhalts von uDir an sein VII-Modul und hat damitseine Aufgabe erfüllt.Surrogat1 prüft zunähst durh Aufruf der nd_entry()-Funktion, ob bereitsein Eintrag unter dem gewünshten Namen nName vorhanden ist. Ist dies derFall, wird der Bereih ausgeführt, der im Sequenzdiagramm als optional gekenn-zeihnet ist.Innerhalb des optionalen Bereihs wird die bereits unter dem Namen be-stehende Datei entfernt, indem zunähst der Verzeihniseintrag durh Aufrufder rm_entry()-Methode entfernt wird. Anshlieÿend muss auh die zu der Da-tei gehörenden Inode gelösht werden. Diese Inode (aEntry) wird von einemweiteren Surrogat (Surrogat4) verwaltet, dem Surrogat1 zu diesem Zwek eineNahriht vom Typ CLF_RQ_REM_INODE shikt. Das Surrogat4 lösht durhAufruf der do_remove()-Methode daraufhin die Inode (sobald sie von keinemder Klienten mehr geönet gehalten wird). Während des nähsten Aktualisie-rungszyklus wird das Löshen der Inode an den Metadatenmanager gemeldet.Weil der genaue Zeitpunkt der Aktualisierung niht fest steht, wurde dieser Teildes opt-Blokes durh einen Riss vom Rest des Diagramms abgetrennt.Anshlieÿend wird von Surrogat1 der Verzeihniseintrag der umbenannten/ vershobenen Datei hinzugefügt (add_entry()) und das Verzeihnis als geän-dert beim VII-Modul gemeldet (dir_hanged()).Weil sih mit der Vershiebung des Eintrags von inode auh der Änderungs-zeitpunkt (time) der Inode ändert, muss Surrogat1 dem für die Verwaltungvon inode verantwortlihen Surrogat3 eine entsprehende Änderungsnahriht(CLF_RQ_NOTIFY_CHANGE) shiken. Das Surrogat3 ändert daraufhin dieden Zeitstempel (hange_inode()) und registriert die Änderung der Inode mit-tels inode_hanged(). Surrogat1 meldet gleihzeitig den erfolgreihen Abshlussder Operation mit einer CLF_RS_RENAME-Nahriht an den Klienten.Im Rahmen der Umbenennung werden auf allen beteiligten Surrogaten Me-tadaten geändert, so dass in der jeweils folgenden Aktualisierungsphase (Update-
126 GUIDO MALPOHLInodes) die Veränderungen an den Metadatenmanager gemeldet werden. Im Se-quenzdiagramm 5.13 ist dies, wie auh shon in Abbildung 5.12, durh einenRiss dargestellt, weil der Zeitpunkt und die Reihenfolge der Aktualisierung derSurrogate niht fest steht. Der Zeitpunkt der Aktualisierungen wird niht durhdie betrahtete Operation, sondern durh die Konguration des Dateisystemsbestimmt.Fehler Neben der bereits betrahteten Fehlersituation auf Surrogat2, kann eszu einer weiteren Fehlersituation kommen, wenn das Verzeihnis nDir bereitsvoll ist. In diesem Fall shlägt der Aufruf add_entry(nDir, nName, inode) fehl.Aufgrund dieses Fehlers muss Surrogat1 wiederum Surrogat2 kontaktieren,um die Datei wieder in ihrem ursprünglihen Verzeihnis uDir einzutragen. Sur-rogat1 meldet anshlieÿend den Fehler an den Klienten.In Abshnitt 5.4.4.1 wird ein Fehlerzustand bei der Notify Change-Anfragebeshrieben. Das in dem Abshnitt beshriebene Fehler-Szenario setzt vorraus,dass die Inode von einem anderen Klienten gelösht wird. Weil aber die ver-änderte Inode zum Zeitpunkt der Aktualisierung nah der Umbenennung inkeinem Verzeihnis aufgeführt ist, kann es bei der Umbenennung niht zu dieserSituation kommen.5.4.5 AufwandsbetrahtungIn diesem Abshnitt wurde das Konzept der Surrogate vorgestellt. Zunähstwurde die, leiht vom Metadatenmanager abweihende, Arhitektur sowie dieModikationen und Erweiterungen der gemeinsam verwendeten Module be-shrieben. Weiterhin wurde die Kommunikation mit dem Metadatenmanagermit dem Fokus auf die Aktualisierungsprotokolle und shlieÿlih die Zusam-menarbeit der Surrogate bei Beantwortung bestimmter Klienten-Anfragen be-trahtet.Durh die Verteilung der Inodes auf eine Reihe von Surrogaten ist der Ab-lauf der Anfragen zum Erzeugen, Löshen und Umbenennen von Dateien undVerzeihnissen aufwändiger geworden, da diese Anfragen in der Regel mehr alsein Surrogat für ihre Bearbeitung benötigen. Solhe potentiell-kooperativen An-fragen müssen zunähst zu einem der Surrogate geshikt werden, welhes sieseinerseits an ein weiteres Surrogat weitergibt, das shlieÿlih die Antwort anden Klienten shikt.Insgesamt sind also maximal drei Netzwerkoperationen notwendig, währendbei Einsatz eines zentralen Metadatenmanagers und bei den übrigen Anfragety-pen, die nur ein Surrogat betreen, nur zwei Netzwerktransfers notwendig sind.Unter der (sehr pessimistishen) Annahme, dass Netzwerkoperationen den Zeit-bedarf einer Anfrage dominieren, ist die Bearbeitung einer einzelnen Anfragedurh Surrogate also um bis zu 50% zeitaufwändiger.Auf der anderen Seite ist zu beahten, dass die betroenen Anfragen rela-tiv selten auftreten und die vielfah häugeren einfahen Anfragen (aus Ab-shnitt 5.4.4.1) durh die Verteilung auf mehrere Dienstgeber shneller bearbei-tet werden können. Dem vorliegenden Entwurf liegt die Annahme zu Grunde,dass gerade bei groÿer Anfragelast die Gesamtleistung des Dateisystems, trotzdes höheren Aufwands für Anfragen dieser Kategorie, steigen wird. Diese An-nahme wird durh die Messungen in Kapitel 6 bestätigt.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 1275.5 ZusammenfassungCLF besitzt im Vergleih zu anderen Cluster-Dateisystemen, wie beispielswei-se PVFS [17℄ und Lustre [9℄, neben den üblihen Komponenten Klient, Daten-Server undMetadatenmanager, als neuartige Komponente dieMetadaten-Surro-gate. Surrogate werden eingesetzt um den zentralen Metadatenmanager zu ent-lasten, indem sie stellvertretend für den Manager die Anfragen der Klienten be-antworten. Die Surrogate teilen dazu die Metadaten mittels eines Hash-Wertesuntereinander auf und sind jeweils nur für die auf ihnen gespeiherten Metada-ten verantwortlih.Die Klienten wurden so modiziert, dass sie ihre Anfragen entsprehend desHash-Wertes der betroenen Metadaten an das zuständige Surrogat rihten.Abgesehen von der variablen Adressierung des Dienstgebers, besteht für sie al-lerdings kein Untershied zwishen der Benutzung des zentralen Managers undden verteilten Surrogaten.Aufgrund der Abhängigkeiten zwishen Metadaten auf untershiedlihen Sur-rogaten ist es notwendig, dass sie sih einerseits über den Manager und ande-rerseits auh untereinander abstimmen. Bei bestimmten potentiell-kooperativenKlienten-Anfragen ist es notwendig, dass bis zu vier Surrogate an der Ausfüh-rung der Operation beteiligt sind, normalerweise genügt jedoh ein einzelnesSurrogat. Die Anzahl der Surrogate ist zur Laufzeit des Dateisystems fest, kannjedoh vor jedem Start neu festgelegt werden.In diesem Kapitel wurde der Entwurf und die Implementierung der vierKomponenten des Dateisystems beshrieben, sowie die verwendeten Kommuni-kationsprotokolle. Das folgende Kapitel wird sowohl die Eektivität der Imple-mentierung als Ganzes, wie auh die Leistungsverbesserungen durh den Einsatzder Surrogate anhand von Benhmarks untersuhen.
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Kapitel 6AuswertungDieses Kapitel präsentiert die Ergebnisse der quantitativen Evaluierung desDateisystems CLF im Allgemeinen und dem Einsatz von Surrogaten im Be-sonderen. Die Evaluierung erfolgt anhand von Medabenh, einem Benhmark,der die Metadaten-Leistung von Cluster-Dateisystemen misst. Im folgenden Ab-shnitt wird zunähst der Medabenh vorgestellt, im Anshluss daran wird derverwendete Cluster beshrieben und die Ergebnisse der Messungen vorgestellt.6.1 MedabenhObwohl es eine groÿe Zahl von Benhmarks für Dateisysteme gibt, sind nurwenige für Cluster-Dateisysteme verfügbar. In der Regel handelt es sih dabeium Erweiterungen lokaler Benhmarks, die in der Lage sind die Tests auf meh-reren Knoten eines Clusters gleihzeitig auszuführen und die Einzelergebnissezu einem Gesamtergebnis zu kombinieren. Noh seltener sind Benhmarks zurMessung der Metadatenleistung in Clustern. Tatsählih konnte trotz intensiverReherhe nur ein Programm gefunden werden das dieses Ziel verfolgt. Leiderist Metabenh [80℄ aufgrund vershiedener Shwähen niht für die Evaluierungder allgemeinen Metadatenleistung eines Dateisystems geeignet. In Anhang Bwird dieser Benhmark zusammen mit einigen Messungen von CLF und PVFSvorgestellt.Aufgrund der Mängel von Metabenh wurde Medabenh (Metadata benh-mark) im Rahmen einer Studienarbeit [27℄ am Institut für Programmstrukturenund Datenorganisation implementiert. Ziel war die Entwiklung eines Benh-marks, der die praktish relevante Metadatenleistung einer Cluster-Dateisystemsbesser erfasst als Metabenh.6.1.1 BeshreibungBeiMedabenh handelt es sih um einen Trae-basierten Benhmark. Unter Tra-es versteht man Informationen, die in einem System während des laufendenBetriebs aufgezeihnet werden. Für Medabenh wurden die in der Literatur alsBerkeley-Traes bezeihneten Aufzeihnungen [1℄ als Grundlage verwendet. Siesind frei verfügbar und können über das Internet heruntergeladen werden. Bei129
130 GUIDO MALPOHLder Analyse wurden neben den durhgeführten Operationen auh Klassen vonDateigröÿen und Zugrismodi untersuht.Die Dateien werden in einem an den Linux-Dateibaum angelehnten Pseudo-Dateibaum platziert, der drei Arten von Dateien anhand der Position im Baumuntersheidet:1. Dateien die nur gelesen werden. (Verzeihnis: /et)2. Dateien die nur geshrieben werden. (Verzeihnis: /var)3. Dateien die geshrieben und gelesen werden. (Verzeihnis: /tmp)Innerhalb der Verzeihnisse existiert eine weitere Unterteilung der Dateienin prozessglobale und prozesslokale Dateien. Auf Erstere wird von allen Pro-zessen zugegrien, während auf die zweitgenannten nur von einzelnen Prozessenzugegrien wird. Da in einem Linux-Dateibaum niht alle Dateien in einem Ver-zeihnis angeordnet sind, sondern in einer groÿen Zahl hierarhish angeordneterUnterverzeihnisse, modelliert der Benhmark auh diese Eigenshaft:Jedes der drei Basisverzeihnisse enthält eine Verzeihnishierarhie, wobeieine Mishung aus prozessglobale und prozesslokale Dateien nur in den Basisver-zeihnissen zu nden sind und die Unterverzeihnisse, sowie die darin enthalte-nen Dateien, entweder prozesslokal oder prozessglobal verwendet werden. Durhden Pseudo-Dateibaum soll erreiht werden, dass die Benhmark-Operationenauf Dateien und Verzeihnissen operieren, die einem realen Dateisystem mög-lihst nahe kommen.Medabenh läuft in drei Phasen ab, von denen die erste den Dateibaumvorbereitet, die zweite die eigentlihe Messung durhführt und die dritte denbenutzten Baum wieder lösht. Während der zweiten Phase wird mit vershie-denen Operationen, die zufällig anhand der aus den Traes bestimmten Wahr-sheinlihkeiten bestimmt werden, auf die Dateien zugegrien.Diese drei Phasen werden für untershiedlihe Klientenzahlen wiederholt undjeweils der Metadaten-Durhsatz als Anzahl der Operationen pro Sekunde ge-messen. Der Benhmark stellt seine Ergebnisse mit Hilfe von generierten HTML-Seiten dar. In Graken wird der ermittelte Durhsatz in Relation zu der Anzahlder Klientenprozesse, sowie für jeden einzelnen Benhmarklauf der Durhsatzjedes einzelnen Klientenprozesses und die Abweihung über die Zeit dargestellt.Anhand des Durhsatzes bei vershiedenen Klientenzahlen wird in diesem Ka-pitel die Skalierbarkeit der Dateisysteme untersuht.Bei der Berehnung des Metadaten-Durhsatzes eines Dateisystems werdenzwei untershiedlihe Formeln verwendet: Zum einen gibt es den Gesamtdurh-satz (total), der als Quotient der Anzahl aller ausgeführten Operationen undder längsten, von einem Prozess benötigten Zeit berehnet wird. Zum anderenwird der kumulierte Durhsatz (aumulated) aus der Summe der Durhsätzeder einzelnen Klienten berehnet. Der Gesamtdurhsatz gibt Aufshluss überdie Leistungsfähigkeit der Metadatenverarbeitung des Dateisystems als ganzes,weiht der kumulierte Durhsatz stark von diesem ab, ist das ein Zeihen dafür,dass die Leistung niht auf allen Knoten gleihmäÿig erbraht wurde. Bei denfolgenden Messungen wird generell nur der Gesamtdurhsatz (total) verwen-det.Die Konguration von Medabenh erfolgt über eine Kongurationsdatei, dieden Messergebnissen beigefügt wird, um eine einfahe Reproduzierung der Mes-





delete 0,02Tabelle 6.1: Verteilung der Operationen (Shritt 1)
lesend schreibend beides




delete 1,0000Tabelle 6.2: Verteilung der Zugrismodi (Shritt 2)Die Dateien untersheidet der Benhmark nah Zugrismodus und Kontext.Die verwendeten Zugrismodi sind nur lesender, nur shreibender und sowohl1Die um ein Prozent höhere Wahrsheinlihkeit für die Erzeugung einer Datei, im Vergleihzum Löshen einer Datei wird durh die Implementierung niht umgesetzt. Der Benhmarkverwendet eine vorgegebene Obergrenze an Dateien.
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lesend schreibend beides
global lokal global lokal global lokal
stat 0,846 0,154 0,682 0,318 0,905 0,095
read 0,585 0,415 0,589 0,411
write 0,193 0,807 0,279 0,721
create 0,170 0,830
delete 0,134 0,866Tabelle 6.3: Verteilung der Kontexte (Shritt 3)lesender als auh shreibender Zugri. Zur Vereinfahung bezieht sih der Zu-grismodus auf die gesamte Lebensdauer einer Datei, d.h. auf eine Datei desTyps nur lesend wird während ihrer gesamten Lebensdauer nur lesend zugegrif-fen. Der Kontext einer Datei ist entweder prozesslokal oder prozessglobal. Aufeine prozesslokale Datei wird nur von einem Prozesses, auf eine prozessglobaleDatei dürfen alle Prozesse des Benhmarks zugreifen.Um die Skalierbarkeit zu messen, variiert der Benhmark die Anzahl deraktiven MPI-Prozesse, welhe durh die MPI-Laufzeitumgebung auf die Knotendes Clusters verteilt werden. Je mehr Prozesse gleihzeitig aktiv sind, destohöher ist die Belastung des Dateisystems. Im Folgenden werden diese ProzesseKlienten oder Klienten-Prozesse genannt.Der Benhmark wählt die auszuführende Operation mit Hilfe eines Zufalls-generators und den angegebenen Tabellen in einem stufenartigen Auswahlpro-zess. Nahdem aufgrund der in Tabelle 6.1 angegeben Wahrsheinlihkeiten eineOperation ausgewählt wurden, wird mit Tabelle 6.2 der Zugrismodus und an-shlieÿend mit Tabelle 6.3 der Kontext bestimmt.Der Benhmark kann Lese- und Shreiboperationen sowohl ohne Dateiin-halte als auh mit Pseudodateiinhalten ausführen. Ohne Dateiinhalte bekommtder entsprehende Systemaufruf als Lese- bzw. Shreibgröÿenargument 0 über-geben. Bei der Verwendung von Pseudodateiinhalten stammen die Daten auseinem mit Zufallswerten initialisierten Puer. Für die bei den Pseudodateiin-halten zu verwendenden Gröÿen wurden wiederum die Traes analysiert. DieGröÿen wurden dazu in sieben Klassen unterteilt, die das gesamte beobahteteGröÿenspektrum einshlieÿen.Tabelle 6.4 gibt die Verteilung der Gröÿe der Leseoperationen aufgeshlüs-selt nah Zugrismodus und Kontext an, während Tabelle 6.5 die Verteilung derShreibgröÿen zeigt. Die Spalte für nur shreibenden Zugri entfällt bei Lese-operationen. Analog zu den Lesegröÿen fehlt hier die Spalte nur lesender Zugri.Die Tabellen werden als letzter Shritt der stufenweisen Operationsauswahl ein-gesetzt.6.1.3 KritikDie gröÿte potentielle Shwahstelle des Benhmarks liegt bei den zugrundeliegenden Trae-Dateien. Die Berkeley-Traes wurden auf Arbeitsplatzrehnernaufgezeihnet, die von Studenten, Dozenten und Mitarbeitern für Arbeiten wieTextverarbeitung, Softwareentwiklung und wissenshaftlihe Programme ver-wendet werden. Es ist daher niht klar, ob die Aufzeihnungen auf die Knoteneines Clusters übertragbar sind. Andererseits liegt die aus der Analyse resul-tierende Häugkeitsverteilung der Operationen, im Vergleih zu der von Meta-
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lesend beides
global lokal global lokal
0 - 1 KB 0,3053 0,3469 0,4623 0,5091
1 - 4 KB 0,4131 0,4266 0,2053 0,2838
4 - 16 KB 0,2233 0,1675 0,2770 0,1672
16 - 64 KB 0,0462 0,0506 0,0455 0,0343
64 - 256 KB 0,0103 0,0080 0,0094 0,0048
256 KB - 1 MB 0,0018 0,0005 0,0004 0,0006
1 - 4 MB 0,0001 0,0000 0,0000 0,0001Tabelle 6.4: Verteilung der Gröÿe von Leseoperationen (Shritt 4 bei Leseope-rationen)
schreibend beides
global lokal global lokal
0 - 1 KB 0,2506 0,4197 0,4312 0,5140
1 - 4 KB 0,3366 0,2974 0,1810 0,2828
4 - 16 KB 0,3580 0,2260 0,2979 0,1678
16 - 64 KB 0,0498 0,0428 0,0723 0,0274
64 - 256 KB 0,0037 0,0086 0,0168 0,0059
256 KB - 1 MB 0,0011 0,0010 0,0006 0,0004




























































Abbildung 6.1: Die Standard-Konguration mit einem zentralen Metadatenma-nagerBenutzerebenen-Implementierung, sondern auh eine Kern-Implementierung desParadis-Net-Netzwerkprotokolls erfordert hätte. Zwar wurde die Paradis-Net-Unterstützung von Inniband für die Benutzerebene im Rahmen einer Diplom-arbeit implementiert [88℄, aufgrund der fehlenden Implementierung des Kern-Moduls wurde diese bei den Messungen jedoh niht eingesetzt.6.3 Vorüberlegungen und Parametrisierung vonMedabenhZiel der folgenden Messungen ist es, die Skalierbarkeit von bestimmten Datei-system-Kongurationen zu vergleihen. Dazu wird jede Messung mit einer un-tershiedlihen Zahl an Klienten wiederholt um die Leistungsfähigkeit der Kon-guration bei untershiedlihen Belastungen zu untersuhen. Der zur Verfügungstehende Cluster hat mit 16 Knoten zwar eine relativ geringe Gröÿe, besitzt al-lerdings pro Knoten zwei Prozessoren, so dass es möglih ist, auf jedem Knotenzwei Klientenprozesse laufen zu lassen und auf diese Weise Messungen mit biszu 32 Klienten durhzuführen.Die Messungen sind sehr Metadaten-intensiv. Daher ist es shon mit die-ser relativ geringen Knotenzahl möglih, den Metadatenmanager beziehungs-weise die Surrogate voll auszulasten. Die Benhmarks bestehen ausshlieÿlihaus Dateisystemoperationen und enthalten keine weiteren Berehnungen. Da-her lässt sih bei den Messungen shon im messbaren Bereih, das heiÿt beiweniger als 32 Klienten, eine Sättigung erzielen und damit die maximale Meta-datenleistung eines Dateisystems bestimmen.Es ist weiterhin zu beahten, dass sih jeweils zwei Prozessoren eine Netz-werkshnittstelle teilen, wobei diese jedoh keinen Flashenhals darstellt, wie dieMessungen zeigen werden. Aufgrund der Tatsahe, dass auf jedem Knoten zweiKlientenprozesse laufen, wurden die Messungen nur mit einer geraden AnzahlKlienten durhgeführt und dabei siher gestellt, dass auf jedem beteiligten Kno-

























































































Abbildung 6.3: Die Standard-Konguration mit einem zentralen Metadatenma-nager und 16 Daten-ServernKnoten des Clusters zu verteilen. Diese Konguration ist in Abbildung 6.3 zusehen.Der andere Untershied zwishen den beiden Messreihen ist der Medabenh-Parameter write_data, der die Länge der Daten-Operationen beeinusst. AlleKnoten, einshlieÿlih der Knoten auf denen Dienstgeber laufen, werden fürjeweils zwei Klienten verwendet. Bei Messungen mit weniger als 32 Klientenwerden zuerst die Klienten auf Knoten mit geringerer Ordnungszahl verwendet,während die übrigen Klienten niht zum Einsatz kommen.Abbildung 6.2 zeigt das Ergebnis beider Messungen im Vergleih. Die Mess-reihe CLF_Manager wurde ohne Daten-Operationen durhgeführt, während beiCLF_Manager_data die Daten-Operationen mit in die Messung einieÿen. (DerPräx total_ wird von dem Medabenh-Benhmark vor den Namen der Mes-sung gesetzt und bezeihnet den Gesamtdurhsatz, siehe Abshnitt 6.1.)Erwartungsgemäÿ ist die Leistung des Dateisystems im zweiten Fall shleh-ter als im ersten. Während bei CLF_Manager ein maximaler Durhsatz von5834 Operationen pro Sekunde erreiht wurde, konnte CLF_Manager_Daten nur5369 Operationen pro Sekunde erreihen. Die erste Messung weist dieses Maxi-mum bei einer hohen Klientenzahl auf, wogegen es bei Durhführung der Daten-Operationen bei 10 Klienten erreiht wird.Beahtenswert ist der Abstand zwishen den Kurven, der bei steigender Kli-entenzahl immer mehr wähst. Daran lässt sih ablesen, dass der Einuss derDaten-Operationen die Messung der Metadatenleistung des Dateisystems nega-tiv beeinussen.Aufgrund des Einusses der Daten-Operationen auf die Messung der Metadaten-Leistung werden die nahfolgenden Messungen mit Medabenh zunähst ohneDaten-Operationen durhgeführt. In Abshnitt 6.8 wird der Einuss der Daten-Operationen auf die Gesamtleistung des Dateisystems bei Verwendung von Sur-rogaten untersuht.




















Abbildung 6.4: Vergleih von CLF , NFS und PVFS bei gleiher KongurationKonguration: Abb. 6.1beiden Klienten ein starker Leistungsabfall zu verzeihnen. Der in der Grakdargestellte Durhsatz wird als Quotient aus der Gesamtzahl an Operationenund der vom langsamsten Klienten benötigten Zeit berehnet. Daher führt dieshlehtere Leistung der beiden Klienten zu einem Absinken der Gesamtleistung.Die Metadatenleistung von PVFS bleibt bei 32 Klienten auf niedrigem Niveaustabil, weil der Metadatenmanager selbst nur geringe Last erzeugt und durhzusätzlihe Klienten-Prozesse niht eingeshränkt wird.Bei allen drei Dateisystemen ist zu beobahten, dass die Metadatenverarbei-tung bereits bei der Verwendung von aht Klienten ausgelastet ist. Bei mehr alsaht Klienten steigt der Durhsatz weiterhin leiht an; dieser Anstieg ist auf einenoh bessere Auslastung der Dienstgeber zurükzuführen. Im Fall von NFS istbei 16 Klienten die absolute Leistungsgrenze erreiht, bei mehr als 22 Klientenist sogar ein Abfall der Leistung zu verzeihnen, dessen Ursahe ein ungünstigesÜberlastverhalten des NFS-Dienstgebers ist. CLF erreiht seine maximale Leis-tung bei 26 Klienten uns stagniert bei 28 und 30 Knoten. Aufgrund der geringenGröÿe des Kia-Clusters kann niht festgestellt werden, ob bei weiter steigenderKlientenzahl auh bei CLF ein Rükgang der Leistung eintritt.6.5.2 CLF vs. NFSDer Metadatendurhsatz von CLF liegt deutlih über dem der beiden Ver-gleihssysteme. Bei NFS ist dies hauptsählih darauf zurük zu führen, dassNFS genaugenommen kein eigenständiges verteiltes Dateisystem ist, sonderneine Softwareshiht, die ein lokales Dateisystem entfernt zugreifbar maht (Ab-
































































Abbildung 6.5: Die Konguration mit 2 Metadaten-Surrogaten6.6 Zwei CLF SurrogateIn diesem Abshnitt wird untersuht, wie sih der Einsatz von zwei Surrogatenauf die Leistungsfähigkeit der Metadatenverwaltung auswirkt. In Abshnitt 6.5wurde CLF mit NFS und PVFS verglihen und dabei wurde fest gestellt, dassdie Metadatenverwaltung von CLF , auh ohne den Einsatz von Surrogaten,um ein vielfahes leistungsfähiger als die der Vergleihssysteme ist. Aus diesemGrund und zum Ausshluss anderer Faktoren als dem Einsatz von Metadaten-Surrogaten werden in diesem Abshnitt vershiedene Kongurationen von CLFmiteinander verglihen. Der Vergleih ndet mit der in Abshnitt 6.3 beshrie-benen Parametrisierung statt.Die Ergebnisse des Vergleihs der Konguration mit zwei Surrogaten (CLF_-2_Surrogate, Abbildung 6.5) mit der Standard-Konguration (CLF_Manager,Abbildung 6.1) sind in Abbildung 6.6 zu sehen. Um möglihst viele Knotenexklusiv für Klienten-Prozesse zu Verfügung zu haben, kommen bei den Kon-gurationen mit Surrogaten, auf Knoten 16 sowohl ein Surrogat, wie auh der Me-tadatenmanager zur Ausführung. Metadatenmanager und Surrogat beeinussensih auf diesem Knoten allerdings nur geringfügig, da der Metadatenmanagermit seinem kleinen Aufgabenbereih nur geringe Last erzeugt.Obwohl CLF_2_Surrogate bei weniger als 8 Klienten eine geringfügig shwä-here Leistung als CLF_Manager zeigt (a. 250 Operationen pro Sekunde weni-ger), erreiht die Konguration bei 8 Klienten erstmals einen höheren Durhsatz.Bei weiter steigenden Klientenzahlen verhält sih die Leistung zwar niht so sta-bil wie bei Verwendung des Metadatenmanagers, erreiht aber ein Maximum von7348 Operationen pro Sekunde und damit 26% mehr als CLF_Manager.Beide Kurven zeigen einen ähnlihen Verlauf: Bei CLF_Manager aht dieKurve bei 8 Klienten deutlih ab und strebt mit steigender Knotenzahl einemMaximum zu. Dieser Eekt ist auh bei CLF_2_Surrogate zu beobahten, al-lerdings aht die Kurve erst bei 14 Klienten ab und weist ein lokales Maximumbei 24 Klienten auf. Dieses Maximum ist vermutlih dadurh bedingt, dass beiden Messungen mit 26, 28, 30 und 32 Klienten auf den Daten-Servern Klien-




















Abbildung 6.6: CLF mit Metadatenmanager vs. 2 SurrogateKongurationen: CLF Manager : Abb. 6.1, CLF 2 Surrogate: Abb. 6.5ten ablaufen, welhe die Gesamtleistung des Dateisystems senken. Obwohl derBenhmark Datenoperationen (read und write) mit der Länge 0 durhführt,kontaktiert CLF dennoh die betroenen Daten-Server. Diese Belastung ist fürden leihten Abfall der Metadatenleistung bei den Datenpunkten 26 und 28verantwortlih.Für den starken Abfall der Leistung an den Punkten 30 und 32 sind dieMetadaten-Surrogate verantwortlih. Sie sind voll ausgelastet und werden durhdie gleihzeitige Ausführung der Klientenprozesse gebremst und bremsen umge-kehrt auh die Klientenprozesse, wodurh die Metadatenleistung des gesamtenDateisystems um a. 12% absinkt.6.6.1 DiskussionInsgesamt ist die Leistungssteigerung bei Verwendung von zwei Surrogaten zwardeutlih, fällt aber mit 26% geringer aus, als die erhote, annähernde Verdop-pelung des Durhsatzes. Eine Verdoppelung ist jedoh aus folgenden Gründenunrealistish:Zum einen müssen die Surrogate bei bestimmten Aufgaben, wie dem Erzeu-gen und Löshen von Dateien zusammen arbeiten. Bei zwei Surrogaten liegt dieWahrsheinlihkeit für die Notwendigkeit einer solhen Kooperation bei 50%.Unter der Annahme, dass die Bearbeitung einer Anfrage auf einem Surrogat,unabhängig vom Typ der Anfrage, eine konstante Zeit in Anspruh nimmt, wür-de sih in diesem Fall die Antwortzeit verdoppeln, weil die Anfrage von beidenSurrogaten bearbeitet werden muss.
142 GUIDO MALPOHLIm Durhshnitt steigt also die Bearbeitungszeit für eine potentiell-kooper-ative Anfrage um 50%, wodurh der Durhsatz auf 66, 6% gesenkt würde. (Weildie Surrogate ausgelastet sind, wurde in der Berehnung die für die zusätzliheKommunikation notwendige Zeit ausgeklammert.)Allerdings haben die potentiell kooperativen Anfragen inMedabenh nur eineWahrsheinlihkeit von 5%, während eine Anfrage mit 95%iger Wahrsheinlih-keit niht-kooperativ ist. Insgesamt würde daher der Durhsatz auf 98, 3% proSurrogat sinken, wobei die zwei Surrogate potentiell die doppelte Menge anAnfragen bearbeiten könnten wie der einzelne Metadatenmanager. Also könn-te auh bei Einberehnung der potentiell-kooperativen Anfragen maximal miteiner Steigerung des Durhsatzes um 96, 6% gerehnet werden.Zum anderen spielt auh die zusätzlihe Kommunikation zwishen den Sur-rogaten und dem Metadatenmanager eine Rolle. Die Surrogate shiken im Ab-stand von einer Sekunde eine Aktualisierungsnahriht zum Metadatenmanager.Geänderte Inodes werden zusammen in groÿen Paketen, während geänderte Ver-zeihnisse einzeln und vollständig an den Manager geshikt werden.Die Aktualisierungen können der Leistung des Dateisystems auf zwei Artenshaden: Einerseits können die Nahrihten zu einer zusätzlihen Belastung desNetzwerks führen und andererseits können die Surrogate während der Aktuali-sierung keine Anfragen beantworten. Anfragen, die während der Aktualisierungauf einem Surrogat eintreen, müssen warten, bis diese abgeshlossen ist.Wie groÿ die Auswirkungen der Aktualisierungen sind, ist nur shwer ein-zushätzen. Daher wurden versuhsweise die Registrierungsfunktionen des VII-Moduls, die bei Änderungen von Inodes und Verzeihnissen aufgerufen werden,vollständig ausgeshaltet. Messungen mit zwei Surrogaten zeigten allerdings kei-nen messbaren Untershied zu der in Abbildung 6.6 dargestellten Leistungs-kurve. Der zusätzlihe Aufwand für die Aktualisierungsnahrihten sheint alsovernahlässigbar klein zu sein.Nah Ausshluss mögliher Erklärungen für die relativ geringe Leistungsstei-gerung beim Einsatz von 2 Surrogaten (zusätzlihe Kommunikation zwishenden Surrogaten und zusätzlihe Kommunikation zwishen den Surrogaten unddem Manager) bleibt oen, warum die Leistung niht in dem erwarteten Maÿeansteigt. Um die Ursahen weiter zu erforshen wurde der Benhmark modi-ziert, um das Verhalten von CLF bei vershiedenen Anfragetypen zu untersu-hen.6.6.2 Einfahe vs. potentiell-kooperative OperationenDas Erstellen und Löshen von Dateien gehört zu den aufwändigsten Operatio-nen beim Einsatz von Metadaten-Surrogaten (siehe auh Abshnitt 5.4.4.2). Die-se Operationen erfordern den Zugri auf zwei untershiedlihe Inode-Objekte:Einerseits das Verzeihnis und andererseits die betroene Datei. Weil die Zutei-lung der Inodes zu den Surrogaten zufällig erfolgt, sind bis zu zwei Surrogate ander Bearbeitung beteiligt. Metadaten-Operationen, an denen mehrere Surrogatebeteiligt sind, werden potentiell-kooperativ genannt. Operationen können ande-rerseits auh einfahe Operationen sein, wenn sie von einem einzelnen Surrogatbearbeitet werden können. Dazu gehört beispielsweise das Önen von Dateienoder das Suhen einer Datei in einem Verzeihnis.In diesem Abshnitt wird die Leistung von potentiell-kooperativen und ein-fahen Operationen bei Einsatz von zwei Surrogaten (Konguration: Abb. 6.5)




















































































Abbildung 6.8: Die Konguration mit bis zu 4 Metadaten-SurrogatenSekunde bei 8 Klientenprozessen und sinkt dann asymptotish auf 1803,1 Ope-rationen pro Sekunde ab. Beide Kurven zeigen den typishen Einbruh desDurhsatzes, der eintritt, wenn die Knoten auf denen Surrogate laufen auhfür Klientenprozesse verwendet werden.Der geringere Durhsatz der potentiell-kooperativen Operationen ist einer-seits darauf zurük zu führen, dass eine Operation von mehreren Surrogaten be-arbeitet werden muss und andererseits darauf, dass das Einfügen und Löshenvon Dateien eine höhere Bearbeitungszeit benötigt als die einfahen Operatio-nen. Aufgrund dessen sind diese Operationen niht nur um 50% langsamer, wieman erwarten könnte, wenn man annimmt, dass die Bearbeitung einer Anfrageauf einem Surrogat eine konstante Zeit benötigt und 50% aller Anfragen vonzwei Surrogaten bearbeitet werden müssen.6.7 Mehr als zwei SurrogateNun soll das Verhalten von CLF beim Einsatz von mehr als zwei Surrogatenuntersuht werden. Dazu wurde das Dateisystem zunähst mit drei und vierSurrogaten (Abshnitt 6.7.1) und anshlieÿend mit 8 und 16 Surrogaten kon-guriert (Abshnitt 6.7.2). Die Messung der Metadatenleistung wurde wiederummit Medabenh und den in Abshnitt 6.3 beshriebenen Einstellungen durhge-führt.6.7.1 Bis zu 4 SurrogateAbbildung 6.8 zeigt das Layout des Dateisystems für die Messung mit bis zu4 Surrogaten. Für die Messreihen mit weniger als vier Surrogaten wurden dieSurrogate mit den höheren Ordnungsnummern deaktiviert.Der Verlauf der vier Messreihen ist in Abbildung 6.9 zu sehen. Die Kongu-rationen CLF_Manager und CLF_2_Surrogatewurden bereits im vorangegange-nen Abshnitt kommentiert. Die dort beobahteten Untershiede setzen sih bei

































































































Abbildung 6.10: Die Konguration mit bis zu 16 Metadaten-Surrogatenwobei dieser Wert mit steigender Surrogat-Zahl sinkt. Aufgrund dieses Verhal-tens shneiden sih die Kurven zwishen 4 und 8 Klienten; anshlieÿend besitzensie einen asymptotishen Verlauf.Insgesamt zeigen die Kongurationen mit bis zu 4 Surrogaten das erwarteteund erwünshte Verhalten. Allerdings bleiben die Leistungssteigerungen, wieauh shon bei zwei Surrogaten, hinter den Erwartungen zurük: Eine maximaleLeistungssteigerung von 70% (im Vergleih mit der Standard-Konguration)wird mit vier Surrogaten auf dedizierten Dienstgeber-Knoten erreiht.6.7.2 Bis zu 16 SurrogateIm vorangegangen Abshnitt 6.7.1 wurde beobahtet, dass mit steigender Surro-gatenzahl auh die Metadatenleistung des Dateisystems steigt, für eine maxima-le Leistungssteigerung aber dedizierte Surrogaten-Knoten notwendig sind. Auf-grund der geringen Gröÿe des Kia-Clusters, ist bei mehr dedizierten Surrogaten-Knoten immer weniger Platz für die Klienten Prozesse.Die bisherigen Messungen zeigen, dass die maximale Metadatenleistung beieiner gröÿeren Zahl von Surrogaten auh erst bei einer gröÿeren Zahl von Kli-enten erreiht wird. Je mehr Surrogate eingesetzt werden, desto mehr Klienten-Prozesse benötigt man, um diese auszulasten. Bei der Verwendung von vier Sur-rogaten wird mit 16 Klientenprozessen (8 Knoten) ein Durhsatz von 9531,84Operationen pro Sekunde erreiht. Dies entspriht bereits 96,1% der mit 24 Kli-enten erzielten Maximalleistung von 9919,34 Operationen pro Sekunde. Verwen-det man also 8 Surrogate wird es niht möglih sein, diese bereits mit den 8 fürKlientenprozesse verbliebenen Knoten auszulasten.An den Messungen mit 8 Surrogaten und insbesondere mit 16 Surrogatenwird daher abzulesen sein, inwiefern die Koexistenz von Klienten und Surroga-ten auf einem Knoten bei einer starken Verteilung der Metadaten möglih ist.Abbildung 6.10 zeigt die Platzierung der Surrogate auf den Knoten. Wie in denvorangegangenen Abshnitten, werden beim Einsatz von weniger Surrogaten zu-nähst diejenigen mit niedriger Ordnungsnummer verwendet. Die Ergebnisse der






















Abbildung 6.11: CLF mit Metadatenmanager vs. 2, 4, 8, 16 SurrogateKongurationen: CLF Manager : Abb. 6.1, CLF 2/4/8/16 Surrogate: Abb. 6.10Messungen sind, zusammen mit den Messungen mit der Standard-Kongurationund denen mit zwei und vier Surrogaten in Abbildung 6.11 zu sehen.Die Konguration CLF_8_Surrogate liefert zwishen 8 und 18 Kientenpro-zessen die höhste Leistung aller bisher betrahteten Kongurationen, ab 20Prozessen sinkt sie allerdings ab und hat bei 22 und 24 Klienten zeitweise so-gar geringeren Durhsatz als die Konguration mit 4 dedizierten Surrogaten.Das Absinken der Leistung ist jedoh niht so rapide, wie bei den Konguratio-nen mit deutlih weniger Surrogaten. Das ist darauf zurük zu führen, dass dieZusätzlihe Belastung eines Surrogat-Knoten mit Klientprozessen aufgrund dergroÿen Anzahl an Surrogaten keinen so groÿen Einuss auf die Gesamtleistungdes Dateisystems hat, wie bei den zuvor betrahteten Kongurationen. Das er-klärt auh warum mit 18 Klienten eine höhere Leistung erreiht wird als mit16 Klienten, obwohl bereits auf einem der Knoten beide Arten von Prozessenablaufen.Weiterhin auällig ist, dass im weiteren Verlauf, zwishen 26 und 32 Kli-enten eine geringfügige Steigerung der Metadatenleistung zu beobahten ist.Oenbar ist eine gleihmäÿige Belastung der Surrogat-Knoten der Gesamtleis-tung des Dateisystems niht so abträglih, wie zunähst bei wenigen Surrogatenbeobahtet.Das wird auh von der Messung mit Konguration CLF_16_Surrogate be-stätigt. Bei dieser Konguration wird jeder Knoten des Clusters an der Metada-tenverwaltung beteiligt. Die Messung bestätigt die zuvor beobahteten Trends:Der minimale Durhsatz sinkt im Vergleih zu allen anderen Kongurationenweiter und der maximale Durhsatz steigt (vergleihe Tabelle 6.7). Im Gegen-
148 GUIDO MALPOHLKonguration Minimum Durhshnitt Maximumin Operationen / SekundeCLF_Manager 2371,91 5326,83 5834,19CLF_2_Surrogate 2111,07 6267,62 7348,48CLF_4_Surrogate 1844,96 7561,14 9919,34CLF_8_Surrogate 1790,21 8151,95 10931,27CLF_16_Surrogate 1710,26 9131,46 13575,72Tabelle 6.7: Statistishe Daten zu den Messreihen in Abbildung 6.11satz zu allen anderen Kongurationen zeigt diese allerdings keinen Einbruh,weil ohnehin auf allen Knoten Surrogate ablaufen. Aufgrund der gleihmäÿigenVerteilung der Metadaten-Verwaltung skaliert die Leistung gut mit der Belas-tung durh die Klientenprozesse und zeigt im Messbereih auh keine Auslas-tung, die bei den übrigen Messreihen an einer starke Abahung der Kurve beisteigenden Klientenzahlen ablesbar ist. Der maximale Metadatendurhsatz von13575,72 Operationen pro Sekunde wird bei 32 Klientenprozessen erreiht; diesentspriht einer Steigerung von 132,7% im Vergleih zu der maximalen Leistungdes zentralen Metadatenmanagers.6.7.3 SkalierbarkeitAn dem Vergleih der Messreihen lässt sih ablesen, dass auh mit zunehmenderSurrogat-Zahl die Durhsatzsteigerung fortsetzt. Obwohl die Steigerung niht indem erwünshten Maÿe erfolgt, belegen die Ergebnisse des Benhmarks dennoh,dass sih mit Erweiterung des CLF -Dateisystem um Metadaten-Surrogate dieLeistungsfähigkeit der Metadatenverwaltung steigern lässt. Die Messungen mitbis zu 16 Cluster-Knoten illustrieren, dass eine möglihst gleihmäÿige Vertei-lung der Metadatenverwaltung zu der besten Skalierbarkeit führt.6.8 Surrogate und Daten-OperationenDie bisherigen Messungen untersuhten nur die Metadaten-Leistung des Datei-systems, ohne Beahtung der Daten-Operationen. Der Grund für diese Vorge-hensweise war einerseits die zugrundeliegende Annahme, dass die Metadaten-Operationen die Skalierbarkeit stärker bedrohen als die Daten-Operationen. An-dererseits ist es durh die geringe Gröÿe des Clusters notwendig, einzelne Knotengleihzeitig als Daten-Server, Surrogat und Klient zu verwenden. Ob trotz dieseMehrfahbelastung die Skalierbarkeit des Dateisystems erhalten bleibt, wird indiesem Abshnitt untersuht.6.8.1 Konguration des DateisystemsUm die Belastung der Knoten, die durh die Daten-Operationen entsteht, mög-lihst gleihmäÿig auf die Knoten des Clusters zu verteilen, wird die im letztenAbshnitt verwendete Konguration (Abbildung 6.10) für die Messungen so ge-ändert, dass auf jedem Knoten ein Daten-Server läuft, wie in Abbildung 6.12zu sehen ist. Durh diese Änderung werden Unregelmäÿigkeiten verhindert, die































































































































Abbildung 6.14: CLF mit 4 Surrogaten, mit und ohne Daten-OperationenKonguration: Abb. 6.12



















Abbildung 6.15: CLF mit 16 Surrogaten, mit und ohne Daten-OperationenKonguration: Abb. 6.12lesen (Abbildung 6.15). Je mehr Operationen das Dateisystems ausführt, destostärker wird der Einuss der Daten-Operationen auf die Leistung. Bei 16 Klien-ten und einer Leistung von 9675,88 Operationen pro Sekunde ohne und 8293,65Operationen pro Sekunde mit Daten-Operationen, beträgt der Untershied noh1382,23 Operationen pro Sekunde. Bei 32 Klienten ist ein Untershied von2593,83 Operationen pro Sekunde (13575,72 mit und 11081,89 ohne) zu be-obahten. Diese Ergebnisse sind niht überrashend, da bereits ohne Daten-Operationen der Cluster vor ausgelastet war. Durh die zusätzlihe Belastungder Daten-Server wird die Leistungsfähigkeit der Metadaten-Surrogate und derKlienten, die, wie die Daten-Server, auf allen Knoten des Clusters ablaufen, ein-geshränkt. Dieser Eekt war bereits in der Voruntersuhung (Abshnitt 6.3.1,Abbildung 6.2) zu sehen und verstärkt sih, je mehr Operationen pro Sekundeausgeführt werden.6.8.3 ErgebnisInsgesamt zeigen die Messungen, dass die Leistungsfähigkeit von CLF in al-len Kongurationen von der Metadaten-Leistung dominiert wird. Die Belas-tung der Daten-Server steigt wenn mehr Operationen -und damit auh Daten-Operationen- aufgeführt werden. Damit steigt auh der Einuss der Daten-Server auf die Gesamtleitung des Dateisystems, insbesondere auh deshalb,weil sih, aufgrund der geringen Gröÿe des Clusters, mehrere Komponenten desDateisystems einen Cluster-Knoten teilen müssen und sih dadurh gegenseitigbeeinussen.
152 GUIDO MALPOHL6.9 ZusammenfassungAnhand des Metadatenbenhmarks Medabenh wurden in diesem Kapitel dieDateisysteme NFS, PVFS und CLF auf einen 16-Knoten Itanium 2 Cluster ver-messen. Dabei konnte nahgewiesen werden, dass die CLF -Metadatenverwaltunghöheren Durhsatz als die beiden Vergleihssysteme erreiht. Weiterhin wurdeder Nutzen der Metadatenverteilung mittels Metadaten-Surrogaten durh denVergleih untershiedliher Kongurationen von CLF evaluiert.Es konnte gezeigt werden, dass CLF die Surrogate erfolgreih zur Verbesse-rung der Metadatenverwaltung einsetzen kann. Beim Einsatz von zwei Surroga-ten lässt sih der vomMedabenh-Benhmark gemessene Durhsatz im Vergleihzu einer Konguration mit einem zentralen Metadatenmanager auf dem Clusterum maximal 26% steigern. Beim Einsatz von vier Surrogaten steigert sih derDurhsatz um maximal 70% im Vergleih zur Standard-Konguration.Die gröÿte Steigerung des Metadatendurhsatzes lieÿ sih mit einer Vertei-lung der Metadaten-Verwaltung auf alle 16 Knoten des Clusters erreihen. Beigeringer Belastung zeigt diese Konguration zwar eine geringere Leistung alsdie übrigen Kongurationen des Dateisystems, aber im Gegensatz zu diesenskaliert sie besonders gut mit steigender Belastung und erreiht so einen um132,7% höheren Durhsatz als die Vergleihskonguration mit einen zentralenMetadatenmanager.Shlieÿlih konnte nahgewiesen werden, dass die Belastung durh Daten-Operationen geringer ist als die durh Metadaten-Operationen. Die Belastungder Daten-Server steigt zwar auh bei höherer Belastung, jedoh wird dieseBelastung durh die maximale Leistungsfähigkeit der Metadaten-Verwaltungdominiert und beshränkt.
Kapitel 7Fazit und AusblikMit dieser Arbeit wurde das Ziel verfolgt, die Leistungsfähigkeit der Metada-tenverarbeitung von Cluster-Dateisystemen durh die Verteilung der Metadatenauf mehrere Knoten des Clusters zu verbessern.Das entwikelte Dateisystem CLF folgt der klassishen Arhitektur für Clus-ter-Dateisysteme. Nah dieser Arhitektur kann jeder Knoten im Cluster bezüg-lih des Dateisystems eine oder mehrere Rollen einnehmen: Metadatenmanager,Daten-Server undKlient. Zusätzlih zu diesen Rollen wird in CLF die neue Rolleder Metadaten-Surrogate eingeführt. Es ist Aufgabe der Surrogate, anstelle desMetadatenmanagers die Anfragen der Klienten zu beantworten. Die Surrogateersetzen den Metadatenmanager jedoh niht vollständig, sondern übernehmendie Verwaltung der Dateisystemobjekte, während der Manager wenige zentraleAufgaben, wie beispielsweise das Beantworten der initialen Anfragen von Kli-enten zum Montieren des Dateisystems behält.Die Metadaten jedes Dateisystem-Objektes (im Fall eines Verzeihnissesauh der dazu gehörige Inhalt) werden auf genau einem der Metadaten-Surro-gate verwaltet. Die Zuweisung der Metadaten zu einem Surrogat erfolgt mittelseiner Hash-Funktion, die eine gleihmäÿige Verteilung der Metadaten erreihtund zugleih ein leihtes Aunden ermögliht.Im Gegensatz zu den Daten-Servern können Surrogate jedoh aufgrund derAbhängigkeiten zwishen den verwalteten Dateisystemobjekten niht unabhän-gig voneinander operieren. Betrit eine Anfrage voneinander abhängige Datei-systemobjekte, die von untershiedlihen Surrogaten verwaltet werden, müssendie Surrogate kooperieren, um die Anfrage bearbeiten zu können. Diese Art derAnfragen wird potentiell-kooperativ genannt.7.1 ErgebnisseIm Rahmen dieser Arbeit wurde gezeigt, dass es möglih ist, die Verwaltung derMetadaten auf mehrere Knoten zu verteilen und dabei die Funktionalität desDateisystems zu erhalten. Dazu wurde CLF vollständig unter Linux implemen-tiert und getestet. Für die Bearbeitung von potentiell-kooperativen Anfragenwurden Kommunikationsmuster entwikelt, die für bestimmte Anfragen eineKooperation von bis zu vier Surrogaten vorsehen.Mit Hilfe von Benhmarks konnte gezeigt werden, dass die Standard-Kon-153
154 GUIDO MALPOHLguration (ohne Surrogate) von CLF einen höheren Durhsatz bietet als ver-gleihbare Konguration von NFS und PVFS2. Dieser Untershied kann auf denAufbau der verwendeten Kern-Module und die systemnahe Programmierung desMetadatenmanagers von CLF zurükgeführt werden.Shlieÿlih wurde untersuht, ob der Einsatz von Surrogaten die Leistungsfä-higkeit weiter steigern kann. Dies ist niht selbstverständlih, da bei Surrogatendie potentiell-kooperativen Anfragen eine längere Bearbeitungszeit benötigen,als die gleihen Anfragen an den Metadatenmanager, der diese immer lokal be-arbeiten kann.Auf einem Itanium2-Cluster mit 16 Doppelprozessor-Knoten konnte gezeigtwerden, dass der Anfragen-Durhsatz bei Einsatz von Surrogaten im Vergleihzu der Standard-Konguration steigt. Bei der Messung wurde das Dateisystemjeweils mit bis zu 32 gleihzeitig zugreifenden Benhmark-Prozessen belastet.Die Zahl der beantworteten Anfragen pro Sekunde mit zwei Surrogaten steigtim Vergleih zu der mit zentralemMetadatenmanager um 26%. Bei einer steigen-den Zahl an Benhmark-Prozessen tritt ab einem bestimmten Punkt eine Sät-tigung der Dienstgeber ein. Mit der Standard-Konguration wird dieser Punktbei 8 Benhmarkprozessen, unter Einsatz von zwei Surrogaten bei 14 Benh-markprozessen erreiht, wobei beide Kongurationen auh im Überlastbereiheinen stabilen Durhsatz liefern.Die Leistungssteigerung der Metadatenverwaltung erreiht bei Verwendungvon vier Surrogaten 70% im Vergleih zur Standard-Konguration, wobei eineAuslastung der vier Surrogaten erst bei ∼18 Benhmark-Prozessen erreiht wird.Die beste Leistung zeigt das Dateisystem, wenn die Surrogate auf dediziertenKnoten des Cluster ablaufen. Teilen sih Klienten und Surrogate einen Kno-ten, behindern sih die Prozesse gegenseitig, so dass das Dateisystem insgesamteine shlehtere Metadatenleistung zeigt als mit dedizierten Knoten. Dieser Ef-fekt shwäht sih allerdings bei einer groÿen Zahl an Surrogaten ab, so dassmit 16 Surrogaten (das bedeutet, dass auf jedem Cluster-Knoten ein Surrogatläuft) auf der Testumgebung die besten Ergebnisse erzielt werden konnten. Mit16 Surrogaten konnte im Vergleih zur Standardkonguration eine Steigerungvon 132,7% erreiht werden.Insgesamt konnte damit gezeigt werden, dass die Verteilung der Metadaten inCluster-Dateisystemen möglih ist und der Durhsatz der Metadatenverwaltungdurh den Einsatz der Metadaten-Surrogaten steigt.7.2 AusblikDie Ergebnisse dieser Arbeit werfen weiterführende Fragen auf, die niht imRahmen der Arbeit selber beantwortet werden konnten. Dazu gehören einigeDetailfragen, aber auh grundsätzlihe Fragen, die in den folgenden Abshnittenangesprohen werden.7.2.1 Detail: Verbesserungen an Paradis-NetParadis-Net war sehr hilfreih bei der Implementierung der Metadatenverar-beitung. Einerseits hat die Ereignis-gesteuerte Verarbeitung der Anfragen aufdem Metadatenmanager und dem Metadaten-Surrogat deren Programmierung
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ht und der Weiterleitungsmehanismus hat insbesondere die Implemen-tierung der potentiell-kooperativen Anfragen vereinfaht. Im Kernmodul des Kli-enten haben sih die Stärken des Kooperations-Mehanismus gezeigt, der gleih-zeitige Anfragen aus untershiedlihen Verarbeitungsfäden und mehrere gleih-zeitige Anfragen an untershiedlihe Daten-Server ermögliht. Auÿerdem erlau-ben es Kooperationen, deklarativ den Speiherbereih vorzugeben, in dem dieerwartete Antwort abgespeihert werden soll und verhindern damit das sonsteventuell notwendige Zwishenspeihern der Nahriht in einem zusätzlihenSpeiherbereih.Auf den Daten-Servern hat sih jedoh eine Shwähe des Ereignis-gesteuer-ten Empfangsmehanismus gezeigt: Shreibt ein Klient Daten in eine Datei,shikt er diese Daten in einer entsprehenden Anfrage an den Daten-Server.Bei den Shreib-Anfragen an die Daten-Server handelt es sih um unerwarte-te Daten, die zunähst in einem von Paradis-Net angelegten Speiherbereihgespeihert werden. Mit Hilfe des Kooperationsmehanismus wäre es zwar mög-lih, Daten in einem vorbestimmten Speiherbereih zu empfangen, aber Ko-operationen lassen sih nur auf Dienstnehmer-Seite verwenden, wenn die Datenals Antwort auf eine Anfrage eintreen.Bei dem Daten-Server muss die Anfrage daher von einer Behandlungsfunk-tion bearbeitet werden. Die Behandlungsfunktion muss die Daten einmal ko-pieren, um sie an der rihtigen Stelle in der lokalen Datei abzuspeihern. DieseStelle wird aus den mitgesendeten Meta-Informationen (Datei-Nummer, Oset,Länge) ausgelesen.Um diese zusätzlihe Kopie und die Verwendung zusätzlihen Speihers zuvermeiden, sind zwei Erweiterungen an Paradis-Net notwendig: Einerseits musseine stärkere Parametrisierung der Nahrihten, über den Nahrihtentyp hin-aus, möglih sein und andererseits muss es dem Benutzerprogramm erlaubt wer-den, den Empfangspuer für eine Nahriht zur Verfügung zu stellen. Mit diesenErweiterungen könnte die Shreib-Anforderung des Klienten zusätzlih mit denMeta-Information der Shreib-Anfrage parametrisiert werden. Diese Parameterwürden an eine Benutzer-Routine weiter gegeben, die den rihtigen Speiherbe-reih aus der lokalen Datei in den Hauptspeiher einblenden und einen Verweisdarauf an Paradis-Net zurükgeben könnte. Dadurh wäre Paradis-Net in derLage, die zu shreibenden Daten über die Speiherabbildung direkt an die rih-tige Stelle der lokalen Datei zu kopieren.Die Benutzer-denierten Speiheranforderungsroutinen wurden bereits imRahmen des CHIL Projektes [79℄ implementiert und werden dort zur Vermei-dung von Kopieroperationen eingesetzt. Bei der Anwendung war allerdings dieParametrisierung über einen Nahrihtentyp ausreihend, so dass eine zusätzli-he Erweiterung des Nahrihten-Typ-Mehanismus niht notwendig war. Weildie Daten-Server niht im Mittelpunkt dieser Arbeit standen, wurde auf dieWeiterentwiklung von Paradis-Net verzihtet.7.2.2 Detail: Verbesserung des AktualisierungsprotokollsIn CLF übernehmen Surrogate die Arbeit des Metadatenmanagers und verwen-den dazu eine lokale Kopie der Metadaten. In regelmäÿigen Abständen shiktjedes Surrogat die Änderungen an den lokalen Metadaten zu dem Metadaten-manager. Dieses Verfahren (siehe Abshnitt 5.4.3.2) ist an zwei Stellen verbes-serungswürdig.
156 GUIDO MALPOHLEinerseits werden veränderte Verzeihnisse immer als Ganzes an den Ma-nager gesendet, wenn sie verändert wurden. Das erzeugt besonders bei groÿenVerzeihnissen groÿen Overhead. Günstiger wäre es, denn die Surrogate auhein Änderungsliste an den Verzeihnisinhalten führen würden, in der das Hin-zufügen und Löshen von Einträgen protokolliert wird. Mit dieser Liste könntenÄnderungen viel ezienter zum Metadatenmanager übertragen werden, als mitdem aktuellen Verfahren.Andererseits führt das regelmäÿige Aktualisieren unter Umständen zu un-nötigen Aktualisierungen, wenn die selben Metadaten mehrfah über einen län-geren Zeitraum geändert werden. Dadurh wird zusätzliher Netzwerkverkehrerzeugt, weil die selben Inodes mehrfah aktualisiert werden. Günstiger könnteeine bedarfsgesteuerte Aktualisierung sein, bei der Inodes erst dann auf dem Me-tadatenmanager aktualisiert werden, wenn sie eine gewisse Zeit lang niht mehrgeändert wurden. Allerdings muss gleihzeitig eine Liste der geänderten Inodesund Verzeihnisse geführt werden, die eine gewisse Gröÿe niht übershreitensollte, weil mit steigender Gröÿe auh der Platzbedarf und der Verwaltungs-aufwand steigen. Es ersheint also sinnvoll, den Zeitpunkt der Aktualisierungeinerseits von der seit der letzten Aktualisierung vergangen Zeit und andererseitsvon der Anzahl der geänderten Metadaten abhängig zu mahen.7.2.3 Grundsätzlih: Streuverteilung vs. gezielte Vertei-lungBei CLF wird für die Zuordnung der Metadaten zu den Surrogaten eine Hash-Funktion verwendet, die eine Zuordnung anhand der Inode-Nummer vornimmt.Der Vorteil dieses Vorgehens ist, dass jede Komponente des Dateisystems aufeinfah Weise berehnen kann, welhes Surrogat eine bestimmte Inode verwaltet,ohne dies zuvor von einem zentralen Dienstgeber erfragen zu müssen.Obwohl die Streuverteilung bei den Messungen in Kapitel 6 zu guten Er-gebnissen geführt hat, könnte dennoh eine gezielte Verteilung der Metadatenwünshenswert sein. Beispielsweise könnte es sih als sinnvoll erweisen, dass dieMetadaten von Dateien auf dem gleihen Surrogat verwaltet werden wie desVerzeihnisses in dem sie enthalten sind. Insbesondere dann, wenn die Dateiennur eine geringe Lebensspanne besitzen, wird so die Kooperation von Surroga-ten beim Anlegen und Löshen von Dateien vermieden. Auf der anderen Seitekann eine solhe Verteilung auh shädlih sein, wenn auf die Dateien eines Ver-zeihnisses sehr häug zugegrien wird, weil dann alle Anfragen an das gleiheSurrogat gestellt werden. In diesem Fall wäre es besser, wenn die Metadaten derDateien möglihst gleihmäÿig über die Surrogate verteilt würden.Eine gezielte Verteilung der Metadaten könnte also in bestimmten Fällenzu einer besseren Leistung führen. Obwohl dies mit CLF aufgrund der festenAbbildung von Inode-Nummer und Surrogat niht möglih ist, wäre es dennohdenkbar, beim Anlegen von Verzeihnissen und Dateien freie Inode-Nummerngezielt so zuzuweisen, dass ein bestimmtes Surrogat für die Verwaltung der Me-tadaten zuständig ist. Das setzt aber voraus, dass die optimale Zuordnung shonbei Erzeugung der Datei fest steht, weil eine spätere Umverteilung niht möglihist. Inwiefern es möglih ist die Zuordnung im Vorraus zu bestimmen und ob einegezielte Verteile Vorteile gegenüber der Streuverteilung hat, konnte im Rahmendieser Arbeit niht untersuht werden und bedarf weiterer Untersuhungen.
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 1577.2.4 Grundsätzlih: Zusätzlihes CahenDurh die Surrogate können im Vergleih zum Einsatz eines zentralen Metada-tenmanagers mehr Klientenanfragen in der gleihen Zeit beantwortet werden.Ein Groÿteil dieser Anfragen führt jedoh keine Änderung an den Metadatendurh und könnte durh Cahen der Metadaten auf dem Klienten vermiedenund damit besonders shnell beantwortet werden.Werden die Ergebnisse einer Metadatenanfrage jedoh auf einem Klientenwiederverwendet, kann dies zu einem Konsistenzproblem führen, wenn gleihzei-tig ein anderer Klient Änderungen an den Metadaten vornimmt. In diesem Fallmüssen die im Cahe gespeiherten Metadaten entweder invalidiert oder aktua-lisiert werden, indem das verantwortlihe Surrogat eine entsprehende Nahrihtan den Klienten sendet. Das kann auf zwei Arten gemaht werden: Entwedershiken die Surrogate allen Klienten eine Nahriht oder speihern Informatio-nen über den Caheinhalt der Klienten.In CLF ist ein Mehanismus vorgesehen, dass das Cahen von Metadaten aufden Klienten ermögliht. Die Grundidee ist es, den Auskünften der Surrogateeine Gültigkeitsdauer anzuhängen, die es dem Klienten erlaubt, die Informati-on für die angegebene Zeitspanne wieder zu verwenden. Auf diese Weise erhältdas Surrogat Einuss auf den Caheinhalt des Klienten und ist in der Lage, beiÄnderungen an bestimmten Metadaten, genau die Klienten zu kontaktieren,welhe die Informationen mit groÿer Siherheit im Cahe speihern. Das VII-Modul in CLF , welhes ühtige Informationen über Inodes speihert (sieheAbshnitt 5.3.6), besitzt bereits entsprehende Felder, um Gültigkeitsverspre-hen, die Klienten gegeben werden, zu speihern.Wird die Gültigkeitsdauer von Metadaten übershritten und erfolgt ein wei-terer Zugri auf diese, muss der Klient die Metadaten erneut von dem Surrogatanfordern. Auf der anderen Seite kann das Surrogat die Informationen darüber,welhe Gültigkeitsversprehen welhem Klienten gegeben wurden nah Ablaufder Gültigkeit verwerfen.Die Gültigkeitsdauer von häug geänderten Metadaten sollte bei 0 liegen,während die Gültigkeitsdauer von selten geänderten Metadaten (wie beispiels-weise die von ausführbaren Programmen oder Verzeihnissen, die nahe an derWurzel des Dateisystems liegen) im Bereih von Sekunden und Minuten liegensollte.Der beshriebene Mehanismus wurde in CLF bereits teilweise implemen-tiert, konnte aber aus Zeitgründen im Rahmen dieser Arbeit niht zu Endeentwikelt werden. Es ergeben sih interessante Fragestellungen: Bezüglih derWahl der Gültigkeitsdauer ist oen, auf Basis welher Heuristik diese gewähltwerden sollte. Hier könnte beispielsweise die seit der letzten Änderung an denMetadaten vergangene Zeit eine gute Heuristik bilden. Bezüglih der Buhfüh-rung auf den Surrogaten ist oen, welhe zusätzlihen Kosten (Speiherplatzund Rehenzeit) die Verwaltung der Gültigkeitsversprehen verursahen würde.Die zweite Fragestellung ist mit der ersten in so fern verknüpft, dass die Anzahlder zu verwaltenden Versprehen von der verwendeten Heuristik abhängt.Diese Erweiterung von CLF ersheint besonders vielversprehend, ihr wirkli-her Nutzen kann jedoh nur mit einer vollständigen Implementierung evaluiertwerden.
158 GUIDO MALPOHL7.2.5 Grundsätzlih: AusfallsiherheitIn CLF wurde Ausfallsiherheit beinahe vollständig auÿer Aht gelassen. Fällteine der Infrastruktur-Komponenten aus, ist das Dateisystem niht mehr funkti-onsfähig. Das gilt sowohl für die Daten-Server, wie auh für den Metadatenma-nager und die Surrogate. Fehlt ein Daten-Server, sind Metadaten-Operationenzwar noh möglih, aber das Lesen und Shreiben von Dateien wird mit hoherWahrsheinlihkeit fehlshlagen. Bei Ausfall eines Surrogats funktionieren alleOperationen, die Metadaten betreen für die das Surrogat verantwortlih ist,niht mehr.Der Ausfall des Metadatenmanagers kann untershiedlihe Auswirkungenhaben: Verwendet die Konguration von CLF keine Surrogate, wird das Datei-system augenbliklih unbrauhbar, bei der Verwendung von Surrogaten, kön-nen diese den Ausfall zeitweise kompensieren, weil sie alle Anfragen der Klientenbearbeiten. Trotzdem wäre es nah einer gewissen Zeit niht mehr möglih, Da-teien und Verzeihnisse anzulegen, weil der Manager für die Verwaltung derInode-Nummern zuständig ist.Es ist eine oene Frage, ob möglihe Ausfälle durh Replizierung der Kompo-nenten aufgefangen werden könnte. In diesem Zusammenhang muss auh unter-suht werden, ob die Metadaten bei Ausfall eines Surrogats weiterhin konsistentsind. Unter Umständen muss nah Ausfall eines Surrogats eine Untersuhungdes gesamten Dateisystems durhgeführt werden um die Konsistenz des Datei-systems zu sihern.
Anhang ADaten-ServerDie Daten-Server in CLF speihern die in dem Dateisystem abgelegten Da-ten. Sie sind als Benutzerebenenprozesse implementiert und benutzen das lokaleDateisystem des Knotens zur persistenten Speiherung. Sie können als Blok-geräte verstanden werden, denn sie besitzen nur wenige Informationen über dieauf ihnen gespeiherten Datenblöke.Wie die anderen Komponenten des Dateisystems verwenden die Daten-Serverzur Kommunikation die Bibliothek Paradis-Net , wobei sie als einzige Kompo-nenten von CLF eine reine Dienstgeber-Rolle einnehmen (siehe Abbildung 5.1).Die Daten-Server werden hauptsählih von den Klienten des Dateisystems kon-taktiert, wenn diese aus Dateien lesen oder in diese shreiben. Weiterhin werdensie auh von dem Metadatenmanager des Dateisystems kontaktiert, wenn Da-teien gelösht werden.Diese Arbeit konzentriert sih auf die Verwaltung der Metadaten, daher wirddie Beshreibung der Daten-Server sih auf deren nah auÿen sihtbare Funk-tionalität beshränken. Die Daten-Server sind bis auf wenige nahträglihe Pro-tokolländerungen mit denen identish, die im Rahmen der früheren Arbeiten anClusterle entwikelt wurden [44℄.A.1 KongurationsmodusDie Kongurierung der Daten-Server erfolgt bei Initialisierung des Dateisystems.Der Daten-Server ist nah seinem Start zunähst im Kongurationsmodus undwartet auf eine Nahriht des Metadatenmanagers mit den Kongurationsinfor-mationen. Diese bestehen aus folgenden Daten:nr_ios, ios_idx Anzahl der Daten-Server und eigener Index des Daten-Ser-vers. Diese Informationen benötigt der Server um seine eigenen Zustän-digkeiten zu berehnen. So wird in einer Leseanfrage beispielsweise dergesamte zu lesende Bereih angegeben und der Daten-Server berehnetdaraus die Datenblöke, die der Klient von ihm erwartet.blok_size Die innerhalb des Dateisystems benutzte Blokgröÿe. (Bei CLFübliherweise 64 KB.) 159
160 GUIDO MALPOHLios_path Verzeihnispfad. Der Daten-Server speihert seine Daten in dem lo-kalen Dateisystem des Knotens. Die Option verweist auf das dafür ver-wendete Verzeihnis.ios_logpath Pfad der Log-Datei. Auh der Name der Log-Datei wird von demMetadatenmanager bestimmt.Nah Erhalt dieser Nahriht wehselt der Daten-Server in den Dienstmodusund akzeptiert jetzt auh die Anfragen der anderen Dateisystemkomponenten.A.2 DienstmodusIm Dienstmodus akzeptiert der Daten-Server die fünf in Tabelle A.1 aufgezähl-ten Anfragetypen. Neben diesen Anfragetypen können die Daten-Server auhnoh weitere Anfragen verarbeiten, die aber nur in Zusammenhang mit derBenutzerebenenbibliothek von Clusterle verwendet werden. Sie dienen der Un-terstützung von unregelmäÿigen Datenverteilungs-Anforderungen von parallelenProgrammen, die mit Hilfe von so genannten PITFALLS (siehe [47℄) formuliertwerden. Diese erweiterten Möglihkeiten zur physikalishen Verteilung von Da-teien auf Daten-Server werden von Cluster-Dateisystemen niht benötigt, da sievon den Anwendungen Kenntnis über die Struktur des Dateisystems vorausset-zen. Im Gegensatz dazu ist es aber das Ziel von CLF , dass die Beshaenheitdes Dateisystems transparent und niht von einem lokalen Dateisystem unter-sheidbar ist.Die Nahrihten vom Typ CLF_RQ_IOS_FSYNC, CLF_RQ_IOS_WRITE undCLF_RQ_IOS_READ werden von Klienten an die Daten-Server geshikt. Die Da-ten-Server bearbeiten die Anfragen sequentiell in der Reihenfolge in der sieeintreen. Shreiben dabei zwei untershiedlihe Klienten in die selbe Datei, soübershreibt die zweite Shreibanforderung unter Umständen die von der erstenAnforderung in die Datei geshrieben Daten. Dieses Problem existiert allerdingsniht nur bei Netzwerkdateisystemen, sondern auh bei lokalen Dateisystemen,wenn zwei Prozesse auf die selbe Datei zugreifen.Die Daten-Server besitzen im Gegensatz zum Metadatenmanager keine In-formationen über die auf den Klienten geöneten Dateien. Sie benutzen aller-dings zum Speihern und Lesen der Daten im lokalen Dateisystem die üblihenDateioperationen der Glib-Bibliothek [29℄ und müssen daher zuvor die lokalenDateien, in denen die Daten abgelegt werden, önen und nah Gebrauh wiedershlieÿen. Dazu verwenden sei einen LRU-Puer, der immer eine gewisse Mengean Dateien oen hält, um wiederholtes Önen und Shlieÿen von einzelnen Da-teien zu verhindern. Dies geshieht unter der Annahme der zeitlihen Lokalitätvon Zugrien auf eine bestimmte Datei.Anfragen vom Typ CLF_RQ_IOS_FTRUNCATEwerden sowohl von Klienten, wieauh von dem Metadatenmanager an die Daten-Server vershikt. Stammt dieNahriht von einem Klienten, ist sie das Resultat eines expliziten ftrun()-Dateisystemaufrufs eines Anwendungsprogramms. Stammt diese Nahriht al-lerdings von dem Metadatenmanager, so handelt es sih um eine Lösh-Opera-tion, die zwar die lokale Datei niht entfernt, aber durh das Zurüksetzen derLänge auf 0 alle in der Daten gespeiherten Daten lösht. Die Ursahe dieserAnfrage ist übliherweise eine Lösh-Anfrage von einem der Klienten (Nahrihtvom Typ CLF_RQ_UNLINK).
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 161KongurationsmodusCLF_RQ_IOS_INIT Der Metadatenmanager shikt eine Anfrage diesesTyps an den Daten-Server und versetzt damit in denDienstmodus.Parameter: Konguration des Daten-Servers (sie-he A.1)DienstmodusCLF_RQ_IOS_FSYNC Synhronisiert den Inhalt einer Datei mitder Festplatte, bzw. gibt dem lokalenDateisystem diesen Befehl.Parameter: DateiinformationCLF_RQ_IOS_FTRUNCATE Verkürzt die Länge einer Datei auf einenbestimmten Wert. Mit dieser Anfrage istes auh möglih Dateien zu löshen.Parameter: Dateiinformationen, neue Da-teilängeCLF_RQ_IOS_WRITE Mit dieser Anfrage werden Daten in eineDatei geshrieben.Parameter: Dateiinformation, Versatz in-nerhalb der Datei, Länge der Daten, Da-tenCLF_RQ_IOS_READ Mit dieser Anfrage werden Daten aus ei-ner Datei angefordert.Parameter: Dateiinformation, Versatz in-nerhalb der Datei, Länge der DatenTabelle A.1: Anfragen an den Daten-ServerDer Parameter Dateiinformation wird in Abshnitt A.3 beshrieben.Es gibt zwei Gründe für diesen Untershied: Der erste Grund ist, dass eineLösh-Operation niht nur den Inhalt der Datei betrit, sondern auh ihre Me-tadaten und ihren Verzeihniseintrag. Der zweite Grund ist, dass der Dateiinhalterst dann gelösht werden darf, wenn kein Klient diese Datei geönet hält. DerMetadatenmanager tritt daher als Mittler zwishen Klient und Daten-Server einund shikt den Befehl zum Löshen des Dateiinhaltes erst dann an die Daten-Server, wenn die Bedingung erfüllt ist. Der Verzeihniseintrag der Datei wirdallerdings sofort entfernt.A.3 DateiinformationenDie Daten-Server besitzen, abgesehen von der Inode-Nummer der Dateien, keineInformationen über die Daten, die auf ihnen gespeihert werden. Sie kennen aberdie Gesamtzahl der Daten-Server, sowie ihren eigenen Index innerhalb dieserGruppe. Aus diesen Informationen wird zusammen mit dem Index des Daten-Servers, auf dem der erste Blok der Datei gespeihert wird, und der verwendetenBlokgröÿe der Teil der Datei berehnet, für die der Daten-Server verantwortlihist.
162 GUIDO MALPOHLDaher müssen die anderen Komponenten jeder Anfrage an einen Daten-Server (siehe Tabelle A.1) die Informationen über die Verteilung der Datei an-hängen. Der Vorteil dieser Vorgehensweise liegt in gröÿerer Flexibilität. Der Me-tadatenmanager kann bei der Erstellung einer Datei festlegen, wie diese auf denDaten-Servern verteilt wird ohne einem bestimmten, abgesprohenen Shemafolgen zu müssen. Diese Information wird auf dem Metadatenmanager gespei-hert und an die Klienten weitergegeben. Die Klienten benötigen die Informa-tionen über die Verteilung der Daten um daraus errehnen zu können, welheDaten-Server für einen bestimmten Ausshnitt der Datei zuständig sind. In denAnfragen werden die Dateiinformationen an den Daten-Server weitergereiht,der damit die Daten in seiner unstrukturierten Datei aunden kann.A.4 ZusammenfassungIn diesem Abshnitt wurde die Grundfunktionalität der Daten-Server und diezur Kommunikation mit Metadatenmanager und Klient verwendeten Anfrage-typen vorgestellt.
Anhang BMetabenhIm Rahmen der Reherhen konnte nur ein Benhmark gefunden werden, der dieMetadaten-Leistung eines Dateisystems misst: Metabenh [80℄. Leider besitztMetabenh eine Reihe von Mängeln, die zu der Entwiklung von Medabenhgeführt haben, welher in Kapitel 6 für die Vermessung von CLF und dessenVergleih mit anderen Dateisystemen verwendet wird.In diesem Anhang wird zunähst Metabenh beshrieben und im Anshlusswerden einige Messungen mit CLF und PVFS vorgestellt und diskutiert.B.1 BeshreibungMetabenh wurde im Rahmen einer Studienarbeit an der Tehnishen Univer-sität Münhen entwikelt. Das Ziel der Entwiklung war die Vermessung ver-shiedener Dateisystem (darunter PVFS [17℄, AFS [41℄ und NFS [70℄) auf demLinux-Cluster des Leibniz-Rehenzentrums in Münhen. Eine vereinfahte Ver-sion ist Teil einer Benhmark-Sammlung, die bei der Evaluierung eines neu-en Superomputers (Höhstleistungsrehner in Bayern II, Installierung: Ende2005) eingesetzt wurde.Der Benhmark zählt zu den Szenariobasierten Benhmarks, welhe die Leis-tung eines Systems anhand eines bestimmten Einsatzszenarios messen. Meta-benh ist eine Erweiterung des bekannten Postmark -Benhmarks [48℄, die esdurh den Einsatz von MPI [33℄ erlaubt, den Benhmark auf beliebig vielenKnoten eines Clusters auszuführen.Der ursprünglihe Postmark -Benhmark wurde 1997 entwikelt und bildetdie Dateisystemzugrisharakteristik einesNews- oder Email-Servers nah. Cha-rakteristish für diese Server ist die Verwaltung einer groÿen Zahl relativ kleinerDateien auf die lesend und shreibend zugegrien wird. Auh das Erstellen undLöshen von Dateien ist Teil der Messung, wobei der Anteil der vier Operationenan der gesamten Anfragemenge konguriert werden kann.InMetabenh wird eine feste Menge von Dateien verwendet, auf der die Ope-rationen ausgeführt werden, allerdings wurde die Leistung der Metadatenverwal-tung dadurh in den Vordergrund gerükt, dass nur sehr kleine Datenmengengelesen und geshrieben werden. Die Dateien werden, je nah Konguration, ineinem gemeinsamen Verzeihnis für alle Prozesse oder in Prozess-individuellenVerzeihnissen abgelegt. Die Messung verläuft, wie bei Postmark, in drei Phasen:163
164 GUIDO MALPOHLPhase 1: In der ersten Phase wird gemessen, wieviele Dateien pro Sekundeerzeugt werden können. Diese Phase dient gleihzeitig dem Aufbau derDateimenge. Die Anzahl der Dateien die erzeugt werden (sowie die Zahlder durhgeführten Operationen in Phase 2) werden durh einen kurzenVor-Test ermittelt. Messung: Erzeugte Dateien pro Sekunde.Phase 2: In der zweiten Phase werden auf den in Phase 1 erstellten Datei-en zufällige Operationen ausgeführt. Die Operationen setzen sih zu glei-hen Teilen aus Lese-, Shreibe-, Datei-Erzeugungs- und Datei-Löshungs-Operationen zusammen. Messung: Operationen pro Sekunde.Phase 3: In der dritten Phase wird gemessen, wie lange das Entfernen allerTestdaten dauert, woraus berehnet wird, wie viele Lösh-Operationen dasDateisystem pro Sekunde durhführen kann. Messung: Gelöshte Dateienpro Sekunde.Metabenh führt die drei Phasen wiederholt mit einer steigenden Zahl vonProzessen aus, bis die zur Verfügung stehende MPI-Obergrenze erreiht ist. DasBenhmarkprogramm ist in der Programmiersprahe C implementiert. Die vondiesem Programm generierten Textdateien werden in einem zweistugen Pro-zess mit Hilfe von Perl-Skripten ausgewertet und in generierten HTML-Seitenzusammengefasst. Die Seiten enthalten Graphen, die das Ergebnis der einzel-nen Messungen mit untershiedliher Knotenzahl, sowie drei zusammenfassendeGraphiken der drei Phasen, welhe die Leistung des Dateisystems jeweils inAbhängigkeit von der Knotenzahl zeigen.B.1.0.1 CLFMetabenh führt in den Phasen 1 und 3 ausshlieÿlih Operationen aus, die zupotentiell-kooperativen Anfragen bei der Verwendung vonMetadaten-Surrogatenführen. Auh während der Phase 2 sind 50% der Operationen von diesem Typ.Diese Zusammensetzung der Operationen wird, beinahe zwangsläug, zu einemshlehten Abshneiden von CLF bei Verwendung von Surrogaten führen, weilCLF so optimiert wurde, dass einfahe Operationen shneller und potentiell-kooperative Operationen potentiell langsamer ausgeführt werden. Dieser Opti-mierung liegt die Annahme zugrunde (siehe [27℄), dass der Anteil der einfahenOperationen bei über 95% liegt.B.1.1 KritikLeider ist die vorliegende Version 0.4.3 von Metabenh in einem shlehten Zu-stand. Zum einen werden einige in der Dokumentation beshriebene Auswer-tungen niht durhgeführt und zum anderen muss zur Veränderung einiger Pa-rameter der Quelltext verändert werden.Vor dem eigentlihen Benhmark wird ein Vortest durhgeführt, der die Leis-tung des Dateisystems abshätzen und die Anfragemenge entsprehend anpassensoll. Dies funktioniert jedoh nur unzureihend, so dass die einzelnen Testläufeteilweise sehr kurz sind. Die folge sind groÿe Shwankungen in den Ergebnissen.Ein grundsätzliher Kritikpunkt ist das verwendete Szenario: Es ist unklar,ob das Szenario eines News- und EMail-Server auf andere Anwendungsbereiheübertragbar ist. Auh ist die Verzeihnisstruktur, wenn überhaupt, dann nur für


























































Abbildung B.1: Die im Anhang verwendete Standard-Konguration mit einemzentralen Metadatenmanagerdiese spezielle Anwendung typish. Weiterhin ist die Auswahl der untersuhtenOperationen (Lesen, Shreiben, Erzeugen und Löshen von Dateien), sowie de-ren Verhältnis zueinander eine beliebige Festlegung des Programmierers. DieTatsahe, dass alle beteiligten Prozesse auf Dateien zugreifen, die entweder ineinem gemeinsamen Verzeihnis oder in individuellen Unterverzeihnissen abge-legt werden, sheint den pragmatishen Überlegungen des Programmierers zuentstammen, aber niht durh reale Anwendungen untermauert zu sein.Der Benhmark misst also niht die Metadatenleistung eines Cluster-Datei-systems, sondern vor allem die Leistung der verwendeten vier Operationen, wo-durh vor allem die Auswertung der Phasen 1 und 3, die nur Erzeugungs- undLösh-Operationen vermessenen, eine gewisse Aussagekraft besitzen.B.2 Vergleih von PVFS2 und CLFIn diesem Abshnitt wird CLF anhand von Metabenh mit PVFS2 [17℄ (Ver-sion 1.5.1) verglihen. Bei CLFwird eine Konguration mit einem zentralenMetadatenmanager verwendet, die dem Layout einer PVFS2-Installation ent-spriht.Abbildung B.1 (Seite 165) zeigt die Verteilung der Komponenten auf dieKnoten. Der Metadatenmanager kommt auf Knoten 1 zur Ausführung, dieDaten-Server werden auf den Knoten 13, 14, 15 und 16 platziert. Alle Knoten,einshlieÿlih der Knoten auf denen Dienstgeber laufen, werden für jeweils zweiKlienten verwendet. Bei Messungen mit weniger als 32 Klienten werden zuerstdie Klienten auf Knoten mit geringerer Ordnungsnummer verwendet, währenddie übrigen Klienten niht verwendet werden.Abbildung B.2 zeigt die Leistung der beiden Dateisysteme in Phase eins. Esist deutlih zu sehen, dass die Leistung von CLF deutlih höher als die von PVFSist. CLF (CLF_Manager) erreiht mit 1032.51 Operationen pro Sekunde seinemaximalen Durhsatz bei 6 Klienten, während PVFS seine maximale Leistung
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CLF PVFSAbbildung B.2: Metabenh, Phase 1: Erstellen von DateienKonguration: Abb. B.1mit 49,36 Operationen pro Sekunde bei 32 Klienten erreiht. Die maximaleDatei-Erzeugungs-Rate von CLF liegt damit a. 20 mal höher als die von PVFS.In Phase zwei (Abbildung B.3) zeigt sih ein ähnlihes Bild: Auh hier ist derDurhsatz von CLF um ein Vielfahes höher als der von PVFS. CLF erreihtseine maximale Leistung bei 6 Knoten mit 1150,12 Transaktionen pro Sekunde,während bei 32 Knoten ein Maximum von 68,91 Transaktionen pro Sekundeerreiht (Faktor 16 Untershied). Beide Dateisysteme können in Phase zwei mehrOperationen pro Sekunde bearbeiten als in Phase eins. Der Grund dafür liegt inder Zusammensetzung der Operationen: Die Manipulation von Verzeihnissenist oenbar viel aufwändiger als die Manipulation von Metadaten, die beimLesen und Shreiben von Daten vorgenommen wird.Auh in Phase drei erreiht CLF bei 6 Klienten seine maximale Auslastung(3766,50 Lösh-Operationen pro Sekunde), während PVFS bei 32 Klienten seinMaximum (36,83 Lösh-Operationen pro Sekunde) erreiht. In dieser Phase liegtsogar ein Faktor von 102 zwishen den Leistungen der Dateisysteme.Auallend an Phase drei ist die im Vergleih zu Phase eins deutlih hö-here Verarbeitungsgeshwindigkeit bei CLF . Dieser Untershied ist vermutlihauf das in Abshnitt 5.3.5.7 beobahtete Verhalten des Modules zur Verzeih-nisverwaltung zurük zu führen. Dort wurde gezeigt, dass das Entfernen einesVerzeihniseintrags aufgrund der Implementierung um Faktor 3 shneller ist alsdas Hinzufügen von Einträgen.Insgesamt ist die Leistung von PVFS überrashend shleht und das nihtnur im Vergleih mit CLF . Den höhsten Durhsatz erreiht PVFS in Phasezwei mit nur 68,91 Transaktionen pro Sekunde; in allen drei Phasen strebt dieLeistung von CLF bei steigender Klientenzahl auf einen Wert von a. 600 Ope-rationen pro Sekunde zu. Es ist leider niht nahzuvollziehen, warum der Durh-satz bei CLF nur bei niedrigen Klientenzahlen so groÿ ist und bei mehr Klienten
SKALIERBARKEIT VON CLUSTER-DATEISYSTEMEN 167
# of Jobs

















CLF PVFSAbbildung B.3: Metabenh, Phase 2: Transaktionen (Erstellen, Löshen, Lesenund Shreiben von Dateien) Konguration: Abb. B.1
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CLF PVFSAbbildung B.4: Metabenh, Phase 3: Löshen von DateienKonguration: Abb. B.1
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PVFSAbbildung B.5: Metabenh, Phasen 13: PVFSKonguration: Abb. B.1nahlässt, weil der Benhmark keine detaillierte Auswertung der einzelnen Kli-enten zulässt.B.2.1 DeutungNah den Vergleihsmessungen mit beiden Benhmarks stellt sih die Frage,warum PVFS2 eine um mindestens eine Gröÿenordnung shlehtere Leistungals CLFzeigt? Es handelt sih dabei vermutlih um eine Kombination aus zweiUrsahen, die bei zwei der involvierten Komponenten zu nden sind: Metada-tenmanager und Klient.Bei Betrahtung der Messergebnisse von Metabenh fällt auf, dass die Leis-tung von PVFS in allen drei Phasen, besonders aber in Phase 1, bei der Er-zeugung von Dateien, stetig und beinahe linear ansteigt. Abbildung B.5 zeigtnohmals die Ergebnisse der Messungen bei voller Ausnutzung der y-Ahse. Die-ses stetige Wahstum weist darauf hin, dass der Metadatenmanager von PVFSzu keinem Zeitpunkt ausgelastet ist und dass statt dessen ein Problem auf denKlienten vorliegt, weil jeder zusätzlihe Klient die Leistung um (näherungsweise)den gleihen Betrag erhöht.Die abshlieÿende Deutung des Verhaltens von PVFS2 ist in Abshnitt 6.5.3zu nden.B.3 Zwei CLF SurrogateIn diesem Abshnitt wird das Verhalten einer CLF -Konguration, die Surro-gate verwendet mit der Standardkonguration (Abbildung B.1) verglihen. DieSurrogate werden auf den Knoten 11 und 12 gestartet und senden bei Bedarf






























































SurrogatAbbildung B.6: Die Konguration bei Einsatz von zwei Surrogatenim Abstand von einer Sekunde Aktualisierungsnahrihten an den Metadaten-manager. Die Konguration ist in Abbildung B.6 dargestellt.Abbildung B.7 zeigt den Vergleih der beiden Kongurationen in der ers-ten Phase. Der Verlauf der Kurven ist vergleihbar, wobei die Leistung derKonguration mit zwei Surrogaten (CLF_2_Surrogate) unter der Leistung derKonguration mit dem zentralen Metadatenmanager CLF_Manager bleibt. EineAusnahme bildet der Bereih zwishen 8 und 16 Klienten, in dem Kongurati-on A eine ähnlihe Leistung zeigt.Von den drei Phasen der Messung, shneidet CLF_2_Surrogate nur in dieserPhase deutlih shlehter ab. Die Gründe dafür liegen vermutlih in dem gröÿe-ren Aufwand der Operation zum Hinzufügen von Verzeihniseinträgen, die aufbeiden Surrogaten durhgeführt wird. Weil aufgrund der Zahl an Surrogaten,durhshnittlih 50% dieser Operationen beide Surrogate betreen, muss eineAnfrage in diesem Fall von beiden bearbeitet werden. Dadurh werden eventuellauh Einfüge-Operationen verzögert, die von einem Surrogat alleine bearbeitetwerden.Abbildung B.8 zeigt das Ergebnis der Messungen in Phase zwei. Der Verlaufder Kurven läuft in dieser Phase weitgehend parallel, wobei die Leistung vonCLF_2_Surrogate nur knapp unter der von Konguration CLF_Manager bleibt.Dies ist vermutlih auf den geringeren Anteil der potentiell-kooperativen An-fragen zurük zu führen. Die Lese- und shreibe-Anfragen werden von beidenSurrogaten parallel abgearbeitet, wodurh der gröÿere Aufwand für das Erstel-len und Löshen von Dateien teilweise wieder ausgeglihen wird.Auh in Phase drei (Abbildung B.9) ist die Konguration CLF_2_Surrogateder Konguration CLF_Manager unterlegen. Trotz der ausshlieÿlih aus Lösh-Anfragen bestehenden Anfragen ist der Untershied jedoh niht so groÿ wie inder ersten Phase. Der Grund dafür liegt in der kürzeren Bearbeitungszeit vonLösh-Anfragen (siehe auh Abshnitt 5.3.5.7).Wie bereits in Abshnitt B.1.0.1 beshrieben, ist es niht überrashend, dassdie Verwendung von Surrogaten bei den Messungen mitMetabenh keine Vortei-le gegenüber der klassishen Konguration zeigt. Aufgrund der von Metabenh
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CLF Manager CLF 2 SurrogateAbbildung B.7: Metabenh, Phase 1: Erstellen von DateienKongurationen: CLF Manager : Abb. B.1, CLF 2 Surrogate: Abb. B.6
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CLF Manager CLF 2 SurrogateAbbildung B.8: Metabenh, Phase 2: Transaktionen (Erstellen, Löshen, Lesenund Shreiben von Dateien)Kongurationen: CLF Manager : Abb. B.1, CLF 2 Surrogate: Abb. B.6
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CLF Manager CLF 2 SurrogateAbbildung B.9: Metabenh, Phase 3: Löshen von DateienKongurationen: CLF Manager : Abb. B.1, CLF 2 Surrogate: Abb. B.6durhgeführten Operationen ist die shlehtere Leistung sogar erwartungsge-mäÿ, weil das Erstellen und das Löshen von Dateien einen erhöhten Kommu-nikationsaufwand zur Folge hat und die Antwortzeiten durh das Weiterleitender Anforderung von einem Surrogat auf den anderen steigen.Trotzdem ist das Ergebnis des Benhmarks als positiv zu bewerten, weilsih die Verwendung der Surrogate selbst bei dieser höhst ungünstigen Zusam-mensetzung von Operationen niht sehr negativ auswirkt. In der Transaktions-Phase, in der neben Erstellung und Löshung von Dateien auh Zugrie aufdiese erfolgen, ist der Untershied kaum noh bemerkbar.
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