Introduction to the concept of Early Growth Technology Analysis
The goal of this project is to identify, using automated processes, potentially important technologies that have yet to become mainstream, referred to in this paper as "early growth" technologies. One way to view the growth of such technologies is in the form of plot of a technology's "prevalence" over time. We are interested in those technologies that are in the early, low-prevalence tail of such a plot as depicted in Figure 1 . This "early" phase is characterized by low prevalence, but a high rate of growth, such that the first and second derivatives of prevalence are both positive.
Figure 1. Prevalence of Early Stage Growth over Time
An immediate issue is the definition of "prevalence," and more importantly, how to measure it. As publications in the academic literature are the primary channel for the dissemination of research results and ideas, we utilize the occurrence frequency of related keywords in these publications as an indicator of a prevalence of a technology over time. This approach falls under the broader category of "bibliometric analysis" [Kostoff et al, 2001 ] [Losiewicz et al, 2000] , a term used to describe techniques which are based on the statistics of text documents or publications, rather than the actual contents of these documents.
The analysis of technological trends and developments using such approaches has been attempted in a number of previous publications [Bengisu and Nekhili, 2006] [Small, 06] . In fact, bibliometric techniques have already been used to analyze the renewable energy and other closely related domains [Vidican et al, 2008] , [Kajikawa et al, 2008] , [Woon et al, 2009 ], so its effectiveness in similar applications is already well established. Nevertheless, extracting information from large data sets, and converting this into actionable knowledge remains a challenging problem that is far from a comprehensive solution. The approach presented in this paper addresses a number of shortcomings in conventional approaches, such as the inability to identify promising growth areas (addressed with the early growth metrics, described in section 2.3), as well as effective procedures for extracting relevant terms from publication databases (addressed with the eigenvector centrality and "back-pointing" techniques, which is discussed in section 4).
Finally, while the proposed techniques are intended to be neutral to the domain of analysis, a suitable example is still required on which to conduct our experiments and to anchor our discussions. To address this need, a pilot study was conducted in the field of renewable energy, which offers a rich and challenging problem domain on which our methods can be aptly tested. Besides high-profile topics like solar cells and nuclear energy, renewable energy related research is also being conducted in fields like molecular genetics and nanotechnology.
Basic Methodology
Our approach consists of three main steps. First, we collect and store large numbers of related terms. Next, we record the changes over time of term occurrence frequencies or "hit counts" by querying online publication databases for each of the collected terms. Third, by analyzing the growth pattern of these hit counts, we produce a list of technologies that appear to be in the early stages of growth. For future work, we plan to perform a second pass on this list with more rigorous, computationally intensive analysis to further reduce our list to a smaller number of important terms. Figure 2 below gives a high-level representation of the methodology and these three steps.
Figure 2. Three steps used in Methodology

Step 1 -Collection of relevant terms
To begin the search for these early growth technologies, we construct a long list of terms related to our topic of interest, renewable energy. At this stage, the focus is on gathering a large collection of topically relevant terms rather than on screening these terms for their growth potential. For the purpose of initial experimentation, we choose to use a few thousand terms.
The key sources that we use are online publication databases (see Appendix 1 for descriptions and discussions on some of these sources). Examples include Compendex, Inspec, Scirus, and Google Scholar. It is important to note that these are web-based services, and as such we do not have direct access to the contents of these databases. Instead, our approach has been designed to utilize the results of two commonly supported search operations: "what papers do you know off which are related to topic X", and "how many papers related to topic X were published in year Y".
Figure 3. Illustration of Retrieving "hit count" from Scirus
As indicated previously, the aim is to construct this list of terms using completely automated processes. Specifically, we have developed a suite of software tools that can access these online databases to identify and extract relevant terms. The specific procedure for this automated term collection varies depending on the database being used; the collection procedures for three particularly useful sources -Compendex, Inspec and Scirus 1 -are presented in this paper as an example of how this extraction process may be efficiently automated. Customization of the software for alternative sources of keywords is left as a topic for future work.
Term collection using Compendex and Inspec
Compendex and Inspec both fall under the umbrella website Engineering Village. We can use them to collect terms in the following way:
1. The Engineering Village search engine is queried to obtain articles about the topic of interest. A list of these articles are returned sorted by order of relevance (the precise definition of "relevance" is not provided but an informal survey of a the query results indicates that the sorting appears to match intuitive notions of relevance.) 2. For each article identified, a link is provided to its abstract along with a list of related keywords. 3. These keywords were provided by the respective authors and come in two varieties, namely controlled and uncontrolled. Controlled keywords were selected from a list of pre-defined terms determined by Engineering Village. Uncontrolled keywords, on the other hand, are entered by the author and are not restricted to the pre-defined list. We currently do not place different values on either set of keywords; instead, the controlled and uncontrolled terms are combined into a single list.
1
See the Appendix 1 for more detailed information about these systems.
To use Compendex or Inspec to collect keywords, our system first queries the database for the topic, "renewable energy," visits the abstracts of the most relevant articles, and collects all the keywords listed with each of these abstracts, removing duplicate terms. In keeping with the stated goal of collecting a few thousand terms, currently the 70 most relevant articles are used (the number of articles is a tunable parameter.) When using 70 articles, Compendex returns approximately 1,600 unique terms, while Inspec returns about 1,400.
Term collection using Scirus
Scirus is the third data source that is used for the purpose of collecting terms. Due to the nature of Scirus, the collection method is entirely different from that which used for Compendex and Inspec. Scirus does not provide keywords associated with the articles it returns. Instead, it provides a "Refine your search" feature for a given query, which displays a list of 80 related terms; as shown in Figure 4 . In some cases, especially where the query is for a very peculiar keyword, the list may contain fewer than 80 terms. However, the list never contains more than 80 terms. Broadly, these terms appear to be sorted in the order of decreasing relevance or generality.
Figure 4. Example of "Refine your search" results provided by Scirus
We can extract these terms in an automated way using our software, but 80 terms is far short of our desired number of terms. To use Scirus to collect more terms, we go through several steps as follows. 1. We perform follow-up searches on some or all of the returned terms, and extract the terms related to those follow-up terms. 2. This process forms a tree of terms with "renewable energy" at the root, its related terms at the second level, and so on. If all 80 returned terms were expanded, the tree would grow in width very quickly before getting very deep. 3. Since our goal is to discover terms that are highly specific and not necessarily well-known, we would like our term tree to be deeper than it is wide. The depth/width tradeoff is left as an adjustable parameter in our software. We specify this parameter as a list whose length is the number of levels in the tree, and whose elements represent the branching factor at each particular level of the tree. So for example, if our list were [20, 10, 5] , we would expand the 20 most relevant terms at the first level in our search, the 10 most relevant terms to each term in the second level of our search, and the 5 most relevant terms in the third level of our search. We are currently using the pattern [15, 5] , which, after removing duplicates, returns approximately 3,000 terms. We have used this pattern because it seems to provide a good balance between relevance and specificity, while also returning approximately the number of terms we are looking for. We have also experimented with three-level patterns, but have found that terms at the third level are often irrelevant. Section 4.1 of this report describes a proposed solution to this issue. 4. Note: Even when a term is not expanded for a follow-up search, it is still added to the list of terms being collected. So in our example, each of the 15 follow-up terms at the first level returns not 5, but 80 terms of its own, all of which are added to the list. However, only the top 5 of these terms are further expanded to return 80 of their own.
Finally, we merge the terms collected from Compendex, Inspec, and Scirus into one list. After removing duplicates, our 1,600 Compendex terms, 1,400 Inspec terms, and 3,000 Scirus terms become approximately 5,600 terms in total. It is notable that the three databases give us only approximately 400 duplicates, compared to 5,600 unique terms. It is due to this uniqueness of the three databases that motivated us to collect and combine terms from all of them. An open area of investigation involves deciding on the relative value of each database and the best number of terms to collect from each database. A tradeoff must be managed between the need to collect as many useful terms as possible, and the need, as far as is possible, to avoid contaminating the term list with irrelevant terms.
Step 2 -Determination of growth trends
In this step, we determine the prevalence trends, over time, of each of the terms collected in the previous step. As explained in the Section 1, it was decided that the "hit count", i.e. the number of relevant articles returned by a publication database when queried with the terms, would be used to represent the prevalence of a technology.
To determine the trends in hit counts, searches are restricted to only count the articles published in a given year. This is then repeated for each year which we are interested in, resulting in a record of how the number of articles published about the given topic has changed over time.
Maintaining relevance
In determining the hit counts for a particular term, it is important that only relevant uses of the particular term are taken into consideration. One way of doing this is by constraining the basic search by appending a term which specifies the desired context. As an example, the term 'corn' is relevant to energy technologies for its role in ethanol production. A Scirus search for 'corn' returns approximately 2.1 million hits. A search for 'corn' + 'renewable energy,' on the other hand, returns only about 90,000 hits. The discrepancy is largely due to the vast number of articles about corn that have nothing to do with energy. For our purposes, 90,000 is the more accurate count.
However, there are two potential downsides to requiring that the seed term be included in our queries. The first issue is that a term may represent an important component of the field, but is rarely mentioned in articles that also mention the seed term. Examples include technologies that have a wide range of applications, each of which can be indirectly related to our seed term. Genetic engineering is an example when renewable energy is the seed. Genetic engineering is an important component of biofuel development, so new genetic engineering research can indirectly affect the renewable energy field, often in ways which are unforeseen a priori. We would therefore be interested in articles about genetic engineering research even if they make no explicit mention of renewable energy. Only considering articles that contain both terms genetic engineering and renewable energy would result in a lower hit count, which understates the actual number of relevant articles.
There is a second downside to including the seed term in our query. In some cases, a term may appear in an article that is indeed related to the seed term, but that never explicitly mentions the seed term because it is implicit from the context. An article about windmills, for example, is clearly relevant to renewable energy, but may never actually use the expression renewable energy. We would like this article to be included in the publication count for windmills, but requiring renewable energy to be included in the search query would prevent that from happening.
IRequiring the seed term in our search queries prevents artificially high hit counts that result from articles that use a term in an irrelevant context (e.g. corn). Unfortunately, requiring the seed term can produce an artificially low hit count by not including relevant articles that discuss the term, without discussing applications (e.g. genetic engineering) or by not including articles that do not mention the seed term because its relevance is obvious from context (e.g. windmills)
.
So an open question being investigated is whether or not to require that 'renewable energy' be included in our hit count queries.
Use of multiple sources
Just as we can use one or more sources to produce the list of potentially interesting keywords, we can use one or more databases in determining the hit count trends of a topic. It is also important to note that the source(s) that we use for trend analysis need not be the same as those used to produce the list terms in the previous step. These are two independent processes; we can collect terms with whatever sources we choose, and we can analyze their prevalence trends using whatever sources we choose.
In deciding what databases to use for hit count trends, we need to consider the size and focus of the database, as well as the feasibility of using it for automated hit count collection. In general, the larger the database's collection of articles on renewable energy, the more statistically significant the hit count trends will be. Regarding feasibility, the database must allow thousands of queries to be submitted in a relatively short span of time, and must display the resulting hit counts in a manner that is extractable with software. With these considerations in mind, we are currently using Compendex and Scirus to gather hit count, as they tend to give relatively large hit counts even for obscure energy-related terms. In contrast, it was decided that Inspec, the third database used in the term collection step, is too small of a database to be effective in this hit count collection step.
With both Compendex and Scirus, collecting hit counts for each term is a slow process. For example, finding hit counts for 5,000 terms over three years, which requires 15,000 queries to the databases, takes about 5 hours to complete. However, these numbers tend to remain relatively unchanged from trial to trial. We therefore cache (store) the results from one trial in a local database for instantaneous lookup later. This can prove useful if, for example, we choose to modify our trend analysis methods (section 2.3 of this report), and do not wish to spend time re-gathering terms and hit counts prior to the analysis.
Because we are most interested in modern, upcoming technologies, we have focused on the years 2006, 2007, and 2008 . For future work, we might extend these dates further into the past to get a better picture of the longer-term trends of these technologies, and to perform retrospective analyses to test the efficacy of the system.
Step 3 -Identification of potentially interesting terms by rate of growth
Using the hit count trends recorded in the previous step, we now seek to choose from that large initial list a subset of terms that seem to fit the early growth description. There are several possible ways to identify an early growth technology in terms of its hit count trend. We choose to rank each term according to the ratio of its final to its initial hit count. The approximately 100 top-ranked terms will then be used in the final step of our methodology, which is to perform more in-depth analysis on those terms. By ranking terms according to the ratio of final hit count to initial hit count, terms with low initial hit counts will be strongly favored. For example, a term whose hit counts increased from 1 to 3 will be ranked higher than a term whose hit counts increased from 100,000 to 200,000 over the same time period. This is in line with our interest in identifying technologies that are not yet well-known, but are on the steepest part of their growth curve.
One problem encountered was what to do when the initial hit count is zero, which would result in division-by-zero errors. There are a few possible workarounds to this problem. One possibility is to replace the zero with the lowest nonzero hit count acquired in subsequent years. If the hit count remains zero until the final year, then we accept that its ratio is infinite, and rank it against other infinite-ratio terms based solely on the final year's hit count. A second possibility is to define zero as some small number, say 0.1. The choice of this number is unfortunately somewhat arbitrary, but the smaller it is defined to be, the higher the ranking zero-hit count terms will receive. We are currently using the second method, but exploring various options is an important topic of upcoming work.
We have experimented with a method in which we first calculate the average hit count across all terms for 2006 and 2008. Then we look for terms whose 2006 hit count is much smaller than the 2006 average and whose 2008 hit count is much higher than the 2008 average. We have called this method "total growth" analysis (as opposed to "early growth.") While this method is interesting and potentially informative, it is heavily biased against very small hit counts (that is, it emphasizes large growth over small size), which undermines the search for the "early growth" that we seek. Another seemingly viable possibility for identifying interesting terms would be to rank them according to the slope of their growth, i.e. the change in hit counts divided by the change in time. Since all terms have the same time range, this reduces to ranking them with respect to absolute changes in hit counts which again, favors terms whose hit counts were large to begin with.
There may be other metrics besides those described above that could produce the desired results. For example, the use of intermediate years in our analysis will give us a more granular and accurate assessment of changes in growth. Defining precisely what is meant by "early growth" is an important part of this ongoing research.
Implementation of Initial Software and Performance Characteristics
The initial implementation of the our method is in the Python programming language. It contains three modules, each corresponding to one of the three steps of our methodology: term collection, hit count collection, and trend analysis.
1. The term collection module takes three parameters as input: a list of seed terms (which is often just a single term), the number of articles from which to collect terms in Compendex and Inspec, and the breadth/depth pattern to use for hierarchically collecting terms from Scirus. The software outputs the collected terms to a text file.
2. The hit count collection module takes as input the term file generated in the previous step, as well as a list of publication databases and the range of years from which to collect hit counts. The output of 2 In particular, we will use the second derivative of prevalence as a weighted measurement to determine, in part, the "growth." this module is a local database which contains, for each term, the hit counts for each year and for each publication database used.
3. The final module performs the hit count trend analysis to identify the early-growth terms, taking as input the local database produced in the previous step. The trend analysis is performed for each database used and outputs a list of the best early-growth candidate terms, sorted by decreasing ratio of final hit count to initial hit count.
The first module runs in time proportional to the number of terms we are collecting. For example, it takes approximately 5 minutes to collect 5,000 terms on a typical modern computer with a broadband Internet connection. The largest source of variance in the runtime of this module is the speed of the connection used by the online databases being queried. Heavy traffic or slow local connections significantly increase the module's run time.
The second step runs in time proportional to the product of the number of terms being analyzed, the number of years over which to collect hit counts, and the number of online databases from which to collect this information. But again, the speed of the connection with the online databases is a key factor in the runtime of this module. Under typical conditions, if for each of 5,000 terms we wish to collect three years' worth of hit counts from two different publication databases, runtimes reach approximately five hours. The reason for the large increase in the time needed to complete the first step is that for each term we must visit and scan six HTML pages to collect that term's hit counts. In contrast, in the term collection step, a scan of a single HTML page gives us many terms.
The third module runs in time proportional to the number of terms being analyzed. But as it does not involve accessing information on the web, analyzing 5,000 terms takes less than a second.
Thus, the bottleneck in our software is clearly the second step. We have performed some optimizations to make it more efficient, such as scanning only the section of a search results page that we know to contains the hit count, but this step is inherently time consuming.
Preliminary Results
Preliminary results for these first three steps are shown here.
1. As described above, we used Compendex, Inspec, and Scirus to gather approximately 5,600 terms on renewable energy.
2. Next, we used both Compendex and Scirus to identify hit count trends on each of the terms, appending each query with 'renewable energy' to keep the hit counts in the proper context. energy, engineering, technology, wind, fuel, time, development, efficiency, cells, experimental, policy, oil, industry, economic, concentration (process) The results show many promising terms though some less suitable ones were also produced. For example, 'biopower,' 'concentrating solar power (csp),' 'biochemical pathways,' and 'fischer-tropsch diesel' may be the kind of early growth technologies we are looking for. However, terms such as 'energy,' 'engineering,' and 'technology' are far too general, while terms such as 'time' and 'homer' are largely irrelevant.
We will continue to revise our term collection process, as well as our term ranking process, to ultimately increase the proportion of quality terms identified with our methods.
Improvements to original Methodology
The methodology described above provided some interesting results and indicated that this approach was promising, but it also highlighted a number of problem areas. This led to several improvements to our original methodology, which will now be described.
Filtering Scirus terms for relevance
As described in section 2.1.2 of this paper, a Scirus search for a given seed term will only return at most 80 related terms. This requires us to perform follow-up searches on the returned terms, and proceed in a hierarchical manner. (In contrast, when we use Compendex or Inspec to gather terms, a search for a single seed term can provide as many related terms as we would like, so no follow-up searches are needed.) A downside to using Scirus to collect terms in this hierarchical manner is that as the depth of the term tree grows, the terms we find can quickly become very general and irrelevant to our goal. For example, if we search for 'renewable energy,' three of the 80 terms that come back are 'stand-alone,' 'harnessing,' and 'national security.' If we deepen our tree by extending these terms, grossly irrelevant terms are returned. A sampling of the terms returned from 'stand-alone' includes 'command line,' 'adjustable,' 'decisionmaking,' 'high availability,' and 'default value.' The results from 'harnessing' include 'humans,' 'animals,' 'publishing group,' and 'right arrow.' And the results from 'national security' include 'freedom of information,' 'law school,' 'facial recognition,' and 'donate.'
Even if we extend some of the more relevant terms returned from a 'renewable energy' search, we still find several irrelevant terms at the next level in the hierarchy. For example, 'energy systems' is a good, relevant term returned from 'renewable energy.' But extending this further, we get results that include 'sealed,' 'fiscal year,' 'non-stop,' and 'proton.' And clearly, if we were to extend these terms to the next level after that, we would continue to be out of the realm of renewable energy entirely.
This results in a conflict. We do want to gather terms that are specific and not immediately obvious given the seed term 'renewable energy.'However, looking only two or three levels deep into the Scirus term hierarchy, we find that the majority of terms are entirely irrelevant to our original topic. We propose to combat this issue by collecting terms deep in the hierarchy, but then screening them for relevance. We can test for relevance by seeing if the term in question points back to our seed term or to some term close to it in the hierarchy. In other words, for a term in question, we can look at the 80 terms returned from Scirus when searching for that term. If one of those returned terms is 'renewable energy' (or possibly some term that itself points to 'renewable energy'), then we can deem the term relevant. Further, if the term were found several levels down from our seed term, but then points back up to it, we can presume that it is both relevant and specific, which is exactly the class of term that we are looking for.
As an example, if we use 'sustainable energy' as our seed term, 'fuel cells' is among the terms returned at the first level of the hierarchy. When a search on 'fuel cells' is performed, some useful terms such as 'hydrogen fuel' are returned, as are terms such as 'laptop' and 'proton'. 'Hydrogen fuel' can be identified as relevant because Scirus lists 'sustainable energy' as one of the terms that it in turn points to. In contrast, 'laptops' and 'proton' do not point back to 'sustainable energy' and are hence excluded from the subsequent analysis. Figure 5 illustrates this process. It shows a representation of the Scirus term hierarchy with 'Sustainable energy' at the root. 'Hydrogen fuel' links back up the hierarchy to 'Sustainable energy,' so we declare it to be relevant. Note that in reality this network is highly interconnected; this simple representation ignores many links. In fact, 'Bioenergy' and 'Fuel cells', terms that we find at the second level of the hierarchy, both point back to 'Sustainable energy,' but the arrows are not included in the diagram for simplicity. These two terms, due to their hierarchical proximity to the seed term, do not require testing by return link. 'Hydrogen fuel' on the other hand, the illustrative term in this example, points back to 'Sustainable energy' and is at the third level, so it is both relevant and specific. Here we present results derived from this method of relevance filtering. We collected terms that were found in the first three levels of the term hierarchy from the seed term 'renewable energy', and that also pointed back to 'renewable energy.' In other words, for each term collected, 'renewable energy' was listed among the 80 terms Scirus listed as relevant to that term. We then gathered hit counts over time for each of these terms, and applied our trend analysis to identify the top early growth candidates. In this list, we observe positive results. Many of the terms listed, including the top-ranked 'electric cars' and 'hydrogen vehicles,' describe energy-related technologies that are growing in popularity. In addition, we see some terms which describe energy issues rather than technologies, such as 'climate policy,' 'offshore drilling,' and 'global warming.' And while terms such as these are not precisely what we are looking for, they do represent current events which are becoming more important issues over time. The primary problem with the terms on this list is that they tend to be quite general. For example, while electric cars are indeed quickly growing in popularity, we would like this list to contain specific technologies behind electric car design.
Filtering Scirus terms using eigenvector centrality metric
The approach described in the previous section is relatively straightforward. But filtering for relevance can be made more robust with a more complex approach. For example, as we have seen, requiring a term to point directly back to the single seed term may be too restrictive a requirement. Instead, it may be enough to point to a term that is close to our seed, or to another term that has already been declared relevant. This intuition, where relevance is a quality that is derived from association with other relevant nodes, motivates the approach that will be described next.
In the previous section, we discussed a tree-like structure of terms identified by Scirus. Searching for a particular term in Scirus results in 80 new terms being identified, so each term may be considered as a node in a tree with 80 outgoing directed edges.
This tree-like, hierarchical view was useful for the relevance checking described in the previous section, but a more accurate view is not of a tree, but of a densely connected network of terms (the difference being that a tree is by definition acyclic and has exactly one parent node for each non-root node). As an example of the structure of a Scirus term network, consider the small set of terms ['renewable energy', 'renewable energy technologies ', 'wind power', and 'geothermal'] . A search for 'renewable energy' returns each of the other three as related terms, so we represent this in our network with edges pointing from 'renewable energy' to each of the other three terms. A search for 'renewable energy technologies' returns both 'wind power' and 'geothermal,' so we add such edges to our network. A 'Wind power' search returns 'renewable energy technologies' and 'geothermal,' so again we add the appropriate edges. Finally, a search for 'geothermal' does not return any of the other three terms, so 'geothermal' has no outgoing edges in our network. This network contains many cycles (e.g. 'wind power' -> 'renewable energy technologies' -> 'wind power'), and has many nodes with more than one parent node (e.g. 'geothermal' is linked to by all three other terms), so it has a network or web-like structure rather than a tree structure.
As a measure of importance or relevance, we can then calculate the so-called eigenvector centrality of each node in the network. This is defined such that the centrality of any node X is equal to the sum of the centralities of the nodes with edges pointing to X, divided by a constant. Intuitively, if X has many incoming edges, and particularly if those edges originate from nodes with large centralities, then X will also have a large value of centrality.
In order to use the eigenvector centrality metric for the purpose of relevance checking, we first create a representation of the underlying term network induced by the Scirus "related searches" feature. As has been described previously, this network is created by first querying Scirus with the seed term, in this case 'renewable energy,' and exploring Scirus's underlying term network in a breadth-first manner, storing the nodes and edges we discover in a local database to be used for the eigenvector centrality analysis. We continue expanding and storing these nodes until the resulting network is large enough to avoid missing many important terms. As implied by its name, the eigenvector centrality values for each node are then found by calculating the first eigenvector of the network's connection matrix, where eigenvector coefficients corresponding to the network nodes yield the centrality measures.
It is important to note that the eigenvector centrality metric does not explicitly test a given term for relevance with the seed term. It merely tests the term's centrality, i.e. importance, with respect to a network centered on the seed term. The intuition behind the use of this metric is that terms that are relevant to the seed term will be more closely associated to other terms in this network, and conversely, terms that are irrelevant to the seed term will only be sparsely connected with the network as a whole.
As an example, we collected 1,000 terms from Scirus centered on the term 'geothermal' (i.e., we explored Scirus's underlying term network in a breadth-first manner, starting at 'geothermal,' until we had collected 1,000 terms.) We then calculated the eigenvector centrality of each term and ranked them in decreasing order of centrality. 
interpretation of results, financial services, green tea, court of appeal, gathering information, risk factors, cylindrical, animals, mental health, brittle-ductile transition, owner-occupied housing, cognition
The results are quite convincing and demonstrate the effectiveness of eigenvector centrality as a metric for relevance. The first 20 terms are very closely related to 'geothermal' ('Kizildere', the 20 th term, is a geothermal power plant.) It is interesting to note that 'geothermal' itself is only the 4 th most central term, but considering that the network contains 1,000 terms, it might be more of a surprise if it were ranked first. The 20 least central terms are either completely irrelevant ('cardiovascular diseases,' 'green tea') or are partially relevant but in an entirely incidental way ('labor force,' 'gathering information').
Although eigenvector centrality appears to be a good metric for term relevance, the highest-ranked terms are still too general. We would like to see specific technologies important to geothermal development, but instead what we see tend to be very broad areas of interest within the field. It seems that eigenvector centrality has its place in the term filtering process, but should perhaps be used in conjunction with some other filtering method that first removes these overly general, high-level terms.
Early Growth Technology Analysis Tool
As was described above, we have developed a software tool for identifying early growth emerging technologies by going through the steps of: (1) collect a large number of terms related to the field we are interested in, (2) record the change over time of hit counts from online publication databases for each of our collected terms, (3) use these hit count trends to reduce the size of our list to a shorter list of potentially interesting technologies. Although effective in producing the results described above, this software was not designed to be especially "user friendly." As a result, we have created the Early Growth Technology Analysis Tool with desktop and web versions to perform those steps automatically. Here we will briefly explain it.
Introduction
The Early Growth Analysis (EGA) tool collects the required inputs from the user through a visual interface, extracts data from web sites on the fly, performs an analysis on the collected data, and displays the results. The user can interact with the tool either through web-based (Figure 6 ) or desktop application interfaces (Figure 10.) 
Figure 6. EGA tool web version
The user enters a seed term, selects one or more term generation sources, a desired term list size parameter, and hits the "Get Terms" button, upon which related terms collected from the specified sources are shown in the term list box (Step 1, Figure 7 ).
Figure 7: Data to run the first step (term collection) of EGA is entered
When the user selects a single hit count source, specifies an interval in years, and hits the "Get Hitcounts" button, the hit count of each term from the term list box and for each year that falls in the time interval are displayed inside the hit counts box. The maximum number of threads limits the number of outgoing parallel connections, and the registry field allows spec files from external sources to be used. ( Step 2, Figure 8 ).
Figure 8: Data to run the second and third step (hit counts and ranking) of EGA is entered
Finally, by hitting the "Get Top Terms" button, terms are listed in the top terms box in descending order of importance defined by the analysis method.
In addition, the user can add new sources, save results, refine the results in the term box by keeping only those that "point back" to the original seed term. Also, there is the option of appending the seed term itself to the automatically generated queries. Finally, all the above steps can be executed sequentially and automatically by clicking the "Get All" button. The desktop version is almost identical to the web version in terms of the interface. A notable difference is that it includes a progress bar at the bottom, displaying the progress as the tool runs. Also the registry can be either a local or web directory while the results are stored locally.
Although the interfaces of the web and desktop versions are nearly identical, the applications have different uses. The web-based interface can be accessed from anywhere over an Internet connection. The desktop application, however, offers more control on the resource use and can be run in a non-shared medium.
Figure 10. EGA tool desktop version
In the rest of this section we describe the architecture of the system and provide installation and implementation details. The interested reader may find the details about the code in Appendix 2.
System Design
We used the Model-View-Controller (MVC) design pattern 3 in developing the EGA tool. MVC decouples the user interface (view) from the core code (model) by minimizing the dependencies between them using a controller. This process is illustrated in Figure 11 below. Using an MVC design pattern allows us to easily implement different interfaces without touching the model; thus preventing maintenance nightmares along the way.
In both systems the model part of the code is identical and organized as shown in Figure 12 . We used several sub design patterns within the MVC such as the observer pattern that allows subscribed listeners to be notified of errors and progress updates. 
Implementation
Both applications were implemented in C# using the freely available Visual Studio Express (C# and Web) integrated development environment (IDE). The system runs in the ASP .Net 3.5 framework. The applications also run under Unix environments with the help of Mono project. We will discuss below some of the implementation issues.
Local vs Remote Cameleon Access:
Cameleon is a web extraction tool we utilize in our applications. Currently, we use a Cameleon instance running locally (as a dll) to access remote sources, except in the cases of sources that can only be accessed through MIT. For those sources our applications use the Cameleon server that is running on interchange.mit.edu.
Concurrency in Web Source Access:
Originally both POE (parallel version of Cameleon) and Cameleon were used to access the web sources. However, because of the unreliability of POE and the desire to hide implementation details from the user, we currently use only Cameleon with a default thread size of 10, though this can be changed from the interface. 
Formulas for Top Term Calculation:
We currently use the following formulas for the calculation of top term ranks. Early Growth = Log(hits in End Year) / Log(hits in Beginning Year) Total Growth = (hits in End Year -hits in Beginning Year)/hits in Beginning Year) Progress Bar in Web Application: Although we have a progress bar in the desktop application, we do not have an equivalent one in the web application. Because of the difficulty of asynchronous web programming, using a progress bar is not very straightforward. We found one potential solution through the implementation of a web service that will read progress from a text file in the server, but we are still trying to find a way to call that web service asynchronously while waiting the server to respond.
Adding New Sources: New sources can be added by uploading spec files to the registry directory. This can be done locally in the desktop application, or remotely for the desktop application. The specFiles.txt and specFilesHit.txt files (found under the registry directory in the desktop application, and the root folder in the web application) keep track of existing spec files in the system. When the user adds new sources through the interfaces these files are updated. Note, however, that in the desktop application we rely on the user putting the appropriate files in the registry directory after doing the add operation.
Installation instructions
Instructions for setting up the Desktop Application 1. Download the zip file from http://www.aykutfirat.com/LongTailDeskTopApp.zip 2. Unzip the files 3. Go to \LongTailApp\bin\Debug directory 4. Click on LongTailApp.exe (note that if file extensions are hidden in your folder you should see that this file has Application extension, and has 40KB size. Do not mix it with the similarly named XML configuration and Application Manifest files) 5. The default registry directory is \LongTailApp\bin\Debug\Cameleon# 6. The default Results directory where the result files are stored is LongTailApp\bin\Debug\Results
Instructions for setting up the Web Application
1. Download the zip file from http://www.aykutfirat.com/LongTailWebProject.zip 2. Unzip the files 3. Upload all of the files and directory structure to your web server's appropriate directory
INTRODUCTION
Generating the most relevant related keywords for a given 'term' is an important preliminary step. The relevance of the terms collected is highly correlated with the quality of the database from which the data is gathered. This appendix describes several databases from which to collect terms from for the purposes of early growth and taxonomy generation. This memo analyzes these sources individually and gives recommendations.
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The sources analyzed in this paper are Compendex, CSA Ilumina, ENGnetBASE, Google, Google Scholar, Inspec, Science Direct, SciFinder, Scirus, Scopus, Springerlink, Web of Science, and Wilson Web. Keyword/indexing system: 'Keywords' can be seen in the 'refine your search' box in the lower left side of the website. Scirus uses an automated extraction algorithm to calculate ranking by relevance. This ranking is determined by two basic values:
DESCRIPTION OF SOURCES
• Words -the location and frequency of a search term within a result account for one half of the algorithm. This is known as static ranking.
• Links -the number of links to a page account for the second half of the algorithm -the more often a page is referred to by other pages, the higher it is ranked. This is known as dynamic ranking. Overall ranking is the weighted sum of the static and dynamic rank values. Scirus does not use metatags, as these are subject to ranking-tweaking by users. The number of hit counts produced by Google, Google Scholar and Scirus stand out compared to the rest of the databases.
Search Customization Options
• The number of hit counts produced by Compendex, Inspec, Science Direct, Scirus (academic databases), Springerlink, and Web of Science may be small compared to Google and Google Scholar, however the results are by no means negligible.
• The number of hit counts produced by ENGnetBASE, SciFinder and Wilson Web are very small, to the point that they can not really offer a wide array of information.
• CSA Ilumina and Scopus currently are not accessible through MIT, hence no hit count values could be generated for these databases.
SOME CONSIDERATIONS ABOUT EACH SOURCE
Sources Currently Used
This subsection contains some thoughts about the sources wherein we currently have working software that can extract data from the databases.
Inspec / Compendex
Inspec and Compendex are very similar since they are both under the Engineering Village umbrella. Both are good sources of data for the purposes of this project. They have a good amount of hit counts and the scope of their search results is very much related to our research.
Scirus
Scirus is an excellent source of information and the number of hits generated for each search term is huge, however 'related keywords' are generated using what seems like a man-made list that appears in the 'refine your search' portion of the website. Hence, for the purposes where the aim is to generate a set of new, novel, and not-so-commonplace yet relevant terms, Scirus may not be the best source of data. However, for the purposes where the aim is to generate a taxonomy of relevant concepts, the Scirus terms could be a good place to start.
Web of Science
Web of Science contains articles only from top-notch journals, which is a limitation because its database isn't as expansive as the other sources. As such, we are less likely to discover a new term, or generate a large collection of related keywords by looking through the articles in web of science.
Sources that Could Potentially be Used
This subsection contains thoughts about the sources wherein we don't currently have working software that can extract information from the databases, however we believe that it may be value in using these databases.
Science Direct
There are a few problems with this database: first, there are some articles where only the abstract is available, and not the full article. For these articles, no keywords are provided. Second, at first glance, the scope of the database does not seem to relate well with the scope of our current projects. However, a large number of 'hits' were found for the terms 'renewable energy', 'geothermal', and 'cybersecurity', which is a good sign.
CSA Ilumina
MIT has no access to this database, hence we could not determine how useful the database could be.
Google
Using Google as a source gives us a scope that may be too wide for the purposes of projects where the goal was only to use scholarly sources. However, Google's "wonder wheel" and "timeline" view are interesting features that may be worth investigating. We can extract information from Google's "related searches" and treat those similar to Scirus'"'refine your search" keywords
Scopus
MIT has no access to this database, hence we could not determine how useful the database could be. However, we know that this database is being used fruitfully by other colleagues.
Springerlink
The biggest problem with Springerlink is that there are some articles where no keywords are provided. It might be worth experimenting with it.
Sources that Probably Cannot/Should Not Be Used
This subsection contains thoughts about the sources wherein we both don't currently have working software for data extraction and we do not believe it is worth it to create such software.
ENGnetBASE
ENGnetBASE contains topics from book sources only, which are of no use to us, in terms of generating new terms. Additionally, no keywords can be scraped from the website and the number of hit counts is extremely small.
Google Scholar
Google scholar contains no extractable lists of keywords, and the "number of results" parameter that it provides is an estimate, which varies widely per search.
SciFinder
The scope of SciFinder is only chemistry topics for chemists, which has no relation to our current projects. In addition, the number of hit counts produced for all terms searched is extremely low.
WilsonWeb
WilsonWeb is similar to MIT's online Barton catalogue. There are no keywords provided.
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