Abstract. We consider a transmission problem on a polygonal partition for the two-dimensional conductivity equation. For suitable classes of partitions we establish the exact behaviour of the gradient of solutions in a neighbourhood of the vertexes of the partition. This allows to prove shape differentiability of solutions and to establish an explicit formula for the shape derivative.
Introduction
In this paper we consider the conductivity equation in a bounded planar domain (1.1) div(σ∇u) = 0 in Ω ⊂ R 2 .
We assume the conductivity σ of the form
is a polygonal regular partition of the background medium Ω. This assumption on the conductivity is rather natural and arises, for example, in applications to geophysics, medical imaging and nondestructive testing of materials where the medium under investigation contains regions with different conducting properties. Moreover, piecewise constant coefficients represent a class of unknown functions in which Lipschitz stable reconstruction from boundary data can be expected (see [2] , [5] , [11] , for example) and it appears in many finite-element scheme used for effective reconstruction.
Our main goal is to study the differentiability properties of solutions to the conductivity equation (1.1) with respect to movements of the partition P i.e. to establish the existence of the shape derivative of u.
This analysis is motivated by the study of the inverse conductivity problem of recovering σ of the form (1.2) from boundary measurements. More precisely, in order to derive quantitative Lipschitz stability estimates for a conductivity parameter, satisfying (1.2) , in terms of the Neumann to Dirichlet map N σ , a crucial role is played by the differentiability properties of the map F : σ → N σ with respect to movements of the partition and by the knowledge of an explicit formula for the derivative. (see [4] for the case of the Helmholtz equation). In [6] we performed a first step proving differentiability of F in the case of a single polygonal inclusion P contained in Ω and we derived rigorously for the first time an explicit formula for the shape derivative of F expressed in terms of an integral on the boundaries of the polygons in P. One of the main issues in the study of shape differentiability is the regularity of the solution u of the elliptic pde. The coefficients we consider have jumps on polygonal boundaries. The related solutions are Hölder continuous in the interior of the domain Ω (see [10] and [13] ) and smooth (in fact analytic) in the interior of each polygon. Across the sides of the polygons the solutions are continuous and have continuous conormal derivative (transmission conditions). Moreover, ∇u has a Lipschitz continuous extension from the interior of the polygon to the internal part of each side of the polygon ( [12] ). When approaching the vertexes of the polygons the gradient becomes more singular and an analysis of the exact behaviour of gradients of solutions in a neighbourhood of vertexes of P is needed. In the case of a single polygonal inclusion we used the analysis derived in [3] . In the more general case considered in this paper the situation is far more complicated. In this case, again, a crucial step is played by the analysis of the differentiability properties of the solutions in a neighbourhood of the points of intersection of the sides of the polygons but the behaviour of u depends on how the sides of elements of the partition intersect at those points. In fact, from [14] , it is known that for solutions of (1.1) with conductivities σ ∈ L ∞ (Ω) satisfying
the Hölder exponent α can be computed explicitly and has the form
This represents the worse Hölder exponent for solutions to (1.1) and it is attained for solutions corresponding to partitions meeting in a vertex with four sides at a right angle. So, in general, the regularity of solutions to (1.1) and (1.2) does not allow us to prove shape differentiability of u.
In this paper we succeed in determining classes of partitions for which the regularity of the solutions and its gradients at the points of intersection of the polygons is enough to guarantee differentiability of solutions u. Furthermore, we establish an explicit formula for the shape derivative of u, u ′ , on the boundary of Ω. The paper is organized as follows: in Section 2 we prove the estimate on the behaviour of ∇u in a neighbourhood of the points of the partition with no more than 3 sides intersecting. In Section 3 we use this estimate to prove the existence of the shape derivative u ′ with respect to movements of the partition, to find and explicit representation formula on the boundary of Ω and derive some relevant consequences. 
For k = 1, 2, 3, let us denote by
Each function u k is harmonic in D k and transmission conditions at the boundaries of D k hold, that is, u and σ ∂u ∂n k are continuous across these boundaries. Moreover, by Theorem 1.1 in [12] each function u k can be extended as a C 1,α function up to the boundary of the sector D k and C 1,α norm of u k can be bounded in terms of the L 2 norm of u uniformly on subsets of D k that have positive distance from the origin.
Theorem 2.1. If, for some β ∈ (0, π),
there exist C > 0 and γ > 1/2 depending only on β, r 0 and σ 0 , such that
In order to prove Theorem 2.1, let us show the following expansion for solution u.
Proposition 2.2. Under the same assumptions of Theorem 2.1 the following expansion holds for 0 < r ≤ r0 2 and k = 1, 2, 3
The series are convergent uniformly in 0 < r ≤ r0 2 and their first derivatives are absolutely convergent in the same set. The sequence γ j is monotone increasing, there are c 1 and c 2 such that
and (2.5)
Proof. We follow the outline of [3] . Let us define the function a(θ) = σ(r 0 , θ) for θ ∈ [0, 2π] and introduce the weighted spaces
L is an unbounded, selfadjoint, positive elliptic operator with dense domain in L 2 a (S 1 ), and (L + 1) −1 is compact. Let us denote by γ 2 j , (γ j ≥ 0) the positive eigenvalues of L that constitute its spectrum. We denote the corresponding complete orthonormal sequence by {v (j) }, which is a basis for L 2 a (S 1 ). The solution u can be written, for 0 < r < r 0 as 
. By the transmission conditions at θ = β 1 we get
In the same way, by writing explicitely the solution of the ordinary differential equation in [β 1 , β 2 ], exploiting the transmission conditions at θ = β 2 , considering the solution in [β 2 , β 3 ] and, finally, using the transmission conditions at θ = β 3 = 2π we get
.
Hence the eigenvalue problem is equivalent to
The determinant above can be explicitly evaluated and has the form
where
Note that the coefficients µ j are non negative and 1 − cos 2πγ > 0 for γ ∈ (0, 1), hence,
Since, by assumption (2.1)
we have that the first non zero eigenvalue γ 1 is strictly larger than 
Now we recall (see [8] ) that for some universal constant c
, and, hence, since γ j > 1/2, there is a constant C depending only on σ 0 such that
From (2.7) and (2.11), by Hölder inequality and by (2.8), we have for 0 < r ≤ r0 2 |u r (r, θ)| ≤ Cr
j (the convergence of this series is a consequence of (2.4)). Moreover, by equation (2.9) we get that (2.13)
and, by (2.11), we get (2.14)
By (2.11), (2.14), Sobolev Imbedding Theorem and interpolation inequalities in each subset of [0, 2π] in which a is constant, we have
where C depends on σ 0 . Then, proceeding as before,
From (2.12) and (2.16), for 0 < r < . Remark 2.3. Estimate (2.2) holds true also if coefficient σ attains only two different values on two non degenerate sectors, see [3] . Nevertheless, if we consider a vertex at which more than 3 sides intersects, then the estimate is not true anymore. A counterexample of this estimate can be easily constructed in the case of four equal sectors. See [14, Lemma 1] . Moreover, if assumption (2.1) is not satisfied, the first positive eigenvalue can be smaller than 1/2: for example, if β 1 = π/6, β 2 = π/3, σ 1 = 10 −1 , σ 2 = 10 3 and σ 3 = 10, direct calculation shows that, for γ = 1/2, det (M 3 M 2 M 1 − I) < 0, hence the first positive eigenvalue is smaller that 1/2.
Shape derivative of the solution of a Neumann problem with respect to movements of a polygonal partition
Let Ω ⊂ R 2 be a bounded open set such that ∂Ω is Lipschitz continuous with constants r 0 and K 0 and diam(Ω) ≤ L. Let us consider a polygonal partition P ⊂ Ω such that dist(P, ∂Ω) ≥ d 0 and such that
Let us denote by Q 1 , . . . , Q N the vertexes of the polygons that compose P. Let us also assume that: each Q j does not belong to more the three sides of polygons;
each polygon P i contains a disk of radius greater than r 1 denoting by β k j , k = 1, . . . , k j ≤ 3, the angles in the vertex Q j , we assume there exists β ∈ (0, π) such that
0 < σ i < c 0 , for every i = 1, . . . , M + 1. We will sometimes use the notation P M+1 = Ω \ P. Let f ∈ H −1/2 (∂Ω) such that ∂Ω f = 0 and let u 0 ∈ H 1 (Ω) be the unique solution to the boundary value problem
where ν denotes the unit outer normal to ∂Ω.
be an arbitrary vector that represents the movements of vertexes of the polygons.
is a side of one of the polygons, we have
We extend the function Ψ V to a W 1,∞ function with compact support in Ω. Let Φ t (x) = x + tΨ V (x), denote by P t i the polygon whose boundary is given by Φ t (∂P i ) and let
. . , N are the vertexes of polygons in P t . For t sufficiently small (depending on V , r 1 , β and d 0 ) the new partition has the same properties of the original one, with slightly different constants. Let
and let u t ∈ H 1 (Ω) be the unique solution to the boundary value problem
∂Ω u t = 0. The aim of this section is to evaluate, for y ∈ ∂Ω, the derivative of u in the direction V , that is
As in [6] , thanks to Theorem 2.1, we can obtain this derivative by direct calculation, but, since the geometry of the problem makes these calculations quite involved, we follow here a different strategy. Letũ t (x) = u t • Φ t (x) and let us evaluate the material derivativeu, that is the weak limit ofũ t−u t . Then, from the material derivativeu we obtain the boundary values of the shape derivative u ′ . Note that for sufficiently small t ( t ≤ A(t) = DΦ
where DΦ
−1 t
and DΨ V represent the Jacobian matrices of Φ −1 t and Ψ V .
Letũ t (x) = u t • Φ t (x) and let us evaluate the material derivativeu, that is the weak limit ofũ t − u t .
Lemma 3.1. The material derivativeu ∈ H 1 (Ω) solves
with ∂Ωu = 0.
See [1] and [7] for the proof.
We now want to write equation ( 
we have,
− are the functions σ 0 , b restricted to the polygon with side S k and with outer normal n k while σ + , b + are the functions σ 0 , b restricted to the polygon with side S k and with inner normal n k .
Proof. For 0 < ε < d0 4 , let B ε = ∪ N j=1 B(P j , ε), and let us denote by
Each of these functions is harmonic in P i ; moreover u i , v i ∈ H 2 (P i \ B ε ) and, by the regularity estimates in [12] 
and to W 1,∞ P j \ (B ε ∩ {x ∈ Ω : d(x, ∂Ω) < ε}) . Let us now consider equation In each set P i \ B ε we have that
for b given by (3.6). Here we also used the fact that ∆u i = ∆v i = 0 in P i . Now, we integrate by parts in each P j \ B ε and, recalling that Ψ V and, hence, b have compact support in Ω, we have
where n is the exterior normal to ∂B ε . By putting together (3.7) and (3.9) we have (3.10)
Functions u 0 and v both solve the same equation and, hence, for the assumption (3.1) on the polygons, they satisfy estimate (2.2). Then, we have Since γ > 1/2 (see Theorem 2.1), both the integrals in the right hand side of (3.10) tend to zero for ε → 0. Moreover, again by (2.2), for ε → 0 (3.13)
By (3.10), (3.11), (3.12) and (3.13) we have (3.5). Denoting by τ k a direction orthogonal to n k we have,
By transmission conditions across S k for solution of the equation div (σ 0 ∇u), we have
3.1. Boundary values of the shape derivative. We now want to obtain the boundary values of the shape derivatives u ′ . Since, by chain rule,
and Ψ V has compact support in Ω, it is enough to get the boundary values ofu. Let us now consider the Neumann function N with pole at the boundary of Ω, that is, for y ∈ ∂Ω the unique solution to the boundary value problem
|∂Ω| on ∂Ω, Let y be a fixed point on ∂Ω. It is well known that N (·, y) is in W 1,1 (Ω). Then, since Ψ V has compact support in Ω and P ⊂ Ω d0 , it is possible to construct a sequence v m ∈ C 1 (Ω) that converges to N (·, y) in W 1,1 (Ω) and in C 1 (Ω d0 ). Moreover sincė u is smooth near ∂Ω we can insert v m into (3.5) and pass to the limit, concluding that (3.17)
which is the same formula we have in [6, 
Finally, arguing similarly as in [6] it is possible to establish that also F is differentiable.
Remark 3.5. Proposition 3.2 holds true also in different assumptions on the geometry of the domain. For example if there are more than one polygons P inside the domain (see Figure 2 on the left) or if the polygons are nested (see Figure 2 on the right). The only condition on the partition is that each vertex has positive distance from the boundary of Ω and from the other vertexes and that there are no more that 3 sides intersecting at each vertex.
