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CLASSIFICATION OF FIVE-DIMENSIONAL NILPOTENT JORDAN ALGEBRAS
A. S. HEGAZI AND HANI ABDELWAHAB
Abstract. The paper is devoted to classify nilpotent Jordan algebras of dimension up to five over an
algebraically closed field F of characteristic not 2. We obtained a list of 35 isolated non-isomorphic 5-
dimensional nilpotent non-associative Jordan algebras and 6 families of non-isomorphic 5-dimensional
nilpotent non-associative Jordan algebras depending either on one or two parameters over an alge-
braically closed field of characteristic 6= 2, 3. In addition to these algebras we obtained two non-
isomorphic 5-dimensional nilpotent non-associative Jordan algebras over an algebraically closed field
of characteristic 3.
1. Introduction
The classification of nilpotent Jordan algebras is one of the fundamental problems. In this way
nilpotent Jordan algebras of small dimension were classified. Nilpotent associative Jordan algebras
of dimension up to five over algebraically closed fields of characteristic not 2, 3 were classified in [6].
Nilpotent associative Jordan algebras of dimension up to five over algebraically closed fields were
classified in [7]. Nilpotent Jordan algebras of dimension up to four over C were classified in [1].
The aim of this paper is to complete the classification of 5-dimensional nilpotent Jordan algebras
over an algebraically closed field of characteristic not 2. To this end, we classify 5-dimensional nilpotent
non-associative Jordan algebras over an algebraically closed field of characteristic not 2.
In this paper we describe a method for classifying nilpotent Jordan algebras. Subsequently we
classify, up to isomorphism, all nilpotent Jordan algebras of dimension up to four and all nilpotent
non-associative Jordan algebras of dimension 5 over an algebraically closed field F of characteristic not
2. This method is analogous to the Skjelbred-Sund method for classifying nilpotent Lie algebras (see
[2], [3], [8]). We introduce a new invariant called the characteristic sequence of dimensions of radicals.
It offers us a very effective way to distinguish two algebras.
The paper is organized as follows. In Section 2 we introduce the notion of annihilator extension.
In Sections 3, 4 we describe a method for classification of nilpotent Jordan algebras. In Section 5 the
classification of nilpotent Jordan algebras up to dimension three is given. Section 6 contains a complete
classification of 4-dimensional nilpotent Jordan algebras. Section 7 is devoted to classify 5-dimensional
nilpotent non-associative Jordan algebras.
2. Annihilator extension of Jordan algebra
Definition 2.1. A Jordan algebra J is a commutative algebra over a field F with a multiplication ”◦”
satisfying the Jordan identity
x2 ◦ (x ◦ y) = x ◦ (x2 ◦ y) for all x, y ∈ J. (2.1)
The linearization of the Jordan identity (2.1) is
(x, y, z ◦ w) + (w, y, z ◦ x) + (z, y, x ◦ w) = 0 (2.2)
for all x, y, z, w ∈ J . Here (x, y, z) = (x ◦ y) ◦ z − x ◦ (y ◦ z) is the associator of x, y, z.
Definition 2.2. Let S be a subset of a Jordan algebra J . The set Ann (S) = {x ∈ J : x ◦ S = 0} is
called the annihilator of S.
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In a Jordan algebra J we define inductively a series of subsets by setting J〈1〉 = J and J〈n〉 =
J〈n−1〉 ◦ J . The chain of subsets
J〈1〉 ⊇ J〈2〉 ⊇ · · · ⊇ J〈n〉 ⊇ · · ·
is a chain of ideals of the algebra J .
Definition 2.3. A Jordan algebra J is said to be nilpotent if there exists an integer n ∈ N such that
J〈n〉 = 0, and the minimal such number is called the nilindex of J .
For a given nilpotent Jordan algebra J of nilindex m, we define the nilpotency type of the algebra
J as the sequence (n1, n2, . . . , nm−1), where ni = dim
(
J〈i〉/J〈i+1〉
)
. The nilpotency type of J is an
invariant of the isomorphism class of J .
Lemma 2.4. Let φ : J1 −→ J2 be an isomorphism of Jordan algebras. Then, for each n ∈ N,
φ
(
Ann
(
J
〈n〉
1
))
= Ann
(
J
〈n〉
2
)
.
Proof. Since φ is an isomorphism, it follows that φ (x) ◦ φ
(
J
〈n〉
1
)
= 0 if and only if x ◦ J〈n〉1 = 0.
Moreover, φ
(
J
〈n〉
1
)
= J
〈n〉
2 for any n ∈ N. Then, for each n ∈ N, φ
(
Ann
(
J
〈n〉
1
))
= Ann
(
J
〈n〉
2
)
. 
Therefore, for each n ∈ N, dimAnn (J〈n〉) is an invariant of the isomorphism class of J .
Example 2.5. Suppose that J5,10, J5,11, J5,13, J5,14 are 5-dimensional nilpotent Jordan algebras defined
as follows:
J Multiplication table (all other products are zero) J〈2〉 Ann
(
J〈2〉
)
J5,10 a ◦ b = c, a ◦ c = e, d2 = e, b ◦ c = e. 〈c, e〉 〈c, d, e〉
J5,11 a ◦ b = c, a ◦ c = e, d2 = e. 〈c, e〉 〈b, c, d, e〉
J5,13 a ◦ b = c, a ◦ c = e, a ◦ d = e, b ◦ c = e. 〈c, e〉 〈c, d, e〉
J5,14 a ◦ b = c, a ◦ c = e, b ◦ d = e. 〈c, e〉 〈b, c, d, e〉
Then J5,10 ≇ J5,11, J5,10 ≇ J5,14, J5,11 ≇ J5,13 and J5,13 ≇ J5,14.
Let J be a Jordan algebra, V be a vector space over a field F, and θ : J × J −→ V be a bilinear
map. Set Jθ = J ⊕ V , and define a multiplication on Jθ by (x+ v) ◦Jθ (y + w) = x ◦ y + θ (x, y) for
x, y ∈ J and v, w ∈ V . Then Jθ is a commutative algebra if and only if θ is a symmetric bilinear map.
Definition 2.6. Let J be a Jordan algebra and V be a vector space over a field F. We define Z2 (J, V )
to be the set of all symmetric bilinear maps θ : J × J → V such that
θ
(
x2, x ◦ y) = θ (x, x2 ◦ y) for all x, y ∈J. (2.3)
One can easily see that Z2 (J, V ) is a vector space if one defines the vector space operations as follows.
Let θ, ϑ ∈ Z2 (J, V ), then their linear combination αθ+ βϑ (α, β ∈ F) is defined by (αθ + βϑ) (x, y) =
αθ (x, y) + βϑ (x, y).
Lemma 2.7. Jθ is a Jordan algebra if and only if θ ∈ Z2 (J, V ).
Proof. Let x, y ∈ J and v, w ∈ V . Then
(x+ v)
2 ◦Jθ ((x+ v) ◦Jθ (y + w))− (x+ v) ◦Jθ
(
(x+ v)
2 ◦Jθ (y + w)
)
= θ
(
x2, x ◦ y)− θ (x, x2 ◦ y) .
Hence Jθ is a Jordan algebra if and only if θ is a symmetric bilinear map with θ
(
x2, x ◦ y) = θ (x, x2 ◦ y)
for all x, y ∈ J . 
We call Jθ an s-dimensional annihilator extension of J by V if θ ∈ Z2 (J, V ) and dimV = s.
Lemma 2.8. Let e1, . . . , es be a basis of V , and θ ∈ Z2 (J, V ). Then θ can be uniquely written as
θ (x, y) =
s∑
i=1
θi (x, y) ei, where θi ∈ Z2 (J,F).
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Proof. Consider any x, y ∈ J then θ (x, y) can be uniquely written as θ (x, y) =
s∑
i=1
αiei, where αi ∈ F.
For each i = 1, . . . , s, define a bilinear form θi : J × J −→ F by θi (x, y) = αi. Then θ (x, y) =
s∑
i=1
θi (x, y) ei. Moreover,
s∑
i=1
θi (x, y) ei =
s∑
i=1
θi (y, x) ei and
s∑
i=1
θi
(
x2, x ◦ y) ei = s∑
i=1
θi
(
x, x2 ◦ y) ei.
Therefore, for every i = 1, . . . , s, θi ∈ Z2 (J,F). For uniqueness, let θ (x, y) =
s∑
i=1
ϑi (x, y) ei. Then
s∑
i=1
(θi − ϑi) (x, y) ei = 0. Since e1, . . . , es are linearly independent, it follows that (θi − ϑi) (x, y) = 0
for all x, y ∈ J , i = 1, . . . , s. Hence θi − ϑi = 0, i = 1, . . . , s. 
Let a1, a2, ..., an be a basis of J . Then by δai,aj we denote the symmetric bilinear form δai,aj :
J × J −→ F with δai,aj (al, am) = 1 if {i, j} = {l,m}, and takes the value 0 otherwise. Denote the
space of all symmetric bilinear forms on J by Sym (J,F). Then Sym (J,F) =
〈
δai,aj : 1 ≤ i ≤ j ≤ n
〉
.
Since Z2 (J,F) is a subspace of Sym (J,F), every θ ∈ Z2 (J,F) can be uniquely written as θ =∑
1≤i≤j≤n
cijδai,aj , where cij ∈ F. Further, let θ =
∑
1≤i≤j≤n
cijδai,aj ∈ Sym (J,F). Then θ ∈ Z2 (J,F) if
and only if the cij ’s satisfy the property (2.3). Note that this property is not linear in x; it is better
to linearize it. For that we have the following lemma.
Lemma 2.9. Let θ ∈ Z2 (J, V ). Then
Tθ (x, y, z ◦ w) + Tθ (w, y, z ◦ x) + Tθ (z, y, x ◦w) = 0 for all x, y, z, w ∈ J (2.4)
where Tθ (x, y, z) = θ (x ◦ y, z)− θ (x, y ◦ z).
Proof. Let θ ∈ Z2 (J, V ). Then, by Lemma 2.7, Jθ is a Jordan algebra. We denote the associator of
x, y, z in Jθ by (x, y, z)Jθ . Consider any x, y, z, w ∈ J then
(x, y, z ◦Jθ w)Jθ = (x, y, z ◦ w) + Tθ (x, y, z ◦ w) , (2.5)
(w, y, z ◦Jθ x)Jθ = (w, y, z ◦ x) + Tθ (w, y, z ◦ x) , (2.6)
(z, y, x ◦Jθ w)Jθ = (z, y, x ◦ w) + Tθ (z, y, x ◦ w) . (2.7)
By the linearized Jordan identity (2.2) we have
(x, y, z ◦ w) + (w, y, z ◦ x) + (z, y, x ◦ w) = 0, (2.8)
(x, y, z ◦Jθ w)Jθ + (w, y, z ◦Jθ x)Jθ + (z, y, x ◦Jθ w)Jθ = 0. (2.9)
From Eqs. (2.5), (2.6), (2.7), (2.8) and (2.9), we obtain
Tθ (x, y, z ◦ w) + Tθ (w, y, z ◦ x) + Tθ (z, y, x ◦ w) = 0.

Note that (2.3) can be obtained from (2.4) by taking z = w = x in (2.4) providing the characteristic
of F is not three.
Example 2.10. Let J : a21 = a2 be a 2-dimensional nilpotent Jordan algebra. Here 0 = J
〈3〉 ⊂ J〈2〉 =
〈a2〉 ⊂ J = 〈a1, a2〉. Let θ = c11δa1,a1 + c12δa1,a2 + c22δa2,a2 ∈ Z2 (J,F). Then c22 = θ (a2, a2) =
θ
(
a21, a
2
1
)
= θ
(
a1, a
2
1 ◦ a1
)
= 0. Hence Z2 (J,F) is spanned by δa1,a1 , δa1,a2 .
Let θ ∈ Z2 (J, V ). The set θ⊥ = {x ∈ J : θ (x, y) = 0 for all y ∈J} is called the radical of θ.
Lemma 2.11. Let θ ∈ Z2 (J, V ). Then Ann (Jθ) =
(
θ⊥ ∩ Ann (J) ) ⊕ V . Furthermore, if θ (x, y) =
s∑
i=1
θi (x, y) ei with θi ∈ Z2 (J,F), then Ann (Jθ) =
( s∩
i=1
θ⊥i ∩ Ann (J)
)⊕ V .
Proof. Obviously, V ⊆ Ann (Jθ). So we can write Ann (Jθ) = W ⊕ V , where W ⊆ J . Hence x ∈W if
and only if x◦y = θ (x, y) = 0 for all y ∈ J . So,W = θ⊥∩Ann (J). Further, let θ (x, y) =
s∑
i=1
θi (x, y) ei.
Then θ(x, y) = 0 if and only if θ1 (x, y) = · · · = θs (x, y) = 0. So θ⊥ = θ⊥1 ∩ · · · ∩ θ⊥s . 
Corollary 2.12. Let θ ∈ Z2 (J, V ). Then Ann (Jθ) = V if and only if θ⊥ ∩ Ann (J) = 0.
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Example 2.13. Let J be a Jordan algebra with a basis a, b, c such that a2 = b and all other products are
zero. Then Ann (J) = 〈b, c〉. Let θ = α1δa,b+α2δa,c+α3δb,c+α4δc,c ∈ Z2 (J,F). If x = λ1b+λ2c ∈ θ⊥,
then
α1λ1 + α2λ2 = 0,
α3λ2 = 0,
α3λ1 + α4λ2 = 0.
Therefore, θ⊥ ∩ Ann (J) = 0 if and only if the matrix

α1 α20 α3
α3 α4

 has rank 2 or, equivalently,
(α3, α1α4) 6= (0, 0).
Lemma 2.11 shows that any annihilator extension of a lower dimensional Jordan algebra has a
non-trivial annihilator. Our next aim is to prove the converse of this statement; that is to say, any
Jordan algebra with a non-trivial annihilator is an annihilator extension of a lower dimensional Jordan
algebra.
Theorem 2.14. Let J be a Jordan algebra with Ann (J) 6= 0. Then there exist, up to isomorphism, a
unique Jordan algebra M , and a θ ∈ Z2 (M,Ann (J)) with θ⊥ ∩ Ann (M) = 0 such that J ∼= Mθ and
J/Ann (J) ∼= M .
Proof. Let J be a Jordan algebra with Ann (J) 6= 0. Set V = Ann (J). Let M be a complement of V
in J ; that is to say, J = M ⊕V . Then every z ∈ J can be uniquely written as z = x+ v, where x ∈M
and v ∈ V . Let P : J −→ M be the projection of J onto M along V (i.e., P (x+ v) = x for x ∈ M
and x ∈ V ). Define a multiplication on M by x ◦M y = P (x ◦ y) for x, y ∈M . Then
P (x ◦ y) = P ((P (x) + x− P (x)) ◦ (P (y) + y − P (y)))
= P (P (x) ◦ P (y))
= P (x) ◦M P (y)
for all x, y ∈J . Hence P is a homomorphism of algebras. So P (J) = M is a Jordan algebra and
J/V ∼= M . Define a symmetric bilinear map θ : M × M −→ V by θ (x, y) = x ◦ y − x ◦M y for
x, y ∈M . Then Mθ is a commutative algebra. Moreover, (x+ v) ◦Mθ (y + w) = x ◦ y for all x, y ∈M
and v, w ∈ V . HenceMθ is the same Jordan algebra as J . So by Lemma 2.7, θ ∈ Z2(M,V ). Moreover,
by Corollary 2.12, θ⊥ ∩ Ann (M) = 0 since Ann (Mθ) = Ann (J) = V . 
Let J be a Jordan algebra and V be a vector space. For a linear map f from J to V , if we define
δf : J×J → V by δf (x, y) = f(x◦y), then δf ∈ Z2 (J, V ). Consequently, the map δ : f −→ δf is a map
from Hom (J, V ) to Z2 (J, V ). Define B2 (J, V ) =
{
θ ∈ Z2 (J, V ) : θ = δf for some f ∈ Hom (J, V )}.
One can easily check that B2(J, V ) is a subspace of Z2(J, V ).
Lemma 2.15. Let θ ∈ Z2 (J, V ). Suppose that θ (x, y) =
s∑
i=1
θi (x, y) ei, where θi ∈ Z2 (J,F). Then
θ ∈ B2 (J, V ) if and only if all θi ∈ B2 (J,F).
Proof. Let θ ∈ B2 (J, V ). Then θ = δf for some f ∈ Hom (J, V ). Consider any x ∈ J then f (x) can be
uniquely written as f (x) =
s∑
i=1
αiei, where αi ∈ F. For each i = 1, . . . , s, define a linear map fi : J −→ F
by fi (x) = αi for x ∈ J . Hence f (x) =
s∑
i=1
fi (x) ei. Moreover, we have
s∑
i=1
θi (x, y) ei =
s∑
i=1
δfi (x, y) ei.
Therefore, for every i = 1, . . . , s, θi = δfi. Conversely, let θ1, θ2, . . . , θs ∈ B2 (J,F). Then there exist
maps f1, f2, . . . , fs ∈ Hom(J,F) such that θi = δfi, i = 1, . . . , s. Define a linear map f : J −→ V by
f (x) =
s∑
i=1
fi (x) ei for x ∈ J . Then θ (x, y) = δf (x, y). Hence θ = δf . 
A further useful fact is the following.
Lemma 2.16. Let J be an n-dimensional Jordan algebra, and let a1, a2, . . . , am be a basis of J
〈2〉.
Then B2 (J,F) = 〈δa∗1, δa∗2, . . . , δa∗m〉, where a∗i (aj) = δij and δij is the Kronecker delta.
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Proof. Extend a basis of J〈2〉 to a basis a1, . . . , am, am+1, . . . , an of J . Then a
∗
1, . . . , a
∗
n form a basis of
Hom (J,F). Consider any δf ∈ B2 (J,F), and let f =
n∑
i=1
αia
∗
i for some αi ∈ F. Then
δf (aj, ak) =
n∑
i=1
αia
∗
i (aj ◦ ak) =
n∑
i=1
αia
∗
i
(
m∑
l=1
βlal
)
=
m∑
i=1
αia
∗
i (aj ◦ ak) =
m∑
i=1
αiδa
∗
i (aj , ak) .
Hence δf =
m∑
i=1
αiδa
∗
i . Further, let α1, · · · , αm ∈ F be such that
m∑
i=1
αiδa
∗
i = 0. Then
m∑
i=1
αiδa
∗
i (J, J) =
m∑
i=1
αiδa
∗
i
(
J〈2〉
)
= 0. This implies that α1 = α2 = · · · = αm = 0. So B2 (J,F) = 〈δa∗1, δa∗2, . . . , δa∗m〉.

Example 2.17. Let J be as in Example 2.10. Then Z2 (J,F) = 〈δa1,a1 , δa1,a2〉. By Lemma 2.16,
B2 (J,F) = 〈δa∗2〉. Since B2 (J,F) is a subspace of Z2 (J,F), δa∗3 ∈ Z2 (J,F). Let δa∗2 = αδa1,a1 +
βδa1,a2 . Then α = δa
∗
2 (a1, a1) = a
∗
2 (a1 ◦ a1) = a∗2 (a2) = 1 and β = δa∗2 (a1, a2) = a∗2 (a1 ◦ a2) = 0.
Therefore, B2 (J,F) is spanned by δa1,a1 .
Definition 2.18. Let J be a Jordan algebra and V be a vector space. We define H2 (J, V ) to be the
quotient space Z2 (J, V )
/
B2 (J, V ). The equivalence class of θ ∈ Z2 (J, V ) is denoted [θ] ∈ H2 (J, V ).
Note that if we view V as a trivial bimodule for J , then H2 (J, V ) will be the second cohomology
group of J with coefficients in V (see [4]).
Example 2.19. Let J : a21 = a3, a
2
2 = a3 be a 3-dimensional nilpotent Jordan algebra. Let
θ = c11δa1,a1 + c12δa1,a2 + c22δa2,a2 + c13δa1,a3 + c23δa2,a3 + c33δa3,a3 ∈ Z2 (J,F). Then c33 =
θ
(
a21, a
2
1
)
= θ
(
a1, a
2
1 ◦ a1
)
= 0. Hence Z2 (J,F) is spanned by δa1,a1 , δa1,a2 , δa2,a2 , δa1,a3 , δa2,a3 . By
Lemma 2.16, B2 (J,F) = 〈δa∗3〉. Let δa∗3 = λ1δa1,a1 + λ2δa1,a2 + λ3δa2,a2 + λ4δa1,a3 + λ5δa2,a3 .
Then λ2 = λ4 = λ5 = 0, λ1 = λ3 = 1. Therefore, B
2 (J,F) is spanned by δa1,a1 + δa2,a2 . Hence
[δa1,a1 ] , [δa1,a2 ] , [δa1,a3 ] , [δa2,a3 ] form a basis of H
2 (J,F).
Corollary 2.20. Let θ (x, y) =
s∑
i=1
θi (x, y) ei and ϑ (x, y) =
s∑
i=1
ϑi (x, y) ei be two elements of Z
2 (J, V ).
Then [θ] = [ϑ] if and only if [θ1] = [ϑ1] , [θ2] = [ϑ2] , . . . , [θs] = [ϑs].
Proof. It is an immediate consequence of Lemma 2.15. 
Next we show that the isomorphism type of Jθ only depends on the element [θ] of H
2 (J, V ).
Lemma 2.21. Let θ, ϑ ∈ Z2 (J, V ) such that [θ] = [ϑ]. Then θ⊥ ∩ Ann (J) = ϑ⊥ ∩ Ann (J) or,
equivalently, Ann (Jθ) = Ann (Jϑ). Furthermore, Jθ ∼= Jϑ.
Proof. Since [θ] = [ϑ], ϑ = θ + δf for some f ∈ Hom (J, V ). So ϑ (x, y) = θ (x, y) + f (x ◦ y) for all
x, y ∈ J . Hence θ (x, y) = x ◦ y = 0 if and only if ϑ (x, y) = x ◦ y = 0. Therefore θ⊥ ∩ Ann (J) =
ϑ⊥∩Ann (J). Then, by Lemma 2.11, Ann (Jθ) = Ann (Jϑ). Further, define a linear map σ : Jθ −→ Jϑ
by σ (x+ v) = x+ f (x) + v for x ∈ J and v ∈ V . Then σ is an isomorphism. 
3. The classification method
Let Aut (J) be the automorphism group of a Jordan algebra J . Let φ ∈ Aut (J). For θ ∈ Z2 (J, V )
define φθ (x, y) = θ (φ (x) , φ (y)). Then φθ ∈ Z2 (J, V ). So, Aut (J) acts on Z2 (J, V ).
Lemma 3.1. Let φ ∈ Aut (J) and θ ∈ Z2 (J, V ). Then φθ ∈ B2 (J, V ) if and only if θ ∈ B2 (J, V ).
Proof. Let θ = δf for some f ∈ Hom (J, V ). Then φθ (x, y) = θ (φ (x) , φ (y)) = f (φ (x) ◦ φ (y)) =
δ (f ◦ φ) (x, y). Hence φθ ∈ B2 (J, V ). Conversely, let φθ = δf for some f ∈ Hom (J, V ). Then
θ (x, y) = φθ
(
φ−1 (x) , φ−1 (y)
)
= f
(
φ−1 (x) ◦ φ−1 (y)) = δ (f ◦ φ−1) (x, y). Hence θ ∈ B2 (J, V ). 
Consequently, the automorphism group Aut (J) acts on H2 (J, V ).
Let φ =
(
aij
) ∈ Aut (J) and θ ∈ Z2 (J,F). Let C = (cij) be the matrix representing θ and
C′ =
(
c′ij
)
be the matrix representing φθ. Then C′ = φtCφ.
6 A. S. HEGAZI AND HANI ABDELWAHAB
Example 3.2. Let J be as in Example 2.10. Then Z2 (J,F) = 〈δa1,a1 , δa1,a2〉 and H2 (J,F) = 〈[δa1,a2 ]〉.
The automorphism group Aut (J) consists of the invertible matrices of the form
φ =
[
a11 0
a21 a
2
11
]
.
Let θ = αδa1,a1 + βδa1,a2 ∈ Z2 (J,F). Write φθ = α′δa1,a1 + β′δa1,a2 . Then[
α′ β′
β′ 0
]
=
[
a11 a21
0 a211
] [
α β
β 0
] [
a11 0
a21 a
2
11
]
.
Hence φθ = a11 (αa11 + 2βa21) δa1,a1 + βa
3
11δa1,a2 , and therefore [φθ] = βa
3
11 [δa1,a2 ].
Lemma 3.3. Let φ ∈ Aut (J) and θ ∈ Z2 (J, V ). Then dim θ⊥ = dim (φθ)⊥.
Proof. Let x ∈ J . Then φθ (x, J) = 0 if and only if θ (φ (x) , J) = 0. So, x ∈ (φθ)⊥ if and only if
φ (x) ∈ θ⊥. Define a linear map σ : (φθ)⊥ −→ θ⊥ by σ (x) = φ (x) for x ∈ (φθ)⊥. Then σ is a bijective
map. Therefore, dim θ⊥ = dim (φθ)
⊥
. 
For θ1, θ2, . . . , θs ∈ Z2 (J,F), let Ψ (θ1, θ2, . . . , θs) = (m1,m2, . . . ,ms) be the ordered descending
sequence of dim θ⊥1 , dim θ
⊥
2 , ..., dim θ
⊥
s .
Corollary 3.4. Let φ ∈ Aut (J) and θ1, . . . , θs ∈ Z2 (J,F). Then Ψ(θ1, . . . , θs) = Ψ (φθ1, . . . , φθs).
Let GL (V ) be the set of all bijective linear maps V −→ V . Let ψ ∈ GL (V ). For θ ∈ Z2 (J, V )
define ψθ (x, y) = ψ (θ (x, y)). Then ψθ ∈ Z2 (J, V ). So, GL (V ) acts on Z2 (J, V ). Also, θ ∈ B2 (J, V )
if and only if ψθ ∈ B2 (J, V ). Hence GL (V ) acts on H2 (J, V ).
Now let θ, ϑ ∈ Z2 (J, V ) such that Ann (Jθ) = Ann (Jϑ) = V . Suppose that Jθ ∼= Jϑ. Then there
exists an isomorphism φ : Jθ −→ Jϑ. Since φ (V ) = φ (Ann (Jθ)) = Ann (Jϑ) = V , ψ = φ|V ∈ GL (V ).
Let x1, x2, ..., xn be a basis of J , and let φ (xi) = yi+ vi, where yi ∈ J and vi ∈ V . Then φ induces an
isomorphism φ0 : J −→ J defined by φ0 (xi) = yi, and a linear map ϕ : J −→ V defined by ϕ (xi) = vi.
So we can realize φ as a matrix of the form
φ =
[
φ0 0
ϕ ψ
]
: φ0 ∈ Aut (J) , ψ = φ|V ∈ GL (V ) and ϕ ∈ Hom (J, V ) .
Furthermore, for any x, y ∈J we have
φ (x ◦Jθ y) = φ (x ◦ y + θ (x, y)) = φ0(x ◦ y) + ϕ(x ◦ y) + ψ(θ (x, y)),
φ (x) ◦Jϑ φ (y) = (φ0 (x) + ϕ (x)) ◦Jϑ (φ0 (y) + ϕ (y)) = φ0 (x) ◦ φ0 (y) + ϑ (φ0 (x) , φ0 (y)) .
Since φ is an isomorphism, it follows that
ϑ (φ0 (x) , φ0 (y)) = ϕ (x ◦ y) + ψ (θ (x, y)) for all x, y ∈J. (3.1)
This is equivalent to φ0ϑ = δϕ+ ψθ. Hence [φ0ϑ] = [ψθ]. Then we have the following lemma.
Lemma 3.5. Let θ, ϑ ∈ Z2 (J, V ) such that Ann (Jθ) = Ann (Jϑ) = V . Then Jθ ∼= Jϑ if and only if
there exist a map φ ∈ Aut (J) and a map ψ ∈ GL(V ) such that [φθ] = [ψϑ].
In case of θ = ϑ, we obtain from (3.1) the following description of Aut(Jθ).
Lemma 3.6. Let J be a Jordan algebra and θ ∈ Z2 (J, V ) such that θ⊥ ∩ Ann (J) = 0. Then the
automorphism group Aut(Jθ) of the Jordan algebra Jθ consists of all linear maps of the matrix form
φ =
[
φ0 0
ϕ ψ
]
: φ0 ∈ Aut (J) , ψ ∈ GL (V ) and ϕ ∈ Hom (J, V )
such that θ(φ0 (x) , φ0 (y)) = ϕ(x ◦ y) + ψ (θ (x, y)) for all x, y ∈ J .
Definition 3.7. Let J = I ⊕ Fx be the direct sum of two ideals. Then Fx is called an annihilator
component of J if x ∈ Ann (J).
Let φ : J1 −→ J2 be an isomorphism of Jordan algebras. Let x ∈ J1 and y ∈ J2 such that φ (x) = y.
Then Fx is an annihilator component of J1 if and only if Fy is an annihilator component of J2.
Lemma 3.8. Let θ (x, y) =
s∑
i=1
θi (x, y) ei ∈ Z2 (J, V ) and θ⊥ ∩ Ann (J) = 0 . Then Jθ has an
annihilator component if and only if [θ1] , [θ2] , . . . , [θs] are linearly dependent in H
2 (J,F).
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Proof. Suppose that Jθ has an annihilator component. Then there exists an element v1 ∈ V such
that Jθ = I ⊕ Fv1. Enlarge the set {v1} to this set {v1, v2, ..., vs} to form a basis of V . Then there
exists an invertible matrix
(
aij
)
such that for any i = 1, . . . , s, ei =
s∑
j=1
aijvj . So we can write
θ (x, y) =
s∑
j=1
(
s∑
i=1
aijθi (x, y)
)
vj . Since J
〈2〉
θ ⊂ I, it follows that
s∑
i=1
ai1θi (x, y) = 0 for all x, y ∈ J .
Then
s∑
i=1
ai1θi = 0, and therefore
s∑
i=1
ai1 [θi] = 0. Now if a11 = a21 = · · · = as1 = 0, then det
(
aij
)
= 0
which is a contradiction. So [θ1] , [θ2] , . . . , [θs] are linearly dependent in H
2 (J,F). On the other hand,
suppose that [θ1] , [θ2] , . . . , [θs] are linearly dependent. Without loss of generality we may assume that
[θs] =
s−1∑
i=1
αi [θi] for some αi ∈ F. Define ϑ (x, y) =
s∑
i=1
ϑi (x, y) by setting ϑi = θi for i = 1, . . . , s − 1
and ϑs =
s−1∑
i=1
αiθi. Then ϑ ∈ Z2 (J, V ). Moreover, by Corollary 2.20, [θ] = [ϑ] and hence Jθ ∼= Jϑ.
Easy computation shows that ϑ (x, y) =
s−1∑
i=1
θi (x, y) (ei + αies). For i = 1, . . . , s−1, set wi = ei+αies.
Then ϑ (x, y) =
s−1∑
i=1
θi (x, y)wi. Hence J
〈2〉
ϑ ⊂ J ⊕ 〈w1, w2, . . . , ws−1〉, so that Jϑ, and therefore also Jθ,
has an annihilator component. 
The statement in Lemma 3.5 can be rephrased as follows.
Lemma 3.9. Let θ (x, y) =
s∑
i=1
θi (x, y) ei and ϑ (x, y) =
s∑
i=1
ϑi (x, y) ei be two elements of Z
2 (J, V ).
Suppose that Jθ has no annihilator components and θ
⊥ ∩Ann (J) = ϑ⊥ ∩Ann (J) = 0. Then Jθ ∼= Jϑ
if and only if there exists a map φ ∈ Aut (J) such that the [φϑi] span the same subspace of H2 (J,F)
as the [θi].
Proof. Suppose first that Jθ ∼= Jϑ. Then, by Lemma 3.5, there exist a map φ ∈ Aut (J) and
a map ψ ∈ GL(V ) such that [φϑ] = [ψθ]. Let ψ (ei) =
s∑
j=1
aijej. Then (φϑ− ψθ) (x, y) =
s∑
j=1
(
φϑj −
s∑
i=1
aijθi
)
(x, y) ej . Since [φϑ] = [ψθ], and according to Lemma 2.15, φϑj −
s∑
i=1
aijθi ∈
B2 (J,F) for j = 1, . . . , s. Therefore, for every j = 1, . . . , s, [φϑj ] =
s∑
i=1
aij [θi]. Hence the [φϑi]
span the same subspace of H2 (J,F) as the [θi]. On the other hand, let the [φϑi] span the same
subspace of H2 (J,F) as the [θi]. Then there exists an invertible matrix
(
aij
)
such that for any
j = 1, . . . , s, [φϑj ] =
s∑
i=1
aij [θi]. Define a linear map ψ : V −→ V by ψ (ei) =
s∑
j=1
aijej . Then
ψθ (x, y) =
s∑
i=1
s∑
j=1
aijθi (x, y) ej . Moreover, (φϑ− ψθ) (x, y) =
s∑
j=1
(
φϑj −
s∑
i=1
aijθi
)
(x, y) ej . Then, by
Lemma 2.15, [φϑ] = [ψθ]. Hence, by Lemma 3.5, Jθ ∼= Jϑ. 
4. Analogue of the Skjelbred-Sund method
Let V be a finite-dimensional vector space over a F. The Grassmannian Gk (V ) is the set of all k-
dimensional linear subspaces of V . Let Gs
(
H2 (J,F)
)
be the Grassmannian of subspaces of dimension
s in H2 (J,F). There is a natural action of Aut (J) on Gs
(
H2 (J,F)
)
. Let φ ∈ Aut (J). For W =
〈[θ1] , [θ2] , ..., [θs]〉 ∈ Gs
(
H2 (J,F)
)
define φW = 〈[φθ1] , [φθ2] , ..., [φθs]〉. Then φW ∈ Gs
(
H2 (J,F)
)
.
We denote the orbit of W ∈ Gs
(
H2 (J,F)
)
under the action of Aut (J) by Orb (W ).
Definition 4.1. Let W ∈ Gs
(
H2 (J,F)
)
. We define Ψ(W ) to be the least upper bound for the
lexicographic order of the set{
Ψ(θ1, θ2, . . . , θs) : θ1, θ2, . . . , θs ∈ Z2 (J,F) and W = 〈[θ1] , [θ2] , ..., [θs]〉
}
.
We call Ψ(W ) the characteristic sequence of dimensions of radicals.
Lemma 4.2. Let φ ∈ Aut (J) and W ∈ Gs
(
H2 (J,F)
)
. Then Ψ(W ) = Ψ (φW ).
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Proof. Let Ψ (W ) = Ψ (θ1, . . . , θs) for some θ1, . . . , θs ∈ Z2 (J,F). Then, by corollary 3.4,
Ψ (θ1, . . . , θs) = Ψ (φθ1, . . . , φθs). Therefore, Ψ (W ) ≤ Ψ(φW ). On the other hand, let
Ψ (φW ) = Ψ (φϑ1, . . . , φϑs) for some ϑ1, . . . , ϑs ∈ Z2 (J,F). Then, by corollary 3.4, Ψ (ϑ1, . . . , ϑs) =
Ψ (φϑ1, . . . , φϑs). Therefore, Ψ (φW ) ≤ Ψ(W ). So, Ψ (W ) = Ψ (φW ). 
So, if W1,W2 ∈ Gs
(
H2 (J,F)
)
such that Ψ (W1) 6= Ψ(W2) then Orb (W1) ∩ Orb (W2) = ∅. There-
fore, the characteristic sequence of dimensions of radicals Ψ (W ) is an invariant of Orb (W ).
Example 4.3. Let J be a Jordan algebra with a basis a, b, c, d such that a2 = b and all other
products are zero. Then B2 (J,F) = 〈δa,a〉. Let W1,W2 ∈ Gs
(
H2 (J,F)
)
such that W1 =
〈[δd,d] + [δb,c]〉 and W2 = 〈[δa,d] + [δb,c]〉. Then Ψ(W1) is the least upper bound of the set
{Ψ(δd,d + δb,c + αδa,a) : α ∈ F}. Therefore, Ψ(W1) = (1). Also, Ψ(W2) is the least upper bound
of the set {Ψ(δa,d + δb,c + αδa,a) : α ∈ F}. Therefore, Ψ(W2) = (0). Hence Orb (W1)∩Orb (W2) = ∅.
Example 4.4. Let J be a Jordan algebra with a basis a, b, c such that a ◦ b = c and all other
products are zero. Then B2 (J,F) = 〈δa,b〉. Let W1,W2 ∈ Gs
(
H2 (J,F)
)
such that W1 =
〈[δb,b] + [δa,c] , [δa,a] + [δb,c]〉 and W2 = 〈[δb,b] + [δa,c] , [δa,a]〉. Then Ψ(W1) is the least upper bound of
the set{
Ψ
(
δb,b + δa,c + α (δa,a + δb,c) + βδa,b, α
′ (δb,b + δa,c) + δa,a + δb,c + β
′δa,b
)
: α, α′, β, β′ ∈ F} .
Therefore, Ψ(W1) = (1, 1). Also, Ψ(W2) is the least upper bound of the set{
Ψ
(
δb,b + δa,c + αδa,a + βδa,b, α
′ (δb,b + δa,c) + δa,a + β
′δa,b
)
: α, α′, β, β′ ∈ F} .
Therefore, Ψ(W2) = (2, 0). Hence Orb (W1) ∩Orb (W2) = ∅.
Lemma 4.5. Let W1 = 〈[θ1] , [θ2] , ..., [θs]〉 ,W2 = 〈[ϑ1] , [ϑ2] , ..., [ϑs]〉 ∈ Gs
(
H2 (J,F)
)
. If W1 = W2,
then
s∩
i=1
θ⊥i ∩Ann (J) =
s∩
i=1
ϑ⊥i ∩Ann (J).
Proof. Let W1 = W2. Then there exists an invertible matrix
(
aij
)
such that for any i = 1, . . . , s,
[θi] =
s∑
j=1
aij [ϑj ]. Therefore, θi =
s∑
j=1
aijϑj + δfi for some fi ∈ Hom (J,F). Then, for each i = 1, . . . , s,
θi (x, y) =
s∑
j=1
aijϑj (x, y) + fi (x ◦ y). Hence θ1 (x, y) = · · · = θs (x, y) = x ◦ y = 0 if and only if
ϑ1 (x, y) = · · · = ϑs (x, y) = x ◦ y = 0. Therefore
s∩
i=1
θ⊥i ∩ Ann (J) =
s∩
i=1
ϑ⊥i ∩ Ann (J). 
This result allows us to define
Ts (J) =
{
W = 〈[θ1] , [θ2] , ..., [θs]〉 ∈ Gs
(
H2 (J,F)
)
:
s∩
i=1
θ⊥i ∩ Ann (J) = 0
}
.
Lemma 4.6. The set Ts (J) is stable under the action of Aut (J).
Proof. Let φ ∈ Aut (J) and W = 〈[θ1] , [θ2] , ..., [θs]〉 ∈ Gs
(
H2 (J,F)
)
. Then, for each i = 1, . . . , s,
x ∈ (φθi)⊥ ∩ Ann (J) if and only if φ (x) ∈ θ⊥i ∩ Ann (J). So
s∩
i=1
(φθi)
⊥ ∩ Ann (J) = 0 if and only if
s∩
i=1
θ⊥i ∩ Ann (J) = 0. Hence φW ∈ Ts (J) if and only if W ∈ Ts (J). 
Let V be an s-dimensional vector space spanned by e1, e2, . . . , es. Given a Jordan algebra J , let
E (J, V ) denote the set of all Jordan algebras without annihilator components which are s-dimensional
annihilator extensions of J by V and have s-dimensional annihilator. Then, by Lemma 3.8 and
Corollary 2.12, E (J, V ) =
{
Jθ : θ (x, y) =
s∑
i=1
θi (x, y) ei and 〈[θ1] , [θ2] , ..., [θs]〉 ∈ Ts (J)
}
. Given Jθ ∈
E (J, V ), let [Jθ] denote the isomorphism class of Jθ.
Lemma 4.7. Let Jθ, Jϑ ∈ E (J, V ). Suppose that θ (x, y) =
s∑
i=1
θi (x, y) ei and ϑ (x, y) =
s∑
i=1
ϑi (x, y) ei.
Then [Jθ] = [Jϑ] if and only if Orb 〈[θ1] , [θ2] , ..., [θs]〉 = Orb 〈[ϑ1] , [ϑ2] , ..., [ϑs]〉.
Proof. Let Jθ, Jϑ ∈ E (J, V ). Then, by Lemma 3.9, Jθ ∼= Jϑ if and only if there exists a map
φ ∈ Aut (J) such that 〈[φϑ1] , [φϑ2] , ..., [φϑs]〉 = 〈[θ1] , [θ2] , ..., [θs]〉. Hence [Jθ] = [Jϑ] if and only
if Orb 〈[θ1] , [θ2] , ..., [θs]〉 = Orb 〈[ϑ1] , [ϑ2] , ..., [ϑs]〉 
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Thus, each orbit of Aut (J) on Ts (J) corresponds uniquely to an isomorphism class of E (J, V ), and
vice versa. This correspondence is defined by
Orb 〈[θ1] , [θ2] , ..., [θs]〉 ∈ {Orb (W ) :W ∈ Ts (J)} ↔ [Jθ] ∈ {[Jϑ] : Jϑ ∈ E (J, V )} ,
where θ (x, y) =
s∑
i=1
θi (x, y) ei. We call Jθ the Jordan algebra corresponding to the representative
〈[θ1] , [θ2] , ..., [θs]〉.
Theorem 4.8. There exists a one-to-one correspondence between the set of Aut (J)-orbits on Ts (J)
and the set of isomorphism classes of E (J, V ).
By this theorem, we may construct all the nilpotent Jordan algebras of dimension n, given those
algebras of dimension less than n, in the following way:
(1) For a given nilpotent Jordan algebra J of dimension n− s, determine H2 (J,F), Ann (J) and
Aut (J).
(2) Determine the set of Aut (J)-orbits on Ts (J).
(3) For each orbit, construct the Jordan algebra corresponding to a representative of it.
This method gives all nilpotent (associative and non-associative) Jordan algebras. We want to
rewrite this method such that it only gives non-associative algebras. Clearly, any annihilator extension
of non-associative algebra is non-associative. So, we only have to examine the annihilator extensions of
associative Jordan algebras. Let J be an associative Jordan algebra and θ ∈ Z2 (J, V ). Then Jθ is an
associative Jordan algebra if and only if θ (x, y ◦ z) = θ (x ◦ y, z) for all x, y, z ∈J . Define a subspace
Z2 (J, V ) of Z2 (J, V ) by
Z2 (J, V ) = {θ ∈ Z2 (J, V ) : θ (x, y ◦ z) = θ (x ◦ y, z) for all x, y, z ∈J} .
Let e1, . . . , es be a basis of V . Suppose that θ (x, y) =
s∑
i=1
θi (x, y) ei. Then θ ∈ Z2 (J, V ) if and only
if all θi ∈ Z2 (J,F). Define H2 (J, V ) = Z2 (J, V )
/
B2 (J, V ). Therefore, H2 (J, V ) is a subspace of
H2 (J, V ).
Lemma 4.9. Let φ ∈ Aut (J) and θ ∈ Z2 (J, V ). Then φθ ∈ Z2 (J, V ) if and only if θ ∈ Z2 (J, V ).
Define Rs (J) =
{
W ∈ Ts (J) : W ∈ Gs
(H2 (J,F))}. Then Ts (J) = Rs (J)∪Us (J) where Us (J) =
Ts (J)−Rs (J). By Lemma 4.6 and Lemma 4.9, the sets Rs (J) and Us (J) are stable under the action
of Aut (J). Let ER (J, V ) = {Jθ ∈ E (J, V ) : Jθ is associative }. Then E (J, V ) = ER (J, V )∪EU (J, V )
where EU (J, V ) = E (J, V )− ER (J, V ).
Theorem 4.10. Let J be an associative Jordan algebra.
(1) There exists a one-to-one correspondence between the set of Aut (J)-orbits on Rs (J) and the
set of isomorphism classes of ER (J, V ).
(2) There exists a one-to-one correspondence between the set of Aut (J)-orbits on Us (J) and the
set of isomorphism classes of EU (J, V ).
By this theorem, we may construct all nilpotent non-associative Jordan algebras of dimension n,
given those algebras of dimension less than n, in the following way:
(1) For a given nilpotent Jordan algebra J of dimension n− s, if J is non-associative then do the
following:
(a) Determine H2 (J,F), Ann (J) and Aut (J).
(b) Determine the set of Aut (J)-orbits on Ts (J).
(c) For each orbit, construct the Jordan algebra corresponding to a representative of it.
(2) Otherwise, do the following:
(a) Determine H2 (J,F) , H2 (J,F), Ann (J) and Aut (J).
(b) Determine the set of Aut (J)-orbits on Us (J).
(c) For each orbit, construct the Jordan algebra corresponding to a representative of it.
5. Nilpotent Jordan algebras of dimension≤ 3
In this section the classification of nilpotent Jordan algebras of dimension up to three is given.
Throughout the paper we use some notational conventions. We denote the j-th algebra of dimension
i by Ji,j , and by Mi,k we denoted the k-th algebra of dimension i which is not isomorphic to any
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of Ji,1, . . . , Ji,j if characteristic F = 3. The basis elements of algebras will be denoted by the letters
a, b, c, . . .. The multiplication of an algebra is specified by giving only the non-zero products. We
describe the automorphism group of a Jordan algebra by giving the matrix of a general element. For
this we use the column convention: the action of a φ ∈ Aut (J) on the i-th basis element of J is given
by the i-th column of the matrix of φ.
5.1. Nilpotent Jordan algebras of dimension 1. Let J be a Jordan algebra with a basis a. If J
is nilpotent, then Ann (J) = 〈a〉. Therefore there is only one nilpotent Jordan algebra of dimension 1;
that is, J1,1 : a
2 = 0.
5.2. Nilpotent Jordan algebras of dimension 2. First we construct nilpotent Jordan algebras that
have annihilator components. By Definition 3.7, we get the algebra J2,1 = J1,1 ⊕ J1,1. To complete
the classification, we need to classify nilpotent Jordan algebras without annihilator components. For
this, we consider 1-dimensional annihilator extensions of J1,1. We have H
2 (J1,1,F) = 〈[δa,a]〉 and
Ann (J1,1) = J1,1. Therefore, T1 (J1,1) = {〈[δa,a]〉}. So we get only one algebra, namely J2,2 : a2 = b.
5.3. Nilpotent Jordan algebras of dimension 3. First we classify nilpotent Jordan algebras that
have annihilator components. By Definition 3.7, we get the algebras J3,1 = J2,1⊕J1,1, J3,2 = J2,2⊕J1,1.
Left for us to classify nilpotent Jordan algebras that have no annihilator components. This will be
discussed in detail in the following subsubsections.
5.3.1. 1-dimensional annihilator extensions of J2,1. Here H
2(J2,1,F) = Sym (J2,1,F) , Ann (J2,1) =
J2,1 and Aut (J2,1) = GL (J2,1). Therefore, T1 (J2,1) =
{
〈θ〉 : θ ∈ Sym (J2,1,F) and θ⊥ ∩ J2,1 = 0
}
.
Hence θ is a nondegenerate symmetric bilinear form on J2,1. Up to equivalence there is only one
nondegenerate symmetric bilinear form on J2,1 (see [5, Chapter V, Theorem 4]), so that T1 (J2,1) =
Orb (〈δa,b〉). Therefore we get only one algebra, namely J3,3 : a ◦ b = c.
5.3.2. 1-dimensional annihilator extensions of J2,2. Here H
2(J2,2,F) = 〈[δa,b]〉 and Ann (J2,2) = 〈a〉.
Therefore, T2 (J1,1) = {〈[δa,b]〉}. So we get only one algebra, namely J3,4 : a2 = b, a ◦ b = c.
5.3.3. 2-dimensional annihilator extensions of J1,1. Here H
2(J1,1,F) = 〈[δa,a]〉 and so T2 (J1,1) = ∅.
Theorem 5.1. Any nilpotent Jordan algebra of dimension less than four is isomorphic to one of the
following pairwise non-isomorphic algebras:
Algebra Multiplication table Comments
J1,1 · · · associative
J2,1 · · · associative
J2,2 a
2 = b associative
J3,1 · · · associative
J3,2 a
2 = b associative
J3,3 a ◦ b = c associative
J3,4 a
2 = b, a ◦ b = c associative
Table 1. Nilpotent Jordan algebras of dimension less than four.
6. Nilpotent Jordan algebras of dimension 4
In this section we give the list of all isomorphic types of four-dimensional nilpotent Jordan algebras.
6.1. Nilpotent Jordan algebras with annihilator components. By Definition 3.7, we get the
algebras J4,1 = J3,1 ⊕ J1,1, J4,2 = J3,2 ⊕ J1,1, J4,3 = J3,3 ⊕ J1,1, J4,4 = J3,4 ⊕ J1,1.
6.2. 1-dimensional annihilator extensions of J3,1. HereH
2 (J3,1,F) = Sym (J3,1,F) , Ann (J3,1) =
J3,1 and Aut (J3,1) = GL (J3,1). Therefore, T1 (J3,1) =
{
〈θ〉 : θ ∈ Sym (J3,1,F) and θ⊥ ∩ J3,1 = 0
}
.
Hence θ is a nondegenerate symmetric bilinear form on J3,1. Up to equivalence there is only one
nondegenerate symmetric bilinear form on J3,1, so that T1 (J3,1) = Orb (〈δa,b + δc,c〉). Therefore we
get only one algebra, namely J4,5 : a ◦ b = d, c2 = d.
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6.3. 1-dimensional annihilator extensions of J3,2. Here H
2(J3,2,F) consists of [θ] = α1 [δa,b] +
α2 [δa,c]+α3 [δb,c]+α4 [δc,c] and Ann (J3,2) = 〈b, c〉. Then θ⊥∩Ann (J3,2) = 0 if and only if (α3, α1α4) 6=
(0, 0) (see Example 2.13). Furthermore the automorphism group Aut (J3,2) consists of
φ =

 a11 0 0a21 a211 a23
a31 0 a33

 : a11a33 6= 0.
Choose an arbitrary subspace W ∈ T1 (J3,2). Then W = 〈[θ] | (α3, α1α4) 6= (0, 0)〉. Let φ =
(
aij
) ∈
Aut (J3,2), and write θ = α
′
1 [δa,b] + α
′
2 [δa,c] + α
′
3 [δb,c] + α
′
4 [δc,c]. Then
α′1 = a
3
11α1 + a31a
2
11α3,
α′2 = a11a23α1 + a11a33α2 + (a21a33 + a31a23)α3 + a31a33α4,
α′3 = a
2
11a33α3,
α′4 = 2a23a33α3 + a
2
33α4.
Since a211a33 6= 0, the equation for α′3 implies that α′3 6= 0 if and only if α3 6= 0. Thus
Orb (〈[θ] : α3 6= 0〉) ∩ Orb (〈[θ] : α3 = 0〉) = ∅ and hence Aut(J3,2) has at least two orbits on T1 (J3,2).
So we distinguish two cases.
(1) Suppose first that α3 6= 0. Let φ be as follows:
φ =

 1 0 0α1α−23 α4 − α2α−13 1 − 12α−23 α4
−α1α−13 0 α−13

 .
Then φW = 〈[δb,c]〉. Consequently, we get the algebra J4,6 : a2 = b, b ◦ c = d.
(2) Assume now that α3 = 0. This then implies that α1α4 6= 0. Let φ be as follows:
φ =

α
− 1
3
1 0 0
0 α
− 2
3
1 −α−11 α2α−
1
2
4
0 0 α
− 1
2
4

 .
Then φW = 〈[δa,b] + [δc,c]〉. So we get the algebra J4,7 : a2 = b, a ◦ b = d, c2 = d.
6.4. 1-dimensional annihilator extensions of J3,3. Here H
2 (J3,3,F) consists of θ = α1 [δa,a] +
α2 [δb,b] + α3 [δa,c] + α4 [δb,c] and Ann (J3,3) = 〈c〉. Furthermore the automorphism group Aut (J3,3)
consists of
φ =

 a11 a12 0a21 a22 0
a31 a32 a11a22 + a21a12

 : a211a222 − a212a221 6= 0 and a11a21 = a12a22 = 0. (6.1)
Choose an arbitrary subspace W ∈ T1 (J3,3). Then W = 〈[θ] | (α3, α4) 6= (0, 0)〉. Let φ =
(
aij
) ∈
Aut (J3,3). Write φθ = α
′
1δa,a + α
′
2δb,b + α
′
3δa,c + α
′
4δb,c. Then
α
′
1 = a
2
11α1 + a
2
21α2 + 2a11a31α3 + 2a21a31α4,
α
′
2 = a
2
12α1 + a
2
22α2 + 2a12a32α3 + 2a22a32α4,
α
′
3 = a
2
11a22α3 + a
2
21a12α4,
α
′
4 = a21a
2
12α3 + a11a
2
22α4.
From (6.1) we either have a11a22 6= 0, a21 = a12 = 0 or a11 = a22 = 0, a21a12 6= 0. Consequently,
α′3α
′
4 6= 0 if and only if α3α4 6= 0. Thus Orb (〈[θ] : α3α4 6= 0〉) ∩ Orb (〈[θ] : α3α4 = 0〉) = ∅ and hence
Aut (J3,3) has at least two orbits on T1 (J3,3). So we distinguish two cases.
(1) Suppose first that α3α4 = 0. Then α3 6= 0 and α4 = 0 or α3 = 0 and α4 6= 0. Let us assume
first that α3 6= 0 and α4 = 0. Choose φ as follows:
φ =

 ǫ
1
4α
− 1
2
3 0 0
0 ǫ−
1
2 0
− 1
2
ǫ
1
4α1α
− 3
2
3 0 ǫ
− 1
4α
− 1
2
3


12 A. S. HEGAZI AND HANI ABDELWAHAB
where ǫ = 1 if α2 = 0, and otherwise ǫ = α2. Then φW = 〈[δa,c]〉 if α2 = 0, while φW =
〈[δa,c] + [δb,b]〉 otherwise. So we have two representatives, namely W1 = 〈δa,c〉 and W2 =
〈[δa,c] + [δb,b]〉. Assume now that α3 = 0 and α4 6= 0. Choose φ as follows:
φ =


0 ε−
1
2 0
ε
1
4α
− 1
2
4 0 0
− 1
2
ε
1
4α2α
− 3
2
4 0 ε
− 1
4α
− 1
2
4


where ε = 1 if α1 = 0, and otherwise ε = α1. Then φW = W1 if α1 = 0, while φW = W2
otherwise. Therefore, we have the same representatives. Furthermore the subspaces W1,W2
are not in the same orbit since Ψ (W1) = (1) and Ψ (W2) = (0). Thus we get the following
pairwise non-isomorphic algebras:
• J4,8 : a ◦ b = c, a ◦ c = d.
• J4,9 : a ◦ b = c, a ◦ c = d, b2 = d.
(2) Suppose now that α3α4 6= 0. Let φ be as follows:
φ =

 1 0 00 α3α−14 0
− 1
2
α1α
−1
3 − 12α2α3α−24 α3α−14

 .
Then φW = 〈[δa,c] + [δb,c]〉. So we get the algebra J4,10 : a ◦ b = c, a ◦ c = d, b ◦ c = d.
6.5. 1-dimensional annihilator extensions of J3,4. Here H
2(J3,4,F) is spanned by [δa,c] + [δb,b]
and hence T1 (J3,4) = {〈[δa,c] + [δb,b]〉}. Therefore we get only one algebra, namely J4,11 : a2 = b, a◦b =
c, a ◦ c = d, b2 = d.
6.6. 2-dimensional annihilator extensions of J2,1. Here Aut (J2,1) = GL (J2,1) and H
2(J2,1,F) =
Sym (J2,1,F). Consider any arbitrary subspace W ∈ T2 (J2,1). Then Ψ (W ) 6= (0, 0). Indeed, if
W = 〈θ1, θ2〉 with dim θ⊥1 = dim θ⊥2 = 0, then there is a λ ∈ F∗ such that dim (θ1 + λθ2)⊥ = 1. Thus
Ψ (W ) ∈ {(1, 0) , (1, 1)}. Let us consider two cases.
(1) Let Ψ (W ) = (1, 0). Then there is a basis θ1, θ2 of W such that dim θ
⊥
1 = 1 and dim θ
⊥
2 = 0.
Therefore, θ2 is a nondegenerate symmetric bilinear form on J2,1. Up to equivalence there
is only one nondegenerate symmetric bilinear form on J2,1. So there is a φ ∈ GL (J2,1)
such that φW = 〈φθ1, δa,b〉. Let φθ1 = α′1δa,a + α′2δa,b + α′3δb,b. Then α′22 = α′1α′3 = 0;
otherwise, Ψ (W ) = (1, 1). Consequently, φW = 〈δa,a, δa,b〉 if α′1 6= 0, while φW = 〈δb,b, δa,b〉
otherwise. So we have two representatives, namely 〈δa,a, δa,b〉 and 〈δb,b, δa,b〉. Furthermore,
Orb (〈δa,a, δa,b〉) = Orb (〈δb,b, δa,b〉). To illustrate this, let φ be as follows:
φ =
[
0 1
1 0
]
.
Then φ 〈δb,b, δa,b〉 = 〈δa,a, δa,b〉. So we get the algebra J4,12 : a2 = c, a ◦ b = d.
(2) Let Ψ (W ) = (1, 1). Then there is a basis θ1, θ2 of W such that dim θ
⊥
1 = dim θ
⊥
2 = 1 and
θ⊥1 ∩ θ⊥2 = 0. Let θ1 = α1δa,a+α2δa,b+α3δb,b and θ2 = β1δa,a+ β2δa,b+ β3δb,b. As dim θ⊥1 =
dim θ⊥2 = 1 and θ
⊥
1 ∩ θ⊥2 = 0 we have α22 = α1α3, β22 = β1β3 and α1β3 − 2α2β2 + β1α3 6= 0.
Then α2 = ǫ
√
α1
√
α3, β2 = ε
√
β1
√
β3 and ǫ
√
β1
√
α3− ε√α1
√
β3 6= 0 where ǫ2 = ε2 = 1. Let
φ be the following automorphism:
φ =
(
ǫ
√
β1
√
α3 − ε√α1
√
β3
)−1 [−ε√β3 ǫ√α3√
β1 −
√
α1
]
.
Then φW = 〈δa,a, δb,b〉. Thus we get only one algebra, namely J4,13 : a2 = c, b2 = d.
6.7. 2-dimensional annihilator extensions of J2,2. Since H
2(J2,2,F) = 〈[δb,b]〉, it follows that
T2 (J2,2) = ∅.
Theorem 6.1. Any nilpotent Jordan algebra of dimension four is isomorphic to one of the following
pairwise non-isomorphic algebras:
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Algebra Multiplication table Comments
J4,1 · · · associative
J4,2 a
2 = b associative
J4,3 a ◦ b = c associative
J4,4 a
2 = b, a ◦ b = c associative
J4,5 a ◦ b = d, c2 = d associative
J4,6 a
2 = b, b ◦ c = d non-associative
J4,7 a
2 = b, a ◦ b = d, c2 = d associative
J4,8 a ◦ b = c, a ◦ c = d non-associative
J4,9 a ◦ b = c, a ◦ c = d, b2 = d non-associative
J4,10 a ◦ b = c, a ◦ c = d, b ◦ c = d non-associative
J4,11 a
2 = b, a ◦ b = c, a ◦ c = d, b2 = d associative
J4,12 a
2 = c, a ◦ b = d associative
J4,13 a
2 = c, b2 = d associative
Table 2. Nilpotent Jordan algebras of dimension four.
Remark 6.2. The classification of nilpotent Jordan algebras of dimension up to four over C given in
[1] is the same as the one given here over an algebraically closed field F of characteristic 6= 2.
7. Non-associative nilpotent Jordan algebras of dimension 5
In this section we only classify non-associative nilpotent Jordan algebras of dimension 5 since all
associative nilpotent Jordan algebras of dimension 5 have been classified in [7]. For this, we need to
describe H2(J,F), H2(J,F) and Ann (J) for all nilpotent Jordan algebras of dimension ≤ 4. So we
have the following table.
J H2(J,F) H2(J,F) Ann (J) Comments
J1,1 Sym (J1,1,F) Sym (J1,1,F) 〈a〉 U4 (J1,1) = ∅
J2,1 Sym (J2,1,F) Sym (J2,1,F) 〈a, b〉 U3 (J2,1) = ∅
J2,2 〈[δa,b]〉 H2(J2,2,F) 〈b〉 U3 (J2,2) = ∅
J3,1 Sym (J3,1,F) Sym (J3,1,F) 〈a, b, c〉 U2 (J3,1) = ∅
J3,2 〈[δa,b] , [δa,c] , [δc,c]〉 H2(J3,2,F)⊕ 〈[δb,c]〉 〈b, c〉 U2 (J3,1) 6= ∅
J3,3 〈[δa,a] , [δb,b]〉 H2(J3,3,F)⊕ 〈[δa,c] , [δb,c]〉 〈c〉 U2 (J3,2) 6= ∅
J3,4 〈[δa,c] + [δb,b]〉 H2(J3,4,F) 〈c〉 U2 (J3,4) = ∅
J4,1 Sym (J4,1,F) Sym (J4,1,F) 〈a, b, c, d〉 U1 (J4,1) = ∅
J4,2 〈[δc,c] , [δd,d] , [δa,b] , [δa,c] , [δa,d] , [δc,d]〉 H2 (J4,2,F)⊕ 〈[δb,c] , [δb,d]〉 〈b, c, d〉 U1 (J4,2) 6= ∅
J4,3 〈[δa,a] , [δb,b] , [δd,d] , [δa,d] , [δb,d]〉 H2 (J4,3,F)⊕ 〈[δa,c] , [δb,c] , [δc,d]〉 〈c, d〉 U1 (J4,3) 6= ∅
J4,4 〈[δa,c] + [δb,b] , [δa,d] , [δd,d]〉 H2 (J4,4,F)⊕ 〈[δb,d]〉 〈c, d〉 U1 (J4,4) 6= ∅
J4,5 〈[δa,a] , [δb,b] , [δa,b] , [δa,c] , [δb,c]〉 H2 (J4,5,F)⊕ 〈[δa,d] , [δb,d] , [δc,d]〉 〈d〉 U1 (J4,5) 6= ∅
J4,6 non-associative 〈[δa,b] , [δa,c] , [δc,c]〉 〈d〉 T1 (J4,6) = ∅
J4,7 〈[δa,c] , [δa,b]〉 〈[δa,c] , [δa,b] , [δb,b] + [δa,d]〉 〈d〉 U1 (J4,7) 6= ∅
J4,8 non-associative 〈[δa,a] , [δb,b] , [δb,c]〉 〈d〉 T1 (J4,8) = ∅
J4,9 non-associative 〈[δa,a] , [δa,c] , [δb,c]〉 〈d〉 T1 (J4,9) = ∅
J4,10 non-associative 〈[δa,a] , [δb,b] , [δa,c]〉 〈d〉 T1 (J4,10) = ∅
J4,11 〈[δa,d] + [δb,b]〉 H2(J4,11,F) 〈d〉 U1 (J4,11) 6= ∅
J4,12 〈[δa,c] , [δb,b] , [δa,d] + [δb,c]〉 〈[δa,c] , [δb,b] , [δa,d] , [δb,c] , [δb,d]〉 〈c, d〉 U1 (J4,12) 6= ∅
J4,13 〈[δa,b] , [δa,c] , [δb,d]〉 H2(J4,11,F)⊕ 〈[δb,c] , [δa,d]〉 〈c, d〉 U1 (J4,13) 6= ∅
Table 3. Description of H2 (J,F) , H2 (J,F) and Ann (J).
From this table we have the following lemma.
Lemma 7.1. Any 5-dimensional nilpotent non-associative Jordan algebra without annihilator compo-
nents is one of the following:
(1) 1-dimensional annihilator extension of J4,2.
(2) 1-dimensional annihilator extension of J4,3.
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(3) 1-dimensional annihilator extension of J4,4.
(4) 1-dimensional annihilator extension of J4,5.
(5) 1-dimensional annihilator extension of J4,7.
(6) 1-dimensional annihilator extension of J4,12.
(7) 1-dimensional annihilator extension of J4,13.
(8) 2-dimensional annihilator extension of J3,2.
(9) 2-dimensional annihilator extension of J3,3.
Let us now classify 5-dimensional nilpotent non-associative Jordan algebras. For this, we have the
following subsections.
7.1. Nilpotent Jordan algebras with annihilator components. Let J be a nilpotent non-
associative Jordan algebra with annihilator component. Then by Definition 3.7, J = I⊕J1,1. Moreover,
J is non-associative if and only if I is non-associative. So, from Table 2, I is one of J4,6, J4,8, J4,9, J4,10.
Therefore we get the algebras:
• J5,1 = J4,6 ⊕ J1,1 : a2 = b , b ◦ c = d.
• J5,2 = J4,8 ⊕ J1,1 : a ◦ b = c, a ◦ c = d.
• J5,3 = J4,9 ⊕ J1,1 : a ◦ b = c, a ◦ c = d, b2 = d.
• J5,4 = J4,10 ⊕ J1,1 : a ◦ b = c, a ◦ c = d, b ◦ c = d.
7.2. 1-dimensional annihilator extensions of J4,2. The automorphism group Aut(J4,2) consists
of
φ =


a11 0 0 0
a21 a
2
11 a23 a24
a31 0 a33 a34
a41 0 a43 a44

 : a11 (a33a44 − a34a43) 6= 0.
Choose an arbitrary subspace W ∈ U1 (J4,2). From Table 3, such a subspace is spanned by [θ] =
α1 [δc,c]+α2 [δd,d]+α3 [δa,b]+α4 [δa,c]+α5 [δa,d]+α6 [δc,d]+α7 [δb,c]+α8 [δb,d] such that (α7, α8) 6= (0, 0)
and θ⊥ ∩ 〈b, c, d〉 = 0. Further, θ⊥ ∩ 〈b, c, d〉 = 0 if and only if the matrix
A =


α3 α4 α5
0 α7 α8
α7 α1 α6
α8 α6 α2


has rank 3. Hence θ⊥ ∩ 〈b, c, d〉 = 0 if and only if (ǫ1, ǫ2, ǫ3, ǫ4) 6= (0, 0, 0, 0) where
ǫ1 = α2α
2
7 − 2α6α7α8 + α1α28,
ǫ2 = α5α
2
7 + α1α3α8 − α3α6α7 − α4α7α8,
ǫ3 = α3α6α8 − α4α28 + α5α7α8 − α2α3α7,
ǫ4 = α1α2α3 − α3α26 − α2α4α7 − α1α5α8 + α4α6α8 + α5α6α7.
Let φ =
(
aij
) ∈ Aut (J4,2). Write [φθ] = α′1 [δc,c]+α′2 [δd,d]+α′3 [δa,b]+α′4 [δa,c]+α′5 [δa,d]+α′6 [δc,d]+
α′7 [δb,c] + α
′
8 [δb,d]. Then
α′1 = a33 (α1a33 + α7a23 + α6a43) + a43 (α2a43 + α6a33 + α8a23) + a23 (α7a33 + α8a43) ,
α′2 = a34 (α1a34 + α7a24 + α6a44) + a44 (α2a44 + α6a34 + α8a24) + a24 (α7a34 + α8a44) ,
α′3 = a
2
11 (α3a11 + α7a31 + α8a41) ,
α′4 = a33 (α1a31 + α4a11 + α7a21 + α6a41) + a43 (α2a41 + α5a11 + α6a31 + α8a21) + a23 (α3a11 + α7a31 + α8a41) ,
α′5 = a34 (α1a31 + α4a11 + α7a21 + α6a41) + a44 (α2a41 + α5a11 + α6a31 + α8a21) + a24 (α3a11 + α7a31 + α8a41) ,
α′6 = a34 (α1a33 + α7a23 + α6a43) + a44 (α2a43 + α6a33 + α8a23) + a24 (α7a33 + α8a43) ,
α′7 = a
2
11 (α7a33 + α8a43) ,
α′8 = a
2
11 (α7a34 + α8a44) .
Let us now consider two cases:
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(1) Suppose first that α7 = 0. This then implies that α8 6= 0. Moreover,
ǫ1 = α1α
2
8, ǫ2 = α3α
−1
8 ǫ1, ǫ3 = α8 (α3α6 − α4α8) , ǫ4 = α−28 (α2α3 − α5α8) ǫ1 − α6α−18 ǫ3.
This shows that the matrix A has rank 3 if and only if (ǫ1, ǫ3) 6= (0, 0) or, equivalently,
(α1, α3α6 − α4α8) 6= (0, 0).
(a) Suppose that α1 6= 0. Let φ be the following automorphism:
φ =


1 0 0 0
α−11 α
−2
8 ǫ4 1 − 12α2α−28 −α
− 1
2
1 α6α
−1
8
α−11 α
−1
8 (α3α6 − α4α8) 0 0 α−
1
2
1
−α3α−18 0 α−18 0

 .
Then φW = 〈[δd,d] + [δb,c]〉. Hence we get a representative W1 = 〈[δd,d] + [δb,c]〉.
(b) Suppose that α1 = 0. So α3α6 − α4α8 6= 0. Let φ be the following automorphism:
φ =


1 0 0 0
α−28 (α2α3 − α5α8) 1 − 12α2α−28 α6 (α3α6 − α4α8)−1
0 0 0 −α8 (α3α6 − α4α8)−1
−α3α−18 0 α−18 0

 .
Then φW = 〈[δa,d] + [δb,c]〉. Hence we get a representative W2 = 〈[δa,d] + [δb,c]〉.
(2) Assume now that α7 6= 0. Then
ǫ1 = α2α
2
7 − 2α6α7α8 + α1α28,
ǫ2 = α5α
2
7 + α1α3α8 − α3α6α7 − α4α7α8,
ǫ3 = α
−1
7 (α8ǫ2 − α3ǫ1) ,
ǫ4 = α
−2
7 (α1α3ǫ1 − α1ǫ2α8 − α4ǫ1α7 + α6ǫ2α7) .
So the matrix A has rank 3 if and only if (ǫ1, ǫ2) 6= (0, 0).
(a) Suppose first that ǫ1 6= 0. Let φ be the following automorphism:
φ =


1 0 0 0
−α−27 ǫ−11 ǫ4 1 − 12α1α−27 ǫ
− 1
2
1 α
−1
7 (α1α8 − α6α7)
ǫ−11 α
−1
7 (α8ǫ2 − α3ǫ1) 0 α−17 −ǫ−
1
2
1 α8
−ǫ−11 ǫ2 0 0 ǫ−
1
2
1 α7

 .
Then φW = W1.
(b) Assume now that ǫ1 = 0. This then implies ǫ2 6= 0. Let φ be the following automorphism:
φ =


1 0 0 0
α−27 (α1α3 − α4α7) 1 − 12α1α−27 ǫ−12 (α1α8 − α6α7)
−α−17 α3 0 α−17 −ǫ−12 α7α8
0 0 0 ǫ−12 α
2
7

 .
Then φW = W2.
As shown we have two representatives, namely W1 = 〈[δd,d] + [δb,c]〉 and W2 = 〈[δa,d] + [δb,c]〉.
Since Ψ (W1) = (1) and Ψ (W2) = (0), W1,W2 are not in the same orbit. Thus we get the following
non-isomorphic algebras:
• J5,5 : a2 = b, d2 = e, b ◦ c = e.
• J5,6 : a2 = b, a ◦ d = e, b ◦ c = e.
7.3. 1-dimensional annihilator extensions of J4,3. The automorphism group Aut (J4,3) consists
of
φ =


a11 a12 0 0
a21 a22 0 0
a31 a32 a11a22 + a12a21 a34
a41 a42 0 a44

 : a44 (a211a222 − a212a221) 6= 0 and a11a21 = a12a22 = 0. (7.1)
Choose an arbitrary subspace W ∈ U1 (J4,3). From Table 3, such a subspace is spanned by
[θ] = α1 [δa,a] + α2 [δb,b] + α3 [δd,d] + α4 [δa,c] + α5 [δa,d] + α6 [δb,c] + α7 [δb,d] + α8 [δc,d]
16 A. S. HEGAZI AND HANI ABDELWAHAB
such that (α4, α6, α8) 6= (0, 0, 0) and θ⊥ ∩ 〈c, d〉 = 0. Further, θ⊥ ∩ 〈c, d〉 = 0 if and only if the matrix
A =


α4 α5
α6 α7
0 α8
α8 α3


has rank 2. Easy computation shows that A has rank 2 if and only if (α8, α3α4, α3α6, α4α7 − α5α6) 6=
(0, 0, 0, 0). Let φ =
(
aij
) ∈ Aut (J4,3). Write [φθ] = α′1 [δa,a]+α′2 [δb,b]+α′3 [δd,d]+α′4 [δa,c]+α′5 [δa,d]+
α′6 [δb,c] + α
′
7 [δb,d] + α
′
8 [δc,d]. Then
α′1 = α1a
2
11 + 2α5a11a41 + 2α4a31a11 + α2a
2
21 + 2α7a21a41 + 2α6a31a21 + α3a
2
41 + 2α8a31a41,
α′2 = α1a
2
12 + 2α5a12a42 + 2α4a32a12 + α2a
2
22 + 2α7a22a42 + 2α6a32a22 + α3a
2
42 + 2α8a32a42,
α′3 = a44 (α3a44 + 2α8a34) ,
α′4 = (a11a22 + a12a21) (α4a11 + α6a21 + α8a41) ,
α′5 = a11 (α4a34 + α5a44) + a21 (α6a34 + α7a44) + a41 (α3a44 + α8a34) + α8a31a44,
α′6 = (a11a22 + a12a21) (α4a12 + α6a22 + α8a42) ,
α′7 = a12 (α4a34 + α5a44) + a22 (α6a34 + α7a44) + a42 (α3a44 + α8a34) + α8a32a44,
α′8 = α8a44 (a11a22 + a12a21) .
As a44 (a11a22 + a12a21) 6= 0, the equation for α′8 implies that α′8 6= 0 if and only if α8 6= 0. Thus
Orb (〈[θ] : α8 6= 0〉) ∩Orb (〈[θ] : α8 = 0〉) = ∅ and hence Aut(J4,3) has at least two orbits on U1 (J4,3).
Therefore we distinguish two cases.
Case 1. α8 6= 0.
Set α = α−28
(
α3α
2
4 − 2α5α4α8 + α1α28
)
and β = α−28
(
α3α
2
6 − 2α6α7α8 + α2α28
)
. We next consider
some case distinctions.
(1) Suppose first that α = β = 0. Let φ be the following automorphism:
φ =


1 0 0 0
0 1 0 0
α−28 (α3α4 − α5α8) α−28 (α3α6 − α7α8) 1 − 12α3α−28
−α4α−18 −α6α−18 0 α−18

 .
Then φW = 〈[δc,d]〉. So we get a representative W1 = 〈[δc,d]〉.
(2) Suppose that α 6= 0 and β = 0. Let φ be the following automorphism:
φ =


α−
1
2 0 0 0
0 α
1
2 0 0
α−
1
2α−28 (α3α4 − α5α8) α
1
2α−28 (α3α6 − α7α8) 1 − 12α3α−28
−α− 12α4α−18 −α
1
2α6α
−1
8 0 α
−1
8

 .
Then φW = 〈[δa,a] + [δc,d]〉. So we get a representative W2 = 〈[δa,a] + [δc,d]〉.
(3) Suppose that α = 0 and β 6= 0. Let φ be the following automorphism:
φ =


0 β
1
2 0 0
β−
1
2 0 0 0
β−
1
2α−28 (α3α6 − α7α8) β
1
2α−28 (α3α4 − α5α8) 1 − 12α3α−28
−β− 12α6α−18 −β
1
2α4α
−1
8 0 α
−1
8

 .
Then φW = W2.
(4) Assume now that αβ 6= 0. Let φ be the following automorphism:
φ =


α−
1
2 0 0 0
0 β−
1
2 0 0
α−
1
2α−28 (α3α4 − α5α8) β−
1
2α−28 (α3α6 − α7α8) α−
1
2β−
1
2 − 1
2
α
1
2β
1
2α3α
−2
8
−α− 12α4α−18 −β−
1
2α6α
−1
8 0 α
1
2β
1
2α−18

 .
Then φW = 〈[δa,a] + [δb,b] + [δc,d]〉. Hence we get a representativeW3 = 〈[δa,a] + [δb,b] + [δc,d]〉.
NILPOTENT JORDAN ALGEBRAS 17
As previously described we have three representatives, namely W1 = 〈[δc,d]〉 ,W2 = 〈[δa,a] + [δc,d]〉
and W3 = 〈[δa,a] + [δb,b] + [δc,d]〉. Moreover, we have Ψ (W1) = (2) and Ψ (W2) = Ψ (W3) = (1).
Therefore, Orb (W1) ∩ Orb (Wi) = ∅ for i = 2, 3. Further we claim that W2,W3 are not in the same
orbit. Suppose, on the contrary, that φW2 = W3 for some φ =
(
aij
) ∈ Aut (J4,3). Then there is a
λ ∈ F∗ such that
a211 + 2a31a41 = λ, (7.2)
a212 + 2a32a42 = λ, (7.3)
2a44a34 = 0,
(a11a22 + a12a21) a41 = 0, (7.4)
a41a34 + a31a44 = 0,
(a11a22 + a12a21) a42 = 0, (7.5)
a42a34 + a32a44 = 0,
a44 (a11a22 + a12a21) = λ.
As a11a22+a12a21 6= 0, we obtain from Eqs. (7.4) and (7.5) that a41 = a42 = 0. So, from Eq. (7.2) and
Eq. (7.3) we obtain a211a
2
12 = λ
2 6= 0. This then contradicts our assumption that φ = (aij) ∈ Aut (J4,3)
because according to (7.1) we either have a11 = 0 or a12 = 0. Therefore any two of W1,W2,W3 are
not in the same orbit. So we get the following pairwise non-isomorphic algebras:
• J5,7 : a ◦ b = c, c ◦ d = e.
• J5,8 : a ◦ b = c, c ◦ d = e, a2 = e.
• J5,9 : a ◦ b = c, c ◦ d = e, a2 = e, b2 = e.
Case 2. α8 = 0.
The equation for α′3 then amounts to α
′
3 = a
2
44α3. Since a
2
44 6= 0, α′3 6= 0 if and only if α3 6= 0. Thus
Orb (〈[θ] : α3 6= 0, α8 = 0〉) ∩Orb (〈[θ] : α3 = α8 = 0〉) = ∅. So we distinguish two cases.
Case 2.1. α3 6= 0.
As α8 = 0, we have (α4, α6) 6= (0, 0). So θ⊥∩〈c, d〉 = 0. Let us now consider some case distinctions.
(1) Suppose first that α4α6 6= 0. Let φ be the following automorphism:
φ =


α
− 2
3
4 α
1
3
6 0 0 0
0 α
1
3
4 α
− 2
3
6 0 0
1
2
α−13 α
− 5
3
4 α
1
3
6
(
α25 − α1α3
)
1
2
α−13 α
1
3
4 α
− 5
3
6
(
α27 − α2α3
)
α
− 1
3
4 α
− 1
3
6 0
−α−13 α−
2
3
4 α5α
1
3
6 −α−13 α
1
3
4 α
− 2
3
6 α7 0 α
− 1
2
3

 .
Then φW = 〈[δd,d] + [δa,c] + [δb,c]〉. Hence we get a representativeW4 = 〈[δd,d] + [δa,c] + [δb,c]〉.
(2) Suppose that α4 6= 0 and α6 = 0. Let φ be the following automorphism:
φ =


ǫ
1
4α
− 1
2
4 0 0 0
0 ǫ−
1
2 0 0
1
2
ǫ
1
4α−13
(
α25 − α1α3
)
α
− 3
2
4 0 ǫ
− 1
4α
− 1
2
4 0
−ǫ 14α−13 α−
1
2
4 α5 −ǫ−
1
2α−13 α7 0 α
− 1
2
3


where ǫ = 1 if α27−α2α3 = 0; otherwise, ǫ = −α−13
(
α27 − α2α3
)
. Then φW = 〈[δd,d] + [δa,c]〉 if
α27−α2α3 = 0, while φW = 〈[δb,b] + [δd,d] + [δa,c]〉 otherwise. Hence we get the representatives
W5 = 〈[δd,d] + [δa,c]〉 ,W6 = 〈[δb,b] + [δd,d] + [δa,c]〉.
(3) Assume now that α4 = 0 and α6 6= 0. Let φ be the following automorphism:
φ =


0 ǫ−
1
2 0 0
ǫ
1
4α
− 1
2
6 0 0 0
1
2
ǫ
1
4α−13
(
α27 − α2α3
)
α
− 3
2
6 0 ǫ
− 1
4α
− 1
2
6 0
−ǫ 14α−13 α−
1
2
6 α7 −ǫ−
1
2α−13 α5 0 α
− 1
2
3


where ǫ = 1 if α25−α1α3 = 0; otherwise, ǫ = −α−13
(
α25 − α1α3
)
. Then φW = W5 if α
2
5−α1α3 =
0, while φW = W6 otherwise.
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From the above we have three representatives, namely W4 = 〈[δd,d] + [δa,c] + [δb,c]〉 ,W5 =
〈[δd,d] + [δa,c]〉 and W6 = 〈[δb,b] + [δd,d] + [δa,c]〉. Moreover, we have Ψ (W4) = Ψ (W5) = (1) and
Ψ (W6) = (0). Therefore, Orb (W6) ∩ Orb (Wi) = ∅ for i = 4, 5. Further W4,W5 are not in the same
orbit since the algebras (J5,10, J5,11) corresponding to these representatives are non-isomorphic (see
Example 2.5). Thus we get the following pairwise non-isomorphic algebras:
• J5,10 : a ◦ b = c, a ◦ c = e, d2 = e, b ◦ c = e.
• J5,11 : a ◦ b = c, a ◦ c = e, d2 = e.
• J5,12 : a ◦ b = c, a ◦ c = e, d2 = e, b2 = e.
Case 2.2. α3 = 0
In this case θ⊥ ∩ 〈c, d〉 = 0 if and only if α4α7 − α5α6 6= 0. We examine some cases as follows:
(1) Suppose first that α4α6 6= 0. Let φ be the following automorphism:
φ =


α
− 2
3
4 α
1
3
6 0 0 0
0 α
1
3
4 α
− 2
3
6 0 0
− 1
2
α1α
− 5
3
4 α
1
3
6 − 12α2α
1
3
4 α
− 5
3
6 α
− 1
3
4 α
− 1
3
6 α
2
3
4 α
− 1
3
6 α7 (α4α7 − α5α6)−1
0 0 0 −α 234 α
2
3
6 (α4α7 − α5α6)−1

 .
Then φW = 〈[δa,c] + [δa,d] + [δb,c]〉. Hence we get a representativeW7 = 〈[δa,c] + [δa,d] + [δb,c]〉.
(2) Suppose that α4 6= 0 and α6 = 0. As α4α7−α5α6 6= 0 we have α7 6= 0. Let φ be the following
automorphism:
φ =


α
− 1
2
4 0 0 0
0 1 0 0
− 1
2
α1α
− 3
2
4 0 α
− 1
2
4 −α−14 α5α−17
0 − 1
2
α2α
−1
7 0 α
−1
7

 .
Then φW = 〈[δa,c] + [δb,d]〉. Hence we get a representative W8 = 〈[δa,c] + [δb,d]〉.
(3) Assume now that α4 = 0 and α6 6= 0. As α4α7 − α5α6 6= 0, we thus have α5 6= 0. Let φ be
the following automorphism:
φ =


0 1 0 0
α
− 1
2
6 0 0 0
− 1
2
α2α
− 3
2
6 0 α
− 1
2
6 −α−16 α7α−15
0 − 1
2
α1α
−1
5 0 α
−1
5

 .
Then φW =W8.
As seen above we have two representatives, namely W7 = 〈[δa,c] + [δa,d] + [δb,c]〉 and W8 =
〈[δa,c] + [δb,d]〉. The algebras (J5,13, J5,14) corresponding to these representatives are non-isomorphic
(see Example 2.5). So we get the following non-isomorphic algebras:
• J5,13 : a ◦ b = c, a ◦ c = e, a ◦ d = e, b ◦ c = e.
• J5,14 : a ◦ b = c, a ◦ c = e, b ◦ d = e.
7.4. 1-dimensional annihilator extensions of J4,4. The automorphism group Aut(J4,4) consists
of:
φ =


a11 0 0 0
a21 a
2
11 0 0
a31 2a11a21 a
3
11 a34
a41 0 0 a44

 : a11a44 6= 0.
Choose an arbitrary subspace W ∈ U1 (J4,4). From Table 3, such a subspace is spanned by [θ] =
α1 ([δa,c] + [δb,b])+α2 [δa,d]+α3 [δb,d]+α4 [δd,d] such that α1α3 6= 0. Let φ =
(
aij
) ∈ Aut (J4,4). Then
φW =
〈
α1a
4
11 ([δa,c] + [δb,b]) + (a44 (α2a11 + α3a21 + α4a41) + α1a11a34) [δa,d] + α3a
2
11a44 [δb,d] + α4a
2
44 [δd,d]
〉
.
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Now let φ be the following automorphism:
φ =


α
− 1
4
1 0 0 0
0 α
− 1
2
1 0 0
0 0 α
− 3
4
1 −α−
1
2
1 α2α
−1
3
0 0 0 α
1
2
1 α
−1
3

 .
Then φW =
〈
[δa,c] + [δb,b] + [δb,d] + α1α
−2
3 α4 [δd,d]
〉
. Set α = α1α
−2
3 α4. Then we get the representa-
tives Wα∈F = 〈[δa,c] + [δb,b] + [δb,d] + α [δd,d]〉. We claim that Wα,W β are in the same orbit if and
only if α = β. To prove this, assume φWα = W β for some φ =
(
aij
) ∈ Aut(J4,4). Then there is a
λ ∈ F∗ such that[
a411 (δa,c + δb,b) + (a44a21 + αa44a41 + a11a34) δa,d + a
2
11a44δb,d + αa
2
44δd,d
]
= λ [δa,c + δb,b + δb,d + βδd,d] .
This then amounts to the following polynomial equations:
a411 = λ, (7.6)
a44a21 + αa44a41 + a11a34 = 0,
a211a44 = λ, (7.7)
a244α = λβ. (7.8)
Using Eq. (7.6) and Eq. (7.7), we obtain a244 = λ
2a−411 = λ. Thus, from Eq. (7.8) we obtain α = β, as
claimed. Therefore we get the algebras:
• Jα∈F5,15 : a2 = b, a ◦ b = c, a ◦ c = e, b2 = e, b ◦ d = e, d2 = αe. Isomorphism: Jα5,15 ∼= Jβ5,15 if and
only if α = β.
7.5. 1-dimensional annihilator extensions of J4,5.
Lemma 7.2. Let α = [α1, α2, α3] 6= 0. Then there exists an invertible matrix
A =

 a11 a12 a13a21 a22 a23
a31 a32 a33

 with

 a23 a13 a33a22 a12 a32
a21 a11 a31



 a11 a12 a13a21 a22 a23
a31 a32 a33

 =

 0 0 cc 0 0
0 c 0

 (7.9)
such that αA ∈ {[1, 0, 0] , [0, 0, 1]}. Further, if α = [1, 0, 0], then there is no invertible matrix of the
form (7.9) such that [1, 0, 0]A = [0, 0, 1].
Proof. Let α = [α1, α2, α3] 6= 0. Suppose first that α3 = 0. Next consider the following cases:
(1) If α1 6= 0 and α2 = 0, we take
A =

 α−11 0 00 α1 0
0 0 1

 .
Then αA = [1, 0, 0].
(2) If α1 = 0 and α2 6= 0, we take
A =

 0 α2 0α−12 0 0
0 0 1

 .
Then αA = [1, 0, 0].
(3) If α1α2 6= 0, we take
A =


−
√
1
8
α−31 α2
√
1
8
α−11 α
−1
2
1
2
α−11√
1
8
α−11 α
−1
2 −
√
1
8
α1α
−3
2
1
2
α−12
1
2
α−11
1
2
α−12 0

 .
Then αA = [0, 0, 1].
Assume now that α3 6= 0. Next consider the following cases:
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(1) If α1 6= 0 and α2 = 0, we take
A =

 0 −α−11 α3 0−α1α−33 12α1α−13 α1α−23
0 1 α−13

 .
Then αA = [0, 0, 1].
(2) If α1 = 0 and α2 6= 0, we take
A =

 −α2α−33 12α2α−13 α2α−230 −α−12 α3 0
0 1 α−13

 .
Then αA = [0, 0, 1].
(3) If α1 = α2 = 0, we take
A = α−13

 1 0 00 1 0
0 0 1

 .
Then αA = [0, 0, 1].
(4) If α1α2 6= 0 and ǫ = 2α1α2 + α23 6= 0, we take
A = ǫ−1

 12α−11
√
α1α2 (−√ǫ− α3) 12α−11
√
α1α2 (
√
ǫ− α3) α2
1
2
α−12
√
α1α2 (
√
ǫ− α3) 12α−12
√
α1α2 (−
√
ǫ− α3) α1√
α1α2
√
α1α2 α3

 .
Then αA = [0, 0, 1].
(5) If α1α2 6= 0 and 2α1α2 + α23 = 0, we take
A =

 14α−11 − 12α−11 α23 − 12α−11 α31
4
α−12 − 12α−12 α23 12α−12 α3
1
2
α−13 α3 0

 .
Then αA = [1, 0, 0].
Hence there exists an invertible matrix of the form (7.9) such that αA ∈ {[1, 0, 0] , [0, 0, 1]}. Further,
let A be of the form (7.9) such that [1, 0, 0]A = [0, 0, 1]. Then a11 = a12 = 0 and a13 = 1. Moreover,

 a21 + a31a33 a22 + a32a33 a233 + 2a23a31a32 a232 a22 + a32a33
a231 a31a32 a21 + a31a33

 =

 0 0 cc 0 0
0 c 0

 .
This then implies a31 = a32 = a21 = a22 = c = 0, which is impossible as detA 6= 0. This completes
the proof. 
Let us now find a set of representatives of the orbits of U1 (J4,5) under the action ofAut(J4,5). Choose
an arbitrary subspace W ∈ U1 (J4,5). From Table 3, such a subspace is spanned by [θ] = α1 [δa,d] +
α2 [δb,d]+α3 [δc,d]+α4 [δa,a]+α5 [δb,b]+α6 [δa,b]+α7 [δa,c]+α8 [δb,c] such that (α1, α2, α3) 6= (0, 0, 0).
Furthermore the automorphism group Aut(J4,5) consists of
φ =


a11 a12 a13 0
a21 a22 a23 0
a31 a32 a33 0
a41 a42 a43 a44

 : detφ 6= 0 and

 a23 a13 a33a22 a12 a32
a21 a11 a31



 a11 a12 a13a21 a22 a23
a31 a32 a33

 =

 0 0 a44a44 0 0
0 a44 0

 .
(7.10)
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Let φ =
(
aij
)
and write [φθ] = α′1 [δa,d]+α
′
2 [δb,d]+α
′
3 [δc,d]+α
′
4 [δa,a]+α
′
5 [δb,b]+α
′
6 [δa,b]+α
′
7 [δa,c]+
α′8 [δb,c]. Then
α′1 = a44 (α1a11 + α2a21 + α3a31) ,
α′2 = a44 (α1a12 + α2a22 + α3a32) ,
α′3 = a44 (α1a13 + α2a23 + α3a33) ,
α′4 = α4a
2
11 + α5a
2
21 + 2α1a11a41 + 2α2a21a41 + 2α6a11a21 + 2α3a31a41 + 2α7a11a31 + 2α8a21a31,
α′5 = α4a
2
12 + α5a
2
22 + 2α1a12a42 + 2α2a22a42 + 2α6a12a22 + 2α3a32a42 + 2α7a12a32 + 2α8a22a32,
α′6 = a11 (α1a42 + α4a12 + α6a22 + α7a32) + a21 (α2a42 + α5a22 + α6a12 + α8a32) + a41 (α1a12 + α2a22 + α3a32)
+a31 (α3a42 + α7a12 + α8a22)− α4a213 − α5a223 − 2α1a13a43 − 2α2a23a43 − 2α6a13a23 − 2α3a33a43
−2α7a13a33 − 2α8a23a33,
α′7 = a11 (α1a43 + α4a13 + α6a23 + α7a33) + a21 (α2a43 + α5a23 + α6a13 + α8a33) + a41 (α1a13 + α2a23 + α3a33)
+a31 (α3a43 + α7a13 + α8a23) ,
α′8 = a12 (α1a43 + α4a13 + α6a23 + α7a33) + a22 (α2a43 + α5a23 + α6a13 + α8a33) + a42 (α1a13 + α2a23 + α3a33)
+a32 (α3a43 + α7a13 + α8a23) .
According to Lemma 7.2, we may now assume without loss of generality that (α1, α2, α3) ∈
{(1, 0, 0) , (0, 0, 1)}. Moreover, Orb (〈[θ] : α1 = 1, α2 = α3 = 0〉) ∩ Orb (〈[θ] : α1 = α2 = 0, α3 = 1〉) =
∅ and hence Aut(J4,5) has at least two orbits on U1 (J4,5). So we distinguish two cases.
Case 1. Suppose first that (α1, α2, α3) = (1, 0, 0).
Let us consider a few cases:
(1) Suppose that α5 = α8 = 0. Let φ be the following automorphism:
φ =


1 0 0 0
0 1 0 0
0 0 1 0
− 1
2
α4 −α6 −α7 1

 .
Then [φθ] = [δa,d]. Hence we get a representative W1 = 〈[δa,d]〉.
(2) Suppose that α5 = 0 and α8 6= 0. Let φ be the following automorphism:
φ =


α
2
5
8 0 0 0
0 α
− 4
5
8 0 0
0 0 α
− 1
5
8 0
− 1
2
α4α
2
5
8 −α6α−
4
5
8 −α7α−
1
5
8 α
− 2
5
8

 .
Then [φθ] = [δa,d] + [δb,c]. Hence we get a representative W2 = 〈[δa,d] + [δb,c]〉.
(3) Assume now that α5 6= 0. Let φ be the following automorphism:
φ =


α
1
4
5 0 0 0
0 α
− 1
2
5 −α−
9
8
5 α8 0
0 0 α
− 1
8
5 0
− 1
2
(
α
− 6
4
5 α
2
8 + α4α
1
4
5
)
−α− 125 α6 (α6α8 − α5α7)α−
9
8
5 α
− 1
4
5

 .
Then [φθ] = [δa,d] + [δb,b]. So we get a representative W3 = 〈[δa,d] + [δb,b]〉.
As shown we have three representatives, namely W1 = 〈[δa,d]〉 ,W2 = 〈[δa,d] + [δb,c]〉 ,W3 =
〈[δa,d] + [δb,b]〉. Any two of them are not in the same orbit since Ψ (W1) = (2) ,Ψ(W2) = (0) and
Ψ (W3) = (1). So we get the following pairwise non-isomorphic algebras:
• J5,16 : a ◦ b = d, c2 = d, a ◦ d = e.
• J5,17 : a ◦ b = d, c2 = d, a ◦ d = e, b ◦ c = e.
• J5,18 : a ◦ b = d, c2 = d, a ◦ d = e, b2 = e.
Case 2. Assume now that (α1, α2, α3) = (0, 0, 1).
Let us consider a few cases:
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(1) Suppose that α4 = α5 = 0. Let φ be the following automorphism:
φ =


1 0 0 0
0 1 0 0
0 0 1 0
−α7 −α8 12α6 1

 .
Then [φθ] = [δc,d]. Hence we get a representative W4 = 〈[δc,d]〉.
(2) Suppose that α4 6= 0 and α5 = 0. Let φ be the following automorphism:
φ =


α
− 1
2
4 0 0 0
0 α
1
2
4 0 0
0 0 1 0
−α− 124 α7 −α
1
2
4 α8
1
2
α6 1

 .
Then [φθ] = [δc,d] + [δa,a]. Hence we get a representative W5 = 〈[δc,d] + [δa,a]〉.
(3) Suppose that α4 = 0 and α5 6= 0. Let φ be the following automorphism:
φ =


0 α
1
2
5 0 0
α
− 1
2
5 0 0 0
0 0 1 0
−α− 125 α8 −α
1
2
5 α7
1
2
α6 1

 .
Then [φθ] = [δc,d] + [δa,a]. So we get again a representative W5 = 〈[δc,d] + [δa,a]〉.
(4) Assume now that α4α5 6= 0. Let φ be the following automorphism:
φ =


α
1
4
4 α
3
4
5 0 0 0
0 α
3
4
4 α
1
4
5 0 0
0 0 α
1
2
4 α
1
2
5 0
−α 144 α
3
4
5 α7 −α
3
4
4 α
1
4
5 α8
1
2
α
1
2
4 α
1
2
5 α6 α4α5

 .
Then [φθ] = α
3
2
4 α
3
2
5 ([δc,d] + [δa,a] + [δb,b]). Consequently, we have a representative W6 =
〈[δc,d] + [δa,a] + [δb,b]〉.
As shown we have three representatives, namely W4 = 〈δc,d〉 ,W5 = 〈[δc,d] + [δa,a]〉 and W6 =
〈[δc,d] + [δa,a] + [δb,b]〉. Moreover, we have Ψ (W4) = (2) and Ψ (W5) = Ψ (W6) = (1). Therefore,
for i = 5, 6, Orb (W4) ∩ Orb (Wi) = ∅. Further we claim that W5,W6 are not in the same orbit.
To see this, assume φW5 = W6 for some φ =
(
aij
) ∈ Aut(J4,5). Then there is a λ ∈ F∗ such that
φ ([δc,d] + [δa,a]) = λ ([δc,d] + [δa,a] + [δb,b]). By comparing the coefficients of [δa,d] , [δb,d] , [δa,a] and
[δb,b] on the two sides, we obtain
a44a31 = 0, (7.11)
a44a32 = 0, (7.12)
a212 + 2a32a42 = λ, (7.13)
a211 + 2a31a41 = λ. (7.14)
Moreover, from (7.10) we have
a44 6= 0, (7.15)
a231 + 2a11a21 = 0, (7.16)
a232 + 2a12a22 = 0, (7.17)
a11a22 + a12a21 + a31a32 = a44. (7.18)
From (7.11) and (7.12), we obtain a31 = a32 = 0. So, from Eq. (7.13) and Eq. (7.14) we get a11a12 6= 0.
Therefore, from (7.16) and (7.17), we get a21 = a22 = 0. Thus, Eq. (7.18) gives a44 = 0, which is a
contradiction. So any two of W4,W5,W6 are not in the same orbit. Therefore we get the following
pairwise non-isomorphic algebras:
• J5,19 : a ◦ b = d, c2 = d, c ◦ d = e.
• J5,20 : a ◦ b = d, c2 = d, c ◦ d = e, a2 = e.
• J5,21 : a ◦ b = d, c2 = d, c ◦ d = e, a2 = e, b2 = e.
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7.6. 1-dimensional annihilator extensions of J4,7. The automorphism group Aut (J4,7) consists
of
φ =


a11 0 0 0
a21 a
2
11 0 0
0 0 a
3
2
11 0
a41 2a11a21 a43 a
3
11

 : a11 6= 0.
Choose an arbitrary subspace W ∈ U1 (J4,7). From Table 3, such a subspace is spanned by [θ] =
α1 ([δb,b] + [δa,d]) + α2 [δa,c] + α3 [δa,b] such that α1 6= 0. Let φ =
(
aij
) ∈ Aut(J4,7). Then [φθ] =
α1a
4
11 ([δb,b] + [δa,d]) + a11
(
α1a43 + α2a
3
2
11
)
[δa,c] + a
2
11 (3α1a21 + α3a11) [δa,b]. This shows that the
coefficient of δa,b depends on whether characteristic F =3 or not. So we distinguish two cases.
(1) Suppose first that characteristic F 6= 3. Let φ be the following automorphism:
φ =


1 0 0 0
− 1
3
α−11 α3 1 0 0
0 0 1 0
0 0 −α−11 α2 1

 .
Then [φθ] = α1 ([δb,b] + [δa,d]). So we get a representative W1 = 〈[δb,b] + [δa,d]〉. Therefore, if
characteristic F 6= 3, Aut(J4,7) has only one orbit on U1 (J4,7).
(2) Assume now that characteristic F = 3. Then [φθ] = α1a
4
11 ([δb,b] + [δa,d]) +
a11
(
α1a43 + α2a
3
2
11
)
[δa,c] + α3a
3
11 [δa,b]. So Orb (〈[θ] : α3 = 0〉) ∩ Orb (〈[θ] : α3 6= 0〉) = ∅ and
hence Aut(J4,7) has at least two orbits on U1 (J4,7). Suppose first that α3 = 0. Let φ be the
following automorphism:
φ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 −α−11 α2 1

 .
Then [φθ] = α1 ([δb,b] + [δa,d]). So we get the same representative as above. Assume now that
α3 6= 0. Let φ be the following automorphism:
φ =


α−11 α3 0 0 0
0 α−21 α
2
3 0 0
0 0 α
− 3
2
1 α
3
2
3 0
0 0 α
− 5
2
1 α2α
3
2
3 α
−3
1 α
3
3

 .
Then [φθ] = α−31 α
4
3 ([δb,b] + [δa,d] + [δa,b]). So we get a representative W2 =
〈[δb,b] + [δa,d] + [δa,b]〉. Therefore, if characteristic F = 3, Aut(J4,7) has exactly two orbits
on U1 (J4,7). So we get the algebra:
• J5,22 : a2 = b, a ◦ b = d, c2 = d, b2 = e, a ◦ d = e.
• M5,1 : a2 = b, a ◦ b = d + e, c2 = d, b2 = e, a ◦ d = e. Isomorphism: M5,1 ∼= J5,22 if and only if
characteristic F 6= 3. To describe the isomorphism, let ϕ (a) = a+ 1
3
b, ϕ (b) = b+ 2
3
d+ 1
9
e, ϕ (c) =
c, ϕ (d) = d, ϕ (e) = e. Then ϕ : M5,1 −→ J5,22 is an isomorphism.
7.7. 1-dimensional annihilator extensions of J4,12. The automorphism group Aut (J4,12) consists
of
φ =


a11 0 0 0
a21 a22 0 0
a31 a32 a
2
11 0
a41 a42 2a11a21 a11a22

 : a11a22 6= 0.
Choose an arbitrary subspace W ∈ U1 (J4,12). From Table 3, such a subspace is spanned by [θ] =
α1 [δb,b] + α2 [δa,c] + α3 [δb,c] + α4 [δa,d] + α5 [δb,d] such that (α5, α3 − α4) 6= (0, 0) and θ⊥ ∩ 〈c, d〉 = 0.
Moreover, θ⊥ ∩ 〈c, d〉 = 0 if and only if ǫ = α2α5 − α3α4 6= 0. Let φ =
(
aij
) ∈ Aut (J4,12), and write
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[φθ] = α′1 [δb,b] + α
′
2 [δa,c] + α
′
3 [δb,c] + α
′
4 [δa,d] + α
′
5 [δb,d]. Then
α′1 = a22 (α1a22 + 2α3a32 + 2α5a42) ,
α′2 = a
2
11 (α2a11 + α3a21) + 2a11a21 (α4a11 + α5a21) ,
α′3 = a22
(
α3a
2
11 + 2α5a21a11
)
,
α′4 = a11a22 (α4a11 + α5a21) ,
α′5 = α5a11a
2
22.
As a11a
2
22 6= 0, the equation for α′5 implies that α′5 6= 0 if and only if α5 6= 0. Thus Orb (〈[θ] : α5 6= 0〉)∩
Orb (〈[θ] : α5 = 0〉) = ∅. Therefore we distinguish two cases.
Case 1. α5 6= 0.
Let φ be the following automorphism:
φ =


ǫ−
1
3 0 0 0
−ǫ− 13α4α−15 ǫ
1
6α
− 1
2
5 0 0
0 0 ǫ−
2
3 0
0 − 1
2
ǫ
1
6α1α
− 3
2
5 −2ǫ−
2
3α4α
−1
5 ǫ
− 1
6α
− 1
2
5

 .
Then [φθ] = [δa,c] + ǫ
− 1
2α
− 1
2
5 (α3 − 2α4) [δb,c] + [δb,d]. Set α = ǫ−
1
2α
− 1
2
5 (α3 − 2α4). Then we get the
representatives Wα∈F1 = 〈[δa,c] + α [δb,c] + [δb,d]〉. Let us now determine the possible orbits among
the representatives Wα∈F1 . We claim that the subspaces W
α
1 ,W
β
1 are in the same orbit if and only if
α2 = β2. To prove this, assume first that φWα1 = W
β
1 for some φ =
(
aij
) ∈ Aut (J4,12). Then there is
a λ ∈ F∗ such that(
2a22 (a42 + αa32) [δb,b] + a11
(
a211 + αa11a21 + 2a
2
21
)
[δa,c]
+a11a22 (2a21 + αa11) [δb,c] + a11a21a22 [δa,d] + a11a
2
22 [δb,d]
)
= λ ([δa,c] + β [δb,c] + [δb,d]) .
This amounts to the following polynomial equations:
2a22 (a42 + αa32) = 0,
a11
(
a211 + αa11a21 + 2a
2
21
)
= λ, (7.19)
a11a22 (2a21 + αa11) = λβ, (7.20)
a11a21a22 = 0, (7.21)
a11a
2
22 = λ. (7.22)
Since a11a22 6= 0, Eq. (7.21) gives a21 = 0. This allows us to rewrite Eqs. (7.19) and (7.20) as follows:
a311 = λ, (7.23)
a211a22α = λβ. (7.24)
Using Eqs. (7.23) , (7.24) and (7.22), one obtains that
λ2β2 =
(
a22a
2
11α
)2
=
(
a311
) (
a11a
2
22
)
α2 = λ2α2.
Consequently, α2 = β2. Conversely, suppose that α2 = β2. When α = β, there is nothing to prove.
Assume now that α = −β. Let φ be the diagonal matrix with the entries (1,−1, 1,−1) in the diagonal.
Then φWα1 = W
−α
1 , this completes the proof of the claim. So we get the following algebras:
• Jα∈F5,23 : a2 = c, a ◦ b = d, a ◦ c = e, b ◦ d = e, b ◦ c = αe. Isomorphism: Jα5,23 ∼= Jβ5,23 if and only
if β = α or β = −α. In the latter case, ϕ(a) = a, ϕ(b) = −b, ϕ(c) = c, ϕ(d) = −d, ϕ(e) = e,
defines an isomorphism ϕ : Jα5,23 −→ J−α5,23.
Case 2. α5 = 0.
In this case W = 〈[θ] : α5 = 0〉 ∈ U1 (J4,12) if and only if α3α4 (α3 − α4) 6= 0. Let us now consider
a few cases:
(1) Suppose first that α3 6= −2α4. Let φ be the following automorphism:
φ =


1 0 0 0
−α2 (α3 + 2α4)−1 α−13 0 0
0 − 1
2
α1α
−2
3 1 0
0 0 −2α2 (α3 + 2α4)−1 α−13

 .
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Then [φθ] = [δb,c] + α
−1
3 α4 [δa,d]. Set α = α
−1
3 α4, then α /∈
{
0, 1,− 1
2
}
. So we get the
representatives W
α∈F∗−{1,− 12}
2 = 〈[δb,c] + α [δa,d]〉.
(2) Suppose now that α3 = −2α4. We distinguish two cases:
(a) α2 = 0. Let φ be the following automorphism:
φ =


1 0 0 0
0 α−13 0 0
0 − 1
2
α1α
−2
3 1 0
0 0 0 α−13

 .
Then [φθ] = [δb,c]− 12 [δa,d]. So we get a representative W
α=− 1
2
2 .
(b) α2 6= 0. Let φ be the following automorphism:
φ =


α
− 1
3
2 0 0 0
0 α
2
3
2 α
−1
4 0 0
0 1
4
α1α
2
3
2 α
−2
4 α
− 2
3
2 0
0 0 0 α
1
3
2 α
−1
4

 .
Then [φθ] = [δa,c] − 2 [δb,c] + [δa,d]. Therefore we have a representative W3 =
〈[δa,c]− 2 [δb,c] + [δa,d]〉.
As shown we have the representativesW
α∈F∗−{1}
2 = 〈δb,c + αδa,d〉 ,W3 = 〈δa,c − 2δb,c + δa,d〉. Let us
determine the possible orbits among such representatives. First we claim that Orb (Wα2 )∩Orb (W3) = ∅
for all α ∈ F∗−{1}. To prove this, suppose on the contrary that φWα2 = W3 for some φ =
(
aij
) ∈
Aut (J4,12). Then there is a λ ∈ F∗ such that
2a22a32 [δb,b] + a
2
11a21 (2α+ 1) [δa,c] + a
2
11a22 [δb,c] + αa
2
11a22 [δa,d] = λ ([δa,c]− 2 [δb,c] + [δa,d]) .
This amounts to the following polynomial equations:
2a22a32 = 0,
a211a21 (2α+ 1) = λ, (7.25)
a211a22 = −2λ, (7.26)
αa211a22 = λ. (7.27)
Substitute Eq. (7.26) into Eq. (7.27), we get α = − 1
2
. So, from Eq. (7.25) we get λ = 0, which is a
contradiction. Therefore, for all α ∈ F∗−{1}, Orb (Wα2 ) ∩Orb (W3) = ∅. It remains to determine the
possible orbits among the representatives W
α∈F∗−{1}
2 . We claim that Orb (W
α
2 ) = Orb
(
W β2
)
if and
only if α = β. To prove this, assume that φWα2 =W
β
2 for some φ =
(
aij
) ∈ Aut (J4,12). Then there is
a λ ∈ F∗ such that
2a22a32 [δb,b] + a
2
11a21 (2α+ 1) [δa,c] + a
2
11a22 [δb,c] + αa
2
11a22 [δa,d] = λ ([δb,c] + β [δa,d]) .
This amounts to the following polynomial equations:
2a22a32 = 0,
a211a21 (2α+ 1) = 0,
a211a22 = λ, (7.28)
αa211a22 = λβ. (7.29)
Substitute Eq. (7.28) into Eq. (7.29) to obtain α = β, as claimed. So we get the following algebras:
• Jα∈F−{0,1}5,24 : a2 = c, a ◦ b = d, b ◦ c = e, a ◦ d = αe. Isomorphism: Jα5,24 ∼= Jβ5,24 if and only if
α = β.
• J5,25 : a2 = c, a ◦ b = d, a ◦ c = e, b ◦ c = −2e, a ◦ d = e.
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7.8. 1-dimensional annihilator extensions of J4,13. The automorphism group Aut (J4,13) consists
of
φ =


a11 a12 0 0
a21 a22 0 0
a31 a32 a
2
11 a
2
12
a41 a42 a
2
21 a
2
22

 : a11a22 6= 0, a12 = a21 = 0 or a12a21 6= 0, a11 = a22 = 0. (7.30)
Choose an arbitrary subspace W ∈ U1 (J4,13). From Table 3, such a subspace is spanned by [θ] =
α1 [δa,b] + α2 [δa,c] + α3 [δb,d] + α4 [δb,c] + α5 [δa,d] such that (α4, α5) 6= (0, 0) and θ⊥ ∩ 〈c, d〉 = 0.
Moreover, θ⊥ ∩ 〈c, d〉 = 0 if and only if α2α3 − α4α5 6= 0. Let φ =
(
aij
) ∈ Aut (J4,13), and write
[φθ] = α′1 [δa,b] + α
′
2 [δa,c] + α
′
3 [δb,d] + α
′
4 [δb,c] + α
′
5 [δa,d]. Then
α′1 = a11 (α1a22 + α2a32 + α5a42) + a21 (α1a12 + α3a42 + α4a32)
+a31 (α2a12 + α4a22) + a41 (α3a22 + α5a12) ,
α′2 = α2a
2
11a11 + α3a
2
21a21,
α′3 = α2a
2
12a12 + α3a
2
22a22,
α′4 = α4a
2
11a22 + α5a
2
21a12,
α′5 = α4a
2
12a21 + α5a
2
22a11.
Let us now consider some case distinctions.
(1) If α4 = 0 and α5 6= 0, then α2α3 6= 0. Let φ be the following automorphism:
φ =


α
− 1
3
2 0 0 0
0 α
1
6
2 α
− 1
2
5 0 0
0 0 α
− 2
3
2 0
0 −α1α
1
6
2 α
− 3
2
5 0 α
1
3
2 α
−1
5

 .
Then [φθ] = [δa,c] + α
1
2
2 α3α
− 3
2
5 [δb,d] + [δa,d]. Set α = α
1
2
2 α3α
− 3
2
5 , then α ∈ F∗. So we get the
representatives Wα∈F
∗
1 = 〈[δa,c] + α [δb,d] + [δa,d]〉.
(2) If α4 6= 0 and α5 = 0, then α2α3 6= 0. Let φ be the following automorphism:
φ =


0 α
1
6
3 α
− 1
2
4 0 0
α
− 1
3
3 0 0 0
0 −α1α
1
6
3 α
− 3
2
4 0 α
1
3
3 α
−1
4
0 0 α
− 2
3
3 0

 .
Then [φθ] = [δa,c] + α2α
1
2
3 α
− 3
2
4 [δb,d] + [δa,d]. So φW =W
α
1 , where α = α2α
1
2
3 α
− 3
2
4 ∈ F∗.
(3) If α4α5 6= 0, then α2α3 6= α4α5. Let φ be as follows:
φ =


α
− 2
3
4 α
1
3
5 0 0 0
0 α
1
3
4 α
− 2
3
5 0 0
0 0 α
− 4
3
4 α
2
3
5 0
0 −α1α
1
3
4 α
− 5
3
5 0 α
2
3
4 α
− 4
3
5

 .
Then [φθ] = α2α
−2
4 α5 [δa,c] + α3α4α
−2
5 [δb,d] + [δb,c] + [δa,d]. Set α = α2α
−2
4 α5, β =
α3α4α
−2
5 , then α, β ∈ F and αβ 6= 1. So we get the representatives Wα,β∈F2 =
〈α [δa,c] + β [δb,d] + [δb,c] + [δa,d] : αβ 6= 1〉.
From the above we have the representatives Wα∈F
∗
1 = 〈[δa,c] + α [δb,d] + [δa,d]〉 ,Wα,β∈F2 =
〈α [δa,c] + β [δb,d] + [δb,c] + [δa,d] : αβ 6= 1〉. Let us now determine the possible orbits among such rep-
resentatives. First we claim that Orb
(
Wα
′
)
∩ Orb
(
Wα,β2
)
= ∅ for all α′, α, β ∈ F. To prove this,
suppose on the contrary that φWα
′
= Wα,β2 for some φ =
(
aij
) ∈ Aut(J4,13). Then there is a λ ∈ F∗
such that:
φ ([δa,c] + α
′ [δb,d] + [δa,d]) = λ (α [δa,c] + β [δb,d] + [δb,c] + [δa,d]) . (7.31)
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Using the equations for α′4 and α
′
5 to compare coefficients of δb,c and δa,d on the two sides of (7.31),
we get
a12a
2
21 = λ, a11a
2
22 = λ.
From which we get a12a
2
21 = a11a
2
22 6= 0, which contradicts with (7.30). Hence Orb
(
Wα
′
)
∩
Orb
(
Wα,β2
)
= ∅ for all α′, α, β ∈ F, as claimed. Next, we claim that Orb (Wα1 ) = Orb
(
W β1
)
if
and only if α2 = β2. To prove this, suppose first that φWα1 = W
β
1 for some φ =
(
aij
) ∈ Aut (J4,13).
Then there is a λ ∈ F∗ such that φ ([δa,c] + α [δb,d] + [δa,d]) = λ ([δa,c] + β [δb,d] + [δa,d]). This then
amounts to the following polynomial equations:
a11 (a32 + a42) + αa21a42 + a31a12 + a41 (αa22 + a12) = 0,
a311 + αa
3
21 = λ, (7.32)
a312 + αa
3
22 = λβ, (7.33)
a321 = 0, (7.34)
a11a
2
22 = λ. (7.35)
From Eq. (7.34) we get a21 = 0. So, from (7.31) we get a12 = 0. Consequently, we can rewrite Eqs.
(7.32) , (7.33) and (7.35) as follows:
a311 = λ, (7.36)
a322α = λβ, (7.37)
a222a11 = λ. (7.38)
From (7.36) and (7.38), we get λ2 = a622. So, from Eq. (7.37) we get α
2 = β2. Conversely, suppose
that α2 = β2. If α = β, we have nothing to prove. Suppose that α = −β. Choose φ to be the diagonal
matrix with the entries (1,−1, 1, 1) in the diagonal. Then φWα1 = W−α1 , this completes the proof
of the claim. Finally, we claim that Orb
(
Wα,β2
)
= Orb
(
Wα
′,β′
2
)
if and only if (α, β) =
(
α′, β′
)
or
(α, β) =
(
β′, α′
)
. To prove this, suppose first that φWα,β2 = W
α′,β′
2 for some φ =
(
aij
) ∈ Aut(J4,13).
Then there is a λ ∈ F∗ such that
φ (α [δa,c] + β [δb,d] + [δb,c] + [δa,d]) = λ
(
α′ [δa,c] + β
′ [δb,d] + [δb,c] + [δa,d]
)
. (7.39)
From (7.30), we have either a12 = a21 = 0 or a11 = a22 = 0. Suppose first that a12 = a21 = 0. Then
(7.39) amounts to the following polynomial equations:
a11 (αa32 + a42) + a31a22 + βa41a22 = 0,
a311α = λα
′, (7.40)
a322β = λβ
′, (7.41)
a211a22 = λ, (7.42)
a222a11 = λ. (7.43)
Equations (7.42) and (7.43) give that a311 = a
3
22 = λ. Whence, Eq. (7.40) gives α = α
′, while Eq.
(7.41) gives β = β′. Suppose now that a11 = a22 = 0. Then (7.39) amounts to the following polynomial
equations:
a21 (βa42 + a32) + αa31a12 + a41a12 = 0,
a321β = λα
′, (7.44)
a312α = λβ
′, (7.45)
a221a12 = λ, (7.46)
a212a21 = λ. (7.47)
Equations (7.46) and (7.47) give that a312 = a
3
21 = λ. Whence, Eq. (7.44) gives β = α
′, while Eq.
(7.45) gives α = β′. Conversely, suppose that (α, β) = (β, α). Let φ be as follows:
φ =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 .
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Then φWα,β2 =W
β,α
2 , this completes the proof of the claim. Therefore we get the following algebras:
• Jα∈F∗5,26 : a2 = c, b2 = d, a ◦ c = e, a ◦ d = e, b ◦ d = αe. Isomorphism: Jα5,26 ∼= Jβ5,26 if and only
if β = α or β = −α. To describe the isomorphism in the latter case, let ϕ(a) = a, ϕ(b) =
−b, ϕ(c) = c, ϕ(d) = d, ϕ(e) = e. Then ϕ : Jα5,26 −→ J−α5,26 is an isomorphism.
• Jα,β∈F5,27 (αβ 6= 1) : a2 = c, b2 = d, b ◦ c = e, a ◦ d = e, b ◦ d = αe, a ◦ c = βe. Isomorphism:
Jα,β5,27
∼= Jα′,β′5,27 if and only if (α, β) =
(
α′, β′
)
or (α, β) =
(
β′, α′
)
. To describe the isomorphism
in the latter case, let ϕ(a) = b, ϕ(b) = a, ϕ(c) = d, ϕ(d) = c, ϕ(e) = e. Then ϕ : Jα,β5,27 −→ Jβ,α5,27
is an isomorphism.
7.9. 2-dimensional annihilator extensions of J3,2. Choose an arbitrary subspace W ∈ U2 (J3,2).
From Table 3, such a subspace is spanned by [θ1] = α1 [δa,b] + α2 [δa,c] + α3 [δb,c] + α4 [δc,c]
and [θ2] = β1 [δa,b] + β2 [δa,c] + β3 [δb,c] + β4 [δc,c] such that (α3, β3) 6= (0, 0). With-
out loss of generality we may assume that (α3, β3) = (1, 0). Assume now that W =
〈α1 [δa,b] + α2 [δa,c] + [δb,c] + α4 [δc,c] , β1 [δa,b] + β2 [δa,c] + β4 [δc,c]〉. Let φ =
(
aij
) ∈ Aut (J3,2).
Then φW =
〈
α′1 [δa,b] + α
′
2 [δa,c] + α
′
3 [δb,c] + α
′
4 [δc,c] , β
′
1 [δa,b] + β
′
2 [δa,c] + β
′
4 [δc,c]
〉
where
α′1 = a
3
11α1 + a31a
2
11,
α′2 = a11a23α1 + a11a33α2 + a21a33 + a31a23 + a31a33α4,
α′3 = a
2
11a33,
α′4 = 2a23a33 + a
2
33α4,
β′1 = a
3
11β1,
β′2 = a11a23β1 + a11a33β2 + a31a33β4,
β′4 = a
2
33β4.
We claim that there is a φ ∈ Aut (J3,2) such that φW =
〈
[δb,c] , β
′
1 [δa,b] + β
′
2 [δa,c] + β
′
4 [δc,c]
〉
. To see
this, let φ to be the following automorphism:
φ =

 1 0 0α1α4 − α2 1 − 12α4−α1 0 1

 .
Then φW =
〈
[δb,c] , β
′
1 [δa,b] + β
′
2 [δa,c] + β
′
4 [δc,c]
〉
. Thus we may now assume without loss of generality
thatW = 〈[δb,c] , β1 [δa,b] + β2 [δa,c] + β4 [δc,c]〉. Let us choose φ =
(
aij
) ∈ Aut (J3,2) with a31 = a23 =
a21 = 0. Then
φW =
〈
[δb,c] , a
3
11β1 [δa,b] + a11a33β2 [δa,c] + a
2
33β4 [δc,c]
〉
. (7.48)
We next consider the following cases:
(1) If β1 = β2 = 0, β4 6= 0, we then have φW = 〈[δb,c] , [δc,c]〉. Thus we get a representative
W1 = 〈[δb,c] , [δc,c]〉.
(2) If β1 = β4 = 0, β2 6= 0, we then have φW = 〈[δb,c] , [δa,c]〉. So we get a representative
W2 = 〈[δb,c] , [δa,c]〉.
(3) If β1 = 0, β2β4 6= 0, we put a11 = 1 and a33 = β2β−14 into (7.48). Then φW =
〈[δb,c] , [δa,c] + [δc,c]〉. Hence we get a representative W3 = 〈[δb,c] , [δa,c] + [δc,c]〉.
(4) If β1 6= 0, β2 = β4 = 0, we then have φW = 〈[δb,c] , [δa,b]〉. Hence we get a representative
W4 = 〈[δb,c] , [δa,b]〉 .
(5) If β1β2 6= 0, β4 = 0, we put a11 = 1 and a33 = β−12 β1 into (7.48). Then φW =
〈[δb,c] , [δa,b] + [δa,c]〉. Thus we get a representative W5 = 〈[δb,c] , [δa,b] + [δa,c]〉.
(6) If β1β4 6= 0, β2 = 0, we put a11 = 1 and a33 =
√
β1β
−1
4 into (7.48). Then φW =
〈[δb,c] , [δa,b] + [δc,c]〉. So we get a representative W6 = 〈[δb,c] , [δa,b] + [δc,c]〉.
(7) If β1β2β4 6= 0, we put a11 = β−11 β22β−14 and a33 = β−11 β32β−24 into (7.48). Then φW =
〈[δb,c] , [δa,b] + [δa,c] + [δc,c]〉. Thus we get a representative W7 = 〈[δb,c] , [δa,b] + [δa,c] + [δc,c]〉.
Let us now determine the possible orbits among the representatives W1, . . . ,W7. First note that
the algebras corresponding to the representatives W1,W2,W3 are of nilpotency type (2, 2, 1) while
those corresponding to the representatives W4,W5,W6,W7 are of nilpotency type (2, 1, 2). Therefore
Orb (X) ∩Orb (Y ) = ∅ for X ∈ {W1,W2,W3} and Y ∈ {W4,W5,W6,W7}. Let us first determine the
possible orbits among the representatives W1,W2,W3. Since Ψ (W1) = (2, 1) and Ψ (W2) = Ψ (W3) =
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(1, 1), Orb (W1) ∩ Orb (Wi) = ∅ for i = 2, 3. Further we claim that Orb (W2) ∩ Orb (W3) = ∅. To
see this, consider any φ =
(
aij
) ∈ Aut (J3,2). Then φW2 = 〈[φδb,c] , a11a33 [δa,c]〉. Since [δa,c] ∈ φW2
and [δa,c] /∈ W3, φW2 6= W3 as claimed. It remains to determine the possible orbits among the
representatives W4,W5,W6,W7. First we claim that Orb (W4) ∩ Orb (Wi) = ∅ for i = 5, 6, 7. To see
this, let φ =
(
aij
) ∈ Aut (J3,2). Then φW4 = 〈[φδb,c] , [φδa,b]〉 where
[φδb,c] = a31a
2
11 [δa,b] + (a21a33 + a31a23) [δa,c] + a
2
11a33 [δb,c] + 2a23a33 [δc,c] ,
[φδa,b] = a
3
11 [δa,b] + a11a23 [δa,c] .
Now if a23 = 0 then [φδa,b] /∈ Wi for i = 5, 6, 7. Further if a23 6= 0 then [φδb,c] /∈ W5 and [φδa,b] /∈ Wi
for i = 6, 7. This proves our claim. Next we claim that Orb (W5)∩Orb (Wi) = ∅ for i = 6, 7. Consider
any φ =
(
aij
) ∈ Aut (J3,2). Then
φW5 =
〈
[φδb,c] , a
3
11 [δa,b] + a11 (a23 + a33) [δa,c]
〉
.
This shows that φW5 6= Wi (i = 6, 7) since a311δa,b+ a11 (a23 + a33) δa,c neither belongs to W6 nor W7.
So Orb (W5)∩Orb (Wi) = ∅ for i = 6, 7. Thus we only need to decide whether W6,W7 are in the same
orbit or not. We claim that W6,W7 are in the same orbit if and only if characteristic F 6= 3. To prove
this, assume first that φW6 = W7 for some φ =
(
aij
) ∈ Aut (J3,2). Then 〈[φδb,c] , [φδa,b] + [φδc,c]〉 =
〈[δb,c] , [δa,b] + [δa,c] + [δc,c]〉. Moreover,
[φδb,c] = a
2
11a31 [δa,b] + (a21a33 + a31a23) [δa,c] + a
2
11a33 [δb,c] + 2a23a33 [δc,c] ,
[φδa,b] + [φδc,c] = a
3
11 [δa,b] + (a11a23 + a31a33) [δa,c] + a
2
33 [δc,c] .
So there is an invertible matrix
(
bij
)
such that
a211a31 [δa,b] + (a21a33 + a31a23) [δa,c] + a
2
11a33 [δb,c] + 2a23a33 [δc,c] = b11 [δb,c] + b21 ([δa,b] + [δa,c] + [δc,c]) ,
a311 [δa,b] + (a11a23 + a31a33) [δa,c] + a
2
33 [δc,c] = b21 [δb,c] + b22 ([δa,b] + [δa,c] + [δc,c]) .
By equating the coefficients of like terms on the two sides, we obtain
a211a31 = (a21a33 + a31a23) = 2a23a33, a
3
11 = (a11a23 + a31a33) = a
2
33.
Consequently,
a511 = a
2
11 (a11a23 + a31a33) =
(
a311
)
a23 +
(
a211a31
)
a33 = a
2
33a23 + 2a23a
2
33 = 3a23a
2
33.
Since a11 6= 0, it follows that characteristic F 6= 3. Conversely, suppose that characteristic F 6= 3. Let
φ ∈ Aut (J3,2) be such that
φ =
1
9

9 0 04 9 3
6 0 9

 .
Then φW6 =
〈
[δb,c] +
2
3
[δa,b + δa,c + δc,c] , [δa,b + δa,c + δc,c]
〉
= 〈[δb,c] , [δa,b + δa,c + δc,c]〉 = W7, as
claimed. Therefore we get the following algebras:
• J5,28 : a2 = b, b ◦ c = d, c2 = e.
• J5,29 : a2 = b, b ◦ c = d, a ◦ c = e.
• J5,30 : a2 = b, b ◦ c = d, a ◦ c = e, c2 = e.
• J5,31 : a2 = b, b ◦ c = d, a ◦ b = e.
• J5,32 : a2 = b, b ◦ c = d, a ◦ b = e, a ◦ c = e.
• J5,33 : a2 = b, b ◦ c = d, a ◦ b = e, c2 = e.
• M5,2 : a2 = b, b ◦ c = d, a ◦ b = e, a ◦ c = e, c2 = e. Isomorphism: M5,2 ∼= J5,33 if and
only if characteristic F 6=3. To describe the isomorphism, let ϕ(a) = a + 4
9
b + 2
3
c, ϕ(b) =
b+ 16
27
d+ 4
3
e, ϕ(c) = 1
3
b+c, ϕ(d) = d, ϕ(e) = 2
3
d+e. Then ϕ :M5,2 −→ J5,33 is an isomorphism.
7.10. 2-dimensional annihilator extensions of J3,3. Choose an arbitrary subspace W ∈ U2 (J3,2).
From Table 3, such a subspace is spanned by θ1 = α1δa,a + α2δb,b + α3δa,c + α4δb,c and θ2 =
β1δa,a + β2δb,b + β3δa,c + β4δb,c such that θ
⊥
1 ∩ θ⊥2 ∩ 〈c〉 = 0. Moreover, θ⊥1 ∩ θ⊥2 ∩ 〈c〉 = 0
if and only if ((α3, α4) , (β3, β4)) 6= ((0, 0) , (0, 0)). By possibly swapping θ1 and θ2, we may as-
sume without loss of generality that (α3, α4) 6= (0, 0). Let φ =
(
aij
) ∈ Aut (J3,3), then φW =
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〈
α′1 [δa,a] + α
′
2 [δb,b] + α
′
3 [δa,c] + α
′
4 [δb,c] , β
′
1 [δa,a] + β
′
2 [δb,b] + β
′
3 [δa,c] + β
′
4 [δb,c]
〉
where
α′1 = a
2
11α1 + a
2
21α2 + 2a11a31α3 + 2a21a31α4,
α′2 = a
2
12α1 + a
2
22α2 + 2a12a32α3 + 2a22a32α4,
α′3 = a
2
11a22α3 + a
2
21a12α4,
α′4 = a11a
2
22α4 + a21a
2
12α3,
β′1 = a
2
11β1 + a
2
21β2 + 2a11a31β3 + 2a21a31β4,
β′2 = a
2
12β1 + a
2
22β2 + 2a12a32β3 + 2a22a32β4,
β′3 = a
2
11a22β3 + a
2
21a12β4,
β′4 = a11a
2
22β4 + a21a
2
12β3.
Since (α3, α4) 6= (0, 0), we may choose the aij in such a way that α′3 = 1. Thus no generality is lost by
assuming W = 〈α1 [δa,a] + α2 [δb,b] + [δa,c] + α4 [δb,c] , β1 [δa,a] + β2 [δb,b] + β4 [δb,c]〉. Further we claim
that there is a φ ∈ Aut (J3,2) such that φW ∈ {〈[δa,c] , [θ]〉 , 〈[δb,b] + [δa,c] , [θ]〉 , 〈[δa,c] + [δb,c] , [θ]〉}
where [θ] = β′1 [δa,a] + β
′
2 [δb,b] + β
′
4 [δb,c]. To prove this, suppose first that α4 = 0. Let φ denote the
first of the following matrices if α2 = 0, or the second if α2 6= 0:
 1 0 00 1 0
− 1
2
α1 0 1

 ,

 1 0 00 α−12 0
− 1
2
α1 0 α
−1
2

 .
Then φW = 〈[δa,c] , [θ]〉 if α2 = 0, while φW = 〈[δb,b] + [δa,c] , [θ]〉 otherwise. Assume now that α4 6= 0.
Let φ be as follows:
φ =

 α4 0 00 1 0
− 1
2
α1α4 − 12α2α−14 α4

 .
Then φW = 〈[δa,c] + [δb,c] , [θ]〉. This completes the proof of the claim. Let us hence suppose without
loss of generality that W ∈ {〈[δa,c] , [θ]〉 , 〈[δb,b] + [δa,c] , [θ]〉 , 〈[δa,c] + [δb,c] , [θ]〉} where [θ] = β1 [δa,a] +
β2 [δb,b] + β4 [δb,c]. Let us now consider the following cases:
Case 1. W = 〈[δa,c] , β1 [δa,a] + β2 [δb,b] + β4 [δb,c]〉.
(1) If β1 6= 0, β2 = β4 = 0, then W = 〈[δa,c] , [δa,a]〉. So we have a representative W1 =
〈[δa,c] , [δa,a]〉.
(2) If β2 6= 0, β1 = β4 = 0, then W = 〈[δa,c] , [δb,b]〉. So we have a representative W2 =
〈[δa,c] , [δb,b]〉.
(3) If β4 6= 0, β1 = β2 = 0, then W = 〈[δa,c] , [δb,c]〉. So we have a representative W3 =
〈[δa,c] , [δb,c]〉.
(4) If β1β2 6= 0, β4 = 0, we have
φ =


√
β−11 0 0
0
√
β−12 0
0 0
√
β−11 β
−1
2

 ∈ Aut (J3,3) and φW = 〈[δa,c] , [δa,a] + [δb,b]〉 .
So we get a representative W4 = 〈[δa,c] , [δa,a] + [δb,b]〉.
(5) If β1β4 6= 0, β2 = 0, we have
φ =

β−11 β4 0 00 1 0
0 0 β−11 β4

 ∈ Aut (J3,3) and φW = 〈[δa,c] , [δa,a] + [δb,c]〉 .
So we get a representative W5 = 〈[δa,c] , [δa,a] + [δb,c]〉.
(6) If β2β4 6= 0, β1 = 0, we have
φ =

β−14 0 00 1 0
0 − 1
2
β2β
−1
4 β
−1
4

 ∈ Aut (J3,3) and φW = W3.
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(7) If β1β2β4 6= 0, we have
φ =

β−11 β4 0 00 1 0
0 − 1
2
β2β
−1
4 β
−1
1 β4

 ∈ Aut (J3,3) and φW = W5.
Case 2. W = 〈[δb,b] + [δa,c] , β1 [δa,a] + β2 [δb,b] + β4 [δb,c]〉.
(1) If β1 6= 0, β2 = β4 = 0, then W = 〈[δb,b] + [δa,c] , [δa,a]〉. So we have a representative W6 =
〈[δb,b] + [δa,c] , [δa,a]〉.
(2) If β2 6= 0, β1 = β4 = 0, then W = W2.
(3) If β4 6= 0, β1 = β2 = 0, then W = 〈[δb,b] + [δa,c] , [δb,c]〉. Let φ be as follows:
φ =

 0 1 01 0 0
0 0 1

 .
Then φW = W5.
(4) If β1β2 6= 0, β4 = 0, then
φ =


√
β1β
−1
2 0 0
0 β1β
−1
2 0
1
2
β1β
−1
2
√
β1β
−1
2 0 β1β
−1
2
√
β1β
−1
2

 ∈ Aut (J3,3) and φW =W4.
(5) If β1β4 6= 0, β2 = 0, we have
φ =


3
√
β1β
−1
4 0 0
0 3
√
β21β
−2
4 0
0 0 β1β
−1
4

 ∈ Aut (J3,3) and φW = 〈[δb,b] + [δa,c] , [δa,a] + [δb,c]〉 .
So we get a representative W7 = 〈[δb,b] + [δa,c] , [δa,a] + [δb,c]〉.
(6) If β2β4 6= 0, β1 = 0, we have
φ =

 0 1 01 0 0
− 1
2
β2β
−1
4 0 1

 ∈ Aut (J3,3) and φW =W5.
(7) If β1β2β4 6= 0, we have
φ =


3
√
β1β
−1
4 0 0
0 3
√
β21β
−2
4 0
0 − 1
2
β2β
−1
4
3
√
β21β
−2
4 β1β
−1
4

 ∈ Aut (J3,3) and φW = W7.
Case 3. W = 〈[δa,c] + [δb,c] , β1 [δa,a] + β2 [δb,b] + β4 [δb,c]〉.
(1) Suppose first that β4 6= 0.
(a) If β1 6= 0, β2 = 0, we have
φ =

 β1β−14 0 00 β1β−14 0
1
2
β21β
−2
4 0 β
2
1β
−2
4

 ∈ Aut (J3,3) and φW = W5.
(b) If β1 = 0, β2 6= 0, we have
φ =

 0 −β2β−14 0−β2β−14 0 0
1
2
β22β
−2
4 0 β
2
2β
−2
4

 ∈ Aut (J3,3) and φW = W5.
(c) If β1β2 6= 0, we have
φ =


β−14
3
√
β1β
2
2 0 0
0 −β−14 3
√
β21β2 0
1
2
β−24
3
√
β41β
2
2
1
2
β−24
3
√
β21β
4
2 −β1β2β−24

 ∈ Aut (J3,3) and φW =W7.
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(d) If β1 = β2 = 0, then W =W3.
(2) Suppose now that β4 = 0.
(a) If β1 6= 0, we have
φ =


√
β−11 0 0
0
√
β−11 0
0 0 β−11

 ∈ Aut (J3,3) .
Moreover, φW = 〈[δa,c] + [δb,c] , [δa,a] + α [δb,b]〉 where α ∈ F. So we get the representa-
tive Wα∈F8 = 〈[δa,c] + [δb,c] , [δa,a] + α [δb,b]〉.
(b) If β1 = 0, we have
φ =


0
√
β−12 0√
β−12 0 0
0 0 β−12

 ∈ Aut (J3,3) and φW =Wα=08 .
To summarize, we have the following representatives:
W Ψ(W ) Type of corresponding algebra
W1 = 〈[δa,c] , [δa,a]〉 (2, 1) (2, 2, 1)
W2 = 〈[δa,c] , [δb,b]〉 (2, 1) (2, 2, 1)
W3 = 〈[δa,c] , [δb,c]〉 (1, 1) (2, 1, 2)
W4 = 〈[δa,c] , [δa,a] + [δb,b]〉 (1, 1) (2, 2, 1)
W5 = 〈[δa,c] , [δa,a] + [δb,c]〉 (1, 1) (2, 1, 2)
W6 = 〈[δb,b] + [δa,c] , [δa,a]〉 (2, 0) (2, 2, 1)
W7 = 〈[δb,b] + [δa,c] , [δa,a] + [δb,c]〉 (1, 1) (2, 1, 2)
Wα=08 = 〈[δa,c] + [δb,c] , [δa,a]〉 (2, 1) (2, 2, 1)
Wα∈F
∗
8 = 〈[δa,c] + [δb,c] , [δa,a] + α [δb,b]〉 (1, 1) (2, 2, 1)
Table 4. The list of representatives.
Let S1 =
{
W1,W2,W
α=0
8
}
, S2 = {W3,W5,W7} and S3 =
{
W4,W
α∈F∗
8
}
. Then, from Table 4,
we have Orb (X)∩ Orb (Y ) = ∅ for X ∈ Si, Y ∈ Sj , i 6= j. Further we claim that Orb (W4)∩
Orb
(
Wα∈F
∗
8
)
= ∅ and Orb (X)∩ Orb (Y ) = ∅ for X,Y ∈ Si, i = 1, 2. To see this, consider any
φ =
(
aij
) ∈ Aut (J3,3). Then we either have a11a22 6= 0, a12 = a21 = 0 or a11 = a22 = 0, a12a21 6= 0.
Assume first that a11a22 6= 0, a12 = a21 = 0. Then
φW1 =
〈
2a11a31 [δa,a] + a
2
11a22 [δa,c] , a
2
11 [δa,a]
〉
,
φW2 =
〈
2a11a31 [δa,a] + a
2
11a22 [δa,c] , a
2
22 [δb,b]
〉
,
φW3 =
〈
2a11a31 [δa,a] + a
2
11a22 [δa,c] , 2a22a32 [δb,b] + a11a
2
22 [δb,c]
〉
,
φW4 =
〈
2a11a31 [δa,a] + a
2
11a22 [δa,c] , a
2
11 [δa,a] + a
2
22 [δb,b]
〉
,
φW5 =
〈
2a11a31 [δa,a] + a
2
11a22 [δa,c] , a
2
11 [δa,a] + 2a22a32 [δb,b] + a11a
2
22 [δb,c]
〉
.
As [δa,a] + [δb,c] /∈ φW3 we have φW3 6= Wi for i = 5, 7. Moreover, [δb,b] + [δa,c] /∈ φW5 and therefore
φW5 6= W7. Also, φW1 6= W2, φW1 6= Wα=08 and φW2 6= Wα=08 since δb,b, δa,c + δb,c /∈ φW1 and
δa,c + δb,c /∈ φW2. Furthermore, φW4 6= Wα∈F∗8 since δa,c + δb,c /∈ φW4.
Assume now that a11 = a22 = 0, a12a21 6= 0. Then
φW1 =
〈
2a12a32 [δb,b] + a
2
12a21 [δb,c] , a
2
12 [δb,b]
〉
,
φW2 =
〈
2a12a32 [δb,b] + a
2
12a21 [δb,c] , a
2
21 [δa,a]
〉
,
φW3 =
〈
2a12a32 [δb,b] + a
2
12a21 [δb,c] , 2a21a31 [δa,a] + a12a
2
21 [δa,c]
〉
,
φW4 =
〈
2a12a32 [δb,b] + a
2
12a21 [δb,c] , a
2
21 [δa,a] + a
2
12 [δb,b]
〉
,
φW5 =
〈
2a12a32 [δb,b] + a
2
12a21 [δb,c] , 2a21a31 [δa,a] + a
2
12 [δb,b] + a12a
2
21 [δa,c]
〉
.
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As [δa,a] + [δb,c] /∈ φW3 we have φW3 6= Wi for i = 5, 7. Moreover, [δb,b] + [δa,c] /∈ φW5 and therefore
φW5 6= W7. Also, φW1 6= W2, φW1 6= Wα=08 and φW2 6= Wα=08 since δa,c, δa,c + δb,c /∈ φW1 and
δa,c + δb,c /∈ φW2. Furthermore, φW4 6= Wα∈F∗8 since δa,c + δb,c /∈ φW4. Therefore, our claim follows.
It remains to determine the possible orbits among the representatives Wα∈F
∗
8 . We claim that
Orb (Wα8 ) = Orb
(
W β8
)
if and only if α = β or α = β−1. To prove this, suppose first that φWα8 =W
β
8
for some φ =
(
aij
) ∈ Aut (J3,3). If a12 = a21 = 0, then φWα8 = W β8 yields to
2a11a31 [δa,a] + 2a22a32 [δb,b] + a
2
11a22 [δa,c] + a11a
2
22 [δb,c] = b11 ([δa,c] + [δb,c]) + b21 ([δa,a] + β [δb,b]) ,
a211 [δa,a] + αa
2
22 [δb,b] = b12 ([δa,c] + [δb,c]) + b22 ([δa,a] + β [δb,b]) .
with det
(
bij
) 6= 0. The last equation implies αa222 = a211β, while the first implies a11 = a22. This
ensures that α = β. Further if a11 = a22 = 0, then φW
α
8 =W
β
8 yields to
2a21a31 [δa,a] + 2a12a32 [δb,b] + a12a
2
21 [δa,c] + a
2
12a21 [δb,c] = b11 ([δa,c] + [δb,c]) + b21 ([δa,a] + β [δb,b]) ,
αa221 [δa,a] + a
2
12 [δb,b] = b12 ([δa,c] + [δb,c]) + b22 ([δa,a] + β [δb,b]) ,
with det
(
bij
) 6= 0. The last equation implies αa221 = β−1a212, while the first implies a12 = a21. This
ensures that α = β−1. Conversely, suppose that α = β−1. Let φ be the following automorphism:
φ =

0 1 01 0 0
0 0 1

 .
Then φW β
−1
8 =W
β
8 . This finishes the proof of the claim. So we get the following algebras:
• J5,34 : a ◦ b = c, a ◦ c = d, a2 = e.
• J5,35 : a ◦ b = c, a ◦ c = d, b2 = e.
• J5,36 : a ◦ b = c, a ◦ c = d, b ◦ c = e.
• J5,37 : a ◦ b = c, a ◦ c = d, a2 = e, b2 = e.
• J5,38 : a ◦ b = c, a ◦ c = d, a2 = e, b ◦ c = e.
• J5,39 : a ◦ b = c, b2 = d, a ◦ c = d, a2 = e.
• J5,40 : a ◦ b = c, b2 = d, a ◦ c = d, a2 = e, b ◦ c = e.
• Jα∈F5,41 : a ◦ b = c, a ◦ c = d, b ◦ c = d, a2 = e, b2 = αe. Isomorphism: Jα5,41 ∼= Jβ5,41 if and only
if β
(
α2 + 1
)
= α
(
β2 + 1
)
. To describe the isomorphism when β = α−1, let ϕ(a) = b, ϕ(b) =
a, ϕ(c) = c, ϕ(d) = d, ϕ(e) = α−1e. Then ϕ : Jα5,41 −→ Jα
−1
5,41 is an isomorphism.
Theorem 7.3. There is an infinite number of five-dimensional nilpotent Jordan algebras over an
algebraically closed fields of characteristic 6= 2, and any nilpotent non-associative Jordan algebra of
dimension five over an algebraically closed field F of characteristic 6= 2 is isomorphic to one of the
following algebras:
• J5,1 : a2 = b, b ◦ c = d.
• J5,2 : a ◦ b = c, a ◦ c = d.
• J5,3 : a ◦ b = c, a ◦ c = d, b2 = d.
• J5,4 : a ◦ b = c, a ◦ c = d, b ◦ c = d.
• J5,5 : a2 = b, d2 = e, b ◦ c = e.
• J5,6 : a2 = b, a ◦ d = e, b ◦ c = e.
• J5,7 : a ◦ b = c, c ◦ d = e.
• J5,8 : a ◦ b = c, c ◦ d = e, a2 = e.
• J5,9 : a ◦ b = c, c ◦ d = e, a2 = e, b2 = e.
• J5,10 : a ◦ b = c, a ◦ c = e, d2 = e, b ◦ c = e.
• J5,11 : a ◦ b = c, a ◦ c = e, d2 = e.
• J5,12 : a ◦ b = c, a ◦ c = e, d2 = e, b2 = e.
• J5,13 : a ◦ b = c, a ◦ c = e, a ◦ d = e, b ◦ c = e.
• J5,14 : a ◦ b = c, a ◦ c = e, b ◦ d = e.
• Jα∈F5,15 : a2 = b, a ◦ b = c, a ◦ c = e, b2 = e, b ◦ d = e, d2 = αe.
• J5,16 : a ◦ b = d, c2 = d, a ◦ d = e.
• J5,17 : a ◦ b = d, c2 = d, a ◦ d = e, b ◦ c = e.
• J5,18 : a ◦ b = d, c2 = d, a ◦ d = e, b2 = e.
• J5,19 : a ◦ b = d, c2 = d, c ◦ d = e.
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• J5,20 : a ◦ b = d, c2 = d, c ◦ d = e, a2 = e.
• J5,21 : a ◦ b = d, c2 = d, c ◦ d = e, a2 = e, b2 = e.
• J5,22 : a2 = b, a ◦ b = d, c2 = d, b2 = e, a ◦ d = e.
• Jα∈F5,23 : a2 = c, a ◦ b = d, a ◦ c = e, b ◦ d = e, b ◦ c = αe.
• Jα∈F∗−{1}5,24 : a2 = c, a ◦ b = d, b ◦ c = e, a ◦ d = αe.
• J5,25 : a2 = c, a ◦ b = d, a ◦ c = e, b ◦ c = −2e, a ◦ d = e.
• Jα∈F∗5,26 : a2 = c, b2 = d, a ◦ c = e, a ◦ d = e, b ◦ d = αe.
• Jα,β∈F5,27 (αβ 6= 1) : a2 = c, b2 = d, b ◦ c = e, a ◦ d = e, b ◦ d = αe, a ◦ c = βe.
• J5,28 : a2 = b, b ◦ c = d, c2 = e.
• J5,29 : a2 = b, b ◦ c = d, a ◦ c = e.
• J5,30 : a2 = b, b ◦ c = d, a ◦ c = e, c2 = e.
• J5,31 : a2 = b, b ◦ c = d, a ◦ b = e.
• J5,32 : a2 = b, b ◦ c = d, a ◦ b = e, a ◦ c = e.
• J5,33 : a2 = b, b ◦ c = d, a ◦ b = e, c2 = e.
• J5,34 : a ◦ b = c, a ◦ c = d, a2 = e.
• J5,35 : a ◦ b = c, a ◦ c = d, b2 = e.
• J5,36 : a ◦ b = c, a ◦ c = d, b ◦ c = e.
• J5,37 : a ◦ b = c, a ◦ c = d, a2 = e, b2 = e.
• J5,38 : a ◦ b = c, a ◦ c = d, a2 = e, b ◦ c = e.
• J5,39 : a ◦ b = c, b2 = d, a ◦ c = d, a2 = e.
• J5,40 : a ◦ b = c, b2 = d, a ◦ c = d, a2 = e, b ◦ c = e.
• Jα∈F5,41 : a ◦ b = c, a ◦ c = d, b ◦ c = d, a2 = e, b2 = αe.
• M5,1 : a2 = b, a ◦ b = d+ e, c2 = d, b2 = e, a ◦ d = e.
• M5,2 : a2 = b, b ◦ c = d, a ◦ b = e, a ◦ c = e, c2 = e.
Among these algebras there are precisely the following isomorphisms:
• Jα5,23 ∼= Jβ5,23 if and only if α2 − β2 = 0.
• J5,26 ∼= Jβ5,26 if and only if α2 − β2 = 0.
• Jα,β5,27 ∼= Jα
′,β′
5,27 if and only if (α, β) =
(
α′, β′
)
or (α, β) =
(
β′, α′
)
.
• Jα5,41 ∼= Jβ5,41 if and only if β
(
α2 + 1
)
= α
(
β2 + 1
)
.
• M5,1 ∼= J5,22 if and only if characteristic F 6= 3.
• M5,2 ∼= J5,33 if and only if characteristic F 6= 3.
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