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Error correcting codes with a universal set of transversal gates are the
desiderata of realising quantum computing. Such codes, however, are ruled
out by the Eastin-Knill theorem. Moreover, it also rules out codes which are
covariant with respect to the action of transversal unitary operations forming
continuous symmetries. In this work, starting from an arbitrary code, we
construct approximate codes which are covariant with respect to local SU(d)
symmetries using quantum reference frames. We show that our codes are
capable of efficiently correcting different types of erasure errors. When only
a small fraction of the n qudits upon which the code is built are erased, our
covariant code has an error that scales as 1/n2, which is reminiscent of the
Heisenberg limit of quantum metrology. When every qudit has a chance of
being erased, our covariant code has an error that scales as 1/n. We show that
the error scaling is optimal in both cases. Our approach has implications for
fault-tolerant quantum computing, reference frame error correction, and the
AdS-CFT duality.
1 Introduction
Reliable universal quantum computation requires fault-tolerant error correction [1], the
ability to correct errors in the implementation before they propagate too far in the com-
putation. Achieving such quantum error correcting codes (QECCs) is a notoriously chal-
lenging task, due to fundamental limitations such as quantum no cloning.
One of the earliest proposals to achieve fault-tolerance was the idea of encoding logical
gates “transversally” [2, 3]. In such proposals, all gates required to achieve universal
computations would be realised at the physical level by applying a tensor product of local
gates, with each local gate traversing a set of “code blocks”. Such schemes are favourable
for keeping error propagation low, since if one can correct for local errors in each code
block, one can correct for errors due to an erroneous implementation of one of the local
gates. Unfortunately, Eastin and Knill proved that this strategy is destined to fail for a
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universal quantum computer [4]: If local errors in the code blocks are correctable and the
code is finite dimensional, then it cannot admit a universal set of transversal gates.
This does not rule out the ability to correct local errors for a non-universal set of
gates, however. A case in point is the set of Clifford gates, which can be implemented
transversally but lack one crucial gate in order to form a universal set. Supplementing this
set with the missing gate is the idea behind one of the frontrunner proposals for universal
quantum computation, using so-called “magic states” [5]. More specific schemes to relax
the transversality condition also exist [6–12].
A very recent proposal, [13], circumvents the Eastin-Knill theorem by employing an
infinite dimensional code space using reference frames. The resulting codes are covariant,
since the transversality of all unitary gates implies that the action of the gate commutes
with the encoder. While impractical, it paved the way for another approach to circumvent
the Eastin-Knill theorem: using finite dimensional reference frames and decoders which
only recover approximately. As long as the recovery errors are small enough, such errors
will be admissible. This latter approach was first considered in [14] for codes covariant
under U(1) with d-dimensional representations. Here we use finite reference frames to
construct SU(d) covariant codes from arbitrary non-covariant codes and study the benefits
and limitations to this approach. In particular, we show that their error scaling is optimal
in two different commonly-studied error models.
2 Summary of main results
An error correction code is characterised by an encoder-decoder pair (E ,D). The encoder E
is a quantum channel mapping a logical qudit to a state of a physical register consisting of
several qudits. The decoder D corrects possible errors in the physical register and maps the
state back to a logical qudit. Our protocol uses an SU(d) reference frame and randomness
to convert an arbitrary encoder E and decoder D to a covariant encoder-decoder pair. The
protocol runs as follows: Starting from arbitrary E and D, choose a unitary U ∈ SU(d) at
random; then perform UP ◦ E ◦ U−1L , where UP/L is the unitary channel corresponding to
the representation of U in the physical/logical subspace, and UP are local gates which will
be transversal for the new code.
Such an operation alone does not result in a useful code, as the identification of the
particular U is needed to later correct errors and decode. Thus, to store U efficiently, we
apply it to a quantum reference frame, resulting in the unitary’s identity being encoded
into the reference frame’s state. The procedure then yields a new code with a covariant
encoder Ecov which outputs an encoded state on the original physical register and the
reference frame register R. To be resilient to errors, the reference frame register may
consist of several identical parts.
The covariant decoder consists of first measuring the reference frame(s), which results
in an outcome Uˆ , and then applying Uˆ−1P ⊗ Uˆ−1R . We then perform the decoder D of
the original code to correct errors, and finally we redo UˆL to obtain the final, decoded
output. Errors arise in this procedure both from any noise that occurs between encoding
and decoding, as well as in the measurement of the reference frame itself. Nevertheless, we
show that the overall error vanishes with the number of qudits upon which we construct
the covariant code. More details can be found later in Protocol 1.
In this work we consider two models of local erasure errors. In the first model, the
erasure occurs on only one or a few qudits. This model was commonly adopted in the
literature of covariant error correction [13–15] but is quite demanding on the fidelity of the
qudits. In the second, more practical model that we consider, every qudit has a probability
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of being erased. To distinguish between them, we call the first the weak error model and
the second the strong error model.
In the weak error model (see Section 5), we couple the qudits allocated to the reference
frame register and construct highly entangled quantum reference frames. With these
reference frames, our protocol yields a covariant code with an error rate that matches the
Heisenberg limit of quantum metrology. More precisely, with n being the total number of
qudits and ne being the (maximum) number of erased qudits, our covariant code has an
error (evaluated in terms of the diamond norm)
cov ≤ 81pi
2d4(d− 1)2(ne + 1)2(nP + d− 1)2
2n2R
+O(n−3R ) ∼
1
n2
, (1)
where nP  n is the number of qudits allocated to the original code (E ,D) and nR := n−nP
is the (even) number of qubits allocated to the reference frame (see Theorem 1).
In the strong error model (see Section 6), we divide the reference frame register into
multiple quantum reference frame states. Our protocol achieves almost 1/n scaling as
oppose to the 1/n2 scaling in Eq. (1); see Theorem 2. This is a fundamental restriction
imposed by the error rather than a deficiency of our protocol. In fact, we prove that the
1/n2 error scaling in the weak error model (Proposition 1) and the 1/n error scaling in the
strong error model (Proposition 2) are both optimal. The derivation of both limits hold
for other constructions of covariant codes that do not necessarily involve reference frames.
It is noteworthy that the quantum reference frame states, albeit constructed on nR
qudits, can be compressed into a much smaller system of dimension dR ∼ n(d
2−1)
R , which
grows polynomially instead of exponentially in nR (see Section 7.1). Likewise, by lever-
aging results from t-design theory, we show that the number of two-qubit gates needed to
construct our covariant encoder and decoder only grows polynomially in n, as opposed to
the exponential growth uniform randomness would require (see Section 7.2). We discuss
the possible applications to fault-tolerant quantum computing, reference frame alignment,
and the AdS-CFT correspondence in Section 8.
3 Background
3.1 Preliminary
We use the notation Hx (x = R,P,L) to denote the Hilbert space of the reference frame
register, the physical register, or the logical register. In particular, H refers to a d-
dimensional Hilbert space. For a generic Hilbert space K and a pure state |ψ〉 ∈ K, we
will use the notation ψ := |ψ〉〈ψ| to denote the projector on the one-dimensional subspace
spanned by |ψ〉. The set of quantum states will be denoted by St(K). In this work we will
focus on finite dimensional quantum systems, with dim(K) <∞.
A quantum process transforming an input system into a (possibly different) output
system is called a quantum channel. A quantum channel transforming an input system
with Hilbert space Kin into an output system with Hilbert space Kout is a completely
positive trace-preserving map N : Lin(Hin) → Lin(Hout), where Lin(K) denotes the space
of linear operators on K. For pure channels with a single Kraus operator U , i.e. unitaries
or isometries, we use the shorthand U(·) := U(·)U †.
We will make frequent use of a couple of basic concepts in representation theory of
the special unitary group SU(d), which can be found in standard textbooks, e.g., Ref.
[16]. We denote the Young diagrams by a vector λ = (λ1, λ2, . . . ) with λ1 ≥ λ2 ≥ · · ·
and by Uλ the irreducible representation of SU(d) characterised by the Young diagram
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λ. We denote the collection of all Young diagrams with n boxes and at most d rows by
Yn (since the dimension d is fixed throughout the note, we often omit it). In particular,
we define ei to be the vector whose i-th entry is one and other entries are zero. By
definition, e1 corresponds to a legitimate Young diagram whose associated representation
is the standard one, and we use the abbreviation U := Ue1 . We will use the double-ket
notation |A〉〉 := ∑n,m〈n|A|m〉|n〉|m〉 ({|n〉} being an orthonormal basis) with A being a
matrix. With the double-ket notation, we denote by |Φ+U,λ〉 := |Uλ〉〉/
√
dλ the maximally
entangled state associated to Uλ, with dλ = Tr Iλ being the dimension of the irreducible
subspace. By this notation, |Φ+U 〉 refers to a maximally entangled state in H⊗H, rotated
by a local unitary U . Unless otherwise specified, dU or sometimes dUˆ denotes the Haar
measure.
Other commonly used conventions and notations can be found in Table 1.
Notion Definition Where defined
[k] the set {1, 2, . . . , k}
|S| the cardinality of set S
n total number of qudit systems in the code Section 4.1
nR number of qudits used as the reference frame Section 4.1
nP number of qudits in the base (non-covariant) code Section 4.1
sR number of reference frame state copies Section 3.2
cov the error of the constructed covariant code, measured
by the diamond norm error
Eq. (21)
Fwc(A,B) the worst-case input fidelity between channels A and
B
Eq. (2)
Fent(A,B) the entanglement fidelity between channels A and B Eq. (3)
wc(A,B) the diamond norm error between channels A and B Eq. (4)
ent(A,B) the entanglement error between channels A and B Eq. (5)
Table 1: Table of notations and conventions
Next we introduce a couple of measures of error and faithfulness that are used in this
work. Consider two channels A,B : Lin(Kin) → Lin(Kout). For instance, A can be a
desired quantum gate and B is an approximation of A. Therefore, we often need measures
to quantify their distance (i.e. measures of simulation error) and similarity (i.e. measures
of simulation faithfulness).
The first measure of faithfulness, defined intuitively as the minimum fidelity between
the outputs for the same input, is the worst-case input (or minimum) fidelity :
Fwc(A,B) := inf
ρ∈St(Kin⊗K′)
F ((A⊗ IK′)(ρ), (B ⊗ IK′)(ρ)) , (2)
where F (ρ, σ) :=
(
Tr
√
ρ
1
2σρ
1
2
)2
is the Uhlmann fidelity defined for two arbitrary quan-
tum states ρ and σ and K′ is an arbitrary reference Hilbert space. We give a semidefinite
program to compute Fwc(A,B) in Appendix A. Nonetheless, the worst-case fidelity is of-
ten difficult to work with, and thus it is more common to consider another measure of
faithfulness, known as the entanglement fidelity [17]:
Fent(A,B) := F
(
(A⊗ IK′)(|Φ+〉〈Φ+|), (B ⊗ IK′)(|Φ+〉〈Φ+|)
)
, (3)
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where |Φ+〉 ∈ Kin ⊗K′ is the maximally entangled state of the system and a reference. It
is straightforward by definition that Fwc ≤ Fent.
On the other hand, one can also quantify the performance of simulation by error
measures. Similarly as for faithfulness, there are also two commonly considered measures
of error, defined with respect to the worst-case input and the maximally entangled state.
The first is the worst-case input error, or the diamond norm error, defined as:
wc(A,B) := 12‖A − B‖
= 12 supρ∈St(Kin⊗K′)
‖(A⊗ IK′)(ρ)− (B ⊗ IK′)(ρ)‖1 , (4)
where ‖ · ‖1 is the trace norm and ‖ · ‖ denotes the diamond norm [18]. Correspondingly,
we have the entanglement error :
ent(A,B) := 12
∥∥∥(A⊗ IK′)(|Φ+〉〈Φ+|)− (B ⊗ IK′)(|Φ+〉〈Φ+|)∥∥∥1 . (5)
Again, by definition, we have ent ≤ wc.
The above faithfulness measures and error measures are not independent [19]. For
instance, the well-known Fuchs-van de Graaf inequalities [20], which relate fidelities to
distances as
1−
√
F (ρ, σ) ≤ 12‖ρ− σ‖1 ≤
√
1− F (ρ, σ) ∀ ρ, σ (6)
can be readily employed. Besides, the worst-case input error can be bounded using the
following inequality
wc(A,B) ≤ dS · ent(A,B), (7)
where dS is the dimension of the system [21, Exercise 3.6].
3.2 Quantum reference frames
In this subsection we introduce quantum reference frames, which will be the key ingredient
of our construction of covariant error correcting codes. We will consider entangled reference
frames, as they offer superior performance [22, 23, 50]. A quantum reference frame is
essentially an entangled state |ψ′〉AB, constructed on 2m qudits and shared by two parties
Alice and Bob. Assume that the reference frames of Alice and Bob are misaligned up
to a rotation U ∈ SU(d): If Bob prepares one of his qudits in, say, a state |k〉 in the
computational basis, it would actually be a rotated version of the corresponding state on
Alice’s side, i.e., |k〉B = U |k〉A.
To align their reference frames, Bob sends his part of the state through a distortion-
free channel to Bob. Now, Alice has full disposal of the bipartite state |ψ′〉AA′ = (U⊗m ⊗
I⊗m)|ψ〉, where |ψ〉 is the state when there is no reference frame misalignment. By making
a suitable measurement, Alice obtains information on the misalignment U to a good
precision.
In this work, we will mainly use a quantum reference frame in a single-party but math-
ematically equivalent scenario. The role of quantum reference frames in our construction
of covariant error correcting codes is to store an unknown unitary rotation. By the Schur-
Weyl duality [16], we have the following decomposition of the product Hilbert space into
the direct sum of irreducible subspaces:
H⊗m '
⊕
λ∈Ym
(Hλ ⊗Mλ). (8)
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Here Ym is the collection of Young diagrams of m boxes, Hλ andMλ denote the irreducible
subspace and the multiplicity subspace associated to the Young diagram λ, respectively.
Notice that Mλ also depends on m but this dependence is not important in this work.
The notation “'” means that the two spaces are equivalent up to a change of basis, which
is called the Schur transform and can be implemented efficiently on a quantum computer
[24].
In our work, it is enough to consider (quantum) reference frame states of the form
|ψ〉 =
⊕
λ∈Ym
√
qλ|Φ+λ 〉 ⊗ |Φ+mλ〉, (9)
where |Φ+λ 〉 and |Φ+mλ〉 denote the maximally entangled states of the irreducible subspace
and the multiplicity subspace respectively, and {qλ} is a probability distribution that
uniquely characterises the reference frame state. Here the state is built on the coupled
basis of 2m qudit systems, half of which serve as a reference. Explicitly, it lies within
the Hilbert space
⊕
λHλ ⊗ H′λ ⊗Mλ ⊗M′λ ⊂ H⊗m ⊗ H⊗m, where Hλ (' H′λ) is the
representation subspace and Mλ ('M′λ) is the multiplicity subspace.
The reference frame state lies in a subspace of H⊗m⊗H⊗m. To it we apply (U⊗I)⊗m1
on it, resulting in a state of the form
|ψU 〉 =
⊕
λ
√
qλ|Φ+U,λ〉 ⊗ |Φ+mλ〉. (10)
The optimal measurement to extract the information of U from the above state is the co-
variant POVM {|ηUˆ 〉〈ηUˆ | dUˆ} [23], where dUˆ is the Haar measure and |ηUˆ 〉 is the following
vector
|ηUˆ 〉 :=
⊕
λ
dλ|Φ+Uˆ ,λ〉 ⊗ |Φ
+
mλ
〉, (11)
where dλ denotes the dimension of the irreducible subspace characterised by λ. Denoting
by χU,λ := Tr[Uλ] the characters of SU(d), the probability of getting the outcome Uˆ when
the actual gate is U can be expressed as
p(Uˆ |U) =
∣∣∣∣∑
λ
√
qλχUUˆ−1,λ
∣∣∣∣2. (12)
This distribution is nice because it is conjugate invariant, i.e., p(WUV |WV ) = p(U |I) =
p(U †|I) for any W,V, and U . The above defines a series of estimation strategies, each
specified by a choice of {qλ}. Later, we will make specific choices that fulfill the goal of
constructing covariant codes.
In the error correction scenario, we have to deal with errors occurring on the reference
frames. To this purpose, we divide the nR qudits assigned to the reference frame register
into sR > 1 groups of identical systems, i.e., HR = HR,1⊗HR,2⊗· · ·⊗HR,sR and construct
an individual reference frame state of the form in Eq. (9) on each of them. We assume
that the error occurring on each of the reference frames is detectable, i.e., it takes the
state on HR,k (∀ k) to an error space Herr,k that is orthogonal to HR,k. This is the case,
for instance, for erasure errors.
For detectable errors, we will use the reference frames in the following way:
1A covariant code in the usual sense should have realisation U⊗2m on it. Here instead we realise it as
(U ⊗ I)⊗m, which is still both mathematically rigorous (U ⊗ I is still a representation of U) and good for
the physical implementation (just run fewer operations).
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1. We prepare all the reference frame systems in the same state (9) and denote the
overall state by Ψ := ψ⊗sR . Here, since each ψ is constructed on 2m qudits, we have
2msR = nR.
2. For each copy of ψ, we perform a binary POVM to detect whether an error has
happened. For each label k, the POVM is defined by projections on the error space
HR,err,k and the original space HR,k.
3. We discard those erroneous reference frames and measure jointly the remaining ones
with the measurement defined in Eq. (11).
Denote by Herr,R := Herr,R,1 ⊗ · · · ⊗ Herr,R,sR the total error space. The POVM element
of our error-tolerant measurement is {|ηUˆ 〉〈ηUˆ |s⊗Perr,sc ,dUˆ}s⊂[sR], where {|ηUˆ 〉〈ηUˆ |s,dUˆ}
corresponds to a joint measurement on
⊗
k∈sHR,k with |ηUˆ 〉 defined by Eq. (11), and
Perr,sc :=
⊗
k∈sc Perr,k is the projection on the error spaces of all k 6∈ s. Alternatively, the
measurement is characterised by a linear map that yields a probability density function
MUˆ : St(HR ⊗Herr,R)→ R:
MUˆ (·) :=
∑
s⊂[sR]
Tr
[
(·)|ηUˆ 〉〈ηUˆ |s ⊗ Perr,sc
]
. (13)
When an error CR occurs, the probability density function of the outcome Uˆ is justMUˆ ◦
CR(Ψ).
4 Construction of covariant error correcting codes
4.1 Covariant quantum error correction
Given n qudit systems in total, the goal of covariant quantum error correction is to con-
struct a covariant code (Ecov,Dcov) that encodes one logical qudit, i.e., dL = d into the n
qudit systems. This is to say that the encoder Ecov satisfies
Ecov ◦ VL = (V1 ⊗ · · · ⊗ Vn) ◦ Ecov (14)
for any V ∈ SU(d), where Vi (i = 1, . . . , n) is either V or the identity channel. In this way,
any logical gate can be realised transversally by implementing the same gate on each of
the qudit systems, which is the desideratum of fault-tolerant quantum computing.
Nevertheless, the Eastin-Knill theorem rules out any covariant, finite dimensional code
that perfectly corrects local errors. One way to circumvent this restriction is to consider
approximate codes that are still covariant but correct an error C only -well:
Dcov ◦ C ◦ Ecov ≈ IL. (15)
This was first achieved for U(1) covariance using finite dimensional reference frames in
[14] and using other techniques in [15]. The main idea of our construction is to divide
the n qudit systems into two registers: the reference frame register R (consisting of nR
qudits), and the physical register P (consisting of nP = n − nR qudits). We denote by
UP := U⊗nP and UL := U the actions of an element U ∈ SU(d) on the physical register
and the logical register, and by UR := (U ⊗ I)⊗nR/2 its action on the reference frame
register, were recall U(·) := U(·)U †. Our covariant code is built on an arbitrary, possibly
non-covariant, code (E ,D) on the physical register, i.e. E : HL → HP. We make E and
D covariant via the technique of twirling. The role of the reference frame register is to
7
Protocol 1 Covariant implementation of VL.
1: Preparation:
Initiate each reference register in the reference frame state Ψ.
2: Encoder Ecov:
Apply UP ◦ E ◦ U−1L to the logical system and UR to the reference, with U following
the Haar measure.
3: Gate implementation:
Apply VP on the physical system and VR on the reference.
4: Error C:
An error may occur on the physical register P and the reference R.
5: Decoder D:
Measure the reference frame with the error-tolerant measurement MUˆ from (13).
Depending on the measurement outcome Uˆ , apply UˆL◦D◦Uˆ−1P on the physical system.
keep track of the random unitaries applied in the twirling and to keep the original code
functioning.
In particular, the covariant encoder is defined as
Ecov(·) =
∫
dU UP ◦ E ◦ U−1L (·)⊗ UR(Ψ) , (16)
where Ψ is the initial state of the reference frame register and dU is the Haar measure on
SU(d).2 The decoder is defined as
Dcov(·) =
∫
dUˆ
(
UˆL ◦ D ◦ Uˆ−1P ⊗MUˆ
)
(·) , (17)
with MUˆ the measurement from (13).
2In fact, we show later in Section 7.2 that we only require to sample from a discrete set of unitary gates.
U−1 E U V Uˆ−1 D Uˆ
U V
U V
L P L
R
R
ψ
ψ
MUˆ
Ecov Dcov
C
Figure 1: Reference frame assisted covariant error correction. An arbitrary code (E ,D) can be converted
into a covariant code (Ecov,Dcov) following the instruction of Protocol 1. The original encoder E : HL → HP
is made covariant via twirling, where U is a random unitary sampled from the Haar measure. A reference frame
register, which is divided into multiple copies of a reference frame state ψ, is employed to keep track of the
unitary. Since Ecov is covariant, any desired logical operation V can be implemented transversally. To correct
error (characterised by a channel C) or to decode the information, the reference frame register is first measured,
and recovery operations are performed on the physical register depending on the measurement outcome.
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Protocol 1 describes the covariant implementation of an arbitrary logical operator and
is depcited in Figure 1. Our encoder is the same as previous constructions and is obviously
covariant, i.e.,
Ecov ◦ VL = (VP ⊗ VR) ◦ Ecov (18)
for any V ∈ SU(d). Our decoder is also covariant, i.e.,
Dcov ◦ (VP ⊗ VR) = VL ◦ Dcov . (19)
Therefore, the whole code is covariant, i.e.,
Dcov ◦ Ecov ◦ VL = VL ◦ Dcov ◦ Ecov . (20)
4.2 General bound on the error
There are two contributing factors to errors in the covariant scheme: noise occurring
between encoding and decoding, and errors in the decoding due to the finiteness of the
reference frames. Here we show that our protocol is able to recover from both of these.
We quantify the error by the diamond norm error (4)
cov := max
V ∈SU(d)
wc (Dcov ◦ C ◦ (VP ⊗ VR) ◦ Ecov,VL) , (21)
where C is a noisy channel. Here we focus on errors that are detectable (see Section 3.2)
and covariant. We assume that the error can be expressed in the form
C =
∑
j
pjCj , (22)
where each Cj is of the product form
Cj = Cj,P ⊗ Cj,R (23)
acting on the physical register and the reference frame register, respectively. For the
original code pair (E ,D), let j,code = wc(D ◦ Cj,P ◦ E , IL) denote the worst-case error for
noise operator Cj . Then we can show
Lemma 1. For covariant error of the form (22), the error of our construction (see Protocol
1) is upper bounded as
cov ≤ 9d ·
∑
j
pjj , (24)
where
j = max
{
j,code, 1− Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)}
(25)
for Fwc (
∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL) ≥ 3/4; otherwise j = 1.
We remark that, since we mainly focus on the small error regime, the condition Fwc ≥
3/4 in the above lemma is usually guaranteed.
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Proof. Since the protocol (Ecov,Dcov) and the error C are both covariant, the protocol fares
equally well for any VL, and thus we have
cov = wc (Dcov ◦ C ◦ Ecov, IL) . (26)
Substituting the expressions of Ecov [see Eq. (16)] and Dcov [see Eq. (17)] as well as C =∑
j pjCj into the definition, we obtain
cov ≤
∑
j
pjj (27)
j := wc
(∫
dU
∫
dUˆ
(
UˆL ◦ D ◦ Uˆ−1P ⊗MUˆ
)
◦ Cj ◦
(
UP ◦ E ◦ U−1L ⊗ UR(Ψ)
)
, IL
)
,
(28)
having used the joint convexity of the diamond norm error. Since each Cj is decomposed
as Cj,P ⊗ Cj,R, we find
j = wc
(∫
dU
∫
dUˆ pj(Uˆ |U) UˆL ◦ D ◦ Uˆ−1P ◦ Cj,P ◦ UP ◦ E ◦ U−1L , IL
)
, (29)
where
pj(Uˆ |U) :=MUˆ ◦ Cj,R ◦ UR(Ψ) (30)
is the probability of getting the outcome Uˆ when the embedded unitary is U . pj(Uˆ |U) is
conjugate-invariant, and thus pj(Uˆ |U) = pj(U ′†|I) = pj(U ′|I) with U ′ := Uˆ †U . Substitut-
ing into the above expression, we have
j = wc
(∫
dU
∫
dU ′ pj(U ′|I)UL ◦ U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ◦ U−1L , IL
)
. (31)
Define the twirled version of the original protocol as:
Ptwirl :=
∫
dU UL ◦ D ◦ Cj,P ◦ E ◦ U−1L . (32)
Using Lemma 6 in Appendix C, we bound the error as
j ≤ 9d ·max {˜j,code, 1− Fj,RF} . (33)
where
Fj,RF := Fent
(∫
dU
∫
dU ′ pj(U ′|I)UL ◦ U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ◦ U−1L ,Ptwirl
)
(34)
is the entanglement fidelity for the reference frame correction and
˜j,code := wc (Ptwirl, IL) (35)
is the twirled code error. Notice that, by Lemma 6, Eq. (33) holds only if
ent
(∫
dU
∫
dU ′ pj(U ′|I)UL ◦ U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ◦ U−1L ,Ptwirl
)
≤ 12 . (36)
By the Fuchs-van de Graaf inequalities (6), this holds as long as Fj,RF ≥ 3/4.
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On one hand, by the joint convexity of the diamond norm error, the twirled code error
is bounded by the code error, i.e.,
˜j,code ≤ j,code. (37)
On the other hand, by the joint concavity of the square-root fidelity and the unitary
invariance of fidelity, we have
√
F j,RF
≥
∫
dU
√
F ent
(∫
dU ′ pj(U ′|I)UL ◦ U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ◦ U−1L ,UL ◦ D ◦ Cj,P ◦ E ◦ U−1L
)
=
∫
dU
√
F ent
(∫
dU ′ pj(U ′|I)U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ,D ◦ Cj,P ◦ E
)
=
√
F ent
(∫
dU ′ pj(U ′|I)U ′−1L ◦ D ◦ U ′P ◦ Cj,P ◦ E ,D ◦ Cj,P ◦ E
)
. (38)
Using the maximally entangled state to “wire around” the channels, we get
Fj,RF ≥ F
(∫
dU pj(U |I) (D ◦ UP ◦ Cj,P ◦ E ⊗ U∗L) (Φ+L ), (D ◦ Cj,P ◦ E ⊗ IR)(Φ+L )
)
≥ Fwc
(∫
dU pj(U |I) (D ◦ UP ◦ Cj,P ◦ E ⊗ U∗L) ,D ◦ Cj,P ◦ E ⊗ IL
)
. (39)
Here U∗ denotes the complex conjugation of U . Exploiting the data processing inequality
of fidelity, we have
Fj,RF ≥ Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)
. (40)
Finally, combining Eqs. (33), (37), and (40) gives (24). 
The bound in Lemma 1 applies to covariant codes constructed from arbitrary reference
frames. For reference frames as in (9), we can give a more detailed bound. Since j,code is
specified by the non-covariant code (E ,D) that we use as a subroutine, what we need to
do is to bound the reference frame error by determining
Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)
, (41)
where pj(U |I) is the distribution defined by Eq. (30).
From now on we focus on erasure errors, which are indeed covariant and detectable.
For erasure errors, as the reference frame register is initiated in multiple copies of the state
ψ defined by Eq. (9), the error map Cj,R will ruin some of the copies, and the remaining
copies can still be cast in the form (9). For simplicity, we still denote the distribution [as
in Eq. (9)] associated to the state of the remaining copies by {qλ}, keeping in mind that
this distribution may depend on j. Then, by using Eq. (12) we can write pj(U |I) as:
p(U |I) =
∣∣∣∣ ∑
λ∈Svia
√
qλχU−1,λ
∣∣∣∣2, (42)
where Svia is the “viable” set of Young diagrams on which qλ > 0.
Define n′ := nP + d− 1 and the “interior” subset of Svia as:
Sint :=
{
λ ∈ Svia : |λi − λj | ≥ 4n′ ∀ i 6= j
}
. (43)
Then we can show that:
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Lemma 2. For reference frames of the form in Eq. (9),
Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)
≥ min
∆∈S∆
∑
λ∈Sint
√
qλqλ+∆, (44)
where S∆ = {∆ ∈ Z×d : |∆i| ≤ n′, i = 1, . . . , d;
∑d
j=1 ∆j = 0}.
Proof. Denote by Scost the collection of all Young diagrams appearing in the decomposition
of U∗L ⊗ UP, i.e., the set of Young diagrams corresponding to the “cost” function. Notice
that, since the physical register consists of nP = n − nR qudits and the logical register
consists of one qudit, Scost does not contain any λ with more than n′ := nP + d− 1 boxes.
We have the decomposition
U∗L ⊗ UP '
⊕
λ∈Scost
Uλ ⊗ Imλ (45)
where mλ are the multiplicities.
We now convert the quantity (41) into a form that is easier to bound. For conjugate-
invariant pj(U |I), the channel of interest
∫
dU pj(U |I) ⊕λ∈Scost(Uλ ⊗ Imλ) is block-
covariant with respect to the symmetry ⊕λ∈Scost(Vλ ⊗ Imλ) for V ∈ SU(d). We can
now apply the following lemma (see Appendix B for the proof):
Lemma 3. The worst-case input fidelity of a channel E commuting with unitary channels
of the block diagonal form ⊕λ(Uλ ⊗ Imλ) for any U ∈ SU(d) can be achieved by an input
state of the following form:
|Ψ∗〉 :=
⊕
λ
cλ|Φ+λ 〉 ⊗ |ψmλ〉 (46)
with |Φ+λ 〉 being the maximally entangled state in Hλ ⊗H′λ, {cλ} being an amplitude dis-
tribution, and |ψmλ〉 being a fixed (otherwise arbitrary) state on the multiplicity subspace.
Then, the worst-case input fidelity (41) can be achieved by a state of the form (46).
Notice that, since the error Cj,R simply destroys a few copies of the reference state, the
remaining copies can still be cast in the form (10). Therefore, pj(U |I) is of the form (12).
We now combine the above facts with Lemma 3 and express the fidelity (41) as
Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)
=
∑
λ,λ′∈Svia
√
qλqλ′Sλ,λ′ , (47)
where Svia is the set of Young diagrams on which qλ > 0, Sλ,λ′ is a correlation function
defined as
Sλ,λ′ :=
∫
dU χU,λχ∗U,λ′
∣∣∣∣∣∣
∑
µ∈Scost
|cµ|2 d−1µ χU,µ
∣∣∣∣∣∣
2
(48)
and {cµ} is an amplitude distribution over Scost. Notice that here {qλ} corresponds to
the reference frame state when the error pattern Cj,R takes place, and we abbreviated the
index j for simplicity.
By the orthogonality of the characters, Sλ,λ′ ≥ 0 depends on the overlap between the
irreducible decompositions λ⊗ µ and λ′ ⊗ µ′. Since Scost contains only diagrams with no
more than n′ boxes, Sλ,λ′ = 0 unless
dYoung(λ, λ′) ≤ n′, (49)
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where dYoung(λ, µ) := 12
∑d
i=1 |λi − µi| is the distance between Young diagrams.
Now we turn back to the fidelity. Define the following “interior” subset of Svia:
Sint :=
{
λ ∈ Svia : |λi − λj | ≥ 4n′ ∀ i 6= j
}
. (50)
First, since Sλ,λ′ ≥ 0 with equality for dYoung(λ, λ′) > n′, we have
Fwc ≥
∑
λ∈Sint
∑
∆∈S∆
√
qλqλ+∆Sλ,λ+∆ . (51)
Crucially, we now argue that for λ ∈ Sint and ∆ ∈ S∆, the correlation function depends
only on their relative distance ∆, but not explicitly on λ, i.e.,
Sλ,λ+∆ = S˜∆. (52)
Invoking Eq. (48), the correlation function can be expressed as
Sλ,λ+∆ =
∑
µ,µ′∈Scost
|cµcµ′ |2(dµdµ′)−1
∫
dU χU,λχU,µχ∗U,λ+∆χ∗U,µ′ . (53)
By orthogonality of the characters, the correlation function is just
Sλ,λ+∆ =
∑
µ,µ′∈Scost
|cµcµ′ |2(dµdµ′)−1Cλ,λ+∆µ,µ′ (54)
Cλ,λ+∆µ,µ′ =
∣∣∣{(Lµ→µ˜ν/λ , Lµ′→µ˜′ν/(λ+∆)) | λ⊗ µ→ ν (λ+ ∆)⊗ µ′ → ν}∣∣∣ . (55)
Here Lµ→µ˜ν/λ denotes a Littlewood-Richardson tableau of shape ν/λ with content µ˜, obtained
by adding the Young diagram µ to λ according to the Littlewood-Richardson rule, and
λ ⊗ µ → ν means that ν appears at least once in the decomposition of λ ⊗ µ. Now one
can see why Eq. (52) holds. Indeed, when λ is in Sint, the lengths of different rows of
λ and λ + ∆ have big enough gaps so that adding n′ boxes to one row would not make
its box number greater than its preceding rows. Therefore, according to the Littlewood-
Richardson rule adding µ′ and µ, neither has more than n′ boxes, is not constraint by the
shape of λ and λ+ ∆. The sum ∑∆Cλ,λ+∆µ,µ′ is determined by how many different contents
can any µ ∈ Scost possibly generate.
The following property will be useful: Rectifications of Littlewood-Richardson tableaux
and representative Young tableaux (of symmetry tensors) are in one-to-one correspon-
dence. Indeed, every representative Young tableau is a standard (i.e. left ≤ right and top
< bottom) tableau. It corresponds to a rectified Littlewood-Richardson tableau, whose
jth row has a number x of the index i with x being the number of js in the ith row of
the representative Young tableau. A rectified Littlewood-Richardson tableau of content
µ˜ thus corresponds to the representative Young tableau µ˜. Since the total number of
representative Young tableaux is the dimension of the irreducible representation, the total
number of contents that µ ∈ Scost can generate is dµ. Therefore, we have∑
∆
Cλ,λ+∆µ,µ′ = dµdµ′ (56)
for any µ, µ′ ∈ Scost. Combing with Eqs. (52) and (54), we have∑
∆∈S∆
S˜∆ =
∑
µ,µ′∈Scost
|cµcµ′ |2 = 1. (57)
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Now, the fidelity bound (51) becomes
Fwc
(∫
dU pj(U |I) UP ⊗ U∗L, IP ⊗ IL
)
≥
∑
λ∈Sint
∑
∆∈S∆
√
qλqλ+∆S˜∆
≥
 min
∆∈S∆
∑
λ∈Sint
√
qλqλ+∆
 ∑
∆′∈S∆
S˜∆′

= min
∆∈S∆
∑
λ∈Sint
√
qλqλ+∆ , (58)
and the proof is complete. 
From the above discussion, we obtain a bound (by combining Lemma 1 with Lemma
2) on the performance of our protocol. In the following sections, we will use it to evaluate
the performance of our protocol for two different erasure error models:
1. Weak erasure error (Section 5). At most ne out of the n qudits are erased, with
ne a constant independent of n.
2. Strong erasure error (Section 6). Each qudit has a constant probability of being
erased. The errors on different qudits are independent.
4.3 A lower bound on cov
In the last part of this section, we derive a lower bound on cov of any covariant code,
which will be used to show the optimality of our protocol. The lower bound is built upon
the main result of Ref. [25], further strengthened here by us. This bound was derived for
U(1), but we can always find a single-parameter family of unitaries embedded in SU(d), so
the bound applies in general. For instance, we can consider the U(1) family Uθ := e−iθH
generated by the Hamiltonian
H =
d∑
j=1
hj |j〉〈j| (59)
for an orthonormal basis {|j〉}dj=1 of H. The SU(d) covariance implies the U(1) covariance,
i.e., U⊗nθ ◦ Ecov = Ecov ◦ Uθ for any θ.
In Ref. [25], it was shown for covariant codes the worst-case input fidelity obeys the
lower bound:
√
1− Fwc ≥ (∆H)
2
3
√
6I↑Fisher
. (60)
Here ∆H is the difference between the maximum eigenvalue and the minimum eigenvalue
of H, and I↑Fisher is a Fisher information upper bound of the channel Cθ := C ◦ U⊗nθ (with
C being the error) that can be evaluated as follows: if there exists Kraus operators {Kl;θ}
of the channel Cθ such that
∑
l
˙Kl;θ
†
Kl;θ = 0 (here ˙Kl;θ denotes the derivative of Kl;θ with
respect to θ), the Fisher information upper bound is again bounded as
I↑Fisher ≤ 4
∥∥∥∥∑
l
˙Kl;θ
†
K˙l;θ
∥∥∥∥
∞
. (61)
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Here ‖ · ‖∞ denotes the operator norm. If there does not exist such a Kraus form, we set
I↑Fisher =∞ and the bound (60) is trivial.
The above bound, however, is not enough to show the optimality of our result. Instead,
we derive a strengthened version of it:
Lemma 4 (Theorem 1 of [25]; strengthened version). The error of any covariant code is
lower bounded by
cov ≥ (∆H)
2
16I↑Fisher
. (62)
Here ∆H is the difference between the maximum eigenvalue and the minimum eigenvalue
of H, and I↑Fisher is the Fisher information upper bound (61).
To see Eq. (62) is indeed a strengthening of Eq. (60), simply notice that cov ≤√
1− Fwc [20] and thus Eq. (62) implies Eq. (60). On the other hand, plugging the
other part of the Fuchs-van de Graaf inequality cov ≥ 1−
√
Fwc into Eq. (60) only yields
a bound on cov that scales as (I↑Fisher)−2 which, as we will soon see, is not enough to prove
the desired 1/n2-scaling bound on cov. For this reason, we must use the strengthened
version.
Proof of Lemma 4. This result can be derived along the same line of arguments as the
proof of the original bound (60) in Ref. [25]. A few improvements need to be made as
the following: First, in Eq. (A11) of [25], we use the directly the worst-case error cov and
employ the tighter bound (than the Fuchs-van de Graaf inequality) between f2 an wc
when one of the two states is pure; see, e.g., [26, Eq. (9.111)]. Then Eq. (A11) becomes
f2 ≥ 1− cov, (63)
where f2 is the same quantity as in the original equation. With this improved inequality
substituted into Eq. (A20), we get the counterpart of [25, Lemma 1] for wc:
I↑Fisher ≥ (1− 4cov)(∆H)2. (64)
Eq. (21) of [25] then becomes (m∆H)2(1− 4mcov) ≤ mI↑Fisher, and optimising over m we
get the bound (62). 
5 Heisenberg-limited error correction in the weak error model
5.1 Setting
In this section, we consider a relatively weak type of errors (compared to the other type we
will consider). Specifically, the error is that at most ne qudits among the n qudit systems
composing the physical register and the reference frame register, are randomly lost:
C = p0I +
n∑
s⊂[n]:|s|≤ne
ps (Ce)s , (65)
where (Ce)s denotes the erasure of qudits whose labels are in the set s and {ps} is a
probability distribution.
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Any quantum error-correcting code over qudits of distance at least k+ 1 can perfectly
correct k erasures [3]. For instance, the polynomial codes of Aharonov and Ben-Or are
[[2k + 1, 1, k + 1]]d stabilizer codes with this property [27]. In these cases, we can employ
one of the perfect codes as the non-covariant subroutine (E ,D) of our code. Since we only
need to encode one logical qudit, the perfect code requires only nP = O(1) physical qudits.
This is to say: the (non-covariant) code (E ,D) we use requires only O(1) physical qudits
and satisfies
sP,code = 0 ∀ |sP| ≤ ne, (66)
where sP ⊂ [nP] is the set of indices for error locations on the physical register. Now we
arrange the reference frame register against this type of noise. To this purpose, we divide
the nR qudit there into ne + 1 groups, each consisting of 2m qudits, and we have the
relation:
nR = 2m(ne + 1). (67)
On each group we construct a (highly coupled) reference frame state ψ of the form (9).
Then, at least one of the reference frame states will survive the erasure, and we can
measure it to obtain the embedded rotation.
Now we fix the form of the reference frame state by specifying the distribution {qλ}
in Eq. (9). We first specify Svia ⊂ Ym on which qλ > 0. To this purpose, we first define a
parameter M that depends on m as
M =
⌊1
3
( 2m
d(d− 1) − 1
)⌋
(68)
and m0 := m− d(d− 1)(3M + 1)/2. Define µ˜ ∈ Ym0 as the following Young diagram with
m0 boxes:
µ˜ := (µ˜1, . . . , µ˜d) s.t.
∑
i
|µ˜i| = m0 and µ˜j + 1 ≥ µi ≥ µ˜j ∀ j > i. (69)
Now we define the following viable subset of Young diagrams with d rows and m boxes,
on which our probe state has support:
Svia :=
{
λ ∈ Ym | λi = µ˜i + (2d− i− 2)M + d− i+ λ˜i, ∀i ≤ d− 1 ∃λ˜ ∈ [M ]×(d−1)
}
.
(70)
The reference frame state we use in the weak error model is defined by
qλ˜ :=
d−1∏
i=1
gλ˜i , (71)
where g is the following distribution over [M ]:
gλ˜i :=
2
M + 1 sin
2
(
pi(2λ˜i + 1)
2(M + 1)
)
. (72)
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5.2 Bounding the error
In the current error model, the code (E ,D) can be made exact (i.e. error-free). Therefore,
to use Lemma 1, we simply need to bound
∑
λ∈Sint
√
qλqλ+∆ and appeal to Lemma 2. In
the following, we show that our choice of {qλ} [see Eq. (71)] satisfies
min
∆∈S∆
∑
λ∈Sint
√
qλqλ+∆ ≥ 1−  (73)
for  = d2
(
pin′
M+1
)2
+ O(M−3). In this case, Sint is given by Eq. (70) with the additional
constraint that 2n′ ≤ λ˜i ≤M − 2n′ for every i. First, denote by g the quantity
g(δ) := 1−
M−2n′∑
k=2n′
√
gkgk+δ ≤ 12
(
piδ
M + 1
)2
+O(M−3). (74)
The inequality can be shown by straightforward calculation (see Appendix E). For this
distribution, it is straightforward that
∑
λ∈Sint
√
qλqλ+∆ ≥ 1− d2
(
pin′
M + 1
)2
−O(M−3). (75)
for any ∆ ∈ S∆. Summarising, we reach the bound
Fwc
(∫
dU p(U |I) UP ⊗ U∗L, IP ⊗ IL
)
≥ 1− d2
(
pin′
M + 1
)2
−O(M−3). (76)
Substituting Eqs. (67), (68), and n′ = nP + d− 1 into the above bound, we get:
Fwc ≥ 1− 9pi
2d3(d− 1)2(ne + 1)2(nP + d− 1)2
2n2R
−O(n−3R ). (77)
Applying Lemma 1 and recalling that the code error is always zero, we obtain the perfor-
mance of our protocol:
Theorem 1 (Heisenberg-limited covariant error correction). For the weak error model,
defined by Eq. (65), the diamond norm error of Protocol 1 is upper bounded as
cov ≤ 81pi
2d4(d− 1)2(ne + 1)2(nP + d− 1)2
2n2R
+O(n−3R ). (78)
The reference frame register in Protocol 1 should be initiated in the state ψ⊗(ne+1), where
the state ψ is prepared in the form (9) with coefficients given by Eq. (71).
Since nR = n − nP and nP can be chosen to be O(1), our protocol achieves the
Heisenberg limit 1/n2 with respect to the total number of qudit systems.
5.3 Optimality of Protocol 1 under the weak error model
Here we prove the optimality of our protocol under the weak error model (65). In particu-
lar, we consider any code constructed on n qudit systems, denoted as (Ecov,Dcov), that is
covariant under the SU(d) action. For the weak error model, we show that the Heisenberg
limit 1/n2 is the ultimate limit for any covariant code, when each qudit has an equal
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probability 1/n of being erased. We stress the full generality of this result, in the sense
that it does not assume any specific structure of the code.
The optimality can be shown by applying the lower bound on cov, as given in Lemma
4, to the weak error model (65). We focus on the case when either exactly ne qudits are
erased or no qudit is erased at all, i.e., ps = 0 for 0 < |s| < ne. Notice that Ref. [25], where
the original lower bound was derived, considered only independent local errors, which is
not the case here. However, as long as we can show I↑Fisher < ∞, the bound will work
for our model. In the following we identify a Kraus form as in Eq. (61). Consider the
following Kraus form of (Ce)s, the erasure of qudits with labels in s ⊂ [n], that depends
on θ:
(Ce)s (·) =
∑
~n
Cs,~n;θ(·)C†s,~n;θ C~n,s;θ :=
ne∏
j=1
(
exp
{
iθhnj( n−1
ne−1
)
ps
}
|d+ 1〉〈j|sj
)
.
Here, for convenience, we add a state |d+1〉 as the state after erasure, ~n = (n1, . . . , nne) ∈
(Zd+1)⊗ne , H =
∑d+1
j=1 hj |j〉〈j| with hd+1 := 0, Al := I1 ⊗ · · · ⊗ Il−1 ⊗ A⊗ Il+1 ⊗ · · · ⊗ In
for any operator A, and sj refers to the j-th largest element of s.
The entire channel is Cθ := C ◦ U⊗nθ with C defined by Eq. (65), which has Kraus
operators
K0;θ =
√
p0
n⊗
l=1
Ul;θ
K~n,s;θ =
√
ps
ne∏
j=1
(
exp
{
iθhnj( n−1
ne−1
)
ps
}
|d+ 1〉〈nj |sj
)(
n⊗
l=1
Ul;θ
)
s ⊂ [n], |s| = ne ~n ∈ (Zd+1)⊗ne .
Their derivatives are
K˙0;θ = i
√
p0
(⊗
l
Ul;θ
)(
−
∑
l
Hl
)
K˙~n,s;θ = i
√
ps
ne∏
j=1
(
exp
{
iθhnj( n−1
ne−1
)
ps
}
|d+ 1〉〈nj |sj
)(⊗
l
Ul;θ
) ne∑
j=1
hnj( n−1
ne−1
)
ps
|nj〉〈nj |sj −
∑
l
Hl
 .
where l = 1, . . . , n. One can verify that
K˙†0;θK0;θ +
∑
s
∑
~n
K˙†~n,s;θK~n,s;θ
=ip0
(∑
l
Hl
)
− i
∑
s
ps
∑
~n
∑
j
hnj( n−1
ne−1
)
ps
|nj〉〈nj |sj −
∑
l
Hl
∏
j
|nj〉〈nj |sj

=ip0
(∑
l
Hl
)
− i
∑
s
ps
∑
j
Hsj( n−1
ne−1
)
ps
− (1− p0)
∑
l
Hl

=0. (79)
In the meantime
K˙†0;θK˙0;θ +
∑
s
∑
~n
K˙†~n,s;θK˙~n,s;θ =
∑
s
ne∑
j=1
(
H2
)
sj( n−1
ne−1
)2
ps
−
(∑
l
Hl
)2
. (80)
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Therefore, the Fisher information bound satisfies
I↑Fisher ≤ 4
∥∥∥∥∥K˙†0;θK˙0;θ +∑s
∑
~n
K˙†~n,s;θK˙~n,s;θ
∥∥∥∥∥
∞
≤ 4
∑
s,j
1( n−1
ne−1
)2
ps
‖H2‖∞ + 4n2‖H‖2∞
= 4
∑
s
ne( n−1
ne−1
)2
ps
‖H2‖∞ + 4n2‖H‖2∞. (81)
Substituting into Eq. (62), we get
wc ≥ (∆H)
2
64(∑s ne‖H2‖∞/(ps( n−1ne−1)2) + n2‖H‖2∞) . (82)
Now, we assume that each qudit has an equal probability ps = 1/
( n
ne
)
of being erased
and p0 = 0. Since ‖H2‖∞ = ‖H‖2∞, the above bound implies
cov ≥ (∆H)
2
64n2(1 + 1/ne)‖H‖2∞
. (83)
We can choose the minimum eigenvalue and the maximum eigenvalue of H to sum up to
zero. Then, ∆H = 2‖H‖∞, and we reach the following proposition:
Proposition 1. For the weak erasure error model (65) with ps = 1/
( n
ne
)
for any s : |s| = ne,
the error of any covariant code is lower bounded as
cov ≥ 116n2(1 + 1/ne) . (84)
Since the above bound matches the performance of our protocol in scaling, we conclude
that the optimal error scaling of covariant codes is identified as 1/n2.
6 The strong error model
6.1 Setting
In this section, we deal with another type of erasure errors which are stronger than the
one considered in the previous section. The error affects each qudit independently, erasing
it with a probability:
C =
n⊗
j=1
((1− pe)I + peCe) pe ∈
(
0, 12
)
, (85)
where Ce denotes the single-qudit erasure channel. Since the erasure channel is degradable,
if pe ≥ 1/2 the information leaked to the environment would not be retrievable. Note that,
in general, the error model on each qudit does not have to be identical, and each qudit j
can have distinct probability pe,j of being erased. In that case, however, we can simply
set pe to be the worst case over {pe,j} and consider this more stringent model instead. We
can cast (85) in the form of Eq. (22) as
C =
∑
s⊂[n]
pe,s
⊗
k∈s
Ce
⊗
⊗
k′∈sc
I
 (86)
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where pe,s :=
(n
|s|
)
p
|s|
e (1− pe)n−|s|.
In contrast to the previous model, there does not exist any code that perfectly corrects
independent erasure errors. Instead, there exist pretty good codes that correct the error
unless too many qudits are erased. The quantum capacity of the erasure channel, with
erasure probability pe, has been determined to be 1− 2pe [28]. Since the number of qudits
we want to encode is only one qudit and is much smaller than that allowed by the capacity
((1 − 2pe)nP qudits), the error probability would vanish exponentially in nP. We choose
nP = nγ , where γ ∈ (0, 1) does not depend on n and can be chosen to be very small. We
use any code (E ,D) in Protocol 1 that encodes one qudit into nγ physical qudits, with the
property that it has a decoding error O
(
e−xd·nγ
)
for some xd > 0 that may depend on d.
By a random coding argument, one can show that there exists a stabilizer code satisfying
our requirement (see, e.g., [29]), although its explicit form is not given. Recently progress
in error correcting codes also showed that quantum polar codes [30, 31] and Reed-Muller
codes [32] have the desired property. Notice that the requirement of the O
(
e−xd·nγ
)
scaling
is chosen for convenience of analysing the error, and it can be further relaxed in practice.
Meanwhile, the model is now too noisy for the highly coupled reference frame state
used in the weak error model to be effective. Instead, we prepare on the reference frame
register the following sR-copy state:
Ψ = (Φ+)⊗sR (87)
with sR = nR/2 = (1 − n−1+γ)n/2 and |Φ+〉 being the maximally entangled state on
H ⊗H. Intuitively, this choice is to distribute the eggs in different baskets. One erasure
error destroys at most one of the m reference frame states. As long as there are still O(m)
copies left we can achieve high performance, which happens with very high probability
since pe,s is a binomial distribution.
6.2 Bounding the error
When se reference frames are erased, the number of remaining reference frames is
s′ := sR − se. (88)
The remaining reference frames can be decomposed in the form (9) as
(Φ+)⊗s′ =
⊕
λ∈Ys′
√
pλ,s′ |Φ+λ 〉 ⊗ |Φ+mλ〉 (89)
where pλ,s′ is known as the Schur-Weyl distribution. It has the following precise form [33,
Eq. (3.28)]:
pλ,s′ = (det Γ)−1
(s′)!
(λ˜1)! · · · (λ˜d)!
d−s
′ ·
∏
i<j
(λ˜i − λ˜j)2 λ˜j := λj + d− j. (90)
Here det Γ = ∏d−1j=1 j! ∼ d d(d−1)2 is independent of λ.
We now combine it with Eq. (12) and Lemma 3 to express the fidelity (41) as
Fs′ =
∑
λ,λ′∈Ys′
√
pλ,s′pλ′,s′Sλ,λ′ , (91)
where Sλ,λ′ is the correlation function defined by Eq. (48). In Appendix F, we show the
following lower bound on Fs′ : for any α > 0, if s′ = β · n for some fixed β > 0, then there
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exists n0,α so that
1− Fs′ ≤
(d2 − d+ 32)d d(d−1)2
4β∏dj=1(j − 1)!
 · ( 1
n
)1−α−2γ
(92)
holds for arbitrary n ≥ n0,α.
The above bound implies that 1 − Fs′ scales almost as 1/s′ for large s′. Roughly
speaking, in the large s′ limit, pλ,s′ converges to a tilted multi-variate Gaussian. We can
focus on a region near the peak of pλ,s′ where the distribution is concentrated and where
the correlation function Sλ,λ′ is maximised as well. This would introduce at most an error
vanishing as 1/s′. In addition, since a Gaussian is relatively flat around its peak, we can
show that
√
pλ+∆,s′pλ,s′ ≈ pλ+∆/2,s′ up to an error that scales as 1/s′. This would be the
main reason of getting this error scaling.
With Eq. (92) it is rather straightforward to bound the error of our protocol. First we
define a threshold value
s∗ := (1− 2pe) · sR = (1/2− pe)(n− nγ). (93)
This definition ensures that the probability that s′ < s∗ goes to zero exponentially fast.
Next, notice that the error probabilities on the physical register and the reference frame
register are independent:
pe(s) = pe,P(sP)pe,R(sR) s = sP ∪ sR, (94)
where pe,P/R are the probability distributions of erasure errors in the physical register and
in the reference frame register, respectively. Applying Lemma 1 and Eq. (94), we can split
the error of our protocol as
cov ≤ 9d
 ∑
s⊂[n],Fs′≥ 34
pe(s) max {sP,code, 1− Fs′}+
∑
s⊂[n],Fs′< 34
pe(s)
 . (95)
From Eqs. (92) and (93), we know that, for large enough n, Fs′ >
3
4 for s
′ ≥ s∗. That is,
when no more than 2pesR erasure errors occur on the reference frame register. We can
then express the bound as
cov ≤ 9d
∑
sP
pe,P(sP)sP,code +
∑
sR
pe,R(sR) (1− Fs′) +
∑
sR:|sR|>2pesR
pe,R(sR)
 . (96)
Notice that, by our assumption on (E ,D), we should have∑
sP
pe,P(sP)sP,code = O
(
e−xd·n
γ
)
. (97)
Therefore, the reference frame error constitutes the main contribution to the overall error:
cov ≤ 9d
∑
sR
pe,R(sR) (1− Fs′) +O
(
e−xd·n
γ
)
+
∑
sR:|sR|>2pesR
pe,R(sR)
 s′ = nR2 − |sR|
≤ 9d
1− Fs∗ + 2 ∑
sR:|sR|>2pesR
pe,R(sR)
+O (e−xd·nγ)
≤
 9(d2 − d+ 32)d d2−d+22
(2− 4pe)∏dj=1(j − 1)!
 · ( 1
n
)1−α−2γ
+O
(
e−p
2
e(1−γ)n
)
+O
(
e−xd·n
γ
)
. (98)
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The second inequality comes from dividing the summation into the term for s′ ≥ s∗ and
the term for s′ < s∗. The third inequality comes from Eq. (92) (with β = 1/2−pe) and the
Hoeffding bound. From the above bound, we can see that γ can be chosen to be arbitrarily
close to zero. Absorbing the other error terms into the major term, we have the following
bound on the error:
Theorem 2. Consider the strong error model defined by Eq. (85). For any α > 0, there
exists nα > 0 so that the diamond norm error of Protocol 1 is upper bounded by
cov ≤
 9(d2 − d+ 32)d d2−d+22
(2− 4pe)∏dj=1(j − 1)!
( 1
n
)1−α
(99)
for any n ≥ nα. The reference frame register in Protocol 1 should be initiated in multiple
copies of the maximally entangled qudit state.
The error of our protocol scales almost as 1/n, instead of 1/n2 in the previous case.
This is a result of the stronger noise. In fact, as we show in the next subsection, the error
scaling of our protocol is still optimal for this error model.
6.3 Optimality of Protocol 1 under the strong error model
Here we prove the optimality of our protocol under the strong error model (85). In
particular, we consider any code constructed on n qudit systems, denoted as (Ecov,Dcov),
that is covariant under the SU(d) action. For the strong error model, we show that the
1/n scaling is optimal.
Under the strong error model (85), the optimality of our protocol can, again, be shown
by applying Lemma 4. Here the Fisher information upper bound I↑Fisher should be replaced
by the one for the local, independent erasure model. For the strong erasure error model,
the Fisher information upper bound has already been given by [25, Eq. (B19)] as
I↑Fisher = 4n(∆H)
2
(1− pe
pe
)
. (100)
Substituting into Lemma 4, we obtain:
Proposition 2. For the strong erasure error model, defined by Eq. (85), the error of any
covariant code is lower bounded by
cov ≥ pe64n(1− pe) . (101)
Therefore, since Protocol 1 achieves the (1/n)-scaling, it is optimal in the asymptotic
limit of large n.
7 Resource requirements and implementation
7.1 Compression of quantum reference frames
In both models, the reference frame states are constructed on nR qudits, which is a (dnR)-
dimensional system. However, here we show that the reference frame states can be com-
pressed into a much smaller system. Indeed, the dimension of the state is given by the
effective dimension
dR := dim
(
Span{UR(Ψ)}U∈SU(d)
)
, (102)
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which, as we show in the following, grows only polynomially in nR.
Since we always use entangled reference frames, UR = (U ⊗ I)⊗
nR
2 . By Schur-Weyl
duality, we have the decomposition
UR '
⊕
λ∈YnR/2
(Uλ ⊗ Imλ)⊗ I⊗
nR
2 . (103)
Therefore, dR, which is equal to the rank of the twirled state
∫
dU UR(Ψ), satisfies the
upper bound
dR ≤
∑
λ∈YnR/2
d2λ
≤ |YnR/2| maxλ∈YnR/2
d2λ
≤
(
nR
2 + 1
)(d2−1)
. (104)
The last bound is quite straightforward to obtain; see, for instance, Ref. [34, Eqs. (6.16)
and (6.18)]. Therefore, we can compress the reference frame state to a system of much
smaller dimension, which reduces exponentially the cost of quantum memory during idle
time.
7.2 Computational efficiency of implementation
At first sight, our encoding and decoding may appear to necessitate sampling from the
Haar measure on SU(d) in order to be implemented [see Eqs. (16) and (17)]. From a
computational complexity standpoint, this would be a problem, since to implement a
random Haar unitary one needs an exponential number of two-qubit gates and random
bits [35]. Luckily, our encoding and decoding do not require sampling from the Haar
measure, but rather only from a distribution which agrees with it upto the tth moment,
for appropriate t. Such equivalent distributions are known as unitary t-designs [36–43],
and are more efficient to implement.
Specifically, let U be a unitary representation on Cd×d and Pt,t(U) be a matrix whose
entries are polynomials of order t in the coefficients of U and of order t in the coefficients
of U∗, and let EU∼ν [f(U)] be the expectation value of a function f according to measure
ν. We then say that EU∼νHaar [Pt,t(U)], where νHaar denotes the Haar measure, admits a
unitary t-design.
Proposition 3 (Encoder and decoder are designs). The encoder Ecov(XL) and decoder
Dcov(XP) admit unitary (nP + nR/2 + 1)-designs for all XL ∈ Lin(HL), XP ∈ Lin(H⊗nP ).
See Appendix D for proof. Ref. [42] devises and quantifies a method to approximate
unitary t-designs. We start with a strategy to construct a random unitary U over N qubits
on sites labelled 1 to N : Pick an index l uniformly from [N − 1] and a unitary denoted
Ul,l+1, drawn from the Haar measure on SU(4), which acts on the two neighbouring qubits,
l and l + 1. Repeat the above k times and multiply the unitaries together. The resultant
unitary is U and it is sampled from a distribution which we denote ν(k).
In our case if the qudits each consist of N qubits, we can use this procedure to construct
an approximate covariant encoding as follows: We record the random sequence of k nearest
neighbour unitaries Ul,l+1. We first apply it to the logical qubits and encode via E , and
then apply the recoded random sequence nP + nR/2 times to the physical and reference
frame qubits. The resultant encoder is
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Eν(k)cov (·) := EU∼ν(k)
[
UP ◦ E ◦ U−1L (·)⊗ UR(Ψ)
]
. (105)
Similarly, one can use the procedure to produce the approximate decoder,
Dν(k)cov (·) := EUˆ∼ν(k)
[
UˆL ◦ D ◦ Uˆ−1P ⊗MUˆ (·)
]
. (106)
From [42] it follows that
‖Eν(k)cov − Ecov‖ ≤ cov, (107)
‖Dν(k)cov −Dcov‖ ≤ cov, (108)
if
k =170, 000Ndlog(4(nP + nR/2 + 1))e2(nP + nR/2 + 1)8.1 (109)
×
(
2N(nP + nR/2 + 1) + 1 + log(1/cov)
)
,
which scales polynomially in both nP and nR (recall lower bounds on cov, in Proposi-
tions 1 and 2). Since sampling a polynomial number of times from SU(4) can be performed
efficiently, both the approximate encoder Eν(k)cov and decoder Dν(k)cov can be efficiently imple-
mented in nP and nR so long as the reference frame state Ψ and measurement MUˆ can
be efficiently constructed. It is also important to note that, under the application of an
arbitrary number of transversal gates, the errors in Eqs. (107), (108) do not grow [43].
8 Discussion
8.1 Fault-tolerant quantum computation
We have motivated why one would like to be able to construct error correcting codes with
a universal set of transversal gates in Section 1. We have then showed how such codes
can be constructed using quantum reference frames and fully characterised the scaling of
the errors in the decoding under different error models. Nevertheless, it is important to
note that this alone does not lead to fault-tolerant quantum computation, because the
construction of Ecov and Dcov are not necessarily fault-tolerant. More explicitly, we have
to analyse the implementation of the following steps in Protocol 1:
1) Preparation of the reference frame state Ψ.
2) Implementation of the twirling UP ◦ E ◦ U−1L with random U .
3) Implementation of the POVM {MUˆ} on the reference frame.
4) Implementation of the decoding UˆL ◦ D ◦ Uˆ−1P on the physical system.
The implementation of step 1) can be further explored with ideas in fault-tolerant
state preparation [44–46]. In Section 7.2 we showed how 2), 3) and 4) can be implemented
using unitary t-designs. For example, we showed that they can be achieved with quantum
circuits with only a poly(n) number of 2-qubit gates sampled randomly according to the
Haar measure on SU(4). If the errors in the implementation can be corrected, then steps
2), 3), and 4) will be fault-tolerant. Of course, this comes very close to just saying
that arbitrary 2-qubit logical gates can be implemented on the code, which would make
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the covariant construction unnecessary in the first place. The slight difference is that
here we need only implement random arbitrary 2-qubit gates, rather than being able to
choose them deterministically. Nevertheless, it is perhaps possible that novel methods of
constructing t-designs might offer a way around this problem, such as [43]. In addition,
the error correction requirements for such set-ups may turn out to be less demanding,
since they may benefit from the inherent randomness, allowing for noisy gates and/or
error correction without damaging the code.
A downside to the reference frame error correction proposal of this manuscript is that
in order to keep the error cov small, one needs the number of logical qubits to increase
logarithmically with the number n of physical qudits. This suggests that this approach is
better suited for quantum computers consisting of a relatively small number of quantum
logical qubits.
8.2 Two party reference frame alignment with error correction
Reference frame error correction, proposed in [13] using idealised reference frames [47],
treats error correction and reference frame misalignment simultaneously.
Imagine two parties, Alice and Bob, want to communicate via lossy quantum channels.
What they could do, as instructed by standard quantum information theory, is for Alice to
first encode her message using an encoder EA instead of sending it right away. The encoded
message becomes resilient to the noise in the communication channel, so that Bob could
decode it by a decoder DB. In the setting of reference frame error correction, however,
standard communication protocols would not work since the reference frames of Alice
and Bob are misaligned. This is to say that, for instance, the +1 eigenstate of the Pauli
operator σz in Alice’s lab, denoted |z,+1〉A, would be U |z,+1〉B from Bob’s perspective.
Here U is an unknown, random unitary characterising the reference frame misalignment.
Since the encoder EA and the decoder DB are defined with respect to different reference
frames, they cannot efficiently transmit the message in general.
So is there a communication protocol that works in this scenario? The answer is
positive. From Bob’s perspective, the encoder performed by Alice is UP ◦ E ◦ U†L, where
L is the logical qudit of the message and P is the physical register of the communication
channel. Then, if the encoder E is covariant, the unknown unitary of the reference frame
misalignment would be cancelled out, and the communication protocol works as usual (at
least when the noise in the communication channel is also covariant). Therefore, the task
of reference frame error correction is to construct a covariant encoder that deals with noisy
communication channels as well.
At this stage, it should be clear that Protocol 1 would work well in reference frame
error correction. Precisely, in this context we should execute it in the following way:
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Protocol 2 Protocol 1 for reference frame error correction.
1: Preparation:
Alice and Bob share the entangled reference frame state Ψ.
One should understand it in the following way: Alice and Bob start in the same
reference frame and prepare Ψ. Then they are separated from each other (like in the
case of a satellite and a ground station) and their reference frames become misaligned.
Ψ records the change of the reference frame faithfully like a gyroscope.
2: Encoding:
Alice encodes her message by implementing E in her reference frame.
3: Communication:
Alice sends out the encoded state together with her part of the reference frame state
via the noisy channel C.
4: Decoding:
Bob decodes in the same way as in Protocol 1; the decoding channel is given by (17).
By employing a reference frame, the above protocol makes an arbitrary communication
protocol (E ,D) effective. Note that the twirling is imposed by nature (or, putting it in a
less dramatic way, by the statistical model we assume) in the task of reference frame error
correction. Therefore, we do not need to worry about its implementation.
Finally, we remark that our work has made solid progress on reference frame alignment,
which has always been an important problem throughout the development of quantum
information [47–53]. Explicitly, we showed that how reference frames (of general SU(d)
symmetry) can be aligned using quantum states under erasure noise models.
8.3 AdS-CFT duality
In the study of quantum gravity, there is a conjectured duality between a theory of gravity
in Anti-de Sitter (AdS) space and a conformal quantum field theory (CFT) on its boundary.
The duality is mediated via a quantum error correcting code, where the encoding channel
maps low-energy states in the Anti-de Sitter space (known as the “bulk”) to states on
the conformal field (known as the “boundary”) [54]. The implication of the Eastin-Knill
theorem discussed in Section 4.1 to the AdS-CFT duality is that global symmetries in the
bulk cannot map onto local symmetries on the boundary (see [55, 56] for details). This is
often interpreted as a problem for the duality since initially such symmetries were believed
to exist. It is thus interesting to quantify, as a function of physical quantities such as energy
or dimension, how local symmetries of the bulk can approximate local symmetries in the
boundary. This program was initiated in [14, 15, 57]. Our results quantify the extent to
which the approximate duality for global SU(d) symmetries could exist.
9 Conclusions
Starting from an arbitrary error correcting code, we have shown how to use quantum
reference frames to construct a new code for which all gates are covariant and transversal,
up to a small error in the decoding. The error in the decoding is ultimately a consequence
of the inability to perfectly determine the orientation of the reference frames via measure-
ment. We prove that our protocol is optimal in the sense that it achieves the smallest
possible error in two distinct noise models.
Our results generalise the setting in [14] from d-dimensional reference frame representa-
tions of U(1) to d-dimensional reference frame representations of SU(d). This is important
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primarily since once the logical states have been encoded, it allows for a universal set of
gates to be applied transversally, which in turn can allow for errors to be easily detected
and corrected during a computation. Our work proves that the upper bounds for SU(d)
covariant error correcting codes in [15] are achievable, and provides explicit constructions
which achieve this optimality.
We have also shown how the implementation of our covariant encoder and decoder
can be efficiently constructed using unitary t-designs and discussed how future research
is needed to establish whether they can be constructed fault tolerantly. We have also
discussed how our work could have implications for other settings in which reference frames
are used, such as the communication of unspeakable information, (e.g. reference frame
alignment), or in the AdS-CFT correspondence.
Looking forward, two of the most interesting question that this research raises in the
context of quantum computation, is whether the encoding can be made fault tolerant by
taking advantage of the inherent randomness this process entails, and how robust our
results are when optimised for error models found in experiments.
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A Semidefinite program for the worst-case input fidelity
Here we give a formulation of the worst-case input fidelity as a semidefinite program,
adapting the method used for the diamond norm [59]. First, for a channel A : Lin(Kin)→
Lin(Kout), define its Choi operator A ∈ Lin(Kout ⊗ K′in) with K′in ' Kin as follows. For
|Ω〉 ∈ Kin ⊗K′in the unnormalized maximally-entangled state, set A =
(A⊗ I)(Ω).
Lemma 5. Given any two channels A and B with Choi operators A and B, respectively,√
Fwc(A,B) = minimum 12(Tr[AΓ] + Tr[BΛ])
such that
(
Γ −I ⊗ ρ
−I ⊗ ρ Λ
)
≥ 0 ,
ρ,Γ,Λ ≥ 0 ,
ρ ∈ St(Kin) ,
Γ,Λ ∈ Lin(Kout ⊗Kin) .
(110)
Proof. The first step in the proof is to simplify the dependence on the input state. Using
the dual form of the fidelity function from [59, 60] in (2), we have√
Fwc(A,B) = minimum 12(Tr[Y
(A⊗ IR)(ρ)] + Tr[Z(B ⊗ IR)(ρ)])
such that
(
Y −1
−1 Z
)
≥ 0 ,
ρ ∈ St(Kin ⊗KR) ,
Y, Z ∈ Lin(Kout ⊗KR) .
(111)
Observe that we can assume the optimal input state ρ is pure because the objective
function is linear in ρ. Therefore, we can write it as ρ = KΩK†, where Ω ∈ Lin(Kin⊗K′in)
and K : K′in → KR is the operator defined by |ψ〉 7→ 〈Ω| (|ρ〉 ⊗ |ψ〉). Now let K be the
variable in the optimization. By construction, ρ ≥ 0, and the trace constraint becomes
Tr[K†K] = 1. Note that K†K ∈ Lin(H′in).
In the first term of the objective function we recognize the Choi operator of A:
Tr[Y
(A⊗ IR)(ρ)] = Tr[Y K(A⊗ I)(Ω)K†] (112)
= Tr[K†Y KA] , (113)
and this works similarly for the second term. Thus, the optimization takes the form√
Fwc(A,B) = minimum 12(Tr[K†Y KA] + Tr[K†ZKB])
such that
(
Y −1
−1 Z
)
≥ 0 ,
Tr[K†K] = 1 ,
K ∈ Lin(K′in → KR) ,
Y, Z ∈ Lin(Kout ⊗KR) .
(114)
Now we want to move to different variables, but without changing the optimal value.
Defining Γ and Λ in Lin(Kout ⊗ K′in) by Γ = K†Y K and Λ = K†ZK, the objective
function becomes 12(Tr[ΓA] + Tr[ΛB]). To deal with the constraints, let M = diag(K,K)
and conjugate the block matrix in the constraint by M , multiplying from the left by M †
and the right by M . Doing so puts Γ and Λ on the diagonal, and −1 ⊗ K†K on the
off-diagonal. Note that the block matrix constraint implies Y ≥ 0 and Z ≥ 0, which by
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construction then implies Γ ≥ 0 and Λ ≥ 0. Defining ρ ∈ Lin(K′∈) as ρ = K†K, we have
an optimization in the variables Γ, Λ and ρ. However, conjugation generally relaxes the
constraints, which could lead to a smaller minimum value than the original optimization.
Ignoring the difference between K′in and Kin, we have established√
F (A,B) ≤ minimum 12(Tr[ΓA] + Tr[ΛB])
such that
(
Γ −I ⊗ ρ
−1⊗ ρ Λ
)
≥ 0 ,
ρ,Γ,Λ ≥ 0 ,
ρ ∈ St(Kin) ,
Γ,Λ ∈ Lin(Kout ⊗Kin) .
(115)
To establish equality in (115) and complete the proof, we show that any feasible vari-
ables in (115) can be converted into feasible variables in (114) having the same value of the
objective function. Nominally, the following choice will work. Pick an arbitrary isometry
V : Kin → KR and define
K = V ρ1/2 , (116)
Y = V ρ−1/2Γρ−1/2V † , (117)
Z = V ρ−1/2Λρ−1/2V † . (118)
However, the inverse of ρ is potentially problematic, as we do not know that ρ is full rank.
We can avoid this problem as follows (which could presumably also be done by continuity).
Suppose that P ∈ Lin(Kin) is the projection onto the support of ρ. Then Γ′ = PΓP and
Λ′ = PΛP are also feasible in (115), as we can conjugate the constraints by P . Moreover,
these variables will not have a larger value of the objective function, so we may as well
begin the argument with feasible variables of this form.
Now we make a slight modification of the above choice, using the inverse on the support
of ρ:
K = V ρ1/2 , (119)
Y = V
(
ρ−1/2Γρ−1/2 + I ⊗ (I − P )
)
V † , (120)
Z = V
(
ρ−1/2Λρ−1/2 + I ⊗ (I − P )
)
V † . (121)
Given that the support of Γ is contained in that of I⊗ρ, it follows that Tr[K†Y KA] =
Tr[ΓA], and similarly for the other term. Hence this choice of variables leads to the
same value of the objective function. Feasibility in (114) also holds. The positivity and
trace conditions hold immediately, and only the block matrix constraint is a little more
involved. Define P ′ ∈ Lin(KR) by P ′ = V PV †. Then conjugating the block matrix in
(115) by M = diag(L,L) for L = I ⊗ V ρ−1/2 gives(
V ρ−1/2Γρ−1/2V † −I ⊗ P ′
−I ⊗ P ′ V ρ−1/2Λρ−1/2V †
)
≥ 0 . (122)
To this inequality we can add(
I ⊗ (I − P ′) −I ⊗ (I − P ′)
−I ⊗ (I − P ′) I ⊗ (I − P ′)
)
≥ 0 , (123)
and the result is the block matrix constraint in (114). 
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Note that a different SDP for Fwc(A, I) (not the square root) was given in [61, Equation
A12]. After completion of this work, we discovered that the SDP of Lemma 5 also appears
as Proposition 50 of [62].
B Proof of Lemma 3
Here we show that the worst-case input fidelity of a channel E commuting with
Utot :=
⊕
λ
Uλ ⊗ Imλ (124)
can be achieved by an input state of the following form:
|Ψ∗〉 :=
⊕
λ
cλ|Φ+λ 〉 ⊗ |ψmλ〉. (125)
The worst-case input fidelity of E can be written as a SDP (with the Slater’s condition
always satisfied). In particular, from Lemma 5 the primal problem for the worst-case input
(square-root) fidelity is:
√
Fwc(E , I) = minimum 12 (Tr(EBAΓBA) + Tr(ΩBAΛBA)) (126)
such that
(
ΓBA −IB ⊗ ρTA
−IB ⊗ ρTA ΛBA
)
≥ 0
Tr(ρTA) ≥ 1
ρA,ΓBA,ΛBA ≥ 0.
Here ρA := TrR ΨAR corresponds to the marginal of the input state, ΩBA := |I〉〉〈〈I|, and
EBA := (E ⊗ IA)(Ω).
Suppose that |Ψ〉 with marginal ρA is an input state achieving the minimum. Consider
the twirling
T (·) :=
∫
dU
(⊕
λ
Uλ ⊗ U∗λ ⊗ Imλ ⊗ Imλ
)
(·) (127)
on the constraints. The constraints become(
T (ΓBA) −IB ⊗ ρ˜TA
−IB ⊗ ρ˜TA T (ΛBA)
)
≥ 0 (128)
Tr(ρ˜TA) ≥ 1 (129)
ρ˜A, T (ΓBA), T (ΛBA) ≥ 0. (130)
Here ρ˜A :=
∫
dU ⊕λ U∗λ⊗Imλ(ρA). Noticing that both EBA and ΩBA are invariant under
T and its dual T †, the objective function remains the same:
1
2 (Tr(EBAT (ΓBA)) + Tr(ΩBAT (ΛBA))) =
1
2 (Tr(EBAΓBA) + Tr(ΩBAΛBA)) . (131)
Therefore, an input |Ψ∗〉 with marginal ρ˜A also achieves the worst-case input fidelity. Since
it is invariant under
⊕
λ U∗λ, by Schur’s lemma it has to be of the diagonal form
ρ˜A =
⊕
λ
|cλ|2Iλ ⊗ σmλ (132)
with {σmλ} being arbitrary states on the multiplicity subspaces. Therefore, the corre-
sponding input state |Ψ∗〉 can be cast into the desired form (125).
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C On the error of covariant channels.
Let A and B be channels acting on a d-dimensional Hilbert space H. Assume that A and
B are both covariant with the (full) symmetry group SU(d) on H. Define the entanglement
error:
ent(X ,Y) := 12‖X − Y ‖1 ,
where X and Y are the Choi states of two channels X and Y, respectively.
Here we prove the following lemma:
Lemma 6. Suppose ent(A,B) ≤ 1/2. The worst-case input error of B can be bounded as
wc(B, I) ≤ 9d ·max {ent(A, I), 1− Fent (A,B)} . (133)
Here I denotes the identity channel on H.
Proof. In the following, we make frequent use of an elementary relation between the worst-
case input error and the entanglement error:
wc(X ,Y) ≤ d · ent(X ,Y) . (134)
For any channel A, define its Choi state as
A :=
(
A⊗ I
)
(Φ+d ) (135)
with Φ+d being the maximally entangled state in H⊗H. When A is covariant, we have
[A, U ⊗ U∗] = 0, ∀U ∈ SU(d) . (136)
By Schur’s lemma, the Choi states of the covariant channels A and B can be decomposed
as
A = (1− a) · Φ+d + a · ρ⊥ ρ⊥ :=
1
d2 − 1
(
I ⊗ I − Φ+d
)
(137)
B = (1− b) · Φ+d + b · ρ⊥. (138)
Therefore, the entanglement error and the entanglement fidelity that we are interested in
can be evaluated as:
ent(A, I) = a (139)
ent(B, I) = b (140)
Fent(A,B) =
(√
(1− a)(1− b) +
√
ab
)2
(141)
ent(A,B) = |a− b|. (142)
If a ≥ b, we have
wc(B, I) ≤ d · ent(B, I) = d · b ≤ d · a. (143)
If a < b, we can write b = a + ent(A,B). We further distinguish between two cases: If
a > ent(A,B)/8, then b ≤ 9a and thus
wc(B, I) ≤ 9d · a. (144)
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Otherwise, if a ≤ ent(A,B)/8, we have (using the shorthand ent := ent(A,B))
1− Fent(A,B) = 1−
(√
(1− a)(1− a− ent) +
√
a(a+ ent)
)2
= ent + 2a(1− a− ent)− 2
√
a(1− a)(a(1− a) + ent(1− 2a− ent))
≥ ent + 2a(1− a− ent)− 2
√
2a(1− a)ent
= (√ent −
√
2a(1− a))2 − 2aent
≥
(√
ent −
√
ent
2
)2
− 
2
ent
4
≥ ent(1− ent)4
≥ ent8 .
Notice that the last inequality holds if ent(A,B) ≤ 1/2. Then, the worst-case input error
of B can be bounded as
wc(B, I) ≤ d · (a+ ent(A,B)) ≤ d · (a+ 8(1− Fent(A,B))) . (145)
Finally, we get the desired bound by summarising Eqs. (143), (144), and (145) into a more
compact form. 
D Proof of Proposition 3
Proof. We start with the encoder. Expanding the definition Eq. (16), one can write
Ecov(·) = EU∼Haar
[(
U⊗nPE
(
U †L(·)UL
)
U †⊗nP
)
⊗
((
1⊗ U
)⊗nR/2
ψ
(
1⊗ U †
)⊗nR/2)]
.
(146)
Recall from section 3.1 that the representation of U used on all the individual qudits is the
same faithful representation of SU(d). As such, the logical and physical representations
are related via a linear isomorphism, VP7→L, satisfying UL = VP7→LUV †P7→L for all logical
and physical unitary representations UL and U . Since the Hilbert spaces involved are
finite dimensional, and VP7→L, E are linear maps, it follows that the matrix entries of the
terms in square brackets in Eq. (146), are polynomials of order (nP + nR/2 + 1) in the
coefficients of U and of the same order in the matrix entries of U∗. Hence it is a unitary
(nP + nR/2 + 1)-design.
In the case of the decoder, we have
Dcov(·) = EU∼Haar
[
UL ◦ D ◦ U−1P ⊗MU
]
(·), (147)
where
MU (·) :=
∑
s⊂{1,...,sR}
Tr [(·)|ηU 〉〈ηU |s ⊗ Perr,sc ] , (148)
with |ηU 〉 = (U ⊗ 1)m|η0〉, and |η0〉 := ⊕λ dλ|Φ+λ 〉 ⊗ |Φ+mλ〉, sR · 2m = nR. Similarly to
as in Eq. (146), the term UL ◦ D ◦ U−1P (·) in Eq. (147), when evaluated on any input, has
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matrix entries which are polynomials of order n + 1 in the coefficients of U and also of the
same order in the coefficients of U∗. Hence observing the form of Eq. (148), we conclude
the proof. 
E Proof of Eq. (74)
Invoking the definition of {gk} from Eq. (71), we have the following chain of (tedious)
(in)equalities:
M−n∑
k=n
√
gkgk+δ =
2
M + 1
M−n∑
k=n
sin
(
pi(2k + 1)
2(M + 1)
)
sin
(
pi(2k + 2δ + 1)
2(M + 1)
)
= 1
M + 1
M−n∑
k=n
(
cos
(
piδ
M + 1
)
− cos
(
pi(2k + δ + 1)
M + 1
))
= 1
M + 1
(
(M − 2n+ 1) cos
(
piδ
M + 1
)
−
M−n∑
k=n
cos
(
pi(2k + δ + 1)
M + 1
))
= 1
M + 1
M − 2n+ 1 + sin
(
2pin
M+1
)
sin
(
pi
M+1
)
 cos( piδ
M + 1
)
=
cos
(
piδ
M+1
)
M + 1
(
M − 2n+ 1 + cos
(
pi
M + 1
)
+
2n−1∑
k=1
cos
(
pi k
M + 1
))
≥ 1
M + 1
(
M + 1− 12
(
pi
M + 1
)2
−
2n−1∑
k=1
1
2
(
pi k
M + 1
)2)(
1− 12
(
piδ
M + 1
)2)
= 1− 12
(
piδ
M + 1
)2
−O
(
M−3
)
.
F Proof of Eq. (92)
Since Sλ,λ′ ≥ 0 we can lower bound the fidelity (91) as
Fs′ ≥
∑
λ,λ′∈Scent
√
pλ,s′pλ′,s′Sλ,λ′ , (149)
where Scent ⊂ Ys′ is defined as
Scent :=
{
λ ∈ Ys′ :
∣∣∣∣λi − s′d
∣∣∣∣ ≤ (s′) 1+x22 , |λi − λj | > n′, ∀ i, j
}
. (150)
Here x > 0 is a parameter to be specified later.
Similar as before, we can express the fidelity as
Fs′ ≥
∑
λ∈Scent
∑
∆∈S∆
√
pλ,s′pλ+∆,s′Sλ,λ+∆. (151)
where
S∆ = {∆ ∈ Z×d : |∆i| ≤ n′, i = 1, . . . , d;
d∑
j=1
∆j = 0} n′ = nγ + d− 1. (152)
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For λ ∈ Scent and ∆ ∈ S∆, the correlation function depends only on their relative distance
∆, but not explicitly on λ, i.e., Sλ,λ+∆ = S˜∆. Indeed, when λ is in the viable set Scent,
the lengths of different rows have big enough gaps |λi−λj | so that adding n′ boxes to one
row would not make its box number greater than its preceding rows. Therefore, adding
µ′ and µ according to the Littlewood-Richardson rule is not constraint by the shape of λ.
Now, the fidelity bound becomes
Fs′ ≥
∑
λ∈Scent
∑
∆∈S∆
√
pλ,s′pλ+∆,s′S˜∆ (153)
≥
 min
∆∈S∆
∑
λ∈Scent
√
pλ,s′pλ+∆,s′
 ∑
∆′∈S∆
S˜∆′
 (154)
≥ min
∆∈S∆
∑
λ∈Scent
√
pλ,s′pλ+∆,s′ , (155)
having used Eq. (57) in the last step.
What remains is to bound ∑λ∈Scent √pλ,s′pλ+∆,s′ for every ∆ ∈ S∆, where pλ,s′ is the
Schur-Weyl distribution:
pλ,s′ = (det Γ)−1
(s′)!
(λ˜1)! · · · (λ˜d)!
d−s
′ ·
∏
i<j
(λ˜i − λ˜j)2 λ˜j := λj + d− j. (156)
First, we show that for the Schur-Weyl distribution pλ,s′ ,
√
pλ+∆,s′pλ,s′ ≈ pλ+∆/2,s′ for
λ ∈ Scent. Define the following multinomial distribution of λ˜:
bλ˜ :=
(s′ + d(d− 1)/2)!
(λ˜1)! · · · (λ˜d)!
d−(s
′+d(d−1)/2) (157)
Using Stirling’s approximation n! =
√
2pin(n/e)n(1 + 1/(12n) +O(n2)) and ∑di=1 ∆i = 0,
we have √
bλ˜+∆bλ˜
bλ˜+∆/2
≤ exp
{
−(fλ˜+∆ + fλ˜)/2 + fλ˜+∆/2
}(
1 + d
2
6s′ +O
( 1
s′2
))
(158)
for λ ∈ Scent, where fλ˜ :=
∑
i(λ˜i + 1/2) ln λ˜i. Straightforward calculation shows that
fλ˜ + fλ˜+∆
2 − fλ˜+∆/2 =
∑
i
(∆i)2
8λ˜i
+O
(
(n′)3
(s′)2
)
, (159)
which, plus ∑i(∆i)2 ≤ (n′)2, implies that√
bλ˜+∆bλ˜ ≥ bλ˜+∆/2
(
1− d(n
′)2
8s′ −
d2
6s′ −O
(
(s′)−
3−x
2
))
. (160)
Combining the above bound with Eqs. (156) and (157), we get
√
pλ+∆,s′pλ,s′
pλ+∆/2,s′
≥
(
1− d(n
′)2
8s′ −
d2
6s′ −O
(
(s′)−
3−x
2
))
·
∏
i<j
(
1− (n
′)2
(2λ˜i − 2λ˜j + ∆i −∆j)2
)
.
(161)
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Using the definition (156), the error terms can be bounded as follows:∑
λ∈Scent pλ+∆/2,s′
(λ˜i − λ˜j + ∆i/2−∆j/2)2
≤ 1
s′
∑
λ∈Scent
d
d(d−1)
2
det Γ bλ˜+∆/2 ·
∏
k<l,k 6=i,l 6=j
(
λ˜k − λ˜l + ∆k/2−∆l/2√
s′
)2
≤ 1
s′
d
d(d−1)
2
det Γ ·
∏
k<l,k 6=i,l 6=j
(√
(s′)1+x + l − k + n′√
s′
)2 ∑
λ∈Scent
bλ˜+∆/2
≤ 1
s′
d
d(d−1)
2
det Γ ·
∏
k<l,k 6=i,l 6=j
(√
(s′)1+x + l − k + n′√
s′
)2
· 1
(162)
Assuming (
√
2 − 1)√s′ ≥ d − 1 + n′ (which always holds for large enough n), we can
simplify the above bound to∑
λ∈Scent pλ+∆/2,s′
(λ˜i − λ˜j + ∆i/2−∆j/2)2
≤ 1
s′
d
d(d−1)
2
det Γ · (2s
′)x·
d2−d−2
2 (163)
= 2d
d(d−1)
2∏d
j=1(j − 1)!
·
( 1
2s′
)1−x· d2−d−22
. (164)
In the same manner, we can show that
∑
λ∈S′cent\Scent
pλ′+∆/2,s′ ≤
2(2n′ + d− 1)2d d(d−1)2∏d
j=1(j − 1)!
·
( 1
2s′
)1−x· d2−d−22
(165)
where
S′cent :=
{
λ ∈ Ss′ : |λi − s′/d| ≤ (s′)
1+x
2 /2, ∀ i
}
(166)
is just Scent with the restriction |λi − λj | > n′ lifted.
The probability that λ′ 6∈ S′cent vanishes exponentially due to large deviation theory.
Precisely, the following bound holds [63, 64]:∑
λ∈S′cent
pλ′+∆/2,s′ ≥ 1− max
λ′′ 6∈Scent+∆/2
(s′ + 1)
d(d−1)
2 exp
{
−2dYoung(λ
′′, s′/d)2
s′
}
(167)
where s′/d here refers to the Young diagram (s′/d, . . . , s′/d). Substituting in Eq. (166) we
get ∑
λ∈S′cent
pλ′+∆/2,s′ ≥ 1−O
(
e−(s
′)x
)
. (168)
Finally, summarising Eqs. (161), (164), (165), and (168), we get
1− Fs′ ≤ 1− min∆∈S∆
∑
λ∈Scent
√
pλ,s′pλ+∆,s′ (169)
≤
(
d(d− 1)(n′)2
8 + (2n
′ + d− 1)2
)
2d
d(d−1)
2∏d
j=1(j − 1)!
·
( 1
2s′
)1−x· d2−d−22
+O
(
(n′)2
s′
)
+O
(
e−(s
′)x
)
. (170)
Notice that n′ ≈ nγ and s′ ≈ β · n. Taking the large n limit, we get Eq. (92). Since the
above bound holds for any x > 0, the scaling of 1−Fs′ approaches n2γ/s′ in the asymptotic
limit of large s′.
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