Randomization techniques for classifier ensemble construction, like Bagging and Random Forests, are well known and widely used. They consist of independently training the ensemble members on random perturbations of the training data or random changes of a given learning algorithm. In this work we argue that randomization techniques can be defined also by directly manipulating the parameters of a given classifier, i.e., by sampling their values from a given probability distribution. A classifier ensemble can thus be built without first defining a procedure for manipulating the training data or the learning algorithm and the training the individual classifiers. The key issue is to define a suitable parameter distribution for a given base classifier. This provides also a different perspective on existing techniques: the resulting classifier parameters can be seen as if they were drawn from the distribution implicitly defined by a given randomization technique that explicitly manipulates the training data or the learning algorithm. Accordingly, if this distribution is known or can be approximated, one could re-implement existing techniques by randomly sampling the classifier parameters from the corresponding distribution. In this work we provide a first investigation of our approach, starting from an existing randomization technique (Bagging): we analytically approximate the parameter distribution for some well-known classifiers (nearest-mean, linear and quadratic discriminant), and empirically show that, using the approximated distribution, our approach provides ensembles very similar to Bagging. We also give a first example of the definition of a novel randomization technique based on our approach.
Introduction
Ensembles methods have become a state-of-the-art approach for classifier design [1, 2] . Among them, ensemble construction techniques based on randomization are well-known and widely used. The main randomization techniques are Bagging [5] , the Random Subspace Method [3] , Random Forests [4] , and the more recent Rotation Forests [6] . Randomization techniques have been formalized in [4] as independently learning several individual classifiers using a given learning algorithm, after randomly manipulating the training data or the learning algorithm itself. For instance, in Bagging each base classifier is trained on a bootstrap replicate of the original training set; in the Random Subspace Method, each classifier is trained using a random subset of the original features;
Random Forests (ensembles of decision trees) combine the bootstrap sampling of the original training set with a random selection of the attribute of each node, among the most discriminative ones.
The main effect of randomization techniques, and in particular Bagging, is generally believed to be the reduction of the variance component of the expected misclassification probability of a base classifier. Accordingly, such techniques are particularly effective for unstable classifiers, i.e., classifiers that exhibit large changes in their output as a consequence of small changes in the training set.
Decision trees and neural networks are well-known examples of unstable classifiers, as opposed, e.g., to the nearest neighbor classifier [5] . It is worth noting that randomization techniques are parallel ensemble construction techniques, as opposed to another state-of-the-art approach, boosting, which is a sequential one [7] .
In this work we propose a new approach for defining randomization tech-niques, inspired by the fact that existing ones can be seen as implicitly inducing a probability distribution on the parameters of the base classifier at hand. Accordingly, we propose that new randomization techniques can be obtained by directly defining a suitable probability distribution on the parameters of a given classifier; a classifier ensemble can therefore be built simply by randomly sampling the parameter values of its members, without actually manipulating the training data nor running any learning algorithm.
Our approach also provides a different perspective on existing randomization techniques. If their underlying parameter distribution is known, or can be approximated, one could build a classifier ensemble as described above, without running the corresponding procedure for manipulating the training data or modifying (and anyway running) the chosen learning algorithm.
As mentioned above, the key issue of our approach is to define a suitable probability distribution on the parameters of a given base classifier, i.e., capable of providing an advantageous trade-off, in terms of the ensemble performance, between accuracy and diversity of the resulting classifiers. Since this is not a straightforward task, and to our knowledge no previous work investigated the distribution of classifier parameters induced by randomization techniques, in this paper we make a first step by starting from the analysis of the distribution induced by one of the most popular techniques, Bagging. To this aim, we consider base classifiers and learning algorithms whose distribution induced by Bagging can be analytically approximated: two linear classifiers (nearest mean and linear discriminant analysis), and the quadratic classifier. To evaluate the accuracy of our approximation, we compare the empirical parameter distribution produced by Bagging with the one obtained by our model, on artificial and real-world data sets. Based on these results, we also give a first example of a new randomization technique that can be defined based on our approach, by modifying the distribution induced by Bagging on the same classifiers above.
The rest of this paper is structured as follows. In Sect. 2 we provide the necessary details about Bagging. Our approach is then presented in Sect. 3, where the three base classifiers mentioned above are also described. In Sect. 4 we develop an analytical model of the parameter distribution induced by Bagging on such classifiers. Experimental results are reported in Sect. 5. We conclude this paper by discussing limitations and possible extension of our work, in Sect. 6.
Background
The notation used in this paper is summarized in Table ? ?. Throughout the paper we shall use... Randomization techniques for ensemble construction can be formalized as follows [4] . Given a feature space X ⊆ R d , a set of class labels Y, a training
, where x ∈ X and y ∈ Y, and a learning algorithm L, a randomization technique independently learns N different base classifiers h j (·; θ j ) : X → Y, j = 1, . . . , N , by repeatedly calling L, where θ 1 , . . . , θ N are independent and identically distributed (i.i.d.) instances of some random variable Θ.
In practice, the above idea can be implemented by introducing some randomness to the training process of the individual classifiers, i.e., either in the training data or in the learning algorithm, or both. As an example, we focus here on the popular Bagging technique. It has been originally devised for regression tasks, with the aim of reducing the variance component of the expected error (mean squared error) of a given regression algorithm [5] . In the same work it has also been extended to classification algorithms. According the above formalization, in the case of Bagging the random variable Θ is associated to the bootstrap sampling procedure; accordingly, its values correspond to the possible bootstrap replicates T * of the original training set T of size n, obtained by randomly drawing with replacement n instances from it (hence the name, which is an acronym for "bootstrap aggregating"). Therefore, each base classifier h j , j = 1, . . . , N , is learned on a bootstrap replicate T * j , and can be also denoted as h j (·; T * j ). The ensemble prediction is usually obtained by majority voting. For base classifiers that output a real-valued score, simple averaging can also be used.
As the ensemble size N increases, its output approaches the asymptotic Bagging prediction. If majority voting is used, for an input instance x the asymptotic Bagging prediction is the class label y * defined as:
Several authors (e.g., [5, 8, 9] ) have shown that ensembles of 10 to 25 "bagged" classifiers attain a performance very similar to the one of larger ensembles, and thus of the asymptotic Bagging. This is a useful, practical guideline to attain a trade-off between computational (both space and time) complexity and classification performance.
Since [5] , Bagging is known to be effective especially for unstable classifiers. Well-known examples of unstable classifiers are decision trees and neural networks. In particular, several authors have observed that Bagging tends to reduce the variance component of the expected loss (usually, the misclassification probability) of a given base classifier [10, 11] . Other explanations of Bagging have also been proposed; for instance, in [12] it has been argued that Bagging equalizes the influence of training instances, and thus reduces the influence of outliers; this is due to the fact that every instance in T has a probability approximately equal to 0.632 of appearing in a bootstrap replicate, and thus each outlier is present on average only in 63% of bootstrap replicates.
A thorough analysis of the stabilizing effect of Bagging has been carried out in [8, 13] for two widely used linear classifiers: the Linear Discriminant and the Nearest Mean Classifier. In these works it was pointed out that the degree of instability of a given classifier depends also on the training set size: the smaller the training set, the higher the instability, which in turn leads to a worse classification performance. In particular, the above linear classifiers turned out to exhibit a very unstable behavior (and thus a maximum of the generalization error) for critical values of the training set size n around the number of features d, and Bagging was capable of improving their performance only under this condition.
With regard to our approach to the development of new randomization tech-niques, we point out that useful insights on the definition of suitable parameter distributions could be provided by the study of the distributions induced by existing techniques, like Bagging.
A parameter randomization approach for ensemble construction
Consider a given classification algorithm, e.g., a linear classifier with discriminant function w · x + w 0 implemented as the linear discriminant classifier (LDC), or a neural network trained with the back-propagation algorithm. Let ψ denote the parameters that are set by its learning algorithm L, e.g., the coefficients of a linear classifier (in this case, ψ = (w, w 0 )), or the connection weights of a neural network.
Consider now any given randomization technique R (e.g., Bagging), defined by some manipulation procedure of the training set or of L. The classifiers of an ensemble of size N obtained using R can be denoted as h 1 (x; ψ(θ 1 )), denotes the coefficients (w j , w 0,j ) obtained by the chosen learning algorithm (e.g., LDC) on a bootstrap replicate T * j of the original training set. In the above setting, the parameters ψ(θ j ) can be seen as i.i.d. realizations of a random variable Ψ = Ψ(Θ), whose distribution is implicitly defined by the considered randomization technique R and learning algorithm L, and is parametrized by the training set at hand. Accordingly, we write such a distribution as P R,L [Ψ].
Note that also the realizations ψ(θ i ) are i.i.d. because they are functions of i.i.d. realizations of Θ.
A first consequence of the above formalization is that it enables an alternative procedure for constructing a classifier ensemble using a known technique R, in the case when the distribution P R,L [Ψ] is known or can be approximated. More interestingly, the above formalization suggests a different approach for developing novel randomization techniques, alternative to the definition of a given procedure for manipulating the training data or modifying L, and then to run L to obtain each ensemble member. This approach consists in directly defining a suitable distribution P L [Ψ], not related to any actual procedure R for manipulating the training data or the learning algorithm. one can then build the ensemble members by sampling from such a distribution the corresponding parameter values, without carrying out any training procedure. As pointed out in section1, this approach translates the requirement of defining an effective procedure (in terms of ensemble performance) for manipulating the training data or the learning algorithm, into defining a suitable distribution P L [Ψ]. This task is not straightforward, for several reasons.
One reason is that different distributions should be defined for base classifiers characterized by different parameters (e.g., decision trees and neural networks).
This does not happen for several techniques based on the traditional approach, instead, like Bagging and the Random Subspace Method, which consist in manipulating only the training data, and can therefore be applied to any base classifier. On the other hand, a technique like the Random Forest is specific to decision trees. Another reason is that understanding the joint effect of the parameter values of a given classifier (e.g., the connection weights of a neural network) on its performance, and on the performance of an ensemble of such classifiers, can be very difficult.
Accordingly, in this work we chose to investigate our approach starting from the analysis of the parameter distribution induced on a given classifier by a randomization technique defined according to the traditional approach, i.e., by an explicit manipulation procedure of training data or of the learning algorithm. With no loss of generality, we consider a two-class problem, with class labels Y ∈ {+1, −1}. The results can be easily extended to multi-class problems. For the sake of simplicity, we assume that the training set T contains the same number n of instances from both classes:
. The analytical results are very similar when the above assumption does not hold.
We also make the usual assumption that training instances are i.i.d. To enable analytical derivations, we consider Gaussian class-conditional distributions. We then show in Sect. 4.6 how our results can be generalized to the case of non-Gaussian, and even unknown distributions.
In the following we shall use Greek letters to denote the parameters of the probability distributions, and Roman letters for other quantities, including estimated distribution parameters (statistics); vectors in Roman letters will be written in bold. For a given statistic a estimated from T (e.g., the sample mean of class +1), we shall denote by a * (j), j = 1, . . . , N , its bootstrap replicates, and with a * the corresponding random variable.
We denote by m 1 = (m 1,1 , . . . , m 1,d ) and by S 1 the maximum likelihood estimates of the mean µ 1 and covariance matrix Σ 1 of class +1, i.e.:
We denote the analogous quantities for class −1 by m 2 and S 2 .
In our derivations four random variables play the main role: the sample mean m * k and the sample covariance matrix S * k of the bootstrap replicates of T , k = 1, 2.
Since the sample mean of n i.i.d. instances drawn from a multivariate Gaussian N (µ, Σ) follows the distribution N (µ, 1 n Σ), according to the results in [14] we can approximate the distribution of m * k , k = 1, 2, with two independent multivariate Gaussian distributions:
Note that the above approximation is valid even when the data distribution is non-Gaussian, provided that n large enough, in virtue of the Central Limit Theorem (CLT). At this purpose, there exists a heuristic rule according to which for n ≥ 30 the application of the CLT is well justified. In some cases, a smaller value of n is enough, as we shall show in Sect. 5.1.
Beside m * k , the sample covariance matrix S * k is a random variable, too. However, it is not easy to analytically solve the problem by considering both mean and covariance matrix as random variables because, as a consequence of Eq.
(2), we should consider two dependent random variables m * k and S * k and the derivation of the parameter distributions would become very difficult (especially when we will compute the inverse of the covariance matrix).
To further simplify our analysis, we shall approximate the sample covariance matrices of any bootstrap replicate T * (j) with the corresponding (constant) covariance matrix of the data distribution:
We shall evaluate by numerical simulations the accuracy of this approximation in Sect. 5. Accordingly, in our analysis only the m * k 's are random variables. Based on the above assumptions and results, in the following subsections we derive the parameter distributions of the classifiers mentioned above, and summarized in Sect. 4.1, under the assumption of Gaussian class-conditional distributions, and under different forms of the covariance matrices Σ 1 and Σ 2 :
• Case 1: identical covariance matrices, proportional to the identity matrix:
• Case 2: identical covariance matrices, proportional to the identity matrix but with different diagonal values:
• Case 3: identical covariance matrices having a general form: Σ 1 = Σ 2 = Σ.
• Case 4: diagonal covariance matrices, different from each other:
We finally consider in Sect. 4.6 the most general case of non-Gaussian or unknown data distribution.
Base classifiers
Here we summarize the three base classifiers considered in this work considering their "ideal" discriminant function, i.e., written in terms of the true parameters of the underlying data distribution. For the sake of simplicity we only consider the case of identical class priors. All such classifiers provide the optimal discriminant function (either asymptotically with respect to training set size, or in the ideal case when the data distribution is known) when the classconditional distributions are Gaussian, under different forms of the covariance matrices of the two classes. This fact makes it easier to analytically derive the parameter distributions of the corresponding "bagged" classifiers.
Nearest-mean classifier (NMC). This is a linear classifier whose discriminant function is defined as:
where
This is the optimal classifier, if the class-conditional distributions are Gaussian
Linear Discriminant Classifier (LDC). The LDC is another well-known linear classifier. Its discriminant function is equal to (5) , where:
and Σ = 1 2 (Σ 1 + Σ 2 ). The LDC is the optimal classifier, if the class-conditional distributions are Gaussian with identical covariance matrices (of any form):
Quadratic Discriminant Classifier (QDC). This classifier produces a quadratic discriminant function:
The QDC is the optimal classifier, when the class-conditional distributions are Gaussian, without constraints on the form of covariance matrices.
Case 1: identical covariance matrices proportional to the identity matrix
In this section we assume
for some value of σ ∈ R, where Σ denotes the common covariance matrix.
Parameter distribution of the "bagged" classifiers
Due to our approximation (4), under assumption (10) the LDC and QDC classifiers coincide with the NMC (see Sect. 4.1). Their discriminant function is given by Eq.
. Such a function is a hyperplane orthogonal to the line joining µ 1 and µ 2 , and it is independent on Σ. A single classifier is therefore described by means of d + 1 independent parameters, i.e. w (a d-dimensional vector) and w 0 = w · x 0 (a scalar value). Consequently, the parameter vector
According to approximation (4), also the "bagged" QDC and LDC coincide with the "bagged" NMC, which is defined by w
, where both quantities are independent on Σ.
Our goal is to derive the distribution of the corresponding parameter vector
is not, and involves non-central Chi-Squared distributions which are more difficult to treat. For this reason we consider the following, redundant parameter vector:
since also the distribution of x * 0 is Gaussian. From the above discussion, it follows that the distribution of Ψ * can be approximated by a Gaussian:
where the expected value ξ ∈ R 2d and the 2d × 2d covariance matrix Σ ξ are given by
and Σ w * ,x * 0 is a d × d matrix whose components are the covariances among all the w * and x * 0 components:
According to assumption (10) we have:
Note that the above results follow from the following properties: i) m * 1 and m * 2 are independent random variables; ii) the components of the random vectors m * 1 and m * 2 are independent on each other, since the features are uncorrelated according to assumption (10) ; iii) the Normal distribution belongs to the Lévy alpha-stable distribution family [18] , i.e. linear combination of independent Normal variables is a Normal variable. We also point out that the off-diagonal terms of the sub-matrix Σ w * ,x * 0 are equal to zero because the random variables x * 0i and w * j are independent for i = j. The situation is different for the diagonal terms cov(x * 0i , w * i ) because the random variables
the only exception is when both classes have the same number of training instances, in which case also the latter terms are null. 1 Finally, we point out that, although the discriminant function of a single NMC does not depend on Σ, the covariance matrix Σ ξ of the corresponding parameter distribution, given by Eq. (12), does depend on Σ.
Confidence regions for the distribution parameters
In this section we derive the confidence regions for the parameters of the distribution derived above. We assume to deal with a finite number n of instances. In this case the estimation of the "distance" between the true and the estimated statistic is given by the confidence regions involving the Student's t-distribution [19] for the one-dimensional case, and the Hotelling's T -squared distribution [20] (which is a generalization of the former) used for multivariate tests. We consider this kind of distributions in place of the standard confidence intervals because generally we do not know the covariance matrix of the data 1 Denoting by n 1 and n 2 the number of training instances of the two classes, the diagonal terms of Σ w * , Σ x * 0 , Σ w * ,x * 0 become respectively σ 2 1
and we use its maximum likelihood estimate (see Eq. (2)). In particular, in the one-dimensional case (d = 1) the considered classifiers are defined only by the parameter x 0 = (µ 1 + µ 2 )/2. In this case the confidence interval is given by:
where t
2n−1 is the (1 − α)-th percentile of the Student's t-distribution for 2n − 1 degrees of freedom, m 1 and m 2 are the sample means, and s is the estimated standard deviation of the data.
In the more general case of d > 1, the set of hypotheses we have to test is:
According to the T 2 Hotelling test (which generalizes the Student's t-test discussed above), the hypothesis H 0 is accepted with probability 1 − α, if:
) (with m Ψ * and S Ψ * estimated values of ξ and Σ ξ respectively) and T 2 2d (n − 1, α) is the α-th percentile of the 2d-dimensional T 2 Hotelling distribution with n−1 degrees of freedom. Eq. (18) represents the confidence ellipsoid centered in ξ (0) . Obviously, the hypothesis H 0 is refused (with the same probability), if T 2 Ψ * > T 2 2d (n − 1, α).
Case 2: identical, diagonal covariance matrices
We now discuss the case in which the covariance matrices of the classes are identical and proportional to the identity matrix, but with different diagonal values, i.e.:
where σ = (σ 2 1 , . . . , σ 2 d ). The LDC is the optimal classifier under the above assumption, and coincides with the QDC. We analyze first these two classifiers. Their decision function is the one of Eq. (5), where x 0 and w are given by Eq. (7), with w depending on the matrix Σ. Accordingly, the resulting discriminant function is again a hyperplane, but it is not orthogonal to the line joining µ 1 and µ 2 .
In order to derive the distribution of the parameters Ψ * = (w * , x * 0 ) of the "bagged" classifier, we recall the following well-known property. If X ∼ N (µ, Σ) is a p-dimensional random variable with a multivariate Normal distribution, and A and b are respectively a non-singular matrix and a vector of proper size, then also Y = AX + b has a multivariate Normal distribution, such that Y ∼ N (Aµ + b, AΣA T ). This implies that Ψ * has a multivariate Normal distribution
and Σ ξ has the same structure as in Eq. (13), where:
Note that also in this case Σ w * ,x * 0 is the null matrix only if the classes exhibit identical prior probabilities, otherwise it is a diagonal matrix. 2 Consider now the NMC, which is suboptimal under assumption (19) . In this case, the parameter distribution of the "bagged" NMC turns out to be the one derived in Sect. 4.2.1, given by Eqs. (13) and (15), where
i . Consider finally the confidence regions for the distribution parameters (20) and (21) . We obtain results similar to the ones discussed in Sect. 4.2.2 where m Ψ * and S Ψ * , in the T 2 Ψ * formula, are the estimated values of ξ and Σ ξ respectively, given by Eqs. (20) and (21). 2 For two-class problems with n 1 and n 2 instances of the two classes in the training set, the diagonal terms of Σ w * , Σ x * 0 and Σ w * ,x * 0 become respectively 1 
Case 3: identical covariance matrices
Here we discuss the case of identical covariance matrices having a general form: 
Case 4: different, diagonal covariance matrices
Here we present the results when the covariance matrices of the classes are different and have a diagonal form:
where σ 2 k = (σ 2 k,1 , . . . , σ 2 k,d ), k = 1, 2.
Parameter distribution of the "bagged" classifiers
The QDC is the optimal classifier under assumption (23). Its decision function is given by Eqs. (8) and (9) . Due to assumption (4), the quantity
) is a constant term. Accordingly, the parameter of the "bagged" QDC classifier whose distribution we have to derive is Ψ * = (w * , w * 0 ). First, according to Eq. (9) we have:
It is easy to see that w * approximately follows a multivariate Normal distribution:
Next, to derive the distribution of w * 0 it is convenient to multiply it by the number of training instances of each class, n, and to rewrite the resulting quantity (see Eq. (9)) as w * 0,1 − w * 0,2 , where:
Consider now that {m * k,i } i=1,...,d , k = 1, 2, are independent random variables, and their distribution is approximately Gaussian; this implies:
It follows that the random variables w * 0,k in Eq. (26) approximately follow noncentral Chi Squared distributions with d degrees of freedom [21] :
where ρ k is given by:
We point out that the components of the random variable w * = (w * 1 , . . . , w * d ) are independent on each other (due to assumption (23)), but they are not independent on w * 0,1 and w * 0,2 . For instance, the covariance between the first component of w * and w * 0,1 , calculated under the assumption of independent features, is cov w * 1 , w * 0,1 = 2µ1,1 σ 2 1,1 . In the same way one obtains the covariance between the other components of w * and w * 0,1 or w * 0,2 . Consider finally the "bagged" LDC and NMC, which are suboptimal under assumption (23). Their parameter distribution is the one we obtained in Sects. 4.2-4.4, where Σ = 1 2 (Σ 1 + Σ 2 ), depending on the form of Σ.
Confidence regions for the distribution parameters
The confidence region for the multivariate Gaussian random variable w * given by Eq. (24) can be computed by means of the T 2 Hotelling test, as previously discussed. The set of hypotheses that has to be tested is indeed:
where ω 0 = (ω 01 , . . . , ω 0d ) is a known vector. We accept the hypothesis H 0 with
, whereas m w * and S w * are the estimates of the distribution parameters of w * in Eq. (25). The derivation of the confidence region for the non-central Chi-Squared variables w * 0,1 and w * 0,2 is more difficult [15] , and we omit it for the sake of simplicity.
General case: non-Gaussian or unknown data distribution
Up to now we derived the distribution of the parameters of "bagged" classifiers under the assumption that the data has a multivariate Gaussian distribution with known class-conditional means µ k and covariance matrices Σ k . In practice one has no access to the true values of µ k and Σ k . Nevertheless, in the case of Gaussian data distribution, all the above results still hold by further approximating the distribution (3) of the random variable m * k by the following Gaussian distribution, in which the sample means m k and covariance matrices S k (estimated from T , see Eq. (2)) are used in place of µ k and Σ k : 4 i.e.:
Moreover, thanks to the CLT the distribution of m * k is approximated with good accuracy by Eq. (32) even if the underlying data distribution is non-Gaussian, provided that the sample size n is sufficiently large as already mentioned above (say, n > 30, although in practice even a small value of n is enough, as we will show in Sect. 5.1). In particular, this allows the above results to be exploited also in the practical case of unknown data distribution.
According to our approach and to the above results, we are now in the position of presenting the procedure for constructing an ensemble of N NMC, LDC or QDC classifiers, using our approach to simulate Bagging, in a practical setting with unknown data distribution. Given the decision functions of such classifiers in Eqs. (5)-(9), one has to independently sample N instances of their parameters, i.e., Ψ * (j) = (w * (j), x * 0 (j)) for NMC and LDC, and Ψ * (j) = (w * (j), w * 0 (j)) for the QDC, with j = 1, . . . , N . The corresponding distributions depend on µ k and Σ k , that we approximate with m k and S k , k = 1, 2. Note that, generally, the sample covariance matrices S 1 and S 2 are different and non-diagonal. For each base classifier, the distributions are the following ones:
NMC : the distribution of Ψ * = (w * , x * 0 ) is approximated by a multivariate Gaussian N (ξ, Σ ξ ) as in Sect. 4.2; the values of its mean ξ and covariance matrix Σ ξ are given by Eqs. (13) and (15), where the scalar σ 2 is approximated by the mean value of the diagonal elements of 1 2 (S 1 + S 2 ).
LDC : according to Sect. 4.4, the distribution of Ψ * = (w * , x * 0 ) is a multivariate Gaussian N (ξ, Σ ξ ), and the values of ξ and Σ ξ are given respectively by Eqs. (20) and (21) . In practice, the vector σ 2 is approximated by the diagonal of the matrix S = 1 2 (S 1 + S 2 ). If needed, we first rotate the feature space such that the resulting S is diagonal (its elements are the eigenvalues of the original matrix S, as explained in Sect. 4.4).
QDC : in Sect. 4.5 we derived the distribution of the parameter Ψ * = (w * , w * 0 ). In practice, an alternative and easier way to obtain the parameters of the "bagged" QDC according to our approach is to sample only the values of the random variables m * 1 and m * 2 , whose distributions are approximated by Eq. (32), and to plug them into Eq. (9), in which the covariance matrices Σ k are approximated by the corresponding S k .
Experiments
To evaluate the proposed randomization approach we carry out experiments on ten different data sets, using the three base classifiers NMC, LDC and QDC.
Our first aim is to verify whether and to what extent the distribution of the parameters of classifiers obtained by Bagging can be approximated by the Normal distributions we derived in Sect. 4. Secondly, we compare the classification performance of Bagging and of classifier ensembles obtained by our approach using the same classifier parameter distributions derived for Bagging. Finally, we show an example of a "synthetic" randomization technique obtained by modifying the classifier parameter distributions we derived for Bagging.
The main characteristics of the data sets are reported in Table 1 . We used two artificial datasets whose distribution is known, and eight real-world data sets from the UCI repository. 5 Both artificial data sets exhibit Gaussian classconditional distributions; in 'Uncorrelated Gaussian' they are identical and proportional to the identity matrix, which is the setting investigated in Sect. 4.2 (Eq. (10)), whereas in 'Correlated Gaussian' 6 they are identical to a diagonal matrix such that the variance of the second feature is equal to 40 and the other ones are equal to 1. The 'Correlated Gaussian' data set is also rotated for the first two features using a rotation matrix
We randomly subdivided each data set, using stratified sampling, into a training set made up of 80% of the instances and a test set containing the remaining instances. To evaluate the effect of training set size on our approach, we considered four different training sets of increasing size, 2n (1) (4) where 2n (4) corresponds to the original training set; we then set the smallest size 2n (1) equal to the number of features d, which corresponds to the "instability region" where Bagging was found to particularly effective for the considered classifiers in [13] (see Sect. 2); we then set the intermediate sizes 2n (2) and 2n (3) equally divided between 2n (1) and 2n (4) . We built the training sets of size lower than 2n (4) by a stratified sampling from the original training set. For each base classifier and training set size we built two ensembles of N = 31 classifiers: one using Bagging, and one using our approach and the parameter distribution idicated in Sect. 4.6. We repeated the above procedure for ten times. All the results will be reported in terms of averages and standard deviations over the ten runs of the experiments.
Verification of the Gaussianity of the classifier parameters obtained by Bagging
To evaluate the accuracy of the approximation of the distribution of classifier parameters we derived in Sect. 4, we focused on two data sets: the artificial Uncorrelated Gaussian data set, and the real-world Breast Cancer data sets. We remind the reader that the former exhibits Gaussian class-conditional covariance matrices, whereas the distribution of the latter is unknown and its features are correlated.
In particular, we evaluated whether the distributions of the vectors w * and x * 0 obtained by Bagging using the NMC and LDC are well approximated by the derived multivariate Normal distributions, using the well known Jarque-Bera gaussianity test [16] . It is commonly used for verifying if the input comes from a Normal distribution with unknown parameters, corresponding to the null hypothesis. In particular, when the p-value [17] is smaller than 0.05, the test rejects the null hypothesis at the default 5% significance level (which means that the distribution is not Gaussian), otherwise the null hypothesis is accepted (i.e., the distribution is considered Gaussian).
We performed the test for each w * and x * 0 component separately because, if a random vector follows a Gaussian distribution, its individual components are Gaussian random variables too. We also performed the test for two training set sizes: comparison in the instability region (we chose 2n (1) = 10 for both data sets, since the number of features is 10 for Uncorrelated Gaussian and 9 for Breast Cancer) and for a larger training set size (corresponding to 2n (2) = 300 and 2n (3) = 300, respectively).
Let us note that we did not perform the test for the QDC because in this case a different approach was used (as explained in Sec. 4.6). Indeed, it is obvious that we can not get a Gaussian bootstrap replicate distribution by sampling from random variables m * 1 , m * 2 and plugging the obtained values into Eq. (9). We show the results in Tables 2, 3 and 4. Tables 2 and 3 show the results for the Uncorrelated Gaussian and Breast Cancer data set, respectively, obtained using NMC as the base classifier, wherex x * 0 denote the same quantities for the components of x 0 obtained by the original Bagging (columns 3 and 4). We point out that such means and variances were computed over 310 values, given by 31 classifiers × 10 runs of the experiments. Similarly,w * and σ 2 w * denote the same quantities for the components of w obtained by the simulated (columns 6 and 7) and the original Bagging (columns 8 and 9). In columns 5 and 10 we show the p-value related to each x 0 and w component, respectively.
According to the test, the random variables x * 0 and w * obtained from Bagging follow Gaussian distributions for both data sets, and for both training set sizes. Indeed, the p-value is always greater than the default value 0.05 except for sporadic cases in the instability region. In particular, the p-value increases in both cases as the training set size increases, which is in agreement with the CLT.
We point out that, for the two data sets above, in the instability region the training set size 2n (1) = 10 is lower than 30, which, according to the heuristic rule mentioned in Sect. 4, is the minimum value which justifies the application of the CLT. This fact provides evidence that, as we mentioned in Sect. 4, the distribution of the classifier parameters obtained by Bagging can be well approximated by a Gaussian also for a training set size lower than 30, even if the original data distribution is not Gaussian.
We finally point out that the average parameter values obtained by the simulated Bagging are very close to the ones of the original Bagging.
In Table 4 , we show the results obtained using the LDC as base classifier.
Since the vector x 0 is identical to the one of the NMC classifier, we omit it. For this classifier it was not possible to compute the parameter w * for a training set size equal to 2n (1) , since in the instability region the covariance matrix of the data is ill-conditioned. On the other hand, for a training set size 2n = 300, the random variable w * (as well as x 0 , see above) is well approximated by a Gaussian distribution for both data sets, as in the case of the NMC. Accordingly, Bagging can be effectively simulated by our approach for the NMC and LDC classifiers using the distribution of classifier parameters we derived in Sect. 4, also in the practical cases of data sets with unknown distribution.
Performance comparison
In this section we further compare the original Bagging with its implementation based on our approach (that we implemented according to Sect. 4.6), in terms of their classification performance. For each base classifier and training set size we report the error rate of Bagging, E b , and the relative difference between it and the error rate E s of our approach (where 's' stands for "simulated Bagging"), given by E b −Es E b . The results are reported in Tables 5-7 , respectively for the NMC, LDC and QDC. We report only the average values over the ten runs of our experiments, because the variance was alwys very small: its maximum value (over all classifiers and data sets) was about 0.06, but most of its values were of the order of 10 −3 . In some cases (denoted by "-" in the tables) it was not possible to use the LDC and QDC, due to their singular covariance matrices. We also summarize the relative differences between the error rates in Tables 5 and 6 show that our approach provided a classification performance very close to Bagging, when the NMC and LDC were used as the base classifier.
The only exception is the LDC on Breast Cancer and Blood datasets: in both cases our approach attained a significantly greater error rate than Bagging, in the first dataset for the training set size equal to 2n (1) , and in the second one for training set sizes equal to 2n (3) and 2n (4) .
When the QDC was used as the base classifier, Table 7 shows a similar trend, with a few more exceptions: our approach attained a significantly greater error rate than Bagging on Breast Cancer (for a training set size of 2n (2) ), Blood (for all training set sizes) and Correlated Gaussian (for the 2n (3) and 2n (4) training set sizes).
The reason of the lower performance attained by our approach when using the LDC and QDC can be twofold. Firstly, if the covariance matrix of the data is ill-conditioned, the accuracy of the approximation of the classifier parameter distribution decreases, as it depends on the inverse of the covariance matrix.
Secondly, our assumption that the covariance matrix of bootstrap replicates is constant and equal to the one of the original training set (see Eq. (4)) may be not accurate enough in some cases. Table 2 : NMC base classifier, Uncorrelated Gaussian data set. Comparison between mean value and variance of the x * 0 and w * components of the classifier parameter obtained by our approach (columns 1-4) and by Bagging (columns 6-9), for training set sizes 2n (1) = 10 and 2n (2) = 300. The p-value for the Normality test (see text) is shown for all the elements of the above vectors obtained by Bagging: a value higher than 0.05 means that the corresponding random variable has a Normal distribution, at the default 5% significance level.
2n = 10
Our approach Bagging Our approach Bagginḡ 
Synthesizing new randomization techniques: an example
The above experiments showed that Bagging can be also implemented according to our approach, using the considered base classifiers, thanks to the Table 2 for the details.
2n = 10
Our approach Bagging Our approach Bagginḡ Our approach Bagging Our approach Bagginḡ Intuitively, we expect that increasing the variance of the parameter distribution results in a greater diversity among the individual classifiers, and thus in their lower average accuracy. In other words, this should shift the accuracydiversity trade-off in favour of a higher diversity. Accordingly, for comparison we also applied the Nice Bagging technique proposed in [8] for discarding "poor" individual classifiers: it simply works by adding to the ensemble only classifiers exhibiting a lower error rate than the one of a base classifier trained on the Table 8 and Fig. 5.3 .
It can be seen that our "synthetic" randomization technique attained a performance which is "reasonable", in the sense that it is close to the one of "real" randomization techniques like Bagging and Nice Bagging; in particular, it even outperformed such techniques on Breast Cancer (for all training set sizes), Blood and Ilpd (for training set sizes 2n (3) and 2n (4) ), and Heart (except for the smallest training set size).
This is a first evidence of the viability of our alternative randomization approach, which motivates further investigations on criteria for defining suitable distributions of classifier parameters.
Discussion and conclusions
We proposed a novel approach to randomization-based techniques for classifier ensemble construction. It is based on modeling the probability distribution On the one hand, our approach can be applied to existing randomization techniques only if the induced parameter distribution can be analytically derived or can be at least approximated, which can be difficult from some techniques, base classifiers and learning algorithms. In this case, the main practical advantage is the reduction of processing cost in the ensemble construction stage.
On the other hand, this approach may also enable the definition of novel, "synthetic" randomization techniques, by explicitly defining a suitable parameter distribution for a given base classifier, without deriving it from an actual data manipulation procedure. The crucial point in this case is to define a distribution that can provide a good trade-off between accuracy and diversity of the resulting classifiers, in terms of the corresponding ensemble performance.
To this aim, a useful starting point is the analysis of the parameter distribution induced by existing randomization techniques. In this work we made a first step in this direction: first, we analytically derived the parameter distribution induced by Bagging on three well-known classifiers; second, we modified the derived distribution (only for the NMC, as a preliminary attempt) to obtain a different, "synthetic" randomization technique.
Our results have shown that the parameter distribution induced by Bagging on the considered classifiers can be approximated by a Gaussian, parametrized by the statistics estimated from the original training set. The accuracy of such an approximation increases as the training set size n increases, and is already good for n 30. This is witnessed by the corresponding ensemble performance, which turned out to be very close to the one of Bagging on several benchmark data sets, especially when the base classifier is the NMC.
The accuracy of our approximation could be further increased by deriving also the distribution of the sample covariance matrix of bootstrap replicates of the training set, that in our derivations was assumed to be a constant value.
Our analytical results are limited to a single randomization technique (Bagging) and to three classifiers (NMC, LDC and QDC). Deriving the parameter distribution for other techniques or classifiers (e.g., Bagging applied to neural networks, or the Random Forests technique) can be more difficult, but is an obvious and very interesting follow-up of this work. Another necessary and interesting follow-up is to investigate criteria for defining novel randomization techniques through the direct definition of the corresponding parameter distribution. 
