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Molten Salt Reactors (MSRs) are a class of Generation IV nuclear reactors using molten 
salts as Heat Transfer Fluids (HTFs). MSRs have two major variants, namely, solid fuel reactor 
(salt-cooled reactor) and liquid fuel reactor (salt-fueled reactor). This study primarily focuses on 
the solid fuel MSRs, i.e., the Fluoride-salt-cooled High-temperature Reactors (FHRs).  
FHRs adopt TRistructural-ISOtropic (TRISO) fuel particles, low-pressure liquid fluoride 
salts, and passive decay heat removal systems, such as the Direct Reactor Auxiliary Cooling 
System (DRACS). Although FHRs bring these benefits, there are a number of key technology 
gaps/issues that need to be addressed for FHR development. In this study, two key technology 
gaps/issues have been addressed for FHRs: (1) molten salt natural circulation in a passive decay 
heat removal system and (2) management/control of tritium, whose production rate in FHRs is 
expected to be significantly higher than that in Light Water Reactors (LWRs).   
In this study, both the heat transfer and friction characteristics of molten salts in straight 
circular pipes were first numerically investigated by a Computational Fluid Dynamics (CFD) tool, 
STAR-CCM+. The CFD results were then validated by comparing with experimental data in the 
literature and correlation predictions. Our analysis showed that molten salts in the transitional and 
turbulent flow regimes acted as ordinary HTFs, for which conventional forced convective heat 
transfer correlations could be applied with ±20% uncertainties in general. As for molten salts in 
the laminar flow regime, however, both the correlation results and CFD predictions without 
considering the effects of buoyancy and radiative heat transfer in molten salts significantly 
 xxx 
underestimated the salt Nusselt number, which could be as large as 40% and 30% lower, 
respectively. These significant discrepancies were attributed to the fact that the buoyancy effect 
and radiative heat transfer effect were generally not negligible for laminar flows of molten salts, 
which was demonstrated by good agreement (within ±14% uncertainties) between experimental 
data and CFD predictions considering those two effects.  
The molten salt natural circulation in a single loop and multiple coupled loops, similar to 
the passive decay heat removal system DRACS, was then investigated by a one-dimensional (1D) 
NAtural Circulation COde, NACCO, developed in this research. The above finding, i.e., the non-
negligible effects of buoyancy and radiative heat transfer in laminar flows of molten salts, was 
further confirmed by comparing the code results with two high-temperature natural circulation 
experiments using NaNO3-KNO3 and FLiBe as coolants, respectively. This validated 1D code 
NACCO was then applied to a FLUoride Salt Test FAcility, FLUSTFA, which was designed based 
on a scaling analysis and constructed in this research to experimentally investigate the DRACS 
performance under steady-state and various transient scenarios.  
In addition, another technology gap/issue, tritium management, was studied for FHRs. Two 
strategies were proposed for tritium mitigation in FHRs, namely, Double-Wall Fluted-Tube Heat 
eXchanger (DW-FTHX) with a tritium carrier and Single-Wall FTHX (SW-FTHX) with a tritium 
barrier options. These two options were then evaluated by a 1D coupled HEat and MAss Transfer 
code, HEMAT, developed and benchmarked in this study. It was found that both the optimum 
designs of the two options, DW-FTHX with a tritium carrier (helium) and SW-FTHX with a tritium 
barrier (silicon carbide), could effectively reduce the total tritium leakage rate to several curies per 
day, the same order of magnitude in a typical LWR.  
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This research provides a comprehensive study of thermal-hydraulic characteristics of 
molten salts. The key findings identified in this research can help improve design and modeling of 
passive decay heat removal systems for FHRs/MSRs and accuracy of code predictions of 
FHR/MSR performance. In addition, the two strategies identified as effective ways for tritium 
mitigation can support advancing the development of FHRs, fusion reactors, and other 
reactors/fields where tritium management/control is needed. 
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Chapter 1 Introduction 
 
1.1 Background 
1.1.1 Fluoride-salt-cooled High-temperature Reactors 
The Fluoride-salt-cooled High-temperature Reactors (FHRs) are promising Generation IV 
nuclear reactors due to their improved safety designs, near atmospheric working pressure, and high 
electric power conversion efficiency. An FHR layout is shown schematically in Figure 1-1, which 
consists of the primary loop, intermediate loop, Direct Reactor Auxiliary Cooling System 
(DRACS) loop, and power conversion loop (Varma et al., 2012). The heat generated in the reactor 
core is transferred through the Primary-to-Intermediate Heat eXchanger (P-IHX) from the primary 
salt to the intermediate salt and then through the Intermediate-to-Power cycle HX (I-PHX) from 
the intermediate salt to water/steam in a Rankine cycle or helium/supercritical CO2 (sCO2) in a 
Brayton cycle for power generation.  
An example of the various FHR designs is the Advanced High-Temperature Reactor 
(AHTR) proposed by the Oak Ridge National Laboratory (ORNL) utilizing FLiBe (7LiF-BeF2) as 
the primary coolant (Holcomb et al., 2011). One of the key design features of the AHTR is the use 
of a passive decay heat removal system, namely, DRACS, with the ability to reject the heat to the 
environment following reactor shutdown. The DRACS consists of three coupled natural 
circulation/convection loops, relying completely on buoyancy as the driving force. Due to the 
density difference of the primary salt in the reactor core and the shell side of the DRACS Heat 
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eXchanger (DHX), a natural circulation flow of the primary salt develops in the reactor vessel and 


















































Figure 1-1 Schematic of an FHR 
 
Similarly, a DRACS salt natural circulation flow develops due to the density difference of 
the DRACS salt on the tube sides of the DHX and Natural Draft Heat eXchanger (NDHX). Air 
flows on the NDHX shell side to remove heat by natural convection. Typically, a fluidic diode is 
employed beneath each DHX to provide a significantly larger flow resistance in the upward flow 
direction than that in the downward flow direction and prevent excessive heat losses to the DRACS 
during reactor normal operation. These natural circulation/convection loops are coupled through 
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the DHX, which is immersed in the primary coolant FLiBe in the reactor vessel, and the NDHX, 
which is located inside an air chimney. In the AHTR design, the decay heat is transferred through 
the DHX from the primary salt FLiBe to the DRACS salt KF-ZrF4 and then through the NDHX 
from the DRACS salt KF-ZrF4 to the ambient air in the air chimney.  
There is no FHRs in operation currently, but related research activities have been 
significantly increased in recent years. In the U.S., a number of FHR designs have been proposed, 
such as the AHTR, a large FHR design of 3400 MWth, and Small modular AHTR (SmAHTR), a 
small modular FHR design of 125 MWth, proposed by ORNL (Varma et al., 2012; Greene et al., 
2010), Pebble-Bed FHR (PB-FHR) proposed by a university consortium (Andreades et al., 2014), 
consisting of the Massachusetts Institute of Technology, University of California - Berkeley, and 
University of Wisconsin - Madison, and KP-FHR proposed by Kairos Power (2018). There are a 
number of FHR designs overseas as well, such as the Thorium Molten Salt Reactor - Solid Fuel 1 
(TMSR-SF1) proposed by Shanghai Institute of Applied Physics in China (Dai and Liu, 2013; Liu 
et al., 2016).  
Despite recent significant research and development activities on FHRs, a number of key 
technology gaps/issues exist for FHR neutronics, thermal hydraulics, and materials (Rahnema et 
al., 2019; Lin et al., 2019; Singh et al., 2019). A Thermal Hydraulics Phenomena Identification 
and Ranking Table (TH-PIRT) study was performed to identify the key technology gaps/issues 
related to thermal hydraulics of the AHTR (Lin et al., 2019). For the events of Station Blackout 
(SBO) and simultaneous inadvertent withdrawal of all control rods, key phenomena related to 
thermal hydraulics that need further investigation were identified, including thermophysical 
properties of the FLiBe salt, molten salt natural circulation in the passive decay heat removal 
system DRACS, HX performance, primary pump performance, upper/lower plenum mixing, etc. 
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In addition, tritium control is another key technology gap/issue for FHRs, which will be discussed 
next. These key technology gaps/issues need to be addressed in support of FHR development, 
licensing, and future deployment. 
 
1.1.2 Tritium in FHRs 
The FHRs become one class of the promising non-Light Water Reactors (non-LWRs), but 
tritium control is perceived as a critical issue for FHRs since tritium is radioactive and its 
production rate is significantly larger than that in LWRs. For example, the tritium production rate 
is estimated to be 3400 Ci/day for the AHTR, which is several orders of magnitude larger than that 
in a typical LWR (Briggs, 1971). If tritium mitigation is not considered in FHRs, the tritium 
leakage rate to the atmosphere will be significantly larger than 1.9 Ci/day, an average tritium 
leakage rate in LWRs in 2003 (U.S. NRC). It is therefore necessary to reduce the tritium leakage 
rate for FHR designs, especially large FHRs, such as the AHTR.  
 
1.2 Research Objectives 
This research aims to address two technology gaps/issues discussed earlier for FHR 
development, licensing, and future deployment, namely, (1) molten salt natural circulation in the 
passive decay heat removal system and (2) tritium control/mitigation for FHRs.  
To complete the first research objective, it is necessary to initially investigate and 
understand the thermal-hydraulic characteristics of molten salts in simple geometry, such as a 
straight circular pipe, then a single natural circulation loop, followed by coupled natural 
circulation/convection loops, similar to the passive decay heat removal system DRACS.  
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A Computational Fluid Dynamics (CFD) tool, STAR-CCM+, is first used to investigate 
heat transfer and friction characteristics of molten salts in straight circular pipes. An in-house one-
dimensional (1D) NAtural Circulation COde, NACCO, is subsequently developed to predict the 
thermal-hydraulic performance of natural circulation loops and benchmarked by comparing with 
experimental data in the literature. The 1D code NACCO is then applied for a high-temperature 
FLUoride Salt Test FAcility (FLUSTFA), which is designed based on a scaling analysis to verify 
the DRACS performance in the AHTR. As for tritium control and mitigation in FHRs, two 
strategies are proposed and evaluated by a 1D coupled HEat and MAss Transfer code, HEMAT, 
developed in this study.  
A number of tasks that need to be completed to meet the two objectives discussed earlier 
are summarized as follows: 
 Identification of accurate thermophysical properties of molten salts of interest through 
a comprehensive literature review 
 Identification of heat transfer and friction characteristics of molten salts in straight 
circular pipes using CFD models that are validated by comparing with experimental 
data in the literature and correlation results 
 Evaluation of the thermal-hydraulic performance of a single molten salt natural 
circulation loop through the 1D code NACCO, which is developed and benchmarked 
in this study 
 Evaluation of the thermal-hydraulic performance of coupled molten salt natural 
circulation loops (FLUSTFA), which is designed and constructed to experimentally 
investigate DRACS performance in the AHTR  
 6 
 Evaluation of the two strategies for tritium mitigation through the 1D code HEMAT, 
which is developed and benchmarked in this study 
 
1.3 Dissertation Organization 
A number of peer-reviewed papers (Zhang et al., 2017a; Zhang et al., 2017b; Zhang et al., 
2018; Zhang et al., 2019a; Zhang et al., 2019b; Zhang et al., 2020a; Zhang and Sun, 2020b; and 
Zhang et al., 2020c) published from this research are presented in the dissertation, which consists 
of a total of six chapters. 
Chapter 1 introduces the background of FHRs, including the key systems, current activities, 
benefits, and key technology gaps/issues, and then outlines the objectives for the current research.  
Chapter 2 reviews the thermophysical properties of three fluoride salts, FLiBe, FLiNaK, 
and KF-ZrF4, which are coolants for the AHTR and the test facility FLUSTFA that is constructed 
to study the DRACS performance in the AHTR. In addition, a CFD study for heat transfer and 
friction characteristics of molten salts in straight circular pipes is performed and benchmarked by 
comparing with experiments and correlations in the literature. Our analysis shows that both the 
buoyancy effect and radiative heat transfer effect are normally non-negligible for molten salts in 
laminar flow regime. The buoyancy effect could be evaluated by mixed convective heat transfer 
correlations, while the latter is evaluated by a radiative heat transfer model developed and 
benchmarked in Chapter 2. 
Chapter 3 presents the development and benchmark study of a 1D code NACCO to predict 
the thermal-hydraulic performance of molten salts in natural circulation loops. The key findings 
identified in Chapter 2, non-negligible effects of buoyancy and radiative heat transfer for molten 
salts in laminar flow regime, are further validated through comparisons between the predictions 
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by the 1D code NACCO and two high-temperature natural circulation experiments using the nitrate 
salt NaNO3-KNO3 and fluoride salt FLiBe as the coolants, respectively. A benchmark study with 
a low-temperature natural circulation experiment using water as the working fluid is also included 
as a reference.  
Chapter 4 presents the application of the 1D code NACCO to an Itegral Effect Test (IET) 
facility, FLUSTFA, which is designed based on a scaling analysis to verify the DRACS 
performance in the AHTR. A number of shakedown tests, overcooling, and overheating transients 
are predicted by the 1D code NACCO. These predictions help optimize the operation procedure 
of the test facility and understand the transient scenarios. 
Chapter 5 presents two strategies for tritium mitigation and evaluation of these strategies 
by the 1D code HEMAT. To reduce tritium leakage rate in FHRs, two design options, a Double-
Wall Fluted-Tube Heat eXchanger (DW-FTHX) with a tritium carrier and Single-Wall FTHX 
(SW-FTHX) with a tritium barrier, are proposed for HXs, which provide major pathways for 
tritium leakage due to the elevated working temperatures and large heat transfer surface areas. In 
addition, four tritium carriers, including helium, FLiBe, FLiNaK, and KF-ZrF4, and two tritium 
barriers, tungsten and silicon carbide (SiC), are investigated. To reduce the tritium leakage rate in 
the AHTR to a similar level of that in LWRs, helium and SiC are finally selected for the DW-
FTHX and SW-FTHX designs, respectively. 
Chapter 6 summarizes the key findings and major contributions of this research. In 
addition, a number of additional tasks are suggested for future work.  
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Chapter 2 Heat Transfer and Friction Characteristics of Molten Salts in Circular Pipes 
 
Molten salts, such as fluoride, nitrate, chloride, and carbonate salts, could be used as Heat 
Transfer Fluids (HTFs) and/or Thermal Energy Storage (TES) fluids. Specifically, fluoride salts, 
such as FLiBe (LiF-BeF2, 66-34 mol%), FLiNaK (LiF-NaF-KF, 46.5-11.5-42 mol%), and KF-ZrF4 
(58-42 mol%) are promising reactor coolants for FHRs due to their good thermophysical and 
nuclear properties (Williams et al., 2006). Nitrate salts, such as KNO3-NaNO2-KNO3 (53-40-7 
wt%), chloride salts, such as MgCl2-KCl (68-32 mol%), and carbonate salts, such as Li2CO3-
Na2CO3-K2CO3 (32-33-35 wt%), are promising candidates for HTFs and TES media in 
Concentrating Solar Power (CSP) plants, considering their thermophysical properties, cost, 
material compatibility, stability, and flammability (Mehos et al., 2017).  
It is necessary to investigate heat transfer and friction characteristics of molten salts due to 
their wide applications as heat transfer media. However, accurate thermophysical properties need 
to be known for molten salts prior to any thermal-hydraulic analysis. In this section, accurate 
thermophysical properties of FLiBe, FLiNaK, and KF-ZrF4 (58-42 mol%) will be identified 
initially through a literature review, which will then be used to reprocess some of the experimental 
data in the literature. The heat transfer and friction characteristics of molten salts in straight circular 
pipes will be investigated later by STAR-CCM+, followed by a benchmark study with the 




2.1 Thermophysical Properties of Fluoride Salts 
2.1.1 LiF-BeF2 (66-34 mol%) 
Density 
Cantor (1973) experimentally investigated the FLiBe (LiF-BeF2, 66-34 mol%) density at 
T = 514.5 - 820.3 °C. In addition, Grimes (1966) proposed a method to estimate the salt mixture 
density, 𝜌𝑚𝑖𝑥 = ∑(𝜒𝑖𝑀𝑖) ∑(𝜒𝑖𝑉𝑖)⁄ , where 𝜌𝑚𝑖𝑥, 𝜒𝑖 , 𝑀𝑖 , and 𝑉𝑖 are the mixture density, mole 
fraction of the constituent salt 𝑖, molar mass of the constituent 𝑖, and molar volume of the 
constituent 𝑖, respectively. The FLiBe density estimated by Grimes using the molar volumes of 
LiF and BeF2 at 600 and 800 
°C (Williams et al., 2006) deviated from Cantor’s experimental data 
by ±1.5%, which demonstrated good accuracy of the Grimes’s approach to estimate the salt 
mixture density. It is therefore recommended  
𝜌 (kg m3⁄ ) = 2279.7 − 0.4884𝑇(℃)                                     (2-1) 
to be used for the FLiBe density at T = 514.5 to 820.3 °C with ±0.3% uncertainties. 
 
Dynamic viscosity 
Cantor et al. (1968) estimated the FLiBe dynamic viscosity with ±15% uncertainties, which 
covered the FLiBe dynamic viscosity values estimated by Abe et al. (1981). Romatoski and Hu 
(2017) suggested Cantor’s correlation for the FLiBe dynamic viscosity since it was widely reported 
in the literature. Cantor’s correlation, given as  
𝜇 (kg/m-s) = 1.16 × 10−4𝑒3755 [𝑇(℃)+273.15]⁄                              (2-2) 
is therefore adopted to estimate the FLiBe dynamic viscosity at T = 540 to 1300 °C with ±15% 
uncertainties. 
 10 
Specific heat capacity 
Cantor et al. (1968) estimated the FLiBe specific heat capacity as 2386.5 J/kg-K without 
specifying the applicable temperature range and associated uncertainties, while Rosenthal et al. 
(1969) estimated it as 2415.8 J/kg-K with ±1.4% uncertainties, which covered Cantor’s prediction. 
It is therefore recommended  
 cp (J/kg-K) = 2415.8                                                 (2-3) 
to be used for the FLiBe specific heat capacity at T = 500 to 720 °C with ±1.4% uncertainties. 
 
Thermal conductivity 
Cantor et al. (1968) estimated the FLiBe thermal conductivity as 1.0 W/m-K with ±10% 
uncertainties, while Rosenthal et al. (1968) estimated it as 1.0 W/m-K at 𝑇 = 500 ℃ and 1.1 W/m-
K at T = 600 - 900 °C. In addition, Rao (1942) proposed an approach to estimate the thermal 
conductivity of a salt mixture, k (W/m-K) = 0.0119 𝑇1 2⁄ (K)𝜌2 3⁄ (kg m3⁄ ) [𝑀(g mol⁄ ) 𝑛⁄ ]7 6⁄⁄ , 
where T, 𝜌, M, and n are the salt melting temperature, density, molar mass, and ion number, 
respectively. Utilizing the FLiBe melting temperature of 454 °C (Thoma, 1959; Speirs, 1952), the 
FLiBe thermal conductivity estimated by Rao is 25% lower than Cantor’s and Rosenthal’s data. It 
is therefore recommended   
k (W/m-K) = 1.1                                                     (2-4) 
to be used for the FLiBe thermal conductivity at T = 600 to 900 °C with ±10% uncertainties. The 




2.1.2 KF-ZrF4 (58-42 mol%) 
Density 
Darienko et al. (1988) experimentally investigated the KF-ZrF4 density for two different 
mole fractions, 60-40 mol% and 55-45 mol%. A linear interpolation method could be applied to 
estimate the KF-ZrF4 (58-42 mol%) density using Darienko’s experimental data. Another approach 
is to use Grimes’s method discussed earlier for the density estimation of a salt mixture. The KF-
ZrF4 density was estimated as 𝜌(kg m3⁄ ) = 3416 − 0.887𝑇(℃) using Grimes’s approach, which 
had an 8% deviation compared with the data interpolated in Darienko’s experiments. Since Grimes 
accurately estimated the density of another similar salt, NaF-ZrF4, with ±1.5% discrepancies 
compared with the experimental data (Powers et al., 1963), Grimes’s prediction on the KF-ZrF4 
density is likely to be more accurate. Therefore, it is recommended  
𝜌 (kg m3⁄ ) = 3416 − 0.887𝑇(℃)                                    (2-5) 
to be used for the KF-ZrF4 density at T = 600 to 800 
°C with about ±1.5% uncertainties.  
 
Dynamic viscosity 
Due to the limited literature related to the KF-ZrF4 dynamic viscosity, the following 
equation  
 𝜇 (kg/m-s) = 1.59 × 10−5𝑒3179 [𝑇(℃)+273.15]⁄                           (2-6) 
suggested by Williams et al. (2006) is used for the KF-ZrF4 dynamic viscosity at T = 600 to 800 
°C with ±20% uncertainties.  
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Specific heat capacity 
Williams et al. (2006) estimated the KF-ZrF4 specific heat capacity as 1050.9 J/kg-K with 
±10% uncertainties, while Khokhlov et al. (Powers et al., 1963) predicted it as 1063.3 J/kg-K 
located in the uncertainty range of Williams’s prediction. It is therefore recommended  
cp (J/kg-K) = 1050.9                                                    (2-7)  
to be used for the KF-ZrF4 specific heat capacity at T = 500 to 700 
°C with ±10% uncertainties.   
 
Thermal conductivity 
Khokhlov et al. (2009) proposed an approach to estimate the thermal conductivity of a salt 
mixture, k (W/m-K) = −0.34 + 5 × 10−4𝑇(K) + 32 𝑀⁄ . The thermal conductivities of FLiBe and 
FLiNaK estimated by Khokhlov et al. (2009) were 1.11 and 0.92 W/m-K at 700 °C, respectively, 
which had a 3% deviation from their respective experimental data. For other fluoride salts 
investigated by Khokhlov et al. (2009), the relative discrepancy of the thermal conductivity 
between the prediction and experimental data was within ±15%. It is therefore recommended  
k (W/m-K) = −0.169 + 5 × 10−4𝑇(°C)                                 (2-8) 
to be used for the KF-ZrF4 thermal conductivity at T = 600 to 800 
°C with ±15% uncertainties 






2.1.3 FLiNaK (LiF-NaF-KF, 46.5-11.5-42 mol%) 
Density 
Using the measured densities of the three fluoride constituent salts LiF, NaF, and KF at two 
temperatures of 600 and 800 °C (Grimes, 1966), the FLiNaK density can be estimated by the rule 
of additivity of molar volumes (Grimes, 1966). The uncertainty in estimating the salt mixture 
density was within 5% (William, et al., 2006). 
In addition to the model prediction of the FLiNaK density, a number of experimental 
investigations were conducted on the FLiNaK density. Chrenkova et al. (2003) experimentally 
measured the FLiNaK density for T = 667 - 897 °C with ±0.4% uncertainties, which was later 
demonstrated by Cibulkova et al. (2006). Kubikova et al. (2013) and Cheng et al. (2013) measured 
the FLiNaK density for T = 483 - 609 °C without specifying the associated uncertainty and for T 
= 480 - 700 °C with ±0.25% uncertainties, respectively. Figure 2-1 shows a comparison of the 
FLiNaK density values. The maximum discrepancy in the FLiNaK density for a temperature range 
of 500 - 800 °C is 3.5%. This relatively good agreement demonstrates that the rule of additivity of 
molar volumes (Grimes, 1966) can predict accurately the FLiNaK density. It is recommended the 
Chrenkova’s correlation given as 
𝜌 (kg m3⁄ ) = 2408.9 − 0.624𝑇(℃)                                               (2-9) 
to be used for the FLiNaK density at T = 500 to 800 °C with ±1% uncertainties to cover both 




Figure 2-1 The FLiNaK density 
   
Dynamic Viscosity 
Powers et al. (1963) measured the FLiNaK dynamic viscosity for T = 500 - 800 °C with 
±20% uncertainties. Chrenkova et al. (2003), Cibulkova et al. (2006) and Kubikova et al. (2012) 
also experimentally measured the dynamic viscosity of FLiNaK respectively for T = 500 - 700 °C 
with ±2% uncertainties, T = 660 - 890 °C with ±2.5% uncertainties, and T = 529 - 630 °C without 
specifying uncertainties using the torsion pendulum method. Merzlyakov et al. (2014) measured 
the FLiNaK kinematic viscosity for T = 454 - 871 °C without specifying uncertainties. In our 
current study, the kinematic viscosity of FLiNaK obtained by Merzlyakov et al. (2014) was 
converted to the dynamic viscosity using the FLiNaK density correlation recommended.  
As shown in Figure 2-2, the FLiNaK dynamic viscosity estimated are within the ±20% 
uncertainty range of Powers’ prediction. It is therefore recommended that Powers’ correlation  
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 𝜇 (kg/m-s) = 4 × 10−5𝑒4170 [𝑇(℃)+273.15]⁄                                           (2-10) 
to be used for the FLiNaK dynamic viscosity for T = 500 to 800 °C with ±20% uncertainties.  
 
   
Figure 2-2  The FLiNaK dynamic viscosity 
                                                                  
Specific Heat Capacity 
The specific heat capacity of FLiNaK was given as 1904.8 J/kg-K for T = 477 - 557 °C 
with ±3% uncertainties by Janz and Tomkins (1981) and 1880 J/kg-K for T = 500 - 700 °C with 
±4% uncertainties by An et al. (2015). These values generally agreed with Rogers’s prediction 
(1982) as shown in Figure 2-3. It is therefore recommended 
cp (J/kg-K) = 1880                                                       (2-11) 
to be used for the FLiNaK specific heat capacity for T = 500 to 700 °C with ±5% uncertainties to 




Figure 2-3 The FLiNaK specific heat capacity 
 
Thermal Conductivity 
Rosenthal et al. (1969) suggested a formula to estimate the thermal conductivity of the 
fluoride mixtures. Utilizing the FLiNaK melting temperature 454 °C (Bergman and Dergunov, 
1941), the recommended Chrenkova correlation for the FLiNaK density, and ion number n = 2, 
the FLiNaK thermal conductivity could be estimated. 
Janz and Tomkins (1981), Smirnov et al. (1987), and An et al. (2015) proposed polynomial 
correlations to estimate the FLiNaK thermal conductivity for T = 527 - 647 °C with ±25% 
uncertainties, T = 517 - 807 °C with ±4% uncertainties, and T = 500 - 700 °C with ±3.5% 
uncertainties, respectively. Cooper and Claiborne (1952) proposed values of 1.682, 1.508, and 1.45 
W/m-K for the FLiNaK thermal conductivity for T = 690, 540, and 620 °C with uncertainties of 
±13, ±8, and ±8%, respectively.  
Figure 2-4 shows a comparison of the FLiNaK thermal conductivity. The maximum 
discrepancy could be as high as 250% for T = 500 °C and 400% for T = 800 °C. The significant 
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differences may result from the different approaches adopted to measure the FLiNaK thermal 
conductivity and impurities in the FLiNaK salt used in these experiments.  
 
  
Figure 2-4 The FLiNaK thermal conductivity 
 
Janz and Tomkins (1981) and Cooper and Claiborne (1952) used the parallel plate method 
to measure the FLiNaK thermal conductivity, which was calculated using the plate temperature 
difference and heat flux. The effects of the thermal radiation, natural convection, and axial 
conduction between the hot and cold plates resulted in larger values for the thermal conductivity. 
In addition, metal impurities, i.e., Fe, Al, Ni, Pb, Mn, and Mg, etc., presented in the FLiNaK salt 
led to an overestimated value for the FLiNaK thermal conductivity in the experiments.   
An et al. (2015) used the laser flash technique developed by Parker et al. (1961) to measure 
the FLiNaK thermal conductivity. The thickness of the liquid FLiNaK salt in their container was 
1.5 mm. Therefore, the convective heat transfer in the liquid FLiNaK was negligible in the 
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experiments. In addition, the FLiNaK salt used in their experiments was initially prepared under 
an H2/HF environment to reduce the impurity level to be lower than 0.01 wt%. Therefore, it 
appears appropriate to assume that the prediction given by An, et al. for the FLiNaK thermal 
conductivity is more accurate.  
Smirnov et al. (1987) used the coaxial platinum cylinder method to measure the FLiNaK 
thermal conductivity. In their experiments, the FLiNaK salt was purified to reduce its impurity 
level and therefore the corrosion effect. In addition, the radiative heat transfer was considered in 
their experiments (Smirnov et al., 1987). Therefore, Smirnov’s correlation was suggested by 
Romatoski and Hu (2017) for the FLiNaK thermal conductivity. Since both Ann’s and Smirnov’s 
correlations seem to be more accurate than others, an arithmetic mean of their results, written as 
k (W/m-K) = 0.005 + 0.00093𝑇(K)                                        (2-12) 
is recommended for the FLiNaK thermal conductivity for T = 500 to 800 °C with ±10% 












Table 2-1 Thermophysical properties of the liquid fluoride salts (95% confidence level) 








𝜌 (kg m3⁄ ) = 2279.7
− 0.4884𝑇(℃) 
515 to 820 ±0.3 Cantor, 1973 
𝜇 (kg/m-s) = 1.16 ×
10−4𝑒3755 [𝑇(℃)+273.15]⁄  
540 to 1300 ±15 Cantor et al., 
1968 
Cp (J/kg-K) = 2415.8 500 to 720 ±1.4 Rosenthal et 




𝜌 (kg m3⁄ ) = 3416 − 0.887𝑇(℃) 600 to 800 ±1.5 Grimes, 1966 
𝜇 (kg/m-s) = 1.59 ×
10−5𝑒3179 [𝑇(℃)+273.15]⁄  
600 to 800 ±20 Williams et 
al., 2006 
Cp(J/kg-K) = 1050.9 500 to 700 ±10 
k (W/m-K) = −0.169 + 5 ×
10−4𝑇(°C) 








𝜌 (kg m3⁄ ) = 2408.9 
−  0.624 𝑇(°C) 




𝜇 (kg/m-s) = 4 ×
10−5𝑒4170 (𝑇(°𝐶)+273.15)⁄  
773 to 1073 
±20 
Powers et al., 
1963 
Cp (J/kg-K) =1880 773 to 1073 ±5 An et al., 2015 
k (W/m-K) = 0.259 + 9.3 ×
10−4 𝑇(°C) 
773 to 1073 
±10 
See note 
Note: An arithmetic mean of An’s (2015) and Smirnov’s (1987) correlation results. 
 
2.2 CFD Study for Molten Salts in Circular Pipes without the Effects of Buoyancy and 
Radiative Heat Transfer 
As discussed earlier, it is necessary to investigate the thermal-hydraulic performance of 
molten salts, especially considering their relatively large Prandtl number as shown in Figure 2-5 
with air and saturated water included as references. The Prandtl number of molten salts of interest 
are in the range of 2 to 32 at their respective potential working temperatures. The high Prandtl 
number may lead to additional/different heat transfer characteristics compared with those for the 
conventional fluids, such as water and air. It is therefore necessary to investigate heat transfer and 
friction characteristics of molten salts first in simple geometry, straight circular pipe, and validate 
the numerical results using the experimental data from molten salt experiments in the literature.  
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Figure 2-5 Prandtl numbers of various molten salts, air, and saturated water 
 
In the literature, experimental studies on molten salts related to the salt thermal hydraulics 
started in 1950s. Grele and Gedeon (1954) investigated the heat transfer characteristics of FLiNaK 
in an electrically heated Inconel pipe at a temperature range of 540 to 730 °C. The heat transfer 
coefficient values estimated from the experimental data were at about 40% of the values given by 
the Dittus-Boelter correlation. Formation of a thermal resistance layer due to the intergranular 
corrosion to the Inconel pipe by the salt was proposed as the reason for the much lower heat transfer 
coefficients in the experiments. Hoffman and Lones (1955) experimentally studied the heat 
transfer of FLiNaK flowing in three pipes made of Nickel, Inconel, and Stainless Steel (SS) 316. 
The heat transfer coefficients estimated from the experimental data obtained from the Nickel and 
SS 316 pipes agreed well with the Dittus-Boelter correlation results, while the heat transfer 
coefficient from the Inconel pipe deviated significantly from the Dittus-Boelter correlation results. 
This much lower heat transfer coefficient obtained from the experiments was explained due to the 
existence of an interfacial thermal resistance in the FLiNaK-Inconel system. However, this 
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conclusion conflicted with Vriesema’s finding (1979) where the experimental data obtained from 
a FLiNaK-Inconel system matched reasonably well the Dittus-Boelter correlation results, within 
±20% uncertainties. The contradictory conclusions were resulted from different thermophysical 
property values used for FLiNaK in the data reduction process (Grele and Gedeon, 1954; Hoffman 
and Lones, 1955; Vriesema, 1979). Therefore, accurate thermophysical properties of FLiNaK will 
be identified and used to reprocess the salt experimental data.  
In addition to the FLiNaK salt, other molten salts, including salts with dissolved nuclear 
fuels, i.e., fuel salts, were widely investigated as well. Hoffman and Cohen (1960) investigated the 
heat transfer performance of KNO3-NaNO2-NaNO3 (53-40-7 wt%) in an Inconel pipe at 290 to 
442 °C. In recent years, KNO3-NaNO2-NaNO3 (53-40-7 mol%) was studied by Chen et al. (2016; 
2017) and Qian et al. (2016; 2017). In addition, Wu et al. (2009) and Liu et al. (2009) studied the 
convective heat transfer of one same molten salt, LiNO3, but proposed different convective heat 
transfer correlations. Fuel salts for Molten Salt Reactors (MSRs), such as LiF-BeF2-ThF4-UF4 with 
different molar fractions, were studied by Silverman et al. (1976) and Cooke and Cox (1973). In 
addition, the friction factor of molten salts was experimentally investigated by Vriesema (1979), 
and Jeong and Bang (2010).  
It is inconvenient to use various heat transfer coefficient and friction factor correlations for 
same molten salts and difficult to acquire local information of interest from the experiments, such 
as the salt temperature profiles. In addition, it is not cost-effective and perhaps unnecessary to 
perform extra experiments for other molten salts with similar ranges of the Prandtl number of the 
molten salts that have been widely investigated. The thermal-hydraulic characteristics of molten 
salts, such as the hydrodynamic and thermal entrance lengths, friction factor, and Nusselt number 
for molten salts in straight circular pipes are therefore numerically investigated.  
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2.2.1 Numerical Modeling 
Numerical model 
A three-dimensional (3D) CFD tool, STAR-CCM+ was used to investigate the thermal-
hydraulic performance of molten salts, including the fluoride salt FLiNaK and fuel salt LiF-BeF2-
ThF4-UF4 (71.7-16-12-0.3 mol%) in straight circular pipes. The fluid domain of molten salt 
(FLiNaK and LiF-BeF2-ThF4-UF4) and solid domain of a circular pipe made of SS 316 were 
constructed in STAR-CCM+.  
The circular pipe has an inner diameter of 4 mm and pipe thickness of 1 mm as shown in 
Figure 2-6. The pipe length is 15 m when the flow in the pipe is laminar, while 1 m for turbulent 
flow cases. Several mesh models, such as polyhedral mesher, surface remesher, prism layer 
mesher, and extruder were enabled for meshing. Boundary conditions include a uniform velocity 
inlet at 500 °C, an atmospheric pressure outlet, and constant wall heat fluxes 4 and 100 kW/m2 on 
the wall outer surface for laminar and turbulent flows, respectively. In addition, the realizable k-ɛ 
two-layer model is used for modeling of turbulent flows.  
 
ri = 2 mm
ro = 3 mm
L = 15 m for laminar flows 




Figure 2-6 Dimensions of fluid and solid domains 
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Mesh independence study 
A grid (mesh) independence study was first performed to investigate the spatial 
convergence of numerical results, which could be characterized by the Grid Convergence Index 
(GCI) (Schwer, 2008) as follows, 







|                                                       (2-13) 
where Fs, 𝛾, 𝛼, and 𝜓 are the safety factor, grid refinement ratio, order of convergence, and 
estimated variable, respectively. The safety factor Fs is empirically set to be 1.25. The grid 
refinement ratio for mesh options 1 and 2, 𝛾2−1, and order of convergence 𝛼 (Schwer, 2008) are 




                                                                  (2-14) 











                                                        (2-15) 
where, 𝛾3−2 is the grid refinement ratio for mesh options 2 and 3, and s and  are respectively the 
sign function (Schwer, 2008) and grid size (Chen et al., 2019), which are defined as 
       𝑠 = sgn (
𝜓3−𝜓2
𝜓2−𝜓1
)                                                          (2-16) 





                                                            (2-17) 
where Vt and Nq are the grid total volume and quantity, respectively.  
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A total of six sets of grid size were used for the mesh independence study for laminar (Re 
= 1,800) and turbulent (Re = 10,000) flows, and the results are summarized in Table 2-2. The GCI 
values of the Darcy friction factor f and temperature difference between the pipe inlet and outlet 
for laminar flows are significantly small, 0.15% and 0.08%, respectively. The simulation results 
using fine mesh option #1 are therefore considered to be mesh independent for laminar flows of 
the FLiNaK salt.  In addition, the GCI values of the Darcy friction factor and temperature 
difference for turbulent flows are 0.62% and 0.48%, respectively. The y+ value ranges from about 
0.40 to 1.62, while the majority of the salt domain (𝐿 𝐷⁄ = 1 to 𝐿 𝐷⁄ = 250) has a y+ value lower 
than 1 for Re = 10,000 as shown in Figure 2-7. The simulation results using fine mesh option #4 
are therefore considered to be mesh independent for turbulent flows of the FLiNaK salt. Both the 
two fine mesh options #1 and #4 are adopted in this study for the thermal and hydrodynamic 
analyses of molten salts in laminar and turbulent flow regimes, respectively.  
 
Table 2-2 Results of the mesh independence study for the FLiNaK salt 
Mesh option Cell quantity (103) Grid size (mm) f  ΔT (°C) 
Laminar flow (Re = 1,800) 
1 (Fine) 384.16 1.03 0.03338 12.27 
2 (Medium) 160.78 1.38 0.03302 12.29 
3 (Coarse) 73.93 1.80 0.03020 12.35 
GCI (%) N/A N/A 0.15 0.08 
Turbulent flow (Re = 10,000) 
4 (Fine) 139.74 0.59 0.03108 3.87 
5 (Medium) 59.86 0.78 0.03101  3.90 
6 (Coarse) 24.29 1.05 0.03090 4.01 
GCI (%) N/A N/A 0.62 0.48 
 
 
Figure 2-7 y+ value for the FLiNaK salt (fine mesh, Re = 10,000) 
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Data reduction 
The Darcy friction factor used to estimate the frictional pressure loss is defined as 




Δ𝑝𝑓                                                            (2-18) 
where 𝐷𝑖, Af, ?̇?, 𝜌, Δpf, and Δz are the inner diameter, cross-sectional area of the pipe, mass flow 
rate, fluid density, frictional pressure drop, and axial distance, respectively.  
 
The average heat transfer coefficient is defined as 
      ℎ̅ =
?̇?
𝐴𝑖𝑤(?̅?𝑖𝑤−?̅?𝑓)
                                                            (2-19) 
where ?̇?, 𝐴𝑖𝑤, ?̅?𝑖𝑤 𝑎𝑛𝑑 ?̅?𝑓 are the heat transfer rate, heat transfer area of the pipe inner surface, 
area-averaged temperature of the pipe inner surface defined by Eq. (2-20), and arithmetic mean of 
the fluid bulk inlet and outlet temperatures defined by Eq. (2-21), respectively.  
          ?̅?𝑖𝑤 =  
∫ 𝑇𝑖𝑤d𝐴
𝐴𝑖𝑤
                                                               (2-20) 
     ?̅?𝑓 =  
1
2𝐴𝑓
(?̅?𝑖𝑛 + ?̅?𝑜𝑢𝑡)                                                        (2-21) 
The fluid bulk inlet (or outlet) temperature is defined as 
         ?̅?𝑖𝑛 =  
∫ 𝜌𝑐𝑝𝑢𝑇𝑖𝑛d𝐴
∫ 𝜌𝑐𝑝𝑢d𝐴
                                                         (2-22) 
where u and cp are the fluid velocity in the pipe axial direction and specific heat capacity, 
respectively.  
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2.2.2 Existing Molten Salt Experiments 
Considering the possibility to extract the original experimental data for comparison with 
the CFD and correlation results, twelve salt heat transfer experiments and two hydrodynamic 
experiments were selected as summarized in Table 2-3. The working fluids used in these 
experiments include: FLiNaK (LiF-NaF-KF, 46.5-11.5-42 mol%), KNO3-NaNO2-NaNO3 (53-40-
7 wt% and 53-40-7 mol%), LiNO3, NaBF4-NaF (92-8 mol%), and LiF-BeF2-ThF4-UF4 (71.7-16-
12-0.3 mol% and 67.5-20-12-0.5 mol%). The salt temperature ranges from 200 to 830 °C. 
Three experiments (Grele and Gedeon, 1954; Hoffman and Lones, 1955; Vriesema, 1979) 
investigated FLiNaK heat transfer performance in circular pipes made of different metals, such as 
Inconel X-750, Inconel 600, nickel, and SS 316. Although the FLiNaK salt of the same 
composition was investigated in these experiments, inconsistent thermophysical properties were 
used during the data reduction process in these experiments (Grele and Gedeon, 1954; Hoffman 
and Lones, 1955; Vriesema, 1979). The maximum discrepancies in the FLiNaK density, specific 
heat capacity, thermal conductivity, and dynamic viscosity used in the data reduction in these three 
experiments (Grele and Gedeon, 1954; Hoffman and Lones, 1955; Vriesema, 1979) were 7, 11, 
246, and 45%, respectively. Significant discrepancies in the FLiNaK thermophysical properties 
used in these experiments, especially the one in the thermal conductivity, resulted in large 
differences in the Prandtl number, Reynolds number, and Nusselt number calculations. It is 
therefore necessary to use accurate thermophysical properties of FLiNaK discussed earlier and 
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To have a general understanding of the level of changes in the experimental data after data 
reprocessing, the original values of the three characteristic non-dimensional numbers, Pr, Re, and 
Nu in Grele’s experiment (1954) are compared with their modified values using the recommended 
thermophysical properties of the FLiNaK salt in the data reduction as shown in Figure 2-8. It is 
clear that these modified values of the characteristic numbers deviate significantly from their 
original values, especially for the Prandtl and Nusselt numbers. The discrepancies between the 
original and modified values of the Prandtl, Reynolds, and Nusselt numbers are 283 to 328%, 17 
to 33%, and 331 to 431%, respectively. These large discrepancies are mainly due to the different 
thermal conductivity and dynamic viscosity values used for FLiNaK in the data reduction of 
Grele’s experiment (1954) and this research. In addition, the recommended thermophysical 
properties of FLiNaK result in a significant change of the Nu/Pr1/3 values as shown in Figure 2-9, 








    
(a)                                                                                  (b) 
 
(c) 
Figure 2-8 Comparison of (a) Pr, (b) Re, and (c) Nu using the FLiNaK thermophysical property 





Figure 2-9 Comparison between the original heat transfer data in Grele’s experiment (1954) and 
modified data using the recommended thermophysical property values of FLiNaK  
 
2.2.3 Results and Discussion 
It is necessary to compare the numerical results with the existing molten salt experimental 
data as well as the friction factor and forced convective heat transfer correlations summarized in 
Table 2-4 to identify their applicability for the molten salts of interest. In addition, the 
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Hydrodynamic entrance length 
Figure 2-10 shows the non-dimensional hydrodynamic entrance length Lhyd/D as a function 
of the Reynolds numbers in a range of 100 to 1,800, where Lhyd is the hydrodynamic entrance 
length. The CFD results show that the non-dimensional hydrodynamic entrance length is linearly 
dependent on the FLiNaK Reynolds number. The relative discrepancy between the modeling 
results and a widely used correlation for the hydrodynamic entrance length of laminar flows 
(Bergman et al., 2011) 
𝐿𝑙𝑎𝑚𝑖𝑛𝑎𝑟,ℎ𝑦𝑑 𝐷⁄ ≈ 0.05Re                                             (2-23) 
is within 30% for Re = 100 - 1,800.  
 
 
Figure 2-10 Hydrodynamic entrance length for FLiNaK in laminar flow regime 
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A similar simulation has also been performed for FLiNaK in the turbulent flow regime. 
Figure 2-11 shows the non-dimensional hydrodynamic entrance length Lhyd/D as a function of the 
Reynolds numbers in a range of 10,000 to 100,000. The modeling results agree well with a widely 
used correlation for the hydrodynamic entrance length of turbulent flows (Bergman et al., 2011) 
10 ≤ 𝐿𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡,ℎ𝑦𝑑 𝐷⁄ ≤ 60                                           (2-24) 
However, the modeling results deviate from the correlation given by Cimbala and Cengel 
(2005) as 
𝐿𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡,ℎ𝑦𝑑 𝐷⁄ = 4.4Re
1 6⁄                                           (2-25) 
by 35%.  
 




Thermal entrance length 
The thermal entrance length is identified to be 500D at Re = 400 and Pr = 22.8 for FLiNaK 
at 500 °C, which has a 9.6% discrepancy compared to the results estimated by Bergman et al. 
(2011):  
𝐿𝑙𝑎𝑚𝑖𝑛𝑎𝑟,𝑇 𝐷⁄ ≈ 0.05RePr                                              (2-26) 
A similar simulation has been performed for FLiNaK in turbulent flow regime. The thermal 
entrance length for FLiNaK is identified to be 12.5D at Re = 10,000, which has a 20% discrepancy 
compared to the results given by Bergman et al. (2011): 
𝐿𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡,𝑇 𝐷⁄ ≈ 10                                                 (2-27) 
 
Friction characteristics 
The Darcy friction factor in the developing and hydrodynamically fully-developed regions 
are numerically investigated for Re = 100 - 1,800 and 10,000 - 100,000. The friction factor 
decreases significantly along the flow direction in the developing flow region, while it remains 
nearly constant in the fully-developed flow region as shown in Figure 2-12(a) for laminar flows 
and Figure 2-12(b) for turbulent flows. The laminar flows as shown in Figure 2-12(a) are 
hydrodynamically fully developed at z/D > 115 or earlier. In addition, the turbulent flows as shown 
in Figure 2-12(b) are hydrodynamically fully developed at z/D > 40 or earlier. The CFD results of 
FLiNaK in the fully-developed flow region will be used to estimate heat transfer and friction 
characteristics of molten salts in straight circular pipes. 
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(a) 
    
(b) 
Figure 2-12 Local Darcy friction factor of FLiNaK in (a) laminar and (b) turbulent flow regimes 
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Figure 2-13 shows the Darcy friction factor of FLiNaK in laminar and turbulent flow 
regimes obtained by the CFD study for hydrodynamically and thermally fully-developed flows, 
widely used friction factor correlations, and isothermal experiments (Jeong and Bang, 2010; 
Vriesema, 1979). No additional data reprocessing is needed for the experimental data, such as for 
the Reynolds number and friction factor in the literature (Jeong and Bang, 2010) for laminar flows 
of FLiNaK due to the negligible differences between the thermophysical properties used in the 
literature during data reduction (Jeong and Bang, 2010) and recommended values in this research 
for FLiNaK (Table 2-1).  
As shown in Figure 2-13(a), the CFD results agree well with both the experimental data 
and the correlation for fully-developed laminar flows (Bergman et al., 2011): 
𝑓 = 64 Re⁄                                                             (2-28) 
The relative discrepancies between the CFD results and the experimental data, CFD and 
correlation Eq. (2-28) results are within 13.7% and 6.3%, respectively. It is therefore appropriate 
to use f = 64/Re for the friction factor estimation of FLiNaK in fully-developed laminar flow 
regime.  
The numerical results of the friction factor for hydrodynamically fully-developed turbulent 
flows are compared with the FLiNaK experimental data as shown in Figure 2-13(b). Due to the 
large differences between the thermophysical properties used during data reduction in the literature 
(Vriesema, 1979) and recommended values in this research for FLiNaK (Table 2-1), the original 
experimental data from Vriesema (1979) have been reprocessed by adopting the recommended 
properties of FLiNaK. 
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Figure 2-13 Darcy friction factor of FLiNaK in (a) laminar and (b) turbulent flow regimes 
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In addition, it needs to be noted that there is one typo in a figure in Vriesema (1979) when 
summarizing the experimental data in the literature: The pressure loss of FLiNaK in a straight-
pipe test section was misplaced in the column for the pressure loss of FLiNaK in a Venturi pipe. 
The pressure drop over a Venturi pipe was used to calculate the FLiNaK velocity, which was then 
used to compute the FLiNaK Reynolds number. This typo is recognized because: (1) The pressure 
loss in the Venturi pipe should be several times larger than that in the straight-pipe test section 
based on the methodology adopted in the literature (Vriesema, 1979). However, the trend in Figure 
3.3-7 of the literature (Vriesema, 1979) is the opposite; and (2) The computed friction factor after 
this correction (switch the pressure drop experimental data for the straight-pipe test section with 
those in the Venturi pipe) completely agrees with the friction factor plot Figure 3.3-9 in the 
literature (Vriesema, 1979).  
The Darcy friction factor of FLiNaK for turbulent flows in smooth pipes obtained from our 
CFD simulations is compared with two following correlations (Bergman et al., 2011; Massey, 
2006): 
𝑓 = 0.316 Re1 4⁄⁄                                                       (2-29) 
𝑓 = (0.79lnRe − 1.64)−2                                                (2-30) 
The relative discrepancy between the CFD and correlation results is within 9.7% as shown 
in Figure 2-13(b). However, it is in general significantly lower than the experimental values. This 
large discrepancy may be due to the increased roughness of the pipe inner surface considering the 
corrosion effect of the FLiNaK salt to the test section wall at high temperatures. A static corrosion 
test of Inconel 617 in the FLiNaK salt environment at 850 °C for 500 hours suggested a relative 
roughness of ɛ/D = 10-3 (Olson, 2009). Since the corrosion rate in a dynamic test is usually larger 
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than that in a static test considering the flow-accelerated corrosion, the pipe relative roughness 
resulting from salt corrosion in the experiments (Vriesema, 1979) is likely to be larger than 10-3. 
In viewing this, we used three relative roughness, ɛ/D = 10-3, 3×10-3, and 5×10-3, to estimate the 
friction factor of turbulent flows in a rough pipe using the following correlation (Moody, 1944):  







]                                          (2-31) 
The FLiNaK friction factor based on Eq. (2-31) with ɛ/D = 3×10-3 agrees well (±23.6% 
uncertainties) with 95% of the experimental data. It is suggested to investigate the effect of salt 
corrosion on the pipe surface roughness as the future work. 
 
Thermal characteristics for laminar flows 
For high-Prandtl number fluids, such as molten salts, the thermal entrance length in a 
circular pipe can be significantly large for laminar flows. Taking D = 0.01 m, Re = 1,000, and Pr 
= 10 as an example, the thermal entrance length L can be as high as 5 m. It is therefore difficult to 
ensure that the flow is thermally developed prior to entering the test section in a limited laboratory 
space.  
Utilizing the correlations discussed earlier to predict the entrance length, both the 
hydrodynamic and thermal entrance lengths could be obtained for the molten salt experiments as 
summarized in Table 2-5. The thermally developing flows were observed for all the three 
experiments (Chen et al., 2017; Silverman et al., 1976; Cooke and Cox, 1973) due to their much 
larger thermal entrance lengths compared with the test section lengths. In addition, the effect of 
the hydrodynamic entrance length was expected to be non-negligible, especially for the first two 
experiments (Chen et al., 2017; Silverman et al., 1976). 
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Table 2-5 Entrance length for the experiments (Chen et al., 2017; Silverman et al., 1976; Cooke 
and Cox, 1973) 
Fluid 𝐿ℎ𝑦𝑑 𝐷⁄  𝐿𝑇 𝐷⁄  𝐿𝑡𝑒𝑠𝑡 𝐷⁄  Reference 
KNO3-NaNO2-NaNO3 
(53-40-7 mol%) 








20.3 to 42.0 310.6 to 558.6 136.1 Cooke and 
Cox, 1973 
*: Excluding an additional entrance length of 𝐿 𝐷⁄ = 53 
**: Excluding an additional entrance length of 𝐿 𝐷⁄ = 40 
 
Since the Nusselt numbers presented in the literature (Chen et al., 2017; Silverman et al., 
1976; Cooke and Cox, 1973) were obtained for developing flows in circular pipes, they should be 
larger than 4.36 as shown in Figure 2-14(a), a theoretical Nu value for fully-developed laminar 
flows in circular pipes under constant wall heat flux conditions. However, the CFD results for 
fully-developed laminar flows of FLiNaK and LiF-BeF2-ThF4-UF4 agree well with the theoretical 
value within 6.9% difference. A forced convective heat transfer correlation, Sieder-Tate 








Figure 2-14 Nusselt numbers of KNO3-NaNO2-NaNO3 and LiF-BeF2-ThF4-UF4 in laminar flow 
regime compared with (a) Nu = 4.36 and 3.66, and (b) Sieder-Tate laminar flow correlation 
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The Sieder-Tate correlation (laminar flows) (1936) 
Nu = 1.86Re1 3⁄ Pr1 3⁄ (𝐿 𝐷⁄ )−1 3⁄                                    (2-32) 
is compared with the experimental data in the literature (Chen et al., 2017; Silverman et al., 1976; 
Cooke and Cox, 1973) as shown in Figure 2-14(b). Compared to the theoretical values, Nu = 4.36 
or 3.66 for fully-developed laminar flows in circular pipes under constant wall heat flux or wall 
temperature conditions, the Sieder-Tate correlation (laminar flows) results are closer to the 
experimental data by taking the entrance effect into consideration. The Sieder-Tate correlation 
results are 27% lower than the experimental data in the two fuel salt experiments (Silverman et al., 
1976; Cooke and Cox, 1973) and 40% lower than the data in the nitrate salt experiment (Chen et 
al., 2017).  
There are a number of potential reasons for these large discrepancies identified earlier, such 
as the underestimated entrance effect by the Sieder-Tate correlation for laminar flows in the 
experiments and/or incapability of the forced convective heat transfer correlation to completely 
represent the heat transfer phenomena existed in these molten salt experiments (Chen et al., 2017; 
Silverman et al., 1976; Cooke and Cox, 1973), such as the effects of buoyancy and radiative heat 









Thermal characteristics for transitional and turbulent flows 
The Nusselt number computed based on the CFD simulations are compared with the 
experimental data in molten salt experiments and forced convective heat transfer correlations for 
transitional and turbulent flows, such as the Dittus-Boelter Eq. (2-33), Gnielinski Eq. (2-34), 
Sieder-Tate (turbulent) Eq. (2-35), and Hausen Eq. (2-36) correlations.  
Nu = 0.023Re0.8P𝑟𝑛  (n = 0.4 for heating and 0.3 for cooling)                 (2-33) 
Nu = 0.012(Re0.87 − 280)Pr0.4[1 + (𝐿 𝐷⁄ )−2 3⁄ ](𝑃𝑟𝑓 𝑃𝑟𝑤⁄ )
0.11
               (2-34) 
Nu = 0.027Re0.8Pr1 3⁄ (𝜇𝑓 𝜇𝑤⁄ )
0.14
                                              (2-35) 
Nu = 0.116(Re2 3⁄ − 125)Pr1 3⁄ (𝜇𝑓 𝜇𝑤⁄ )
0.14
                                     (2-36) 
As shown in Figure 2-15, the CFD results of FLiNaK and LiF-BeF2-ThF4-UF4 generally 
agree well with the experimental data. In addition, both the CFD results and about 90% of the total 
experimental data points fall within ±20% uncertainties of the Dittus-Boelter correlation. 
Therefore, the Dittus-Boelter correlation is generally good for modeling of molten salt heat transfer 




Figure 2-15 Comparison among the CFD results, experimental data, and Dittus-Boelter 
correlation for salt Nusselt number 
 
Similarly, the CFD results of FLiNaK and LiF-BeF2-ThF4-UF4 are within ±11.4% 
uncertainties of the Gnielinski correlation as shown in Figure 2-16. In addition, nearly 90% of the 
experimental data points fall within ±20% uncertainties of the Gnielinski correlation, while 5% of 
the experimental data points deviate from the Gnielinski correlation results significantly, by 40% 
and the remaining 5% data points deviate by 150%. Except for the experimental data from 
Hoffman and Lones (1955) who used nickel and SS 316 pipes in the experiments, the Gnielinski 




Figure 2-16 Comparison among the CFD results, experimental data, and Gnielinski correlation 
for salt Nusselt number 
 
In Hoffman’s experiments, nickel, Inconel, and SS 316 were used as the pipe materials. 
Since the Nusselt values derived from the FLiNaK-Inconel experimental data were much lower 
than those derived from their other two experiments, i.e., FLiNaK-nickel and FLiNaK-SS 316 
experiments, Hoffman concluded that the significant deviation was due to the formation of a 
corrosion layer on the inner pipe surface during the FLiNaK-Inconel experiment. However, the 
explanation was disputed (Zhang et al., 2020a; Ambrosek et al., 2009; Yoder, 2014a) since Inconel 
and SS 316 should exhibit similar corrosion resistant to FLiNaK at similar temperatures.  
Table 2-6 summarizes the nominal compositions of Inconel 600, Nickel 200, and SS 316. 
Chromium (Cr) contents in Inconel 600 and SS 316 are in very similar ranges. Chromium is more 
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likely to dissolve in FLiNaK, compared with Ni and Fe, due to the lowest free energy of formation 
for CrF2 as summarized in Table 2-7 (Baes, 1974). Therefore, the salt corrosion effect on FLiNaK 
heat transfer experiments using Inconel 600 and SS 316 as the pipe materials should behave 
similarly if the initial purity level in FLiNaK is the same for the three tests and the rest of testing 
conditions are very similar, including the salt temperature, salt volume, and test duration. A 
number of publications (Rahnema, 2016; Zhang et al., 2017a; Feron, 2012) demonstrated that 
compared with Inconel 600, SS 316L/316H has a similar or even lower corrosion rate in FLiNaK 
salt environment. However, the experimental data from Hoffman’s FLiNaK-SS 316 experiment 
are about 100% higher than those from their own FLiNaK-Inconel experiment. In addition, Nickel 
200 is corrosion resistant to FLiNaK, but the experimental data using the nickel pipe show 
significantly higher values than those using Hastelloy N, another corrosion resistant alloy to 
FLiNaK. It is therefore hypothesized that there were most likely some abnormal conditions 
unaddressed in Hoffman’s FLiNaK-SS 316 and FLiNaK-Nickel experiments. New heat transfer 
experiments for FLiNaK in SS 316 and nickel pipes are suggested.  
 
Table 2-6 Nominal compositions of Inconel 600, nickel 200, and SS 316 (wt%) (Special Metals) 
 Ni Cr Fe Mo Mn Si C 
Inconel 600 > 72.0 14.0-17.0 6.0-10.0 -- < 1.0 < 0.5 < 0.15 
Nickel 200 > 99.0 -- -- -- < 0.35 < 0.35 < 0.15 
SS 316 10.0-14.0 16.0-18.0 Balance 2.0-3.0 < 2.0 < 0.75 < 0.08 
 
Table 2-7 Free energy of formation for fluorides at 1000 K (Baes, 1974) 
Compound CrF2 FeF2 NiF2 MoF6 




Since most of the heat transfer experimental data presented in the literature are in the form 
of Nu/Pr1/3, the CFD results are written in the same functional form and compared with those 
experimental data and Sieder-Tate (turbulent) and Hausen correlations as shown in Figure 2-17. 
The experimental data using oil as the working fluid (Morris and Whitman, 1928) are included as 
well. The CFD results of FLiNaK and LiF-BeF2-ThF4-UF4 agree well with the experimental data, 
except again for the data derived from Hoffman’s experiments. In addition, both the CFD results 
and most of the experimental data are within ±20% uncertainties of the Sieder-Tate correlation 
(turbulent) for 10,000 ≤ Re ≤ 120,000. In addition, Hausen correlation predicts the molten salt heat 
transfer coefficient with ±20% uncertainties for 5,000 ≤ Re ≤ 10,000, while ±40% uncertainties 
for 2,300 ≤ Re ≤ 5,000.   
The much larger experimental values compared to the CFD results and Hausen correlation 
especially for Re = 2,300 to 3,000 is likely due to the entrance effect, buoyancy effect, and radiative 
heat transfer effect in molten salts.  In addition, the comparison as shown in Figure 2-17 appears 
to suggest that these potential reasons discussed earlier could be neglected for flows of large salt 





Figure 2-17 Comparison among the CFD results, experimental data, Sieder-Tate and Hausen 
correlations for salt Nusselt number 
 
2.3 CFD Study for Molten Salts in Circular Pipes with the Effects of Buoyancy and Radiative 
Heat Transfer 
As observed in Figure 2-14 in Section 2.2, the Nusselt number of molten salts in laminar 
flow region is significantly underestimated by the CFD predictions for fully-developed flows and 
Sieder-Tate correlation for developing laminar flows. Several potential reasons were proposed as 
discussed earlier, including (1) underestimation by the Sieder-Tate correlation and/or (2) 
incapability of the forced convective heat transfer correlation, Sieder-Tate correlation, to 
completely represent the heat transfer phenomena present in the molten salt experiments, such as 
the effects of buoyancy and radiative heat transfer. All these potential reasons will be investigated 
in this section through a CFD study. 
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STAR-CCM+ was used for modeling of the thermal-hydraulic performance of three 
different molten salts, namely, KNO3-NaNO2-NaNO3 (53-40-7 mol%), LiF-BeF2-ThF4-UF4 (71.7-
16-12-0.3 mol%), and LiF-BeF2-ThF4-UF4 (67.5-20.0-12-0.5 mol%) in their corresponding test 
sections as shown in Figure 2-18, the same configurations as those in the experiments (Chen et al., 
2017; Silverman et al., 1976; Cooke and Cox, 1973). In addition, the thermophysical properties of 








Figure 2-18 Geometry and dimensions of the test sections in the experiments by: (a) Chen et al. 
(2017); (b) Silverman et al. (1976); and (c) Cooke and Cox (1973) 
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2.3.1 Numerical Modeling 
Several mesh models, such as polyhedral mesher, surface remesher, and prism layer mesher 
were enabled for meshing. The boundary conditions for the two fuel salt experiments (Silverman 
et al., 1976; Cooke and Cox, 1973) include a mass flow rate inlet at a certain temperature, an 
atmospheric pressure outlet, and a constant wall heat flux condition. Since the two fuel salt 
experiments (Silverman et al., 1976; Cooke and Cox, 1973) were recorded in detail, the inlet mass 
flow rate, inlet temperature, and surface-averaged wall heat flux used in the numerical modeling 
are exactly the same as those for each of the experimental data points in the experiments 
(Silverman, et al., 1976; Cooke and Cox, 1973). For the nitrate salt experiment (Chen et al., 2017), 
boundary conditions include a mass flow rate inlet at 250 °C (523 K), an atmospheric pressure 
outlet, and a constant wall temperature of 172 °C (445 K).  
The mesh independence study has been performed for the experiments investigated. As an 
example, three sets of grid size were used for the fuel salt at Re = 405 in the experiments (Cooke 
and Cox, 1973), and the results are summarized in Table 2-8. The GCI value of the average heat 
transfer coefficient is significantly small, 0.11%. Therefore, the simulation results using fine mesh 
option #1 are considered to be mesh independent.  
 
Table 2-8 Results of the mesh independence study for the fuel salt at Re = 405 (Cooke and Cox, 
1973) 
Mesh option Cell quantity (103) Grid size (mm) ℎ̅ (W/m2-K) 
1 (Fine) 3439.14 0.14 1794.4 
2 (Medium) 917.45 0.22 1786.5 
3 (Coarse) 281.77 0.33 1773.1 
GCI (%) N/A N/A 0.11 
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Three cases will be investigated by employing: (1) Forced convective heat transfer; (2) 
Mixed convective heat transfer to include the buoyancy effect; and (3) Combined mixed 
convective and radiative heat transfer in molten salts.  
 
2.3.2 CFD Study for Forced Convective Heat Transfer 
Figure 2-19 shows the CFD predictions for the three experiments (Chen et al., 2017; 
Silverman et al., 1976; Cooke and Cox, 1973) without considering the effects of buoyancy and 
radiative heat transfer in the salts. The relative discrepancies between the CFD predictions and 
experimental data are within 29.8%, 22.8%, and 12.0% for the three experiments, Chen et al. 
(2017), Silverman et al. (1976), and Cooke and Cox (1973), respectively. It is observed that the 
CFD predictions are generally larger than the Sieder-Tate correlation results and closer to the 
experimental data as shown in Figure 2-14 and Figure 2-19. Therefore, the Sieder-Tate correlation 
is likely to underestimate the entrance effect on the thermal performance of laminar flows of 




Figure 2-19 CFD results for forced convective heat transfer of KNO3-NaNO2-NaNO3 and LiF-
BeF2-ThF4-UF4 in laminar flow regime 
 
In addition, the generally lower CFD predictions compared with the experimental data as 
shown in Figure 2-19 suggest the existence of additional heat transfer enhancement mechanisms 
in the experiments, which should be considered in the CFD study. The effects of buoyancy due to 
the temperature difference between the wall and bulk salt and radiative heat transfer in semi-
transparent fluids, molten salts, are likely to be reasons for the heat transfer enhancement, which 




2.3.3 CFD Study for Mixed Convective Heat Transfer (Buoyancy Effect) 
Figure 2-20 shows the CFD predictions for the three experiments (Chen et al., 2017; 
Silverman et al., 1976; Cooke and Cox, 1973) considering the buoyancy effect in the salts. The 
relative discrepancies between the CFD predictions and experimental data are within 18.5%, 
15.5%, and 9.2% for the three experiments, Chen et al. (2017), Silverman et al. (1976), and Cooke 
and Cox (1973), respectively. By comparing the experimental data in Figure 2-19 and the 
conrresponding data in Figure 2-20, it is also identified that the buoyancy effect enhances the heat 
transfer up to 16.3%, 8.9%, and 9.1% for the three experiments, Chen et al. (2017), Silverman et 
al. (1976), and Cooke and Cox (1973), respectively. Therefore, the buoyancy effect is non-
negligible for laminar flows of molten salts in these experiments in order to have accurate 
predictions.  
 
Figure 2-20 CFD results for mixed convective heat transfer of KNO3-NaNO2-NaNO3 and LiF-
BeF2-ThF4-UF4 in laminar flow regime 
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In addition, the CFD predictions of Nu/Pr1/3 are still generally lower than the experimental 
data for the two experiments, Chen et al. (2017) and Silverman et al. (1976). The radiative heat 
transfer in molten salts will then be considered in the CFD study.  
 
2.3.4 CFD Study for Combined Mixed Convective and Radiative Heat Transfer  
The DOM model in STAR-CCM+ is enabled to consider the radiative heat transfer in 
molten salts. A number of thermal radiation related parameters need to be known to set up the 
DOM model, in which one key parameter is the absorption coefficient of molten salts. 
 
Absorption coefficient 
Currently, the absorption coefficients of the fuel salt LiF-BeF2-ThF4-UF4 and nitrate salt 
KNO3-NaNO2-NaNO3 are not available. Therefore, the number-density-averaged absorption 
coefficient of a mixture, widely used in the literature (Chaleff et al., 2016; Zhang and Sun, 2020b) 




                                                (2-37) 
is adopted to estimate the absorption coefficient of LiF-BeF2-ThF4-UF4 (67.5-20-12-0.5 mol%), 
LiF-BeF2-ThF4-UF4 (71.7-16-12-0.3 mol%), and KNO3-NaNO2-NaNO3 (53-40-7 mol%). N is for 
the number density and the subscripts m and i are for the mixture and ith constituent. The 
absorption coefficient for LiF, BeF2, ThF4, UF4, KNO3, NaNO2, and NaNO3 need to be known. 
The absorption coefficients of LiF, BeF2, ThF4, and UF4 have been investigated in the 
literature (Toth and Gilpatrick, 1972; Li, 1979; Baldwin and Mackenzie, 1979; Mouchart et al., 
1985; Chaleff et al., 2018) and plotted in Figure 2-21. For Region I, 𝜆 = 0.10 – 0.12 µm as shown 
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in Figure 2-21, the absorption coefficient of LiF is significantly larger than others if it is 
extrapolated. For Region II, 𝜆 = 0.12 – 2.46 µm, the absorption coefficients of UF4 and ThF4 are 
significantly larger than the absorption coefficients of LiF and BeF2 if they are extrapolated. For 
Region III, 𝜆 = 2.46 – 5.11 µm, the absorption coefficient of ThF4 after extrapolation is 
significantly larger than others. For Region IV, 𝜆 = 5.11 – 7.84 µm, both BeF2 after extrapolation 
and ThF4 have dominating absorption coefficients. For Region V, 𝜆 = 7.84 – 15.88 µm, both LiF 
and BeF2 have larger absorption coefficients than others. For Region VI, 𝜆 = 15.88 – 100 µm, LiF 
has the largest absorption coefficient. 
 
 
Figure 2-21 Absorption coefficients of LiF, BeF2, ThF4, and UF4 (Toth and Gilpatrick, 1972; Li, 
1979; Baldwin and Mackenzie, 1979; Mouchart et al., 1985; Chaleff et al., 2018) 
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Figure 2-22 shows the absorption coefficient of LiF-BeF2-ThF4-UF4 considering: (1) The 
extrapolated absorption coefficient of BeF2 for 𝜆 = 0.10 – 2.51 µm and 4.94 – 5.76 µm, while an 
averaged absorption coefficient of 3.77 × 104 m-1 for 𝜆 = 37.80 – 100.00 µm; (2) The extrapolated 
absorption coefficient of ThF4 for 𝜆 = 0.10 – 4.00 µm and 11.00 – 100.00 µm; and (3) An averaged 
absorption coefficient of 2.13 × 104 m-1 for UF4 for 𝜆 = 0.10 – 0.36 µm and 2.46 – 100.00 µm. 
The spectral absorption coefficients of LiF-BeF2-ThF4-UF4 (71.7-16.0-12.0-0.3 mol%) and LiF-
BeF2-ThF4-UF4 (67.5-20.0-12.0-0.5 mol%) are overlapped as shown in Figure 2-22 due to the 
close molar fraction of each constitute in the two fuel salts. One spectral absorption coefficient is 
therefore used for these two fuel salts as a convenience.  
 
 
Figure 2-22 Absorption coefficient of LiF-BeF2-ThF4-UF4 
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Independence study for the number of bands for the absorption coefficient 
The absorption coefficient in the DOM model needs to be discrete values. Therefore, the 
continuous curve for the absorption coefficient of LiF-BeF2-ThF4-UF4 as shown in Figure 2-22 
should be converted to a discrete value for each band. The Planck-mean absorption coefficient, 








                                                   (2-38) 
is used to calculate the equivalent gray absorption coefficient for each band, where 𝐸𝑏𝜆 is the 
spectral emissive power of a black body. In addition, 𝜆𝑚𝑖𝑛  =  0.1 μm and 𝜆𝑚𝑎𝑥  =  100 μm  are 
adopted in this study, which includes 99.98% of the total blackbody emissive power at 700 °C. 
The larger number of bands for the absorption coefficient leads to more accurate results. 
However, it significantly increases the computational time as well. It is therefore necessary to 
perform an independence study for the number of bands considering both the accuracy and 
computational time.  
Three cases are investigated: 1 band, 3 bands, and 5 bands. The wavelength range for each 
band (𝜆1 for lower limit and 𝜆2 for upper limit) is identified by equally distributing the total 
blackbody emissive power as summarized in Table 2-9. The Planck-mean absorption coefficient 
of the fuel salt in each band at 700 °C is plotted in Figure 2-23. The shape of 5-band Planck-mean 
absorption coefficient better captures the continuous curve for the absorption coefficient of the 





Table 2-9 Planck-mean absorption coefficient of LiF-BeF2-ThF4-UF4 (71.7-16.0-12.0-0.3 mol%) 
at 700 °C 
Number of 
bands 
Fraction of ∫ 𝐸𝑏𝜆𝑑𝜆
∞
0
 (%) 𝜆1 (µm) 𝜆2 (µm) ?̅?𝑎 (m
-1)  
1 99.98 0.10 100 10165.98 
 
3 
33.34 0.10 3.36 262.16 
33.30 3.36 5.42 272.22 




19.99 0.10 2.75 303.22 
19.97 2.75 3.68 191.89 
20.08 3.68 4.88 191.87 
20.05 4.88 7.07 1836.45 




Figure 2-23 Planck-mean absorption coefficient of LiF-BeF2-ThF4-UF4 (71.7-16.0-12.0-0.3 
mol%) 
 59 
Figure 2-24 shows the independence study for the number of bands. As the increase of the 
number of bands, the Nusselt number decreases continuously until reaching a plateau. The 
maximum discrepancies between the 1-band and 5-band results, and 3-band and 5-band results are 
1.1% and 0.2%, respectively. Considering the much lower computational cost and appropriate 
accuracy for the 1-band condition, it is therefore selected for the following analysis of the radiative 
heat transfer in molten salts.   
 
 
Figure 2-24 Independence study for the number of bands for LiF-BeF2-ThF4-UF4 (71.7-16.0-
12.0-0.3 mol%) 
 
Comparison with experiments 
Figure 2-25 shows the CFD predictions for the three experiments (Chen et al., 2017; 
Silverman et al., 1976; Cooke and Cox, 1973) considering both the effects of buoyancy and 
radiative heat transfer in the salts. The relative discrepancies between the CFD predictions and 
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experimental data are within 13.6%, 10.3%, and 11.7% for the three experiments, Chen et al. 
(2017), Silverman et al. (1976), and Cooke and Cox (1973), respectively. By comparing the 
experimental data in Figure 2-20 and the corresponding data in Figure 2-25, it is identified that the 
radiative heat transfer represents up to 5.6%, 9.1%, and 5.9% of the total heat transfer for the three 
experiments, Chen et al. (2017), Silverman et al. (1976), and Cooke and Cox (1973), respectively. 
Therefore, the radiative heat transfer is non-negligible for laminar flows of molten salts in these 
experiments in order to have accurate predictions. Next, we need to know under what conditions 
it is necessary to consider the radiative heat transfer in molten salts. 
 
 
Figure 2-25 CFD results for mixed convective and radiative heat transfer of KNO3-NaNO2-
NaNO3 and LiF-BeF2-ThF4-UF4 in laminar flow regime 
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2.4 Radiative Heat Transfer Model  
A radiative heat transfer model will be developed in this section to identify conditions 
where the radiative heat transfer is non-negligible, which will then be incorporated in a 1D code 
NACCO to predict the thermal-hydraulic performance of molten salts in natural circulation loops. 
 
2.4.1 Model Development  
To estimate the thermal radiation effect on the total heat transfer rate for a fluid flowing 




                                                       (2-39) 
is adopted in this study. The salt Nusselt number due to the convective and radiative heat transfer 
are defined respectively as:  















                                               (2-41) 
where hc, hr, 𝑞𝑐
′′, 𝑞𝑟
′′, Tf, Tw, Di, and ks are the convective and radiative heat transfer coefficients, 
convective and net radiative heat fluxes, bulk fluid and wall temperatures, pipe inner diameter 
(ID), and salt thermal conductivity, respectively. Utilizing Eqs. (2-40) and (2-41), the thermal 
radiation effect factor can be written as  





"                                                            (2-42) 
in a form of the convective and net radiative heat fluxes.  
If the convective and net radiative heat fluxes, 𝑞𝑐
′′ and 𝑞𝑟
′′ between the fluid and the channel 
or pipe wall are known, fr could be estimated. A radiative heat transfer model will be developed to 
estimate the net radiative heat flux 𝑞𝑟
′′. In addition, the conventional convective heat transfer 
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correlations will be used to estimate the convective heat flux 𝑞𝑐
′′. Prior to developing the radiative 
heat transfer model, some thermal radiation related parameters will be briefly introduced.  
 
Parameters related to the thermal radiation 
Thermal radiation related variables include the emissivity 𝑟, absorptivity 𝛼𝑟, reflectivity 
𝜌𝑟, and transmissivity 𝜏𝑟, as defined in Eqs. (2-43) to (2-46), respectively. E is the irradiation 
(power per unit area) by a medium, while Eb is the irradiation by a blackbody at the same 
temperature. Since the radiative heat flux (Etotal) from Medium 1 to Medium 2 shown in Figure 
2-26 is either absorbed (𝐸𝛼) by, reflected (𝐸𝜌) by, or permeates (𝐸𝜏) through Medium 2, the sum 












                                                               (2-45) 
   𝜏𝑟 =
𝐸𝜏
𝐸𝑡𝑜𝑡𝑎𝑙
                                                               (2-46) 
  𝛼𝑟 + 𝜌𝑟 + 𝜏𝑟 = 1                                                       (2-47) 
For a simplified analysis, it is assumed that the emissivity, absorptivity, reflectivity, and 
transmissivity depend on the wavelength 𝜆, temperature T, and material species Ms,i:  
𝜓𝑟 = 𝜓𝑟(𝜆, 𝑇, 𝑀𝑠,𝑖)                                                     (2-48) 
where 𝜓𝑟 can be 𝑟, 𝛼𝑟, 𝜌𝑟, or 𝜏𝑟. 
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Figure 2-26  Schematic of the thermal radiation with two media 
 
Figure 2-27 shows a schematic of the energy transfer process from photons emitted from a 
planar Medium 1 to the planar wall surface of Medium 2 assuming no scattering in Medium 1. It 
is also assumed that Media 2 and 3 are sufficiently thick and therefore no spectral transmission is 
considered, i.e., 𝜏𝑟2  =  𝜏𝑟3  =  0. The emitted photons from Media 1 to 2 undergo the following 
steps:  
(1) Medium 1 emits photons with a radiative heat flux of 𝐸1 (corresponding to a wavelength 
𝜆1) to Medium 2;  
(2) A fraction of the initial photons are absorbed by Medium 2 and the deposited energy per 
unit area in Medium 2 is 𝛼2𝐸1;  
(3) The remaining photons are reflected by Medium 2 with a radiative heat flux of 𝜌2𝐸1 ;  
(4) These photons are partially absorbed by Medium 1 with a deposited energy per unit area in 
Medium 1 of 𝛼1𝜌2𝐸1;  
(5) Some photons are reflected by Medium 1 with a radiative heat flux of 𝜌1𝜌2𝐸1. Similar to 
the initial photons in Step (1), these photons can be further absorbed and reflected by Medium 
2 and undergo Steps (2) to (8);  
(6) Other photons further permeate through Medium 1 with a radiative heat flux of 𝜏1𝜌2𝐸1;  
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(7) The permeated photons are partially absorbed by Medium 3 with a deposited energy per 
unit area of 𝛼3𝜏1𝜌2𝐸1;  
(8) The rest of these permeated photons are reflected by Medium 3 with a radiative heat flux 
of 𝜏1𝜌2𝜌3𝐸1. Similar to photons in Step (3), these photons can permeate, be absorbed and 
reflected by Medium 1, and undergo Steps (4) to (8);  
 
 
Figure 2-27 Schematic of the energy transfer process from photons emitted from a planar 




The emitted photons from Media 1 to 3 undergo the similar steps in Figure 2-27. Since 
photons could permeate through, and be absorbed and reflected by Medium 1, the net radiative 
heat flux among Media 1, 2, and 3 becomes complicated. However, molten salts exhibit nearly 
zero reflectivity or transmissivity in certain wavelength intervals (Li, 1979), which makes the 
development of a simplified radiative heat transfer model become feasible. Therefore, two cases, 
namely (1) zero reflectivity and (2) zero transmissivity of Medium 1, will be discussed to compute 
the net radiative heat flux from Media 1 to 2 and 3.  
 
Zero reflectivity of Medium 1 (ρ1 = 0) 
Figure 2-28 shows the radiative heat transfer process among the planar Media 1, 2, and 3 
if the reflectivity of Medium 1 is zero. Photons emitted by Medium 1 with a radiative heat flux of 
𝐸1 as shown in Figure 2-28(a) are absorbed and reflected by Medium 2. The reflected photons are 
partially absorbed by Medium 1 while the remaining photons permeate through Medium 1. Then 
a fraction of the permeated photons are absorbed by Medium 3 while the rest is reflected back to 
Medium 1. Some of these photons are absorbed by Medium 1 while others further permeate 
through Media 1 to 2, which complete one cycle. Photons emitted by Medium 2 with a radiative 
heat flux of 𝐸2 as shown in Figure 2-28(b) are partially absorbed by Medium 1 while the rest 
permeate through Medium 1. A fraction of these permeated photons are absorbed by Medium 3 
while the rest is reflected. Then some of these reflected photons are absorbed by Medium 1 while 







Figure 2-28 Schematic of the energy transfer process: (a) Photons emitted from Media 1 to 2 and 
(b) Photons emitted from Media 2 to 1 (𝜌1 = 0) 
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The net radiative heat flux from Media 1 to 2 and 3 can be given by 




                   (2-49) 
A detailed derivation of Eq. (2-49) is summarized in the Appendix. Although Eq. (2-49) is 
derived to estimate the net radiative heat flux for a system of three infinite planar media, it could 
be modified for a two-medium system, i.e., a molten salt flowing in a tube/pipe. By treating Media 
2 and 3 as one medium, the net radiative heat flux from the molten salt to the outside tube/pipe can 
be estimated by  
𝐸𝑠−𝑡(𝜌𝑠 = 0) = 𝑠𝐸𝑏𝑠 − 𝛼𝑠
𝜌𝑡 𝑠𝐸𝑏𝑠+ 𝑡𝐸𝑏𝑡
1−𝜏𝑠𝜌𝑡
                                  (2-50) 
where 𝐸2 = 𝐸3 = 𝐸𝑡  and 𝜌2 = 𝜌3 = 𝜌𝑡 are assumed. This equation is in a wavelength-
independent form for the net radiative heat flux. Since the radiation related parameters depend on 
the wavelength, it is necessary to estimate the net radiative heat flux per a certain wavelength (also 
called the spectral emissive power), which can be written as 
𝐸𝑠−𝑡,𝜆(𝜌𝜆,𝑠 = 0) = 𝜆,𝑠𝐸𝑏𝜆,𝑠 − 𝛼𝜆,𝑠
𝜌𝜆,𝑡 𝜆,𝑠𝐸𝑏𝜆,𝑠+ 𝜆,𝑡𝐸𝑏𝜆,𝑡
1−𝜏𝜆,𝑠𝜌𝜆,𝑡
                        (2-51) 
The overall net radiative heat flux from the molten salt to the tube/pipe is an integral of 
the spectral emissive power over the entire range of the associated wavelengths as   
𝐸𝑠−𝑡,𝑎𝑙𝑙(𝜌𝜆,𝑠 = 0) = ∫ 𝐸𝑠−𝑡,𝜆(𝜌𝜆,𝑠 = 0)
∞
0
d𝜆                         (2-52) 
Zero transmissivity of Medium 1 (τ1 = 0) 
Figure 2-29 shows the radiative heat transfer process among planar Media 1, 2, and 3 if the 
transmissivity of Medium 1 is set to be zero. The photons emitted by Medium 1 with a radiative 
 68 
heat flux of 𝐸1  as shown in Figure 2-29(a) are absorbed and reflected by Medium 2. The reflected 
photons are partially absorbed by Medium 1 while the remaining photons are reflected to Medium 
2 to complete one cycle. The photons emitted by Medium 2 with a radiative heat flux of 𝐸2 as 
shown in Figure 2-29(b) are partially absorbed while the rest is reflected by Medium 1. A fraction 
of these reflected photons are absorbed by Medium 2 while the rest is reflected back to Medium 1 
to complete one cycle. 
The net radiative heat flux from Media 1 to 2 and 3 is given by 






]                                 (2-53) 
A detailed derivation of Eq. (2-53) is summarized in the Appendix. By treating Media 2 
and 3 as one medium, the net radiative heat flux from the molten salt to the outside tube/pipe can 
be estimated by  
𝐸𝑠−𝑡(𝜏𝑠 = 0) = 𝑠𝐸𝑏𝑠 − 𝛼𝑠
𝜌𝑡 𝑠𝐸𝑏𝑠+ 𝑡𝐸𝑏𝑡
1−𝜌𝑠𝜌𝑡
                                       (2-54) 
where 𝐸2 = 𝐸3 = 𝐸𝑡 and 𝜌2 = 𝜌3 = 𝜌𝑡 are assumed. The corresponding spectral emissive power 
is therefore written as  
𝐸𝑠−𝑡,𝜆(𝜏𝜆,𝑠 = 0) = 𝜆,𝑠𝐸𝑏𝜆,𝑠 − 𝛼𝜆,𝑠
𝜌𝜆,𝑡 𝜆,𝑠𝐸𝑏𝜆,𝑠+ 𝜆,𝑡𝐸𝑏𝜆,𝑡
1−𝜌𝜆,𝑠𝜌𝜆,𝑡
                       (2-55) 
The overall net radiative heat flux from the molten salt to the tube/pipe is an integral of the 
spectral emissive power over the entire range of the associated wavelengths as:   
𝐸𝑠−𝑡,𝑎𝑙𝑙(𝜏𝜆,𝑠 = 0) = ∫ 𝐸𝑠−𝑡,𝜆(𝜏𝜆,𝑠 = 0)
∞
0







Figure 2-29 Schematic of the energy transfer process: (a) Photons emitted from Media1 to 2 and 
(b) Photons emitted from Media 2 to 1 (𝜏1 = 0) 
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Net radiative heat flux 
The net radiative heat flux from the molten salt to the outside tube/pipe can be estimated 
by Eq. (2-52) if 𝜌𝜆,𝑠  =  0 or Eq. (2-56) if 𝜏𝜆,𝑠  =  0. By applying:  
(1) Kirchhoff’s law, 𝜆,𝑠  =  𝛼𝜆,𝑠 and 𝜆,𝑡  =  𝛼𝜆,𝑡;  
(2) Beer’s law (neglecting scattering), 𝜏𝜆,𝑠  =  𝑒
−𝑘𝑙,𝜆𝐿, where 𝑘𝑙,𝜆 and L are the absorption 
coefficient at a certain wavelength and the path length, respectively. L can be estimated by the 
mean beam length Lm for an arbitrary geometry;  
(3) 𝛼𝜆,𝑠 + 𝜌𝜆,𝑠 + 𝜏𝜆,𝑠 = 1;  
(4) 𝛼𝜆,𝑡 + 𝜌𝜆,𝑡 = 1 
for Eq. (2-52), the net radiative heat flux from the molten salt to the outside pipe can be written, if  
𝜌𝜆,𝑠  =  0, as:  







d𝜆                         (2-57) 
Similarly, applying these conditions, except Beer’s law, to Eq. (2-56), the net radiative heat 
flux from the molten salt to the outside pipe can be written, if  𝜏𝜆,𝑠  =  0, as: 





d𝜆                          (2-58) 
A number of variables, i.e., Lm, 𝑘𝑙,𝜆, 𝜌𝜆,𝑠, 𝜆,𝑡, 𝐸𝑏𝜆,𝑠, and 𝐸𝑏𝜆,𝑡, need to be known, which 
have been discussed in detail in the literature (Zhang and Sun, 2020b). Utilizing Eq. (2-41), the 
salt Nusselt number due to the radiative heat transfer for zero reflectivity and transmissivity cases 
can be respectively written as:   
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                      (2-59) 








                         (2-60) 
 
2.4.2 Model Benchmark 
The best way to validate the radiative heat transfer model is to compare it with the 
associated experiments, where the radiative heat transfer dominates. However, such experiments 
are currently unavailable. Therefore, the radiative heat transfer model developed in this study is 
benchmarked by comparing with the CFD results. Since the CFD study for the mixed convective 
heat transfer and combined mixed convective and radiative heat transfer have been performed, the 
following equation 
Nu𝑟 = Nu𝑡 − Nu𝑐                                                      (2-61) 
is then used to obtain the Nusselt number Nur due to the radiative heat transfer from the CFD 
results, where Nuc and Nut are the Nusselt numbers due to the mixed convective heat transfer and 
combined mixed convective and radiative heat transfer, respectively. 
Figure 2-30 shows the code benchmark study by comparing the CFD predictions with the 
in-house radiative heat transfer model results. It is observed that the discrepancy is within 15%. It 
is mainly due to the fact that the radiative heat transfer is a three-dimensional effect. In the current 
study, the in-house radiative heat transfer model will be incorporated in the 1D code NACCO to 




Figure 2-30 Validation of the radiative heat transfer model  
 
2.4.3 Sensitivity Study 
The effects of various variables, including the pipe ID (5 to 50 mm), salt temperature (500 
to 1000 °C), salt and wall temperature difference (5 to 100 °C), and salt absorption coefficient (1 
to 100 m-1), will be investigated for fully-developed flows of FLiNaK. 
 
Effect of the pipe ID under different Reynolds numbers for fully-developed flows 
Figure 2-31 shows the heat transfer coefficient of FLiNaK under different salt Reynolds 
numbers. The radiative heat transfer coefficient estimated by the developed radiative heat transfer 
model is 28.5 W/(m2-K) under the conditions investigated (Di = 50 mm, ΔT = Tsalt – Tw = 10 
°C, 
Tsalt = 700 
°C). In addition, the convective heat transfer coefficient is kept at 66.7 W/(m2-K) for Re 
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< 2,300 under fully-developed flow and constant wall temperature conditions (Nu = 3.66), while 
it increases to 1309.3 W/(m2-K) for Re = 10,000.  
 
 
Figure 2-31 Relationship between the heat transfer coefficient and salt Reynolds number (Di = 
50 mm, ΔT = Tsalt – Tw = 10 
°C, Tsalt = 700 
°C) 
 
Figure 2-32 shows the effects of the pipe ID on the thermal radiation effect factor. The 
thermal radiation effect factor keeps constant for Re ≤ 2,300 at ΔT = 10 °C and Tsalt = 700 
°C, but 
it significantly decreases for Re > 2,300. This is because the radiative heat transfer coefficient 
keeps constant for Re = 1,000 – 10,000 under the conditions investigated (ΔT = 10 °C and Tsalt = 
700 °C), while the convective heat transfer coefficient is initially a constant for Re ≤ 2,300 but it 
increases significantly for Re > 2,300. The radiative heat transfer is therefore more important for 
laminar flows than transitional flows under the conditions investigated. Compared with laminar 
and transitional flows, the thermal radiation effect factor for turbulent flows is smaller due to the 
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larger convective heat transfer coefficient. As an example, the radiative heat transfer rate represents 
29.9% of the total heat transfer rate for a laminar flow in a 50-mm ID pipe under the specified 
conditions in Figure 2-32. However, it significantly decreases to 2.1% for Re = 10,000.  
 
 
Figure 2-32 Relationship between the thermal radiation effect factor, salt Reynolds number, and 
pipe ID (ΔT = Tsalt – Tw = 10 
°C, Tsalt = 700 
°C)  
 
In addition to the salt Reynolds number, the pipe size has an important effect on the 
radiative heat transfer as well. The thermal radiation effect factor is 2.2% for laminar flows in a 5-
mm ID pipe, which is significantly small compared to 29.9% in a 50-mm ID pipe. This is because 
the distance for the light travelling through the molten salt is longer in larger ID pipes, where the 




Effects of the pipe ID and salt temperature for fully-developed laminar flows 
Figure 2-33 shows the effects of the pipe ID and salt temperature on the thermal radiation 
effect factor. For a certain pipe ID, i.e., 50 mm, the thermal radiation effect factor is 21.3% at Tsalt 
= 500 °C, while 42.2% at Tsalt = 1000 
°C. For a certain salt temperature, i.e., 1000 °C, the thermal 
radiation effect factor increases from 3.4% at Di = 5 mm to 42.2% at Di = 50 mm. As the increase 
of the pipe ID from 5 to 50 mm at Tsalt = 1000 
°C, the radiative heat transfer coefficient increases 
from 31.0 to 63.7 W/(m2-K) as shown in Figure 2-34. Therefore, the radiative heat transfer is more 
important for flows in larger ID pipes under the conditions investigated.   
 
 
Figure 2-33 Relationship between the thermal radiation effect factor, pipe ID, and salt 
temperature (ΔT = 10 °C, laminar flow Nu = 3.66) 
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Figure 2-34 Relationship between the radiative heat transfer coefficient, pipe ID, and salt 
temperature (ΔT = 10 °C, laminar flow Nu = 3.66) 
 
Effects of the salt and wall temperature difference, and salt temperature for fully-developed 
laminar flows 
Figure 2-35 shows the effects of the salt and wall temperature difference, and salt 
temperature on the thermal radiation effect factor. For a certain salt and wall temperature 
difference, i.e., ΔT = 5 °C, the thermal radiation effect factor increases from 3.9% at Tsalt = 500 
°C 
to 9.0% at Tsalt = 1000 
°C. For a certain salt temperature, i.e., 1000 °C, the thermal radiation effect 
factor decreases from 9.0% to 8.1% as the salt and wall temperature difference is increased from 
5 to 100 °C. This is mainly due to the decrease of the radiative heat transfer coefficient as shown 
in Figure 2-36. For example, the radiative heat transfer coefficient decreases from 42.9 to 38.6 
W/(m2-K) at Tsalt = 1000 
°C when the salt and wall temperature difference is increased from 5 to 
100 °C. Therefore, the salt and wall temperature difference has a relatively small effect on the 
radiative heat transfer under the conditions investigated.  
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Figure 2-35 Relationship between the thermal radiation effect factor, salt and wall temperature 
difference, and salt temperature (Di = 10 mm, laminar flow Nu = 3.66) 
 
 
Figure 2-36 Relationship between the radiative heat transfer coefficient, salt and wall 
temperature difference, and salt temperature (Di = 10 mm, laminar flow Nu = 3.66) 
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Effect of the salt absorption coefficient in the IR region 
Figure 2-37 shows the effect of the salt absorption coefficient on the thermal radiation 
effect factor.  As the increase of the salt impurity level, the salt absorption coefficient increases 
due to the addition of the impurities. The thermal radiation effect factor significantly increases 
from 1.2 to 12.6% at Tsalt = 1000 
°C when the salt absorption coefficient is increased from 1 to 100 
m-1. Therefore, the salt absorption coefficient has a relatively large effect on the radiative heat 
transfer under the conditions investigated.  
It should be noted that the impurity level in the salts increases as the increase of the 
corrosion products, such as CrF2 (Chaleff et al., 2016). Therefore, the radiative heat transfer or 
thermal radiation effect factor becomes larger for a salt loop with increased corrosion. In other 
words, even if it is acceptable to initially neglect the radiative heat transfer in the salts, it may need 
to be considered due to severe corrosion after a certain period of operation.  
 
Figure 2-37 Relationship between the thermal radiation effect factor, salt absorption coefficient, 
and salt temperature (Di = 10 mm, ΔT = 10 
°C, laminar flow Nu = 3.66) 
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2.5 Summary 
This section numerically investigated heat transfer and friction characteristics of molten 
salts in straight circular pipes using a CFD tool, STAR-CCM+. The numerical results were 
validated by comparing with (1) modified experimental data using more accurate and consistent 
thermophysical properties of molten salts and (2) widely used correlations for forced convective 
heat transfer and friction factor. It has been identified that the effects of buoyancy and radiative 
heat transfer are generally non-negligible for laminar flows of molten salts.  
In addition, a radiative heat transfer model was developed to quantitatively evaluate the 
effect of the radiative heat transfer for different conditions of (1) pipe size (circular pipe ID from 
5 to 50 mm), (2) salt temperature (500 to 1000 °C), (3) salt and wall temperature difference (5 to 
100 °C), and (4) salt absorption coefficient (1 to 100 m-1). 
Several concluding remarks are summarized as follows: 
(1) Both the hydrodynamic and thermal entrance lengths for laminar and turbulent flows of 
molten salts could be preliminarily estimated by Eqs. (2-23) to (2-27). The discrepancy 
between the correlation results and CFD predictions ranged from 9.6% to 35%; 
(2) The friction factor of molten salts in the fully-developed laminar flow regime could be 
appropriately estimated by a CFD analysis and conventional correlation, Eq. (2-28). The 
maximum discrepancies by comparing the CFD and correlation results with the majority 
of the experimental data were ±6.3% and ±18.8%, respectively. However, the friction factor 
values for fully-developed turbulent flows of molten salts estimated by STAR-CCM+ and 
correlations, Eqs. (2-29) and (2-30), were in general much lower (< 38%) than the 
experimental data. The large discrepancy most likely resulted from the increased roughness 
of the pipe inner surface, which was due to corrosion of the pipe material in the salt 
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environment at elevated temperatures; If a relative roughness ɛ/D = 3×10-3 is adopted in 
Eq. (2-31) to consider the increased surface roughness due to corrosion, the discrepancy 
between the correlation results and the experimental data will decrease to 23.6%; 
(3) For molten salt heat transfer in laminar and turbulent flow regimes, the Nusselt number 
estimated by STAR-CCM+ was within ±20% uncertainties of convective heat transfer 
correlations, including the Dittus-Boelter, Gnielinski, and Sieder-Tate correlations.  
(4) The Dittus-Boelter correlation predicted the molten salt heat transfer coefficient with ±20% 
uncertainties for 10,000 ≤ Re ≤ 50,000 and 4 ≤ Pr ≤ 12; 
(5) The Gnielinski correlation predicted the molten salt heat transfer coefficient with ±20% 
uncertainties for 2,300 ≤ Re ≤ 50,000 and 4 ≤ Pr ≤ 19; 
(6) The Sieder-Tate correlation for turbulent flows predicted the molten salt heat transfer 
coefficient with ±20% uncertainties for 10,000 ≤ Re ≤ 120,000 and 4 ≤ Pr ≤ 27, while the 
Sieder-Tate correlation for laminar flows underestimated the fuel salt heat transfer 
coefficient by 27% and 40% for the nitrate salt heat transfer coefficient for 400 ≤ Re ≤ 
2,300 and 5 ≤ Pr ≤ 16. Two potential reasons were proposed as the entrance effect 
underestimated by the Sieder-Tate (laminar) correlation and incapability of the Sieder-Tate 
(laminar) correlation to include the effects of buoyancy and radiative heat transfer in the 
salts. These two reasons were later justified by a CFD study considering the entrance effect, 
buoyancy effect, and radiative heat transfer effect; 
(7) The Hausen correlation predicted the molten salt heat transfer coefficient with ±20% 
uncertainties for 5,000 ≤ Re ≤ 50,000 and 4 ≤ Pr ≤ 27, while ±40% uncertainties for 2,300 
≤ Re ≤ 5,000 and 4 ≤ Pr ≤ 27; 
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(8) The radiative heat transfer was identified to be more important for laminar flows than 
transitional and turbulent flows under the conditions investigated. As an example, the 
radiative heat transfer rate for the FLiNaK salt in a pipe (Di = 50 mm, Tsalt = 700 
°C, and 
ΔT = 10 °C) represented 29.9% of the total heat transfer rate for fully-developed laminar 
flows while it became less than 8.2% for transitional and turbulent flows;  
(9) The radiative heat transfer was identified to be more important for larger ID pipes under 
the conditions investigated. As an example, the radiative heat transfer rate represented 
2.2% of the total heat transfer rate for fully-developed salt flow in a 5-mm ID pipe while 
29.9% for flow in a 50-mm ID pipe (Re ≤ 2,300, Tsalt = 700 
°C, and ΔT = 10 °C);  
(10) The salt temperature, as compared with the temperature difference between the salt and 
wall, was identified to have a larger effect on the radiative heat transfer for the conditions 
investigated. The radiative heat transfer rate increased from 3.9% to 9.0% of the total heat 
transfer rate as the salt temperature increased from 500 °C to 1000 °C for fully-developed 
laminar flows (Re ≤ 2,300, Di = 10 mm, and ΔT = 10 °C). However, a much smaller change 
was observed for the radiative heat transfer rate as the temperature difference between the 
salt and wall varied from 5 °C to 100 °C (Re ≤ 2,300, Di = 10 mm, and Tsalt = 1000 °C);  
(11) The salt absorption coefficient was identified to have a relatively large effect on the 
radiative heat transfer for laminar flows. The radiative heat transfer rate increased 
significantly from 1.2% to 12.6% of the total heat transfer rate as the salt absorption 
coefficient increased from 1 m-1 to 100 m-1 for fully-developed laminar flows (Re ≤ 2,300, 
Di =10 mm, Tsalt = 1000 
°C, and ΔT = 10 °C).   
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Chapter 3 Natural Circulation of Molten Salts in a Single Loop 
 
The heat transfer and friction characteristics of molten salts in straight circular pipes are 
numerically investigated in Chapter 2. It has been identified that the effects of buoyancy and 
radiative heat transfer are non-negligible especially for laminar flows of molten salts. In this 
chapter, both the buoyancy effect and radiative heat transfer effect will be investigated for molten 
salts in a single natural circulation loop. 
 
3.1 Development of the 1D Code NACCO for a Single Natural Circulation Loop 
A 1D code NACCO will be developed in this section to predict the thermal-hydraulic 
performance of a single molten salt natural circulation loop, which consists of a horizontal heating 
section at the bottom, a horizontal cooling section at the top, and two vertical sections connecting 
the heating and cooling sections. Figure 3-1 shows a schematic of the single natural circulation 
loop. The heating section includes the working fluid (Fluid I), piping, heater, and thermal 
insulation, while the cooling section consists of Fluid I, piping, Fluid II, and thermal insulation. 
Fluid I is assumed to be a semi-transparent fluid, while Fluid II is a totally transparent fluid to 
thermal radiation. In addition, the bottom surface heater is assumed to have a negligible volume. 
The heat loss rate from the thermal insulation to the ambient air due to both natural convection and 
thermal radiation is considered in the 1D code NACCO. In addition, the radiative heat transfer in 









Figure 3-1 Schematic of a single natural circulation loop 
 




= ℎ𝑖𝑡,𝑎𝑙𝑙𝐴𝑖𝑤 (𝑇𝑡 −
𝑇𝑓𝐼,𝑖𝑛+𝑇𝑓𝐼,𝑜𝑢𝑡
2
) + 𝑐𝑝,𝑓𝐼?̇?𝑓𝐼(𝑇𝑓𝐼,𝑖𝑛 − 𝑇𝑓𝐼,𝑜𝑢𝑡)           (3-1) 
where 𝑐𝑝,𝑓𝐼 , 𝑚𝑓𝐼 , ?̇?𝑓𝐼 , ℎ𝑖𝑡,𝑎𝑙𝑙 , 𝐴𝑖𝑤, 𝑇𝑡, 𝑇𝑓𝐼 , 𝑇𝑓𝐼,𝑖𝑛, 𝑇𝑓𝐼,𝑜𝑢𝑡 and 𝑡 are the specific heat of Fluid I, weight 
of Fluid I, mass flow rate of Fluid I, overall heat transfer coefficient on the tube/pipe inner surface, 
heat transfer area of the tube/pipe inner surface, temperature of the tube/pipe surface, temperature 
of Fluid I, inlet and outlet temperatures of Fluid I, and time, respectively.  




                                                      (3-2) 
where 𝑘𝑓𝐼 , and 𝐷𝑖𝑡 are the thermal conductivity of Fluid I and tube/pipe inner diameter, 
respectively. The convective Nusselt number Nu𝑐 can be estimated by the correlations identified 
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to be appropriate for molten salt applications (Zhang et al., 2020a), while the radiative Nusselt 
number Nu𝑟 is estimated by the radiative heat transfer model developed earlier. If Fluid I is a 
medium transparent to thermal radiation, the Nusselt number Nu𝑟 is then set to be zero.    
The energy balance equation for Fluid II in the cooling section is written as 
               𝑐𝑝,𝑓𝐼𝐼𝑚𝑓𝐼𝐼
d𝑇𝑓𝐼𝐼
d𝑡
= ℎ𝑜𝑡𝐴𝑜𝑤 (𝑇𝑡 −
𝑇𝑓𝐼𝐼,𝑖𝑛+𝑇𝑓𝐼𝐼,𝑜𝑢𝑡
2




                                                𝑐𝑝,𝑓𝐼𝐼?̇?𝑓𝐼𝐼(𝑇𝑓𝐼𝐼,𝑖𝑛 − 𝑇𝑓𝐼𝐼,𝑜𝑢𝑡)                                                             (3-3) 
where 𝑐𝑝,𝑓𝐼𝐼 , 𝑚𝑓𝐼𝐼 , ?̇?𝑓𝐼𝐼, ℎ𝑜𝑡, ℎ𝑖𝑠ℎ, 𝐴𝑜𝑤, 𝐴𝑖𝑠ℎ , 𝑇𝑠ℎ, 𝑇𝑓𝐼𝐼 , 𝑇𝑓𝐼𝐼,𝑖𝑛, and 𝑇𝑓𝐼𝐼,𝑜𝑢𝑡 are the specific heat of 
Fluid II, weight of Fluid II, mass flow rate of Fluid II, convective heat transfer coefficients on the 
outer surface of the inner tube and inner surface of the outer tube (shell), heat transfer areas of the 
outer surface of the inner tube and inner surface of the shell, shell surface temperature, Fluid II 
bulk temperature, and inlet and outlet temperatures of Fluid II, respectively.  
It is assumed that the conductive thermal resistance of the metal tube/pipe in the loop is 








− ℎ𝑖𝑡,𝑎𝑙𝑙𝐴𝑖𝑤 (𝑇𝑡 −
𝑇𝑓𝐼,𝑖𝑛+𝑇𝑓𝐼,𝑜𝑢𝑡
2
)           (3-4) 
where 𝑐𝑝,𝑡, 𝑚𝑡, 𝑘𝑖𝑛𝑠, 𝐿𝑖𝑛𝑠, 𝐷𝑖𝑖𝑛𝑠, 𝐷𝑜𝑖𝑛𝑠, ?̇?ℎ, 𝑇𝑖𝑖𝑛𝑠, and   𝑇𝑜𝑖𝑛𝑠 are the specific heat of the tube, tube 
weight, thermal conductivity of the thermal insulation, axial length of the thermal insulation, inner 
and outer diameters of the thermal insulation, heating power, and temperatures on the inner and 
outer surfaces of the thermal insulation, respectively. The heating power ?̇?ℎ in Eq. (3-4) is set to 
be the heater power for heating section, while ?̇?ℎ = 0 for hot and cold legs.  
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   (3-5) 
where 𝜎, 𝑡, and 𝑠ℎ are the Stefan-Boltzmann constant, tube emissivity, and shell emissivity, 
respectively.  























   (3-6) 
where 𝑐𝑝,𝑠ℎ and 𝑚𝑠ℎ are the specific heat and weight of the cooler shell, respectively.  











where 𝑐𝑝,𝑖𝑛𝑠, 𝑚𝑖𝑛𝑠, ℎ𝑜𝑖𝑛𝑠,𝑎𝑙𝑙, 𝐴𝑜𝑖𝑛𝑠, 𝑖𝑛𝑠, 𝑇𝑎𝑖𝑟 and 𝑇𝑎 are the specific heat, weight, overall heat 
transfer coefficient on the outer surface, outer surface area of the thermal insulation, emissivity of 
the thermal insulation, air temperature, and ambient temperature, respectively.  

















                                     (3-8) 
where 𝑔, 𝜌𝑓𝐼 , 𝛽𝑓𝐼 , ∆𝑇, 𝐻, and 𝐷ℎ are the specific gravity, density of Fluid I, thermal expansion 
coefficient of Fluid I, temperature difference of Fluid I in the heating and cooling sections, vertical 
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distance between the thermal centerlines of the heating and cooling sections, and hydraulic 
diameter, respectively. 𝐿𝑖 , 𝐴𝑖 ,   𝑓𝑖, and 𝐾𝑖 are the length, flow area, friction factor, and form loss 
factor of section 𝑖, respectively.   
Benchmark study of the developed 1D code will be discussed in the following sections by 
comparing the code results with three natural circulation experiments using (1) water (Hallinan 
and Viskanta, 1986); (2) nitrate salt NaNO3-KNO3 60-40 wt% (Kudariyawar et al., 2016; 
Srivastava et al., 2016); and (3) fluoride salt LiF-BeF2 66-34 mol% (Britsch et al., 2019) as the 
working fluids, respectively. 
 
3.2 Code Benchmark with a Natural Circulation Experiment Using Water 
3.2.1 Overview of the Loop 
Hallinan and Viskanta (1986) investigated natural circulation of water in a single loop as 
shown in Figure 3-2(a) with the corresponding model used for code benchmark as shown in Figure 
3-2(b). The rectangular loop consisted of a vertical section for tube bundle #1, another vertical 
section for tube bundle #2, and two horizontal sections. The hot water in tube bundle #1 which 
consisted of 21 tubes served as a heat source for the loop, while the cold water in tube bundle #2 
which consisted of 7 tubes served as a heat sink for the loop. The circulating water flowed outside 
these two tube bundles, but within the containment pipes as shown in Figure 3-2(b). A parallel-
flow arrangement was observed for the circulating water and hot water, while a counter-current-
flow arrangement for the circulating water and cold water. The effects of buoyancy and radiative 
heat transfer were negligible in the experiments (Hallinan and Viskanta, 1986) since (1) the 
temperature difference between the wall and bulk fluid was small; (2) the working temperature 
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was low; and (3) water can be treated as an opaque medium to thermal radiation. Therefore, the 









Tube bundle #1Tube bundle #2
Pipe
Circulating water
Cold water Thermal 
insulation
Hot water
Containment pipe Containment pipe
 
(b) 
Figure 3-2 Schematic of (a) the experimental setup for a natural circulation loop using water as 
the working fluid (Hallinan and Viskanta 1986) and (b) the corresponding model used for code 
benchmark 
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3.2.2 Heat Transfer Process 
The following heat transfer processes as shown schematically in Figure 3-3 are evaluated 
in the 1D code NACCO for the natural circulation loop using water as the working fluid:  
(1) Heating section: Convective heat transfer from the hot water to the tube bundle wall 
(Bundle #1), conductive heat transfer across the tube bundle, convective heat transfer from 
the tube bundle wall to the circulating water, convective heat transfer from the circulating 
water to the containment pipe, conductive heat transfer across the containment pipe and 
thermal insulation, and finally convective heat transfer from the thermal insulation to the 
ambient air; 
(2) Cooling section: One process is the convective heat transfer from the circulating fluid to 
the tube bundle wall (Bundle #2), conductive heat transfer cross the tube bundle, and 
convective heat transfer from the tube bundle wall to the cold water. Another process is the 
convective heat transfer from the circulating fluid to the containment pipe, conductive heat 
transfer cross the containment pipe and thermal radiation, and finally convective heat 
transfer from the thermal insulation to the ambient air; 
(3) Hot/Cold legs: Convective heat transfer from the circulating water to the piping wall, 
conductive heat transfer across the piping wall and thermal insulation, and finally 




Figure 3-3 Heat transfer processes for the natural circulation loop using water as the working 
fluid 
 
3.2.3 Correlations for Heat Transfer and Friction Factor 
The Gnielinski correlation (Kakac et al., 2014) is used to estimate the forced convective 
heat transfer of the hot and cold water on the tube side of the two tube bundles for transitional and 
turbulent flows if applicable, while the Sieder-Tate correlation (Sieder and Tate, 1936) is used for 
laminar flows of the circulating water in horizontal pipes. It should be noted that the Sieder-Tate 
correlation considers the effects of (1) the developing flow region where the heat transfer is 
enhanced and (2) variance of the thermophysical properties due to the large temperature difference 
between the wall and bulk fluid.  
In addition, the following correlation (Hallinan and Viskanta, 1985) 
Nu𝑐 = 0.051Re
0.8Pr0.43                                                 (3-9) 
is used to estimate the thermal performance of the circulating water on the shell side of Bundle #1 




0.8Pr0.43                                                 (3-10) 
is used for the circulating water on the shell side of Bundle #2 (Triangular arrangement) for 
counter-current flows.  
The heat loss is calculated by the following two correlations 
Nu𝑐 = {0.825 +
0.387Ra1 6⁄
[1+(0.492 Pr⁄ )9 16⁄ ]
8 27⁄ }
2
                                      (3-11) 
Nu𝑐 = {0.6 +
0.387Ra1 6⁄
[1+(0.559 Pr⁄ )9 16⁄ ]
8 27⁄ }
2
                                        (3-12) 
for natural convection from vertical plates/cylinders (small curvature effect) and horizontal 
cylinders to the ambient, respectively.  
In addition to the heat transfer correlations, the friction factor correlations for the loop 
(Hallinan and Viskanta, 1986) need to be known as well. The Darcy friction factor correlations  
𝑓 = 172 Re⁄                                                            (3-13) 
𝑓 = 124.8 Re⁄                                                          (3-14) 
proposed by Hallinan and Viskanta (1985) respectively for the horizontal pipes and vertical tube 
bundles in the same natural circulation loop (Hallinan and Viskanta, 1986), are used in this study, 
while different correlations were adopted by Lv et al. (2015a) and Lin (2020) in their numerical 





3.2.4 Results and Discussions 
One startup transient in the experiments (Hallinan and Viskanta, 1986) for parallel flows 
in Bundle #1 is used for validation of the 1D code NACCO. It is assumed that the working fluids 
in the loop including the two tube bundles are initially stagnant with a temperatures of 19 °C, the 
initial inlet temperature for the circulating water in Bundle #1 measured by Hallinan and Viskanta 
(1986). The NACCO results in this study, SAM and RELAP5 code results performed by Lin 
(2020), and experimental data (Hallinan and Viskanta, 1986) are compared as shown in Figure 3-4 
and Figure 3-5. 
 
  
Figure 3-4 Comparison of the circulating water temperature estimated by the 1D code NACCO 
(this study), SAM and RELAP5 codes (Lin, 2020), and experimental data (Hallinan and 
Viskanta, 1986) for parallel flows in Bundle #1 
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Figure 3-5 Comparison of the loop mass flow rate estimated by the 1D code NACCO (this 
study), SAM and RELAP5 codes (Lin, 2020) for parallel flows in Bundle 1 
 
The 1D code NACCO developed in this study and two other codes used by Lin (2020) 
capture key trends of inlet and outlet temperatures of the circulating water for parallel flows in 
Bundle #1 as shown in Figure 3-4. The maximum discrepancies for the circulating fluid 
temperature between the 1D code NACCO predictions and experimental data are 10.6% and 6.3% 
under transient and steady-state conditions, respectively. In addition, the maximum differences for 
the mass flow rate between the 1D code NACCO predictions and the RELAP5 predictions are 
31.6% and 13.9% under transient and steady-state conditions, respectively. Since the predictions 
by the 1D code NACCO for the circulating water temperature and mass flow rate generally agree 
with the experimental data and other code predictions, the heat transfer and friction characteristics 
of water in a single natural circulation loop could be properly modeled by the 1D code NACCO 
developed in this study. 
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3.3 Code Benchmark with a Natural Circulation Experiment Using NaNO3-KNO3 
3.3.1 Overview of the Loop 
Kudariyawar et al. (2016) and Srivastava et al. (2016) experimentally investigated molten 
salt natural circulation in a rectangular loop as shown in Figure 3-6(a) using a nitrate salt, NaNO3-
KNO3 (60-40 wt%), as the working fluid and the corresponding model used for code benchmark 
study as shown in Figure 3-6(b). The rectangular loop consisted of a vertical heating section, a 
horizontal cooling section, and several vertical/horizontal pipe sections. The nitrate salt, NaNO3-
KNO3 was heated by electrical heaters in the heating section, while it was cooled by air in the 
cooling section. Three steady-state experiments at different power levels, 1.7, 1.8, and 2.0 kW, are 
selected for code benchmark.  
 












                    (a)                                                          (b) 
Figure 3-6 Schematic of (a) the experimental setup for a natural circulation loop using NaNO3-
KNO3 (60-40 wt%) as the working fluid (Srivastava et al., 2016) and (b) the corresponding 
model used for code benchmark 
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3.3.2 Heat Transfer Process 
The nitrate salt temperature in the cooler estimated by Kudariyawar et al. (2016) through a 
3D CFD study suggested a much larger value than its melting temperature 220 °C for NaNO3-
KNO3 (60-40 wt%). In addition, the tube wall temperature in the cooling section predicted by the 
1D code NACCO was at least 30 °C higher than the melting temperature of NaNO3-KNO3 (60-40 
wt%). Therefore, the nitrate salt NaNO3-KNO3 (60-40 wt%) should be in the liquid phase in the 
entire loop during the experiments (Kudariyawar et al., 2016).  
In addition, it is necessary to identify whether the buoyancy effect in the loop needs to be 




                                                            (3-15) 
is normally used to identify the dominating effect between the natural and forced convections. 
Typically, the natural convective heat transfer dominates the total heat transfer if Ri > 10, while 
the forced convective heat transfer dominates if Ri < 0.1. Both the natural and forced (mixed) 
convective heat transfer should be considered if 0.1 < Ri < 10. 





2                                                    (3-16) 
where β𝑓𝐼, 𝜈𝑓𝐼, and 𝑇𝑏𝑓𝐼 are the thermal expansion coefficient, kinematic viscosity, and bulk 
temperature of the fluid, respectively. The Richardson number estimated for different power levels 
investigated ranges from 2.6 to 4.7 for the heating section, 3.0 to 4.6 for the cooling section, while 
less than 0.1 for other sections of the loop. Therefore, the mixed convection should be considered 
for both the heating and cooling sections, while the forced convection is considered for others.  
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The following processes as schematically shown in Figure 3-7 are evaluated by the 1D 
code NACCO for the natural circulation loop using nitrate salt NaNO3-KNO3 (60-40 wt%) as the 
working fluid:  
(1) Heating section: One way is the conductive heat transfer across the piping, convective and 
radiative heat transfer from the piping to the nitrate salt. Another way is the conductive 
heat transfer across the thermal insulation, and finally convective and radiative heat transfer 
from the thermal insulation to the ambient air; 
(2) Cooling section: Convective and radiative heat transfer from the nitrate salt to the inner 
tube of the cooler, convective heat transfer from the inner tube and shell of the cooler to 
the air in the annulus if the cooler shell temperature is higher than the air temperature, 
radiative heat transfer from the inner tube to the shell, conductive heat transfer across the 
shell and thermal insulation, and finally convective and radiative heat transfer from the 
thermal insulation to the ambient air; 
(3) Hot/Cold legs: Convective heat transfer from the nitrate salt to the piping, conductive heat 
transfer across the piping and thermal insulation, and finally convective and radiative heat 




Figure 3-7 Heat transfer processes for the natural circulation loop using NaNO3-KNO3 (60-40 
wt%) as the working fluid 
 
3.3.3 Correlations for Heat Transfer and Friction Factor 
The mixed convective heat transfer correlation (Martinelli and Boelter, 1942), 





                                   (3-17) 
is used for the nitrate salt in the vertical heating section, while another mixed convective heat 
transfer correlation (Depew and August, 1971) 










                   (3-18) 











                                                  (3-19) 
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The Sieder-Tate correlation is used for forced convective heat transfer of NaNO3-KNO3 










] Nu𝑐                                     (3-20) 
is used for air in the annulus of the cooling section considering the cross-flow effect in both inlet 
and outlet regions of a double-pipe HX (Aicher and Kim, 1998), where Nu𝑐 is estimated by 
Nu𝑐 =
(𝑓 8⁄ )(Re−1000)Pr






]                                  (3-21) 
and the friction factor in Eq. (3-21) is calculated by the following equation,  
𝑓 = [1.82log10(Re) − 1.64]
−2                                         (3-22) 
The surface-to-surface radiative heat transfer in the top tube-in-tube cooler is also 

















                                        (3-23) 
where 𝐴𝑜𝑖𝑡, 𝐴𝑖𝑜𝑡, 𝑜𝑖𝑡, 𝑖𝑜𝑡, 𝑋𝑖𝑡−𝑜𝑡, and 𝜎 are the outer surface of the inner tube, inner surface of 
the outer tube (shell), emissivity of the outer surface of the inner tube, emissivity of the inner 
surface of the outer tube, view factor from the inner tube to the outer tube, and Stefan-Boltzmann 
coefficient, respectively.  
The Darcy friction factor correlation  
𝑓 = 22.26 Re0.6744⁄                                                   (3-24) 
 98 
proposed by Vijayan and Austregesilo (1994) for a rectangular natural circulation loop is adopted 
for the nitrate salt loop (Kudariyawar et al., 2016; Srivastava et al., 2016). 
 
3.3.4 Independence Study for the Mesh Size 
The nitrate salt temperature varies significantly in the heating and cooling sections. It is 
therefore necessary to perform an independence study for the mesh size used to divide the heating 
and cooling sections in the 1D code NACCO.  
Four different mesh sizes in the axial direction will be used for the independence study, 
namely, 100, 50, 20, and 10 mm. The initial conditions include a heating power of 2.0 kW, salt 
temperature of 300 °C, air inlet temperature of 20 °C, and salt mass flow rate of 1.0 g/s. As shown 
in Figure 3-8, both the salt inlet and outlet temperatures in the heating section increase significantly 
until reaching a plateau after a certain period. This is because the heating power is larger than the 
heat loss rate initially, leading to an increase of the salt temperature until reaching an equivalence 
between the heating power and heat loss rate.  
The salt temperature under steady-state conditions or in the plateau is of interest and 
therefore adopted as shown in Figure 3-9. As the decrease of the mesh size or increase of the mesh 
quantity, the salt inlet and outlet temperatures decrease significantly at a faster rate initially, while 
they decrease at a slower rate afterwards. The mesh size of 20 mm is suggested considering the 
computational time and accuracy for the salt inlet and outlet temperatures.    
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(a)                                                                   (b) 
Figure 3-8 Nitrate salt temperature under transient conditions at the (a) inlet and (b) outlet of the 
heating section predicted by the 1D code NACCO 
 
       
(a)                                                                  (b) 
Figure 3-9 Nitrate salt temperature under steady-state conditions at the (a) inlet and (b) outlet of 
the heating section predicted by the 1D code NACCO 
 
Similar analysis is performed for the salt velocity. The salt velocity increases significantly 
initially until reaching a plateau after a certain period as shown in Figure 3-10. This is because the 
initial velocity is too small to support the large heat transfer rate specified. The salt velocity under 
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steady-state conditions is of interest and therefore adopted as shown in Figure 3-11. As the 
decrease of the mesh size or increase of the mesh quantity, the salt velocity increases at a faster 
rate initially, while a slower rate afterwards. The mesh size of 20 mm is finally suggested for the 
1D code NACCO developed to model and simulate the nitrate salt loop considering the 
computational time and accuracy for the salt temperature and velocity.     
 
 
Figure 3-10 Nitrate salt velocity under transient conditions at the inlet of the heating section 




Figure 3-11 Nitrate salt velocity under steady-state conditions at the inlet of the heating section 
predicted by the 1D code NACCO 
 
3.3.5 Results and Discussions 
Three cases have been investigated by the 1D code NACCO: (1) Case I, forced convective 
heat transfer; (2) Case II, mixed convective heat transfer; and (3) Case III, combined mixed and 
radiative heat transfer. As shown in Figure 3-12, the discrepancy for the salt inlet temperature is 
10.0 °C between Cases I and III and 3.7 °C between Cases II and III. Similarly, the discrepancy 
for the salt outlet temperature is 9.1 °C between Cases I and III and 3.6 °C between Cases II and 
III. These discrepancies for the salt temperature result from different heat transfer correlations 
applied to Cases I, II, and III.  
The Nusselt numbers calculated for the nitrate salt in the heating section are respectively 
8.0, 13.9, and 15.6 for Cases I, II, and III, while they are 6.0, 7.7, and 8.9 for Cases I, II, and III in 
the cooling section, respectively. Therefore, the buoyancy effect enhances the total heat transfer 
by 37.8% and 19.1% for the nitrate salt in the heating and cooling sections, respectively. In 
addition, the radiative heat transfer enhances the total heat transfer by 10.9% and 13.5% for the 
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nitrate salt in the heating and cooling sections, respectively. Therefore, both the effects of 
buoyancy and radiative heat transfer should be considered in the 1D code NACCO for modeling 
and simulation of the nitrate salt natural circulation experiments (Kudariyawar et al., 2016). 
 
     
(a)                                                                     (b) 
Figure 3-12 Nitrate salt temperature under transient conditions at the (a) inlet and (b) outlet of 
the heating section predicted by the 1D code NACCO for Cases I, II, and III 
 
Figure 3-13 shows comparison of the nitrate salt temperature between the experiments 
(Kudariyawar et al., 2016) and 1D code NACCO predictions considering the effects of buoyancy 
and radiative heat transfer for three different power levels: 1.7, 1.8, and 2.0 kW. The nitrate salt 
temperature profile along the loop, from the heater inlet to heater outlet, cooler inlet, and cooler 
outlet, predicted by the 1D code NACCO is agreeable with the experimental data. In addition, the 
relative salt temperature difference between the 1D code NACCO predictions and experimental 
data ranges from 1.4% to 3.8%.  
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(a)                                                        (b) 
 
(c) 
Figure 3-13 Comparison of the nitrate salt temperature between the experiments (Kudariyawar et 
al., 2016) and 1D code NACCO predictions considering the effects of buoyancy and radiative 
heat transfer for (a) 1.7 kW; (b) 1.8 kW; and (c) 2.0 kW 
 
Another observation is that the nitrate salt temperature predicted is 4.9 °C to 18.2 °C higher 
than the experimental data. One potential reason is that the heat transfer correlation used for air in 
the cooler may underestimate the heat loss rate. The heat transfer correlation used has an 
uncertainty of ±20%, leading to ±12.7 °C to ±14.1 °C temperature change for the power level of 
2.0 kW. It is therefore suggested to perform new experiments or additional CFD studies for the 
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specific tube-in-tube cooler adopted in the experiments (Kudariyawar et al., 2016). Since the 
information for the cooler geometry is incomplete in the literature (Kudariyawar et al., 2016), such 
a CFD study to develop an accurate heat transfer correlation for the cooler becomes difficult.  
The 1D code NACCO predictions are in line with the nitrate salt temperature in terms of 
the overall trend and relative temperature difference. Although the absolute temperature difference 
could be as high as about 18 °C, it seems to be acceptable considering the nitrate salt temperature 
up to 450 °C. In addition, the higher predictions for the salt temperature suggest that the 1D code 
NACCO is conservative for the design of natural circulation loops, such as the passive decay heat 
removal system. 
 
3.4 Code Benchmark with a Natural Circulation Experiment Using FLiBe 
3.4.1 Overview of the Loop 
Oak Ridge National Laboratory (ORNL) built a number of natural circulation loops as 
shown in Figure 3-14(a) to study the corrosion behavior of different alkali-metal fluorides. After 
about half a century, the University of Wisconsin (UW) built a similar loop as shown in Figure 
3-14(b) using FLiBe as the working fluid for material testing and thermal-hydraulic experiments. 
The “diamond-shape” single-phase natural circulation loop consisted of two heating sections at 
the bottom and left sides and two cooling sections at the top and right sides of the loop, while the 
right-side cooling section was disabled during the heat transfer experiments (Britsch et al., 2019). 
The fluoride salt, FLiBe, was heated by four sets of radiant-mode heaters, half of which 
were located on each of the two heating sections as shown in Figure 3-15. There was about 0.5” 
gap between the heaters and piping, where the surface-to-surface radiative heat transfer dominated.  
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(a)                                            (b) 
Figure 3-14 Natural circulation loops for fluoride salts at (a) ORNL (Adamson et al., 1953) and 































Figure 3-15 Schematic of modules used in the 1D code NACCO for modeling of the natural 
circulation loop using FLiBe (LiF-BeF2 66-34 mol%) as the working fluid (Britsch et al., 2019) 
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3.4.2 Heat Transfer Process 
The Richardson number estimated ranges from 0.7 to 3.3, 0.6 to 2.4, and 0.3 to 4.5 for the 
bottom and left heating sections, and top cooling section respectively. Therefore, the mixed 
convection should be considered for FLiBe in these heating and cooling sections. In addition, the 
forced convection is applied to FLiBe in other sections due to their much smaller Richardson 
numbers.  
The following processes as schematically shown in Figure 3-16 are evaluated by the 1D 
code NACCO for the natural circulation loop using FLiBe as the working fluid:  
(1) Heating section: One way is the radiative and conductive heat transfer from the radiant-
mode heaters across the gap filled with air to the piping, conductive heat transfer across 
the piping, radiative and convective heat transfer from the piping to the FLiBe salt. Another 
way is the conductive heat transfer across the thermal insulation, and finally convective 
and radiative heat transfer from the thermal insulation to the ambient air; 
(2) Top cooling section: Convective and radiative heat transfer from the FLiBe salt to the inner 
tube of the top cooler, conductive heat transfer across the inner tube, convective heat 
transfer from the inner tube and shell of the top cooler to the air in the annulus if the cooler 
shell temperature is higher than the air temperature, radiative heat transfer from the inner 
tube to the shell, conductive heat transfer cross the shell and thermal insulation, and finally 
convective and radiative heat transfer from the thermal insulation to the ambient air; 
(3) Right cooling section (closed): Convective heat transfer from the FLiBe salt to the inner 
tube of the right cooler, conductive heat transfer across the inner tube, radiative and 
conductive heat transfer across the gap filled with air in the annulus, conductive heat 
 107 
transfer cross the shell of the right cooler and thermal insulation, and finally convective 
and radiative heat transfer from the thermal insulation to the ambient air;  
(4) Other piping: Convective heat transfer from the FLiBe salt to the piping, conductive heat 
transfer across the piping and thermal insulation, and finally convective and radiative heat 
transfer from the thermal insulation to the ambient air.  
 
 
Figure 3-16 Heat transfer processes for the natural circulation loop using FLiBe as the working 
fluid 
 
3.4.3 Correlations for Heat Transfer and Friction Factor 
Eq. (3-17) is used to calculate the mixed convective heat transfer of the FLiBe salt in the 
vertical heating section, while Eq. (3-18) is applied to the bottom heating and top cooling sections. 
In addition, the Sieder-Tate correlation is applied to the FLiBe salt in other sections.  
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In addition to the heat transfer correlations, another key input is the friction factor 
correlation for FLiBe in the natural circulation loop. Lin (2020) used 𝑓 = 64 Re⁄  (Bergman et al., 
2011) for the FLiBe salt natural circulation in the loop (Britsch et al., 2019). It was verified 
numerically to be an appropriate correlation for the friction factor of molten salts in fully-
developed laminar flow regime in circular tubes (Zhang et al., 2020a). However, the simulation 
results for the salt mass flow rate (Lin, 2020) were much higher than the experimental data (Britsch 
et al., 2019). This is because the correlation used in the simulation (Lin, 2020) underestimates the 
friction factor of molten salts considering (1) secondary flows (Vijayan and Austregesilo, 1994) 
and (2) developing flows (Zhang et al., 2020a) in confined natural circulation loops. The same 
correlation, Eq. (3-24), originally used for the nitrate salt natural circulation (Kudariyawar et al., 
2016) in Section 3.3, is adopted for the FLiBe salt natural circulation loop (Britsch et al., 2019). 
 
3.4.4 Independence Study for the Mesh Size 
The FLiBe salt temperature changed significantly flowing through the heating and cooling 
sections in the experiments (Britsch et al., 2019). Therefore, it is necessary to perform an 
independence study for the mesh size.  
Four different mesh sizes (along the axial direction of the flow loop) are used in the 1D 
code NACCO, namely, 100, 50, 20, and 10 mm. The initial conditions include a heating power of 
1298 W per heater, salt temperature of 600 °C, air inlet temperature of 20 °C, and salt mass flow 
rate of 10-3 g/s. As shown in Figure 3-17, both the inlet and outlet temperatures of the FLiBe salt 
in the heating section (TC35 and TC14) increase significantly until reaching a plateau. This is 
because the heating power specified is larger than the initial heat loss rate, leading to an increase 
of the salt temperature until a balance between the heating power and heat loss rate. 
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The salt temperature under steady-state conditions is of interest and therefore adopted as a 
figure of merit for comparison as shown in Figure 3-18. As the decrease of the mesh size or 
increase of the mesh quantity, the salt inlet and outlet temperatures increase until reaching a 
plateau. The mesh size of 20 mm is suggested considering the computational time and accuracy 
for the FLiBe salt temperature.       
 
      
Figure 3-17 FLiBe salt temperature under transient conditions at the (a) inlet and (b) outlet of the 
heating section predicted by the 1D code NACCO 
 
     
Figure 3-18 FLiBe salt temperature under steady-state conditions at the (a) inlet and (b) outlet of 
the heating section predicted by the 1D code NACCO 
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Similar analysis is performed for the FLiBe salt velocity as shown in Figure 3-19. The 
FLiBe salt velocity increases significantly until reaching a plateau. This is because the initial 
velocity is too small to support the large heat transfer rate specified. The salt velocity under steady-
state conditions for different mesh sizes is plotted in Figure 3-20. As the mesh size decreases from 
100 to 10 mm or the mesh quantity increases from 6 to 60 grids for one heater, the salt velocity 
increases at a faster rate initially, then a slower rate afterwards. The mesh size of 20 mm is finally 
suggested for the 1D code NACCO developed to model and simulate the FLiBe salt natural 
circulation loop considering the computational time and accuracy for the salt temperature and 
velocity.     
 
 
Figure 3-19 FLiBe salt velocity under transient conditions at the inlet of the heating section 




Figure 3-20 FLiBe salt velocity under transient conditions at the inlet of the heating section 
predicted by the 1D code NACCO 
 
3.4.5 Results and Discussions 
Three cases have been investigated: (1) Case I, forced convective heat transfer; (2) Case 
II, mixed convective heat transfer; and (3) Case III, combined mixed and radiative heat transfer. 
As shown in Figure 3-21, the discrepancy for the FLiBe salt inlet temperature is 10.3 °C between 
Case I and Case III and 8.0 °C between Case II and Case III. Similarly, the discrepancy for the salt 
outlet temperature is 9.7 °C between Case I and Case III and 7.7 °C between Case II and Case III. 
These discrepancies for the salt temperature result from different heat transfer correlations applied 
to Cases I, II, and III.  
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Figure 3-21 FLiBe salt temperature under transient conditions at the (a) inlet and (b) outlet of the 
heating section predicted by the 1D code NACCO with/without the effects of buoyancy and/or 
radiative heat transfer 
 
The Nusselt numbers calculated for the FLiBe salt in the heating section are respectively 
9.5, 11.0, and 13.3 for Cases I, II, and III, while they are 6.4, 7.1, and 9.8 for Cases I, II, and III 
for the FLiBe salt in the cooling section, respectively. Therefore, the buoyancy effect enhances the 
total heat transfer by 11.3% and 7.1% for the FLiBe salt in the heating and cooling sections, 
respectively. In addition, the radiative heat transfer enhances the total heat transfer by 17.3% and 
27.6% for the FLiBe salt in the heating and cooling sections, respectively. Therefore, both the 
effects of buoyancy and radiative heat transfer should be considered in the 1D code NACCO for 
modeling and simulation of the FLiBe salt natural circulation experiments ((Britsch et al., 2019). 
There were total ten tests obtained from Campaign #4 and Campaign #5 in the experiments 
(Britsch et al., 2019). Two potential issues existed in these ten tests: Corrosion and salt freezing. 
Considering the air, especially oxygen and moisture, might enter the loop and lead to severe 
corrosion after the maintenance between Campaigns #4 and #5, it is more meaningful to 
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benchmark the 1D code NACCO with the Campaign #4 results compared with the Campaign #5 
results. In addition, the working fluid FLiBe may be partially frozen in the top cooling section for 
a number of tests in Campaign #4 (Britsch et al., 2019). Therefore, it is necessary to identify no-
freezing test in Campaign #4 initially.  
A preliminary screening approach to identify no-freezing test(s) in Campaign #4 is adopted 
by examining the FLiBe salt temperature difference and velocity as shown Figure 3-22. Since the 
buoyancy provides the driving force, the FLiBe salt velocity should increase as the increase of the 
salt temperature difference in the heating section. However, an opposite trend is observed for each 
of the three groups as shown in Figure 3-22: (1) Tests #1 to #3, where the air-cooling rates are the 
same as summarized in Table 3-1; (2) Tests #3 and #4, where the heating powers are the same; 
and (3) Tests #5 to #7, where the heating powers are the same.  
 
 




Table 3-1 Operation conditions for Tests #1 to #7 in Campaign #4 in the experiments (Britsch et 
al., 2019) 
 
Heating power (W) Air velocity (m/s) TSalt at the cooler outlet (°C) 
Test #1 952 2.23 490.4 
Test #2 1125 2.19 553.1 
Test #3 1298 2.19 620.9 
Test #4 1298 6.49 502.1 
Test #5 1471 2.16 672.7 
Test #6 1471 6.49 562.3 
Test #7 1471 9.19 510.2 
 
The low heating power or high cooling rate in the tests may lead to salt freezing in the 
cooler, which increases the flow resistance and inhibits the heat transfer to the cooler due to the 
small thermal conductivity of the FLiBe salt. The increased friction and reduced temperature 
difference finally lead to this “abnormal” trend: The FLiBe salt velocity decreases as the increase 
of the FLiBe salt temperature difference in the heating section. Tests #3 and #5 are least likely to 
have the salt freezing issue compared with other tests since the FLiBe salt outlet temperatures at 
the cooling section are over 600 °C, much higher than the FLiBe salt melting temperature. 
A CFD study is performed for the top cooler for Test #3. The tube-in-tube cooler has an 
inner diameter of 19.4 mm for the FLiBe salt and inner/outer diameter of 25.4/60.0 mm for the 
cooling air in the annulus as shown in Figure 3-23. Several mesh models, such as polyhedral 
mesher, surface remesher, and prism layer mesher were enabled for meshing. In addition, the 
realizable k-ɛ two-layer model is used for modeling of turbulent flows of air in the cooler.  
Boundary conditions for CFD modeling of Test #3 consists of a uniform velocity inlet 
(0.0576 m/s) at a bulk temperature of 667.6 °C for the inner tube-side salt (FLiBe), a mass flow 
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inlet (5.99 g/s) at a bulk temperature of 25.1 °C for the annular-side air, an atmospheric pressure 
outlet for each fluid (FLiBe and air), and a constant wall heat flux of -10 W/m2 on the surface of 
the outer tube to simulate the parasitic heat loss rate. It should be noted that the actual inlet velocity 
profile of the FLiBe salt in the experiments (Britsch et al., 2019) was not uniform due to the 
expansion tank installed at the upstream of the cooler as shown in Figure 3-14(b). Since the salt 
level in the expansion tank and cover-gas pressure (pressure boundary) are not presented in the 
literature (Britsch et al., 2019), it is difficult to determine the actual inlet velocity profile of the 
FLiBe salt in the cooler. A uniform velocity profile of the FLiBe salt at the cooler inlet is therefore 
used instead. 
A mesh independence study has been performed and a fine mesh option (5.2 million 
meshes) as shown in Figure 3-24 is finally selected for the top tube-in-tube cooler. The y+ value 
for the air domain is less than 1.14 for the fine mesh option as shown in Figure 3-25. 
 
 
Figure 3-23 Dimensions of the cooler used in the FLiBe natural circulation experiments (Britsch 
et al., 2019) 
 
1135.0 mm












Figure 3-25 y+ value for the air domain 
 
The temperature contour of the cooler is shown in Figure 3-26. It is identified that the 
minimum temperature for the FLiBe salt is 590.5 °C, much higher than 459 °C, the FLiBe salt 
melting temperature. Therefore, there should be no salt freezing in Test #3 based on the CFD 
analysis. In addition, it is believed that no salt freezing occurred in Test #5 either due to the larger 
heating power in Test #5 than that in Test #3 for the same air-cooling rate. Tests #3 and #5 are 




Figure 3-26 Temperature contour of the cooler for Test #3 in the FLiBe natural circulation 
experiments (Britsch et al., 2019) 
 
Figure 3-27 shows a comparison of the FLiBe salt temperature for Test #3 between the 
experiments (Britsch et al., 2019) and 1D code NACCO predictions considering the effects of 
buoyancy and radiative heat transfer. The FLiBe salt temperature profile along the loop predicted 
by the 1D code NACCO is generally agreeable with the experimental data. In addition, the relative 
salt temperature difference between the 1D code NACCO predictions and experimental data ranges 




Figure 3-27 Comparison of the FLiBe salt temperature between the experiments (Britsch et al., 
2019) and 1D code NACCO predictions considering the effects of buoyancy and radiative heat 
transfer for Test #3 
 
Another observation is that the FLiBe salt temperature predicted is 11.5 °C to 23.1 °C 
higher than the experimental data. One potential reason is that the heat transfer correlation used 
for air in the top cooler may underestimate the heat removal rate. The heat transfer correlation used 
has an uncertainty of ±20%, leading to ±13.0 °C to ±13.9 °C temperature change for the FLiBe 
salt in Test #3.  
Another potential reason is the large difference between the mass-flow-averaged 
temperature (bulk temperature) and centerline temperature for the FLiBe salt. All the 
thermocouples measured the FLiBe salt centerline temperature as shown in Figure 3-27. The bulk 
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temperature in the experiments (Britsch et al., 2019) is however a better choice for benchmark 
study. These two reasons will be justified next.  
To justify the first potential reason, underestimation of the heat removal rate by the top 
cooler, a CFD study is performed for the top cooler for Test #3, which has been discussed earlier. 
It is identified that the Nusselt number calculated in the CFD study is about 14% larger than the 
correlation results, leading to a 9.3 °C to 9.9 °C decrease of the FLiBe salt temperature if it is used 
in the 1D code NACCO rather than the original value adopted as shown in Figure 3-28. The new 




Figure 3-28 Variation of the FLiBe salt temperature considering accurate Nusselt number 
obtained in the CFD study for the top cooler and bulk temperature in the experiments (Britsch et 
al., 2019) for Test #3 
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The bulk temperature, defined as Eq. (2-22), is calculated to justify the second potential 
reason. Figure 3-29 shows the radial temperature profiles of the FLiBe salt at different axial 
locations in Test #3: Locations of TC12 and TC24. Assuming a fully-developed velocity profile 
and utilizing the radial temperature profile measured in the experiments (Britsch et al., 2019) as 
plotted in Figure 3-29(a), the FLiBe salt bulk temperature at the location of TC 12 becomes 654.4 
°C, 8.5 °C larger than its centerline temperature measured by the thermocouple.  
 
     
(a)                                                                 (b) 
Figure 3-29 Radial temperature profiles of the FLiBe salt at different axial locations in Test #3: 
Locations of (a) TC12 and (b) TC24  
 
Similarly, the FLiBe salt bulk temperatures at the location of TC 24, the outlet of the 
heating section, becomes 674.5 °C, 5.4 °C larger than its centerline temperature measure by the 
thermocouple. This is because the FLiBe salt temperature close to the wall in the heating section 
is much higher than its centerline temperature. Utilizing the FLiBe salt bulk temperature rather 
than the centerline temperature for the code benchmark study, the discrepancy between the 
predictions and experimental data becomes smaller for the FLiBe salt in heating section.  
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Similar analysis could be applied to calculate the bulk temperature of the FLiBe salt at the 
location of TC 12 as shown in Figure 3-29(b), the outlet of the top cooler. Another way is to 
directly use a built-in function in STAR-CCM+ for the bulk temperature. The bulk temperature 
for the FLiBe salt at the location of TC 12 is 10.2 °C smaller than its centerline temperature as 
shown in Figure 3-28. This is because the FLiBe salt temperature close to the cooler wall is much 
lower than its centerline temperature. Utilizing the FLiBe salt bulk temperature rather than the 
centerline temperature for the benchmark study, the discrepancy between the predictions and 
experimental data remains nearly the same value, 23°C, for the FLiBe salt in the cooling section. 
Figure 3-30 shows comparison of the FLiBe salt temperature between the experiments 
(Britsch et al., 2019) and 1D code NACCO predictions considering the effects of buoyancy and 
radiative heat transfer for Test #5. The FLiBe salt temperature profile along the loop predicted by 
the 1D code NACCO is agreeable with the experimental data. In addition, the relative salt 
temperature difference between the 1D code NACCO predictions and experimental data ranges 
from 3.2% to 5.3%.  
Another observation is that the FLiBe salt temperature predicted is 23.4 °C to 35.4 °C 
higher than the experimental data, which may result from the underestimation of the heat removal 
rate by the top cooler and/or large difference between the bulk temperature and centerline 
temperature as discussed earlier for Test #3. A CFD study has been performed for the top cooler 
for Test #5, where the Nusselt number calculated through the CFD study is about 27% larger than 
the correlation results, leading to 20.9 °C to 22.2 °C decrease of the FLiBe salt temperature as 




Figure 3-30 Variation of the FLiBe salt temperature considering accurate Nusselt number 
obtained in the CFD study for the top cooler and bulk temperature in the experiments (Britsch et 
al., 2019) for Test #5 
 
As for the bulk temperature, it is 707.0 °C for the FLiBe salt at the location of TC12 and 
730.1 °C at TC14, 7.2 °C and 8.1 °C larger than their centerline temperatures as shown in Figure 
3-30, respectively. Similarly, the FLiBe salt bulk temperatures at the location of TC 24, the outlet 
of the heating section, is 11.9 °C smaller than its centerline temperature as shown in Figure 3-30. 
Utilizing the new Nusselt number obtained through a CFD analysis for the top cooler and FLiBe 
salt bulk temperature for the benchmark study, the discrepancy between the 1D code NACCO 
predictions and experimental data significantly decreases for Test #5.  
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The 1D code NACCO predictions are generally in line with the FLiBe salt temperature in 
the experiments (Britsch et al., 2019) in terms of the overall trend and relative temperature 
difference. Although the absolute salt temperature difference could be as high as about 35 °C, it 
seems to be acceptable considering the FLiBe salt temperature up to 750 °C and the significantly 
reduced temperature difference if an accurate heat transfer correlation is applied to the heat sink. 
The higher predictions for the FLiBe salt temperature suggest that the 1D code NACCO is 
conservative for the design of natural circulation loops, such as the passive decay heat removal 
system. 
In addition, although it is better to use the bulk temperature for code benchmark, it is 
usually unavailable since both the radial temperature and velocity profiles are needed. The 
benchmark study for Tests #3 and #5 also suggests that the difference between the centerline 
temperature and bulk temperature ranges from 5 to 10 °C for the FLiBe salt centerline temperature 
up to 750 °C.  
 
3.5 Summary 
An in-house 1D code NACCO was developed considering the effects of buoyancy and 
radiative heat transfer in molten salts. It was then benchmarked with three natural circulation 
experiments using water, nitrate salt NaNO3-KNO3 (60-40 wt%), and fluoride salt FLiBe as the 
working fluids, respectively.  
Several concluding remarks are summarized as follows: 
(1) The effects of buoyancy and radiative heat transfer are negligible for low-temperature 
experiments utilizing water as the working fluid, but they need to be evaluated for high-
temperature experiments utilizing molten salts as coolants to have accurate predictons. 
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Usually, they are non-negligible for molten salts in natural circulation loops, where the 
salts are in the laminar flow regime; 
(2) The 1D code NACCO considering both the effects of buoyancy and radiative heat transfer 
in molten salts captures the overall trend of the axial temperature profile. In addition, if the 
salt centerline temperature in the experiment is used as a reference, the 1D code 
overestimates the salt temperature by < 18 °C for the nitrate salt centerline temperature up 
to 450 °C and < 35 °C for the FLiBe salt centerline temperature up to 750 °C. 
(3) An accurate heat transfer correlation for the main heat sink, such as the tube-in-tube cooler 
in the experiment, is strongly suggested since it affects the code predictions for the salt 
temperatures significantly; 
(4) The salt bulk temperature is more meaningful for the code benchmark study compared with 
its centerline temperature. However, it is usually unavailable since both the radial 
temperature and velocity profiles are not necessarily be known in the high-temperature salt 
experiments. Through an analysis for the FLiBe salt natural circulation experiments 
(Britsch et al., 2019), the difference between the salt centerline temperature and bulk 
temperature ranges from 5 to 10 °C for the salt centerline temperature up to 750 °C.  
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Chapter 4 Thermal-Hydraulic Performance of Molten Salts in FLUSTFA 
 
A prototypic DRACS design is initially proposed for a 3400-MWth solid-fuel MSR, 
AHTR. A scaling analysis is then performed to develop key non-dimensional characteristic 
numbers for the design of an IET facility, FLUSTFA. The 1D code NACCO will be finally used 
to predict the thermal-hydraulic performance of the FLiNaK salt in the IET facility FLUSTFA, 
including predictions for the shakedown test, overcooling, and overheating transients.  
 
4.1 Design of the Prototypic DRACS  
A typical DRACS includes a DHX, a NDHX, an air chimney, and associated piping. The 
prototypic DRACS design, as shown in Figure 4-1, is developed for the AHTR. It is designed to 
remove 8.5 MW, 0.25% of the full reactor power 3,400 MWth per one DRACS (Varma et al., 
2012). 7LiF-BeF2 (66-34 mol%) works as the primary salt, while KF-ZrF4 (58-42 mol%) works as 




Figure 4-1 A prototypic DRACS design for the AHTR 
 
Figure 4-2 shows a flowchart for the DRACS design, which is a coupled process for the 
DHX, NDHX, and air chimney designs. Input variables, such as the shell- and tube-side mass flow 
rates, thermal loads, and coolant inlet temperatures, should be initially specified for the DHX, 
NDHX, and air chimney designs. The thermal loads for the coolants FLiBe, KF-ZrF4, and air, are 
set to be the same under steady-state conditions. The HDHX-NDHX and HNDHX-chimney, which 
respectively represent the vertical distances between the DHX and NDHX, and the NDHX and air 
inlet location on the chimney, could be determined by equating the buoyancy with the flow 
resistance. Hcore-DHX, the vertical distance between the core and DHX, is used to estimate the DHX 
shell-side FLiBe mass flow rate. A large Hcore-DHX is beneficial for the decay heat removal since it 































and hot fluids (primary and DRACS salts) and therefore the salt mass flow rate. A maximum 




Figure 4-2 Flowchart for the DRACS design 
 
The heat load for each DRACS loop is 8.5 MW and the inlet temperature of the DHX shell-
side salt is set to be 700 °C. The NDHX tube length is a design variable, while the DHX tube 
length is fixed due to the limited physical space in the AHTR downcomer. Considering the 
available angular space in the downcomer for the DHXs, the average length of a DHX tube is set 
to be 3 m. The inlet temperature of the DHX tube-side salt is another design variable, which should 
be significantly higher than the salt melting temperature 390 °C (Rao, 1942) to maintain a certain 
safety margin. The TRACE simulation results presented in the literature (Wang et al., 2015) are 
used as references to set ranges for other variables, i.e., DHX tube-side salt and NDHX shell-side 
air mass flow rates. 
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Figure 4-3 shows the DRACS design optimization using the Non-dominated Sorting in 
Genetic Algorithms (NSGA) approach, which is normally used for multi-objective optimization 
problems (Srinivas and Deb, 1994). The arithmetic average HX effectiveness and the total cost are 
the two objectives adopted for the DRACS design optimization. The design points are scattered 
after one NSGA generation as shown in Figure 4-3(a). However, they are located on the pareto 
front, where optimum designs are located, after 50 NSGA generations as shown in Figure 4-3(b). 
Since the total DRACS construction cost and average HX effectiveness are two competitive 
optimization objectives, it is therefore impossible to achieve a maximum average HX effectiveness 
and a minimum cost simultaneously. The least squares in regression analysis is applied to identify 
one optimum design for the DRACS. Key design parameters for the optimum prototypic DRACS 
are summarized in Table 4-1. The prototypic DRACS design for the AHTR was presented in the 
literature (Zhang et al., 2019a). 
 
        
(a)                                                                         (b) 
Figure 4-3 DRACS design optimization after (a) one generation and (b) fifty generations  
 
 129 
Table 4-1 Key design parameters for the AHTR DRACS 
Flute tube size (mm) D
bi
 = 10.67, D
eo
 = 16.64, T
w
 = 
0.508, p = 8.23, N
s
 = 4, L = 3000 
DHX/NDHX tube quantity 2100/2625 
DHX and NDHX number of rows/columns 140/15 and 25/105 
Pitch to diameter ratio 1.5 





DHX and NDHX tube/shell-side mass flow 
rates (kg/s) 
102.3/68.9 and 102.3/24.1 
DHX and NDHX tube-side inlet/outlet 
temperatures (°C) 
546/625 and 625/546 
DHX and NDHX shell-side inlet/outlet 
temperatures (°C) 
700/649 and 20/365 
Heat removal capacity (MW) 8.5 
DHX-NDHX vertical height difference (m) 8.15 
DRACS loop piping diameter (m) 0.3 
DRACS loop piping length (m) 56.3 
Core-DHX vertical height difference (m) 10 
NDHX-chimney vertical height difference (m) 18.3 
Chimney inner / outer shell diameters (m) 3.7/4.7 
 
4.2 Scaling Analysis  
A scaling analysis is needed to design an IET facility, which can appropriately mimic the 
molten salt natural circulation in the prototypic DRACS proposed earlier for the AHTR. The 
scaling analysis includes several steps: (1) Develop governing equations for the DRACS; (2) 
Obtain non-dimensional characteristic numbers by non-dimensionalizing these governing 
equations; and (3) Establish similarity laws based on these non-dimensional characteristic 
numbers.  
 
4.2.1 Governing Equations 







𝑢𝑟                                                            (4-1) 
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(𝑇𝑠 − 𝑇)                                         (4-3) 





2𝑇𝑠 − ?̇?𝑠 = 0                                         (4-4) 




= ℎ(𝑇𝑠 − 𝑇)                                                (4-5) 
where a, l, d, u, 𝛽, 𝜌, t, g, T, ΔT, f, K, cp, z, y, h, k, and ?̇? are the flow area, axial length, hydraulic 
diameter, velocity, thermal expansion coefficient, density, time, gravitational acceleration, 
temperature, temperature difference, friction factor, form loss factor, specific heat capacity, axial 
coordinate, transverse coordinate, heat transfer coefficient, thermal conductivity, and volumetric 
heat generation, respectively. The subscripts i, 0, r, h, and s are the ith section, initial value, 
representative variable, hot fluid section, and solid, respectively.  
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4.2.2 Non-dimensional Characteristic Numbers 
Eqs. (4-1) to (4-5) can be non-dimensionalized by dimensionless parameters summarized 
in Table 4-2.  
 
Table 4-2 Reference values and dimensionless parameters 
Items Reference values Dimensionless parameters 
Velocity u0: Fluid velocity at the inlet of 
the fluidic diode  
𝑈𝑖 = 𝑢𝑖 𝑢0⁄ , 𝑈𝑟 = 𝑢𝑟 𝑢0⁄   
Length l0: Vertical distance between 
thermal centers of the heat 
source and heat sink in a loop  
𝐿𝑖 = 𝑙𝑖 𝑙0⁄ , 𝐿ℎ = 𝑙ℎ 𝑙0⁄  
𝑍 = 𝑧 𝑙0⁄  
𝛿0: Conduction depth ∇∗2= 𝛿2 ∇2⁄ , 𝑌 = 𝑦 𝑑⁄  
Area a0: Cross-sectional area of the 
fluidic diode inlet 
𝐴𝑖 = 𝑎𝑖 𝑎0⁄  
Time l0 / u0 𝜏 = 𝑡𝑢0 𝑙0⁄  
Temperature ΔT0: Temperature difference 
across the heat source in a loop 
= ∆𝑇 ∆𝑇0⁄  
 
The dimensionless governing equations are written as  
Non-dimensional continuity equation: 
𝑈𝑖𝐴𝑖 = 𝑈𝑟                                                               (4-6) 













2𝑖 )                                    (4-7) 








= St𝑖( 𝑠𝑖 − 𝑖)                                              (4-8) 
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𝑠𝑖 − Q𝑠𝑖 = 0                                               (4-9) 




= Bi𝑖( 𝑖 − 𝑠𝑖)                                                  (4-10) 
The non-dimensional characteristic numbers in Eqs. (4-6) to (4-10) are defined as  
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4.2.3 Similarity Laws 
Similarity laws are established using the non-dimensional characteristic numbers 
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In addition, the similarity laws for the geometrical non-dimensional numbers are defined 
as 
𝐴𝑖𝑅 = (𝑎𝑖 𝑎0⁄ )𝑅 = 1                                                  (4-24) 
(∑ 𝐿𝑖 𝐴𝑖⁄𝑖 )𝑅 = 1                                                     (4-25) 
 
4.2.4 Scaling Methodology 
The scaling methodology starting from the reactor core scaling (Lv et al., 2015b) is adopted 
for the AHTR DRACS scaling analysis. Utilizing the energy balance equation under steady-state 
conditions  
?̇? = 𝜌𝑐𝑝𝑢0𝑎0𝛥𝑇0                                                    (4-26) 
and similarity law (4-18), the reference scales of the temperature difference and velocity can be 













                                                   (4-28) 











                                             (4-29) 
There are five unknown variables, namely, (?̇?)
𝑅
, (𝑢0)𝑅 , (𝑙0)𝑅, (𝑎0)𝑅, and (𝛥𝑇0)𝑅 in Eqs. 
(4-27) to (4-29). Therefore, two variables need to be specified for scaling analysis of molten salt 
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natural circulation in the reactor vessel (called “pool loop”). In this research, the power and length 
scales are specified for the pool loop.  
For molten salt natural circulation in the DRACS loop, the similarity laws (4-27) and (4-
28) hold as well. In addition, the convection time scales for the pool and DRACS loops are the 
same if the DHX tube thickness is much smaller than its inner diameter. If assuming (1) the decay 
heat is 100% removed by the DRACS and (2) negligible heat loss for the fluidic diode and piping, 
the power scale (?̇?)
𝑅
 for the DRACS loop should be the same as that for the pool loop. Therefore, 
only one variable needs to be specified for scaling analysis of the DRACS loop. In this research, 
the length scale is specified for the DRACS loop.  
 
4.2.5 Scaling Results 
Considering the lab power capacity and lab space constraint, the power and length scales 
are specified as 1/1250 and 1/10, respectively. Key scaling results for the IET facility FLUSTFA 
are summarized in Table 4-3.  
 
Table 4-3 Key scaling results for the test facility 
 Core DHX shell side DHX tube side NDHX tube side 
QsiR 1.67 N/A N/A N/A 
TiR 0.10 0.46 0.80 0.69 
BiR 3.63 0.46 0.56 0.70 
StiR 0.14 0.34 0.45 0.53 
















4.3 Design of the IET Facility FLUSTFA 
FLUSTFA is comprised of a reservoir tank for salt storage and melting, a primary molten 
salt loop, a secondary molten salt loop, a closed air loop, and a chilled water loop as shown in 
Figure 4-4 and Figure 4-5. This salt facility uses FLiNaK (LiF-NaF-KF: 46.5-11.5-42 mol%) as 
the working fluids for both the primary and secondary salt loops, and operates up to 700 °C and 
near the atmospheric pressure. 
The reservoir tank is wrapped with three band heaters to provide total 9 kW for salt melting. 
The primary molten salt loop consists of a simulated core where nineteen cartridge heaters are 
installed to provide a main heating power of 38 kW, shell side of a salt-to-salt HX (DHX) which 
exchanges heat between the primary and secondary fluids, primary molten salt pump for forced 
circulation of the primary coolant, high-temperature valves which adopt a dual-gasket system to 
avoid leakage, and stainless steel 316H piping. The secondary molten salt loop consists of the tube 
side of the DHX, tube side of a salt-to-air HX (NDHX), secondary molten salt pump for forced 
circulation of the secondary coolant, high-temperature valves, and stainless steel 316 piping. 
Twenty tape heaters installed on the primary and secondary molten salt loops provide total 8 kW 
for trace heating. The air loop consists of the shell side of the NDHX, shell side of an Air-to-Water 
HX (AWHX), air circulator, and stainless steel 304 piping. The chilled water loop includes the 





Figure 4-4 Schematic of the IET facility FLUSTFA 
 
    
(a)                                                           (b) 
Figure 4-5 (a) A 3D SOLIDWORKS model and (b) an image of the IET facility FLUSTFA 
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4.3.1 Simulated Core  
It is necessary to know the thermophysical properties of the fuel assembly for the core 
scaling. Figure 4-6 shows the fuel assembly and fuel plate in the AHTR reactor core. There is a 
total of 252 fuel assemblies and each of them consists of 18 fuel plates. Each fuel plate has two 
fuel strip regions, one central matrix region, two exterior sleeves, and two spacer ridges. The fuel 
stripe and central matrix are considered in the core scaling.  
 
      
(a)                                                                   (b) 
 
(c)                                                                 (d) 
Figure 4-6 Cross-sectional view of (a) reactor vessel, (b) a group of fuel assemblies, (3) fuel 
assembly with dimensions, and (4) a fuel plate (unit: cm) 
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The effective density of a fuel plate is calculated based on the volume-averaged density of 




                                                     (4-30) 
where the subscripts fp, fs, and cm are the fuel plate, fuel stripe, and central matrix, respectively.  
The effective specific heat capacity of a fuel plate is calculated based on the mass-averaged 




                                          (4-31) 
The effective thermal conductivity of a fuel plate is calculated based on the thermal-










                                           (4-32) 
where the subscripts ht and es are the heat transfer and exterior sleeve, respectively.  
Utilizing the thermophysical properties of the fuel stripe and central matrix (Yoder et al., 
2014b) summarized in Table 4-4 and Eqs. (4-30) to (4-32), the effective thermophysical properties 
of a fuel plate can be estimated and summarized in Table 4-4. 
 







Fuel stripe 2250 708 24.0 
Central matrix 3187 1191 43.8 
Fuel plate 2758 1011 24.2 
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Next, we need to estimate the heat transfer coefficient of the primary salt flowing in the 









                                                        (4-33) 
used for a natural circulation flow between two vertical plates is adopted to estimate the FLiBe 





                                                     (4-34) 
where b and q” are the plate spacing and heat flux, respectively. It is estimated that the heat transfer 
coefficients for the FLiBe salt in the interior and wall channels in a fuel assembly are respectively 
99.0 and 40.0 W/m2-K under the steady-state mass flow rate of the FLiBe salt in the reactor core 
(three DRACS in operation). The effective heat transfer coefficient based on the heat transfer area 
is estimated to be 89.2 W/m2-K.  
Since this study is focused on the system-level thermal-hydraulic phenomenon, the 
simulated core is treated as a black box. Considering a relatively low friction factor, commercial 
availability, and cost, a simulated core vessel with straight cartridge heaters installed in a triangular 
arrangement is selected. Incoloy 800 is used as the sheath material with a thickness of 2.54 mm 
considering the good high-temperature resistant properties and relatively low corrosion rate at 
elevated temperatures (Olson et al., 2011). In addition, the heater sheath is filled with MgO. The 
thermophysical properties of MgO and Incoloy 800 sheath are summarized in Table 4-5. The 
effective thermophysical properties estimated by Eqs. (4-30) to (4-32) are calculated for the 
cartridge heater and summarized in Table 4-5. 
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at 800 °C (W/m-K) 
MgO 3580 955 45.0 
Incoloy 800 7950 460 24.7 
Cartridge heater 5153 680 24.8 
 
The dimension, pitch ratio, and quantity for cartridge heaters depend on the flow 
conditions, available lab power supply, lab space constraint, and some engineering concerns, such 
as the minimum space needed for the compression fittings to seal these cartridge heaters. Finally, 
a nineteen-heater core as shown in Figure 4-7 and Figure 4-8 is adopted as the simulated core.  
 
       
Figure 4-7 Cartridge heater arrangement (Mohanty and Sahoo, 1986) 
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Figure 4-8 Triangular arrangement of the nineteen cartridge heaters 
 
The design specification for the simulated core includes: (1) Nineteen cartridge heaters; (2) 
Pitch ratio = 2; (3) 25.4 mm Outer Diameter (OD) for each heater; (4) 1.3-m heated section; (5) 2 
kW heating power for each heater; (6) 208 V, single phase; and (7) a SS 316H vessel of NPS 10”, 
Sch40. The average heat transfer coefficient for the FLiBe salt flowing in the simulated core is 
estimated to be 141.2 W/m2-K using the extrapolated experimental values (Mohanty and Sahoo, 
1986). The maximum temperature of the heater sheath is identified to be 794.2 °C by STAR-
CCM+, lower than the allowable temperature 815.6 °C suggested by the vendor.  
 
4.3.2 HXs 
KF-ZrF4 has been proposed as the DRACS salt in the AHTR (Varma et al., 2012), while 
FLiNaK is adopted as the working fluid in the IET facility FLUSTFA. To cover the KF-ZrF4 salt 
Prandtl number range in the AHTR, the FLiNaK salt temperature on the NDHX tube side needs to 
span approximately from 535 to 565 °C as shown in Figure 4-9(a). To achieve a safety margin 
from freezing, the FLiNaK salt working temperature should be higher than its melting temperature 
454 °C (Bergman and Dergunov, 1941) by a certain level. Therefore, the lower limit of the FLiNaK 
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salt working temperature is set to be 550 °C, which provides an about 100 °C margin above its 
melting temperature. The NDHX tube length is set to be 1.32 m to achieve a relatively large 
temperature difference (15 °C) on the NDHX tube side as shown in Figure 4-9(b).  
 
  
(a)                                                                        (b) 
Figure 4-9 (a) Prandtl numbers of KF-ZrF4 and FLiNaK and (b) identification of the NDHX tube 
length 
 
FLiBe has been proposed as the primary coolant in the AHTR (Varma et al., 2012), while 
FLiNaK is the working fluid in the IET facility FLUSTFA. To cover the FLiBe salt Prandtl number 
range in the AHTR, the FLiNaK salt working temperature on the DHX shell side needs to span 
from 545 to 585 °C as shown in Figure 4-10(a). However, the FLiNaK salt temperature on the 
DHX shell-side should be much higher than the FLiNaK salt temperature on the DHX tube-side 
to achieve a relatively large salt temperature difference on the DHX shell-side and a reasonable 
DHX tube length as shown in Figure 4-10(b). The FLiNaK salt temperature on the DHX shell side 
inlet and the DHX tube length are therefore set to be 700 °C and 0.45 m, respectively.  
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(a)                                                (b) 
Figure 4-10 (a) Prandtl number of FLiBe and FLiNaK and (b) identification of the DHX tube 
length 
 
Figure 4-11 shows photos of the two lab-scale HXs, DHX and NDHX, and their 
dimensions are summarized in Table 4-6. The lab-scale HX designs was presented in detail in the 
literature (Zhang et al., 2019b). 
 
 
(a)                                                           (b) 
Figure 4-11 Photos of the lab-scale (a) DHX and (b) NDHX 
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Table 4-6 Key design parameters for lab-scale HXs 
Items DHX NDHX 
Tube material SS 316 
Flute tube size (mm) D
bi
 = 10.67, D
eo
 = 16.64, T
w
 = 
0.508, p = 8.23, N
s
 = 4, L = 3000 
Tube configuration Staggered Inline 
Tube in each row 4/3/4 4/4/4 
Pitch to envelope diameter ratio 1.5 
Tube length (m) 0.45 1.32 
Tube/shell-side fluids FLiNaK/FLiNaK FLiNaK/Air 
 
4.3.3 Fluidic Diode, Piping, and Air Chimney 
The fluidic diode, piping, and air chimney need to be scaled. One key scaling requirement 
for these components is to maintain the scaling law Eq. (4-19), which is related to the friction 
factor number in both the prototype and test facility. No fluidic diode is adopted in the test facility 
to make the non-dimensional number (∑ F𝑖 𝐴𝑖
2⁄𝑖 )𝑅 close to 1. Although this simplification makes 
the test facility lose the capacity to model reverse flows, it keeps the capacity to model forward 
flows, which is essential for long-term cooling. Another major difference compared with the 
prototypic DRACS design is that the forced circulation is adopted for the NDHX shell-side air. 
This is mainly due to the lab constraint, which is located in the basement. This change however 
brings one advantage that it is convenient to keep a constant air inlet temperature for the NDHX 
in the experiments.      
 
4.3.4 Molten Salt Pump  
Most molten salt facilities used vertical cantilever shaft pumps (Sabharwall et al., 2010), 
which made an extra tank a necessity for each pump. Considering the lab space constraint and cost, 
a vertical cantilever dry pit pump, an in-line pump as shown in Figure 4-12, was used for each of 
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the two molten salt loops in the IET facility FLUSTFA to supply 7.9 m (26’) FLiNaK head under 
1.9×10-3 m3/s (30 GPM). The wetted parts of the molten salt pumps are made of SS 316H. 
 
     
Figure 4-12 Vertical cantilever dry pit pump 
 
One concern for the molten salt pump is the temperature control for the pump shaft seal. 
Since the graphite intensively reacts with oxygen at elevated temperatures, the pump shaft seal 
made of graphite is suggested to be used at temperatures lower than 455 °C, which is much lower 
than the salt working temperature in the IET facility FLUSTFA (550 – 700 °C). If the pump shaft 
seal fails, pump may not work property due to the severe corrosion of the pump shaft in the 
environment of the salt vapor, oxygen and moisture. Therefore, it is necessary to ensure the pump 
shaft seal temperature to be lower than its allowable working temperature. A long pump column 
is one option to avoid the pump shaft seal working at elevated temperatures.  
ANSYS Fluent is used to identify the length needed for the pump column. The numerical 
study suggests that a 381-mm height column for the primary pump is sufficient to reduce the pump 
shaft seal temperature to 394.9 °C and a 254-mm height column for the secondary pump is 
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sufficient to reduce the pump shaft seal temperature to 401.9 °C. Therefore, the distance between 
the salt level and the mounting plate should be at least 381 mm and 254 mm respectively for the 
primary and secondary molten salt pumps to avoid the pump shaft seal temperature exceeding its 
temperature limit. To avoid the pump impeller exposure and cover gas entrainment, the minimum 
salt level recommended is 127 mm away from the centerline of the pump suction flange. Further 
considering the lab height constraint, the pump column height is finally identified to be 635 mm 
and 432 mm for the primary and secondary molten salt pumps, respectively. 
 
4.3.5 Other Key Components 
High-temperature valves 
The IET facility FLUSTFA requires a total of eight valves to be installed for HX testing 
and investigation of the molten salt natural circulation. To reduce the possibility of leakage and 
ensure the valves working properly at elevated temperatures, a dual-gasket system is used. The 
primary gasket serves as the first set of the seal, which is a spiral-wound construction with a SS 
316 winding and a flexible graphite filler, while the secondary gasket serves as the second set of 
the seal, which is made of Flexitallic Thermiculite 715 material.  
 
Vessels/Tanks and Flange Gasket 
Stainless steel 316H has been selected as the material for the reservoir tank, two expansion 
tanks, and core vessel considering the ASME Section VIII code requirement, relatively low cost, 
and good corrosion resistance with FLiNaK at elevated temperatures (Zhang et al., 2017a).  
Considering the required FLiNaK inventory in the primary and secondary molten salt loops 
(5.15 ft3), the dimensions for the reservoir tank are NPS 24”, height 40”, and volume 9.82 ft3. To 
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accommodate the variation of the molten salt volume during transient tests, a primary expansion 
tank and a secondary expansion tank have been installed in the primary and secondary molten salt 
loops, respectively. The dimensions for the primary and secondary expansion tanks are NPS 12”, 
height 20”, volume 1.3 ft3, and NPS 8, height 18”, volume 0.5 ft3, respectively.  
The core vessel serves as a container for nineteen cartridge heaters, which provide the main 
heating power for the IET facility FLUSTFA. Considering the size and quantity for cartridge 
heaters, and the lab space constraint, the dimensions for the core vessel are NPS 10”, length 68”, 
and volume 3.1 ft3. Figure 4-13 shows photos of the key components, including high-temperature 
valves, AWHX, air circulator, and tanks/vessels. In addition, the flange gasket used in the IET 
facility FLUSTFA is a spiral-wound gasket, which consists of an outer metal ring made of SS 316, 








A number of parameters, such as the heater power, flow rate, temperature, salt level, 
pressure/differential pressure, gas hazards are recorded and/or detected by instrumentation.  
 
Power Measurement 
There are three types of heaters installed in the IET facility FLUSTFA: (1) Nineteen 
cartridge heaters in the simulated core vessel to provide a total of 38 kW main heating power; (2) 
Three band heaters (total 9 kW) to be wrapped around the reservoir tank for salt melting; and (3) 
Twenty tape heaters (total 8 kW) to be wrapped on piping and vessels/tanks for trace heating. To 
control and monitor these heaters, electrical components, such as temperature controller, SCR, 
fuse, watt transducer, etc., are needed. For convenient control, cartridge heaters are divided into 
two groups: Group I with ten heaters and Group II with nine heaters. Similarly, band heaters are 
combined as one group and twenty tape heaters are divided into two groups evenly.   
Figure 4-14 and Figure 4-15 show the wiring diagrams for the cartridge heaters, band and 
tape heaters, respectively. The power for cartridge heaters could be adjusted and recorded by an 
ASPYRE power controller. The power for band heaters is adjusted by a watt transducer, Watlow 
DC20-20S0-0000. The power for tape heaters is adjusted by a watt transducer, Watlow DC31-
20S0-000, and recorded by three current transmitters. Temperature controller is operated in the 
PID mode to prevent overheating of these heaters. All I&C components are enclosed in the control 





Figure 4-14 Wiring diagram for cartridge heaters in Panels #1 and #2 
 
 




Figure 4-16 Photos of Panels #1 to #5 
 
Flow Rate Measurement 
The FLiNaK flow rate in the IET facility FLUSTFA can be automatically controlled by the 
molten salt pump on each loop using a Variable Frequency Drive (VFD) purchased from 
Automationdirect Inc., with a model number of GS3-23P0. The salt flow rate on each loop is 
measured by an ultrasonic flow meter, which has a 4-20 mA output recorded by LABVIEW. The 
specification for the ultrasonic flow meter is summarized in Table 4-7 and its photo is shown in 
Figure 4-17.  
The air flow rate in the air loop can be automatically controlled by the air circulator using 
a VFD purchased from Automationdirect Inc., with a model number of GS3-2015. The air 
circulator has a capacity to provide a static gauge pressure of 15-inch water head for air at a flow 
rate of 2500 cfm (cubic feet per minute). The air flow rate is measured by a thermal mass flow 
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meter, Model 9840MPNH-INT-SS133-DC24-MW050-10”-Air purchased from Eldridge Products 
Inc., which has a 4-20 mA output recorded by LABVIEW. The specification for the thermal mass 
flow meter is summarized in Table 4-7 and its photo is shown in Figure 4-17. 
The chilled water flow rate is currently manually controlled and measured by a rotameter, 
F-2000 purchased from Blue-White Industries Ltd., which has a 4-20 mA output recorded by 
LABVIEW. The specification for the rotameter is summarized in Table 4-7 and its photo is shown 
in Figure 4-17. 
 
Salt Level Measurement 
The salt level in the reservoir tank, primary and secondary expansion tanks needs to be 
measured. Due to the high working temperature conditions, a radar level sensor purchased from 
SW Controls Inc., with a model number of VEGAPULS 64 is used. The specification for the radar 
level sensor is summarized in Table 4-7 and its photo is shown in Figure 4-17. 
 
Gas Flow Control 
The flow rate of the cover gas nitrogen needs to be controlled for salt charging to the loop 
and salt recycling from the loop. A flow controller purchased from Teledyne Hastings Instruments, 
Inc is used for the cover gas nitrogen. The specification for the gas flow controller is summarized 
in Table 4-7 and its photo is shown in Figure 4-17. 
 
Gas Sensor 
HF and H2 are generated during the salt melting process. Since HF is irritating and 
corrosive and H2 is flammable, both of them need to be measured. In addition, it is beneficial to 
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measure the H2O and O2 concentrations in the off-gas line. The specifications for these 
gas/moisture sensors are summarized in Table 4-7 and their photos are shown in Figure 4-17. 
 
Temperature Measurement 
The salt temperature is measured by high accuracy K-type thermocouples with 
uncertainties of ±1.1 °C or ±0.4%, while the wall temperatures of tanks/vessels and HXs are 
measured by standard K-type thermocouples with uncertainties of ±2.2 °C or ±0.75%. The 
temperatures of air and chilled water are measured by high accuracy T-type thermocouples with 
uncertainties of ±0.5 °C or ±0.4%. The specifications for these thermocouples are summarized in 
Table 4-7. 
 
Pressure and Differential Pressure Measurement 
The cover gas nitrogen pressures in the reservoir tank, primary and secondary expansion 
tanks are measured by high accuracy pressure transducers. In addition, the Differential Pressure 










Table 4-7 Instrumentation for flow rate measurements and gas/moisture detection in the IET 
facility FLUSTFA 
Items Measuring parameter Range Accuracy  
Ultrasonic 
flow meter 




Air flow rate 0 - 2500 cfm ± (2% of reading + 1% 
of full scale) cfm 
Rotameter Chilled water flow rate 3 - 30 gpm ± 1% of full scale 
Radar level 
sensor 
Salt level 0 - 30 m ± 2 mm 
Gas flow 
controller 
Control gas flow rate 0 - 5 L/min ± 1% of full scale 
HF sensor HF concentration in the air 0 - 20 ppm ± 0.1 ppm 





O2 sensor O2 concentration in the  
off-gas line 
0 - 1%, 0 - 25% 
0 – 10 ppm, 0 – 100 
ppm, 0 - 1000 ppm 
± 1% of full scale 
H2O sensor H2O concentration in the 
off-gas line 
0.1 - 100 ppm ± 0.1 ppm 
Thermocouple Salt temperature (K type) -270 -1260 °C ±1.1 °C or ±0.4% 
Wall surface temperature 
(K type) 
-270 -1260 °C ±2.2 °C or ±0.75% 
Insulation/air/chilled water 
temperature (T type) 
-270 -370 °C ±0.5 °C or ±0.4%. 
 
 
Figure 4-17 Photos of instrumentation used in the IET facility FLUSTFA 
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4.3.7 Gas/Salt Flow Control System  
A gas/salt flow control system as shown in Figure 4-18 is used to fulfill the following three 
functions: (1) Vacuum and charge the cover gas nitrogen to the reservoir tank, primary and 
secondary molten salt loops; (2) Charge the FLiNaK salt from the reservoir tank to the primary 
and secondary molten salt loops; (3) Recycle the FLiNaK salt from the primary and secondary 
molten salt loops to the reservoir tank for storage. 
 
 
Figure 4-18 Gas/Salt flow control system 
 
4.4 Operation 
The IET facility FLUSTFA is capable of operating in both natural and forced circulation 
modes for the primary and secondary molten salt loops. Therefore, there are four operation cases: 
(1) forced circulation for the primary loop and natural circulation for the secondary loop; (2) 
 156 
natural circulation for both the primary and secondary loops; (3) forced circulation for both the 
primary and secondary loops; and (4) natural circulation for the primary loop and forced circulation 
for the secondary loop. The second case, natural circulation for both the primary and secondary 
loops as schematically shown in Figure 4-19 will be investigated in this study.  
 
 





4.5 Correlations for Heat Transfer and Friction Factor  
4.5.1 Heat Transfer for Flows in the Simulated Core 
The simulated core as shown in Figure 4-7 has three different sub-channels, namely, the 
interior sub-channels of the triangular array (Region I) and square array (Region II), and the wall 
sub-channels (Region III). The quantities for Regions I, II, and III in the simulated core are 72, 48, 
and 24, respectively. In addition, the corresponding angles for Regions I, II, and III are 30°, 45°, 
and 105°, respectively. 
The FLiNaK salt is in laminar flow regime in the simulated core for natural circulation 
experiments. Therefore, the following three equations, 
Nu𝑐,𝑖,𝑡𝑟𝑖 = 15.36                                                       (4-35) 
Nu𝑐,𝑖,𝑠𝑞 = 15.09                                                       (4-36) 
Nu𝑐,𝑤 = 6.704                                                       (4-37) 
are used to calculate the heat transfer coefficient of laminar flows in Regions I and II (Sahoo and 
Mohanty, 1987), and Region III (Mohanty and Sahoo, 1986) under uniform heat flux boundary 
conditions, respectively.   
The average Nusselt number for laminar flows in the simulated core, which is defined as   
Nu̅̅ ̅̅ 𝑐 =
Nu𝑐,𝑖,𝑡𝑟𝑖𝐴𝑖,𝑡𝑟𝑖+Nu𝑐,𝑖,𝑠𝑞𝐴𝑖,𝑠𝑞+Nu𝑐,𝑤𝐴𝑤
𝐴𝑖,𝑡𝑟𝑖+𝐴𝑖,𝑠𝑞+𝐴𝑤
                                       (4-38) 
is adopted in this study based on the heated surface area 𝐴𝑖,𝑡𝑟𝑖, 𝐴𝑖,𝑠𝑞, and 𝐴𝑤 for Regions I, II, and 
III, respectively. The heated-surface-area-averaged Nusselt number for laminar flows in the 
simulated core is therefore calculated as 
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Nu̅̅ ̅̅ 𝑐 = 12.09                                                              (4-39) 
It should be noted that Eq. (4-39) is applicable for fully-developed forced convective heat 
transfer of laminar flows in the simulated core. Considering the buoyancy, radiative heat transfer, 
and entrance effect, the total heat transfer of the FLiNaK salt in the simulated core should be larger 
than that calculated by Eq. (4-39). These effects will be evaluated once the experimental data is 
available. Currently, however, the forced convective heat transfer correlation, Eq. (4-39), which 
was originally used in the design process for the simulated core under steady-state natural 
circulation conditions, is adopted in the 1D code NACCO for modeling of the thermal-hydraulic 
performance of FLiNaK in the IET facility FLUSTFA.  
 
4.5.2 Heat Transfer for Flows in the FTHXs 
The spirally fluted tubes have been widely used for the design of HXs due to their superior 
heat transfer performance. However, most of previous studies (Srinivasan, 1993; Chen et al., 2001) 
focused on the effect of a few geometric parameters, such as the flute pitch and depth, on heat 
transfer performance of low-Prandtl-number fluids, such as air or water. The correlations 
developed in their studies may not be applicable or accurate for high-Prandtl-number fluids, such 
as molten salts. A numerical analysis using STAR-CCM+ is therefore carried out to develop heat 
transfer correlations for laminar flows of molten salts in spirally fluted tubes for 𝑝 𝐷𝑐⁄ =
0.44 to 3.51, 𝑒 𝐷𝑐⁄ = 0.10 to 0.40, 90⁄ = 0.20 to 0.81, and 𝐿𝑡𝑟 𝐷𝑐⁄ = 0.71 to 2.16, where 𝑝, 
𝐷𝑐, 𝑒, , and 𝐿𝑡𝑟 are respectively the flute pitch, characteristic length, flute depth, flute helix angle, 

















Figure 4-20 A three-start spirally fluted tube 
 
The non-dimensional geometric parameters are defined and then used to correlate data for 
spirally fluted tubes. The geometric parameters, such as the flute pitch, flute depth, and trough 
length, are nondimensionlized by the characteristic length, written respectively as 
𝑝∗ =  
𝑝
𝐷𝑐
                                                              (4-40) 
𝑒∗ =  
𝑒
𝐷𝑐
                                                               (4-41) 
𝐿𝑡𝑟
∗ =  
𝐿𝑡𝑟
𝐷𝑐
                                                             (4-42) 
The flute helix angle is nondimensionlized as 
∗ =  
90
                                                              (4-43) 
 
Two heat transfer correlations are proposed for spirally fluted tubes as follows,  
Nu = 𝐺1(Re, Pr, 𝑝
∗, 𝑒∗)                                                (4-44) 
Nu = 𝐺2(Re, Pr, 𝑝
∗, 𝑒∗, ∗, 𝐿𝑡𝑟
∗  )                                           (4-45) 
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Since a power of 1/3 has been widely used for Prandtl number, it is adopted in this study 

































                            (4-47) 
where 𝑚0, 𝑚1, 𝑚2, 𝑚3, 𝑛0, 𝑛1, 𝑛2, 𝑛3, 𝑛4, and 𝑛5 are unknowns which need to be determined. 
Through a multiple linear regression approach for 171 data points for the FLiNaK salt in nineteen 
different fluted tubes and 42 data points for water in six different fluted tubes, the heat transfer 
correlations are developed as follosws, 
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    (4-49) 
The coefficient of determination R2 is 0.9316 for Eq. (4-48) and 0.9526 for Eq. (4-49). In 
addition, the relative residual is plotted in Figure 4-21. It is identified that Eqs. (4-48) and (4-49) 
respectively predict 69.0% and 81.8% of the total 213 data points within ± 20% uncertainties of 
the true values, while 85.9% and 91.5% of the total data points within ± 25% uncertainties, 
respectively. Eq. (4-49) is therefore suggested to predict the Nusselt number for spirally fluted 
tubes under the following conditions: Re = 105 to 1,600, Pr = 5 to 23, 𝑝∗ = 0.44 to 3.51,  𝑒∗ = 0.10 
to 0.40, ∗ = 0.20 to 0.81, and 𝐿𝑡𝑟
∗  = 0.71 to 2.16. 
 
 161 
      
(a)                                                           (b) 
Figure 4-21 Relative residuals of Nusselt number predicted by different correlations for spirally 
fluted tubes 
 
In addition, the following correlation, 










                      (4-50) 
proposed by Garimella et al. (1990) for the confined cross flows in spirally fluted tube bundles is 
applied to  the shell-side flows in the spirally fluted tube HX, DHX and NDHX. The Sieder-Tate 
correlation is applied to laminar flows in piping. 
 
4.5.3 Friction Factor 
In addition to the heat transfer correlations, the friction factor correlation is another key 
input for the 1D code NACCO to predict the FLUSTFA performance. Both the primary and 
secondary natural circulation loops of the IET facility FLUSTFA are divided into four subsections 
individually. The primary natural circulation loop consists of (1) the simulated core; (2) hot leg 
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from the core outlet to the DHX shell-side inlet; (3) DHX shell side; and (4) cold leg from the 
DHX shell-side outlet to the core inlet, while the secondary natural circulation loop consists of (1) 
DHX tube side; (2) hot leg from the DHX tube-side outlet to the NDHX tube-side inlet; (3) NDHX 
tube side; and (4) cold leg from the NDHX tube-side outlet to the DHX tube-side inlet.  
The pressure loss coefficient, 𝜉, defined as  
𝜉 = 𝑓𝐿 𝐷⁄ + 𝐾 =
Δ𝑝
𝜌𝑢2 2⁄
                                                    (4-51) 
was measured for each of the subsections in the primary and secondary natural circulation loops 
as shown in Figure 4-22 and Figure 4-23. The corresponding Darcy friction factor correlations are 








                                                      (4-53) 
 𝜉𝐷𝐻𝑋 𝑠ℎ𝑒𝑙𝑙 =
485.62
Re0.651




                                                      (4-55) 
 𝜉𝐷𝐻𝑋 𝑡𝑢𝑏𝑒 =
4099.7
Re0.788




                                                    (4-57) 
 𝜉𝑁𝐷𝐻𝑋 𝑡𝑢𝑏𝑒 =
4749.9
Re0.731




                                                    (4-59) 
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where the Reynolds numbers for all these components are calculated based on the inner diameter 
of the loop piping.   
 
    
(a)                                                                   (b)  
    
(c)                                                            (d) 
Figure 4-22 Pressure loss coefficient for the primary natural circulation loop, including (a) the 
simulated core; (b) hot leg from the core outlet to the DHX shell-side inlet; (c) DHX shell side; 
and (d) cold leg from the DHX shell-side outlet to the core inlet 
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(a)                                                            (b)   
    
(c)                                                            (d) 
Figure 4-23 Pressure loss coefficient for the secondary natural circulation loop, including (a) 
DHX tube side; (b) hot leg from the DHX tube-side outlet to the NDHX tube-side inlet; (c) 
NDHX tube side; and (d) cold leg from the NDHX tube-side outlet to the DHX tube-side inlet 
 
4.6 1D Code NACCO for the IET Facility FLUSTFA 
The 1D code NACCO is applied for the IET facility FLUSTFA as shown in Figure 4-24, 























Figure 4-24 Schematic of modules used in the 1D code NACCO for modeling of the IET facility 
FLUSTFA 
 
The following processes are evaluated by the 1D code NACCO for the IET facility 
FLUSTFA using the FLiNaK salt as the working fluid:  
(1) Core: Conductive heat transfer across the heater sheath, convective heat transfer from the 
heater sheath to the FLiNaK salt,  convective heat transfer from the FLiNaK salt to the core 
vessel, conductive heat transfer across the core vessel and thermal insulation, and finally 
convective and radiative heat transfer from the thermal insulation to the ambient air; 
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(2) DHX: One way is the convective heat transfer from the FLiNaK salt on the DHX shell side 
to the spirally fluted tube wall, conductive heat transfer across the fluted tube, and finally 
convective heat transfer from the fluted tube to the FLiNaK salt on the DHX tube side. 
Another way is the convective heat transfer from the FLiNaK salt on the DHX shell side 
to the DHX shell, conductive heat transfer across the shell and thermal insulation, and 
finally convective and radiative heat transfer from the thermal insulation to the ambient 
air; 
(3) Primary/Secondary hot and cold legs: Convective heat transfer from the FLiNaK salt to the 
piping, conductive heat transfer across the piping and thermal insulation, and finally 
convective and radiative heat transfer from the thermal insulation to the ambient air;  
(4) NDHX: Convective heat transfer from the FLiNaK salt on the NDHX tube side to the 
spirally fluted tube wall, conductive heat transfer across the fluted tube. One way is the 
convective heat transfer from the NDHX tube and shell to the air on the NDHX shell side 
if the NDHX shell temperature is higher than the air temperature. Another way is the 
radiative heat transfer from the NDHX tube to the NDHX shell. Then conductive heat 
transfer across the NDHX shell and thermal insulation, and finally convective and radiative 
heat transfer from the thermal insulation to the ambient air. 
 
4.7 Shakedown Test 
Two preliminary shakedown tests will be predicted by the 1D code NACCO: (1) Test #1, 
identification of the inherent safety time due to thermal inertia to recycle the liquid FLiNaK salt 
back to the reservoir tank under an unanticipated power outage condition and (2) Test #2, 
identification of the parasitic heat loss rate at different salt temperatures. 
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4.7.1 Test #1: Identification of the Inherent Safety Time 
The FLiNaK salt has a melting temperature of 454 °C. Therefore, it may potentially freeze 
in some locations where the heat addition cannot sufficiently compensate the heat loss rate. 
Although trace heating is provided for the loop to avoid such cases, the salt freezing issue exists 
under an unanticipated power outage condition.  It is therefore necessary to identify the amount of 
time estimated for the FLiNaK salt to freeze in the loop. If it is longer than the time needed to 
recycle all the FLiNaK salt from the loop to the reservoir tank, then it is believed the loop is 
inherently safe. The time for the FLiNaK salt temperature decreasing from its initial temperature 
to its melting temperature under a power outage condition (no heating power) is called the inherent 
safety time in this study.  
Obviously, the inherent safety time depends on the thermal inertia of the loop and the 
working temperature. Larger thermal inertia and higher working temperature lead to a longer 
inherent safety time. Since the FLiNaK salt is charged to the loop from the reservoir tank, the 
FLiNaK salt temperature in both the primary and secondary loops is initially the same. It is 
assumed that the loop is preheated to the same temperature of the FLiNaK salt for a convenient 
analysis to identify the inherent safety time. Five cases for the salt initial temperature, 500 °C, 550 
°C, 600 °C, 650 °C, and 700 °C, will be investigated.  
Taking an initial salt temperature of 600 °C as an example, it is assumed that the FLiNaK 
salt is heated to 600 °C in the reservoir tank and charged to the loop, which has already been 
preheated to 600 °C. Then a power outage accidentally happens. The FLiNaK salt temperature 
decreases due to the parasitic heat loss of the loop, which is predicted by the 1D code NACCO as 
shown in Figure 4-25. The FLiNaK salt temperature decreases at a faster rate initially then at a 
relatively lower rate afterwards. This is because the FLiNaK salt velocity increases initially, while 
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it decreases afterwards as shown in Figure 4-26. It is identified that the inherent safety time is 
about 3.6 hours before salt freezing in the loop for an initial salt temperature of 600 °C under 
conditions of zero heating power and zero cooling rate for the NDHX.  
 
 
Figure 4-25 FLiNaK salt temperature for an initial temperature of 600 °C, zero heating power 
and air-cooling rate 
 
 
Figure 4-26 FLiNaK salt velocity for an initial temperature of 600 °C, zero heating power and 
air-cooling rate 
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Similarly, the inherent safety time for other cases could be identified as well. The FLiNaK 
salt temperature at the DHX tube-side entrance, where the lowest salt temperature occurs, is plotted 
for different salt temperatures as shown in Figure 4-27. The inherent safety times for an initial 
temperature of 500, 550, 600, 650, and 700 °C are 0.3, 0.7, 3.6, 6.1, and 8.3 hours, respectively. 
Since it takes about 0.5 hours to recycle all the FLiNaK salt to the reservoir tank, it is beneficial to 
operate the IET facility FLUSTFA at a temperature higher than 550 °C.    
 
 
Figure 4-27 FLiNaK salt temperature at the DHX tube-side inlet for an initial temperature of 500 
to 700 °C, zero heating power and air-cooling rate 
 
4.7.2 Test #2: Identification of the Parasitic Heat Loss Rate 
The parasitic heat loss rate could be significant for high-temperature test facilities. It is 
therefore necessary to evaluate the parasitic heat loss rate for the IET facility FLUSTFA under 
different salt temperatures.  
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Four different heating power levels, namely, 2.2, 2.5, 2.8, and 3.1 kW, are used to identify 
the achievable steady-state temperature for an initial salt temperature of 600 °C and an air forced 
cooling rate of 0 kg/s. Taking 2.5 kW and 2.8 kW as examples, the maximum salt temperature at 
the core outlet under steady-state conditions is 600.6 °C for a 2.5 kW heating power as shown in 
Figure 4-28(a), while it is 654.0 °C for a 2.8 kW heating power as shown in Figure 4-28(b). In 
other words, the parasitic heat loss rates for the core outlet temperature of 600.6 °C and 654.0 °C 
are 2.5 kW and 2.8 kW, respectively. It is also observed that the FLiNaK salt is not stagnant as 
shown in Figure 4-29, although the air forced cooling rate is 0 kg/s. This is because the salt 
temperature difference exists in the loop due to the parasitic heat loss.  
 
   
(a)                                                (b) 
Figure 4-28 FLiNaK salt temperature for an initial temperature of 600 °C, zero air-cooling rate, 
and heating power of (a) 2.5 kW and (b) 2.8 kW 
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(a)                                                    (b) 
Figure 4-29 FLiNaK salt velocity for an initial temperature of 600 °C, zero air-cooling rate, and 
heating power of (a) 2.5 kW and (b) 2.8 kW 
 
Similarly, the parasitic heat loss rate could be determined for other salt temperatures as 
well. The parasitic heat loss rate is estimated to be 2.2 kW to 3.1 kW for the core outlet salt 
temperature of 547 to 707 °C. In addition, the heating power should be at least 2.1 kW to keep the 
DHX tube-side inlet salt temperature higher than the FLiNaK salt melting temperature 454 °C.    
 
4.8 Overcooling Transient 
Salt may freeze in the DRACS loop due to overcooling for the salt-to-air HX NDHX. 
Therefore, it is necessary to investigate the overcooling transient in the IET facility FLUSTFA.  
The overcooling transient will be predicted first by the 1D code NACCO.  
Four different air-cooling rates for the NDHX will be investigated, namely, 0.01, 0.02, 
0.03, and 0.04 kg/s. An air-cooling rate of 0.01 kg/s is used as an example. Initially, the loop is 
under a steady-state condition of the heating power 2.8 kW and air-cooling rate 0 kg/s. Then the 
air circulator starts to operate and provide an air-cooling rate of 0.01 kg/s. Therefore, the FLiNaK 
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salt has an axial temperature profile along the loop initially as shown in Figure 4-30. Due to the 
forced air cooling, the FLiNaK salt temperatures at different locations start to decrease from their 
respective initial value as shown in Figure 4-30. It takes about 3.0 hours for the FLiNaK salt 
temperature at the DHX tube-side inlet to reach its melting temperature.  
 
 
Figure 4-30 FLiNaK salt temperature for the overcooling transient at an air-cooling rate of 0.01 
kg/s 
 
Similarly, the time for the FLiNaK salt solidification could be estimated for other cooling 
rates as shown in Figure 4-31. It increases from 0.6 to 3.0 hours as the decrease of the air-cooling 




Figure 4-31 Time estimated for the FLiNaK salt solidification for the overcooling transient 
 
4.9 Overheating Transient 
The air chimney for the DRACS loop is closed under reactor normal operation conditions 
to reduce the parasitic heat loss. However, it should be open to enable air cooling under reactor 
accident scenarios, such as the SBO. If the air chimney fails to open, the reactor core temperature 
will increase and the coolant will be overheated due to the decay heat generation and loss of 
multiple DRACS loops. It is therefore necessary to investigate the overheating phenomenon in the 
IET facility FLUSTFA. This overheating transient will be predicted first by the 1D code NACCO.  
The decay power for a typical LWR was proposed by EI-Wakil (1974) as 
𝑃 𝑃𝑜⁄ ≈ 0.1[(𝑡 + 10)
−0.2 − (𝑡 + 𝑡𝑠 + 10)
−0.2 + 0.87(𝑡 + 𝑡𝑠 + 2 × 10
7)−0.2
− 0.87(𝑡 + 2 × 107)−0.2] 
(4-60) 
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and it is plotted in Figure 4-32, where P, P0, t, and ts are the reactor current power, initial operation 
power, time after reactor shutdown, and reactor operating time before reactor shutdown, 
respectively. One-year operation time and the maximum heating power of 38 kW provided by the 
cartridge heaters in the IET facility FLUSTFA are used for the overheating transient. 
 
 
Figure 4-32 Decay power for a typical LWR (EI-Wakil, 1974) 
 
Initially, the loop is under a steady-state condition. At time t = 0, the heating power starts 
to follow the decay curve as shown in Figure 4-32. The FLiNaK salt temperature decreases 
initially, then it starts to increase as shown in Figure 4-33. This is because the FLiNaK salt velocity 
increases initially and decreases afterwards as shown in Figure 4-34. After about 1.9 hours, the 
FLiNaK salt temperature at the core outlet exceeds 700 °C, the design temperature for the primary 




Figure 4-33 FLiNaK salt temperature for the overheating transient  
 
 





A high-temperature IET facility, FLUSTFA, was designed based on a scaling analysis for 
the DRACS in a large-scale FHR, AHTR. The 1D code NACCO was then applied to predict the 
thermal-hydraulic performance of the working fluid FLiNaK in the IET facility FLUSTFA, 
including predictions for a number of shakedown tests, overcooling, and overheating transients.  
Several concluding remarks are summarized as follows: 
(1) The inherent safety times for different initial temperatures of 500, 550, 600, 650, and 700 
°C are estimated to be 0.3, 0.7, 3.6, 6.1, and 8.3 hours, respectively. Since it takes about 
0.5 hours to recycle all the FLiNaK salt to the reservoir tank, it is then necessary to operate 
the IET facility FLUSTFA at a temperature higher than 550 °C.    
(2) The parasitic heat loss rate for the IET facility FLUSTFA is estimated to be 2.2 kW to 3.1 
kW for the core outlet salt temperature of 547 to 707 °C. In addition, the heating power 
should be at least 2.1 kW to keep the DHX tube-side inlet salt temperature, the lowest salt 
temperature in the loop, higher than the FLiNaK salt melting temperature.    
(3) The time for the FLiNaK salt freezing in the loop increases from 0.6 to 3.0 hours as the air-
cooling rate decreases from 0.04 to 0.01 kg/s for the overcooling transient under conditions 
investigated.  
(4) The FLiNaK salt temperature at the core outlet may exceed 700 °C, the design value for 
the primary molten salt loop in the IET facility FLUSTFA, after about 1.9 hours for the 




Chapter 5 Tritium Mitigation for FHRs 
 
5.1 Introduction 
The AHTR including the containment as shown in Figure 5-1 is a conceptual design of 
FHRs, which consists of three primary loops, three intermediate loops, three DRACS loops, and 
one power conversion loop. Argon acting as a cover gas in the reactor vessel, guard vessel, and 
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Top view of the reactor
 
Figure 5-1 Schematic of the AHTR including containment 
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Due to the atmospheric working pressure and large electric power conversion efficiency, 
the AHTR becomes one of the promising Generation IV reactor designs. Tritium control is 
however a significant issue in the AHTR due to the large tritium production rate by the following 
reactions (Schmutz et al., 2012):  
  6 4 3Li + He + Hn                                                                (5-1) 
           7 4 3Li + He + H +n n                                                           (5-2) 
            19 17 3F+ O + Hn                                                                (5-3) 
                   9 4 6Be + n He + Li                                                             (5-4) 
Reactions (5-1) to (5-3) represent the tritium (3H) production due to the neutron reaction 
with 6Li, which is continuously produced by Reaction (5-4), 7Li, and 19F, respectively. Since tritium 
produced is in the form of 3HF (TF), which is corrosive to the structural materials, redox control 
should be adopted for the AHTR. It is assumed that all TF produced is finally converted to T2 in 
this research. This is a conservative assumption since T2 is more permeable than TF.  
The tritium production rate in the AHTR was estimated to be 3400 Ci/day, which was 
several orders of magnitude faster than that in LWRs (Briggs, 1971). If no tritium-control method 
is adopted, the tritium leakage rate in the AHTR will be significantly larger than 1.9 Ci/day, an 
average tritium leakage rate in LWRs (U.S. NRC, 2003). It is therefore necessary to reduce the 
tritium leakage rate in the AHTR design and other FHR designs in general. 
There are several paths for tritium leakage in the AHTR as shown in Figure 5-2: (a) 
Permeation from the reactor vessel downcomer region to the argon gas space between the reactor 
vessel and guard vessel; (b) Trapped by carbonaceous materials in the reactor core; (c) Permeation 
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from the reactor core region to the argon cover gas space on the top of the reactor vessel; (d) 
Permeation from the core-bypass region between the reactor vessel and core barrel, such as the 
regions reserved for three DHXs and one Maintenance HX (MHX), to the argon gas space between 
the reactor vessel and guard vessel; (e) Permeation through the MHX tube walls, then circulation 
by the MHX tube-side salt to a salt-to-air heat exchanger, and finally to the ambient air; (f) 
Permeation through the DHX tube walls, then circulation by the DRACS salt to the NDHXs, and 
finally to the ambient air; (g) Permeation from the hot legs to the argon containment; (h) 
Permeation from the P-IHX tube walls, then circulation by the intermediate salt to the I-PHXs, 
where tritium further permeates through the I-PHX tube walls to water/steam for Rankine cycle or 
helium/sCO2 for Brayton cycle; (i) Permeation through the cold legs between the primary pumps 
and P-IHXs to the argon containment; (j) Permeation through the primary pumps to the argon 
containment; and (k) Permeation through the cold legs between the primary pumps and the reactor 





































Figure 5-2 Pathways for tritium leakage in the AHTR 
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To simplify the analysis, several assumptions are made: (1) Tritium in the argon gas space 
is completely removed by the cleanup system designed for the cover gas argon; (2) Carbonaceous 
materials in the reactor core are saturated to capture tritium after a long-term operation; and (3) 
The tritium that permeates through the HX tube walls is finally released to the ambient air. 
Therefore, the three P-IHXs, three DHXs, and one MHX provide pathways for tritium leakage to 
the ambient air while other components provide pathways for tritium leakage to the argon gas 
space as shown in Figure 5-2. 
A number of options have been investigated in the literature for tritium mitigation in FHRs. 
Forsberg et al. (2017) investigated a carbon bed option that used porous carbon to capture tritium 
in fluoride salts. Rubio et al. (2017) investigated a gas sparging option that disintegrated large 
tritium gas bubbles into smaller bubbles utilizing an ultrasonic technology and then used an inert 
gas to remove tritium.  In addition, Wu et al. (2018) investigated a permeator window option in 
which metallic tubes were used to separate and remove tritium from fluoride salts using a carrier 
gas, such as helium. For these tritium management options, the pumping power for the primary 
loop may be significantly increased and/or a number of dedicated devices/systems are needed, 
such as an ultrasonic device, a gas sparging system, and a liquid/gas separation system. Other 
options that do not significantly increase the cost due to the additional pumping power or 
devices/systems needed for tritium removal, are therefore desirable. In this study, two options, 
namely, using Double-Wall HXs (DWHXs) with a tritium carrier or Single-Wall HXs (SWHXs) 
with a tritium barrier, are investigated for tritium mitigation in FHRs. 
The DWHX with a tritium carrier design option adopts a tube-in-tube HX concept as shown 
in Figure 5-3(a). Each of the DWHX units forms three passages, i.e., an inner flow channel, an 
annular channel formed between the inner and outer tubes, and an outer channel. The outer fluid, 
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such as KF-ZrF4, flows outside the outer tube (on the shell side) while the inner fluid, such as 
FLiBe carrying tritium, flows in the inner tube. The annular fluid acting as the tritium carrier could 
be either a gas or a liquid. Tritium in the inner fluid permeates through the inner tube and enters 
the annular/carrier fluid. A large fraction of the tritium in the carrier fluid then flows to a Tritium 
Getter Bed (TGB), where the tritium is removed and recovered from the carrier fluid. The 
remaining tritium in the carrier fluid further permeates through the outer tube and joins the outer 






















Figure 5-3 Schematic of: (a) A DWHX tube unit with a tritium carrier and (b) A SWHX tube 
unit with a tritium barrier 
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The other design option using SWHX with a tritium barrier adopts a barrier coated on the 
HX tube walls to reduce the tritium leakage rate to the outer fluid as shown in Figure 5-3(b). The 
tritium leakage rate from the SWHX with tube walls plated with a tritium barrier can be 
significantly reduced, however, most of the tritium in the inner fluid (the primary salt in FHRs) 
also permeates through other components in the primary loop. Since the entire primary loop is in 
the containment filled with argon, most of the generated tritium is trapped and can later be removed 
by the cleanup system designed for the containment. 
The total thermal resistance of a DWHX is relatively large due to the additional thermal 
resistance of the annular fluid and tube wall. Therefore, the DWHX normally has a larger volume 
compared with a SWHX. The spirally fluted tubes which have larger surface area and heat transfer 
coefficient compared with plain tubes (Zhang et al., 2018) are therefore considered for the double-
wall P-IHX design. A coupled heat and mass transfer model for the DWHX with a tritium carrier 
design option and a SWHX with a tritium barrier design option will be developed and used for the 
HX design.  
For the DWHX with a tritium carrier design option, four potential double-wall 
configurations are investigated, i.e., Inner Plain tube with Outer Plain tube (IPOP), Inner Plain 
tube with Outer Fluted tube (IPOF), Inner Fluted tube with Outer Plain tube (IFOP), and Inner 
Fluted tube with Outer Fluted tube (IFOF). In addition, four potential tritium carriers, i.e., helium, 
FLiBe, FLiNaK, and KF-ZrF4, are quantitatively analyzed for the Double-Wall Fluted-Tube 
(DWFT) P-IHX design. For the SWHX with a tritium barrier design option, various tritium 
barriers, such as the metallic barrier tungsten and ceramic barrier SiC, are investigated for the 
SWFT P-IHX design. Both these two P-IHX designs are optimized by the NSGA optimization 
approach. 
 183 
5.2 A Coupled Heat and Mass Transfer Model for the DWHX 
Both the heat and mass transfer in a DWHX tube unit can be described by a one-
dimensional model under the following assumptions: (1) The heat transfer between each DWHX 
tube unit is neglected; (2) The axial conductive heat transfer in the inner and outer tubes, inner, 
annular, and outer fluids is neglected; and (3) Tritium concentrations in the solids (inner and outer 
tubes) and fluids (inner, annular, and outer fluids) are too small to affect their thermophysical and 
mass-transport properties. Both heat and tritium are transferred from the inner fluid, inner tube, 
annular fluid, outer tube, and finally to the outer fluid. The axial fluid and solid temperature 
profiles estimated by the heat transfer model will be applied as input parameters for the mass 
transfer model.  
 
5.2.1. Heat Transfer Model 
The steady-state energy balance equations for the inner fluid, annular fluid, outer fluid, 





iiw if iiwif iiw
p if if
h T TT A
z c m z

                                                     (5-5) 





oiw oiw af iow af iow
p af af
T A A
h T T h T T
z c m z z
 
       
 





































                                                      (5-9) 
where Tif, Taf, Tof, Tit, and Tot are temperatures of the inner fluid, annular fluid, outer fluid, inner 
tube, and outer tube, respectively. The heat transfer model is discussed in detail in the literature 
(Zhang et al., 2017b). 
If the annular fluid is non-participating media, i.e., mono-atomic and diatomic gases, the 
boundary conditions for the tube walls considering the radiative heat transfer can be written as: 
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The axial temperature profiles in the inner fluid, inner tube, annular fluid, outer tube, and 
outer fluid are estimated by the heat transfer model. These temperature profiles will be applied as 
input parameters for the tritium mass transfer model to be discussed next.  
 
5.2.2. Mass Transfer Model 
Tritium produced in FHR reactor cores exists in the form of tritium ion T+ in TF and 
molecular tritium T2, depending on the redox environment of the primary salt (Wu et al., 2016). 
Redox control is widely used in recent studies for tritium management since tritium control 
becomes extremely important for tritium permeation and material corrosion in FHRs (Fukada et 
al., 2005). Tritium is mainly in the form of T2 when the redox control method is adopted. In this 
study, it is assumed that all the tritium in the molten salts is in the form of T2. This is a conservative 
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assumption to estimate the tritium permeation rates since tritium ion T+ has a much lower 
permeation rate through HX structural materials (Suzuki et al., 2000).  
The transport process for tritium permeation through a tube consists of several steps: (1) 
mass transfer of molecular tritium T2 from the bulk fluid (salt) to the fluid-solid interface; (2) 
dissociative chemisorption of molecular tritium T2 to two tritium atoms 2T on the fluid-solid 
interface; (3) bulk diffusion of tritium atoms through the bulk solid (tube wall); (4) re-combinative 
desorption from 2T to T2 on the solid surface.  
The tritium permeation rate depends on the tritium mass transfer rate in the bulk fluid 
containing tritium, dissociative chemisorption rate on the fluid-solid interface, bulk diffusion rate 
in the solid, and re-combinative desorption rate on the solid surface. In general, the dominating 
parameter affecting the tritium permeation rate is the one with the smallest rate. If none of them 
dominate, it will become a multi-rate-determining process. It is assumed that the tritium mass 
transfer in the bulk salt and diffusion in the bulk solid processes are the rate-determining processes 
(Fukada and Morisaki, 2006). A coupled model considering heat transfer, tritium mass transfer in 
the fluid, and diffusion in the solid is developed and discussed next.   
The steady-state tritium concentration balance equations in the bulk inner fluid, bulk 
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where C and J are the tritium concentration and permeation rate, respectively.   
Under steady-state conditions, the gas permeation rates Ji in the following three processes 
related to the inner tube are identical: tritium mass transfer from the bulk inner fluid to the inner-
fluid-inner-tube interface; tritium diffusion through the bulk inner tube; and tritium mass transfer 
from the inner-tube-annular-fluid interface to the bulk annular fluid, which are denoted as  
 , , ,di m iiw iiw T bif T if itJ k A C C                                                       (5-15) 
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Similarly, the permeation rates Jo related to the outer tube are denoted as  
 , , ,do m iow iow T baf T af otJ k A C C                                                     (5-18) 
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 , , ,do m oow oow T of ot T bofJ k A C C                                                    (5-20) 
The permeation rates Ji and Jo calculated by Eqs. (5-16) and (5-19) are theoretically derived 
by Fick’s First Law and Sieverts’ Law for a diatomic gas. The half-order partial pressure 
dependence of the permeation rate has been validated for clean surfaces by experiments (Strehlow 
and Sawage, 1974; Bell et al., 1980) and is adopted in this research. The average wall temperature 
is used to estimate the permeability of the HX tubes at each axial location.   
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Stempien et al. (2016) assumed that the tritium partial pressure rather than tritium 
concentration was continuous on the fluid-solid interface. Under this assumption, the modeling 
results agreed well with the experimental data (Stempien et al., 2016). The same assumption of 
continuous tritium partial pressure at a fluid-solid interface is adopted in the development of the 
tritium mass transport model in this research. The tritium partial pressures on the inner-fluid-inner-
tube interface, inner-tube-annular-fluid interface, annular-fluid-outer-tube interface, and outer-
tube-outer-fluid interface have the following relationships: 
, ,T if it T it ifp p                                                            (5-21) 
, ,T it af T af itp p                                                            (5-22) 
, ,T af ot T ot afp p                                                           (5-23) 
, ,T ot of T of otp p                                                           (5-24) 
Henry’s law, expressed in Eq. (5-25), is used to relate the tritium concentration to its 
corresponding partial pressure. The Henry’s law constant kH is defined as the ratio of the 
concentration of a gas in a liquid to the partial pressure of the gas over the liquid. 
T H TC k p                                                              (5-25) 
Per Henry’s law, the tritium concentrations in various regions are expressed as Eqs. (5-26) 
to (5-29). If a gas is used as the annular fluid, ideal gas law will be applied to relate the 
concentration to the partial pressure.  
      , , , ,T if it H T if T if itC k p                                                      (5-26) 
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 , , , ,T af it H T af T af itC k p                                                      (5-27) 
, , , ,T af ot H T af T af otC k p                                                    (5-28) 
, , , ,T of ot H T of T of otC k p                                                    (5-29) 
Boundary conditions for the tritium mass transport model are denoted by 
 , ,00T bif bifC z C                                                        (5-30) 
     , ,1 0T baf TGB T bafC z L C z                                              (5-31) 
 , 0 0T bofC z                                                            (5-32) 
If an open loop is used for the annular fluid, 𝐶𝑇,𝑏𝑎𝑓(𝑧 = 𝐿) = 0 (or 𝑇𝐺𝐵 = 100%)  will 
be applied. However, if a closed loop is adopted, 𝐶𝑇,𝑏𝑎𝑓(𝑧 = 𝐿) > 0  (or 𝑇𝐺𝐵 < 100%) will be 
used. The experiment (Wang et al., 2017) used to validate the mass transfer model adopted an open 
loop (sweep gas directly came from the gas cylinder and eventually was ventilated to the ambient 
air). Therefore, 𝑇𝐺𝐵 = 100% is applied to the model benchmark. However, in the actual 
applications, a closed loop will be most likely to be used for the annular fluid if the DWHX design 
is adopted for FHRs due to the economic consideration. In this research, it is assumed that 𝑇𝐺𝐵 =
99%, which is achievable for an independent TGB (Kherani et al., 1988).  
Utilizing Eqs. (5-12) to (5-32) and fluid temperature profiles obtained from the heat 
transfer model, the tritium concentration profiles in the inner fluid, annular fluid, and outer fluid 
can be calculated to evaluate the tritium mass transfer performance in the DWHX. An example 
will be given to help understand the function of the coupled heat and mass transfer model. 
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Figure 5-4 and Figure 5-5 show the axial (z) and radial (r) temperature profiles and tritium 
partial pressure profiles for a double-wall P-IHX with a length of L, respectively. The inner, 
annular, and outer fluids are FLiBe, helium, and KF-ZrF4, respectively. The boundary conditions 
include: 𝑇𝑖𝑓(𝑧 𝐿⁄ = 0) = 700 °C, 𝑇𝑎𝑓(𝑧 𝐿⁄ = 1) = 650 °C, 𝑇𝑜𝑓(𝑧 𝐿⁄ = 0) = 600 °C, 𝐶𝑇,𝑖𝑓(𝑧 𝐿⁄ =
0) = 10−3  mol m3⁄ , 𝐶𝑇,𝑎𝑓(𝑧 𝐿⁄ = 1) = 0.01 𝐶𝑇,𝑎𝑓(𝑧 𝐿⁄ = 0) and 𝐶𝑇,𝑜𝑓(𝑧 𝐿⁄ = 0) =
0.01 𝐶𝑇,𝑜𝑓(𝑧 𝐿⁄ = 1). The flow directions of the inner and outer fluids are the same (from z/L = 0 
to z/L = 1), but opposite to the flow direction of the annular fluid.  
As shown in Figure 5-4(a), the inner fluid FLiBe temperature decreases from z/L = 0 to z/L 
= 1, while the temperatures of the annular fluid helium (from z/L = 1 to z/L = 0) and outer fluid 
KF-ZrF4 (from z/L = 0 to z/L = 1) increase along their respective flow direction. The inner and 
outer surface temperature differences at each axial location of the inner tube (or outer tube) are 
within several degree Celsius. Therefore, it is appropriate to use an average wall temperature for 
the estimation of the tube permeability in the mass transfer model.  
   
Outer tubeInner tube
Tbif Tiit Toit Tbaf TbofTiot Toot
 
(a)                                                                   (b) 
Figure 5-4 (a) Axial and (b) radial temperature profiles of the three fluids and two tubes for a 
double-wall configuration 
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Figure 5-4(b) shows the radial temperature profiles at a number of axial locations, 
including the temperatures of the inner fluid, inner tube, annular fluid, inner and outer surfaces of 
the outer tube, and outer fluid. The temperature drop across the annular fluid is much higher than 
that across the inner and outer fluids due to the much larger thermal resistance of the annular fluid 
(smaller heat transfer coefficient). In addition, the temperature drops across the inner and outer 
tubes are much lower than those across fluids due to the much smaller thermal resistances of the 
tubes (much larger thermal conductivities).  
Figure 5-5(a) shows the tritium partial pressure profiles along the axial direction. The 
tritium partial pressure in the inner fluid FLiBe decreases from z/L = 0 to z/L = 1, while the tritium 
partial pressures in the annular fluid helium (from z/L = 1 to z/L = 0) and outer fluid KF-ZrF4 (from 
z/L = 0 to z/L = 1) increase along their respective flow direction. This is because tritium in the 
inner fluid permeates through the inner tube into the annular fluid, while a portion of tritium further 
permeates through the outer tube into the outer fluid. Figure 5-5(b) shows the tritium radial partial 
pressure profiles at a number of axial locations. The tritium partial pressure difference across the 
annular fluid is much lower than that across the inner and outer fluids due to the much smaller 
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(a)                                                  (b) 
Figure 5-5 (a) Axial and (b) radial partial pressure profiles of tritium for a double-wall 
configuration 
 
5.2.3. Model Benchmark 
The heat transfer and mass transfer are coupled processes. The heat transfer determines the 
axial temperature profile, which affects the mass transfer parameters, i.e., the diffusivity. In 
addition, the mass transfer changes the thermophysical properties of each fluid, which affects the 
heat transfer process. However, the change of thermophysical properties of fluids due to tritium 
permeation is small. It is therefore appropriate to benchmark the heat transfer and mass transfer 
models separately. 
 
Benchmark of the heat transfer model 
The predicted results by the heat transfer model are compared with the experimental data 
from a triple-tube HX experiment using water as the working fluid as well as ANSYS Fluent 
simulation results (Gomaa et al., 2016). As shown in Figure 5-6, the low-temperature cold water 
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acting as the inner fluid and intermediate-temperature normal water acting as the outer fluid flowed 
co-currently. Both the co-current and counter-current flow patterns were investigated by changing 





x=0 x=L  
Figure 5-6 Flow directions for the inner, annular, and outer fluids (Gomaa et al., 2016) 
 
The comparison of the predicted fluid temperature profiles by the heat transfer model with 
the experimental data are presented in Figure 5-7. The fluid axial temperature profiles for the 
counter-current and co-current flow patterns are plotted in a dimensionless coordinate system with 
its origin located at the tube entrance. As predicted by the heat transfer model for the counter-
current flow pattern as shown in Figure 5-7(a), the hot-water temperature decreases from 70.0 to 
52.3 °C as the normal- and cold-water temperatures increase from 18.0 to 27.6 °C, and 10.0 to 18.1 
°C, respectively. Similarly, for the co-current flow pattern as shown in Figure 5-7(b), the hot-water 
temperature decreases from 70.0 to 52.5 °C as the normal- and cold-water temperatures increase 
from 18.0 to 27.3 °C, and 10.0 to 18.2 °C, respectively.  
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(a)                                                   (b) 
Figure 5-7 Comparison of the fluid temperatures among the model predictions, experimental 
data, and ANSYS Fluent simulation results for (a) a counter-current flow pattern and (b) a co-
current flow pattern 
 
The relative discrepancies for the average heat transfer coefficients predicted for the hot 
water, normal water, and cold water compared with their respective experimental data are within 
17%, 24%, 23%, respectively. In addition, the maximum relative differences between the predicted 
hot-water temperatures and the experimental data, the predicted normal-water temperatures and 
the experimental data, the predicted cold-water temperatures and the experimental data are 12%, 
15%, and 16%, respectively. These discrepancies are acceptable considering the measurement 
uncertainty for the cold-water temperature in the experiment and the ±20% uncertainties for the 
heat transfer correlation (Ahn, 2003), Eq. (5-33), used for the annular fluid.  
0.5 0.8 3Nu 0.022Pr Re , Re 5 10                                           (5-33) 
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Benchmark of the mass transfer model 
There appears no available experimental data related to tritium mass transfer in a DWHX. 
Predictions by the tritium mass transfer model were compared with the experimental data from a 
hydrogen separation experiment performed by Wang et al. (2017). A mixture of hydrogen and 
helium gases acting as a feeding gas flowed on the shell side of a nickel hollow fiber tube and 
nitrogen gas acting as a sweep gas co-currently flowed on the tube side as shown in Figure 5-8. 
The nickel hollow fiber tube was housed by a quartz tube, which itself was housed and heated by 
a tubular furnace. Since the furnace temperature varied significantly along its axial direction, the 
measured temperature profiles under different furnace temperature settings were used for the 
tritium mass transport model benchmark. Hydrogen permeated from the shell-side feeding gas to 

















The mass transfer correlation (Welty et al., 2007) used to benchmark the mass transfer 
model is given by 
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where Sh, D, L, Re, and Sc are the Sherwood number, tube inner diameter, tube length, Reynolds 





                                                           (5-35) 
where µ, ρ, and DAB are the dynamic viscosity, density, and diffusivity of species A in species B.  
Since the tritium diffusivities in some fluids are not available, the classical rate theory, which states 
that the diffusivities of hydrogen isotopes in the same material are inversely proportional to the 
square root of their molecular masses, is used to determine the tritium diffusivities in these fluids. 
The hydrogen diffusivity and solubility in various fluids are summarized in Table 5-1. 
 
Table 5-1 Diffusivity and solubility of hydrogen in gases 
 Diffusivity  
(m2/s) 
Solubility 


































































Marrero and Mason, 1972 
Note: Temperature unit is Kelvin.  
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Figure 5-9 shows the comparison of the predicted hydrogen permeation rates with the 
experimental data for various nitrogen flow rates and testing temperatures. Under a given 
temperature, such as 1000 °C, the hydrogen permeation rate increases with the increase of the 
sweep gas flow rate.  This is because as the sweep gas flow rate increases, tritium is more quickly 
taken out of the hollow fiber tube and consequently the hydrogen partial pressure difference across 
the tube wall acting as a driven force between the feeding gas and sweep gas increases, leading to 
larger hydrogen permeation rates.  
 
 
Figure 5-9 Comparison of the hydrogen permeation rates for different temperatures and sweep 
gas flow rates 
 
In addition, the hydrogen permeation rate is less sensitive to the sweep gas flow rate at 
relatively lower temperatures, i.e., 700 °C as shown in Figure 5-9. At low temperatures, the major 
mass transfer resistance is the HX tube wall due to its low permeability. At high temperatures, 
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however, the mass transfer resistance from the HX tube wall is significantly reduced. Therefore, 
the hydrogen permeation rate increases faster as the increase of the sweep gas flow rate at higher 
temperatures, i.e., 1000 °C. That is the reason why the hydrogen permeation curve is steeper at 
high temperatures than that at lower temperatures.    
For a given sweep gas flow rate, such as 5×10-5 mol/s as shown in Figure 5-9, much larger 
hydrogen permeation rates are observed at higher temperatures due to larger permeability through 
the tube wall at higher temperatures. Furthermore, as shown in Figure 5-9, the trend of the 
hydrogen permeation curve is predicted generally well by the model, especially at 700 and 800 °C, 
which is very encouraging as the maximum salt temperature in FHRs is expected to be at such 
temperatures.   
A quantitative analysis shows that the maximum relative difference between the hydrogen 
permeation rates predicted by the tritium mass transport model and experimental results at 700, 
800, 900, and 1000 °C are 35, 23, 41, and 44%, respectively. The much larger permeation rates in 
the experiments at higher temperatures, for example 1000 °C, most likely result from the additional 
mass transfer area (quartz tubes on the two ends of the test section), which is not considered in the 
current model. If the additional area were considered in the model, the discrepancies would be 
much smaller. To verify this hypothesis, we need to know the temperature profile and the 
permeability of the quartz tubes. However, none of these were provided in the experiment 
(therefore not considered in the current model). For a simple justification, it is assumed that the 
permeation rate is merely proportional to the mass transfer length/area. The actual mass transfer 
length should be the entire length between the inlet and outlet of the feeding gas, which is about 
33 cm. Since only the nickel tube length, 23 cm, is considered as the mass transfer length in the 
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model, the experimental data should be about 43% higher than the predicted results, which 
accounts for the much larger experimental data points at elevated temperatures, i.e., 1000 oC.    
Figure 5-10 shows the comparison of the hydrogen permeation rates for various testing 
temperatures, hydrogen molar fractions, and tube sizes. For a given tube size and hydrogen molar 
fraction, such as a hydrogen molar fraction 50% in Figure 5-10(a), the hydrogen permeation rate 
increases with the temperature increase due to the larger permeability through tube wall at higher 
temperatures. For a given tube size and testing temperature, such as 1000 °C in Figure 5-10(a), 
larger hydrogen molar fractions result in larger hydrogen permeation rates, which is mainly due to 
the larger hydrogen partial pressure difference between the feeding gas and sweep gas. The 
predicted permeation rates by the model are smaller than the experimental data for these three tube 
sizes. The maximum relative discrepancies between the model results and experimental data for 
the three investigated hollow fiber tubes as shown in Figure 5-10 are 25, 30, and 38%, respectively. 
However at temperatures of 700 and 800 °C, between which the primary salt maximum 
temperature is expected to be located, the model results and experimental data have reasonably 




   
(a)                                                        (b) 
 
(c) 
Figure 5-10 Comparison of the hydrogen permeation rates through: (a) HF-01 tube (ID 1.33 
mm), (b) HF-03 tube (ID 1.75 mm), and (c) HF-06 tube (ID 1.40 mm) for different temperatures 





5.2.4. Selection of the Tube Surface Configuration and Tritium Carrier 
For the DWHX with a tritium carrier design option, the inner and outer tubes of a DWHX 
tube unit may have different tube surface configurations, such as fluted and plain surfaces. In 
addition, the tritium carrier (annular fluid) could be a gas or a liquid.  It is a cost-effective way to 
identify a best tube surface configuration and a best annular fluid prior to carrying out a DWFT P-
IHX design optimization. 
 
Tube surface configuration  
There are four tube configurations initially considered for a DWHX unit, namely, IPOP, 
IPOF, IFOP, and IFOF. Both the heat and mass transfer performance should be considered to 
identify the best double-wall configuration for the P-IHX. For the heat transfer performance, it is 
expected to achieve a large heat transfer rate. In addition, most of the heat removal from the inner 
fluid is expected to be taken by the outer fluid rather than the annular fluid. If most of the heat 
removal is taken by the annular fluid, the annular fluid outlet temperature will increase 
significantly, which requires an additional cooler to cool down the annular fluid. For the mass 
transfer performance, it is expected to achieve a large mass transfer rate from the inner fluid. In 
addition, most of the tritium is expected to be removed by the annular fluid. Otherwise, an 
additional tritium removal device should be installed to prevent tritium leakage from the outer 
fluid.    
As an example, the heat and mass transfer performance for these four double-wall 
configurations for the P-IHX are investigated. As a starting point, the inner, annular, and outer 
fluids in the P-IHX are FLiBe, helium, and KF-ZrF4, respectively. The heat and mass transfer rates 
are normalized to their respective maximum value.  
 201 
Figure 5-11 shows the effect of the annular-fluid Reynolds number on the heat transfer rate. 
Both the IFOF and IFOP designs have at least 48% larger heat transfer rates than the IPOF design 
and at least 127% larger heat transfer rates than the IPOP design. This is because both the IFOF 
and IFOP designs use fluted tubes as the inner tubes, which significantly increases the heat transfer 
area and heat transfer coefficients on the tube and annular sides. The IFOF configuration has a 
larger heat transfer rate than the IFOP configuration due to the larger heat transfer coefficient and 
area of the outer fluted tube in the IFOF configuration compared with plain tube in the IFOP 
configuration. In addition, larger than 85% of the heat removal is taken by the outer fluid and the 
remaining heat is taken by the annular fluid. The heat transfer rates for these four double-wall 
configurations are IFOF > IFOP >> IPOF >> IPOP, which is the priority sequence for selection as 
well if only the heat transfer performance is considered. 
 
 
Figure 5-11 Effect of the annular-fluid Reynolds number on the heat transfer rate 
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Figure 5-12 shows the effect of the annular-fluid Reynolds number on the mass transfer 
rate. Both the IFOF and IFOP designs have at least 375% larger mass transfer rates than those of 
the IPOP and IPOF designs, which results from the increased mass transfer area and enhanced 
mass transfer coefficients on the tube and annular sides. The IFOF configuration has a larger mass 
transfer rate than the IFOP configuration due to the outer fluted tube which has a larger mass 
transfer coefficient and area in the IFOF configuration. In addition, at least 95% of tritium is taken 
by the annular fluid and the remaining tritium is taken by the outer fluid for all these four double-
wall configurations. The tritium mass transfer rates for these four double-wall configurations are 
IFOF> IFOP >> IPOF ≈ IPOP, which is the priority sequence for selection as well if only the mass 
transfer performance is considered. 
Considering both the heat and mass transfer performance, the IFOF configuration is 
superior to the IFOP, IPOF, and IPOP configurations and it is therefore adopted for the double-
wall P-IHX design optimization. 
 
 
Figure 5-12 Effect of the annular-fluid Reynolds number on the mass transfer rate 
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Tritium carrier 
In this study, FLiBe, FLiNaK, KF-ZrF4, and helium are initially considered as candidates 
for the tritium carrier fluid in the DWFT P-IHX. Both the heat and mass transfer performance need 
to be considered to identity the best tritium carrier for the DWFT P-IHX.  
Figure 5-13 and Figure 5-14 show respectively the heat and mass transfer performance of 
the DWFT P-IHX for different tritium carriers (annular fluids). The heat and mass transfer rates 
are normalized to their respective maximum value. As shown in Figure 5-13, for a certain annular-
fluid Reynolds number, the total heat transfer rate using FLiBe as the carrier fluid is 4 to 69%, 9 
to 120%, and 115 to 633% larger than those using FLiNaK, KF-ZrF4, and helium as the annular 
fluid, respectively. Therefore, the order of heat transfer performance for the four potential carrier 
fluids is FLiBe > FLiNaK > KF-ZrF4 >> helium. In other words, a DWHX with a tritium carrier 
FLiBe would have the smallest size compared to the DWHXs with other tritium carriers 
investigated for the same thermal duty. However, the tritium carrier FLiBe would take away a 
significant fraction of heat, 30 to 52% under the conditions investigated, which should be recycled 
by an additional HX. 
As shown in Figure 5-14, for a certain annular-fluid Reynolds number, the total mass 
transfer rate using helium as the carrier fluid is about 60 to 400%, 200 to 1600%, and 413 to 2000% 
larger than those using the FLiBe, FLiNaK, and KF-ZrF4 as the carrier fluid, respectively. 
Therefore, the order of the mass (tritium) transfer performance for the four potential carrier fluids 
under different annular-fluid Reynolds numbers is helium >> FLiBe >> FLiNaK > KF-ZrF4. In 
other words, a DWHX with helium as the tritium carrier effectively removes the tritium and 
reduces the tritium leakage rate to the outer fluid. For other tritium carriers, such as FLiBe, an 
additional tritium removal facility will be needed for the outer fluid. 
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Figure 5-13 Comparison of heat transfer rates using different carrier fluids 
 
 




Since FLiBe could effectively transfer heat and helium could effectively remove the 
tritium, both of them are better choices as a tritium carrier than the two other salts investigated for 
the DWFT P-IHX in terms of the heat and mass transfer performance. However, further 
considering (1) the additional HX needed to recuperate the heat taken by the carrier fluid; (2) the 
increased pumping power needed for the additional HX; and (3) the additional tritium removal 
facility needed to remove the tritium from the outer fluid for the option using FLiBe as the tritium 
carrier, helium appears to be superior. Helium is therefore proposed as the tritium carrier for the 
DWFT P-IHX design. 
 
5.3 A Coupled Heat and Mass Transfer Model for the SWHX 
5.3.1. Heat Transfer Model 
Figure 5-15 shows a SWHX tube configuration. A triangular arrangement of the SWHX 
tube units and counter-current flow design are adopted to achieve a large heat transfer coefficient. 
The hexagonal flow sub-channel for the outer fluid is simplified and treated as a circular channel 






Figure 5-15 Triangular arrangement of SWHX tube units 
 
 206 
Figure 5-16 shows a schematic of the 1D heat transfer process starting from the inner fluid, 
to the inner barrier, tube, outer barrier, and finally the outer fluid. The temperature is continuous 
on each interface. A counter-current flow is adopted for the inner and outer fluids to enhance the 
heat transfer coefficient.  
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Figure 5-16 Schematic of the 1D heat transfer process through the SWHX 
 
The steady-state energy balance equation for the solid, such as the inner barrier, tube, and 
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where the subscript s is the solid. 
The boundary conditions for the 1D heat transfer model are written as 
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           ,00if ifT z T                                                        (5-41) 
           ,0if ofT z L T                                                        (5-42) 
where the subscript i, b, t, if, and of are the interface, barrier, tube, inner and outer fluids, 
respectively. 
The temperature profiles for the inner fluid, inner barrier, tube, outer barrier, and outer 
fluid estimated by the heat transfer model will be applied as inputs for the tritium mass transfer 
model to be discussed next. 
 
5.3.2. Mass Transfer Model 
Figure 5-17 shows a schematic of the 1D mass transfer process from the inner fluid to the 
outer fluid. There is a concentration jump on each interface, while the partial pressure is 
continuously distributed across these interfaces.  
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The steady-state tritium concentration balance equation for tritium in the bulk inner or outer 
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Figure 5-17 Schematic of the 1D mass transfer process through the SWHX 
 
Under steady-state conditions, the permeation rate JP-IHX in the following processes are 
identical: tritium convective transfer from the bulk inner fluid to the inner-fluid-inner-barrier 
interface; tritium diffusion through the bulk inner barrier; tritium diffusion through the bulk tube; 
tritium diffusion through the bulk outer barrier; and tritium convective transfer from the outer-
barrier-outer-fluid interface to the bulk outer fluid. 
 P-IHX , , ,dm iib iib T bif T if ibJ k A C C                                                 (5-44) 
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 P-IHX , , ,dm oob oob T of ob T bofJ k A C C                                          (5-48) 
where km, kp, and p are the mass transfer coefficient, permeability, and partial pressure, 
respectively. The subscripts iib, oob, ib, ob, if-ib, ib-if, ib-t, t-ib, t-ob, ob-t, ob-of, of-ob, bif, and 
bof are the inner surface of the inner barrier, outer surface of the outer barrier, inner and outer 
barriers, interfaces between the inner fluid and inner barrier close to the inner fluid and inner 
barrier sides, interfaces between the inner barrier and tube close to the inner barrier and tube sides, 
interfaces between the tube and outer barrier close to the tube and outer barrier sides, interfaces 
between the outer barrier and outer fluid close to the outer barrier and outer fluid sides, bulk inner 
and outer fluids, respectively.  
The tritium concentration profile in the P-IHXs could be estimated utilizing the continuous 
profile of the partial pressure across the interfaces and boundary conditions:  
           , , ,00T bif T bifC z C                                                  (5-49) 
       , , ,0T bof T bofC z L C                                                  (5-50) 
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Since tritium transports in a closed loop, the inlet tritium concentration in the inner fluid 
FLiBe is not zero. A systematic model for the tritium transport in the primary loop is therefore 
necessary. In addition, it is assumed that the inlet tritium concentration in the outer fluid KF-ZrF4 
is zero, which is conservative for the P-IHX design.    
 
5.4 1D Code HEMAT 
To estimate the tritium leakage rate in the primary loop, it is necessary to investigate tritium 
transfer in all key components, including the HX, downcomer, core, core bypass, pump, hot and 
cold legs. In addition to the models developed for HXs discussed earlier, similar models are 
developed as well for other components as shown in Figure 5-18, which have been discussed in 
detail in the literature (Zhang et al., 2020c).    
An iterative approach as shown in Figure 5-19 is adopted in the 1D code HEMAT to 
estimate the tritium mass flow rate in each key component of a closed loop. A tritium concentration 
at the inlet of the downcomer is initially assumed. The tritium concentrations in the downcomer, 
core, DHX, MHX, hot leg, P-IHX, cold leg I between the P-IHX and the pump, pump, and cold 
leg II between the pump and the reactor vessel are then calculated using the models developed. If 
the tritium concentration at the outlet of the cold leg II is the same as that at the inlet of the 
downcomer, iteration will terminate. Otherwise, the tritium concentration at the outlet of the cold 
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(e) 
Figure 5-18 Tritium permeation in the (a) downcomer; (b) core; (c) core bypass; (d) pump; and 
(e) cold/hot legs 
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Figure 5-19 Iterative process in the 1D code HEMAT to predict the tritium leakage rate in a 
closed loop 
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5.5 DWHX with a Tritium Carrier 
5.5.1 Introduction 
There are four potential flow directions as shown in Figure 5-20 for a DWHX. However, 
not all of them are applicable for the DWFT P-IHX. Based on the pre-conceptual AHTR design 
(Varma et al., 2012), the tube-side FLiBe temperature should decrease from 700 to 650 °C, while 
the shell-side KF-ZrF4 temperature should increase from 600 to 675 °C. Therefore, the inner and 
outer fluids should be in a counter-current flow configuration. Considering the annular fluid will 
eventually flow through a separate TGB for tritium capture which normally operates at elevated 
temperatures, a high outlet temperature for the annular fluid is desirable. A parallel flow 

















Figure 5-20 Potential flow directions for the inner, annular, and outer fluids 
 
Figure 5-21 shows a layout of the DWFT P-IHX unit (totally three P-IHX units for the 
AHTR). The DWFT P-IHX can be one tube-side pass as shown in Figure 5-21(a) or two tube-side 
passes as shown in Figure 5-21(b) if necessary. As an example, the one tube-side pass configuration 



























    
(a)                                                                                     (b) 
Figure 5-21 Layout of a DWHX for (a) one tube-side pass and (b) two tube-side passes 
 
5.5.2 Design Optimization for the DWFT P-IHX 
Two objectives are proposed for the DWFT P-IHX design optimization, such as the HX 




                                                            (5-51) 
and the total cost, including the HX cost and the operation cost as defined as 
𝐶𝑡 = 𝐶𝐻𝑋 + 𝐶𝑜𝑝_𝑖 + 𝐶𝑜𝑝_𝑎 + 𝐶𝑜𝑝_𝑜                                      (5-52) 
where 𝐴𝑡 , ?̇?𝑡, 𝐶𝐻𝑋 , 𝐶𝑜𝑝_𝑖, 𝐶𝑜𝑝_𝑎, and 𝐶𝑜𝑝_𝑜 are the total surface area of the DWFT P-IHX, thermal 
power of one DWFT P-IHX unit, HX cost, operation cost of the inner fluid, annular fluid, and 
outer fluid, respectively.  
The operation cost is evaluated by  
       𝐶𝑜𝑝 = ?̇?𝑝𝑢𝑚𝑝𝜏𝑡𝐶𝑒                                                  (5-53) 
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                                                      (5-54) 
where 𝜏𝑡, 𝐶𝑒 , ?̇?, Δ𝑝, 𝑝, 𝑎𝑛𝑑 𝜌 are the total hours of operation during the HX life time, price of the 
electricity, mass flow rate, pressure drop, pump efficiency, and fluid density, respectively. In this 
research, 20 years operation time, 0.12 $/kWh electricity cost, and 90% pump efficiency are 
adopted for illustration.  
Several parameters, such as the inlet and outlet salt temperatures and mass flow rates of 
the primary salt FLiBe and intermediate salt KF-ZrF4, have been determined for the P-IHX in the 
pre-conceptual AHTR design (Varma et al., 2012), while others are design parameters for the 
design optimization of the DWFT P-IHX with helium as the tritium carrier. The NSGA usually 
used for a multi-objective optimization issue is adopted for the DWFT P-IHX design optimization. 
 
5.5.3 Optimum Design 
Figure 5-22 shows the NSGA results for the DWFT P-IHX design optimization with 
helium as the tritium carrier. After ten generations, the design points originally scattered fall on 
the pareto front. This result proves that the two objectives, the total cost and HX surface area per 
unit power output are conflict objectives. The least squares in regression analysis is therefore 
applied to identify one optimum design for the DWFT P-IHX, whose key geometry are 
summarized in Table 5-2. 
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(a)                                                                               (b) 
Figure 5-22 NSGA results for the DWFT P-IHX design optimization (helium as the tritium 
carrier) after (a) one generation and (b) ten generations 
 
Table 5-2 Optimum designs for the DWFT and SWFT P-IHXs 
Items DWFT P-IHX SWFT P-IHX 
Tube arrangement Triangular and horizontal 
Tube type Fluted tube 
Tube material Hastelloy N 
Inner tube size (mm) Dbi = 8.08, Deo = 12.83, 
Tw = 0.406, p = 6.1, Ns = 4 
N/A 
Outer tube size (mm) Dbi = 14.96, Deo = 19.94, 
Tw = 0.711, p = 15.24, Ns = 4 
Tube length (m) 26.3 15.6 
Quantity of the tube unit 50,802 11,920 
Pitch to diameter ratio (Pitch/Deo) 1.0 
Inner/Annular (if applicable)/Outer fluids FLiBe/Helium/KF-ZrF4 FLiBe/KF-ZrF4 
Mass flow rate for the inner/annular (if 
applicable)/outer fluids (kg/s) 
9,500/50.5/14,400 9,500/14,400 
Inner-fluid inlet/outlet temperature (°C) 700/651 700/650 
Annular-fluid inlet/outlet temperature (°C) 602/683 N/A 
Outer-fluid inlet/outlet temperature (°C) 600/675 
Heat load (MW/one unit) 1133.3 
Heat loss rate to the outer fluid (%) 98.1 100 
Heat loss rate to the annular fluid (%) 1.9 0 
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5.5.4 Tritium Leakage Rate in the AHTR Primary Loop 
The 1D code HEMAT developed is used to evaluate the tritium leakage rate in the primary 
loop of the AHTR. The tritium leakage rate through different components in the AHTR primary 
loop is summarized in Table 5-3 and the geometric information used is summarized in Table 5-4 .  
For the option of the DWFT P-IHX with a tritium carrier helium design, most of the tritium 
generated in the reactor core (about 99.85%) permeates through the P-IHXs, while the remaining 
tritium enters the argon environment through other components, which is to be removed later by 
the cleanup system designed for the containment. If the tritium production rate in the AHTR is 
3,400 Ci/day, the tritium leakage rates to the atmosphere for the tritium carrier helium design 
through three P-IHXs, three DHXs, and one MHX will be 3.91, 0.03, and 0.06 Ci/day, respectively. 
Since the total tritium leakage rate to the atmosphere, a combination of the three tritium leakage 
rates through the HXs (4.0 Ci/day), is on the same order of magnitude as the tritium leakage rate 
in LWRs (1.9 Ci/day), no additional tritium mitigation measures need to be adopted for design 
option of the DWFT P-IHX with helium as the tritium carrier. 
 
Table 5-3 Tritium leakage rate in the loop for the DWFT P-IHX with the tritium carrier helium 
design option 
Tritium production rate (%) 100 
Leakage rate from downcomers to the argon gas space 
between the reactor vessel and guard vessel (%) 
0.012 
Leakage rate to the top argon gas space in the reactor vessel 0.000 
Leakage rate from DHXs (%) 0.001 
Leakage rate from the MHX (%) 0.002 
Leakage rate from hot legs to the argon containment (%) 0.137 
 
Leakage rate from P-IHXs (%) 
99.731  
(To the annular fluid)  
0.115 (To the outer fluid) 
Leakage rate from the cold leg I to the argon gas space (%) 0.001 
Leakage rate from pumps to the argon gas space (%) 0.000 
Leakage rate from the cold leg II to the argon gas space (%) 0.001 
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Table 5-4 Information used to evaluate the tritium leakage rate in the loop 
Item Value 
Primary coolant FLiBe 
Downcomer 
Reactor vessel outer diameter (m) 10.5 
Reactor vessel height (m) 19.1 
Thickness of the inner layer - Hastelloy N (m) 0.01 
Thickness of the outer layer – Alloy 800 (m) 0.1 
core 
Thickness of the top static FLiBe layer (m) 0.5 
Core bypass flow rate through one DHX (%) 0.6 
Core bypass flow rate through one MHX (%) 0.6 
Tritium generation rate (mol T/s) 1.36×10-6 
Core bypass through one DHX 
DHX shell-side salt FLiBe 
DHX tube-side salt KF-ZrF4 
Fluted tube size (mm) Dbi = 10.67, Deo = 16.64, 
Tw = 0.508, p = 8.23, Ns = 4, L=3000 
Tube quantity 2100 
Mass flow rate in one tube (kg/s) 0.01 
Core bypass through one MHX 
MHX shell-side salt FLiBe 
MHX tube-side salt KF-ZrF4 
Fluted tube size (mm) Dbi = 10.67, Deo = 16.64, 
Tw = 0.508, p = 8.23, Ns = 4, L=3000 
Tube quantity 10000 
Mass flow rate in one tube (kg/s) 0.01 
Hot leg 
Pipe inner diameter (m) 1.24 
Pipe thickness (m) 0.009525 
Pipe length (m) 10 
Cold leg I (P-IHX to the primary pump) 
Pipe inner diameter (m) 1.24 
Pipe thickness (m) 0.009525 
Pipe length (m) 5 
Pump 
Thickness of the top static FLiBe layer (m) 0.3 
Casing diameter (m) 0.5 
Cold leg II (Primary pump to the reactor vessel) 
Pipe inner diameter (m) 1.24 
Pipe thickness (m) 0.009525 
Pipe length (m) 5 
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5.6 SWHX with a Tritium Barrier 
Both tungsten and Chemical Vapor Deposition Silicon Carbide (CVD-SiC) could be tritium 
barriers and they are adopted for the SWFT P-IHX design optimization. The tritium barrier 
thickness has a negligible effect on the heat transfer performance of the SWFT P-IHX due to its 
negligible thermal resistance compared with the tube material under the conditions investigated. 
Therefore, zero tritium barrier thickness is initially applied to the SWFT P-IHX design 
optimization to identify an optimum design. The two objectives, HX surface area per unit power 
output and the total cost as defined earlier are adopted for the SWFT P-IHX design optimization.  
  Figure 5-23 shows the NGSA results for the SWFT P-IHX design optimization. The design 
points originally scattered fall on the pareto front after ten generations. Since the two objectives, 
are competitive, the least squares in regression analysis is therefore applied to identify one 
optimum design with optimum parameters summarized in Table 5-2 for the SWFT P-IHX. 
 
      
(a)                                              (b) 
Figure 5-23 NSGA results for the SWFT P-IHX design optimization after (a) one generation and 
(b) ten generations 
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Figure 5-24 and Figure 5-25 show the effect of the tritium barrier thickness on the tritium 
leakage rate through HXs for tungsten and CVD-SiC design options, respectively. If the tritium 
barrier tungsten is plated on the three P-IHXs, the tritium leakage rate through the P-IHXs 
decreases, while the tritium leakage rate through other HXs, such as DHXs and MHX increases as 
shown in Figure 5-24(a). This is because the mass transfer resistance of the P-IHX tube including 
the tritium barrier tungsten increases as the thickness of the tritium barrier increases. However, the 
total tritium leakage rate remains as high as 390.5 Ci/day even for a 104 µm thick tungsten plated 
on the three P-IHXs as shown in Figure 5-24(a). Another option is to apply the tungsten coating 
on the three P-IHXs, three DHXs, and one MHX. The tritium leakage rate through these HXs 
decreases as the increase of the barrier thickness as shown in Figure 5-24(b). However, the total 
tritium leakage rate remains to be a relatively large value, 189.0 Ci/day.  
If a 30-µm thick tritium barrier CVD-SiC is plated on the three P-IHXs, the tritium leakage 
rate through the three P-IHXs will drop to ~1.9 Ci/day as shown in Figure 5-25(a), the average 
tritium leakage rate in LWRs. However, the total tritium leakage rate through the three P-IHXs, 
three DHXs, and one MHX is as high as 141.6 Ci/day. If a 30-µm thick CVD-SiC barrier is plated 
on the three P-IHXs, three DHXs, and one MHX, the total tritium leakage rate will be reduced to 
1.7 Ci/day as shown in Figure 5-25(b).  
In addition, the tritium leakage rate through each component in the AHTR primary loop 
for the SWFT P-IHX with the tritium barrier CVD-SiC design option is summarized in Table 5-5. 
A large fraction of tritium permeates through the downcomers and is then removed by the cleanup 
system designed for the containment, while a much smaller fraction of the generated tritium 
permeates through the HXs to the ambient. 
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(a) 
     
(b) 
Figure 5-24 Effect of the tritium barrier thickness on the leakage rate for tungsten plated on (a) 
three P-IHXs and (b) three P-IHXs, three DHXs, and one MHX 
 
 222 
       
(a) 
    
(b) 
Figure 5-25 Effect of the tritium barrier thickness on the leakage rate for CVD-SiC plated on (a) 
three P-IHXs and (b) three P-IHXs, three DHXs, and one MHX 
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Table 5-5 Tritium leakage rate in the loop for the SWFT P-IHX with the tritium barrier CVD-
SiC design option 
Items CVD-SiC 
Production rate (%) 100 
Coating thickness (µm) 30 (on the three 
P-IHXs) 
30 (on the three 
P-IHXs, three 
DHXs, and one 
MHX) 
Tritium leakage rate from the three 
downcomers to the argon gas space between 
the reactor vessel and guard vessel (%) 
68.169 71.110 
Tritium leakage rate to the top argon gas 
space in the reactor vessel (%) 
0.000 0.001 
Tritium leakage rate from three DHXs (%) 1.549 0.000 
Tritium leakage rate from one MHX (%) 2.570 0.000 
Tritium leakage rate from the three hot legs 
to the argon containment (%) 
15.963 16.648 
Tritium leakage rate from three P-IHXs (%) 0.047 0.037 
Tritium leakage rate from the three cold legs 
I to the argon gas space (%) 
5.851 6.102 
Tritium leakage rate from the three pumps to 
the argon gas space (%) 
0.000 0.000 
Tritium leakage rate from the three cold legs 
II to the argon gas space (%) 
5.851 6.102 
 
It should be noted that the analysis on tritium removal for the SWHX with a tritium barrier 
option was perfomed based on a number of assumptions: (1) Uinform coating thickness; (2) No 
cracks or any defects in the coating; and (3) Negligible corrosion effect. However, the actual case, 
especially after long-period operation of the SWHX with a tritium barrier in high-temperature salt 
environment, may make these assumptions less applicable. In other words, the actual tritium 
leakage rate for the SWHX with a tritium barrier option would be larger than the ideal results 
obtained earlier. Future investigation of the quality (uniformity and durability) on the SiC coating 
on different HX tube materials for FHRs in high-temperature salt environments is suggested. 
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5.7 Preliminary Economic Analysis 
A preliminary economic analysis has been performed to identify a superior choice between 
the two strategies proposed for tritium mitigation/control. The material cost and operation cost are 
considered in the economic analysis for the DWHX and SWHX design options, while the labor 
cost of the SiC coating on the FTHXs is not considered since such information is not available in 
the literature.  
For the DWHX design option, the tritium carrier (annular fluid) helium in an auxiliary 
system as shown in Figure 5-26(a) “carries” tritium in the DWHX to a TGB for tritium capture. 
The “fresh” helium with negligible tritium residual is then circulated back to the DWHX to 
complete one cycle for tritium removal. For the SWHX design option, the clean-up system existed 
in the AHTR could be used to removal tritium and other fission gases in the argon containment as 
shown in Figure 5-26(b). Since the SWHX design option utilizes the clean-up system that already 
exists in the AHTR, the cost of the clean-up system is not explicitly considered in the ecomonic 
analysis. In addition, the cost of the common components in these two tritium-mitigation strategies 













































Since it is difficult to estimate the cost of an FTHX, i.e., DWFT P-IHX and SWFT P-IHX, 
the cost evaluation for a shell and plain tube HX (Corripio et al., 1982), estimated by 
𝐶𝐻𝑋 = 𝐶𝑏𝐹𝑑𝐹𝑝𝐹𝑚𝐹𝑖                                                           (5-55) 
is therefore adopted as a reference, where 𝐶𝑏 , 𝐹𝑑 , 𝐹𝑝, 𝐹𝑚 , and 𝐹𝑖 are respectively the base cost 
estimated by Eq. (5-56), HX type cost factor estimated by Eq. (5-57), design pressure cost factor, 
which should be unity for the atmospheric pressure, material construction cost factor estimated by 
Eq. (5-58) for SS 316, and inflation cost factor, which was 2.54 in 2017 compared with the cost in 
1982. Based on the unit price of Hastelloy N and SS 316 (MetalPrices Inc., 2016), the unit price 
ratio is estimated to be 2.6, which is then adopted to convert the SS 316 material construction cost 




                                         (5-56) 
𝐹𝑑 = 𝑒
−0.9003+0.0906ln𝐴𝑡                                                   (5-57) 
𝐹𝑚 = 1.4144 + 0.23296ln𝐴𝑡                                                  (5-58) 
In addition to the HX cost, the cost of the working fluids, such as the primary coolant 
FLiBe, intermediate coolant KF-ZrF4, and tritium carrier helium (if applicable) is evaluated as 
summarized in Table 5-6. However, other material cost, such as the cost of a TGB and circulator 
for the DWHX design option is not considered since it depends on the specific design of the 
auxiliary tritium-mitigation system. The operation cost estimated by Eq. (5-53) is applied for the 




Table 5-6 Preliminary economic analysis of two different tritium control methods 
Item  DWHX design option 
(M$) 






P-IHX 456.39 9.76 
FLiBe salt in the P-IHX 19.67 8.75 
KF-ZrF4 salt in the P-IHX 64.38 9.04 
Helium in the P-IHX < 0.01 N/A 
TGB Unknown N/A 




FLiBe salt in the P-IHX 76.76 22.42 
KF-ZrF4 salt in the P-IHX 125.69 457.17 
Helium in the P-IHX 195.20 N/A 
Total  938.10 507.14 
Notes: 
1. 7LiF: 150 $/kg for 99.995% Li-7 enrichment, BeF2: 96 $/kg (Zhu et al., 2019), KF: 21 $/kg, 
ZrF4: 157 $/kg (quotation provided by Synquest Inc.); 
2. Helium: 4.29 $/m3 (https://pubs.usgs.gov/periodicals/mcs2020/mcs2020-helium.pdf) 
3. Operation cost: 20 years operation time, 0.12 $/kWh electricity cost, and 90% pump 
efficiency.  
 
Our study shows that the SWHX design option is superior to the DWHX design option in 
terms of the cost. However, it should be noted that the labor cost of the SiC coating on the FTHXs 
is not included in the current economic analysis, which may be nonnegligible. A more in-depth 
economic analysis is therefore suggested. In addition, future investigation on the quality 
(uniformity and durability) of the SiC coating on different HX tube materials for FHRs in high-









The AHTR is attractive due to its improved safety designs, low working pressure and high 
working temperature. However, tritium management is a critical issue in the AHTR and similar 
FHRs due to the significantly higher tritium production rate compared to that in LWRs. Two 
approaches have been proposed and investigated for tritium mitigation: (1) A DWFT P-IHX design 
with a tritium carrier, including helium, FLiBe, FLiNaK, and KF-ZrF4 and (2) A SWFT P-IHX 
design with a tritium barrier, including silicon carbide (SiC) and tungsten (W) plated on the tube 
surface. In addition, a 1D model, HEMAT, was developed for the AHTR to quantitively analyze 
the tritium leakage rate in the primary loop, including the downcomer, core channel, core bypass 
channel, P-IHX, pump, hot and cold legs.  
It has been identified that the spirally fluted tube used as both the inner and outer tubes 
(IFOF) for a DWHX has superior heat and mass transfer performance compared with other 
configurations, such as IPOP, IPOF, and IFOP. Therefore, the IFOF configuration is adopted for 
the DWFT and SWFT P-IHX design optimizations. A preliminary analysis screens helium as the 
tritium carrier for the DWFT P-IHX and CVD-SiC as the tritium barrier for the SWFT P-IHX.  
For the DW-FTHX design option, our study shows that: (1) Helium is a superior choice as 
the tritium carrier since it can take away as high as 99.7% of the tritium in FLiBe but a much 
smaller fraction (1.9%) of the heat in FLiBe compared with other tritium carriers investigated; (2) 
The DWFT P-IHXs provide a major pathway for tritium permeation, where 99.8% of the tritium 
generated in the reactor core escapes from the primary salt in the DWFT P-IHXs and 99.7% of the 
tritium can be removed by the tritium carrier helium; and (3) The total tritium leakage rate into the 
ambient from the AHTR for the DWFT P-IHX design with helium as the tritium carrier is estimated 
to be 4.0 Ci/day, the same order of magnitude of the average tritium leakage rate in a typical LWR. 
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For the SW-FTHX design option, our study concludes that: (a) The downcomer provides a 
major pathway for tritium permeation, where 68.2% of the tritium generated in the reactor core 
escapes from the primary salt to the cover gas space for a 30-µm thick SiC coating plated on the 
tubes of the three P-IHXs or 71.1% of the generated tritium escapes to the cover gas space for the 
same thick SiC coating plated on the tubes of three P-IHXs, three DHXs, and one MHX and (2) A 
30-µm thick SiC coating plated on the P-IHX tubes help reduce the tritium total leakage rate to 
141.6 Ci/day while a SiC coating of the same thickness on the tubes of three P-IHXs, three DHXs, 
and one MHX reduces the total tritium leakage rate to 1.7 Ci/day.  
Both the DW-FTHX with helium as the tritium carrier and SW-FTHX with a SiC coating 
as the tritium barrier designs can effectively reduce the total tritium leakage in the AHTR or other 
similar FHRs to the same order of magnitude as that in LWRs. Based on a preliminary economic 
analysis, the SW-FTHX with a SiC coating as the tritium barrier seems to be a superior choice due 
to its much lower cost as compared with the DW-FTHX design. Investigation of the quality 
(uniformity and durability) of the SiC coating on different HX tube materials for FHRs in high-
temperature salt environments is suggested, whih help determine the practicality of the second 
proposed tritium mitigation strategy 
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Chapter 6 Summary, Conclusions, and Future Work  
 
6.1 Summary and Conclusions 
The advanced non-LWRs, FHRs, feature high thermal efficiencies for electricity 
generation and are capable of providing high-temperature heat for process heat applications. 
Although FHRs promise these benefits, there are a number of key technology gaps/issues that need 
to be addressed for FHR development and future deployment. This research is therefore intended 
to address two key technology gaps/issues: (1) molten salt natural circulation in the passive decay 
heat removal system and (2) tritium control/management for FHRs. 
A CFD tool, STAR-CCM+, was first used to investigate heat transfer and friction 
characteristics of molten salts in simple geometry, such as straight circular pipes. The numerical 
results were validated by comparing with (1) experimental data that were re-reduced and analyzed 
by using more accurate and consistent thermophysical properties of molten salts identified in this 
research through a literature review and (2) widely used forced convective heat transfer and friction 
factor correlations. It has been identified that the effects of buoyancy and radiative heat transfer 
are generally non-negligible for laminar flows of molten salts to have accurate predictions.  
The buoyancy effect could be evaluated by comparing the forced and mixed convective 
heat transfer correlations. To quantitatively evaluate the effect of radiative heat transfer in 
participating or semi-transparent fluids, such as molten salts, a radiative heat transfer model was 
then developed and benchmarked in this research. In addition, a sensitivity study was performed 
for a number of parameters, including the pipe size (ID from 5 to 50 mm), salt temperature (500 
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to 1000 °C), salt and wall temperature difference (5 to 100 °C), and salt absorption coefficient (1 
to 100 m-1). 
Both the non-negligible buoyancy effect and radiative heat transfer effect identified earlier 
were included in the development of a 1D code NACCO to predict the thermal-hydraulic 
performance of molten salts in natural circulation loops. The 1D code NACCO was then 
benchmarked with three natural circulation experiments using water, a nitrate salt NaNO3-KNO3 
(60-40 wt%), and a fluoride salt FLiBe (LiF-BeF2 66-34 mol%) as the working fluids, respectively. 
The 1D code NACCO validated was then applied to a high-temperature IET facility, FLUSTFA, 
which was designed based on a scaling analysis to experimentally investigate the DRACS 
performance in a 3400-MWth solid-fuel MSR, AHTR.  
Several concluding remarks related to the first objective in this research are summarized 
as follows: 
(1) Both the hydrodynamic and thermal entrance lengths for laminar and turbulent flows of 
molten salts could be preliminarily estimated by conventional correlations, Eqs. (2-23) to 
(2-27). The discrepancies between the correlation results and CFD predictions ranged from 
9.6% to 35%; 
(2) The friction factor of molten salts in the fully-developed laminar flow regime could be 
appropriately estimated through a CFD analysis and conventional correlation, Eq. (2-28). 
The maximum discrepancies by comparing the CFD and correlation results with the 
majority of the experimental data were ±6.3% and ±18.8%, respectively. However, the 
friction factor values for fully-developed turbulent flows of molten salts estimated by 
STAR-CCM+ and correlations, Eqs. (2-29) and (2-30), were in general much lower (< 
38%) than the experimental data. Since the initial value of the relative roughness was 
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negligibly small, the large discrepancy most likely resulted from the increased roughness 
of the pipe inner surface, which could likely be due to corrosion of the pipe material in the 
salt environment at elevated temperatures;  
(3) The Nusselt number of molten salts in transitional and turbulent flow regimes could be 
estimated by both the CFD tool STAR-CCM+ and conventional forced convective heat 
transfer correlations, including the Dittus-Boelter, Gnielinski, Sieder-Tate (turbulent), and 
Hausen correlations. It was identified that these four correlations predicted the molten salt 
Nusselt number with ±20% uncertainties for 10,000 ≤ Re ≤ 50,000 and 4 ≤ Pr ≤ 12; 2,300 
≤ Re ≤ 50,000 and 4 ≤ Pr ≤ 19; 10,000 ≤ Re ≤ 120,000 and 4 ≤ Pr ≤ 27; and 5,000 ≤ Re ≤ 
50,000 and 4 ≤ Pr ≤ 27, respectively; 
(4) The Nusselt number of fuel/molten salts in laminar flow regime was underestimated by the 
Sieder-Tate (laminar) correlation, which was 27% and 40% lower than the experimental 
data in the fuel salt and nitrate salt experiments, respectively. Two potential reasons were 
proposed: the entrance effect underestimated by the Sieder-Tate (laminar) correlation and 
incapability of the Sieder-Tate (laminar) correlation to consider the effects of buoyancy 
and radiative heat transfer in the salts. These two reasons were subsequently justified by 
CFD analyses considering the entrance effect, buoyancy effect, and radiative heat transfer 
effect. Our analysis showed that these effects were non-negligible for the fuel salt and 
nitrate salt experiments, where the flows were in the laminar flow regime; 
(5) A radiative heat transfer model was developed to quantitatively analyze the radiative heat 
transfer effect in molten salts and benchmarked by comparing with the CFD results. It was 
then incorporated in the 1D code NACCO developed and benchmarked in this research to 
predict the thermal-hydraulic performance of molten salts in natural circulation loops. This 
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1D code NACCO generally captured the overall trend of the salt axial temperature profile 
in the experiments. The relative salt temperature difference between the 1D code 
predictions and experimental data (the salt centerline temperature in the pipe) was less than 
3.8% for the nitrate salt experiment (Kudariyawar et al., 2016) and 5.3% for the fluoride 
salt experiment (Britsch et al., 2019). However, the absolute salt temperature difference 
using the salt centerline temperature in the experiments as a reference could be as high as 
18 °C and 35 °C for these two salt experiments, respectively. The overestimation for the 
salt temperature predicted by the 1D code was mainly due to the heat removal rate 
underestimated by the code compared with its actual value in the experiments; 
(6) The salt bulk temperature in the experiments is a more meaningful choice than the salt 
centerline temperature for the code benchmark study. However, it is usually unavailable 
since both the radial temperature and velocity profiles are not necessarily be known in the 
high-temperature salt experiments. It is then necessary to know the maximum difference 
between the centerline temperature and bulk temperature. Through an analysis for the 
FLiBe salt natural circulation experiment (Britsch et al., 2019), the difference between the 
centerline temperature and bulk temperature ranged from 5 to 10 °C for the experiments 
where the FLiBe salt centerline temperature was up to 750 °C;   
(7) The 1D code NACCO developed was applied to the IET facility FLUSTFA to model a 
number of shakedown tests, overcooling, and overheating transients. These predictions 
helped optimize the operation procedure of the IET facility and understand the transient 
scenarios.   
 In addition, a number of strategies for tritium mitigation and control were investigated and 
evaluated by a 1D code HEMAT developed in this research. To reduce tritium leakage rate in 
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FHRs, two design options, such as the DW-FTHX with a tritium carrier and SW-FTHX with a 
tritium barrier options were proposed for HXs, while the latter design appeared to be a superior 
choice through a preliminary economic analysis performed in this study. 
Several concluding remarks related to the second objective in this research are summarized 
as follows: 
(1) In the DW-FTHX design option, four tube/pipe surface configurations, such as IFOF, 
IFOP, IPOP, and IPOF, and four tritium carriers, such as helium, FLiBe, KF-ZrF4, and 
FLiNaK, were investigated. The IFOF configuration with a tritium carrier helium design 
was finally selected for P-IHXs considering its superior heat and mass transfer 
performance. The total tritium leakage rate to the ambient can be reduced to 4.0 Ci/day in 
the AHTR, the same order of magnitude of the average tritium leakage rate in a typical 
LWR (1.9 Ci/day). 
(2) The SW-FTHX adopted spirally fluted tubes with a tritium barrier plated on the tube 
surface to prevent tritium permeation. Both tungsten and SiC acting as the tritium barrier 
were investigated, and SiC was finally selected due to its much lower permeability for 
tritium. Our study showed that a 30-µm thick SiC coating plated on the pipes of three P-
IHXs, three DHXs, and one MHX helped reduce the total tritium leakage rate to 1.7 Ci/day 
in the AHTR, slightly lower than the average leakage rate of tritium in LWRs.  
 
6.2 Main Contributions 
This research provides a comprehensive study of thermal-hydraulic characteristics of 
molten salts. The key findings identified in this research can help improve design and modeling of 
passive decay heat removal systems for FHRs/MSRs and accuracy of code predictions of 
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FHR/MSR performance. In addition, the two strategies identified as effective ways for tritium 
mitigation can support advancing the development of FHRs, fusion reactors, and other 
reactors/fields where tritium control/management is needed. 
 
6.3 Future Work 
Additional effort summarized as follows will be required to close the two technology 
gaps/issues discussed earlier for FHR development and future deployment.  
(1) Accurate thermophysical properties of fluoride salts of interest have been identified 
through a literature review. However, the uncertainties of the thermal conductivity and 
dynamic viscosity of those fluoride salts could be as high as ±10% to ±20%. It is suggested 
to develop advanced techniques for more accurate measurements of these properties;  
(2) The friction factor for fully-developed turbulent flows of molten salts derived from the 
experiments were much higher than the CFD predictions and correlation results for circular 
tubes/pipes. It is suggested to investigate the effect of salt corrosion on the tube surface 
characteristics, including the roughness;  
(3) Additional thermal-hydraulic experimental data using molten salts as the working fluids 
for different transient scenarios, such as SBO, are needed for code benchmark and 
validation to support MSR licensing;  
(4) Experiments for DW-FTHX with a tritium carrier helium and SW-FTHX with a tritium 
barrier SiC are suggested for code benchmark. In addition, investigation of the quality 
(uniformity and durability) of the SiC coating on different HX tube materials for FHRs in 
high-temperature salt environments will help determine the practicality of the second 
proposed tritium mitigation strategy. 
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Appendix: Derivation of the Net Radiative Heat Flux 
 
A. Zero reflectivity condition 
The net radiative heat flux from Medium 1 to Media 2 and 3 in a three-medium system as 
shown in Figure 2-26 under zero reflectivity condition will be illustrated here. 
The energy absorbed by Medium 1 per unit area due to photons with a radiative heat flux 
of 𝐸1 emitted from Media 1 to 2 is given by 
           𝐸1𝑎,1−2(𝜌1 = 0) = 𝛼1𝜌2𝐸1 + 𝛼1𝜌2𝐸1(𝜏1𝜌3) + 𝛼1𝜌2𝐸1(𝜏1𝜌3)(𝜏1𝜌2) +
                           𝛼1𝜌2𝐸1(𝜏1𝜌3)
2(𝜏1𝜌2) + 𝛼1𝜌2𝐸1(𝜏1𝜌3)
2(𝜏1𝜌2)
2 + ⋯                                        (A1) 
The photons emitted from Media 1 to 3 with a radiative heat flux of 𝐸1 undergo the similar 
steps in Figure 2-28(a). The energy absorbed by Medium 1 per unit area due to the photons emitted 
from Media 1 to 3 is given by  
          𝐸1𝑎,1−3(𝜌1 = 0) = 𝛼1𝜌3𝐸1 + 𝛼1𝜌3𝐸1(𝜏1𝜌2) + 𝛼1𝜌3𝐸1(𝜏1𝜌2)(𝜏1𝜌3) +
                         𝛼1𝜌3𝐸1(𝜏1𝜌2)
2(𝜏1𝜌3) + 𝛼1𝜌3𝐸1(𝜏1𝜌2)
2(𝜏1𝜌3)
2 + ⋯                                          (A2) 
Considering the photons emitted from Media 1 to 2 and 3 simultaneously, the total energy 
absorbed by Medium 1per unit area due to the photons emitted from Medium 1 is given by 
𝐸1𝑎(𝜌1 = 0) = 𝐸1𝑎,1−2(𝜌1 = 0) + 𝐸1𝑎,1−3(𝜌1 = 0) = 𝛼1𝜌2𝐸1 + 𝛼1𝜌2𝐸1(𝜏1𝜌3) + 
 𝛼1𝜌2𝐸1(𝜏1𝜌3)(𝜏1𝜌2) + ⋯ + 𝛼1𝜌3𝐸1 + 𝛼1𝜌3𝐸1(𝜏1𝜌2) + 𝛼1𝜌3𝐸1(𝜏1𝜌2)(𝜏1𝜌3) + ⋯                                          
                                                                                                (A3) 
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By introducing Eqs. (A4) to (A6b), Eq. (A3) can be re-written as Eq. (A7):  
𝛽1 = 𝜏1𝜌2                                                                    (A4) 
𝛽2 = 𝜏1𝜌3                                                                     (A5) 
1
1−𝛽2
= 1 + 𝛽2 + 𝛽2
2 + ⋯                                                   (A6a) 
1
1−𝛽1𝛽2
= 1 + 𝛽1𝛽2 + (𝛽1𝛽2)
2 + ⋯                                           (A6b) 







                       (A7) 
Similar to the derivation of Eq. (A7), the total energy absorbed by Medium 1 per unit area 
due to the photons emitted from Medium 2 with a radiative heat flux of 𝐸2 and the photons emitted 
from Medium 3 with a radiative heat flux of 𝐸3 is given by 
𝐸1𝑎
′ (𝜌1 = 0) = 𝐸1𝑎,2−1
′ (𝜌1 = 0) + 𝐸1𝑎,3−1















                                                                                         (A8) 
Therefore, the net radiative heat flux from Media 1 to 2 and 3 is given by 
𝐸1−2&3(𝜌1 = 0) = [𝐸1 − 𝐸1𝑎,1−2(𝜌1 = 0)] + [𝐸1 − 𝐸1𝑎,1−3(𝜌1 = 0)] − 𝐸1𝑎,2−1
′ (𝜌1 = 0) −
𝐸1𝑎,3−1




                           (A9) 
Similarly, the net radiation heat fluxes from Medium 2 to Media 1 and 3 is expressed by 




                               (A10) 
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Eq. (A10) is used to estimate the net radiation heat flux between two planar surfaces with 
semi-transparent medium. The net radiation heat flux between two gray, infinite, planar surfaces 











                                                           (A11) 
using Eq. (A10) and additional equations, i.e., 𝛼1 = 𝜌1 = 0, 𝜏1 = 1, 𝐸1 = 0.    
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B. Zero transmissivity condition 
The net radiative heat flux from Medium 1 to Media 2 and 3 in a three-medium system as 
shown in Figure 2-29 under zero transmissivity condition will be illustrated here. 
The energy absorbed by Medium 1 per unit area due to the photons emitted from Media 1 
to 2 and from Media 1 to 3 can be respectively calculated by 
𝐸1𝑎,1−2(𝜏1 = 0) = 𝛼1𝜌2𝐸1 + 𝛼1𝜌2𝐸1(𝜌1𝜌2) + 𝛼1𝜌2𝐸1(𝜌1𝜌2)
2 + ⋯                      (B1) 
𝐸1𝑎,1−3(𝜏1 = 0) = 𝛼1𝜌3𝐸1 + 𝛼1𝜌3𝐸1(𝜌1𝜌3) + 𝛼1𝜌3𝐸1(𝜌1𝜌3)
2 + ⋯                      (B2) 
The energy absorbed by Medium 1 per unit area due to the photons emitted from Media 2 
to 1 and from Media 3 to 1 can be respectively estimated by  
 𝐸1𝑎,2−1
′ (𝜏1 = 0) = 𝛼1𝐸2 + 𝛼1𝐸2(𝜌1𝜌2) + 𝛼1𝐸2(𝜌1𝜌2)
2 + ⋯                            (B3) 
𝐸1𝑎,3−1
′ (𝜏1 = 0) = 𝛼1𝐸3 + 𝛼1𝐸3(𝜌1𝜌3) + 𝛼1𝐸3(𝜌1𝜌3)
2 + ⋯                            (B4) 
Therefore, the net radiative heat flux from Media 1 to 2 and 3 is given by 
𝐸1−2&3(𝜏1 = 0) = [𝐸1 − 𝐸1𝑎,1−2(𝜏1 = 0)] + [𝐸1 − 𝐸1𝑎,1−3(𝜏1 = 0)] − 𝐸1𝑎,2−1
′ (𝜏1 =
              0) − 𝐸1𝑎,3−1
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