Hybrid systems with memory refer to dynamical systems exhibiting both hybrid and delay phenomena. While systems of this type are frequently encountered in many physical and engineering systems, particularly in control applications, various issues centered around the robustness of hybrid delay systems have not been adequately dealt with. In this paper, we establish some basic results on a framework that allows to study hybrid systems with memory through generalized concepts of solutions. In particular, we develop the basic existence of generalized solutions using regularity conditions on the hybrid data, which are formulated in a phase space of hybrid trajectories equipped with the graphical convergence topology. In contrast with the uniform convergence topology that has been often used, adopting the graphical convergence topology allows us to establish well-posedness of hybrid systems with memory. We then show that, as a consequence of well-posedness, pre-asymptotic stability of well-posed hybrid systems with memory is robust.
The main contributions of this paper are twofold. First, we prove the basic existence results for hybrid systems with memory with general hybrid data. These results extend earlier results in [7] on functional differential inclusions to hybrid functional inclusions. Second, we formulate perturbations of hybrid data for hybrid systems with memory and prove a well-posedness result for hybrid systems with memory satisfying the basic assumptions.
While asymptotic stability for hybrid systems with delays has been addressed in the past in various settings (see, e.g., [2, 12, 13, 8, 9, 18, 19, 21, 22] ), general results on robust asymptotic stability along the lines of [5] for hybrid systems with delays are still not available. This is partially owing to the fact that most current tools and results rely on standard concepts like uniform convergence, while this concept is not well-suited to handle discontinuities caused by jumps in hybrid systems, especially when structural properties of the solutions are concerned. It is from this perspective that we believe it is necessary to formulate hybrid systems with memory using generalized concepts of solutions. Indeed, as we will prove in this paper using the new framework, pre-asymptotic stability for well-posed hybrid systems with memory is robust.
The rest of the paper is organized as follows. Preliminaries on hybrid systems data, set-valued analysis, the phase space of hybrid solutions, and regularity assumptions on hybrid data are presented in Section 2. A general basic existence result is stated and proved in Section 3. Perturbations of hybrid data and well-posedness are defined and proved in Section 4. As a consequence of well-posedness, results on the robustness of pre-asymptotic stability are presented in Section 5.
Preliminaries.
Notation:. R n denotes the n-dimensional Euclidean space with its norm denoted by |·|; Z denotes the set of all integers; R ≥0 = [0, ∞), R ≤0 = (−∞, 0], Z ≥0 = {0, 1, 2, · · · }, and Z ≤0 = {0, −1, −2, · · · }; C([a, b] , R n ) denotes the set of all continuous functions from [a, b] to R n .
Hybrid systems with memory.
We start with the definition of hybrid time domains and hybrid arcs [5, 6] for hybrid systems and generalize them in order to define hybrid systems with memory. DEFINITION 1. Consider a subset E ⊆ R × Z with E = E ≥0 ∪ E ≤0 , where E ≥0 := R ≥0 × Z ≥0 and E ≤0 := R ≤0 × Z ≤0 . It is called a compact hybrid time domain with memory if
for some finite sequence of times s K ≤ · · · ≤ s 1 ≤ s 0 = 0 = t 0 ≤ t 1 ≤ · · · ≤ t J . It is called a hybrid time domain with memory if, for all (T, J) ∈ E ≥0 and all (S, K) ∈ R ≥0 × Z ≥0 , (E ≥0 ∩ ([0, T] × {0, 1, · · · , J})) ∪ (E ≤0 ∩ ([−S, 0] × {−K, −K + 1, · · · , 0})) is a compact hybrid time domain with memory. The set E ≤0 is called a hybrid memory domain. DEFINITION 2 . A hybrid arc with memory consists of a hybrid time domain with memory, denoted by dom x, and a function x : dom x → R n such that x(·, j) is locally absolutely continuous on I j = {t : (t, j) ∈ dom x} for each j ∈ Z such that I j has nonempty interior. In particular, a hybrid arc x with memory is called a hybrid memory arc if dom x ⊆ R ≤0 × Z ≤0 . We shall simply use the term hybrid arc if we do not have to distinguish between the above two hybrid arcs. We write dom ≥0 (x) := dom x ∩ (R ≥0 × Z ≥0 ) and dom ≤0 (x) := dom x ∩ (R ≤0 × Z ≤0 ).
We shall use M to denote the collection of all hybrid memory arcs. Moreover, given ∆ ∈ [0, ∞), we denote by M ∆ the collection of hybrid memory arcs ϕ satisfying the following two conditions: (1) s + k ≥ −∆ − 1 for all (s, k) ∈ dom ϕ; and (2) there exists (s ′ , k ′ ) ∈ dom ϕ such that s ′ + k ′ ≤ −∆. The constant ∆ roughly captures the size of the memory for the system (see Remark 1 below).
Given a hybrid arc x, we define an operator A ∆ [·,·] x : dom ≥0 (x) → M by
The constant ∆ plays the role of distinguishing hybrid systems with finite or infinite memory. It is noted that the definition of M ∆ is slightly unintuitive, as one would expect to it to include hybrid memory arcs with domain sizes exactly up to ∆. We relax this to allow the size of memory arcs in M ∆ to vary from ∆ to ∆ + 1. The main reason to allow this variability to have certain graphical convergence results related to well-posedness and robustness, which will become more evident in Section 4. DEFINITION 3. A hybrid system with memory of size ∆ is defined by a 4-tuple H ∆ M = (C, F , D, G):
• a set C ⊆ M ∆ , called the flow set;
• a set-valued functional F : M ∆ ⇒ R n , called the flow map;
• a set D ⊆ M ∆ , called the jump set;
• a set-valued functional G : M ∆ ⇒ R n , called the jump map. DEFINITION 4. A hybrid arc is a solution to the hybrid system H ∆ M if A ∆ [0,0] x ∈ C ∪ D and: (S1) for all j ∈ Z ≥0 and almost all t such that (t, j) ∈ dom x, 
Preliminaries on set-valued analysis.
In this section, we recall a few concepts from set-valued analysis [14, Chapters 4 & 5] (see also Chapter 5 of [5] ). DEFINITION 5 (Set convergence). Consider a sequence of sets {H i } ∞ i=1 in R n . The outer limit of the sequence, denoted by lim sup i→∞ H i is the set of all x ∈ R n for which there exists a subsequence x i k ∈ S i k , k = 1, 2, · · · , such that x i k → x. The inner limit of
DEFINITION 6 (Set-valued mappings). Let S : R m ⇒ R n be a set-valued mapping from R m to R n . Its domain, range, and graph are defined by dom S := {x : S(x) = ∅} , rge S := {y : ∃ x s.t. y ∈ S(x)} , and gph S := {(x, y) : y ∈ S(x)} , respectively. DEFINITION 7 (Graphical convergence). A sequence of set-valued mappings S i : R m ⇒ R n is said to converge graphically to some S : R m ⇒ R n if lim i→∞ gph S i = gph S. We use gph −→ to denote graphical convergence. While a hybrid arc ϕ is a single-valued map on its domain, it can also be seen as a set-valued mapping from R 2 to R n , with its values defined by ϕ(s, k) if (s, k) ∈ dom ϕ and ∅ otherwise. We say that a sequence of hybrid arcs ϕ i : dom ϕ i → R n converges graphically to some set-valued mapping ϕ : R 2 ⇒ R n if lim i→∞ gph ϕ i = gph ϕ. Note that the graphical limit of a sequence of hybrid arcs can be set-valued and in general may not be an hybrid arc.
The space
It is clear that M ∆ is not a vector space, since different hybrid arcs can have different domains. In this section, we recall from [14] a quantity that characterizes the set convergence of closed nonempty sets and use this distance to define a metric on M ∆ . Let cl-sets ≡∅ (R n ) denote the collection of all nonempty, closed subsets of R n .
Given ρ ≥ 0, for each pair A, B ∈ cl-sets ≡∅ (R n ), define
where d(z, H) for z ∈ R n and H ⊆ R n is defined by inf w∈H |w − z|. Furthermore, define
which is called the (integrated) set distance between A and B. This distance indeed characterizes set convergence of sets in cl-sets ≡∅ (R n ) as recalled below. THEOREM 1. [14, Theorem 4 .42] A sequence S i ∈ cl-sets ≡∅ (R n ) converges to S if and only d(S i , S) → 0. Moreover, the space (cl-sets ≡∅ (R n ), d) is a separable, locally compact, and complete metric space.
We apply this distance on graphs of hybrid arcs as follows. Given a hybrid arc ϕ : dom ϕ → R n , the graph of ϕ is defined by gph ϕ := {(t, j, x) : x = ϕ(s, k)} . Given ρ ≥ 0, for a pair of hybrid arcs ϕ and ψ, define d ρ (ϕ, ψ) := d ρ (gph ϕ, gph ψ) and d(ϕ, ψ) := d(gph ϕ, gph ψ), which is called the graphical distance between hybrid arcs. Note that the same notion of graphical distance applies to both hybrid arcs and hybrid memory arcs.
We now focus on hybrid memory arcs in M ∆ . As a consequence of Theorem 1 above and the fact that the graph of a hybrid memory arc is a nonempty, closed subset of R n+2 , we know that the space (M ∆ , d) is a separable metric space. However, (M ∆ , d) is not complete, since the limit of a sequence of graphically convergent hybrid memory arcs may not be a hybrid memory arc. The following subspace of (M ∆ , d) is often used where such compactness properties are needed. Given b, λ ∈ R ≥0 , define
is a separable, locally compact, and complete metric space.
Proof. It suffices to show that M ∆ b,λ is a closed subspace of (cl-sets ≡∅ (R n+2 ), d) under the graphical distance. Consider a sequence 
Let I k i be similarly defined for ϕ i . It follows from the very definition of set convergence that ϕ i (·, k) converges graphically to ϕ(·, k). Now note that the sequence {ϕ i (·, k)} ∞ i=1 is λ-Lipschitz. Suppose I k is a nonempty set. Following the same argument as in the proof of [5, Lemma 5 .28], one can show that ϕ(·, k) is single-valued and λ-Lipschitz on I k . In addition, ϕ i (·, k) converges uniformly to ϕ(·, k) on every compact subset of int(I k i ). This concludes that ϕ ∈ M ∆ b,λ . LEMMA 1. Let x be a hybrid arc with memory. For each j ∈ Z such that I j has nonempty interior, there exists a finite subset Θ ⊆ I j such that the function α : ] x, is uniformly continuous on each compact subinterval U of I j \Θ. Moreover, if ∆ = ∞, then α is uniformly continuous on each compact subinterval U of I j .
Proof. Choose Θ be the subset of I j consisting of all t ∈ I j for which there exists (s, k) ∈ R ≤0 × Z ≤0 such that s + k = −∆ − 1, (t + s, j + k) ∈ dom x and (t + s, j + k + 1) ∈ dom x. Note that if ∆ = ∞, then Θ = ∅. By continuity of x(·, j) on I j , we know that x(·, j) is uniformly continuous on U. Given any ε > 0, we choose j] x is uniformly continuous in t on U.
Regularity assumptions on hybrid data of H
We now introduce a few regularity conditions on the hybrid data of H ∆ M = (C, F , D, G), which will allow us to establish certain basic existence and well-posedness results in the next section. DEFINITION 8 (Outer semicontinuous). A set-valued functional F : M ∆ ⇒ R n is said to be outer semicontinuous at ϕ ∈ M ∆ if, for every sequences of hybrid memory arcs
In the above definitions, F is said to be outer semicontinuous (respectively,
is outer semicontinuous (respectively, locally bounded) at each ϕ ∈ M ′ . Finally, the mapping F is said to be outer semicontinuous (respectively, locally bounded) if it is so relative to its domain.
The following is a list of basic conditions on the data of the hybrid system H ∆ M = (C, F , D, G). ASSUMPTION 1. For every b, λ ≥ 0, the following hold:
The following definition generalizes tangent cones from a set in R n to that of a set in M ∆ in order to formulate viability conditions in M ∆ . The definition is based on the definition of tangent cones in functional spaces for developing existence theory for functional differential inclusions (see, e.g., Chapter 12 of [1] ).
(2) the hybrid memory arc ψ x h defined by:
every such maximal solution x satisfies exactly one of the following conditions: (a) x is complete; (b) dom ≥0 (x) is bounded, the interval I J has nonempty interior, and lim sup t→T
ϕ and x(0, 1) = g with any g ∈ G(ϕ) provides a desired solution. Otherwise, ϕ ∈ C\D and the viability condition (3.1) is satisfied at ϕ. Given any a > 0, define
This existence of such a λ follows from the face that F is locally bounded and M S is a compact set in (M ∆ , d).
Fix any ε ∈ (0, 1). For each ψ ∈ M S , by the viability condition
where the definition for (1/ε, h ψ ε)-closeness is given in Appendix A. There exists a finite index set I and {ψ i ∈ M S } i∈I such that 
Proof of Claim A: By Proposition 4(c) in Appendix
holds for all k = 1, · · · , p, where y 0 = ϕ, h 0 = 0, and the domain of each y k , k = 1, · · · , p, contains [0, h k ] × {0}.
Proof of Claim B:
Clearly, y 0 = ϕ ∈ M S . By (3.2) and the argument that precedes it, there exists i 1 
The rest of (3.3) for k = 1 follows from the argument that precedes Claim A. Consider
follows from the fact that y 1 is λ-Lipschitz and
It can be verified that h 2 , y 2 , and v 2 satisfy (3.3). Moreover,
where |y 2 (h 2 , 0) − y 2 (0, 0)| ≤ λh 2 follows from the fact that y 2 is λ-Lipschitz and 
,0] y 2 ∈ M S , and we can continue the above procedure until we find a finite number of
Construction of Approximated Solutions: Define a hybrid arc y ε by
We further define a hybrid arc
. We can check that both x ε and y ε are λ-Lipschitz and y ε − x ε < λε. Moreover,
Claim C:
Suppose ε > 0 is sufficiently small such that 1/ε > (1 + λ) ∑ p k=0 h k ε. The following holds for all i ∈ {0, · · · , p − 1}:
(3.5)
Proof of Claim C:
We note that (3.5) will follow from
We prove (3.6) by induction on i. Starting with i = 0, note that 
It follows that (3.6) holds for i + 1. The claim is proved. Convergence to a True Solution: Given any T 0 < a λ , choose a strictly decreasing sequence {ε n } ∞ n=1 such that T 0 < a λ+(1+λ)ε 1 and ε n → 0 as n → ∞. The sequence of hybrid arcs X n := x ε n , n = 1, 2, · · · , are defined on dom ϕ ∪ ([0, T 0 ] × {0}) and satisfy A ∆ [0,0] X n = ϕ for all n. Moreover, each X n (·, 0) is λ-Lipschitz on [0, T 0 ]. By Ascoli's theorem, there exists a subsequence of X n (·, 0) (still denoted by X n ) that converges uniformly to a function Y on [0, T 0 ]. We can define a hybrid arc X with domain
For each ε n , let {y i } p n i=0 still denote the associated sequence constructed on the series of intervals
for all n > N and all i ∈ {0, · · · , p n }. Proof of Claim D: It follows from Claim C that
It follows from Lemma 4 that
whereh is a constant that upper bounds (1 + λ) ∑ i+1 k=0 h k + λ for all i. The conclusion of the claim follows from Proposition 4(c), as we can choose N 1 sufficiently large (hence τ andρ there sufficiently large) such that the right-hand side of (A.4) is less than ρ/3.
As X n (·, 0) converges uniformly to a function X(·, 0) on [0, T 0 ] and A ∆ [0,0] X n = A ∆ [0,0] X n = ϕ, it follows from Proposition 4(a) that there exists N 2 > 0 such that
holds for all n > N 2 and all i ∈ {0, · · · , p n } such that ∑ i k=0 h k ≤ T 0 .
Let N = max 1≤i≤3 N i . Combing (3.8), (3.10), and (3.11) gives
To show that X is a solution to H M , we have to show that
We first prove the following. Claim E: Given any η > 0, for each t ∈ [0, T 0 ], there exists N ′ sufficiently large such thatẊ
holds for all n ≥ N ′ .
Proof of Claim E:
Let N be chosen such that (3.12) holds and hence
Note that ρ may depend on t and hence N chosen above may also depend on t. Furthermore, choose N ′ > N sufficiently large such that n > N ′ implies ε n < η 2 . The conclusion of the claim now follows from (3.4) and (3.14) .
Note that for all t,t ∈ [0, T 0 ] we have t tẊ n (s, 0)ds = X n (t, 0) − X n (t, 0), which converges to X(t, 0) − X(t, 0) = t tẊ (s, 0)ds as n → ∞. Since the derivativesẊ n (t, 0) are equibounded on [0, T 0 ], we conclude from L ∞ ([0, T 0 ], R n ) ⊆ L 1 ([0, T 0 ], R n ) that the sequenceẊ n (t, 0) converters weakly toẊ(t, 0) in L 1 ([0, T 0 ], R n ). Using Mazur's convexity theorem [20] , we can construct a sequence
Then we can extract a subsequence of Z l (still denoted by Z l ) that converges toẊ(·, 0) pointwise for almost all t ∈ (0, T 0 ). From (3.14) and (3.16 ) and that F is convex valued, we conclude that for large enough l that Z l (t) ∈ F (A ∆ [t,0] X) + ηB. Since F (A ∆ [t,0] X) + ηB is closed, taking the limit as l → ∞ implies thatẊ(·, 0) ∈ F (A ∆ [t,0] X) + ηB, which holds for almost all t ∈ (0, T 0 ). Since η > 0 is arbitrary, we actually proved (3.13) .
Finally, we prove that A ∆ [t,0] X ∈ C for all [0, T 0 ]. By (3.3) of Claim B, we have A ∆ [0,0]y i ∈ M S ⊆ C for all i ∈ {0, · · · , p n }. For each t ∈ (0, T 0 ), it follows from (3.12) that there exists a sequence ϕ n ∈ M S such that d(ϕ n , A ∆ [t,0] X) → 0 as n →∈ ∞. Since M S is a closed set in the graphical convergence topology, we know A ∆ [t,0] X ∈ M S for all t ∈ (0, T 0 ). Verifying (a)-(c) : It can be verified by standard argument on continuation of solutions by flowing based on local boundedness of F and by jumps on conditions of G.
Well-posedness.
In order to discuss robustness of stability, we define perturbations of a hybrid system with memory as follows. The definition presented here follows closely the notion of outer perturbations of a hybrid system without memory [5] , but formulated in a more restricted sense by making the following assumption on H ∆ M : there exists a nondecreasing function λ :
and defining perturbations only within this set M ∆ λ as follows. DEFINITION 11. Given a hybrid system with memory H ∆ M = (C, F , D, G) and a functional ρ : M ∆ → R ≥0 , the ρ-perturbation of H ∆ M with a function λ given in the above assumption, denoted by (H ∆ M ) ρ , is the hybrid system with data: 
). In addition, by Proposition 4 in Appendix A, there exists a sequence ε n → 0 and a sequence N n → ∞ such that ϕ i and ϕ are ε n -close for all i > N n . By definition of C ρ , for each ϕ i , there exists ψ i ∈ C such that ϕ i and
Again, by Proposition 4 in Appendix A, there exists a sequence ε ′ n → 0 and a sequence N ′ n such that ψ i and ψ are ε ′ n -close for all i > N ′ n . It follows that ψ and ϕ are (ε n + ε ′ n + ρ(ϕ i ))-close for all i > max(N n , N ′ n ). Letting n → ∞ implies that ψ and ϕ are ρ(ϕ)-close. Since ψ ∈ C ∩ M ∆ λ , we have ϕ ∈ C ρ by definition.
To prove local boundedness of F ρ relative to C ρ , fixed any ϕ ∈ C ρ , b ≥ 0, and a neighbourhood U ϕ of ϕ. We show that d) . It follows from the continuity of ρ that ρ is bounded on U and hence the set B(ψ, ρ(ψ) 
is a compact set, it follows that from the local boundedness of F relative to C that F is bounded on ψ∈U B(ψ, ρ(ψ)) ∩ C.
To prove outer semicontinuity of
The goal is to show that y ∈ F ρ (ϕ). By the definition of F ρ , there exists a sequence ε i → 0 such that, for each i,
. By local boundedness of F ρ and continuity of ρ, the sequences µ l i , u l i , and v i are bounded. Moreover, ρ(ϕ) ), and v ∈ ρ(ϕ)B, respectively. It follows that, without relabelling the subsequences,
The proof for the properties of D and G ρ are similar. DEFINITION 12 (Well-posedness of hybrid systems with memory). A hybrid system H ∆ M is said to be well-posed if the following properties hold: for any given continuous function ρ : M ∆ → R ≥0 , a decreasing sequence {δ i } ∞ i=1 in (0, 1) with δ i → 0 as i → ∞, and for every graphically convergent sequence
is locally eventually bounded (that is, for any m > 0, there exists N > 0 and k > 0 such that, for all i > N and all (t, j) ∈ dom x i with t + j < m, |x i (t, j)| < k), then its graphical limit x is a solution to H ∆ M with A ∆ [0,0] x = ϕ and dom x = lim i→∞ dom x i ;
is not locally eventually bounded, then there exist some T, J ∈ (0, ∞) and a sequence {t i } ∞ i=1 with (t i , J) ∈ dom x i for sufficiently large i such that lim i→∞ t i = T, lim i→∞ |x i (t i , J)| = ∞, and the limit x = lim gph i→∞ x i restricted to the domain
is locally eventually bounded, it follows from the proof of Lemma 5 that dom z = lim i→∞ dom z i is a hybrid time domain and z is single-valued and locally Lipschitz on each I j = {t : (t, j) ∈ dom z}. Moreover, {z i } ∞ i=1 converges uniformly on each compact subinterval of int(I j ). We need to show that the limit z is a solution to H ∆ M . To do so, we have to check that z satisfies conditions (S1) and (S2) in Definition 4, which are the flow and jump constraints, respectively.
Proof of (S1): We first prove the following. Let I be any given compact subinter-val of int(I j ). Claim I: Given any η > 0, there exists N sufficiently large such thaṫ
holds for almost all t ∈ I and all n ≥ N. Proof of Claim I:
Without loss of generality, we can assume that A ∆
. This is possible because F is outer semicontinuous and locally bounded (which implies upper semicontinuity). Moreover, since A ∆ [t,j] z : t ∈ I belongs to a compact subset of (M, d), we can choose β independent of t ∈ I. Note that ρ is bounded on the compact set A ∆ [t,j] z : t ∈ I . Moreover, Part of 1) of Lemma 5 in Appendix B shows that
Hence,
Proof of (S2):
Given any (t, j) ∈ dom z such that (t, j + 1) ∈ dom z, let {s n } ∞ n=1 be a sequence given by part 2) of Lemma 5 in Appendix B. First, A ∆ [s n ,j] z n ∈ D δ n ρ and
This is similar to how we show A ∆ [t,j] z ∈ C above. Second, we prove that, given any η > 0, there exists N sufficiently large such that
holds for all n ≥ N. We have z n (s n , j
,j] z n )) ∩ D) eventually belongs to a compact set in (M ∆ , d). Hence, (4.5) holds. By part 2) of Lemma 5, lim n→∞ z n (s n , j + 1) = z(t, j + 1). It follows from (4.5) that
for any η > 0. Since η is arbitrary and G(A ∆ [t,j] z) is a closed set (due to outer semicontinuity of G), we have actually proved z(t, j
is not locally eventually bounded is similar to that for Theorem 6.30 in [5] . The main idea is to choose J to be the least of j ∈ Z + such that the sequence z i restricted to R × {−∞, · · · , J − 1, J} is not locally eventually bounded and T be the least of all t's for which there exists a subsequence of {z i } ∞ i=1 (without relabelling) and (t i , J) ∈ dom z i such that t i → t and |z i (t i )| → ∞. The details are omitted. DEFINITION 13. Given a set K ⊆ M ∆ , a hybrid system with finite memory H ∆ M is said to be pre-forward complete from K if every solution x of H ∆ M with A ∆ [0,0] x ∈ K is either bounded (i.e., sup (t,j)∈dom x |x(t, j)| < ∞) or complete. PROPOSITION 3 (Local uniform boundedness). Let H ∆ M be well-posed and suppose that it is pre-forward complete from M ∆ b,λ for some b, λ ∈ R ≥0 . Given any continuous function ρ : M ∆ → R ≥0 and a decreasing sequence {δ i } ∞ i=1 in (0, 1) with δ i → 0 as i → ∞, then, for each m > 0, there exists δ > 0, N > 0, and b ′ > 0 such that, for each solution
Proof. Suppose the conclusion is not true. Then there exists a sequence of solu-
We can extract a graphically convergent sequence of x i and use part (b) of the well-posedness theorem to show that there exists a maximal solution of H ∆ M that blows up in finite time, which contradicts the definition of pre-forward completeness of H ∆ M .
Robustness of KL stability.
In this section, we prove that under the wellposedness condition, KL pre-asymptotic stability of hybrid systems with memory is robust in the following sense. This section is an extension of the results in Section 7.3 of [5] , in particular Theorem 7.21 there, to hybrid systems with finite memory. DEFINITION 
LEMMA 2. Let H ∆ M be a hybrid system with memory and W ⊆ R n be a compact set. If W is semi-globally practically robustly KL pre-asymptotically stable, then it is robustly KL pre-asymptotically stable.
Proof. The proof is similar to that for Lemma 7.19 in [5] . For notational convenience, let w 2 (z) := |z| W for z ∈ R n and w 1 (ϕ) := ϕ W for ϕ ∈ M ∆ . Given any ρ and β in the definition of semi-global practical robust KL pre-asymptotical stability. Let {r n } ∞ n=−∞ be a sequence such that r n+1 ≥ 4β(r n , 0) ≥ 4r n > 0 for all n ∈ Z, where r n → 0 as n → −∞ and r n → ∞ as n → ∞ and we have assumed, without loss of generality, that β(s, 0) ≥ s for all s ≥ 0. Since H ∆ M is semi-globally practically robustly KL pre-asymptotically stable, it follows that for each n ∈ Z, there exists δ n ∈ (0, 1) such that every solution x to (H M ) δ n ρ with ω 1 (A ∆ [0,0] x) ≤ r n satisfies
It follows that:
Consider the set S n := ϕ ∈ M ∆ : r n−1 ≤ ω 1 (ϕ) ≤ r n . This is a compact subset of M ∆ since there exists some b ≥ 0 such that S n ⊆ M ∆ b . It follows from the continuity of ρ and the positiveness of
for ϕ ∈ S n for each n ∈ Z. It is possible to make this ρ ′ continuous. Indeed, one option is to define
where ε n = min {δ n−1 , δ n , δ n+1 , δ n+2 } inf ϕ∈S n ρ(ϕ). The continuity of ρ ′ follows from that of ω 1 (ϕ). Moreover,
In particular,
On the other hand, if d(ϕ, ψ) ≤ δ for some δ ≥ 0, then d τ (ϕ, ψ) ≤ δe ρ , provided that
Proof.
(a) Given z ∈ R n+2 , since gph ψ is closed, we can find (t, j) ∈ dom ψ such that d(z, gph ψ) = |z − (t, j, ψ(t, j))| . On the other hand, d(z, gph ϕ) ≤ |z − (t, j, ϕ(t, j))| . Therefore,
By symmetry of ϕ and ψ, we have |d(z, On the other hand, if d(ϕ, ψ) ≤ δ, it follows that d ρ (ϕ, ψ) ≤ e ρ δ for all ρ ≥ 0. Otherwise we will have d r (ϕ, ψ) > e r δ for some r > 0 and then
which is a contradiction. By Lemma 4.34(a) of [14] , the graphs of ϕ and ψ are (ρ, e ρ δ)close.
(c) The proof for (A.4) follows from part (b) and the fact that if ϕ and ψ are (τ, ε)close, then their graphs are (τ, √ 2ε)-close. The particular case (A.5) follows from letting τ → ∞ andρ → ∞ on the right-hand side of (A.5).
On the other hand, if d(ϕ, ψ) ≤ δ, it follows from the second half of (b) that the graphs of ϕ and ψ are (ρ, e ρ δ)-close for all ρ ≥ 0. Let (τ, h, δ, ρ) satisfy the conditions in (A.6). For each (t, j) ∈ dom ϕ with |t + j| ≤ τ, we have (t, j, ϕ(t, j)) ∈ gph ϕ ∩ ρB. It follows that (t, j, ϕ(t, j)) ∈ gph ψ + e ρ δB. That is, there exists (t ′ , j ′ , ψ(t ′ , j ′ )) such that |(t ′ , j ′ , ψ(t ′ , j ′ )) − (t, j, ϕ(t, j))| ≤ e ρ δB. Since e ρ δ < 1, we have j = j ′ , |t − t ′ | ≤ e ρ δ, and |ϕ(t, j) − ψ(t ′ , j)|. Similarly, for each (t, j) ∈ dom ψ with |t + j| ≤ τ, we can find (t ′ , j) such that |t − t ′ | ≤ e ρ δ, and |ψ(t, j) − ϕ(t ′ , j)|. This verifies that ϕ and ψ are (τ, δe ρ )-close.
The following lemma serves as a triangle inequality for estimating the distances between hybrid memory arcs using d. LEMMA 4. Let ϕ i ∈ M (i = 1, 2, 3) satisfy d τ 1 (ϕ 1 , ϕ 2 ) ≤ ε 1 and d τ 2 (ϕ 2 , ϕ 3 ) ≤ ε 2 with τ 1 ≥ ε and τ 2 ≥ ε 1 . Then d τ (ϕ 1 , ϕ 3 ) ≤ ε 1 + ε 2 , where τ = min(τ 1 − ε 2 , τ 2 − ε 1 ).
Proof. Fix any (s, k) ∈ dom ϕ 1 with |s + k| ≤ τ ≤ τ 2 − ε 1 . Since ϕ 1 and ϕ 2 are (τ 1 , ε 1 )-close, there exists (s ′ , k) ∈ dom ϕ 2 such that |ϕ 2 (s ′ , k) − ϕ 1 (s, k)| ≤ ε 1 and |s ′ − s| ≤ ε 1 . We have |s ′ + k| ≤ |s + k| + ε 1 ≤ τ 2 . Since ϕ 2 and ϕ 3 are (τ 2 , ε 2 )-close, there exists (s ′′ , k) ∈ dom ϕ 3 such that |s ′′ − s ′ | ≤ ε 2 and |ϕ 2 (s ′′ , k) − ϕ 1 (s ′ , k)| ≤ ε 1 . It follows that |s ′′ − s| ≤ ε 1 + ε 2 and |ϕ 2 (s ′′ , k) − ϕ 1 (s, k)| ≤ ε 1 + ε 2 . Similarly, we can show that for any (s, k) ∈ dom ϕ 3 , there exists (s ′′ , k) ∈ dom ϕ 1 such that |s ′′ − s| ≤ ε 1 + ε 2 and |ϕ 2 (s ′′ , k) − ϕ 1 (s, k)| ≤ ε 1 + ε 2 . This completes the proof.
Appendix B. A Lemma on graphical convergence of hybrid memory arcs induced by graphically convergent solutions.
To prove Theorem 3, the following lemma is used. LEMMA 5. Suppose a hybrid system with memory H ∆ M = (C, F , D, G) satisfies Assumption 1. Let {z i } ∞ i=1 be a graphically convergent sequence of solutions to (H ∆ M ) ρ with limit z. If {z i } ∞ i=1 is locally eventually bounded, then the following hold:
graphically converges to A ∆ [t,j] z for each t ∈ int(I j ); 2. if (t, j) ∈ dom z and (t, j + 1) ∈ dom z, there exists a sequence {s i } ∞ i=1 such that the following hold simultaneously: (s i , j) ∈ dom (z i ), (s i , j + 1) ∈ dom (z i ), lim i→∞ s i = t, lim i→∞ z i (s i , j) = z(t, j), lim i→∞ z i (s i , j + 1) = z(t, j + 1), lim gph i→∞ A ∆ [s i ,j] z i = A ∆ [t,j] z, and lim gph i→∞ A ∆ [s i ,j+1] z i = A ∆ [s i ,j+1] z. To prove Lemma 5, we need the following lemma on set distances. LEMMA 6. Let d denote the (integrated) set distance between closed subsets of R n . We have the following. 
d(∪
for all ρ ≥ 0. We only need to prove (B.1) for N = 2 and the rest follows from induction on N. Note that
where |z 0 | ≤ ρ, a ∈ A 1 ∪ A 2 , and b ∈ B 1 ∪ B 2 . We let a 1 ∈ A 1 , a 2 ∈ A 2 , b 1 ∈ B 1 , and b 2 ∈ B 2 be such that |z 0 − a 1 | = d(z, A 1 ), |z 0 − a 2 | = d(z, A 2 ), |z 0 − b 1 | = d(z, B 1 ), and |z 0 − b 2 | = d(z, B 1 ). Furthermore, a ∈ {a 1 , a 2 } and b ∈ {b 1 , b 2 }. Therefore, it
