I. INTRODUCTION
T HE rapidly expanding personal and mobile communications services have necessitated the development of new antenna designs. An important task associated with the evaluation and comparison of antennas for these applications involves simulations to predict the antenna performance over a wide frequency range. A challenge in the design of such antennas is the development of advanced simulation software that allow the characterization of different configurations of perfect conducting wires and surfaces. Two popular electromagnetic analysis methods that are often applied to these class of antennas are the finite-difference time-domain (FDTD) [1] , [2] and the surface-patch method of moments (MoM) [3] - [5] . FDTD predicts antenna performance over a wide band of frequencies in one simulation. A common FDTD formulation employs a three-dimensional (3-D) volumetric grid of uniform rectangular cells that results in a dense grid with small cells for radiators with detailed features. Geometries with curved and flared elements are approximated with a stairstep grid. A circular helix antenna, for example, must be approximated by an equivalent square helix [6] or requires a grid of extremely small stairstep cells to model the coil windings.
The frequency-domain MoM approach based upon the triangular patch surface model overcomes some of the geometrical modeling restrictions of FDTD. The MoM formulation can include a combination of wires of arbitrary shape attached to metallic surfaces of arbitrary shape. The triangular mesh allows curved and flared geometries to be modeled with a flat patch (or linear) surface approximation and allows detailed features to be modeled with a locally dense mesh. Piecewise linear wire elements allow coiled wires to be effectively modeled. The MoM approach computes the antenna performance one frequency at a time and requires the computation of many frequency points for broad-band performance evaluation or for short-pulse source antenna characterization. The computation over a wide frequency range can take a long time since the elements of the MoM matrix must be recomputed for each new frequency point. Thus, techniques to minimize the computation time and significantly speed up the overall simulation process are highly desirable. Popular methods to reduce the computation time of MoM focus either on the use of numerical and geometrical approximations to quickly fill or efficient matrix inversion and solution algorithms [7] , [8] .
Spatial interpolation methods used to efficiently fill the impedance matrix [9] - [11] have been studied. These approaches impose constraints on the structure of the surface mesh or the interpolation sampling criteria. A technique that employs the method of moments to compute rational function approximations for the transfer functions of antenna output performance parameters is discussed in [12] . This method is used to develop a compact transfer function of a single parameter, such as input impedance, over a broad frequency band. Since the transfer functions are determined for only one parameter at a time, they cannot be used to extract any additional information on the overall antenna performance. In [13] , the Cauchy technique is used to calculate rational function approximations for the surface currents on a conducting 0018-926X/99$10.00 © 1999 IEEE cylinder with a slit. These functions are used to extrapolate the broad-band response from narrow-band data. Since the functions represent currents, they must be recomputed for each different angle of incidence or excitation. The coefficients of the rational functions used in [12] and [13] can be determined either by many frequency samples of a response or the response and its higher order derivatives at a few frequencies. The derivatives are computed by actually modifying the MoM analysis program, which not only requires access to the source code, but can become rather difficult when complex basis or testing functions are used.
The present work focuses on implementing matrix or matrix interpolation methods that: 1) are easily implemented to an existing method of moments computer code, thus require no significant code modifications; 2) accurately construct the antenna surface currents, impedance, patterns, etc.; 3) utilize simple interpolation functions that require only a few coefficients; 4) apply to a wide variety of antenna configurations; 5) impose few restrictions on the antenna geometry modeling; 6) are independent of antenna excitation. The matrix and matrix interpolation approaches discussed in this paper are outlined in Fig. 1 . Both methods incorporate knowledge of the general frequency characteristics of the respective matrix elements in a way that reduces the time it takes to compute them at each frequency. The matrix interpolation method was originally proposed by Newman and Forrai [14] for the scattering analysis of a microstrip patch. Newman [15] also used it for the impedance analysis of a straight dipole antenna and flat square plate. The present work expands the utilization of matrix interpolation to the wide-band performance evaluation of complex antennas and also investigates a comparable matrix interpolation approach. The methods are applied to the triangular surfacepatch MoM formulation. The objective is to compare the versatility, accuracy, and computational efficiency between the two methods and provide implementation guidelines.
Mobile communications antennas come in a variety of configurations but are often small with respect to wavelength, consist of thin wires, or have low-profile surfaces. matrix and matrix interpolation have been applied to the performance analysis of the antennas shown in Fig. 2 . The planar inverted F antenna (PIFA) is a compact low-profile antenna that can be readily integrated onto portable and mobile radios. The circular helix is a thin-wire antenna that is suitable for satellite communications applications. The forked monopole is a unique wire antenna that displays both a monopole resonance and a high-Q transmission line mode resonance. The antenna examples have different numbers of unknowns from one another, which provides some useful insight when comparing computational efficiency.
Section II outlines the MoM formulation used in this paper and describes the matrix and matrix interpolation methods. The results of applying the method to several distinctly different mobile communications antennas are presented in Section III. Section IV compares the computational efficiency of both interpolation methods. Section V gives guidelines on the implementation of the methods. Section VI summarizes and concludes the results.
II. INTERPOLATION METHODOLOGIES

A. Triangular Surface-Patch Method of Moments Methodology
In the triangular surface-patch MoM formulation for antenna radiation problems, the antenna surfaces are partitioned into sufficiently small subsections. From this, one sets up and solves the system of equations to determine the surface currents on the antenna, where is the impedance matrix, is the current coefficient matrix to be determined, and is the voltage or excitation matrix. Alternatively, the surface currents can be determined using , where is the admittance matrix that is computed by . The formulation described in this paper uses the electric field integral equation (EFIE) for perfect electric conductors (PEC). Using this condition and expressing the total radiated field in terms of potential functions allows one to write (1) where (2) and (3) where is the distance between the observation point and source point on the PEC surface is the wavelength , and and are the permittivity and permeability, respectively, of the medium. In this formulation an time convention is used, where and denotes the frequency.
In the triangular surface-patch methodology three different linearly independent vector basis functions are used to represent the currents on the antenna. The basis functions depend only upon the geometrical parameters of the particular subsection under consideration. The details of the efficient numerical implementation of the method are discussed in [4] and [5] . Significant computational effort is required to fill the elements of the matrix. This effort increases when techniques such as higher order basis functions [16] - [17] , are used.
Equations (1)- (3) and the form of the basis and testing functions determine the frequency characteristics of the elements of the matrix. These equations reveal that the term dominates the frequency behavior of the elements. For matrix element equals where is the observation location (or subsection) and is the source location (or subsection.) When the observation and source are close to each other, is small and varies slowly with frequency. When they are far from each other, is large and fluctuates rapidly with frequency. The behavior of the elements of is not directly discernible from (1)-(3) since the matrix elements for a particular antenna configuration are only determined after inverting the overall matrix.
B. Characteristics of Matrix and Matrix Elements
Some matrix and matrix elements for the helix have been plotted as a function of frequency. Fig. 3 gives a close look at the behavior of some of the matrix and matrix elements for the helix for a 4 : 1 frequency band. matrix and matrix elements for small, medium, and large values of are considered. The circular helix has 88 subsections that are numbered from one, located at the attachment point element depends only upon the relative spacing between two subsections, whereas the elements of strongly depend upon the overall behavior of the entire antenna structure.
The elements of can be evaluated over a frequency range by rather simple and low-order interpolation functions, such as a quadratic polynomial. The interpolation of the elements of over a frequency range requires interpolation functions such as the ratio of two th order polynomials to accurately capture the frequency behavior of the matrix elements.
C. Matrix Interpolation with Quadratic Interpolation Functions
The matrix interpolation process begins by partitioning the entire frequency band of interest into steps and defining several "selected" frequencies. The interval between adjacent "selected" frequencies defines the interpolation frequency step size. The matrices for the first three selected frequencies are directly computed by evaluating the potential integrals (2) and (3) (4) where denotes frequency and and are the th elements of the complex coefficient matrices and . Equation (4) can be cast into a system of three equations and three unknowns. These equations along with the elements of the directly computed matrices calculated at three selected frequencies are used to determine the coefficient matrices. If the frequency band of interest is especially wide, it may be necessary to divide the band into several interpolation frequency ranges and implement a process of stepping through them. Quadratic interpolation works best for antennas with surfaces that are smaller than 0.5 .
The interpolation function can be improved upon by incorporating the frequency behavior of the elements of into the process [15] , [18] . This is done to increase the accuracy in evaluating the terms of at the intermediate frequencies or allow larger interpolation frequency ranges.. For large antennas, the rapid frequency variation of the factor dominates the frequency variation of the matrix elements with large . The quantity (5) varies quite slowly with frequency. When is large with respect to , the improved computation of is evaluated in two steps. First, a element is computed by quadratic interpolation using the corresponding elements of the directly computed matrices. The matrix element is then determined by multiplying the resultant value by the known factor . The interpolation function can also be cast in a form that accurately models the behavior of the singular and closely spaced terms of . This has been implemented for thin wire antennas [15] .
D. Matrix Interpolation with Ratio of Polynomials Interpolation Functions
Each element of the matrix is approximated by the ratio of two polynomials given as (6) where denotes frequency, denotes the order of the numerator polymonial, denotes the order of the denominator polynomial, and and are the th elements of the complex coefficient matrices and respectively. When the numerator and denominator have the same or nearly the same degree, the ratio of polynomials representation of matrix element is often better than a polynomial approximation [19] . In this approach, coefficient matrices are computed.
The matrix interpolation process begins by defining the order of the polynomials in (6) . From this, "selected" frequencies within the frequency range are identified. An matrix, determined by is computed for each "selected" frequency. The elements of these matrices are then used to determine the complex coefficient matrices. The th element of each coefficient matrix is then substituted into (6) to compute the corresponding element of the matrix at each intermediate frequency. The matrix elements are highly dependent upon the resonant characteristics of the antenna. The method of improving the interpolation by factoring out the term does not apply to matrix interpolation. The choices of the polynomial orders in the numerator and denominator depend upon the proximity of adjacent antenna resonances and the overall evaluation frequency range. Since one typically does not know the location of the resonances beforehand, there is no convenient way to quickly determine the order of the numerator and denominator polynomials. In this paper, the same polynomial order is used for the numerator and the denominator.
III. APPLICATION OF INTERPOLATION METHODS
TO ANTENNA PERFORMANCE ANALYSIS This section compares the results of employing the matrix and matrix interpolation methods to the performance evaluation of complex antennas. The methods are applied to an antenna composed primarily of surfaces (a PIFA), a long wire antenna (a circular helix), and a short wire antenna (a forked monopole). These antennas were chosen since they represent a diverse variety of complex antenna configurations with intricate geometries of wires or wires connected to surfaces.
A. Frequency-Domain Analysis of PIFA Antenna
The matrix and matrix interpolation schemes have been applied to the computation of the input impedance of the PIFA. Some design details for PIFA's are given in [20] - [22] . The PIFA, shown in Fig. 2(a) , consists of an air-suspended rectangular patch element, a small ground plane, and a shorting plate. The overall mesh consists of 527 unknowns. The antenna is fed by a delta-gap source that is placed between the base of the feed wire and the ground plane. Fig. 4 compares the input impedance computed by direct MoM, matrix interpolation, and matrix interpolation. The input impedance in each case is computed at every 10 MHz. The input impedance computed by quadratic matrix interpolation uses three selected frequencies located at 0.6, 0.85, and 1.1 GHz. The input impedance computed by matrix interpolation uses either the ratio of second-order polynomials (second-order R.O.P.) or the ratio of fourth-order polynomials (fourth-order R.O.P). The second-order R.O.P case uses five selected frequencies computed at every 125 MHz. The fourth-order case uses nine selected frequencies computed at every 62.5 MHz. Fig. 4(a) shows that the -matrix interpolation results agree well with the direct MoM results. The results for nearly a 2 : 1 frequency range are accurately determined by directly computing the MoM matrix at only three frequencies. matrix interpolation predicts the resonant behavior at 780 MHz even though there is no selected frequency specifically located at this point. Quadratic matrix interpolation works well for this antenna because it primarily consists of surface elements and the largest antenna dimension is only 0.43 at 1.1 GHz. Fig. 4(b) shows that the matrix interpolation results computed with fourth-order polynomials agree well with the direct MoM results, while the interpolation results computed with second-order polynomials do not. To understand and explain these results, the ratio of polynomials representation was used to investigate how accurate it can compute a single matrix element. Fig. 5 shows matrix element computed three different ways: 1) by directly inverting the entire matrix and extracting the element at each frequency; 2) by approximating the value of by the ratio of secondorder polynomials; and 3) by approximating the value of by the ratio of fourth-order polynomials. The coefficients for the second-order ratio of polynomials were computed by the evaluating (via the computation and inversion of at five "selected" frequencies. The coefficients for the fourthorder R.O.P. approximation were computed by evaluating at nine "selected" frequencies. This figure shows that secondorder R.O.P. captures the behavior of the real part of but does not model the imaginary part very well. The fourthorder R.O.P. accurately determines both the real and imaginary parts of this matrix term. Detailed plots of other matrix elements show similar comparisons. using second-order ratio of polynomials. The selected frequencies for matrix interpolation are 0.53, 0.78, and 1.03 GHz, while the selected frequencies for matrix interpolation are 0.6, 0.8, 0.9, 1.0 and 1.1 GHz. The patterns computed by the direct MoM and matrix interpolation agree very well, while the patterns computed using matrix interpolation do not. When matrix interpolation is used to compute the radiation patterns at 0.90 GHz (a selected frequency), there is good agreement with the direct MoM results as expected. These results indicate that matrix interpolation can accurately compute near-field and far-field antenna parameters. They also indicate that higher order polynomials must be used when matrix interpolation is employed for near-field (input impedance) as well as far-field (radiation patterns) quantities.
B. Frequency-Domain Analysis of Circular Helix
The matrix and matrix interpolation schemes were used to the compute the input impedance of a four turn circular helix antenna on an infinite ground plane shown in Fig. 2(b) . The helix is in the axial mode near 3 GHz. Some general design details for helix antennas are discussed in [23] . The helix is an excellent candidate to test the interpolation strategies, since the input impedance of this antenna changes quite rapidly at frequencies when additional modes propagate on the antenna. The model for this antenna uses 88 wire subsections and is fed by a delta-gap source located at the base of helix.
The input impedance computed by direct MoM and by matrix and matrix interpolation is compared in Fig. 7 . Note the rapidly changing input impedance behavior from the additional modes that propagate on the helical structure. The input impedance in each case is computed and plotted at every 20 MHz. The matrix interpolation frequency step size is 150 MHz. The selected frequencies used for matrix interpolation are denoted by the five stars " ." The impedance computed by matrix interpolation is calculated by interpolation over the entire 4 : 1 frequency band using only five directly computed matrices, i.e., three subbands are used. The input impedance computed by matrix interpolation uses either the ratio of fourth-order polynomials (fourth-order R.O.P.) or the ratio of tenth order polynomials (tenth-order R.O.P ). Nine selected frequencies are used for the fourth-order R.O.P case, while 21 selected frequencies are used for the tenth-order R.O.P case. The selected frequencies in each case were chosen by dividing the 2-8 GHz frequency range in equal frequency increments.
The input-impedance behavior of the helix is well modeled with matrix interpolation. Even the rapid impedance variations between 4 and 5 GHz only slightly differ from the directly computed results. This is significant since the closest selected frequencies are at 3.5 and 5 GHz, which lie outside this range. The matrix interpolation results show that neither the fourth-order ratio of polynomials nor the tenthorder ratio of polynomials accurately reconstruct the direct MoM input impedance behavior. Higher order polynomials orders or an efficient scheme to determine different polynomial orders each for the numerator and denominator are needed to accurately predict the input impedance for the entire 4 : 1 band.
A close look at the accuracy of matrix interpolation for a single helix matrix element for the helix is shown in Fig. 8 . This plot compares element as a function of frequency computed three different ways: 1) by directly inverting the entire matrix and extracting the element at each frequency; 2) by approximating the value of by the ratio of fourth-order polynomials; and 3) by approximating the value of by the ratio of tenth-order polynomials, The coefficients for the ratio of fourth-order polynomials. were computed by evaluating at nine different frequencies. The coefficients for the ratio of tenth-order polynomials were computed by the computing in the same way at 21 different frequencies. Fig. 8 shows that the ratio of fourthorder polynomials does a rather poor job of reconstructing the real and imaginary parts of this matrix element. The ratio of tenth-order polynomials models most of the detailed features of the real part of , yet still does not capture many of the features of the imaginary part of . A ratio of tenth-order polynomials representation for each element of requires the computation and inversion of at 21 frequencies as well as the storage of more than 21 [88 88] coefficient matrices. Only five [88 88] coefficient matrices are required to accurately compute the antenna performance with matrix interpolation.
C. Frequency-Domain Analysis of Forked Monopole
The third comparison pertains to the computation of the input admittance of a forked monopole antenna on an infinite ground plane shown in Fig. 2(c) . The forked monopole consists of two "fork" wire segments that are connected together by a short common segment at the base of the antenna. The forked monopole antenna consists of a basic monopole antenna with an added "forked" element that is slightly shorter than . The resultant structure has both a normal mode monopole resonance and a high-transmission line mode resonance. This antenna is derived from the bottom-fed fan antenna used by the U.S. Navy for shipboard communications [24] . The MoM geometry model for this antenna consists of two subsections for the short common segment and ten subsections for each "fork" segment. The antenna is fed by a delta-gap source at the base of the common segment. The frequency of the high-resonance is determined by the length of the section that is slightly shorter than . To resolve the high-resonance behavior accurately with discrete frequency samples requires a very small frequency step, thus this antenna is an excellent example to test how well and matrix interpolation predict very narrow-band resonances. Fig. 9 compares the input admittance computed by direct MoM and by matrix interpolation [using (5)] and by matrix interpolation. The input admittance in each case is computed at increments of
The selected frequencies used in each method are denoted by " ." The input admittance computed by matrix interpolation is calculated over the entire 3 : 1 frequency band using only three directly computed matrices. The input admittance computed by matrix interpolation uses the ratio of fourth-order polynomials. Since matrix interpolation with the ratio of lower order polynomials did not accurately compute the input impedance of the PIFA for a 2 : 1 frequency band and since the PIFA has much simpler characteristics over the frequency of observation than the forked monopole, lower order polynomials were not used in the matrix interpolation of the forked monopole. The input admittance results are similar to the results obtained in Fig. 3 of [24] . The very sharp resonance behavior near is accurately predicted in each case even though no selected frequency is located at this resonance. matrix interpolation computes the admittance behavior slightly more accurately than matrix interpolation, yet matrix interpolation only requires the direct MoM matrix solution for three frequencies.
D. Time-Domain Analysis of Input Current of Circular Helix
One significant advantage of using interpolation to compute the matrix elements is the significant reduction in computation time required to compute the antenna characteristics at the many frequencies needed to calculate the time-domain antenna performance. The flow diagram in Fig. 1 shows how an antenna parameter such as input impedance, computed at many frequencies can be used with an inverse Fourier transform to determine the time-domain antenna behavior.
The matrix interpolation method has been applied to the analysis of the source current of the circular helix antenna shown in Fig. 2(a) for short-pulse excitation. matrix interpolation was not employed for this case because of the difficulty in obtaining a high degree of accuracy in computing the input impedance via matrix interpolation over such a large frequency band. The input voltage source is the time derivative of a Gaussian pulse. The temporal behavior of the source voltage impressed at the connection between the base of the helix wire and the infinite ground plane is volts (7) where and s. The temporal step size is s. Fig. 10 shows the input admittance of the helix as a function of the scaled frequency , where m/s. Fig. 10(a) compares the input admittance at 256 frequency points computed by the direct MoM and matrix interpolation. Fourteen selected frequencies, denoted by " ," are used to interpolate the elements of . The input admittance computed by matrix interpolation agrees well with the values computed by direct MoM since there is a high density of selected frequencies at the lower frequency range. The selected frequencies were chosen by comparing just a few of the elements of the matrix computed by interpolation and the direct MoM. Since only a few elements were compared and no matrix inversion was involved, this was a quick process. The addition of selected frequencies at the lower frequencies resulted in very good agreement between the directly computed and interpolated matrix elements. The imaginary parts of the elements of for the self and small terms have a logarithmic variation, rather than a quadratic variation, with frequency. Many selected frequencies were needed at the lower frequencies to accurately capture this behavior. Fig. 10(b) compares the time-domain response of the source current computed by direct MoM and by matrix interpolation.
IV. COMPARISON OF COMPUTATIONAL EFFICIENCY
The previous section compared the accuracy of the matrix and matrix interpolation for several diverse antenna structures. This section compares the computational efficiency of these methods.
matrix interpolation results in a large time savings over the direct method when the matrix fill time dominates the overall computation time. Tables I and II show the computational time used for each of the different steps of the three methods. Table I shows the timing comparison for the PIFA. Three selected frequencies were used for matrix interpolation, five selected frequencies for matrix interpolation with second-order ratio of polynomials , and nine selected frequencies for matrix interpolation with fourth-order ratio of polynomials. Table II shows the timing comparison for the circular helix antenna. Five selected frequencies were used for matrix interpolation, nine selected frequencies for matrix interpolation with fourth-order ratio of polynomials, and 21 selected frequencies matrix interpolation with tenth-order ratio of polynomials. The first row in these tables shows the total time required to evaluate the surface currents directly with MoM. This time is determined by the time it takes to directly compute and fill all of the elements of the matrix and to solve at each frequency using matrix factorization and decomposition with Linpack subroutines [25] . The second row shows the time involved to compute the surface currents using matrix interpolation. The total time is determined by the sum of the time it takes to: 1) fill the matrices directly at the selected frequencies; 2) compute the coefficients of the interpolation functions;
3) fill the matrices by interpolation at each of the intermediate frequencies; 4) solve for by at each frequency. The remaining rows indicate the time required to compute the surface currents using matrix interpolation. The total time in each matrix interpolation case is determined by the sum of the time it takes to: 1) compute the matrices at the selected frequencies; 2) compute the ratio of polynomials coefficients; 3) fill the matrices by interpolation at the intermediate frequencies; 4) solve for by at each frequency. For the PIFA, the direct matrix fill time per frequency is about three times greater than the solve time. The total computation time using matrix interpolation is over three times faster than the direct MoM. The total computation time using matrix interpolation with the ratio of two second-order polynomials is about 4.5 times faster than the direct MoM. This is only a slightly faster than matrix interpolation. Recall that higher order polynomials are required for the accurate computation of the matrix elements. The computation time with the ratio of two fourth-order polynomials is only about 1.4 times faster than direct MoM. Thus, an accurate simulation utilizing matrix interpolation may actually take longer than matrix interpolation.
For the helix, the direct matrix fill time per frequency is over 28 times greater than the solve time. The overall computation time of the entire frequency sweep using matrix interpolation is about 19 times greater than the direct MoM. The overall computation time of the frequency sweep using matrix interpolation with either fourth-order or tenthorder ratio of polynomials is greater than the matrix interpolation approach.
Next, consider an alternate approach that interpolates the elements of the current-or -matrix. Interpolation of the current matrix should be efficient since is only a column matrix of elements. Table III compares the time required  for matrix interpolation for the circular helix. Each element of the matrix is approximated as a ratio of polynomials. Both fourth-order and tenth-order polynomials are considered. The total time in each case is determined by the sum of the time it takes to: 1) compute the matrices at the selected frequencies; 2) compute the current matrices at the selected frequencies; 3) compute the ratio of polynomials coefficients; 4) compute the final matrices by interpolation at the intermediate frequencies.
The overall computation time of matrix interpolation with fourth-order ratio of polynomials is less than the time for matrix interpolation. However, since inadequate accuracy was obtained with this order matrix interpolation and since the elements of have similar variation as the elements of , higher order polynomials for accurate matrix interpolation are required. The overall computation time of matrix interpolation with the ratio of two tenth-order In addition to comparing the computational run time efficiency, the increase in memory storage must also be considered. Many techniques that serve to reduce the overall simulation time do so at the expense of increased memory storage and, thus, limit the size of the problem that can be run.
matrix interpolation uses four times the memory of the direct Mom approach. In addition to storing the matrix for the intermediate computation frequency of interest, three matrices for the complex quadratic coefficients must be stored. When the interpolation process is divided into several frequency subbands, two additional direct filled matrices must also be saved. Since the greatest computation speed up is obtained for matrices with small or medium order, the storage of all the matrices can typically fit within the computational memory of computer workstations used for method of moments computations.
When second-order polynomials are used, the matrix interpolation method uses six times the memory of the direct MoM approach. In this case, five coefficient matrices as well as the matrix for the intermediate computation frequency of interest must be stored. When fourth-order polynomials are used, the memory requirement increases to nine times the memory of the direct MoM approach. The memory requirement is 22 times that of the direct MoM approach when tenth-order polynomials are used.
V. IMPLEMENTATION GUIDELINES
To compute the broad-band frequency performance of the antenna as rapidly as possible, the interpolation frequency step must be carefully chosen. A small interpolation frequency step means that or matrices are directly computed and filled for many frequencies. A very large interpolation frequency step results in poor reconstruction of the matrix elements.
To choose a suitable interpolation frequency step size for matrix interpolation, one can easily review the characteristics of several matrix elements. A plot of just a few of the elements of that represent the full span (smallest, largest, and mid range) of values can be used to quickly identify the overall frequency range at which the matrix elements can be accurately fitted by a chosen interpolation function. The overall accuracy obtained from matrix interpolation is not highly dependent upon the precise location of the selected frequencies, yet they should be fairly well spaced over the frequency range. The computation time required to compute several matrix elements is significantly smaller than computing and inverting the overall matrix. Such an approach can be used to ensure the accuracy of the simulated results without requiring any apriori knowledge of the specified antenna resonant behavior.
There is no rapid way to compute a few matrix elements over the entire frequency band, since the entire matrix must be completely filled and inverted to extract even just a few matrix elements. Thus, there is no convenient way to assess the order of the polynomials to use for matrix interpolation. The choice of the order is highly dependent upon the resonant nature of the structure which can be quite difficult to determine beforehand.
VI. CONCLUSIONS
The matrix interpolation and matrix interpolation methodologies have been used with the method of moments in order to significantly reduce the computation time required for the wide-band performance evaluation of antennas. Both methods compute the overall surface currents on the antenna that can then be used to evaluate the antenna pattern or input impedance. These interpolation methods do not require the a priori knowledge of antenna resonances.
The utility of the methods has been illustrated by their application to different types of antennas used for mobile communications antennas. The examples represent a diversity of antenna types with different size matrices. The results show that the matrix interpolation method is robust to antenna geometry, the choice of the selected frequencies, and can predict narrow-band resonances. The results show that matrix interpolation, on the other hand, is highly dependent upon the resonant characteristics of the particular antenna structure.
The work included a comparison of the time savings of both the interpolation methods over the direct MoM approach. When low-order polynomial functions are used in matrix interpolation, it has the time advantage over matrix interpolation. However, when large-order polynomials are required to accurately reproduce the elements via matrix interpolation, then matrix interpolation is faster. Higher order polynomials for matrix interpolation requires the storage of more coefficients than matrix interpolation and requires more computation time.
The advantage of one interpolation method over the other is based upon the general resonant nature of the antenna to be modeled. When many resonances occur within a particular frequency range, matrix interpolation is faster and requires less computational resources. When there are only one or two resonances within a particular range, matrix interpolation is more efficient. The results presented in this paper demonstrate the wide range of applicability of the matrix interpolation methods. It was stated from the outset of this work that the key advantage of these interpolation methods is their ability to be easily linked with an existing MoM program. Thus, these interpolation methods can be applied to a wide variety of MoM problems that utilize similar Green's functions or integral equations.
