Abstract. The size of minimal perturbations to roots of parameterized equations can be estimated reliably from linearizations of the equations.
1. Introduction. This paper offers a systematic way to answer the question: how much change must occur in a solution of equations to compensate for perturbations to the equations? Short of finding all the nearby roots of the new equations, the minimal change can be determined in an asymptotic sense by linearizing the equations and considering the dual problems. This conclusion is exhaustive because all nearby roots are considered, and strong because the asymptotics imply differential approximations.
The asymptotic relationship is proved here. Companion papers make applications to differentiability of best approximations and to numerical analysis.
Approach.

Introduction.
Let the equations be F (y, x) = 0 with the specific root (y 0 , x 0 ). The variable x is regarded as the parameter so that y depends on x constrained by F (y, x) = 0. The equations for y may be underdetermined so y may not be a function of x. Nevertheless, the size of minimal perturbations to y 0 is a function, The idea is to study the value of this optimization problem by linearizing the equations. There are two requirements for the altered problems:
1. The values of the simplified problems should mimic how µ F (x) varies with x. 2. Since µ F (x) is of interest when x ≈ x 0 , good mimicry is needed near x 0 . The novelty of the present approach is to formalize these requirements by equivalence relations, ≡, among functions of x; two equivalences are chosen in section 2.2. Problem (2.1) is then altered by linearizing F ; three linearizations, F (i) , are constructed in section 2.3. The bulk of the paper establishes equivalences µ F ≡ µ F (i) . For simplicity, the values of the altered problems are written µ F (i) = µ i .
Equivalence Relations.
The following equivalence relation is appropriate when differentiability at x 0 is the object of study. DEFINITION 2.1 (Differential equivalence). The functions f and g defined on a neighborhood of x 0 ∈ R n with values in R p are differentially equivalent at x 0 provided f − g has a Fréchet derivative of 0 at x 0 , equivalently,
f (x) − g(x)
x − x 0 = 0 . 
Differential equivalence is an equivalence relation. (This lemma is clear and not proved.)
If g is an affine function, then equation (2.2) becomes the definition for the Fréchet derivative of f at x 0 . In this way the differential properties of f at x 0 are determined by the differential equivalence class.
A simpler but stronger equivalence relation is that real-valued functions should be relatively closer as x approaches x 0 . DEFINITION 2.3 (Asymptotic equality). The real-valued functions f and g defined on a neighborhood of x 0 ∈ R n are asymptotically equal at x 0 provided for every ǫ > 0 there is a neighborhood N (ǫ) of x 0 such that x ∈ N (ǫ) implies
. Asymptotic equality is an equivalence relation. (This lemma is clear and not proved.)
Asymptotic equality is stronger than differential equivalence. For example, all functions with vanishing derivatives at 0 are differentially equivalent there, but two monomials c 1 x n1 and c 2 x n2 are asymptotically equal at 0 if and only if they are equal. For the function µ F (x) in equation (2.1), asymptotic equality implies differential equivalence. The proof of this implication in lemma 2.6 depends on a modified implicit function theorem in lemma 2.5, and on the Lipschitz continuity of µ F (x) at x 0 . HYPOTHESIS 2.1. Hypothesis 1-4 are used throughout this paper, while 5 or 6 are used occasionally. Proof. The proof applies the usual theorem, which requires that D 1 F (y 0 , x 0 ) be one-toone. In the present case the mapping is onto, so there are p vectors in R m that map to linearly independent vectors in R p , and there are m − p additional vectors that complete a basis for R m . Let y = y (p) + y (m−p) be the decomposition of y ∈ R m into the subspaces spanned by the respective sets of basis vectors.
Norms are given for
is one-to-one. This fact and hypotheses 2.1 (1-4) suffice to invoke the implicit function theorem for the function defined by F (y + y
There is a neighborhood N of x 0 in R n on which there is a continuously differentiable function φ :
such that φ(x 0 ) = y 
Proof. Hypotheses 2.1 (1-5) suffice to invoke the version of the implicit function theorem in lemma 2.5: x 0 has a neighborhood N on which there is a continuously differentiable function φ : N → R m such that (φ(x), x) is always a root of F . Thus the minimization problems for µ F (x) have feasible points for all x ∈ N . The feasible sets are closed because F is continuous, so the minimal distance to y 0 is attained because the spaces have finite dimension. This means µ F is well defined on N . Since φ is continuously differentiable, it is Lipschitz continuous on compact sets. Choose a compact neighborhood N
≤ ǫL x − x 0 and thus the limit in equation (2.2) vanishes.
Linearized Problems with Equivalent Minimal Perturbations.
It is instructive to compare the present situation with the implicit function theorem. Under hypotheses 2.1 (1-4) and if D 1 F (y 0 , x 0 ) : R m → R p is invertible, then some roots of F (y, x) = 0 are given by a smooth parameterization (φ(x), x). These roots can be located to first order in x − x 0 by considering the linearization,
The parameterized roots are approximated by,
is not invertible, the smallest change y − y 0 as a function of x can still be approximated from the linearizations 
The different linearizations have different uses. For example, F (1) and (2.1) do not require x 0 . The several approximations are treated in a progression of equivalences for F and F (1) , then F (1) and F (2) , and so on. The last F (3) is the full linearization (2.4) of the implicit function theorem. The proof of asymptotic equality for F (i) and F (i+1) is carried out with the dual mathematical programs. All the optimization problems are listed in Table 2 .2, and the network of equivalences to be established is shown in Figure 2. 
1.
If F satisfies hypotheses 2.1 (1-5), then all the functions of Table 2 .1 satisfy the same hypotheses, so they also satisfy the conclusions of lemma 2.6. COROLLARY 2.7 (Existence of µ i (x) and properties). Under hypotheses 2. 
Proof. The linearizations satisfy the same hypotheses as F , so lemma 2.6 applies. (1) (2) (3) (4) (5) . The value of (P 3 ) is differentially equivalent to the others under these hypotheses, and is asymptotically equal under hypotheses 2.1 (1) (2) (3) (4) (5) (6) . See Table 7 .1 for the problems in matrix notation. In these formulas, ∆x = x − x 0 and ∆y = y − y 0 . constraint name value function minimization form dual, maximization form 3. First Equivalence, (P) min ≡ (P 1 ) min . The preparations to establish the first equivalence are the most elaborate in this paper. Several aspects of the difference between F and the tangent function for y, F (1) , are uniform in x − x 0 : mean values, Fréchet differentials, and level sets. The first equivalence thus requires giving a uniform parameterization to many basic concepts in real analysis, which are indicated in Figure 3 .1. The mean value theorem and Fréchet quotient are discussed in section 3.1, the matrix lower bound is in section 3.2, level sets are in section 3.3, and finally the proof of the first equivalence is in section 3.4. / / ' ' P P P P P P P P P P P P 
Uniformly Parameterized Mean Value Theorem.
It is well known that if f is continuously differentiable, then for every y 3 and every ǫ > 0 there is a neighborhood N y3 (ǫ) of y 3 where
This serves as a mean value theorem in multiple dimensions. Luenberger [4, p. 212 
Proof. The topology of the product space R m × R n can be generated from the products of the open sets, so it is possible to choose a compact, convex neighborhood Y around y 0 , and a compact neighborhood X around x 0 , so that Y × X ⊆ D. All norms for a finite dimensional space generate the same topology, so without loss of generality let the norm for
Choose the neighborhoods in the statement of the lemma to be N x0 (ǫ) = B x0 (δ(ǫ)) ∩ X. Note, these sets are convex. If y 1 , y 2 , y 3 and x are from the respective sets, then (ǫ) and x ∈ N (3.1)
where F
(1) (y, x) is the parameterized tangent function of Table 2 .1. Proof. Choose y 1 = y, y 2 = y 0 and y 3 = y 0 so that the formula in equation (3.2) becomes 
Matrix Lower
x0 . There is also a number m (3.6) > 0 such that every x ∈ N (3.6) x0
and u ∈ R p have some w ∈ R m (which depends on x and u) so that D 1 F (y 0 , x)w = u and m and u ∈ R p , then since the column space of A(x) is all of R p , by definition 3.3 there is w ∈ R m so D 1 F (y 0 , x)w = A(x)w = u and A(x) ℓ w ≤ u . Further, m (3.6) ≤ A(x) ℓ by the choice of N (3.6) x0 .
Uniformly Colocated Level Sets. Suppose D is an open set in R
m , on which f : D → R p is continuously differentiable. By analogy with real-valued functions, the set f −1 (a) may be called a level set of f . It is possible to make a geometric comparison between the level sets of f and those of its tangent function at y 0 . For functions such as F that vary smoothly with a parameter, the distance between the corresponding level sets is uniformly bounded with respect to changes in the parameter. The proof is a modification of a construction apparently due to L. M. Graves [2] , see also [1, p. 378, theorem 41.6].
LEMMA 3.7 (Uniformly colocated level sets). Under hypotheses 2.1 (1) (2) (3) (4) (5) , for every ǫ > 0 there is a radius r(ǫ) > 0 and a neighborhood N (3.7)
with (c) and with
Proof. Lemma 3.7 has the first of the two most complicated proofs in this paper. Let δ = ǫ/(1 + ǫ) < 1. Let m (3.6) be the lower bound for the neighborhood N (3.6) x0
in lemma 3.6. Choose a radius r(ǫ) > 0 so that
The neighborhoods from which the lemma is allowed to choose y and x are
is onto, the range of the transformation contains the vector F (y, x) − F (1) (y, x), and because x ∈ N (3.6) x0
by (3.6), lemma 3.6 finds aŷ with
Let y 1 =ŷ + y soŷ = y 1 − y. The equality (3.7) and some algebra imply Table 2 .1
by (3.7) and by definition of F
which is part (1b). Further,
by (3.3) and y ∈ N (3.1) y0 (δ m (3.6) ) in (3.5)
which is part (1c). Finally,
from the choice y ∈ B y0 (r(ǫ)/(1 + ǫ)) in (3.5).
Therefore y 1 ∈ B y0 (r(ǫ)), which is part (1a).
(Part 2.) Let y 1 = y from (3.5). This y 1 and y 0 begin a sequence {y n } to be built subject to the conditions:
3) in corollary 3.2 which is applicable by the choices of y 1 = y and x in equations (3.5) and (3.6). Suppose y 0 , y 1 , . . . , y k have been constructed to satisfy (1 n ) and (2 n ) for 0 ≤ n ≤ k − 1. The selection of y k+1 proceeds as for y 1 in the first half of the proof. Again because
, and because x ∈ N (3.6) x0
by (3.6), it is possible to invoke lemma 3.6 to find aŷ with
Let y k+1 =ŷ + y k soŷ = y k+1 − y k . For this choice of y k+1 ,
which easily follows from the choice δ = ǫ/(1 + ǫ). This inequality combines with y ∈ B y0 (r(ǫ)/(1 + ǫ)) to place y k+1 ∈ B y0 (r(ǫ)) ⊆ N (3.1) y0 (δ m (3.6) ) from equation (3.4) , and then (y k+1 , x) ∈ D. Thus, the evaluation of F (y k+1 , x) is well defined. Further,
which is (2 k ).
In this way a sequence {y n } ⊆ B y0 (r(ǫ)) is constructed that satisfies conditions (1 n ) and (2 n ) for all n. The sequence is a Cauchy sequence by (1 n ), so it has a limit y F ∈ cl (B y0 (r(ǫ))), which is part (2a). Passing to the limit in (2 n ) shows F (y F , x) = F (1) (y, x), which is part (2b). Summing (1 n ), now for 1 ≤ n ≤ k, gives where problem (P) min is well defined for every x ∈ N (2.6) x0 , and the optimal value, µ F (x), is Lipschitz continuous at x 0 with constant L.
Proof of the
By corollary 2.7 similarly, x 0 has a neighborhood N (2.7.1) x0
where problem (P 1 ) min is well defined for every x ∈ N (2.7.1) x0
, and the optimal value, µ 1 (x), is Lipschitz continuous at
x0 (ǫ) be the neighborhood of (y 0 , x 0 ) in lemma 3.7, and let
Note the ball in this formula is around x 0 rather than y 0 . Suppose x ∈ N (ǫ). Let µ F (x) be attained at y. By lemma 2.6 and x ∈ B x0 (L −1 r(ǫ) /(1 + ǫ)), therefore
x0 (ǫ). Part 1 of lemma 3.7 now asserts there is a y 1 ∈ B y0 (r(ǫ)) with
which is the upper side of (2.3) in definition 2.3. The inequality with µ F and µ 1 exchanged is established by the same argument using L 1 instead of L, corollary 2.7 instead of lemma 2.6, and lemma 3.7 part 2 instead of part 1. The two upper-side inequalities imply (2.3).
Equalities for the Dual Problems.
The duality theory for best linear approximation guarantees that the three pairs of dual problems in Table 2 
COROLLARY 4.2 (Best affine approximation).
If A is an affine subspace and y 0 is an element of a real, normed linear space, then 
Proof. The minimization is well-posed whenever h is in the image of T . The same can be proved for the maximization. If h ∈ T (R m ), then h = T u for some u, so the objective function,
is bounded above for every g ∈ (R n ) * . The maximum is attained because the feasible set is closed in a finite dimensional space.
Conversely, suppose the maximization is well posed. If g ∈ T (R n ) ⊥ = ker(T * ), then g and all its multiples are feasible. Hence g(h) = 0, lest by scaling g it would be possible to make g(
. All that remains is to establish the equality using corollary 4.2. Choose A = {y ∈ R m : T y = h} and a ∈ A. Now A − a = ker(T ), so
This means f ∈ (A−a) ⊥ if and only if f = T * g for some g ∈ (R n ) * . Thus the maximization in corollary 4.2 is over all such g with T * g = f ≤ 1. Finally, the objective function is
. Under hypotheses 2.1 (1) (2) (3) (4) (5) , there is a neighborhood of x 0 where problems (P 1 ) min and (P 1 ) max of Table 2 .2 are well defined and their values are equal, and similarly for the (P 2 ) and (P 3 ) pairs of dual problems.
Proof. By lemma 3.6, D 1 F (y 0 , x) is onto for every x ∈ N (3.6) x0 . Therefore by corollary 4.3 the following problems are well defined and their values are equal for every h ∈ R p .
gives the conclusion of the theorem for the (P 1 ) dual problems. In particular D 1 F (y 0 , x 0 ) is onto, so also by corollary 4.3 the following problems are well defined and their optimal values are equal for every h ∈ R p . The choice h = D 1 F (y 0 , x 0 )y 0 − F (y 0 , x) gives the conclusion for the (P 2 ) dual problems; similarly h = D 1 F (y 0 , x 0 )y 0 − D 2 F (y 0 , x 0 )(x − x 0 ) for the (P 3 ) problems.
5. Second Equivalence, (P 1 ) max ≡ (P 2 ) max . The second equivalence to be proved, in the notation of Table 2 .2) says that the feasible set {f : D 1 F (y 0 , x) * f ≤ 1} can be replaced by one that is independent of x. The proof is self-contained and is the second of the two most complicated proofs in this paper.
THEOREM 5.1 ((P 1 ) max ≡ (P 2 ) max ). Under hypotheses 2.1 (1) (2) (3) (4) (5) , there is a neighborhood of x 0 where both optimization problems (P 1 ) max and (P 2 ) max of Proof. The hypotheses suffice to invoke theorem 4.4 which says (P 1 ) max and (P 2 ) max are well defined on some neighborhood N where as noted µ 2 (x) max = F (y 0 , x) T and µ 3 (x) max = D 2 F (y 0 , x 0 )(∆x) T . The latter is a norm for ∆x under the present hypothesis that D 2 F (y 0 , x 0 ) is one-to-one. Thus, if x = x 0 , then the inequalities can be divided by µ 3 (x) to give,
5. Six lemmas assert the existence of neighborhoods that are indicated by placing the lemma number in a superscript, the point around which the neighborhood lies in a subscript, and any parameterization of the neighborhood in parentheses: x0 (ǫ) .
