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a b s t r a c t
Recently Clark and Eyraud (2007) [10] have shown that substitutable context-free
languages, which capture an aspect of natural language phenomena, are efficiently
identifiable in the limit from positive data. Generalizing their work, this paper presents a
polynomial-time learning algorithm for new subclasses of multiple context-free languages
with variants of substitutability.
© 2011 Published by Elsevier B.V.
1. Introduction
It has been a long-term goal of grammatical inference to find a reasonable class of formal languages that are powerful
enough for expressing natural languages and are efficiently learnable under a reasonable model of language acquisition. As
Gold [12] showed that even the family of regular languages, which is located in the lowest level of the Chomsky hierarchy,
is not identifiable in the limit from positive data, this learning model seems very restrictive. In spite of this difficulty,
researchers have been striving to find rich classes of languages efficiently learnable in this model. Angluin’s reversible
languages [1] are the first nontrivial example of subclasses of regular languages that are efficiently identifiable in the
limit from positive data. The literature has found other subclasses of regular languages, linear languages and context-free
languages to be efficiently learnable under this model. In particular, Clark and Eyraud’s work [9,10] on substitutable context-
free languages is noteworthy in regard to the close connection to natural languages. Their work has led to several fruitful
results in grammatical inference [7,11,25], which target even larger classes of context-free languages with some special
properties related to substitutability. In addition, now, mildly context-sensitive languages have arisen as a topical target of
grammatical inference [4,19,3,16]. Since some non-context-free phenomena, like cross-serial dependencies in Dutch and
Swiss-German [5,23], had been found in natural languages, the notion ofmildly context-sensitive languageswas proposed for
better describing natural languages while keeping tractability [14]. Among several formalisms for realizing mildly context-
sensitiveness, we pickmultiple context-free grammars [22] for representing our learning targets.
The goal of this paper is to present how to learn some specific kinds of multiple context-free languages by
developing Clark and Eyraud’s technique for learning substitutable context-free languages. We introduce the notion
of multidimensional substitutability as a generalization of substitutability and demonstrate that the role played by
multidimensional substitutability in multiple context-free languages can be seen as the exact analogue of that of
substitutability in context-free languages, and that of reversibility in regular languages, as well. We would like the reader
to recall that a regular language L is said to be zero-reversible if and only if, for any strings x, y, x′, y′,
xy, xy′, x′y ∈ L implies x′y′ ∈ L
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and a substitutable language L satisfies that
xyz, xy′z, x′yz ′ ∈ L implies x′y′z ′ ∈ L.
Ourm-dimensional substitutability is roughly expressed as






1 . . . ymx
′
m ∈ L implies x′0y′1x′1 . . . y′mx′m ∈ L.
m-dimensional substitutability is a stronger restriction than substitutability. This definition itself does not give richer
language classes, but in fact this allows us to infer multiple context-free languages from finite sets of examples.
Section 2 reviews the definition and some properties of multiple context-free grammars. Section 3 introduces the
hierarchy ofmultidimensionally substitutable languages and gives some examples and counterexamples of those languages.
The main issue of this paper, learning multidimensionally substitutable multiple context-free languages, is discussed in
Section 4. We conclude this paper in Section 5 with discussing possible future directions of study.
2. Preliminaries
2.1. Definitions and Notations
The set of nonnegative integers is denoted by N and this paper will consider only numbers in N. The cardinality of a set S
is denoted by |S|. Ifw is a string over an alphabetΣ , |w| denotes its length.∅ is the empty set and λ is the empty string.Σ∗
denotes the set of all strings overΣ ,Σ+ = Σ∗ − {λ} andΣk = {w ∈ Σ∗ | |w| = k }. Any subset ofΣ∗ is called a language
(over Σ). If L is a finite language over Σ , its size is defined as ‖L‖ = |L| +∑w∈L |w|. For any x, x⟨m⟩ means the m-tuple of
x, while xm denotes the usual concatenation of x, e.g., x⟨3⟩ = ⟨x, x, x⟩ and x3 = xxx. Hence (Σ∗)⟨m⟩ is the set of m-tuples of
strings overΣ , which are calledm-words. Similarly we define (·)⟨∗⟩ and (·)⟨+⟩, where, for instance, (Σ∗)⟨+⟩ denotes the set of
allm-words for allm ≥ 1. For anm-word x⃗ = ⟨x1, . . . , xm⟩, |x⃗| denotes its lengthm and ‖x⃗‖ denotes its size m+∑1≤i≤m |xi|.
2.2. Identification in the limit from positive data
Our learning criterion is identification in the limit from positive data (or equivalently from text) introduced by Gold [12].
Let G be any recursive set of finite descriptions, called grammars, andL be a function from G to non-empty languages over
Σ . A learning algorithmA onG is an algorithm that computes a function from finite sequences of stringsw1, . . . , wn ∈ Σ∗
to G. We define a presentation of a language L to be an infinite sequence of elements (called positive examples) of L such
that every element of L occurs at least once. Given a presentation, we can consider the sequence of hypotheses that the
algorithm produces, writing Gn = A(w1, . . . , wn) for the nth such hypothesis. The algorithm A is said to identify the class
L of languages in the limit from positive data if for every L ∈ L, for every presentation of L, there is an integer n0 such that
for all n > n0, Gn = Gn0 and L = L(Gn0). For G′ ⊆ G satisfying that L = {L(G) | G ∈ G′ }, one also saysA identifies G′ in
the limit from positive data. For convenience, we often allow the learner to refer to the previous hypothesis Gn for computing
Gn+1 in addition to w1, . . . , wn+1. Obviously this relaxation does not effect the learnability of language classes. Moreover,
learning algorithms in this paper compute hypotheses from a set of positive examples by identifying a sequence with the
set consisting of the elements of the sequence.
2.3. Multiple context-free grammars
A context-free rule A → aBC is usually regarded as a rewriting instruction, which allows one to replace an occurrence of
A by aBC in a sequence of symbols, where A, B, C are nonterminal symbols and a is a terminal symbol. Another interpretation
of such a rule is that whenever B and C generate strings x and y, respectively, A generates axy. The rule tells us how strings
generated by A are constructed from strings generated by B and C . Nonterminal symbols of amultiple context-free grammar
(mcfg) generate tuples of strings, and rules recursively construct tuples of strings from tuples of strings. Ways of arranging
tuples of strings determined by rules of an mcfg will inevitably be more complicated than those by context-free rules, and
they are expressed by a class of functions, called linear functions.
Let us assume a countably infinite set Z of variables. A function from (Σ∗)⟨m1⟩ × · · · × (Σ∗)⟨mn⟩ to (Σ∗)⟨m⟩ is said to be
linear, if there is ⟨α1, . . . , αm⟩ ∈ ((Σ ∪ { zij ∈ Z | 1 ≤ i ≤ n, 1 ≤ j ≤ mi })∗)⟨m⟩ such that each variable zij occurs at most
once in ⟨α1, . . . , αm⟩ and
f (y⃗1, . . . , y⃗n) = ⟨α1[z⃗ := y⃗], . . . , αm[z⃗ := y⃗]⟩
for any y⃗i = ⟨yi1, . . . , yimi⟩ ∈ (Σ∗)⟨mi⟩ with 1 ≤ i ≤ n, where αk[z⃗ := y⃗] denotes the string obtained by replacing
each variable zij with the string yij. For example, g defined as g(⟨z11, z12⟩, ⟨z21, z22, z23⟩) = ⟨z12az21bz11, cc, z23⟩, where
a, b, c ∈ Σ , is linear, but h(⟨z11, z12⟩, ⟨z21, z22, z23⟩) = ⟨z11az21bz11, c, z23z22⟩ is not, because z11 occurs twice in the right-
hand side of the equality. A linear function is not allowed to duplicate arguments. The rank rank(f ) of f is defined to be n
and the size size(f ) of f is m + |α1 . . . αm|. The identity linear function on m-tuples is denoted by Im, that is, Im has rank 1
and Im(⟨z1, . . . , zm⟩) = ⟨z1, . . . , zm⟩.
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Amultiple context-free grammar (mcfg) is a tuple G = ⟨Σ, Vdim, F , P, S⟩, where
• Σ is a finite set of terminal symbols,
• Vdim = ⟨V , dim⟩ is the pair of a finite set V of nonterminal symbols and a function dim assigning a positive integer, called
a dimension, to each element of V ,
• F is a finite set of linear functions,2
• P is a finite set of rules of the form A → f (B1, . . . , Bn) where A, B1, . . . , Bn ∈ V and f ∈ F maps (Σ∗)⟨dim(B1)⟩ × · · · ×
(Σ∗)⟨dim(Bn)⟩ to (Σ∗)⟨dim(A)⟩,
• S ∈ V is called the start symbolwhose dimension is 1.
We will simply write V for Vdim if no confusion occurs. If rank(f ) = 0 and f () = y⃗, we may write A → y⃗ instead of A → f ().
For a rule of the form A → Im(B) with m = dim(A) = dim(B), we simply write A → B. The size ‖G‖ of G is defined as
‖G‖ = |P| +∑ρ∈P size(ρ)where size(A → f (B1, . . . , Bn)) = size(f )+ n+ 1.
The setL(G, A) of dim(A)-words generated by A ∈ V is recursively defined as follows:
• if A → w⃗ ∈ P , then w⃗ ∈ L(G, A);
• if A → f (B1, . . . , Bn) and w⃗i ∈ L(G, Bi) for all i = 1, . . . , n, then f (w⃗1, . . . , w⃗n) ∈ L(G, A);
• nothing else is inL(G, A).
The language L(G) generated by G is the set {w ∈ Σ∗ | ⟨w⟩ ∈ L(G, S) }. L(G) is called a multiple context-free language
(mcfl). Two grammars G and G′ are equivalent ifL(G) = L(G′).
An mcfg G is said to be p-dimensional if p is the maximum of dim(A) for its nonterminals A. We denote by G(p, r) the
collection of mcfgs G such that dim(A) ≤ p for all of its nonterminal A and rank(f ) ≤ r for all of its functions f and
define L(p, r) = {L(G) | G ∈ G(p, r) }. We also write G(p, ∗) = r∈N G(p, r) and L(p, ∗) = r∈N L(p, r). The class
of context-free grammars (cfgs) is identified with G(1, ∗) and that of linear grammars corresponds to G(1, 1). We have
L(1, 1) ( L(1, 2) = L(1, ∗), because every cfg in Chomsky normal form can be thought as an mcfg in G(1, 2),
Example 1. Let G be the mcfg ⟨Σ, V , F , P, S⟩ overΣ = {a, b, c, d}whose rules are
π1 : S → f (A, B) with f (⟨z11, z12⟩, ⟨z21, z22⟩) = ⟨z11z21z12z22⟩,
π2 : A → g(A) with g(⟨z1, z2⟩) = ⟨az1, cz2⟩, π3 : A → ⟨a, c⟩,
π4 : B → h(B) with h(⟨z1, z2⟩) = ⟨z1b, z2d⟩, π5 : B → ⟨b, d⟩,
where V = {S, A, B} with dim(S) = 1, dim(A) = dim(B) = 2, and F consists of f , g , h and the constant functions
appearing in the rules π3 and π5. One can see, for example, aabccd ∈ L(G): ⟨a, c⟩ ∈ L(G, A) by π3, ⟨aa, cc⟩ ∈ L(G, A)
by π2, ⟨b, d⟩ ∈ L(G, B) by π5 and ⟨aabccd⟩ ∈ L(G, S) by π1. We haveL(G) = { ambncmdn | m, n ≥ 1 }.
The following three, which are thought to be typical mildly context-sensitive languages [18], are also all mcfls:
{ anbncn | n ≥ 0 }, { ambncmdn | m, n ≥ 0 }, {ww | w ∈ Σ∗ }.
Seki et al. [22] and Rambow and Satta [20] have investigated the hierarchy of mcfls.
Proposition 1 (Seki et al. [22]). For p ≥ 1, L(p, ∗) ( L(p+ 1, ∗).
In fact { (aibi)p+1 | i ≥ 0 } ∈ L(p+ 1, 1)− L(p, ∗).
Proposition 2 (Rambow and Satta [20]). For p ≥ 2, r ≥ 1, L(p, r) ( L(p, r + 1) except for L(2, 2) = L(2, 3).
Furthermore Rambow and Satta show a trade-off between dimension and rank. This contrasts with Proposition 1.
Proposition 3 (Rambow and Satta [20]). For p ≥ 1, r ≥ 3 and 1 ≤ k ≤ r − 2, L(p, r) ⊆ L((k+ 1)p, r − k).
Proposition 4 (Seki et al. [22], Kaji et al. [15]). Let p and r be fixed. It is decidable in O(‖G‖2|w|p(r+1)) time whetherw ∈ L(G)
for any mcfg G ∈ G(p, r) andw ∈ Σ∗.
We close this subsection with introducing inessential restrictions on mcfgs. Let f be a linear function such that
f (z⃗1, . . . , z⃗n) = ⟨α1, . . . , αm⟩ for z⃗i = ⟨zi1, . . . , zimi⟩. If no αk from ⟨α1, . . . , αm⟩ is λ, f is said to be λ-free. If every variable
zij (1 ≤ i ≤ n and 1 ≤ j ≤ mi) occurs in ⟨α1, . . . , αm⟩, f is said to be non-erasing. A non-erasing function f is non-permuting
if zij always occurs to the left of zi(j+1) in α1 . . . αm for any i, j with 1 ≤ i ≤ n and 1 ≤ j < mi. A non-permuting function
f is moreover said to be non-merging if no αk has zijzi(j+1) as a substring for any i, j. An mcfg G is λ-free, non-erasing, non-
permuting, non-merging, if all of its functions are λ-free, non-erasing, non-permuting, non-merging, respectively. It is known
that every mcfg G ∈ G(p, r) has an equivalent λ-free and non-erasing mcfg G′ ∈ G(p, r) modulo λ [22] and moreover an
equivalent non-permuting one [17, page 408]. We show that being non-merging is not an essential restriction either.
2 We identify a function symbol with the function itself for convention.
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Lemma 1. Every non-permuting mcfg G ∈ G(p, r) has an equivalent non-merging one G′ ∈ G(p, r).
Proof. A merge µ on m-words is a linear function of rank 1 from (Σ∗)⟨m⟩ to (Σ∗)⟨k⟩ for some k with 1 ≤ k ≤ m
such that µ(⟨z1, z2, . . . , zm⟩) is defined to be ⟨z1 . . . zm1 , zm1+1 . . . zm2 , . . . , zmk−1+1 . . . zm⟩ for some m1, . . . ,mk−1 with
1 ≤ m1 < · · · < mk−1 < m. We define G′ to have nonterminals Aµ for nonterminals A of G and merges µ on dim(A)-
words. For each rule A → f (B1, . . . , Bn) of G and each merge µ on dim(A)-words, G′ has the rule of the form
Aµ → f µ(Bµ11 , . . . , Bµnn )
where f µ is defined to satisfy that
f µ(µ1(y⃗1), . . . , µn(y⃗n)) = µ(f (y⃗1, . . . , y⃗n))
and each µi, a merge on dim(Bi)-words, is chosen so that f µ is non-merging. Indeed µ1, . . . , µn are uniquely determined
by µ and f . For example, if
µ(f (⟨z11, z12, z13⟩, ⟨z21, z22, z23⟩)) = ⟨az11z12z21b, z13cz22z23⟩,
then the occurrences of z11z12 and z22z23 on the right hand side prevent the function from being non-merging, so we need
to merge those adjacent variables into one variable. We determine µ1, µ2 and f µ so that µ1(⟨z1, z2, z3⟩) = ⟨z1z2, z3⟩,
µ2(⟨z1, z2, z3⟩) = ⟨z1, z2z3⟩ and f µ(⟨z11, z12⟩, ⟨z21, z22⟩) = ⟨az11z21b, z12cz22⟩. It is easy to see that for any merge µ on
dim(A)-words, y⃗ ∈ L(G, A) iff µ(y⃗) ∈ L(G′, Aµ). The start symbol of G′ is of course S I1 . 
Example 2. Let us consider the mcfgwith the following rules, which is not non-merging:
S → f (A) with f (⟨z1, z2, z3⟩) = ⟨z1z2az3⟩,
S → g(A) with g(⟨z1, z2, z3⟩) = ⟨z1cz2z3⟩,
A → ⟨a, b, c⟩.
The proof above gives us a grammar with the rules
S I1 → f I1(Aµ1) with f I1(⟨z1, z2⟩) = ⟨z1az2⟩,
S I1 → g I1(Aµ2) with g I1(⟨z1, z2⟩) = ⟨z1cz2⟩,
Aµ1 → ⟨ab, c⟩, Aµ2 → ⟨a, bc⟩, Aµ3 → ⟨abc⟩, AI3 → ⟨a, b, c⟩,
where µ1(⟨z1, z2, z3⟩) = ⟨z1z2, z3⟩, µ2(⟨z1, z2, z3⟩) = ⟨z1, z2z3⟩ and µ3(⟨z1, z2, z3⟩) = ⟨z1z2z3⟩, and the last two rules are
useless.
We say that a linear function f is good if it is λ-free, non-erasing, non-permuting and non-merging, and that anmcfg G is
good if all of its functions are good. By combining the conversions given in [22], [17] and Lemma 1, we see that every mcfg
G ∈ G(p, r) has an equivalent good one G′ ∈ G(p, r)whose size is bounded by O(‖G‖) if we regard p and r as constants. We
hereafter assume that all mcfgs in this paper are good.
3. Multidimensional substitutable languages
3.1. Multidimensional substitutability and multiple context-free hierarchy
This section introduces the notion of p-dimensional substitutability as a generalization of substitutability by Clark and
Eyraud [10]. Let  ∉ Σ be a new symbol, which represents a hole. If x ∈ (Σ ∪ {})∗ contains m occurrences of , then x is
called anm-context. For anm-context x = x0x1 · · ·xm with x0, . . . , xm ∈ Σ∗ and anm-word y⃗ = ⟨y1, . . . , ym⟩ ∈ (Σ∗)⟨∗⟩,
we define an operation⊙ by x⊙ y⃗ = x0y1x1 . . . ymxm. x⊙ y⃗ is defined only when x contains exactly |y⃗| occurrences of . For
a positive integer p, a language L is said to be pd-substitutable if and only if 3
x1 ⊙ y⃗1, x1 ⊙ y⃗2, x2 ⊙ y⃗1 ∈ L implies x2 ⊙ y⃗2 ∈ L
for any x1, x2 ∈ Σ∗(Σ+)m−1Σ∗, y⃗1, y⃗2 ∈ (Σ+)⟨m⟩ and m ≤ p. For notational convenience, we write Σ [m] for
Σ∗(Σ+)m−1Σ∗. By S(p) we denote the class of pd-substitutable languages. It is an immediate consequence of the
definition that S(p + 1) ⊆ S(p) for any p ≥ 1 and in fact the inclusion is proper. Clark and Eyraud’s original notion of
substitutability [10] is our 1d-substitutability. Thus apparently our generalization of the notion of substitutability does not
introduce richer classes of languages. The following examples however demonstrate how nicely pd-substitutability works
in p-dimensional mcfls.
3 It is possible to define p-dimensional substitutability so that the implication holds even when m-contexts x1, x2 and m-words y⃗1, y⃗2 contain λ as
components (replacing Σ+ above by Σ∗ in the definition). All discussions of this paper work under this alternative definition, but then p-dimensional
substitutability will be too strong a restriction. Under this alternative definition, the assumption that all mcfgs are λ-free and non-merging will be
unnecessary.
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Example 3. LetΣm = { ai | 1 ≤ i ≤ 2m } ∪ {#i | 1 ≤ i < 2m } and
Lm = { an1#1an2#2 . . .#2m−1an2m | n ≥ 0 }.
For anym, p ≥ 1, Lm ∈ S(p). Moreover any finite subset K ( Lm is a member of S(m− 1), but K is not in S(m) if |K | ≥ 2. Let
Km = {#1 . . .#2m−1, a1#1 . . .#2m−1a2m }, for example. The leastmd-substitutable language including Km is in fact Lm.4
Lm is a typical m-dimensional mcfl. In fact Lm ∈ L(m, 1)− L(m− 1, ∗). To learn Lm from finitely many examples, pd-sub-
stitutability with p < m is not a sufficiently strong assumption, whilemd-substitutability is better suited. One may think of
md-substitutability in m-dimensional mcfls for m ≥ 1 as a generalization of 1d-substitutability in context-free languages
(cfls), as well as an analogue of zero-reversibility in regular languages.
Example 4. LetΣ ′m = { ai, bi | 1 ≤ i ≤ m } ∪ {#i | 1 ≤ i < 2m } and
L′m = { ana1 #1bnb1 #2ana2 #3bnb2 #4 . . .#2m−2anam #2m−1bnbm | na, nb ≥ 0 }.
For any m, p ≥ 1, L′m ∈ S(p). Let K ′m = {#1 . . .#2m−1, a1#1b1#2 . . .#2m−2am#2m−1bm }. Then K ′m ∈ S(m − 1) − S(m). The
leastmd-substitutable language including K ′m is in fact L′m.
Thus those typical p-dimensional mcfls can be reasonably inferred from some finite subsets with assuming pd-substitut-
ability. Therefore we are concerned with the classes of languages that are in S(p) and at the same time in L(p, ∗). Let us
denote SL(p, r) = S(p) ∩ L(p, r) and SL(p, ∗) = S(p) ∩ L(p, ∗).
On the other hand, some other typical p-dimensional mcfls are not pd-substitutable. We say that two m-words y⃗1 and
y⃗2 are substitutable for each other in L, when for any x ∈ Σ [m] it holds that x⊙ y⃗1 ∈ L iff x⊙ y⃗2 ∈ L.
Example 5. The language L−2 = { an1#an2#an3#an4 | n ≥ 0 } is not 2d-substitutable. If a 2d-substitutable language L contains
### and a1#a2#a3#a4 as L−2 does, then ⟨#,#⟩ and ⟨a1#a2, a3#a4⟩ should be substitutable for each other in L. This entails
that a1a1#a2a2a3#a4a3#a4 ∈ L− L−2 .
The language Lreverse = {w#wR | wR is the reverse of w ∈ {a, b}∗ } is 1d-substitutable but not 2d-substitutable.
Actually even { an#an | n ≥ 0 } is not 2d-substitutable. Suppose that a 2d-substitutable language L contains aaa#aaa.
Then ⟨aa#, a⟩ and ⟨a,#aa⟩ are substitutable for each other, because of the shared 2-context aaa. At the same time
aaa#aaa = aaa ⊙ ⟨aa#, a⟩, so L must contain aaaa#aa = aaa ⊙ ⟨a,#aa⟩, too. This shows that even a singleton
language may not be 2d-substitutable, which contrasts the fact that every singleton is 1d-substitutable.
The language Lcopy = {w#w | w ∈ {a, b}∗ } is not 1d-substitutable. If a 1d-substitutable language L contains a#a and
b#b as Lcopy does, they should be substitutable for each other. aa#aa ∈ L entails ab#ba ∈ L− Lcopy.
When the language L1 = { an1#1an2 | n ≥ 0 } is generated by a cfg, only nesting structural interpretation is possible, while by
a 2-dimensionalmcfg, cross-serial dependency is also a possible interpretation at the same time. One cannot decide which
is the underlying structure from strings only. Actually if our learning algorithm for 2d-substitutable mcfls, which will be
presented later, gets two examples a1#1a2 and a1a1#1a2a2, both interpretations are realized in the conjectured grammar.
3.2. Comparison with simple external contextual languages
Wewill extend the operator⊙ so that x⃗⊙ y⃗ is defined for x⃗ ∈ ((Σ∪{})∗)⟨+⟩ if x⃗ contains exactly |y⃗| occurrences of. For
instance, ⟨a, bcd,e⟩ ⊙ ⟨y1, y2, y3, y4⟩ = ⟨a, by1cy2d, y3ey4⟩. Simple external contextual (sec) languages are important
mildly context-sensitive languages in the context of grammatical inference [4,19,2]. For p ≥ 1 and q ≥ 0, a p, q-sec grammar
G overΣ is a pair ⟨B, C⟩ where B ∈ (Σ∗)⟨p⟩ and C ⊆ (Σ∗Σ∗)⟨p⟩ with |C | ≤ q. The p, q-sec language L(G) generated by a
p, q-sec grammar G is defined as
L(G) = {w1 . . . wp ∈ Σ∗ | ⟨w1, . . . , wp⟩ = x1 ⊙ · · · ⊙ xn ⊙ B, xi ∈ C, n ≥ 0 }
(⊙ is associative). Let SEC(p, q) denote the class of p, q-sec language. We note that SEC(p, q) ⊆ L(p, 1).
The languages Lm in Example 3 and L′m in Example 4 are in SEC(m, 1) ∩ SL(m, 1). However the classes SL(p, ∗) and
SEC(p, ∗) are incomparable. For example,
{ an1#1an2#2 . . .#2p−1an2p | n ≥ 0 } ∪ { bn1$1bn2$2 . . . $2p−1bn2p | n ≥ 0 }
is in SL(p, 1) for all p ≥ 2 but is not in SEC(p′, q) for any p′, q ≥ 0. On the other hand, Lreverse from Example 5 is in SEC(1, 2)
and is not 2d-substitutable. { anbn | n ≥ 1 } ∈ SEC(1, 1) is not 1d-substitutable either.
4 Those claims of Example 3 are proven in the Appendix.
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4. Learning pD-substitutable multiple context-free languages
4.1. Learning algorithm
Let us arbitrarily fix a positive integer p and a non-negative integer r . This section presents a learning algorithm that
identifies the class SL(p, r) in the limit from positive data. However we do not yet have any grammatical characterization of
this class as is the case for 1d-substitutable cfls. For mathematical completeness, yet we have to define our learning target
by saying that our target representations are mcfgs in G(p, r) generating pd-substitutable languages, though this property
is not decidable. While we have S(p + 1) ( S(p) and L(p, r) ( L(p + 1, r), the classes SL(p, r) and SL(p + 1, r) are
incomparable, unless r = 0.
We remark that our algorithm is easily modified to learn the class SL(p, ∗) if we give up the polynomial-time
computability as we will discuss later. On the other hand SL(∗, r) = p∈N SL(p, r) is not identifiable in the limit from
positive data unless r = 0. Let L∗ = { anbcnden | n ≥ 0 }. It is easy to see that all finite subsets of L∗ are in SL(1, 0), while
L∗ ∈ SL(2, 1).
Our learning algorithm A(p, r) for SL(p, r), which is shown as Algorithm 1, is a natural generalization of Clark and
Eyraud’s original algorithm for SL(1, 2) = SL(1, ∗) [10]. If the new positive example is generated by the previous
hypothesis, it keeps the hypothesis. Otherwise,A(p, r) computes an mcfg G(K) from the set K of positive examples given
so far. The set of nonterminals is defined as
VK = { y⃗ ∈ (Σ+)⟨m⟩ | x⊙ y⃗ ∈ K for some x ∈ Σ [m] and 1 ≤ m ≤ p } ∪ {S},
where dim(y⃗) = |y⃗|. We will write [[y⃗]] instead of y⃗ for clarifying that it means a nonterminal symbol (indexed with y⃗). PK
consists of the following rules:
• (Type I) [[y⃗]] → f ([[y⃗1]], . . . , [[y⃗n]]) if there is a good function f of rank n ≤ r such that y⃗ = f (y⃗1, . . . , y⃗n), where
[[y⃗]], [[y⃗1]], . . . , [[y⃗n]] ∈ VK − {S};
• (Type II) [[y⃗]] → [[y⃗ ′]]wherem = |y⃗| ≤ p, if there is x ∈ Σ [m] such that x⊙ y⃗, x⊙ y⃗ ′ ∈ K ;• (Type III) S → [[⟨w⟩]] ifw ∈ K ;
and FK is the set of functions requested in the definition of PK . As VK is finite, FK and PK are also finite. G(K) =
⟨Σ, VK , FK , PK , S⟩ ∈ G(p, r) is the conjecture by A(p, r). Instead of having rules of the form X → Y of Type II and Type
III, one may merge X and Y for downsizing the output as Clark and Eyraud does in [10].
We want each nonterminal symbol [[y⃗]] to generate y⃗. This property is realized by the rules of Type I. For example, for
p = r = 2 and K = {acb}, one has the following rules π1, . . . , π5 of Type I that have [[⟨a, b⟩]] on their left hand side:
π1 : [[⟨a, b⟩]] → ⟨a, b⟩,
π2 : [[⟨a, b⟩]] → fa([[⟨b⟩]]) with fa(⟨z⟩) = ⟨a, z⟩,
π3 : [[⟨a, b⟩]] → fb([[⟨a⟩]]) with fb(⟨z⟩) = ⟨z, b⟩,
π4 : [[⟨a, b⟩]] → g([[⟨a⟩]], [[⟨b⟩]]) with g(⟨z1⟩, ⟨z2⟩) = ⟨z1, z2⟩,
π5 : [[⟨a, b⟩]] → [[⟨a, b⟩]],
where π1 indeed generates ⟨a, b⟩, while π5 is superfluous. Instead of generating ⟨a, b⟩ directly by π1, one can generate it
by two steps with π3 and π6 : [[⟨a⟩]] → ⟨a⟩ (or π2 and π7 : [[⟨b⟩]] → ⟨b⟩), or by three steps by π4, π6 and π7. One may
regard application of a rule of Type I as a decomposition of the m-word that appears on its left hand side. If the grammar
had only rules of Type I, then each nonterminal [[y⃗]] generates y⃗ only. Here Type III rules appear to be trivial: the initial
symbol S generates elements of K . Rules of Type II represent the pd-substitutability. By definition, if there is x ∈ Σ [m] such
that x ⊙ y⃗, x ⊙ y⃗ ′ ∈ K , then y⃗ and y⃗ ′ are substitutable for each other and this is realized by the rules [[y⃗]] → [[y⃗ ′]] and
[[y⃗ ′]] → [[y⃗]].
Clearly if K ⊆ K ′, all the rules of G(K) are also those of G(K ′) and hence L(G(K)) ⊆ L(G(K ′)). The learner A(p, r)
monotonically expands the conjecture until it converges.
Example 6. Let p = 2 and r = 1. Let us consider the grammar G(K) = ⟨Σ, VK , FK , PK , S⟩ for
K = { a#1b#2c#3d, a#1#2c#3, aa#1b#2cc#3d }.
We see that VK contains the following four nonterminals and others:
[[⟨a#1#2c#3⟩]], [[⟨a#1, c#3⟩]], [[⟨#1b,#3d⟩]], [[⟨#1,#3⟩]] ∈ VK .
PK contains at least the following four rules of Type I:
[[⟨a#1#2c#3⟩]] → f ([[⟨a#1, c#3⟩]]) where f (⟨z1, z2⟩) = ⟨z1#2z2⟩,
[[⟨a#1, c#3⟩]] → g([[⟨#1,#3⟩]]) where g(⟨z1, z2⟩) = ⟨az1, cz2⟩,
[[⟨#1b,#3d⟩]] → h([[⟨#1,#3⟩]]) where h(⟨z1, z2⟩) = ⟨z1b, z2d⟩,
[[⟨#1,#3⟩]] → ⟨#1,#3⟩,
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Algorithm 1A(p, r)
Data: A sequence of stringsw1, w2, . . .
Result: A sequence of mcfgs G1,G2, · · · ∈ G(p, r)
let Gˆ be an mcfg such thatL(Gˆ) = ∅;
for n = 1, 2, . . . do
read the next stringwn;
ifwn ∉ L(Gˆ) then
let Gˆ = G(K)where K = {w1, . . . , wn};
end if
output Gˆ as Gn;
end for
as well as the following rules of Type II:
[[⟨#1,#3⟩]] → [[⟨a#1, c#3⟩]] due to (ab#2cd)⊙ ⟨#1,#3⟩, (ab#2cd)⊙ ⟨a#1, c#3⟩ ∈ K ,
[[⟨#1,#3⟩]] → [[⟨#1b,#3d⟩]] due to (a#2c)⊙ ⟨#1,#3⟩, (a#2c)⊙ ⟨#1b,#3d⟩ ∈ K ,
and their symmetries [[⟨a#1, c#3⟩]] → [[⟨#1,#3⟩]] and [[⟨#1b,#3d⟩]] → [[⟨#1,#3⟩]], too, and the rule S → [[⟨a#1#2c#3⟩]] of
Type III. Thus G(K) generates every string derived by the mcfg G∗ with the rules
S → f (A), A → g(A), A → h(A), A → ⟨#1,#3⟩,
where f , g, h denote the same functions as in G(K). We have L(G∗) = { am#1bn#2cm#3dn | m, n ≥ 0 } ⊆ L(G(K)). Here
many other nonterminals and rules of G(K) are suppressed, but indeed it holds that L(G(K)) = L(G∗) as we will prove
later. Note thatL(G∗) ∈ SL(2, 1).
4.2. Correctness of the algorithm
We first confirm thatA(p, r) is consistent.
Lemma 2. K ⊆ L(G(K)) for any finite language K .
Proof. Ifw ∈ K , by definition G(K) has the rules S → [[⟨w⟩]] and [[⟨w⟩]] → ⟨w⟩. 
We then show that the language conjectured by our algorithmA(p, r) is always a subset of the target language.
Lemma 3. For any L ∈ S(p) and any finite subset K of L, if w⃗ ∈ L(G(K), [[y⃗]])with [[y⃗]] ∈ VK−{S}, then y⃗ and w⃗ are substitutable
for each other in L.
Proof. Let Gˆ = G(K). We prove the lemma by induction on the derivation of w⃗ ∈ L(G(K), [[y⃗]]). Suppose that w⃗ =
f (w⃗1, . . . , w⃗n) ∈ L(Gˆ, [[y⃗]]) due to the rule [[y⃗]] → f ([[y⃗1]], . . . , [[y⃗n]]) of Type I and w⃗i ∈ L(Gˆ, [[y⃗i]]) for i = 1, . . . , n.
Note that the base case is when n = 0. The presence of the rule implies the existence of x ∈ Σ [|w⃗|] such that
x⊙ y⃗ = x⊙ f (y⃗1, . . . , y⃗n) ∈ K ⊆ L.
The induction hypothesis says that y⃗i and w⃗i are substitutable for each other in L. Recall that the rule f is designed to be
good. This allows us the following inference:
x⊙ y⃗ = x⊙ f (y⃗1, y⃗2, . . . , y⃗n) ∈ L =⇒ x⊙ f (w⃗1, y⃗2, . . . , y⃗n) ∈ L =⇒ · · ·
=⇒ x⊙ f (w⃗1, . . . , w⃗n−1, y⃗n) ∈ L =⇒ x⊙ f (w⃗1, . . . , w⃗n−1, w⃗n) = x⊙ w⃗ ∈ L.
Thus y⃗ and w⃗ are substitutable for each other.
Suppose that w⃗ ∈ L(Gˆ, [[y⃗]]) due to the rule [[y⃗]] → [[y⃗ ′]] of Type II and w⃗ ∈ L(Gˆ, [[y⃗ ′]]). By the presence of the rule, y⃗
and y⃗ ′ are substitutable for each other in L. By the induction hypothesis, y⃗ ′ and w⃗ are substitutable for each other. Hence y⃗
and w⃗ are also substitutable for each other in L, too. 
Lemma 4. For any L ∈ S(p) and any finite subset K of L, it holds thatL(G(K)) ⊆ L.
Proof. Let Gˆ = G(K). Ifw ∈ L(Gˆ), i.e., ⟨w⟩ ∈ L(Gˆ, S), there is [[⟨y⟩]] ∈ VK such that S → [[⟨y⟩]] is a rule of Type III of Gˆ, with
y ∈ K , and ⟨w⟩ ∈ L(Gˆ, [[⟨y⟩]]). By Lemma 3, ⟨y⟩ and ⟨w⟩ are substitutable for each other in L. ⊙ ⟨y⟩ ∈ K ⊆ L implies that
⊙ ⟨w⟩ = w ∈ L. 
The conjectured language may be properly smaller than the target, when the given data are not rich enough. We now
define a finite subset of the target language which ensures correct convergence of the conjecture of our learning algorithm.
For a goodmcfg G ∈ G(p, r) generating the target language, we define KG so that for each rule from G, it contains a shortest
string fromL(G)which is derived using that rule at least once.
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For the sake of rigorousness, we give a formal definition of KG here. For nonterminals A and B of G, we recursively define
X(G, A/B) to satisfyX(G, A/B)⊙L(G, B) ⊆ L(G, A), where the operation⊙ is naturally generalized for sets, by
• ⟨dim(A)⟩ ∈ X(G, A/A);
• if A → f (B1, . . . , Bn) is a rule and x⃗j ∈ X(G, Bj/C) for some j ∈ {1, . . . , n} and y⃗i ∈ L(G, Bi) for the other
i = 1, . . . , j− 1, j+ 1, . . . , n, then f (y⃗1, . . . , y⃗j−1, x⃗j, y⃗j+1, . . . , y⃗n) ∈ X(G, A/C);
• nothing else is inX(G, A/B).
If G is a cfg,X(A/B) represents the set { x1x2 ∈ Σ∗Σ∗ | A⇒∗G x1Bx2 }, where⇒∗G denotes the derivation relation of G.
We assume a total order ≺ or ≼ on Σ and extend it to m-contexts and m-words. Say, for any x, y ∈ Σ [m] , x ≺ y iff either|x| < |y| or |x| = |y| and x is lexicographically before y where  is assumed to be the least element in Σ ∪ {}. For any
x⃗, y⃗ ∈ (Σ∗)⟨m⟩, x⃗ ≺ y⃗ iff x1 · · ·xm ≺ y1 · · ·ym for x⃗ = ⟨x1, . . . , xm⟩ and y⃗ = ⟨y1, . . . , ym⟩. We then define the set KG as
follows:
y⃗A = minL(G, A),
xA = min{ x ∈ Σ [dim(A)] | ⟨x⟩ ∈ X(G, S/A) },
KG = { xA ⊙ f (y⃗B1 , . . . , y⃗Bn) | A → f (B1, . . . , Bn) ∈ P }.
Example 7. Let G have the following rules
π1 : S → f (A) with f (⟨z1, z2⟩) = ⟨z1#2z2⟩,
π2 : A → g(A) with f (⟨z1, z2⟩) = ⟨az1, cz2⟩,
π3 : A → h(A) with f (⟨z1, z2⟩) = ⟨z1b, z2d⟩,
π4 : A → ⟨#1,#3⟩,
where dim(S) = 1 and dim(A) = 2. We have
xS = , y⃗S = ⟨#1#2#3⟩, xA = #2, y⃗A = ⟨#1,#3⟩.
For the rule π1, we have xS ⊙ f (y⃗A) = #1#2#3 ∈ KG, for the rule π2, we have xA ⊙ g(y⃗A) = a#1#2c#3 ∈ KG, for the rule π3,
we have xA⊙ h(y⃗A) = #1b#2#3d ∈ KG, for the rule π4, we have xA⊙⟨#1,#3⟩ = #1#2#3 ∈ KG, and nothing else is in KG. That
is, KG = {#1#2#3, a#1#2c#3, #1b#2#3d}.
Lemma 5. For any G ∈ G(p, r), if KG ⊆ K, thenL(G) ⊆ L(G(K)).
Proof. Let Gˆ = G(K). We show by induction that w⃗ ∈ L(G, A) implies w⃗ ∈ L(Gˆ, [[y⃗A]]). Because Gˆ has the rule S → [[y⃗S]],
this proves the lemma.
Suppose that w⃗ = f (w⃗1, . . . , w⃗n) ∈ L(G, A) due to the rule A → f (B1, . . . , Bn) and w⃗i ∈ L(G, Bi) for i = 1, . . . , n. The
base case is when n = 0. Let y⃗ = f (y⃗B1 , . . . , y⃗Bn). By definition we have xA ⊙ y⃗ ∈ K and thus [[y⃗]] → f ([[y⃗B1 ]], . . . , [[y⃗Bn ]]) is
a rule of Gˆ. By xA ⊙ y⃗A ∈ K , Gˆ has the rule [[y⃗A]] → [[y⃗]], too. Applying those two rules to w⃗i ∈ L(Gˆ, [[y⃗Bi ]]) for i = 1, . . . , n,
which are obtained by the induction hypothesis, we have that w⃗ = f (w⃗1, . . . , w⃗n) ∈ L(Gˆ, [[y⃗A]]). 
Corollary 1. For any mcfg G ∈ G(p, r) generating a language in S(p),A(p, r) identifiesL(G) in the limit from positive data.
Proof. If the conjectured language L(G(K)) is not correct, Lemma 4 ensures the existence of w ∈ L(G) − L(G(K)). By
K ⊆ L(G(K)) (Lemma 2), w has not yet appeared in K andA(p, r) will see w later. HenceA(p, r) will discard the current
conjecture at some point. FinallyA(p, r) converges to the target language by Lemma 5. 
One can modify the learning algorithm so that it learns SL(p, ∗) by removing the restriction on the rank of the
hypothesized grammar. The rank is now bounded by the length ℓK of a longest example given so far, because we still restrict
functions of grammars to be λ-free. Let us call the learning algorithm obtained by this wayA(p, ∗).
Corollary 2. A(p, ∗) identifies SL(p, ∗) in the limit from positive data.
4.3. Efficiency of the algorithm
Wediscuss in this subsection the efficiency of our learning algorithm in terms of time for updating the conjecture and the
amount of data for convergence. This measurement is proposed by de la Higuera [13]. His definition was initially designed
for learning of regular languages and it is controversial whether it is suitable for learning non-regular languages. Wakatsuki
and Tomita [24] have proposed to measure the complexity of an algorithm dealing with cfgs by the parameter called the
maximal thickness tG of G together with the size of the grammar G. The thickness of a nonterminal symbol A is defined to
be the length of a shortest string derived from A and tG is the maximum of the thicknesses of the nonterminals. Instead of
the original definition, we would like the thickness τG of a grammar G to be defined as the maximal of the thickness of the
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rules where the thickness of a rule ρ is defined to be the length of a shortest string in L(G) that is derived with using ρ at
least once. It is easy to see that τG ≤ ‖G‖tG. This works well for mcfgs as well as for cfgs. Hence a value is bounded by a
polynomial in ‖G‖τG if and only if it is bounded by a polynomial in ‖G‖tG. The following is our criterion for efficient learning,
which is a slight modification of de la Higuera’s definition [13].
Definition 1. A representation class G of mcfgs is identifiable in the limit from positive data with polynomial time and data if
and only if there exists an algorithmA such that
1. given a set K of positive examples,A returns a hypothesis Gˆ in polynomial time in ‖K‖,
2. for each grammar G∗ ∈ G, there exists a finite set K∗ of examples such that
• |K∗| is bounded by a polynomial in ‖G∗‖ [6],
• ‖K∗‖ is bounded by a polynomial in ‖G∗‖τG∗ ,
• if K∗ ⊆ K ⊆ L(G∗),A converges to a grammar Gˆ such thatL(Gˆ) = L(G∗).
Clark and Eyraud’s [10] and Yoshinaka’s [25] learning algorithms for (k, l-)substitutable cfls satisfy this definition.
Lemma 6. Our algorithmA(p, r) computes its hypothesis Gˆ in polynomial time in the total size of the given examples.
Proof. By Proposition 4, themembership of the new examplew to the current hypothesis Gˆ is decidable inO(‖Gˆ‖2|w|p(r+1))
time. As we will see below, it holds that ‖Gˆ‖ ∈ O(|K |2ℓ2pr+2p+1K ) where ℓK = max{ |w| | w ∈ K }. Thus the membership
is decidable in polynomial time in ‖K‖. Suppose that the new example w is not generated by the current hypothesis. Then
A(p, r) computes G(K) = ⟨Σ, VK , FK , PK , S⟩.
Each rule of Type I is constructed from a single word w ∈ K . If G(K) has [[y⃗]] → f ([[y⃗1]], . . . , [[y⃗n]]), there is x =
x0x1 · · ·xm ∈ Σ [m] such that w = x ⊙ f (y⃗1, . . . , y⃗n) ∈ K , where m = |y⃗|. Here the occurrences of x0, . . . , xm and yij
from y⃗i = ⟨yi1, . . . , yimi⟩with 1 ≤ i ≤ n and 1 ≤ j ≤ mi are pairwise non-overlapping inw. Let k = m+ 1+m1+ · · · +mn
denote the number of those substrings. The fragments of w that are not covered by those k substrings are from f itself.
This factorization of w is determined by specifying where each of the k substrings starts and ends except that the starting
position of x0 and the ending position of xm are predetermined. Thus there exist at most (|w| + 1)2k−2 ≤ (|w| + 1)2p(r+1)
such factorizations ofw, becausem,mi ≤ p, n ≤ r and thus k ≤ p+1+pr . The size of the rule is bounded by O(|w|). Hence
we need O(|K |ℓ2pr+2p+1K ) time to compute rules of Type I.
Each rule of Type II is constructed by comparing two words w1, w2 ∈ K , which are not necessarily distinct. There are
at most (|wi| + 1)2p pairs of xi and y⃗i to be considered such that xi ⊙ y⃗i = wi for each i = 1, 2. Determining whether
x1 = x2 is done in linear time in |w1| + |w2| and the size of the rule has the same bound O(|w1| + |w2|). Thus we need
O(|w1|2p|w2|2p|w1w2|) time to construct all the possible rules of Type II fromw1, w2 ∈ K . Hence we need O(|K |2ℓ4p+1K ) time
to compute rules of Type II.
G(K) has exactly |K | rules of Type III of size O(ℓK ).
All in all, it takes O(|K |2ℓ2pr+2p+1K ) time to construct G(K) and its size ‖G(K)‖ has the same bound. 
HenceA(p, r) updates its hypothesis quickly if p and r are small.
Lemma 7. |KG| ≤ |P| and ‖KG‖ ≤ |P|τG where G = ⟨Σ, V , F , P, S⟩.
Proof. Each rule of G determines one element in KG, whose length is exactly the thickness of the rule. We have |KG| ≤ ‖G‖
and ‖KG‖ ≤ |KG|τG ≤ |P|τG. 
The size of KG does not depend on p and r , while the updating time is polynomial only when p and r are fixed. This contrasts
to Yoshinaka’s discussion on the learning efficiency of k, l-substitutable cfls [25], which are another extension of Clark and
Eyraud’s work [10]. His algorithm updates the conjecture in polynomial time independently of k and l, while the size of data
for convergence is bounded by a polynomial whose degree is linear in k+ l.
Theorem 1. The learning algorithmA(p, r) identifies SL(p, r) in the limit from positive data with polynomial time and data.
Concerning the algorithmA(p, ∗) for SL(p, ∗), its updating time is not bounded by a polynomial any longer, while KG still
works well forA(p, ∗).
5. Discussion
This paper has demonstrated how Clark and Eyraud’s approach for learning cfls with substitutability [10] works in the
learning ofmcfls. pd-substitutability seems to nicely fit into p-dimensionalmcfls as a generalization of 1d-substitutability
in cfls, which is the exact analogue of reversibility in regular languages. The obtained learnable classes are however not
rich, as we have seen in Section 3 that several rather simple languages are not 2d-substitutable. pd-substitutability easily
causes too much generalization from finite languages even when p = 2.
Still, the technique presented in this paper can be applied to learning of more interesting classes of languages. Alexander
Clark has suggested in personal communication to apply our technique to the learning of finite state transducers (fsts),
where a straightforward encoding of fsts in mcfgs underlies. If an fst T translates an input string x ∈ Σ∗ into an output
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string y ∈ ∆∗, the corresponding mcfg GT generates x#y, where # ∉ Σ ∪ ∆ is a special delimiter. The states of T are
converted to nonterminals of dimension 2 in GT , and if T has a rule q1
x/y−→ q2, by which the machine changes its state from
q1 to q2 by reading x and outputting y, GT has the rule q1 → fx/y(q2) with fx/y(z1, z2) = ⟨xz1, yz2⟩. Moreover for the initial
state q0, GT has the rule S → f#(q0)with f#(z1, z2) = ⟨z1#z2⟩ and for each final state q, GT has the rule q → ⟨λ, λ⟩.
Let us say that an fst T is reversible if
⟨x1x2, y1y2⟩, ⟨x1x′2, y1y′2⟩, ⟨x′1x2, y′1y2⟩ ∈ R(T ) implies ⟨x′1x′2, y′1y′2⟩ ∈ R(T ),
where R(T ) ⊆ Σ∗ × ∆∗ is the relation defined by T . Then our learning algorithm for multidimensionally substitutable
mcfgs is redesigned for learning reversible fsts. For each example of the form ⟨x1x2, y1y2⟩ ∈ Σ∗ × ∆∗ from the positive
data set K , the conjectured transducer TK has a state [[⟨x2, y2⟩]], from which the machine goes to a final state when reading
x2 with outputting y2. Thus [[⟨λ, λ⟩]] should be the unique final state of TK . The rules are now given as follows:
• (Type I) [[⟨x1x2, y1y2⟩]] x1/y1−−→ [[⟨x2, y2⟩]];
• (Type II) [[⟨x2, y2⟩]] λ/λ−→ [[⟨x′2, y′2⟩]],
if there are x1, y1 such that ⟨x1x2, y1y2⟩, ⟨x1x′2, y1y′2⟩ ∈ K ;
• (Type III) q0 λ/λ−→ [[⟨x, y⟩]]where q0 is the initial state, if ⟨x, y⟩ ∈ K .
Thiswill give a learner for reversible fsts.Moreover this technique is easily generalized for learning k, l-reversible fsts, which
satisfy that
⟨x1ux2, y1vy2⟩, ⟨x1ux′2, y1vy′2⟩, ⟨x′1ux2, y′1vy2⟩ ∈ R(T ) implies ⟨x′1ux′2, y′1vy′2⟩ ∈ R(T )
for any u ∈ Σk and v ∈ ∆l. Similarly one can think of learning of synchronous (pd-)substitutable (m)cfgs as well.
When we augment our technique with queries, much richer classes of mcfls become learnable. Yoshinaka and
Clark [28] present a polynomial-time algorithm for learning congruentialmcfls, which properly includemultidimensionally
substitutablemcfls, with a minimally adequate teacher. Yoshinaka [27] also presents an algorithm that efficiently learns an
even richer class of mcfls from positive data and membership queries.
Probabilistic learning of mcfls is also a natural future direction of research, which should be achieved by combining
Clark’s techniques for PAC-learning of unambiguous NTS languages [7].
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Appendix. Proofs for the claims on Example 3
LetΣm = { ai | 1 ≤ i ≤ 2m } ∪ {#i | 1 ≤ i < 2m } and Lm = {wn | n ≥ 0 }where
wn = an1#1an2#2 . . .#2m−1an2m.
Fact 1. For any m, p ≥ 1, Lm ∈ S(p).
Proof. Suppose that x ⊙ y⃗, x ⊙ y⃗ ′, x′ ⊙ y⃗ ∈ Lm where x, x′ ∈ Σ [p] and y⃗, y⃗ ′ ∈ (Σ∗)⟨p⟩. We write x = x0 · · ·xp,
x′ = x′0 · · ·x′p, y⃗ = ⟨y1, . . . , yp⟩ and y⃗ ′ = ⟨y′1, . . . , y′p⟩. For i, j such that 1 ≤ i ≤ j ≤ m, letMi,j = a∗i #ia∗i+1#i+1 . . .#ja∗j+1.
Let
Γm = {Mi,j | 1 ≤ i ≤ j ≤ m } ∪ { a+i | 1 < i < m } ∪ {a∗1, a∗m}
and call each element of Γm an Lm-category. Each of x0, y1, x1, . . . , yp, xp belongs to exactly one Lm-category by assuming
that if x0 = λ, then it belongs to a∗1 (not to a∗m) and if xp = λ, it belongs to a∗m.
The fact x ⊙ y⃗, x ⊙ y⃗ ′ ∈ Lm implies that yi and y′i belong to the same Lm-category for all i = 1, . . . , p. The fact
x ⊙ y⃗, x′ ⊙ y⃗ ∈ Lm implies that xi and x′i belong to the same Lm-category for all i = 0, . . . , p. This implies that
x′ ⊙ y⃗ ′ ∈ a∗1#1a∗2#2 . . .#2m−1a∗2m. Let n1, n2, n3, n4 ∈ N be such that wn1 = x ⊙ y⃗, wn2 = x ⊙ y⃗ ′, wn3 = x′ ⊙ y⃗. An
easy arithmetic calculation on the number of occurrences of symbols ai shows that x⃗ ′⊙ y⃗ ′ = wn4 for n4 = n2+ n3− n1. 
Fact 2. Any finite subset K ( Lm is a member of S(m− 1).
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Proof. Suppose that x⊙ y⃗, x⊙ y⃗ ′, x′ ⊙ y⃗ ∈ K where x, x′ ∈ Σ [p] and y⃗, y⃗ ′ ∈ (Σ∗)⟨p⟩ and p < m. It is enough to show that
x′ ⊙ y⃗ ′ ∈ K . Since each stringwn ∈ Lm contains 2m− 1 delimiters, for x⊙ y⃗ = x0y1x1 . . . ypxp = wn, it must happen either
• x0 starts with an1#1,• xp ends with #2m−1anm,• xi contains #k−1ank#k for some i, k,• yi contains #k−1ank#k for some i, k.
If yi contains #k−1ank#k for some i, k, then x⊙ y⃗ = x′⊙ y⃗ = wn. An easy arithmetical calculation on the number of occurrences
of symbols ai shows that x⊙ y⃗ ′ = x′ ⊙ y⃗ ′ = wn′ for some n′. For the other three cases, we have x⊙ y⃗ = x⊙ y⃗ ′ = wn and
x′ ⊙ y⃗ = x′ ⊙ y⃗ ′ = wn′ for some n′. 
Fact 3. The least md-substitutable language L containingw0 andw1 is Lm.
Proof. Let
xk = ak1ak2#2ak3 · · ·ak2m−2#2m−2ak2m−1ak2m ∈ Σ [m] ,
y⃗ = ⟨#1,#3, . . . ,#2m−1⟩ ∈ (Σ∗)⟨m⟩,
y⃗ ′ = ⟨a1#1a2, a3#3a4, . . . , a2m−1#2m−1a2m⟩ ∈ (Σ∗)⟨m⟩.
By w0 = x0 ⊙ y⃗ ∈ L and w1 = x0 ⊙ y⃗ ′ ∈ L, y⃗ and y⃗ ′ are substitutable for each other in L. By induction on k, we infer
wk+1 = xk+1 ⊙ y⃗ ′ ∈ L fromwk = xk ⊙ y⃗ ∈ L for all k ≥ 1. 
Claims on Example 4 can be proven in a similar fashion.
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