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ABSTRAK
Wireless Quality of Service (QOS) adalah salah satu
dimensi mobilitas, yaitu sebuah metode yang digunakan untuk
menjaga kualitas suatu jaringan nirkabel. QOS diperlukan
sebagai sebuah metode untuk memenuhi kriteria pelayanan
sistem bagi pengguna, yaitu confidentiality, integrity, dan
availability. Beberapa aspek yang menjadi topik utama dalam
QOS adalah failure and recovery mechanism, variable bandwidth,
computing distribution, discovery mechanism, variable lantency,
dan performance feedback. Wireless yang dibahas pada Tugas
Akhir ini dititik beratkan pada jaringan seluler yang cenderung
tidak reliable pada daerah tertentu. Oleh karena itu dibutuhkan
sebuah mekanisme yang dapat mengatasi tidak stabilnya jaringan
seluler tersebut.
Dalam Tugas Akhir ini dibangun suatu mekanisme untuk
menerapkan wireless quality of service. Implementasi mekanisme
yang diterapkan pada Tugas Akhir ini adalah dengan
menerapkan load switching pada jaringan seluler dengan
menggunakan beberapa provider. Provider yang dipilih adalah
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provider yang menggunakan frekuensi GSM dengan
mempertimbangkan beberapa aspek, diantaranya adalah network
reachable, round trip time, dan throughput. Beberapa aspek
tersebut kemudian dilakukan komputasi sehingga menghasilkan
sebuah parameter yang dijadikan pedoman pemilihan jaringan.
Implementasi Tugas Akhir ini menggunakan load
switching pada Software Defined Network (SDN) dengan
protokol OpenFlow. Software Defined Network ini digunakan
sebagai framework komunikasi pada suatu arsitektur jaringan.
Aplikasi load switching yang digunakan akan menentukan sebuah
flow berdasarkan parameter yang telah dibuat.
Uji coba yang diterapkan pada Tugas Akhir ini meliputi
uji coba fungsionalitas dan uji coba performa dengan
menggunakan beberapa kondisi skenario yang telah ditentukan.
Berdasarkan hasi uji coba dapat disimpulkan bahwa sistem yang
dibuat pada Tugas Akhir ini dapat menerapkan wireless quality
of service dan meningkatkan network reliability sebesar 65,29%
dan 83,87% lebih baik untuk penggunaan tanpa waktu tunggu
dan dengan waktu tunggu pada suatu jaringan dinamis.
Kata kunci: wireless quality of service, software defined network,
load switching, jaringan seluler, OpenFlow.
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ABSTRACT
Wireless Quality of Service (QOS) is the one of mobility
dimension, that is a method to keep the quality of the wireless
network. QOS is required as a method to meet the criteria of
system services to client, that is confidentiality, integrity, and
availability. Some aspects of QOS main topic is failure and
recovery mechanism, variable bandwidth, computing distribution,
discovery mechanism, variable latency, and performance
feedback. Wireless in this final project refers to cellular network
that tend to be unreliable in some areas. Therefore, it needs some
mechanism to handle the stability of the cellular network.
This final project has been developed some mechanism to
implementing wireless quality of service. Implementation of that
mechanism is applying a load switching algorithm in cellular
network by using multiple provider. Provider has been chosen by
using GSM frequency and considered by some aspects, including
network reachable, round trip time, and throughput. Some of that
aspects calculated and produce some parameter to select the best
network later.
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Implementation of this final project is using load
switching in Software Defined Network (SDN) with OpenFlow
protocol. Software Defined Network is used as communication
framework in some network architectures. load switching
application used to consider flow according to the calculated
parameter.
Testing implementation of this final project includes
functionality test and performance test with determined scenarios.
According to the test result, it can be concluded that system in
this final project can provide wireless quality of services and
improve network reliability 65,29% and 83,87% better without
waiting time and using waiting time in the dynamic network.
Kata kunci: wireless quality of service, software defined network,
load switching, cellular network, OpenFlow.
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1BAB I
PENDAHULUAN
Bab ini menjelaskan tentang hal-hal yang mendasari
pengerjaan Tugas Akhir ini, antara lain latar belakang, rumusan
masalah, tujuan pembuatan Tugas Akhir, manfaat pembuatan Tugas
Akhir, metodologi, dan sistematika penulisan buku Tugas Akhir.
1.1. Latar Belakang
Perkembangan teknologi informasi yang sangat pesat dapat
merubah pola hidup manusia dalam menjalani aktivitas sehari-hari.
Salah satu perkembangan teknologi informasi yang merubah pola
hidup manusia adalah perkembangan internet. Internet dibutuhkan
karena hampir semua aktivitas manusia pada era modern ini
menuntut mobilisasi yang tinggi. Selain dituntut untuk mobilisasi
yang tinggi, manusia pada era modern ini juga dituntut untuk
multitasking, artinya dapat melakukan beberapa tugas atau aktivitas
dalam waktu yang bersamaan. Oleh karena itu, dibutuhkan koneksi
internet untuk memenuhi kebutuhan mobilisasi dan multitasking
yang dapat dinikmati kapanpun dan dimanapun meski sedang dalam
perjalanan.
Kebutuhan akses internet yang tinggi menyebabkan Internet
Service Provider (ISP) berlomba-lomba untuk memberikan
pelayanan yang terbaik bagi pelanggan mereka dengan berbagai
infrastruktur yang dimiliki. Salah satu infrastruktur yang diberikan
kepada pelanggan agar dapat menikmati internet adalah melalui
jaringan seluler (Cellular Network). Jaringan seluler menggunakan
Base Transceiver Station (BTS) sebagai titik akses. Teknologi pada
jaringan seluler yang berkembang saat ini adalah teknologi 4G
(Fourth Generation). Teknologi 4G menggunakan Long-Range Base
Technologies yang memungkinkan pengguna untuk melakukan akses
kepada layanan yang berbeda, peningkatan jangkauan akses, dan
memberikan akses yang lebih terpercaya (aspek keamanan). Layanan
24G akan memberikan akses data melalui beberapa teknologi berbasis
IP dan menawarkan beberapa bit rates sampai dengan 50 Mbps [1].
Meskipun teknologi jaringan seluler yang sudah dikembangkan saat
ini sudah mendukung kecepatan akses yang tinggi dan jangkauan
yang lebih luas, perangkat komunikasi yang menggunakan jaringan
seluler harus berada pada range BTS agar dapat berkomunikasi satu
sama lain. Apabila sebuah perangkat yang menggunakan jaringan
seluler berada pada sebuah wilayah yang tidak terjangkau oleh sinyal
dari BTS dengan baik maka perangkat tersebut tidak dapat
melakukan komunikasi secara maksimal. Wilayah yang memiliki
sinyal rendah tersebut sering dijumpai ketika berada di daerah
pelosok dimana jumlah tower BTS masih sangat sedikit.
Akses internet dibutuhkan untuk menyelesaikan berbagai
aktivitas manusia. Untuk menunjang aspek mobilisasi dan
multitasking maka tidak jarang seseorang membutuhkan akses
internet kapan saja dan dimana saja, meskipun sedang dalam
perjalanan. Ketika berada di dalam suatu perjalanan khususnya
perjalanan darat (kereta api, bus, maupun kendaraan pribadi)
seringkali terdapat suatu wilayah yang tidak dapat dijangkau oleh
jaringan seluler. Hal ini menyebabkan pengguna tidak dapat
mengakses suatu informasi melalui jaringan dan tidak memenuhi
persyaratan Quality of Service (QOS). Agar memenuhi persyaratan
Quality of Service, salah satu poin yang harus dipenuhi adalah suatu
arsitektur jaringan tersebut dapat menangani bandwidth yang
berubah-ubah (variable bandwidth) setiap saat [1]. Salah satu metode
yang dapat digunakan untuk menangani hal ini adalah dengan
melakukan load switching untuk pemilihan bandwidth tertinggi pada
beberapa ISP menggunakan Software Defined Network (SDN) yang
di implementasikan pada teknologi WLAN. Load switching yang
dimaksud adalah pemilihan jalur aliran data dipilih berdasarkan
kondisi resource yang terbaik dengan menggunakan parameter
tertentu.
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Software Defined Network (SDN) dipilih sebagai
implementasi sistem karena SDN menyediakan fasilitas Application
Programming Interface (API). API yang tersedia pada SDN dapat
mengetahui statistik suatu perangkat dan memberikan kebebasan
programmer untuk mengembangkan sebuah aplikasi pada perangkat
tersebut. Infrastruktur SDN juga memungkinkan sebuah arsitektur
jaringan tidak terpaku pada perangkat dengan vendor tertentu, karena
SDN menggunakan standar protokol OpenFlow untuk berkomunikasi
dengan sebuah perangkat.
1.2. Rumusan Permasalahan
Rumusan masalah yang akan dibahas dalam tugas akhir ini
dapat disebutkan sebagai berikut :
1. Bagaimana program dapat melakukan deteksi dynamic network
secara realtime?
2. Bagaimana program dapat melakukan pemilihan koneksi terbaik
ketika terjadi perubahan bandwidth?
3. Bagaimana program dapat diimplementasikan dengan software
defined network?
4. Bagaimana program dapat melakukan manajemen client yang
terkoneksi ke sistem dan bersifat sementara?
5. Bagaimana program dapat melakukan manajemen koneksi yang
sedang berjalan?
1.3. Batasan Masalah
Permasalahan yang dibahas dalam tugas akhir ini memiliki
beberapa batasan antara lain:
1. Program yang dibuat menggunakan bahasa pemrograman java
dengan memanfaatkan REST API.
2. Framework yang digunakan adalah OpenDaylight Helium-SR4.
3. Algoritma yang digunakan untuk pemilihan ISP adalah
algoritma least connections.
44. ISP yang dilakukan load switching menggunakan 4 ISP GSM
(Telkomsel, Indosat Ooredoo, XL, 3).
5. Arsitektur jaringan yang digunakan menggunakan 1 controller,
4 modem GSM, 4 raspberrypi, dan 1 router.
6. Parameter yang menjadi acuan untuk pemilihan jalur koneksi
adalah roud trip time (RTT), received throughput, send
throughput, dan network reachable.
7. Konfigurasi IP address pada pengguna menggunakan IP address
statis.
1.4. Tujuan
Tujuan dari pembuatan tugas akhir ini antara lain:
1. Membuat sebuah aplikasi yang dapat meningkatkan network
reliability pada jaringan dinamis.
2. Melakukan sebuah manajemen client yang terkoneksi dengan
sistem dan bersifat sementara.
3. Melakukan manajemen koneksi dan report.
1.5. Manfaat
Manfaat dari pembuatan tugas akhir ini antara lain:
1. Memberikan layanan koneksi internet yang stabil secara
realtime ketika berpindah dari suatu lokasi ke lokasi yang lain.
2. Menjadikan informasi dapat disampaikan kapanpun dan
dimanapun dengan gangguan jaringan yang sekecil mungkin.
1.6. Metodologi
Adapun langkah-langkah yang ditempuh dalam pengerjaan
Tugas Akhir ini adalah sebagai berikut:
1. Penyusunan proposal Tugas Akhir
Tahap awal untuk memulai pengerjaan Tugas Akhir ini
adalah penyusunan proposal Tugas Akhir. Proposal tugas akhir berisi
tentang deskripsi pendahuluan dari tugas akhir mengenai
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implementasi Load Switching pada jaringan seluler menggunakan
Software Defined Network yang akan dibuat. Pendahuluan ini terdiri
atas hal yang menjadi latar belakang diajukannya usulan tugas akhir,
rumusan masalah yang diangkat, batasan masalah untuk tugas akhir,
tujuan dari pembuatan tugas akhir, dan manfaat dari hasil pembuatan
tugas akhir. Selain itu dijabarkan pula tinjauan pustaka yang
digunakan sebagai referensi pendukung pembuatan tugas akhir. Sub
bab metodologi berisi penjelasan mengenai tahapan penyusunan
tugas akhir mulai dari penyusunan proposal hingga penyusunan buku
tugas akhir. Terdapat pula sub bab jadwal kegiatan yang menjelaskan
jadwal pengerjaan tugas akhir.
2. Studi Literatur
Tahap ini merupakan tahap pencarian informasi untuk
pembelajaran teori-teori pendukung Tugas Akhir ini.
Pada studi literatur ini, akan dipelajari sejumlah referensi
yang diperlukan dalam pembuatan aplikasi yang berasal dari paper,
tutorial, dan publikasi ilmilah lainnya. Materi yang dijadikan
referensi yaitu mengenai Wireless Quality of Service, load
switching/load balancing, jaringan GSM, software defined network,
dynamic network area, danWireless Local Area Network (WLAN).
3. Analisis dan Perancangan Sistem
Tahap ini merupakan analisis dan perancangan sistem
berdasarkan studi literatur dan mempelajari konsep sistem dan
aplikasi yang akan dibuat. Dengan berbekal teori, metode, dan
informasi yang sudah terkumpul pada tahap sebelumnya, diharapkan
dapat membantu proses perancangan sistem.
4. Implementasi Sistem
Tahap ini merupakan implementasi rancangan sistem yang
telah dibuat. Tahap ini merealisasikan apa yang terdapat pada
tahapan perancangan yang telah dibuat sebelumnya, sehingga
menjadi sebuah rancang bangun sistem yang sesuai dengan apa yang
6telah direncanakan.
Implementasi sistem yang akan dibuat akan menggunakan
sistem jaringan riil yaitu menggunakan 4 buah modem GSM dengan
interface USB, 4 buah Raspberrypi, dan sebuah server dengan
menggunakan controller OpenDaylight.
5. Pengujian dan Evaluasi
Aplikasi akan diuji setelah selesai diimplementasikan
menggunakan skenario yang sudah dipersiapkan. Pengujian pada
Tugas Akhir ini akan dipisahkan menjadi 2 tahap, yaitu:
1. Pengujian fungsionalitas, pengujian ini meliputi pengujian
fungsi-fungsi pokok sistem agar dapat menjalankan fungsi-
fungsi utama pada sistem. Pengujian fungsionalitas meliputi
inisialisasi controller, onisialisasi load switching, pengambilan
statistik throughput, memasukkan data ke database, penentuan
flow, proses dial-up, forwarding paket, pengambilan dan
pengiriman throughput dan inisialisasi network monitoring.
2. Pengujian performa, pengujian performa digunakan untuk
mengetahui apakah sistem dapat menjalankan fungsi utama
dengan baik. Pada pengujian ini akan dihitung nilai-nilai
performa yang dibutuhkan, meliputi nilai performa sebelum
menggunakan sistem load switching dan setelah menggunakan
sistem load switching. Parameter yang dijadikan nilai acuan
adalah network reachable, round trip time, throughput, dan
latency yang diperoleh oleh client.
1.7. Sistematika Penulisan Tugas Akhir
Buku Tugas Akhir ini disusun dengan sistematika penulisan
seperti yang tertera di bawah sehingga diharapkan dapat berguna
bagi pembaca yang tertarik untuk melanjutkan pengembangan.
Antara lain sebagai berikut:
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BAB I. PENDAHULUAN
Bab ini berisi latar belakang, rumusan permasalahan,
tujuan, manfaat, batasan permasalahan, metodologi, dan
sistematika penulisan.
BAB II. TINJAUAN PUSTAKA
Bab ini berisi dasar teori yang mendukung dalam
pembuatan Tugas Akhir ini.
BAB III. ANALISIS DAN PERANCANGAN SISTEM
Bab ini berisi tentang perancangan sistem yang terdiri
dari perancangan perangkat lunak yang digambarkan
dalam diagram alir, perancangan arsitektur jaringan
dalam diagram arsitektur.
BAB IV. IMPLEMENTASI
Bab ini membahas implementasi dari perancangan
perangkat lunak dan perancangan arsitektur jaringan yang
dibahas pada bab sebelumnya.
BAB V. UJI COBA DAN EVALUASI
Bab ini menjelaskan pengujian perangkat lunak dengan
melakukan serangkaian pengujian seperti pengujian
fungsionalitas, dan uji performa. Pengujian akan
dilakukan dengan menggunakan jaringan riil dan
menggunakan transportasi darat agar mendapatkan
kondisi jaringan secara dinamis, kemudian mengevaluasi
konfigurasi yang dipakai untuk selanjutnya agar
didapatkan hasil terbaik.
BAB VI. PENUTUP
Bab ini menyampaikan kesimpulan dari hasil uji coba
yang dilakukan dan membahas saran untuk
pengembangan lebih lanjut.
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92BAB II
TINJAUAN PUSTAKA
Bab ini menjelaskan teori-teori yang berhubungan dengan
sistem yang diimplementasikan. Hal ini bertujuan untuk memberikan
gambaran umum terhadap sistem yang dibuat dan berguna untuk
menunjang pembuatan sistem sehingga kebutuhannya dapat
diketahui.
2.1. Wireless Quality of Service
Quality of Service (QOS) dalam konteks jaringan nirkabel
(wireless) adalah salah satu dimensi mobilitas, yaitu suatu hal yang
dapat membedakan aplikasi mobile berbeda dengan kondisinya
ketika diam [1]. QOS diperlukan sebagai sebuah metode untuk
memenuhi kriteria pelayanan sistem bagi pengguna, yaitu
confidentiality, integrity, dan availability. Beberapa aspek yang
menjadi topik utama dalam QOS adalah failure and recovery
mechanism, variable bandwidth, computing distribution, discovery
mechanism, variable lantency, dan performance feedback. Solusi
yang diberikan berdasarkan problem dari beberapa aspek tersebut
berbeda-beda tergantung dari arsitektur yang kita tentukan untuk
mengimplementasikan sistem yang kita buat.
2.2. Load Switching
Load Switching adalah sebuah metode yang termasuk
dalam metode load balancing yang berfungsi untuk mendistribusikan
lalu lintas data diantara beberapa sumber daya server [2]. Sebuah
perangkat atau aplikasi yang memiliki fungsi untuk menjalankan
metode load balancing disebut dengan load balancer. Load balancer
bertindak sebagai pengatur lalu lintas yang menerima permintaan
lalu lintas yang datang. Kemudian load balancer meneruskannya
kepada semua server yang mampu menangani permintaan tersebut
dengan cara memaksimalkan kecepatan dan kapasitas dari
pendayagunaan server dan memastikan bahwa tidak ada satupun
server yang bekerja terlalu banyak (overworked) sehingga
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menyebabkan performa server menurun. Implementasi load balancer
memiliki fungsi yang beragam, diantaranya adalah sebagai load
switching, traffic engineering, dan intelligent traffic switching.
Algoritma yang digunakan pada metode load balancing
sangat bervariasi, tergantung dengan kebutuhan sistem dan
permasalahan yang akan ditangani. Algoritma yang diterapkan pada
suatu sistem atau perangkat bisa jadi berbeda dengan sistem atau
perangkat yang lain. Beberapa algoritma load balancing yang sering
digunakan yaitu:
1. Round Robin, yaitu sebuah metode pembagian lalu lintas data
yang masuk dengan cara mendistribusikan kepada seluruh
kelompok server secara berurutan. Sehingga terbentuk suatu
putaran atau urutan server yang dapat melayani permintaan secara
merata [3]. Secara umum, algoritma round robin ditunjukkan
pada gambar 2.1 berikut ini.
Gambar 2.1. Algoritma Round Robin [3]
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2. Least Connection, yaitu sebuah metode pendistribusian lalu lintas
data yang masuk dengan cara mengirimkan permintaan yang baru
kepada server dengan koneksi aktif ke klien yang paling sedikit
[4]. Kapasitas komputasi dari setiap server dapat berbeda-beda
dalam menentukan banyaknya koneksi kepada klien. Secara
umum, algoritma least connection ditunjukkan pada gambar 2.2
berikut ini.
Gambar 2.2. Algoritma Least Connection [4]
3. Hash, yaitu sebuah metode pendistribusian lalu lintas data dengan
cara menghitung nilai hash kemudian mengirimkan permintaan
ke server. Algoritma hash hampir mirip dengan algoritma
persistent load balancing, dimana suatu koneksi dari client yang
telah memiliki session diteruskan kepada server yang selalu sama
[5]. Secara umum, algoritma hash dapat ditunjukkan pada gambar
2.3 berikut ini.
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Gambar 2.3. Algoritma Hash [5]
2.3. Jaringan Seluler
Jaringan seluler (Cellular Network) adalah sebuah jaringan
telekomunikasi yang menggunakan jaringan radio dan menggunakan
beberapa pemancar yang berdaya rendah (multiple low-power
transmitter) kurang dari 100 W [6]. Karena sistem pemancar yang
digunakan memiliki daya yang rendah, maka jaringan seluler dibagi
menjadi beberapa area. Setiap area pada jaringan seluler dibagi
menjadi beberapa sel (cell), setiap sel akan dilayani oleh sebuah
antena dan akan dialokasikan pada frekuensi tertentu yang dilayani
oleh base station. Sebuah base station terdiri dari transmitter,
receiver, dan control unit.
Setiap base station yang berdekatan dapat berkomunikasi
dan akan membentuk sebuah pattern yang menyelimuti area tersebut.
Pattern yang digunakan biasanya membentuk square pattern atau
hexagonal pattern seperti yang ditunjukkan pada gambar 2.4
geometri seluler berikut ini.
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Gambar 2.4. Geometri Jaringan Seluler [6]
Teknologi pada jaringan seluler yang berkembang saat ini
adalah teknologi 4G (Fourth Generation). Teknologi 4G
menggunakan Long-Range Base Technologies yang memungkinkan
pengguna untuk melakukan akses kepada layanan yang berbeda,
peningkatan jangkauan akses, dan memberikan akses yang lebih
terpercaya (aspek keamanan). Layanan 4G akan memberikan akses
data melalui beberapa teknologi berbasis IP dan menawarkan
beberapa bit rates sampai dengan 50 Mbps [1].
2.4. Software Defined Network
Software Defined Network (SDN) merupakan sebuah
arsitektur jaringan yang dinamis, dapat dikelola (manageable), hemat
biaya, dan mudah beradaptasi dengan perubahan kondisi jaringan [7].
Secara umum, arsitektur software defined network adalah
sebagai berikut:
● Directly programmable, kontrol pada jaringan dapat diprogram
secara langsung karena dipisahkan dari fungsi forwarding.
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● Agile, lapisan kontrol abstrak dari fungsi forwarding dapat
memungkinkan seorang administrator untuk mengatur sebuah
lalu lintas data (flow) pada jaringan yang besar secara dinamis
dan sesuai dengan kebutuhan.
● Centrally managed, sistem pengatur sebuah jaringan dipusatkan
pada software-based SDN Controllers dan hanya dapat terlihat
oleh aplikasi dan policy sebagai sebuah logical switch.
● Programmatically configured, SDN memberikan administrator
jaringan untuk melakukan konfigurasi, manajemen, pengamanan,
dan optimisasi sebuah jaringan secara cepat dan dinamis melalui
program SDN yang otomatis.
● Open standards-based and vendor-neutral, SDN memberikan
keleluasaan penggunaan karena SDN menyederhanakan dan
melakukan standarisasi sebuah desain jaringan dan operasi
jaringan yang secara khusus telah ditentukan oleh suatu merk
tertentu.
2.4.1.Controller
Saat buku Tugas Akhir ini ditulis, terdapat banyak ragam
controller yang dapat mendukung arsitektur software defined
network, diantaranya adalah POX, RYU, Cisco SDN, HP SDN,
OpenDaylight, dan lain-lain.
OpenDaylight Controller adalah sebuah Java Virtual
Machine (JVM) software yang dapat berjalan di semua sistem
operasi dan hardware selama mendukung Java [8]. Controller yang
digunakan merupakan implementasi dari konsep Software Defined
Network (SDN) dan menggunakan beberapa tools yaitu :
1. Maven, maven digunakan untuk mempermudah membangun
otomatisasi.
2. OSGi, framework ini merupakan back-end dari OpenDaylight
yang memungkinkan untuk memuat bundel secara dan paket
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JAR file secara dinamis, kemudian mengikat bundel bersama
untuk bertukar informasi.
3. Java interfaces, Java interfaces digunakan untuk event listening,
spesifikasi, dan pembentukan pattern.
4. REST API, Representational State Transfer Application
Program Interface (REST API) digunakan untuk
menghubungkan OpenDaylight dengan aplikasi yang dibangun,
misalnya sebagai manajemen topologi, host tracker, flow
programmer, routing, dll.
OpenDaylight mendukung beberapa fitur yang penting
dalam pengembangan Software Defined Network, antara lain :
Microservices Architecture, Multiprotocol Support, Security,
Scalability, Stability, dan Performance, serta memiliki arsitektur
yang ditunjukkan pada gambar 2.5 berikut ini.
Gambar 2.5. Arsitektur Controller OpenDaylight Helium [9]
2.4.2. OpenFlow
OpenFlow adalah sebuah standar komunikasi pada jaringan
yang mendefinisikan antara lapisan kontrol dan lapisan forwarding
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dari sebuah arsitektur SDN. OpenFlow memungkinkan akses
langsung dan melakukan manipulasi dari forwarding plane pada
sebuah perangkat jaringan seperti switch dan router, baik secara fisik
maupun virtual (hypervisor-based).
Beberapa fitur yang ditawarkan oleh OpenFlow digambarkan
oleh gambar 2.6 sebagai berikut:
Gambar 2.6. Fitur OpenFlow [8]
2.4.3. REST (Representational State Transfer) API
REST API adalah sebuah abstraksi dari elemen pada
arsitektur yang terdapat pada sistem hypermedia terdistribusi [10].
REST API pada aplikasi web service menerapkan konsep
perpindahan antar state. State dapat digambarkan seperti browser
ketika meminta suatu halaman web, maka server akan mengirimkan
state halaman web yang sekarang ke browser. Bernavigasi melalui
link-link yang disediakan sama halnya dengan mengganti state dari
halaman web. Begitu pula REST bekerja, dengan bernavigasi melalui
link-link HTTP untuk melakukan aktivitas tertentu, seakan-akan
terjadi perpindahan state satu sama lain. Perintah HTTP yang bisa
digunakan adalah fungsi GET, POST, PUT, dan DELETE. Proses
pengiriman dan penerimaan data dalam bentuk XML tanpa ada
protokol pemaketan data, sehingga informasi yang diterima lebih
mudah dibaca dan dilakukan parsing di sisi client.
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Dalam pengaplikasiannya, REST lebih banyak digunakan
untuk web service yang berorientasi pada resource. Maksudnya
orientasi pada resource adalah orientasi yang menyediakan resource-
resource sebagai layanannya dan bukan kumpulan dari aktivitas yang
mengolah resource itu. Beberapa contoh web service yang
menggunakan REST adalah : Flickr API, YouTube API, dan
Amazon API.
2.5. Dynamic Network Area
Dynamic network adalah suatu kondisi dimana jaringan yang
diterima pada sebuah perangkat mengalami perubahan kenaikan atau
penurunan secara signifikan ketika berada di suatu wilayah tertentu.
Dynamic network biasanya ditemui ketika sebuah perangkat
berpindah dari satu tempat ke tempat lainnya. Ketika sebuah
perangkat berada pada kondisi jaringan yang tidak stabil maka
mengakibatkan data yang diterima atau dikirim tidak optimal, dan
penggunaan baterai lebih banyak.
Salah satu area yang termasuk area paling buruk pada
jaringan dinamis adalah blank spot area. Blank spot area atau dalam
referensi lain disebut sebagai dead zone, call drop, dan lain-lain
adalah sebuah area dimana jaringan seluler tidak dapat digunakan
karena mengalami interferensi atau kondisi sinyal yang rendah
(karena terlalu jauh dengan tower BTS) [6]. Akibat dari blank spot
area ini adalah paket yang dikirimkan oleh client akan di drop oleh
sistem, sehingga komunikasi dan pertukaran data tidak dapat
dilakukan.
Pada jaringan wireless khususnya jaringan seluler terdapat 2
(dua) aspek inti yang sangat mempengaruhi komunikasi, yaitu
kekuatan sinyal (signal strength) dan perambatan sinyal (signal
propagation). Meskipun pada suatu daerah seorang client memeroleh
sinyal yang tinggi, namun apabila perambatan sinyal lambat maka
kecepatan yang akan didapat juga tidak maksimal. Pengaruh aktivitas
manusia juga dapat menyebabkan gangguan dalam komunikasi
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wireless. Misalnya, suara knalpot kendaraan bermotor yang memiliki
frekuensi lebih tinggi dari frekuensi jaringan seluler di kota besar.
2.6. Wireless Local Area Network
Wireless Local Area Network (WLAN) adalah sebuah metode
distribusi jaringan nirkabel untuk menghubungkan dua atau lebih
perangkat jaringan dengan menggunakan gelombang radio
berfrekuensi tinggi [11]. Sederhananya, WLAN mengombinasikan
antara Wired Local Area Network dan Mobile Data Network. Pada
gambar 2.7 berikut ini menunjukkan perbedaan antara LAN nirkabel
yang mendukung ekstensi LAN dan kebutuhan akses nomaden dan
nirkabel ad hoc LAN. Dalam kasus yang pertama, LAN nirkabel
membentuk infrastruktur stasioner yang terdiri dari satu atau lebih
sel dengan modul kontrol untuk setiap sel. Dalam sel, mungkin ada
sejumlah sistem akhir stasioner. Stasiun nomaden dapat berpindah
dari satu sel ke sel lain. Sebaliknya, tidak ada infrastruktur untuk
jaringan ad hoc. Sebaliknya, koleksi rekan stasiun dalam jangkauan
satu sama lain mungkin dinamis mengkonfigurasi diri ke jaringan
sementara.
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Gambar 2.7. Konfigurasi Wireless Local Area Network [6]
Pada gambar 2.8 berikut ini menunjukkan perbandingan Wired LAN,
Wireless LAN, dan Mobile Data Network menggunakan grafik Kivat.
Gambar 2.8. PerbandinganMobile Data Network menggunakan Grafik
Kivat [6]
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3BAB III
ANALISIS DAN PERANCANGAN SISTEM
Bab ini secara khusus menjelaskan perancangan sistem yang
dibuat dalam Tugas Akhir ini. Bab ini berisi deskripsi umum sistem,
arsitektur sistem, perancangan arsitektur jaringan, perancangan
proses beserta alurnya, dan perancangan antarmuka sustem traffic
monitoring.
3.1. Deskripsi Umum Sistem
Sistem yang dibangun pada Tugas Akhir ini berupa sebuah
aplikasi load switching yang diimplementasikan pada software
defined network (SDN) dengan controller OpenDaylight. Aplikasi
load switching yang dibuat diharapkan dapat beradaptasi dengan
kondisi jaringan yang tidak stabil, khususnya jaringan seluler.
Sehingga aplikasi dapat menyesuaikan dan meminimalisasi adanya
gangguan ketika kondisi jaringan sedang tidak stabil. Aplikasi yang
dibuat dengan memanfaatkan protokol OpenFlow agar aplikasi dapat
berjalan dengan baik pada software defined network.
Secara umum, aplikasi akan menggunakan 4 (empat) modem
sebagai jalur koneksi. Berdasarkan 4 (empat) perangkat modem
tersebut akan diambil koneksi terbaik berdasarkan kualitas
throughput yang dihasilkan oleh masing-masing koneksi per detik.
Masing-masing data throughput tersebut kemudian dikirimkan ke
controller untuk memodifikasi tabel throughput port (tx dan rx) pada
tabel port controller. Setelah data throughput pada tabel throughput
port pada controller dimodifikasi, maka aplikasi yang berada pada
mesin controller akan memasukkan data tersebut ke database
influxdb agar data tersimpan dan dapat dianalisis lebih lanjut.
Setelah data throughput dimasukkan ke database influxdb
maka aplikasi akan menentukan jalur terbaik saat itu dengan
menggunakan rumus sebagai berikut:
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(3.1)
(3.2)
(3.3)
Keterangan:
Rx1 = Jumlah paket yang diterima pada detik pertama (bytes)
Rx2 = Jumlah paket yang diterima pada detik kedua (bytes)
Tx1 = Jumlah paket yang dikirim pada detik pertama (bytes)
Tx2 = Jumlah paket yang dikirim pada detik kedua (bytes)
Rxbps= Paket yang diterima per detik (byte per second)
Txbps = Paket yang dikirim per detik (byte per second)
RTT = Round Trip Time (waktu yang dibutuhkan sebuah paket untuk
kembali ke pengirim) (miliseconds)
kemudian aplikasi akan melakukan pembuatan flow (jalur data) yang
akan digunakan oleh client ke internet. Proses tersebut akan
berlangsung terus menerus selama aplikasi dijalankan.
Arsitektur sistem secara umum ditunjukkan pada gambar 9
dibawah ini. Pada gambar 3.1 dibawah dapat dilihat bahwa mesin
controller akan menjalankan 2 (dua) aplikasi yaitu controller
OpenDaylight dan aplikasi load switching. Router akan menjalankan
sistem operasi Mikrotik RouterOS dan menjalankan protokol
OpenFlow. Sedangkan Raspberrypi akan menjalankan aplikasi
throughput monitor dan melakukan pengiriman parameter
throughput.
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Gambar 3.1. Arsitektur Sistem secara Umum
3.2. Arsitektur Sistem
Rancangan arsitektur sistem pada Tugas Akhir ini dibuat
dengan memanfaatkan protokol OpenFlow untuk berkomunikasi
dengan controller. Protokol OpenFlow dirancang dengan
memisahkan antara lapisan aplikasi (application layer), lapisan
kontrol (control layer), dan lapisan infrastruktur (infrastructure layer)
seperti yang digambarkan pada gambar 3.2. Rancangan pada
implementasi Tugas Akhir ini disusun berdasarkan gambar berikut:
Gambar 3.2. Arsitektur Jaringan OpenFlow [12]
24
Dilihat dari gambar diatas dapat disimpulkan bahwa
controller berkomunikasi dengan switch yang menerapkan protokol
OpenFlow melalui jalur secure channel (SSL) untuk membuat sebuah
flow table yang ditanamkan pada sebuah hardware.
Alur dari proses sebuah pertukaran data dimulai dari
masuknya suatu paket ke dalam OpenFlow switch. OpenFlow switch
akan mengirimkan data paket tersebut kepada controller untuk
melakukan pengecekan pada flow table terhadap sebuah paket,
apakah sudah terdapat data paket yang match dengan paket yang
baru masuk. Kemudian controller akan memberikan respon terhadap
paket yang masuk untuk membuat suatu perlakuan terhadap paket
tersebut, apakah di-drop atau dibuatkan sebuah flow table baru
berdasarkan paket yang masuk tersebut. Secara garis besar, alur dari
proses penanganan sebuah paket digambarkan pada gambar 3.3
berikut ini:
Gambar 3.3. Proses Penanganan Paket pada OpenFlow [13]
Aplikasi load switching akan berjalan dengan memanfaatkan
REST API yang disediakan oleh controller dan berfungsi sebagai
jembatan sebuah aplikasi untuk melakukan modifikasi resource yang
disediakan oleh controller. Diagram cara kerja aplikasi dengan
REST API ditunjukkan pada gambar 3.4 berikut ini:
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Gambar 3.4. Diagram Cara Kerja REST API
Aplikasi yang berjalan pada host router secara periodik akan
melakukan kalkulasi throughput dan mengirimkannya ke host router
yang lain untuk melakukan modifikasi data throughput port pada
lapisan kontrol. Sistem yang berjalan pada host router digambarkan
pada gambar 3.5 berikut ini:
get_Tx
get_Rx
get_RTT Controller’s port table
Gambar 3.5. Diagram Sistem Host Router
3.3. Perancangan Arsitektur Jaringan
Perancangan arsitektur jaringan pada Tugas Akhir ini
menggunakan perangkat riil yang dimaksudkan untuk menguji coba
apakah teori-teori dan algoritma pada software defined network dapat
diimplementasikan dengan baik untuk aplikasi tertentu. Arsitektur
jaringan yang dibuat dirancang agar sistem dapat menangani dan
dapat beradaptasi dengan kondisi jaringan dinamis, sehingga dapat
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menentukan apa yang harus dilakukan ketika kondisi tertetu
(decision making). Secara teori, sudah banyak implementasi sistem
yang serupa namun dengan menggunakan arsitektur jaringan virtual
atau simulasi dengan menggunakan mininet sebagai infrastruktur dan
linux sebagai sistem operasi pada mesin controller.
Sistem ini membutuhkan minimal 1 buah komputer yang
difungsikan sebagai mesin controller dengan sistem operasi Linux
maupun Windows dan secara langsung dapat terhubung satu subnet
dengan sebuah perangkat yang memiliki dukungan protokol
OpenFlow. Sistem ini menggunakan 4 buah modem dengan berbeda-
beda ISP sebagai gateway untuk melakukan koneksi terhadap
internet dan 4 buah Raspberrypi sebagai host router yang berfungsi
sebagai dialer masing-masing modem. Raspberrypi yang digunakan
didesain agar terhubung secara langsung dengan perangkat yang
dikontrol oleh controller. Karena pada Tugas Akhir ini
menggunakan router Mikrotik sebagai perangkat yang dikontrol,
maka konfigurasi port yang terhubung dengan host router harus
dilakukan konfigurasi sebagai master port.
Perangkat client yang terhubung dengan sistem akan
dihubungkan melalui wireless access point yang terdapat pada
interface router Mikrotik yang sudah ditambahkan kedalam
OpenFlow port. Konfigurasi alamat IP pada client menggunakan
alamat IP statis, karena controller belum mendukung alamat IP
secara dinamis. Rancangan arsitektur jaringan secara lebih jelas
dapat dilihat pada gambar 3.6 berikut ini:
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Gambar 3.6. Perancangan Arsitektur Jaringan
3.4. Diagram Alir Aplikasi
Alur kerja pada perancangan sistem load switching dengan
menggunakan Software Defined Network ini dibagi menjadi 3 (tiga)
bagian, yaitu alur kerja controller, alur kerja host router, dan alur
kerja aplikasi load switching. Alur kerja controller adalah alur kerja
yang dijalankan pada mesin controller, mulai dari controller
dijalankan sampai selesai. Alur kerja host router adalah alur kerja
beberapa modul yang berjalan pada host router yaitu pengambilan
parameter througput yang akan dikirimkan ke controller. Alur kerja
aplikasi load switching yaitu alur kerja yang dijalankan pada mesin
controller untuk menentukan jalur terbaik yang akan dilalui oleh
sebuah paket.
3.4.1.Diagram Alir Inisialisasi Sistem
Saat pertama kali sistem dijalankan, sistem akan menjalankan
controller OpenDaylight terlebih dahulu. Controller OpenDaylight
digunakan sebagai server yang menunggu koneksi dari OpenFlow
switch. Setelah controller selesai dijalankan, maka selanjutnya
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adalah menjalankan router yang sudah dilakukan konfigurasi
menjadi OpenFlow switch. Kemudian, host router beserta aplikasi
pengambilan data throughput dapat dijalankan. Pada tahap ini, host
router sudah dapat melakukan pengiriman data parameter kepada
tabel port yang ada pada controller. Setelah aplikasi load switching
dijalankan, maka aplikasi akan memanggil fungsi untuk pengambilan
parameter kemudian melakukan pembuatan flow. Secara garis besar,
diagram alir keseluruhan sistem yang sedang berjalan ditunjukkan
pada gambar 3.7 berikut ini.
Gambar 3.7. Diagram Alir Inisialisasi Sistem
3.4.2.Diagram Alir Controller
Ketika controller dijalankan pertama kali, maka controller
akan menjalankan sebuah plugin LbroutingImplementation,
kemudian baru menjalankan inisialisasi modul. Setelah modul
terinisialisasi, maka controller akan menjalankan protokol routing
dan melakukan update edge yang saling terhubung secara periodik.
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Kemudian controller akan menjalankan sevis sal (sevice abstraction
layer) dan kemudian melakukan discovery pada switch. Diagram alir
controller ditunjukkan pada gambar 3.8 dibawah ini.
Gambar 3.8. Diagram Alir Controller
3.4.3.Diagram Alir Host Router
Proses yang terjadi pada host router berjalan secara terpisah
dengan controller. Modul-modul yang dijalankan pada host router
akan dijalankan secara otomatis pada saat pertamakali host router
dinyalakan. Modul yang pertama kali dijalankan adalah modem
dialer. Kemudian host router akan menjalankan routing dan
forwarding. Setelah itu host router akan mengambil dan memroses
data throughput beserta round trip time menjadi sebuah parameter
yang kemudian dikirim kepada controller untuk memodifikasi tabel
port pada controller. Proses pengambilan, pemrosesan, dan
pengiriman parameter tersebut dijalankan terus menerus selama
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sistem tidak mendapat interrupt maupun dimatikan. Diagram alir
host router ditunjukkan pada gambar 3.9 berikut ini.
Gambar 3.9. Diagram Alir Host Router
3.4.4.Diagram Alir Load Switching
Aplikasi load switching dijalankan pada controller dengan
modul terpisah. Oleh karena itu, aplikasi load switching ini
dijalankan setelah controller sukses terinisialisasi. Aplikasi load
switching akan melakukan pengambilan statistik throughput dari
masing-masing port yang ada pada OpenFlow switch. Setelah data
statistik throughput dapat diambil, maka aplikasi akan memasukkan
data tersebut kedalam basis data influxdb. Kemudian aplikasi akan
menjalankan query untuk mengambil data throughput terbaik saat ini.
Apabila throughput saat ini lebih baik dari throughput sebelumnya,
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maka aplikasi akan melakukan pengecekan terhadap flow table yang
terdapat pada OpenFlow switch. Jika sudah terdapat flow maka
aplikasi akan melakukan overwrite flow dengan flow saat ini. Namun
apabila belum terdapat flow, maka aplikasi akan membuat sebuah
flow baru.
Alur sistem yang berjalan pada aplikasi load switching ini
akan berjalan secara terus menerus selagi tidak terdapat interrupt dan
controller masih berjalan dengan normal. Apabila terdapat interrupt,
maka aplikasi akan berhenti dan harus menjalankan dari awal. Akan
tetapi, data sebelumnya tetap dapat tersimpan dengan baik pada basis
data influxdb. Diagram alir load switching ditunjukkan pada gambar
3.10 berikut ini.
Gambar 3.10. Diagram Alir Load Balancer
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3.4.5.Diagram Alir Pengambilan Parameter
Proses pengambilan parameter pada host router ini dilakukan
setelah proses routing dan forwarding selesai dijalankan. Proses ini
melakukan penghitungan parameter menggunakan throughput
transfer (tx), throughput receive (rx), dan round trip time (rtt).
Penghitungan hasil parameter dihitung berdasarkan rumus 3.3.
Setelah parameter didapatkan, maka parameter dikirimkan ke
controller untuk memodifikasi tabel port pada controller. Proses ini
akan dijalankan terus menerus selama program tidak mendapat
interrupt dan sistem tetap berjalan. Diagram alir pengambilan
parameter ditunjukkan pada gambar 3.11 berikut ini.
Gambar 3.11. Diagram Alir Pengambilan Parameter
3.4.6.Diagram Alir Penentuan Flow
Proses penentuan flow merupakan sebuah fungsi yang
terdapat pada program load switching. Proses pembuatan flow yaitu
sebuah proses untuk memberikan sebuah aturan (policy) terhadap
suatu paket yang masuk. Aturan pada flow yang telah ditentukan ini
kemudian dipasangkan pada perangkat OpenFlow switch. Oleh
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karena itu, data switch ID sangat dibutuhkan untuk membuat flow
dalam Software Defined Network (SDN).
Proses penentuan flow dimulai dengan mengambil data
statistik port yang terdapat pada OpenFlow switch dengan
menggunakan REST API. Data tersebut kemudian dilakukan parsing
yang kemudian dimasukkan kedalam basis data influxdb. Setelah
data masuk kedalam basis data, maka program akan melakukan
query data untuk mengambil data statistik dengan port yang terbaik
(paling tinggi). Kemudian berdasarkan data hasil query tersebut
maka program akan membuat sebuah flow yang dipasang ke
OpenFlow switch. Proses ini dilakukan secara berulang dan terus
menerus selama program tidak terdapat interrupt. Diagram alir
penentuan flow ditunjukkan pada gambar 3.12 berikut ini.
Gambar 3.12. Diagram Alir Penentuan Flow
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3.4.7.Diagram Alir Pengambilan Statistik Throughput
Controller
Pengambilan statistik throughput pada controller merupakan
sebuah fungsi yang terdapat pada aplikasi load balancing dan sangat
dibutuhkan oleh fungsi penentuan flow. Proses pengambilan ini
mengambil data throughput pada controller yang meliputi tx_bytes,
dan rx_bytes. Kedua data tersebut diambil secara periodik setiap 1
(satu) detik kemudian dilakukan parsing data dan penghitungan
tx_bytes, rx_bytes dalam satuan kbps. Setelah perhitungan selesai,
maka hasil penghitungan tx, dan rx dikembalikan kepada fungsi yang
memanggil proses ini. Diagram alir proses pengambilan throughput
controller ditunjukkan pada gambar 3.13 berikut ini.
Gambar 3.13. Diagram Alir Pengambilan Statistik Throughput
Controller
3.5. Perancangan Antarmuka Logging Sistem
Untuk dapat memantau apakah program dapat berjalan
dengan baik, maka dibutuhkan sebuah mekanisme logging yang
menampilkan informasi mengenai program yang sedang berjalan.
Supaya informasi tersebut dapat mudah dimengerti, maka dibutuhkan
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perancangan antarmuka yang jelas. Pada sistem ini, antarmuka
logging sistem dibuat untuk menampilkan perubahan yang terjadi
ketika program load switching dijalankan. Sistem antarmuka
diimplementasikan dalam Command Line Interface (CLI) agar lebih
cepat diproses oleh prosesor. Gambar 3.14 berikut ini merupakan
screenshoot dari rancangan antarmuka logging sistem.
Gambar 3.14. Tampilan Antarmuka Logging Sistem
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4BAB IV
IMPLEMENTASI
Bab ini membahas tentang proses implementasi pada
sistem. Tahapan implementasi meliputi penentuan lingkungan
implementasi, implementasi desain arsitektur jaringan,
implementasi program dalam pseudocode, implementasi traffic
monitoring pada antarmuka web.
4.1. Lingkungan Implementasi
Dalam proses implementasi sistem ini, digunakan
beberapa perangkat pendukung untuk memenuhi kebutuhan
sistem yang terdiri dari perangkat keras dan perangkat lunak.
4.1.1. Lingkungan Implementasi Perangkat Keras
Dalam proses implementasi, digunakan beberapa
perangkat keras yang digunakan untuk memenuhi kebutuhan
sistem, yaitu:
● 1 buah laptop Intel® Core™ i5-4200U CPU @1.6 GHz 64-
bit dengan 4GB RAM sebagai SDN controller.
● 1 buah Mikrotik 8-port CRS109-8G-1S-2HnD-IN CPU @
600 Mhz dengan 128MB RAM sebagai OpenFlow switch
● 4 buah modem 4G LTE tipe ZTE MF821 dengan masing-
masing menggunakan provider Telkomsel, Indosat Ooredoo,
XL, dan 3.
● 4 buah Raspberrypi tipe B Low Power ARM1176JZ-F @
700 MHz dengan 512MB RAM sebagai host router.
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4.1.2.Lingkungan Implementasi Perangkat Lunak
Sedangkan perangkat lunak yang digunakan untuk
kebutuhan implementasi sistem diantaranya adalah:
● Linux Ubuntu 16.04 LTS 64-bit sebagai sistem operasi pada
controller.
● RouterOS 6.37.3 dengan lisensi level 5 sebagai sistem
operasi pada Mikrotik router.
● Raspbian Jessie sebagai sistem operasi pada host router.
● OpenDaylight Helium-SR4 OSGi package sebagai SDN
controller.
● PyCharm community 2016.3 sebagai pengembangan python
yang akan digunakan pada controller dan host router.
● Java OpenJDK 8 sebagai Java environment yang digunakan
untuk menjalankan controller.
● Aplikasi wvdial sebagai dialer modem pada host router.
● Postman sebagai aplikasi untuk melakukan pengujian
fungsionalitas REST API
● Influxdb sebagai aplikasi database untuk menyimpan data
throughput stream yang dikirim oleh host router.
● Grafana sebagai aplikasi untuk merepresentasikan User
Interface dari database influxdb.
● WPS Office writer sebagai aplikasi pengolah kata untuk
pembuatan dokumentasi dan penyelesaian buku tugas akhir.
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4.2. Implementasi Perangkat Lunak
Implementasi perangkat lunak terbagi menjadi tiga, yaitu
implementasi pada controller, implementasi pada host router, dan
implementasi pada router. Implementasi pada controller
merupakan implementasi untuk pembuatan aplikasi load
switching dan implementasi sistem controller. Implementasi pada
router merupakan implementasi untuk konfigurasi protokol
OpenFlow. Implementasi pada host router merupakan
implementasi untuk dialer modem, forwarding, dan deteksi
throughput.
4.2.1. Implementasi pada Controller
Pada subbab-subbab berikut ini akan dijelaskan mengenai
implementasi pada controller. Penjelasan implementasi akan
ditulis mengenai instalasi program yang dibutuhkan, inisialisasi
controller, dan penjelasan kode program load switching
menggunakan pseudocode.
4.2.1.1. Instalasi Controller
Proses instalasi program pada controller ini diterapkan
pada sebuah laptop. Tahap awal dilakukan proses pemasangan
java openjdk 8 kemudian dilanjutkan dengan melakukan
pengunduhan dari repository OpenDaylight. Sebagai catatan,
controller OpenDaylight yang digunakan ini adalah
OpenDaylight helium SR4 yang hanya di support dengan baik
oleh openjdk 7 dan openjdk 8. Proses instalasi controller dapat
dilihat pada gambar 4.1 berikut ini.
$ sudo apt-get install openjdk-8-jre
$ wget
https://nexus.OpenDaylight.org/content/repos
itories/OpenDaylight.release/org/OpenDayligh
t/controller/distribution.OpenDaylight/0.1.6
40
-Helium-SR4/distribution.OpenDaylight-0.1.6-
Helium-SR4-osgipackage.zip
$ unzip distribution.OpenDaylight-0.1.6-
Helium-SR4-osgipackage.zip
Gambar 4.1. Proses Inisialisasi Controller
4.2.1.2.Proses Inisialisasi Controller
Proses inisialisasi controller dimulai dengan melakukan
setting pada java environment agar dapat digunakan oleh
controller. Perintah yang dituliskan dalam terminal linux adalah
sebagai berikut
$ export JAVA_HOME=/usr/lib/jvm/java-xx-
openjdk-yy
Gambar 4.2. Perintah Pengaturan Environment
xx menunjukkan versi openjdk yang digunakan, sedangkan yy
menunjukkan versi arsitektur komputer yang digunakan, 32-bit
atau 64-bit.
Untuk menjalankan aplikasi controller, maka perintah
yang diketikkan pada terminal linux adalah sebagai berikut
$ sudo ./run.sh
Gambar 4.3. Perintah Menjalankan Aplikasi Controller
4.2.1.3.Konfigurasi Controller
Pada saat pertama kali controller dijalankan, controller
belum sepenuhnya dapat digunakan. Oleh karena itu, dibutuhkan
sebuah konfigurasi agar controller yang dijalankan dapat dapat
berfungsi dengan arsitektur jaringan yang sedang digunakan.
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Untuk melakukan konfigurasi controller maka dilakukan melalui
antarmuka web pada port 8080 seperti pada gambar 4.4 berikut ini.
http://localhost:8080/
Gambar 4.4. Alamat Antarmuka Controller
4.2.1.4.Proses Inisialisasi load switching
Proses inisialisasi aplikasi load switching adalah proses
menjalankan aplikasi load switching yang berjalan pada komputer
yang bertindak sebagai controller. Proses ini hanya dijalankan
satu kali ketika sistem berjalan. Proses ini akan menggunakan
REST API yang disediakan oleh controller untuk berkomunikasi
dengan controller. Implementasi aplikasi ini menggunakan
bahasa python dengan menggunakan library sys, os, httplib2, time,
dan influxdb. Perintah pada terminal linux untuk menjalankan
aplikasi load switching ditunjukkan pada gambar 4.5 berikut ini.
$ python odlloadbalancing.py
Gambar 4.5. Perintah Menjalankan Inisialisasi load switching
Pseudocode aplikasi ini ditunjukkan pada gambar 4.6 berikut ini.
1. portstatistics=rx_bytes
2. best_port,last_best_port=masterport
3. flowexist=FALSE
4. while (TRUE)
5. portstatistics=get_port_statistics()
6. insert_to_database(portstatistics)
7. best_port = ‘SELECT max(param) FROM
port_table’ WHERE time>(now()-xs)
8. if (best_port>last_best_port)
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9. flowexist = check_flow_table()
10. if (flowexist == TRUE)
11. overwrite_flow()
12. else
13. write_new_flow()
Gambar 4.6. Pseudocode Inisialisasi load switching
4.2.1.5.Proses Pengambilan Statistik Throughput
Proses pengambilan data statistik throughput ini
merupakan suatu fungsi yang terdapat pada aplikasi load
switching. Ketika aplikasi load switching berjalan, maka proses
pengambilan data statistik throughput akan melakukan
pengecekan tabel throughput pada controller setiap satu detik.
Pseudocode proses ini ditunjukkan pada gambar 4.7 berikut.
1. function get_port_statistics():
2. portstats=request_port_stats_API()
3. portdata=json_parsing(portstats)
4. rx_kbps=portdata[rx]/1024
5. tx_kbps=portdata[tx]/1024
6. return rx_kbps,tx_kbps
7. end function
Gambar 4.7. Pseudocode Pengambilan Statistik Throughput
4.2.1.6.Proses Memasukkan Data ke Database
Proses memasukkan data ke database ini dilakukan
setelah proses pengambilan statistik throughput. Fungsi ini akan
menerima data throughput kemudian memasukkan data tersebut
ke database influxdb. Pseudocode pada proses ini ditunjukkan
pada gambar 4.8 berikut.
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1. function insert_database():
2. port_data=get_stats()
3. query=’INSERT INTO stats,port_data’
4. return query
5. end function
Gambar 4.8. PseudocodeMemasukkan Data ke Database
4.2.1.7.Proses Penentuan Flow
Proses penentuan flow merupakan proses untuk
memberikan policy pada suatu paket dan melakukan forwarding
ke suatu alamat tertentu. Penentuan flow didasari pada packet
match pada suatu paket yang masuk kedalam suatu port.
Kemudian paket tersebut dimodifikasi dengan menambahkan
suatu action tertentu. Pada aplikasi ini, penentuan flow
dimodifikasi dengan menambahkan parameter berdasarkan
throughput terbaik yang diperoleh dari hasil pengambilan statistik
throughput. Pseudocode proses penentuan flow ditunjukkan pada
gambar 4.9 berikut ini.
1. function write_flow():
2. while (TRUE)
3. portstats=get_port_statistics()
4. insert_database()
5. best_port = ‘SELECT max(param) FROM
port_table’ WHERE time>(now()-xs)
6. write_flow()
7. end function
Gambar 4.9. Pseudocode Penentuan Flow
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4.2.2. Implementasi pada Router
Implementasi pada router terbagi menjadi dua proses,
yaitu instalasi fitur OpenFlow dan konfigurasi protokol
OpenFlow. Pada implementasi ini digunakan router mikrotik
cloud router series dengan routerOS 6.37.3 dan lisensi level 5.
4.2.2.1.Instalasi Fitur OpenFlow
Pada dasarnya semua router mikrotik sudah mendukung
fitur OpenFlow versi 1.0. Akan tetapi terdapat beberapa tipe
router mikrotik yang tidak memiliki fitur OpenFlow secara
langsung. Fitur OpenFlow tersebut harus dilakukan instalasi
menggunakan sebuah paket yang terpisah. Berikut ini adalah
tampilan antarmuka sebuah router telah terpasang protokol
OpenFlow.
Gambar 4.10. Antarmuka Router dengan Protokol OpenFlow
4.2.2.2.Konfigurasi OpenFlow
Konfigurasi protokol OpenFlow dilakukan setelah fitur
OpenFlow terpasang pada sistem router mikrotik. Protokol
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OpenFlow pada router mikrotik digunakan sebagai standar
komunikasi yang dilakukan antara router dengan controller.
Setelah konfigurasi fitur OpenFlow dilakukan dan router dapat
berkomunikasi dengan controller, maka semua aturan yang
terdapat pada router meliputi routing, forwarding, dan sebagainya
diatur menggunakan controller. Sehingga konfigurasi yang
terdapat pada routerOS mikrotik tidak digunakan lagi. Agar
sebuah port dapat digunakan sebagai port enabled OpenFlow,
maka port tersebut harus dikonfigurasi sebagai master-port.
Gambar 4.11 berikut ini menjelaskan cara melakukan konfigurasi
OpenFlow.
[admin@MikroTik] > OpenFlow addname=ofswitch1 controllers=192.168.88.254
[admin@MikroTik] > OpenFlow enable ofswitch1
[admin@MikroTik] > OpenFlow port add
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switch=ofswitch1 interface=ether3
[admin@MikroTik] > OpenFlow port add
switch=ofswitch1 interface=ether4
[admin@MikroTik] > OpenFlow port addswitch=ofswitch1 interface=ether5
[admin@MikroTik] > OpenFlow port add
switch=ofswitch1 interface=ether6
[admin@MikroTik] > OpenFlow port enablenumbers=0
[admin@MikroTik] > OpenFlow port enable
numbers=1
[admin@MikroTik] > OpenFlow port enablenumbers=2
[admin@MikroTik] > OpenFlow port enable
numbers=3
Gambar 4.11. Konfigurasi OpenFlow pada Router
4.2.3. Implementasi Host Router
Implementasi host router merupakan sebuah proses untuk
mengubah fungsi host menjadi sebuah router yang terhubung
dengan internet. Proses implementasi pada host router ini dibagi
menjadi tiga proses, yaitu proses dial-up, proses forwarding, dan
proses pengambilan dan pengiriman data throughput ke controller.
Implementasi pada host router ini menggunakan komputer
Raspberrypi tipe B dan menggunakan sistem operasi raspbian.
4.2.3.1.Proses Dial-Up
Proses dial-up pada host router menggunakan sebuah usb
modem dan menggunakan 4 operator seluler, yaitu Telkomsel,
Indosat Ooredo, Three, dan XL. Masing-masing operator
terhubung dengan satu host router. Untuk melakukan proses dial-
up maka dibutuhkan instalasi aplikasi wvdial dan melakukan
konfigurasi seperti pada gambar 4.12 berikut ini.
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$ sudo apt-get update
$ sudo apt-get install ppp usb-modeswitch
wvdial
$ sudo wvdialconf
$ sudo wvdial
Gambar 4.12. Proses Instalasi Aplikasi Dial-up
4.2.3.2.Proses Forwarding
Proses forwarding merupakan sebuah proses yang
dilakukan untuk meneruskan sebuah paket yang masuk menuju
jaringan internet melalui sebuah interface jaringan. Pada sistem
ini akan melakukan proses forwarding paket yang masuk melalui
interface eth0 menuju ke internet melalui interface ppp0.
Konfigurasi pada proses forwarding ini ditunjukkan melalui
gambar 4.13 berikut ini.
$ sudo iptables -t nat -A POSTROUTING -o
ppp0 -j MASQUERADE
$ sudo iptables -A FORWARD -i ppp0 -o eth0 -
m state --state RELATED,ESTABLISHED -j
ACCEPT
$ sudo iptables -A FORWARD -i eth0 -o ppp0 -
j ACCEPT
Gambar 4.13. Konfigurasi Proses Forwarding Host Router
4.2.3.3.Proses Pengambilan dan Pengiriman
Throughput
Proses pengambilan dan pengiriman throughput pada host
router dilakukan dengan melakukan monitoring throughput pada
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interface yang terhubung dengan internet (dalam sistem ini
interface yang digunakan adalah ppp0). Setelah melakukan
monitoring, maka program akan mencatat perubahan throughput
setiap detik. Kemudian program akan mengirimkan data
througput tersebut kepada controller melalui protokol ICMP
dengan paket sebesar data throughput. Pseudocode proses
pengambilan dan pengiriman data throughput dapat dilihat pada
gambar 4.14 berikut ini.
1. function get_parameter():
2. while (TRUE)
3. ping_ip_address()
4. round_trip_time=get_rtt()
5. tx_bytes=get_tx()
6. rx_bytes=get_rx()
7. parameter=(tx_bytes+rx_bytes)/round_trip_
time
8. send_parameter(parameter)
9. end function
Gambar 4.14. Pseudocode Proses Pengambilan dan Pengiriman
Throughput
4.3. Implementasi Rute
Implementasi rute memiliki tujuan untuk menentukan
daerah yang memiliki kualitas jaringan yang kurang stabil. Rute
dipilih berdasarkan analisis coverage, analisis download, dan
analisis upload pada suatu wilayah. Aplikasi yang digunakan
sebagai acuan analisis adalah www.sensorly.com yang
menyediakan data statistik jaringan seluer dengan menggunakan
antarmuka peta.
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4.3.1.Analisis Coverage
Coverage merupakan sebuah wilayah yang dapat
dijangkau oleh penyedia jaringan tertentu. Coverage pada
pengguna direpresentasikan dengan kekuatan sinyal yang dapat
berupa garis (bar) maupun angka. Pada gambar 4.15 sampai 4.18
dibawah ini menunjukkan sebuah coverage area masing-masing
penyedia jaringan (telkomsel, Indosat Ooredoo, XL, dan Three).
Data pada sensorly.com menunjukkan bahwa terdapat perbedaan
coverage area yang berlokasi di daerah Keputih, Surabaya. Hal
ini utamanya ditunjukkan pada jalan Medokan Keputih, jalan
Medokan Semampir Indah, dan jalan Arief Rachman Hakim.
Pada ketiga jalan tersebut, representasi kekuatan sinyal
menunjukkan perbedaan yang cukup signifikan.
Gambar 4.15. Coverage Area menggunakan Provider Telkomsel
Gambar 4.15 diatas adalah gambar coverage area yang
dapat dicakup oleh provider Telkomsel. Data tersebut merupakan
data yang diambil dari sensorly.com. Dapat dilihat bahwa terdapat
daerah yang tidak dapat terjangkau oleh provider Telkomsel,
yaitu di jalan Medokan Keputih.
50
Gambar 4.16. Coverage Areamenggunakan Provider XL
Gambar 4.16 diatas adalah gambar coverage area yang
dapat dicakup oleh provider XL. Data tersebut merupakan data
yang diambil dari sensorly.com. Dapat dilihat bahwa terdapat
daerah yang tidak dapat terjangkau oleh provider XL, yaitu di
jalan Medokan Semampir Indah dan sebagian kecil di jalan Arief
Rachman Hakim.
Gambar 4.17. Coverage Area menggunakan Provider Indosat
Ooredoo
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Gambar 4.17 diatas adalah gambar coverage area yang
dapat dicakup oleh provider Indosat Ooredoo. Data tersebut
merupakan data yang diambil dari sensorly.com. Dapat dilihat
bahwa terdapat daerah yang tidak dapat terjangkau oleh provider
Indosat Ooredoo, yaitu sebagian kecil di jalan Arief Rachman
Hakim dan terdapat sinyal yang sangat rendah di jalan Medokan
Semampir Indah.
Gambar 4.18. Coverage Area menggunakan Provider Three
Gambar 4.18 diatas adalah gambar coverage area yang
dapat dicakup oleh provider Three. Data tersebut merupakan data
yang diambil dari sensorly.com. Dapat dilihat bahwa terdapat
daerah yang tidak dapat terjangkau oleh provider Three, yaitu di
jalan Medokan Keputih, jalan Medokan Semampir Indah, dan
sebagian kecil di jalan Arief Rachman Hakim.
4.3.2.Analisis Download
Download speed atau kecepatan unduh merupakan sebuah
proses pertukaran data yang mana suatu perangkat melakukan
pengambilan data dari perangkat lain. Download speed menjadi
sebuah parameter penting dalam menentukan kualitas sebuah
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jaringan karena semua perangkat yang berkomunikasi melalui
jaringan pasti melakukan proses pengambilan data atau request.
Pada gambar 4.19 sampai 4.22 berikut ini menunjukkan data
statistik unduh dari masing-masing penyedia layanan jaringan.
Gambar 4.19. Representasi Kecepatan Unduh Provider Telkomsel
Gambar 4.19 diatas merupakan gambar representasi
kecepatan unduh dari provider Telkomsel. Data tersebut
merupakan data yang diambil dari website sensorly.com. Dapat
dilihat bahwa pada daerah ini telkomsel memiliki statistik
kecepatan unduh 70% lambat, 20% sedang, dan 10% baik.
Gambar 4.20. Representasi Kecepatan Unduh Provider XL
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Gambar 4.20 diatas merupakan gambar representasi
kecepatan unduh dari provider XL. Berdasarkan data
sensorly.com dapat dilihat bahwa pada daerah ini XL memiliki
statistik kecepatan unduh 60% lambat, dan 40% baik.
Gambar 4.21. Representasi Kecepatan Unduh Provider Indosat
Ooredoo
Gambar 4.21 diatas merupakan gambar representasi
kecepatan unduh dari provider Indosat Ooredoo. Data tersebut
merupakan data yang diambil dari website sensorly.com. Dapat
dilihat bahwa pada daerah ini Indosat Ooredoo memiliki statistik
kecepatan unduh 60% lambat, dan 40% baik.
Gambar 4.22. Representasi Kecepatan Unduh Provider Three
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Gambar 4.22 diatas merupakan gambar representasi
kecepatan unduh dari provider Three. Data tersebut merupakan
data yang diambil dari website sensorly.com. Dapat dilihat bahwa
website sensorly.com belum memiliki data yang cukup untuk
merepresentasikan kecepatan unduh dari provider Three pada
daerah ini.
4.3.3.Analisis Upload
Hampir sama seperti data download, data upload atau data
unggah yang dianalisis ini merupakan sebuah data penting yang
dapat dijadikan parameter penentu suatu kualitas jaringan. Pada
mekanisme upload, suatu perangkat melakukan proses
pengiriman data kepada perangkat lain dalam jaringan.
Mekanisme ini juga pasti dilakukan oleh suatu perangkat dalam
jaringan, karena tujuan dari suatu perangkat terhubung pada
jaringan adalah untuk pertukaran informasi. Pada gambar 4.23
sampai 4.26 berikut ini menunjukkan representasi data upload
pada wilayah yang sama dengan wilayah coverage area. Data
upload yang ditampilkan merupakan data upload dari beberapa
penyedia layanan jaringan.
Gambar 4.23. Representasi Kecepatan Unggah Provider Telkomsel
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Gambar 4.23 diatas merupakan representasi unggah
menggunakan provider Telkomsel. Data tersebut diambil
berdasarkan dara dari sensorly.com. Dapat dilihat bahwa pada
daerah tersebut provider Telkomsel memiliki statistik unggah
59% lambat, 33% sedang, dan 8% baik.
Gambar 4.24. Representasi Kecepatan Unggah Provider XL
Gambar 4.24 diatas merupakan representasi unggah
menggunakan provider XL. Berdasarkan data sensorly.com dapat
dilihat bahwa pada daerah tersebut provider XL memiliki statistik
unggah 50% lambat, 25% sedang, dan 25% baik.
Gambar 4.25. Representasi Kecepatan Unggah Provider Indosat
Ooredoo
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Gambar 4.25 diatas merupakan representasi unggah
menggunakan provider Indosat Ooredoo. Data tersebut diambil
berdasarkan dara dari sensorly.com. Dapat dilihat bahwa pada
daerah tersebut provider Indosat Ooredoo memiliki statistik
unggah 75% lambat dan 25% sedang.
Gambar 4.26. Representasi Kecepatan Unggah Provider Three
Gambar 4.26 diatas merupakan representasi unggah
menggunakan provider Three. Data tersebut diambil berdasarkan
dara dari sensorly.com. Dapat dilihat bahwa pada daerah tersebut
data sensorly.com belum dapat menampilkan representasi data
unggah yang cukup untuk provider Three.
4.4. Implementasi Antarmuka Perangkat Lunak
Implementasi antarmuka berupa tampilan grafik
monitoring jaringan menggunakan Grafana. Grafik yang
ditampilkan meliputi kondisi reachable suatu jaringan, Round
Trip Time (RTT), throughput transfer bytes (tx), dan throughput
received bytes (rx). Gambar 4.27 berikut ini merupakan
screenshot dari tampilan antarmuka sistem yang dibuat.
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Gambar 4.27. Tampilan AntarmukaMonitoring Grafana
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5BAB V
UJI COBA DAN EVALUASI
Pada bab ini dibahas mengenai uji coba dan evaluasi dari
segi fungsionalitas dan performa dari sistem. Uji coba
fungsionalitas dan performa dibagi ke dalam beberapa skenario
uji coba fungsi-fungsi utama dalam sistem. Pengujian performa
meliputi pengukuran perbandingan nilai throughput sebelum
menggunakan aplikasi dengan nilai throughput setelah
menggunakan aplikasi load switching pada software defined
network.
5.1. Lingkungan Uji Coba
Dalam proses uji coba, digunakan beberapa perangkat
keras, perangkat lunak, dan rute perjalanan sebagai penunjang
kebutuhan pengoperasian yang akan dijelaskan pada subbab
berikut.
5.1.1.Perangkat Keras
Uji coba sistem dilakukan dengan menggunakan 2 (dua)
buah komputer sebagai client dan controller, 1 (satu) buah router,
4 (empat) buah host router, dan 4 (empat) buah modem.
Perangkat tersebut kemudian diletakkan dan dijalankan di atas
dashboard mobil seperti pada gambar 5.1 berikut ini. Untuk
mengubah arus 12 volt dari aki menjadi arus 220 volt, dibutuhkan
alat tambahan yaitu inverter yang mengubah arus DC menjadi
arus AC. Daya yang dihasilkan oleh inverter ini sebesar 150 watt,
sehingga cukup untuk menjalankan keseluruhan sistem secara
bersama-sama.
Tabel 1. Perangkat Keras Uji Coba Sistem
Perangkat Keras (Laptop)
Prosesor Intel® Pentium 8980 CPU@2.4 GHz 64-bit
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RAM 2GB RAM
GPU Nvidia Geforce 610M 2GB
Sistem Operasi Ubuntu 16.04 64-bit
Kegunaan Sebagai client
Perangkat Keras (Laptop)
Prosesor Intel® Core™ i5-4200U CPU@1.6 GHz 64-bit
RAM 4GB RAM
GPU Intel® Haswell Mobile
Sistem Operasi Ubuntu 16.04 64-bit
Kegunaan Sebagai controller
Perangkat Keras (Router)
Tipe Mikrotik 8-port CRS109-8G-1S-2HnD-IN
CPU 600 Mhz
RAM 128MB RAM
Port 8
Kegunaan Sebagai OpenFlow switch
Perangkat Keras (Raspberrypi)
Prosesor ARM1176JZ-F @ 700 MHz
RAM 512MB RAM
GPU Videocore 4 GPU
Sistem Operasi Raspbian Jessie
Kegunaan Sebagai host router
Perangkat Keras (Modem)
Tipe ZTE MF821
Kekuatan sinyal LTE/WCDMA/GSM
Kegunaan Sebagai modem
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Gambar 5.1. Implementasi Uji Coba pada DashboardMobil
5.1.2.Perangkat Lunak
Kebutuhan perangkat lunak yang digunakan dalam uji
coba sistem yaitu:
● Linux Ubuntu 16.04 LTS 64-bit sebagai sistem operasi pada
controller.
● RouterOS 6.37.3 dengan lisensi level 5 sebagai sistem
operasi pada Mikrotik router.
● Raspbian Jessie sebagai sistem operasi pada host router.
● OpenDaylight Helium-SR4 OSGi package sebagai SDN
controller.
● PyCharm community 2016.3 sebagai pengembangan python
yang akan digunakan pada controller dan host router.
● Java OpenJDK 8 sebagai Java environment yang digunakan
untuk menjalankan controller.
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● Aplikasi wvdial sebagai dialer modem pada host router.
● Postman sebagai aplikasi untuk melakukan pengujian
fungsionalitas REST API
● Influxdb sebagai aplikasi database untuk menyimpan data
throughput stream yang dikirim oleh host router.
● Grafana sebagai aplikasi untuk merepresentasikan User
Interface dari database influxdb.
5.1.3.Rute Perjalanan
Rute perjalanan pada uji coba sistem load switching
dengan software defined network ini ditentukan berdasarkan
analisis rute pada BAB IV. Pada uji coba yang dijalankan, sistem
akan dipasang pada mobil dengan menggunakan inverter daya
yang mengubah arus DC 12 volt menjadi arus AC 220 volt dan
daya 150 watt. Setelah sistem dipasang pada mobil, kemudian
sistem dijalankan dan dilakukan uji coba dengan berkendara
melalui rute yang telah ditentukan. Pada putaran pertama akan
diuji coba untuk pengambilan data sebelum menggunakan load
switching, putaran kedua akan menggunakan load switching tanpa
waktu tunggu, putaran ketiga akan menggunakan load switching
dengan waktu tunggu. Kemudian ketiga data sebelum
menggunakan sistem load switching dan setelah menggunakan
sistem load switching akan dibandingkan hasilnya. Gambar 5.2
berikut merepresentasikan rute yang telah ditentukan untuk
melakukan uji coba.
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Gambar 5.2. Rute yang Ditempuh untuk Uji Coba
5.2. Uji Coba Fungsionalitas
Uji coba fungsionalitas merupakan sebuah pengujian
terhadap jalannya fungsi-fungsi utama yang ada pada aplikasi. Uji
coba fungsionalitas meliputi:
1. Inisialisasi controller
2. Inisialisasi load switching
3. Pengambilan Statistik throughput
4. Memasukkan Data ke database
5. Penentuan flow
6. Proses dial-up
7. Forwarding paket
8. Pengambilan dan pengiriman throughput
9. Inisialisasi Network Monitoring
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5.2.1.Inisialisasi Controller
Proses pertama yang dilakukan ketika sistem load
switching jaringan seluler dengan software defined network
adalah melakukan inisialisasi controller. Inisialisasi controller
adalah sebuah proses untuk menjalankan aplikasi controller
software defined network yaitu OpenDaylight Helium SR-4 OSGi
package. Proses ini ditandai dengan keluarnya log pada terminal
yang menampilkan notifikasi bahwa inisialisasi controller telah
berhasil dimuat. Tabel 2 menunjukkan prosedur uji coba yang
dilakukan pada proses inisialisasi controller.
Tabel 2. Prosedur Uji Coba Inisialisasi Controller
ID UJ-01
Nama Uji Coba Proses Inisialisasi Controller
Tujuan Uji
Coba
Menguji proses inisialisasi controller
OpenDaylight Helium SR-4 dengan OSGi
package kedalam sistem operasi Ubuntu 16.04
Kondisi Awal Controller belum berjalan
Skenario Menjalankan aplikasi controller
OpenDaylight Helium SR-4 melalui terminal
kemudian membuka tampilan client interface
dari controllermelalui browser
Masukan Path ke file aplikasi controller, port pada
tampilan client interface
Keluaran Status pada terminal menunjukkan berhasil
diinisialisasi dan tampilan client interface dapat
dibuka
Hasil Uji Coba BERHASIL
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Proses ini bertujuan untuk menginisialisasi aplikasi
controller agar dapat melakukan manajemen pada OpenFlow
switch. Uji coba ini diawali dengan melakukan mengeksekusi
aplikasi controller OpenDaylight. Berikut ini perintah yang
diketikkan pada terminal linux ditunjukkan oleh gambar 5.3.
$ sudo ./run.sh
Gambar 5.3. Perintah untuk menjalankan Controller
Perintah tersebut akan langsung mengesekusi aplikasi controller
dan memuat plugin yang ada didalamnya. Konfigurasi yang harus
dilakukan sebelum mengeksekusi perintah ini dijelaskan pada
BAB IV. Kemudian setelah inisialisasi controller selesai
dilakukan, maka akan muncul tampilan seperti pada gambar 5.4
berikut ini.
Gambar 5.4. Tampilan Log Inisialisasi Controller
Controller OpenDaylight yang digunakan ini juga
menyediakan tampilan antarmuka melalui web yang dapat diakses
secara default melalui port 8080 dengan memasukkan clientname
dan password. Gambar 5.5 berikut ini menunjukkan tampilan
antarmuka dari controller opendayligh melalui browser.
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Gambar 5.5. Tampilan Antarmuka Controller
5.2.2.Inisialisasi Load Switching
Proses inisialisasi load switching merupakan proses
menjalankan aplikasi load switching yang telah ditulis dalam
bahasa python. Proses ini bertujuan untuk melakukan inisialisasi
aplikasi load switching yang akan mengambil data statistik
throughput dari controller melalui REST API. Keberhasilan
proses ini ditandai dengan munculnya antarmuka aplikasi dalam
terminal dan menunjukkan statistik gateway, throughput dari
controller port saat ini. Tabel 3 berikut ini menunjukkan prosedur
melakukan uji coba pada proses inisialisasi load switching.
Tabel 3. Uji Coba Inisialisasi load switching
ID UJ-02
Nama Uji Coba Proses Inisialisasi load switching
Tujuan Uji
Coba
Menguji proses inisialisasi load switching yang
mengambil data statistik throughput controller
6767
melalui REST API
Kondisi Awal load switching belum berjalan, Controller sudah
berjalan, OpenFlow switch sudah dihubungkan
ke controller
Skenario Menjalankan aplikasi load switching untuk
mengambil statistik throughput ketika
controller dan OpenFlow switch sudah saling
terhubung.
Masukan Path ke file aplikasi load switching
Keluaran Muncul data statistik throughput dan status
gateway pada terminal
Hasil Uji Coba BERHASIL
Proses inisialisasi diawali dengan menjalankan perintah
pada terminal linux. Selanjutnya aplikasi akan berjalan terus
menerus selama tidak terdapat interrupt yang dilakukan oleh
administrator. Gambar 5.6 berikut ini menunjukkan proses
eksekusi perintah pada terminal linux.
$ python odlloadbalancing.py
Gambar 5.6. Perintah Inisialisasi load switching
Untuk menandai proses inisialisasi aplikasi load switching
berhasil dilakukan maka dapat dilihat dari tampilan antarmuka
terminal yang menunjukkan status flow yang sedang aktif,
gateway dan statistik throughput saat ini. Data yang ditampilkan
pada terminal ini akan terus berubah selama sistem tidak
dihentikan atau terdapat interrupt yang mengharuskan aplikasi
utuk berhenti.
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Gambar 5.7. Tampilan Antarmuka load switching
5.2.3.Pengambilan Statistik Throughput
Proses pengambilan statistik throughput merupakan
sebuah proses otomatis yang akan berjalan ketika aplikasi load
switching diinisialisasi. Proses ini bertujuan untuk mengambil
statistik throughput pada controller port melalui REST API.
Pengambilan statistik throughput ini akan menampilkan data
throughput ketika OpenFlow switch sudah dilakukan konfigurasi
dan terhubung pada controller. Tabel 4 berikut ini menunjukkan
prosedur uji coba proses pengambilan statistik throughput pada
controller.
Tabel 4. Uji Coba Pengambilan Statistik Throughput
ID UJ-03
Nama Uji Coba Proses Pengambilan Statistik
Throughput
Tujuan Uji Menguji proses pengambilan statistik
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Coba throughput melalui REST API ketika aplikasi
load switching sudah selesai di inisialisasi
Kondisi Awal Pengambilan throughput belum berjalan,
OpenFlow switch sudah dihubingkan ke
controller
Skenario Menjalankan aplikasi load switching untuk
mengambil statistik throughput ketika
controller dan OpenFlow switch sudah saling
terhubung.
Masukan Path ke aplikasi load switching
Keluaran Muncul perubahan data statistik throughput
pada masing-masing port
Hasil Uji Coba BERHASIL
Tampilan antarmuka proses pengambilan statistik
throughput ini dapat dilihat pada terminal linux yang
menampilkan data throughput transfer bytes, dan received bytes
setiap detik seperti ditunjukkan pada gambar 5.8
Gambar 5.8. Tampilan Antarmuka Proses Pengambilan Statistik
Throughput
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5.2.4.Memasukkan Data ke Database
Sama seperti proses pengambilan throughput, proses
memasukkan data kedalam database juga merupakan sebuah
proses yang otomatis dilakukan ketika aplikasi load switching
selesai diinisialisasi. Proses ini bertujuan untuk menyimpan data
statistik throughput yang terdapat pada tabel throughput
controller yang kemudian akan digunakan sebagai parameter
penentuan flow. Proses ini akan memanfaatkan API yang
disediakan oleh database influxdb yang dapat dieksekusi melalui
kode program. Kondisi awal pada proses uji coba memasukkan
data ke database ini adalah kondisi tabel pada database yang
masih kosong/belum terdapat data hasil pengambilan statistik
terbaru. Tabel 5 berikut ini menunjukkan prosedur melakukan uji
coba memasukkan data statistik load switching.
Tabel 5. Uji Coba Memasukkan Data Throughput ke Database
ID UJ-04
Nama Uji Coba Proses Insert Data Throughput
kedalam Database
Tujuan Uji
Coba
Menguji proses insert data throughput kedalam
database
Kondisi Awal Database masih kosong
Skenario Menjalankan aplikasi load switching yang
akan mengambil data statistik throughput
setiap detik kemudian memasukkan kedalam
database influxdb melalui API
Masukan Path ke aplikasi load switching
Keluaran Database influxdb berisi data throughput
Hasil Uji Coba BERHASIL
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Hasil keluaran dari proses memasukkan data kedalam
database ini adalah adanya data baru yang tersimpan pada suatu
tabel di dalam database. Tabel ini akan berisi waktu saat data
dimasukkan, host router, transfer bytes, dan received bytes pada
host router yang terhubung pada port tersebut. Gambar 5.9
berikut ini menunjukkan antarmuka proses memasukkan data
througput kedalam database setelah berhasil dilakukan.
Gambar 5.9. Antarmuka Proses Memasukkan Data Throughput ke
Database
5.2.5.Penentuan Flow
Proses penentuan flow adalah sebuah proses yang
dilakukan oleh controller untuk menentukan aliran data dari
sebuah paket. Proses penentuan flow ini ditentukan berdasarkan
parameter throughput terbaik dengan menggunakan data
throughput yang telah diambil pada proses pengambilan data
statistik throughput dan memasukkannya kedalam database.
Proses ini juga akan melakukan pemasangan flow pada perangkat
OpenFlow switch yang terhubung dengan controller dan memiliki
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node ID tertentu. Tabel 6 dibawah ini menunjukkan prosedur uji
coba penentuan flow berdasarkan parameter throughput terbaik.
Tabel 6. Uji Coba Proses Penentuan Flow
ID UJ-05
Nama Uji Coba Proses Penentuan Flow
Tujuan Uji
Coba
Menguji proses penentuan flow dan
memasangkannya kedalam OpenFlow switch
berdasarkan throughput terbaik
Kondisi Awal Flow table pada OpenFlow switch masih
kosong
Skenario Menjalankan aplikasi load switching yang
akan menentukan parameter throughput
terbaik dan data flow kemudian mengamati
perubahan flow apabila terjadi perubahan
throughput
Masukan Path ke file aplikasi load switching
Keluaran Status gateway pada terminal, bertambahnya
flow pada flow table OpenFlow switch
Hasil Uji Coba BERHASIL
Gambar 5.10 sampai dengan 5.12 berikut ini menjelaskan
tentang proses uji fungsionalitas penentuan flow. Gambar 5.10
merupakan master node yang akan menjadi flow awal dan harus
ditentukan terlebih dahulu sebelum sistem load switching
dijalankan. Gambar 5.11 merupakan hasil perubahan flow dengan
memilih host router yang memiliki nilai parameter terbaik.
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Gambar 5.10. Tampilan Penentuan Master Port Flow pada
Terminal Linux
Gambar 5.11. Tampilan Perpindahan Flow pada Terminal Linux
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Gambar 5.12. Tampilan Penambahan Flow pada Browser
5.2.6.Proses Dial-Up
Proses dial-up merupakan sebuah proses menghubungkan
sebuah perangkat dengan internet melalui jaringan telepon seluler.
Proses dial-up ini bertujuan untuk memberikan akses menuju ke
internet dari host router yang digunakan sebagai gateway. Setelah
host router selesai melakukan proses dial-up, maka dilakukan uji
coba dengan mengirimkan paket ICMP melalui PING kepada
sebuah alamat IP di internet. Tabel 7 berikut ini menunjukkan
prosedur uji coba proses dial-up dari sebuah modem pada host
router.
Tabel 7. Uji Coba Proses Dial-Up
ID UJ-06
Nama Uji Coba Proses Dial-Up
Tujuan Uji
Coba
Menguji proses dial-up untuk menyambungkan
koeneksi host router dengan internet melalui
Status pada terminal menunjukkan berhasil
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diinisialisasi dan tampilan client interface dapat
dibukamodem GSM
Kondisi Awal Host router belum tersambung ke internet
Skenario Menjalankan aplikasi wvdial pada host
router kemudian mengirimkan paket ICMP
kepada alamat 8.8.8.8
Masukan Sintaks program wvdial
Keluaran Status koneksi pada terminal, paket ICMP
mendapatkan reply
Hasil Uji Coba BERHASIL
Parameter keberhasilan dari proses dial-up ini adalah
keluarnya jendela terminal yang menunjukkan log proses dial-up
dan status koneksi. Apabila host router berhasil melakukan proses
dial-up maka tampilan antarmuka pada jendela terminal akan
menunjukkan bahwa host router berhasil mendapatkan alamat IP
dan alamat DNS (Domain Name System).
Gambar 5.13. Tampilan Antarmuka Proses Dial-Up
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5.2.7.Forwarding Paket
Proses forwarding paket merupakan sebuah proses
pemberian beberapa aturan (policy) pada host router kepada paket
yang masuk. Konfigurasi proses forwarding ini dilakukan ketika
host router pertamakali dijalankan secara otomatis. Untuk
menguji apakah proses forwarding paket ini dapat berjalan
dengan baik, maka dilakukan pengujian dengan mengirimkan
paket ICMP menggunakan PING dari client ke internet melalui
host router. Tabel 8 berikut ini menunjukkan prosedur uji coba
proses forwarding paket yang dilakukan oleh host router.
Tabel 8. Uji Coba Proses Forwarding Paket
ID UJ-07
Nama Uji Coba Proses Forwarding Paket
Tujuan Uji
Coba
Menguji proses forwarding paket dari client ke
internet melalui host router
Kondisi Awal Client belum terhubung ke internet, host router
sudah terhubung ke internet
Skenario Menuliskan sintaks forwarding pada host
router kemudian melakukan pengaturan
gateway pada client dan mengirimkan paket
ICMP kepada alamat 8.8.8.8
Masukan Sintaks PING 8.8.8.8
Keluaran Paket ICMP mendapatkan reply
Hasil Uji Coba BERHASIL
Parameter keberhasilan uji coba ini adalah client yang
mengirimkan paket ICMP mendapatkan reply dari alamat IP yang
dituju. Gambar 5.14 berikut ini menunjukkan screenshot uji coba
client yang berhasil mendapatkan reply dari sebuah alamat IP.
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Gambar 5.14. Tampilan Antarmuka Uji Coba Forwarding Paket
5.2.8.Pengambilan dan Pengiriman Throughput
Proses pengambilan dan pengiriman throughput
merupakan sebuah proses untuk mengambil data throughput dari
koneksi jaringan seluler yang sedang digunakan. Proses ini
bertujuan untuk mengambil dan mengirim data throughput
kemudian mengirimkan data tersebut kepada controller yang akan
memodifikasi tabel throughput pada controller. Tabel 9 berikut
ini menunjukkan prosedur uji coba proses pengambilan dan
pengiriman throughput.
Tabel 9. Uji Coba Pengambilan dan Pengiriman Throughput
ID UJ-08
Nama Uji Coba Proses Pengambilan dan Pengiriman
Throughput
Tujuan Uji Menguji proses pengambilan dan pengiriman
throughput untuk memodifikasi tabel
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Coba throughput pada controller.
Kondisi Awal Aplikasi pengambilan dan pengiriman
throughput belum dijalankan, tabel throughput
pada controller belum terdapat perubahan
Skenario Menjalankan aplikasi pengambilan dan
pengiriman throughput
Masukan Path ke aplikasi gettp.py
Keluaran Status throughput pada terminal, terdapat
perubahan pada tabel throughput di controller
Hasil Uji Coba BERHASIL
Proses pengambilan dan pengiriman throughput ini akan
menampilkan status koneksi pada antarmuka pada terminal.
Status koneksi yang ditampilkan adalah status koneksi antara
alamat IP tujuan yang statis dan jumlah bytes yang dikirim.
Jumlah bytes yang dikirim ini dihitung berdasarkan rumus pada
BAB III. Gambar 5.15 berikut ini menunjukkan proses
pengambilan dan pengiriman data throughput yang berhasil
dilakukan.
Pada saat implementasi, tampilan antarmuka tidak akan
terlihat karena proses pengambilan dan pengiriman data
throughput ini akan berjalan di background process. Akan tetapi
perubahan data throughput tetap dapat dilihat pada tabel statistik
port pada controller.
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Gambar 5.15. Tampilan Antarmuka Proses Pengambilan dan
Pengiriman Throughput pada Terminal Linux
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Gambar 5.16. Tampilan Antarmuka Perubahan Rx Bytes pada
Browser
5.2.9.Inisialisasi Network Monitoring
Proses inisialisasi network monitoring merupakan sebuah
proses untuk menjalankan antarmuka network monitoring.
Aplikasi yang digunakan untuk melakukan monitor ini
menggunakan aplikasi grafana dengan menggunakan database
influxdb. Tujuan dari penggunaan antarmuka ini adalah untuk
memudahkan dalam pengamatan jaringan, karena antarmuka ini
akan melakukan representasi data throughput menjadi diagram
secara otomatis dan realtime. Tabel 10 berikut ini menunjukkan
prosedur uji coba proses inisialisasi network monitoring.
Tabel 10. Uji Coba Inisialisasi Network Monitoring
ID UJ-09
Nama Uji Coba Proses Inisialisasi Network
Monitoring
Tujuan Uji
Coba
Menguji proses inisialisasi antarmuka network
monitoring menggunakan grafana
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Kondisi Awal Antarmuka network monitoring belum
dijalankan, sudah terdapat database throughput
Skenario Menjalankan server grafana kemudian
mengakses antarmuka melalui browser
dengan port 3000
Masukan Sintaks menjalankan grafana-server
Keluaran Antarmuka network monitoring dapat diakses
melalui browser
Hasil Uji Coba BERHASIL
Ketika proses inisialisasi network monitoring pertama kali
dijalankan, maka langkah awal yang harus dilakukan adalah
menjalankan server aplikasi. Gambar 5.17 berikut ini
menunjukkan kode yang dieksekusi pada terminal ketika
antarmuka network monitoring pertama kali dijalankan.
$ sudo service grafana-server start
Gambar 5.17. Perintah Melakukan Inisialisasi Network Monitoring
Setelah server network monitoring selesai dijalankan, maka
antarmuka dapat diakses melalui browser dengan menggunakan
port 3000. Sebelum dapat melihat representasi data menggunakan
diagram, maka perlu dilakukan konfigurasi dari sistem antarmuka
network monitoring seperti yang dijelaskan pada BAB IV.
Gambar 5.18 berikut ini menunjukkan tampilan antarmuka
network moitoring yang diakses melalui browser.
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Gambar 5.18. Tampilan Antarmuka Network Monitoring
5.3. Uji Coba Performa
Pengujian performa pada sistem ini dilakukan untuk
mengetahui seberapa baik kualitas throughput yang didapat oleh
pengguna sebelum dan sesudah menggunakan mekanisme load
switching menggunakan software defined network dengan
controller OpenDaylight. Uji coba performa yang dilakukan
meliputi pengukuran network reachable, pengukuran round trip
time, pengukuran pengunduhan berkas, dan pengukuran unggah
berkas.
Pengukuran network reachable digunakan untuk
mengetahui tingkat ketersampaian sebuah paket kepada sebuah
alamat komputer. Pengukuran round trip time digunakan untuk
mengetahui waktu dari sebuah paket dapat dikembalikan oleh
komputer tujuan. Pengukuran pengunduhan berkas dilakukan
untuk mengukur kemampuan jaringan dalam melakukan
pengunduhan berkas dengan ukuran tertentu. Pengukuran
pengunggahan berkas dilakukan untuk mengukur kemampuan
jaringan dalam melakukan pengunggahan berkas dengan ukuran
tertentu.
Uji coba performa tersebut diterapkan pada kondisi
jaringan yang berpindah dari satu lokasi ke lokasi yang lain secara
8383
terus menerus. Uji coba performa juga diterapkan dengan
menggunakan sebuah alamat komputer dengan alamat yang tetap,
sehingga didapatkan sebuah data dengan variabel yang sama.
Alamat IP yang digunakan uji coba adalah alamat
freeshare.lp.if.its.ac.id.
5.3.1.Uji Performa Network Reachable
Uji performa network reachable merupakan uji performa
yang dilakukan untuk mengetahui apakah sebuah jaringan mampu
mengirim dan menerima data. Pada uji performa ini dilakukan
dengan 2 (dua) tahap, yaitu uji performa network reachable tanpa
load switching dan uji performa network reachable dengan load
switching.
5.3.1.1.Uji Performa Network Reachable tanpa Load
Switching
Uji performa network reachable tanpa load switching
dilakukan dengan cara menguji koneksi antara 2 (dua) host
menggunakan jaringan internet. Jaringan yang dipakai
berdasarkan sinyal terbaik pada rute yang telah ditentukan
sebelumnya.
Pada uji performa network reachable ini dilakukan untuk
mengetahui tingkat reliability sebuah jaringan dengan koneksi 1
(satu) provider yaitu Telkomsel. Gambar 5.19 berikut ini
menunjukkan grafik hasil uji performa network reachable.
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Gambar 5.19. Grafik Hasil Uji Performa Network Reachable tanpa
Load Switching
Berdasarkan grafik hasil uji performa network reachable
tanpa load switching diatas, dapat dilihat bahwa terdapat 11
(sebelas) titik unreachable yang ditunjukkan pada nomor yang
berwarna merah. Delay yang dihasilkan dari uji performa network
reachable tanpa load switching ditujukkan pada tabel 11 dibawah
ini.
Tabel 11. Tabel Delay Time pada Uji Coba Network
Reachable tanpa Load Switching
Nomor Delay Time (second)
1 70
2 34
3 38
4 18
5 30
6 20
7 22
8 460
9 46
10 130
32 4 5 6 7 8 9 10 111
Waktu
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11 238
total 1106
Berdasarkan tabel 11 diatas dapat diketahui bahwa jumlah
keseluruhan delay time pada uji performa tanpa load switching
adalah 1106 detik.
5.3.1.2.Uji Performa Network Reachable dengan Load
Switching tanpa Waktu Tunggu
Uji performa network reachable dengan load switching
tanpa waktu tunggu dilakukan dengan cara menguji koneksi
antara 2 (dua) host menggunakan jaringan internet pada 4
operator. Keempat operator ini akan dihitung parameter pemilihan
jalur terbaiknya, kemudian paket yang berasal dari client akan
diteruskan melalui operator yang telah dipilih tersebut. Pemilihan
jalur terbaik dilakukan pada setiap iterasi pengecekan throughput.
Pada uji performa network reachable ini dilakukan untuk
mengetahui tingkat reliability sebuah jaringan dengan koneksi 4
(empat) provider. Uji performa ini menggunakan load switching
dengan pengecekan parameter throughput dan perpindahan flow
setiap iterasi. Gambar 5.20 berikut ini menunjukkan grafik hasil
uji performa network reachable.
Gambar 5.20. Grafik Hasil Uji Performa Network Reachable dengan
Load Switching tanpa Waktu Tunggu
1
Waktu
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Berdasarkan grafik hasil uji performa network reachable
dengan load switching tanpa waktu tunggu dapat dilihat bahwa
terdapat 1 (satu) titik network unreach yang ditunjukkan pada
nomor yang bewarna merah. Delay time yang dihasilkan dari uji
performa network reachable dengan load switching tanpa waktu
tunggu ini ditujukkan pada tabel 12 berikut ini.
Tabel 12. Tabel Delay Time pada Uji Performa Network Reachable
dengan Load Switching tanpa Waktu Tunggu
Nomor Delay Time (second)
1 170
total 170
Berdasarkan data delay time diatas dapat diketahui bahwa
jumlah delay time yang dihasilkan dari uji performa network
reachable dengan load switching tanpa waktu tunggu adalah 170
detik.
5.3.1.3.Uji Performa Network Reachable dengan Load
Switching menggunakan Waktu Tunggu
Uji performa network reachable dengan load switching
menggunakan waktu tunggu dilakukan dengan cara menguji
koneksi antara 2 (dua) host menggunakan jaringan internet pada 4
operator. Keempat operator ini akan dihitung parameter pemilihan
jalur terbaiknya, kemudian paket yang berasal dari client akan
diteruskan melalui operator yang telah dipilih tersebut. Pemilihan
parameter dilakukan pada setiap 5 (lima) iterasi pengecekan
throughput.
Pada uji performa network reachable ini dilakukan untuk
mengetahui tingkat reliability sebuah jaringan dengan koneksi 4
(empat) provider. Uji performa ini menggunakan load switching
dengan pengecekan parameter throughput dan perpindahan flow
setiap 5 (lima) iterasi. Gambar 5.21 berikut ini menunjukkan
grafik hasil uji performa network reachable.
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Gambar 5.21. Grafik Hasil Uji Performa Network Reachable dengan
Load Switchingmenggunakan Waktu Tunggu
Berdasarkan grafik hasil uji performa network reachable
dengan load switching tanpa waktu tunggu dapat dilihat bahwa
terdapat 2 (dua) titik network unreach yang ditunjukkan pada
nomor yang bewarna merah.
Hasil delay time yang diperoleh dari uji performa network
reachable dengan load switching menggunakan waktu tunggu
ditunjukkan pada tabel 13 berikut ini.
Tabel 13. Tabel Delay Time pada Uji Performa Network Reachable
dengan Load Switching menggunakan Waktu Tunggu
Nomor Delay Time (second)
1 40
2 20
total 60
Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa network reachable dengan load
switching menggunakan waktu tunggu menghasilkan jumlah
delay time 60 detik.
1 2
Waktu
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5.3.2.Uji Performa Round Trip Time
Uji performa round trip time (RTT) dilakukan untuk
mengetahui berapa waktu yang dibutuhkan untuk mengirimkan
paket tersebut. Round trip time dapat memiliki nilai yang
bervariasi dikarenakan rute yang dilalui oleh sebuah paket dapat
berubah setiap saat. Round trip time juga sangat tergantung
dengan reliability dari suatu jaringan. Uji performa round trip
time dibagi menjadi 2 (dua) tahap, yaitu uji performa round trip
time tanpa load switching dan uji performa round trip time
dengan load switching.
5.3.2.1.Uji Performa Round Trip Time tanpa Load
Switching
Pada skenario uji performa round trip time tanpa load
switching, suatu client akan mencoba mengirimkan protokol
ICMP kepada sebuah alamat IP. Berdasarkaan paket tersebut akan
diperoleh status log mengenai waktu yang dibutuhkan agar paket
tersebut sampai pada pengirim. Gambar 5.22 berikut ini
menunjukkan grafik hasil uji performa round trip time tanpa
menggunakan load switching.
Gambar 5.22. Grafik Hasil Uji Performa Round Trip Time tanpa
menggunakan Load Switching
4
1 2
3
5
Waktu
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Berdasarkan data pada grafik hasil uji performa round trip
time tanpa menggunakan load switching diperoleh 5 (lima) titik
jaringan tidak reliable yang ditunjukkan pada poin yang berwarna
merah. Pada poin 1, 2, 3 dan 5 menunjukkan suatu jaringan tidak
dapat menjangkau komputer yang menjadi tujuan suatu paket.
Poin 4 menunjukkan suatu jaringan lambat dalam
mentransmisikan data karena memiliki round trip yang lebih
tinggi daripada detik lainnya yaitu lebih dari 400 milisecond.
Waktu delay time yang dihasilkan dari uji performa round
trip time tanpa menggunakan load switching dijelaskan pada tabel
14 berikut ini.
Tabel 14. Tabel Delay Time pada Uji Coba Round Trip Time
tanpa Load Switching
Nomor Delay Time (second)
1 264
2 102
3 636
4 12
5 218
total 1232
Berdasarkan tabel 12 diatas dapat diketahui bahwa waktu
delay time pada uji performa round trip time tanpa load switching
adalah 1232 detik.
5.3.2.2.Uji Performa Round Trip Time dengan Load
Switching tanpa Waktu Tunggu
Pada skenario uji performa round trip time dengan load
switching tanpa waktu tunggu, suatu client akan mencoba
mengirimkan protokol ICMP kepada sebuah alamat IP.
Berdasarkaan paket tersebut akan diperoleh status log apakah
sebuah paket mampu dijawab oleh server beserta waktu yang
dibutuhkan agar paket tersebut sampai pada pengirim. Gambar
2
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5.23 berikut ini menunjukkan grafik hasil uji performa round trip
time menggunakan load switching pada 4 (empat) provider
dengan pemilihan parameter dan pengecekan throughput setiap
iterasi.
Gambar 5.23. Grafik Hasil Uji Performa Round Trip Time dengan
Load Switching tanpa Waktu Tunggu
Berdasarkan data pada grafik hasil uji performa round trip
time menggunakan load switching tanpa waktu tunggu diperoleh
2 (dua) titik jaringan tidak reliable yang ditunjukkan pada poin
yang berwarna merah. Pada poin 1 menunjukkan suatu jaringan
tidak dapat menjangkau komputer yang menjadi tujuan suatu
paket. Poin 2 menunjukkan suatu jaringan lambat dalam
mentransmisikan data karena memiliki round trip yang lebih
tinggi daripada detik lainnya yaitu lebih dari 400 milisecond.
Hasil delay time yang diperoleh dari uji performa round
trip time dengan load switching tanpa waktu tunggu ditunjukkan
pada tabel 15 berikut ini.
1
2
Waktu
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Tabel 15. Tabel Delay Time pada Uji Performa Round Trip Time
dengan Load Switching tanpa Waktu Tunggu
Nomor Delay Time (second)
1 360
2 20
total 380
Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa round trip time dengan load
switching tanpa waktu tunggu menghasilkan jumlah delay time
380 detik.
5.3.2.3.Uji Performa Round Trip Time dengan Load
Switching menggunakan Waktu Tunggu
Pada skenario uji performa round trip time dengan load
switching menggunakan waktu tunggu, suatu client akan mencoba
mengirimkan protokol ICMP kepada sebuah alamat IP.
Berdasarkaan paket tersebut akan diperoleh status log apakah
sebuah paket mampu dijawab oleh server beserta waktu yang
dibutuhkan agar paket tersebut sampai pada pengirim. Gambar
5.24 berikut ini menunjukkan grafik hasil uji performa round trip
time menggunakan load switching pada 4 (empat) provider
dengan pemilihan parameter dan pengecekan throughput setiap 5
(lima) iterasi.
92
Gambar 5.24. Grafik Hasil Uji Performa Round Trip Time dengan
load switching menggunakan Waktu Tunggu
Berdasarkan data pada grafik hasil uji performa round trip
time menggunakan load switching dengan waktu tunggu
diperoleh 2 (dua) titik jaringan tidak reliable yang ditunjukkan
pada poin yang berwarna merah. Pada poin 1 menunjukkan suatu
jaringan tidak dapat menjangkau komputer yang menjadi tujuan
suatu paket. Poin 2 menunjukkan suatu jaringan lambat dalam
mentransmisikan data karena memiliki round trip yang lebih
tinggi daripada detik lainnya yaitu lebih dari 200 milisecond.
Hasil delay time yang diperoleh dari uji performa round
trip time menggunakan load switching dengan waktu tunggu
ditunjukkan pada tabel 16 berikut ini.
Tabel 16. Tabel Delay Time pada Uji Performa Round Trip Time
menggunakan Load Switching dengan Waktu Tunggu
Nomor Delay Time (second)
1 180
2 20
total 200
1
2
Waktu
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Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa round trip time menggunakan load
switching dengan waktu tunggu menghasilkan jumlah delay time
200 detik.
5.3.3.Uji Performa Pengunduhan
Uji performa pengunduhan merupakan proses yang
dilakukan untuk mengetahui nilai throughput pengunduhan pada
waktu tertentu. Proses ini dilakukan dengan cara meminta request
GET pada sebuah berkas yang berada pada server. Berdasarkan
request tersebut, server akan mulai mengirimkan data berkas.
Berkas yang digunakan pada uji coba ini adalah menggunakan
berkas teks berformat .txt dengan ukuran berkas sejumlah 10 kB.
Ukuran 10 kB ditentukan sebagai sampling ukuran paket yang
terdapat pada ukuran buffer minimal pada protokol TCP. Pada uji
coba performa pengunduhan ini yang dicatat adalah nilai
throughput rx (received bytes) yang didapat oleh client.
Throughput rx yang diambil adalah nilai throughput rx controller
yang terdapat pada port statistics. Uji performa pengunduhan
dibagi menjadi 2 (dua) yaitu uji performa pengunduhan tanpa
load switching dan uji performa pengunduhan dengan load
switching.
5.3.3.1.Uji Performa Pengunduhan tanpa Load
Switching
Uji performa pengunduhan tanpa load switching dilakukan
dengan melakukan request GET pada berkas dengan ukuran
tertentu pada server freeshare.lp.if.its.ac.id. Berdasarkan request
tersebut dihasilkan performa pengunduhan yang ditunjukkan pada
gambar 5.25 berikut ini.
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Gambar 5.25. Grafik Hasil Uji Performa Pengunduhan tanpa Load
Switching
Berdasarkan data pada grafik hasil uji performa
pengunduhan tanpa load switching diperoleh 2 (dua) titik dimana
jaringan tidak dapat melakukan proses pengunduhan pada berkas
yang telah ditentukan. Poin 1 dan 2 menunjukkan bahwa jaringan
tidak dapat melakukan pengunduhan sama sekali. Delay time
yang dihasilkan dari uji coba performa pengunduhan tanpa load
switching ini ditunjukkan pada tabel 17 berikut ini.
Tabel 17. Tabel Delay Time pada Uji Performa Pengunduhan tanpa
Load Switching
Nomor Delay Time (second)
1 1010
2 270
total 1280
Berdasarkan tabel 13 diatas dapat diketahui bahwa waktu
delay time pada uji performa pengunduhan tanpa load switching
adalah 1280 detik.
5.3.3.2.Uji Performa Pengunduhan dengan Load
Switching tanpa Waktu Tunggu
Sama seperti uji performa pengunduhan tanpa load
switching, uji performa pengunduhan dengan load switching
21
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tanpa waktu tunggu ini juga dilakukan dengan melakukan request
GET pada berkas dengan ukuran tertentu pada server
freeshare.lp.if.its.ac.id. Pada pengujian performa pengunduhan
dengan load switching tanpa waktu tunggu ini dilakukan
pemilihan parameter dan pengecekan throughput setiap iterasi.
Gambar 5.26 berikut ini menunjukkan hasi uji coba pengujian
performa pengunduhan dengan load switching tanpa
menggunakan waktu tunggu.
Gambar 5.26. Grafik Hasil Uji Performa Pengunduhan dengan
Load Switching tanpa Waktu Tunggu
Berdasarkan data pada grafik hasil uji performa
pengunduhan dengan load switching tanpa waktu tunggu
diperoleh 2 (dua) titik dimana jaringan tidak dapat melakukan
proses pengunduhan pada berkas yang telah ditentukan dengan
baik. Poin 1 dan 2 menunjukkan bahwa kecepatan unduh yang
diterima oleh client sangat pelan yaitu dibawah 1 kbps.
Hasil delay time yang diperoleh dari uji performa
pengunduhan dengan load switching tanpa waktu tunggu
ditunjukkan pada tabel 18 berikut ini.
1
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Tabel 18. Tabel Delay Time pada Uji Performa Pengunduhan
dengan Load Switching tanpa Waktu Tunggu
Nomor Delay Time (second)
1 570
2 20
total 590
Berdasarkan data pada table delay time diatas dapat
diketahui bahwa uji performa pengunduhan dengan load
switching tanpa waktu tunggu menghasilkan jumlah delay time
590 detik.
5.3.3.3.Uji Performa Pengunduhan dengan Load
Switching menggunakan Waktu Tunggu
Pada uji performa pengunduhan dengan load switching
tanpa waktu tunggu ini dilakukan dengan melakukan request GET
pada berkas dengan ukuran tertentu pada server
freeshare.lp.if.its.ac.id. Pada pengujian performa pengunduhan
dengan load switching tanpa waktu tunggu ini dilakukan
pemilihan parameter dan pengecekan throughput setiap 5 (lima)
iterasi. Gambar 5.27 berikut ini menunjukkan hasi uji coba
pengujian performa pengunduhan dengan load switching dengan
menggunakan waktu tunggu.
Gambar 5.27. Grafik Hasil Uji Performa Pengunduhan dengan
Load Switching menggunakanWaktu Tunggu
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Berdasarkan data pada grafik hasil uji performa
pengunduhan dengan load switching menggunakan waktu tunggu
diperoleh 2 (dua) titik dimana jaringan tidak dapat melakukan
proses pengunduhan pada berkas yang telah ditentukan dengan
baik. Poin 1 dan 2 menunjukkan bahwa kecepatan unduh yang
diterima oleh client sangat lambat yaitu dibawah 1 kbps.
Hasil delay time yang diperoleh dari uji performa
pengunduhan dengan load switching menggunakan waktu tunggu
ditunjukkan pada tabel 19 berikut ini.
Tabel 19. Tabel Delay Time pada Uji Performa Pengunduhan
dengan Load Switching menggunakan Waktu Tunggu
Nomor Delay Time (second)
1 70
2 170
total 240
Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa pengunduhan dengan load
switching menggunakan waktu tunggu menghasilkan jumlah
delay time 240 detik.
5.3.4.Uji Performa Pengunggahan
Uji performa pengunggahan merupakan uji performa yang
dilakukan untuk mengetahui nilai throughput uggah pada waktu
tertentu. Proses ini dilakukan dengan cara melakukan request
PUT pada server dengan berkas tertentu. Berdasarkan request
tersebut, maka client akan mengirimkan berkas kepada server.
Pada uji coba performa pengunggahan ini yang dicatat adalah
nilai throughput tx yang didapat oleh client. Uji performa
pengunggahan dibagi menjadi 2 (dua) yaitu uji performa
pengunggahan tanpa load switching dan uji performa
pengunggahan dengan load switching.
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5.3.4.1.Uji Performa Pengunggahan tanpa Load
Switching
Uji performa pengunduhan tanpa load switching dilakukan
dengan melakukan request PUT pada berkas dengan ukuran
tertentu kepada server freeshare.lp.if.its.ac.id. Berdasarkan
request tersebut dihasilkan performa pengunduhan yang
ditunjukkan pada gambar 5.28 berikut ini.
Gambar 5.28. Grafik Hasil Uji Performa Pengunggahan Tanpa
Load Switching
Berdasarkan data yang diperoleh dari grafik hasil uji
performa pengunggahan tanpa load switching terdapat 2 (dua)
titik dimana jaringan tidak dapat melakukan pengunggahan
berkas pada server dengan baik. Poin 1 menunjukkan jaringan
tidak dapat melakukan proses pengunggahan sama sekali. Poin 2
menunjukkan kecepatan unggah yang lambat, yaitu dibawah 1
kbps.
Waktu delay time yang dihasilkan dari uji performa
pengunggahan tanpa load switching ditunjukkan pada tabel 20
berikut ini.
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Tabel 20. Tabel Delay Time pada Uji Performa Pengunggahan
tanpa Load Switching
Nomor Delay Time (second)
1 1010
2 270
total 1280
Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa pengunggahan tanpa load switching
menghasilkan jumlah delay time 1280 detik.
5.3.4.2.Uji Performa Pengunggahan dengan Load
Switching tanpa Waktu Tunggu
Uji performa pengunduhan dengan load switching tanpa
waktu tunggu dilakukan dengan melakukan request PUT pada
berkas dengan ukuran tertentu kepada server
freeshare.lp.if.its.ac.id. Berdasarkan request tersebut dihasilkan
performa pengunduhan yang ditunjukkan pada gambar 5.29
berikut ini.
Gambar 5.29. Grafik Hasil Uji Performa Pengunggahan dengan
Load Switching tanpa Waktu Tunggu
Berdasarkan data yang diperoleh dari grafik hasil uji
performa pengunggahan dengan load switching tanpa waktu
tunggu terdapat 2 (dua) titik dimana jaringan tidak dapat
1
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melakukan pengunggahan berkas pada server dengan baik. Poin 1
dan 2 menunjukkan kecepatan unggah yang lambat, yaitu
dibawah 1 kbps.
Hasil delay time yang diperoleh dari uji performa
pengunggahan dengan load switching tanpa waktu tunggu
ditunjukkan pada tabel 21 berikut ini.
Tabel 21. Tabel Delay Time pada Uji Performa Pengunggahan
dengan Load Switching tanpa Waktu Tunggu
Nomor Delay Time (second)
1 590
2 20
total 610
Berdasarkan data pada tabel delay time diatas dapat
diketahui bahwa uji performa pengunggahan dengan load
switching tanpa waktu tunggu menghasilkan jumlah delay time
610 detik.
5.3.4.3.Uji Performa Pengunggahan dengan load
switching menggunakan Waktu Tunggu
Uji performa pengunduhan dengan load switching
menggunakan waktu tunggu dilakukan dengan melakukan request
PUT pada berkas dengan ukuran tertentu kepada server
freeshare.lp.if.its.ac.id. Berdasarkan request tersebut dihasilkan
performa pengunduhan yang ditunjukkan pada gambar 5.30
berikut ini.
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Gambar 5.30. Grafik Hasil Uji Performa Pengunggahan dengan
Load Switchingmenggunakan Waktu Tunggu
Berdasarkan data yang diperoleh dari grafik hasil uji
performa pengunggahan dengan load switching menggunakan
waktu tunggu terdapat 2 (dua) titik dimana jaringan tidak dapat
melakukan pengunggahan berkas pada server dengan baik. Poin 1
menunjukkan bahwa jaringan tidak dapat melakukan proses
unduh sama sekali. Poin 2 menunjukkan kecepatan unggah yang
lambat, yaitu dibawah 1 kbps.
Hasil delay time yang diperoleh dari uji performa
pengunggahan dengan load switching menggunakan waktu
tunggu ditunjukkan pada tabel 22 berikut ini.
Tabel 22. Tabel Delay Time pada Uji Performa Pengunggahan
dengan Load Switching menggunakan Waktu Tunggu
Nomor Delay Time (second)
1 70
2 220
total 290
Berdasarkan tabel delay time diatas dapat diketahui bahwa
uji performa pengunggahan dengan load switching menggunakan
waktu tunggu menghasilkan jumlah delay time 290 detik.
2
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5.3.5.Ringkasan Uji Performa
Pada subbab ringkasan uji performa ini akan membahas
mengenai perhitungan penurunan delay time dan penghitungan
tingkat reliability pada uji performa yang telah dilakukan.
5.3.5.1.Penghitungan Delay Time
Pada penghitungan delay time ini akan dilakukan
penghitungan rata-rata delay time dari hasil uji performa masing-
masing metode yang dijelaskan pada tabel 23 sampai dengan
tabel 25 dibawah ini
Tabel 23. Tabel Rata-rata Delay Time pada Uji Performa tanpa
Load Switching
Uji Performa tanpa Load Switching Jumlah Delay Time(detik)
Uji Performa Network Reachable 1106
Uji Performa Round Trip Time 1232
Uji Performa Pengunduhan 1280
Uji Performa Pengunggahan 1280
Rata-rata 1224,5
Tabel 24. Tabel Rata-rata Delay Time pada Uji Performa
menggunakan Load Switching tanpa Waktu Tunggu
Uji Performa menggunakan Load
Switching tanpa Waktu Tunggu
Jumlah Delay Time
(detik)
Uji Performa Network Reachable 170
Uji Performa Round Trip Time 380
Uji Performa Pengunduhan 540
Uji Performa Pengunggahan 610
Rata-rata 425
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Tabel 25. Tabel Rata-rata Delay Time pada Uji Performa
menggunakan Load Switching tanpa Waktu Tunggu
Uji Performa menggunakan Load
Switching dengan Waktu Tunggu
Jumlah Delay Time
(detik)
Uji Performa Network Reachable 60
Uji Performa Round Trip Time 200
Uji Performa Pengunduhan 240
Uji Performa Pengunggahan 290
Rata-rata 197,5
5.3.5.2.Penghitungan Tingkat Reliability
Pada penghitungan tingkat reliability ini akan dilakukan
penghitungan presentase peningkatan kualitas yang dihitung
berdasarkan perubahan delay time pada setiap uji performa. Hasil
penghitungan tingkat reliability ditunjukkan pada persamaan
berikut ini.
Selisih delay time tanpa waktu tunggu = 1224,5 - 425 = 799,5
Selisih delay time dengan waktu tunggu = 1224,5 - 197,5 = 1027
%
%
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[Halaman ini sengaja dikosongkan]
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6BAB VI
PENUTUP
Pada bab terakhir ini akan dibahas mengenai kesimpulan
yang diperoleh selama pengerjaan Tugas Akhir hingga selesai.
Pada bab ini juga akan menjawab pertanyaan yang dijabarkan
pada BAB I. Pembuatan Tugas Akhir ini pasti memiliki kelebihan
dan kekurangan dari hasil yang telah dicapai dari pembuatan
sistem. Untuk memperbaiki semua kekurangan dari sistem,
dijelaskan pada subbab saran.
6.1. Kesimpulan
Berikut ini merupakan beberapa kesimpulan yang
diperoleh dari proses pengerjaan Tugas Akhir ini:
1. Sistem dapat diimplementasikan dengan baik menggunakan
Software Defined Network dengan Controller OpenDaylight
Helium SR-4 OSGi package pada kendaraan mobil pribadi.
2. Sistem dapat melakukan deteksi dynamic network secara
realtime dengan mengambil data network reachable,
throughput dan round trip time.
3. Sistem dapat melakukan pemilihan koneksi terbaik ketika
terjadi perubahan bandwidth.
4. Manajemen pada client dapat ditampilkan pada tampilan
antarmuka controller dan client dapat terkoneksi pada sistem
secara wireless menggunakan WiFi.
5. Sistem dapat melakukan manajemen traffic ketika berjalan
dengan menerapkan sistem flow yang akan memberikan
policy pada paket yang masuk dan keluar. (dituliskan uji
coba ke berapa)
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6. Sistem mampu memberikan laporan dan log jaringan
menggunakan antarmuka web dan terminal.
7. Kualitas jaringan yang didapatkan menggunakan sistem load
switching menggunakan software defined network memiliki
pengurangan jumlah delay time rata-rata 799,5 detik apabila
tanpa menggunakan waktu tunggu dan 1027 detik apabila
menggunakan waktu tunggu. Meningkatkan reliability
sebesar 65,29% apabila tanpa menggunakan waktu tunggu
dan 83,87% apabila menggunakan waktu tunggu.
6.2. Saran
Adapun saran dari penulis yang diberikan dari kekurangan
sistem yang ada, maupun pengembangan lebih lanjut yaitu:
1. Penambahan pengaruh kecepatan kendaraan sebagai
parameter penentuan flow.
2. Penggunaan machine learning berdasarkan lokasi tertentu
agar penentuan flow lebih cepat dan mengurangi redundansi
data.
3. Penambahan fitur DHCP agar client yang terhubung ke
sistem mendapatkan konfigurasi jaringan secara otomatis.
4. Deteksi konfigurasi perangkat diperlukan agar
meminimalisasi interaksi manusia dalam melakukan
konfigurasi sistem.
5. Penggunaan hardware yang seragam diperlukan agar
pengambilan parameter pemilihan flow lebih baik.
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7LAMPIRAN
Bagian ini merupakan lampiran dari dokumen sebagai
pelengkap buku Tugas Akhir dimana akan diberikan langkah-
langkah konfigurasi sistem dan potongan kode sumber program
dari fungsi-fungsi yang digunakan.
A. Langkah-langkah Konfigurasi Mikrotik dengan
OpenFlow
1. Download Paket OpenFlow
Download paket OpenFlow Mikrotik pada alamat
http://www.mikrotik.com/download
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2. Install Paket OpenFlow
Extract kemudian Install paket OpenFlow kedalam router melalui
menu files.
Kemudian reboot router
111111
3. Konfigurasi Alamat IP
4. Konfigurasi Interface
Lakukan konfigurasi pada router dengan melakukan setting
master-port = none.
5. Konfigurasi OpenFlow
[admin@MikroTik] > OpenFlow addname=ofswitch1 controllers=192.168.88.254
[admin@MikroTik] > OpenFlow enable ofswitch1
[admin@MikroTik] > OpenFlow port addswitch=ofswitch1 interface=ether3
[admin@MikroTik] > OpenFlow port add
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switch=ofswitch1 interface=ether4
[admin@MikroTik] > OpenFlow port add
switch=ofswitch1 interface=ether5
[admin@MikroTik] > OpenFlow port addswitch=ofswitch1 interface=ether6
[admin@MikroTik] > OpenFlow port add
switch=ofswitch1 interface=wlan
[admin@MikroTik] > OpenFlow port enablenumbers=0
[admin@MikroTik] > OpenFlow port enable
numbers=1
[admin@MikroTik] > OpenFlow port enablenumbers=2
[admin@MikroTik] > OpenFlow port enable
numbers=3
[admin@MikroTik] > OpenFlow port enablenumbers=4
B. Langkah-langkah Konfigurasi Controller dengan
OpenDaylight
1. Install Java OpenJDK
$ sudo apt-get install openjdk-8-jre
2. Download Paket Controller OpenDaylight-OSGi
$ wget
https://nexus.OpenDaylight.org/content/repos
itories/OpenDaylight.release/org/OpenDayligh
t/controller/distribution.OpenDaylight/0.1.6
-Helium-SR4/distribution.OpenDaylight-0.1.6-
Helium-SR4-osgipackage.zip
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3. Extract Paket Controller OpenDaylight-OSGi
$ unzip distribution.OpenDaylight-0.1.6-
Helium-SR4-osgipackage.zip
4. Setting Environment JAVA_HOME
$ export JAVA_HOME=/usr/lib/jvm/java-xx-
openjdk-yy
5. Eksekusi Aplikasi Controller OpenDaylight-OSGi
$ sudo ./run.sh
Apabila telah keluar status netconf connector initialized
successfully, maka aplikasi controller telah berhasil dipasang dan
dijalankan.
6. Konfigurasi Aplikasi Controller melalui Browser
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Akses interface controller melalui browser dengan port 8080
kemudian masukkan username admin password admin.
Tambahkan subnet gateway address sesuai dengan jaringan yang
dipakai.
Kemudian simpan alamat IP dan simpan konfigurasi
OpenDaylight controller agar tersimpan permanen.
C. Langkah-langkah Konfigurasi Basis Data InfluxDB dan
Network Monitoring Grafana
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1. Tambah Repository InfluxDB
$ curl -sL
https://repos.influxdata.com/influxdb.key | sudo
apt-key add -
$ source /etc/lsb-release
$ echo "deb
https://repos.influxdata.com/${DISTRIB_ID,,}
${DISTRIB_CODENAME} stable" | sudo tee
/etc/apt/sources.list.d/influxdb.list
2. Install InfluxDB
$ sudo apt-get update && sudo apt-get install
influxdb
3. Jalankan Service InfluxDB
$ sudo service influxdb start
$ influx
4. Buat Database controllerdb dan Tabel portstats
$ influx
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$ create database controllerdb
$ use database controllerdb
$ insert portstats,host=nodeX tx=0,rx=0
5. Tambah Repository Grafana
$ echo "deb
https://packagecloud.io/grafana/stable/debian/
wheezy main" | sudo tee
/etc/apt/sources.list.d/grafana.list
$ curl https://packagecloud.io/gpg.key | sudo
apt-key add -
6. Install Grafana
$ sudo apt-get update && sudo apt-get install
grafana
7. Jalankan Service Grafana
$ sudo service grafana-server start
8. Buat Dashboard Network Monitoring
Akses interface Grafana melalui browser dengan port 3000.
Masukkan username admin password admin. Klik Data Source
Klik Add data source
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Isi beberapa parameter pada kolom name, type, url, access,
database, user, password. Kemudian klik add.
Setelah data source ditambahkan, buat dashboard klik +new
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Pilih antarmuka yang ingin ditampilkan, pada konfigurasi ini
dipilih graph.
Klik judul pada grafik, kemudian klik Edit.
Isi parameter panel data source dengan data source yang telah
ditambahkan dan sesuaikan query untuk menampilkan grafik.
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D. Konfigurasi Host Router
1. Install wvdial
$ sudo apt-get update && sudo apt-get install
grafana
2. Konfigurasi wvdial
$ sudo wvdialconf
Lakukan konfigurasi wvdial untuk masing-masing ISP.
3. Konfigurasi Forwarding
$ sudo iptables -t nat -A POSTROUTING -o
ppp0 -j MASQUERADE
$ sudo iptables -A FORWARD -i ppp0 -o eth0 -
m state --state RELATED,ESTABLISHED -j
ACCEPT
$ sudo iptables -A FORWARD -i eth0 -o ppp0 -
j ACCEPT
E. Potongan Kode Program Load Switching tanpa Waktu
Tunggu dengan REST API
Langkah pertama adalah melakukan inisialisasi gateway mac
address. Normalnya, gateway mac address adalah mac address
interface mesin controller yang terhubung dengan router.
Langkah kedua adalah mengambil data host yang terhubung pada
OpenFlow router beserta node ID OpenFlow router tersebut.
Kode program ini ditunjukkan pada kode sumber 1 berikut ini.
h = httplib2.Http(".cache")
h.add_credentials("admin", "admin")
resp,content=h.request("http://localhost:8080/co
ntroller/nb/v2/hosttracker/default/hosts/active"
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)
jsonData = json.loads(content)
hostData = jsonData['hostConfig']
Kode Sumber 1. Kode Sumber Pengambilan Data Host pada
OpenFlow Router.
Langkah ketiga adalah menginisialisasi master node atau host
router yang dijadikan koneksi utama. Kode program ini
ditunjukkan pada kode sumber 2 berikut ini.
os.system('curl -u admin:admin -H "Content-
type: application/json" -X PUT -d
"{\\"installInHw\\":\\"true\\",\\"name\\":\\
"flowx\\",\\"node\\":{\\"id\\":\\"'+nodeID+'
\\",\\"type\\":\\"OF\\"},\\"etherType\\":\\"
0x800\\",\\"priority\\":\\"500\\",\\"dlDst\\
":\\"'+gateway+'\\",\\"actions\\":[\\"SET_DL
_DST='+macMasterNode+'\\",\\"OUTPUT=N\\"]}"
"http://localhost:8080/controller/nb/v2/flow
programmer/default/node/OF/'+nodeID+'/static
Flow/flowx"')
Kode Sumber 2. Kode Sumber Inisialisasi Master Node.
Flowx adalah nama flow yang digunakan, nodeID adalah ID Unik
OpenFlow router yang didapat setelah pengambilan data host,
gateway adalah gateway mac address. macMasterNode adalah
mac address dari master node yang digunakan, N adalah nomor
port pada master node.
Langkah keempat yaitu dilakukan pengambilan data throughput
yang terdapat pada tabel port controller. Kode program ini
ditunjukkan pada kode sumber 3 berikut ini.
resp,content=h.request("http://127.0.0.1:8080/co
ntroller/nb/v2/statistics/default/port/")
Kode Sumber 3. Kode Sumber Pengambilan Data Throughput pada
Tabel Port Controller.
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Langkah kelima adalah memasukan data throughput diatas
kedalam database InfluxDB. Kode program ini ditunjukkan pada
kode sumber 4 berikut ini.
influxdata="host=%s tx=%s,rx=%s" % (nodename,
txdata, rxdata)
os.system("curl -XPOST
'http://%s:%s/write?db=%s' --data-binary
'portstats,%s'" % (host, port, dbname,
influxdata))
Kode Sumber 4, Kode Sumber Memasukkan Data Throughput
kedalam Database.
Langkah keenam yaitu melakukan pengambilan data throughput
terbaik pada database. Kode program ini ditunjukkan pada kode
sumber 5 berikut ini.
query='select max(rx) as maxrx, host from
portstats where time > now() - 1s'
client=InfluxDBClient(host,port,user,password,db
name)
result = client.query(query)
arrayList=list(result.get_points(measurement='po
rtstats'))
maxrx=arrayList[0]['maxrx']
node=arrayList[0]['host']
Kode Sumber 5. Kode Sumber Pengambilan Data Throughput
Terbaik pada Database tanpa Waktu Tunggu.
Langkah ketujuh yaitu melakukan perbandingan dan pembuatan
flow berdasarkan jumlah throughput terbaik. Kode program ini
ditunjukkan pada kode sumber 6 berikut ini.
if maxData[0]=='nodeName' and maxData[1]>0:
os.system('curl -u admin:admin -H
"Content-type: application/json" -X PUT -d
"{\\"installInHw\\":\\"true\\",\\"name\\":\\
"flowx\\",\\"node\\":{\\"id\\":\\"'+nodeID+'
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\\",\\"type\\":\\"OF\\"},\\"etherType\\":\\"
0x800\\",\\"priority\\":\\"500\\",\\"dlDst\\
":\\"'+gateway+'\\",\\"actions\\":[\\"SET_DL
_DST='+macMasterNode+'\\",\\"OUTPUT=N\\"]}"
"http://localhost:8080/controller/nb/v2/flow
programmer/default/node/OF/'+nodeID+'/static
Flow/flowx"')
Kode Sumber 6. Kode Sumber Perbandingan dan Pembuatan Flow.
nodeName adalah nama host router yang digunakan sebagai
gateway ke internet.
F. Gambaran Umum Cara Kerja Aplikasi
Load Switching
OpenFlowREST RouterOpenDaylight
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G. Potongan Kode Program Load Switching dengan Waktu
Tunggu dengan REST API
Secara umum, kode program load switching dengan waktu tunggu
memiliki kesamaan dengan kode program load switching tanpa
waktu tunggu. Tetapi kode program load switching dengan waktu
tunggu terdapat perubahan penambahan counter dan perbedaan
kode program pengambilan throughput pada tabel port controller.
Kode program ini ditunjukkan pada kode sumber 7 berikut ini.
query='select max(rx) as maxrx, host from
portstats where time > now() - 5s'
client=InfluxDBClient(host,port,user,password,db
name)
result = client.query(query)
arrayList=list(result.get_points(measurement='po
rtstats'))
maxrx=arrayList[0]['maxrx']
node=arrayList[0]['host']
Kode Sumber 7. Kode Sumber Pengambilan Data Throughput
Terbaik pada Database dengan Waktu Tunggu.
H. Potongan Kode Program Pengiriman Parameter pada
Host Router
Kode program pengiriman parameter pada host router terbagi
menjadi 3 (tiga) bagian, yaitu pengambilan round trip time,
pengambilan throughput, serta penghitungan dan pengiriman
parameter.
Kode program pengambilan round trip time ditunjukkan pada
kode sumber 8 berikut ini.
os.system("ping -c 1 8.8.8.8 | awk 'BEGIN
{FS="+'"[=]|[ ]"'+"} {print $10}' | head -n 2 |
tail -n 1 > pingout.txt ")
with open('pingout.txt','r') as f:
data=f.read()
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if data=='':
data=0
return float(data)
Kode Sumber 8. Kode Sumber Pengambilan Round Trip Time.
Kode program pengambilan throughput modem ditunjukkan pada
kode sumber 9 berikut ini.
with open('/sys/class/net/'+iface+'/statistics/'
+ t + '_bytes', 'r') as f:
data=f.read()
return float(data)
Kode Sumber 9. Kode Program Pengambilan Throughput Modem.
iface merupakan interface yang digunakan modem untuk koneksi
ke internet. Normalnya, interface ini menggunakan ppp0. t
merupakan jenis throughput yang diambil (tx atau rx).
Kode program penghitungan dan pengiriman parameter
ditunjukkan pada kode sumber 10 berikut ini.
param=(rbps+tbps)/rtt
os.system('ping -s '+str(param)+' -c 1
192.168.1.x')
Kode Sumber 10. Kode program penghitungan dan pengiriman
parameter.
rbps merupakan throughput rx dalam bit per seconds. tx
merupakan throughput tx dalam bit per seconds. rtt merupakan
round trip time, x merupakan alamat IP host router yang menjadi
tetangganya.
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