In this paper, we classified the objectionable texts into four rates according to their harmfulness and proposed the hierarchical text rating system for objectionable documents. Since the documents in the same category have similarities in used words, expressions and structure of the document, the text rating system, which uses a single classification model, has low accuracy. To solve this problem, we separate objectionable documents into several subsets by using their properties, and then classify the subsets hierarchically. The proposed system consists of three layers. In each layer, we select features using the chi-square statistics, and then the weight of the features, which is calculated by using the TF-IDF weighting scheme, is used as an input of the non-linear SVM classifier. By means of a hierarchical scheme using the different features and the different number of features in each layer, we can characterize the objectionability of documents more effectively and expect to improve the performance of the rating system. We compared the performance of the proposed system and performance of several text rating systems and experimental results show that the proposed system can archive an excellent classification performance.
Introduction
As the Internet has recently been rapidly expanded, we can find information easily and quickly. A lot of useful information exists on the Internet, but there is also harmful information involving pornography, drug abuse, violence, etc. Therefore, a filtering system is necessary to protect the children from this harmful information.
Many filtering systems, for examples Honorguard, SurfControl and S4F, have been developed and used to block harmful information in homes, schools, libraries, and so on. There are two kinds of filtering approach to blocking harmful information: the metadata-based approach and the content-based approach.
The metadata-based approach depends on the results of URL and IP address blocking. This approach was mainly used in early filtering systems. Because the Internet is very dynamic and the URL/IP addresses of web sites are always changing, this approach has the problem of having to periodically update blocking lists. To solve such problem, several studies of content-based filtering have been conducted [1, 2, 3, 4, 5, 6, 7, 8] .
Although there are many applications of content-based filtering according to the types of the media and the methods of analyzing contents, we limit the discussion to objecttionable document filtering, a serious problem on the Internet. In this paper, the described objectionable document is a pornographic document written in Korean.
Automatic objectionable document filtering methods can be classified into two main approaches: keyword matching and inductive learning model. Keyword matching is the most commonly used method of classifying the objectionable documents and has an advantage in the processing time. But, this method has low accuracy and produces many false positives. There have been few studies that try to classify the objectionable texts using the inductive learning model [8, 9] . Gui-yang et al. [9] proposed the hybrid method which combines keyword matching and the inductive learning model in order to increase the precision of objectionable text filtering. But they focused on two-class problems, whether the documents were objectionable or not. Since documents about sexual medicine or consultation on sexuality can be classified as objectionable texts in twoclass problems, the filtering system comes up with many false positives. In addition, to classify the texts into objectionable and unobjectionable texts limits the user's option to access diverse information. For these reasons, a rating system of objectionable texts is needed. Lee et al. [8] proposed a text rating system which consists of a nonharmful documents screen and inductive learning model. But they used a single classification model which assigns a document into one of three rates. Since the text rating system based on a single inductive learning model selects features from the training samples of all rates, it leads to confusion in rating documents and decreases accuracy of the text rating system. So a novel approach to classifying the rates of documents is necessary.
In this paper, we classify the objectionable texts into four rates and propose a novel hierarchical text rating system for objectionable documents. The proposed system consists of three layers and each of them uses its own classification model which has different features and a different number of features. The remainder of this paper is organized as follows. In section 2, the rate of objectionable texts and design concept are described. The hierarchical text rating system for objectionable documents is described in section 3 and experimental results are given in section 4. In section 5, we conclude this work.
The Proposed System

The rate of objectionable texts
Up to now, the filtering approaches of the objectionable text have been focused on distinguishing between objectionable texts and unobjectionable texts. Consequently, there have been many false positives, which degrade the performance of filtering systems, and restrict the user's access right. To solve these problems, it is necessary to classify the documents according to their objectionability. In this paper, we use the four rates for the classification of objectionable texts, as described in Table 1 . 
Design Concept
The automatic text categorization system assigns the predefined categories to free text documents and generally consists of feature selection, representation, and the classification process, as illustrated in Figure 1 .
Fig. 1. Automatic text categorization system
In the automatic text categorization system, there exist sharp distinctions between documents in other categories. However, in the text rating system for objectionable documents, which classifies the documents in the same category according to their objectionability, there is no clear distinction between documents in the other rates. It is due to the similarities in used words, expressions, and structure of the document in the same category. Therefore, if we extract and select features from documents of all rates at the same time, the performance of the rating system will be decreased owing to confusion between rates.
It may be helpful to consider some important characteristics of rating the documents here. Since the documents in rate 0 do not contain objectionable words or expressions, they are definitely distinguished from the documents in the other rates. In addition the documents in rate 1 not only contain the objectionable words describing sexuality or sexual organs, but also contain the words which are used in medicine or consultation. So it also differentiates between the documents in rate 1 and those in rate 2 or 3. The documents in rate 2 and rate 3 contain the same words expressing sexual acts, but the contents of them are very different. The documents in rate 2 generally contain implicit expressions on sexual acts and the other documents in rate 3 usually contain explicit expressions on sexual perversion. From the results of the above observation, we can classify objectionable documents into several subsets by using the properties of them. Also we can reduce the confusion of rated documents and improve the performance of the text rating system by classifying the subsets hierarchically.
In this paper, we divide objectionable documents into five subsets: subset A (documents in rate 0), subset B (documents in rate 1, 2 and 3), subset C (documents in rate 1), subset D (documents in rate 2 and 3), subset E (documents in rate 2) and subset F (documents in rate 3). The subsets are classified by the proposed hierarchical text rating system. The proposed system consists of three layers. In the first layer, the text is classified as subset A or B and the text classified as subset B passes to the next layer. The text is classified as subset C or D in the second layer and the text classified as subset D in the second layer is classified as subset E or F in the last layer. At each layer, the different features and the different number of features are used to classify the subsets.
Fig. 2. Proposed system
A Hierarchical Text Rating System for Objectionable Documents
In this paper, we propose the hierarchical text rating system for objectionable documents as depicted in Figure 3 . The proposed system consists of three layers and each layer uses the different features and classifiers. We gathered sample documents for learning and testing written in Korean. First, we extract nouns from the sample documents using a morphological analyzer. And then, the features are selected using chi-square statistics at each layer and the weight of features are calculated using the TF-IDF (Term FrequencyInverse Document Frequency) weighting scheme. Finally, the weights of features are used as an input to the non-linear SVM (Support Vector Machines) classifier at each layer. We will discuss feature selection, representation and the non-linear SVM classifier in the following sections.
Fig. 3. Hierarchical text rating system for objectionable documents
Feature selection and representation
Feature selection is to find the characteristic words which can help classify the rates of documents well. The process of feature selection consists of the morphological analyzer and the algorithm by which the amount of information of characteristic words is measured. The morphological analyzer is used to extract the substantives from the documents. But the number of substantives in documents is so high that the method of reducing the number of substantives is needed in order to reduce the processing time of document classification. Therefore the algorithm of measuring the amount of information on substantives is required to find effective words in classifying the rates of documents. Generally, the features are selected by the term-goodness criterion such as DF (Document Frequency), IG (Information Gain), CHI (CHI-square statistics), and MI (Mutual Information). It is known that IG and CHI are the best in automatic document categorization [10] .
While the features are selected from the documents of all categories in the automatic text categorization system, the different features are selected from the subsets at each layer in the proposed system. As a result, we characterize the objectionability of texts more effectively and can expect to improve the performance of the rating system. In the proposed system, we use chi-square statistics as the termgoodness criterion of the features at each layer. Chi-square statistics measure the lack of independence between a term t and a rate r and can be compared to the chi-square distribution with one degree of freedom to judge extremeness [10] . It is defined as:
, ( χ where A is the number of times t and r co-occur, B is the number of times t occurs without r, C is the number of times r occurs without t, D is the number of times neither r nor t occurs, and N is the total number of documents.
Representation means how to express the documents with features. In this paper, the TF-IDF weighting scheme [11] is used to calculate the weight of features. W ik is the weighting value of the ith feature in the kth document and is defined as:
where f ik is the frequency of the ith feature in the kth document, N is the total number of documents in the training set and n k is the number of documents in which the ith feature occurs.
SVM Classifier
There have been a wide range of statistical learning algorithms such as K-NN, SVM, Bayes probabilistic classification and neural networks applied to the automatic text categorization system [12] . In this paper, we use the SVM classifier.
SVM is based on the Structural Risk Minimization principle from computational learning theory [13] . Non-linear SVM [14] maps the data into a predetermined very high dimensional space via a kernel function and finds the hyper-plane that maximizes the margin between the two classes. Non-linear SVM classification is extremely efficient and robust. Therefore, non-linear SVM is used to classify the rates of documents using the values of features which are calculated by the TF-IDF weighting scheme.
Experimental Results
We gathered 3000 HTML documents for each rate from various websites. The texts, which are extracted from HTML documents using HTML parser, were used for experiment. For each rate, training samples contain 2400 texts and test samples contain 600 texts. We used chi-square statistics to select features from samples, and the TF-IDF weighting scheme was used for feature representation. Finally, Non-linear SVM with the radial basis function as the kernel function was used as a classifier. The best kernel parameters for the SVM classifier were calculated from a grid search and n-fold cross validation.
In layer 1, the harmful words appear on the top of the selected feature list. In layer 2, the words relating to sexual medicine or consultation on sexuality rank highly in the selected feature list. In Layer 3, we can not find a dominant characteristic in the selected feature list. The classification result, which uses the same number of features at each layer, is shown in Table 2 . The classification result, which uses a different number of features at each layer, appears in Table 3 . The experimental results show that the accuracy of layer 3 is lower than that of the other layers. It is due to the similarities in used words, expressions, and structure of the document in rates 2 and 3. From Table 3 , we see that the accuracy of the text rating system is improved by increasing the number of features.
The classification results of the text rating system are shown in Table 4 and Table 5 . In Table 4 and 5, the Hierarchical text rating system I represents the proposed system which uses a different number of features and the Hierarchical text rating system II means the proposed system which uses the same number of features. The pair-wise text rating system, which selects features from all rate documents and then classifies the rate of the document using pair-wise classifiers and a voting scheme, is used for performance comparison. The text rating system with a non-harmful documents screen [8] is also used for performance comparison. That system consists of a non-harmful documents screen using the pattern matching algorithm and classifier using the SVM model, which assigns a document into one of three rates.
Experimental results show that the proposed system, which uses a different number of features, has the best rating performance for objectionable document classification. 
Conclusion
In this paper, we classified the objectionable texts into four classes according to their objectionability and proposed the hierarchical text rating system for objectionable documents. We used the three layers for the hierarchical system and selected features independently at each layer. Experimental results showed that the proposed system archived an excellent classification performance. We used only the lexical information in documents and did not use the syntactic information. We expect to improve the performance by using syntactic information. More research on the classification of objectionable texts using syntactic information is required. We expect that this system will help to protect children from objectionable documents.
