We develop some new error bounds for learning algorithms induced by regularization methods in the regression setting. The "hardness" of the problem is characterized in terms of the parameters r and s, the first related to the "complexity" of the target function, the second connected to the effective dimension of the marginal probability measure over the input space. We show, extending previous results, that by a suitable choice of the regularization parameter as a function of the number of the available examples, it is possible attain the optimal minimax rates of convergence for the expected squared loss of the estimators, over the family of priors fulfilling the constraint r + s ≥ 1 2
Introduction
We consider the setting of semi-supervised statistical learning. We assume Y ⊂ It is clear that, in the supervised setting, the semi-supervised part of the training set is missing, whencem = m andz = z.
In the following we will study the generalization properties of a class of estimators fz ,λ belonging to the hypothesis space H: the RKHS of functions on X induced by the bounded Mercer kernel K (in the following κ = sup x∈X K(x, x)). The learning algorithms that we consider, have the general form
where Tx ∈ L(H) is given by,
Kx i Kx i , f H , g z ∈ H is given by,
and the regularization parameter λ lays in the range (0, κ]. We will often used the shortcut notationλ = λ κ . The functions G λ : [0, κ] → R, which select the regularization method, will be characterized in terms of the constants A and Br in [0, +∞], defined as follows
Finiteness of A and Br (with r over a suitable range) are standard in the literature of ill-posed inverse problems (see for reference [12] ). Regularization methods have been recently studied in the context of learning theory in [13, 9, 8, 10, 1] .
The main results of the paper, Theorems 1 and 2, describe the convergence rates of fz ,λ to the target function fH. Here, the target function is the "best" function which can be arbitrarily well approximated by elements of our hypothesis space H. More formally, f H is the projection of the regression function
The convergence rates in Theorems 1 and 2, will be described in terms of the constants C r and D s in [0, +∞] characterizing the probability measure ρ. These constants can be 3 described in terms of the integral operator LK :
Note that the same integral operator is denoted by T , when seen as a bounded operator from H to H.
The constants Cr characterize the conditional distributions ρ |x through fH, they are defined as follows
Finiteness of Cr is a common source condition in the inverse problems literature (see [12] for reference). This type of condition has been introduced in the statistical learning literature in [7, 18, 3, 17, 4] .
The constants Ds characterize the marginal distribution ρX through the effective dimension N (λ) = Tr T (T + λ) −1 , they are defined as follows
Finiteness of D s was implicitly assumed in [3, 4] . The paper is organized as follows. In Section 2 we focus on the RLS estimators f ls z,λ , defined by the optimization problem
and corresponding to the choice G λ (σ) = (σ + λ) −1 (see for example [5, 7, 18] ). The main result of this Section, Theorem 1, extends the convergence analysis performed in [3, 4] from the range r ≥ − r. Corollary 1 gives optimal s-independent rates for r > 0.
The analysis of the RLS algorithm is a useful preliminary step for the study of general regularization methods, which is performed in Section 3. The aim of this Section is develop a s-dependent analysis in the case r > 0 for general regularization methods G λ . In Theorem 2 we extend the results given in Theorem 1 to general regularization methods. In fact, in Theorem 2 we obtain optimal minimax rates of convergence (see [3, 4] ) for the involved problems, under the assumption that r + s ≥ 1 2 . Finally, Corollary 2 extends Corollary 1 to general G λ .
In Sections 4 and 5 we give the proofs of the results stated in the previous Sections.
Risk bounds for RLS.
We state our main result concerning the convergence of f of f ls z,λ − f H ρ , is optimal in the minimax sense of [11, 4] . Indeed, in Th.2 of [4] , it was showed that this asymptotic order is optimal over the class of probability measures ρ, such that fH ∈ Im L Upper bounds of the type given in [17] or [3] (and stated in [6, 4] , under a weaker noise condition, and in the more general framework of vector-valued functions) can be obtained as a corollary of Theorem 1, considering the case r ≥ 1 2 . However, the advantage of using extra unlabelled data, is evident when r < 1 2 . In this case, the unlabelled examples (enforcing the assumptionm ≥ mλ
, over classes of measures ρ defined in terms of finiteness of the constants Cr and Ds. It is not known to the author whether the same rate of convergence can be achieved by the RLS estimator, for s < , for δ ∈ (0, 1), then, with probability greater than 1 − δ, it holds
Risk bounds for general regularization methods.
In this Section we state a result which generalizes Theorem 1 from RLS to general regularization algorithms of type described by equation (1) . In this general framework we need (λ −|2−2r−s| + − 1)m unlabelled examples in order to get minimax optimal rates, slightly more than the (λ −|1−2r| + − 1)m required in Theorem 1 for the RLS estimator. We adopt the same notations and definitions introduced in the previous section. 
For a description of the properties of common regularization methods, in the inverse problems literature we refer to [12] . In the context of learning theory a review of these techniques can be found in [10] and [1] . In particular in [10] 
Proof of Theorem 1
In this section we give the proof of Theorem 1. First we need some preliminary propositions.
Proposition 1. Assume λ ≤ T and
for some δ ∈ (0, 1). Then, with probability greater than 1 − δ, it holds
where
Proof. Assuming
by simple algebraic computations we obtain
Therefore we get
Now we want to estimate the quantities S1, S2 and S3 using Prop. 4. In fact, choosing the correct vector-valued random variables ξ 1 , ξ 2 and ξ 3 , the following common representation holds,
Indeed, in order to let the equality above hold, ξ1 :
and m 1 =m. Moreover, ξ 2 : Z → H is defined by ξ(x, y) = (T + λ)
with m2 = m. And finally, ξ 3 : X → H is defined by
with m 3 =m. Hence, applying three times Prop. 4, we can write
where, as it can be straightforwardly verified, the constants H h and σ h are given by the expressions
Now, recalling the assumptions on λ andm, with probability greater than 1 − δ/3, we get
Hence, sincem ≥ m, with probability greater than 1 − δ,
Proposition 2. For every probability measure ρ X and λ > 0, it holds
and
Proof. First, observe that
Therefore, since T is a positive self-adjoint operator, the first inequality follows observing that
The second inequality can be proved observing that, since ψ λ (σ
Then, the following estimates hold,
Proof. The first estimate is standard in the theory of inverse problems, see, for example, [14, 12] or [18] .
Regarding the second estimate, if r ≤ 1 2 , since T is positive, we can write,
On the contrary, if r > 1 2 , since by Prop. 2 T ≤ κ, we obtain,
We also need the following probabilistic inequality based on a result of [16] , see also Th. 3.3.4 of [19] . We report it without proof. Proposition 4. Let (Ω, F, P ) be a probability space and ξ be a random variable on Ω taking value in a real separable Hilbert space K. Assume that there are two positive constants H and σ such that
then, for all m ∈ N and 0 < δ < 1,
We are finally ready to prove Theorem 1.
Proof of Theorem 1. The Theorem is a corollary of Prop. 1. We proceed by steps. First. Observe that, by Prop. 2, it holdṡ
Second. Condition (9) holds. In fact, sinceλ ≤ 1 and by the assumptionm ≥ mλ −|1−2r| + , we get,λm
Moreover, by eq. (6) and definition (5), we finḋ
Third. Sinceλ ≤ 1, recalling definition (4) and Prop. 3, for every r in (0, 1], we can write,
Therefore we can apply Prop. 1, and using the two estimates above, the assumptioñ m ≥ mλ −|1−2r| + and the definition of D s , to obtain the following bound,
Substituting the expression (6) forλ in the inequality above, concludes the proof.
Proof of Theorem 2
In this section we give the proof of Theorem 2. It is based on Proposition 1 which establishes an upper bound on the sample error for the RLS algorithm in terms of the constants Cr and Ds. When need some preliminary results. Proposition 5 shows properties of the truncated functions f 
where P λ is the orthogonal projector in L 2 (X, ρX ) defined by
Proof. The first estimate follows simply observing that
where we introduced the orthogonal projector P ⊥ λ = Id − P λ . Now let us consider the second estimate. Firstly observe that, since the compact operators LK and T have a common eigensystem of functions on X, then P λ can also be seen as an orthogonal projector in H, and f tr λ ∈ H. Hence we can write, Proof. The two inequalities (16) and (17) will be useful in the proof. The first follows from Theorem 1 in [15] , (16) where we adopted the convection 0 0 = 1. The second is a corollary of Theorem 8.1 in [2]
We also need to introduce the orthogonal projector in H, Px ,λ , defined by Px ,λ = Θ λ (Tx), with Θ λ defined in (14) .
We analyze the cases r ≤ 
