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1 Introduccio´n
La duracio´n de la desocupacio´n juega un papel cr´ıtico en la teor´ıa econo´mica, y una
cuidadosa evaluacio´n de la teor´ıa requiere informacio´n fidedigna sobre el feno´meno. En Ar-
gentina, los datos sobre duracio´n del desempleo se recogen perio´dicamente (antes, semes-
tralmente, y a partir del an˜o 2000 tres veces por an˜o) mediante la Muestra Permanente de
Hogares (EPH) del INDEC. La informacio´n sobre longitud del tiempo de desocupacio´n se
registra so´lo en aque´llos individuos de la Poblacio´n Econo´micamente Activa (PEA) que
esta´n desocupados en el momento de la encuesta. Esto significa que no se computa la
duracio´n de la desocupacio´n de aquellos que esta´n ocupados en el momento de la encuesta,
pero que tuvieron un cierto tiempo de desocupacio´n entre dos ondas sucesivas de la EPH.
Supo´ngase que los puntos O1 y O2 de la Figura 1 representan los tiempos de dos ondas
sucesivas de la EPH y que los vectores t1 , t2 , t3 y t4 representan las trayectorias de la
desocupacio´n de cuatro individuos de la PEA. Ni t1 , ni t2 sera´n captados por la EPH. Es
decir, las desocupaciones cortas estara´n subrepresentadas en la muestra.
Existen problemas adicionales en la captacio´n de la informacio´n sobre desocupacio´n.
El cara´cter rotativo de la EPH determina que cada individuo permanezca en la muestra
un nu´mero limitado de periodos.
El periodo de observacio´n tiene una duracio´n de dos an˜os, que se denominara´ ”ventana
de observacio´n” del individuo. Si la persona deja la encuesta cuando au´n no ha conseguido
trabajo, no se puede conocer la duracio´n completa de su desempleo. Esa observacio´n
1
Se´ptimas Jornadas ”Investigaciones en la Facultad” de Ciencias Econo´micas y Estad´ıstica, Noviembre 2002
Figura 1: Ubicacio´n de las trayectorias de desocupacio´n en relacio´n con las fechas de las encuestas
se denomina ”censurada a la derecha”. Hay otro problema, que no esta´ vinculado al
muestreo sino a la forma de registrar los datos. En la EPH, la manera de registrar el
comienzo de la desocupacio´n es a trave´s de la pregunta: ”Desde cua´ndo busca trabajo?”.
Esta informacio´n, como toda basada en la memoria del encuestado, debe ser tomada con
cautela.
Se podr´ıa ignorar la respuesta, y considerar que la fecha de inicio es desconocida, y en
consecuencia, considerar a la observacio´n como censurada a la izquierda, pero esto ser´ıa
desperdiciar informacio´n. Por otra parte, puede interesar estudiar la distribucio´n de la
longitud de la desocupacio´n, para analizar en que´ medida influyen sobre ella diversas vari-
ables socio-econo´micas. En este art´ıculo, no se consideran modelos que incluyen variables
explicativas dejando su estudio para ma´s adelante. En esta primera etapa se consideran
modelos parame´tricos para la duracio´n de la desocupacio´n cuando i) la distribucio´n esta´
truncada por causa del me´todo de muestreo utilizado y ii) adema´s, esta´ cencurada a la
derecha por causa de la rotacio´n de la muestra. Antes de pasar a su discusio´n, son perti-
nentes algunas consideraciones. Debido a que las desocupaciones de los individuos de la
muestra no transcurren simulta´neamente, es necesario definir con cierta arbitrariedad el
periodo al cual referir los indicadores del estudio. Por ejemplo, si los datos a analizar son
las duraciones captadas por primera vez en mayo de 1996, el feno´meno no puede asociarse
exclusivamente al periodo que va desde esa fecha en adelante, ya las duraciones captadas
en en ese momento se refieren a periodos anteriores a mayo de 1996. Adema´s cada una
tiene una fecha de iniciacio´n diferente. Por ahora no se discutira´ cua´l es el punto de
partida del estudio. Se supondra´ que de alguna manera satisfactoria se logro´ convenir
un tiempo inicial, lla´mese O (origen), de modo que sera´ posible afirmar que el estudio se
refiere a los individuos que estaban desocupados en mayo de 1996 y tuvieron como fecha
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de iniciacio´n de la desocupacio´n una fecha entre ese origen y mayo de 1996.
2 Modelo para datos incompletos por truncamiento
Se debe considerar que existe un modelo estructural para las variables de intere´s, y otro
modelo observacional para las variables observables, que no siempre coinciden con las
primeras. As´ı, por ejemplo, si la duracio´n de los episodios de desocupacio´n siguen una
distribucio´n exponencial, el modelo estructural de la duracio´n (l) es,
f(l) = θe−θl l > 0 (1)
Debido a que algunos valores pequen˜os de l no son observables, el modelo observacional
es ft(l), una distribucio´n truncada construida a partir de f(l). La muestra de la EPH es
un muestra de ft(l), pero con ella se desean estimar los para´metros de f(l). Para poder
definir ft(l), se considera el par de variables potencialmente observables (w, l), donde
w es el momento (medido a partir del origen O) en que comienza la desocupacio´n del
individuo y l es la duracio´n total de su desocupacio´n. Las variables l y w se observan
so´lo si (w + l) > D, donde D es el momento de la encuesta. El modelo supone que w
y l son variables independientes, es decir, el punto de iniciacio´n de la desocupacio´n es
independiente de la longitud de la misma. Se supone que w tiene distribucio´n uniforme
entre O y D, y que la distribucio´n de l es absolutamente continua en el eje real positivo,
y depende de un para´metro θ, que es un vector de una o ma´s componentes reales. Luego,
fθ(l, w) =
1
D
fθ(l) (2)
Si Ω es el espacio muestral del par (w, l) de variables, el espacio muestral de las
observables es el conjunto sombreado en la Figura 2.
3 Distribucio´n de ft(t)
Segu´n el modelo de la seccio´n anterior,
P ({w + l > D} ∩ {D < l}) =
∫ D
0
∫ D
D−l
1
D
f(l) dw dl =
∫ D
0
f(l) l dl (3)
P ({w + l > D} ∩ {D > l}) =
∫ ∞
D
∫ D
0
1
D
f(l) dw dl =
∫ ∞
D
f(l) dl (4)
P ({w + l > D}) =
1
D
∫ D
0
f(l) l dl +
∫ ∞
D
f(l) dl (5)
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Figura 2: Espacio muestral observable
Sea 0 < l1 < l < l2 < D,
P ({l1 < l < l2 |w + l > D}) =
1
D
∫ l2
l1
f(l) l dl
1
D
∫ D
0
f(l) l dl
(6)
De donde,
ft(l) = f(l |w + l > D) =
f(l) l∫ D
0
f(l) l dl
0 < l < D (7)
Sea l > D, w + l > D. Luego,
ft(l) = f(l |w + l > D) =
f(l)
(1− Fl(D))
(8)
donde Fl(D) es la funcio´n de distribucio´n de l, valorizada en D. Luego, de (6) y (7),
ft(l) = f(l |w + l > D) = δl,D
f(l) l∫ D
0
f(l) l dl
+ δD,l
f(l)
1− Fl(t)
(9)
donde δxy = 1 si x < y, y δxy = 0 si x ≥ y.
En cuanto al valor esperado de l, dado (w + l) > D,
E(l |w + l > D) =
∫ D
0
f(l) l2 dl∫ D
0
f(l) l dl
·
P ({w + l > D} ∩ {D < l})
P (w + l > D)
+ (10)
+
∫ ∞
D
f(l) l dl
1− Fl(D)
·
P ({w + l > D} ∩ {D < l}
P (w + l > D
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Otra forma de expresar E(l |w + l > D) es,
E(l |w + l > D) = E(l |w + l, l ≤ D) ·
P ({w + l > D} ∩ {l ≤ D})
P (w + l > D)
+ (11)
+ E(l | l > D)
P (l > D)
P (w + l > D)
4 Comparacio´n de E(l) y E(l |w + l > D)
Se puede escribir E(l) de la siguiente forma,
E(l) = E(l | l ≤ D) P (l ≤ D) + E(l | l > D) P (l > D) (12)
=
∫ D
0
f(l) l dl∫ D
0
f(l) dl
P (l ≤ D) +
∫ ∞
D
f(l) l dl∫ ∞
D
f(l) dl
P (l > D)
Tanto E(l) como E(l |w + l > D) son promedios ponderados de esperanzas condi-
cionales. Se puede observar que,
E(l |w + l > D, l ≤ D) > E(l | l ≤ D) (13)
O sea, ∫ D
0
f(l) l2 dl∫ D
0
f(l) l l
≥
∫ D
0
f(l) l dl∫ D
0
f(l) dl
(14)
pues,
∫ D
0
f(l) l2 dl∫ D
0
f(l) l l
≥


∫ D
0
f(l) l dl∫ D
0
f(l) dl


2
(15)
porque la variancia de f(l | l ≤ D) es positiva. Entonces, la diferencia
E(l |w + l > D)− E(l) = [E(l |w + l > D, l ≤ D)− E(l | l ≤ D] · P (l ≤ D) +
+ [E(l | l > D)− E(l |w + l > D, l ≤ D)] · (16)
·
[
P (l > D)
P (w + l > D
− P (l > D)
]
es positiva, porque el primer sumando es positivo segu´n (15), y el segundo sumando
tambie´n lo es, porque el campo de variacio´n de la variable a la cual corresponde la
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esperanza del minuendo es la semirecta l > D, y el de la variable de la esperanza del
sustraendo esta´ sujeto a l ≤ D.
5 Estimacio´n de los para´metros del modelo por el me´todo de la
ma´xima verosimilitud
La u´nica informacio´n que proporciona la muestra se refiere a la distribucio´n truncada por
el evento w+ l > D. Si f(l) depende del para´metro θ, f(l |w+ l > D), tambie´n depende
de e´l, y es a partir de ella que θ va a ser estimado. Se supone que la muestra consta de
n1 valores de duracio´n menores que D y n2 valores mayores que D. Entonces,
L =
n1∏
i=1
fθ(li) li[∫ D
0
fθ(l) l dl
] ·
∫ D
0
fθ(l) l dl[∫ D
0
fθ(l) l dl +D
∫ ∞
D
fθ(l)dl
] · (17)
·
n2∏
i=1
fθ(li)[∫ ∞
D
fθl dl
] · D
∫ ∞
D
fθ(l) dl[∫ D
0
fθ(l) l dl +D
∫ ∞
D
fθ(l) dl
]
Esta funcio´n se maximiza para θ. El valor que la maximiza es el estimador ma´ximo-
veros´ımil de θ.
Como ilustracio´n del principio de la ma´xima verosimilitud en un problema concreto,
se presenta el caso de una distribucio´n exponencial con para´metro θ. La distancia entre
el origen y el momento de la encuesta se indica con el valor D.
La funcio´n de verosimilitud para este caso es,
L =
θn1 e−θ
∑n1
i=1
li
n1∏
i=1
li θ
n2 e−θ
∑n2
i=1
li Dn2
(
1
θD
)n (
1− e−θD
)n (18)
Y su logaritmo, excluyendo los te´rminos que no dependen de θ,
logL = 2n log θ − θ
n∑
i=1
li − n log(1− e
−θD) (19)
Cuya derivada es,
∂ logL
∂θ
=
2n
θ
−
n∑
i=1
li − n
(De−θD)
(1− e−θD)
(20)
La expresio´n (20) igualada a 0 debe resolverse iterativamente para hallar el estimador
ma´ximo-veros´ımil, θˆ, de θ.
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Figura 3: Generacio´n de datos
Para evaluar los resultados anteriores se simularon 5000 valores pertenecientes a una
distribucio´n exponencial con θ = 1
25
= 0.04 y estableciendo el valor de D = 7. Los datos
fueron generados de acuerdo con el diagrama presentado en la Figura 3.
Los valores obtenidos fueron, n1 = 645, n2 = 4355, y
∑
li = 123870.16 que reem-
plazados en (20) producen el estimador θˆ = 0.0399.
Si las duraciones simuladas hubieran sido analizadas ignorando el truncamiento de
f(l), el estimador obtenido hubiese sido 0.0352. Se realizaron simulaciones similares a la
descripta a partir de otros valores de θ,D y n, halla´ndose siempre reultados coherentes
con los esperados.
6 El caso de observaciones censuradas
En esta seccio´n se introduce en el modelo la censura que padecen algunas observaciones
suministradas por la EPH. La ventana de observacio´n de cada individuo tiene una longitud
de dos an˜os, a partir del momento en que el mismo entra en la muestra. Si ∆ es el taman˜o
de la ventana de observacio´n y D el momento en que el individuo fue captado por la
encuesta, el momento en que el individuo sale de la misma es D1 = D + ∆, haya o no
completado su periodo de desocupacio´n. Si el individuo continu´a desocupado ma´s alla´ de
D1, la longitud de su desocupacio´n se torna desconocida a los ojos del entrevistador. So´lo
sabe que su desocupacio´n es, al menos (D − w). El entrevistador imputa a ese individuo
7
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Figura 4: Zonas de truncamiento y censura
el valor (D−w). El dato relativo a su tiempo de desocupacio´n se denomina ”censurado”.
La figura 4 describe los subconjuntos del espacio muestral afectados por el truncamiento
y la censura. Se supondra´ que ∆ < D .
Se observa que,
i. No hay observaciones visibles en el tria´ngulo DOD.
ii. Las observaciones visibles y no censuradas esta´n en la franja ma´s oscura.
iii. Las observaciones visibles, pero censuradas esta´n en la zona gris claro.
Los conjuntos de observaciones invisibles, visibles y no censuradas, y censuradas se de-
nominan Z0 ,Z1 y Z2 respectivamente.
6.1 Distribucio´n de l condicionada a Z1
La distribucio´n de l condicionada a Z1, depende del subespacio de Z en que se mueve el
punto muestral. Esos subespacios son:
i. Z11 = {D < w + l ≤ D1, 0 < l ≤ ∆},
ii. Z12 = {D < w + l ≤ D1,∆ < l ≤ D},
iii. Z13 = {D < w + l ≤ D1, D < l ≤ D1},
Si (w, l) ∈ Z11, 0 < l ≤ ∆,
P (Z11) =
∫ ∆
0
∫ D
D−l
1
D
f(l) dw dl (21)
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y
P (l1 < l ≤ l2 |Z11) =
∫ l2
l1
∫ D
D−l
1
D
f(l) dw dl
P (Z11)
(22)
Entonces,
f(l |Z11) = f11(l) =
1
D
f(l) l
P (Z11)
, 0 < l < ∆ (23)
Igualmente, si (w, l) ∈ Z12,
P (Z12) =
∫ D
∆
∫ D1−l
D−l
1
D
f(l) dw dl (24)
y,
P (l1 < l ≤ l2 |Z12) =
∫ l2
l1
∫ D1−l
D−l
1
D
f(l) dw dl
P (Z12)
(25)
Por cuanto,
f(l |Z12) = f12(l) =
1
D
f(l)
P (Z12)
, ∆ < l ≤ D (26)
Si (w, l) ∈ Z13, D < l ≤ D1,
P (Z13) =
∫ D1
D
∫ D1−l
0
1
D
f(l) dw dl (27)
y,
P (l1 < l ≤ l2 |Z13) =
∫ l2
l1
∫ D1−l
0
1
D
f(l) dw dl
P (Z13)
(28)
De donde,
f(l |Z13) = f13(l) =
1
D
(D − l) · f(l)
P (Z13)
, D < l < D1 (29)
6.2 Distribucio´n de l condicionada a Z2
Z2 es el conjunto de puntos muestrales donde la observacio´n esta´ censurada. All´ı, la
variable aleatoria es (D1 − w), donde w es la variable que describe el momento inicial de
la desocupacio´n, pero condicionada a w + l > D.
P (Z2) =
∫ D
0
∫ ∞
D1−w
1
D
f(l) dw dl (30)
P (w1 < w ≤ w2 | (w + l) > D1) =
∫ w2
w1
∫ ∞
D1−w
1
D
f(l) dl dw
P (Z2)
(31)
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f(w | (w + l) > D) =
∫ ∞
D1−w
1
D
f(l) dl
P (Z2)
(32)
Luego, la distribucio´n de l∗ = D1 − w, condicionada a Z2 es,
f2(l
∗) =
∫ ∞
l∗
1
D
f(l) dl
P (Z2)
D1 < l
∗ ≤ D +D1 (33)
7 La funcio´n de verosimilitud
So´lo intervienen en la funcio´n de verosimilitud las probabilidades valorizadas en las obser-
vaciones visibles. Segu´n se vio en el pa´rrafo anterior, estas probabilidades difieren segu´n el
subconjunto del espacio muestral donde se encuentran los puntos muestrales. Cada con-
junto contiene un nu´mero de observaciones n11, n12, n13 y n2 y sea n1 = n11 + n12 + n13;
n = n1 + n2. Sea δj (j ∈ {11, 12, 13, 2}) la funcio´n indicadora de los conjuntos Z11, Z12,
Z13 y Z2. Entonces,
f(l) = δ11 f11(l) + δ12 f12(l) + δ13 f13(l) + δ2 f2(l) (34)
Sujeto a que la observacio´n sea visible,
P (δj = 1) =
P (Zj)
[P (Z1) + P (Z2)]
j ∈ {11, 12, 13, 2} (35)
donde Z1 = Z11 ∪ Z12 ∪ Z13.
Considerando los diferentes aportes de los puntos muestrales,
L =
n11∏
i=1
f11(li)P (Z11)
[P (Z1) + P (Z2)]
·
n11+n12∏
i=n11+1
f(li)P (Z12)
[P (Z1) + P (Z2)]
· (36)
·
n1∏
i=n11+n12+1
f13(li)P (Z13)
[P (Z1) + P (Z2)]
·
n∏
i=n1+1
f(li)P (Z2)
[P (Z1) + P (Z2)]
Segu´n la fo´rmula (5),
P (Z1) + P (Z2) = P (w + l > D) =
1
D
∫ D
0
f(l) l dl +
∫ ∞
D
f(l) dl (37)
Realizando las sustituciones y simplificaciones correspondientes,
L =
n1∏
i=1
f(li) li
n11+n12∏
i=n11+1
∆ f(li)
n1∏
i=n11+n12+1
(D − li)f(li)
n∏
i=n1+1
∫ ∞
l∗
i
f(l) dl
[∫ D
0
f(l) l dl + D
∫ ∞
D
f(l) dl
]n (38)
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7.1 Una aplicacio´n a la distribucio´n exponencial
Si se supone que la variable latente es exponencial, de para´metro θ,
L =
θn1 exp
[
−θ
n1∑
i=1
li
]
n∏
i=n1+1
exp [−θl∗i ]
n11∏
i=1
li∆
n12
n13∏
i=n11+n12+1
(D − li)
θ−n (1− exp(−θD))n
(39)
Su logaritmo luego de descartar los te´rminos que no dependen de θ es
logL = (n1 + n) log θ − θ
(
n1∑
i=1
li +
n∑
n1+1
l∗i
)
− n log(1− exp(−θD)) (40)
Derivando es igualando a 0 se obtiene el estimador ma´ximo-veros´ımil.
7.2 Estudio de simulacio´n
Se generaron datos a partir de una distribucio´n con para´metro θ = 1
25
. Estos datos fueron
truncados y censurados de acuerdo al modelo descripto anteriormente con valores D = 7
y ventana de observacio´n ∆ = 4. La Figura 5 presenta el algoritmo de generacio´n.
Figura 5: Algoritmo de generacio´n de datos
El proceso de simulacio´n se realizo´ para cuatro taman˜os de muestra distintos con-
siderando el modelo sin truncamiento: 100, 500, 1000 y 5000. En cada una de las
1000 repeticiones que se generaron para cada taman˜o de muestra se obtuvo el estimador
ma´ximo-veros´ımil de acuerdo con lo expresado en la seccio´n 7.1. Los taman˜os de muestra
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Tabla 1: Estad´ısticas Descriptivas
Taman˜o de Muestra λˆ Desv´ıo Esta´ndar
100 27.05 8.80
500 25.38 3.32
1000 25.25 2.18
5000 25.08 0.94
anteriores se redujeron debido a la exclusio´n de observaciones por truncamiento. Acon-
tinuacio´n se describe, a trave´s estad´ısticas resu´men y gra´ficos, la distribucio´n de los esti-
madores obtenidos.
La Tabla 1 presenta el valor medio y la desviacio´n esta´ndar de los estimadores
obtenidos en las 1000 repeticiones para cada taman˜o de muestra (λ = 1
θ
).
La tabla muestra como los valores medios de los valores estimados se acercan al valor
del para´metro de la exponencial, 25, y como la precisio´n de los estimadores aumentan
con el taman˜o de la muestra. Lo estudios de simulacio´n sera´n continuados en un futuro
tomando como puntos de referencia otros valores de λ , deD yD1 , as´ı como distribuciones
diferentes (Weillbul, Gamma, etc.).
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Figura 6: Taman˜o Muestral n = 100
Figura 7: Taman˜o Muestral n = 500
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Figura 8: Taman˜o Muestral n = 1000
Figura 9: Taman˜o Muestral n = 5000
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