Partial least squares is a common technique for multivariate regression. The procedure is recursive and in each step basis vectors are computed for the explaining variables and the solution vectors. A linear model is fitted by projection onto the span of the basis vectors. The procedure is mathematically equivalent to Golub-Kahan bidiagonalization, which is a Krylov method, and which is equivalent to a pair of matrix factorizations. The vectors of regression coefficients and prediction are non-linear functions of the right hand side. An algorithm for computing the Frechet derivatives of these functions is derived, based on perturbation theory for the matrix factorizations. From the Frechet derivative of the prediction vector one can compute the number of degrees of freedom, which can be used as a stopping criterion for the recursion. A few numerical examples are given.
Introduction
Partial least squares regression (PLSR) [8, 10] is a frequently applied technique for multivariate regression in the case when the explaining variables (predictor variables) are highly correlated. It iteratively constructs an orthonormal sequence of latent components (basis vectors) from the explaining variables, which have maximal covariance with the response variable. In each step of the procedure, the data and the solution vectors are projected onto subspaces of low dimension, where a linear model is fitted. PLSR can be used as an alternative to principal components regression (PCR), and often a good fit is obtained with a model of considerably smaller dimension than with PCR, see, e.g., [3] .
The PLS procedure is mathematically equivalent to a Krylov method, Golub-Kahan bidiagonalization [4, 9] . While the so-called NIPALS variant of PLS [9] constructs the basis vectors by successively deflating the data matrix (the predictor variables) and the right hand side (the response variable), the Krylov method generates them by a recursion without modifying the data matrix, see e.g. [3] . The Krylov recursion is equivalent to a pair of matrix factorizations.
A basic problem in PLSR is to determine the "optimal" number of components, i.e. to derive a stopping criterion for the recursion. There are two alternatives, essentially. The standard approach is to use cross validation. Alternatively, in [5] an information criterion is applied and the complexity of the fitted model is defined as the number of degrees of freedom (DOF).
Let y ∈ R m be a vector of observations of the response variable, and X ∈ R m×n be a matrix, whose columns are the observations of the explaining variables. Consider the least squares problem min β Xβ − y ,
to which an approximate solution is computed by PLS. Denote the solution after k steps of PLS by β k , and the prediction by y k = Xβ k . It turns out that y k and β k are non-linear functions of y; we write y k = F k (y) and β k = H k (y). The number of degrees of freedom of the model, D k , is defined
where ∂F k /∂y is the Frechet derivative of the function. Note that, with y = y + δy a perturbed data vector,
Thus the Frechet derivative defines a condition number of the function, which is a measure of the sensitivity to perturbations in the data. The quantity D k and the Frechet derivative of F k can be computed by differentiation of the PLS recursion, which gives a recursion for partial derivatives [5] . For m large this is very costly in terms of computation, because it involves matrix multiplications of m × m matrices in every step of the recursion. In addition, storage of derivative matrices of dimension m×m can be prohibitive. Also, numerical experiments show that this method is unstable, especially for large problems.
The main result if this paper is the derivation of a computable expression for the Frechet derivative ∂F k /∂y, based on perturbation analysis of the matrix decompositions obtained from the Krylov recursion. For large problems this new method is much faster than that based on differentiation of the recursion, and our preliminary numerical tests indicate that it does not suffer from stability problems.
We will also consider the function β k = H k (y), and derive its Frechet derivative.
The paper is organized as follows. We start by reviewing the Krylov formulation of PLS in Section 2. Then in Section 3 we give computable expressions for the Frechet derivatives of the prediction vector (Section 3.2) and the regression coefficients (Section 3.3). Those expressions are based on perturbation theory for the Krylov factorization, which we derive in Section 3.1. Numerical examples illustrating the derivatives are given in Section 4. In an appendix we first give the NIPALS version of PLS, and then briefly review the method for computing Frechet derivatives by differentiation of the Krylov recursion. Finally we give pseudo codes for the computation of certain quantities in the perturbation theory.
Notation
The Euclidean vector norm is denoted y = (y T y) 1/2 . The same notation is used for the spectral matrix norm A = sup x =1 Ax . We use I k to denote the k × k identity matrix. Standard unit vectors are denoted e i , where all components are zero except the i'th, which is equal to 1.
Partial Least Squares Regression
PLSR was originally formulated in terms of the NIPALS algorithm, which deflates the data matrix and the right hand side [9] , see Appendix A. This method has good stability properties [2] and can easily be adapted for problems with missing data [10] . However, it does not display very well the structure of the algorithm, and therefore we find it unsuitable for our analysis of the procedure. Instead we will use the equivalent Golub-Kahan (GK) bidiagonalization [4] , [1, Section 7.6], [3] , which is related to the Lanczos tridiagonalization procedure.
PLS: GK Bidiagonalization
The GK bidiagonalization algorithm was originally designed as a first step in the algorithm for computing the singular value decomposition of a matrix [4] . Later it has become a method of choice for solving large and sparse least squares problems. There is a variant, LSQR [7] , that avoids storing all the basis vectors and computes recursively also the least squares solution 1 .
GK Bidiagonalization
The coefficients γ i−1 and α i are determined so that v i = u i = 1.
It is easy to show that the u i vectors are orthogonal, but in floating point arithmetic they should be reorthogonalized for better accuracy [2] . The same applies to the v i vectors.
Define V k = (v 1 , . . . , v k ) and U k = (u 1 , . . . , u k ), and
After k steps, we can write the recursion in matrix form,
We refer to this as the GK factorization.
The approximate least squares solution after k steps of the recursion is
and the prediction is
due to (4) . The Frechet derivatives of β k and y k as functions of y can be computed by differentiation of the recursion, giving a recursion for the derivatives of the computed quantities. Note that all quantities computed in the recursion depend on y. We outline this algorithm in Appendix B. It has the drawback that in each step it involves the multiplication of matrices potentially of large dimension.
One can show that GK bidiagonalization is mathematically equivalent to applying Lanczos tridiagonalization to XX T and X T X simultaneously. In [5] an algorithm for computing the Frechet derivative is given, based on differentiation of the recursion for the Lanczos tridiagonalization algorithm for X T X. For cases when m n it has the advantage that it avoids computing and multiplying m × m matrices, but it suffers from stability problems.
Computing Frechet Derivatives
We will now derive an algorithm to compute the Frechet derivatives by performing a perturbation analysis of the GK algorithm. Letȳ = y( ) = y + δy, where δy = 1, be a perturbation of y; we will first use a bar 2 to denote all the quantities that are computed in the GK recursion forȳ and X. The matrixB k is analogous to B k in (3) with elementsᾱ i andγ i . The perturbed quantities satisfy
for k = 1, 2, . . . , t.
Assume that altogether we have performed t steps of the GK bidiagonalization recursion, giving the matrices U t , V t , and B t . The reason why we have stopped may be that the regression residual has been reduced so much that we are sure that we do not want to pursue the recursion any longer. If min(m, n) is not very large we may run the recursion to completion and have t = min(m, n). We will investigate numerically the case when t < min(m, n) in Section 4.
Having taken a decision that we are content with t steps of GK or less, then we are, in fact, considering a regression problem, where we have projected the data to a t-dimensional subspace of R m spanned by U t , and the solution to a t-dimensional subspace of R n spanned by V t . We assume that
We now want to compute the sensitivity of β k and y k , for 1 ≤ k ≤ t, with respect to perturbations in the data vector y in the subspace spanned by the columns of U t . If we letȳ = y( ) = y + δy, with δy = 1, thenŪ k and V k will be functions of . Partition
It is convenient to parameterizeŪ k andV k as follows,
where Q k ( ), and P k ( ) have orthonormal columns, and then perform the perturbation analysis in terms of a GK factorization for Q k and P k given in Lemma 1 below. Since the starting vector for the perturbed problem is
and since v 1 ( ) = V t p 1 ( ), the projected starting vector becomes
where we have normalized to length 1. Note that p 1 (0) = V T t v 1 = e 1 . With these definitions (6) translates into an equivalent GK factorization for P k ( ), B k ( ), and Q k ( ). Lemma 1. Given the perturbed starting vector p 1 ( ), the perturbed bidiagonal matrix B k ( ) and the quantities Q k ( ) and P k ( ) defined in (10) satisfy the GK factorization
are the matrices of basis vectors from the GK recursion run t steps we have U T t XV t = B t . Writing the first equation in (6) using the parameterization (10), and multiplying by U T t we get
The derivation of the second equation in (12) is analogous.
From the lemma we see that the reparametrization is equivalent to replacing the perturbed least squares problem min β Xβ −ȳ by
If m ≥ n = t, then the two least squares problems are completely equivalent. If t < n, (13) gives an approximate solution. Thus, if the starting value p 1 ( ) were known, along with B t , we could compute the matrices Q k ( ), P k ( ), and R k ( ) by a GK recursion. However, without that knowledge we can estimate the sensitivity by performing a perturbation analysis of the GK factorization (12).
Perturbation Theory
Consider the GK factorization (12) of the perturbed quantities. We will differentiate these equations to estimateQ k (0), where the dot denotes differentiation with respect to . From the Taylor expansion
, we see that Q k (0) is a first order estimate of the perturbation of Q k . Analogous statements hold for P k ( ) and B k ( ).
Before differentiating (12), we introduce some notation. We define Q k = Q k (0), and similarly for the other -dependent quantities. Note that
Define the partitioningQ
and similarly forṖ k . Differentiating the identity
Evaluating (15) for = 0, and using the expression (14) for Q k , we geṫ
k is skew-symmetric. Similarly, we see thatṖ
is skew-symmetric. We now differentiate (12) in a neighborhood of = 0, and put = 0:
To derive a recursion from (16), we define the partitionings
It follows that
We introduce the following partitioning ofṖ k ,
and ofQ k ,
We will use the following notation forṖ k+1 ,
From skew-symmetry we see thatṗ (1) k+1 = −ṙ k ; thus whenṖ k is known we immediately haveṖ (1) k+1 . The same applies toQ k andQ (1) k+1 . We next introduce the partitionings into (16) and consider the top equations (rows 1 through k):
the middle equations (row k + 1),
and the bottom equations (rows k + 1 through p),
Consider the first step of the algorithm, where we shall computeq 1 ,α 1 , anḋ γ 1 , givenṗ 1 . We will consider each of the equations (23) (1)
1 +α 1 .
Since bothṗ
1 andq
1 are equal to zero, this givesα 1 = γ 1ṙ1 . The second top equation (24) reads
which gives γ 1ṗ
(1) 2 = −α 1 ; this is the same as we get using the skewsymmetry requirement. For k = 1 (25) becomes
which givesṡ 1 , since the quantities on the left side are all known. The second middle equation (26) is α 2ṡ1 = α 1ṙ1 +γ 1 , which givesγ 1 . Equation (27) reads C 2Ẏ1 = α 1Ż1 , which implies that the whole vectorq 1 = (0ṡ 1Ż T 1 ) T is computed. Finally, the lower part of the vectorṗ 2 is obtained from (28).
We then assume thatṖ k ,Q k−1 ,Ḃ k−1 , andγ k−1 are known 3 . In an analogous manner, by considering columns k of each of the equations (23)- (28), we can now computeα k ,γ k ,q k , andṗ k+1 .
It is clear that, provided that, provided that (7)- (8) hold, i.e., the α i 's and the γ i 's are nonzero, (23)-(28) define a linear recursion for computinġ B k ,Q k , andṖ k+1 from a starting vectorṗ 1 . The algorithm outlined above is given in full detail i Appendix C. We will refer to is as Algorithm D.
If we regard the quantitiesṖ k andḂ k as intermediate and consider only the elements ofQ k as unknowns, then it is clear that the recursion is equivalent to a block lower triangular linear system, since the first column ofQ k , q 1 , is computed fromṗ 1 , and then the rest of the columns are computed one by one. Due to skew-symmetry, only the elements below the main diagonal inQ k need be computed. If we organize those elements column-wise from left to right in a vector
we have a linear system of equations
whereΨ k ∈ R k(t−(k+1)/2) andψ 1 consists of the last t − 1 components ofṗ 1 . Partition K k and its inverse K k conformally with the partitioning ofΦ k ,
As well asṖ
k , by skew-symmetry.
where the blocks K ij and K ij have dimensions (t − i) × (t − j). Then the strictly lower triangular part ofQ k can be computed froṁ
The first block column of the inverse can be computed by solving
i.e. applying Algorithm D t − 1 times with unit vectors as starting vectors. Similarly, the recursion forṖ k can be written as a block lower triangular linear system of equations with matrix M k . Denoting the column vectors of the strictly lower triangular part ofṖ k byη i ∈ R t−i , we geṫ
where the matrices M i1 ∈ R (t−i)×(t−1) are from the first block column of the inverse M k of M k . The corresponding expression for the diagonalsα = (α 1α2 · · ·α t ) T , andγ = (γ 1γ2 · · ·γ t−1 ) T ofḂ t can also be computed using Algorithm D. We can write
where N (α) ∈ R t×t is a lower triangular matrix 4 . So we can write
where
consists of the first k rows and the first t − 1 columns of the inverse of N (α) . Similarly
and N (γ) t−1 can be computed by applying Algorithm D to the unit matrix.
Since the dimension of K t is t(t − 1)/2 the work for applying Algorithm D once is O(t 4 ) operations. Thus the computation of all first column blocks of the inverse matrices requires O(t 5 ) operations.
The Frechet derivative of F k (y)
The Frechet derivative of a function F (y) is defined as the matrix J(y) that satisfies lim
We will now derive an expression for the Frechet derivative of F k , using the perturbation theory.
We have y k = F k (y) = U k U T k y. We now define the perturbed function in terms of our reparametrization,
we get
where we have taken into account the skew-symmetry ofQ
Clearly, from (29),Q k is a linear function ofṗ 1 , and by (11), a linear function of δy. Therefore J F k (δy) is a linear operator and the Frechet derivative of F . However, for our computations we need an explicit expression for the matrix of J F k . For i = 1, 2, . . . , k we define K (k) i1 ∈ R (t−k)×(t−1) to be the t − k last rows of the corresponding matrix block K i1 , and note that by (30),
Then we setǨ
i1 . Further, we define the matrix
. . .
We will need the following lemma.
Lemma 2. The vectorψ 1 , consisting of the last t − 1 components of the vectorṗ 1 , is given byψ Proof. From (11) we have
with y( ) = y + δy. Differentiating this and evaluating the derivative for = 0, we getṗ
As is seen from (11) τ B T t U T t y = p 1 (0) = e 1 , so we get the expression (41) by removing the first row of (42).
We now have a computable expression for the Frechet derivative of F k .
Theorem 3. The Frechet derivative of the function
where B t is given in Lemma 2, and K k andǨ k are defined in (39)-(40).
Proof. Inserting (38) into the second term of (37) we have first, with z = U T k y,Q
and then, similarly,
which, using (41), lead to (43).
Using the identity tr(U t AU T t ) = tr(A) in (43) we get
Obviously the second term in the expression (43) for J F k is due to the nonlinearity of the function F k (y).
The Frechet Derivative of H k (y)
With our parameterization the perturbed vector of regression coefficients is
), the perturbed inverse is given byB
where we have used the Neumann series expansion. Using this, (36), and the analogous expression for P k ( ) , we get
Obviously the Frechet derivative is inside the parentheses, and, in order to find its matrix, we must express the terms with dotted quantities as a matrix times δy, as in the previous section.
Recall the definition of the matrix inverse M k that gives the column vectors ofṖ k (32), and define the matrix blocks
where we have put i zero rows at the top to get a matrix with t rows. Now we defineM
where, for
i1 consists of the first k rows of M
i1 . Then we put
Further, define
where the definition of the matrices
i1 . In analogy to (46) we definȇ
i1 , and the definition of K
where τ and B T t are given in (41). Proof. We start from (44), and expressṖ k using (32), which giveṡ
For the third term in the right hand side of (44) we first get,
where we have used (46) and Lemma 2. Then, performing a few elementary matrix operations, we get
This leads to the first two terms in (53). The derivation of the last two terms in (53) is analogous. For the term in (44) involvingḂ k we get, due to bidiagonality,
which, using Lemma 2, leads the first two terms in (53).
In our numerical experiments we will compute the singular values of the Frechet derivative, and this is done by computing the singular values of
Numerical Examples
In this section we first report the results of the computation of degrees of freedom for PLS using three algorithms: The one described in Appendix B (denoted D-L), the algorithm by Krämer and Sugiyama [5] (denoted D-K), mentioned at the end of Appendix B, and the one based on perturbation theory proposed in this paper (denoted Pert). We then give an example of the computation of the Frechet derivative for the regression coefficients.
The tests were performed on a four-core desktop computer with clock frequency 3.1 GHZ using Matlab R2013a. Execution times were measured using Matlab's tic-toc functions. As is well-known, timing experiments in Matlab are difficult to evaluate, because there are many system-and codingdependent factors that influence the execution time. The cookie problem is so small that all methods executed in less than a second (7 steps for D-K and D-L, 70 for Pert). The kin32 is relatively large, and D-K and D-L executed 14 steps in 3 and 24 seconds, respectively. The Pert method required less than 0.1 second for 32 steps. Of course, only the order of magnitude is relevant in such a comparison.
We computed the degrees of freedom for two problems, the kin32 and cookie problems, both described in [5] (originally published at http:// www.cs.toronto.edu/~delve and in [6] ). In the first problem X has dimension 8192 × 32 and in the second 72 × 700. However, in both cases the differentiation approaches D-L and D-K became completely unstable 5 quite early, so we had to stop after few steps, see the results illustrated in Figure  1 .
We also computed the eigenvalues of J F k for the two problems. For the kin32 problem all the non-zero eigenvalues were very close to 1 already after 11 steps. This is about the same step when the degrees of freedom curve levels off. Similar behavior occurs for the cookies problem.
If F k had been linear, the degrees of freedom curve would have been a straight line of slope 1 (first term in (43)). The results in Figures 1 and 2 indicate that after a small number of steps the non-linear procedure creates a model of the same complexity (in terms of the number of degrees of freedom) and with the same eigenvalue properties (of the Frechet derivative) as a linear projection of considerably higher dimension. Note that the eigenvalues of the Frechet derivative converge towards those of an orthogonal projection.
For efficiency and storage reasons it is not feasible to perform t = min(m, n) steps of the algorithm for very large problems. Therefore we must ask whether an approximation of the Frechet derivative for a smaller value of t gives the same information as with a large value. Our experiment illustrated in Figure 3 indicates that the answer is affirmative. We computed degrees of freedoms for our two test sets with different values of t, between min(m, n)/2, approximately, and min(m, n). Obviously, the maximum value for the number of degrees of freedom is t + 1. In both cases all the curves level off to become constant at the same model dimension. This is not surprising, since the fact that PLS has captured almost all the structure of the problem at a certain step does not depend on how many extra steps are performed. On the other hand, the Frechet derivative (43) clearly depends on t. However, due to its property of choosing the basis vectors to maximize covariance, PLS orders the information so that the absolute values of the components of the vector U T t y decrease almost monotonically, see Figure  4 , in contrast to the behavior of the coordinates of y in terms of the left From the limited numerical experiments reported above, we believe that the Frechet derivative computed by our approach can be used for reliable computations of the degrees of freedom for the PLS model. 
Appendices
A PLS: The NIPALS formulation NIPALS PLS
In the statistics/chemometrics literature the vectors w i , t i , and p i are called weight, score, and loading vectors, respectively. Notice that the t i vectors are scaled to have norm 1. The deflation of the data matrix in item 2d, and the corresponding deflation of the right hand side y can be written
It is shown in [2] that deflation of the right hand side is essential for the stability of this version of PLS.
B Computing the Frechet Derivative: Differentiation Approach
We here sketch the differentiation approach for computing the degrees of freedom. From (2) and (5) we get
Since U k U T k y = k i=1 u i u T i y, DOF can be computed recursively,
).
Thus we can compute the degrees of freedom D i recursively along with the orthogonal vectors. Note that if a vector u is a function of y then ∂(uu T y) ∂y = u T yI + uy T ∂u ∂y + uu T .
The initialization of the recursion can be rewritteñ Note that the derivatives ∂u i /∂y are matrices in R m×m . Therefore, if m n, the recursion is computationally very heavy, as we have to repeatedly multiply large, dense matrices by X T . In [5, Algorithm 1] a scheme is described that avoids computing ∂u i /∂y by applying the Lanczos recursion for X T X.
C Computation ofṖ k ,Q k , andḂ k
Here we give the algorithm for computingQ k ,Ḃ k andṖ k . For readability we use the notation C k+1 = B t (k + 2 : t, k + 2 : t). 
