Abstract. We apply classical invariant theory of binary forms to explicitly characterize isomorphism classes of hyperelliptic curves of small genus and, conversely, propose algorithms for reconstructing hyperelliptic models from given invariants. We focus on genus 3 hyperelliptic curves. Both geometric and arithmetic aspects are considered.
Introduction
Invariant theory played a central role in 19th century algebra and geometry, yet many of its techniques and algorithms were practically forgotten by the middle of the 20th century and replaced by the abstract and powerful machinery of modern algebraic geometry. However, motivated by computational applications to cryptography, robotics, coding theory, etc. , the classical invariant theory has come to a renaissance. Among classical groups, the natural action of SL 2 on binary forms has received most attention. One reason is the remarkable formalism developed by Gordan in 1868 to compute a finite set of generators of invariants. The other reason is the application of hyperelliptic curves in cryptography, especially for the so-called CM methods (see [CFA + 06] ).
When K is an algebraically closed field of characteristic 0 or a prime p = 2, hyperelliptic curves of genus g > 1 are indeed naturally related to the action of SL 2 (K) on binary forms of even degree n = 2g + 2. Thus, isomorphisms between curves with equation y 2 = f (x) and f ∈ K[x] of degree n are globally determined by a SL 2 (K) action on f (see Section 1.3). Thus the K-isomorphism classes of hyperelliptic curves of genus g can be represented by the values of a finite set of invariants for SL 2 (K). In this way, exploring properties of the invariants lead to effective results on the geometry and arithmetic of the hyperelliptic moduli space.
On the geometric level, to make explicit the representation of the classes by invariants, we have to tackle a double task: compute a set of generators {I i } of invariants and reciprocally construct a curve from given values of these invariants. We call the latter the reconstruction phase. As a by-product, we also want to be able to read some geometric information, in particular the automorphism group of a curve, from the invariants.
The first issue can be addressed thanks to Gordan's method which is based on a differential operator called transvectant, see Section 1. Contrary to the genus 2 case which is described by 3 algebraically independent invariants, Shioda [Shi67] gave in genus 3 a basis of 9 invariants (which we call Shioda invariants), the first 6 being algebraically independent and the last three related to the others by 5 explicit relations. Besides this, unlike the genus 2 case and the classical Igusa invariants, the discriminant is not an element of this basis. We therefore decided not to use the usual representation based on 'absolute invariants' and to switch to a weighted projective space of invariants for which we rely on some specific algorithms to test equality or to create points. Note that although we restrict to genus 3 in the present article, these algorithms apply to any weighted projective space and are therefore useful for hyperelliptic curves of higher genus too.
The main algorithm for the second issue relies on Mestre's method which he exposes for g = 2 in [Mes91] . It is based on computations going back to [Cle72, §103] (see Section 2) and uses a generalization of invariants called covariants (see Definition 1.2). Roughly speaking, starting from three order 2 covariants, one constructs a plane conic Q and a plane degree g + 1 curve H whose coefficients are invariants, hence expressible in terms of the generators {I i }. After specialization at given values of invariants, if Q is not singular, the degree 2-cover of Q ramified at the 2(g + 1) = n points of intersection of Q and H is a hyperelliptic curve with invariants equal to the initial values. In order to make this practical, one of the main computational difficulty is to find the formal expressions of the coefficients in terms of {I i } as the degree and number of variables are for g = 3 already quite large. We by-passed the difficulty using an evaluation-interpolation strategy.
For genus 2, this algorithm enabled Mestre to reconstruct hyperelliptic curves C with no extra-automorphism, i.e. Aut(C) is generated by the hyperelliptic involution ι. Indeed, it was proved in [Bol87] that the 'classical' Q is always non-singular in this case. It is however always singular when C has extra-automorphisms and it can not be used anymore. Cardona and Quer in [CQ05] completed the picture by a different choice of order 2 covariants which lead to another conic Q non-singular in the case Aut(C) ≃ (Z/2Z) 2 (for bigger automorphism groups, explicit parametrizations were already known). The two authors of the present article have implemented these constructions with the computational algebra software magma and generalized them to the remaining fields of small characteristics (3 and the most difficult case 5) [LR08] . Genus 2 can be considered as solved.
It is thus natural to turn to genus 3. Here also, the issues that we tackle are naturally stratified by the automorphism group of the curve (see Table 3 and Figure 1 for the lattice of automorphism groups in genus 3). In Section 3.2, we find equations for all the strata and show how to reconstruct a curve with given invariants. These two questions are indeed intertwined.
Starting from normal models as in Table 3 , we get necessary algebraic conditions for the invariants to define a curve with a certain automorphism group. We determine these equations by evaluations and interpolations, the same approach as the one we followed for finding the expressions of the coefficients of Q and H. Since we only use Gröbner techniques to reduce bases, we were able to obtain equations for all the strata, even for the dimension 3 stratum (Z/2Z) 2 . In order to check that these conditions are also sufficient, we reconstruct a curve from given invariants and check that its Shioda invariants are equal to the original ones. This last step involves calculations in the quotient ring of Q[J 2 , ..., J 10 ] by the ideal defined by the stratum equations. Even if modern computational algebra software can handle them, keeping polynomials reduced to normal forms modulo the ideal of relations yields several hours of computations on a powerful computer, at least for the strata of dimension 2 or 3. A reasonably optimized program written in magma that implements the corresponding computations is available on the web page of the authors for independent checks. The reconstruction step for most strata is carried out by 'inverting' the expressions of the invariants in terms of the parameters of normal models modulo the stratum equations. For strata of dimension less or equal to 1, we give models whose coefficients are algebraic expressions in terms of the invariants. For the dimension 2 stratum with automorphism group (Z/2Z) 3 , we can still work out these computations at the price of a 'cubic extension' (see Lemma 3.14). For the dimension 2 stratum Z/4Z, we exhibit 5 conics among which at least one is always non-singular and use Mestre's method for this stratum. The dimension 3 stratum (Z/2Z) 2 is more challenging. One can show (Lemma 3.2) that any choice of 3 covariants in the set of the 14 fundamental covariants of order 2 (364 possibilities) leads to a singular conic, hence Cardona and Quer's patch is not possible for curves in this stratum. Our computational approach yields, in addition to a set of 24 necessary equations for the invariants to define a curve with automorphism group (Z/2Z) 2 , an explicit reconstruction at the price here of a 'degree 8 extension' (Lemma 3.20). We noticed furthermore that the singularity of the 364 conics is equivalent to the nullity of only 19 determinants. Obviously, the locus where these determinants simultaneously vanish contains the stratum (Z/2Z) 2 . We show that it is actually equal to the 24 stratum equations for (Z/2Z) 2 . As a by-product, the reconstruction of curves with no extra-automorphisms can therefore be achieved thanks to Mestre's method by picking one of the non-singular conics Q among the 19 fixed ones.
So far we have avoided arithmetic issues by working over an algebraically closed field but new challenging and deep issues arrive when one consider over which 'minimal field' these constructions can be achieved. Assume for simplicity that k is a field of characteristic 0 and let C be a curve defined over k (see a more general framework in Section 4.1). One can consider the intersection of all the subfields k ′ of K =k over which there exists a curve K-isomorphic to C (k ′ is called a field of definition). This field is called the field of moduli and denoted M C . If it is a field of definition, it is the minimal field of definition of C. Unfortunately, this is not automatically the case if for instance C has a non-trivial automorphism group. Therefore hyperelliptic curves are highly concerned with this issue: when is M C a field of definition ? On top of this, hyperelliptic curves lead to a refined question that we want to address too. Let remember that, in full generality, a hyperelliptic curve C/k is a curve with a degree 2 morphism from C to a non-singular plane conic Q. If Q has a point and, assuming the characteristic of k not 2, one can write C/k : y 2 = f (x) with f ∈ k [x] . We say that C can be hyperelliptically defined over k or that C admits a hyperelliptic equation over k. This is obviously the case if k is algebraically closed or finite (and therefore people often use this property as a definition) but when k is arbitrary, there might be again an obstruction.
When g = 2 (or more generally even), Mestre showed that the two questions are equivalent. Moreover in the case where C has no extra-automorphism, he showed that M C is a field of definition if and only if the conic Q constructed from the covariants has a rational point. When C has extra-automorphisms, Cardona and Quer were able to exhibit hyperelliptic equations over M C . We implemented and completed their results for fields of characteristic 2, 3 and 5 [LR08] .
For g = 3, we address both questions, from a theoretical and computational point of view. Let us give some of the results that we have obtained according to the stratification of the moduli space by the automorphism groups (see Section 4.5).
• For dimension 0 and dimension 1 strata, since Aut(C)/ ι is not cyclic, Huggins' results in [Hug05] show that there is a hyperelliptic equation over M C . This is confirmed and made explicit by the computations we performed for the reconstruction. In theses cases we can even exhibit parametrized models over M C .
• The dimension 2 case Aut(C) ≃ (Z/2Z) 3 is theoretically covered by [Hug05] and therefore there exists a hyperelliptic equation over M C (see Remark 4.16 for the controversy on this subject). In the present article, however we only reconstruct the curve hyperelliptically over at most a cubic extension of M C . There is a real difficulty to perform an explicit descent over M C as geometric isomorphisms between our curve and a model over M C might be defined over a degree 24 of M C . In a forthcoming article, we work out an algorithm based on covariants to obtain a model over M C in an efficient way.
• The dimension 2 case Aut(C) ≃ Z/4Z is not covered by the general result of [Hug05] . However using the special form of the ramification signature, we can show that C can always be hyperelliptically defined over M C . To make this result explicit, we use the fact that there is always a non-singular conic Q. Although this conic has not necessarily a rational point, we can make use of the special shapes of Q and H to perform an explicit hyperelliptic descent.
• For the dimension 3 case Aut(C) ≃ (Z/2Z) 2 , Huggins constructed examples of genus 3 curves over Q which cannot be defined over their field of moduli. Hence, we did not explore this case further and our reconstruction takes place over a degree 8 extension at most.
• Finally, for the dimension 5 case Aut(C) ≃ Z/2Z, we show that M C is always a field of definition. This is more generally true for hyperelliptic curves with no extra-automorphisms of odd genus.
However, now C has not automatically a hyperelliptic model over M C . In genus 3, we show that C has a hyperelliptic equation over M C if and only if one (equivalently, all of the) non-singular conic Q has a rational point over M C . As we proved that such a conic always exists, the method is explicit as well.
With a view to applications over finite fields, we want hyperelliptic equations over M C in all cases. On one hand, the task is made easier as there is never any obstruction for the curve to have a hyperelliptic equation over its field of moduli and we propose an algorithm which makes the reconstruction over M C effective. Moreover, starting from the rational parametrizations that we exhibit for most of the strata, we can state the exact number of isomorphism classes of rational curves with a given automorphism group, except for the dimension 3 stratum Aut(C) ≃ (Z/2Z) 2 . On the other hand, as already illustrated by the genus 2 case, strange phenomenon can happen when the characteristic p is too small. This is not so surprising as the stratification itself may be different when p ≤ 2g + 1. We took special care of denominators when computing invariants and covariants and our results are then naturally valid for p > 7 = 2 · 3 + 1. We wonder whether the natural bound p > 2g + 1 may be reached in this way for general g.
Finally, this article is only the emerged part of the iceberg. A magma code 1 containing the various algorithms to compute invariants and reconstruct the curves is available on the web page of the authors. We tested it over F p for 11 ≤ p ≤ 47 and checked that we actually obtain the p 5 non-isomorphic curves predicted by the theory. We plan to include soon the computation of twists to obtain a representative of each F q -isomorphism class as we did for genus 2.
Notation and convention. In the following, the integer p is a prime or 0, k denotes any field of characteristic p and K an algebraically closed field of characteristic p. For a integer g, a hyperelliptic curve or a genus g curve C over a field k is always assumed to be smooth, projective and absolutely irreducible (if it is given by a singular equation, typically the case for hyperelliptic curves, C is the smooth model associated to this equation). However a 'curve' (like a conic) may be singular. When we speak of a morphism from C to C ′ we always mean a morphism defined over k. However the notation Aut(C) stands for Autk(C). 1. Invariants and symbolic computations 1.1. Terminology. We let k be an infinite field of characteristic p so we can identify the graded algebra of polynomial functions over a finite k-vector space E with the graded symmetric algebra
Let V = k 2 be seen as the space of vectors with coordinates (x, z) and let E = S n (V * ) be the (n + 1)-dimension vector space of homogeneous polynomials functions of degree n in X = (1, 0) * and Z = (0, 1) * . We write a generic element of E as
. Let ρ be the contragredient representation on V * . We let the group G act with the tensorial representation
with m ≥ 1 and integers n i > 0 using the representation i ⊗ ni ρ. In this setting, we recover the classical definition of invariants and covariants.
Definition 1.1. A homogeneous polynomial function
The space of invariants is classically embedded into a broader framework.
Definition 1.2. A homogeneous polynomial function
Hence, covariants of order 0 are invariants. The integer ω is called the weight (or index), the m-uple
, the degree and the integer r is called the order of a covariant.
is a covariant of degree 1 and of order n. We will denote it by f in the sequel.
The major operation to generate new covariants from given ones is the transvectant. For i, j ∈ N two distinct integers, let (x i , z i ) and (x j , z j ) be bases of two copies V i and V j of V . Let Ω ij be the differential operator
We define the following differential operators (where composition is denoted multiplicatively). Definition 1.4. We define the h-th transvectant
In the sequel for all i ∈ N we denote ℓ i = ℓ i (x, z) = (α i x + β i z) some linear forms with coefficients
Using the Clebsch-Gordan formula as in [Pro07, p.565] or by direct computation, one gets the following lemma which will turn to be central for proving the formula of Section 2. Lemma 1.5. For any r i , r j positive integers,
If C is a homogeneous covariant of order r, we can see C as an homogeneous polynomial of degree r in the variables x, z, i.e. as an element of S r (V ). In particular, f = a i x i z n−i . Since the r-th powers of linear forms span the vector-space S r (V ) and the h-th transvectant is bilinear, we see that the h-th transvectant of two covariants of degree d 1 , d 2 and of order r 1 , r 2 is a covariant of degree d 1 + d 2 and of order r 1 + r 2 − 2h (see also [Pro07, Chap.15 ] for a conceptual explanation).
1.2. Algebra of invariants and covariants. We focus on invariants and covariants for G = GL 2 (K) and G = SL 2 (K). In both groups, using the multiplication by −1 scalar matrix, we first notice that n d i − r needs to be even in order for a covariant to be defined. Moreover, if C is a covariant for GL 2 (k), then C is a covariant for SL 2 (K). Conversely, let C be a covariant for SL 2 (K) and let g ∈ GL 2 (K). Since
Since C is homogeneous of degree (d 1 , . . . , d m ) and of order r, for any λ ∈ k, we have that t = λ · id acts as
and thus
This shows that covariants for SL 2 (k) are equal to the covariants for GL 2 (k), with weight ω equal to
Classically many results are known on the algebra C n generated by the covariants of all degree and order under the action of G = SL 2 (C) on E = S n (V * ) and on its sub-algebra I n generated by invariants. Since Gordan [Gor68] , it is known that I n and C n are finitely generated. Thanks to the so-called Clebsch-Gordan formula, one can even prove that C n is generated by a finite number of iterations of transvectants starting from the single covariant f (see [GY03] ). Thus we can even assume that these generators are defined over Q and this allows to perform exact arithmetic operations with them. Whereas today this particular case is part of a more general result on reductive groups, Gordan's method is effective and generators for these algebra were given for n ≤ 6 in the nineteenth century (see [Dix90] ). Generators for I 7 were determined by von Gall [VG88] and Dixmier and Lazard [DL86] and for C 7 by Bedratyuk [Bed07] . The case of octics, n = 8, which is the case we are interested in this article will be reviewed and developed in Section 1.5. Finally, for n = 9 and n = 10, only generators for I n have been determined (see [Cro02, BP10b] , [BP10a] ).
We summarize in Tab. 1 for each degree 2 ≤ n ≤ 10, the number of generators for I n and their degrees. We see that the number and the degree of the generators increase strongly with n, but remains affordable for some small degree n, especially for n = 8.
The algebra I n is a sufficient tool to grasp the orbits of a generic binary form. 
Remark 1.7. In the theorem, the exponents are equal to the degrees d i when one could have expected weights ω i . Actually the two possibilities are equivalent since the weight is n/2 times the degree. Table 1 . Number and degrees of fundamental invariants for binary forms of degree n Note that the multiplicity condition in Theorem 1.6 is as good as possible already for n = 2 since the only generator of I 2 , a 2 1 − a 0 a 2 , is 0 for quadratic forms in the two distinct orbits f = 0 and f = X 2 . Since we will only deal with polynomials defining hyperelliptic curves, and hence having simple roots, this is not a limitation.
1.3. Hyperelliptic curves and invariants of binary forms. Let k be a field of characteristic p and K =k. A curve C of genus g ≥ 2 defined over k is said hyperelliptic if C/K has a separable degree 2 map to P 1 K . Since the extension K(C)/K(P 1 ) is Galois, the curve C/K has an involution that we denote ι. By unicity, ι is defined over k and induces a morphism ρ : C → Q = C/ ι where Q/k is a genus 0 curve, not necessarily isomorphic to P 1 . However, if the curve Q has a rational point then it is isomorphic to P 1 and k(C) is a degree 2 separable cover of
In that case, C is birationally equivalent to an affine curve of the form
where deg f ≤ 2g + 2 and deg h ≤ g. We say that C has a hyperelliptic equation if (a curve in the isomorphism class of C (over k)) can be written in the form above. A hyperelliptic curve has automatically a hyperelliptic equation when k is algebraically closed or a finite field and we recover the 'classical' definition of a hyperelliptic curve. However, as we shall see in Section 4.1 for more general fields and odd genus, it is not necessarily the case.
Let us assume from now on that p = 2. One can assume that h = 0 and the polynomial f has then simple roots. We say that f is a hyperelliptic polynomial. By homogenizing, Y 2 Z 2g = f (X, Z), we have deg f (X, Z) = 2g + 2, taking into account a 'root' at infinity when deg f = 2g + 1. With this convention, the roots of f are the ramification points of the cover C/Q and equivalently the Weierstrass points W of C. We will use these conventions for the roots and degree in the sequel when we speak about a hyperelliptic polynomial.
Remark 1.9. One cannot always assume that deg f = 2g + 2 (as a polynomial) if k is not infinite. For instance the genus 2 curve y 2 = x(x − 1)(x − 2)(x − 3)(x − 4) over F 5 has no model with deg f = 6 since all its affine Weierstrass points are rational.
The following proposition will give us the link between hyperelliptic curves and invariants for the action of GL 2 . Proposition 1.10. Let C : y 2 = f (x) and C ′ : y 2 = f ′ (x) two hyperelliptic curves of genus g over a field k. Every isomorphism φ : C → C ′ is given by an expression of the form Let assume now that k = K is algebraically closed. The ramification divisor W of ρ : C → Q is a positive divisor of degree 2g + 2. From Proposition 1.10, one easily gets Corollary 1.12. Let C, C ′ be two hyperelliptic curves of genus g with respective ramification divisor W and
. Then C and C ′ are isomorphic if and only if there exists an isomorphism ϕ :
Checking an isomorphism between C and C ′ in this way is often difficult since the points of the ramification divisor can be defined over large degree extensions. This is where invariants enter the game. Indeed, as in the proposition let C :
. Since f and f ′ have only simple roots, we can use invariants to decide if the homogeneous binary forms f (X, Z) and f ′ (X, Z) of degree 2g + 2 are in the same orbits under the action of GL 2 (K). If so, one has f 
Hence, the possible values of a set of generators for I 2g+2 up to this specific equivalence are in bijection with the points of the coarse moduli space H g of hyperelliptic curves of genus g. We therefore need algorithms to handle such 'weighted sets'.
1.4. Algorithms in weighted projective spaces. In the context of curves of genus 1 or 2, one usually prefers to handle absolute invariants instead of homogeneous ones, by calculating ratios of homogeneous invariants of the same degree. In this way, one gets rid of the constant λ in Proposition 1.13. It becomes then easy to span the coarse moduli space or to check that two curves are isomorphic.
But, care has to be taken to ensure that the denominators of absolute invariants do not vanish for some hyperelliptic orbits and a common approach is to choose as denominator some powers of the discriminant invariant. We give up this strategy for higher genus curves, because the degree of the discriminant is too large (this degree is already equal to 14 for octics) and selecting invariants of smaller degree as denominators yields too many technical cases to consider. We choose instead to work with a (kind of) weighted projective space, given by m-uples ( 
As a first tool, we need an algorithm for testing the equality of two points in a weighted projective space. 
Proof. 
When k is a finite field, enumerating elements in W is another feature that is needed to span H g (k). In weighted projective spaces, this can be easily done by enumerating representatives. Typically, for each support S U , considered in turn, fix, for once, integers c i such that i∈SU c i d i = gcd(d i : i ∈ S U ). Then enumerate all the vectors (u 1 , u 2 , . . . , u m ) of k m with support S U such that i∈SU u ci i = 1. Example 1.16. Let k = F 7 and W be a k-weighted projective space of dimension 2 and weights (5, 7). To enumerate elements in W, we consider supports in turn. The supports S = {1} and S = {2}, yields the classes (1 : 0) and (0 : 1). Let us now consider the support S = {1, 2}. We fix c 1 = 3, c 2 = −2, so that 5c 1 + 7c 2 = gcd(5, 7). This yields 6 representatives (U 1 : U 2 ) such that i=1,2 U ci i = 1, that is (1 : 1), (1 : 6), (2 : 1), (2 : 6), (4 : 1), (4 : 6). Another choice of c 1 and c 2 would lead to different representatives: for instance c 1 = 24 and c 2 = −17 gives (1 : i) for 1 ≤ i ≤ 6.
Finally, enumerating points on a coarse moduli space can be translated into enumerating points on a variety defined inside a weighted projective space. This is much more intricate than enumerating the full space, at least for curves of genus larger than 2. A naive strategy consists in enumerating all the points in the ambient space and for each point check if it is defined on the projective moduli variety. It is often inefficient. More sophisticated methods may be possible, based on a nice description of the variety, especially when the variety is rational and one has an explicit parametrization for it. In this direction, we give in Section 1.5 an efficient method for the moduli space of genus 3 hyperelliptic curves. The invariants J 2 , . . . , J 7 are algebraically independent (see [Shi67, Lemma 4, p. 1037]). We have moreover 5 relations between J 8 , J 9 and J 10 , of the form and J 10 and we obtain that J 8 always satisfies an equation of degree 5,
Generically, i.e. when δ = A 6 J 8 + A 6 B 8 − A 7 B 7 = 0, R 1 and R 2 yields
Otherwise, i.e. when δ = 0, one might have no rational solution for the system (R i ) i=1...5 in J 9 and J 10 (for instance J 2 = 1, J 3 = 0, J 4 = 0, J 5 = 0, J 6 = 8, J 7 = 0, J 8 = 7 modulo 11) or several (for instance J 2 = 9, J 3 = 0, J 4 = 0, J 5 = 0, J 6 = 2, J 7 = 0, J 8 = 0 which has 3 solutions modulo 11 for (J 9 , J 10 ): (0, 4), (2, 9) or (9, 9)).
Remark 1.18. Instead of I 8 , one may look at Frac(I 8 ) and consider absolute invariants. It is known that Frac(I n ) is a rational function field (see [BK86] ) and in the case n = 8, Maeda worked out 6 algebraically independent absolute invariants [Mae90, Th. B, p. 631] which generate Frac(I 8 ). Unfortunately their degrees are too large for practical computations. Now, following Section 1.4, we represent the coarse moduli space of genus 3 hyperelliptic curves by the projective variety given by Eq. (1) defined in a weighted projective space of dimension 9 with weights 2, 3,. . . , 10 the points of which are of the form (J 2 : J 3 : . . . : J 10 ) . In this setting, enumerating points on the moduli space over a finite field can be done as follows.
(1) Enumerate representatives for all the points of the weighted projective subspace of dimension 6 defined by the algebraically independent invariants J 2 , J 3 , . . . J 7 (cf. Section 1.4). (2) For each such representative, denoted (j 2 , j 3 , . . . , j 7 ), compute the gcd δ of its support {d :
We consider in this algorithm several representatives (π (2/δ) j 2 : π (3/δ) j 3 : . . . : π (7/δ) j 7 ) starting from the same class (j 2 : j 3 : . . . : j 7 ) when δ = 1, even if we may, so, encounter several times the same class at the very end of the enumeration. We do so because such collisions are straightforward to filter, and otherwise we may miss points on the coarse moduli space.
For instance, modulo 11, the representative j 2 = −1, j 3 = j 4 = j 5 = j 6 = j 7 = 0 yields only one point in the moduli space, i.e (−1 : 0 : 0 : 0 : 0 : 0 : 0 : 0 : 0), while another choice of representative for the class (−1 : 0 : . . . : 0), as for instance j 2 = 1, j 3 = j 4 = j 5 = j 6 = j 7 = 0, yields two points in the moduli space, among which the (new) point (1 : 0 : 0 : 0 : 0 : 0 : 8 : 2 : 7). This is mostly due to the fact that there exists equivalent representatives, here (−1, 0, 0, 0, 0, 0) and (1, 0, 0, 0, 0, 0), for some classes (j 2 : j 3 : . . . : j 7 ), here (−1 : 0 : 0 : 0 : 0 : 0), linked by a projective constant λ which may only be defined in a non-trivial extension of F 11 of degree δ (in the example δ = 2). In this situation, specializing Eq. (1) with such representatives yield solutions which are no more necessarily equivalent.
Some of the classes encountered while enumerating may be specializations of Shioda invariants at forms f which do not have simple roots. These classes are not points of the coarse moduli space. To discriminate them, we may check that the discriminant is non-zero for forms in the class (j 2 : j 3 : . . . : j 10 ). The discriminant is an invariant ∆, of degree 14, and the test can thus be easily done once one has expressed ∆ as a polynomial in the J i s which is
Mestre's formula is somehow dual to this result and can be checked using the same arguments.
Lemma 2.5. Let f be any quadratic form. Then
Relations among a binary form and three quadratic forms. We now come to the two fundamental results.
Proposition 2.6. We have
Proof. For i ∈ {1, 2, 3} using Lemma 2.5, we get
We multiply the previous equality by q *
, and we sum on 1 ≤ i ≤ 3,
which is zero by Lemma 2.1.
Proposition 2.7. Let f be a binary form of even degree n. Then
As the right member is linear in f we can assume that f = ℓ n = (µx 1 + νz 1 ) n . To make it linear in the q i we consider n/2 triplets of quadratic forms (q 1j , q 2j , q 3j ) and define accordingly
We replace the previous operator by
. As Ψ is linear in each q ij we can assume that
Therefore, if we develop the expression of Ψ, we can replace each product of the δ ij j operators on f by the right expression. Re-factoring the new expression, we get that
Using Lemma 2.5,
To conclude, we let q ij = q i for all j.
A generic reconstruction algorithm.
Starting from a weighted projective point (ι 1 : ι 2 : . . .) of values in k for a finite set of generators {I i } of I 2g+2 , we aim at recovering a hyperelliptic curve C/K :
Inverting the polynomial system giving the invariants in terms of a generic polynomial f can be efficiently done only in very specific cases (see Section 3.2). However, Mestre explained in his Example 3 and Remark p. 321 [Mes91] that for a generic hyperelliptic curves, one can use the background developed in Section 2.1 in the following way.
Let f (X, Z) be a binary form of even degree 2g + 2 defined over K. Using transvectants one can compute three covariants q i (x, z) = q i (f, (x, z)) of order 2 defined over K. With the notation of Section 2.1, we denote
From Propositions 2.6 and 2.7, we see that the point
where I is a multi-index of cardinality n/2. Clearly the A ij = (q i , q j ) 2 are invariants. In Proposition 2.7, each time the operator Ω 2 ij is applied on a covariant of order r and on a covariant q i of order 2, we get a covariant of order r + 2 − 4 = r − 2. As we started with f which is a covariant of order n and we applied the operators n/2 times, the coefficients h I are invariants. Hence, both A ij and h I being invariants, they can be express as polynomials in the I i s with coefficients in the prime field of K. Thus if the invariants of a given f (X, Z) lives inside a field k ⊂ K, the specializations of the A ij and h I belongs to k as well. We refer to Section 2.3 for a strategy to find the formal expressions when n = 8. Now, assume that R(q 1 , q 2 , q 3 ) = 0. Note that this is an invariant as well, and so it can be computed as a polynomial in the I i s. Then P lies on the curve H/k : I h I x I = 0 if and only if (x : z) is a root of f (x, z). Moreover, by Lemma 2.3, the conic Q/k :
A ij x i x j = 0 is non singular, hence the morphism (x : z) → (x * 1 : x * 2 : x * 3 ) ∈ Q is a parametrization. As there a quadratic extension of k, we get a parametrization φ : (x, z) → (χ 1 : χ 2 : χ 3 ). All parametrizations being GL 2 -equivalent, the binary polynomial I h I χ I is GL 2 -equivalent to f . Hence we get the following proposition.
Proposition 2.8. Let (q 1 , q 2 , q 3 ) be three covariants of order 2 of a binary form f of even degree n defined over K. If R(q 1 , q 2 , q 3 ) = 0, there exists a non-singular conic Q and a plane curve H of degree n/2 defined over a subfield
mapping the intersections points of Q ∩ H on the roots of f (X, Z). Moreover, this isomorphism is defined at most over a quadratic extension of k and is defined over k as soon as Q has a k-rational point.
This is Mestre's main result in [Mes91, Sec.2.4], that for a generic hyperelliptic curve, the obstruction to reconstruct the curve from its invariant over k is equivalent to Q(k) = ∅. We will come back on these questions in Section 4.1 and relate k ′ to the field of moduli.
To conclude, given values (ι 1 : ι 2 : . . .) defined in k, the general method is as follows.
(1) Find a triple (q 1 , q 2 , q 3 ) of covariants of order 2 such that that the expression of R(q 1 , q 2 , q 3 ) as a polynomial in the I i s evaluated at the ι i s is non-zero; (2) Find a point on the conic Q defined by the expression of the coefficients A ij (q 1 , q 2 , q 3 ) as polynomials in the I i s evaluated at the ι i s, and get a parametrization for the conic. (3) Let H be the curve defined by the expression of the coefficients h I (q 1 , q 2 , q 3 ) as polynomials in the I i evaluated at the ι i s. After a parametrization of the conic Q return the intersection divisor Q · H as a polynomial f (X, Z) over at most a quadratic extension of k.
It might happen that all possible R(q 1 , q 2 , q 3 ) evaluated at the ι i s are zero. Even if it is not the case and for a general field K, Q might have no k-rational point although we know, for theoretical reasons, we can reconstruct the curve over k. Section 3.2 and Section 4 will deal with these issues. Table 2 is to determine fundamental covariants of order 2 which can be used as quadratic forms in Proposition 2.8 to reconstruct a generic binary octic from its Shioda invariants. As with Shioda invariants, we paid attention that none of the transvectant computations in Table 2 involves covariants of order greater than 10 (except the 2 covariants of order 18, but it does not matter since these 2 covariants are not useful to compute other invariants or covariants of order 2). These formulas are thus also valid, in addition to fields of characteristic 0, over any field of or characteristic greater or equal than 11.
The main computational difficulty in the reconstruction method of Section 2.2 is to write the invariants A ij and h I as polynomials in the J i 's, since their degree may be large (close to 40 in our cases). Writing them as a polynomial with 9 unknowns a i 's for a generic form f = a 8 X 8 + a 7 X 7 + . . . + a 0 is hopeless. We follow instead a "black-box" approach. In other words, we consider that a covariant is given by an evaluation program. Note that it is immediate to determine the degree and the order of a covariant from the sequence of operations which compose its evaluation program. Now coming back to the question of writing a homogeneous invariant as a polynomial in the J i s, we propose to construct a basis B = { w J ew w :
w w e w = d } for the polynomials of degree d in the weighted graded algebra Q[J 2 , J 3 , . . . , J 10 ] and we evaluate this basis (with some given evaluation programs for the J i 's), and I (given as an evaluation program too), at #B + O(1) octics chosen at random over Q. It remains to invert the corresponding linear system to find I as a polynomial in the J i 's. Algorithm 2 summarizes this method. Example 2.10. Consider the covariants of order 2 of smallest degree in Table 2 , that is q 1 = C 5,2 , q 2 = C 6,2 and q 3 = C 7,2 . A first call to Algorithm 2 yields that R = R(q 1 , q 2 , q 3 ) is equal, up to a constant, to R = −4937630140800 J 9 2 + 6172588800000 J 8 J 10 + 1016336160000
, J 9 = 2 and J 10 = 7. We first check that R = 0 and that the conic equation is equal to x 1 x 2 + 3 x 1 x 3 + 6 x 2 2 + x 2 x 3 + 8 x 2 3 = 0 . Then, since the point (1 : 0 : 1) is on this conic, we have the parametrization and we finally find that, up to a constant,
3. Automorphisms and strata of hyperelliptic genus 3 curves
In the sequel, K is an algebraically closed field of characteristic p where p is a prime or 0.
3.1. Review on automorphism groups. Let C be a hyperelliptic curve of genus g ≥ 2 over K and ι be its hyperelliptic involution. We denote Aut(C) the automorphism group of C (by convention if C is defined over an arbitrary field k then Aut(C) is Aut(C/k)). Since ι is in the center of Aut(C) we can defined the reduced automorphism group Aut(C) = Aut(C)/ ι . We say that C has extra-automorphism when #Aut(C) > 1. The reduced automorphism group acts on C/ ι ≃ P 1 . The list of possible finite groups G acting on P 1 was given in [Web99, [71] [72] [73] [74] . In his PhD thesis, Brandt [Bra88] gave the full list of polynomial orbits under any G which in turn gives the normal models of hyperelliptic curves which automorphism group contains a group G such that G/ ι = G. The structure of G itself then depends on the behavior of the exact sequence
). When p = 0, the structure of G, depending on its signature, has then been worked out in [BS86] . Finally among the groups G, one has to determine the ones which appear as full automorphism group of C. When p = 0, this can be done using Fuchsian groups [Sin72] , Teichmüller theory [Rie93] or Hurwitz spaces [MSSV02] .
For g = 2, a complete list of automorphism groups and models can be found in [Car03] for p = 2 and in [CNP05] for p = 2.
For g = 3 and p = 0, this work has been achieved explicitly in several papers. We refer to [MSSV02] (or [GSS05] ) for a historical viewpoint and we gather their results in Table 3 (see also Remark 3.1). Using the signature [MSSV02, Sec.4] (or the shape of the equations), we can deduce the relations between the stratum in the moduli space (cf. Figure 1 ).
For sake of completeness, we show how these results extend to all p. By [Roq70] , we know that when p > 3 + 1 = 4 and p = 2 · 3 + 1 = 7, then C → C/ Aut(C) is tamely ramified and so by [Gro71, XIII.2.12], it can be lifted to characteristic 0. Hence, Table 3 is also valid in these characteristics. When p = 2, the possible automorphism groups and models are in [NS04] . When p = 7, by [Roq70] the curve C : y 2 = x 7 − x which has a group of order 2 5 · 3 · 7 is the only exceptional case. Finally for p = 3, going through the list of [Bra88, Satz.2.3], it seems that there is no new automorphism group and moreover the cases for which 3 divides # Aut(C) in Table 3 do not appear anymore.
Remark 3.1. Some remarks on the notation and convention for Table 3 and Figure 1 .
• We have the following notation for the groups: -C n = Z/nZ; -D n is the dihedral group with n elements; -U 6 is a group with 24 elements defined by S, T with S 12 = T 2 = 1 and T ST = S 5 ; -V 8 is a group with 32 elements defined by V 8 = S, T with S 4 = T 8 = (ST ) 2 = (S −1 T ) 2 = 1; -S n is the symmetric group over n letters.
• An exponent in the signature must be understood as repetition: for instance (2 6 ) = (2, 2, 2, 2, 2, 2). The dimension δ of the stratum in H 3 is easily computed as −3 + #S where S is the signature. The column Id. refers to the GAP or MAGMA library of small groups.
• The order chosen for Table 3 (resp. for Figure 1 ) is by decreasing dimension δ (resp. from top to bottom) then by increasing order of the automorphism group (resp. from left to right).
• The equation of the normal model is valid for the stratum: for some special values of the parameters, the curve can have more automorphisms.
• In both references [MSSV02] and [GSS05] , Case 11 of Table 3 is wrongly written as Fig.1 ] and in [BV05, Tab.3] , the organization of the strata is wrong. Table 3 . Automorphism groups for genus 3 hyperelliptic curves in characteristic 0 (see Remark 3.1)
t t t t t t t t
Figure 1. Organization of the strata according to inclusion and dimension (see Remark 3.1) 3.2. Identification of loci and reconstruction with non trivial automorphism groups. Let C be a hyperelliptic curve of genus 3 defined over a field k of characteristic p = 2, 3, 5, 7 and let K =k. Let (j 2 : j 3 : . . . : j 10 ) be the Shioda invariants of C, our aim is to retrieve from them a hyperelliptic model
The conic and quartic method presented in Section 2.3, based on Prop. 2.8 is our main tool for solving this problem, but unfortunately Lemma 3.2 shows that this method can not work for most of the curves with a non trivial automorphism group. 
Hence for all i, q i has only an xz term. In particular the determinant of the q i s in the bases x 2 , xz, z 2 is zero.
We thus have to develop more specific methods for reconstructing models for curves in this case. Given invariants (j 2 : j 3 : . . . : j 10 ), a prerequisite is to determine what is the automorphism group of the corresponding curve so that we can select the right normal model to reconstruct. To this aim, we determine for each automorphism group equations for the corresponding stratum in H 3 . There are very few cases where determining some of these equations is straightforward, for instance automorphism groups which contains C 4 . Proof. The weight of an invariant of degree d is 8d/2 = 4d. If Aut(C) contains C 4 , the curve C admits a model of the form
On the other hand, g.f = −f , so if the degree of J i is odd, then
In order to exhibit necessary conditions for all the strata, we have applied Algorithm 2. We choose for I the constant invariant 0, seen as an invariant of increasing positive degree d, and choose for F (at line 2) a set of random octics over Q of the form the normal model for the automorphism group that we consider. Increasing one by one d from 0 to 30 yields generators for the ideal of relations which defines the stratum. The shape of these generators is very close to the one of a Gröbner basis for the graded reverse lexicographical (or 'grevlex') order J 2 < J 3 < . . . < J 10 with weights 2, 3, . . . , 10. For this order, it is thus possible to deduce a reduced Gröbner basis. In the easier cases, note that it is feasible to apply a 'change of order algorithm' and to deduce a reduced Gröbner basis for the lexical order J 2 < J 3 < . . . < J 10 too. Now, in order to exhibit a model from given invariants, we proceed as above, except that we slightly modify Algorithm 2 to add in the basis B (at line 1) the coefficients a, b, etc. of the normal model in Tab. 3 for the considered stratum. We still choose for F (at line 2) a set of random octics in the shape of the normal model. The lowest degree equations found in this way are then enough to reconstruct a model.
All in all, we give below reconstruction lemmas, one for each automorphism group in Table 3 . We precisely state the stratum equations that we have obtained and a model in terms of the j i s for the curve C which may be defined over a non trivial extension of k. In order to make this extension as small as possible, we introduce models which have more non-zero coefficients than the ones in Table 3 . We refer the reader to Section 4 for the existence of a model over the field of moduli.
The proofs of these lemmas do not depend on the way we have obtained the equations. They follow essentially all the same principle.
• We check that the normal models of Tab. 3 have Shioda invariants that satisfy the stratum equations, so that we are convinced that these models are a subset of all the models which satisfy the stratum equations.
• Conversely, we check that the reconstructed model has Shioda invariants in the same weighted projective class as the 9-uple (j 2 : j 3 : . . . : j 10 ) provided in input. Since these models are of normal form, we have proved that only normal models satisfy the stratum equations. If we can perform this step, we then have checked that the equations we found describe the stratum.
Most of these proofs need heavy computations, far too complex to be written down here, and so we must skip them. But a program written in the magma computational algebra system that implements the corresponding computations is available on the web page of the authors for independent checks. Incidentally, we succeed in parameterizing the projective variety defined by the stratum equations of dimension ≤ 2 (it is often a pencil of rational curves). As a first consequence, we give parametrized models over the field of moduli for all these strata, except the cases C 3 2 where we have to deal with algebraic extensions. As a second consequence, we give the exact number of isomorphic classes of curves over a finite field F q in these strata. Algorithm 3 summarizes how one can apply the lemmas below to reconstruct a model in any case. Actually, this algorithm returns more generally a binary form f of degree 8, even in the cases where f does not have simple roots. But, when the order of one of these roots is greater than 4, only one among all the possible orbits, is returned. Typically only f = x 8 is returned for j 2 = j 3 = . . . = j 10 = 0. Moreover the automorphism group of such a form may in general be bigger than the one indicated in the algorithm.
We state now, by increasing dimension, the reconstruction lemmas.
3.2.1. Strata of dimension 0.
Lemma 3.4. Let C be a hyperelliptic curve of genus 3 over k, let (j 2 : j 3 : . . . : j 10 ) be its Shioda invariants. Then the automorphism group of C is C 2 × S 4 if and only if
Furthermore, a curve C with automorphism group C 2 × S 4 is K-isomorphic to the curve y 2 = x 8 + 14 x 4 + 1 .
stratum Aut(C) = V 8 .
Lemma 3.5. Let C be a hyperelliptic curve of genus 3 over k, let (j 2 : j 3 : . . . : j 10 ) be its Shioda invariants. Then the automorphism group of C is V 8 if and only
Furthermore, a curve C with automorphism group V 8 is K-isomorphic to the curve y 2 = x 8 − 1 .
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stratum Aut(C) = U 6 . 
Furthermore, a curve C with automorphism group U 6 is K-isomorphic to the curve y 2 = x 7 − x .
stratum Aut(C) = C 14 .
Lemma 3.7. Let C be a hyperelliptic curve of genus 3 over k, let (j 2 : j 3 : . . . : j 10 ) be its Shioda invariants. Then the automorphism group of C is C 14 if and only if
Furthermore, a curve C with automorphism group C 14 is K-isomorphic to the curve y 2 = x 7 − 1 .
Strata of dimension 1.
stratum Aut(C) = C 2 × D 8 . 
Remark 3.9. When −30 j 3 2 + j 2 3 and j 4 are both equal to 0, Eq. (8) can be reduced to Eq. (4). This means that C has a larger automorphism group, specifically C 2 × S 4 . So Lemma 3.4 can be used, instead, for reconstructing a model.
Actually the quotient field of I 8 modulo the ideal defined by Eq. (8) is obtained by adjoining j 4 to k[j 2 , j 3 ] and j 4 satisfies an irreducible monic equation of degree 3. The invariants j 5 , j 6 , . . . , j 10 are then rational in j 2 , j 3 and j 4 .
From a more geometric viewpoint, the projective variety defined by Eq. (8) has two singularities, the C 2 × S 4 and V 8 points. Moreover, it is birationally equivalent to the conic X 2 2 − 400 X 1 X 3 + (4000/3) X Furthermore, a curve C with automorphism group D 12 is K-isomorphic to the curve y 2 = x (x 6 + a 4 x 3 + a 1 ) where a 1 = 2 a 4 2 / 35 − 4 j 2 and
otherwise .
Remark 3.11. When −30 j 3 2 + j 2 3 and j 4 are both equal to 0, Eq. (9) can be reduced to Eq. (4). Again, this means that C has a larger automorphism group, specifically C 2 × S 4 . So, Lemma 3.4 can be used, instead, for reconstructing a model. Similarly to C 2 × D 8 , the quotient field of I 8 modulo the ideal defined by Eq. (9) is obtained by adjoining j 4 to k[j 2 , j 3 ] and j 4 satisfies an irreducible monic equation of degree 3. The invariants j 5 , j 6 , . . . , j 10 are then rational in j 2 , j 3 and j 4 . More geometrically, the projective variety defined by Eq. (9) has two singularities, the C 2 × S 4 and U 6 points. Moreover, it is birationally equivalent to the conic X 2 2 − (25/16) X 1 X 3 + (125/6144) X 3 2 of discriminant −5 4 /2 8 . We can classically parameterized it by the slope of lines which all intersect at the U 6 point, this yields The corresponding curves are of the form
The values t = −1/(2 · 3 5 ) and t = −1/(2 6 · 3) give polynomials with multiple roots, the curve with automorphism group C 2 × S 4 is obtained with t = 0, otherwise the automorphism group is always D 12 since the point U 6 is not reachable with this conic parametrization we chose. Incidentally, this shows that over a finite field F q of characteristic at least 11 there are q − 3 isomorphic classes of curves with automorphism group D 12 . 
Furthermore, a curve
Remark 3.13. There is no difficulty to check that curves that annihilate denominators in Eq. (11) have a larger automorphism group than C 2 × C 4 .
• When 6 j 4 − j 2 2 and 36 j 6 + j 2 3 are both equal to 0, Eq. (10) can be reduced to Eq. (5) and Lemma 3.5 can be used, instead, for reconstructing a model. Otherwise, i.e. when 6 j 4 − j 2 2 = 0 but 36 j 6 + j 2 3 = 0 , then now 576 j 6 − 65 j 2 3 = 0 but this lemma can still be applied.
• When 96 j 4 − j 2 2 = 0, Eq. (10) can be reduced to Eq. (6) and Lemma 3.6 can now be used for reconstructing a model.
• When 147 j 4 − 2 j 2 2 = 0 and 3087 j 6 − 2 j 2 3 = 0, then we can choose for f (x) the polynomial x(x − 1)(x + 1)(x 2 + 1) 2 . Its discriminant is obviously equal to zero and no hyperelliptic curve exists with such invariants. Otherwise, i.e. when 147 j 4 − 2 j 2 2 = 0 but 3087 j 6 − 2 j 2 3 = 0, then now 197568 j 6 − 47 j 2 3 = 0 but this lemma can still be applied.
Here, the quotient field of I 8 modulo the ideal defined by Eq. (10) is obtained by adjoining j 6 to k[j 2 , j 4 ] and j 6 satisfies an irreducible monic equation of degree 2. The invariants j 8 and j 10 are then rational in j 2 , j 4 and j 6 (the invariants j 3 , j 5 , j 7 and j 9 are trivial).
Geometrically, the projective variety defined by Eq. (10) has two singularities, the V 8 and U 6 points. Moreover, it is birationally equivalent to the conic X 1 2 − 11/20 X 1 X 3 − 162/125 X 2 X 3 + 713/8000 X 3 2 of discriminant −2 2 · 3 8 /5 6 . We can classically parameterized it by the slope of lines which all intersect at the V 8 point, this yields The corresponding curves are of the form y 2 = (x 4 + 2 x 2 + 5/147 t − 1/7)(x 4 − 5/147 t + 1/7) .
The values t = 21/5 and t = 168/5 give polynomials with multiple roots, the curve with automorphism group U 6 is obtained with t = 24/5, otherwise the automorphism group is always C 2 × C 4 since the point V 8 is not reachable with this conic parametrization. Incidentally, this shows again that over a finite field F q of characteristic at least 11 there are q − 3 isomorphic classes of curves with automorphism group C 2 × C 4 . Furthermore, a curve C with automorphism group C 3 2 is K-isomorphic to the curve y 2 = a 8 x 8 + a 6 x 6 + a 4 x 4 + λa 6 x 2 + λ 2 a 8 where a 4 is any root of the degree 3 equation and a 6 = −28 ν 2 − a 4 2 /5 + 14 j 2 , a 8 = ν a 6 and λ = 1/a 6 with ν = 18 j 6 a 4 − 9 a 4 j 4 j 2 − 60 a 4 j 3 2 + 2 a 4 j 2 3 − 810 j 7 + 270 j 5 j 2 − 810 j 4 j 3 10 (−18 j 6 + 9 j 4 j 2 + 60 j 3 2 − 2 j 2 3 ) .
Strata of dimension 2.
Eq. (13) may not have a root in the base field k. In this case, Lemma 3.14 yields a model over an extension k ′ of degree 3 (see Section 3 for the rationality issue).
Remark 3.15. When −18 j 6 + 9 j 4 j 2 + 60 j 3 2 − 2 j 2 3 = 0, Eq. (12) can be reduced to Eq. (8) and Lemma 3.8 can be used, instead, for reconstructing a model.
25
The quotient field of I 8 modulo the ideal defined by Eq. (12) is obtained by adjoining j 5 to k[j 2 , j 3 , j 4 ] and j 5 satisfies an irreducible monic equation of degree 4. The invariants j 6 , j 7 , . . . j 10 are then rational in j 2 , j 3 , j 4 and j 5 .
More geometrically, singularities of the projective variety defined by Eq. (12) are on the curve C 2 × D 8 . Moreover, for non-zero J 2 , J 3 , we can set J 3 = J 2 = t for some parameter t and the intersection of the stratum with this hyperplane is a pencil of rational curves that we can parametrize by an other parameter u. So, we find for t = 0 the parametrization (t, u) → (j 2 (t, u) : j 3 (t, u) : · · · : j 10 (t, u)) where The lines 280 u 2 − t = 0 and 14280 u 3 − 33 tu − 7 t = 0 are the loci of forms with multiple roots (discriminant equal to 0). The rational curve −564715200 u 6 + 6338640 u 4 t + 1344560 u 3 t − 50127 u 2 t 2 + 6174 ut 2 + 96 t 3 − 3087 t 2 = 0 is the locus of forms with automorphism groups which contain C 2 × D 8 .
In the case J 2 = 0 and non-zero J 3 , J 4 , setting J 4 = J 3 yields a rational curve that we parametrize as t → (j 2 (t) : j 3 (t) : . . . : j 10 (t)) , with t = −105/1260 , where j 2 (t) = 0 , j 3 (t) = 1260 t + 105 , j 4 (t) = 7350 t , j 5 (t) = 36750 t + 7350 , j 6 (t) = −66150 t 2 − 242550 t − 29400 , j 7 (t) = −926100 t 2 + 977550 t + 102900 , j 8 (t) = −7563150 t 2 − 1749300 t − 102900 , j 9 (t) = 20837250 t 3 − 33957000 t 2 − 8232000 t − 1029000 , j 10 (t) = −6945750 t 3 + 557975250 t 2 + 119364000 t + 7203000 .
The point t = −2/7 yields a form with multiple roots, the roots of 81 t 2 + 17 t + 1 = 0 yield forms with automorphism groups which contain C 2 × D 8 .
Similarly, in the case J 3 = 0 and non-zero J 2 , J 5 , setting J 5 = J 2 2 yields the rational curve j 2 (t) = 1010 3 (52 t + 59)(t + 1) , j 3 (t) = 0 , j 4 (t) = 50 , when defined, is the only point which is not reached by the parametrization. Moreover, the points t = −4259/2831, t = −59/52 and t = 1/83 (when defined) yield forms with multiple roots. The points t = −59/52, t = −29/17 (when defined) and the roots of 9844 t 2 + 19487 t + 9679 = 0 yield forms with automorphism groups which contain C 2 × D 8 .
Modulo 101, the latter degenerates to only one projective point. In this case, we thus consider instead the rational curve j 2 (t) = 32 (t + 44)(t + 12) , j 3 (t) = 0 , j 4 (t) = 57 ( The point (32 : 0 : 57 : 14 : 11 : 93 : 91 : 4 : 52) is the only point which is not reached by the parametrization. Moreover, the points t = 20, t = 56 and t = 89 yield forms with multiple roots. The points t = 17, t = 89 and the roots of t 2 + 14 t + 87 = 0 yield forms with automorphism groups which contain C 2 × D 8 .
We can now easily check that the rational projective points defined on this variety are none other than the ones given by these parametrizations. Incidentally, this shows that over a finite field F q of characteristic at least 11 there are q 2 − 2 q + 2 isomorphic classes of curves with automorphism group C 3 2 . stratum Aut(C) = C 4 .
Unlike the previous strata, curves with automorphism group C 4 can be reconstructed with the conic and quartic method of Section 2.3. 
Furthermore, at least one among the five determinants
R(C 5,2 , C 6,2 , C 7,2 ), R(C 5,2 , C 6,2 , C ′ 7,2 ), R(C 5,2 , C 7,2 , C ′ 8,2 ), R(C 5,2 , C 8,2 , C 9,2 ) and R(C 5,2 , C 6,2 , C ′′ 9,2 )(16)
is non-zero for a curve C with automorphism group C 4 and if the corresponding conic has a k-rational point, then C is K-isomorphic to a curve with a k-rational model constructed with the conic and quartic method of Prop. 2.7.
Remark 3.17. To check that at least one among the five determinants of Eq. (16) is non-zero for a curve with automorphism group C 4 , we solve in a and b (over the integers to ensure that the result is still true modulo any positive prime p) the system obtained by evaluating these determinants at normal forms x (x 2 − 1) (x 4 + a x 2 + b). We found a finite number of irreducible components, possibly defined in a kextension, but all with an automorphism group larger than C 4 (cf. Tab. 4).
Remark 3.18. In fields of characteristic 0, we can conclude with only the 4 determinants R(C 5,2 , C 6,2 , C 7,2 ), R(C 5,2 , C 7,2 , C ′ 8,2 ), R(C 5,2 , C 8,2 , C 9,2 ) and R(C 5,2 , C 6,2 , C ′′ 9,2 ). These four determinants are enough in positive characteristic p too, except for a finite number of primes the smallest of which is p = 47 (modulo 47, the point (1 : 0 : 1 : 0 : 3 : 0 : 43 : 0 : 18) cancel all the determinants of Eq. (16) except R(C 5,2 , C 6,2 , C ′ 7,2 )). The quotient field of I 8 modulo the ideal defined by Eq. (15) is obtained by adjoining j 8 to k[j 2 , j 4 , j 6 ] and j 8 satisfies an irreducible monic equation of degree 3. The invariant j 10 is then rational in j 2 , j 4 , j 6 and j 8 (the invariants j 3 , j 5 , j 7 and j 9 are trivial).
Geometrically, singularities of the projective variety defined by Eq. (15) are on the curve C 2 × C 4 . Moreover, for non-zero J 2 , we can set J 2 = 1, J 4 = t for some parameter t and the intersection of the stratum with this hyperplane is a pencil a rational curves that can we parametrize with an other parameter u. So, we find for t = 0 the parametrization (t, u) → (j 2 (t, u) : 0 : j 4 (t, u) : 0 : j 6 (t, u) : 0 : j 8 (t, u) : 0 : j 10 (t, u)) , where The intersections of the stratum with the J 4 = J 2 2 /96 and with the J 2 = 0, J 6 = J 4 hyperplanes are two curves which are not reachable by this parametrization. Furthermore, the rational curves 5040 u − 579 t − 175 = 0 and 25401600 u 2 + (−12186720 t − 1764000) u + 185220 t 3 − 2167119 t 2 + 423150 t + 30625 = 0 are the loci of forms with multiple roots (discriminant equal to 0), the rational curve is the locus of forms with automorphism groups which contain C 2 × C 4 .
A parametrization for the intersection with J 4 = J 2 2 /96 is of the form t → ( j 2 (t) : 0 : j 4 (t) : 0 : j 6 (t) : 0 : j 8 (t) : 0 : j 10 (t) ) where is the only point on this line which is not reached by the parametrization. The points 13 t − 14 = 0 and 199904 t 2 + 2296 t − 49 = 0, when defined, yield forms with multiple roots. The values 101 t + 2 = 0 and 28 t + 1 = 0, when defined too, yield forms with automorphism groups which contain C 2 × C 4 .
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Similarly, a parametrization for the intersection with J 2 = 0 and J 6 = J 4 is j 2 (t) = 0 , j 4 (t) = 4 3969 (t − 9)(11 t + 6) , j 6 (t) = 4 3969 (t + 1)(11 t + 6) 2 , j 8 (t) = 32 36756909 (373 t 2 + 440 t + 127)(11 t + 6) 2 , j 10 (t) = − 8 992436543 (835 t 2 + 646 t + 51)(11 t + 6) , when defined, is the only point on this line which is not reached by the parametrization. Moreover, the point t = 1/39, when defined, yields a form with multiple roots. The roots of 667 t 2 + 769 t + 302 = 0, when defined too, yield forms with automorphism groups which contain C 2 × C 4 .
We can now easily check that the rational projective points defined on this variety are none other than the ones given by these parametrizations. Incidentally, this shows that over a finite field F q of characteristic at least 11 there are q 2 − 2 q + 2 isomorphic classes of curves with automorphism group C 4 .
Remark 3.19. We are also able to deduce from these parametrizations explicit models over the field of moduli (see Section 4.5), but such expressions are far too large to be written down here.
Stratum of dimension 3.
The stratum of dimension 3 corresponds to curves with automorphism group D 4 . Contrary to the other strata, we only give generators for the grevlex order J 2 < J 3 < . . . < J 10 with weights 2, 3, . . . , 10 (since generators for the lexical order are far too huge to be explicitly written here). • a 4 is the solution of the linear equation (19) 0 = (−11022480j 5 j 4 j 3 + 2933280j 4 j 3 2 j 2 + 784j 2 6 + 55339200j 6 2 + 4408992j 4 3 + 705600j 3 4 − 36741600j 9 j 3 − 4286520j 5 2 j 2 + 32315760j 6 j 4 j 2 + 36741600j 10 j 2 − 64297800j 7 j 5 + 10054800j 6 j 3 2 − 335160j 6 j 2 3 − 47040j 3 2 j 2 3 + 2812320j 4 2 j 2 2 − 97776j 4 j 2 4 )X − 410791500j 7 j 6 − 10716300j 9 j 2 2 + 4365900j 7 j 2 3 + 150793650j 6 j 4 j 3 + 39590775j 6 j 5 j 2 − 196465500j 7 j 4 j 2 + 10716300j 4 2 j 3 j 2 + 1205583750j 8 j 5 − 1157360400j 9 j 4 + 254435580j 5 j 4 2 + 321489000j 10 j 3 − 75014100j 5 2 j 3 − 130977000j 7 j 3 2 + 7144200j 4 j 3 3 + 5120010j 5 j 4 j 2 2 − 238140j 4 j 3 j 2 3 − 185220j 5 j 2 4 + 5556600j 5 j 3 2 j 2 if this equation is non trivial,
0 = (−483840j 4 j 3 2 j 2 + 2449440j 5 j 4 j 3 − 112j 2 6 − 9072000j 6 2 − 629856j 4 3 − 100800j 3 4 + 612360j 5 2 j 2 − 6713280j 6 j 4 j 2 + 9185400j 7 j 5 − 2797200j 6 j 3 2 + 93240j 6 j 2 3 + 6720j 3 2 j 2 3 − 498960j 4 2 j 2 2 + 16128j 4 j 2 4 + 18370800j 8 j 4 )X + 89302500j 7 j 6 + 26460j 5 j 2 4 − 2381400j 4 2 j 3 j 2 − 22027950j 6 j 4 j 3 − 11013975j 6 j 5 j 2 + 41079150j 7 j 4 j 2 + 10716300j 5 2 j 3 − 241116750j 8 j 5 + 257191200j 9 j 4 − 56030940j 5 j 4 2 + 23814000j 7 j 3 2 − 1587600j 4 j 3 3 − 793800j 7 j 2 3 − 793800j 5 j 3 2 j 2 − 476280j 5 j 4 j 2 2 + 52920j 4 j 3 j 2
• a 0 is any root of the quadratic equation
(21) 0 = (−529079040j 5 j 4 j 3 + 1551156480j 6 j 4 j 2 + 140797440j 4 j 3 2 j 2 − 2257920j 3 2 j 2 3 − 4693248j 4 j 2 4 − 1763596800j 9 j 3 + 1763596800j 10 j 2 + 2656281600j 6 2 + 33868800j 3 4 + 37632j 2 6 + 211631616j 4 3 + 134991360j 4 2 j 2 2 − 16087680j 6 j 2 3 − 205752960j 5 2 j 2 + 482630400j 6 j 3 2 − 3086294400j 7 j 5 )X 2 − 14647500j 4 j 3 2 j 2 2 − 307355310j 6 j 4 j 2 2 − 140277690j 6 j 3 2 j 2 − 382571910j 7 j 4 j 3 + 1130212440j 6 j 5 j 3 − 105019740j 8 j 4 j 2 + 555660j 5 j 3 j 2 3 + 206671500j 9 j 3 j 2 + 36996750j 5 j 4 j 3 j 2 + 3472081200j 7 2 − 3724j 2 7 + 507952620j 7 j 5 j 2 + 8024365440j 10 j 4 + 530456850j 5 2 j 4 − 472252032j 6 j 4 2 − 4089340080j 9 j 5 + 39293100j 4 2 j 3 2 − 16669800j 5 j 3 3 − 400029840j 6 2 j 2 − 114388848j 4 3 j 2 − 3351600j 3 4 j 2 − 206671500j 10 j 2 2 + 27862380j 5 2 j 2
if this equation is non trivial,
• a 2 is any root of Similarly to the automorphism group C 3 2 , Lemma 3.14 yields most of the time a model over an extension of k (of degree at most 8, see Section 4 for the rationality issue).
Remark 3.21. In case the j i s correspond to polynomials with multiple roots, it may happen that some of equations in Lemma 3.20 for a 4 , a 0 , a 2 or a 6 are inconsistent (typically '0 = 1'). It means that none of the polynomials a 0 x 8 + a 6 x 6 + a 4 x 4 + a 2 x 2 + a 0 have such invariants. Instead, we construct polynomials of the form f (x) = a 8 x 8 + a 6 x 6 + a 4 x 4 + a 2 x 2 where a 4 is the root of Remark 3.22. It may happen that a curve C annihilates both Eq. (19) and Eq. (20) too, so that we can not determine a 4 . But, when it happens, the automorphism group is larger than D 4 (see Table 5 ) and so, lemmas for larger automorphism group apply.
No C 3 2 ⊂ Aut C 308a 0 a 2 a 6 a 4 − 224a 0 a 4 3 + 3a 2 3 a 6 + 15a 2 2 a 4 2 + 3a 2 a 6 3 + 15a 6 2 a 4 2 = 0 21a 0 a 2 2 + 21a 0 a 6 2 + 11a 2 a 6 a 4 − 8a 4 3 = 0 196a 0 2 − a 2 a 6 − 5a 4 2 = 0 Remark 3.23. It may happen that a curve C cancels both Eq. (21) and Eq. (22) too, so that we can not determine a 0 . But again, when it happens, the automorphism group is larger than D 4 (see Table 6 ) and so, lemmas for larger automorphism group apply.
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Curves C : y 2 = a 0 x 8 + a 6 x 6 + a 4 x 4 + a 2 x 2 + a 0
No C 3 2 ⊂ Aut C 308a 0 a 2 a 6 a 4 − 224a 0 a 4 3 + 3a 2 3 a 6 + 15a 2 2 a 4 2 + 3a 2 a 6 3 + 15a 6 2 a 4 2 = 0 21a 0 a 2 2 + 21a 0 a 6 2 + 11a 2 a 6 a 4 − 8a 4 3 = 0 196a 0 2 − a 2 a 6 − 5a 4 2 = 0 Table 6 . Automorphism groups of curves C which cancel both Eq. (21) and Eq. (22) Here, the quotient field of I 8 modulo the ideal defined by Eq. (18) is obtained by adjoining j 6 to k[j 2 , j 3 , j 4 , j 5 ] and j 6 satisfies an irreducible monic equation of degree 10. The invariants j 7 , j 8 , j 9 and j 10 are then rational in j 2 , j 3 , j 4 and j 5 .
Geometrically and contrary to the other strata, we did not find any rational intersection with trivial hyperplane of the projective variety defined by Eq. (18). For instance, intersecting with j 2 = j 3 = 0 is geometrically birationally equivalent to the elliptic curve y 2 = x 3 − x, of j-invariant 1728 (the curve with complex multiplication by √ −1). Nevertheless, it is straightforward to adapt the enumeration algorithm at the end of Section 1.5 to the case of a field of degree 10 over k[j 2 , j 3 , j 4 , j 5 ] (instead of a field of degree 5 over k[j 2 , j 3 , j 4 , j 5 , j 6 , j 7 ] for the full I 8 ), in order to find non-trivial curves with automorphism group contained in D 4 . At last, we emphasize that we have encountered unexpected computational difficulties to check with magma that a reconstructed model for D 4 has the same weighted projective class as the 9-uple (j 2 : j 3 : . . . : j 10 ) provided in input. Our first implementations took about one week only to define the degree 8 extensions needed for the reconstructed model (due to some unexpected internal Gröbner basis computations) that we had to design a more optimized version. We perform by 'hand', i.e. directly over the quotient field of I 8 modulo the ideal defined by Eq. (18), the calculation of the Shioda invariants of the reconstructed model. This requires explicit expressions for each coordinate of the Shioda invariants in the basis 1, a 0 , a 2 , a 0 a 2 , a 2 2 ,. . . , a 0 a 3 2 . Moreover, we only check the equality of j 2 , . . . , j 6 since j 7 , j 8 , j 9 and j 10 are rational in j 2 , j 3 , j 4 , j 5 and j 6 . The corresponding routine took about half a day on a computer to check finally that everything was fine.
3.2.5. Generic stratum. Our main tool for reconstructing curves C with automorphism group C 2 is the conic and quartic method developed in Proposition. 2.8. It requires that C does not cancel all the 364 fundamental conic determinants R(q 1 , q 2 , q 3 ) (or equivalently Eq. (18)), otherwise Algorithm 3 fails. To check that this cannot happen, we have computed a Gröbner basis (for the grevlex order J 2 < J 3 < . . . < J 10 with weights 2, 3, . . . , 10) of a polynomial system which concatenates Relations (1) and the fundamental determinants R(q 1 , q 2 , q 3 ) with {q 1 , q 2 , q 3 } any subset of size 3 of the set of 14 covariants of order 2 given in Tab. 2. From Lemma 3.2, these 364 fundamental determinants all vanish for curves with automorphism group contained in D 4 . Surprisingly, the Gröbner basis that we obtain is equal to the system of 24 polynomials (18) of Lemma 3.20.
After some further Gröbner computations, still for the 'grevlex' order J 2 < J 3 < . . . < J 10 with weights 2, 3, . . . , 10, we observe that we can reduce the set of 364 fundamental conic determinants R(q 1 , q 2 , q 3 ) to a subset of only 19 elements, since the determinants of these 19 conics generate the same ideal as the one defined by Eq. (18). There are examples of curves with automorphism group C 2 for which many determinants R are zero.
• The curve defined over Q by ,2 ) and R(C 5,2 , C 6,2 , C ′′ 9,2 ). These two discriminants are zero modulo 19 and 113 too, but then the automorphism group is larger than C 2 .
• Similarly, the singular form 8 This is the definition given by [Koi72] . Usually, one defines the field of moduli of a curve C as the subfield
As shown in [Koi72] (or [Hug05, Th.1.5.8]), K H is a purely inseparable extension of M C . Hence, when M C is a perfect field, both notions coincide. Another common definition is field of moduli relative to a Galois extension K/k, as used for instance in [DE99] . In [HH03] , it is proved that there is always a field of definition for C which is a finite extension of M C and [Hug05, Cor.1.5.9] shows that this extension can be chosen separable. Hence, M C is the field of moduli relative to the Galois extension M sep C /M C . Remark 4.2. As a consequence of Torelli theorem (see for instance the formulation of [Mat58] ), C can be defined over k if and only if the principally polarized abelian variety Jac C can be. Hence the field of moduli of C coincides with the field of moduli of Jac C. Note however that, when C is non hyperelliptic, a model A of Jac C over k is not necessarily the Jacobian of a curve over k (see [LRZ10] ).
A classical problem is to know whether M C is a field of definition or if there is an obstruction. One finds several sufficient conditions in the literature. For instance, the moduli field M C is a field of definition
• when C has no automorphism (or more generally when Aut(C) has no center and has a complement in the automorphism group of Aut(C) [DE99, Cor.4 .3]); • when K is the algebraic closure of a finite field [Hug07, Cor.2.11];
• when K ⊂ C and Jac(C) has complex multiplication [Mil72, Mil74] .
The difference between a field of moduli and a field of definition boils down to Weil's cocycle relations. 
]). Assume that K/k is a Galois extension. Then k is a field of definition of C if and only if there exists a finite extension
is commutative. The curve B admits a model over M C . Indeed we have to check the cocycle relations Finally, the field of moduli is related to the moduli space as follows. Assume that the genus g of C is greater than or equal to 2 and let M g be the coarse moduli space of curves of genus g viewed as a scheme over the prime field of K. From now on, let K be an algebraically closed field of characteristic p = 2. Let g ≥ 2 be an integer, n = 2g + 2 and let f ∈ K[x] be a hyperelliptic polynomial of degree n. Let C be the hyperelliptic curve of genus g defined by the equation y 2 = f (x). In the sequel we assume that K is a Galois extension of M C and that K([C]) (and M C ) are perfect fields (we are typically interested in the cases p = 0 or K is the Galois closure of a finite field). We denote Γ := Gal(K/M C ).
From the form of the isomorphisms between hyperelliptic equations and Weil cocycle relations, we get the following result.
Lemma 4.6. C has a model over k if and only if there exists a finite Galois extension
If we wish to obtain a model with a hyperelliptic equation, we get the following version of the lemma.
Lemma 4.7. C can be hyperelliptically defined over k if and only if there exists a finite Galois extension
is an isomorphism between C and σ C;
Proof. If C can be hyperelliptically defined over k, there exists a curve C : 
is invertible. Now for any liftσ of an element σ in Gal(k ′′ /k) to Γ, we get Remark 4.8. The previous lemmas give an easy proof that for g even, C can be defined over k if and only if C can be hyperelliptically defined over k. Indeed, assuming the cocycle condition of Lemma 4.6 we can write
Hence we can obtain a good representative satisfying the cocycle condition of Lemma 4.7 letting
Let now I 1 and I 2 be two homogeneous invariants of the same degree, of degree 2g + 2 binary forms, defined over the prime field of K and
The function ι is therefore a function on the moduli space of hyperelliptic curves of genus g. Hence ι(f ) ∈ M C . More specifically, we can prove the following result. 
and similarly
This gives the result.
We then find a refinement of Proposition 2.8. 
4.3.
The hyperelliptic case with no extra-automorphism. Besides the hypotheses of Section 4.2, we assume that Aut(C) = ι . In particular C/ ι = B is the genus 0 curve Q defined in Section 1.3. Let D be the image of the ramification divisor W of C by the map φ
Assume now that there exists Φ : With the notation and hypotheses of Proposition 4.11, using Q ′ = Q, we get a sufficient and necessary condition. If 'to be defined' and 'to be hyperelliptically defined' over M C are the same problem when g is even, it is not the case for odd genus. Indeed, Proposition 4.14. Let g be odd. Then M C is a field of definition for C.
Proof. Consider the rational canonical divisor κ on B of degree −2. It is the negative of the intersection of a line with a place model of B. If M C is finite, we get the result directly from Section 4.1. Hence we assume that M C is infinite. We can find a line such that Supp
is a divisor of degree 0, it is the divisor of a function u ∈ M C (Q). If we consider the degree 2 extension of the form z 2 = u, this defines a hyperelliptic curve over M C with the same ramification as C, hence C admits a model over M C (note that the crucial fact is that each point in the divisor 2 · g+1 2 (−κ) has even multiplicity and hence does not contribute to the ramification).
On the other hand, it is easy to exhibit examples for which Q is a field of moduli of a genus 3 curve C with no extra automorphism but C cannot be hyperelliptically defined over Q. Indeed, consider the hyperelliptic genus 3 curve over Q which is a degree 2 cover of the conic Q : x 3 ) = 0. The curve C has a hyperelliptic equation
over Q(i) and we can check using our programs that C has no extra-automorphism. Since Q ≃ B and Q(Q) = ∅, Proposition 4.12 shows that C cannot be hyperelliptically defined over Q.
4.4.
The hyperelliptic case with extra-automorphisms. When C has extra-automorphisms, the issues are less clear. In [Hug07] and [Hug05] , the following results are proved. Remark 4.16. In [FGD06] and [Fue10] , one can find a family of hyperelliptic curves, among which for instance the genus 5 curve
with q 4 = 3, q 5 = −1, q 6 = 7 and r 1 , r 2 , r 3 the conjugate roots of X 3 − 3X + 1 = 0 (these values of q i are only to fix ideas). This curve was claimed to be a curve with automorphism group (Z/2Z) 3 , field of moduli Q but with no hyperelliptic equation over Q, contradicting Huggins' general result without the respective authors being aware of it. It took us a long month of discussions to realize that there was a subtle gap at page 406 point d) of [FGD06] : it is claimed there that a certain extension is Galois which is not always the case. It took us even longer to find an explicit hyperelliptic model of the curve over Q because, although the curve is defined over a cubic Galois extension of Q, theQ-isomorphism we found between C and a model over Q is defined over a 12 degree extension of Q. A faster and more systematic way to derive an hyperelliptic equation over the field of moduli is worked out in a work in progress by the authors of the present article.
We can add the following result which is implicitly contained in [Cou94] . Proof. Let s be one of the ramification index with odd signature exponent e. Consider the corresponding part Z of the ramification divisor W . Since Galois action respect the ramification index, the image of Z in the curve B (with the notation of Section 4.1) is a rational divisor of odd degree e. Hence by the remark following Theorem 4.4, we get the result. 4.5. The hyperelliptic case of genus 3. Let now C be a genus 3 hyperelliptic curve. In this section, we want to address several issues which will be cut out according to the automorphism groups reviewed in Table 3 .
Issue I: Can we compute the automorphism group from the invariants ? In particular if the curve has extra-automorphism, then M C is always a field of definition and moreover C can be hyperelliptically defined over M C . Actually, in [CQ05] for the case of automorphism group D 4 , the authors assumed that p = 2, 3, 5. A careful analysis and some improvements made during the implementation of their work in MAGMA by the two authors removed this restriction (see [LR08] ). stratum of dimension 0. This corresponds to cases 8,9,10 and 11 in Table 3 . There is nothing to prove for them. stratum of dimension 1. By Proposition 4.15, we have that cases 5,6 and 7 are hyperelliptically defined over their field of moduli. Moreover in Section 3.2.2 explicit equations for their stratum and an explicit hyperelliptic equation over the field of moduli are given. stratum C 3 2 . By Proposition 4.15, we know that this case is hyperelliptically defined over its field of moduli. In Lemma 3.14, explicit equations for the stratum is given. Moreover an explicit hyperelliptic equation over an extension at most cubic of the field of moduli is given. To write a hyperelliptic equation over the field of moduli is a work in progress as mentioned in the introduction. stratum C 4 . In Lemma 3.16 explicit equations for the stratum are given. Moreover since the signature is (2 3 , 4 2 ), the following result is a consequence of Proposition 4.17. Thanks to Lemma 3.16, the procedure is effective when p ≥ 11 or p = 0. Indeed let {j i } be the Shioda invariants of such a curve C/k. In Lemma 3.16, it is proved that we can find three order 2 covariants q i , such that R(q 1 , q 2 , q 3 ) is non-zero. Now, we can use the first part of Proposition 4.11 to construct a conic Q and an quartic H over M C such that there exists a K-isomorphism Q → P 1 mapping the intersection divisor of Q ∩ H on the ramification divisor of C. Since g = 3 is odd, we can moreover proceed as in the proof of Proposition 4.14 and get a curve over M C , K-isomorphic to C. Hence C can be defined over its field of moduli. Moreover we can effectively construct a hyperelliptic equation over at most a quadratic extension of the field of moduli. Actually one can do better. Proof. By Proposition 4.19, we know that there is a model C of C over M C . Let B = C/ ι be seen as a plane non singular conic. The signature of C singles out on B a degree 2 effective rational divisor Z. If the points of Z are rational then we are done since then B ≃ P 1 . Otherwise, after a quadratic extension F of M C , there is a map φ : B → P 1 sending one of this point to 0 and the other to ∞. Since these points were branches of C/B, there exists a K-isomorphism Φ lifting φ such that the curve D = Φ(C) is of the form y 2 = xg(x) with g ∈ F [x] of degree 6. Moreover since there is an involution which fixes 0 and ∞ and which is then x → −x, the polynomial g has only even power monomials. Let σ be the Galois involution of F/M C . Since D has a model over M C , there exists a K-isomorphism (M σ , e σ ) : D → σ D and M σ is actually given by φ σ • φ −1 and hence is defined over F . Since the isomorphism preserves the ramification indexes, M σ maps {0, ∞} onto {0, ∞}. It is then easy to see that M σ is either the map x → ax or x → a/x for some a ∈ F . By Lemma 4.6, since there exists λ ∈ F * such that M One can again check that the conditions of Lemma 4.7 are satisfied.
The previous proof can be turned out into an effective method. Let assume that among the five determinants of Lemma 3.16, R(C 5,2 , C 6,2 , C 7,2 ) is not zero (the other cases are obtained by permutation). Then, due to the degree of the covariants and the action of C 4 , the conic and quartic have the following forms The conic and the quartic have the involution (x 1 : x 2 : x 3 ) → (x 1 : −x 2 : x 3 ) which hence stabilizes the ramification divisor of C and is the involution of Aut(C). The divisor {x 2 = 0} ∩ Q is the fixed divisor Z of the proof. The points of Z are (±α : 0 : 1) where α is a root of X 2 = c. The isomorphism φ −1 : P 1 → Q is given by (t : u) → (α(at 2 + u 2 ) : 2αtu : u 2 − at 2 ).
From this, we see that
We can then apply the formula in the proof of Lemma 4.7 to get the result. As alternative, we have noticed that there is another choice of parametrization which only requires a quadratic extension and that we implemented. We normalize Q : ax with a 1 , a 2 ∈ Q(i) \ (Q ∪ iQ), |a i | > 1 and |a 1 /a 2 | = 1, which are defined over Q(i) with geometric group of automorphism (Z/2Z) 2 . By [Hug07, Prop.5.0.5], C has field of moduli Q(i) ∩ R = Q but cannot be defined over Q. Hence the field of moduli is not always a field of definition and there is not always a hyperelliptic equation over the field of moduli. However Lemma 3.20 gives explicit equations for the stratum and shows how to construct a hyperelliptic equation over an extension of the field of moduli of degree at most 8.
Remark 4.23. In [GSS05, Cor.2], it is asserted that as soon as # Aut(C) > 2, the field of moduli of C is a field of definition. However, the 'moduli problem' is distinct from the usual one, which explains the contradiction with Huggins' result. stratum C 2 . This is the generic case for which we can apply the results of Section 4.3. Note that as we can find a non singular conic Q in this case, we can compute the obstruction using Corollary 4.13. When the obstruction is trivial, we apply Mestre's method to obtain a model with a hyperelliptic equation over the field of moduli. Assume one knows how to compute a k ′ -isomorphism F σ : C → σ C for σ a generator of Gal(k ′ /M C ) and that we know the automorphism of C explicitly. If C is given by a hyperelliptic equation, we can represent all these morphisms by couple (M σ , e σ ) and we will actually only care about the matrix M σ . Two different F σ differ by an automorphism of C, hence we have a finite explicit set F of k ′ -isomorphisms represented by M σ .
Now pick one of the
Since there exists a k ′ -isomorphism from C to a model over M C , we know that there is at least one solution to the previous equation and the procedure produces a good M σ and λ after a finite number of trials (less than #Aut(C)). We let M ′ σ = 1 a · M σ for a a solution of Norm k ′ /MC (a) = λ (which always exists in a finite field). We can then apply the formula of Lemma 4.7
for a random matrix P ∈ M 2 (k ′ ). We repeat this last part until we find A invertible. We can then apply A to the hyperelliptic polynomial of C to get a hyperelliptic equation defined over M C .
Practically, in the hyperelliptic case, M σ can be computed thanks for instance to the function IsGL2-Equivalent of Magma. However, when C has extra-automorphisms, a better strategy is available. Since the automorphisms of C are defined over k ′ , we can assume that Aut(C) is given by one of the canonical expression of [Hug05, Lem.2.2.1]. Moreover, if p ∤ # Aut(C) then by [Hug05, Lem.3.1.2], we have that M σ belongs to the normalizer N of Aut(C) in PGL 2 (k ′ ). Moreover when Aut(C) is not cyclic, then N is finite so we can easily find the isomorphism.
Remark 4.25. If C is non hyperelliptic, we can assume that it is canonically embedded. Then, isomorphisms and automorphisms are given by (g + 1) × (g + 1) matrices and the same strategy can be applied.
As an application, we use the algorithms developed in this article to exhibit a hyperelliptic equation over F p , p = 11, 13, . . . , 47, for all theF p -isomorphism classes of hyperelliptic curves of genus 3. As expected (cf. that is a total number of p 5 non-F p -isomorphic curves as predicted in [BG01] .
Conclusion
Although a big part of the tasks we addressed in the introduction is now completed, we wish to pursue our researches in two directions. The first one is geometric and would be to give a conceptual proof of the existence of a non singular conic Q when the curve has no extra-automorphism. We could then hope to prove such a statement without restricting to the genus 3 case. The second one is arithmetic and is related to the explicit hyperelliptic descent over the field of moduli in the case C
