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МАТЕМАТИЧЕСКАЯ МОДЕЛЬ ИДЕНТИФИКАЦИИ КОСМИЧЕСКИХ ОБЪЕКТОВ  
ПО НЕКОНТРОЛИРУЕМЫМ ИЗЛУЧЕНИЯМ БОРТОВОЙ АППАРАТУРЫ 
КОСМИЧЕСКИХ АППАРАТОВ 
 
Наличие высокочувствительных радиотехнических средств в составе наземного комплекса позво-
ляет проводить идентификацию космического аппарата (КА) по побочным результатам функцио-
нирования блоков бортовой аппаратуры (ББА). Для решения этой задачи целесообразно использо-
вать неконтролируемые излучения (НКИ) гетеродинов приемного тракта и задающих генераторов. 
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Введение 
В настоящее время при обнаружении космиче-
ского аппарата и взятии его на сопровождение од-
ним из направлений повышения информативности о 
его состоянии и назначении становится анализ и 
обработка неконтролируемых излучений. В услови-
ях малопунктной сети измерительных средств ре-
шение этих задач приобретает особую актуальность. 
При этом возникает задача оптимального обнаруже-
ния, приема и распознавания излучений КА назем-
ной радиотехнической системой (РТС). 
Постановка проблемы. Основными фактора-
ми, стимулирующими разработку математических 
моделей излучений бортовой аппаратуры, является 
то, что задача распознавания КА по НКИ относится 
к классу задач, не имеющих универсального реше-
ния. При этом возникает вопрос оптимального об-
наружения и распознавания НКИ КА наземной ра-
диотехнической системой, что влечет за собой из-
менение режимов функционирования, вызванных 
неопределенностями параметров и характеристик 
излучений ББА КА.  
Таким образом, возникает необходимость раз-
работать подходы к обнаружению радиосигналов в 
приемных устройствах наземных радиотехнических 
систем, что требует наличие математических моде-
лей излучений. 
Анализ литературы. Анализ источников ин-
формации [1 – 3] показал, что в каждом отдельном 
случае в той или иной мере возникает необходи-
мость решения задачи: как при минимальных затра-
тах, максимизировать эффективность использования 
РТС. Одним из подходов является математическое 
моделирование ожидаемых процессов. 
Целью статьи является повышение точности 
обнаружения, обработки и приема неконтролируе-
мых излучений блоков бортовой аппаратуры косми-
ческих аппаратов. 
Раздел основного материала 
Изучение НКИ гетеродинов приемного тракта и 
задающих генераторов (ЗГ) подразумевает анализ 
характера изменения параметров колебаний гетеро-
динов. Поскольку эти излучения являются гармони-
ческими колебаниями, то параметрами данных сиг-
налов являются амплитуда, частота и начальная фаза. 
Рассмотрим характеристики процесса нестабиль-
ности ЗГ КА и выделим составляющие процесса, 
представляющие интерес с точки зрения идентифика-
ции. Прежде всего, проведем анализ характеристик 
нестабильности частоты НКИ. Генератор обеспечивает 
формирование колебаний, которые после умножения 
являются опорными для гетеродинов приемного трак-











 ,             (1) 
где Δ fr(t) – изменение частоты генератора; f0 – но-
минальное значение частоты; Т – интервал времени 
между моментами измерения частоты; r – номер 
интервала усреднения при изменении частоты. 
При этом относительную нестабильность опре-
делим через фазу сигнала опорного генератора [3] 
Если принимаемый РТС сигнал представлен в виде 
)],t(t2cos[)t(E)t(S 0   
где E(t) – огибающая, то значение относительной 
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На практике применяют и спектральное опре-
деление нестабильностей, рассматривая плотность 
мощностей фазы или частоты сигнала генератора. 
 С.В. Козелков, А.Н. Богдановский, А.Л. Поляков, А.П. Рачинский 
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,dr)fr2cos()r(R4F                   (3) 
где )r(R  – функция автокорреляции. 
Плотность распределения мощности процесса 
нестабильности чрезвычайно сложно оценить непо-
средственными измерениями, так как ее составляю-
щие малы по сравнению с мощностью составляю-
щей основной частоты [4]. Более доступными явля-
ются измерения временных характеристик неста-
бильности частоты. Для параметрической идентифи-
кации НКИ КА проведем обоснование выбора моде-
ли процессов нестабильности частоты. При этом сле-
дует учесть, что создание математической модели 
процессов нестабильности осуществляется обычно с 
целью решения задачи повышения стабильности 
опорных генераторов посредством прогнозирования 
отклонений частоты от номинала и формирования 
управляющих воздействий, компенсирующих эти 
отклонения. Можно выделить два направления соз-
дания математической модели. Первое направление 
основано на теоретическом рассмотрении элементов 
схемы опорного генератора, обеспечивающих полу-
чение гармонического колебания опорного генерато-
ра. Такая модель должна учитывать вклад отдельных 
элементов схемы в нестабильности, описывать шу-
мовые параметры и параметры старения, изменения 
их под действием внешних условий. Такая модель 
весьма громоздка, так как число факторов и элемен-
тов, приводящих к нестабильности, обычно велико. 
Второе направление основано на исследовании 
процесса нестабильности частоты экспериментальным 
путем. В этом случае рассматривают генератор как 
"черный ящик", без детального анализа его внутренней 
структуры. Исследуемые далее математические моде-
ли нестабильности основаны на этом подходе. 
Зависимость среднеквадратичного отклонения 
нестабильности частоты  ε от времени усреднения 
содержит две зоны: "кратковременной" и "долго-
временной" нестабильности. Основная причина дол-
говременной" нестабильности - старение элементов 
кварцевых генераторов. Уровень шумов, вызванных 
этим старением, на порядок и более превосходит 
уровень шумов, вызванных "кратковременной" не-
стабильностью, которая обусловлена флуктуацио-
ными помехами внутренего (внутри петли генерато-
ра) и внешнего происхождения. К помехам относят-
ся также наводки напряжения питания и его гармо-
ник. При этом флуктуационные помехи можно счи-
тать распределенными по нормальному закону. 
Входной сигнал опорного генератора можно 
записать в виде: 
)],t(f2sin[)]t(aE[)t(S 0                (4) 
где a(t) – случайный процесс, описывающий флук-
туации амплитуды. 
В реальных генераторах флуктуациями ампли-
туды можно пренебречь, т.к. основной вклад в не-
стабильность вносят фазовые и частотные состав-
ляющие. Тогда выражение (4) можно упростить: 
)].t(tf2sin[E)t(S 0   
Предположим, что нестабильность опорного 
генератора ("долговременная" и "кратковременная") 
характеризуется функцией )t(  Обозначим "долго-
временную" нестабильность д(t) , "кратковремен-
ную" – K (t) . Тогда 
).t()t()t( KД   
Наиболее важно прогнозирование "долговре-
менных" составляющих нестабильностей, т.к. они 
вносят основной вклад в нестабильность частоты 
опорного генератора. Поэтому для процесса иден-
тификации "долговременная" составляющая д(t)  
условно считается "полезной", а "кратковременная" 
K (t)  – "мешающей". 
Известны два типа математических моделей 
нестабильности опорных генераторов: нединамиче-
ские и динамические. Нединамическая модель про-








j )t(tc)t( ,                      (5) 
где Cj, i = 0, l, ... , N – постоянные коэффициенты 
модели. Обычно 2 > N, а коэффициенты имеют оп-
ределенный физический смысл; С0 – ошибка на-
чального значения фазы; С1 – расхождение частоты; 
С2 – скорость расхождения частоты. 
В случае, когда в процесс нестабильности вхо-
дит начальный участок  (t), соответствующий вы-
ходу генератора в номинальный режим работы, це-
лесообразно применить следующую модель [4]. 
)t(tctc}texp(1{)t( к
2
2121  ,     (6) 
где "кратковременную" нестабильность )t(к  ап-
проксимируют процессом типа "белый шум" [4]. 
Нединамические модели (5) и (6) удобны при 
работе с кварцевыми генератора, имеющими боль-
шую стабильность при относительно небольших 
интервалах прогнозирования (~ 1 часа). При этом 
следует учесть, что появление у процесса неста-
бильности составляющих типа гармонических, воз-
никающих при действии, например, периодических 
возмущающих воздействий, не позволяет решить 
задачу прогнозирования с помощью параболической 
аппроксимации. 
Большими возможностями обладает динамиче-
ская модель, построенная на основе метода уравне-
ний состояния. Динамическая модель предполагает, 
что процесс нестабильности формируют на выходе 
четырехполюсника, возбужденного белым гауссо-
вым шумом. Параметры возбуждающего шума и 
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формирующего четырехполюсника выбирают таки-
ми, чтобы моментные или другие характеристики 
процесса на выходе четырехполюсника совпали с 
требуемой точностью с характеристиками экспери-
ментально полученных процессов нестабильностей. 
Сравнение характеристик процессов можно выпол-
нить следующим образом. На основе эксперимен-
тально полученного процесса нестабильности генера-
тора вычисляют его корреляционную функцию R(τ). 
По корреляционной функции получают спектраль-
ную плотность средней мощности процесса неста-
бильности, совпадающий с точностью до постоянных 
коэффициентов с квадратом модуля коэффициента 
передачи формирующего четырехполюсника. Дина-
мическая модель представляет собой в данном случае 
описание происхождения белого гауссова шума через 
формирующий четырехполюсник посредством сис-
темы дифференциальных уравнений первого поряд-
ка. Системой таких уравнений можно описать всякий 
процесс с рациональным спектром, приближающим-
ся к нулю на высоких частотах. 
Обозначим коэффициент передачи формирую-
щего четырехполюсника через Kf(p), белый гауссов-
ский шум, возбуждающий этот четырехполюсник 
)t( , а процесс на выходе четырехполюсника – x(t). 
Коэффициент передачи формирующего четырехпо-



















,            (7) 
где m1q1 ...,...   – постоянные; m и q – целые 
положительные. 
При этом процесс с рациональным спектром 
можно представить матричным дифференциальным 
уравнением [3, 4] 
)t()t(G)t(F)t(x x 

,                (8) 
где )]t(x,...),t(x[)t(x m1  – вектор состояния, 














































G  – матрица 
интенсивностей формирующих шумов. 
Нестабильность частоты опишем как  
),t(x)t(H)t(Y                          (9) 
где H(t) – выходная матрица. 
Порядок системы (8), значения параметров 
m21 ,...,,  , ;,...,, m21   вид матрицы F(t) 
определяются видом нестабильности. Если, напри-
мер, нестабильность представляет собой коррелиро-
ванный стационарный процесс, то в этом случае 
],0[)t(F 1  и уравнение (9) вырождается в скаляр-
ное уравнение первого порядка: H(t) x(t) = Y1(t). 
Если процесс нестабильности представляет собой 
квазигармоническое колебание, адекватной этому 
колебанию моделью является модель второго по-
















При этом определить порядок математической 
модели можно следующими путями. Способ реше-
ния задачи состоит в вычислении коэффициентов 
;... m1  m1... , формирующего четырехполюсни-
ка на основе известной спектральной плотности 
процесса нестабильности. Требования к точности 
аппроксимации определяют порядок модели.  
Для упрощения расчетов нестабильность пред-
ставим тремя компонентами. Первая медленно ме-
няющаяся компонента g(t), которая определяет не 
стационарность процесса и которую можно тракто-
вать, как детерминированную компоненту. Эта ком-
понента определяется полиномом 
...tCtCC)t(g 2210   
Второй компонентой m(k) можно считать мед-
ленно меняющиеся функции )k(  относительно 
компоненты g(k). Эту компоненту можно считать 
случайным, локальным стационарным процессом с 
большим временем корреляции. В этом случае, при 
g(t)=go=const, m(t) также является объектом прогно-
зирования. Третья компонента n(k) - быстрые флук-
туации частоты, стационарные по всей выборке, но 
с малым временем корреляции. Таким образом, 
процесс нестабильности, характеризуемой уходами 
фазы, имеет вид  
).t(n)t(m)t(g)t(                      (10) 
Источники возбуждения модели ,,...,, m21   
m21 ,...,,    представляют собой белые шумы с 
единичной спектральной плотностью. Эти шумы не 
наблюдаемы. Работа отдельных блоков определяет-
ся соответствующими функциями передачи в непре-
рывном преобразовании Лапласа с оператором 
р = λ + іω. При дискретных отсчетах частоты непре-
рывную модель удобно заменить дискретной, воз-
буждаемой также белым шумом, но в дискретном 
виде. Тогда работа блоков определяется функцией 
передачи в дискретном преобразовании Лапласа или 
в z-преобразовании. 
Для использования этой модели необходимо 
определить значения сі, λі, ψі и мощностей шумов. В 
настоящее время эта процедура при неизвестных 
возбуждениях практически неразрешима [5]. Пара-
метры Со, C1, C2 и λі входят в числители соответст-
вующих функций передачи. При этом если записать 
векторное уравнение 
X(t) = Fx(t) + Gq(t);                  (11) 
Y(t) = Hx(t), 
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то приходится идентифицировать сразу три матрицы: 
матрицу коэффициентов F, входящих в знаменатель 
соответствующей функции передачи, матрицу - стол-
бец возбуждения G – коэффициенты числителя, и 
матрицу-строку Н, в общем случае не равную [1 0..0]. 
Существующие методы идентификации линей-
ной модели хорошо разработаны для случаев, когда 
нет числителя в соотношении (7) или когда GT = [1 
0...0] и Н = [1 0...0], т.е. когда система имеет один 
вход и один выход, при работе с моделью неста-
бильности возможны следующие пути. Если удается 
разделить составляющие g(k) и m(k), то по этим 
разделенным данным можно оценивать параметры 
соответствующих каналов модели, причем функции 
передачи этих каналов следует модифицировать 
таким образом, чтобы они не содержали числитель. 
Рассмотрим в этом случае коэффициент передачи 












Обрывая ряд знаменателя, получим прибли-
женную форму. Однако это приводит к увеличению 
числа отсчетов, которое нужно производить при 
идентификации. Такая методика неудобна для прак-
















   
Или в виде функции от времени [7] 
      ......,T2kTcTktcкt вх2вх1вых    (12) 
где φвых, φвх – сигналы на выходе и входе фильт-
ра H(z). 
Поскольку на практике выборка ограничена, 
то, ограничивая число весовых коэффициентов, 
можно получить приближенное решение и исполь-
зовать его для вычисления соответствующих ком-
понент в соотношении (10). 
Помимо подходов, связанных с определением 
передаточной функции H(z) или определением мат-
риц векторного уравнения, задача обоснования мо-
делей решается методом последовательного услож-
нения модели. Выбирается простейшая модель и 
анализируется качество аппроксимации реального 
процесса. Если аппроксимация неудачна, то для 
описания процесса используется более сложная мо-
дель и т.д. Для оценивания параметров модели или 
вектора состояния могут быть применены метод 
наименьших квадратов (МНК) или динамической 
фильтрации, МНК широко известен, применение его 
на конечных выборах при детерминированном сиг-
нале и априори неизвестных характеристиках помех, 
как правило, оправдывается. Использование этого 
метода, однако, имеет свои особенности. Они за-
ключаются в следующем. Допустим, что для выде-
ления m(t) (10) использованы результаты измерений 
на интервале времени. Если m(t) является нестацио-
нарной функцией, то желательно строить рекур-
рентную процедуру обработки при поступлении 
новых данных. Такая процедура приводит к форме 
фильтра, подобного фильтру Калмана, однако в слу-
чае нестационарности m(t) она требует большого 
времени обработки и большого объема измерений. 
Другое направление заключается в разбиении имею-
щейся выборки на небольшие участки, примерно 4 – 
5 точек, и сдвиги этих точек от нулевого отсчета к n-
му отсчету (скользящее наблюдение). Получающиеся 
при этом частные оценки в дальнейшем составляют 
ряд, по которому рассчитываются прогнозируемые 
оценки параметров процесса m(t). При большом зна-
чении "скользящего окна" значения m(t) (10) высту-
пают в роли помех. Напротив, при малой длине "ок-
на" они могут сильно влиять на значения оценок па-
раметров m(t). При этом существует определенная 
мера выбора "скользящего окна" в зависимости от 
характеристики составляющей m(t). Оценивание по 
МНК при гауссовом априорном распределении оце-
ниваемых параметров эквивалентно оцениванию по 
методу максимума правдоподобия [3]. 
Метод с использованием динамической модели 
основан на представлении процесса как результата 
возбуждения белым шумом формирующего фильт-
ра. Исследования этого метода показывают, что хо-
рошие результаты получаются для выборок измере-
ний процесса объемом от сотен до тысяч [5]. Такой 
объем информации означает оценивание вектора 
состояния для стабильных кварцевых генераторов в 
течение достаточно длительных (до единиц часов) 
интервалов времени. Техника применения этого ме-
тода разработана до простых рекуррентных соотно-
шений. Однако практическое применение этого ме-
тода для оценивания сигнала нестабильности сопря-
жено с определенными трудностями, вызванными 
чувствительностью алгоритма к выбору начальных 
условий. Кроме того, если дисперсия случайной со-
ставляющей n(t) неизвестна, то этот факт изменяет и 
существенно усложняет алгоритм получения оценки. 
На практике в этом случае в качестве значения дис-
персии принимают наиболее возможное и далее счи-
тают его постоянным. Принятие значения дисперсии 
меньшего, чем в реализации, приводит к неустойчи-
вости алгоритма и делает его неработоспособным. 
В том случае, когда реализация нестабильности 
охватывает большой интервал времени, предложение 
о постоянстве отдельных параметров модели оказы-
вается несостоятельным. Эти параметры следует счи-
тать переменными, и их можно представить как слу-
чайный процесс, порожденный марковской моделью. 
Алгоритмы идентификации на основе динами-
ческих моделей разработаны в виде рекуррентных 
соотношений, как для критерия максимума правдо-
подобия, так и для критерия максимума апостери-
орной вероятности распределения оцениваемого 
параметра. Однако, если неизвестные параметры 
распределены равномерно или имеется значитель-
ная неопределенность в априорном распределении, 
Обробка інформації в складних технічних системах  
 55 
то алгоритмы идентификации для названных выше 
критериев эквивалентны. Так, имея в виду соотно-
шения (11) для составляющих  m(t) и n(t), будут 
справедливы следующие выражения 
)t(Gq)t(Fx)t(X  ; )t(x)t(H)t(m  . 
Уравнение наблюдения можно представить как 
),t(n)t(mH)t(z 1                     (13) 
где n(t) – составляющая нестабильности, имеющая 
малое время корреляции; H1(t) – матрица наблюде-
ний для рассматриваемого случая Н1 = [1 0 0...0]. 
Оптимальная оценка вектора x(t) имеет вид 
)]k(x€ФH)1k(z)[1k(K)k(x€Ф)1k(x€ 1 ,  (14) 
где Ф – переходная матрица; K(k + 1) - матрица ко-
эффициентов усиления; k – номер измерения, по-
ступающего в обработку. 
Матричный коэффициент усиления определяет-
ся из уравнения Риккати как функция характеристик 
шумов q(k), n(k), матриц F, Н и G уравнения (12). 
Выводы 
Проведенный выше анализ особенностей сиг-
налов неконтролируемых излучений и обоснование 
математических моделей идентифицируемых про-
цессов БА КА показывает на принципиально воз-
можное создание наземного аппаратно-программного  
 
комплекса идентификации КА, что позволит повы-
сить не только уровень контроля космического про-
странства, а также обеспечит дополнительные све-
дения о работе БА КА.  
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