ABSTRACT. It is known that for a variety of choices of metrics, including the standard bottleneck distance, the space of persistence diagrams admits geodesics. Typically these existence results produce geodesics that have the form of a convex combination. More specifically, given two persistence diagrams and a choice of metric, one obtains a bijection realizing the distance between the diagrams, and uses this bijection to linearly interpolate from one diagram to another. We prove that for several families of metrics, every geodesic in persistence diagram space arises as such a convex combination. For certain other choices of metrics, we explicitly construct infinite families of geodesics that cannot have this form.
INTRODUCTION AND PROBLEM STATEMENT
A persistence diagram or barcode is a countable multiset of above-diagonal points in R 2 along with the diagonal, which is counted with countably infinite multiplicity. We denote the collection of all possible diagrams by D. Persistence diagrams were originally formulated as shape descriptors arising from applying persistent homology to point cloud or metric datasets. In recent years, they have been generalized to the point where they can be studied as algebraic objects in their own right, without necessarily arising as a shape descriptor for a dataset. Relevant to this paper is the development of a variety of metrics on persistence diagrams with the overarching goal of defining Fréchet means and related generalizations [MMH11, Tur13, TMMH14, MTB + 15].
Persistence diagrams are typically compared using the bottleneck distance, which is an l ∞ matching distance where the matching cost is computed using an l ∞ ground metric. In the aforementioned papers, the objects of study were variants of the bottleneck distance. Specifically, [MMH11] considered l p matching for p ∈ [1, ∞) with the l ∞ ground metric, [TMMH14, MTB + 15] considered l 2 matching with the l 2 (Euclidean) ground metric, and [Tur13] considered l p matching with an l p ground metric for p ∈ [1, ∞].
By an overload of notation, let ∅ denote the empty diagram consisting of just the diagonal with countably infinite multiplicity. In [TMMH14] , the authors defined a type of l 2 metric on D (denoted d .5] in turn requires one to show that all geodesics in this space are of a convex combination form. Indeed, we show in Section 3 that for certain other choices of metrics on D, there exist geodesics which are not given by a convex combination form, and moreover there exist branching geodesics which preclude a space from having nonnegative curvature in the sense of Alexandrov. Finally in Section 4, we show that for certain families of metrics, including the important case p = q = 2, all geodesics are indeed of a convex combination form.
Our proof of this characterization result follows the strategy used by Sturm in proving an analogous result about geodesics in the space of metric measure spaces [Stu12] . The existence results about branching E-mail address: chowdhury.57@osu.edu. Date: May 28, 2019. geodesics and geodesics not given by a convex combination form are related to constructions we previously investigated in [CM18] .
Contributions. Following [MTB + 15], we study persistence diagram metrics d p [l q ] which involve an l p matching metric over an l q ground metric. For certain families of metrics, we show that D has geodesics that can be uniquely characterized as convex combinations. We are able to prove our result for the following families:
• q = 2, p ∈ (1, ∞)
• p = q ∈ [2, ∞).
We also provide counterexamples showing that geodesics are not uniquely characterized in the cases p = q = 1 and p = ∞, q ∈ [1, ∞]. Said differently: whereas it is easy to show that any optimal bijection yields a geodesic (via the convexcombination form), here we prove the harder reverse direction, i.e. that any geodesic arises as the convexcombination geodesic of an optimal bijection, at least for certain ranges of p, q. Furthermore, for certain other ranges of p and q, we show that the negative result holds. So our focus is on the dashed line shown below.
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DEFINITIONS AND STATEMENT OF RESULTS
Given sets X, Y and an element z ∈ X × Y , we write π X (z), π Y (z) to denote the canonical projections of z into X and Y , respectively. The diagonal in R 2 is denoted ∆ := {(x, x) ∈ R 2 : x ∈ R}. We also define ∆ Q := {(x, x) ∈ R 2 : x ∈ Q}, i.e. the rational points on the diagonal. We write ∆ ∞ or ∆ ∞ Q to denote these sets counted with countably infinite multiplicity. The part of the plane above the diagonal is denoted R 2 > , and the part of the plane above and including the diagonal is denoted R 2 ≥ . The p-norm in R 2 , for p ∈ [1, ∞], is denoted · p . Given an above-diagonal point x ∈ R 2 > , we write x − ∆ p to denote the perpendicular distance (in p-norm) between x and the diagonal. We also write π ∆ (x) to denote the projection of x onto the diagonal. When we suppress notation and write · , we mean the Euclidean norm in R 2 . We will occasionally use the canonical identification between R 2 and C.
The transpose of a vector
Given an infinite-dimensional vector V ∈ R N and a function f defined on each element of V , we will write f (V ) to denote (f (v 1 ), f (v 2 ), . . .).
Definition 1.
A persistence diagram is a countable subset of R 2 > × N along with countably infinite copies of ∆. This naming convention differs slightly from that of the standard persistence diagram (cf. [TMMH14] ), which involves multisets in R 2 . However, we introduce the N coordinate so that different copies of the same point can be defined to occupy different entries in N. We refer to the N component as the indexing component, and the R 2 component as the geometric component. For a persistence diagram X, we let X > denote the above-diagonal portion of the diagram. The collection of all persistence diagrams is denoted D. For any x ∈ X, the cardinality of (π R 2 ) −1 • π R 2 (x) is the multiplicity of π R 2 (x). We write m(x) to denote the multiplicity of x.
Note that persistence diagrams are typically formulated as multisets, i.e. as a subset Z ⊆ R 2 ≥ along with a multiplicity function m : Z → N. This multiset formulation can be recovered from the R 2 ≥ × N formulation given above; the advantage of the above formulation is that it enables some of our later arguments involving convergence of sequences.
Crucially, given persistence diagrams X, Y and points x ∈ X, y ∈ Y , we write x − y p to mean π R 2 (x) − π R 2 (y) p . In other words, when computing distances between points in persistence diagrams, only the geometric component of each point is considered.
Example 2. Let X = {(0, 1, 1)}∪∆ ∞ , Y = {(0, 1, 1), (0, 1, 2), (1, 3, 3)}∪∆ ∞ , and Z = {(0, 1, 2)}∪∆ ∞ . All three are persistence diagrams. Each of X and Z has a single off-diagonal point at (0, 1). Y has an offdiagonal with multiplicity two at (0, 1), and another point with multiplicity one at (1, 3). For any of the metrics we later define, the distance between X and Z is zero. This is because their off-diagonal points only differ in the N coordinate, which is not relevant for the distances we consider.
Let X, Y ∈ D be two persistence diagrams. We can always obtain bijections between X and Y , matching points to the diagonal if needed. Next we introduce a family of l p matching distances which compute the expected cost of an optimal matching between X and Y , where optimality is with respect to an l q ground metric. Given
For p = ∞, we have
A bijection ϕ for which the infimum above is attained is said to be optimal.
Remark 3. Here are special cases of the preceding definition.
• The bottleneck distance corresponds to p = ∞, q = ∞.
• The case p ∈ [1, ∞) and q = ∞ was considered in [MMH11] .
• Both [TMMH14, MTB + 15] considered the case p = 2, q = 2.
•
> separated from the diagonal by some ε > 0 can contain only finitely many points of π R 2 (X).
Remark 5. We make some simple but important remarks to guide the reader:
• Typically the persistence diagram is defined to be a multiset of points in the extended plane (including ∞). Note that our definition only allows for points on the plane, which is in keeping with the definition in [TMMH14] . 
In 
The construction of the geodesics is as follows: given any X, Y ∈ D p [l q ], let ϕ be an optimal bijection.
For the time being, we ignore the N coordinates of the persistence diagrams. Write γ(0) def = X, γ(1) def = Y , and for any t ∈ (0, 1),
Regardless of the choice of p, q ∈ [1, ∞], such a curve defines a geodesic (cf. Corollary 19). Note that different choices of p, q may lead to different bijections ϕ being optimal. We call any geodesic of this form a convex-combination geodesic. Conversely, we refer to geodesics not of this form as deviant geodesics. Returning to the question of dealing with the indexing coordinate N: recall that d p [l q ] is blind to this coordinate, so we can define the convex-combination geodesic γ in the following manner and still maintain continuity:
and γ(1) def = Y . In other words, the indexing coordinate stays constant for t ∈ [0, 1), and switches to the appropriate coordinate at t = 1.
We will occasionally discuss branching geodesics.
, and is distinct from γ on (t 0 , t 0 + ε] for some ε > 0.
With this terminology, we now pose the main question motivating this paper. Our first result shows that setting p = ∞ simultaneously produces branching and deviant geodesics in
In particular, the existence of branching geodesics implies that
There exist infinite families of both branching and deviant geodesics in (D
Remark 8. [Tur13] showed-via a direct examination of an inequality characterizing Alexandrov curvaturethat in the case
We collect another related result for the case p = q = 1:
There exist infinite families of branching and deviant geodesics in (D
Theorems 7 and 9 serve to make Question 1 more interesting. The next result is the finite version of our answer to Question 1.
Theorem 10 (Characterization of geodesics I). Fix p, q in the following ranges:
diagrams having finitely many points outside the diagonal, and let
This result in fact generalizes to the setting of countably-many off-diagonal points.
Theorem 11 (Characterization of geodesics II). Fix p, q in the following ranges:
These characterization theorems have the following interpretation. Suppose we are given X, Y ∈ D p [l q ] for the specified choices of p and q and a geodesic µ from X to Y . Then µ is a convex-combination geodesic for some optimal bijection ϕ : X → Y . Furthermore, for each x ∈ X, we obtain a straight-line path γ x from x to ϕ(x). By the construction of convex-combination geodesics, any optimal bijection produces a geodesic; these theorems assert the inverse result that any geodesic comes from an optimal bijection, at least for the prescribed choices of p and q.
2.1. Recasting diagram metrics as l p norms and OT problems. A key property of persistence diagrams is that the diagonal is counted with infinite multiplicity; this geometric trick ensures that bijections are always possible, and hence the d p [l q ]-type distances are always defined. While a persistence diagram contains uncountably many points according to Definition 1, only countably many points are actually ever involved in computing a
Recall that X > , Y > consists of the (countably many) off-diagonal points of X and Y . Define the * operation as the following:
The multiset X * consists of the off-diagonal points of X, a copy of the diagonal projection for each offdiagonal point of Y , and the rational diagonal points counted with countably infinite multiplicity. To ease the notation, we did not specify the indexing coordinates for the points in {π ∆ (y) : y ∈ Y > }, but it is to be understood that the indices are chosen such that multiple off-diagonal points with the same diagonal projection are mapped to different slots in N. The idea of including the rationals on the diagonal is the following: the set in the middle contains redundancies, so when obtaining matchings, it may be the case that the redundant diagonal points in
By including rational points on the diagonal, we ensure (by the density of the rationals) that this matching of diagonal points contributes zero cost. In particular, X * is a countable set (perhaps invoking the axiom of countable choice as necessary). Fix an enumeration X * = {x 1 , x 2 , . . .}. Then we think of X * as the map X * : N → C given by i → x i → π R 2 (x i ). Next define Y * analogously, and consider any bijection ϕ : X * → Y * . We again treat ϕ(X * ) as an infinitedimensional vector, i.e, a map ϕ(x) : N → C given by i → ϕ(x i ) → π R 2 (ϕ(x i )). Here we are using the canonical identification of C with R 2 .
Next we introduce some cost functions. Let p, q ∈ [1, ∞], and let X, Y ∈ D p [l q ]. Define the following functional for a bijection ϕ : X → Y :
When q = 2, we reduce notation and simply write
For the next few definitions, we fix q = 2 and consider
where the l p -norm is given as
if the sum converges, and as ∞ otherwise. Note that by our choice of X, Y ∈ D p [l 2 ], there always exists ϕ such that the preceding sum converges. For such ϕ, the vector X * − ϕ(X * ) belongs to l p . Here also recall from Definition 1 that
Each summand is an absolute value, i.e. a Euclidean norm, that is raised to the pth power. The l ∞ norm is likewise defined as
Definition 12. For any bijection ϕ ′ : X → Y , define Λ ϕ ′ to be the collection of bijections ϕ : X * → Y * agreeing with ϕ ′ on off-diagonal points of X and Y .
By the construction of X * , Y * and the density of the rationals, we have
In particular, the matching cost of ϕ ∈ Λ ϕ ′ differs from that of ϕ ′ only in how it produces a matching among the "redundant" points on the diagonal. Finally we observe that for all p ∈ [1, ∞],
Here we are using the following observations: (1) any ϕ infimizing C p does not move diagonal points unnecessarily, and (2) any ϕ infimizing J p agrees with a C p infimizer on off-diagonal points and incurs zero cost for infinitesimally "sliding" points along the diagonal.
Remark 13. The distinction between J p and C p is that J p is an l p norm. This reformulation allows us to use powerful l p space inequalities to produce results for
It is not clear to us if this approach can be extended to d p [l q ] for q = 2; attempting to prove one of the inequalities we need (Clarkson's inequality, Lemma 20) with q = 2 leads to some difficulty.
At least in the case of diagrams having finitely many off-diagonal points, one could similarly reformulate a d p [l 2 ] distance as an optimal transportation (OT) problem. This idea is used below, where we describe a method ( [LCO18] ) for recasting the computation of a diagram metric as an OT problem.
Given appropriately defined measures µ, ν on measure spaces X and Y , we write C (µ, ν) to denote the collection of all coupling measures, i.e. measures γ on X × Y with marginals µ and ν.
Definition 14. Following [LCO18], we let ∆ • denote a virtual point representing the diagonal. We also use the notation R 2• := R 2 ∪ {∆ • } (and resp. R 2
, be diagrams having finitely many off-diagonal points. Let n X := |X > |, n Y := |Y > |, and set n := n X + n Y . Then we define:
] transport cost is defined as:
• are the canonical projection maps. More specifically, by taking the canonical identification of R 2 with C, these are maps X • × Y • → C, so we are able to view them as maps in the L p space of complex-valued measurable functions. Measurability holds because these maps, being defined on discrete spaces, are trivially continuous. The absolute value in the integrand is taken for complex numbers, i.e. it corresponds to the Euclidean norm. The l 2 ground norm is the canonical choice when working over an L p space. 
Proof. It is well-known as a consequence of Birkhoff's theorem (see [Vil03, §0.1]) that the OT cost between measures on n-point spaces giving equal mass to all points is realized by a coupling that can be represented as an n×n permutation matrix. This permutation σ provides the bijection in the definition of
Remark 16. The preceding OT formulation appears to work only in the case of diagrams with finitely many off-diagonal points. It would be interesting to clarify if a d p [l 2 ] distance between diagrams having countably many off-diagonal points can be formulated as an OT problem. The difficulty arises from ensuring that the optimal transportation plans correspond to permutation matrices, as required for the bijections in the definition of d p [l 2 ].
BRANCHING AND DEVIANT GEODESICS
We now proceed to the proofs of Theorems 7 and 9.
Proof of Theorem 7. We begin with the proof of branching geodesics. Let X = ∅, Y = {(0, k), (0, j)}, and Z = {(0, k), (0, l)} for 0 < l < j < 3j < k. Now we define two curves µ, ν :
Thus µ, ν are curves from Y, Z to X. For convenience, define
We check that µ, ν are geodesics. It suffices to show this for µ. First we see that
is the perpendicular q-norm distance from (0, k) to the diagonal; this is just 2 (1/q)−1 k.
Let s, t ∈ [ 1 3 , 1]. We observe that an optimal bijection matches k(s) and k(t); hence we have:
is realized by the q-norm distance between k(s) and k(t). By the previous work, this is just 2 (1/q)−1 k |t − s|. We compare this to j(s) − j(t) q :
where the last inequality holds because 3j < k by assumption.
Notice that in this computation, it was implicit that an optimal matching would match k(s) to k(t) and j(s) to j(t); a cross-matching would not be optimal due to the greater distance that would need to be traversed. Finally let s ∈ [0,
This shows that µ is a geodesic. The proof for ν is analogous. So µ, ν are geodesics which are equal on [ Notice that µ, ν are not convex-combination geodesics; the points at (0, j) and (0, l) move too fast for the geodesics to be convex-combination, but slow enough that the geodesic property still holds. Even though these are deviant geodesics, there still seem to be bijections providing straight lines for the points to interpolate through. However, this need not be the case, and deviant geodesics may exist even when there is no supporting bijection. We see such a construction next.
Let W = {(0, k)}. Now we define a curve ω :
as follows:
Then ω is a curve from W to X. Note that ω(0) contains one off-diagonal point (0, k), and this point linearly moves to the diagonal as t ↑ 1. However, starting at t = 0, a point emerges from the diagonal at (j/2, j/2) and moves linearly to (0, j) as t ↑ 1/2, which then returns to the diagonal as t ↑ 1. Calculations such as the ones carried out above show that ω is a geodesic; for the reader's convenience, we note that the point moving back and forth between (0, j) and the diagonal has speed j < k/3, so the l ∞ matching only sees the q-norm distance between k(s) and k(t). This is the reason ω is a geodesic. However, ω is not a convex-combination geodesic from W to X. Moreover, for different choices of j, we get infinitely many geodesics from W to X, all of which are mutually distinct. This concludes the proof.
Next we proceed to the proof of Theorem 9.
Proof of Theorem 9. Fix k ≫ 0 so that we do not have to consider situations where points are matched to the diagonal. Let X = {(0, k), (1, k − 1)} and Y = {(1, k + 1), (2, k)}. This configuration is illustrated in Figure 2 . Define a curve µ : [0, 1] → D p [l q ] as follows:
This curve corresponds to the lefmost configuration in Figure 2 . The points x, x ′ come together at the center, then bend and travel to y, y ′ , respectively. Next we verify that µ is a geodesic. First note that
The optimal matching between µ(s) and µ(t) happens in the simple way: points along the dashed line get matched, and points along the solid line get matched (here we are referring to Figure 2 ). The cost of this matching is as follows:
The rightmost figure depicts points x and x ′ which move at the same speed to the center, merge, and travel up and to the right along the solid line.
The verification for s, t ∈ [
. By virtue of using the l 1 ground metric, there are two optimal bijections: matching the points according to the dashed/solid lines, and cross-matching points on the dashed and solid lines. Using the first of these bijections, we calculate:
Thus µ is a geodesic. Note that it is different from the convex-combination geodesic illustrated at the right of Figure 2 . Moreover, note that curves with corners, as illustrated in the middle of Figure 2 , would also be geodesics by virtue of the ground metric being l 1 . There is an infinite choice of positions for these corners, and so we get an infinite family of deviant geodesics which are all distinct from each other. Now we proceed to the proof of branching geodesics. We refer the reader to Figure 3 . Starting with X = {(0, k), (1, k − 1)} as before and a fixed r ∈ [0, 1], consider the curve ν r which: (1) transports the points x = (0, k) and x ′ = (1, k − 1) to (1, k) at constant speed over the interval t ∈ [0, 1 2 ], and (2) moves x, x ′ jointly to (1, k + r) and then to (1 + (1 − r), k + r), all at constant speed over the interval t ∈ [ 
CHARACTERIZATION OF GEODESICS
4.1. A preliminary result about limiting bijections. We now collect a lemma (Lemma 18) showing how, given a sequence of bijections between persistence diagrams, we can pick out a subsequence of bijections that converges pointwise to a limiting bijection. This lemma is used directly in proving Theorem 11 from Theorem 10, and as a corollary we also obtain the existence of optimal bijections between diagrams, which is used throughout the proof of Theorem 10. The main proof technique is a standard diagonal argument with some additional consideration for the multiset nature of persistence diagrams, and a similar proof appeared in [Tur13, Proposition 1].
Our reason for viewing persistence diagrams in R 2 ×N becomes apparent in this section. We view R 2 ×N as a subset of R 3 endowed with the subspace topology. This allows us to invoke the Bolzano-Weierstrass theorem to obtain convergent sequences.
Notation. Below we will write lim to denote limits with respect to the usual topology in R 2 or R 3 . This is different from a d p [l q ] limit, which uses only the geometric component of a point in a persistence diagram and ignores the indexing coordinate. Also, we interchangeably write X > or X \∆ to denote the off-diagonal points of a persistence diagram X, depending on which notation better preserves typography. To emphasize that each point in a persistence diagram is a vector, we use boldface notation, e.g. x or y.
For a point a in a persistence diagram, we write π ∆ (a) ∈ R 2 to denote its projection onto the diagonal, ignoring the indexing coordinate N. In other words, it is the shorthand notation for projecting a point to its geometric component in R 2 , and then further projecting the resulting point to the diagonal.
optimal bijections map x ′ to the diagonal via orthogonal projection).
Proof of Lemma 17. Let ε > 0 be small enough so that B R 3 (y, 2ε) ∩ ∆ = ∅, and define U := B R 3 (y, ε) ∩ Y ∩ ∆ = ∅. Then U has a strictly positive distance to the diagonal. Since Y ∈ D p [l q ], there can only be finitely many points, including multiplicity, in U . Different copies of y in U have the same R 2 coordinates, but differ on the N coordinate by at least 1. Thus ε can be made sufficiently small so that B R 3 (y, ε) ∩ Y = {y}. This proves the first assertion. The second assertion follows immediately.
The third assertion is also easy to see, and we provide a few lines of proof. Suppose toward a contradiction that y ′ ∈ ∆ and lim k Φ k (x ′ ) = y ′ , but π R 2 (y ′ ) = π ∆ (x ′ ), i.e. y ′ is not the diagonal projection of x ′ . Then there exists ε > 0 and η ε > 0 such that the distance from
Here is the main result of this section. 
Lemma 18 (Limiting bijections). Let
p, q ∈ [1, ∞]. Let X, Y ∈ D p [l q ], and let Φ k : X → Y be a sequence of bijections such that C p [l q ](Φ k ) → d p [l q ](X, Y ). Then− −−−−−− → Φ * pointwise and C p [l q ](Φ * ) = d p [l q ](X, Y ).
Proof of Lemma 18. For each
Then Y 0 denotes the union of the countably many off-diagonal points of Y with the countably many copies of diagonal points that are projections of off-diagonal points in X. This is a countable set. Fix an enumeration Y 0 = {y (n) } n∈N .
Since
k is a bounded sequence in R 2 for each i ∈ N. By a diagonal argument and the Bolzano-Weierstrass theorem, we obtain a diagonal subsequence indexed by
) ∈ ∆ for some y (i) ∈ Y 0 \∆, then by an argument analogous to that of Lemma 17, we have
Next define:
Q contains all the diagonals of X matched to off-diagonals in Y . X 1 is countable, so another application of a diagonal argument and the Bolzano-Weierstrass theorem gives a subsequence indexed by K ⊆ J such that (Ψ XY k ) k∈K converges pointwise on X 1 . Define Ψ XY * (x) := lim k→∞, k∈K (Ψ XY k (x)) for each x ∈ X 1 . Next write Y 
for each x ∈ A. Define Φ * : X 1 → Y by writing the following for each x ∈ X 1 :
. By Lemma 17, we obtain ε > 0 and
We have already dealt with the cases x, x ′ ∈ A and x, x ′ ∈ Q. Now we deal with the remaining case. Let x ∈ A, x ′ ∈ Q be such that Φ * (x) = y (i) = Φ * (x ′ ) for some
, which is bounded away from ∆. On the other hand, since Φ * (x ′ ) = y (i) , we know that
, and consider Ψ Y X * (y (i) ). There are two cases:
Then by an argument similar to that of Lemma 17, we obtain k 0 ∈ N such that for all
We know that Φ −1
By the pigeonhole principle, choose a subsequence indexed by M ⊆ L such that (Φ −1 k (y (i) )) k∈M, k≥k 0 is constant. Let x ∈ X y (i) denote the value of this constant sequence. Then for all k ≥ k 0 , k ∈ M , we have Φ k (x) = y (i) . Since x ∈ A and (Φ k ) k∈L converges pointwise on A, we know furthermore that Φ * (x) = y (i) .
Suppose next that Ψ Y X * (y (i) ) is on-diagonal. Then by what we have observed before, Ψ Y X * (y (i) ) = π ∆ (y (i) ) ∈ ∆. By definition, Q contains (π ∆ (y (i) ), i), and Φ * maps this to y (i) . To see injectivity, suppose
Finally we extend Φ * to a bijection from X to Y by matching the points of X \ X 1 to the points of Y \ Y 0 and Y 0 \ im(Φ * | B ), all of which are diagonal. We continue writing Φ * : X → Y to denote this bijection. It follows from the construction that Φ * satisfies the statement of the theorem. This concludes the proof.
As a corollary of this lemma, we see that D p [l q ] is a geodesic space. This result was already implicit in [Tur13, Proposition 1], where it was stated in the case p = q ∈ [1, ∞]. See also [TMMH14] for a different argument in the case p = q = 2. In addition to using the result about existence of geodesics throughout this paper, we specifically use Lemma 18 to prove Theorem 11 via Theorem 10.
Thus we immediately have a convex-combination geodesic from X to Y .
Proof of Corollary 19. Lemma 18 yields an optimal bijection Φ. Let γ denote the associated convex combination curve. To conclude, we need to show that γ is geodesic. Let s, t ∈ [0, 1]. To compare γ(s) and γ(t), consider the bijection associating (1 − t)x + tΦ(x) with (1 − s)x + sΦ(s). Then we have:
FIGURE 4. Geometric setup for the proof of Theorem 10.
4.3. Geometric intuition for the proof of Theorem 10. The proof of Theorem 10 proceeds via a geometric argument about p-norms. We abstract away these arguments and present the intuition here.
The setup of Theorem 10 involves two persistence diagrams X and Y with finitely many off-diagonal points and a geodesic µ : [0, 1] → D p [l q ] from X to Y . Let Φ be a bijection between X and Y (we will specify this bijection in the actual proof), and let γ be the convex-combination curve in
. Fix t ∈ (0, 1). Suppose also that we have a bijection between γ(t) and µ(t) (this will be specified in the proof). Let ψ(x t ) ∈ µ(t) denote the image of x t under this bijection.
In what follows, we will write norms in some l q space raised to some power p > 1 (i.e. terms of the form · p q ) without specifying the elements of the normed space, but this will be written explicitly in the proof. Our goal is to prove that
To approach this, consider the following quantities:
q . These are of course related geometrically, as suggested by Figure 4 . More specifically, write Q(x) := (x − ψ(x t ))/t and R(x) := (ψ(x t ) − Φ(x))/(1 − t). Then the following is true:
To obtain Q(x) − R(x), one computes:
For the last inequality, we have used Lemma 21. Specifically, Q(x) and R(x) are both vectors in C, and we
The case q = 2, p ∈ (1, 2). Let ε > 0. Now let σ ∈ Λ Φ k be such that |C p (Φ k ) 2 − J p (σ) 2 | < ε, and let ρ i ∈ Λ ψ i be such that |C p (ψ i ) 2 − J p (ρ i ) 2 | < ε. As before, we have:
2 l p + ε, where the last inequality holds via Lemma 23. In this case, the argument deviates from that of the preceding cases. We define:
(1 − t i )x j + tσ(x j ). In the cases where x j or σ(x j ) is off-diagonal, we then have ψ i (x
). On the diagonal points of X that get matched to diagonal points of Y , ψ is the identity by definition. Thus we again have x∈X x t i − ψ i (x t i ) p 2 = 0, which shows d p [l q ](γ(t i ), µ(t i )) = 0 in the case q = 2, p ∈ (1, 2). Part II. We begin with an observation. Let Φ : A → B be any optimal bijection between diagrams A, B ∈ D p [l q ] that have finitely many off-diagonal points. Any off-diagonal point of A is mapped either to an off-diagonal point of B or to a copy of its projection onto the diagonal in B. In particular, we know by optimality that Φ is the identity on each point on the diagonal of A that is not the diagonal projection of a point in B. Since A and B both have finitely many off-diagonal points and hence finitely many diagonal projections, we know that Φ is the identity on all but finitely many points of A. Now consider the sequence (Φ k ) k of bijections X → Y chosen at the beginning of the proof. Let X 1 ⊆ X denote the union of the finitely many off-diagonal points of X with the finitely many copies of diagonal points that could possibly be matched to an off-diagonal point of Y by projection. Define Y 1 ⊆ Y similarly. We showed above that each Φ k is optimal, so we know by the preceding observation that each Φ k is the identity on X \ X 1 . Thus we view each Φ k as a map X 1 → Y .
Write X 1 = {x 1 , x 2 , . . . , x n }. Choose a subsequence of (Φ k ) k that is constant on x 1 . Such a subsequence must exist by finiteness of Y 1 . By choosing further subsequences, we obtain a subsequence that is constant on X 1 . Let Φ * : X → Y denote the bijection given by this subsequence, and let γ * denote its induced geodesic. Fix p, q in the prescribed ranges. Then we have d p [l q ](µ(i2 −k ), γ * (i2 −k )) = 0 for each i ∈ {1, . . . , 2 k − 1}, for arbitrarily large k. Continuity of µ and γ * now shows that d p [l q ](µ(t), γ * (t)) = 0 for each t ∈ [0, 1].
Finally we supply the proof of Theorem 11. 
DISCUSSION
We have proved that in persistence diagram space equipped with several families of l p [l q ] metrics, every geodesic can be represented as a convex combination. The most interesting special case of this result is when p = q = 2. The convex combination structure of geodesics in this case can be applied to obtain a variety of important geometric consequences, as shown in [TMMH14] . Several other cases remain open, e.g. the cases p = q ∈ (1, 2) and p ∈ (1, ∞), q ∈ (1, 2) ∪ (2, ∞).
