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Abstract
We study thermal fluctuation corrections to charge and heat conductivity in systems with
locally conserved energy and charge, but without locally conserved momentum. Thermal
fluctuations may naturally lead to a lower bound on diffusion constants for thermoelectric
transport, and need to be taken into account when discussing potential bounds on transport
coefficients.
1 Introduction
In an interacting many-body system, the response to external sources at long distances is
controlled by transport coefficients such as thermal conductivity, electrical conductivity, shear
viscosity etc. A first-principles calculation of these transport coefficients is not an easy prob-
lem, especially when quantum fluctuations are strong, and it is of interest to look for general
model-independent constraints on transport coefficients. One example of a powerful constraint
is provided by Onsager relations which follow from time-reversal invariance. For transport coef-
ficients in fluids, another set of constraints may be found from a local version of the second law
of thermodynamics. There has also been some interest in constraints on transport coefficients
which take the form of a lower bound. One often discussed example is a putative lower bound
on the shear viscosity [1] which suggests that quantum fluctuations prevent the existence of
perfect fluids in nature. The two fluids that come closest to the viscosity bound are cold atomic
gases and the quark-gluon plasma, see [2] for a review. In solid-state physics, the Mott-Ioffe-
Regel conductivity bound and its violations have been discussed for many years, see [3] for
a review. Recently, Ref. [4] argued that the diffusion constants for thermoelectric transport
may be subject to a universal quantum lower bound. The bound of Ref. [4] is imprecise, and
needs better understanding. Here we point out that thermal fluctuations need to be taken into
account when discussing a potential lower bound. A similar argument for the shear viscosity
was put forward in [5]. The qualitative lesson is the same: small values of transport coefficients,
close to quantum lower bounds, may be subject to large thermal fluctuation corrections. How
important these corrections are is determined by the thermodynamics of the system, and by
the temperature dependence of the transport coefficients.
2 Linear response
Consider a system which conserves energy and charge, whose local conservation laws are
∂t+∇·j = 0 , ∂tn+∇·jn = 0 , (2.1)
where  is the energy density n is the charge density, and j, jn are the corresponding spatial
currents. In local thermal equilibrium in the grand canonical ensemble,  = (T, µ), and
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n = n(T, µ), where T is the temperature and µ the chemical potential corresponding to the
conserved charge. In the hydrodynamic approximation, the spatial currents are expressed in
terms of T , µ and their derivatives,
j = −Π11∇T −Π12∇µ+ . . . , jn = −Π21∇T −Π22∇µ+ . . . , (2.2)
where ΠAB are transport coefficients which depend on T and µ. The coefficient Π22 is the
usual electrical conductivity σ. The dots denote higher-order terms in the derivative expansion.
Supplementing Eq. (2.1) with local momentum conservation would make the system behave as
a normal fluid at long distances. Here we are interested in systems where momentum is not
locally conserved, so that there are no other conserved densities besides  and n which are
relevant in the hydrodynamic limit. In a physical system, momentum non-conservation may be
due to lattice umklapp scattering, or due to impurities. The transport of charge and heat at
long distances is then controlled by the transport coefficients in Eq. (2.2).
For linear fluctuations in thermal equilibrium, one takes the coefficients ΠAB in Eq. (2.2)
to be constant. The conserved densities ϕA ≡ (δ, δn) are related to the corresponding sources
λA ≡ (δT/T, δµ− µT δT ) by the equilibrium susceptibility matrix
χ =
T
(
∂
∂T
)
µ/T
(
∂
∂µ
)
T
T
(
∂n
∂T
)
µ/T
(
∂n
∂µ
)
T
 (2.3)
which is symmetric and positive-definite. These properties of χ follow from the definition of
the thermodynamic derivatives in the grand canonical ensemble: χ11 is proportional to the
mean square energy fluctuation 〈E2〉conn, while χ33 is proportional to the mean square charge
fluctuation 〈N2〉conn (the subscript denotes the “connected” average 〈E2〉 − 〈E〉2 etc). The
determinant of χ is proportional to 〈E2〉conn〈N2〉conn − 〈EN〉2conn which is non-negative by the
Schwarz inequality. We will assume a stable equilibrium state in which detχ is strictly positive
and the diffusion coefficients (see below) are finite.
Fluctuations of the conserved densities are related to ψA ≡ (δT, δµ) by the matrix of
thermodynamic derivatives, ϕA = XABψB. The conservation equations (2.1) combined with
the constitutive relations (2.2) can then be written as
∂tϕA = DAB∇2ϕB , (2.4)
where the matrix of diffusion constants is D = ΠX−1, with
Π ≡
(
Π11 Π12
Π21 Π22
)
, X ≡
 ∂∂T ∂∂µ
∂n
∂T
∂n
∂µ
 . (2.5)
The partial derivatives are at fixed T or µ, unless otherwise specified, and T detX = detχ > 0.
Following the standard linear response theory [6], the retarded functions of energy density and
charge density GRAB = 〈ϕAϕB〉 are given by
GR(ω,k) = (1+ iωK−1)χ , (2.6)
where K ≡ −iω1+Dk2, suppressing the matrix indices. Time-reversal invariance requires that
GRn(ω,k) = G
R
n(ω,−k), which gives the Onsager relation
Π12 = T Π21 + µΠ22 . (2.7)
2
Note that the Onsager relation does not imply that the matrix of diffusion constants must be
symmetric.
The retarded functions have poles at ω = −iD1,2k2, where D1,2 are the eigenvalues of
the diffusion matrix D. The eigenvalues are not necessarily real, but may come as a complex
conjugate pair, corresponding to the two solutions of the characteristic equation
(D1,2)
2 −D1,2 tr(ΠX−1) + det(ΠX−1) = 0 ,
so that D1 + D2 = tr(ΠX
−1), and D1D2 = det(ΠX−1). The poles of the retarded function
must be in the lower complex half-plane, hence one must have Re(D1,2) > 0. This amounts to
D1 +D2 > 0 and D1D2 > 0, and implies the constraint on the transport coefficients
tr (ΠX−1) > 0 , det Π > 0 . (2.8)
If one demands that ImD1,2 = 0, the characteristic equation gives the constraint
tr (ΠX−1) > 2
(
det Π
detX
)1/2
. (2.9)
Taking the limit k → 0 in the retarded functions gives rise to Kubo formulas for ΠAB in
terms of imaginary parts of GR, G
R
n, and G
R
nn. The imaginary part of the diagonal functions
must have a definite sign, which implies
T Π11 + µΠ12 > 0 , Π22 > 0 . (2.10)
Note that having vanishing electrical conductivity Π22 and non-zero thermoelectric conductivity
Π12 is not allowed: in this case the Onsager relation (2.7) implies det Π < 0, which violates
the causality constraint (2.8). Thus charge and temperature fluctuations must decouple as Π22
goes to zero.
Current conservation combined with rotation invariance allows one to write the Kubo for-
mulas in terms of the symmetrized functions, GS = 2T/ω ImGR (assuming ω  T ), so that
T Π11 + µΠ12 =
1
2Td
GSj,i j,i(ω,k→0) , (2.11a)
Π12 =
1
2Td
GSj,i jn,i(ω,k→0) , (2.11b)
Π22 =
1
2Td
GSjn,i jn,i(ω,k→0) . (2.11c)
Here d is the number of spatial dimensions, the spatial indices on the currents are summed over,
and T and µ are the equilibrium temperature and chemical potential. We will use Eq. (2.11)
as the definition of transport coefficients.
3 Fluctuation corrections
We now go one step beyond linear response. We would like to take into account the terms
which are quadratic in δT , δµ in the right-hand side of Eq. (2.2). In the hydrodynamic limit
k→ 0, the most important non-linear terms arise from the T and µ dependence of the transport
coefficients in Eq. (2.2). We can write Eq. (2.2) more compactly as
jA = −ΠAB(ψ)∇ψB + . . . ,
3
where Π is given by Eq. (2.5), ψA = (δT, δµ) as before, and the currents are jA = (j, jn).
Expanding to quadratic order in small fluctuations near equilibrium gives
jA = −ΠAB∇ψB −ΠAB,C ψC∇ψB + . . . , (3.1)
where the leading coefficients ΠAB are ψ-independent. A priori, ΠAB,C are independent trans-
port coefficients of the non-linear response. Neglecting fluctuations, they can be identified with
∂ΠAB/∂ψC , evaluated in equilibrium, and so are determined by the T and µ dependence of the
linear-response transport coefficients. Namely, ΠAB,1 = ∂ΠAB/∂T and ΠAB,2 = ∂ΠAB/∂µ in
equilibrium. The eight coefficients ΠAB,C have to satisfy two constraints which follow from the
Onsager relation (2.7).
The quadratic terms in Eq. (3.1) induce the following fluctuation correction to the sym-
metrized function of the dot product of jA and jB:
δGSAB(t,x) = ΠAC,DΠBE,F 〈ψD(t,x)∇ψC(t,x) ψF (0)∇ψE(0)〉S .
Factorizing the average gives the following one-loop expression
δGSAB(ω,k) = ΠAC,DΠBE,F
∫
dω′
2pi
ddk′
(2pi)d
(
k′2∆SCE(ω
′,k′)∆SDF (ω−ω′,k−k′)
+k′·(k−k′)∆SDE(ω′,k′)∆SCF (ω−ω′,k−k′)
)
. (3.2)
Here the propagators are ∆S = X−1GS(X−1)T , and GSAB = 〈ϕAϕB〉S is the symmetrized two-
point function of the conserved densities. One way to view this correction is to add Gaussian
short-distance noise to the spatial currents jn and j, whose strength is determined by the
fluctuation-dissipation theorem. This description may be readily converted to field theory,
see e.g. [7]. The free theory of linear response has a scaling symmetry, with time and space
scaling as t ∼ x2. The coefficients corresponding to the non-linear terms in the constitutive
relations (3.1) will scale proportional to inverse powers of momentum. The corresponding scale
is the cutoff of the effective theory. Eq. (3.2) is then the one-loop correction due to the leading
irrelevant operator in the effective theory.
To find the correction to transport coefficients, we need to evaluate (3.2) at k=0. It is
convenient to diagonalize GS by passing to the basis of eigenvectors of the diffusion matrix, at
which point the calculation is straightforward. The integral diverges at large momenta, and we
regulate it with a cutoff at q = qmax. The final answer is
δGS11 =
T
detX
(Π11,2 −Π12,1)2 Y12 , (3.3a)
δGS12 = δG
S
21 =
T
detX
(Π11,2 −Π12,1) (Π21,2 −Π22,1)Y12 , (3.3b)
δGS22 =
T
detX
(Π21,2 −Π22,1)2 Y12 , (3.3c)
where
Y12 = (2T )
2
[
1
12pi2
q3max
D1+D2
− 1
2pi
|ω|3/2
[2(D1+D2)]5/2
]
, d = 3 , (3.4a)
Y12 = (2T )
2
[
1
8pi
q2max
D1+D2
− |ω|
16(D1+D2)2
]
, d = 2 . (3.4b)
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Following Kubo formulas (2.11), expressions (3.3) divided by 2Td can be interpreted as thermal
fluctuation corrections to T Π11 + µΠ12, Π12, and Π22, respectively. We pause to make several
comments.
The non-trivial correction to transport coefficients arises because of the coupling between
charge density and energy density fluctuations, which manifests itself in a non-trivial index
structure in Eq. (3.2). If charge density and energy density fluctuations were decoupled, the
two terms in Eq. (3.2) would cancel at k = 0.
Fluctuation corrections produce non-trivial contributions to transport. For example, if the
thermoelectric coefficient Π21 naively vanishes in linear response, a non-zero value for Π21 will
be induced by thermal fluctuations due to non-vanishing ∂Π22/∂T and ∂Π11/∂µ. The physical
measured transport coefficients take into account all contributions, including those in Eq. (3.3).
The |ω|d/2 terms in Eq. (3.4) correspond to t−(d+2)/2 falloff of the correlation function in
real time. This is well known, see e.g. [8, 9], and has the same physics as the long-time tails in
fluids discovered by Alder and Wainwright [10]. The coefficients of the |ω|d/2 terms in Eq. (3.4)
are cutoff-independent.
The momentum cutoff has to be taken sufficiently large, ω  (D1+D2)q2max to ensure the
validity of the hydrodynamic description (2.2) at long distances. The momentum cutoff also
has to be sufficiently small so that the higher-derivative terms in (2.2) (which we ignored) do
not contribute. Physically, 1/qmax is the length scale at which the hydrodynamic description
(2.2) breaks down.
The corrections to the fundamental transport coefficients ΠAB can be readily found from
(3.3) and (2.11), and can be used to find the corrections to the diffusion constants D1,2. How-
ever, as there are three independent transport coefficients ΠAB, and only two diffusion constants
D1,2, there is no reason to expect that the fluctuation corrections to D1 and D2 are expressible
in terms of D1 and D2. This does happen to be the case for the sum though, and the fluctuation
correction to D1+D2 takes a particularly simple form,
δ(D1+D2) =
1
2Td
tr
(
χ−1δGS
)
,
where χ is the susceptibility matrix in (2.3), and δGS is given by (3.3). Schematically, the
correction (3.3) is δGS11 = a
2, δGS12 = δG
S
21 = ab, δG
S
22 = b
2, and tr
(
χ−1δGS
)
= zTχz/ detχ,
where z ≡ (b,−a)T . Positive definiteness of χ then ensures that the correction to D1+D2 is
positive.
The correction to D1+D2 is inversely proportional to D1+D2. Explicitly, if D
b
1 and D
b
2 are
the naive “bare” values, the full diffusion constants are
(D1+D2) = (D
b
1+D
b
2) +
qdmaxCd
(Db1+D
b
2)
, (3.5)
where Cd is determined by the derivatives of transport coefficients with respect to T and µ,
Cd =
cd T(
∂
∂T
∂n
∂µ − ∂∂µ ∂n∂T
)2 [T ∂∂T (Π22,1−Π21,2)2 + ∂n∂µ (Π11,2−Π12,1 + µ(Π22,1−Π21,2))2
+T
∂n
∂T
(Π22,1−Π21,2) (2(Π11,2−Π12,1) + µ(Π22,1−Π21,2))
]
. (3.6)
The numerical coefficients are c3 = 1/18pi
2 and c2 = 1/8pi.
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Figure 1: Flow diagram for Eq. (4.1) for d = 2 (left) and d = 3 (right), showing (Db1+D
b
2)
as a function of Λ. The dashed line separating the two flows is (CdΛ
d)1/2. Below the dashed
line, the correction in Eq. (3.5) is large and the flow is not to be trusted. Arrows indicate the
direction towards decreasing Λ. The physical value is at Λ→ 0.
4 Discussion
The diffusion constants in Eq. (3.5) are written as a sum of two terms: the “bare” contribution
from the modes at the cutoff scale, and the correction from the hydrodynamic modes below
the cutoff. One way to look at the corrections in (3.5) is to take the cutoff as the sliding scale
qmax = Λ. The total (physical) D1+D2 must be cutoff independent,
d
dΛ
(D1 +D2) = 0 , (4.1)
which gives (Db1+D
b
2) as a function of Λ. For the leading correction to (D1+D2), the coefficients
ΠAB,C are taken at their “bare” values, hence the coefficient Cd is Λ-independent. The solutions
to Eq. (4.1), (3.5) are sketched in Figure 1. The dashed line is the set of points where the two
terms in the right-hand side of (3.5) are equal in magnitude. Below the dashed line, the
correction to Db1+D
b
2 is greater than the leading term, and the picture is not to be trusted. In
the region above the dashed line where the correction is small and the calculation is reliable,
one can see that (Db1+D
b
2) grows as the momentum cutoff is lowered. This means that a lower
bound on (Db1+D
b
2) may be imposed consistently, thanks to the positivity of Cd: if one starts
above the bound at the cutoff, one always ends up above the bound at long distances. From
this point of view, a bound on D1+D2 appears to be more natural than a bound on D1 and
D2 separately, as the latter are not necessarily real.
Another way to look at the corrections is to keep the cutoff at a fixed physical scale. Then if
the right-hand side of Eq. (3.5) has a minimum as a function of Db1+D
b
2, one may argue that the
sum of the diffusion constants must be bounded from below. In order to place a lower bound
on D1+D2, one needs to know how the bare diffusion constants depend on the cutoff. This is
because ultimately Db1,2 are determined by the physics at the cutoff scale, such as quasiparticle
scattering, impurities etc. Different relations between Db1,2 and the cutoff will give rise to
different bounds. For example, let us assume for simplicity that the thermoelectric transport
is controlled by a single microscopic relaxation time scale τ . Then (Db1+D
b
2)q
2
max ∼ 1/τ , and
Eq. (3.5) becomes D1+D2 = x + Cd τ
−d/2x−(d+2)/2, for x ≡ Db1+Db2. This has a minimum as
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a function of x, and allows one to place a lower bound
D1+D2 &
C
2/7
d
τ3/7
, d = 3 , (4.2a)
D1+D2 &
C
1/3
d
τ1/3
, d = 2 . (4.2b)
These are very non-trivial relations, with transport coefficients bounded by their thermody-
namic derivatives, and by the microscopic relaxation time τ .
The basic assumption of the paper was the hydrodynamic description of the near-equilibrium
transport, supplemented by classical thermal fluctuations of the hydrodynamic modes. This
describes macroscopic thermoelectric conduction and ignores localization effects. However,
within the hydrodynamic framework, the exact microscopic origin of the transport coefficients
does not matter in order to arrive at the correction (3.5). The microscopic details show up
in the relation between the diffusion constants and the momentum cutoff, and lead to bounds
such as Eq. (4.2). The lower values saturating the bounds have to be taken with a certain grain
of salt, as the correction becomes of the same order as the leading term at the minimum.
The qualitative form of the fluctuation corrections is the same regardless of whether the
microscopic dynamics is weakly or strongly coupled. For example, in the “holographic” models,
strongly interacting large-N quantum field theories are described by classical gravity [11]. In
such setups, fluctuation corrections will show up at a subleading order in the large-N expan-
sion. As a result, the holographic calculations that are based on purely classical gravity only
capture the leading transport terms (e.g. the first term in Eq. (3.5)), and are blind to the
fluctuation effects. Quantum-gravitational holographic calculations, on the other hand, do see
the fluctuation corrections [12].
The main qualitative lesson is that small values of the diffusion constants at the cutoff
scale will lead to large thermal fluctuation corrections: the smaller D1,2 are, the larger the
corrections are. As a result, using the linear response theory for metallic transport with very
small diffusion constants may be qualitatively incorrect. Are the potential lower bounds on
thermoelectric transport coefficients proposed in Ref. [4] still large enough to justify using
the linear response theory? To answer this question, one needs to know the value of the Cd
coefficient in Eq. (3.6). This requires detailed knowledge of thermodynamics, as well as knowing
the T and µ dependence of all the transport coefficients ΠAB(T, µ) which appear in Eq. (2.2).
The question about the applicability of the linear response theory is easier to answer for
systems which conserve momentum. In that case, there is an extra hydrodynamic degree of
freedom, the fluid velocity. The coefficients of the leading non-linear terms in the constitutive
relations will be thermodynamic functions, and the right-hand side of the fluctuation bound will
be determined by the equation of state alone, rather than by the derivatives of the transport
coefficients. This has been applied to the quark-gluon plasma [5] and to the unitary Fermi
gas [13, 14], where lower bounds similar to Eq. (4.2) were placed on the shear viscosity. In
those systems, detailed information about the equation of state is available, and it was found
that the fluctuation correction to viscosity is indeed large if one takes the ratio of viscosity to
entropy density close to the conjectured lower bound η/s = ~/4pi. Whether something similar
happens with diffusion constants in incoherent metals discussed in Ref. [4] remains to be seen.
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