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The low-frequency vibrations of glasses are markedly different from those of crystals. These
vibrations have recently been categorized into two types: spatially extended vibrations, whose
vibrational density of states (vDOS) follows a non-Debye quadratic law, and quasilocalized vibrations
(QLVs), whose vDOS follows a quartic law. The former are explained by elasticity theory with
quenched disorder and microscopic replica theory as being a consequence of elastic instability, but
the origin of the latter is still debated. Here, we show that the latter can also be directly derived
from elasticity theory with quenched disorder. We find another elastic instability that the theory
encompasses but that has been overlooked so far, namely, the instability of the system against a
local dipolar force. This instability gives rise to an additional contribution to the vDOS, and the
spatial structure and energetics of the mode originating from this instability are consistent with
those of the QLVs. Finally, we construct a model in which the additional contribution to the vDOS
follows a quartic law.
Introduction. —Glasses exhibit markedly different
low-frequency vibrational properties than crystals do [1–
3]. The low-frequency vibrations of crystals are uni-
versally described by the Debye theory, in which plane
waves, or phonons, play a central role as elementary ex-
citations [4]. The Debye theory, however, cannot be ap-
plied to glasses. Glasses have many more vibrational
modes than are predicted by the Debye theory in the low-
frequency region. This manifests as a peak at approxi-
mately 1 THz in the vibrational density of states (vDOS)
g(ω) divided by the square of the frequency ω2, called
the boson peak (BP) [1]. Even below 1 THz, glasses
have spatially localized vibrations called quasilocalized
vibrations (QLVs) [2, 3] in addition to phonons. Since
one expects that vibrations of solids will be phonons in
the low-frequency region [5, 6], these anomalies are coun-
terintuitive and have attracted considerable interest for
several decades.
Recent numerical simulations have revealed quantita-
tive properties of the anomalous vibrations of glasses.
Simulations of weakly coordinated jammed packings have
established that the vDOS follows a so-called non-Debye
scaling of g(ω) ∼ ω2 around the BP frequency, indepen-
dent of the number of spatial dimensions d [7]. This
scaling, however, breaks down at a certain finite fre-
quency, below which phonons and QLVs coexist down to
zero frequency [8, 9]. Regarding their spatial structure,
the QLVs consist of an unstable core and stable far-field
components [10], and the latter decay algebraically in
space [8, 11]. The vDOS of the QLVs follows a power
law gQLV(ω) ∼ ωβ, with β = 4 having been observed
in many glasses [8, 9, 12–15], although β ≃ 3 has also
been observed for glasses prepared via rapid quenching
from high-temperature liquids [12]. The QLVs have also
been shown to be highly anharmonic [16, 17] and to play
important roles in thermal relaxation [18–20] and me-
chanical relaxation under shear [21–23].
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In parallel with these simulation efforts, various theo-
ries have been proposed to describe the anomalous vibra-
tions of glasses. First, an elasticity theory with quenched
disorder has been developed [24–29], in which glasses
are regarded as elastic media with spatially fluctuat-
ing stiffness and the equation of motion is solved un-
der mean-field-like approximations. This theory predicts
that the vDOS follows the non-Debye scaling g(ω) ∼ ω2
around the BP frequency when the system is close to the
elastic instability originating from the fluctuating stiff-
ness [26, 29]. When the system is marginally stable,
the non-Debye scaling extends down to zero frequency.
Second, a microscopic replica theory has been devel-
oped [30]. This theory regards the perceptron model
as a toy model that belongs to the same universality
class as jammed systems do and studies the energy land-
scape of this model. The theory reveals that this model
has a marginally stable glass phase characterized by full
replica symmetry breaking and that the vDOS follows
the non-Debye scaling g(ω) ∼ ω2 in this phase. There-
fore, these two theories consistently predict a non-Debye
scaling that extends down to zero frequency in marginally
stable glasses.
However, these theoretical results are in sharp contrast
to the simulation results, which show that in real glasses,
the non-Debye scaling breaks down and QLVs appear in
the low-frequency region. One way to explain this ob-
servation is to suppose that real glasses are almost, but
not exactly, marginally stable [28, 31]. However, this ap-
proach does not explain the presence of the QLVs because
the theories predict only (weakly perturbed) phonons
in the corresponding frequency region [25–29]. There-
fore, a new explanation for the low-frequency vibrations
of glasses is necessary. One recent attempt along these
lines is to introduce fluctuations in the marginal stabil-
ity [32, 33].
In this Letter, we show that vibrations similar to
QLVs can be directly derived from elasticity theory with
quenched disorder. Specifically, we find that the mechan-
ical response to a local dipolar force becomes unstable in
2certain situations and gives rise to another contribution
to the vDOS, one that has been overlooked thus far. We
show that the physical properties of these vibrations are
fully consistent with those of QLVs. We also construct a
simple elasticity model in which the additional contribu-
tion to the vDOS follows a quartic law.
Model. —To study the vibrational properties of
glasses, we consider a simple spring network model con-
sisting of a d-dimensional lattice of N elements of unit
mass [26–28, 34]. The coordination number per element,
z0, is larger than 2d. Each nearest neighbor pair 〈ij〉 has
a spring whose stiffness kij is an independent random
variable obeying the probability distribution P (kij). The
equation of motion is
d2
dt2
ui = −
∑
〈ij〉
kij (ui − uj) · nij , (1)
where ui is the displacement of the i-th element and nij
is the unit vector from the j-th element to the i-th ele-
ment. This equation can also be written in bra–ket no-
tation as follows:
d2
dt2
|u〉 = −
∑
〈ij〉
kij (|i〉 − |j〉)nij ⊗ nij (〈i| − 〈j|) |u〉
≡ −Mˆ |u〉 ,
(2)
where 〈i|u〉 = ui and Mˆ is the dynamical matrix.
Effective medium approximation. —We employ the ef-
fective medium approximation (EMA) [24, 27, 28, 34] to
analyze the vibrational properties of the present model.
This approximation yields the approximate disorder-
averaged Green function Gˆ(ω) = (Mˆ − ω2)−1 within a
mean-field-like approach. First, we decompose the dy-
namical matrix as follows:
Mˆ − ω2 =
∑
α=〈ij〉
kα |α〉nα ⊗ nα 〈α| − ω2
=

keff(ω) ∑
α=〈ij〉
|α〉nα ⊗ nα 〈α| − ω2


+
∑
α=〈ij〉
[kα − keff(ω)] |α〉nα ⊗ nα 〈α|
≡ Gˆeff(ω)−1 + Vˆ(ω),
(3)
where |α〉 = |i〉 − |j〉. Since the effective stiffness keff(ω)
is independent of space, Gˆeff(ω) is simply the Green func-
tion for the homogeneous system. Instead of using the
exact form for Gˆeff(ω), we adopt the same approximate
Green function used in Ref. [27, 28]:
〈i| Gˆeff(ω) |j〉 ≡ Gˆeff(rij , ω)
=
∫
0<|q|<qD
dq
(2π)d
eiq·rij
keff(ω)q2 − ω2 δˆd,
(4)
where rij is the vector from the j-th element to the i-th
element, δˆd is the d × d identity matrix, and qD is the
Debye wavenumber determined by 1 =
∫
0<|q|<qD
dq
(2pi)d
.
Note that we set the number density to ρ = 1.
Treating the second term Vˆ(ω) as a perturbation, we
can write the transfer matrix as
Tˆ (ω) = −Vˆ(ω)
[
1 + Gˆeff(ω)Vˆ(ω)
]−1
=
∑
α=〈ij〉
Tˆα(ω) +
∑
α=〈ij〉
∑
β 6=α
Tˆα(ω)Gˆeff(ω)Tˆβ(ω) + · · · ,
(5)
where
Tˆα(ω) = [keff(ω)− kα] |α〉nα ⊗ nα 〈α|
1− [keff(ω)− kα]nTα 〈α| Gˆeff(ω) |α〉nα
. (6)
The EMA self-consistent equation for the effective stiff-
ness is derived from the condition Tˆα(ω) = 0. This finally
leads to the equation
keff(ω)− kα
keff(ω)− [keff(ω)− kα] θ [1 + ω2G(ω)] = 0, (7)
where θ = 2d/z0 < 1 and we have used the identity
derived from homogeneity and isotropy [27, 28]. G(ω) is
defined as
G(ω) =
∫
0<|q|<qD
dq
(2π)d
eiq·r
keff(ω)q2 − ω2 . (8)
The vibrational properties of the model can now be cal-
culated by solving Eq. (7) using P (kij) and θ as the sole
inputs. Generally, the effective stiffness is a complex
number, keff(ω) = kr(ω) − iΣ(ω). The elastic stability
of the system can be seen from the imaginary part at
zero frequency: Σ(0) > 0 when the system is unstable.
The imaginary part of G(ω) yields the vDOS
g(ω) =
2dω
π
ImG(ω). (9)
Conventional instability. —The EMA self-consistent
equation has been solved for several specific P (kij), and
the emergence of elastic instability under various situ-
ations has been reported [26, 28, 29, 34]. Remarkably,
the vDOS has been shown to follow the non-Debye scal-
ing g(ω) ∼ ω2 near this instability [26, 28]. Here, we
will first show that the emergence of non-Debye scaling
is a robust property of the present model when θ ≪ 1.
We will present a brief sketch of the calculation (see the
Supplemental Material for more details). When θ ≪ 1,
Eq. (7) reduces to
keff(ω)
3 − µkeff(ω)2 + σ2θkeff(ω) + σ2θAdω2 = 0, (10)
where µ and σ2 are the mean and variance, respec-
tively, of the distribution: µ ≡ ∫ dkijkijP (kij) and
3σ2 ≡ ∫ dkijk2ijP (kij) − µ2. At ω = 0, this equation fur-
ther simplifies to a quadratic equation, and σc ≡ µ/2
√
θ
is the critical value above which the system is unstable,
Σ(0) > 0. When ω 6= 0, we can approximately solve
Eq. (10) under the condition (σ2c −σ2)θ/µ2 ∼ ω2/µ≪ 1,
and the resulting solution is
keff(ω) =
µ
2
− i
√
µ
2
√
Adω2 −Adω02, (11)
where
ω0 ≡
√
2θ
µAd
√
σ2c − σ2. (12)
The vDOS is written as
g(ω) ∼ ω
√
Adω2 −Adω02 ∼ ω2. (13)
This result is valid for all probability distributions P (kij)
as long as the moments are finite.
The instability condition σ = σc ∼ µ/
√
θ has a simple
physical interpretation. The mean and standard devia-
tion of the sum of the stiffnesses of the springs connected
to an element per degree of freedom of that element are
on the orders of µ/θ and σ/
√
θ, respectively. When they
are of the same order, σ ∼ µ/
√
θ, the system becomes un-
stable. We call this instability the conventional instabil-
ity. The above derivation suggests that the conventional
instability appears when the self-consistent equation re-
duces to an algebraic equation. In our case, the condition
θ ≪ 1 plays a key role, and it corresponds to the large-
dimension limit of the scalar displacement version of the
model, which is often used to describe the low-frequency
vibrations of glasses [26, 34]. We discuss this point in
detail in Ref. [35].
Another instability induced by the local response. —
When θ is not small, the derivation above does not apply.
We will now show that another type of instability emerges
in such a situation. We focus on the zero-frequency case
to discuss the elastic stability. At ω = 0, Eq. (7) is
∫
dkαP (kα)
kα + (1− θ)keff(0)/θ =
1
keff(0)
. (14)
Suppose that the system is stable; the effective stiffness
consists of the positive real part keff(0) and an infinitesi-
mally small imaginary part −iǫ. Then, the left-hand side
of Eq. (14) becomes
P
∫
dkαP (kα)
kα + (1− θ)keff(0)/θ + iπP [− (1− θ) keff(0)/θ] ,
(15)
where P denotes the Cauchy principal value. By insert-
ing this expression into Eq. (14) and focusing on the
imaginary part, one finds that
P [− (1− θ) keff(0)/θ] = 0 (16)
is necessary for the effective stiffness to be real. Thus,
violation of this condition causes instability. This condi-
tion is generally different from those for the conventional
instability discussed in the previous section.
This instability has a simple physical interpretation.
To illustrate this, we consider a “defect” model in which
all the springs have the same real stiffness keff(0) > 0
except for one defect spring, whose stiffness is kα. The
dynamical matrix of this defect model is
Mˆ = keff(0)
∑
β=〈kl〉
|β〉nβ ⊗ nβ 〈β|
+ [kα − keff(0)] |α〉nα ⊗ nα 〈α| .
(17)
By calculating the transfer matrix for this dynamical ma-
trix, one can see that only the first term of the expansion
in Eq. (5) remains and that the total Green function is
exactly
Gˆ(ω) = Gˆ0(ω) + Gˆ0(ω)Tˆα0(ω)Gˆ0(ω), (18)
where Gˆ0(ω) is the unperturbed Green function with stiff-
ness keff(0) and Tˆα0(ω) is Eq. (6) with keff(ω) → keff(0)
and Gˆeff(ω) → Gˆ0(ω). As seen from Eq. (6), Tˆα0(ω) di-
verges when kα = −(1 − θ)keff(0)/θ, which means that
the system has a nontrivial zero mode. This zero mode
can be constructed (without normalization) as follows:
|0〉 ≡ Gˆ0(0) |α〉nα. (19)
The eigenrelation Mˆ |0〉 = 0 can be checked as follows.
Taking the product of the first term of Eq. (17) by |0〉
yields |α〉nα. The second term yields
[kα − keff(0)] |α〉nα ⊗ nα 〈α|0〉
= [kα − keff(0)] |α〉nαnTα 〈α| Gˆ0(0) |α〉nα
=
θ
keff
[kα − keff(0)] |α〉nα,
(20)
where we have used the identity derived from homogene-
ity and isotropy [27, 28]. Then, we obtain
Mˆ |0〉 =
{
1 +
θ[kα − keff(0)]
keff(0)
}
|α〉nα. (21)
Therefore, Mˆ |0〉 = 0 when the “defect” bond α has a
negative stiffness kα = −(1 − θ)keff(0)/θ. Furthermore,
when kα < −(1− θ)keff(0)/θ, the system becomes unsta-
ble along the |0〉 direction. Thus, the stability condition
in Eq. (16) can be interpreted as follows: when Eq. (16)
is violated, an extensive number of springs become “de-
fects” and unstable modes appear. The instability iden-
tified here is completely different from the conventional
instability discussed in the previous section. Since this
instability is local in nature, we call it the local instabil-
ity. Note that models in which P (kij) is supported on
the whole real axis, such as the Gaussian distribution,
are always unstable in terms of this local instability.
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FIG. 1. The deviation of the vDOS g(ω) from the Debye law
gDebye(ω) = A0ω
2. To emphasize the frequency dependence,
we divide by ω4. σc is a numerically estimated critical value,
up to which Eq. (16) holds. Although the data for σ = σc
deviate from the plateau in the lowest-frequency region, this
deviation is due to numerical errors in estimating σc.
The mode associated with the local instability, |0〉, is
the response to a local dipolar force in the unperturbed
system. The relationship between the QLVs and the re-
sponse to a local dipolar force in glasses has recently been
revealed [10, 20, 31, 36]. First, the vibrational ampli-
tude | 〈i|λ〉 |2 for the QLVs |λ〉 has been shown to have
an asymptotic decay profile r2(1−d), which is exactly the
same as the response to a local dipolar force | 〈i|0〉 |2 [8].
Second, the spatial extent of the core part of the QLVs
is comparable to that of the response to a local dipolar
force [10, 36]. Furthermore, the energetics of the QLVs
are similar to those of |0〉: the QLVs consist of an en-
ergetically unstable core and far-field components that
stabilize the modes [10], and |0〉 also has a local unstable
part (the negative second term in Eq. (21)) that is stabi-
lized by a far-field component (the positive first term in
Eq. (21)). Therefore, we conclude that the mode associ-
ated with the local instability exhibits strong similarities
with the QLVs.
Toy model for the quartic law. —Up to this point,
we have seen that the response to a local dipolar force
leads to local instability. The next question is whether
this local instability reproduces the vDOS of the QLVs,
gQLV(ω) ∼ ω4. To answer this question, we consider the
following distribution:
P (kα) =


C (kα − µ+∆)3/2 (µ−∆ < kα < µ)
C (−kα + µ+∆)3/2 (µ < kα < µ+∆)
0 (otherwise)
,
(22)
where C = 5∆−5/2/4 and the variance is σ2 = 8∆2/63.
The key feature of this distribution is the power law in the
tail, and the detailed shape does not affect the following
observations [35].
We numerically solve Eq. (7) with Eq. (22) for d = 3
and find that the local instability arises at σ = σc ∼
0.356, i.e., Eq. (16) holds only up to σ = σc, above which
the system is unstable, Σ(0) > 0. To solve the equa-
tion numerically, we transform it into a simpler form,
as detailed in the Supplemental Material. The low-
frequency part of the full vDOS g(ω) consists of a De-
bye law part, gDebye(ω) = A0ω
d−1 = A0ω2, and a de-
viation due to disorder. To highlight the deviation, we
subtract gDebye(ω) from g(ω) and then divide by ω
4. We
plot the results for σ = σc, 0.99999σc, 0.9999σc, and
0.999σc with θ = 0.9999 in Fig. 1. Two plateaus appear
in the low-frequency region. The appearance of a plateau
means that g(ω) = gDebye(ω) + αω
4, where the plateau
height corresponds to the prefactor α. When σ is far
from σc, the lower plateau (smaller α) dominates the low-
frequency region. This ω4 law is due to Rayleigh scatter-
ing, g(ω) ∼ ωd+1, and has been observed in all elastic-
ity models with perturbations [25, 27–29, 34, 37]. This
phenomenon cannot be identified as the QLVs since the
QLVs follow the ω4 law even for d 6= 3 [38]. On the other
hand, when σ is approaching σc, a higher plateau (larger
α) appears. These modes are caused by the proximity of
the local instability. Notably, the higher plateau extends
down to zero frequency as σ → σc, which means that the
local instability induces gapless vibrational modes follow-
ing the ω4 law, as observed for the QLVs. Note that the
deviation of the data from the plateau for σ = σc in the
lowest-frequency region is simply due to numerical errors
in estimating σc.
Since the vDOS is related to the scattering of phonons
as described by the imaginary part of the effective stiff-
ness, Σ(ω) = − Im keff(ω) [25–29, 39], the prefactor α
is directly related to the phonon scattering amplitude.
Thus, the increase in α due to the local instability implies
the enhancement of phonon scattering, which is consis-
tent with the numerical observation of stronger scattering
due to the QLVs [39].
Summary and Discussion. —We have found a new in-
stability in elasticity theory with quenched disorder. This
instability corresponds to the instability of the response
to a local dipolar force, and hence, we call it the local in-
stability. We have shown that the spatial structure and
energetics of the mode associated with this local instabil-
ity are fully consistent with those of the QLVs of glasses.
By analyzing a toy model, we have shown that the lo-
cal instability induces an additional contribution to the
vDOS, which can reproduce the ω4 law characteristic of
the QLVs. These results offer a new way to understand
and predict the low-frequency vibrational properties of
glasses.
Our results can be used to refine the concept of the
marginal stability of glasses. Since the non-Debye scal-
ing breaks down at a finite frequency, real glasses are
considered to be almost, but not exactly, marginally sta-
ble [28, 31]. However, our findings suggest that glasses
potentially have two different instabilities: the conven-
tional instability and the local instability. If the system
is at a finite distance from the local instability, the pref-
5actor of the quartic frequency dependence in the vDOS
decreases in magnitude, as shown in Fig. 1. No such drop
has ever been observed in numerical simulations, how-
ever, and QLVs exist down to zero frequency [8, 9, 13].
This fact indicates that real glasses are marginally sta-
ble in terms of the local instability, not the conventional
instability. This is also consistent with observations of
real glasses under shear, in which the onset strain for
small plastic deformations decreases without bound with
increasing system size [40].
In the present work, we have limited our analysis to the
EMA. When one goes beyond the EMA, various kinds of
instabilities should be allowed due to different combina-
tions of Tˆα(ω). However, the vibrational modes asso-
ciated with such instabilities have not been detected in
either numerical or experimental studies of glasses. The
only low-frequency modes of glasses detected so far are
the QLVs, whose spatial structure is similar to that of
the response to a local dipolar force. Therefore, we ex-
pect that the random spring network under the EMA
should be a suitable framework for the analysis and that
the inclusion of higher-order terms will not improve the
description of the vibrational properties of glasses [41].
In our forthcoming paper [35], we will discuss further
details of the model. We will prove that when the tail
of the distribution P (kα) follows a power law with an
exponent ν, this leads to a power law in the vDOS,
g(ω) ∼ ω2ν+1. The last result of this paper is an example
of this general relation. Furthermore, we will discuss the
fact that our model can be interpreted as a coarse-grained
model and the fact that its coarse-graining length scale
is of the same order as the length of the QLVs.
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Although we have neglected the initial stress in this pa-
per, the mechanism of the local instability is general and
valid even if the initial stress is considered. In this case,
the distribution of fα plays a central role.
7SUPPLEMENTAL MATERIAL
In this supplemental material, we explain the details of our calculations for deriving (i) the solution for the quadratic
law governing the conventional instability and (ii) the simpler form of the self-consistent equation for the quartic law
governing the local instability.
Solution for the quadratic law
We solve Eq. (7) with a distribution with finite moments under the condition θ ≪ 1. In particular, the mean is
µ > 0, and the variance is σ2. Equation (7) can be expanded as follows:
keff(ω)− kα + [keff(ω)− kα]2 θ
keff(ω)
[
1 + ω2G(ω)
] ≃ 0. (23)
By averaging over kα, we obtain
keff(ω)
2 − µkeff(ω) + θ
[
keff(ω)
2 − 2µkeff(ω) + (σ2 + µ2)
] [
1 + ω2G(ω)
]
= 0,
keff(ω)
2 − µkeff(ω) + θ(σ2 + µ2) + θω2G(ω)
[
keff(ω)
2 − 2µkeff(ω) + (σ2 + µ2)
] ≃ 0, (24)
where in the last line, we neglect small terms. At zero frequency, the equation further reduces to a quadratic equation,
and its solution has a critical value at σc ≡ µ/2
√
θ ≫ µ, above which the system is unstable, Σ(0) > 0.
Since we are interested in vibrations near σ = σc, we assume that σ ≫ µ and derive an approximate expression for
keff(ω). We focus only on the lowest-frequency region and approximate G(ω) as
G(ω) ≃ 1
keff(ω)
∫
dq
(2π)d
1
q2
=
Sd−1
keff(ω)(2π)d
∫ qD
0
dqqd−3
=
1
keff(ω)
d
(d− 2)q2D
≡ Ad
keff(ω)
,
(25)
where from the second line to the third line, we use the definition of qD. Note that we neglect the contribution from
the pole, which is responsible for the Debye law and Rayleigh scattering [29]. By substituting Eq. (25) into Eq. (24),
we obtain Eq. (10), as follows:
keff(ω)
2 − µkeff(ω) + θ(σ2 + µ2) + θω2 Ad
keff(ω)
[
keff(ω)
2 − 2µkeff(ω) + (σ2 + µ2)
]
= 0,
keff(ω)
3 − µkeff(ω)2 + θσ2keff(ω) + θAdω2σ2 ≃ 0,
(26)
where we use the condition σ ≫ µ.
To solve Eq. (10), we substitute keff(ω) = y + µ/3 into the above expression:
keff(ω)
3 − µkeff(ω)2 + σ2θkeff(ω) + σ2θAdω2
= y3 + 3
(
−µ
2
9
+
σ2θ
3
)
y + 2
(
−µ
3
27
+ µ
σ2θ
6
+
σ2θ
2
Adω
2
)
≡ y3 + 3Py + 2Q.
(27)
Using the critical value defined above, P can be written as
P = −
(µ
6
)2
− σ
2
c − σ2
3
θ
≡ −
(µ
6
)2
− δ
2
σθ
3
.
(28)
Q becomes
Q =
(µ
6
)3
− µσ
2
c − σ2
6
θ +
σ2θ
2
Adω
2
≡
(µ
6
)3
− µδ
2
σ
6
θ +
σ2θ
2
Adω
2.
(29)
8For our purposes, it suffices to assume that θδ2σ/µ
2 ∼ ω2/µ≪ 1 and to regard these terms as perturbations. Thus, Q
can be approximated as
Q ≃
(µ
6
)3
− µδ
2
σ
6
θ +
σ2cθ
2
Adω
2. (30)
Next, we need to compute
(
−Q±
√
Q2 + P 3
)1/3
. Let us first consider the terms under the square root:
Q2 + P 3 = −3
(µ
6
)4
δ2σθ +
2
3
(
µδ2σ
6
θ
)2
+
1
4
(
σ2cθAdω
2
)2
+
(µ
6
)3
σ2cθAdω
2 − µδ
2
σ
6
σ2cθ
2Adω
2
≃ −3
(µ
6
)4
δ2σθ +
(µ
6
)3
σ2cθAdω
2
= 9
(µ
6
)5(
Adω
2 − 2δ
2
σθ
µ
)
.
(31)
As a result,
(
−Q±
√
Q2 + P 3
)1/3
=
[(
−µ
6
)3
+
µδ2σ
6
θ − σ
2
c
2
θAdω
2 ±
√
9
(µ
6
)5(
Adω2 − 2δ
2
σθ
µ
)]1/3
≃ −µ
6
[
1± −6
µ
√
µ
6
(
Adω2 − 2δ
2
σθ
µ
)]
= −µ
6
±
√
µ
6
(
Adω2 − 2δ
2
σθ
µ
)
.
(32)
We choose the solution that satisfies keff(0)→ µ as σ → 0 and Σ(ω) ≡ − Imkeff(ω) > 0. Thus, we obtain
keff(ω) =
µ
3
+
−1−√3i
2
(
−Q+
√
Q2 + P 3
)1/3
+
−1 +√3i
2
(
−Q−
√
Q2 + P 3
)1/3
≃ µ
3
+
−1−√3i
2
[
−µ
6
+
√
µ
6
(
Adω2 − 2δ
2
σθ
µ
)]
+
−1 +√3i
2
[
−µ
6
−
√
µ
6
(
Adω2 − 2δ
2
σθ
µ
)]
=
µ
2
− i
√
µ
2
(
Adω2 − 2δ
2
σθ
µ
)
≡ µ
2
− i
√
µ
2
√
Adω2 −Adω02.
(33)
This is Eq. (11).
Self-consistent equation for the quartic law
Here, we simplify Eq. (7) with the distribution given in Eq. (22). First, Eq. (7) can be transformed into
1
kα + κ(ω)
= θ
1 + ω2G (ω)
keff(ω)
, (34)
where
κ(ω) =
θ−1 − 1− ω2G(ω)
1 + ω2G(ω)
keff(ω). (35)
9The left-hand side of Eq. (34) becomes
1
kα + κ(ω)
=
5
4∆
[∫ 0
−1
dx
(x+ 1)3/2
x+ [µ+ κ(ω)] /∆
+
∫ 1
0
dx
(−x+ 1)3/2
x+ [µ+ κ(ω)] /∆
]
≡ 5
4∆
[∫ 0
−1
dx
(x + 1)3/2
x+ z
+
∫ 1
0
dx
(−x+ 1)3/2
x+ z
]
=
5
4∆
[∫ 0
−1
dx
(x + z − z + 1)√x+ 1
x+ z
+
∫ 1
0
dx
(−x − z + z + 1)√−x+ 1
x+ z
]
=
5
4∆
[
−4z + 2(z − 1)3/2
∫ 1/√z−1
0
dt
t2 + 1
− 2(z + 1)3/2
∫ 1/√z+1
0
dt
t2 − 1
]
=
5
4∆
[
−4z + 2(z − 1)3/2 arctan 1√
z − 1 + 2(z + 1)
3/2 arctanh
1√
z + 1
]
,
(36)
where z ≡ [µ+ κ(ω)]/∆. Finally, the self-consistent equation simplifies to
(z − 1)3/2
2
arctan
1√
z − 1 +
(z + 1)3/2
2
arctanh
1√
z + 1
= z +
θ∆
5keff(ω)
[
1 + ω2G(ω)
]
, (37)
which is easy to solve numerically.
