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Abstract
The goal of harmonic analysis on a (noncommutative) group is to decompose the most
‘‘natural’’ unitary representations of this group (like the regular representation) on irreducible
ones. The inﬁnite-dimensional unitary group UðNÞ is one of the basic examples of ‘‘big’’
groups whose irreducible representations depend on inﬁnitely many parameters. Our aim is to
explain what the harmonic analysis on UðNÞ consists of.
We deal with unitary representations of a reasonable class, which are in 1–1 correspondence
with characters (central, positive deﬁnite, normalized functions on UðNÞ). The decomposition
of any representation of this class is described by a probability measure (called spectral
measure) on the space of indecomposable characters. The indecomposable characters were
found by Dan Voiculescu in 1976.
The main result of the present paper consists in explicitly constructing a 4-parameter family
of ‘‘natural’’ representations and computing their characters. We view these representations as
a substitute of the nonexisting regular representation of UðNÞ: We state the problem of
harmonic analysis on UðNÞ as the problem of computing the spectral measures for these
‘‘natural’’ representations. A solution to this problem is given in the next paper (Harmonic
analysis on the inﬁnite-dimensional unitary group and determinantal point processes, math/
0109194, to appear in Ann. Math.), joint with Alexei Borodin.
We also prove a few auxiliary general results. In particular, it is proved that the spectral
measure of any character of UðNÞ can be approximated by a sequence of (discrete) spectral
measures for the restrictions of the character to the compact unitary groups UðNÞ: This fact is
a starting point for computing spectral measures.
r 2002 Elsevier Inc. All rights reserved.
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0. Introduction
(a) Preface: The problem of noncommutative harmonic analysis consists in
decomposing ‘‘natural’’ unitary representations of a given group into irreducible
ones.
For instance, if K is a compact group, then the decomposition of the (bi)regular
representation in the space L2ðKÞ is described by the classical Peter–Weyl theorem.
Another well-known example is the decomposition of the quasiregular representa-
tion of a noncompact simple Lie group G acting in the L2 space on the Riemannian
symmetric space G=K :
Note that in the Peter–Weyl theorem, the spectrum of the decomposition is
discrete, while for L2ðG=KÞ the spectrum is continuous. The decomposition of
L2ðG=KÞ is described by a measure living on a region of dimension equal to the rank
of the space G=K :
The problems of decomposing the L2 space on G and on a pseudo-Riemannian
symmetric space G=H belong to the next levels of difﬁculty.
In the present paper and the next one (joint with Borodin [12]) we deal with the
problem of harmonic analysis in a totally different situation. The novelty is that the
group is no longer compact or locally compact, its dual space has inﬁnite dimension,
and the decomposition into irreducibles is governed by a measure with inﬁnite-
dimensional support.
Our main result (established in [12]) is an explicit description of measures which
arise in this way (we call them spectral measures). The description is given in the
language of stochastic point processes. These probabilistic objects have never
emerged in classical representation theory. However, they happen to be an adequate
tool for groups with inﬁnite-dimensional dual.
The present paper contains results of two kinds:
First, we construct a family of representations which we consider as ‘‘natural’’
ones. In our situation, when the group is not locally compact, the conventional
deﬁnition of a regular representation (or a quasi-regular representation associated
with a homogeneous space) is not applicable directly. This forces us to choose
another, more sophisticated, way to produce representations.
Second, we prove necessary general theorems concerning the spectral measures
with inﬁnite-dimensional support.
This ﬁnally allows us to convert the problem of harmonic analysis to an
asymptotic problem of the form which is typical for random matrix theory or
asymptotic combinatorics. We are lead, however, to a new model, which was not
previously examined.
We proceed now to a more detailed description of the contents of the present
paper.
(b) The group: Consider the chain of the compact classical groups UðNÞ; N ¼
1; 2;y; which are embedded one into another in a natural way, and let UðNÞ
be their union. Equivalently, elements of UðNÞ are inﬁnite unitary matrices
U ¼ ½Uij; where the indices i; j take values 1; 2;y; and we assume that Uij ¼ dij
for i þ j large enough. The group UðNÞ is one of the fundamental examples of
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inductive limit groups (another such example is SðNÞ; the union of the ﬁnite
symmetric groups).
Following the philosophy of [28,30], we form a ðG; KÞ-pair, where G is the group
UðNÞ  UðNÞ and K is the diagonal subgroup in G; isomorphic to UðNÞ: This is a
Gelfand pair in the sense of [30].
(c) Representations and characters: We are dealing with unitary representations T
of the group G possessing a distinguished cyclic K-invariant vector x: Such
representations are called spherical representations of the pair ðG; KÞ: They are
completely determined by the corresponding matrix coefﬁcients cðÞ ¼ ðTðÞx; xÞ:
The c’s are called the spherical functions. These are certain K-biinvariant functions
on G; which can be converted (via restriction to the subgroup UðNÞ  fegCG) to
certain central functions w on UðNÞ: The functions w thus obtained are called the
characters of the group UðNÞ: The correspondence T2w makes it possible to
employ both languages, that of spherical representations and that of characters, each
of which has its own merits. To irreducible representations T correspond extreme
characters w (i.e., extreme points in the convex set of all characters). Irreducible
spherical representations of ðG; KÞ and extreme characters of UðNÞ admit a
complete description. They depend on countably many continuous parameters.
(d) How to get ‘‘natural’’ representations: Set GðNÞ ¼ UðNÞ  UðNÞ and let KðNÞ
be the diagonal in GðNÞ; N ¼ 1; 2;y : The homogeneous space GðNÞ=KðNÞ can be
identiﬁed with the group space UðNÞ; and then the action of GðNÞ on GðNÞ=KðNÞ
turns into the two-sided action of UðNÞ on itself. Let RegN denote the quasi-regular
representation of GðNÞ in L2ðGðNÞ=KðNÞÞ: This is nothing else than the biregular
representation of the compact group UðNÞ whose decomposition is determined by
the Peter–Weyl theorem.
We seek for a counterpart RegN of the representations RegN for the pair ðG; KÞ:
As was mentioned above, there is no good measure on G=K ; hence no space
L2ðG=KÞ: To overcome this difﬁculty, two general recipes are known. First, to
embed representations RegN in each other and then to deﬁne RegN as the inductive
limit representation RegN : Second, to embed G=K into an appropriate G-
space G=K possessing an invariant (or quasiinvariant) measure m and then to realize
RegN in L
2ðG=K ; mÞ:
A realization of any of these recipes is by no means an automatic exercise:
A subtle point of the inductive limit construction is that there are many
different embeddings iN : RegN-RegNþ1 for each N; and the limit representation
RegN highly depends of the chain fiNg chosen. Trying all the possible chains fiNg
one gets too many limit representations, so that a ﬁne selection rule must be
imposed.
As for the second way, we have to guess what the ambient space G=K should be.
With G=K speciﬁed, we next have to ﬁnd good measures m (and moreover, to select
some 1-cocycles that are also involved in the construction).
We employ both methods and ﬁnally get a family fTzwg of representations
depending on two complex parameters z; w such that Rðz þ wÞ4 1
2
: We believe
that the representations Tzw are ‘‘natural’’ objects of harmonic analysis.
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The space G=K is constructed as follows. We deﬁne certain projections of the
group spaces UðNÞ-UðN  1Þ; where N ¼ 2; 3;y; and then take the projective
limit space U ¼ lim
-
UðNÞ: This is our G=K :
(e) Gelfand–Tsetlin graph and coherent systems: The Gelfand–Tsetlin graph is a
convenient tool for writing characters of UðNÞ: The vertices of the graph symbolize
the irreducible representations of various groups UðNÞ while the edges encode the
inclusion relations between irreducible representations of UðNÞ and UðN þ 1Þ: By
GTN we denote the subset of vertices corresponding to irreducibles of UðNÞ;
elements of GTN are identiﬁed with dominant weights for UðNÞ; i.e., these are N-
tuples l ¼ ðl1X?XlNÞ of integers.
Given a character w of UðNÞ; we can expand its restriction to the subgroup UðNÞ
into a convex combination of the functions wlðÞ=wlðeÞ; where wl stands for the
irreducible character (in the conventional sense) of UðNÞ; indexed by lAGTN : The
coefﬁcients PNðlÞ of this expansion determine a probability distribution PN on the
discrete set GTN :
In this way, we get a bijection w2fPNgN¼1;2;y between characters w and certain
sequences fPNg of probability distributions. These sequences are called coherent
systems, because, for any N; the distributions PN and PNþ1 are connected by a
certain ‘‘coherency relation’’.
(f) The characters wzw and their analytic continuation: Having constructed the
representations Tzw; we proceed to the corresponding characters wzw: We evaluate
them in terms of the associated coherent systems fPNg: The expressions that we get
for PN make sense, via analytic continuation, for a larger set of parameters.
Speciﬁcally, let z; z0; w; w0 be the coordinates in C4; and let D be the open half-
space in C4 determined by the inequality Rðz þ w þ z0 þ w0Þ4 1: We exhibit an
‘‘admissible subset’’ DadmCD of real dimension 4, containing as a proper subset all
the quadruples ðz; z0; w; w0ÞAD with z0 ¼ %z; w0 ¼ %w; and such that for any quadruple
ðz; z0; w; w0ÞADadm; the following formulas provide a coherent system:
PNðl j z; z0; w; w0Þ
¼ ðSNðz; z0; w; w0ÞÞ1 
Y
1piojpN
ðli  lj þ j  iÞ2
ðj  iÞ2

YN
i¼1
1
Gðz  li þ iÞGðz0  li þ iÞGðw þ N þ 1þ li  iÞGðw0 þ N þ 1þ li  iÞ;
where N ¼ 1; 2;y; l ranges over GTN ; and SNðz; z0; w; w0Þ is a normalization
constant:
SNðz; z0; w; w0Þ
¼
YN
i¼1
Gðz þ z0 þ w þ w0 þ iÞ
Gðz þ w þ iÞGðz þ w0 þ iÞGðz0 þ w þ iÞGðz0 þ w0 þ iÞGðiÞ:
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Thus, to any ðz; z0; w; w0ÞADadm; we may assign a character wz;z0;w;w0 : The initial
characters wzw ¼ wz;%z;w; %w form the ‘‘principal series’’, and the remaining characters
belong to its analytic continuation. The whole picture resembles the conventional
principal, complementary and degenerate series for semi-simple Lie groups, so that
we even employ this terminology. However, in our context, these concepts refer not
to (generically) irreducible representations, as in the conventional context, but to
highly reducible ones.
Note that the construction of the coherent systems implies a curious summation
formula, X
l1X?Xln
l1;y;lNAZ
PNðl j z; z0; w; w0Þ ¼ 1:
In the simplest case N ¼ 1 it looks asX
kAZ
1
Gðz  k þ 1ÞGðz0  k þ 1ÞGðw þ k þ 1ÞGðw0 þ k þ 1Þ
¼ Gðz þ z
0 þ w þ w0 þ 1Þ
Gðz þ w þ 1ÞGðz þ w0 þ 1ÞGðz0 þ w þ 1ÞGðz0 þ w0 þ 1Þ;
which is equivalent to a classical identity due to Dougall, see [1, Chapter 2, Theorem
2.8.2 and Exercise 42(b); 17, Section 1.4].
(g) Abstract theorems on spectral measures: Let us return now to extreme
characters. There is a bijective correspondence wðoÞ2o between extreme characters
and points o of an inﬁnite-dimensional ‘‘region’’
OCR4Nþ2 ¼ RN  RN  RN  RN  R R:
For the functions wðoÞðUÞ; where UAUðNÞ; there is a remarkable explicit formula
due to Voiculescu (see (1.2)).
Our ﬁrst ‘‘abstract’’ theorem says that for any character w; there exists a unique
probability measure P on O such that
wðUÞ ¼
Z
O
wðoÞðUÞPðdoÞ; UAUðNÞ:
We call P the spectral measure of w: Conversely, any probability measure P on O is a
spectral measure for a certain w: This result is a reﬁnement of a theorem due to
Voiculescu [44]. It provides a nice general description of the whole set of characters.
The next result shows that spectral measures can be, in principle, computed.
Speciﬁcally, we deﬁne, for any N ¼ 1; 2;y; an embedding GTN+O such that the
image of GTN looks as a discrete approximation of O; which becomes more and
more exact as N-N:
Now let w be an arbitrary character, fPNg be the corresponding coherent system,
and P be the spectral measure of w: Then, according to the second ‘‘abstract’’
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theorem, we have P ¼ limN-N PN ; where we identify PN with its pushforward under
the embedding GTN+O:
(h) The problem of harmonic analysis on UðNÞ: Now we are in a position to state
this problem explicitly:
Let w ¼ wz;z0;w;w0 ; where ðz; z0; w; w0ÞADadm; and let fPNg be the corresponding
coherent system. Recall that PN ¼ PNð j z; z0; w; w0Þ is a probability measure on
GTN ; given by the explicit formula above. Let us carry over PN to the space O: Then
the problem consists in evaluating the limit of the measures PN in the ambient space
O as N-N:
(By virtue of the ‘‘abstract’’ theorems above, the limit always exists and coincides
with the spectral measure.)
The solution to the problem is presented in the next paper [12].
(i) Connections with infinite random matrices [11]: Let H be the space of all inﬁnite
Hermitian matrices and let UðNÞ act on H by conjugations. There is a parallelism:
 Characters w of UðNÞ  Invariant probability measures M on H
 Extreme characters wðoÞ; indexed
by points o of a region OCR4Nþ2
 Ergodic invariant measures MðoÞ; in-
dexed by points o of a region OCR2Nþ2
 Decomposition
w ¼ RO wðoÞPðdoÞ; where P is a
probability measure on OCR4Nþ2
 Decomposition M ¼ RO MðoÞPðdoÞ;
where P is a probability measure on
OCR2Nþ2:
 Distinguished characters w ¼ wzw;
where z; wAC;Rðz þ wÞ4 1
2
 Distinguished invariant measures M ¼
mðsÞ where sAC;Rs4 1
2
 The problem of computing the
spectral measures P for
distinguished characters w
 The problem of computing the spectral
measures P for distinguished measures M
And so on.
In the paper [11], we constructed the distinguished measures mðsÞ and computed
their spectral measures. The whole theory of UðNÞ-invariant measures can be
viewed as a simpliﬁed version of the theory of characters.
On the other hand, the results of [11] are directly used in the present paper: the
space U mentioned above in subsection (d) can be identiﬁed (within a negligible
subset) with the space H; and the measures m involved in the construction of the
representations Tzw are nothing else than the measures m
ðsÞ:
(j) Characters of SðNÞ: As was mentioned above, the group SðNÞ; the union of
ﬁnite symmetric groups SðnÞ; is another fundamental example of an inductive limit
group. The representation theories of the both groups, UðNÞ and SðNÞ; reveal deep
analogies and links. Of course, in the classical representation theory, it is well known
that representations of the groups SðnÞ and UðNÞ are connected by the Schur–Weyl
duality. But in the case of inﬁnite dimension the connections between the symmetric
and unitary groups turn out to be much closer.
The problem of harmonic analysis on SðNÞ was stated in Kerov–Olshanski–
Vershik [21] and then further developed in a cycle of papers by Borodin and
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Olshanski, see [2–5,8–10,32–34] and also [6,7]. The construction [21] of the
‘‘generalized regular representations’’ Tz served as a guiding example for the
construction of the representations Tzw in the present paper. Further, the experience
of our work on the spectral measures for SðNÞ helped us very much in the work
[12].
(k) Generalization to other ðG; KÞ-pairs. Works of Pickrell [37] and Neretin [25]:
The ðG; KÞ-pair ðUðNÞ  UðNÞ; diagonal UðNÞÞ is a representative of the family
of ten ðG; KÞ-pairs, which come from the ten classical series of compact Riemannian
symmetric spaces. This family is a natural framework for developing representation
theory (see [23,28,30]) and, in particular, harmonic analysis. In the pioneer work
[37], Pickrell considered the pair G ¼ lim
-
Uð2NÞ; K ¼ lim
-
UðNÞ  UðNÞ; which
corresponds to the series of complex Grassmanians Uð2NÞ=UðNÞ  UðNÞ: He
constructed the ambient space G=K as a projective limit of Grassmannians and
deﬁned a family of measures m which give rise to ‘‘natural’’ representations.
Pickrell’s construction was the starting point of [21] and of the present paper. In the
recent paper by Neretin [25], Pickrell’s construction is carried over to all ten pairs.
Note that, as compared with Pickrell’s results, our construction of the
representations Tzw incorporates a few new observations.
First, following [21], we introduce a complex parameter instead of a real one (the
idea is to employ a wider family of cocycles for an action of the group G). It is worth
noting that the same generalization makes sense for all ten pairs ðG; KÞ mentioned
above.
Second, for our pair ðG; KÞ; it is actually possible to introduce two complex
parameters z; w: This (nonevident) fact was prompted by Neretin’s results on Hua-
type integrals, see [24,25].
Third, we observe that the construction of the representations Tzw makes sence for
all z; wAC: But for Rz þ Rwp 1=2 we get representations without a distinguished
K-invariant vector. It would be interesting to study these representations.
1. Characters
Deﬁnition 1.1. Let K be a topological group. By a character of K we mean any
continuous complex-valued function w on K satisfying the following three
conditions:
(i) w is central, i.e., constant on conjugacy classes;
(ii) w is positive deﬁnite, i.e., for any ﬁnite collection g1;y; gn of elements of K ; the
n  n matrix ½wðg1j giÞ1pi;jpn is Hermitian and nonnegative;
(iii) w is normalized at the unit element, i.e., wðeÞ ¼ 1:
LetXðKÞ denote the set of the characters of K : Evidently,XðKÞ is a convex set. Its
extreme points are called extreme (or indecomposable) characters1.
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Example 1.2. Let K be a ﬁnite group or, more generally, a compact separable group,
and let Kˆ be its dual space, i.e., the set of equivalence classes of irreducible
representations. Then Kˆ is a ﬁnite or a countably inﬁnite set. Let l range over Kˆ and
wl denote the irreducible character corresponding to l (i.e., the trace of an irreducible
representation in the class l). The extreme characters of K in the sense of Deﬁnition
1.1 are exactly the normalized irreducible characters
*wlðgÞ ¼ w
l
wlðeÞ; lAKˆ ; ð1:1Þ
while general characters wAXðKÞ are convex combinations of the extreme ones,
w ¼
X
lAKˆ
PðlÞ*wl; PðlÞX0;
X
lAKˆ
PðlÞ ¼ 1:
Thus, the set XðKÞ is a simplex with vertices indexed by lAKˆ :
In the example above the setXðKÞ is large enough to separate conjugacy classes. If
K is not compact it may well happen that XðKÞ is very small (e.g., is exhausted by
the function w  1). Actually, the class of groups K with XðKÞ large enough is rather
restricted. However, it includes important examples leading to a rich theory.
In the present paper we take as K the infinite-dimensional unitary group, which is
deﬁned as
UðNÞ ¼
[
NX1
UðNÞ;
where UðNÞ is the group of N  N unitary matrices. The embedding
UðNÞ+UðN þ 1Þ is deﬁned as follows: we identify UðNÞ with the subgroup in
UðN þ 1Þ ﬁxing the ðN þ 1Þth basis vector. Equivalently, UðNÞ is the group of
inﬁnite unitary matrices U ¼ ½Uij ; i; j ¼ 1; 2;y; with ﬁnitely many matrix entries
Uij distinct from dij:
We equip UðNÞ with the inductive limit topology (i.e., a function on UðNÞ is
continuous if its restriction to each subgroup UðNÞ is continuous). Note that UðNÞ
is not locally compact.
First, let us describe the conjugacy classes in UðNÞ: Recall that the conjugacy
classes in UðNÞ are parametrized by spectra of unitary matrices, that is, by
unordered N-tuples u1;y; uN of complex numbers with modulus 1. In this notation,
the embedding UðNÞ+UðN þ 1Þ is described as ðu1;y; unÞ/ðu1;y; uN ; 1Þ: Thus,
the conjugacy classes in UðNÞ can be parametrized by countable collections of
complex numbers ðu1; u2;yÞ such that juij ¼ 1 and only ﬁnitely many of ui’s are
different from 1; the ordering of ui’s is unessential. As a representative of a conjugacy
class indexed by ðu1; u2;yÞ one can take the diagonal matrix diagðu1; u2;yÞ:
To describe the extreme characters of UðNÞ we need some notation.
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Let RN denote the product of countably many copies of R; and set
R4Nþ2 ¼ RN  RN  RN  RN  R R:
Let OCR4Nþ2 be the subset of sextuples
o ¼ ðaþ; bþ; a; b; dþ; dÞ
such that
a7 ¼ ða71 Xa72 X?X0ÞARN; b7 ¼ ðb71 Xb72 X?X0ÞARN;XN
i¼1
ða7i þ b7i Þpd7; bþ1 þ b1p1:
Set
g7 ¼ d7 
XN
i¼1
ða7i þ b7i Þ
and note that gþ; g are nonnegative.
To any oAO we assign a function wðoÞ on UðNÞ:
wðoÞðUÞ ¼
Y
uASpectrumðUÞ
eg
þðu1Þþgðu11Þ
(
YN
i¼1
1þ bþi ðu  1Þ
1 aþi ðu  1Þ
1þ bi ðu1  1Þ
1 ai ðu1  1Þ
)
: ð1:2Þ
Here U is a matrix from UðNÞ and u ranges over the set of its eigenvalues. All but
ﬁnitely many u’s equal 1, so that the product over u is actually ﬁnite. The product
over i is convergent, because the sum of the parameters is ﬁnite.
Theorem 1.3. The functions wðoÞ; where o ranges over O; are exactly the extreme
characters of the group UðNÞ:
The coordinates a7i ; b
7
i ; and g
7 (or d7) are called the Voiculescu parameters of
the extreme character wðoÞ: Theorem 1.3 is similar to Thoma’s theorem which
describes the extreme characters of the inﬁnite symmetric group, see [20,38,41,45].
The study of extreme characters of the group UðNÞ was initiated by Voiculescu
[44]. He proved (among other things) that all functions (1.2) are actually extreme
characters. The fact that Voiculescu’s list is exhaustive was established later by Boyer
[13] and by Vershik–Kerov [42]. They independently pointed out that Theorem 1.3 is
implied by old Edrei’s result [16] about two-sided totally positive sequences.
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On the other hand, Vershik and Kerov outlined in [42] another approach to
Theorem 1.3, based on the idea of approximating extreme characters by normalized
irreducible characters of the compact groups UðNÞ: The same idea was employed in
their previous work [41] on the inﬁnite symmetric group SðNÞ:
A detailed proof of Theorem 1.3 by Vershik–Kerov’s asymptotic method was
given much later by Okounkov–Olshanski [27] (this paper also contains more general
results). In a special case, a detailed proof was earlier given by Boyer [14].
Here are some comments to Voiculescu’s formula (1.2).
Remark 1.4. The simplest extreme characters are of the form wðUÞ ¼ detkðUÞ; where
kAZ: The corresponding parameters are as follows: all of them are equal to zero
except the ﬁrst jkj coordinates in bþ (if k40) or in b (if ko0), which are equal to 1.
Remark 1.5. Given a character w; deﬁne the function w#detkðÞ as the pointwise
product wðUÞdetkðUÞ). Then w#detkðÞ is a character, too. If w is extreme then
w#detkðÞ is extreme. In terms of Voiculescu’s parameters, tensoring with detðÞ
reduces to
bþ/ð1 b1 ; bþ1 ; bþ2 ;yÞ; b/ðb2 ; b3 ;yÞ:
Remark 1.6. Here is a comment to the condition bþ1 þ b1p1: Even if this condition
is dropped, Voiculescu’s formula still deﬁnes an extreme character. However, using
the identity
½1þ bþðu  1Þ½1þ bðu1  1Þ
¼ ½1þ ð1 bÞðu  1Þ½1þ ð1 bþÞðu1  1Þ;
we can always modify the beta parameters so that the condition bþ1 þ b1p1 will be
satisﬁed. With this condition imposed, no freedom to change the parameters
remains: if o1ao2 then wðo1Þawðo2Þ; see [27, Section 5, Step 3].
Remark 1.7. Let SUðNÞ denote the subgroup of the matrices UAUðNÞ with
determinant 1, i.e., SUðNÞ is the union of the groups SUðNÞ: Restricting any
character to SUðNÞ one gets a character of this group, and extreme characters
remain extreme. However, it may well happen that wðo1ÞjSUðNÞ equals wðo2ÞjSUðNÞ for
certain o1ao2: As parameters for the characters wðoÞjSUðNÞ one may take a7; g7;
and a multiset B in ½12; 12; which is obtained by mixing together bþ and b:
Speciﬁcally,
B ¼ fbþi  12gi¼1;2;y,fbj þ 12gj¼1;2;y:
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Given a point bAB; it is no longer possible to decide whether it comes from a
coordinate of bþ or of b:
Remark 1.8. On the set of all characters, there is a natural operation: pointwise
conjugation. For extreme characters, it reduces to the transposition
ðaþ; bþ; dþÞ2ða; b; dÞ:
Remark 1.9. One can check that functions (1.2) separate conjugacy classes in UðNÞ:
Remark 1.10. The reader might notice that each extreme character wðoÞ is a
multiplicative function with respect to a natural product on the set of conjugacy
classes of UðNÞ: taking disjoint union of two collections of eigenvalues. Such a
multiplicativity property holds for many other groups and can be established
independently of the classiﬁcation of extreme characters, see the survey [31].
2. Spherical and admissible representations
There are two ways to establish a connection between characters and unitary
representations:
First, extreme characters of a group K parametrize its ﬁnite factor representations,
i.e., unitary representations generating ﬁnite von Neumann factors. See, e.g.,
Thoma [39].
Second, extreme characters of K parametrize irreducible spherical representations
of the pair ðG; diag KÞ; where G ¼ K  K and diag K is the diagonal subgroup in G;
see [28,30, Theorem 24.5]. In these papers, it is also explained how to establish the
relationship between both kinds of representations directly.
In the present paper we are dealing with spherical representations. Below we
review basic facts concerning the correspondence between characters and spherical
representations, specialized to the particular case K ¼ UðNÞ: For proofs of the
claims stated below we refer to [30].
* Set G ¼ UðNÞ  UðNÞ and K ¼ diag UðNÞ: Let C denote the set of continuous
functions c on the group G that are K-biinvariant, positive deﬁnite, and
normalized at the unit element. Such functions will be called spherical functions.
The set C is convex.
* There exists a natural bijective correspondence w2c between characters
wAXðUðNÞÞ and spherical functions cAC; which is deﬁned as follows:
wðUÞ ¼ cðU ; 1Þ; cðU1; U2Þ ¼ wðU1U12 Þ; U ; U1; U2AUðNÞ:
* The correspondence w2c is an isomorphism of convex sets, so that extreme
characters exactly correspond to extreme spherical functions.
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* Any extreme function cAC is also extreme in a wider convex set, which is formed
by all (not necessarily K-biinvariant) positive deﬁnite normalized functions on G:
* By a spherical representation of ðG; KÞ we mean any pair ðT ; xÞ; where T is a
unitary representation of G and x is a ﬁxed cyclic unit K-invariant vector in the
Hilbert space of T : The vector x is called the spherical vector.
* There is a bijective correspondence c2ðT ; xÞ between spherical functions and
(equivalence classes of) spherical representations, deﬁned by
cðgÞ ¼ ðTðgÞx; xÞ; g ¼ ðU1; U2ÞAG:
Equivalently, there is a bijection w2ðT ; xÞ between characters and (equivalence
classes of) spherical representations, deﬁned by
wðUÞ ¼ ðTðU ; 1Þx; xÞ; UAUðNÞ:
* Under this bijection, extreme spherical functions (or extreme characters) exactly
correspond to irreducible spherical representations.
* In an irreducible spherical representation, the subspace of K-invariant vectors has
dimension 1.
Combining these claims with Theorem 1.3 we get the following
Corollary 2.1. Irreducible spherical representations of the pair ðG; KÞ; where
G ¼ UðNÞ  UðNÞ and K ¼ diag UðNÞ; are parametrized by the points oAO;
where the region OCR4Nþ2 is defined in Section 1.
An explicit realization of the irreducible spherical representations is given in
[29,30].
The class of spherical representations is part of a wider class of unitary
representations, which is deﬁned as follows.
Deﬁnition 2.2. Let G; K be as above and let Kn denote the subgroup of KCUðNÞ
constituted by matrices of the form
1n 0
0 *
 	
: A unitary representation T of the
group G is called an admissible representation of ðG; KÞ if the inductive limit of
subspaces of Kn-invariant vectors (as n-N) is dense in the Hilbert space of T :
It is readily proved that any spherical representation is admissible. A
(conjecturally, exhaustive) list of irreducible admissible representations, together
with their explicit realization, can be found in [29,30]. Each representation from this
list is speciﬁed by a point oAO and some additional discrete data. It is worth noting
that, although G is the product of two copies of UðNÞ; generic irreducible
admissible representations of ðG; KÞ are not tensor products of two irreducible
representations of UðNÞ:
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3. The representations Tz;w
In this section we construct a family of representations of the group G ¼
UðNÞ  UðNÞ depending on 2 complex parameters z; w:
Let us abbreviate
GðNÞ ¼ UðNÞ  UðNÞCG; KðNÞ ¼ diag UðNÞCK ; N ¼ 1; 2;y :
We consider UðNÞ as the homogeneous space KðNÞ\GðNÞ with the following right
action of GðNÞ:
ðU ; ðU1; U2ÞÞ/U12 UU1; UAUðNÞ; ðU1; U2ÞAGðNÞ:
Let NX2: Given a unitary matrix UAUðNÞ; write it in the block form
corresponding to the partition N ¼ ðN  1Þ þ 1:
U ¼ A B
C D
" #
;
so that D ¼ UNN is a complex number while A is a ðN  1Þ  ðN  1Þmatrix, and set
pNðUÞ ¼ A  Bð1þ DÞ
1
C; Da 1;
A; D ¼ 1:
(
Lemma 3.1. The map pN defines a projection UðNÞ-UðN  1Þ; which commutes with
the action of GðN  1Þ; that is, with left and right shifts by elements of UðN  1Þ:
We will call pN the canonical projection. The claim of the lemma is by no means
new (see, e.g., [25]). For the reader’s convenience we give a detailed proof below.
Proof. The fact that pN commutes with left and right shifts by elements of UðN  1Þ
is evident. Next, if D ¼ 1 then B ¼ 0; C ¼ 0; and A is a unitary matrix; therefore,
in this case pNðUÞAUðN  1Þ: It remains to prove that if Da 1 then the matrix
V ¼ A  Bð1þ DÞ1C is unitary.
Let GCCN"CN be the graph of U˜ ¼ A BC D
 	
; that is
G ¼ fx"y j xACN ; yACN ; y ¼ U˜xg:
Write
x ¼ x1"x2; y ¼ y1"y2; x1; y1ACN1; x2; y2AC1:
Intersect G with the hyperplane x2 ¼ y2 and denote by G1 the image of this
intersection under the projection
CN"CN-CN1"CN1; x"y/x1"y1:
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Clearly, G1 is described by the linear equations
y1
y2
" #
¼ A BC D
" #
x1
x2
" #
; y2 ¼ x2:
Or, equivalently,
y1 ¼ Ax1 þ Bx2; y2 ¼ Cx1  Dx2; y2 ¼ x2:
Excluding x2 and y2 from this system we conclude that G1 coincides with the graph
of V :
Since U˜ is unitary, we have ðx; xÞ ¼ ðy; yÞ for any x"yAG; or, equivalently,
ðx1; x1Þ þ jx2j2 ¼ ðy1; y1Þ þ jy2j2: Therefore, x2 ¼ y2 implies ðx1; x1Þ ¼ ðy1; y1Þ;
which means that V is unitary. &
Remark 3.2. The above interpretation of the projection pN in terms of graphs of
operators also works in the exceptional case D ¼ 1: More generally, it can be used
to describe the projection pM;N ¼ pMþ13?3pN from UðNÞ to UðMÞ for any MoN:
To do this we have to write the matrices UAUðNÞ in the block form corresponding
to the partition N ¼ M þ ðN  MÞ and then repeat the same argument.
Remark 3.3. The projection pN is continuous on the open subset of UðNÞ consisting
of matrices U with UNNa 1 but not on the whole group UðNÞ: Indeed, the ﬁrst
claim is evident. To demonstrate discontinuity, take N ¼ 2 and remark that
p2
cos j sin j
sin j cos j
" # !
¼ 1; cos ja 11; cos j ¼ 1:
(
Remark 3.4. The projection pM;N : UðNÞ-UðMÞ mentioned in Remark 3.2 is
connected with characteristic functions in the sense of Livs˘ic et al. Write UAUðNÞ in
the block form corresponding to the partition N ¼ M þ ðN  MÞ:
U ¼ A B
C D
" #
;
where A is of the size M  M: The matrix-valued function
fUðzÞ ¼ A þ zBð1 zDÞ1C
is called the characteristic function of U : it is an important invariant of the action of
the subgroup
gAUðNÞ j g ¼ 1M 0
0 *
" #( )
CUðN  MÞ
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on UðNÞ by conjugations. The function fUðzÞ is an inner function: jjfUðzÞjjo1 in
the open disk jzjo1 while fUðzÞAUðMÞ on the boundary jzj ¼ 1: See [23, Appendix
E] for further information and references to original papers. We have pM;NðUÞ ¼
fUð1Þ:
Although pN is not continuous on the whole UðNÞ; it is clearly a Borel map.
Hence, given a Borel measure on UðNÞ; we may project it to UðN  1Þ by means
of pN :
In particular, let mN denote the normalized Haar measure on UðNÞ: Then Lemma
3.1 implies that pN takes mN to an invariant probability measure on UðN  1Þ; that
is, to mN1:
Let D ¼ fDAC j jDjp1g denote the closed unit disk. Introduce a projection
eN : UðNÞ-D; U/D ¼ UNN :
This map is constant on double cosets modulo UðN  1Þ: Moreover, one can prove
that eN separates these cosets, i.e., if two matrices have the same ðN; NÞ-entry then
they belong to the same double coset modulo UðN  1Þ:
Denote by nN the image of mN under eN ; this is a probability measure on the disk D:
Lemma 3.5.
nNðdDÞ ¼ const ð1 jDj2ÞN2cðdDÞ;
where c is the Lebesgue measure on D:
Proof. This claim is well known. It can be deduced from the fact that nN coincides
with the image of the uniform measure on the ð2N  1Þ-dimensional sphere
fzACN j jz1j2 þ?þ jzN j2 ¼ 1g under the projection z/zNAD: &
Following [25, Section 1.2], we combine pN and eN into a single projection
p˜N : UðNÞ-UðN  1Þ  D:
Lemma 3.6. The image of mN under p˜N is mN1  nN :
Proof. Indeed, if UAUðNÞ and p˜NðUÞ ¼ ðV ; DÞ then, for any U1; U2AUðN  1Þ; we
have p˜NðU12 UU1Þ ¼ ðU12 VU1; DÞ: It follows that the pushforward of mN under p˜N
splits into the direct product of mN1 with a certain probability measure on D: Then
the latter measure must coincide with nN : &
Set HN ¼ L2ðUðNÞ; mNÞ and denote by RegN the (bi)regular representation of
GðNÞ in HN :
ðRegNðgÞf ÞðUÞ ¼ f ðU12 UU1Þ; fAHN ; UAUðNÞ; g ¼ ðU1; U2ÞAGðNÞ:
Next, introduce the subspace H0NCHN of functions depending only on p˜NðÞ:
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Lemma 3.7. H0N is a GðN  1Þ-invariant subspace, and we have a natural isometry
H0NCHN1#VN ; VN ¼ L2ðD; nNÞ:
Proof. Indeed, this follows from the deﬁnitions and Lemma 3.6. &
By Lemma 3.7, any unit vector vAVN determines an embedding RegN1-RegN ;
HN1{f/f#vAH0NCHN :
Fix two complex numbers z; w: Our next aim is to assign a meaning to the
expression
fz;wjNðUÞ ¼ detðð1þ UÞzð1þ U1ÞwÞ; UAUðNÞ:
To do this we need a preparation which concludes in Deﬁnition 3.10.
Let MatðN;CÞ denote the space of complex N  N matrices. For XAMatðN;CÞ
let RX ¼ 1
2
ðX þ X nÞ: We set
MatðN;CÞþ ¼ fXAMatðN;CÞ jRX40g;
MatðN;CÞ41 ¼ fXAMatðN;CÞ jRX4 1g ¼ 1þMatðN;CÞþ:
These are open domains in MatðN;CÞ; isomorphic to a matrix wedge.
Lemma 3.8. For any fixed zAC; the expression ð1þ X Þz makes sense for
XAMatðN;CÞ41 and defines a holomorphic map MatðN;CÞ41-GLðN;CÞ:
Moreover,
ð1þ X Þz  ð1þ XÞz0 ¼ ð1þ X Þzþz0 ; XAMatðN;CÞ41; z; z0AC:
Proof. Setting 1þ X ¼ Y we must prove that Y/Y z is a correctly deﬁned
holomorphic map MatðN;CÞþ-GLðN;CÞ:
First, remark that the spectrum of any matrix YAMatðN;CÞþ lies in the open
half-plane Cþ ¼ fz jRz40g: Indeed, let z be an eigenvalue of Y and va0 be any
eigenvector corresponding to z: By the deﬁnition of MatðN;CÞþ;
0oððY þ Y nÞv; vÞ ¼ zþ %z;
which means that zACþ:
Now we can deﬁne Y z via the functional calculus:
Y z ¼
Z
C
zzðz1 YÞ1dz;
ARTICLE IN PRESS
G. Olshanski / Journal of Functional Analysis 205 (2003) 464–524 479
where zz is correctly deﬁned in Cþ (we choose the branch taking value 1 at
z ¼ 1ACþ) and C is any simple contour in Cþ containing the spectrum of Y :
Clearly, Y z is nonsingular together with Y :
Now, to check the second claim it sufﬁces to remark that it obviously holds for
matrices X close to 0. &
Corollary 3.9. For any fixed zAC; the function X/detðð1þ X ÞzÞ is correctly defined
and holomorphic in MatðN;CÞ41: Moreover,
detðð1þ XÞzÞdetðð1þ XÞz0 Þ ¼ detðð1þ X Þzþz0 Þ;
XAMatðN;CÞ41; z; z0AC:
Note that, denoting by x1;y; xN the eigenvalues of X ; we have
detðð1þ XÞzÞ ¼
YN
k¼1
ð1þ xkÞz:
The right-hand side makes sense, because Rxk4 1: On the contrary, the
expression ðdetð1þ XÞÞz ¼ ðQð1þ xkÞÞz is ambiguous.
Deﬁnition 3.10. Let UðNÞ0CUðNÞ denote the set of unitary matrices which do not
have 1 as an eigenvalue. Note that UðNÞ0 ¼ UðNÞ-MatðN;CÞ41: By Corollary
3.9, the function
fz;wjNðUÞ ¼ detðð1þ UÞzð1þ U1ÞwÞ
is well deﬁned on UðNÞ0:
Equivalently, denoting by u1;y; uN the eigenvalues of U and assuming that none
of them equals 1; we have
fz;wjNðUÞ ¼
YN
k¼1
ð1þ ukÞzð1þ %ukÞw:
On the complement of UðNÞ0; which is a negligible set with respect to the Haar
measure, we agree to continue the function by 0.
Thus, we have deﬁned the function fz;wjN for any complex z; w and each N ¼
1; 2;y : In a few lemmas below we describe some special properties of these
functions which are used in the construction of the representations.
Lemma 3.11. Write arbitrary N  N matrices in block form according to the partition
N ¼ ðN  1Þ þ 1: The map
X ¼ A B
C D
" #
-X1 ¼ A  Bð1þ DÞ1C
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is correctly defined in the domain MatðN;CÞ41 and projects it onto the domain
MatðN  1;CÞ41:
Consequently, pN maps UðNÞ0 onto UðN  1Þ0:
Proof. First of all, note that XAMatðN;CÞ41 implies RD4 1; so that 1þ Da0
and the matrix X1 is well deﬁned.
Next, we use the argument and notation of Lemma 3.1. Consider the graph G of
the operator
A B
C D
 	
: In terms of G; the condition RX4 1 means
ðx1; x1Þ þ jx2j2 þ Rððx1; y1Þ  x2 %y2Þ40; x"yAG:
When x2 ¼ y2; this condition turns into
ðx1; x1Þ þ Rðx1; y1Þ40; x1"y1AG1;
which means that X1AMatðN  1;CÞ41:
Together with Lemma 3.1 this implies that pN maps UðNÞ0 to UðN  1Þ0: The
surjectivity is evident. &
Lemma 3.12. For any zAC and X ¼ A B
C D
 	
AMatðN;CÞ41 we have
detðð1þ XÞzÞ ¼ detðð1þ pNðXÞÞzÞ  ð1þ DÞz:
Proof. First of all, note that all the terms of this formula make sense. Indeed,
ð1þ XÞz is correctly deﬁned by Lemma 3.8, ð1þ pNðXÞÞz is correctly deﬁned by
virtue of Lemmas 3.8 and 3.11, and, ﬁnally, ð1þ DÞz is well deﬁned, because
RD4 1:
Next, we remark that these three terms are holomorphic functions in
XAMatðN;CÞ41: Hence, it sufﬁces to prove the formula when X is near zero.
Then we may interchange the symbol of determinant and exponentiation, thus
reducing the problem to the identity
detð1þ XÞ ¼ detð1þ pNðX ÞÞ  ð1þ DÞ;
which is equivalent to
det
1þ A B
C 1þ D
" #
¼ detðð1þ AÞ  Bð1þ DÞ1CÞ  ð1þ DÞ:
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This is a special case of the well-known identity for the determinant of a block matrix
(of an arbitrary format),
det
a b
c d
" #
¼ detða  bd1cÞ det d: &
As a corollary we get the following formula:
fz;wjNðUÞ ¼ fz;wjN1ðpNðUÞÞ  ð1þ DÞzð1þ %DÞw; ð3:1Þ
where
UAUðNÞ0; D ¼ UNN ¼ eNðUÞAD\f1g:
Lemma 3.13. The function D/ð1þ DÞzð1þ %DÞw is square integrable with respect to
the measure nN on the unit disk D provided that 2Rz þ 2Rw þ N40:
Assume that this condition is satisfied and let vz;wjN denote the above function viewed
as a vector of the Hilbert space VN ¼ L2ðD; nNÞ: Then we have
jjvz;wjN jj2 ¼
Z
D
jð1þ DÞzð1þ %DÞwj2nNðdDÞ ¼ GðNÞGðN þ z þ %z þ w þ %wÞGðN þ z þ %wÞGðN þ %z þ wÞ:
Proof. The measure nN is given by the formula of Lemma 3.5. Using it we getZ
D
jð1þ DÞzð1þ %DÞwj2nNðdDÞ
¼ const
Z
D
ð1þ DÞzþ %wð1þ %DÞ %zþwð1 jDj2ÞN2cðdDÞ;
where c denotes the Lebesgue measure. A way of calculating the latter integral is
given in [25, Section 1.8]. The constant is ﬁxed by the requirement that the whole
expression equals 1 for z ¼ w ¼ 0: &
Lemma 3.14. Assume that Rz þ Rw4 1
2
: Then the function fz;wjN belongs to the
Hilbert space HN ¼ L2ðUðNÞ; mNÞ; and
jjfz;wjN jj2 ¼
YN
k¼1
GðkÞGðk þ z þ %z þ w þ %wÞ
Gðk þ z þ %wÞGðk þ %z þ wÞ:
Proof. Using the identiﬁcation of two spaces indicated in Lemma 3.7 we can rewrite
formula (3.1) as
fz;wjN ¼ fz;wjN1#vz;wjN ; NX2:
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Note that our assumption on the parameters implies that 2Rz þ 2Rw þ N40 for
any N ¼ 2; 3;y (even for N ¼ 1). Consequently, vz;wjN is well deﬁned as a vector of
VN : Applying Lemma 3.13 we get that fz;wjN is square integrable provided that
fz;wjN1 is square integrable, and we have by recurrence
jjfz;wjN jj ¼ jjfz;wj1jj  jjvz;wj2jj?jjvz;wjN jj:
It remains to check that the function fz;wj1 is square integrable on Uð1Þ (the unit
circle) provided that Rz þ Rw4 1
2
; and
jjfz;wj1jj2 ¼
Gð1ÞGð1þ z þ %z þ w þ %wÞ
Gð1þ z þ %wÞGð1þ %z þ wÞ:
That is, denoting by jduj the Lebesgue measure on the unit circle juj ¼ 1;Z
juj¼1
ð1þ uÞzþ %wð1þ %uÞ %zþw jduj
2p
¼ Gð1ÞGð1þ z þ %z þ w þ %wÞ
Gð1þ z þ %wÞGð1þ %z þ wÞ:
This can be proved by the same argument as in [25, Section 1.8].
Note also that the value of the above integral coincides with the value of the
expression of Lemma 3.13 formally specialized at N ¼ 1: This coincidence has an
explanation. Indeed, consider the expression for the measure nN on the disk D given
in Lemma 3.5, and assume that the parameter N is a real number. Then, as N tends
to 1 from above, the measure degenerates to the uniform measure concentrated on
the unit circle. &
The above results make it possible to give the following deﬁnition.
Deﬁnition 3.15.
* Let us ﬁx arbitrary z; wAC: If N is large enough ðN4 2Rz  2RwÞ then the
vector vz;wjNAVN is well deﬁned, and we can normalize it by setting
v0z;wjN ¼
vz;wjN
jjvz;wjN jj
;
where the norm is given by Lemma 3.13.
* Deﬁne an isometric embedding Lz;wjN : HN1-HN using the identiﬁcation of
Lemma 3.7:
HN1{f/f#v0z;wjNAHN1#VNCH
0
NCHN : ð3:2Þ
It commutes with the action of GðN  1Þ: Consequently, we can form the
inductive limit Hilbert space H ¼ lim
-
HN and the natural unitary representation
lim
-
RegN in H: We denote it by Tz;w:
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* If Rz þ Rw4 12 then the functions fz;wjN are square integrable and we can
normalize them:
f 0z;wjN ¼
fz;wjN
jjfz;wjN jj
:
Then (3.2) implies existence of the inductive limit vector
xz;w ¼ lim- f
0
z;wjNAH:
It is K-invariant, because all the functions fz;wjN are constant on conjugacy classes.
* It is worth noting that the deﬁnition of this distinguished vector makes sense only
when Rz þ Rw4 1
2
:
Remark 3.16. Removing the normalization of the function vz;wjN we get a map
L˜z;wjN ; which differs from Lz;wjN by a scalar multiple and has the form
ðL˜z;wjNf ÞðUÞ ¼ f ðpNðUÞÞ vz;wjNðUNNÞ; UAUðNÞ:
It is worth noting that L˜z;wjN makes sense for any N; irrespective of the values of the
parameters z; w; and can be applied to any function f on UðN  1Þ: By virtue of
(3.1), we have
L˜z;wjN : fz;wjN1/fz;wjN :
Formula (3.2) describes the embedding Lz;wjN : HN1-HN : More generally, for
MoN (where M is large enough), we shall now describe the embedding
Lz;wjM;N : HM-HN ; Lz;wjM;N ¼ Lz;wjN3?3Lz;wjMþ1: ð3:3Þ
Write any UAUðNÞ in block form A B
C D
 	
according to the partition N ¼
M þ ðN  MÞ: Then D lies in the matrix ball DNM ; the set of complex matrices of
size ðN  MÞ  ðN  MÞ; with normp1: Generalizing the deﬁnitions of pN and eN ;
consider the maps
eM;N : UðNÞ-DNM ; U/D;
p˜M;N : UðNÞ-UðMÞ  DNM ; p˜M;N ¼ pM;N  eM;N ;
where pM;N was introduced in Remark 3.2 (if UAUðNÞ0 then
pM;NðUÞ ¼ A  Bð1þ DÞ1C). Let nM;N be the image of the Haar measure mN
under the map eM;N : UðNÞ-DNM ; and let VM;N denote the Hilbert space
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L2ðDNM ; nM;NÞ: Next, let H0M;NCHN ¼ L2ðUðNÞ; mNÞ be the subspace of functions
depending on p˜M;NðÞ only. As in Lemma 3.7, we have a natural isometry between
H0M;N and HM#VM;N ; we use it to identify these two spaces.
Set D0NM ¼ DNM-MatðN  MÞ41; this subset of DNM contains the interior
of the matrix ball. Generalizing the deﬁnition of the vector vz;wjN (see Lemma 3.13),
we introduce a function vz;wjM;N on DNM as follows:
vz;wjM;NðDÞ ¼
detðð1þ DÞzÞdetðð1þ %DÞwÞ; DAD0NM ;
0; DADNM\D0NM :
(
ð3:4Þ
Proposition 3.17. Let M be so large that the embeddings Lz;wjN are well defined for all
N4M: Fix N4M:
(i) The function vz;wjM;N defined in (3.4) lies in the Hilbert space VM;N ¼
L2ðDM;N ; nM;NÞ:
(ii) The embedding Lz;wjM;N defined in (3.3) maps HM into the subspace H0M;N of HN :
Under the identification H0M;N ¼ HM#VM;N ; this embedding has the form
Lz;wjN : f/f#v0z;wjM;N ; v
0
z;wjM;N ¼
vz;wjM;N
jjvz;wjM;N jj
:
Proof. From deﬁnition (3.3) it follows that
ðLz;wjNf ÞðUÞ ¼ f ðpM;NðUÞÞ gðUÞ; ð3:5Þ
where g is a certain function not depending on f : We shall prove that gðUÞ is
proportional to vz;wjM;NðeM;NðUÞÞ: It will follow that the image of Lz;wjN lies in
H0z;wjM;N and then all the claims of the proposition will become clear.
It is convenient to pass to the maps deﬁned in Remark 3.16. Then we get, similarly
to (3.3), a map L˜z;wjM;N ; which differs from Lz;wjM;N by a scalar multiple. Similarly to
(3.5), we have
ðL˜z;wjM;Nf ÞðUÞ ¼ f ðpM;NðUÞÞ *gðUÞ; ð3:6Þ
where *g is proportional to g: According to Remark 3.16, we may apply formula (3.6)
to any function f ; not necessarily a square integrable one. So, we may take f ¼
fz;wjM : By the last claim of Remark 3.16, L˜z;wjN takes fz;wjM to fz;wjN ; which implies
*gðUÞ ¼ fz;wjNðUÞ
fz;wjMðpM;NðUÞÞ
: ð3:7Þ
On the other hand, the same argument as in the proof of Lemma 3.12 shows that the
right-hand side is equal to vz;wjM;NðDÞ; where D ¼ eM;NðUÞADNM :
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Thus, *gðUÞ ¼ vz;wjM;NðDÞ: Since *g is proportional to g; this concludes the
proof. &
Theorem 3.18. All representations constructed in Definition 3.15 are admissible in the
sense of Definition 2.2.
Proof. Assume as above that M is a sufﬁciently large natural number, so that the
embedding HMCH is well deﬁned. By the very deﬁnition, the subspace
S
M HM is
dense in H:
On the other hand, denote by H 0M the subspace in H formed by all KM-invariant
vectors (recall that KMCKCUðNÞ is the subgroup of matrices of the form
1M 0
0 *
 	
; see Deﬁnition 2.2). The subspaces H 0M form an ascending chain (because
the subgroups KM form a descending chain). We must prove that
S
M H
0
M is dense in
H: To do this we shall prove that H 0M*HM :
For any N4M; let KMðNÞ denote the subgroup in KCUðNÞ that is the
intersection of KM with UðNÞ: Clearly, KMðNÞ is isomorphic to UðN  MÞ and we
have KM ¼
S
N4M KMðNÞ: Note that the function vz;wjM;N on the matrix ball DNM
is invariant with respect to conjugation by unitary matrices from UðN  MÞ: Note
also that, for any UAUðNÞ; the matrix pM;NðUÞ does not change when we conjugate
U by a matrix from KMðNÞCUðNÞ: Combining this with the description of the
embedding HM-HN we conclude that the vectors from HM are invariant with
respect to KMðNÞ: Since this holds for any N; it follows that all these vectors are KM -
invariant, i.e., HMCH 0M : &
Remark 3.19. The referee observed that the formula of Lemma 3.14 is similar to
formulas (6) and (7) in [19]. Actually, all these formulas are different special cases of
a more general integral:
Z
UðNÞ
detðð1þ UÞaÞdetðð1þ U1ÞbÞmNðdUÞ ¼
YN
k¼1
GðkÞGðk þ a þ bÞ
Gðk þ aÞGðk þ bÞ:
In Lemma 3.14, a ¼ %b ð¼ z þ %wÞ; while in [19], a ¼7b:
4. The space U of virtual unitary matrices and another description of the
representations Tz;w
The construction of the representations Tzw described in Section 3 is quite
similar to the second construction of the ‘‘generalized regular representations’’
Tz in [21]. In this section we present the counterpart of the ﬁrst construction
from [21].
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Deﬁnition 4.1. Let U ¼ lim
-
UðNÞ be the projective limit of the spaces UðNÞ; as
N-N; taken with respect to the projections pN : UðNÞ-UðN  1Þ: By analogy
with the space of virtual permutations from [21] we call U the space of virtual unitary
matrices.
By deﬁnition, a point of U is an arbitrary sequence x ¼ ðxNÞ; where xNAUðNÞ for
any N ¼ 1; 2;y; and pNðxNÞ ¼ xN1 for any NX2: We denote by pN the natural
projection map U-UðNÞ sending x to xN :
There is a natural embedding UðNÞ+U assigning to a matrix UAUðNÞ a
sequence x ¼ ðxNÞ such that xN ¼ U provided that N is so large that
UAUðNÞCUðNÞ: Thus, the image of UðNÞ in U consists of the stabilizing
sequences x ¼ ðxNÞ:
However, general elements of the space U cannot be interpreted as unitary
matrices.
Recall that the map pN is continuous on the open subset UðNÞ0CUðNÞ but
discontinuous on the whole space UðNÞ (Remark 3.3). This is an obstacle to
equipping the space U with a natural topology. However, pN certainly are Borel
maps, so that U has a natural Borel structure. We keep in mind this structure while
speaking of measures on U:
Deﬁnition 4.2. By Lemma 3.11, pN maps UðNÞ0 onto UðN  1Þ0; which makes it
possible to deﬁne the following subset in U:
U0 ¼ UðNÞ0CU:
Deﬁnition 4.3. A subset of U will be called negligible if for any N; its image under
pN :U-UðNÞ is a null set with respect to the Haar measure on UðNÞ:
For instance, U\U0 is a negligible set. Let us agree to identify functions on U that
coincide outside a negligible set. Let also agree that a function is well deﬁned on U if
it is deﬁned outside a negligible set.
Deﬁnition 4.4. We deﬁne a right action ðx; gÞ/x:g of the group G ¼ UðNÞ 
UðNÞ on the space U by
pNðx:gÞ ¼ U12 pNðxÞU1; xAU; gAðU1; U2ÞAG;
where N is so large that gAGðNÞ ¼ UðNÞ  UðNÞ: The correctness of this deﬁnition
follows from the basic equivariance property of the canonical projection pN ; see
Lemma 3.1.
In other words, this action arises from the right actions of the groups GðNÞ on the
spaces UðNÞ deﬁned in the beginning of Section 3. On UðNÞCU; this action
coincides with ðU ; ðU1; U2ÞÞ-U12 UU1: Note also that the action of the subgroup
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K ¼ diag UðNÞ arises from the actions of the groups UðNÞ on themselves by
conjugations.
Note that the shift of a negligible set by an element of G is negligible, too.
Deﬁnition 4.5. A function on U is called cylindrical if it has the form FðxÞ ¼
FNðpNðxÞÞ for a certain N and a certain function FN on UðNÞ: More generally, we
extend (in an evident way) this deﬁnition to functions deﬁned outside a negligible set.
Lemma 4.6. Let z; wAC; gAG; and xAU0-ðU0:g1Þ: If N is large enough then the
expression
fz;wjNðpNðx:gÞÞ
fz;wjNðpNðxÞÞ
does not depend on N:
Proof. Indeed, assume gAGðN  1Þ; and let us prove that the expression above does
not change when N is replaced by N  1: Recall that the function fz;wjN is the product
of two determinants (which correspond to the particular cases w ¼ 0 and z ¼ 0;
respectively). We shall check the above claim for the ﬁrst determinant; for the second
determinant it is proved similarly, so that the desired claim will follow.
Let X ¼ pNðxÞ and g ¼ ðU1; U2Þ; then pNðx:gÞ ¼ U12 XU1: Since gAGðN  1Þ; the
matrices U1; U2 lie in UðN  1Þ: It follows that pNðU12 XU1Þ ¼ U12 pNðXÞU1
(Lemma 3.1) and that the matrix entry D ¼ XNN does not change when X is replaced
by U12 XU1:
Then, applying Lemma 3.12, we get that the ratio
detðð1þ U12 XU1ÞzÞ
detðð1þ XÞzÞ
does not change when X is replaced by pNðX Þ; which concludes the proof. &
As a corollary we get
Proposition 4.7. Fix arbitrary z; wAC: For gAG and xAU; set
Cz;wðx; gÞ ¼ the stable value of
fz;wjNðpNðx:gÞÞ
fz;wjNðpNðxÞÞ
as N-N:
For any g; this is a correctly defined cylindrical function in x in the sense of Definition
4.5. Furthermore, Cz;wðx; gÞ possesses the multiplier property
Cz;wðx; g1ÞCz;wðx:g1; g2Þ ¼ Cz;wðx; g1g2Þ; xAU; g1; g2AG:
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Finally,
Cz;wð; gÞ  1 for gAK :
Proof. The ﬁrst claim follows from Lemma 4.6. The second claim is evident. The
third claim follows from the fact that the function fz;wjN on UðNÞ is central (constant
on conjugacy classes). &
Fix an arbitrary sAC with Rs4 1
2
: For each N ¼ 1; 2;y we consider a measure
mðsÞN on UðNÞ such that
mðsÞN ðdUÞ ¼
YN
k¼1
GðkÞGðk þ s þ %sÞ
Gðk þ sÞGðk þ %sÞ
 !1
j detðð1þ UÞsÞj2mNðdUÞ;
where, as above, mN is the normalized Haar measure on UðNÞ: When s ¼ 0; this
measure reduces to mN : Further, using the formula of Corollary 3.9 and Lemma 3.14,
we get that
mðsÞN ðdUÞ
mNðdUÞ
¼ jfz;wjNðUÞj
2
jjfz;wjN jj2
for any z; w such that z þ %w ¼ s:
This implies that mðsÞN is a probability measure. Since fz;wjN is central, m
ðsÞ
N is invariant
under the action of UðNÞ on itself by conjugations.
Lemma 4.8. The family fmðsÞN gNX1 is consistent with the projections pN ; i.e., the
pushforward of mðsÞN under pN is m
ðsÞ
N1:
Proof. Same reasoning, based on Lemma 3.12, as in the proof of Lemma 3.13. &
This makes it possible to give the following
Deﬁnition 4.9. For any sAC; Rs4 1=2; we denote by mðsÞ the projective limit of
the family fmðsÞN g as N-N: This is a probability Borel measure on U:
Note the following properties of the measures mðsÞ:
* mðsÞ is invariant with respect to the action of K on U;
* the measure m0 is the projective limit of the Haar measures mN ; consequently, it is
G-invariant;
* negligible sets are null sets with respect to any measure mðsÞ:
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Proposition 4.10. For any sAC with Rs4 1
2
; the measure mðsÞ is G-quasiinvariant. Its
Radon–Nikodym derivative
tsðx; gÞ ¼ m
ðsÞðdðx:gÞÞ
mðsÞðdxÞ ; xAU; gAG
is a cylindrical function in x: Moreover, for any complex z; w such that z þ %w ¼ s we
have
tsðx; gÞ ¼ jCz;wðx; gÞj2; xAU; gAG;
where Cz;wðx; gÞ is the multiplier introduced in Proposition 4.7.
Proof. Indeed, this follows from the deﬁnition of the measures mðsÞN and Proposition
4.7. &
Theorem 4.11. Let s; z; wAC be such that Rs4 1
2
; z þ %w ¼ s; and let Cz;wðx; gÞ be
the multiplier introduced in Proposition 4.7. The following formula defines a unitary
representation
%
Tz;w of the group G ¼ UðNÞ  UðNÞ in the Hilbert space
%
H ¼ L2ðU; mðsÞÞ:
ð
%
Tz;wðgÞf ÞðxÞ ¼ f ðx:gÞCz;wðx; gÞ; gAG; fA
%
H; xAU:
Further, the constant function 1AL2ðU; mðsÞÞ is a unit K-invariant vector in
%
H:
We call 1 the distinguished vector of the representation
%
Tz;w:
Proof. The correctness of the deﬁnition follows from Proposition 4.10, and the
second claim follows from the K-invariance property of the multiplier, see the last
claim of Proposition 4.7. &
Proposition 4.12. Let z; wAC and s ¼ z þ %w: Assume that Rs4 12: There exists a
Hilbert space isometry between the space
%
H of the representation
%
Tz;w and the space H
of the representation Tz;w constructed in Section 3; this isometry intertwines the
representations
%
Tz;w and Tz;w and takes the distinguished vector 1A
%
H to the
distinguished vector xz;wAH introduced in Definition 3.15.
Proof. Recall that H ¼ lim
-
HN ; where HN ¼ L2ðUðNÞ; mNÞ: On the other hand,
since mðsÞ ¼ lim
-
mðsÞN ; we have
%
H ¼ lim
- %
HN ; where
%
HN ¼ L2ðUðNÞ; mðsÞN Þ: For each
N ¼ 1; 2;y; the operator of multiplication by the function
f 0z;wjNðÞ ¼
fz;wjNðÞ
jjfz;wjN jj
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deﬁnes an isometry
%
HN-HN taking the constant function 1 to the vector f
0
z;wjN :
By the very construction, these isometries are consistent with the embeddings
%
HN-
%
HNþ1 and HN-HNþ1 and, consequently, deﬁne an isometry
%
H-H: Clearly,
the isometry
%
H-H takes 1 to xz;w: Moreover, again by the construction of
Theorem 4.11,
%
H-H is an intertwining operator between the representations
%
Tz;w
and Tz;w: &
Remark 4.13. The above results can be extended, with appropriate modiﬁcations, to
the case when z; w are arbitrary complex numbers (and s ¼ z þ %w; as usual). When
Rsp 1
2
; the measure mðsÞ is inﬁnite and the constant function 1 is not a vector of
%
H:
Recall that the deﬁnition of the distinguished vector xz;w also fails in this case. The
equivalence of Tz;w and
%
Tz;w remains valid for all values of the parameters.
5. Measures on the space of Hermitian matrices
Here we give another description of the measures mðsÞ which were introduced in
Section 4.
Let HermðNÞ denote the space of N  N complex Hermitian matrices.
Deﬁnition 5.1. We introduce a bijection U2X between UðNÞ0CUðNÞ and
HermðNÞ as follows:
U ¼ i  X
i þ X ; X ¼ i
1 U
1þ U ;
where i ¼ ﬃﬃﬃﬃﬃﬃ1p is identiﬁed with the scalar matrix i  1N : We call UðNÞ0-HermðNÞ
the Cayley transform and HermðNÞ-UðNÞ0 the inverse Cayley transform.
We deﬁne the projection p0N : HermðNÞ-HermðN  1Þ as the operation of
removing the Nth row and the Nth column from a N  N matrix.
Lemma 5.2. The following diagram is commutative:
Proof. Indeed, this is veriﬁed by a direct calculation. The easiest way is to use
the interpretation of pN in terms of graphs of operators, see the proof of
Lemma 3.2. &
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Proposition 5.3. The Cayley transform takes the Haar measure mN on UðNÞ0 to the
measure
mNðdXÞ ¼ const detð1þ XX nÞNcðdX Þ
on HermðNÞ: Here c denotes the Lebesgue measure.
More generally, for any sAC with Rs4 1
2
; the measure mðsÞN is transformed to the
measure
m
ðsÞ
N ðdXÞ ¼ const detðð1 iX ÞsÞdetðð1þ iX Þ%sÞdetð1þ XX nÞNcðdX Þ:
Proof. Direct computation. &
Note that for real values of s the latter expression can be simpliﬁed:
m
ðsÞ
N ðdX Þ ¼ const detð1þ X 2ÞsNcðdX Þ; sAR:
Corollary 5.4. Fix sAC; Rs4 1
2
: The measures m
ðsÞ
N with varying N are consistent
with the projections p0N :
Proof. Indeed, this follows from Lemma 5.2, Proposition 5.3, and the similar claim
for the measures mðsÞN : &
Of course, a direct veriﬁcation of Corollary 5.4 is also possible. For real values of s
it was ﬁrst carried out by Hua, see the proof of Theorem 2.1.5 in his remarkable
book [18].
The considerations above lead to the following
Deﬁnition 5.5. Let H denote the space of all inﬁnite Hermitian matrices. We may
view it as a projective limit space: H ¼ HermðNÞ: For any sAC with Rs4 1
2
;
the family fmðsÞN gN¼1;2;y deﬁnes a probability measure on the space H; which will be
denoted by mðsÞ and called the Hua–Pickrell measure (with parameter s).
The Hua–Pickrell measures are studied in detail in [11]. The measures with real
parameter s are exact counterparts of measures introduced by Pickrell [37] (instead
of H; he considered the space of all inﬁnite complex matrices).
The group UðNÞ operates on the space H by conjugations, and all the measures
mðsÞ are clearly invariant with respect to this action.
The Cayley transforms UðNÞ0-HermðNÞ (Deﬁnition 5.1) deﬁne a bijection
U0-H; which is an isomorphism of measures spaces ðU0; mðsÞÞ-ðH; mðsÞÞ for any s:
Since U\U0 is a negligible set, this can also be viewed as an isomorphism
ðU; mðsÞÞ-ðH; mðsÞÞ:
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Remark 5.6. The bijection U0-H takes the action of G on U to an action by
fractional-linear transformations on H: The transformation of a matrix XAH by an
element g ¼ ðU1; U2ÞAG has the form
X/ðXb þ dÞ1ðXa þ cÞ; a b
c d
" #
¼
U1þU2
2
i U1U2
2
i U1U2
2
U1þU2
2
" #
:
Given gAG; this transformation is deﬁned almost everywhere.
Remark 5.7. The above results can be extended to the case of an arbitrary complex
parameter s; cf. Remark 4.13. However, when Rsp 1=2; the measures become
inﬁnite.
6. The characters vz;w
Let w be a character of UðNÞ: Then, for each N ¼ 1; 2;y; the restriction of w to
UðNÞCUðNÞ is a character of UðNÞ (in the sense of Deﬁnition 1.1). According to
Example 1.2, we have
wjUðNÞ ¼
X
lAUðNÞ^
PNðlÞ*wl; ð6:1Þ
where PNðlÞ are nonnegative coefﬁcients whose sum is equal to 1, and *wl are the
normalized irreducible characters of UðNÞ; see (1.1). Note that the series converges
uniformly on UðNÞ; because j*wlðÞjp1:
Any character is uniquely determined by the collection of its coefﬁcients PNðlÞ:
Indeed, the coefﬁcients with ﬁxed N determine the restriction of the character to
UðNÞ; and if we know these restrictions for all N then we know the character itself.
Deﬁnition 6.1. Following the general scheme described in Section 2, we introduce a
family of characters attached to the representations Tz;w ; as follows. Let z; wAC
satisfy the condition Rz þ Rw4 1
2
ensuring the existence of the distinguished K-
invariant vector xz;w in the representation Tz;w; see Deﬁnition 3.15. We consider the
matrix coefﬁcient determined by this vector and then pass to the corresponding
character, which we denote by wz;w:
wz;wðUÞ ¼ ðTz;wðU ; 1Þxz;w; xz;wÞ; UAUðNÞ:
Lemma 6.2. Assume UAUðNÞCUðNÞ: Then
wz;wðUÞ ¼
1
jjfz;wjN jj2
Z
UðNÞ
fz;wjNðVUÞfz;wjNðVÞmNðdVÞ:
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Proof. By the very construction of the representations Tz;w; if UAUðNÞ then
wz;wðUÞ ¼ ðRegNðU ; 1Þf 0z;wjN ; f 0z;wjNÞ ¼
Z
UðNÞ
f 0z;wjNðVUÞf 0z;wjNðVÞmNðdVÞ;
which is equivalent to the desired formula. &
Our aim is to describe explicitly the expansion (6.1) of the characters wz;w:
We shall interpret the labels lAUðNÞ# of irreducible characters of UðNÞ as
signatures of length N; i.e., as ordered N-tuples of integers:
l ¼ ðl1X?XlNÞ; liAZ:
Theorem 6.3. Assume Rz þ Rw4 1
2
: Denote by Pz;wjNðlÞ the coefficients in
expansion (6.1) of the characters wz;w: We have
PNðl j z; wÞ ¼ ðSNðz; wÞÞ1
YN
i¼1
1
Gðz  li þ iÞGðw þ N þ 1þ li  iÞ
 2
Dim2NðlÞ; ð6:2Þ
where
SNðz; wÞ
¼
YN
i¼1
Gðz þ %z þ w þ %w þ iÞ
Gðz þ w þ iÞGðz þ %w þ iÞGð%z þ w þ iÞGð%z þ %w þ iÞGðiÞ; ð6:3Þ
and DimNðlÞ is the dimension of the irreducible character wl; given by Weyl’s formula:
DimNðlÞ ¼
Y
1piojpN
li  lj þ j  i
j  i :
The proof of Theorem 6.3 is partitioned into a few lemmas.
Note that the irreducible characters wl; where l ranges over UðNÞ#; form an
orthonormal basis in the subspace of HN ¼ L2ðUðNÞ; mNÞ constituted by central
functions. Therefore, there exists an expansion
fz;wjN ¼
X
lAUðNÞ#
cz;wjN wl
with certain coefﬁcients cz;wjN :
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Lemma 6.4. We have
PNðl j z; wÞ ¼
jcz;wjN j2
jjfz;wjN jj2
:
Proof. This follows from Lemma 6.2 and the formulaZ
UðNÞ
wlðVUÞwmðVÞmNðdVÞ ¼ dmn *wlðUÞ; l; mAUðNÞb;
which in turn follows from Schur’s orthogonality relations. &
Since the norm jjfz;wjN jj is known (Lemma 3.14), our problem is entirely reduced to
evaluating the coefﬁcients cz;wjN :
Lemma 6.5. Assume that
f1ðuÞ ¼
XN
l¼N
cðlÞul ; cðlÞAC
is a function on the unit circle juj ¼ 1: For any N ¼ 1; 2;y consider the following
function on UðNÞ; which is constant on conjugacy classes:
fNðUÞ ¼ f1ðu1Þ?f1ðuNÞ;
where U ranges over UðNÞ and ðu1;y; uNÞ denotes the spectrum of U : Expand fN in
the ‘‘Fourier series’’ on the irreducible characters,
fN ¼
X
lAUðNÞ#
cðlÞwl:
Then the ‘‘Fourier coefficients’’ cðlÞ are given by determinants of order N;
cðlÞ ¼ det½cðli  i þ jÞ1pi;jpN :
Proof. This is a well-known combinatorial fact, based on Weyl’s character formula.
See, e.g., [44, Lemme 2] or [18, Theorem 1.2.1]. &
Observe that, by Deﬁnition 3.10,
fz;wjNðdiag ðu1;y; uNÞÞ ¼ fz;wj1ðu1Þ?fz;wj1ðuNÞ
as in Lemma 6.5. By virtue of this lemma, the problem of evaluating the ‘‘Fourier
coefﬁcients’’ of fz;wjN is split into two parts: ﬁrst, calculate the Fourier coefﬁcients of
fz;wj1 and, second, calculate the above determinants.
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Lemma 6.6. The coefficients of the Fourier expansion
fz;wj1ðuÞ ¼
XN
l¼N
cz;wj1ðlÞul
have the form
cz;wj1ðlÞ ¼ Gð1þ z þ wÞGð1þ z  lÞGð1þ w þ lÞ:
Proof. Setting u ¼ eiy we have
cz;wj1ðlÞ ¼ 1
2p
Z p
p
ð1þ uÞzð1þ %uÞwul dy:
To evaluate this integral one can, e.g., reduce it to [17, 1.5 (30)]. See also [25]. &
Lemma 6.7. The determinants of Lemma 6.5 corresponding to the Fourier coefficients
of Lemma 6.6 can be explicitly calculated:
cz;wjNðlÞ ¼
YN
i¼1
Gðz þ w þ iÞGðiÞ
Gðz  li þ iÞGðw þ N þ 1þ li  iÞDimNðlÞ: ð6:4Þ
Proof. We will reduce the determinant in question to a known one, given in
[22, Lemma 3]:
det
Yj1
k¼1
ðxi þ akÞ
YN1
k¼j
ðxi þ bkÞ
" #N
i;j¼1
¼
Y
1piojpN
ðxi  xjÞ
Y
1pipjpN1
ðai  bjÞ: ð6:5Þ
To do this we abbreviate li ¼ li  i and we transform our determinant as follows:
cz;wjNðlÞ ¼ ðGð1þ z þ wÞÞ
NQN
i¼1 Gðz  li þ iÞGðw þ N þ 1þ li  iÞ
det½Aði; jÞ;
where
Aði; jÞ ¼ Gðz  liÞGðw þ N þ 1þ liÞ
Gð1þ z  li  jÞGðw þ 1þ li þ jÞ
¼ ðz  li  1Þyðz  li  j þ 1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
j1
 ðw þ N þ liÞyðw þ li þ j þ 1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Nj
:
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Then the reduction to (6.5) is carried out by setting
xi ¼ li; aj ¼ z þ j; bj ¼ w þ 1þ j:
Then, after simple transformations, we get (6.4). &
Proof of Theorem 6.3. Follows from the lemmas above and the formula for the norm
in Lemma 3.14. &
Remark 6.8. Note some symmetry properties of the characters wz;w:
* Conjugation:
wz;wðUÞ ¼ w %w;%zðUÞ; UAUðNÞ:
Indeed, this follows from Lemma 6.2 and the fact that
fz;wjNðUÞ ¼ f %w;%zjNðUÞ; UAUðNÞ:
* The character wz;w is invariant under the symmetries of the parameters generated
by z-%z and w- %w: Indeed, this follows at once from the corresponding symmetry
of the coefﬁcients PNðl j z; wÞ: Note that this fact is not obvious from the
construction of the characters wz;w:
* Let ln ¼ ðlN ;y;l1Þ denote the dual signature to l: this is the label of the
conjugate irreducible character wl: Another symmetry property of the coefﬁcients
PNðl j z; wÞ is as follows:
PNðl j z; wÞ ¼ PNðln j w; zÞ:
Theorem 6.3 is an analog of Proposition 4.8 in [37]. This theorem leads to an
important consequence for the representations Tz;w; cf. Lemma 4.5 in [37].
Corollary 6.9. Let z; wAC be such that Rz þ Rw4 1=2 and z; weZ: Then the
distinguished vector xz;w (see Definition 3.15) is cyclic.
Proof. Indeed, for nonintegral values of z; w; the coefﬁcients PNðl j z; wÞ are
nonvanishing for all N and all lAUðNÞ#: This implies that the vector fz;wjNAHN is a
cyclic vector of the representation RegN for any N: This concludes the proof. &
Remark 6.10. Another possible way of evaluating the coefﬁcients cz;wjN is to use
Neretin’s results, see [26].
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7. Other series of characters
For two signatures n and l; of length N  1 and N; respectively, write n!l if
l1Xn1Xl2Xn2X?XnN1XlN :
The relation n!l appears in the Gelfand–Tsetlin branching rule for the irreducible
characters of the unitary groups, see, e.g., [46]:
wljUðN1Þ ¼
X
n:n!l
wn:
Deﬁnition 7.1. The Gelfand–Tsetlin graph GT is a Zþ-graded graph whose Nth level
GTN consists of signatures of length N: Two vertices nAGTN1 and lAGTN are
connected by an edge if n!l: We agree thatGT0 consists of a single element denoted
as+; it is connected to all lAGT1:
Deﬁnition 7.2. For nAGTN1 and lAGTN ; where N ¼ 1; 2;y; set
qðn; lÞ ¼
DimN1 n
DimN l
; n!l;
0; nEl:
8><>:
This is the cotransition probability function of the Gelfand–Tsetlin graph; it satisﬁes
the relation X
nAGTN1
qðn; lÞ ¼ 1; 8lAGTN :
We agree that qð+; lÞ ¼ 1 for all lAGT1:
One can imagine that each edge ðn; mÞ of the graph GT is equipped with a label,
which is the positive number qðn; lÞ: Note that the Gelfand–Tsetlin branching rule is
equivalent to the relation
*wljUðN1Þ ¼
X
nAGTN1
qðn; lÞ*wn: ð7:1Þ
Deﬁnition 7.3. Assume that for each N ¼ 0; 1;y we are given a probability measure
PN on the discrete set GTN : The family fPNg is called a coherent system if
PN1ðnÞ ¼
X
lAGTN
qðn; lÞPNðlÞ; N ¼ 1; 2;y; nAGTN1: ð7:2Þ
Note that if PN is an arbitrary probability measure on GTN then (7.2) deﬁnes a
probability measure on GTN1 (indeed, this follows at once from the above relation
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for qðn; lÞ). Thus, in a coherent system fPNg; the Nth term is a reﬁnement of the
ðN  1Þth one.
Proposition 7.4. There exists a natural bijective correspondence w2fPNg between
characters of the group UðNÞ and coherent systems on the Gelfand–Tsetlin graph. The
correspondence is defined by the relations
wN ¼
X
lAGTN
PNðlÞ*wl; wN :¼ wjUðNÞ; N ¼ 1; 2;y : ð7:3Þ
Proof. Let w be a character of UðNÞ: We repeat the argument at the beginning of
Section 6. Since wN is a character of UðNÞ in the sense of Deﬁnition 1.1 ðN ¼
1; 2;yÞ; we get, according to Example 1.2, expansion (7.3), where PNðÞ is a
probability measure on GTN : Then relation (7.2) follows from (7.1) and the evident
relation wN jUðN1Þ ¼ wN1:
Conversely, let fPNg be a coherent system. We deﬁne by means of (7.3) a sequence
fwNg of characters of the groups UðNÞ: The coherency property (7.2) ensures that
wN jUðN1Þ ¼ wN1 for any N ¼ 2; 3;y; so that there exists a function w on UðNÞ
such that wjUðNÞ ¼ wN for all N ¼ 1; 2;y : Obviously, w is a character of UðNÞ: &
Using Proposition 7.4 we will construct new series of characters by analytic
continuation of formulas (6.2)–(6.3).
Let z; z0; w; w0 be complex parameters. For any N ¼ 1; 2;y and any lAGTN set
P0Nðl j z; z0w; w0Þ
¼ Dim2NðlÞ

YN
i¼1
1
Gðz  li þ iÞGðz0  li þ iÞGðw þ N þ 1þ li  iÞGðw0 þ N þ 1þ li  iÞ;
where DimN l was deﬁned in Section 6. Clearly, for any ﬁxed N and l;
P0Nðl j z; z0; w; w0Þ is an entire function on C4: This expression was obtained by
analytic continuation from the expression given in (6.2).
Set
D ¼ fðz; z0; w; w0ÞAC4 jRðz þ z0 þ w þ w0Þ4 1g:
This is a domain (a half-space) in C4:
Proposition 7.5. Fix an arbitrary N ¼ 1; 2;y : The series of entire functionsX
lAGTN
P0Nðl j z; z0; w; w0Þ ð7:4Þ
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converges in the domain D; uniformly on compact sets. Its sum is equal to
SNðz; z0; w; w0Þ
¼
YN
i¼1
Gðz þ z0 þ w þ w0 þ iÞ
Gðz þ w þ iÞGðz þ w0 þ iÞGðz0 þ w þ iÞGðz0 þ w0 þ iÞGðiÞ ð7:5Þ
Proof. Let us prove that for any lAGTN
jP0Nðl j z; z0; w; w0Þjpconst
YN
i¼1
ð1þ jlijÞRðzþz
0þwþw0þ2Þ; ð7:6Þ
uniformly on compact sets in D:
Indeed, using the formula ðGðzÞGð1 zÞÞ1 ¼ sinðpzÞ=p we get
1
Gðz  li þ iÞGðz0  li þ iÞGðw þ N þ 1þ li  iÞGðw0 þ N þ 1þ li  iÞ
¼ sinðpzÞsinðpz
0Þ
p2
Gðz þ 1þ li  iÞGðz0 þ 1þ li  iÞ
Gðw þ N þ 1þ li  iÞGðw0 þ N þ 1þ li  iÞ
¼ sinðpwÞsinðpw
0Þ
p2
Gðw  N  li þ iÞGðw0  N  li þ iÞ
Gðz  li þ iÞGðz0  li þ iÞ :
Suppose jlij-N: Then, applying the ﬁrst or the second equality above (depending
on whether lib0 or li50) and the asymptotic formula
lim
x-þN
Gða þ xÞ
Gðb þ xÞ ¼ x
ab; a; bAC;
we get
1
Gðz  li þ iÞGðz0  li þ iÞGðw þ N þ 1þ li  iÞGðw0 þ N þ 1þ li  iÞ
 
pconst ð1þ jlijÞRðzþz
0þwþw0þ2NÞ; ð7:7Þ
where the estimate is uniform on compact sets in D:
Next, Weyl’s formula implies that Dim2N l is a polynomial in l1;y; lN of degree
2N  2 with respect to each variable. Combining this fact with (7.7) we get (7.6).
Bound (7.6) ensures the convergence of series (7.4), uniformly on compact sets in
D; to a holomorphic function in D: It remains to show that this function coincides
with (7.5). To do this we remark that (7.5) is a holomorphic function coinciding with
the function SNðz; wÞ (see (6.3)) on the subset z0 ¼ %z;0 ¼ %w in D: For this subset, the
claim holds by virtue of Theorem 6.3. Clearly, this subset is a set of uniqueness for
holomorphic functions in D: This implies that the claim holds on the whole
domain D: &
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Note that in the special case N ¼ 1; the set GT1 is simply Z and the identityX
lAGT1
P01ðl j z; z0; w; w0Þ ¼ S1ðz; z0; w; w0Þ
is equivalent to the well-known Dougall’s formula, see [1, Chapter 2, Theorem 2.8.2
and Exercise 42(b); 17, Section 1.4].
Deﬁnition 7.6. The set of admissible values of the parameters z; z0; w; w0 is the subset
Dadm of the quadruples ðz; z0; w; w0ÞAD such that:
First, P0Nðl j z; z0; w; w0ÞX0 for any N and any lAGTN :
Second, for any N; the above inequality is strict at least for two different l’s.
A quadruple ðz; z0; w; w0Þ will be called admissible if it belongs to Dadm:
Consider the subdomain
D0 ¼fðz; z0; w; w0ÞAD j z þ w; z þ w0; z0 þ w; z0 þ w0a 1;2;yg
¼fðz; z0; w; w0ÞAD j SNðz; z0; w; w0Þa0g:
For any ðz; z0; w; w0ÞAD0 we set
PNðl j z; z0; w; w0Þ ¼ P
0
Nðl j z; z0; w; w0Þ
SNðz; z0; w; w0Þ ; N ¼ 1; 2;y; lAGTN : ð7:8Þ
Note that DadmCD0 (indeed, if ðz; z0; w; w0ÞADadm then SNðz; z0; w; w0Þ is strictly
positive), so that formula (7.8) makes sense for any admissible ðz; z0; w; w0Þ:
Proposition 7.7. For any ðz; z0; w; w0ÞAD0; expressions (7.8) satisfy the coherency
relation (7.2).
Proof. Plug in PN1ðnÞ ¼ PN1ðn j z; z0; w; w0Þ and PNðlÞ ¼ PNðl j z; z0; w; w0Þ to
(7.2). First of all, since 0pqðn; lÞp1; the series in the right-hand side of (7.2)
converges, uniformly on compact sets in D0; by virtue of Proposition 7.5. Then we
apply the same argument as in the proof of Proposition 7.5. Namely, we remark that
the relation holds provided that z0 ¼ %z; w0 ¼ %w; and then conclude that it must hold
for any ðz; z0; w; w0ÞAD0 by analytic continuation. &
Corollary 7.8. For any ðz; z0; w; w0ÞADadm; expressions (7.8) form a coherent system.
Hence, by Proposition 7.4, there exists a character wz;z0;w;w0 corresponding to this
coherent system.
Our aim is to describe the set Dadm explicitly.
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Deﬁne the subset ZCC2 as follows:
Z ¼Zprinc0Zcompl0Zdegen;
Zprinc ¼ fðz; z0ÞAC2\R2 j z0 ¼ %zg;
Zcompl ¼ fðz; z0ÞAR2 j (mAZ; moz; zom þ 1g;
Zdegen ¼ T
mAZ
Zdegen;m;
Zdegen;m ¼ fðz; z0ÞAR2 j z ¼ m; z04m  1; or z0 ¼ m; z4m  1g;
where ‘‘princ’’, ‘‘compl’’, and ‘‘degen’’ are abbreviations for ‘‘principal’’, ‘‘com-
plementary’’, and ‘‘degenerate’’, respectively. The terminology is justiﬁed by the
following lemma.
Lemma 7.9. Let ðz; z0ÞAC2:
(i) The expression ðGðz  k þ 1ÞGðz0  k þ 1ÞÞ1 is nonnegative for all kAZ if and
only if ðz; z0ÞAZ:
(ii) If ðz; z0ÞAZprinc0Zcompl then this expression is strictly positive for all kAZ:
(iii) If ðz; z0ÞAZdegen;m then this expression vanishes for k ¼ m þ 1; m þ 2;y and is
strictly positive for k ¼ m; m  1;y :
Proof. Assume ﬁrst that both z and z0 are nonintegral. Then the expression ðGðz 
k þ 1ÞGðz0  k þ 1ÞÞ1 does not vanish for any kCZ: Clearly, it is strictly positive for
all kAZ whenever ðz; z0Þ is in Zprinc or in Zcompl: Let us check the inverse claim.
Dividing Gðz  k þ 1ÞGðz0  k þ 1Þ by Gðz  kÞGðz0  kÞ we see that ðz  kÞðz0  kÞ
must be strictly positive for all kAZ: But this implies that ðz; z0Þ belongs either to
Zprinc or to Zcompl:
Thus, we have veriﬁed all the claims in the case when both z and z0 are nonintegral.
Now we shall do the same when at least one of them is integral. By virtue of the
symmetry z2z0; we may assume that z ¼ mAZ and z0am  1; m  2;y : Then the
expression ðGðz  k þ 1ÞGðz0  k þ 1ÞÞ1 vanishes for k ¼ m þ 1; m þ 2;y and does
not vanish for k ¼ m; m  1;y : If z0 is real and strictly greater than m  1 then the
expression is strictly positive for k ¼ m; m  1;y; because then both Gðz  k þ 1Þ
and Gðz0  k þ 1Þ are strictly positive. Conversely, let Gðz  k þ 1ÞGðz0  k þ 1Þ be
strictly positive for k ¼ m; m  1;y : As Gðz  k þ 1Þ ¼ Gðm  k þ 1Þ is strictly
positive, Gðz0  k þ 1Þ must be strictly positive, too ðk ¼ m; m  1;yÞ: Hence the
same holds for the ratio Gðz0  k þ 1Þ=Gðz0  k þ 2Þ: Therefore, z0  k þ 140 for all
k ¼ m; m  1;y; which implies z04m  1: This concludes the proof. &
Proposition 7.10. The set Dadm introduced in Definition 7.6 consists of the quadruples
ðz; z0; w; w0ÞAD satisfying the following two conditions: First, both ðz; z0Þ and ðw; w0Þ
belong to Z: Second, in the particular case when both ðz; z0Þ and ðw; w0Þ are in Zdegen;
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an extra condition is added: let k; l be such that ðz; z0ÞAZdegen;k and ðw; w0ÞAZdegen;l ;
then we require k þ lX1:
Proof. Let us abbreviate P0NðlÞ ¼ P0Nðl j z; z0; w; w0Þ:
Assume that the above two conditions on ðz; z0; w; w0ÞAD are satisﬁed and prove
that ðz; z0; w; w0ÞADadm: Indeed, examine in detail the possible cases. If none of the
parameters is integral then claim (ii) of Lemma 7.9 shows that P0NðlÞ is always
strictly positive. If ðz; z0ÞAZdegen;m while w; w0 are nonintegral then claim (iii) of
Lemma 7.9 (applied to the couple ðz; z0Þ) together with claim (ii) (applied to the
couple ðw; w0Þ) show that P0NðlÞ is strictly positive if l1pm and vanishes otherwise.
Likewise, if ðw; w0ÞAZdegen;m (for some mAZ) and z; z0 are nonintegral then P0NðlÞ is
strictly positive when lNX m and vanishes otherwise. Finally, if ðz; z0ÞAZdegen;k
and ðw; w0ÞAZdegen;l (with some k; lAZ) then P0NðlÞ is strictly positive if l satisﬁes the
inequalities kXl1X?XlNX l and vanishes otherwise. Since k4 l by the
second condition, these inequalities are satisﬁed by X2 different l’s. Hence we
conclude that in all cases ðz; z0; w; w0ÞADadm; as required.
Conversely, assume that ðz; z0; w; w0ÞADadm and prove that the above two
conditions hold. We will verify that ðz; z0ÞAZ: Then the similar claim concerning
ðw; w0Þ will follow by virtue of the symmetry property
P0Nðl1;y; lN j z; z0; w; w0Þ ¼ P0NðlN ;y;l1 j w; w0; z; z0Þ:
As for the second condition, k þ lX1; it follows from the argument above.
We need two simple lemmas.
Lemma 7.11. Assume that for a given N and a certain lAGTN the following two
conditions hold:
* lk :¼ ðl1  1; l2;y; lNÞAGTN ; i.e., l14l2 if NX2;
* P0NðlÞ40 and P0ðlkÞ40:
Then
ðz  l1 þ 1Þðz0  l1 þ 1Þ
ðw þ N þ l1  1Þðw0 þ N þ l1  1Þ40:
Proof. Indeed, the above expression coincides with the ratio P0NðlÞ=P0NðlkÞ: &
Lemma 7.12. Assume that for a given N and a certain lAGTN the following two
conditions hold:
* lm :¼ ðl1;y; lN1; lN þ 1ÞAGTN ; i.e., lN14lN if NX2;
* P0NðlÞ40 and P0ðlmÞ40:
Then
ðw þ lN þ 1Þðw0 þ lN þ 1Þ
ðz  lN þ N  1Þðz0  lN þ N  1Þ40:
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Proof. Indeed, the above expression coincides with the ratio P0NðlÞ=P0NðlmÞ: &
Now we resume the proof of Proposition 7.10. To prove that ðz; z0ÞAZ we will
examine in succession four possible cases.
Case 1: All parameters are nonintegral. Then P0NðlÞ is always nonzero, hence
we have PNðlÞ40 for all N and all lAGTN : Given N ¼ 1; 2;y and kAZ;
choose lAGTN such that l1 ¼ k and (if NX2) l14l2: Then, applying Lemma 7.11
we get
ðz  k þ 1Þðz0  k þ 1Þ
ðw þ N þ k  1Þðw0 þ N þ k  1Þ40:
Fix k and let N-N: Then
ðz  k þ 1Þðz0  k þ 1Þ
ðw þ N þ k  1Þðw0 þ N þ k  1ÞB
ðz  k þ 1Þðz0  k þ 1Þ
N2
40:
This implies ðz  k þ 1Þðz0  k þ 1Þ40: Since this inequality holds for any kAZ we
conclude that ðz; z0Þ belongs either to Zprinc or to Zcompl:
Case 2: At least one of the parameters z; z0 is integral and at least one of the
parameters w; w0 is integral, too. Then, using the symmetries z2z0 and w2w0; we
may assume, without loss of generality, that
z ¼ kAZ; z0ak  1; k  2;y; w ¼ lAZ; w0al  1; l  2;y:
Let N be arbitrary. We have: P0NðlÞ ¼ 0 whenever l14k or lNo l: Next, if
kXl1X?XlNX l then P0NðlÞa0: It follows that kX l and even more, k4 l;
because two different l’s with P0NðlÞ40 must exist.
Now we apply Lemma 7.11 to l ¼ ðk; k  1;y; k  1Þ: The assumptions of the
lemma are satisﬁed, and we get the same inequality as in Case 1 above. Moreover, as
z  k þ 1 reduces to 1, the same argument as above shows that z0  k þ 140; i.e.,
z04k  1: Hence, ðz; z0ÞAZdegen;k:
Case 3: At least one of the parameters z; z0 is integral while both w and w0 are
nonintegral. We may assume that z ¼ kAZ and z0ak  1; k  2;y : In this case,
P0NðlÞ does not vanish (and hence is strictly positive) whenever l1pk: Then we apply
the argument of Case 2 and get exactly the same conclusion.
Case 4: Both z; z0 are nonintegral while at least one of the parameters w; w0 is
integral. We may assume that w ¼ lAZ and w0al  1; l  2;y : Then we have
P0NðlÞ40 whenever lNX l: We apply ﬁrst Lemma 7.11, where we take any l such
that l1 ¼ l þ i with i ¼ 1; 2;y; and l2ol1 (if NX2). The same argument as above
then gives the inequalities
ðz þ l  i þ 1Þðz0 þ l  i þ 1Þ40; i ¼ 1; 2;y :
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Next, we apply Lemma 7.12, where we take any l such that lN ¼ l and
lN14lN (if NX2). This leads to the inequality
ðw  l þ 1Þðw0  l þ 1Þ
ðz þ l þ N  1Þðz0 þ l þ N  1Þ40; N ¼ 1; 2;y :
Applying the same trick as above ðN-NÞ we see that the numerator must be
strictly positive. But then the denominator must be strictly positive for any N: This
results in the inequalities
ðz þ l þ jÞðz0 þ l þ jÞ40; j ¼ N  1 ¼ 0; 1;y :
Combining these two families of inequalities we get that ðz þ kÞðz0 þ kÞ40 for any
kAZ; which means that ðz; z0Þ belongs either to Zprinc or to Zcompl:
This completes the proof of Proposition 7.10.
8. Topology on the space of extreme characters
Recall that there is a 1–1 correspondence between extreme characters of UðNÞ
and points of the set OCR4Nþ2; see Theorem 1.3 and Remark 1.6. The aim of this
section is to prove that this correspondence is a homeomorphism with respect to
natural topologies on both spaces, the space of extreme characters and the space O:
This result is used in the proof of Theorem 9.1, it is also of independent interest.
First, we have to deﬁne the topologies in question. Let us start with the space O:
We equip it with the product topology of the ambient space R4Nþ2: Since R4Nþ2 is a
separable metrizable space, so is O: From the deﬁnition of O it follows that this is a
locally compact space. Furthermore, for any positive constant c; the subset of the
form foAO j dþ þ dpcg is compact.
Now let us turn to the space of extreme characters. This is a subset of the space
XðUðNÞÞ of all characters. We equip XðUðNÞÞ with the topology of uniform
convergence on each of the compact subgroups UðNÞCUðNÞ; N ¼ 1; 2;y : Then
we restrict this topology to the subspace of extreme characters. It is readily seen that
the topological space thus obtained is separable and metrizable.
Theorem 8.1. The correspondence o/wðoÞ between the points oAO and the extreme
characters of the group UðNÞ is a homeomorphism with respect to the topologies
defined above.
Proof. Recall that any character wAXðUðNÞÞ is uniquely determined by the
coefﬁcients PNðlÞ of the expansions (7.3), where N ¼ 1; 2;y and l ranges over
GTN : It is readily seen that the topology of XðUðNÞÞ just deﬁned coincides with the
topology of simple convergence of these ‘‘Fourier coefﬁcients’’. Indeed, the crucial
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point here is that the coefﬁcients are nonnegative and each sum of the formP
PNðlÞ; where l ranges over GTN ; equals 1.
By virtue of the multiplicativity property of formula (1.2), the topology on
extreme characters is deﬁned by convergence of the coefﬁcients P1ðlÞ; where
lAGT1 ¼ Z: These are simply the ordinary Fourier coefﬁcients of the functions on
the unit circle in C; which are given by the expression in curved brackets in (1.2), i.e.,
F ðoÞðuÞ ¼ egþðu1Þþgðu11Þ
YN
i¼1
1þ bþi ðu  1Þ
1 aþi ðu  1Þ
1þ bi ðu1  1Þ
1 ai ðu1  1Þ
;
uAC; juj ¼ 1: ð8:1Þ
According to the remarks above, the claim of the theorem is equivalent to the
following one: in the set of functions of the form (8.1), the uniform convergence on
the unit circle (or, which is the same, the simple convergence of the Fourier
coefﬁcients) is equivalent to the convergence of the labels o in the space O: Let us
notice once again that the reformulation in terms of the convergence of the Fourier
coefﬁcients is possible because functions (8.1) are positive deﬁnite and normalized
at u ¼ 1:
We proceed in a few steps.
Step 1: Let us prove that the map o/F ðoÞ is continuous. Rewrite (8.1) in the form
ed
þðu1Þþdðu11Þ YN
i¼1
ð1þ bþi ðu  1ÞÞeb
þ
i ðu1Þ
ð1 aþi ðu  1ÞÞea
þ
i
ðu1Þ
ð1þ bi ðu1  1ÞÞeb

i ðu11Þ
ð1 ai ðu1  1ÞÞea

i
ðu11Þ ; ð8:2Þ
where we used the fact that g7 ¼ d7 Pða7i þ b7i Þ: It sufﬁces to show that the
inﬁnite product in (8.2) converges uniformly on u and ðaþ; bþ; a; bÞ; where u
ranges over the unit circle and the sum of the parameters a7i ; b
7
i is bounded by a
constant. This is reduced to the following elementary fact: the inﬁnite productQð1þ xiÞexpðxiÞ converges uniformly on any subset of CN of the form
fðxiÞACNj
P jxijpcg; where c is an arbitrary positive constant.
Note that without exponentials, the convergence is nonuniform. For this reason,
we cannot take g7 instead of d7: Note also that gþ and g are not continuous
functions of o:
Step 2: For oAO; set jjojj ¼ dþ þ d: We claim that the inverse map F ðoÞ-o is
continuous provided that o is subject to the restriction jjojjpc; where c is an
arbitrary positive constant. Indeed, this follows from the result of step 1, because any
subset of the form jjojjpc is compact. Here we use the fact that a bijective
continuous map of a compact space on a Hausdorff space is a homeomorphism.
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Step 3: For oAO; set
jjojj0 ¼ gþ þ g þ
X
aþi ð1þ aþi Þ þ
X
bþi ð1 bþi Þ þ
X
ai ð1þ ai Þ
þ
X
bi ð1 bi Þ:
Note that all summands are nonnegative and the sums are ﬁnite. Let ðonÞ be a
sequence of points of O such that the corresponding sequence of the functions F ðonÞ
is convergent. We claim that then jjonjj0 remains bounded.
Indeed, recall that any function of the form (8.1) is positive deﬁnite on the unit
circle and normalized at 1. Hence, it is the characteristic function (i.e., Fourier
transform) of a probability measure on Z: Since (8.1) is a real analytic function, the
corresponding measure possesses ﬁnite moments of any order. Note also that
the uniform convergence of characteristic functions on the unit circle is equivalent to
the weak convergence of the corresponding probability measures.
We will need the following.
Lemma (Okounkov and Olshanski [27, Lemma 5.2]). Let ðMnÞ be a sequence of
probability measures on Z (or, even more generally, on R) such that each Mn has finite
moment of order 4 and the sequence ðMnÞ weakly converges to a probability measure.
Assume that the second moments of Mn’s tend to infinity. Then the fourth moments
grow faster than the squares of the second moments.
Actually, we will use a corollary of the lemma.
Corollary. Let ðMnÞ be a sequence of probability measures on Z with finite 4th
moments, weakly convergent to a probability measure. Assume that for any n; the 4th
moment of Mn is bounded by the square of the 2nd moment times a constant which does
not depend on n: Then the 2nd moments are uniformly bounded.
Consider the functions GnðuÞ ¼ F ðonÞðuÞF ðonÞðuÞ: These are also positive deﬁnite
normalized functions on the unit circle, and the sequence ðGnÞ is uniformly
convergent by the assumption on the initial functions. Let Mn be the probability
measures corresponding to the functions Gn: Then the measures Mn weakly converge
to a probability measure. We will prove that these measures obey the assumption of
the corollary, which will imply the uniform boundedness of their second moments.
This, in turn, will imply that jjonjj0 remains bounded, as required.2
Let us realize this plan. Set u ¼ eiy: If M is a probability measure on Z and
GðuÞ ¼ GðeiyÞ is its characteristic function, then the 2nd and 4th moments of M are
equal, within number factors, to the 2nd and 4th coefﬁcients of the Taylor expansion
of the function GðeiyÞ; respectively.
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Given oAO; introduce new variables as follows
faig ¼ faþj ð1þ aþj Þg0fak ð1þ ak Þg;
fbig ¼ fbþj ð1 bþj Þg0fbk ð1 bk Þg; c ¼ gþ þ g:
Here the ordering of the variables ai; bi is unessential. In this notation we get, after a
simple computation,
F ðoÞðeiyÞF ðoÞðeiyÞ ¼ e2cðcos y1Þ
YN
i¼1
1þ 2biðcos y 1Þ
1 2aiðcos y 1Þ
¼ ecy2þ 112 cy4þ?
YN
i¼1
1 biy2 þ 112 biy4 þ?
1þ aiy2  112 aiy4 þ?
:
In this expression, the coefﬁcient of y2 equals
 c þ
X
ai þ
X
bi
 
¼ jjojj0 ð8:3Þ
and the coefﬁcient of y4 equals
1
12
c þ
X
ai þ
X
bi
 
þ 1
2
c2 þ
X
a2i
þ e2ðc; a1; a2;y; b1; b2;yÞ; ð8:4Þ
where e2 stands for the 2nd elementary symmetric function. It is readily seen that
expression (8.4) is bounded from above by the square of expression (8.3) times a
constant. This shows that in our situation, the 4th moment is always bounded by a
constant times the square of the 2nd moment. As was explained above, this implies
that the second moments remain bounded. By virtue of (8.3) this exactly means that
jjonjj0 remains bounded, as was required.
Step 4: Let a sequence ðonÞ be such that ðF ðonÞÞ is convergent. Here we will show
that jjonjj remains bounded. By virtue of step 2 this will imply that ðonÞ converges in
o: As we noticed in the very beginning of the section, our topological spaces are
separable and metrizable. Therefore, it will follow that the inverse map F ðoÞ/o is
continuous, which will complete the proof of the theorem.
By virtue of step 3, jjonjj0 remains bounded. We would like to deduce from this
that jjonjj remains bounded, too.
Let us compare jjojj and jjojj0: We have
a7i pa7i ð1þ a7i Þ
and
b7i p2b7i ð1 b7i Þ; provided that b7i A½0; 12:
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In general, we only know that the coordinates b7i are in ½0; 1; so that there is no
universal estimate of the form jjojjpconst  jjojj0: We will bypass this difﬁculty as
follows.
For any oAO; only ﬁnitely many coordinates bþi or b

i are strictly greater than
1
2
:
Let us call these coordinates ‘‘bad’’, and let KðoÞ denote their number. Then we have
an estimate of the form jjojjpC  jjojj0; where C depends only on KðoÞ: Now it
sufﬁces to show that KðonÞ remains bounded, which will imply that jjonjj remains
bounded.
Recall that for any oAO; bþ1 þ b1p1: Hence, both bþ1 and b1 cannot be ‘‘bad’’.
Therefore, if KðoÞ40; then the ‘‘bad’’ coordinates are either the ﬁrst KðoÞ
coordinates of bþ or the ﬁrst KðoÞ coordinates of b: Deﬁne a new element *oAO as
follows. If the ‘‘bad’’ coordinates were in bþ then we remove them, then add to b
new coordinates 1 bþ1 ;y; 1 bþKðoÞ; and ﬁnally rearrange all coordinates in b in
the descending order. If the ‘‘bad’’ coordinates were in b then we do the same
operation with bþ and b interchanged. Then we have
Kð *oÞ ¼ 0; jj *ojj0 ¼ jjojj0: ð8:5Þ
On the other hand (see Remark 1.5),
F ð *oÞðuÞ ¼ F ðoÞðuÞu8KðoÞ: ð8:6Þ
Let us assume now that in our sequence ðonÞ; the quantity KðonÞ is unbounded.
Taking a subsequence, we may assume that KðonÞ-N: Consider the corresponding
sequence ðfonÞ: Since jjonjj0 remains bounded and jjfonjj0 ¼ jjonjj0 (see (8.5), we
conclude that jjfonjj0 is bounded, too. Since fon does not have ‘‘bad’’ coordinates (see
(8.5), the argument above shows that jjfonjj remains bounded. It follows that the
corresponding functions on the unit circle form a relatively compact set in the
topology of uniform convergence. Taking a subsequence again, we may assume that
the functions F ðeonÞ converge. On the other hand, by the initial assumption, the
functions F ðonÞ converge, too. Now taking account of (8.6) we obtain a
contradiction. Indeed, we get two sequences of continuous functions on the unit
circle, normalized at 1, say FnðuÞ and F˜nðuÞ; such that
F˜nðuÞ ¼ FnðuÞu8Kn ; where Kn-N;
and such that both ðFnÞ and ðF˜nÞ converge in the uniform metric. These conditions
imply that the ratios
F˜nðuÞ
FnðuÞ ¼ u
8Kn
uniformly converge in a neighborhood of u ¼ 1; which is impossible, because
Kn-N:
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This contradiction shows that actually KðonÞ must be bounded, which completes
the proof. &
9. Existence and uniqueness of spectral decomposition
The aim of this section is to rederive (and slightly reﬁne) a result due to
Voiculescu:
Theorem 9.1 (Cf. Voiculescu [44, The´ore`me 2]). For any character w of the group
UðNÞ there exists a probability measure P on the topological space O such that
wðUÞ ¼
Z
O
wðoÞðUÞPðdoÞ; UAUðNÞ:
Moreover, such a measure is unique.
We call P the spectral measure of w:
Comments (1) Recall (see the beginning of Section 8) that O is a good topological
space (locally compact, separable, metrizable), so that there is no problem in deﬁning
measures on it. Speciﬁcally, we take Borel measures with respect to the natural Borel
structure of O:
(2) The integral above makes sense, because wðoÞðUÞ is a continuous function in o
(see Theorem 8.1) and jwðoÞðUÞjp1:
(3) It is readily seen that for any probability Borel measure P on O; the above
formula deﬁnes a character, so that the correspondence w/P is a bijection between
the space XðUðNÞÞ of characters and the space of probability Borel measures on O:
(4) In Remark 9.4 below we compare our approach with that of Voiculescu.
We shall derive Theorem 9.1 from a more general claim, see Theorem 9.2.
Assume we are given a sequence G0;G1;G2;y of nonempty sets, where G0 consists
of a single point denoted by the symbol+ while each GN with NX1 is a ﬁnite or
countable set. Let DN denote the space of formal convex combinations of the points
of GN ; this is a simplex whose vertices are points of GN : Further, assume we are given
a function qðn; lÞ deﬁned on couples ðn; lÞAGN1  GN ; where N ¼ 1; 2;y; such
that 0pqðn; lÞp1 and, for any lAGN ;
P
n qðn; lÞ ¼ 1: In the particular case N ¼ 1
this means that qð+; lÞ ¼ 1 for all lAG1:
For each N ¼ 1; 2;y; there exists a unique afﬁne map DN-DN1 taking any
lAGN to the convex combination
P
n qðn; lÞnADN1: Let D ¼ lim-DN denote the
projective limit taken with respect to these afﬁne maps.
Let G ¼ G00G10G20? be the disjoint union of the sets GN ; this is a countable
set. Denote by F the vector space of all real functions on G and equip it with the
topology of pointwise convergence on G: Note that F is a locally convex vector
space. It is metrizable, because G is countable.
We identify D with the subset of F formed by nonnegative functions f such that
f ð+Þ ¼ 1 and f ðnÞ ¼Pl qðn; lÞf ðlÞ for any nAGN1; N ¼ 1; 2;y; where the
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summation is taken over lAGN (note that these conditions imply that
P
l f ðlÞ ¼ 1;
summed over lAGN ).
Clearly, D is a convex subset ofF: As a subset ofF; D inherits its topology. We
also consider the Borel structure on D generated by this topology. One can prove
that this structure is standard.
Let the symbol ExðÞ denote the subset of extreme points of a convex set.
Theorem 9.2. Let D be the convex set lim
-
DN defined above. The subset ExðDÞ of
extreme points of D is a Borel subset and each point fAD is uniquely represented by a
probability Borel measure P on ExðDÞ: f ¼ R
ExðDÞ gPðdgÞ: That is, f ðlÞ ¼R
ExðDÞ gðlÞPðdgÞ for any lAG:
Derivation of Theorem 9.1 from Theorem 9.2: Take GN ¼ GTN ; N ¼ 1; 2;y and
take as qðn; lÞ the cotransition probability function (Deﬁnition 7.2). Then DN turns
into the set of probability measures on GTN and the set D becomes the set of
coherent families of measures on GT (Deﬁnition 7.3). By virtue of Proposition 7.4
we get a bijection between D and XðUðNÞÞ; which is an isomorphism of convex sets.
Moreover, this is a homeomorphism of topological spaces (see the discussion of the
topology on XðUðNÞÞ in the beginning of Section 8). Applying Theorem 1.3, which
provides an explicit parametrization of extreme characters, we get a bijective
correspondence between ExðDÞ and O: By Theorem 8.1, this correspondence is a
homeomorphism of topological spaces. Hence, it preserves the Borel structures. This
turns Theorem 9.1 into a special case of Theorem 9.2. &
The proof of Theorem 9.2 is based on the following lemma.
Lemma 9.3. The convex set D is a Choquet simplex, i.e., the cone generated by D is a
lattice.
Proof. Let C denote this cone. It coincides with the subset of F that is described
similarly to DCF: the only difference is that the condition f ð+Þ ¼ 1 is dropped.
We extend the function qðn; lÞ to any couples nAGM ; lAGN with MoN using the
following recurrence relation:
qðn; lÞ ¼
X
mAGN1
qðn; mÞqðm; lÞ:
Given f1; f2AC we construct their lowest upper bound as follows. Deﬁne a
function f on G by
f ðnÞ ¼ lim
N-N
X
lAGN
qðn; lÞmaxðf1ðlÞ; f2ðlÞÞ:
The limit exists, because, for any ﬁxed n; the Nth sum monotonically increases as
N-N and remains bounded from above by f1ðnÞ þ f2ðnÞ: It is readily veriﬁed that f
belongs to the cone and is the lowest upper bound for f1 and f2:
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The existence of the greatest lower bound is veriﬁed similarly: it sufﬁces to
substitute ‘‘min’’ for ‘‘max’’. &
Proof of Theorem 9.2. If all sets GN are ﬁnite, then D is compact. Since D is
metrizable (asF is metrizable), the claims of Theorem 9.2 immediately follow from
Lemma 9.3 and Choquet’s theorem, see [36]. When the sets GN are allowed to be
countable, the space D may be noncompact, so that Choquet’s theorem is not
directly applicable. To overcome this difﬁculty we embed D into a bigger set *DCF
which is compact.
Speciﬁcally, let *D be the set of nonnegative functions f on G such that f ð+Þ ¼ 1
and f ðnÞXPl qðn; lÞf ðlÞ for any nAGN1; N ¼ 1; 2;y; where l ranges over GN
(i.e., in the deﬁnition of D; we have replaced the equality by an inequality). We note
that *D is a compact convex set containing D:
Next, for any M ¼ 0; 1;y; let *DM be the set of nonnegative functions on
G such that f ð+Þ ¼ 1; f ðnÞ ¼Pl qðn; lÞf ðlÞ for all nAGN1 with NpM; and
f ðÞ  0 on GMþ10GMþ20?: Note that *DM is a convex subset of *D; isomorphic
to DM :
Finally, dropping the condition f ð+Þ ¼ 1 in the deﬁnitions above we get the
cones spanned by the sets *D and *DM ; we denote them by C˜ and C˜M ; respectively.
Now the crucial remark is that any element fAC˜ is uniquely represented as a sum
f ¼ f0 þ f1 þ?þ fN; where fMACM and fNAC: Conversely, any such sum
represents an element of C˜ provided that
P
M fMð+ÞoþN; cf. [30, Section 22].
This implies a number of consequences. First, the cone C˜ is a lattice, so that we
may apply Choquet’s theorem to *D: Next, Exð *DÞ is the disjoint union of the sets
Exð *DMÞCGM ; where M ¼ 0; 1;y; and the set ExðDÞ: Thus, ExðDÞ is the difference
of Exð *DÞ; which is a Borel set, and a countable set; whence, ExðDÞ is a Borel set.
Finally, if f belongs to D then its representing measure on Exð *DÞ is concentrated on
ExðDÞCExð *DÞ: This concludes the proof. &
Remark 9.4. Here is a comment to Voiculescu’s original result [44, The´ore`me 2]. Its
formulation says that any wAXðUðNÞÞ is uniquely represented by a probability
measure P on the space ExðXðUðNÞÞÞ; equipped with the Borel structure inherited
from the ambient space XðUðNÞÞ: To prove the existence of P; Voiculescu also
embedded XðUðNÞÞ into a compact space. But he used a special property of the
cotransition function qðn; lÞ of the graph GT (speciﬁcally, the fact that qðn; lÞ tends
to zero when nAGTN1 is ﬁxed and lAGTN goes to inﬁnity). This allowed him to
take, instead of our space *D; a smaller set. Voiculescu’s proof of the uniqueness
statement is quite different from ours: it substantially relies on the multiplicativity
property of extreme characters. The argument presented above seems to be more
general and direct.
Voiculescu’s original formulation did not involve the space O; because at that time
it was not yet clear whether the characters wðoÞ exhaust the whole set ExðXðUðNÞÞÞ
of extreme characters. Our (modest) supplement consists in checking that the
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bijection between the spaces ExðXðUðNÞÞÞ and O preserves the Borel structures, so
that P can be carried over from the ‘‘abstract’’ space ExðXðUðNÞÞÞ to the
‘‘concrete’’ space O: Of course, this is a pure technical claim whose validity seems to
be beyond doubt. However, it is not completely trivial.
10. Approximation of spectral measures
The aim of this section is to establish a relationship between the spectral measure
P of an arbitrary character w and the coherent system fPNg corresponding to w:
Recall that PN is a probability measure on the discrete set GTNCZN ðN ¼ 1; 2;yÞ
while P is a probability Borel measure on the region OCR4Nþ2 (see Proposition 7.4
and Theorem 9.1). We will prove that, as N-N; the measures PN approx-
imate the measure P in a certain sense. To precisely state this claim we need a few
deﬁnitions.
Given a signature lAGTN ; we denote by l
þ and l its positive and negative parts.
These are two Young diagrams such that cðlþÞ þ cðlÞpN; where cðÞ is the
number of nonzero rows of a Young diagram. That is,
l ¼ ðlþ;y; lþk ; 0;y; 0;ll ;y;l1 Þ; k ¼ cðlþÞ; l ¼ cðlÞ:
Next, given a Young diagram n; we denote by dðnÞ the number of diagonal boxes
in n; and we introduce the Frobenius coordinates of n:
piðnÞ ¼ ni  i; qiðnÞ ¼ n0i  i; i ¼ 1;y; dðnÞ;
where n0 stands for the transposed (conjugate) diagram.
Then, following Vershik–Kerov [41], we introduce the modified Frobenius
coordinates of n as follows:
p˜iðnÞ ¼ piðnÞ þ 12 ¼ ni  i þ 12; q˜iðnÞ ¼ qiðnÞ þ 12 ¼ n0i  i þ 12;
i ¼ 1;y; dðnÞ:
Note that
p˜1ðnÞ4?4p˜dðnÞðnÞ40; q˜1ðnÞ4?4q˜dðnÞðnÞ40;
XdðnÞ
i¼1
ðp˜iðnÞ þ q˜iðnÞÞ ¼ jnj;
where jnj denotes the total number of boxes in n: We also agree to set
p˜iðnÞ ¼ q˜iðnÞ ¼ 0; i ¼ dðnÞ þ 1; dðnÞ þ 2;y;
so that the coordinates p˜iðnÞ and q˜iðnÞ are now deﬁned for any i ¼ 1; 2;y :
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Deﬁnition 10.1. For any N ¼ 1; 2;y; we embed the set GTN into O as follows:
GTN{l/o ¼ ðaþ; bþ; a; b; cþ; cÞAO;
a7i ¼
p˜iðl7N Þ
N
; b7i ¼
q˜iðl7N Þ
N
ði ¼ 1; 2;yÞ; c7 ¼ jl
7
N j
N
:
Theorem 10.2. Let w be an arbitrary character of UðNÞ; P be its spectral measure,
and fPNg be the coherent system corresponding to w: Further, for any N; convert PN to
a probability measure
%
PN on O; which is the pushforward of PN under the embedding
GTN+O introduced in Definition 10.1.
Then, as N-N; the measures
%
PN weakly converge to the spectral measure P; i.e.,
for any bounded continuous function F on O;
lim
N-N
Z
O
FðoÞ
%
PNðdoÞ ¼
Z
O
FðoÞPðdoÞ:
The proof is quite similar to that of [11, Theorem 5.3]. We will see that Theorem
10.2 is a corollary of another general result, Theorem 10.7.
A path in the Gelfand–Tsetlin graph GT is an inﬁnite sequence t ¼ ðt1; t2;yÞ such
that tNAGTN and tN!tNþ1 for any N ¼ 1; 2;y : The set of the paths will be
denoted by T:
We also need finite paths. A ﬁnite path of length N is a sequence t ¼ ðt1;y; tNÞ;
where t1AGT1;y; tNAGTN and t1!?!tN : The set of ﬁnite paths of length N
will be denoted by TN : One can identify T with the projective limit space TN ;
where the projection TN-TN1 is the operation of removing the last vertex tN :
Consider the natural embedding TC
Q
N GTN : We equip
Q
N GTN with the
product topology (the sets GTN are viewed as discrete spaces). The setT is closed in
this product space. We equip T with the induced topology. Equivalently, the
topology is that of the projective limit space lim
-
TN : Then T turns into a totally
disconnected topological space.
Given a ﬁnite path t ¼ ðt1;y; tNÞATN ; deﬁne the cylinder set CtCT as the
inverse image of ftg under the projection T-TN ;
Ct ¼ ftAT j t1 ¼ t1;y; tN ¼ tNg:
The cylinder sets form a base of topology in T:
Consider an arbitrary signature lAGTN : The set of ﬁnite paths t ¼ ðt1!?!tNÞ
ending at l has cardinality equal to DimN l ¼ wlðeÞ: The cylinder sets Ct
corresponding to these ﬁnite paths t are pairwise disjoint, and their union coincides
with the set of inﬁnite paths t passing through l:
A central measure is any probability Borel measure onT such that the mass of any
cylinder set Ct depends only of its endpoint l: Clearly, central measures form a
convex set.
These deﬁnitions are inspired by Vershik and Kerov [41].
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Proposition 10.3. There exists a natural bijective correspondence M2fPNg between
central measures M and coherent systems fPNg; defined by the relations
DimN l  MðCtÞ ¼ PNðlÞ; ð10:1Þ
where N ¼ 1; 2;y; lAGTN ; and t is an arbitrary finite path ending at l:
In other words, the relations mean that for any N; the pushforward of M under
the natural projection
YN
N¼1
GTN*T-GTN ð10:2Þ
coincides with PN :
Proof. Let fPNg be a coherent system. For any N; we deﬁne a measure MN on the
discrete space TN as follows. Given tATN ; we set
MNðftgÞ ¼ 1
DimN l
PNðlÞ;
where lAGTN is the end of t: This is a probability measure. Its pushforward under
the projection TN-TN1 coincides with MN1: indeed, this is exactly a
reformulation of the coherency property (7.2). Hence the family fMNg determines
a probability measure M on the projective limit space T: Clearly, M is a central
measure, and we have relations (10.1).
Conversely, let M be a central measure. For any N; deﬁne a probability
measure PN on GTN as the pushforward of M under the projection (10.2). The fact
that M is central then implies that the family fPNg satisﬁes the coherency
property. &
Corollary 10.4. There is a natural bijective correspondence w2M between characters
and central measures. This correspondence is an isomorphism of convex sets.
Proof. The bijection is established by means of the bijections w2fPNg (Proposition
7.4) and fPNg2M (Proposition 10.3). From the proofs of these propositions it is
clear that this is an isomorphism of convex sets. &
Deﬁnition 10.5. Let t ¼ ðtNÞAT be a path. We say that t is regular if the images
of the tN ’s under the embeddings GTN+O (see Deﬁnition 10.1) converge to
a point oAO: Then o is called the end of t: Equivalently, the condition means that
ARTICLE IN PRESS
G. Olshanski / Journal of Functional Analysis 205 (2003) 464–524 515
there exist limits
a7i ¼ lim
N-N
p˜iðt7N Þ
N
; b7i ¼ lim
N-N
q˜iðt7N Þ
N
ði ¼ 1; 2;yÞ;
d7 ¼ lim
N-N
jt7N j
N
;
where tþN and t

N denote the positive and negative parts of tNAGTN : The set of
regular paths will be denoted by Treg:
Introduce the map
p :Treg-O; Treg{t/fthe end of tgAO: ð10:3Þ
Further, for any N ¼ 1; 2;y; we introduce the map pN :T-O as the composition
pN :T !!!t/tN GTN !!!!!!!!Definition 10:1 O: ð10:4Þ
For any tATreg; pNðtÞ converges (as N-N) to pðtÞ in the topology of the space O:
Indeed, this holds by the very deﬁnition of regular paths, see Deﬁnition 10.5.
Lemma 10.6. TregCT is a Borel set, and the maps p; pN are Borel maps from Treg
to O:
Proof. Indeed, for any N; the functions
t/
p˜iðt7N Þ
N
; t/
q˜iðt7N Þ
N
ði ¼ 1; 2;yÞ; t/jt
7
N j
N
are continuous functions on the space T: This implies that the regularity condition
determines a set of type Fsd; hence a Borel set.
Each pN ; being a cylindrical map, is continuous on T: Its restriction to Treg is
also continuous, hence Borel. Finally, p is the pointwise limit of the pN ’s, hence it is a
Borel map, too.
Theorem 10.7. Any central measure M is concentrated on the set TregCT: The
pushforward pðMÞ under projection (10.3) coincides with the spectral measure P of the
character w that corresponds to M:
This claim makes sense, because Treg is a Borel set.
Derivation of Theorem 10.2 from Theorem 10.7: Let M be the central measure
corresponding to w:
By Proposition 10.3, we have pNðMÞ ¼
%
PN : Now we will interpret M as a
probability measure on Treg; which is possible by virtue of Theorem 10.7. Also, pN
will be viewed as a projection Treg-O: Then the equality pNðMÞ ¼
%
PN remains
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true. On the other hand, pðMÞ ¼ P (again by Theorem 10.7). Thus, both
%
PN and P
can be viewed as pushforwards of one and the same probability measure M:
Now let F be a bounded continuous function on O: Since pNðtÞ-pðtÞ for any
tATreg;
FðpNðtÞÞ-FðpðtÞÞ; tATreg:
Thus, we get a sequence fFðpNðÞÞg of uniformly bounded functions on Treg
converging pointwise to the function FðpðÞÞ: All these functions are Borel functions,
because pN and p are Borel maps (Lemma 10.6). Consequently, as N-N;Z
Treg
FðpNðtÞÞMðdtÞ-
Z
Treg
FðpðtÞÞMðdtÞ:
Since pNðMÞ ¼
%
PN and pðMÞ ¼ P; we can convert these integrals to integrals
over O; Z
Treg
FðpNðtÞÞMðdtÞ ¼
Z
O
FðoÞ
%
PNðdoÞ;Z
Treg
FðpðtÞÞMðdtÞ ¼
Z
O
FðoÞPðdoÞ;
which concludes the proof. &
The rest of the section is devoted to the proof of Theorem 10.7.
Given two signatures, nAGTn and lAGTN ; where noN; denote by DimnNðn; lÞ
the number of paths starting at n and ending at l; i.e., the number of chains
t ¼ ðtn!tnþ1!?!tN1!tNÞ; tn ¼ n; tN ¼ l:
We extend the deﬁnition of the cotransition function by setting (cf. the proof of
Lemma 9.3)
qðn; lÞ ¼ DimnðnÞDimnNðn; lÞ
DimN l
; nAGTn; lAGTN ; noN:
Note that
qðn; lÞ ¼
X
t
YN
i¼nþ1
qðti1; tiÞ;
summed over all t’s as above.
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For any coherent system fPNg; we have
PnðnÞ ¼
X
lAGTN
qðn; lÞPNðlÞ; nAGTn; noN:
Indeed, this relation is obtained by iterating the coherency relation (7.2).
Proposition 10.8. Let fPNg be a coherent system and M be the corresponding central
measure. Assume that M is extreme. Then for M-almost all paths t ¼ ðtNÞAT
lim
N-N
qðn; tNÞ ¼ PnðnÞ; n ¼ 1; 2;y; nAGTn: ð10:5Þ
Comment: This result actually holds for general ‘‘branching graphs’’ in the sense of
Vershik–Kerov [43]. It was stated in their paper [41] for the Young graph, associated
with the inﬁnite symmetric group SðNÞ: A detailed proof (an adaptation of the
proof of the Birkhoff–Khinchine ergodic theorem) is contained in an unpublished
work by Kerov. We present below a similar argument but use a limit theorem for
reversed martingales (as was suggested in [41]). Note also a very close earlier result
due to Vershik, see [40, Theorem 1; 35, Theorem 3.2 and Remark 3.6].
Proof. Step 1: Let us say that two paths t ¼ ðtmÞ; t0 ¼ ðt0mÞ are N-equivalent if
tm ¼ t0m for mXN: Denote by xNðtÞ the N-equivalence class containing t: Then
ftg ¼ x1ðtÞCx2ðtÞC?:
We say that t and t0 areN-equivalent if they are N-equivalent for N large enough.
TheN-equivalence class of t is denoted by xNðtÞ: Clearly, xNðtÞ ¼
S
xNðtÞ:
Let BN denote the s-algebra of those Borel sets in T that are saturated with
respect to the N-equivalence relation, where N ¼ 1; 2;y : We deﬁne BN likewise.
We have
BNC?CB2CB1 ¼ fAll Borel setsg; BN ¼
\N
N¼1
BN :
Fix an arbitrary bounded Borel function c on T: We will view c as a random
variable deﬁned on the probability space ðT; MÞ: Let cN ¼ Eðc jBNÞ and cN ¼
Eðc jBNÞ be the conditional expectations of c with respect to the s-algebras BN
and BN; respectively.
By the theorem on convergence of (reversed) martingales, we have
lim
N-N
cN ¼ cN almost everywhere with respect to M;
see, e.g., [15, Chapter VII, Theorem 4.2].
Step 2: So far we did not use the assumption that M is central. Now we remark
that this assumption makes it possible to describe each cN explicitly as the averaging
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over the N-equivalence classes:
cNðtÞ ¼
1
DimNðtNÞ
X
t0AxN ðtÞ
cðt0Þ: ð10:6Þ
Next, we use the assumption that M is an extreme central measure to conclude
that each set AABN has mass 0 or 1. Indeed, assume 0oMðAÞo1; and let 1A stand
for the characteristic function of A: Then the measure M can be written as a
nontrivial convex combination of two probability measures,
M ¼ MðAÞ  1AM
MðAÞ þ ð1 MðAÞÞ
1T\AM
1 MðAÞ:
Since A is saturated with respect to theN-equivalence relation, these two measures
are central, which contradicts the extremality assumption.
It follows that cN is constant almost everywhere. Since the means of all cN ’s are
the same and equal to the mean of c; the constant is the mean of c:
Therefore, we conclude: let c be any bounded Borel function on T and let cNðtÞ
be deﬁned by (10.6); then
lim
N-N
cNðtÞ ¼
Z
T
cðt0ÞMðdt0Þ for M-almost all tAT: ð10:7Þ
Step 3: Fix n and nAGTn; and set
cðtÞ ¼ 1 if tn ¼ n;
0 otherwise:
(
For any NXn; we have
cNðtÞ ¼
DimnðnÞDimnNðn; tNÞ
DimN tN
¼ qðn; tNÞ:
Indeed, the set xNðtÞ contains exactly DimnðnÞDimnNðn; tNÞ paths t0 passing through
n: Finally, the mean of c equals PnðnÞ:
Now we apply the result of Step 2 and get from (10.7) the required claims. &
Assume that for any N ¼ 1; 2;y we are given a character (in the sense of
Deﬁnition 1.1) of the group UðNÞ; denoted as wðNÞ: Let us say that the sequence
fwðNÞg converges to a function wðNÞ deﬁned on the group UðNÞ if
as N-N; wðNÞjUðnÞ !!!!!uniformly wðNÞjUðnÞ;
for any fixed n ¼ 1; 2;y : ð10:8Þ
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Clearly, the limit function wðNÞ is a character of UðNÞ: Expand wðNÞ on irreducible
normalized characters of UðNÞ:
wðNÞ ¼
X
lAGTN
PðNÞ *wl:
Then, for any noN;
wðNÞjUðnÞ ¼
X
nAGTn
X
lAGTN
qðn; lÞPðNÞðlÞ
 !
*wn:
It follows that (10.8) is equivalent to the following condition: for any n and any
nAGTn;
lim
N-N
X
lAGTN
qðn; lÞPðNÞðlÞ ¼ PnðnÞ; ð10:9Þ
where fPNg is the coherent system corresponding to wðNÞ:
Proposition 10.9. Let flðNÞAGTNgN¼1;2;y be a sequence of signatures and let wðNÞ ¼
*wlðNÞ be the corresponding normalized irreducible characters.
The sequence fwðNÞg converges to a function wðNÞ if and only if the images of the
lðNÞ’s under the embeddings of Definition 10.1 converge to a point oAO; and then the
limit function wðNÞ coincides with the extreme character wðoÞ:
Proof. This result is due to Vershik–Kerov [42]. For a detailed proof, see [27]. &
Proposition 10.10. Let oAO and MðoÞ be the extreme central measure corresponding
to the extreme character wðoÞ: The measure MðoÞ is concentrated on the subset
p1ðoÞCTreg of regular paths ending at o:
Proof. By Proposition 10.8, the measure MðoÞ is concentrated on the set of
paths t ¼ ðtNÞAT satisfying condition (10.5), where fPNg is the coherent
system corresponding to the character wðoÞ: Let us show that this set coincides
with p1ðoÞ:
Indeed, condition (10.5) coincides with condition (10.9) for the characters
wðNÞ ¼ *wtN (here PðNÞ is reduced to the delta measure at tN). As explained
above, the latter condition is equivalent to the convergence of the characters wðNÞ
to the character wðoÞ: By Proposition 10.9, this exactly means that t is a regular path
ending at o: &
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Proof of Theorem 10.7. Translating Theorem 9.1 into the language of central
measures we get the decomposition
M ¼
Z
O
MðoÞPðdoÞ:
By Proposition 10.10, any extreme measure MðoÞ is concentrated on the subset
p1ðoÞCTreg: Hence, M is concentrated on Treg: This proves the ﬁrst claim of
Theorem 10.7. The second claim also follows from the above decomposition and
Proposition 10.10. &
11. Conclusion: the problem of harmonic analysis
Now we are in a position to state the problem of harmonic analysis on the group
UðNÞ:
Let ðz; z0; w; w0ÞADadm be an arbitrary admissible quadruple of parameters
(Proposition 7.10), let PN ¼ fPNð j z; z0; w; w0ÞgN¼1;2;y be the coherent system as
defined in (7.8), let wz;z0;w;w0 be the corresponding character, and let P be the spectral
measure of wz;z0;w;w0 :
Describe explicitly the measure P:
Theorem 10.2 suggests the idea to evaluate P by means of the limit transition from
the measures
%
PN : This idea is realized in the subsequent paper [12].
Let w be an arbitrary character of UðNÞ and Tw be the corresponding spherical
representation of ðG; KÞ; see Section 2. One can prove that the spectral measure of w
also determines the decomposition of Tw into a (multiplicity free) direct integral of
irreducible spherical representations. Recall that in Section 3, we constructed a
family fTzwg of unitary representations. If Rðz þ wÞ4 12 then Tzw possesses a
distinguished vector, and if, moreover, both z and w are nonintegral, then this vector
is cyclic (Proposition 6.9), so that Tzw coincides with the representation Tw with the
character w ¼ wzw: Thus, in this case, the spectral measure of the character wzw also
governs the decomposition of Tzw:
If Rðz þ wÞ4 12 but at least one of the parameters z; w is integral, then the
spectral measure of the character wzw refers to a proper subrepresentation of Tzw: To
decompose the whole representation Tzw we need additional tools, cf. [21].
Finally, recall that the construction of the representations Tzw makes sense even
when Rðz þ wÞp 1
2
; although then the characters wzw disappear. It would be
interesting to study the decomposition problem in this case as well, cf. a similar
problem concerning inﬁnite measures mðsÞ stated in [11, Section 8].
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Note added in proof
In connection with Theorem 9.2 and Proposition 10.8, see P. Diaconis and
D. Freedman, Partial exchangeability and sufﬁciency, in: Statistics: applications and
new directions (Calcutta, 1981), Indian Statist. Inst., Calcutta, 1984, 205–236
(especially Section 4). I am grateful to Persi Diaconis for this reference.
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