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We examine the adiabatic preparation of crystalline phases of Rydberg excitations in a one-
dimensional lattice gas by frequency sweep of the excitation laser, as proposed by Pohl et al. [Phys.
Rev. Lett. 104, 043002 (2010)] and recently realized experimentally by Schauß et al. [Science 347,
1455 (2015)]. We find that the preparation of crystals of a few Rydberg excitations in a unitary
system of several tens of atoms requires exceedingly long times for the adiabatic following of the
ground state of the system Hamiltonian. Using quantum stochastic (Monte-Carlo) wavefunction
simulations, we show that realistic decay and dephasing processes affecting the atoms during the
preparation lead to a final state of the system that has only a small overlap with the target crystalline
state. Yet, the final number and highly sub-Poissonian statistics of Rydberg excitations and their
spatial order are little affected by the relaxations.
I. INTRODUCTION
Atoms in high-lying Rydberg states strongly interact
with each other via the long-range dipole-dipole or van
der Waals potentials [1, 2]. These interactions can sup-
press multiple Rydberg excitations of atoms within a cer-
tain blockade distance from each other [3], and are be-
ing explored for obtaining ordered phases of interacting
many-body systems and simulating quantum phase tran-
sitions [4–13].
Several conceptually different approaches have been
suggested for the preparation of crystalline order of Ry-
dberg excitations in spatially-extended ensembles of cold
atoms. These include direct (near-)resonant laser excita-
tion of strongly-interacting Rydberg states in continuous
or lattice gases [14–19], and the deceleration and stor-
age in one-dimensional (1D) atomic medium of propa-
gating light pulses forming the so-called Rydberg polari-
tons under the conditions of electromagnetically induced
transparency [20, 21]. A common feature of all these
schemes is that the resulting spatially-periodic structure
of Rydberg excitations has finite density-density corre-
lation length, while their number exhibits highly sub-
Poissonian statistics characterized by negative Mandel
parameter Q <∼ −0.5. The Rydberg excitations then es-
sentially form a liquid rather than a crystal phase with
long-range order.
To achieve perfect Rydberg crystals with long – ide-
ally infinite – correlation length, an adiabatic preparation
protocol of the ground state of an Ising-type Hamiltonian
for interacting Rydberg gases has been proposed [22–25].
An experimental realization involving a few Rydberg ex-
citations in a 1D lattice of several tens of sites was re-
cently reported in Ref. [26]. Our aim here is to critically
re-examine this protocol, taking into account realistic re-
laxation processes affecting the atoms. We find that, un-
der typical experimental conditions, it is not feasible to
attain the perfectly-ordered ground state of the Hamil-
tonian even for three or four Rydberg excitations in a fi-
nite 1D lattice gas. This is because the atomic decay and
dephasing during the exceedingly long preparation time
required for the adiabatic evolution of the system spoil
the adiabaticity and significantly reduce the overlap of
the final state of the system with the target ground state
of the Hamiltonian. This overlap, or fidelity, is largest
at some intermediate value of the preparation time, and
maximizing the probability of the ordered state of Ryd-
berg excitations requires therefore a compromise between
the adiabatic following and decoherence. Even though
the perfectly-ordered state cannot be obtained with high
fidelity, good spatial ordering of Rydberg excitations is
still achieved.
II. THE ADIABATIC PREPARATION
PROTOCOL
We consider a system of N atoms trapped in a 1D
optical lattice potential, with one atom per lattice site,
assuming no site-occupation defects. A spatially-uniform
time-dependent laser field couples the ground state |g〉
of each atom to the Rydberg state |r〉 with the Rabi
frequency Ω(t) and detuning δ(t) ≡ ω−ωrg. In the frame
rotating with the laser field frequency ω, the system is
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FIG. 1. Diagram of energies En of Hamiltonian (1) in the limit
of Ω→ 0 versus laser detuning δ, for n = 0, 1, 2, 3, 4 Rydberg
excitations of atoms in a lattice. Thick lines correspond to the
lowest energy Eminn within the n-excitation subspace, while
thin dotted lines with the same slope (and color) denote the
excited state energies with the same n ≥ 2.
described by the Ising–spin- 12–like Hamiltonian
H/~ = −δ(t)
N∑
j
σˆjrr+
N∑
i<j
∆ij σˆ
i
rrσˆ
j
rr−Ω(t)
N∑
j
(σˆjrg+σˆ
j
gr),
(1)
where σˆjµν ≡ |µ〉jj〈ν| are the projection (µ = ν) or tran-
sition (µ 6= ν) operators for atom j, while ∆ij = C6/r6ij
is the strength of the (repulsive, C6 > 0) van der Waals
interaction between the Rydberg-excited atoms i and j
separated by distance rij .
Our aim is to prepare the ground state of Hamilto-
nian (1) in the classical limit of Ω → 0. The com-
plete basis consists of states with n = 0, 1, 2, . . . , N Ry-
dberg excitations. On an N -site lattice, n excitations
can be arranged in
(
N
n
)
different ways, which is the di-
mension of the corresponding subspace Hn of the total
Hilbert space H =
∑N
n=0Hn. In the absence of inter-
actions, ∆ij = 0 ∀ i, j ∈ [1, N ], all the states in each
Hn are degenerate, having the energy En = −nδ. In-
teractions ∆ij > 0 between the atoms (partially) lift
this degeneracy, unless n = 0 with E0 = 0 for the
zero-excitation state |R0〉 ≡ |gg . . . g〉, or n = 1 with
E1 = −δ for all N single-excitation states and their sym-
metric superposition |R1〉 ≡ 1√N
∑
j |gg . . . rj . . . g〉. For
n ≥ 2, the lowest energy states |Rminn 〉 are the states with
the largest separation between the Rydberg excitations:
Emin2 = −2δ + C6l6 , Emin3 = −3δ + C6l6 + 2 C6(l/2)6 , Emin4 =
−3δ + C6l6 + 2 C6(2l/3)6 + 3 C6(l/3)6 , . . ., and more generally
Eminn = −nδ +
C6(n− 1)6
l6
n−1∑
k=1
k
(n− k)6
≃ −nδ + C6(n− 1)
7
l6
, (2)
where l = a(N − 1) is the length of the system, i.e.,
the distance between the first and last atoms, with a the
lattice constant. The energy spectrum {En} versus de-
tuning δ is schematically shown in Fig. 1. For negative
detunings δ = δ0, the ground state of the system corre-
sponds to the n = 0 excitation state |R0〉 with E0 = 0,
while for positive δ ≃ δn the ground state corresponds
to the lowest-energy n excitation state |Rminn 〉, such that
Eminn < E
min
n±1 which leads to δn ≃ C6n
7
2l6 .
In the adiabatic preparation protocol [22–26], we start
with the state |R0〉 and the laser detuning having some
negative value δ < 0 which we then slowly increase
till reaching some positive final value δ ≃ δn. As we
vary the detuning, the energies Emin0,1,...,n cross at around
δ0→1 = 0, δ1→2 = C6l6 , δ2→3 ≃ C62
7
l6 , . . . , δ(n−1)→n ≃
C6[(n−1)7−(n−2)7]
l6 [22]. Of course, with vanishing field
amplitude Ω→ 0, there is no coupling and thereby tran-
sitions between the energy levels En, and the system ini-
tially in state |R0〉 = |gg . . . g〉 will remain in that state
irrespective of δ. Hence, as we change the detuning, the
field Ω should be non-zero when the energy levelsEmin0,1,...,n
cross, which would lead to avoided crossings and adia-
batic following of the ground state of the system. The
initial state with zero Rydberg excitations |R0〉 is cou-
pled by the field to the symmetric single excitation state
|R1〉 with the collectively-enhanced rate
Ω0→1 =
√
NΩ,
which leads to a large level repulsion ±Ω0→1 in the vicin-
ity of δ0→1. Next, state |R1〉 is coupled to the lowest-
energy double-excitation state |Rmin2 〉 ≡ |r1g . . . grN 〉
with a much smaller rate of
Ω1→2 =
2Ω√
N
,
and the corresponding level repulsion around δ1→2
is small ±Ω1→2. In turn, state |Rmin2 〉 is coupled
to the lowest-energy triple-excitation state |Rmin3 〉 ≡
|r1g . . . gr(N+1)/2g . . . grN 〉 (assuming odd N) with the
single-atom transition rate
Ω2→3 = Ω,
and the levels are repelled by ±Ω2→3 around
δ2→3. The lowest-energy four-excitation state
|Rmin4 〉 ≡ |r1g . . . gr(N+2)/3g . . . gr(2N+1)/3g . . . grN 〉
(assuming N = 6k + 1 with k = 1, 2, 3, . . .) is coupled to
the three-excitation state |Rmin3 〉 only via three-photon
process, and thus the transition amplitude is small [22],
Ω3→4 ∝ Ω
3
[C6/(l/3)6]2
.
The successive transitions to higher n ≥ 4 excitation
states involve (2n−5)-photon processes yielding therefore
even smaller transition amplitudes Ω(n−1)→n.
As we change the laser detuning, our intention [22–
24, 26] is that, in the vicinity of δ(n−1)→n, the system
3adiabatically follows the ground state |Rminn−1〉 → |Rminn 〉.
According to the Landau-Zener formula [27, 28], the
probability of non-adiabatic transition |Rminn−1〉 → |Rminn−1〉
is given by pn.a. ∼ exp(−2pi|Ω(n−1)→n|2/α), where α =
∂
∂t |Eminn−1 − Eminn | = ∂∂tδ is determined by the rate of
change of detuning δ. Hence, due to the small values
of the effective Rabi frequencies Ω(n−1)→n for n ≥ 4,
adiabatic population of states beyond n = 3 will be dif-
ficult to achieve. We therefore mainly focus on prepar-
ing adiabatically the triple-excitation state |Rmin3 〉, but
we will briefly consider longer lattices which can accom-
modate n = 4 excitations under otherwise similar con-
ditions. Notice also the bottleneck for the transition
|R1〉 → |Rmin2 〉, due to the smallness of the effective
Franck-Condon factor (f = 2/
√
N) of Ω1→2, as com-
pared to Ω0→1 (f =
√
N) and Ω2→3 (f = 1). As will be
illustrated below, this fact has rather interesting implica-
tions for the adiabatic preparation of the target double-
and triple-excitation states |Rmin2 〉 and |Rmin3 〉.
We shall consider unitary dynamics of the system, as
well as the influence of relaxation processes. These in-
clude spontaneous decay of atoms from the Rydberg state
|r〉 to the ground state |g〉 with rate Γr, and dephas-
ing of the atomic transition |g〉 ↔ |r〉 with rate Γz due
to non-radiative collisions with the background atoms,
external and trapping field noise, Doppler broadening,
laser linewidth, and decay of the intermediate atomic
state |e〉 to the ground state |g〉 when |g〉 ↔ |r〉 is a
two-photon transition [18, 26]. The corresponding Lind-
blad generators for the decay and dephasing processes are
Lˆjr =
√
Γrσˆ
j
gr and Lˆ
j
z =
√
Γz(σˆ
j
rr − σˆjgg), and the total
decay rate of coherence 〈σˆrg〉 on the transition |g〉 ↔ |r〉
is then γrg ≡ 12Γr + 2Γz [17, 29]. We assume closed sys-
tems in which σˆjgg + σˆ
j
rr = 1
j ∀ j ∈ [1, N ] is preserved
throughout evolution.
To simulate the dissipative dynamics of the many-
body system, we employ the quantum stochastic (Monte
Carlo) wavefunctions [30]. In each quantum trajectory,
the state of the system |Ψ(t)〉 evolves according to the
Schro¨dinger equation ∂t |Ψ〉 = − i~H˜ |Ψ〉 with an effective
Hamiltonian
H˜ = H− i
2
~Lˆ2, (3)
where
Lˆ2 ≡
∑
j
(Lˆj†r Lˆ
j
r + Lˆ
j†
z Lˆ
j
z) =
∑
j
(Γrσˆ
j
rr + Γz1
j)
is the non-Hermitian part which does not preserve the
norm of |Ψ〉 during the evolution. The evolution is in-
terrupted by random quantum jumps |Ψ〉 → Lˆjr,z |Ψ〉
with probabilities W jr,z ≡ 〈Ψ¯| Lˆj†r,zLˆjr,z |Ψ¯〉, where the
normalized wavefunction of the system at any time t
is given by |Ψ¯(t)〉 = |Ψ(t)〉/
√
〈Ψ(t)|Ψ(t)〉. The ex-
pectation value of any observable Oˆ of the system is
then obtained by averaging over many, M ≫ 1, in-
dependently simulated trajectories, 〈Oˆ〉 = Tr[ρˆOˆ] =
1
M
∑M
m 〈Ψ¯m| Oˆ |Ψ¯m〉, while the density operator is given
by ρˆ(t) = 1M
∑M
m |Ψ¯m(t)〉〈Ψ¯m(t)| .
We define the populations of the lowest-energy n-
excitation states as Pminn ≡ 〈Rminn | ρˆ |Rminn 〉. The mean
number of Rydberg excitations within an ensemble of N
atoms is 〈n〉 = 〈∑Nj σˆjrr〉, while the probabilities pn =
〈Σˆn〉 of n excitations are defined through the correspond-
ing projectors Σˆ0 ≡
∏N
j σˆ
j
gg , Σˆ1 ≡
∑N
j σˆ
j
rr
∏N
i6=j σˆ
j
gg, etc.
Obviously 〈n〉 = ∑n n pn. To quantify the probability
distribution of Rydberg excitations, we use the Mandel
Q parameter [31]
Q ≡ 〈n
2〉 − 〈n〉2
〈n〉 − 1, (4)
where 〈n2〉 =∑n n2 pn. A Poissonian distribution pn =
〈n〉ne−〈n〉/n! leads to Q = 0, while Q < 0 corresponds to
sub-Poissonian distribution, with Q = −1 attained for a
definite number n of excitations, pn = 1.
In the numerical simulations, we truncate the total
Hilbert space to maxn = 5 Rydberg excitations and,
upon verifying convergence, choose some minimum dis-
tance between the excitations, min |i− j| ≡ d ≥ 1, which
leads to dimH
(d)
n =
(
N−(d−1)(n−1)
n
)
, reducing thereby sig-
nificantly the computational Hilbert space.
III. RESULTS OF SIMULATIONS
In our simulations, we use system parameters similar
to those in recent experiments [18, 26], i.e., we assume
87Rb atoms in a lattice with a = 532 nm excited from
the ground state |g〉 ≡ |5S1/2, F = 2,mF = −2〉, by
a two-photon process via a non-resonant intermediate
state |e〉 ≡ |5P3/2, F = 3,mF = −3〉, to the Rydberg
state |r〉 ≡ |43S1/2,mJ = −1/2〉 with the van der Waals
interaction constant C6 ≃ 2pi× 2.45GHzµm6. The time-
dependent Rabi frequency Ω(t) and detuning δ(t) of the
excitation laser(s) are also chosen to have similar values
to those in Ref. [26], which were optimized for preparing
the n = 3 Rydberg excitation ground state in a N ∼ 20
site lattice. We note that the precise shape of the Ω(t)
pulse of certain duration τ and the corresponding lin-
ear variation of δ(t) are important for the quantitative
characterization of the final state of the system, but the
general conclusions of our study are qualitatively valid for
other similar preparation strategies involving pulsed Ω(t)
with simultaneous monotonic increase of δ(t) [22–25].
In Fig. 2 we show the dynamics of a representative
system of N = 19 atoms subject to an appropriate laser
pulse (top panel) of duration τ = 12 µs leading, in the
unitary regime of Γr = Γz = 0, to the final probabil-
ity p3 > 0.99 of n = 3 Rydberg excitations and quite
large population Pmin3 ≃ 0.73 of the target ground state.
This preparation time τ is significantly longer than in
the experiment [26] with τ ≃ 4 µs, but obtaining the
target ground state |Rmin3 〉 with higher probability of
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FIG. 2. Dynamics of the system with N = 19 atoms initially
in the ground state |R0〉, subject to the time-dependent field
with the Rabi frequency Ω(t) (left vertical axis) and detun-
ing δ(t) (right vertical axis) shown in the top panel. The
lower panels show the time-dependence of probabilities pn of
n Rydberg excitations (dashed lines) and populations Pminn
of the lowest-energy n-excitation states |Rminn 〉 (thick solid
lines), for n = 0, 1, . . . , 5, in the absence or presence of atomic
decay Γr and dephasing Γz. The inset in each panel shows
the corresponding spatial structure of the Rydberg excita-
tion probabilities 〈σˆjrr〉 of atoms j = 1, 2, . . . , N at the final
time τ . The graphs with decay and dephasing were obtained
upon averaging over M = 150− 200 independent realizations
(Monte-Carlo trajectories) of the numerical experiment.
Pmin3 > 0.9 would require even slower preparation with
τ >∼ 20 µs (see Fig. 3). If we now add realistic decay
and/or dephasing of the atoms, the population Pmin3 of
the target final state would considerably decrease, see
Fig. 2. Simultaneously, the spatial distribution of Ryd-
berg excitations, while still retaining order imposed by
the open boundary conditions [14, 16, 17], will resemble
perfect crystal even less.
In Fig. 3 (top panel), we show the fidelity F ≡ Pmin3
of attaining the target crystalline state of n = 3 Ryd-
berg excitations in the N = 19 site lattice, for unitary
(Γr = Γz = 0) and dissipative (Γr,z 6= 0) cases, as a func-
tion of the preparation time τ [varying τ means rescaling
by the same amount the time-dependence of both Ω(t)
and δ(t), see Fig. 2 (top panel)]. We observe that, in all
cases, the fidelity is rather low, F <∼ 0.2 for τ = 4 µs
[26]. The resulting spatial distribution of Rydberg exci-
tation probabilities 〈σˆjrr〉 is also very similar in all cases
of Γr,Γz.
In order to obtain a suitable measure for crystalline
order in the finite system, we fit the central peak of
0
0.2
0.4
0.6
0.8
1
Fi
de
lit
y
Γ
r
=Γz=0 (kHz)
Γ
r
=40, Γz=0
Γ
r
=0, Γz=40
Γ
r
=Γz=40
4 8 12 16 20
Preparation time τ (µs)
0
0.5
1
1.5
w
FIG. 3. Final fidelity F ≡ Pmin3 (top panel), and correspond-
ing width w (in units of a) of the spatial distribution of 〈σˆjrr〉
at the lattice center jc = 10 (bottom panel), versus the prepa-
ration time τ , in the N = 19 site lattice (as in Fig. 2) for
various values of relaxation constants Γr,Γz (see the legend).
〈σˆjrr〉 in the vicinity of jc = (N + 1)/2 with a Gaus-
sian 〈σˆjrr〉 ≃ A exp[−(j − jc)2/(2w2)] and extract its
width w shown in Fig. 3 (bottom panel). For τ = 4 µs
we obtain w ≃ 1a for all cases, which corroborates the
above assertion that the final spatial density distribu-
tion of Rydberg excitation 〈σˆjrr〉 with or without relax-
ations is nearly indistinguishable. Apparently, when the
preparation time τ is too short, the system cannot adi-
abatically follow the sequence of the lowest-lying states
|R0〉 → |R1〉 → |Rmin2 〉 → |Rmin3 〉 and the final state has
a significant admixture of the higher lying states which
are still, however, mostly within the n = 3 excitation
subspace due to the large energy gap with the manifold
of higher n states.
Increasing the preparation time τ obviously improves
the adiabaticity of the unitary evolution attested by the
monotonous increase of the final fidelity F of the target
state and the decrease of w, as seen in Fig. 3. But when
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FIG. 4. Mean number of Rydberg excitations 〈n〉 (main
panel) and the corresponding Mandel Q parameter (inset),
versus the preparation time τ , for the N = 19 site lattice
with various Γr,Γz; all parameters and correspondence of
symbols/lines are the same as in Fig. 3.
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FIG. 5. Fidelities F ≡ Pmin2 (top left) and F ≡ P
min
4 (top
right), mean number of excitations 〈n〉 (middle) and the cor-
responding Q parameters (bottom panels), versus the prepa-
ration time τ , for the lattice of N = 13 (left column) and
N = 31 (right column) atoms. Notice the difference in the
vertical axes scales. All parameters and correspondence of
symbols/lines are the same as in Figs. 3 and 4.
we add realistic decay and dephasing, the advantages of
slower preparation largely disappear, because the relax-
ation processes acting for longer time induce more deco-
herence and deplete the crystalline ground state of the
system. Remarkably, the mean number of Rydberg ex-
citations and the corresponding statistics characterized
by the highly sub-Poissonian Mandel Q parameter, are
considerably less susceptible to relaxations, as shown in
Fig. 4. Note that if, for the given parameters of the sys-
tem, we view the final spatial distribution of Rydberg
excitations 〈σˆjrr〉 with the corresponding finite resolution
w, it would appear nearly indistinguishable from the crys-
talline state.
As promised above, in Fig. 5 we show the final fi-
delities, together with the mean excitation numbers and
the corresponding Q parameters, for a shorter lattice of
N = 13 sites that can accommodate n = 2 excitations,
and for a longer lattice of N = 31 sites with up to n = 4
excitations, for the same parameters as in the previous
figures. The smaller preparation fidelity of the longer
n = 4 crystal is to be expected, as the system has to adi-
abatically follow more (avoided) level crossings, the last
of which in the vicinity of δ3→4 has very small level repul-
sion ±Ω3→4. What is more surprising, however, is that,
for the same duration τ of the process, the final popula-
tion of the target double excitation state |Rmin2 〉 in the
shorter lattice is smaller than the final population of the
target triple-excitation state |Rmin3 〉 in an appropriately
longer lattice (cf. Fig. 3). This counter-intuitive behavior
can be understood from the following consideration: Due
to the small effective coupling Ω1→2 = 2Ω/
√
N between
states |R1〉 and |Rmin2 〉, and the resulting small level re-
pulsion in the vicinity of δ1→2, only a fraction of popula-
tion of state |R1〉 is adiabatically converted into the pop-
ulation of the n = 2 ground state |Rmin2 〉. On the other
hand, the n = 3 crystalline ground state |Rmin3 〉 can be
populated not only from state |Rmin2 〉, but also from other
higher-energy double-excitation states |R2〉 (see Fig. 2).
Thus, much of the population remaining in |R1〉 after
its (avoided) level crossing with |Rmin2 〉 is transferred to
the other double-excitation states |R2〉, two of which,
|r1g . . . gr(N+1)/2g . . . gg〉 and |gg . . . gr(N+1)/2g . . . grN 〉,
can later be converted into |Rmin3 〉. Interestingly, this
partial return of population from the higher energy states
to the adiabatic ground state of the system leads to its
final population which is larger than would follow from a
na¨ıve use of the independent, or sequential, level crossing
approximation [28].
IV. DISCUSSION AND CONCLUSIONS
To summarize, we have shown that preparing small
crystals of merely two to four Rydberg excitations in a
lattice gas of several tens of atoms using the adiabatic
protocol [22–24] requires exceedingly long times to ef-
fect a slow-enough change of detuning of the laser field
irradiating the atoms. Then, under typical experimen-
tal conditions [18, 26], the relaxation processes affecting
the atoms during such long preparation times cause mul-
tiple transitions between the diabatic energy levels and
deplete the adiabatic crystalline ground state of the sys-
tem. The resulting mixed final state is then essentially a
steady-state of the dissipative system [14, 16] subject to
a uniform driving laser with the same final detuning.
In an experiment, the fidelity of preparation of a
target crystalline state of n excitations of atoms in a
one-dimensional lattice is the probability of simultane-
ously detecting n Rydberg atoms at equidistant posi-
tions, which is obtained from many repetitions of the
preparation and site-resolved measurement cycles. In our
somewhat idealized treatment, we assumed a perfect lat-
tice of atoms with unity filling of each site, and neglected
the motion of Rydberg-excited atoms and their detection
errors. Clearly, the initial site-occupation defects of the
trapped ground-state atoms, the motion and loss of the
untrapped Rydberg-excited atoms, as well as finite de-
tection efficiency will result in further reduction of the
measured preparation fidelities of crystalline phases of
Rydberg excitations.
While these results may appear discouraging for the
prospects of attaining sizable crystals of Rydberg exci-
tations in laser-driven atomic media, our simulations of
dissipative dynamics of the system still reveal spatial or-
dering of Rydberg excitations and highly sub-Poissonian
probability distribution of the excitation number, which
should not be very sensitive to site-occupation defects.
We note that similar and even larger structures can be
obtained, or “grown”, perhaps more efficiently if, instead
of slowly changing the detuning of the laser uniformly
irradiating a chain of atoms initially in the ground state,
one sweeps the laser beam with a fixed frequency form
the one end of the chain to the other [11].
6We hope that our analysis and result are both stimu-
lating and important for the general field of simulating
interacting, dissipative many-body systems and imitat-
ing their various phases with Rydberg atoms.
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