Abstract. Curto and Fialkow proved in 1996 that flat positive semidefinite moment matrices always come from a finitely atomic positive measure. The tedious part of the proof is to show that flat moment matrices have always a flat extension. We give a new short argument for this based on Gröbner bases.
Introduction
We denote N := {0, 1, 2, . . .} and |α| = α 1 + · · · + α n for α ∈ N n . A matrix whose rows and columns are indexed by {α ∈ N n | |α| ≤ k} is called a (real) moment matrix of order k if it can be written as (a α+β ) |α|,|β|≤k for some real multisequence (a γ ) |γ|≤2k . For n = 1, moment matrices are the same thing as Hankel matrices. A moment matrix (a α+β ) |α|,|β|≤k of order k ≥ 1 is called flat if its rank is no higher than the rank of its submatrix (a α+β ) |α|,|β|≤k−1 of order k − 1. The flat extension theorem of Curto and Fialkow [CF1, CF2] says that one can extend such a flat moment matrix of order k (in a unique way) to an again flat moment matrix (a α+β ) |α|,|β|≤k+1 of order k + 1. The "truncated ideal property" (see Lemma 1 below) of the kernel of a flat moment matrix translates into an in general largely overdetermined system of linear equations which has to be solved by the new data (a α ) 2k+1≤|γ|≤2k+2 . Curto and Fialkow show with technical considerations that this overdetermined system has a (unique) solution. The main contribution of this article is to show that this tedious arguments can be considerably shortened. The price to pay is that one needs to use basic facts about Gröbner bases [BW] . We will expose this in Section 2.
The main application, also due to Curto and Fialkow [CF1, CF2] , of the flat extension theorem is to the truncated moment problem. If a flat moment matrix (a α+β ) |α|,|β|≤k of rank r is positive semidefinite, then its entries are the moments of a unique r-atomic measure (i.e., a positively weighted sum of r distinct Dirac measures) µ, more precisely a γ = x γ dµ(x) for |γ| ≤ 2k. This solution to the truncated moment problem has recently attracted a lot of attention since it is successfully used to detect optimality for semidefinite programming relaxations of polynomial optimization problems (see [Las, Subsection 3.3] , [La2, Subsection 6.6] and the references therein). As explained in [La1, Section 4] , it follows relatively easy from the flat extension theorem by a version of the original proof of Curto and Fialkow [CF1, Chapter 4] which is simplified in a way that it uses only linear algebra. However, Laurent gives also a nice algebraic proof (see [La1, Section 2.2] or [La2, Section 5.1]). In Section 3, we give a short new account of this algebraic proof which avoids the use of the (real or complex) Nullstellensatz.
A big part of the literature on the moment problem ignores completely the fact that the algebraic structure underlying the moment problem is the polynomial ring. As it is already implied by the term "moment problem", the emphasis is most of the time laid on the vector space basis (X α ) α∈N n of this ring. Sometimes, this even leads to complicated identities with multinomial coefficients which seem mysterious and yet correspond just to basic ring arithmetic. It is our belief that one should avoid the choice of a basis in order to gain a better algebraic understanding. We will try to do so in this little note and therefore translate the notions into a basis free setting. Also we will work over more general fields than R.
Let K be an arbitrary field. If V is a K-vector space, we denote by V * its dual, i.e., the K-vector space of linear forms on V . We use the usual notions for symmetric bilinear forms. In particular, the kernel and the rank of a symmetric bilinear B : V × V → K are the kernel and the rank of the linear map
respectively. Hence the rank of B equals the dimension of V / ker B, a fact that we will often employ subsequently.
Moment matrices over K are exactly the matrices representing bilinear forms which can be written as
To simplify the terminology, we use the adjective "flat" for the linear form itself rather than the corresponding bilinear form (of course, this has nothing to do with the notion of flat linear maps in module theory). Say an
Extension of flat moment matrices
In this section, K denotes always a field. If k ≥ 1 and
(but not the reverse inclusion in general), leading to a diagram of linear maps
In this diagram, the vector space dimensions weakly increase from left to right of course. Now flatness of L k means that the dimensions at both ends of the diagram are equal. Hence L k is flat if and only if both maps in the diagram are K-vector space isomorphisms. In other words, L k is flat if and only if
Proof. It suffices to show this for the case q
Now we will apply Gröbner bases (see for instance [BW] ). Therefore we need a term order, i.e., a linear order of the monoid (
n . Such term orders exist and are often used in applications, e.g., the total degree lexicographic order. 
Proof. Consider the linear subspace
We first show that
The inclusion from left to right is clear. For the other inclusion
. But such an α can be written as α = β+γ for some pX
showing (3). Now by (2), we can choose for each
k linearly and contains all theseX α + p α . Of course, F generates the ideal I. With respect to ≤, we now complete F to a Gröbner basis G of I by the Buchberger algorithm. By definition, U satisfies an obvious "truncated ideal property". The first S-polynomial built lies therefore obviously in U . Since F ⊆ U by (3), all its subsequent reductions still lie in U . In addition, the presence of theX α +p α and the hypothesis on ≤ will guarantee that the S-polynomial is reduced to a polynomial of degree at most k. Hence the Buchberger algorithm adds a polynomial from U ∩ K[X] k = ker B L k to F . Now inductively, one argues the same way for all other S-polynomials.
2k be flat and I be the ideal generated by ker
Proof. It follows easily from (2) that each p ∈ K[X] of degree more than k is modulo I equivalent to a polynomial of lower degree. Using induction, this shows that ϕ is surjective. Now choose a term order ≤ and a Gröbner basis G ⊆ ker B L k of I with respect to ≤ as in Lemma 2. Reducing p ∈ I modulo G yields an identity
Theorem 4 (Curto and Fialkow [CF1]). Every flat
Proof. With the notation from Lemma 3, define L to be the composition
where the first arrow is natural, the second one is ϕ −1 and the third one is induced
Hence p ∈ I. This shows I = ker B L , that is the claimed isomorphism is nothing else than ϕ. Since an isomorphism preserves dimension, the ranks of B L k and B L are equal.
It remains only to show uniqueness. Given a second extension
where the K-vector space dimensions weakly decrease from left to right of course. If the ranks of B L and B L k coincide, these dimension are all equal and the above maps are all isomorphisms.
The following is an immediate consequence of the theorem that we have just reproved. Actually, it is easy to see by iterated extension that it is an essentially equivalent formulation of the theorem.
The truncated moment problem
In this section, we work over a real closed field R and denote by C :
its algebraic closure (see for instance [BCR] ). This includes of course the case (R, C) = (R, C) in which most readers will only be interested in. We say that a linear form L on a linear subspace of R[X] is a quadrature rule with r nodes and positive weights if there are pairwise distinct nodes z 1 , . . . , z r ∈ R n and arbitrary weights w 1 , . . . ,
Theorem 6 (Curto and Fialkow [CF1] 
where π :
It is an easy exercise to show that the positive definiteness of b implies that A is a reduced ring, i.e., a m = 0 implies a = 0 for all a ∈ A and m ∈ N. Since A is reduced, the intersection of all its prime ideals contains only 0. But since A is a finite dimensional R-algebra, all its prime ideals are maximal and there are only finitely many of them. 
