I. INTRODUCTION
The target tracking problem has become not only a military interest but also closely linked applications to our lives. Basically, target tracking is model based and the most general model is state-space models [1] , [2] . Even though the target model is well designed, the error always exist. To reduce error, a variety of techniques have been studied and developed in the field of the state estimation over decade [5] , [23] .
One stem for reducing error and precise tracking is the modelling and the other one is the filtering. With Kalman filter (KF) introduced by Kalman [6] , [7] , tracking technique was developed diversely in 1960s. Directly improved methodology related to the filter is the first approach. The examples are alpha-beta filter [8] , information filter [3] , square-root filter [9] , smoothing and prediction [4] , [10] , particle filter (PF) [11] , [12] , and extended Kalman filter (EKF) [13] , [14] . The others are the adaptive methods including input estimation (IE) [15] , [16] , variable state dimension (VSD) [17] , generalized pseudo-Bayesian estimator of first order (GPB-1) [18] , [19] , generalized pseudo-Bayesian estimator of second order (GPB-2) [20] , interacting multiple model (IMM) [21] , and adaptive interacting multiple model (AIMM) [22] , [23] .
Filter related methods are much vulnerable to the nonlinear target [6] - [12] . It is difficult to approximate the tsrget because the overall process noise is time-varying. To alleviate these difficulties, artificial intelligent methods like IMM were proposed [21] . Unfortunately, the multiple structure algorithm requires the predefined sub-models with different conditions, and may not guarantee good performance if one of sub-models does not exactly match to the target motion. In AIMM, the acceleration intervals for the different acceleration levels should be determined in advance and the delay involved in estimating target's acceleration should be also treated appropriately.
Motivated by the above observations, we design the adaptive tracking algorithm. Proposed algorithm extracts acceleration in the overhaul noses term effectively. We use the particle swarm optimization (PSO) [24] based fuzzy c-means (FCM) clustering [25] , [26] as the criteria which separate overhaul noises between acceleration and mere noise. PSO has the following characteristics. It has simple concept, easy realization, effective calculation, rapidly development in a short time, and stable convergence. FCM makes the clustering by setting fuzzy membership with the distance in Euclidean space and optimizing this one. FCM has better clustering effect than existing hard methods. Proposed extracting acceleration method based on segmentalized PSO-FCM has the following benefits. First, acceleration can be distinguishable from the noise term adaptively not being influenced by the noises of other axes. Second, extracted acceleration is compensated to dynamic model of maneuvering target. This one prevent from falling down the performance of filter due to external factor. Third, we make a realization for maneuvering target by modelling 3D motion. We construct real time algorithm excluding off-line process.
This paper is organized as follows: Section 2 shows the maneuvering target model and briefly reviews the PSO and FCM as the applicable methods. The details of the proposed algorithm is described in Section 3. In Section 4, the effectiveness of the proposed intelligent tracking method compared with the conventional one is shown. Finally, conclusions are drawn in Section 5.
II. PRELIMINARIES A. Dynamic Model
The dynamic models of the maneuvering target are described for all axes by
where
is the state vector with position and velocity for a maneuvering target. The term ( ) and ( ) are the unknown deterministic acceleration and the process noise, ( ) and ( ) are the measurement vector and the measurement noise, ( ) and ( ) are considered as zero-mean white Gaussian noise sequences with variances and , respectively. The system matrix , the gain matrix G, and the measurement matrix are specified as follows when is the sampling period: 
In the case of nonlinear maneuver, the unknown acceleration of the target is regarded as an additive process noise. Hence, (1) can be rewritten as:
where¯( ) = ( )+ ( ) is assumed to be the overall process noise.
B. Particle Swarm Optimization -Fuzzy C-means Clustering (PSO-FCM)

1) Particle Swarm Optimization (PSO):
PSO is a stochastic optimization technique inspired by the social behavior of a bird flocking or fish schooling which was proposed by Kennedy and Eberhart in 1995 [24] . As simple in concept and easy to implement, it develops rapidly in a short time, and has been applied in various fields. In this paper, we use this algorithm combined with FCM clustering.
2) Fuzzy c-means clustering (FCM): FCM proposed by Bezdek is the data classification algorithm categorizing each data to a certain cluster by the strength of membership function [25] and [26] . The membership function takes proper one between 0 and 1 in the FCM. Using this characteristics, FCM will be used to divide acceleration from mere noise in this paper. The process consisted of following 4 steps. STEP 1: (Initializing membership function and parameter decision) The initial membership function and the parameters are set to meet the following conditions:
where is the number of cluster, is the number of input data. Cost function is defined as:
is exponential weight, is the dimension of data, is the Euclidean distance of and and is a center of a ℎ cluster. STEP 2: (Calculation of cluster's center) To minimize the cost function, the cost function is divided into the centers of the clusters and membership function as follows:
STEP 3: (Updating membership function) The updated membership function +1 is obtained by the centers of the clusters obtained at STEP 2 as follows:
STEP 4: (Comparison with critical value and repetition)
Updating centers and membership function is continued until the gap of membership function (10) is less than the critical value Λ
where is the set of repeated membership function . If we change the initial value of membership function , the final center will be changed easily. So it is important to get the best initial value.
III. MAIN DESCRIPTION
A. Compartmentalization by Segmentalized PSO-FCM at Each Axis
The most important concern of the tracking system is to diminish the error between the measurement point ( ) and the predicted oneˆ( ). Existing manners yield velocity by differentiating the positional error and obtain the approximated acceleration by differentiating the velocity. In this case, the process of differentiating is executed with the overhaul noises, so the estimated value is always accompanied noise. Many methods treating the overhaul noises could reduce the error to some degree but those could not be a fundamental solution. The reason is the acceleration in the noise term plays a role of the noise with bigger magnitude than real noise.
The basic idea of the proposed method arises from the fact that it is difficult to separate acceleration directly from other noises because it is given with other components. So, we should approximate the acceleration of a maneuvering target and utilize this one to estimate the target. First, we set the positional error between measurement and predicted point to be used as a data to get the approximated acceleration and we need a criteria which split this error into acceleration and noise. We call this criteria maximum noise level and PSO-FCM is used as a dividing technique. Going through with PSO-FCM, the exceedances are regarded as approximated acceleration and the rest is regarded mere noise. Only mere noise is on going filtering process and the filtered output is added corresponding acceleration.
1) Compartmentalization of the positional errors:
To approximate acceleration, we make the maximum noise level as the permissive noise value corresponding with the capability of the equipment. This includes only the noisy factor like process noise and measured one excluding acceleration. Noise only makes an error to the dynamic model. Let us suppose a linear moving target. When we take a look at the relation between neighboring two points, ( ) and ( + 1), later one depends on the prior one's velocity and elapsed time˙( ) ⋅ Δ and the noise is added to this. If we restrict to a certain value, we can conjecture about the distance gap between the two points as a certain range. Next, let us think of the nonlinear maneuvering case. In this case, the distance gap will be much variable by the acceleration input incurring the maneuvering. What the movement of the maneuvering target is largely varied means that the distance gap of ( ) and ( + 1) gets out of the range . In Fig. 1 , we can see the positional relation of linear moving, noise added one, and acceleration added maneuvering.
Considering linear movement and nonlinear maneuvering together, we get the predicted pointˆ( + 1| ) as follows:
Then, we get the positional errorˆbetween the predicted point ( + 1| ) and measurement one ( + 1| + 1) as follows: The set of the dispersion for the positional errorsˆfrom = 0 to = is formed around zero. It is shown in Fig. 2-(a) and the setˆis represented as follows:
. . .
where means the dimension of the data,ˆdoes the data set from 0 to at ℎ axis, and does the sampling time.
We proceed segmentalized PSO-FCM with the set of the dispersionˆconjugating the original FCM process expressed in (4)- (10) with PSO algorithm. This procedure is proceeded at the , , -, respectively. To evaluate each element in the mass, the fitness function is defined as follows:
where is a constant, (Θ, Γ) is the objective function, Θ is the set of membership function , and Γ is the set of cluster . If (Θ, Γ) become smaller, the clustering effect has better one and individual fitness (ˆ) also becomes better.
The process of PSO-FCM can be described as follows:
(1) Give the number of clusters , fuzzy index , population size , learning factors 1 and 1 , inertia weight .
(2) Initialize cluster centers and its position, create the first generation of particles.
(3) Calculate the cluster center as follows:
(4) Calculate of each cluster center as follows:
(5) Calculate the fitness value of each particle according to (14) . If the fitness of arbitrary particle is better than that of the current particle's best location, then update the best location of the individual particles. If the fitness of all the particles' best location is better than that of the global best current location, then update the global location. (6) Update the velocity and location of each particle and produce the next generation of particle swarm.
(7) If the current iteration number reaches the pre-set maximum, stop iteration and find the best solution in the last generation. Otherwise, return step (3) .
By undergoing through a series of process (11)- (16), each input data has following 3 degrees of membership function for the clusters classified by each axis.
Intersected all clusters with other clusters formed by other axes, we can get the stereoscopic structured degree of membership function composed with 27 clusters.
2) Making Maximum Noise Level:
In degree of membership function , 1 means the cluster which has deceleration input to relevant axis, 2 does mere noise to that, and 3 does acceleration input to that, respectively. 27 degree of membership functions has the following characteristics. Each element of the 1 row has the maximum weight of deceleration input for -, the 2 one does mere noise, and the 3 one does acceleration input, respectively. Each element of the 1 column has the maximum weight of deceleration input for -, the 2 one does mere noise, and the 3 one does acceleration input. All the elements of the 1 layer have the maximum weight of deceleration input for -, the 2 one do mere noise, and the 3 one do acceleration input. Adding more data as time passes, this value is getting accurate about maneuvering pattern.
B. Adaptive Tracking Model
With all the foregoing methods, we set up the one cycle of the PSO-FCM based adaptive tracking (PFAT) model following five steps.
1. Initialization: Substituting the predicted pointˆ+ 1| into the measurement +1 yields estimated positional error +1| from the foregoing (1), (2), (3), (11), (12) . The set of dispersion of estimated positional error from 0 toˆis used as input data for compartmentalization.
Compartmentalization of external noise:
Going through the segmentalized PSO-FCM with the result of STEP 1ˆ, the algorithm yields the 27 clusters representing acceleration, deceleration, and mere noise as shown in Fig. 2-(b),(c),(d) . The degree of membership function ( + 1| ) means the weight of the estimated positional errorˆ+ 1| to each cluster.
3. Set up the acceleration and noise: With the result of STEP 2, the acceleration and noise are obtained by the multiplicationˆ( ) and . Row and column of a maximum degree of membership function mean the axis and characteristics of that. Compartmentalizing external noise to yield expected acceleration and noise is divided into following 3 cases: CASE 1 ( ℎ ) : With no acceleration input and no deceleration one, the expected noise is made by the multiplication the positional error dataˆ( + 1| ) with degree of membership function 2 ( +1| ) at time . In this procedure, the approximated noiseˆ( + 1| ) is set asˆ(
To reflect no external noise, the weight for the acceleration and deceleration would be shown as follows:
CASE 2 ( ℎ ) : When acceleration coexists with noise, estimated acceleration inputˆ( +1| ) on relevant axis is made by the multiplication positional errorˆ( + 1| ) with degree of membership function 3 ( + 1| ) at time . In this case,ˆ( + 1| ) is calculated as follows:
Expected noise is obtained by the multiplication the positional errorˆ( +1| ) with degree of membership function 2 ( + 1| ) at time as follows:
To reflect acceleration input, the weight for the deceleration would be zero as follows:
CASE 3 ( ℎ ) : This is the case when deceleration coexists with noise contrary to CASE 2. Estimated deceleration input on relevant axis is made by the multiplication positional errorˆ( + 1| ) with degree of membership function 1 ( + 1| ) at time as follows:ˆ(
To reflect acceleration input, the weight for the acceleration would be zero as follows:
The process forandis equal to the above one.
Filtering and compensating acceleration:
Substituting (21)- (26) into (1) yields expected targetˆ( + 1) based on expected accelerationˆ,ˆ,ˆ, expected decelerationˆ,ˆ,ˆ, and expected mere noiseˆ,ˆ,ˆas follows:
According to the 3 CASEs, termˆ( + 1| ) +ˆ( + 1| ) + ( +1| ) can beˆ( +1| )+ˆ( +1| )+0,ˆ( +1| )+ˆ( + 1| ) + 0, orˆ( + 1| ) + 0. Approximated mere noiseˆ( + 1| ) will be strained by KF. The input for filtering process ( + 1| ) would be defined as follows:
whereˆ(
Ifˆ( +1| ) is defined as output of the filter, approximated accelerationˆ( + 1| ) and approximated decelerationˆ( + 1| ) yield final expected valueˆ( +1| +1) by compensating the position and velocity ofˆ( + 1| ) as follows:
Yielding estimates and repetition:
Calculatedˆ( + 1| + 1) is used as the initial inputˆ( + 2| + 1) at the next sampling time + 2 and repeat the all steps.
Remark 1: The proposed algorithm has the following advantages. Learning process is proceeded with noise analysis at every sampling time. So this algorithm can be applied to the on-line system.
IV. SIMULATIONS
To show the effectiveness of the proposed intelligent tracking method, we introduce a simulated tracking scenario for an incoming cruise missile. The simulation results of the proposed method are compared with those of the KF. The target is set as an incoming cruise missile on the 3D plane. The initial position of the target is at (150, 100)km away on the distant horizon from the observer, and it moves with a constant velocity of 0.8856 / along a −225 degree line to -. For the each axis, the standard deviation of the zero mean white Gaussian measurement noise is 0.001km and that of a process noise is 0.01. The sampling time is 1 and the number of iteration is 300.
The target has the lateral acceleration as shown in 
