Let D be a bounded domain in R n with a smooth boundary ∂D. We indicate appropriate Sobolev spaces of negative smoothness to study the non-homogeneous Cauchy problem for an elliptic differential complex {A i } of first order operators. In particular, we describe traces on ∂D of tangential part τ i (u) and normal part ν i (u) of a (vector)-function u from the corresponding Sobolev space and give an adequate formulation of the problem. If the Laplacians of the complex satisfy the uniqueness condition in the small then we obtain necessary and sufficient solvability conditions of the problem and produce formulae for its exact and approximate solutions. For the Cauchy problem in the Lebesgue spaces L 2 (D) we construct the approximate and exact solutions to the Cauchy problem with maximal possible regularity. Moreover, using Hilbert space methods, we construct Carleman's formulae for a (vector-) function u from the Sobolev space H 1 (D) by its Cauchy data τ i (u) on a subset Γ ⊂ ∂D and the values of A i u in D modulo the null-space of the Cauchy problem. Some instructive examples for elliptic complexes of operators with constant coefficients are considered.
1 The author was supported by DAAD.
Preliminaries

Differential complexes
Let X be a C ∞ -manifold of dimension n ≥ 2 with a smooth boundary ∂X. We tacitly assume that it is enclosed into a smooth closed manifoldX of the same dimension.
For any smooth C-vector bundles E and F over X, we write Diff m (X; E → F ) for the space of all the linear partial differential operators of order ≤ m between sections of E and F . Then, for an open set O ⊂ • X (here • X is the interior of X) over which the bundles and the manifold are trivial, the sections over O may be interpreted as (vector-) functions and A ∈ Diff m (X; E → F ) is given as (l × k)-matrix of scalar differential operators, i.e. we have
where a α (x) are (l × k)-matrices of C ∞ (O)-functions, k = rank(E), l = rank(F ). Denote E * the conjugate bundle of E. Any Hermitian metric (., .) x on E gives rise to a sesquilinear bundle isomorphism (the Hodge operator) ⋆ E : E → E * by the equality ⋆ E v, u x = (u, v) x for all sections u and v of E; here ., . x is the natural pairing in the fibers of E * and E. Pick a volume form dx on X, thus identifying the dual and conjugate bundles. For A ∈ Diff m (X; E → F ), denote by A * ∈ Diff m (X; F → E) the formal adjoint operator. Let π : T * X → X be the (real) cotangent bundle of X and let π * E be a induced bundle for the bundle E (i.e. the fiber of π * E over the point (x, z) ∈ T * X coincides with E x ). We write σ(A) : π * E → π * F for the principal homogeneous symbol of the order m of the operator A. We often refer to the so-called uniqueness condition in the small on It holds true if, for instance, all the objects under consideration are real analytic. Let G A (., .) ∈ Diff m−1 (X; (F * , E) → Λ n−1 ) denote a Green operator attached to A, i.e. such a bi-differential operator that dG A (⋆ F g, v) = ((Av, g) x − (v, A * g) x ) dx for all g ∈ C ∞ (X, F ), v ∈ C ∞ (X, E);
here Λ p is the bundle of the exterior differential forms of the degree 0 ≤ p ≤ n over X. The Green operator always exists (see [13, Proposition 2.4.4] ) and for the first order operator A it may be locally written in the following form:
G A (⋆g, v) = g * (x) σ(A)(x, (⋆dx 1 , . . . , ⋆dx n )) v(x) for all g ∈ C ∞ (X, F ), v ∈ C ∞ (X, E).
Then it follows from Stokes formula that the (first) Green formula holds true:
dx for all g ∈ C ∞ (X, F ), v ∈ C ∞ (X, E).
Fix a defining function of the domain D, i.e. a real valued C ∞ -smooth function ρ with |∇ρ| = 0 on ∂D and such that D = {x ∈ X : ρ(x) < 0}. Without loss of a generality we can always choose the function ρ in such a way that |∇ρ| = 1 on a neighborhood of ∂D. Then
where ds is the volume form on ∂D induced from X.
Our principal object to study will be a complex {A i , E i } N i=0 of partial differential operators over X (see, [13] , [21] ),
where E i are the bundles over X and A i ∈ Diff 1 (X; E i → E i+1 ) with A i+1 • A i ≡ 0; we tacitly assume that A i = 0 for both i < 0 and i ≥ N. Obviously, σ(A i+1 ) • σ(A i ) ≡ 0. We say that the complex {A i , E i } N i=0 is elliptic if the corresponding symbolic complex,
is exact for all (x, z) ∈ T * X \ {0}, i.e. the the range of the map σ(A i ) coincides with the kernel of the map σ(A i+1 ). In particular, σ(A 0 ) is injective away from the zero section of T * X and σ(A N −1 ) is surjective.
As any differential complex is homotopically equivalent to a first order complex, we will consider elliptic complexes of first order operators only. Hence it follows that the Laplacians ∆ i = A * i A i + A i−1 A * i−1 of the complex are elliptic differential operators of the second order and types E i → E i on X for 0 ≤ i ≤ N.
Sobolev spaces
We write L 2 (D, E) for the Hilbert space of all the measurable sections of E over D with a scalar product (u, v) L 2 (D,E) = D (u, v) x dx. We also denote H s (D, E) the Sobolev space of the distribution sections of E over D, whose weak derivatives up to the order s ∈ N belong to L 2 (D, E). As usual, let H s loc (D ∪ Γ, E) be the set of sections in D belonging to H s (σ, E) for every measurable set σ in D with σ ⊂ D ∪ Γ.
Further, for non-integer positive s we define Sobolev spaces H s (D, E) with the use of the proper interpolation procedure (see, for example, [2, §1.4.11] ). In the local situation we can use other (equivalent) approach. For instance, if X ⊂ R n and the bundle E is trivial, we may we denote H 1/2 (D, E) the closure of C ∞ (D, E) functions with respect to the norm (see [22] ):
Then, for s ∈ N, let H s−1/2 (D, E) be the space of functions from H s−1 (D, E) such that weak derivatives of the order (s − 1) belong to H 1/2 (D, E). Sobolev spaces of negative smoothness are usually defined with the use of a proper duality (see [23] ). For instance, one can consider a Sobolev spaceH −s (D, E) as the completion of the space C ∞ comp (D, E) with respect to the norm sup
, s ∈ N. Unfortunately, elements of these spaces may have "bad" behavior near ∂D, but the study of the Cauchy problem needs a correctly defined notion of trace. This is the reason we use slightly different spaces; we follow [18] (cf. [20] , [2, Chapters 1, 9] , [24] ). More exactly, denote by
consisting of sections with vanishing on ∂D derivatives up to order m − 1. Let s ∈ N. For sections u ∈ C ∞ (D, E) we define two types of negative norms
It is more correct to write · −s,D,E and | · | −s,D,E , but we prefer to omit the indexes D, E, if it does not cause misunderstandings It is convenient to set
Denote the completions of space C ∞ (D, E) with respect to these norms by H −s (D, E) and H(D, E, | · | −s ) respectively. It follows from the definition that the elements of these Banach spaces are distributions of finite orders on D and the spaces could be called Sobolev spaces of negative smoothness. Clearly, they satisfy the following relations: 
coherent with the norm . −s because of the parallelogram identity.
Clearly, any element u ∈ H −s (D, E) extends up to an element U ∈ H −s (
here ·, · D is a pairing H × H ′ for a space H of distributions over D. It is natural to denote this extension χ D u because its support belongs to D. Obviously, this extension induces a bounded linear operator
It is known that the differential operator A continuously maps
The following lemma shows the specific way of the action of A for s ≤ 0.
Proof. Immediately follows from (1) and (2 
Traces of Sobolev functions of negative smoothness
By the discussion above we need to introduce some other spaces in order to define the traces on ∂D. In general, our approach is closed to the one described in [2, §9.2, 9.3].
Strong traces on the boundary
It is well-known that if ∂D is sufficiently smooth then the functions from the Sobolev space H s (D), s ∈ N, have traces on the boundary in the Sobolev space H s−1/2 (∂D) and the corresponding trace operator t s :
is bounded and surjective (see, for instance, [22] ). In particular, this means that for every u ∈ H s loc (D ∪ Γ, E), s ∈ N, there is a trace t Γ,E (u) on Γ belonging to H s−1/2 loc (Γ, E). In order to define the so-called strong traces on ∂D for elements of Sobolev spaces with negative smoothness we denote H −s t (D, E) the completion of C ∞ (D, E) with respect to the graph-norm:
Thus the operator t s induces the bounded linear trace operator
are well-known. Let A be a first order operator with injective principal symbol. Given distributions w and u 0 , consider the Dirichlet problem for strongly elliptic formally self-adjoint second order operator A * A. It consists in finding a distribution u satisfying
It follows from [18, theorems 2.1 and 2.2] (see also [20] , [24] for systems of equations) that Uniqueness Theorem and Existence Theorem are valid for problem (7) on the Sobolev scale H s (D, E), s ∈ Z for data w ∈ H(D, E, | · | s−2 ) and u 0 ∈ H s−1/2 (∂D, E). Denote by P (D) the operator mapping u 0 and w = 0 to the unique solution to the Dirichlet problem (7) . Similarly, denote G (D) the operator mapping w to the unique solution to the Dirichlet problem (7) with zero boundary Dirichlet data. Clearly, G
(D)
A * A is the famous Green function of Dirichlet problem (7) and P
A * A is the Poisson integral corresponding to the problem. The standard theorem of improving the smoothness of the Dirichlet problem (see, for instance, [22] 
A * A act continuously on the following Sobolev scale:
, s ∈ Z + ; they completely describe the solutions of the Dirichlet problem on the scale.
However we need a more subtle characteristic of traces to study the Cauchy problem for differential complex {A i }.
For a section u of E over D and a first order operator A, letτ A (u) = σ(A)(x, ∇ρ(x))u represent the Cauchy data of u with respect to A (see, for instance, [13, §3.2.2]). Similarly, let ν A (f ) =τ A * (f ) represent the Cauchy data of f with respect to A * for a section f of F . Then the mapsτ ,ν induces a bounded linear operators
Denote completions of the space C ∞ (D, E) with respect to graph-norms
Clearly, the elements of these spaces are more regular in D than elements of H −s (D, E). Moreover, by the very definition, the differential operator A induces a bounded linear operator
and the trace operator (8) induces a bounded linear operator Proof. It follows from the definition of spaces that we need to check the relations between norms on sections from C ∞ (D, E) only. By Green's formula (1) and (2) we have for all
is the linear bounded operator induced by the differential operator A * . Back, fix a section g 0 ∈ C ∞ (∂D, F ). Now let ∇ F ∈ Diff 1 (X; F → F ⊗ (T * X) c ) and be a connections in the bundle F compatible with the corresponding Hermitian metric (see [25, Ch. III, Proposition 1.11]). Obviously ∇ F has injective symbol. Then, using remark 2.1 we see that there is a section g ∈ C ∞ (D, F ) with g = g 0 on ∂D and g s+1 ≤ γ g 0 s+1/2 . For instance
Green's formula (1) and formula (2) imply that for all u ∈ C ∞ (D, E) we have: 
which means that the norms · −s,t and · −s,τ A are equivalent on C ∞ (D, E). Now for the complex {A i } denoteτ i the Cauchy data with respect to A i . Similarly denoteν i the Cauchy data with respect to A * i−1 . As the complex is elliptic then the matrix
is invertible in a neighborhood of ∂D. Then we set
Lemma 2.1. The following identities hold true:
Proof. See, for instance, [13, formulae (3.2. 3)]. Because of Lemma 2.1, the projections τ i (u) and ν i (u) are often called the tangential and normal parts of a section u with respect to the complex {A i } respectively.
Due to Lemma 2.1 we have for all
Denote the completion of the space C ∞ (D, E i ) (0 ≤ i ≤ N) with respect to graph-norms Proof. The equivalence of the norms · −s,A i and · −s,τ i follows Theorem 2.1. Finally, as the complex {A i } is elliptic then Lemma 2.1 implies the equivalence of the norms · −s,τ i and · −s,τ i . 
Weak boundary values of the tangential and normal parts
Consider now the weak extension of an operator A on the scale
. As the operator A is linear, this set is linear too. Clearly,
It is natural to expect that these spaces coincide (cf. [26] ); we will prove it later. According to Corollary 2.1, we have
Let us clarify the situation with traces of elements from H
To this end, define pairing (
. It is clear that the limit does not depend on the choice of the
As before, let Γ be an open (in the topology of ∂D) connected subset of ∂D. The following definition is induced by (9). Definition 2.1. Let alone the correctness of this definition, we say that a distribution-section
Formulae (1), (2) and Theorem 2.1 imply that any section
has weak boundary value of the tangential part τ w i,∂D (u) on ∂D coinciding with the trace τ i,−s (u) ∈ H −s−1/2 (∂D, E i ). We are to connect the weak boundary values of the tangential parts with the so-called limit boundary values of solutions of finite orders of growth near ∂D to elliptic systems (see [19] , [20] , [2] ). Recall that a solution u ∈ S A (D) of an elliptic system A has a finite order of growth near ∂D if for any point x 0 ∈ ∂D there are a ball B(x 0 , R) and constants c > 0, γ > 0 such that
As ∂D is compact, the constants c and γ may be chosen in such a way that this estimate is valid for all x 0 ∈ ∂D. The space of solutions to A of finite order of growth near ∂D will be denoted S 
in the sense of Definition 2.1, coinciding with limit boundary value
Proof. First of all we note that Lemma 1.1, Theorem 2.1 and Remark 2.1, imply that the operator G
have zero traces t −s (w 1 ) and t −s+1 (w 2 ) on ∂D. In particular, τ i,−s (w 1 ) = 0, τ i−1,−s+1 (w 2 ) = 0, and therefore τ w i,∂D (w 1 ) = 0, τ
According to Definition 2.1, applied to w 2 , we have: 
In particular, this section belongs to C ∞ (D, E i ), it has a finite order of growth near ∂D (see [24, Theorem 2.32]), and hence it has limit boundary value
′ is also defined because the function ρ is of class C ∞ . Clearly, τ i (w) = τ i (w 0 ) in the sense of limit boundary values on ∂D.
As we have already noted, w ∈ H −s
In particular, this means that
Since both w and A i w are solutions to elliptic operators, i.e. ∆ i w = 0 in D, ∆ i+1 (A i w) = 0 in D and they both have finite orders of growth near ∂D, then it follows from [2, the proof of Theorem 9. 4.7] that there is a sequence of positive numbers {ε ν }, tending to zero and such that
By Whitney Theorem, every smooth section over D may be extended up to smooth section over X. Therefore
As
A * i u) = 0 on ∂D in the sense of Definition 2.1, we see that Lemma 2.1, formulae (1) and (9) 
with τ w i,∂D (w −w) = 0 on ∂D, i.e. weak boundary value τ w i,∂D (u) does not depend on the choice of the section
Finally, we are to prove that the weak boundary value belongs to the corresponding Sobolev space 
with a positive constants γ 1 , γ 2 , which does not depend on g and v 0 . Hence, by Definition 2.1 and Lemma 2.1, we obtain:
is bounded, then the estimate implies that (11)
with a positive constantγ which does not depend on v 0 and u 0 . Hence,
Thus, τ w i,∂D (u) belongs to H −s−1/2 (∂D, E i ), which was to be proved.
Proof. Since (10), it is enough to prove that H −s
A * i−1 u. According to Remark 2.1, the section w is presented via its boundary values on ∂D by the
Thus, it follows from Corollary 2.3 that sections w and
Take a sequence {u ν } ⊂ C ∞ (D, E i ) approximating u in the space H −s (D, E i ). It follows from Remark 2.1 and 1.1 that the sequence
That is why the section u belongs to this space too.
Similarly
]). We only note that if Γ has C
∞ -smooth boundary (on ∂D), then
Corollary 2.9. For every section u ∈ H −s A i (D, E i ) and every Γ ⊂ ∂D there is boundary value τ i,Γ (u) in the sense of Definition 2.1, belonging to
As ∂D is compact, ∪ 
A homotopy formula
From now on we additionally assume that the operators ∆ i , 0 ≤ i ≤ N, satisfy the Uniqueness Condition 1.1. Then each of these operators has a bilateral pseudo-differential fundamental solution, say, Φ i , on
For a section f ∈ C ∞ (D, E i+1 ) we denote by T i f the following volume potential:
If ∂D is smooth enough (e.g. ∂D ∈ C ∞ ) then the potential T i induces a bounded linear operator
Lemma
Moreover for every section
Proof. First of all we note that any smoothing operatorK of type E i+1 → E i on
• X induces for all p bounded linear operator
As any two fundamental solutions differ on a smoothing operator, we may assume that
In particular, G
(Ω, E i+ ) we have:
with positive constants C 1 , C 2 do not depending on f .
(Ω, E i ); its limit we denote T i,Ω f . It is easy to understand that this limit does not depend on the choice of the sequence {f ν } converging to f , and the estimates (12), (13) guarantee that the operator T i,Ω , defined in this way, is bounded. Moreover, the properties of the fundamental solutions Φ i means that each of the potentials T i f ν satisfies
Passing to the limit with respect to ν → ∞ in the last equality we obtain the desired statement because operators χ D and T i,Ω are continuous.
Further, for a section v ∈ C ∞ (D, E i ) we denote by K i f the following volume potential:
Again, by the definition, it is a zero order pseudo-differential operator with the transmission property. If ∂D is smooth enough (e.g. ∂D ∈ C ∞ ) then the potential K i induces a bounded linear operator X with ∂Ω ∈ C ∞ the operator K i induces a smoothing operator on Ω. In particular, for all s ∈ N, p ∈ N, it is bounded linear operator
Proof. Indeed, by the definition of the fundamental solution,
Therefore the pseudo-differential operator (
is smoothing on compact subsets of • X. Now the similar statements follows for K i . For x ∈ ∂D we denote M i v 0 (x) the following Green integral with density v 0 ∈ C ∞ (∂D, E i ):
the last identity easily follows from (9). Thus we define the Green transform with density v 0 ∈ D ′ (∂D, E i ) as the result of the action of the distribution v 0 on the "test-function" (−ν i (
By the construction,
as a parameter dependent distribution; here supp v 0 is the support of v 0 .
Again, if ∂D is smooth enough (e.g. ∂D ∈ C ∞ ) then the potential M i induces a bounded linear operator 
Of course, the continuity of the operators T i , M i , K i on the Sobolev spaces implies that formula (15) is still valid for sections u ∈ H s (D, E i ), s ∈ N. We are to extend the homotopy formula for the complex {A i } on the scale H 
Proof. As we already have seen above (see Remark 2.1 and Corollary 2.3), for every section
It follows from Lemmas 3.1, 3.2 and the continuity of the operators P 
and
Now using a homotopy formula (15) we obtain: 
) with a number s ∈ Z + and there is
Passing to the limit with respect to ν → ∞ in the spaces H 
respectively. Since they are constructed as limits of a sequence of sections converging in different spaces, they coincide in (Ω 1 ∩ Ω) \ D. The same conclusion is obviously valid for the smoothing operators K i,Ω and K i,Ω 1 . Moreover, as operators M i,Ω and M i,Ω 1 are constructed with the use of T i,Ω , K i,Ω and T i,Ω 1 , K i,Ω 1 respectively, this is also true for sections of the type
X is arbitrary, the Uniqueness Condition 1.1 allows us to say on sections T i f and
4 The Cauchy problem in spaces of distributions
in the sense of Definition 2.1, i.e.
If i = 0 then A 0 has an injective principal symbol and the Cauchy problem has no more than one solution (see, for instance, [2, Theorem 10.3.5] ). Clearly it may have infinitely many solutions if i > 0. Usually the Uniqueness Theorem of the Cauchy problem for i > 0 is valid in co-homologies under some convexity conditions on ∂D \ Γ (cf. [16, Corollary 3.2] ). Instead of looking for a version of Uniqueness Theorem we will try to choose a canonic solution of the Cauchy problem (see §5 below for solutions in H
We easily see that f and u 0 should be coherent. Namely, as A * (19) we conclude that for the solvability of problem 4.1 it is necessary that
Let us discuss this. First we note that, due to Corollary 2.6 and to the properties of the complex, A i+1 f = 0 in D if the Cauchy problem is solvable. This corresponds to w ∈ C ∞ comp (D, E i+2 ) in (20) .
Besides, the operator A i induces tangential operator {A i,τ } on ∂D (see, for instance, [13,
If we fix g ∈ C ∞ (∂D, E i+1 ) then, by Remark 2.1, the section w = P (D) ∆ i+2τ i+1 (g) belongs to the space C ∞ (D, E i+2 ). Now, easily, Definition 2.1 and Lemma 2.1 imply that
In particular, this means that A i,τû 0 does not depend on the choice ofû ∈ H A i (D, E i ) with Proof. Indeed, as we have noted above, (20) implies A i+1 f = 0 in D. Then, similarly to (21), it follows from Definition 2.1 that, with w = P (D)
Back, if A i+1 f = 0 in D and τ i+1,Γ (f ) = A i,τ u 0 on Γ then , again applying Definition 2.1 and calculating as in (21), we obtain for all It is convenient to denote F ± the restrictions of a section F onto
. We have seen above the potentials M iũ0 and T i f satisfy ∆ i (M iũ0 ) = 0 and ∆ i (T i f ) = 0 everywhere outside D as parameter dependent distributions. Hence the section
The Green formula (17) shows that the potential F i contains a lot of information on solvability conditions of Problem 4.1.
Denote (6)). 
Proof. Let Problem 4.1 be solvable and u be its solution. The necessity of condition (20) is already proved. Set
Lemmas 3.1, 3.1, 3.3 and Remark 3.1 imply that F i,u ∈ H −s (Ω, E i ) with some s ∈ Z + . Clearly
. Then it follows from homotopy formula (17) that:
Since
as a parameter dependent distribution. That is why, using Lemma 3.1, we obtain:
In particular, A i ∆ i F i,u = 0 in Ω. Back, let there be sections F i ∈ H(Ω, E i ) and u ∈ H(D, E i ) such that A i ∆ i F i = 0 in Ω and
Let us show that the section u is a solution to Problem 4.1. With this aim we consider the following functional w(ũ 0 ) on the space C ∞ (D, E i+1 ):
with a constant C > 0 which does not depend onũ 0 and v. Therefore w(ũ 0 ) ∈ H −s−1 (D, E i+1 ) and its support belongs to ∂D.
) and Whitney theorem implies that every section from C ∞ comp (D ∪ Γ, E i+1 ) may be extended up to an element of the space C ∞ comp (Ω, E i+1 ). Thus, (19) is equivalent to the following identity:
That is why u is a solution to Problem 4.1 if and only if u ∈ H A i (D, E i ) and the identity (26) holds. By the very construction, g belongs to D ′ (Ω, E i+1 ) and its support lies in D.
because
(D, E i ) (see Remark 2.1 and Corollary 2.3). By the definition, τ i (ũ) = τ i (ũ 0 ) on ∂D. Now Lemma 3.3, the properties of the fundamental solutions and Definition 2.1 imply that for all v ∈ C ∞ comp (Ω, E i+1 ) we have:
Therefore, using (27) , (28), (29) we conclude that (20) . Thus, ∆ i+1 g = 0 in Ω and g = 0 in D + . It follows from Uniqueness Condition 1.1 that g ≡ 0 in Ω, i.e. identity (19) holds. In particular this means that A i u = f in D and, by Corollary 2.5, we see that u ∈ H A i (D, E i ), which was to be proved.
The Cauchy problem 4.1 is solvable in the space H 
Proof (22) ). Hence, by Lemma 3.3, the section F belongs to H −s (Ω, E i ) and
) then Problem 4.1 is solvable. Besides, one of its solutions u is given by formula ( 25) . In particular,
If i = 0 then the operator A 0 has injective principal symbol and Theorem 4.1 has the following form (cf. [2] , [12] for the operators with real analytic coefficients and f = 0). 
In the next section we will obtain a similar result in positive degrees of the complex 
Formula (30) guarantees that Σ 0 is a (closed) subspace in L 2 (D, E i ). As the adjoint complex {A * i } is elliptic too we may give similar definition of weak boundary value of a normal part (with respect to {A i }) of a section on Γ. Again we see that the orthogonal complement to Σ 0 in this space coincides with L 2 (D, E i )-orthogonal complement to Σ 0 . Denote π τ Γ the orthogonal projection on the subspace Σ τ Γ , consisting of sections with vanishing tangential parts on Γ. Definition 2.1 guarantees that the subspace Σ τ Γ is closed in H
On the other hand, for all g ∈ C ∞ comp (D, E i+1 ) we have:
. Hence, formulae (31) and (32) and the fact that
Remark 5.1. It follows from Theorem 5.1 that for s = 0 and u 0 = 0 the Cauchy problem 4.1 is equivalent to the following mixed problem:
This mixed problem for the Laplacian A * i A i + A i−1 A * i−1 can investigated by method of small parameter discussed in [11] .
is also its solution satisfying
Then, according to Lemma 2.1 and Remark 2.1, we have on Γ:
is its solution. Therefore Theorem 5.1 implies that the section u(f,ũ 0 ) is a solution to Problem 4.1 with data
Finally, if f ∈ H s loc (D ∪ Γ, E i ) then, using Theorem 5.1 and Lemma 2.1, we conclude that t(u(f )) = 0 on Γ, 
loc (D ∪ Γ, E i ) according to Remark 2.1 and [2, Theorem 9.3.17]). Thus, u(f,ũ 0 ) belongs to H s+1 loc (D ∪ Γ, E i ), which was to be proved. Since Corollary 5.1 practically reduces the Cauchy Problem 4.1 to the case with zero boundary data, we consider the situation in detail.
Proof. As u 0 = 0, then F i = T i f . Moreover, by Lemma 4.1, condition (20) is equivalent to the following two conditions: A i+1 f = 0 in D and τ i+1 (f ) = 0 on Γ. Now if there is a section 
We note that formulae (23) and (25) yield:
Back, if Problem 4.1 is solvable in the space H
on Ω is given by formula (23) . Putting the solution u(f ) into (23) and using formula (24) and Definition 5.1, we obtain for all v ∈ C ∞ comp (Ω, E i ): Also we would like to note that Theorem 5.2 gives not only the solvability conditions to Problem 4.1 but the solution itself, of course, if it exists (see (33) ). It is clear that we can use the theory of functional series (Taylor series, Laurent series, etc.) in order to get information about extendability of the potential T + i f (cf. [8] , [2] ). However in this paper we will use the theory of Fourier series with respect to the bases with the double orthogonality property (cf. [30] , [2] or elsewhere). Moreover, using formula (33) we can construct approximate solutions of problem 4.1 in the Lebesgue space L 2 (D, E i ).
Lemma 5.1. If ω ⋐ Ω is a domain with a piece-wise smooth boundary and Ω\ω has no compact (connected) components then there exists an orthonormal basis
Proof. In fact, these {b ν } ∞ ν=1 are eigen-functions of compact self-adjoint linear operator R(Ω, ω) * R(Ω, ω), where
is the natural inclusion operator (see [2] or [9, theorem 3.1]). Now we can use the basis {b ν } in order to simplify Theorem 5.2. For this purpose fix domains ω ⋐ D + and Ω as in Lemma 5.1 and denote by
, ν ∈ N, the Fourier coefficients of T i f + with respect to the orthogonal system {b ν|ω } in L 2 (ω, E i ). 
where 
. Now Bessel's inequality implies that the series ∞ ν=1 |k ν (F i )| 2 converges. Finally, the necessity of the corollary holds true because
Back, if the hypothesis of the corollary holds true then we invoke the Riesz-Fisher theorem. According to it, in the space
By the construction, it coincides with T i f + in ω. Therefore, using Theorem 5.2, we conclude that Problem 4.1 is solvable in L 2 (D, E i ). The examples of bases with the double orthogonality property be found in [9] , [2] , [30] . Let us obtain Carleman's formula for the solution of Problem 4.1. For this purpose we introduce the following Carleman's kernels: This exactly yields identity (36) after applying Corollary 5.2, formula (35) and regrouping the summands in (33). Besides, since F i and each function b ν are solutions of the elliptic system ∆ i in Ω, the StiltjesVitali theorem implies that the series (35) converges in C ∞ loc (Ω, E i ). Therefore we additionally conclude that the limit converges to u(f ) in H s+1 loc (D∪Γ, E i ) because T i f ∈ H 1 (D, E i )∩H s+1 loc (D∪ Γ, E i ) due to the transmission property (see [27] ). At the conclusion let us consider an example.
Example 5.1. Let (3) be Dolbeault complex over C n , i.e E i be the bundle of exterior differential forms of bi-degree (0, i) and A i be the operator Cauchy-Riemann operator ∂ i for the exterior differential forms. Choosing coordinates z = (z 1 , ..., z n ) withz j = x j + √ −1x j+n , j = 1, ..., n, and x = (x 1 , ..., x 2n ) ∈ R 2n we have for a form u ∈ C ∞ (C n , Λ (0,i) ): , dz j = dx j + √ −1dx j+n , I = (j 1 , . . . , j i ), dz I = dz j 1 ∧· · ·∧dz j i and ∧ is the exterior product for differential forms.
Let * be the Hodge operator for differential forms (see, for instance, [31, §14] or [13] ) It is well-known that ⋆u = * u for a form u. Then ∆ i = 1/2 ∆I k(i) , where ∆ is the usual Laplace operator in R 2n and I k(i) is the unit k(i) × k(i)-matrix. If Φ i = I k(i) Φ, where Φ is the standard fundamental solution to ∆ of the convolution type, then M i is the Martinelli-BochnerKoppelmann integral and (17) is the the Martinelli-Bochner-Koppelmann integral formula (see, for instance, [32] or [13] ).
Let {h (j) ν } be the set of homogeneous harmonic polynomials forming a complete orthonormal system in the space L 2 (∂B(0, 1)) on the unit sphere ∂B(0, 1) in R 2n , n ≥ 1 (see [33, p. 453] ). Therefore {h Let D be a part of the unit ball Ω cut off by a hyper surface Γ ∋ 0. Then Carleman kernel in formulae (36), (37) has the following form:
A result similar to Corollary 5.4 was obtained in [16, Theorem 3.1] for the Dolbeault complex if ∂D \ Γ is i-strictly pseudo concave hyper surface; however they had no aim to prove that the tangential part of the rest ∂ i h vanished on Γ.
