In this appendix, we examine the 64-bit integer output sequences of the SFMT19937 generator (or the double-precision floating-point numbers in [0, 1) converted from them). In fact, the SFMT generators are optimized under the assumption that one will mainly be using 32-bit output sequences, so that the dimensions of equidistribution with v-bit accuracy for 64-bit output sequences are worse than those for 32-bit cases. We therefore study the structure of SFMT19937 and point out its weaknesses. We also apply empirical statistical tests to non-successive values of SFMT19937 and find that the generator fails them.
A.1. F F F2-Linear Relations of SFMT19937
In the case of F 2 -linear generators, there are always certain bits of output whose sum in F 2 becomes 0 in dimensions higher than k(v). Such relations are said to be F 2 -linear relations. When there exist F 2 -linear relations with small numbers of terms (e.g., ≤ 6), use of the generator might carry risks in some situations [Matsumoto and Nishimura 2002] . We call the number of nonzero terms of an F 2 -linear relation the weight. In previous work, Harase [2014] showed that MT19937 has lowweight F 2 -linear relations in (k(v)+ 1)-dimensional output values and that, as a result, some non-random bit patterns are detectable in statistical tests. In this subsection, we investigate the F 2 -linear relations of SFMT19937 as well. SFMT19937 is an F 2 -linear generator with w = 128 and p = 19968. The period is a multiple of 2 19937 − 1. Note that the state s i ∈ S in Definition 2.1 has 31 more bits than 19937, so that the period may exceed 2 19937 − 1 (see also Proposition 1 in for the periodicity). We set N := p/w = 156. The state transition f : S → S is expressed as (w i , . . . , w i+N −1 ) → (w i+1 , . . . , w i+N ) with the recursion w i+N := w iÃ ⊕ w i+MB ⊕ w i+N −2C ⊕ w i+N −1D .
(
Here w 0 , w 1 , . . . are 128-bit integers, M = 122, andÃ,B,C,D are suitable (128 × 128)-matrices. SFMT19937 generates a 128-bit sequence w 0 , w 1 , w 2 , . . ., as in (2) w i,0 , . . . , w i,31 , xi [2] w i,32 , . . . , w i,63 , xi [1] w i,64 , . . . , w i,95 , xi [0] w i,96 , . . . , w i,127 .
Note that the above four 32-bit integers are indexed starting from the least significant bits. Thus, the 32-bit output sequence of SFMT19937 is obtained as in this order. SFMT19937 is mainly optimized for 32-bit integer output (see for details). On the other hand, the 64-bit integers of Table I . Dimensions of Equidistribution k(v) for SFMT19937-64 and Upper Bounds ⌊19937/v⌋ ("max") 1  19936  19937  9  2214  2215  17  622  1172  25  312  797  2  9968  9968  10  1992  1993  18  622  1107  26  312  766  3  6644  6645  11  1812  1812  19  312  1049  27  312  583  4  4982  4984  12  1556  1661  20  312  996  28  312  738  5  3986  3987  13  934  1533  21  312  949  29  312  712  6  3321  3322  14  934  1424  22  312  906  30  312  664  7  2847  2848  15  622  1329  23  312  866  31  312  643  8  2491  2492  16  622  1246  24  312  830  32  312  623 SFMT19937 (denoted by SFMT19937-64) are output as the concatenations
in that order. The SFMT generator is F 2 -linear as a 128-bit generator, but the 32-and 64-bit output sequences are no longer F 2 -linear, according to Definition 2.1. To define k(v) for 32-or 64-bit output of the SFMT generator, we need to modify Definitions 2.1 and 2.2. For brevity, we omit the precise definition of k(v) for the SFMT generator (see for details). Table I summarizes the dimensions of equidistribution k(v). For SFMT19937-64, k(33) = · · · = k(63) = 312 and k(64) = 310, so we omitted them from the table.
(Recently, corrections to the tables of k(v) for SFMT generators have been reported; see http://www.math.sci.hiroshima-u.ac.jp/ ∼ m-mat/MT/SFMT/index.html. Thus, we re-computed k(v) by using MTToolBox [Saito 2013 ].) Note that the k(v)'s are much lower than those for the 32-bit output sequences from SFMT19937. For example, k(19) = 624 for 32-bit output sequences.
Here we take a closer look at the most significant bits of (2). In fact, from Eq. (2) and Fig. 1 of ,B andC are the right-shift (with some bit masks), so w i+MB and w i+N −2C do not affect the generation of the most significant bits. As a result, we can find the four-term F 2 -linear relations on
In particular, the relation (4) for i = 0 implies that k(19) for SFMT19937-64 is at most 312, because such an F 2 -linear relation destroys the surjectivity of the map in (2) of Proposition 2 of . This is why the dimensions of equidistribution k(v) of SFMT19937-64 rapidly decrease for v ≥ 19.
Remark A.1. For F 2 -linear generators, F 2 -linear relations coincide with the vectors in the (dual) lattices of [Couture and L'Ecuyer 2000] (with components in the polynomial ring F 2 [x]) associated to output sequences. Harase [2014] proposed a method to detect low-weight F 2 -linear relations in (k(v) + 1)-dimensional output with v-bit accuracy, i.e., among (k(v) + 1)v bits. By use of this method, we can also detect the F 2 -linear relations on
for example.
Remark A.2. For the SFMT generator, when we convert 64-bit integers into double-precision floating-point numbers in [0, 1), the dimensions of equidistribution drastically decrease compared with the conversion from 32-bit integers. Saito and Matsumoto [2009] developed the dSFMT generator, which is specialized for generating double-precision floating-point numbers based on the IEEE 754-2008 format (IEEE Standard for Binary Floating-Point Arithmetic (ANSI/IEEE Std 754-2008). For double-precision floating-point numbers, dSFMT is faster than SFMT and is also improved from the viewpoint of the dimensions of equidistribution with v-bit accuracy. Thus, as far as SIMD-oriented generators are concerned, for generating doubleprecision floating-point numbers, the dSFMT generator is preferable to conversion from the 64-bit integers of the SFMT generator (i.e., a function sfmt genrand res53(), which is obtained by dividing (3) by 2 64 ). Note that dSFMT directly generates doubleprecision floating-point numbers with 52-bit accuracy and does not support 64-bit integer output sequences. Note also that the dSFMT generator is not maximally equidistributed (∆ = 2616).
A.2. Birthday Spacings Tests for Non-Successive Values
L' Ecuyer and Touzin [2004] and L 'Ecuyer and Simard [2014] reported that some multiple recursive generators based on sparse characteristic polynomials have a structural weakness and fail a standard statistical test (called the birthday spacings test; see [Marsaglia 1985; Knuth 1997; L'Ecuyer and Simard 2001; L'Ecuyer and Simard 2007; Lemieux 2009] ). Harase [2014] pointed out that 32-bit MT19937 fails this test for nonsuccessive values in accordance with the existence of low-weight F 2 -linear relations. In this subsection, we show that SFMT19937-64 fails the birthday spacing tests in a similar fashion.
For the birthday spacings test, we select two positive integers n and d and generate n "independent" points u 0 , . . . , u n−1 in the t-dimensional hypercube [0, 1) t . We partition the hypercube into d t cubic boxes of equal size by dividing [0, 1) into d equal segments. These boxes are numbered from 0 to d t − 1 in lexicographic order. Let I 1 ≤ I 2 ≤ · · · ≤ I n be the numbers of the boxes where these points have fallen, sorted by increasing order. Define the spacings S j := I j+1 − I j , for j = 1, . . . , n − 1, and let Y be the total number of collisions of these spacings, i.e., the number of values of j ∈ {1, . . . , n − 2} such that S (j+i) = S (i) , where S (1) , . . . , S (n−1) are the spacings sorted by increasing order. We test the null hypothesis H 0 that the generator's output is perfectly random. If d t is large and λ = n 3 /(4d t ) is not too large, Y is approximately a Poisson distribution with mean λ under H 0 . Further, we generate N independent replications of Y , add them, and compute the p-value by using the sum, which is approximately a Poisson distribution with mean N λ, under H 0 . The n points can be viewed as n birthdays in a year of d
v , the t-dimensional output with v-bit accuracy is tested. Next, for a sequence u 0 , u 1 , u 2 , . . . ∈ [0, 1), we extract non-successive values and construct t-dimensional output vectors u i = (u (jt+1)i+j1 , . . . , u (jt+1)i+jt ) for i = 0, . . . , n − 1 with a lacunary filter I = {j 1 , . . . , j t }. We also drop the r most significant bits, left-shift the others by τ positions, and return a floating-point number in [0, 1). In other words, the output sequence is 2 τ u i mod 1. If τ = 0, this is the usual output sequence, and if τ > 0, the least significant bits of the integer outputs are investigated. We use the birthday spacings tests implemented in the TestU01 package [L' Ecuyer and Simard 2014] .
From the 64-bit integer output of SFMT19937-64, we generate double-precision floating-point numbers u 0 , u 1 , . . . ∈ [0, 1), which are obtained by the function sfmt genrand res53(). We select the lacunary filter I = {1, 311, 313}. Note that these indices are twice as much as in (4), because we split 128-bit integers (2) into two 64-bit integers and interleave them. We select the parameter set (N, n, τ , d, t) = (5, 20000000, 0, 2
21
, 3), which comes from the parameter set of test No. 12 of Crush in TestU01. The second row of Table II shows the right p-values for five initial values. SFMT19937-64 decisively fails the birthday spacings tests. Further, we select the Table II show the right p-values for five initial values. The results also seem to be very suspicious. Remark A.3. As mentioned in Section 7 of , in the case of F 2 -linear generators, the dimension of equidistribution k(v) with v-bit accuracy means that there is no constant F 2 -linear relation among the k(v)v bits, but there does exist an F 2 -linear relation among the (k(v) + 1)v bits, where k(v)v and (k(v) + 1)v bits are taken from the consecutive k(v) and k(v) + 1 integers, respectively, by extracting the v most significant bits from each. For our MEMT generators, we investigated F 2 -linear relations among the above (k(v) + 1)v bits by using the method of Harase [2014] . We detected no low-weight F 2 -linear relation (e.g., the number of weights ≤ 20) among the above (k(v) + 1)v bits within the v most significant bits for 1 ≤ v ≤ 32. Thus, according to [Matsumoto and Nishimura 2002] , this result implies that the existence of a bad lacunary filter I for the MEMT generators is avoided so long as we focus on the consecutive (k(v) + 1)v bits for 1 ≤ v ≤ 32, which correspond to just one dimension beyond k(v). 
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INTRODUCTION
Monte Carlo simulations are a basic tool in financial engineering, computational physics, statistics, and other fields. To obtain precise simulation results, the quality of pseudorandom number generators is important. At present, the 32-bit Mersenne Twister (MT) generator MT19937 (with period 2 19937 − 1) [Matsumoto and Nishimura 1998 ] is one of the most widely used pseudorandom number generators. However, modern CPUs and operating systems are moving from 32 to 64 bits, and hence it is important to have high-quality generators designed to fully exploit 64-bit words.
Many pseudorandom number generators, including Mersenne Twisters, are based on linear recurrences modulo 2; these are called F 2 -linear generators. One advantage of these generators is that they can be assessed by means of the dimension of equidistribution with v-bit accuracy, which is a most informative criterion for high dimensional uniformity of the output sequences. In fact, MT19937 is not completely optimized in this respect. Panneton et al. [2006] 
developed the Well Equidistributed
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The aim of this article is to develop 64-bit maximally equidistributed F 2 -linear generators without loss of speed as compared with 64-bit Mersenne Twisters [Nishimura 2000 ]. The key techniques are (i) state transitions with double feedbacks [Panneton et al. 2006; Saito and Matsumoto 2009] and (ii) linear output transformations with several memory references [Harase 2009 ]. We provide a table of specific parameters with periods from 2 607 − 1 to 2 44497 − 1. The design of our generators is based on a combination of existing techniques, such as the WELL and dSFMT generators [Panneton et al. 2006; Saito and Matsumoto 2009 ], but we select state transitions different from those of the original WELL generators to maintain the generation speed. We denote these generators 64-bit maximally equidistributed Mersenne Twisters (MEMTs).
In practice, we often convert unsigned integers into 53-bit double-precision floatingpoint numbers in [0, 1) in IEEE 754 format. Our 64-bit generators are useful for this. To generate 64-bit output values, one can either use a pseudorandom number generator whose linear recurrence is implemented with 32-bit integers and then take two successive 32-bit blocks or, instead, use a pseudorandom number generator whose recurrence is implemented directly over 64-bit integers. As described below, the former method may degrade the dimension of equidistribution with v-bit accuracy, compared with simply using 32-bit output values. We consider the case of the 32-bit MT19937 generator in Section 4. For this reason, we develop 64-bit maximally equidistributed Mersenne Twisters to directly generate 64-bit unsigned integers.
The article is organized as follows. In the next section, we review F 2 -linear generators and their theoretical criteria. We also summarize the framework of Mersenne Twisters. Section 3 is devoted to our main result: 64-bit MEMTs. In Section 4, we compare our generators with others in terms of speeds, theoretical criteria, and empirical statistical tests. Section 5 concludes.
PRELIMINARIES
F F F2-Linear Generators
Let F 2 := {0, 1} be the two-element field, i.e., addition and multiplication are performed modulo 2. We consider the following class of generators.
Definition 2.1 (F 2 -linear generator). Let S := F p 2 be a p-dimensional state space (of the possible states of the memory assigned for generators). Let f : S → S be an F 2 -linear state transition function. Let O := F w 2 be the set of outputs, where w is the word size of the intended machine, and let o : S → O an F 2 -linear output function. For an initial state s 0 ∈ S, at every time step, the state is changed by the recursion
and the output sequence is given by
We identify O as a set of unsigned w-bit binary integers. A generator with these properties is called an F 2 -linear generator.
Let P (z) be the characteristic polynomial of f . The recurrence (1) has a period of length 2 p − 1 (its maximal possible value) if and only if P (z) is a primitive polynomial modulo 2 [Niederreiter 1992; Knuth 1997] . When this value is reached, we say that the F 2 -linear generator has maximal period. Unless otherwise noted, we assume throughout that this condition holds. We refer the reader to ; L'Ecuyer and Panneton 2009] for details.
Quality Criteria
A most informative criterion for high dimensional uniformity is the dimension of equidistribution with v-bit accuracy. Assume that an F 2 -linear generator has the maximal period 2 p − 1. We identify the output set O := F w 2 as a set of unsigned w-bit binary integers. We focus on the v most significant bits of the output, and regard these bits as the output with v-bit accuracy. This amounts to considering the composition
, where the latter mapping denotes taking the v most significant bits. We define the k-tuple output function as
Thus, o k occurs with the same probability, when the initial state s 0 is uniformly distributed over the state space S. As a criterion of uniformity, larger values of k(v) for each 1 ≤ v ≤ w are desirable [Tootill et al. 1973] . We have a trivial upper bound k(v) ≤ ⌊p/v⌋. The gap d(v) := ⌊p/v⌋ − k(v) is called the dimension defect at v, and the sum of the gaps ∆ := w v=1 (⌊p/v⌋ − k(v)) is the total dimension defect. If ∆ = 0, the generator is said to be maximally equidistributed. For F 2 -linear generators, one can quickly compute k(v) for v = 1, . . . , w by using lattice reduction algorithms over formal power series fields Harase 2011] . These are closely related to the lattice reduction algorithm originally proposed by Couture and L'Ecuyer [2000] .
As another criterion, the number N 1 of nonzero coefficients for P (z) should be close to p/2 [Compagner 1991; Wang and Compagner 1993] . For example, generators for which P (z) is a trinomial or pentanomial fail in statistical tests [Lindholm 1968; Matsumoto and Kurita 1996; Matsumoto and Nishimura 2002] . If N 1 is not large enough, the generator suffers a long-lasting impact for poor initialization known as a 0-excess state s 0 ∈ S, which contains only a few bits set to 1 [Panneton et al. 2006] . Thus, N 1 should be in the vicinity of p/2. See L'Ecuyer and Panneton 2009] for the general theory of such criteria.
A:4 S. Harase and T. Kimoto
Mersenne Twisters
In general, to ensure a maximal period, testing the primitivity of P (z) is the bottleneck in searching for long-period generators (because the factorization of 2 p − 1 is required). If p is a Mersenne exponent (i.e., 2 p − 1 is a Mersenne prime), one can instead use an irreducibility test that is easier and equivalent. Matsumoto and Nishimura [1998] developed a pseudorandom number generator with a Mersenne prime period 2 p − 1 known as the Mersenne Twister. We briefly review their method. The state space S and state transition f : S → S are expressed as
where w i ∈ F w is a w-bit word vector, w w−r i ∈ F w−r 2 denotes the w − r most significant bits of w i , N := ⌈p/w⌉, and r is a non-negative integer such that p = N w − r, so that the elements of S are split into arrays whose r bits are unused and padded with zeros. The state transition (3) is implemented as
where w r i+1 ∈ F r 2 represents the r least significant bits of w i+1 , ⊕ is the bitwise exclusive-OR (i.e., addition in F is a (w × w)-regular matrix (with the format in (9) below). Furthermore, to improve k(v), for the right-hand side of (3), the output transformation o : S → O is implemented as
where
is a suitable (w × w)-regular matrix. This technique is called tempering. From this, we obtain an output sequence w N T, W N +1 T, w N +2 T, . . . ∈ O by multiplying a matrix T by the sequence from (4). Matsumoto and Nishimura [1998] and Nishimura [2000] searched for 32-and 64-bit Mersenne Twisters with period length 2 19937 −1, respectively. In Appendix B of [Matsumoto and Nishimura 1998 ], it is proved that these generators cannot attain the maximal equidistribution (e.g., ∆ = 6750 for MT19937 in [Matsumoto and Nishimura 1998 ]). In fact, the state transition in (3)- (4) is very simple, but the linear output transformation T in (5) is rather complicated (see [Matsumoto and Nishimura 1998; Nishimura 2000 ] for details).
MAIN RESULT: 64-BIT MAXIMALLY EQUIDISTRIBUTED MERSENNE TWISTERS
Design
To obtain maximally equidistributed generators without of loss of speed, we try to shift the balance of costs in f and o. The key technique is a suitable choice of (i) state transitions with double feedbacks [Panneton et al. 2006; Saito and Matsumoto 2009] and (ii) linear output transformations with several memory references [Harase 2009 ]. First, we adopt recursion formulas with double feedbacks as used by Panneton et al. [2006] and Saito and Matsumoto [2009] . Let N := ⌈p/w⌉. We divide S := F 
The first p − w bits are stored in an array whose remaining r bits are unused and padded with zeros, as are the original MTs. Note that the number of words is N − 1, not N . The remaining word u i is expected to be stored in a register of the CPU and updated as u i+1 at the next step, so that the implementation requires only a single word (see a formal algorithm in this subsection below). The variable u i is called the lung, which was originally proposed by Panneton et al. [2006] and refined by Saito and Matsumoto [2009] . (Note that v i,0 in Fig. 1 of [Panneton et al. 2006] corresponds to the lung.) This approach proves to represent a key technique for drastically improving N 1 and ∆. By refining the recursion formulas proposed in [Saito and Matsumoto 2009 ], we implement the state transition f with the following recursions:
A, B, and C are (w × w)-matrices as follows:
wB := w ⊕ (w ≪ sh 1 ), (10)
where w = (w 0 , . . . , w w−1 ) ∈ F w 2 and a = (a 0 , . . . , a w−1 ) ∈ F w 2 are w-bit vectors, sh 1 and sh 2 are integers with 0 < sh 1 , sh 2 < w, and "w ≪ l" and "w ≫ l"denote left and right logical (i.e., zero-padded) shifts by l bits, respectively. Note that u i is one component in a state s i ∈ S and is not output.
To attain the maximal equidistribution exactly, we design a linear output transformation using another word in the state array, which comes from [Harase 2009 ]. More precisely, for the right-hand side of (6), we consider the following linear output transformation o : S → O with one more memory reference:
Here T 1 and T 2 are (w × w)-matrices given by
where L is an integer with 0 < L < N − 2, sh 3 is an integer with 0 < sh 3 < w, and & denotes a bitwise AND with a suitable bit mask b = (b 0 , . . . , b w−1 ) ∈ F w 2 . A circuit-like description of the proposed generators is shown in Figure 1 .
An equivalent formal algorithm can be written as follows. Let w[0..N − 2] be an array of N − 1 unsigned integers with w bits, and u be a w-bit unsigned integer that corresponds to the lung. Let x and y be temporary variables of w-bit unsigned integer.
Here m w−r is a bit mask that retains the first w − r bits and sets the other r bits to zero, whereasm r is its bitwise complement. The symbol ∧ denotes bitwise exclusive-OR.
Step 0. Store w[0], w[1] , . . . , w[N − 2], u ← initial values except for all zero.
Step 1. Set an integer variable i ← 0.
Step
Step 4. Set w[i] ← x ∧ uC. // compute Eq. (8).
Step 6. Output y.
Step 7.
Step 8. Return to Step 2.
Specific Parameters
We search for specific parameters in the following way. First, we look for M , sh 1 , sh 2 , and a in (7)- (11) at random such that f attains the maximal period 2 p − 1. In general, because we can obtain several parameters, we choose a parameter set whose N 1 is large enough and whose output has large k(v) for v = 1, . . . , w as far as possible in the case where the outputs are identical (i.e., T 1 and T 2 are the identity and zero matrices, respectively). In the next step, we search for L, sh 3 , and b in (12)- (14) at random such that the generator is "almost" maximally equidistributed (i.e., ∆ is almost 0). Finally, to obtain ∆ = 0 strictly, we apply a slight modification to the bit mask b by using the backtracking algorithm in [Harase 2009 ] (with some trial and error). Table I lists specific parameters for 64-bit maximally equidistributed generators with periods ranging from 2 607 − 1 to 2 44497 − 1. We call these the 64-bit maximally equidistributed Mersenne Twisters (MEMTs). The code in C is available at https://github.com/sharase/memt-64.
Remark 3.1. In parallel computing, an important requirement is the availability of pseudorandom number generators with disjoint streams. These are usually implemented by partitioning the output sequences of a long-period generator into long disjoint subsequences whose starting points are found by making large jumps in the original sequences. For this purpose, Haramoto et al. [2008] proposed a fast jumping-ahead algorithm for F 2 -linear generators. We also implemented this algorithm for our MEMT generators. The code is also available at the above website. The default skip size is 2 256 .
PERFORMANCE
We compare the following The first three generators have the periods of 2 19937 − 1. SFMT19937-64 has the period of a multiple of 2 19937 − 1 (see Proposition 1 in for details). Table II summarizes the figures of merit ∆, N 1 and timings. In this table, we report the CPU time (in seconds) taken to generate 10 9 64-bit unsigned integers for each generator. The timings were obtained using two 64-bit CPUs: (i) a 3.40 GHz Intel Core i7-3770 and (ii) a 2.70 GHz Phenom II X6 1045T. The code was written in C and compiled with GCC using the -O3 optimization flag on 64-bit Linux operating systems. For SFMT19937-64, we measured the CPU time for the case of sequential generation (see for details).
MEMT19937-64 has the maximally equidistribution (i.e., ∆ = 0), and also has N 1 ≈ p/2. These values are the best in this table. In terms of generation speed, MEMT19937-64 is comparable to or even slightly faster than the MT19937-64 generators on the above two platforms. SFMT19937-64 without SIMD is comparable to or faster than MEMT19937-64, and SFMT19937-64 with SIMD is more than twice as fast as MEMT19937-64. However, ∆ for SFMT19937-64 is rather large. In fact, the SFMT generators are optimized under the assumption that one will mainly be using 32-bit output sequences, so that the dimensions of equidistribution with v-bit accuracy for 64-bit output sequences are worse than those for 32-bit cases (∆ = 4188) . For this, we analyze the structure of SFMT19937 in the online Appendix. < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 SFMT2281-64 < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 < 1.0 × 10 −300 SFMT19937-64 0.29 0.02 0.06 0.49 0.83
Finally, we convert 64-bit integers into double-precision floating-point numbers u 0 , u 1 , u 2 , . . . in [0, 1), and apply them to the statistical tests included in the SmallCrush, Crush, and BigCrush batteries of TestU01 [L' Ecuyer and Simard 2007] . Note that these batteries have 32-bit resolution and have not yet been tailored to 64-bit integers. In our C-implementation, for MEMT19937-64 and MT19937-64, we generate the above uniform real numbers by (x >> 11) * (1.0/9007199254740992.0), where x is a 64-bit unsigned integer output (see also Remark 4.3). For SFMT19937-64, we use a function sfmt genrand res53(), which is obtained by dividing 64-bit unsigned integers x by 2 64 , i.e., x * (1.0/18446744073709551616.0); see the online Appendix for details. In any case, we investigate the 32 most significant bits of 64-bit outputs in TestU01. The generators in Table I passed all the tests; except for the linear complexity tests (unconditional failure) and matrix-rank tests (failure only for small p), which measure the F 2 -linear dependency of the outputs and reject F 2 -linear generators. This is a limitation of F 2 -linear generators. However, for some matrixrank tests, we can observe differences between MEMT and SFMT generators. Table III summarizes Remark 4.1. We occasionally see the use of the least significant bits of pseudorandom numbers in applications. An example is the case in which one generates uniform integers from 0 to 15 by taking the bit mask of the 4 least significant bits or modulo 16. For this, we invert the order of the bits (i.e., the i-th bit is exchanged with the (w − i)-th bit) in each integer and compute the dimension of equidistribution with v-bit accuracy, dimension defect at v, and total dimension defect, which are denoted by k ′ (v), d ′ (v), and ∆ ′ , respectively. In this case, MEMT19937-64 is not maximally equidistributed, but ∆ ′ = 4047 and d ′ (v) is 0 or 1 for each v ≤ 11. Note that ∆ ′ takes values 9022, 8984, 21341 for MT19937-64, MT19937-64 (ID3), SFMT19937-64, respectively. ∆ ′ of MEMT19937-64 is still smaller than ∆ of the other generators in Table II . However, as far as possible, we recommend using the most significant bits (e.g., by taking the right-shift in the above example), because our generators are optimized preferentially from the most significant bits.
Remark 4.2. For 32-bit generators, there have been some implementations that produce 64-bit unsigned integers or 53-bit double-precision floating-point numbers (in IEEE 754 format) by concatenating two consecutive 32-bit unsigned integers. We note that such conversions might not be preferable from the viewpoint of k(v). As an example, consider the 32-bit MT19937 generator in the header <random> of the C++11 STL in GCC (see [ISO 2012, Chapter 26.5] ). Let z 0 , z 1 , z 2 , . . . ∈ F 32 2 be a 32-bit unsigned integer sequence from 32-bit MT19937. To obtain 64-bit unsigned integers, the GCC implements a random engine adaptor independent bit engine to produce 64-bit unsigned integers from the concatenations as (z 0 , z 1 ), (z 2 , z 3 ), (z 4 , z 5 ), (z 6 , z 7 ), . . . ∈ F 64 2 .
To generate 53-bit double-precision floating-point numbers in [0, 1) (i.e., uniform real distribution(0,1) for MT19937), the GCC implementation generates 64-bit unsigned integers (z 1 , z 0 ), (z 3 , z 2 ), (z 5 , z 4 ), (z 7 , z 6 ), . . . ∈ F 64 2
by concatenating two consecutive 32-bit integer outputs and dividing them by the maximum value 2 64 . The sequences (15) and (16) can be viewed as F 2 -linear generators with the state transition f 2 in (3), so that we can compute k(v). As a result, we have ∆ = 13543 for v = 1, . . . , 64 in (15) and ∆ = 13161 for v = 1, . . . , 52 in (16), which are worse than ∆ of MT19937-64. In particular, k(12) = 623 < ⌊19937/12⌋ = 1661 for each case. For this reason, we feel that there is a need to design 64-bit high-quality pseudorandom number generators.
Remark 4.3. For our generators, we have also implemented a function to produce double-precision floating-point numbers u 0 , u 1 , u 2 , . . . in [0, 1) in IEEE 754 format by using the method of Section 2 of [Saito and Matsumoto 2009 ] (i.e., the 12 bits for sign and exponent are kept constant, and the 52 bits of the significand are taken from the generator output). We note that this function is preferable from the viewpoint of k(v) because it does not appear approximation errors by division.
CONCLUSIONS
In this article, we have designed 64-bit maximally equidistributed Mersenne Twisters and searched for specific parameters with period lengths from 2 607 − 1 to 2 44497 − 1. The key techniques are (i) state transitions with double feedbacks and (ii) linear output transformations with several memory references. As a result, the generation speed is still competitive with 64-bit Mersenne Twisters on some platforms. The code in C is available at https://github.com/sharase/memt-64. Pseudorandom number generation is a trade-off between speed and quality. Our generators offer both high performance and computational efficiency.
