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Abstract
We consider the problem ε2u − uq + up = 0 in Ω , u > 0 in Ω , u = 0 on ∂Ω . Here Ω is a smooth
bounded domain in RN , 1 < q < p < N+2
N−2 if N  3 and ε is a small positive parameter. We study the
asymptotic behavior of the least energy solution as ε goes to zero in the case q  N
N−2 . We show that
the limiting behavior is dominated by the singular solution G − Gq = 0 in Ω\{P }, G = 0 on ∂Ω . The
reduced energy is of nonlocal type.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
There has been considerable interest in understanding the asymptotic behavior of positive
solutions of the elliptic problem
{
ε2u+ f (u) = 0 in Ω,
u > 0 in Ω, u = 0 on ∂Ω, (1.1)
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bounded domain in RN . The existence and asymptotic behavior of solutions to (1.1) depend
crucially on the behavior of f near 0. It is easy to check that problem (1.1) admits solutions on
Ω if f ′(0) < 0, while there may be no nontrivial solutions for small ε > 0 if f ′(0) > 0. The case
of f ′(0) < 0 is called positive mass case and has been studied by many authors. We refer to the
papers Berestycki and Lions [1], Del Pino and Felmer [7], Ni and Wei [22] and the references
therein.
In this paper, we consider the problems in the zero mass case i.e. when f (0) = 0 and
f ′(0) = 0. This problem (1.1) can be viewed as borderline problems. Berestycki and Lions in [1]
proved the existence of ground state solutions if f (u) behaves like |u|p for large u and |u|q for
small u where p and q are respectively supercritical and subcritical. We remark that this type
of equations arises in the Yang–Mills theory and are much harder to handle; see Gidas [12] and
Gidas, Ni, and Nirenberg [13].
Flucher and Wei [11] considered the case when f (u) = (u − 1)p+ with p ∈ (1, N+2N−2 ) and
showed that the least energy solution concentrates at a harmonic center of the domain. On the
other hand, Dancer and Santra [6] considered another prototype zero mass problem
⎧⎨⎩ ε
2u− uq + up = 0 in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1.2)
where 1 < q < p < N+2
N−2 and N  3. They have proved that for q ∈ (q, N+2N−2 ), the least energy
solution concentrates at a harmonic center of Ω . Here q = NN−2 is called zero mass exponent.
Therefore for q > q, problem (1.2) behaves similar to the case of f (u) = (u − 1)p+. An open
problem is the case of q ∈ (1, q].
In this paper, we show that when q is below the zero mass exponent the asymptotic behavior
of the least energy solution of problem (1.2) is not determined by harmonic centers, instead
it is determined by a nonlinear singular problem. We state this singular problem first. For any
ξ ∈ Ω and q < q, let Gq(·, ξ) be the unique positive weakly singular solution (see Brezis and
Oswald [3]) to the problem
⎧⎪⎪⎪⎨⎪⎪⎪⎩
xGq(x, ξ)−Gq(x, ξ)q = 0 in Ω \ {ξ},
Gq(x, ξ) ∼ ωq
|x − ξ | 2q−1
for x ∼ ξ,
Gq(x, ξ) = 0 on ∂Ω,
(1.3)
where ωq is defined as
ω
q−1
q =
⎧⎨⎩
2
q−1 [ 2q−1 − (N − 2)] if q < q,
(N−2√
2
)N−2 if q = q.
(1.4)
Surprisingly, it turns out that the least energy solution uε concentrates at a global minimum ξ
of the renormalized energy
2096 E.N. Dancer et al. / Journal of Functional Analysis 261 (2011) 2094–2134Φq(ξ) := lim
δ→0
∫
Ω\Bδ(ξ)
{
1
2
∣∣∇Gq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)− (q − 1)2(q + 1)δ
N−2−2αωq+1q
}
. (1.5)
Note that a similar kind of renormalized energy
W(ξ) = lim
ρ→0
[ ∫
Ωρ
|∇xw|2 − kπ log 1
ρ
]
(1.6)
arises when we study the minimization problem
E = inf
v∈E
∫
Ωρ
|∇v|2,
where Ωρ = B1 \⋃di=1 B(ai, ρ) ⊂ R2 and ai are points in B1 such that B(ai, ρ)∩B(aj , ρ) = ∅
for i = j . Furthermore,
E = {v ∈ H 1(Ωρ;S1);v = g on ∂B and deg(v, ∂B(ai, ρ))= +1 for i = 1,2, . . . , d}
see Bethuel, Brezis, and Hélein [2]. In other words Φq is the remaining energy after a removal
of the singular core energy which arises in theoretical physics, see Kleman [16].
In this paper we study the asymptotic behavior of the least energy solution when q ∈ (1, q].
Let us consider the entire problem⎧⎪⎪⎨⎪⎪⎩
U −Uq +Up = 0 in RN,
U > 0 in RN,
U → 0 as |x| → ∞,
U ∈ C2(RN ). (1.7)
By Li and Ni [18] and Kwong and Zhang [17], (1.7) has a unique radial solution U such that
U ∈ D1,2(RN)∩ Lq+1(RN).
Let α = max{ 2
q−1 ,N − 2}. Our first result concerns q < q.
Theorem 1.1. For N  2 and q < q, there exists ε0 > 0 such that for every ε ∈ (0, ε0), the least
energy positive solution of (1.2) uε ∈ H 10 (Ω) has a unique point of maximum xε . Moreover, uε
concentrates at the global minimum of Φq , where Φq satisfies (1.5).
For q = q, the statement is more complicated. First we need to derive the decay estimates of
the solution of the entire problem when q = q. This estimate is also obtained in Veron [25]. We
obtain this in Section 5 by a slightly different method.
Lemma 1.1. Let q = q. Then the solution U of (1.7) satisfies
U(r) ∼ 1
N−2 N−22
(1.8)
r (log r)
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lim|x|→∞|x|
N−2(log |x|)N−22 U(|x|)= ωq (1.9)
where ωq satisfies (1.4).
Let T be a positive real number such that T > diamΩ , then T|x−ξ | > 1 for any two points x
and ξ in Ω . Without loss of generality, we consider T = 1. Furthermore, if q = q and for any
ξ ∈ Ω , we let Hq(·, ξ) be the solution to the problem⎧⎪⎨⎪⎩
xHq(x, ξ) = 0 in Ω,
Hq(x, ξ) =
1
|x − ξ |N−2| log |x − ξ ||N−22
on ∂Ω.
(1.10)
Our second theorem concerns the borderline case q = q.
Theorem 1.2. For N  3 and q = q, there exists ε0 > 0 such that for every ε ∈ (0, ε0), the least
energy positive solution of (1.2) uε ∈ H 10 (Ω) has a unique point of maximum xε . Furthermore,
uε concentrates at the global minimum of Ψq , where Ψq is defined by
Ψq(ξ) :=
∫
Ω
∣∣∇Hq(x, ξ)∣∣2 dx
+ (N − 2)2
∫
RN\Ω
1
|x − ξ |2(N−1)| log |x − ξ ||N−2 dx
+ 1
2
(N − 2)2
∫
RN\Ω
1
|x − ξ |2(N−1)| log |x − ξ ||N−1 dx
+ (N − 1)(N − 2)
2
∫
RN\Ω
1
|x − ξ |2(N−1)| log |x − ξ ||N dx.
In the case q = 1, the existence of a single spike solution was first studied by Ni and Wei [22]
and they proved that the least energy solution uε has a unique (local) maximum, and it is achieved
exactly at one point Pε . Furthermore, uε tends to 0 except at its peak Pε , thereby exhibiting a
single spike-layer, and d(Pε,Ω) → maxP∈Ω d(P,Ω) as ε → 0, where d denotes the distance
function. A simplified proof was given by Del Pino and Felmer in [7], without using the non-
degeneracy condition. But in our case all the terms are nonlocal.
There are two difficulties in the case of q  q. First since both the inner part of the spike and
the outer part of the spike contribute to the second term of the expansion of the energy, we have
to glue the inner and outer part at some neck region. We achieve this by introducing a nonlinear
projection in Section 3. This seems to be new. Secondly, it seems quite difficult to exclude the
boundary spikes since the reduced energy is nonlocal.
We summarize the asymptotic behavior of the least energy solution to (1.2) in Table 1.
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ε  1 q = 1 1 < q < q q = q q < q < N+2N−2
location of maximum points maxd(P, ∂Ω) maxΦq(ξ) maxΨq (ξ) harmonic center
Locating the points of concentration is an intriguing problem in nonlinear elliptic equations.
As far as we know, there are three functions which identify concentration. The first one is the
distance function for singularly perturbed problems with nonzero mass (Ni and Wei [22], Del
Pino and Felmer [7], Gui and Wei [15]). This is mainly due to the exponential decaying of
the ground states. The second function is the mean curvature function for singularly perturbed
Neumann problems (Ni and Takagi [21]). This is the effect of boundary condition. The last one,
which is commonly found in most of the concentration phenomena for Dirichlet problems, is
the Green function and its diagonal part. We refer to Bethuel, Brezis, and Helen [2], Del Pino,
Kowalczyk, and Musso [10] for Ginzburg–Landau equations, Del Pino, Felmer, and Musso [8]
and Rey [23] for Brezis–Nirenberg type problems, Del Pino, Kowalczyk, and Musso [9] for
Liouville equations. As far as we know, the nonlocal renormalized energy for zero mass case is
new, and the nonlinear singular function represents a new type of concentration locations.
In this paper, we have only studied the concentration behavior for least energy solutions. It
may be possible to construct concentrating solutions at other critical points of the renormal-
ized energy, by using the nonlinear projection. The main problem is to derive the topological
properties of the renormalized energy. Another interesting question is the existence of multiple
concentrations (for example, on topologically nontrivial domains).
Finally, we mention two interesting papers by Merle and Peletier [19,20] in which they stud-
ied problem (1.2) when q > p  N+2
N−2 . The asymptotic behavior of the blow-up solutions is
determined by the harmonic centers.
The paper is organized as follows: In Section 2, we prove existence of the least energy solution
and give a preliminary analysis of its asymptotic behavior. Section 3 contains the main part of the
proof of Theorem 1.1: following [22], we obtain the upper and lower bound for the energy. To
this end, we need to introduce a nonlinear projection and study the difference between the least
energy solution and its nonlinear projection. The proofs will be quite involved. In Section 4, we
show that there is no boundary spikes. We show that when the spikes move toward the boundary
its energy increases. Section 5 and Section 6 are devoted to the borderline case q = q.
2. Preliminaries
Let us modify the problem (1.2) to⎧⎨⎩ ε
2u− (u+)q + (u+)p = 0 in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(2.1)
where u+ = max{u,0}. It is easy to show that any solution of (2.1) is positive and is in fact a
positive solution to (1.2). Note that the associated functional to the problem (2.1) is
Jε(u) =
∫ (
ε2
2
|∇u|2 − 1
p + 1
(
u+
)p+1 + 1
q + 1
(
u+
)q+1)
dx.Ω
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rem and hence there exists a mountain pass solution uε > 0 and a mountain pass critical value
0 < cε = inf
γ∈Γ maxt∈[0,1]
Jε
(
γ (t)
)
where
Γ = {γ ∈ C([0,1],H 10 (Ω)): γ (0) = 0, γ (1) = e}.
Here e ∈ H 10 (Ω) is such that Jε(e) < 0.
With a change of variable the problem (1.2) takes the form{
u− uq + up = 0 in Ωε,
u > 0 in Ωε,
u = 0 on ∂Ωε,
(2.2)
where Ωε = Ωε is a re-scaled version of Ω. The functional associated to the problem (2.2) is
Iε(u) =
∫
Ωε
(
1
2
|∇u|2 − 1
p + 1
(
u+
)p+1 + 1
q + 1
(
u+
)q+1)
dx.
Note that Iε(0) = 0, Iε(tu) → −∞ as t → +∞ and Iε satisfies the Palais–Smale condition on
H 10 (Ω). Hence we obtain a positive solution vε for each ε > 0 obtained by the mountain pass
theorem. Then the mountain pass critical value bε is given by
bε = inf
γ∈Γε
max
t∈[0,1]
Iε
(
γ (t)
)
where
Γε =
{
γ ∈ C([0,1],H 10 (Ωε)): γ (0) = 0, γ (1) = 0, Iε(γ (1)) 0}.
Note that as 0 is a strict local minima of Iε , bε > 0, ∀ε > 0. Also note that Jε(u) = εNIε(u)
which implies that cε = εNbε . Let
Nε(Ωε) =
{
u ∈ H 10 (Ωε):
∫
Ωε
|∇u|2 +
∫
Ωε
(
u+
)q+1 = ∫
Ωε
(
u+
)p+1}
.
Lemma 2.1. (a) For all ε > 0,
bε = inf
γ∈Γε
max
t∈[0,1]
Iε
(
γ (t)
)= inf
u∈Nε(Ωε)
Iε(u) = inf
u∈H 10 (Ωε),u =0
max
t0
Iε(tu).
(b) 0 < bε  C for sufficiently small ε for some C > 0 where C is independent of ε. Hence
along a subsequence bε converges as ε → 0.
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ε→0d(zε, ∂Ωε) = +∞.
(d) Ker(+ f ′(U))∩ D1,2(RN) = { ∂U
∂x1
, . . . , ∂U
∂xN
}.
Proof. This follows from [6]. Since
bε = inf
u∈Nε(Ωε)
Iε(u) = Iε(vε)
we have
bε = Iε(vε) =
(
1
2
− 1
p + 1
)∫
Ωε
|∇vε|2 +
(
1
q + 1 −
1
p + 1
)∫
Ωε
vq+1ε (2.3)
which implies that
∫
Ωε
|∇vε|2,
∫
Ωε
v
p+1
ε and
∫
Ωε
v
q+1
ε are uniformly bounded. First note that
from (1.2), max
x∈Ω uε  1. Also note that by Gidas and Spruck [14] we obtain ‖vε‖L∞(RN)  C and
from Schauder estimates, it follows that there exists C > 0 such that ‖vε‖C2,βloc (RN)  C for some
0 < β  1. Hence by the Ascoli–Arzela theorem there exists a U = 0 such that
‖vε −U‖C2loc(RN) → 0 as ε → 0.
Blowing up around zε (where zε is a point of maximum of vε) we easily see by a limit argument
and the strong maximum principle U satisfies (1.7). Note U → 0 as |x| → +∞ follows from [6].
The only case we have difficulty if zε is within order 1 of ∂Ωε . In this case, we obtain a nontrivial
solution of the half space problem⎧⎨⎩u− u
q + up = 0 in RN+ ,
u = 0 on yN = 0,
u ∈ C2(RN+). (2.4)
Suppose U˜ is a solution of (2.4) which achieves its maximum, then by [5] it follows that ∂U˜
∂yN
> 0
in RN+ and hence U˜ cannot achieve a maximum, a contradiction. Using the above argument, it is
easy to show that d(zε, ∂Ωε) → +∞ as ε → 0. 
Moreover, if α := max{ 2
q−1 ,N − 2} we have from Dancer and Santra [6]
lim|x|→∞ |x|
αU(x) = ωq > 0, if q = q. (2.5)
It is easy to check that if
q < q (2.6)
then α >N − 2 and
U(x) = ωq
α
+ O
(
1
(p−q)α+α
)
as |x| → ∞, (2.7)|x| |x|
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√
(N−2)2+4ω2q
2 . Moreover,
lim
r→∞ r
α(q+1)U2r (r) = ωq+1q .
Recall that for any ξ ∈ Ω, let Gq(·, ξ) be defined at (1.3). We consider the singular solution
of Gq which behaves like
Gq(x, ξ) ∼ ωq|x − ξ |α
near ξ . Note that there exist another singular solution which behaves like the fundamental solu-
tion but it does not match with the inner solution: the inner solution is like εα|x|−α , while the
other singular solution is like εN−2|x|−(N−2) for N  3 and in the case N = 2, the other singular
solution behaves like log ε|x| .
Then we can obtain a first order asymptotic of Gq ,
Gq(x, ξ) = ωq|x − ξ |α + O
(|x − ξ |γ )
where γ > α + (2 −N) > 0. Moreover, for q  q, there exists no singular solutions of (1.3) see
Brezis and Veron [4] and the choice of γ follows from Veron [24].
Lemma 2.2. The function Hq : Ω × Ω → R; Hq(x, ξ) is positive and x → Hq(x, x) is con-
tinuous in Ω ×Ω. Furthermore, Hq(x, x) → +∞ as d(x, ∂Ω) → 0.
Proof. Let (x0, y0) ∈ Ω ×Ω , let B = B(x0, r) be a ball centered at x0 with closures in Ω . Since
Hq(x, y) is a harmonic function, then by the maximum principle we have
0Hq(x, y) sup
y∈∂Ω
1
|x − y|N−2| log |x − y||N−22
 sup
x∈B
sup
y∈∂Ω
1
|x − y|N−2| log |x − y||N−22
< +∞.
Hence the set {Hq(x, y) | x ∈ B} is uniformly bounded in Ω and therefore is uniformly equicon-
tinuous on compact sets of Ω . As a result, we have∣∣Hq(x, y)−Hq(x0, y0)∣∣ ∣∣Hq(x, y)−Hq(x, y0)∣∣+ ∣∣Hq(x, y0)−Hq(x0, y0)∣∣
and the first term can be made arbitrarily small by the equicontinuity of the family {Hq(x, y) |
x ∈ B} at y0 and the smallness of the last term follows by the continuity of Hq(·, y0) at x0.
Let Hq,B be a solution of⎧⎪⎨⎪⎩
xHq,B(x, ξ) = 0 in B,
Hq,B(x, ξ) =
1
N−2 N−22
on ∂B.
(2.8)|x − ξ | | log |x − ξ ||
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Hq,B(x, x0) < Hq(x, x0) on ∂B (2.9)
hence by the maximum principle we have
Hq,B(x, x0) < Hq(x, x0) in B.
Hence
Hq(x0, x0)Hq,B(x0, x0) =
1
d(x0, ∂Ω)N−2| logd(x0, ∂Ω)|N−22
→ +∞
if d(x0, ∂Ω) → 0. 
For any ξ ∈ RN and for any ε > 0 set
Uε,ξ (x) := U
(
x − ξ
ε
)
x ∈ RN.
It is clear that Uε,ξ solves
−ε2Uε,ξ = Upε,ξ −Uqε,ξ in RN. (2.10)
3. Profile of spikes q < q
Choose δ > 0 sufficiently small. In course of the proof, we will choose δ = εσ0 where σ0  1.
Choose an η ∈ C∞0 (Ω) such that 0 η 1,
η(x) =
{
1 in |x − ξ | δ,
0 in |x − ξ | > 2δ. (3.1)
We define a nonlinear projection in the following way: PUε,ξ ∈ H10(Ω) is defined as
PUε,ξ = ηUε,ξ + (1 − η)εαGq(x, ξ). (3.2)
Note that this kind of projection is new: unlike [22] or Dancer and Santra [6], here we have to
match the inner and outer solutions in a special way. The reason for this being simple: both inner
and outer part of the solutions contribute equally to the reduced energy.
First note that
Gq(x, ξ)− ωq|x − ξ |α = O
(|x − ξ |γ ).
So the difference is regular. First we define
f (x, ξ) = Gq(x, ξ)− ωq|x − ξ |α .
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and
|f (x, ξ)| = O(|x − ξ |γ−2) (3.4)
near ξ .
Proof. Without loss of generality, we consider ξ = 0. Then
f − ω
q−1
q
|x|2 f = O
(|x|γ−2). (3.5)
It is easy to check that there exists an R > 0 such that∣∣f (x)∣∣ C|x|ν in BR(0) ⊂ Ω.
Let x ∈ B(R2 ) and r = |x|2 . For any ∈ B1 define f˜ (y) = f (x + ry). Then from (3.5) we have
f˜ = r2f = ωq−1q f˜ + O
(|x + ry|γ ).
Hence by elliptic estimates∣∣∇f˜ (0)∣∣ C(‖f˜ ‖L∞(B1(0)) + ‖f˜ ‖L∞(B1(0)))
 C‖f˜ ‖L∞(B1(0))
 C‖f ‖L∞(B1(x)).
As a result |∇f (x)| C|x|ν−1. Similarly∣∣f˜ (0)∣∣ C‖f˜ ‖L∞B1(0)
and hence we have ∣∣f (x)∣∣ C|x|ν−2. 
Lemma 3.2. The function
Φq,δ(ξ) :=
∫
Ω\Bδ(ξ)
{
1
2
∣∣∇Gq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)− (q − 1)2(q + 1)δ
N−2−2αωq+1q
}
is uniformly bounded and non-decreasing as δ ↓ 0. Hence Φq(ξ) exists finitely.
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Ω\Bδ1 (ξ)
{
1
2
∣∣∇Gq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)
}

∫
Ω\Bδ2 (ξ)
{
1
2
∣∣∇Gq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)
}
and −δN−2−2α1 < −δN−2−2α2 . As a result, we have
Φq,δ1(ξ)Φq,δ2(ξ).
Furthermore, using Lemma 3.1 we have
Φq,δ(ξ)
(q − 1)
2(q + 1)ω
q+1
q
[ ∫
Ω\Bδ(ξ)
1
|x − ξ |2+2α dx − δ
N−2−2α
]
+ O(1).
Hence we have ∣∣Φq,δ(ξ)∣∣ C
where C > 0 independent of δ. Thus along a subsequence Φq,δ(ξ) converges as δ → 0. 
Lemma 3.3. The following expansion holds
Jε(PUε,ξ ) = εNI∞ + ε2
q+1
q−1 Φq(ξ)+ o
(
ε
2 q+1
q−1
) (3.6)
uniformly with respect to ξ in compact sets of Ω , where
I∞(U) :=
∫
RN
[
p − 1
2(p + 1)U
p+1(x)− q − 1
2(q + 1)U
q+1(x)
]
dx (3.7)
and the renormalized energy
Φq(ξ) := lim
δ→0
[
1
2
∫
Ω\Bδ(ξ)
∣∣∇G(x, ξ)∣∣2 dx + 1
q + 1
∫
Ω\Bδ(ξ)
∣∣Gq(x, ξ)∣∣q+1 dx
− q − 1
2(q + 1)δ
N−(2α+2)ωq+1q
]
. (3.8)
Proof. Set F(s) := 1
p+1 (s
+)p+1 − 1
q+1 (s
+)q+1. Here α = 2
q−1 . Let us compute the reduced
energy.
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2
2
∫
Ω
∣∣∇(PUε,ξ (x))∣∣2 dx + 1
q + 1
∫
Ω
(
PUε,ξ (x)
)q+1
dx
− 1
p + 1
∫
Ω
(
PUε,ξ (x)
)p+1
dx.
We estimate
∫
Ω
(
PUε,ξ (x)
)q+1
dx =
∫
Bδ(ξ)
U
q+1
ε,ξ (x)+ εα(q+1)
∫
Ω\B2δ(ξ)
G
q+1
q (x, ξ)
+
∫
δ<|x−ξ |<2δ
(
εαGq +
(
Uε,ξ − εαGq
)
η
)q+1
=
∫
Bδ(ξ)
Uε,ξ (x)
q+1 + εα(q+1)
∫
Ω\Bδ(ξ)
Gq+1(x, ξ)
+
∫
δ<|x−ξ |<2δ
[(
εαGq +
(
Uε,ξ − εαGq
)
η
)q+1 − (εαGq)q+1]dx
=
∫
RN
Uε,ξ (x)
q+1 + εα(q+1)
[ ∫
Ω\Bδ(ξ)
G
q+1
q (x, ξ)− δN−2α−2ωq+1q
]
+
∫
δ<|x−ξ |<2δ
[(
εαGq +
(
Uε,ξ − εαGq
)
η
)q+1 − (εαGq)q+1]dx
= εN
∫
RN
Uq+1 + εα(q+1)
[ ∫
Ω\Bδ(ξ)
G
q+1
q (x, ξ)− δN−2α−2ωq+1q
]
+ O(1)εα(q+1)+1
∫
δ<|x−ξ |<2δ
G
q
q(x, ξ)
{
εα(p−q)
|x − ξ |α(p−q)+α + |x − ξ |
γ
}
dx
= εN
∫
RN
Uq+1 + εα(q+1)
[ ∫
Ω\Bδ(ξ)
G
q+1
q (x, ξ)− δN−2α−2ωq+1q
]
+ O(1)εα(q+1)
∫
δ<|x−ξ |<2δ
(
εα(p−q)
|x − ξ |α+αp + |x − ξ |
ν−αq
)
dx.
First note that
∇PUε,ξ (x) =
{∇Uε,ξ in |x − ξ | δ,
εα∇G in |x − ξ | > 2δ. (3.9)q
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∇PUε,ξ (x) = εα∇Gq(x, ξ)+ 2∇η
(
εαGq(x, ξ)−Uε,ξ
)+ η∇(εαGq(x, ξ)−Uε,ξ ).
Hence we obtain∫
Ω
|∇PUε,ξ |2 =
∫
|x−ξ |<δ
|∇Uε,ξ |2 + ε2α
∫
|x−ξ |>δ
∣∣∇Gq(x, ξ)∣∣2
+ 4
∫
δ<|x−ξ |<2δ
|∇η|2∣∣εαGq(x, ξ)−Uε,ξ ∣∣2
+
∫
δ<|x−ξ |<2δ
|η|2∣∣∇(εαGq(x, ξ)−Uε,ξ )∣∣2
+ 2εα
∫
δ<|x−ξ |<2δ
η∇Gq∇
(
εαGq(x, ξ)−Uε,ξ
)
+ 4εα
∫
δ<|x−ξ |<2δ
∇η∇Gq
(
εαGq(x, ξ)−Uε,ξ
)
+ 4
∫
δ<|x−ξ |<2δ
η∇η∇(εαGq −Uε,ξ )(εαGq −Uε,ξ ).
Thus we obtain
ε2
∫
Ω
∣∣∇(PUε,ξ (x))∣∣2 dx = εN ∫
RN
|∇U |2 + εα(q+1)
[ ∫
Ω\Bδ(ξ)
∣∣∇Gq(x, ξ)∣∣2 − δN−2α−2ωq+1q ]
+O(1)εα(q+1)+1δ−α(q+1)−1+N
and similarly we have
∫
Ω
(
PUε,ξ (x)
)p+1
dx = εN
∫
RN
Uq+1 + εα(q+1)
[ ∫
Ω\Bδ(ξ)
G
q+1
q (x, ξ)− δN−2α−2ωq+1q
]
+ O(1)εα(q+1)
∫
δ<|x−ξ |<2δ
(
εα(p−q)
|x − ξ |α+αp + |x − ξ |
ν−αq
)
dx.
Hence we have
Jε(PUε,ξ ) = εNI∞ + ε2α+2Φq(ξ)+ o(1)ε2α+2.  (3.10)
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Eε[u] = ε2u− uq + up.
Now we estimate the error due to PUε,ξ (x).
Lemma 3.4. For δ > 0, sufficiently small, there exists σ ′ > 0 such that
Eε
[
PUε,ξ (x)
]=
⎧⎨⎩
0 in |x − ξ | < δ,
O(ε2+α+σ ′ 1|x−ξ |2+α ) in δ < |x − ξ | < 2δ,
εαpG
p
q in |x − ξ | > 2δ.
(3.11)
Proof. First it is easy to note that
Eε
[
PUε,ξ (x)
]= {0 in |x − ξ | < δ,
εαpG
p
q in |x − ξ | > 2δ. (3.12)
So we need to calculate the error when δ < |x − ξ | < 2δ. We write
PUε,ξ (x) = Uε,ξ (x)+ (1 − η)
(
εαGq(x, ξ)−Uε,ξ (x)
)
.
Hence we have
PUε,ξ (x) = Uε,ξ (x)+(1 − η)
(
εαGq(x, ξ)−Uε,ξ (x)
)
= Uε,ξ (x)+ (1 − η)
(
εαGq(x, ξ)−Uε,ξ (x)
)
− 2∇η∇(εαGq(x, ξ)−Uε,ξ (x))+η(εαGq(x, ξ)−Uε,ξ (x)).
As a result, we have
ε2PUε,ξ (x) = ε2Uε,ξ (x)+ O
(
ε2+α|x − ξ |γ−2 + ε
α(p−q)+α+2
|x − ξ |α(p−q)+α+2
+ ε2+α|x − ξ |γ−1 + ε
α(p−q)+α+2
|x − ξ |α(p−q)+α+1
+ ε2+α|x − ξ |γ + ε
α(p−q)+α+2
|x − ξ |α(p−q)+α
)
,
(
PUε,ξ (x)
)q = (Uε,ξ (x))q + O(Uq−1ε,ξ (εαGq −Uε,ξ ))
= Uqε,ξ + O
(
εα(p−q)+α+2
|x − ξ |αp + ε
2+α|x − ξ |γ−2
)
,
and
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PUε,ξ (x)
)p = (Uε,ξ (x))p + O(Up−1ε,ξ (εαGq −Uε,ξ ))
= Upε,ξ + O
(
εα(p−q)+α+2
|x − ξ |αp + ε
2+α|x − ξ |γ−2
)
.
Summing up all the terms and using the fact (2.10) we obtain
Eε
[
PUε,ξ (x)
]= O(ε2+α|x − ξ |γ−2 + εα(p−q)+α+2|x − ξ |α(p−q)+α+2
+ ε2+α|x − ξ |γ−1 + ε
α(p−q)+α+2
|x − ξ |α(p−q)+α+1
+ ε2+α|x − ξ |γ + ε
α(p−q)+α+2
|x − ξ |α(p−q)+α
)
+ O
(
εα(p−q)+α+2
|x − ξ |αp + ε
2+α|x − ξ |γ−2
)
.
Hence we have
Eε
[
PUε,ξ (x)
]= O(ε2+αδ(γ−2) + εα(p−q)+α+2δ−(α(p−q)+α+2))
= εαO(ε2δ−2(δγ + εα(p−q)δ−(α(p−q)+α))).
As a result, we can choose σ ′ ∈ (0,1) sufficiently small such that
Eε
[
PUε,ξ (x)
]= O( ε2+α+σ ′|x − ξ |2+α
)
.  (3.13)
Lemma 3.5. Moreover, if ξ ∈ Ω, then
cε  εNI∞ + ε
2(q+1)
q−1 Φq(ξ)+ o
(
ε
2(q+1)
q−1
)
.
Proof. Let ξ be a point in Ω . From Lemma 3.3, we obtain
Jε(PUε,ξ ) = εNI∞ + 12ε
2 q+1
q−1 Φq(ξ)+ o
(
ε
2 q+1
q−1
)
.
Let tε ∈ (0,+∞) be the unique constant such that
Jε(tεPUε,ξ ) = max
t0
Jε(tPUε,ξ )
hence
〈
J ′ε(tεPUε,ξ ),PUε,ξ
〉= 0. (3.14)
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〈
J ′ε(PUε,ξ ),PUε,ξ
〉= ∫
Ω
(
ε2|∇PUε,ξ |2 − (PUε,ξ )p+1+ + (PUε,ξ )q+1+
)
=
∫
Ω
Eε[PUε,xε ]PUε,xε = O
(
εα(q+1)
) (3.15)
and analyzing the higher order terms, and using the fact that∫
RN
|∇U |2 =
∫
RN
Up+1 −
∫
RN
Uq+1.
There exists a c > 0 such that
J ′′ε (PUε,ξ )〈PUε,ξ ,PUε,ξ 〉 =
∫
Ωε
(
ε2|∇PUε,ξ |2 − p(PUε,ξ )p+1+ + q(PUε,ξ )q+1+
)
= εN
∫
RN
(−(p − 1)Up+1 + (q − 1)Uq+1)+O(1)εα(q+1)
= εN
(
−(p − q)
∫
RN
Up+1 − (q − 1)
∫
RN
|∇U |2 + o(1)
)
−c′εN . (3.16)
Since 〈J ′ε(tεPUε,ξ ),PUε,ξ 〉 = 0 and 〈J ′ε(PUε,ξ ),PUε,ξ 〉 = O(1)εα(q+1), we have〈
J ′ε(tεPUε,ξ )− J ′ε(PUε,ξ ),PUε,ξ
〉= O(1)εα(q+1)
which implies
(
t2ε − 1
)∫
Ω
ε2|∇PUε,ξ |2 −
(
tp+1ε − 1
)∫
Ω
(PUε,ξ )
p+1
+ +
(
tq+1ε − 1
)∫
Ω
(PUε,ξ )
q+1
+
= O(1)εα(q+1)
and letting P˜Uε,ξ (x) = PUε,ξ (εx + ξ) in Ωε we have
(
t2ε − 1
)∫
Ωε
|∇P˜Uε,ξ |2 −
(
tp+1ε − 1
)∫
Ωε
(P˜Uε,ξ )
p+1
+ +
(
tq+1ε − 1
)∫
Ωε
(P˜Uε,ξ )
q+1
+
= O(1)εα(q+1)−N
which implies that tε − 1 = O(1)εα . Hence we obtain
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t>0
Jε(tPUε,ξ ) = Jε(tεPUε,ξ )
= Jε(PUε,ξ )+ (tε − 1)
〈
J ′ε(PUε,ξ ),PUε,ξ
〉+ 1
2
(tε − 1)2J ′′ε (ηεPUε,ξ )〈PUε,ξ ,PUε,η〉
 Jε(PUε,ξ )+ o(1)εα(q+1)
 εNI∞ + ε2
q+1
q−1 Φq(ξ)+ o
(
ε
2 q+1
q−1
)
where ηε lies in between tε and 1. 
Lemma 3.6. For sufficiently small ε > 0, uε has a unique maximum.
Proof. First note by an application of mountain pass theorem, ε2
∫
Ω
|∇uε|2  C and hence by
Moser iteration, uε(x) is uniformly bounded. Thus applying Schauder estimates we obtain a
C > 0 such that ‖εDuε‖L∞  C. If possible, let ξε,1 and ξε,2 are two distinct local maxima
of uε . Then it easily follows that uε(ξε,1) 1 and uε(ξε,2) 1. Suppose ξε = ξε,1−ξε,2ε . Suppose
along a subsequence |ξε| → δ ∈ [0,+∞). Let ξ = limε→0 ξε,1−ξε,2ε . Then if δ > 0, then define
vε(y) = uε(εy + ξε,2) then it follows that, vε → U in C2loc(RN) and satisfies⎧⎨⎩−U = U
p −Uq in RN,
U ′(0) = U ′(δ) = 0,
U → 0 as |x| → ∞
which is a contradiction as U ′(r) < 0 for r ∈ (0,+∞). Now suppose δ = 0. Then vε → U in
C2loc(R
N) and U has a unique critical point at 0 (since U(0) > 1 and U is a radial). Thus vε
has a critical point in a neighborhood of zero which is a contradiction. Hence |ξε| → +∞ as
ε → 0.
We claim that uε has exactly one maximum for sufficiently small ε > 0. First note that as
uε is a mountain pass solution and hence it has Morse index at most one. By the above re-
sult |ξ1,ε−ξ2,ε |
ε
→ +∞ as ε → 0. Now by [6] the principal eigenvalue λ1 > 0 such that −ψ −
f ′(U)ψ = λ1ψ and is easy to check that ψ1 ∈ D1,2(RN) hence
∫
RN
|∇ψ |2 − f ′(U)ψ2 < 0.
Now using an appropriate cut-off function, we can obtain the same property for ψ with
compact support. Now define a two dimensional subspace spanned by ψ1(x) = ψ(x−ξ1ε ) and
ψ2(x) = ψ(x−ξ2ε ) where x ∈ Ω . Note that the support suppψ1 ∩ suppψ2 = ∅ as |ξ1−ξ2|ε → +∞.
Hence we obtain a two dimensional space on which ε2
∫
Ω
|∇ψi |2 − f ′(uε)ψ2i =
∫
RN
|∇ψi |2 −
f ′(U)ψ2i < 0 for i = 1,2. As uε → U in C2loc(RN) and ψi has compact support. Hence uε has
Morse indexes at least two, a contradiction. 
First we prove that
Lemma 3.7. There exists constants C1 > 0 and C2 > 0 such that
C1ε
αGq(x, xε) uε  C2εαGq(x, xε) in Ω \BεR(xε). (3.17)
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bounded. We have ε2uε − uqε = −upε  0 and Gq − Gqq = 0. Note that ‖uε‖∞  1. Choose
0 < η < 1 such that
uε  ηεαGq(x, xε) on ∂BεR(xε). (3.18)
Then we have
(ηGq)− (ηGq)q = ηGq − ηqGqq =
(
η − ηq)Gqq  0. (3.19)
Hence
ε2
(
uε − ηεαGq
)− uqε + (ηεαGq)q  0
which implies that
ε2
(
uε − ηεαGq
)− uqε − (ηεαGq)q
uε − ηεαGq
(
uε − ηεαGq
)
 0.
Hence by the maximum principle we have uε  ηεαGq in Ω \BεR(xε).
For the upper bound, let 0 < θ < 1 such that uε < θ in Ω \BεR(xε) and η1  1 such that
uε  η1εαGq(x, xε) on ∂BεR(xε) (3.20)
then we have
(η1Gq)− (η1Gq)q = η1Gq − ηq1Gqq =
(
η1 − ηq1
)
G
q
q. (3.21)
Then uε satisfies
ε2uε − uqε −θp in Ω \BεR(xε).
As a result we obtain
ε2
(
uε − η1εαGq
)− uqε − (η1εαGq)q
uε − η1εαGq
(
uε − η1εαGq
)
−θp − (η1 − ηq1 )Gqq  0.
Hence we obtain by the maximum principle in Ω \BεR(xε),
uε  C2εαGq(x, xε). 
We write
uε = PUε,xε + εαϕε.
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ε2ϕε + f ′(PUε,xε )ϕε = −ε−αEε(PUε,xε )+Nε[ϕε], (3.22)
where
Nε[ϕε] = ε−α
{
f
(
PUε,xε + εαϕε
)− f (PUε,xε )− εαf ′(PUε,xε )ϕε}.
Lemma 3.8. For sufficiently small ε > 0, there exists C > 0 such that
‖ϕε‖∞  C. (3.23)
Proof. We claim that ϕε is uniformly bounded. If possible, let there exist a sequence εk such that
‖ϕε,k‖∞ → ∞. Let |ϕε| have its maximum at a point kε .
Claim. |kε−xε |
ε
< R.
Suppose not. Then |kε−xε |
ε
→ +∞. Then we have three cases |xε −kε| δ, δ < |xε −kε| 2δ
or |xε − kε| 2δ.
When |xε − kε| 2δ, then −ϕε(kε) 0 and there exists a c > 0 such that ϕε(kε) c. We
have from (3.22)
0−ε2+αϕε(kε) =
{
f
(
PUε,xε + εαϕε(kε)
)− f (PUε,xε )}−Eε[PUε,xε ]
which reduces to
(Gq + c)q Gqq + o(1)
and hence a contradiction.
The cases |xε − kε| δ and δ < |xε − kε| < 2δ are similar to above.
Then we consider ϕε(x) = ϕε(kε + εx),
ψε = ϕε‖ϕε‖∞ .
By the Schauder estimates we obtain ‖ψε‖C1,θloc is bounded for some θ ∈ (0,1] and hence by the
Arzela–Ascoli theorem there exists ψ0 ∈ C1 such that ‖ψε − ψ0‖C1loc → 0 as ε → 0. Using the
fact that d(kε,∂Ω)
ε
→ +∞, ψ0 satisfies{
ψ0 + f ′(U)ψ0 = 0 in RN,
ψ0(k0) = 1, (3.24)
where k0 is a sequential limit of kε . Let us write
ψ =
∞∑
φk(r)Sk(θ)k=1
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and whose multiplicity is given by Mk −Mk−2 where Mk = (N+k−1)!(N−1)!k! for k  2. Note that λ0 = 0
has algebraic multiplicity one and λ1 = (N − 1) has algebraic multiplicity N . Then φk satisfy an
infinite system of ODE given by
φ′′k +
N − 1
r
φ′k +
(
pUp−1 − qUq−1 − λk
r2
)
φk = 0, r ∈ (0,∞). (3.25)
Also note that (3.25) has two linearly independent solutions z1,k and z2,k . Let
Ak(φ) = φ′′ + N − 1
r
φ′ +
(
pUp−1 − qUq−1 − λk
r2
)
φ.
Also recall that if one solution z1,k to (3.25) is known, a second linearly independent solution
can be found in any interval where z1,k does not vanish as
z2,k(r) = z1,k(r)
∫
z−21,kr
1−N dr
where
∫
denotes antiderivatives. One can obtain the asymptotic behavior of any solution z as
r → ∞ by examining the indicial roots of the associated Euler equation. The limiting equation
becomes
r2φ′′ + (N − 1)rφ′ − (qωq−1q + λk)φ = 0 (3.26)
whose indicial roots are given by
μ±k =
⎧⎪⎨⎪⎩
N−2
2 ±
√
(N−2)2+4(qωq−1q +λk)
2 if k = 0,
N−2
2 ±
√
(N−2)2+4qωq−1q
2 if k = 0.
In this way we see that the asymptotic behavior is ruled by z(r) ∼ r−μ as r → +∞; where μ
satisfies the problem
μ2 − (N − 2)μ− (qωq−1q + λk)= 0 if α = 2
q − 1 . (3.27)
This implies that any bounded solution of (3.24) decays and hence |ψ0| C|x|−(N−2) and hence
ψ0 ∈ L 2NN−2 (RN). Thus ψ0 ∈ D1,2(RN) and by lemma 2.1, ψ0 =∑Ni=1 ai ∂U∂xi where ai ∈ R where
not all ai are zero. Since U is radial, U ′(0) and U(0) are nonzero, it follows that ∇ψ0(0) = 0.
We obtain a contradiction by proving ∇ψ0(0) = 0. Note that ∇uε(xε) = 0 and this implies
∇ψε(0) = ∇uε(xε)− ∇PUε,xε (xε)
εα‖ϕε‖∞
which implies that ∇ψε(0) → 0 as ε → 0. This implies that ∇ψ0(0) = 0 by pointwise conver-
gence and hence ∇(∑Ni=1 ai ∂U∂xi )(0) = 0 and this implies that ai = 0 for all i. 
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cε = εNI∞ + ε2α+2Φq(xε)+ o
(
ε2(α+1)
)
. (3.28)
Proof. We want to write uε = PUε,xε + εαϕε . So we have
Jε(uε) = Jε(PUε,xε )
+ εα
∫
Ω
(
ε2∇PUε,xε∇ϕε − f (PUε,xε )ϕε
)
dx
+ ε
2α
2
(∫
Ω
ε2|∇ϕε|2 dx − f ′(PUε,xε )ϕ2ε
)
−
∫
Ω
[
F
(
PUε,xε + εαϕε
)− F(PUε,xε )− εαf (PUε,xε )ϕε − ε2α2 f ′(PUε,xε )ϕ2ε
]
,
which can be expressed as
Jε(uε) = Jε(PUε,xε )
+ εα
∫
Ω
Eε(PUε,xε )ϕε dx
+ ε
2α
2
(
ε2
∫
Ω
|∇ϕε|2 dx − f ′(PUε,xε )ϕ2ε
)
−
∫
Ω
[
F
(
PUε,xε + εαϕε
)− F(PUε,xε )− εαf (PUε,xε )ϕε − ε2α2 f ′(PUε,xε )ϕ2ε
]
.
Now we estimate the following terms∫
Ω
Eε(PUε,xε )ϕε dx =
∫
δ<|x−xε |<2δ
Eε(PUε,xε )ϕε +
∫
|x−xε |>2δ
Eε(PUε,xε )ϕε
 Cε2+α+σ ′
∫
δ<|x−xε |<2δ
1
|x − xε|2+α + ε
αp
∫
|x−xε |>2δ
G
p
q ϕε
 o(1)εα+2.
Note that α + 2 −N > 0.
From (3.22)∫ {
ε2|∇ϕε|2 dx − f ′(PUε,xε )ϕ2ε
}= ε−α ∫ Eε(PUε,xε )ϕε − ∫ Nε[ϕε]ϕε.Ω Ω Ω
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∫
Ω
Nε[ϕε]ϕε =
∫
|x−xε |εR
Nε[ϕε]ϕε +
∫
εR<|x−xε |δ
Nε[ϕε]ϕε
+
∫
δ<|x−xε |<2δ
Nε[ϕε]ϕε +
∫
|x−xε |2δ
Nε[ϕε]ϕε
= I1 + I2 +
∫
δ<|x−xε |<2δ
Nε[ϕε]ϕε +
∫
|x−xε |2δ
Nε[ϕε]ϕε.
We compute I1. If q > 2, then we obtain
I1 = εαO
( ∫
BεR(xε)
U
q−2
ε,xε ϕ
3
ε
)
= O(εα+N ).
We calculate I2:
I2 = εαO
( ∫
Bδ(xε)\BεR(xε)
U
q−2
ε,xε ϕ
3
ε
)
= εαO
( ∫
Bδ(xε)\BεR(xε)
εα(q−2)
|x − xε|α(q−2)
)
= O(ε2δN−α(q−2)).
When q  2 we obtain
I1 = O
( ∫
BεR(xε)
U
q−1
ε,xε
(
εαϕε
PUε,xε
)
ϕ2ε
)
= O(εN )
and noting the fact that | εαϕε
PUε,xε
| Cεα whenever εR  |x − xε| δ we obtain,
I2 = O
( ∫
Bδ(xε)\BεR(xε)
U
q−1
ε,xε
(
εαϕε
PUε,xε
)
ϕ2ε
)
= εα(q−1)O
( ∫
Bδ(xε)\BεR(xε)
1
|x − xε|α(q−1)
)
= O(ε2δαδN−α(q−1))= O(ε2δN−2+α).
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∫
δ<|x−xε |<2δ
Nε[ϕε]ϕε = O
(
εα
∫
δ<|x−xε |<2δ
PU
q−2
ε,xε ϕ
3
ε
)
.
In the neck region we have
PUε,xε = Uε,xε + (1 − η)
(
εαGq −Uε,xε
)
.
In order to estimate
εα
∫
δ<|x−xε |<2δ
PU
q−2
ε,xε ϕ
3
ε = ε2
∫
δ<|x−xε |<2δ
1
|x − xε|α(q−2) ϕ
3
ε
 Cε2
∫
δ<|x−xε |<2δ
1
|x − xε|α(q−2)
= O(ε2δN−α(q−2)).
Whenever |x − xε| > 2δ, we have∫
|x−xε |2δ
Nε[ϕε]ϕε = O
(
εαq
)
.
Similarly, we show that
∫
Ω
[
F
(
PUε,xε + εαϕε
)− F(PUε,xε )− εαf (PUε,xε )ϕε − ε2α2 f ′(PUε,xε )ϕ2ε
]
= o(ε2+2α).
The estimate follows exactly as the previous estimate. This completes the proof. 
4. Exclusion of boundary spikes
Now we are required to show that the blow-up does not occur near the boundary. That is we
claim that Φq(ξ) → +∞ if ξ → ∂Ω . Let xε ∈ Ω be a sequence such that dε = d(xε, ∂Ω) → 0
as ε → 0. Now we define a scaling of the form
x → x
dε
then the original equation reduces to
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ε2u− uq + up = 0 in Ωdε ,
u > 0 in Ωdε ,
u = 0 on ∂Ωdε ,
(4.1)
where ε = ε
dε
. Let ξε = xεdε and note that Ωdε → RN+ (any compact subset of C of RN+ can be
embedded in Ωdε for ε sufficiently small) as ε → 0.
Let us consider the problem⎧⎪⎨⎪⎩
xGq(x, ξε)−Gq(x, ξε)q = 0 in Ωdε \ {ξε},
Gq(x, ξε) 0 in Ωdε ,
Gq(x, ξε) = 0 on ∂Ωdε ,
(4.2)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
xGq,RN+ (x, ξ)−Gq,RN+ (x, ξ)
q = 0 in RN+ \ {ξ},
Gq,RN+ (x, ξ) 0 in R
N+ ,
Gq,RN+ (x, ξ) = 0 on ∂R
N+ .
(4.3)
Note that ξε → ξ where ξ does not lie on ∂RN+ .
Lemma 4.1. The solution to (4.2) converges uniformly on compact subsets to the solution
of (4.3). Moreover, there exists a C > 0 such that∣∣Gq,RN+ (x, ξ)∣∣ C|x − ξ|−α
and ∣∣∇Gq,RN+ (x, ξ)∣∣ C|x − ξ |−(α+1)
hold. Note that the second estimate holds away from the singularity.
Proof. Let Gq,0(x, ξ) = ωq|x−ξ |α . Consider the solution to the problem (4.2). Note that
Gq,0(x, ξ) − Gq(x, ξ) > 0 on ∂Ωdε . Furthermore, (Gq,0(x, ξ) − Gq(x, ξ)) → 0 as x → ξ . Let
S = Gq,0(x, ξ)−Gq(x, ξ). Then S satisfies
S − a(x)S = 0
where a(x) > 0. Hence by maximum principle we have S  0 in Ωdε . This implies Gq,0(x, ξ)
Gq(x, ξ). Let r > 0 such that Br(ξ) ⊂ Ω and consider⎧⎪⎨⎪⎩
xGq,B(x, ξ)−Gq,B(x, ξ)q = 0 in Br(ξ) \ {ξ},
Gq,B(x, ξ) 0 in Br(ξ),
Gq,B(x, ξ) = 0 on ∂Br(ξ).
(4.4)
By similar method it can be prove that Gq,B(x, ξ)  Gq(x, ξ) in Br(ξ). Thus we have
Gq,B(x, ξ)  Gq(x, ξ)  Gq,0(x, ξ), hence by the Schauder estimate we conclude that
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and it is of distance O(1) from the boundary and hence ξ /∈ ∂RN+ . Moreover far away from the ξ
we can use the boundary estimates (note that there is no singularity) to obtain
∣∣∇Gq,RN+ (x, ξ)∣∣ C|x − ξ |α+1 . (4.5)
Note that using the local estimates in Brezis and Oswald [3], we have near ξ the following
estimate holds:
Gq,RN+ (x, ξ) = Gq,0(x, ξ)+O
(|x − ξ |γ ). (4.6)
And moreover, (4.6) implies that the solution of (4.3) is unique. 
Corollary 4.1. Then we have for all δ > 0, as ε → 0,∫
Ωdε \Bδ(ξε)
1
2
∣∣∇xGq(x, ξε)∣∣2 + 1
q + 1G
q+1
q (x, ξε)
=
∫
R
N+\Bδ(ξ)
1
2
∣∣∇xGq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)+ oε(1).
Proof. This follows from the dominated convergence theorem. 
Lemma 4.2. Then the least energy solution of (4.1) satisfies
Jε(uε) εNI∞ + ε2α+2Φq(ξ)+ o
(
ε2α+2
) (4.7)
and
Jε(uε) = εNI∞ + ε2α+2 lim
δ→0
[ ∫
Ωdε \Bδ(ξε)
1
2
∣∣∇xGq(x, ξε)∣∣2 + 1
q + 1G
q+1
q (x, ξε)
− q − 1
2(q + 1)δ
N−(2α+2)ωq+1q
]
+ o(ε2α+2).
Proof. Follows exactly as the upper and lower estimate. Moreover, note that
Jε(uε) εNI∞ + ε2α+2Φq(ξ)+ o
(
ε2α+2
)
 εNI∞ + ε2α+2 lim
δ→0
[ ∫
Ωdε \Bδ(ξ)
1
2
∣∣∇xGq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)
− q − 1 δN−(2α+2)ωq+1q
]
+ o(ε2α+2)2(q + 1)
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(
d2+2α−Nε
)+ o(ε2α+2)
 εNI∞ + ε2α+2O
(
d−Nε
)+ o(ε2α+2)
and we have
Jε(uε) = εNI∞ + ε2α+2 lim
δ→0
[ ∫
Ωdε \Bδ(ξε)
1
2
∣∣∇xGq(x, ξε)∣∣2 + 1
q + 1G
q+1
q (x, ξε)
− q − 1
2(q + 1)δ
N−(2α+2)ωq+1q + o(1)
]
= εNI∞ + ε2α+2 d−2−2αε lim
δ→0
[ ∫
R
N+\Bδ(ξ)
1
2
∣∣∇xGq(x, ξ)∣∣2
+ 1
q + 1G
q+1
q (x, ξ)− q − 12(q + 1)δ
N−(2α+2)ωq+1q + o(1)
]
+ o(ε2α+2).  (4.8)
Lemma 4.3. In order to show that there is no boundary spikes it is enough to show that there
exists a c0 > 0 such that
lim
δ→0
[ ∫
R
N+\Bδ(ξ)
1
2
∣∣∇xGq(x, ξ)∣∣2 + 1
q + 1Gq(x, ξ)
q+1 − q − 1
2(q + 1)δ
N−(2α+2)ωq+1q
]
 c0. (4.9)
Proof. We consider equation for Gq(x, ξ). From the Green identity we deduce that∫
Ω\Bδ(ξ)
|∇Gq(x, ξ)|2 +Gq+1(x, ξ) = −
∫
∂Bδ(ξ)
Gq(x, ξ)
∂Gq(x, ξ)
∂ν
. (4.10)
Again by the Pohozaev identity we have∫
Ω\Bδ(ξ)
[
− N
q + 1G
q+1
q + N − 22 G
q+1
q
]
=
∫
∂(Ω\Bδ(ξ))
[
〈x − ξ,∇Gq〉∂Gq
∂ν
− 〈x − ξ,∇Gq〉12 |∇Gq |
2
+ 〈x − ξ, ν〉
(
− 1
q + 1G
q+1
q
)
+ N − 2
2
Gq
∂Gq
∂ν
]
= 1
2
∫
∂Ω
〈x − ξ, ν〉|∇Gq |2 −
∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq〉∂Gq
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq |2
− 1 〈x − ξ, ν〉Gq+1q + N − 2Gq ∂Gq
]
.q + 1 2 ∂ν
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Ω\Bδ(ξ)
[
|∇Gq |2 + 2
q + 1G
q+1
q
]
= −
(
1 + N − 2
2
β
) ∫
∂Bδ(ξ)
Gq
∂Gq
∂ν
= β
∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq〉∂Gq
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq |2 − 1
q + 1 〈x − ξ, ν〉G
q+1
q
]
,
where
β
(
N
q + 1 −
N − 2
2
)
= q − 1
q + 1 .
Let Ω = RN+ . Then we have∫
R
N+\Bδ(ξ)
[
|∇Gq,RN+ |
2 + 2
q + 1G
q+1
q,RN+
]
= −
(
1 + N − 2
2
β
) ∫
∂Bδ(ξ)
Gq,RN+
∂Gq,RN+
∂ν
+ β
2
∫
R
N+
〈x − ξ, ν〉|∇Gq,RN+ |
2
− β
∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq,RN+ 〉
∂Gq,RN+
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq,RN+ |
2
− 1
q + 1 〈x − ξ, ν〉G
q+1
q,RN+
(x, ξ)
]
.
Then up to a rotation we can assume that RN+ = {(x′,−1): x′ ∈ RN−1}. Note that on RN+ we
have 〈x − ξ, ν〉 = 1. As a result we have∫
R
N+\Bδ(ξ)
[
|∇Gq,RN+ |
2 + 2
q + 1G
q+1
q,RN+
]
= −
(
1 + N − 2
2
β
) ∫
∂Bδ(ξ)
Gq,RN+
∂Gq,RN+
∂ν
+ β
2
∫
R
N+
|∇Gq,RN+ |
2
− β
∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq,RN+ 〉
∂Gq
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq,RN+ |
2
− 1 〈x − ξ, ν〉Gq+1
q,RN
]
. (4.11)q + 1 +
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Gq(x, ξ)−Gq(x, ξ)q = 0 in RN
and so we have∫
RN\Bδ(ξ)
1
2
∣∣∇Gq,0(x, ξ)∣∣2 + 1
q + 1G
q+1
q,0 (x, ξ) =
q − 1
2(q + 1)ω
q+1
q δ
N−2α−2 (4.12)
and ∫
RN\Bδ(ξ)
[
|∇Gq,0|2 + 2
q + 1G
q+1
q,0
]
= −
(
1 + N − 2
2
β
) ∫
∂Bδ(ξ)
Gq,0
∂Gq,0
∂ν
− β
∫
∂Bδ(ξ)
[
〈x − ξε,∇Gq,0〉∂Gq,0
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq,0|2
− 1
q + 1 〈x − ξ, ν〉G
q+1
q,0
]
. (4.13)
Hence using the estimates for Gq,RN+ in (4.6) we obtain as δ → 0,∫
∂Bδ(ξ)
Gq,RN+
∂Gq,RN+
∂ν
−
∫
∂Bδ(ξ)
Gq,0
∂Gq,0
∂ν
= oδ(1)
and∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq,0〉∂Gq,0
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq,0|2 − 1
q + 1 〈x − ξ, ν〉G
q+1
q,0
]
−
∫
∂Bδ(ξ)
[
〈x − ξ,∇Gq,RN+ 〉
∂Gq,RN+
∂ν
− 〈x − ξ, ν〉1
2
|∇Gq,RN+ |
2 − 1
q + 1 〈x − ξ, ν〉G
q+1
q,RN+
]
= oδ(1).
Subtracting (4.11) from (4.13) we obtain∫
R
N+\Bδ(ξ)
[
1
2
|∇Gq,RN+ |
2 + 1
q + 1G
q+1
q,RN+
− q − 1
2(q + 1)ω
q+1
q δ
N−2α−2
]
= β
2
∫
∂RN+
|∇Gq,RN+ |
2 > 0.
This proves the claim. 
2122 E.N. Dancer et al. / Journal of Functional Analysis 261 (2011) 2094–2134Remark 4.1. Lemma 4.2 implies dN−2−2αε  C where C > 0 independent of ε and N − 2α −
2 < 0. Hence we will obtain a contradiction.
Remark 4.2. Hence from the upper bound and the lower bound of cε we infer that
lim
ε→0Φq(xε) = Φq(ξ)
and ξ minimizes the renormalized energy which is characterized by
Φq(ξ) = lim
δ→0
[ ∫
Ω\Bδ(ξ)
1
2
∣∣∇xGq(x, ξ)∣∣2 + 1
q + 1G
q+1
q (x, ξ)− q − 12(q + 1)ω
q+1
q δ
N−2α−2
]
.
Remark 4.3. Note that we can easily choose domains such that the points of maximal distance to
the boundary are unchanged by smooth small perturbations of Ω on an open set of the boundary.
On the other hand, the perturbations almost certainly move the locations of where Φq have their
minimum. Thus it seems almost certain the location of peak of the mountain pass solution is
different from the case when q = 1.
5. Decay estimate q = q
Proof of Lemma 1.1. Since U is radial (1.7) satisfies
Urr + (N − 1)Ur
r
= Uq −Up. (5.1)
Define V (r) = rN−2U(r). Then U(r) = r−(N−2)V (r). Then (5.1) reduces to
Vrr − (N − 3)Vr
r
= V
q
r2
− V
p
r(N−2)p−(N−2)
. (5.2)
Hence at infinity (5.2) reduces to
Vrr − (N − 3)Vr
r
= V
q
r2
(
1 + o(1)). (5.3)
Let us define V (r) = W(t) where r = et . Then (5.3) reduces to
W ′′(t)− (N − 2)W ′(t)−Wq(t)(1 + o(1))= 0. (5.4)
Note from (5.4), we obtain(
W ′(t)e−(N−2)t
)′ = e−(N−2)tWq(t)(1 + o(1)).
Integrating between (t,+∞) we obtain
−W ′(t)e−(N−2)t =
∞∫
e−(N−2)sWq(s)
(
1 + o(1))dst
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W ′(t) = −e(N−2)t
∞∫
t
e−(N−2)sWq(s)
(
1 + o(1))ds. (5.5)
Hence W ′ < 0 for sufficiently large t . Hence from (5.5) and using the fact W is decreasing we
have
−W ′(t) e(N−2)tWq(t)
∞∫
t
e−(N−2)s
(
1 + o(1))ds.
As a result, we have
−W ′(t)Wq(t)(1 + o(1)).
This implies that
(
W−(q−1)(t)
)′  C.
Integrating between (1, t) we obtain
W−(q−1)(t)W−(q−1)(1)+C(t − 1),
W−(q−1)(t) Ct
for t  1 which implies that
W(t) Ct−
1
(q−1) = Ct−N−22 (5.6)
for some C > 0 independent of t . Hence we obtain the lower bound.
For the upper bound we let 0 < θ < 1 such that U < θ in RN \BR(0) and η1  1 such that
U  η1S on ∂BR(0), (5.7)
where S = ωqr2−N(log r)
2−N
2 satisfies
S = Sq −ωq
N(N − 2)
4
Sq
r2(log r)
. (5.8)
Then we have
(η1S)− (η1S)q = η1S − ηq1 Sq =
(
η1 − ηq1
)
Sq − η1ωq
N(N − 2) Sq
2 . (5.9)4 r (log r)
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U −Uq −θp in RN \BR.
As a result, we obtain
(U − η1S)− (U
q − η1Sq)
U − η1S (U − η1S)−θ
p − (η1 − ηq1 )Sq + η1ωq N(N − 2)4 Sqr2(log r)
 0.
Hence we obtain by the maximum principle in RN \BR ,
U  η1S.
Now we define
Z(t) = t N−22 W(t)
and is positive everywhere. Then we have
W(t) = t−N−22 Z(t).
Moreover, from (5.4) we have
Z′′(t)− (N − 2)Z′(t)− Z
q(t)(1 + o(1))
t
+ (N − 2)Z
′(t)
t
+ N(N − 2)
4
Z(t)
t2
+ (N − 2)
2
2
Z(t)
t
= 0.
Now we suppose that Z(t) > 1 and Z′(t) 0. Then Z′′(t) > 0 and we obtain a contradiction.
Suppose that Z(t) < 1 and Z′(t) 0, then Z′′(t) < 0 and this implies that Z′ decreases faster
as Z does. Hence Z crosses the axes which is impossible. Suppose that Z(t) > 1 and Z′(t) < 0
for large t, then Z(t) has a limit; if Z(t) < 1 and Z′(t) > 0 for all t  t0; then also Z has a
limit. Hence the most awkward case is to consider Z′(t) < 0 when Z(t) > 1 and Z′(t) > 0 when
Z(t) < 1. Suppose that there exists a point t0 such that Z(t0) < 1 and Z′(t0) > 0, then we have
Z′(t) > 0 for all t > t0 and hence Z(t) hits 1. Hence Z(t) → l as t → +∞.
In order to estimate ωq, we basically solve (1.7) at infinity; that is we are required to solve
an equation of the form
U = Uq (5.10)
in an exterior domain. Also we have
U(|x|) = ωqr−(N−2)(log r)−
N−2
2 .
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U = ωq
N(N − 2)
4
r−N(log r)−
N+2
2 +ωq
(N − 2)2
2
r−N(log r)−
N
2 ,
U = ωq
(N − 2)2
2
r−N(log r)−
N
2
(
1 + o(1)), (5.11)
and
Uq = ωqq r−N(log r)−
N
2 . (5.12)
Equating (5.11) and (5.12) we obtain
ω
q−1
q =
(
(N − 2)√
2
)2
and using the fact q − 1 = 2N−2 , we obtain
ωq =
(
N − 2√
2
)N−2
.  (5.13)
6. Profile of spikes q = q
Let PUε,ξ ∈ H10(Ω) be the solution to the problem{
PUε,ξ = Uε,ξ in Ω,
PUε,ξ = 0 on ∂Ω. (6.1)
Lemma 6.1.
PUε,ξ (x) = Uε,ξ (x)−ωq
εN−2
| log ε|N−22
Hq(x, ξ)+ o
(
εN−2
| log ε|N−22
)
if q = N
N − 2
uniformly with respect to x ∈ Ω and ξ in compact sets of Ω .
Proof. Let q = q := NN−2 . The function w(x) := PUε,ξ (x)−Uε,ξ (x)+ωq ε
N−2
| log ε|N−22
Hq(x, ξ)
solves the problem⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
w = 0 in Ω,
w(x) = ε
N−2
|x − ξ |N−2| log ε|N−22 | log |x − ξ ||N−22
×
(
ωq −
|x − ξ |N−2| log |x − ξ ||N−22
N−2 −N−22
U
(
x − ξ
ε
))
on ∂Ω.ε | log ε|
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max
x∈Ω
∣∣w(x)∣∣ max
x∈∂Ω
∣∣w(x)∣∣= εN−2
| log ε|N−22
o(1),
because of (1.8). 
Lemma 6.2. The following expansion holds
Jε(PUε,ξ ) = εNI∞ + 12ω
2
q
ε2(N−1)
| log ε|N−2 Ψq(ξ)+ o
(
ε2(N−1)
| log ε|N−2
)
(6.2)
uniformly with respect to ξ in compact sets of Ω , where
I∞(U) :=
∫
RN
[
p − 1
2(p + 1)U
p+1(x)− q − 1
2(q + 1)U
q+1(x)
]
dx (6.3)
and Ψq(ξ) satisfies (1.11).
Proof. As usual we set F(s) := 1
p+1 (s
+)p+1 − 1
q+1 (s
+)q+1. Let us compute the reduced en-
ergy.
Jε(PUε,ξ )
= 1
2
ε2
∫
Ω
|∇(PUε,ξ (x))|2 dx − ∫
Ω
F
(
PUε,ξ (x)
)
dx
= 1
2
∫
Ω
f
(
Uε,ξ (x)
)
PUε,ξ (x) dx −
∫
Ω
F
(
PUε,ξ (x)
)
dx
=
∫
Ω
[
1
2
f
(
Uε,ξ (x)
)
Uε,ξ (x)− F
(
Uε,ξ (x)
)]
dx − 1
2
∫
Ω
f
(
Uε,ξ (x)
)[
PUε,ξ (x)−Uε,ξ (x)
]
dx
−
∫
Ω
{
F
(
PUε,ξ (x)
)− F (Uε,ξ (x))− f (Uε,ξ (x))[PUε,ξ (x)−Uε,ξ (x)]}dx
:= I1 + I2 + I3. (6.4)
Let us estimate I1. Using the fact that q + 1 = 2(N−1)N−2 we have∫
Ω
[
1
2
f
(
Uε,ξ (x)
)
− F (Uε,ξ (x))]dx
=
∫ [
p − 1
2(p + 1)U
p+1
ε,ξ (x)−
q − 1
2(q + 1)U
q+1
ε,ξ (x)
]
dxΩ
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∫
RN
[
p − 1
2(p + 1)U
p+1(x)− q − 1
2(q + 1)U
q+1(x)
]
dx
− p − 1
2(p + 1)
∫
RN\Ω
U
p+1
ε,ξ (x) dx +
q − 1
2(q + 1)
∫
RN\Ω
U
q+1
ε,ξ (x) dx
= εN
∫
RN
[
p − 1
2(p + 1)U
p+1(x)− q − 1
2(q + 1)U
q+1(x)
]
dx
+ q − 1
2(q + 1)ω
q+1
q
ε2(N−1)
| log ε|N−1
∫
RN\Ω
1
|x − ξ |2(N−1)| log |x − ξ ||N−1 dx
+ o
(
ε2(N−1)
| log ε|N−1
)
= εNI∞ + q − 12(q + 1)ω
q+1
q
ε2(N−1)
| log ε|N−1
∫
RN\Ω
1
|x − ξ |2(N−1)| log |x − ξ ||N−1 dx
+ o
(
ε2(N−1)
| log ε|N−1
)
. (6.5)
Let us estimate I2.
−1
2
∫
Ω
f
(
Uε,ξ (x)
)[
PUε,ξ (x)−Uε,ξ (x)
]
dx
= 1
2
ωq
εN−2
| log ε|N−22
∫
Ω
f
(
Uε,ξ (x)
)
Hq(x, ξ) dx
= −1
2
ωq
εN
| log ε|N−22
∫
Ω
Uε,ξ (x)Hq(x, ξ) dx
= 1
2
ωq
εN
| log ε|N−22
∫
∂Ω
[
Uε,ξ (x)∂νHq(x, ξ)− ∂νUε,ξ (x)Hq(x, ξ)
]
dx
= 1
2
ω2q
ε2(N−1)
| log ε|N−2
×
( ∫
∂Ω
1
|x − ξ |N−2| log |x − ξ ||N−22
[
∂νHq(x, ξ)− ∂ν
1
|x − ξ |N−2| log |x − ξ ||N−22
]
dx
)
+ o(1) ε
2(N−1)
| log ε|N−2 . (6.6)
Here ν is the outward unit normal at the boundary ∂Ω .
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−
∫
∂Ω
1
|x − ξ |N−2| log |x − ξ ||N−22
∂ν
1
|x − ξ |N−2| log |x − ξ ||N−22
dx
= −1
2
∫
∂Ω
∂i
1
|x − ξ |2(N−2)| log |x − ξ ||(N−2)
= (N − 2)2
∫
RN\Ω
1
|x − ξ |2N−2| log |x − ξ ||N−2 dx
+ (N − 2)
2
2
∫
RN\Ω
1
|x − ξ |2N−2| log |x − ξ ||N−1 dx
+ (N − 1)(N − 2)
2
∫
RN\Ω
1
|x − ξ |2N−2| log |x − ξ ||N dx. (6.7)
Moreover, from (1.10), Green’s formula yields∫
∂Ω
1
|x − ξ |N−2| log |x − ξ ||N−22
∂νHq(x, ξ) =
∫
Ω
∣∣∇Hq(x, ξ)∣∣2 dx. (6.8)
From I3 we have by
I3 = −
∫
Ω
{
F
(
PUε,ξ (x)
)− F (Uε,ξ (x))− f (Uε,ξ (x))[PUε,ξ (x)−Uε,ξ (x)]}dx
=
∫
Ω
O(f ′(Uε,ξ (x))[PUε,ξ (x)−Uε,ξ ]2)
 C ε
2(N−1)
| log ε|N−1
∫
Ω
H 2q(x, ξ)
|x − ξ |2| log |x − ξ || dx.
Hence the result follows. 
Lemma 6.3. There exists ξq ∈ Ω such that
Ψq(ξq) := min
ξ∈Ω Ψq(ξ).
Proof. By (1.11) we deduce that
Ψq(ξ) (N − 2)2ω2q
∫
RN \Ω
1
|x − ξ |2N−2| log |x − ξ ||N−2 dx → +∞ as ξ approaches ∂Ω.
Therefore, the claim follows. 
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Jε(uε) εNI∞(U)+ 12ω
2
q
ε2(N−1)
| log ε|N−2 Ψq(ξ)+ o
(
ε2(N−1)
| log ε|N−2
)
.
Proof. Follows exactly as Lemma 3.5. 
Lemma 6.5. We have
Sε(x) = Hq(x, xε)
Hq(xε, xε)
(6.9)
is uniformly bounded.
Proof. Note that if d(xε, ∂Ω) c for some c > 0, then by Lemma 2.2, we have Sε is uniformly
bounded. Suppose that d(xε, ∂Ω) → 0 as ε → 0. Then Hq(xε, xε) → +∞ as ε → 0. Suppose
x is close to xε . We consider two points x and y and compute the difference Hq(x, xε) and
Hq(y, xε) on the boundary. So it is enough to prove the uniform bound when x is a point close
to y. Then on the boundary, we have
Hq(x, xε)−Hq(y, xε) =
1
|x − xε|N−2| log |x − xε||N−22
− 1
|y − xε|N−2| log |y − xε||N−22
.
Let y = x − h where h = O(ε) is small; then we have
|x − xε + h|2−N = |x − xε|2−N + O(h)|x − xε|1−N
and
∣∣log |x − xε + h|∣∣ 2−N2 = ∣∣log |x − xε|∣∣ 2−N2 + O(h) 1|x − xε|| log |x − xε||N2 .
And hence multiplying the above two expressions, we have
|x − xε + h|2−N
∣∣log |x − xε + h|∣∣ 2−N2
= |x − xε|2−N
∣∣log |x − xε|∣∣ 2−N2 + O(h)( 1|x − xε|N−1| log |x − xε||N−22
)
+ O(h)
(
1
|x − xε|N−1| log |x − xε||N2
)
+ O(h2)( 1
|x − xε|N | log |x − xε||N2
)
.
As a result, we have
Hq(x, xε)−Hq(y, xε)
= O
(
ε
d(xε, ∂Ω)
)(
1
N−2 N−22
)
d(xε, ∂Ω) | log |d(xε, ∂Ω)||
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(
ε
d(xε, ∂Ω)| log |d(xε, ∂Ω)|
)(
1
d(xε, ∂Ω)N−2| log |d(xε, ∂Ω)||N−22
)
+ O
(
ε2
d(xε, ∂Ω)2| log |d(xε, ∂Ω)||
)(
1
d(xε, ∂Ω)N−2| log |d(xε, ∂Ω)||N−22
)
= o(1)Hq(xε, xε),
using the estimates from Lemma 2.2 and d(xε,∂Ω)
ε
→ 0. Also note that

(
Hq(x, xε)−Hq(y, xε)
)= 0.
Hence by the maximum principle we have for all x, y ∈ Ω ,∣∣Hq(x, xε)−Hq(y, xε)∣∣ o(1)Hq(xε, xε).
Choosing x = xε and y = x we have∣∣Hq(xε, xε)−Hq(x, xε)∣∣ o(1)Hq(xε, xε).
This implies that Sε is uniformly bounded. 
Lemma 6.6. For R  1, the error satisfies
Eε[PUε,xε ] =
⎧⎪⎨⎪⎩
O( εN−2
| log ε|N−22
U
q−1
ε,xε Hq(x, xε)
)
in |x − xε| εR,
O( εN
| log ε|N2
1
|x−xε |2| log |x−xε ||Hq(x, xε)
)
in |x − xε| εR.
(6.10)
Proof. Follows from the estimate (6.1) and using the fact that dist(xε,∂Ω)
ε
→ ∞. 
By Lemma 3.6 we write
uε = PUε,xε +
εN−2
| log ε|N−22
ωqHq(xε, xε)ϕε.
Then ϕε satisfies
ε2ϕε + f ′(PUε,xε )ϕε = −
| log ε|N−22
εN−2Hq(xε, xε)
Eε[PUε,xε ] +Nε[ϕε] (6.11)
where
Eε[PUε,xε ] = ε2PUε,xε − PUqε,xε + PUpε,xε ,
and
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N−2
2
εN−2Hq(xε, xε)
[
f
(
PUε,xε +
εN−2
| log ε|N−22
ωqHq(xε, xε)ϕε
)
− f (PUε,xε )
− ε
N−2
| log ε|N−22
Hq(xε, xε)ωqϕεf
′(PUε,xε )
]
where f (u) = (u+)p − (u+)q . Also note that q > 2 if N < 4 and q  2 if N  5.
Moreover, note that (6.11) can also be written as{
(u˜ε − P˜Uε)+ f ′(W˜ε)(u˜ε − P˜Uε) = −f ′(W˜ε)(P˜Uε −U) in Ωε,
(u˜ε − P˜Uε) = 0 on ∂Ωε,
(6.12)
where Ωε is an inflated domain around xε , u˜ε = uε(xε + εx); P˜Uε = PUε(xε + εx) and W˜ε is
a point lying between u˜ε and U . Then⎧⎨⎩ϕ˜ε + f ′(W˜ε)ϕ˜ε = −f ′(W˜ε)
Hq(xε + εx, xε)
Hq(xε, xε)
in Ωε,
ϕ˜ε = 0 on ∂Ωε.
(6.13)
Lemma 6.7. For sufficiently small ε > 0, ϕε is uniformly bounded.
Proof. It is enough to prove that ϕ˜ε is bounded. We have dist(xε,∂Ω)ε → +∞ and hence we obtain
Hq (xε+εx,xε)
Hq (xε,xε)
is uniformly bounded by Lemma 6.5. Note that by the decay property of u˜ε and U,
W˜ε  C
|x|N−2| log |x||N−22
for |x| sufficiently large. Hence f ′(W˜ε) 0 for |x| R0 and f ′(W˜ε)
c0
|x|2| log |x|| . We can choose C|x|−η as a super-solution of (6.13) for |x|R0; if we choose C > 0
is large and η > 0 sufficiently small. Hence we can bound C > 0, if we have a uniform bound ϕ˜ε
on |x| = R0. Thus we have a uniform decay for ϕ˜ε if we can bound ϕ˜ε on |x| = R0.
If possible let ϕ˜ε be unbounded. Then ‖ϕ˜ε‖∞ → ∞ (up to a subsequence). Define ψε =
ϕ˜ε
‖ϕ˜ε‖∞ . Then ‖ψε‖∞ = 1. Note that the right hand term in (6.13) is uniformly small and thus by
the argument in the previous paragraph ψε has a uniform decay for large |x|. Thus the maximum
of ψε must occur at kε where |kε|  R for sufficiently small ε. Let k be a subsequential limit
of kε . By Schauder estimates we obtain ‖ψε‖C1,θloc is bounded for some θ ∈ (0,1] and hence by
the Arzela–Ascoli theorem there exists ψ ∈ C1 such that ‖ψε − ψ‖C1loc → 0 as ε → 0 where ψ
satisfies ⎧⎨⎩ψ + f
′(U)ψ = 0 in RN,
ψ(k) = 1,
ψ(y) → 0 as |y| → ∞.
(6.14)
Using the fact that dist(kε,∂Ω)
ε
→ +∞, we conclude that Ωε → RN i.e. given any compact subset
C of RN ; C ⊂ Ωε for ε sufficiently small. Also note that ψ(y) → 0 as |y| → +∞ by the super-
solution technique, discussed in the first paragraph.
Then by a simple comparison argument, we can show that |ψ | Cr−(N−2). This implies that
ψ ∈ L 2NN−2 (RN). On the other hand, there exists a C > 0 such that
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RN
|∇ψ |2 =
∫
RN
f ′(U)ψ2  C +
∫
RN\BR
1
|x|2(log |x|)ψ
2
 C +
∫
RN\BR
1
|x|2N−2(log |x|) < +∞.
As a result, ψ ∈ D1,2(RN) ∩ ker( + f ′(U)). Since ψ ≡ 0 and since by Lemma 2.1, ker( +
f ′(U)) = { ∂U
∂x1
, ∂U
∂x2
, . . . ∂U
∂xN
}, we have
ψ =
N∑
j=1
aj
∂U
∂xi
where not all aj are zero. Since U is radial U ′(0) = 0 and U(0) = 0, it follows that ∇ψ(0) = 0.
Note that ∇uε(xε) = 0 and this implies
∇ψε(0) = ∇ϕε(0)
εN−2
| log ε|N−22
ωqHq(xε, xε)‖ϕε‖L∞
→ 0
and by pointwise convergence ∇ψ(0) = 0 and hence ∇(∑Ni=1 ai ∂U∂xi )(0) = 0 and this implies that
ai = 0 for all i. This gives a contradiction. 
Lemma 6.8. We have,
cε = εNI∞ + 12ω
2
q
ε2(N−1)
| log ε|N−2 Ψq(xε)+ o
(
ε2(N−1)
| log ε|N−2
)
. (6.15)
Proof. From uε = PUε,xε + ε
N−2
| log ε|N−22
ωqHq(xε, xε)ϕε, we obtain
Jε(uε) = Jε(PUε,xε )
+ ε
N−2
| log ε|N−22
ωqHq(xε, xε)
∫
Ω
Eε(PUε,xε )ϕε dx
+ 1
2
ε2(N−2)
| log ε|N−2 ω
2
q
H 2q(xε, xε)
∫
Ω
{
ε2|∇ϕε|2 dx − f ′(PUε,xε )ϕ2ε
}
−
∫
Ω
[
F
(
PUε,xε +
εN−2
| log ε|N−22
ωqHq(xε, xε)ϕε
)
− F(PUε,xε )
− ε
N−2
| log ε|N−22
ωqHq(xε, xε)ϕεf (PUε,xε )
− 1 ε
2(N−2)
N−2 ω
2
q
Hq(xε, xε)
2ϕ2ε f
′(PUε,xε )
]
.2 | log ε|
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εN−2
| log ε|N−22
ωqHq(xε, xε)
∫
Ω
Eε(PUε,xε )ϕε dx
= O
(
ε2N−2
| log ε|N−1
εN−2
| log ε|
)
+ O
(
ε2N−2
| log ε|N−1 H
2
q
(xε, xε)
∫
Ω\BεR(xε)
|ϕε|
|x − xε|2| log |x − xε||
)
= O
(
ε2N−2
| log ε|N H
2
q
(xε, xε)
∫
Ω\BεR(xε)
|ϕε|
|x − xε|2 dx
)
= O
(
ε2N−2
| log ε|N H
2
q
(xε, xε)
∫
Ω
1
|x − xε|2 dx
)
= o
(
ε2(N−1)
| log ε|N−2
)
using (6.6). From (6.11), we obtain by integrating
∫
Ω
{
ε2|∇ϕε|2 dx − f ′(PUε,xε )ϕ2ε
}
dx = | log ε|
N−2
2
εN−2Hq(xε, xε)
∫
Ω
Eε[PUε,xε ]ϕε −
∫
Ω
Nε[ϕε]ϕε
= O
(
ε2
| log ε|
)
.
Using Taylor’s expansion, as in Lemma 3.9 we obtain∫
Ω
[
F
(
PUε,xε +
εN−2
| log ε|N−22
ωqHq(xε, xε)ϕε
)
− F(PUε,xε )
− ε
N−2
| log ε|N−22
ωqHq(xε, xε)ϕεf (PUε,xε )−
1
2
ε2(N−2)
| log ε|N−2 ω
2
q
Hq(xε, xε)
2ϕ2ε f
′(PUε,xε )
]
= O
(
ε2N−2
| log ε|N−1
)
.
This proves the theorem. 
Remark 6.1. Note that Hq(xε, xε) is bounded by Lemma 6.4 and by Lemma 6.3. Hence we have
from Lemma 6.4 and Lemma 6.8 we obtain Ψq(xε) → Ψq(ξ). Hence Theorem 1.2 is proved.
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