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Abstract
The problem of strong stabilizability of linear systems of neutral type is investigated. We are interested
in the case when the system has an infinite sequence of eigenvalues with vanishing real parts. This is the
case when the main part of the neutral equation is not assumed to be stable in the classical sense. We
discuss the notion of regular strong stabilizability and present an approach to stabilize the system by regular
linear controls. The method covers the case of multivariable control and is essentially based on the idea
of infinite-dimensional pole assignment proposed in [G.M. Sklyar, A.V. Rezounenko, A theorem on the
strong asymptotic stability and determination of stabilizing controls, C. R. Acad. Sci. Paris Ser. I Math.
333 (8) (2001) 807–812]. Our approach is based on the recent results on the Riesz basis of invariant finite-
dimensional subspaces and strong stability for neutral type systems presented in [R. Rabah, G.M. Sklyar,
A.V. Rezounenko, Stability analysis of neutral type systems in Hilbert space, J. Differential Equations 214
(2) (2005) 391–428].
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The field of delay differential equations has a rich history and many important and deep re-
sults have been obtained so far (see the classical monographs [1,4,6]). Neutral type differential
equations belong to this field but many methods and approaches used for delay equations cannot
be directly applied to this type of equations.
We consider the following neutral type system
z˙(t) = A−1z˙(t − 1) +
0∫
−1
A2(θ)z˙(t + θ)dθ +
0∫
−1
A3(θ)z(t + θ)dθ, (1)
where A−1 is constant n × n-matrix, detA−1 = 0, A2, A3 are n × n-matrices whose elements
belong to L2(−1,0).
In our previous work [18] we analyzed asymptotic stability conditions. One of the main points
of the cited work is the fact that for (1) it may appear asymptotic nonexponential stability (see
also [2] for the behavior of solutions of a class of neutral type systems). We gave a detailed
analysis of nonexponential stability in terms of the spectral properties of the matrix A−1. As a
continuation of those results we consider in the present work the control system
z˙(t) = A−1z˙(t − 1) +
0∫
−1
A2(θ)z˙(t + θ)dθ +
0∫
−1
A3(θ)z(t + θ)dθ + Bu, (2)
where B is an n × p-matrix, and study the property for this system of being asymptotic stable
after a choice of a feedback control law. Namely, we say that the system (2) is asymptotically
stabilizable if there exists a linear feedback control u(t) = F(zt (·)) = F(z(t + ·)) such that the
system (2) becomes asymptotically stable.
It is obvious that for linear systems in finite-dimensional spaces the linearity of the feed-
back implies that the control is bounded in every neighborhood of the origin. For infinite-
dimensional spaces the situation is much more complicated. The boundedness of the feedback
law u = F(zt (·)) depends on the topology of the state space.
Let us observe that the natural state space for Eq. (1) is the space of absolutely continuous
functions z(t + θ), θ ∈ [−1,0], since in this case the left-hand side is correctly defined. Further-
more, it is convenient for us to assume that z(t + ·) ∈ H 1([−1,0],Cn). Then it can be shown
(cf. [9,15]) that if the control function u is in L2, then the system (2) has a unique solution in
the space H 1([−1,0],Cn). Hence, this space is natural as a state space also for the system (2).
When the asymptotic stabilizability is achieved by a feedback law which does not change the
state space and is bounded with respect to the topology of the state space, then we call it regular
asymptotic stabilizability. Under our assumption on the state space, namely H 1([−1,0],Cn), the
natural linear feedback is
Fz(t + ·) =
0∫
−1
F2(θ)z˙(t + θ)dt +
0∫
−1
F3(θ)z(t + θ)dt, (3)
where F2(·),F3(·) ∈ L2(−1,0;Cn).
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for our system may take the form
k∑
i=1
Fiz˙(t − hi) +
0∫
−1
F2(θ)z˙(t + θ)dt +
0∫
−1
F3(θ)z(t + θ)dt. (4)
This feedback law is not bounded in H 1([−1,0],Cn) and then stabilizability is not regular. Later
we shall return to this issue in more detail.
To make our concept more precise we consider the operator model of the system used in [18]
(see also [3]):
x˙ =Ax +Bu, x(t) =
(
y(t)
zt (·)
)
, (5)
where A is the generator of a C0-semigroup and is defined by
Ax(t) =A
(
y(t)
zt (·)
)
=
(∫ 0
−1 A2(θ)z˙t (θ)dθ +
∫ 0
−1 A3(θ)zt (θ)dθ
dzt (θ)/dθ
)
, (6)
with the domain
D(A) = {(y, z(·)): z ∈ H 1([−1,0];Cn), y = z(0) − A−1z(−1)}⊂ M2, (7)
where M2
def= Cn ×L2(−1,0;Cn). The operator B : Cp → M2 is defined by the n× p-matrix B
as follows
Bu def=
(
Bu
0
)
. (8)
The relation between the solution of the delay system (2) and the system (5) is zt (θ) = z(t + θ),
θ ∈ [−1,0]. This model was used in particular in [18] for the analysis of the stability of the
system (1) and in [15] for the analysis of the controllability problems (see also [3,22]).
From the operator point of view, the regular feedback law (3) means a perturbation of the in-
finitesimal generator A by the operator BF which is relatively A-bounded (cf. [8]) and verifies
D(A) =D(A+ BF). Such a perturbation does not mean, in general, that A+ BF is the infini-
tesimal generator of a C0-semigroup. However, in our case, this fact is verified directly [15,18]
since after the feedback we get also a neutral type system like (1) with D(A) =D(A+BF) (see
below for more details).
From a physical point of view, A-boundedness of the stabilizing feedback F means that the
energy added by the feedback remains uniformly bounded in every neighborhood of 0. Hence the
problem of regular asymptotic stabilizability for the systems (2), (5) is to find a linear relatively
A-bounded feedback u =Fx such that the operatorA+BF generates a C0-semigroup e(A+BF)t
with D(A+BF) =D(A) and for which ‖e(A+BF)t x‖ → 0, as t → ∞ for all x ∈D(A).
If we take a feedback law in the form (4) then it means that the operator A is perturbed
by a linear feedback unbounded with respect to the graph norm of A, moreover the domain of
the perturbed operator D(A+BF) is not equal to D(A). In [7] similar neutral type systems are
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depends on the right-hand side of the system. So for any choice of the feedback u = F(z(·)) in
the operator model of the system we have D(A + BF) = D(A) and then the state space for
the closed loop system is not as that of the original one. For this system a feedback like (4),
namely
k∑
i=1
Fix˙(t − hi) +
0∫
−1
dG(θ)x(t + θ), (9)
where G is of bounded variation, is used to achieve the exponential stability. In this context we
notice that the feedback law of the type (9) is not regular.
The problem of regular asymptotic stabilization formulated here is considered within the con-
cept of strong stability for infinite-dimensional systems (see for example [12] and references
therein). This approach was developed in the last decades when it was pointed out that asymp-
totic stability (called strong stability) may occur even if the norm of the semigroup does not tend
to zero. For the system (1) the strong stability was investigated in our previous works [17,18]. For
a particular case of neutral type systems the problem of strong stabilizability (regular in the sense
of Definition 2) was considered in [13,14]. We here use the term of regular stabilizability for the
neutral type system (in parallel with “strong stabilizability”) also by the reason that for those
systems the words “strong stabilizability” was used in [7] in an essentially different sense. So
using the terms regular stabilizability, we would like to avoid a confusion, and also characterize
the feedback quality.
Let us precise that if the feedback F is regular then the sets σ(A) ∩ {λ: |λ| > R} and
σ(A + BF) ∩ {λ: |λ| > R} are asymptotically close when R → ∞, cf. [18] and Theorem 4
below for more details. As a consequence we have the following precise situation:
(i) if ∃μ ∈ σ(A−1) such that |μ| > 1 then a regular feedback cannot realize asymptotic stabil-
ity;
(ii) if for all μ ∈ σ(A−1), |μ| 1 and there exists μ such that |μ| = 1, then a regular feedback
cannot realize exponential stabilizability;
(iii) moreover, if for some μ ∈ σ(A−1), |μ| = 1 there exists a Jordan chain for this value, as-
ymptotic stability cannot also be realized by a regular feedback.
Hence the initial case is when for all μ ∈ σ(A−1), we have |μ|  1, and if |μ| = 1, then
all Jordan blocks corresponding to this eigenvalue are of dimension 1, i.e. μ is a simple eigen-
value. As it was shown in [18] in this case asymptotic stability may appear or not. Roughly
speaking the problem of strong stabilizability in our sense is to stabilize a neutral type system
in this critical case by a regular feedback. We consider the case of a system (2) such that for all
μ ∈ σ(A−1), |μ| = 1, the algebraic multiplicity of μ is 1, and then we have for each such μ a Jor-
dan block of dimension 1. In this case, as the regular feedback does not change the matrix A−1,
then from the results proved in [18] it follows that the closed loop system will be asymptotically
stable if and only if all the eigenvalues of A+BF are in the left half plane: Reσ(A+BF) < 0.
Hence, the problem of regular stabilizability, in this case, consists in assigning the spectrum of
the system in the left half plane. This is not typical for infinite-dimensional systems, because the
quality (location) of the spectrum is not enough to describe the behavior of solutions.
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ble poles of the system, we can assign arbitrarily the eigenvalues of the closed loop system into
circles centered at the unstable eigenvalues of the operator A with radii rk such that
∑
r2k < ∞.
This is a generalization of the classical pole assignment problem in finite-dimensional space (see
also [20,21] for an abstract point of view for infinite-dimensional systems).
Precisely we have the following
Theorem 1. Consider the system (2) under the following assumptions:
(1) All the eigenvalues of the matrix A−1 satisfy |μ| 1.
(2) All the eigenvalues μj ∈ σ1 def= σ(A−1) ∩ {z: |z| = 1} are simple (we denote their index
j ∈ I ).
Then the system (2) is regularly asymptotically stabilizable if
(3) rank(ΔA(λ) B) = n for all Reλ 0, where
ΔA(λ) = −λI + λe−λA−1 + λ
0∫
−1
eλsA2(s)ds +
0∫
−1
eλsA3(s)ds,
(4) rank(μI − A−1 B) = n for all |μ| = 1.
The preliminary version of these results for the case of one-dimensional control was presented
in [19].
1.1. Formulation of the problem
Our purpose is to investigate the stabilization problem of the control system (2). This means
to find a feedback control law which makes the closed loop system asymptotically stable. De-
pending on the sense of the needed stability and the property of feedback, one can find different
senses of stabilizability. Our goal is to investigate the stabilizability in the following sense.
Definition 2. The system (2) (and (6)) is said to be regularly asymptotically stabilizable (or
regularly strongly stabilizable) if there exists a linear relatively A-bounded feedback u = Fx
such that the operatorA+BF is such thatD(A) =D(A+BF) and is the infinitesimal generator
of a strongly asymptotically stable C0-semigroup e(A+BF)t in M2.
Let us recall that the system (eAt ,M2) (without control) is said strongly asymptotically stable
if
∀x = (y, z(·)) ∈ M2, lim
t→+∞
∥∥eAt x∥∥
M2
= 0.
This problem has been investigated in details in [18] and we use here the results obtained
there. In the sequel we use the fact that the last condition is equivalent to the condition
‖e(A+BF)t x‖D(A) → 0, as t → ∞ for all x ∈ D(A), where ‖ · ‖D(A) is the A-graph norm.
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ness of the presentation.
Lemma 3. Let eAt be a C0-semigroup in a Hilbert space X. The following two conditions are
equivalent
(i) ‖eAt x0‖ → 0 as t → ∞ for all x0 ∈ X,
(ii) ‖eAt x0‖D(A) → 0 as t → ∞ for all x0 ∈D(A).
Proof. Let us remark that for x0 ∈D(A) we have∥∥eAt x0∥∥D(A) = ∥∥eAt x0∥∥+ ∥∥AeAt x0∥∥= ∥∥eAt x0∥∥+ ∥∥eAtAx0∥∥.
Then if we suppose that ‖eAt x‖ → 0 as t → ∞ for all x ∈ X, this gives∥∥eAt x0∥∥D(A) = ∥∥eAt x0∥∥+ ∥∥eAtAx0∥∥→ 0.
Then (i) implies (ii).
Suppose now that ‖eAt x0‖D(A) → 0 as t → ∞ for all x0 ∈D(A). Then eAt x0 is uniformly
bounded in D(A): ∥∥eAt x0∥∥D(A) M‖x0‖D(A).
One can without lost of generality suppose that ‖Ax‖ α‖x‖, i.e. A has a bounded inverse, if
not we consider the equivalent norm
‖x0‖ +
∥∥(λ0I −A)−1x0∥∥, λ0 ∈ ρ(A).
Then ∥∥eAt x0∥∥D(A) M(‖x0‖ + ‖Ax0‖)M
(
1
α
+ 1
)
‖Ax0‖
and ∥∥eAtAx0∥∥= ∥∥AeAt x0∥∥ ∥∥eAt x0∥∥D(A) M
(
1
α
+ 1
)
‖Ax0‖.
Putting Ax0 = x this means that eAt x is bounded in X.
Now assume that ‖eAt x0‖D(A) → 0, as t → ∞ for all x0 ∈ D(A). This means that
‖eAt x0‖ → 0, for all x0 ∈D(A). As ‖eAt x0‖ is uniformly bounded inD(A), then ‖eAt x0‖ → 0,
as t → ∞ ∀x0 ∈ X. 
To satisfy the conditionD(A+BF) =D(A) it is enough for the term BF to be bounded with
respect to A (see for example [8]). This means that the control may include the term of the form
u =
0∫
−1
F2(θ)z˙t (θ)dθ +
0∫
−1
F3(θ)zt (θ)dθ + F1y (10)
for all x = (y, z(·)) ∈D(A). Here F2(·),F3(·) ∈ L2(−1,0;Cn×p),F1 ∈ Cn×p.
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z˙(t) = A−1z˙(t − 1) +
0∫
−1
[
A2(θ) + BF2(θ)
]
z˙t (θ)dθ
+
0∫
−1
[
A3(θ) + BF3(θ)
]
zt (θ)dθ + BF1
[
zt (0) − A−1zt (−1)
]
. (11)
To rewrite the last term we use the formula
f (0)z(0) − f (−1)zt (−1) =
0∫
−1
f (θ)z˙t (θ)dθ +
0∫
−1
f˙ (θ)zt (θ)dθ,
with
f (θ)
def= BF1
[
I (θ + 1) − A−1θ
]
to get
BF1
(
zt (0) − A−1zt (−1)
)
= BF1
( 0∫
−1
[
I (θ + 1) − A−1θ
]
z˙t (θ)dθ +
0∫
−1
[I − A−1]zt (θ)
)
.
Substituting this into (11) we arrive to the following closed loop system
z˙(t) = A−1z˙(t − 1) +
0∫
−1
{
A2(θ) + BF2(θ) + BF1
[
I (θ + 1) − A−1θ
]}
z˙t (θ)dθ
+
0∫
−1
{
A3(θ) + BF3(θ) + BF1[I − A−1]
}
zt (θ)dθ.
Finally we obtain
z˙(t) = A−1z˙(t − 1) +
0∫
−1
A˜2(θ)z˙(t + θ)dθ +
0∫
−1
A˜3(θ)z(t + θ)dθ, (12)
where
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[
I (θ + 1) − A−1θ
]
,
A˜3(θ)
def= A3(θ) + BF3(θ) + BF1[I − A−1].
Comparing (1) and (12) we can see that any control of the form (10) with F2(·),F3(·) ∈
L2(−1,0;Cn×p),F1 ∈ Cn×p transforms the control system (2) into the class of initial system (1),
so we can use all the results of our investigations in [18]. It is important to notice that the term
A−1z˙(t −1) remains unchanged, since any perturbation (A−1 +K)z˙(t −1) immediately changes
the domain of the operator (see (6)).
1.2. The organization of the paper
Section 2 is devoted to the analysis of the spectrum of the operator model (6). This part
precises some results given in [18]. We give also a description of the adjoint operator A∗ and
its eigenvectors, which play an important role in the formulation of the stabilizability result.
Section 3 is concerned with the formulation and the proof of an abstract stabilizability result for
systems in Hilbert spaces. This result is used for the detailed proof of the main result which is
given in Section 5, when in Section 4 we give the formulation of the main result with a short
proof. The technical Section 5 is divided into two parts. The first one is devoted to the proof
of the assignment of an infinite part of the unstable spectrum, assumed to be controllable. The
second part conclude the proof with moving the remaining finite unstable part. In the last section
we discuss the result and explain why the conditions of the main theorem are essential and give
remaining open problems.
2. Spectral analysis
In this section we present a result on the location of σ(A) which improves Theorem 2 in [18]
and we give the expressions of the adjoint operator A∗ and their eigenvectors. These results play
an important role in our considerations.
2.1. The location of the spectrum
We will use notations of paragraph 2.2 in [18]. In the sequel we will consider the matrix A−1
in a Jordan basis and change the norm in Cn such that the corresponding eigen- and rootvectors of
A−1 form an orthogonal basis. Let us denote by μ1, . . . ,μ, μi = μj if i = j , the eigenvalues of
A−1 and the dimensions of their rootspaces by p1, . . . , p,
∑
k=1 pk = n. Let νm be the number
of Jordan blocks, corresponding to μm ∈ σ(A−1). Denote by pm,j , j = 1, . . . , νm, the orders of
these blocks, so
∑νm
j=1 pm,j = pm. Consider the points
λ(k)m = ln |μm| + i(argμm + 2πk), m = 1, . . . , , k ∈ Z,
and the circles L(k)m
def= L(k)m (r0) of fixed radius r0 = 13 min{|λ(k)m − λ(j)i |, (m, k) = (i, j)} centered
at λ(k)m . We will also need the circles L(k)m (r(k)) centered at λ(k)m with radii r(k) to be specified
later.
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F (k)m
def= max
{
1
2π |k| · sup
λ˜∈L(0)m (r0)
∥∥∥∥∥
0∫
−1
ei·2πk
(
A2(s)e
λ˜s
)
ds
∥∥∥∥∥;
1
2π |k| · sup
λ˜∈L(0)m (r0)
∥∥∥∥∥
0∫
−1
ei·2πk
(
A3(s)e
λ˜s
)
ds
∥∥∥∥∥
}
. (13)
It is important to notice that each supremum is taken over the circles L(0)m (r0) for all values of
the index k.
Let us discuss the properties of F (k)m . The property Ai ∈ L2(−1,0) (i = 2,3) implies that for
any fixed λ˜ ∈ L(0)m (r0) the functions Ai(s)eλ˜s , i = 2,3, belong to L2(−1,0) and do not depend on
k. The functions {ei·2πk}k∈Z form the trigonometric basis of L2(−1,0). So the integrals in (13)
are the Fourier coefficients of Ai(s)eλ˜s . It implies the estimate which plays an essential role in
the sequel
∑
k∈Z
(
F (k)m
)2
< ∞ for all m. (14)
We also denote
ΔA(λ) = −λI + λe−λA−1 + λ
0∫
−1
eλsA2(s)ds +
0∫
−1
eλsA3(s)ds. (15)
The following theorem improves Theorem 2 in [18].
Theorem 4. The spectrum of A consists of the eigenvalues only which are the roots of the
equation detΔA(λ) = 0, where ΔA(λ) is given by (15). The corresponding eigenvectors of
A are ϕ = (C−e−λA−1C
eλ·C
)
, with C ∈ KerΔA(λ). There exists N1 such that for any k, satisfying
|k|  N1, the total multiplicity of the roots of the equation detΔA(λ) = 0, contained in the
circles L(k)m (r(k)), equals pm, where radii r(k) satisfy∑
k∈Z
(
r(k)
)2pmaxm < ∞. (16)
Here pmaxm
def= max{pm,j , j = 1, . . . , νm} the maximal order of the Jordan blocks, corresponding
to μm ∈ σ(A−1).
Moreover, we can take different radii r(k)m for different circles L(k)m (r(k)m ), such that (r(k)m )pmaxm
are proportional to F (k)m (see (13)), i.e. there exists d1 > 0, such that for any |k|N1, we have
(r
(k)
m )
pmaxm = d1 · F (k)m .
Corollary 5. If μm is a simple root, i.e. pmaxm = 1, we have
∑
k∈Z(r(k))2 < ∞.
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Proof of Theorem 4. We follow line of argument of the proof of Theorem 2 in [18] and describe
the location of the spectrum of A using Rouché theorem. Let us introduce the functions
f1(λ)
def= det(A−1 − eλI),
f2(λ)
def= det(A−1 − eλI)
− det
((
A−1 − eλI
)+ eλ
0∫
−1
eλsA2(s)ds + eλλ−1
0∫
−1
eλsA3(s)ds
)
.
We will show that |f1(λ)| > |f2(λ)| for any λ ∈ L(k)m , m = 1, . . . , , when k is sufficiently large.
Thus, f1 − f2 has the same number of roots inside L(k)m as function f1 has. On the other hand,
the roots of f1(λ)−f2(λ) are the same as the roots of detΔA(λ) for λ ∈ L(k)m and for sufficiently
large k. Let us rewrite f2 as follows:
f2(λ) = det
(
A−1 − eλI
)[
1 − det(I + (A−1 − eλI)−1L(λ))],
where
L(λ) = eλ
0∫
−1
eλsA2(s)ds + eλλ−1
0∫
−1
eλsA3(s)ds. (17)
To show that |f1(λ)| > |f2(λ)| it is sufficient to get
∣∣1 − det(I + (A−1 − eλI)−1L(λ))∣∣< 1. (18)
To this end we show the inequality
∥∥(A−1 − eλI)−1L(λ)∥∥ ν (19)
for sufficiently small ν (and all large k) which gives (18) (for details see [18]). Since
‖(A−1 − eλI )−1L(λ)‖ ‖(A−1 − eλI )−1‖‖L(λ)‖ we need two estimates:
∥∥(A−1 − eλI)−1∥∥ C1
(r(k))p
max
m
(20)
for some C1 > 0 and
∀λ ∈ L(k)m
(
r(k)
)
,
∥∥L(λ)∥∥ αm,k, ∑α2m,k < ∞. (21)
k∈Z
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∣∣μm − eλ∣∣= ∣∣μm − μmer(k)eiφ ∣∣= |μm| · ∣∣1 − er(k)eiφ ∣∣C0 · r(k) > 0
for all m,k,λ ∈ L(k)m and C0 independent of m and λ ∈ L(k)m . We use here the assumption that
detA−1 = 0 which implies min |μm| > 0. Using the fact that A−1 has a Jordan form and a well-
known fact that for a Jordan block J of dimension dJ , corresponding to the eigenvalue μ, one
has for RJ (eλ) = (J − eλI )−1 the expression
Reλ(J ) =
⎛
⎜⎜⎝
(μ − eλ)−1 −(μ − eλ)−2 . . . (−1)dJ −1(μ − eλ)−dJ
0 (μ − eλ)−1 . . . (−1)dJ −2(μ − eλ)−dJ +1
...
...
. . .
...
0 0 . . . (μ − eλ)−1
⎞
⎟⎟⎠ (22)
and we deduce (20) taking dJ = pmaxm .
To obtain (21), we need to estimate ‖L(λ)‖. We write λ ∈ L(k)m (r(k)) as λ = λ˜ + i · 2πk, with
λ˜ ∈ L(0)m (r0). Now it is enough to consider
0∫
−1
eλsAi(s)ds =
0∫
−1
ei·2πk
(
Ai(s)e
λ˜s
)
ds. (23)
It is easy to deduce from (13), (17), and (23) that for any λ ∈ L(k)m (r(k)) with r(k)  r0 one has
∥∥L(λ)∥∥ αm,k def= d0F (k)m , d0 > 0. (24)
So estimate (21) follows from (14).
Let us choose small enough value of ν (see (19)). Estimate (19) is satisfied provided (see (20),
(21) and (24))
C1αm,k
(r(k))p
max
m
= C1d0F
(k)
m
(r(k))p
max
m
 ν.
The last inequality is satisfied if we choose, for example,
(
r(k)
)pmaxm = F (k)m C1d0ν−1 = F (k)m d1, d1 def= C1d0ν−1.
Finally, under the above assumptions, estimate (19) allows us to apply Rouché theorem and
completes the proof of Theorem 4. 
2.2. The adjoint operator A∗
We give now the expression of the adjoint operator for A. Of special interest is the character-
ization of the eigenvectors of A∗ to be used in the next sections.
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A∗
(
y
ψ(·)
)
=
(
A∗2(0)y + ψ(0)
− ddθ [ψ(θ) + A∗2(θ)y] + A∗3(θ)y
)
, (25)
with the domain of the operator A∗ being
D(A∗)= {(y,ψ(·)): ψ(θ) + A∗2(θ)y ∈ H 1(−1,0;Cn),(
A∗−1A∗2(0) − A∗2(−1)
)
y = ψ(−1)− A∗−1ψ(0)
}⊂ M2. (26)
The eigenvectors of A∗ are given by
(
y
[λe−λθ − A∗2(θ) + e−λθ
∫ θ
0 e
λsA∗3(s)ds + λe−λθ
∫ θ
0 e
λsA∗2(s)ds]y
)
, (27)
where y ∈ KerΔ∗A(λ) with
Δ∗A(λ)
def= λe−λA∗−1 − λI + λ
0∫
−1
eλsA∗2(s)ds +
0∫
−1
eλsA∗3(s)ds. (28)
The eigenvalues are the roots of the equation detΔ∗A(λ) = 0.
Proof. Using the definition of the operator A and after some calculations one can check that
〈
A
(
v
z(·)
)
,
(
y
ψ(·)
)〉
M2
=
〈 0∫
−1
A2(θ)z˙(θ)dθ +
0∫
−1
A3(θ)z(θ)dθ, y
〉
Cn
+
0∫
−1
〈
z˙(θ),ψ(θ)
〉
Cn
dθ
=
0∫
−1
〈
z˙(θ),A∗2(θ)y + ψ(θ) +
0∫
θ
A∗3(s)y ds
〉
Cn
dθ +
0∫
−1
〈
z(−1),A∗3(θ)y
〉
Cn
dθ. (29)
Our goal is to find
(
h
w(·)
)
such that
〈
A
(
v
z(·)
)
,
(
y
ψ(·)
)〉
M2
=
〈(
v
z(·)
)
,
(
h
w(·)
)〉
M2
(30)
then A∗( y )= ( h ). As ( v ) ∈D(A) we get
ψ(·) w(·) z(·)
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v
z(·)
)
,
(
h
w(·)
)〉
M2
= 〈v,h〉Cn +
0∫
−1
〈
z(θ),w(θ)
〉
Cn
dθ
= 〈z(0), h〉
Cn
− 〈z(−1),A∗−1h〉Cn +
0∫
−1
〈
z(θ),w(θ)
〉
Cn
dθ,
and this gives〈(
v
z(·)
)
,
(
h
w(·)
)〉
M2
=
0∫
−1
〈
z˙(θ),
0∫
θ
w(s)ds + h
〉
Cn
dθ +
〈
z(−1), h − A∗−1h +
0∫
−1
w(θ)dθ
〉
Cn
.
Substituting this relation and (29) into (30) we select the corresponding terms with z˙(θ) and
z(−1) to get
0∫
θ
w(s)ds + h = A∗2(θ)y + ψ(θ) +
0∫
θ
A∗3(s)y ds (31)
and
h − A∗−1h +
0∫
−1
w(θ)dθ =
0∫
−1
A∗3(θ)y dθ. (32)
The assumption A∗3(·),w(·) ∈ L2(−1,0;Cn) and (31) imply
A∗2(·)y + ψ(·) ∈ H 1
([−1,0];Cn). (33)
The last property allows to take θ = 0 and then θ = −1 in (31) to obtain
h = A∗2(0)y + ψ(0), A∗−1h = A∗2(−1)y + ψ(−1). (34)
The property (33) allows to differentiate the equality (31) to get
w(θ) = − d
dθ
ψ(θ) − d
dθ
A∗2(θ)y + A∗3(θ)y. (35)
As we mentioned, A∗( y
ψ(·)
) = ( h
w(·)
)
. Hence (34) and (35) give the formula for the operator A∗
and its domain presented in (25) and (26).
To get the form of an eigenvector we write its definition A∗( y
ψ(·)
) = λ( y
ψ(·)
)
, with
(
y
ψ(·)
) ∈
D(A∗) which implies
A∗(0)y + ψ(0) = λy, (36)2
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− d
dθ
ψ − d
dθ
A∗2(θ)y + A∗3(θ)y = λψ(θ). (37)
From (37) we obtain
ψ(θ) = e−λθψ(0)+
θ∫
0
e−λ(θ−s)
(
A∗3(s) −
d
dθ
A∗2(s)
)
ds · y
and using the expression of ψ(0) from (36) we infer
ψ(θ) =
[
e−λθλI − e−λθA∗2(0) +
θ∫
0
e−λ(θ−s)
(
A∗3(s) − A˙∗2(s)
)
ds
]
y.
Calculations give the formula for ψ(θ) presented in the second line of (27) and the form of the
eigenvector. From (27) we deduce
ψ(−1) =
[
λeλI − A∗2(−1) − eλ
0∫
−1
eλsA∗3(s)ds − λeλ
0∫
−1
eλsA∗2(s)ds
]
y
and substitute it in (26) to get the formula for Δ∗A(λ) (see (28)). This completes the proof of
Theorem 7. 
3. Abstract problem of infinite pole assignment
In this section we present an abstract approach to the stabilization problem for a general
operator model and this approach will be used in the next sections to stabilize the neutral type
system.
The approach presented here is a generalization of the idea proposed in [20] for the problem
of infinite pole assignment for the case of the wave (partial differential) equation. In this case, the
operator under consideration is skew-adjoint with a simple spectrum while in the present case it
satisfies neither first nor second assumption. Nevertheless, the main idea of [20], after necessary
improvements, allows us to treat more general cases including neutral type operator model.
Here we use the notation A for an operator satisfying the assumptions given below. As it will
be shown in the next section, the operator defined in (6) satisfies these assumptions, so the reader
mainly interested in the neutral type system may simply look at A as at the operator (6).
As before, we denote the points
λ(k)m = ln |μm| + i(argμm + 2πk), m = 1, . . . , , k ∈ Z,
and the circles L(k)m (r(k)) centered at λ(k)m with radii r(k), satisfying∑(
r(k)
)2
< ∞. (38)k∈Z
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in H with domain D(A) ⊂ H . We have the following assumptions:
(H1) The spectrum of A consists of the eigenvalues only which are located in the circles
L
(k)
m (r
(k)), where radii r(k) satisfy (38). Moreover, there exists N1 such that for any k, satis-
fying |k|N1, the total multiplicity of the eigenvalues, contained in the circles L(k)m (r(k)),
equals pm ∈ N, i.e. the multiplicity is finite and does not depend on k.
We need the spectral projectors
P (k)m =
1
2π i
∫
L
(k)
m
R(A, λ)dλ (39)
to define the subspaces V (k)m = P (k)m H.
(H2) There exists a sequence of invariant for operator A finite-dimensional subspaces which
constitute a Riesz basis in H. More precisely, there exists N0 large enough, such that for
any N  N0, these subspaces are {V (k)m }|k|N,m=1,..., and WN, where the last one is the
2(N +1)n-dimensional subspace spanned by all eigen- and rootvectors, corresponding to all
eigenvalues of A, which are outside of all circles L(k)m , |k|N , m = 1, . . . , .
The scalar product and the norm in which all the finite-dimensional subspaces V (k)m and WN are
orthogonal and form a Riesz basis of subspaces are denoted by 〈·,·〉0 and ‖ · ‖0.
(H3) The system is of single input, i.e. the operator B : C → H is the operator of multiplication
by b ∈ H.
The main result of this section is the following
Theorem 8 (On infinite pole assignment). Assume the assumptions (H1)–(H3) are satisfied.
Consider an infinite set of circles L(k)m (r(k)) such that each L(k)m (r(k)) contains only one sim-
ple eigenvalue of A only, i.e. pm = 1. We denote the set of indexes of these circles by m ∈ I.
We assume that b ∈ H is not orthogonal to eigenvectors ϕkm, of A∗ for m ∈ I , i.e.
〈
b, ϕkm
〉
0 = 0 for all |k|N, m ∈ I, (40)
and
lim
k→∞k ·
∣∣〈b, ϕkm〉0∣∣= cm ∈ R for all m ∈ I. (41)
Then there exists N2  N such that for any family of complex numbers λ˜km ∈ L(k)m (r(k)), m ∈ I ,
|k|N2, there exists a linear control F :D(A) → C, such that
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(2) the operator BF :D(A) → H is relatively A-bounded.
Proof. By assumption (H2), the simplicity of the spectrum and the definition of scalar product
〈·,·〉0, the eigenvectors {ϕkm} (m ∈ I ) of the operator A satisfy 〈ϕkm,ϕji 〉0 = 1 iff k = j , m = i
and 〈ϕkm,ϕji 〉0 = 0 otherwise. The corresponding eigenvalues are denoted by λkm. Moreover, any
vector x ∈ H can be represented as follows
x =
∑
m∈I
∑
|k|N
ϕkm ·
〈
x,ϕkm
〉
0 + Px,
where P is the orthogonal, with respect to in 〈·,·〉0, projector. We can write
‖x‖20 =
∑
m∈I
∑
|k|N
〈
x,ϕkm
〉2
0 + ‖Px‖20. (42)
Let us introduce a new norm (non-equivalent to the norm ‖ · ‖0) which is of prime importance
for our approach:
‖x‖21 def=
∑
m∈I
∑
|k|N
(
ξkm
)2 · 〈x,ϕkm〉20 + ‖Px‖20, (43)
where the constants ξkm are such that ξkm > 0, ξ km → ∞ as k → ∞ and will be chosen more
precisely later (in (44)).
Let us now consider the control u = Fx def= 〈x,f 〉1, where the vector f is to be chosen later.
In other words, we look for a linear feedback control, bounded with respect to the norm ‖ · ‖1.
Property (40) allows us to choose {ξkm} as
ξkm
def= ∣∣〈b, ϕkm〉0∣∣−1 for all m ∈ I, |k|N, (44)
where {ξkm} define the new norm ‖ · ‖1 (see (43)), corresponding to the inner product 〈·,·〉1. We
also choose λ˜km such that ∑
m∈I
∑
|k|N
∣∣λ˜km − λ(k)m ∣∣2 < +∞, (45)
where λ(k)m
def= ln |μm| + i(argμm + 2πk) (see also paragraph 2.2 in [18]). The property (45) is
equivalent to λ˜nm ∈ L(n)m (r(n)), m ∈ I (see the statement of Theorem 8), together with (38).
The feedback law which allows to move the infinite family of eigenvalues is designed using
a special choice of a vector in H. This vector is constructed according to some choice of new
eigenvalues. This is based on the following
Lemma 9. Consider the vectors
qkm
def= 1
k
· λ
k
m − λ˜km
k
· Rλ˜km(A)b ∈ H. (46)ξm 〈b, ϕm〉0
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(in ‖ · ‖1) of their linear span, say QH def= Clspan{qkm: m ∈ I, |k|N2} (here we denoted by Q
the orthogonal, in ‖ · ‖1, projector onto QH and by λkm the eigenvalues of A).
Proof. Consider the equation for the eigenvectors {ϕ˜km} and eigenvalues {λ˜km} of the operator
A+BF =A+ b〈·, f 〉1, i.e. (A− λ˜kmI + b〈·, f 〉1)ϕ˜km = 0. (47)
Now we apply the resolvent Rλ˜km(A) to the both sides of (47) to get
ϕ˜km + Rλ˜km(A)b ·
〈
ϕ˜km,f
〉
1 = 0,
then multiply it by f in the new scalar product 〈·,·〉1 and obtain〈
ϕ˜km,f
〉
1 +
〈
Rλ˜km
(A)b, f 〉1 · 〈ϕ˜km,f 〉1 = 0
or equivalently 〈
Rλ˜km
(A)b, f 〉1 = −1. (48)
Using (46), the decomposition
b =
∑
j∈I
∞∑
|i|N
ϕij ·
〈
b, ϕij
〉
0 + Pb
and the explicit form of the resolvent
Rλ˜km
(A)b =
∑
j∈I
∞∑
|i|N
〈b, ϕij 〉0
λij − λ˜km
ϕij + Rλ˜km(A)Pb, (49)
we can write
qkm =
ϕkm
ξkm
+ 1
ξkm
λkm − λ˜km
〈b, ϕkm〉0
(∑
j∈I
∑
|i|N
(i,j) =(k,m)
〈b, ϕij 〉0
λij − λ˜km
ϕij + Rλ˜km(A)Pb
)
. (50)
Using the definition of ‖ · ‖1 by (43), we can write∥∥∥∥qkm − ϕkmξkm
∥∥∥∥
2
1
=
∑
r∈I
∑
|i|N
(i,r) =(k,m)
(
ξ ir
)2∣∣∣∣
〈
qkm −
ϕkm
ξkm
,ϕir
〉
0
∣∣∣∣
2
+
∥∥∥∥P
(
qkm −
ϕkm
ξkm
)∥∥∥∥
2
0
. (51)
The second term reads (see (50))
∥∥∥∥P
(
qkm −
ϕkm
k
)∥∥∥∥
2
= ∥∥PRλ˜km(A)Pb∥∥20 = ∥∥Rλ˜km(A)Pb∥∥20. (52)ξm 0
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∑
r∈I
∑
|i|N
(i,r) =(k,m)
(
ξ ir
)2∣∣∣∣ 1ξkm ·
λkm − λ˜km
〈b, ϕkm〉0
· 〈b, ϕ
i
r〉0
λir − λ˜km
∣∣∣∣
2
= ∣∣λkm − λ˜km∣∣2 ·∑
r∈I
∑
|i|N
(i,r) =(k,m)
1
|λir − λ˜km|2
·
∣∣∣∣ ξ ir 〈b, ϕir 〉0ξkm〈b, ϕkm〉0
∣∣∣∣
2
. (53)
We recall (cf. Theorem 2 in [18] for the neutral type system) that λkm ∈ σ(A) satisfies λkm ∈ L(k)m
and the center of L(k)m is λ(k)m . It gives that the distance between λ(k)m and λ(i)m is |λ(k)m − λ(i)m | =
2π |k − i| and |λ(k)m − λ(i)r | > 2π |k − i| for r = m. Hence, using (45) and the convergence of∑
|k|N,k =i |k − i|−2 < +∞, we get
∑
i =k, |i|N
1
|λir − λ˜km|2
< +∞.
The last convergence with the property
∣∣∣∣ ξ ir 〈b, ϕir 〉0ξkm〈b, ϕkm〉0
∣∣∣∣= 1,
which follows from (44), give the convergence (see (53))
∑
r∈I
∑
|i|N
(i,r) =(k,m)
1
|λir − λ˜km|2
·
∣∣∣∣ ξ ir 〈b, ϕir 〉0ξkm〈b, ϕkm〉0
∣∣∣∣
2
< +∞. (54)
Using (52)–(54), we infer from (51)
∥∥∥∥qkm − ϕkmξkm
∥∥∥∥
2
1
C · ∣∣λkm − λ˜km∣∣2 + ∥∥Rλ˜km(A)Pb∥∥20, (55)
where C is independent of k,m.
We need the following estimate which immediately follows from (H1), (45) and (38):
∑
m∈I
∑
|k|N
∣∣λkm − λ˜km∣∣2 < +∞. (56)
Now, for Rλ˜km(A)Pb, we need the next estimate
∑ ∑ ∥∥Rλ˜km(A)Pb∥∥20 < +∞. (57)
m∈I |k|N
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∥∥Rλ˜km(A)Pb∥∥20 =∑
j /∈I
∑
|r|N
∥∥Rλ˜km(A)P (r)j b∥∥20. (58)
Now, using formula similar to (22) (with λ˜km instead of eλ), we deduce that
∥∥Rλ˜km(A)P (r)j b∥∥20  ∥∥P (r)j b∥∥20 · (dist(λ˜km,L(r)j ))−2

∥∥P (r)j b∥∥20 · (2πr0 max{|k − r|,1})−2.
The last estimate holds due to the location of the circles L(r)j of radius r0 and centered
at λ(r)j . Since for any fixed n the series
∑
k(2πr0 max{|k − r|,1})−2 absolutely converges and∑
k /∈I, |r|N ‖P (r)k b‖20 < +∞ (since b ∈ H ), one has
∑
m∈I
∑
|k|N
∥∥Rλ˜km(A)Pb∥∥20  ∑
|k|N
∑
j /∈I, |r|N
∥∥P (r)j b∥∥20 · (2πr0 max{|k − r|,1})−2

∑
j /∈I, |r|N
∥∥P (r)j b∥∥20 ·
{ ∑
|k|N
(
2πr0 max
{|k − r|,1})−2}< +∞.
So we get (57).
We notice that ‖ϕkm‖1 = ξkm, so the vectors {ϕ
k
m
ξkm
} form an orthonormal basis (in the norm ‖ ·‖1)
in the closure of their linear span. Using (56), (57) we deduce from (55) that
∑
m∈I
∑
|k|N
∥∥∥∥qkm − ϕkmξkm
∥∥∥∥
2
1
< +∞. (59)
Hence there exists N2 ∈ N, such that
∑
m∈I
∑
|k|N2
∥∥∥∥qkm − ϕkmξkm
∥∥∥∥
2
1
< 1.
Then the sequence {qkm} is quadratically close to the orthonormal basis {ϕ
k
m
ξkm
} and [5, Theorem 5.2]
(see also Theorem 2.20 and Corollary 2.22 in [8]) gives that {qkm}m∈I, |k|N2 form a Riesz basis
of the closure (in ‖ · ‖1) of their linear span QH = Clspan{qkm: m ∈ I, |k|N2}, where Q is the
orthogonal, in ‖ · ‖1, projector onto QH . This completes the proof of Lemma 9. 
Using (48), (46), we consider
〈
qkm,f
〉
1 =
1
k
· λ
k
m − λ˜km
k
· 〈Rλ˜km(A)b, f 〉1 = − 1k · λ
k
m − λ˜km
k
. (60)ξm 〈b,ϕm〉0 ξm 〈b, ϕm〉0
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∑
m∈I
∑
|k|N2
∣∣〈qkm,f 〉1∣∣2 =∑
m∈I
∑
|k|N2
∣∣λkm − λ˜km∣∣2 < +∞. (61)
The Riesz basis property of {qkm}m∈I, |k|N2 and (61) give the existence and uniqueness of
f˜ ∈ QH such that ‖f˜ ‖1 is finite and (see (60))
〈
qkm, f˜
〉
1 = −
1
ξkm
· λ
k
m − λ˜km
〈b, ϕkm〉0
. (62)
Finally, there exists a unique f ∈ H such that ‖f ‖1 is finite, Qf = f˜ and (Id − Q)f = 0.
By construction, the feedback control u =Fx defined by F :D(A) → C, and Fx def= 〈x,f 〉1
gives the eigenvalues λ˜km for the operator A+ BF and, as a result, proves property (1) of The-
orem 8. The property (2) of Theorem 8 follows immediately from the definition of the new
norm (43) and properties (44), (41). This completes the proof of Theorem 8. 
4. Stabilization of the neutral type system
Now we can prove the main result of the paper, namely Theorem 1. To this end we give
another formulation of this result.
Theorem 10. Let us denote by b1, . . . , bp ∈ Cn the columns of the matrix B . Assume the following
four conditions are satisfied.
(1) All the eigenvalues of the matrix A−1 satisfy |μ| 1.
(2) All the eigenvalues μj ∈ σ(A−1) ∩ {z: |z| = 1} are simple (we denote their index j ∈ I ).
(3) ∑pi=1 |〈bi, ykm〉Cn | = 0 for all the vectors ykm satisfying ykm ∈ KerΔ∗A(λ) for roots λ of the
equation detΔ∗A(λ) = 0, such that Reλ 0. Here m ∈ I and Δ∗A(λ) is defined in (28).
(4) ∑pi=1 |〈bi, ym〉Cn | = 0 for all the eigenvectors ym of the matrix A∗−1, corresponding to eigen-
values μ¯m, |μm| = 1.
Then there exists a regular control u = Fx of the form (10), which stabilizes the system (2)
(and (6)), i.e. D(A) =D(A+BF) and e(A+BF)t x0 → 0 as t → ∞ for all x0 ∈ M2.
Remark 11. It is easy to see that conditions (1) and (2) of Theorems 1 and 10 coincide. Condi-
tions (3) and (4) of the same theorems are equivalent.
Proof. For simplicity of reading let us give a brief sketch of the proof. The details are given in
the following section.
The proof is given in two steps. The first step is devoted to the assignment of an infinite part of
the spectrum. Namely, we show that there exists N , big enough, such that all the eigenvalues λkm
of the operator A such that |k| > N corresponding to the eigenvalue μm of the matrix A−1 and
such that |μm| = 1 may be moved arbitrarily in the circle L(k)m . This is based on the application
of Theorem 8. As this result is valid for a single control, we first show that one can reduce this
multivariable problem to a single input problem. The integer N is also chosen such that the other
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verify: rk → 0 as k → ∞). In other words we move only “bad” eigenvalues close to the imagi-
nary axis. This “infinite part” of the spectrum may characterized also as {λ ∈ σ(A): | Imλ| > K}
for some K > 0.
The second step is concerned with the assignment of the finite part of the spectrum, i.e. the
part {λ ∈ σ(A): | Imλ|K}. This is a finite-dimensional problem of stabilizability: all the con-
trollable eigenvalues may be moved arbitrarily by a regular feedback [23]. Finally, it is shown,
that the uncontrollable eigenvalues, which are, by hypothesis “asymptoticaly” stable, i.e. in the
open left half plane are not affected by the stabilizing feedback. 
5. Proof of the main result
Here we give the detailed proof of Theorem 10. This proof is divided in two parts. The main
contribution here is the assignment of the controlled eigenvalues near the imaginary axis.
5.1. Assignment of an infinite family of eigenvalues
This part of the proof is based on Theorem 8. However, this theorem is proved for the case of
a scalar control u. Let us first reduce a part of the problem to this single input case. Namely, we
prove that under the conditions of Theorem 10, for the abstract system (6) there exists a vector
b = (b,0) ∈ H = M2 such that the conditions of Theorem 8 are satisfied.
First we prove the following lemmas.
Lemma 12. Assume that the condition (2) of Theorem 10 is satisfied. Consider the eigenvec-
tors ym (‖ym‖ = 1) of A∗−1, for m ∈ I , where
I = {μ¯m ∈ σ (A∗−1): |μm| = 1}.
Assume that for some vector b ∈ ImB and for all m ∈ I one has 〈b, ym〉Cn = 0. Then
∣∣〈b, ykm〉Cn ∣∣∼ Cm · (|k| + 1)−1 as k → ∞, m ∈ I, Cm ∈ R. (63)
Proof. Consider an eigenvector ofA∗, which expression is given in (27), such that ∥∥( ykm
ψkm(·)
)∥∥
M2
=
1 and let us show that
∥∥ykm∥∥Cn ∼ Cm · (|k| + 1)−1 as k → ∞, m ∈ I, Cm ∈ C. (64)
Using the expression (27) for the eigenvectors of the operator A∗, we get for λ = λkm that
1 = ∥∥( ykm
ψk(·)
)∥∥2
M2
= ‖ykm‖2Cn · k1(λ), where k1(λ) is given by the expression
j
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0∫
−1
∣∣∣∣∣λe−λθ − A∗2(θ) + e−λθ
θ∫
0
eλsA∗3(s)ds + λe−λθ
θ∫
0
eλsA∗2(s)ds
∣∣∣∣∣
2
dθ
= 1 + |λ|2
0∫
−1
∣∣∣∣∣e−λθ
[
I +
θ∫
0
eλsA∗2(θ)ds
]
+ λ−1
[
−A∗2(θ) + e−λθ
θ∫
0
eλsA∗3(s)ds
]∣∣∣∣∣
2
dθ.
Since
∫ 0
−1 |e−λ
k
mθ |2 dθ → 1, as i → ∞ (see Theorem 4 on the location of the spectrum), and all
the other terms tend to zero, we get 1 = ∥∥( ykm
ψkm(·)
)∥∥2
M2
∼ ‖ykm‖2Cn · (1 + |λ|2).
Now let us consider an eigenvector ym (‖ym‖ = 1) of A∗−1, corresponding to an eigenvalue
μ¯m, |μm| = 1 (all these eigenvalues are simple). We are also interested in the unit eigenvector
ykm · ‖ykm‖−1 of Δ∗A(λkm) + λkmI (see (28) for the definition of Δ∗A(λ)), i.e. ykm ∈ Ker Δ∗(λkm).
The eigenvalues are the roots of equation detΔ∗(λ) = 0.
One can easily check that ‖ym−ykm ·‖ykm‖−1‖Cn → 0 as k → ∞. This is due to the continuous
dependence of the coefficients of the n-dimensional matrix Δ∗(λ) on the parameter λ (see (28)).
Hence for k → ∞ we deduce (we remind that by assumption 〈b, ym〉Cn = 0)
lim
k→∞
∣∣∣∣ 〈b, ym − ykm · ‖ykm‖−1〉Cn〈b, ym〉Cn
∣∣∣∣ limk→∞ ‖b‖ · ‖ym − y
k
m · ‖ykm‖−1‖Cn
|〈b, ym〉Cn | = 0.
Hence
|〈b, ykm · ‖ykm‖−1〉Cn |
|〈b, ym〉Cn | =
∣∣∣∣ 〈b, ym − ykm · ‖ykm‖−1〉Cn〈b, ym〉Cn − 1
∣∣∣∣→ 1 as i → ∞.
Using this, one has
lim
k→∞
|〈b, ykm · ‖ykm‖−1〉Cn |
|〈b, ym〉Cn | = limk→∞
‖b‖ · 1 · | cos(b̂, ykm)|
‖b‖ · 1 · | cos(b̂, ym)|
= lim
k→∞
| cos(b̂, ykm)|
| cos(b̂, ym)|
= 1.
The last property implies
∣∣〈b, ykm〉Cn ∣∣= ‖b‖ · ∥∥ykm∥∥ · ∣∣cos(b̂, ykm)∣∣∼ ‖b‖ · ∥∥ykm∥∥ · ∣∣cos(b̂, ym)∣∣, k → ∞.
Estimate (64) gives (63) and completes the proof of Lemma 12. 
Lemma 13. Assume that all the conditions of Theorem 10 are satisfied. Then there exists a vector
b ∈ ImB say b = c1b1 + · · · + cpbp , which satisfies the conditions:
(1) 〈b, ym〉Cn = 0 for all the eigenvectors ym of the matrix A∗−1, corresponding to eigenval-
ues μ¯m, |μm| = 1;
(2) 〈b, ykm〉Cn = 0 for vectors ykm satisfying ykm ∈ KerΔ∗(λ) for roots λ of the equation
detΔ∗(λ) = 0, such that Reλ 0 and for all k such that |k|N3 for some integer N3.
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consequence of Lemma 12.
Let ym, m ∈ I , be eigenvectors of the matrix A∗−1, corresponding to eigenvalues μ¯m, such
that |μm| = 1. Consider the subspaces
Lm =
{
y: 〈y, ym〉Cn = 0
}
, m ∈ I.
They are of dimension n−1. Let us denote byMm the subspacesMm = Lm∩ ImB . We have by
assumption (3) of Theorem 10 dimLj < p. Indeed, if dimLm = p = dim(ImB), then B∗ym = 0
and the condition (3) is not satisfied. This gives that Lm, m ∈ I , are nowhere dense in ImB .
Then by the Baire theorem
⋃
m∈I
Mm = ImB.
This means that there exists b ∈ ImB such that b /∈ Lm for all m ∈ I , i.e. 〈b, ym〉 = 0, m ∈ I .
It implies that there does not exist an eigenvector x corresponding to an eigenvalue μ¯, |μ| = 1,
of the matrix A−1 such that 〈x, b〉 = 0. Indeed, if such a vector exists then it is colinear to
some vector xm, because of the simplicity of the spectrum and then 〈ym,b〉 = 0, which is in
contradiction the construction of b. 
Let us now give the proof of the assignment of an infinite part of the spectrum of A.
We show first that the operator A, defined in (6), and corresponding to the neutral type sys-
tem (2), satisfies assumptions (H1) and (H2) of Section 3, so we can apply Theorem 8 after a
reduction to a single control case (see below).
We naturally put H def= M2 = Cn × L2(−1,0;Cn). Property (H1) is a consequence of Theo-
rem 4, while property (H2) follows from the next theorem (see Theorems 15 and 16 from [18]
and also [16] for more details and proof).
Theorem 14. (See [18].) There exists a sequence of invariant forA finite-dimensional subspaces
which constitute a Riesz basis in M2. More precisely, there exists N0 large enough, such that for
any N  N0, these subspaces are {V (k)m , |k|  N, m = 1, . . . , } and WN, where the last one
is the 2(N + 1)n-dimensional subspace spanned by all eigen- and rootvectors, corresponding to
all eigenvalues of A, which are outside of all circles L(k)m , |k|N, m = 1, . . . , .
The conditions of Theorem 10 allow to apply Lemma 13. Then we have a vector b = (b,0)
such that all the conditions of the abstract result on stabilization (Theorem 8) are satisfied. Let us
take now N sufficiently large, greater than N0,N1,N2 and N3 (see Theorem 14, Lemmas 9, 12,
13), and such that the circles L(k)m , |k| > N for m /∈ I , are in the open left half plane (recall that
I is the set such that the eigenvalues μm, m ∈ I , of the matrix A−1 verify |μm| = 1). We then
choose the scalar λ˜km for |k| > N , in the left half plane. Let the corresponding feedback be noted
by F1. We can observe that
b =
(
b
0
)
=
(
c1b1 + · · · + cpbp
0
)
=
(
B
0
)
c = Bc, c =
⎛
⎝ c1...
⎞
⎠ .cp
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the operator F2 defined by
F2 : M2 → Cp, F2x = c〈x,f 〉1.
This operator moves the eigenvalues λkm, near the imaginary axis, to the eigenvalues λ˜km, near
the imaginary axis also, into the circles L(k)m , but in the left half plane, the integer m being in I .
This end the proof for the assignment of an infinite part of the spectrum.
5.2. Assignment of a finite family of eigenvalues
After the first step described above we obtain a new neutral type systems with a finite number
of unstable eigenvalues. The above described procedure can be realized in such a way the new
eigenvalues do not coincide with some “old” stable eigenvalues. We can then, one more time
apply Theorem 14. This gives that the space M2 is decomposed in a sum of two A + BF1-
invariant subspaces H1, corresponding to the infinite part of the spectrum, and H2, corresponding
to the finite part of the spectrum, i.e. for all x ∈ M2, we have x = x1 + x2, xi ∈ Hi , i = 1,2. Let
us note by A11, A22, B1 and B2 the corresponding restrictions of the operators A+BF1 and B:
A+BF1 =
(
A11 0
0 A22
)
, B =
(B1
B2
)
.
By the assumptions of Theorem 10 we have that the finite-dimensional system (A22,B2) is sta-
bilizable. That is, there exists a feedback u =F22x2 which stabilize the system (A22,B2). Then
the feedback
u =Fx =F1x +F2x =F1x + (0 F22 )
(
x1
x2
)
transforms the original system into a system where all the conditions of asymptotic stability are
verified [18, Theorem 22].
Let us, finally, observe that the different feedbacks do not affect the uncontrollable sta-
ble eigenvalues. Indeed, suppose that λ0 be a stable uncontrollable eigenvalue, i.e. such that
Reλ0 < 0 and the corresponding eigenvector x0 verify B∗x0 = 0. Then (A + BF)∗x0 =
A∗x0 +F∗B∗x0 =A∗x0 = λ0x0. This conclude the proof of Theorem 10.
6. Conclusion and discussion
Analysis carried out in this work was focused on the case when the part of the spectrum
σ1 = σ(A−1) ∩ {z: |z| = 1} consists of simple eigenvalues and σ(A−1) ⊂ {z: |z|  1}. In this
case we proved that the system (2) can be stabilized by a set of regular controls of the form (10).
This set is infinite since any sequence {λ˜nm}, satisfying (45), and such that Re λ˜nm < 0, gives a
stabilizing control.
On the other hand, in the case when σ1 has at least one eigenvalue of A−1 with a nontrivial
Jordan chain, the system (2) cannot be stabilized by a control of the form (10). The same if
σ(A−1) ⊂ {z: |z|  1}. This follows from the fact that any control of the form (10) leaves the
system in the same form (compare (1) and (12)), hence Theorem 24 from [18] says that the
system is unstable.
R. Rabah et al. / J. Differential Equations 245 (2008) 569–593 593The remaining case when there are no Jordan blocks, corresponding to eigenvalues in σ1, but
there exists μ ∈ σ1 whose eigenspace is at least two-dimensional (see part p3) of Theorem 22
from [18]), is much more complicated as clearly showed in paragraph 3.2.2 of [18]. This case
needs further investigations.
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