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Abstract
The thesis deals with the mirror and synchronous couplings of geometric
Brownian motions, the policy improvement (or iteration) algorithm in completely
continuous settings, and an application where the latter is applied to the former.
First we investigate whether the mirror and synchronous couplings of Brow-
nian motions minimise and maximise, respectively, the coupling time of the cor-
responding geometric Brownian motions. We prove (via Bellman’s principle) that
this is indeed the case in the infinite horizon and ergodic average problems, but not
necessarily in the finite horizon and exponential efficiency problems, for which we
characterise when the two couplings are suboptimal.
Then we describe the policy improvement algorithm for controlled diffusion
processes in the framework of the discounted infinite horizon problem, both in one
and several dimensions. Under some assumptions on the data of the problem, we
prove that the algorithm yields a sequence of Markov policies such that its accu-
mulation point is an optimal policy, and that the corresponding payoff functions
converge monotonically to the value function. We use no discretisation procedures
at any stage. We show that a large class of data satisfies the assumptions, and an
example implemented in Matlab demonstrates that the convergence is numerically
fast.
Next we study the policy improvement algorithm for continuous finite horizon
problem. We obtain analogous results as for the infinite horizon problem. Finally we
apply the algorithm to a certain sequence of data to approximate the value function
of the (partially unsolved) finite horizon problem for geometric Brownian motions.
v
Chapter 1
Introduction
1.1 Structure of the thesis
1.1.1 Structure of this chapter
In Section 1.2 we present the basic coupling terminology and prove the coupling
inequality. Then we investigate the mirror coupling of Brownian motions. This par-
ticular example was chosen not only because it illustrates well the newly introduced
concepts, but also because it prepares the ground for the next chapter, in which we
deal with the same type of problems but for more complex processes. The section
closes with a short literature review on coupling.
Section 1.3 introduces the policy improvement algorithm in a simple set-
ting. We treat the discrete discounted infinite-horizon minimisation problem with
countable state space and finite action space. We prove that the algorithm indeed
improves the policy at each step. Although the treatment of the policy improvement
algorithm in Chapters 3 and 4 will be quite different and more involved, this simple
exposition manages to convey the main idea behind the algorithm concisely, which
is why it is included. The section again ends with a brief literature review.
1.1.2 Structure of the rest of the thesis
Chapter 2 investigates whether the mirror and synchronous couplings of geometric
Brownian motions are optimal in four different (although related) problems. Chap-
ter 3 presents the policy improvement algorithm for the discounted infinite-horizon
problem in a continuous setting. In the final chapter we make a connection between
the two main topics. We develop the policy improvement algorithm for the continu-
ous finite-horizon problem, and then apply it to approximate the value function for
one of the partially unsolved coupling problems.
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The three chapters have a similar structure. First comes the introduction,
where the problems that will be treated in the chapter are motivated. Then most of
the subsequent sections deal with one of them. Statement of the problem and the
result(s) are always in an independent subsection for greater transparency. They
are followed by the proof(s) in either one or two subsections, depending on whether
extensive auxiliary results are required. Each chapter ends with the conclusion,
which includes a very brief summary, certain observations and comparisons, rea-
sons why the assumptions had or had not been made, comments about possible
generalisations, and other remarks.
The numbering of theorems, lemmas, assumptions, etc., is unified. It includes
the chapter number, section number, and the consecutive number of the theorem,
lemma, assumption, etc., in that section.
1.2 Coupling
1.2.1 Terminology and the coupling inequality
This subsection is very standard, see e.g. [22] or [30].
Let (Ωˆ, Fˆ , Pˆ) and (Ωˆ′, Fˆ ′, Pˆ′) be probability spaces, (E, E) a measurable
space, Xˆ : Ωˆ → E an (Fˆ , E)-measurable mapping, and Xˆ ′ : Ωˆ′ → E an (Fˆ ′, E)-
measurable mapping. A coupling of random elements Xˆ and Xˆ ′ is an (F , E ⊗ E)-
measurable mapping (X,X ′) : Ω→ E × E such that
X
L
= Xˆ and X ′ L= Xˆ ′,
where (Ω,F ,P) is a probability space and L= denotes the equality in law (i.e. distri-
bution).
The coupling where we make the random elements independent always exists
due to the product space construction. However, usually we want some dependence
because such couplings can be more informative.
The total variation distance between the probability measures P and Q on a
2
measurable space (E, E) is defined as1
||P−Q|| := sup
A∈E
|P(A)−Q(A)|.
Let for any random element X the symbol PX denote the law of X.
The following lemma, called the coupling inequality, provides an upper bound
for the total variation distance between the laws of the coupled random elements.
Note that the left-hand side does not depend on the coupling (i.e. the joint law)
whereas the right-hand side does.
Lemma 1.2.1. Let (E, E) be a Polish2 space, Xˆ and Xˆ ′ random elements on it,
and (X,X ′) their coupling, which is defined on the probability space (Ω,F ,P). Then
||PXˆ − PXˆ′ || ≤ P(X 6= X ′).
Proof. For any A ∈ E we obtain
PXˆ(A)− PXˆ′(A) = P(X ∈ A)− P(X ′ ∈ A)
= P(X ∈ A,X 6= X ′) + P(X ∈ A,X = X ′)
− P(X ′ ∈ A,X 6= X ′)− P(X ′ ∈ A,X = X ′)
= P(X ∈ A,X 6= X ′)− P(X ′ ∈ A,X 6= X ′)
≤ P(X ∈ A,X 6= X ′)
≤ P(X 6= X ′).
By symmetry we get |PX(A)−PX′(A)| ≤ P(X 6= X ′), and by taking the supremum
over A ∈ E the desired inequality follows.
If X and X ′ are stochastic processes with the index set I ⊆ R, their coupling
1 Some authors define the total variation distance between the probability measures P and Q as
2 supA∈E |P(A)−Q(A)| since this expression is equal to
sup
{∣∣∣∣∫
E
X dP−
∫
E
X dQ
∣∣∣∣ ; X : E → [−1, 1] is (E ,B([−1, 1]))-measurable} .
2 In fact the space (E, E) does not have to be Polish (i.e. separable and completely metrizable),
only the diagonal has to be measurable, i.e.
{(x, x); x ∈ E} ∈ E ⊗ E .
3
time τ is defined as
τ = inf{t ∈ I; Xs = X ′s for all s ≥ t}, (inf ∅ :=∞).
The random time τ is neither necessarily a stopping time (with respect to either
of the natural filtrations) nor an almost surely finite random variable. We say that
coupling is successful if τ is almost surely finite.
Since the inclusion {Xt 6= X ′t} ⊆ {τ > t} holds for every t ∈ I, the coupling
inequality implies
||PXt − PX′t || ≤ P (τ > t), t ∈ I.
Coupling of stochastic processes X and X ′ is called maximal if equality is achieved
in the previous inequality for every t ∈ I. See [30, Ch. 3] for a comprehensive
treatment of maximal couplings.
1.2.2 The mirror coupling of Brownian motions
The content of this subsection is well-known, see e.g. [13] or [22].
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space that supports an (Ft)t≥0-
Brownian motion B = (Bt)t≥0. (Brownian motion in this thesis will mean one-
dimensional Brownian motion started at 0, unless stated otherwise.) Let V be the
set of all (Ft)t≥0-Brownian motions. Let x1, x2 ∈ R, and for any V ∈ V define
τ(V ) := inf{t ≥ 0; x1 +Bt = x2 + Vt}, (inf ∅ :=∞).
For any T > 0, we would like to solve the following problem:
find B− ∈ V such that inf
V ∈V
P(τ(V ) > T ) = P(τ(B−) > T ). (P)
Remark 1.2.2. The analogous maximisation problem, i.e.
find B+ ∈ V such that sup
V ∈V
P(τ(V ) > T ) = P(τ(B+) > T ),
has an obvious solution B+ = B since τ(B) = ∞ if x1 6= x2. We call (B,B) the
synchronous coupling of Brownian motions.
Note that τ(V ) is the first meeting time of the processes x1 +B and x2 +V ,
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and not necessarily their coupling time. However, if we define the process V by
V t :=
Vt if t ∈ [0, τ(V )],Bt if t ∈ (τ(V ),∞),
then the following become apparent: V ∈ V since both B and V are strong Markov
processes with respect to the same filtration, τ(V ) = τ(V ), and τ(V ) is the coupling
time of B and V . Therefore by Lemma 1.2.1, Problem (P) is equivalent to finding
a maximal coupling of two (Ft)t≥0-Brownian motions started at x1 and x2. The
following theorem provides a solution.
Theorem 1.2.3. For any x1, x2 ∈ R and T > 0, a solution to Problem (P) is given
by
B− = −B.
Remark 1.2.4. It follows from the proof that the coupling (x1 + B, x2 + −B) is
maximal and successful. It is usually called the mirror (or reflection) coupling of
(one-dimensional) Brownian motions started at x1 and x2, however we will refer to
(B,−B) as the mirror coupling of Brownian motions.
Proof. It is enough to prove that the coupling inequality becomes equality for the
mirror coupling, i.e.
||Px1+Bt − Px2−Bt || = P(τ(−B) > t), t ≥ 0.
We can assume x1 < x2 without loss of generality. Note
τ(−B) = inf
{
t > 0; Bt =
x2 − x1
2
}
,
and therefore
P(τ(−B) > t) = P
(
sup
s≤t
Bs <
x2 − x1
2
)
= P
(
|Bt| ≤ x2 − x1
2
)
, t ≥ 0,
by the Reflection Principle.
On the other hand we have the following:
A˜ :=
{
y ∈ R; e− (x1−y)
2
2t ≥ e− (x2−y)
2
2t
}
=
{
y ∈ R; y ≤ x1 + x2
2
}
.
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Hence we obtain
||Px1+Bt − Px2−Bt || = sup
A∈B(R)
|P(x1 +Bt ∈ A)− P(x2 −Bt ∈ A)|
= sup
A∈B(R)
(P(x1 +Bt ∈ A)− P(x2 −Bt ∈ A))
=
1√
2pit
sup
A∈B(R)
∫
A
(
e−
(x1−y)2
2t − e− (x2−y)
2
2t
)
dy
=
1√
2pit
∫
A˜
(
e−
(x1−y)2
2t − e− (x2−y)
2
2t
)
dy
=
1√
2pit
∫ x1+x2
2
−∞
e−
(x1−y)2
2t dy − 1√
2pit
∫ x1+x2
2
−∞
e−
(x2−y)2
2t dy
=
1√
2pit
∫ x2−x1
2
−∞
e−
y2
2t dy − 1√
2pit
∫ x1−x2
2
−∞
e−
y2
2t dy
= P
(
Bt ≤ x2 − x1
2
)
− P
(
Bt ≤ x1 − x2
2
)
= P
(
|Bt| ≤ x2 − x1
2
)
, t ≥ 0.
1.2.3 Literature review
Coupling is a very useful technique, and a popular topic in probability. See the
classical books [22] and [30] for the general theory and numerous applications.
The mirror and synchronous couplings of Brownian motions and related pro-
cesses have attracted much attention in the literature. Paper [23] introduces the
mirror coupling of Brownian motions and diffusion processes. In [13] it is established
that the mirror coupling of Brownian motions is not the only maximal coupling, al-
though it is the unique maximal coupling in the family of Markovian (or immersion)
couplings. More about the Markovian maximal couplings for diffusion processes can
be found in [2] and [19].
In [3] it is proved that the tracking error of two driftless diffusions is min-
imised by the synchronous coupling of the driving Brownian motions. In [15] gen-
eralised mirror coupling and generalised synchronous coupling of Brownian motions
are introduced; the former minimises the coupling time and maximises the tracking
error of two regime-switching martingales, whereas the latter does the opposite.
Articles [1], [6], and [26] discuss various applications of the mirror coupling
of reflected Brownian motions and other processes. In particular in [6], the notion of
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efficiency of a Markovian coupling, also used in this thesis, is studied in the context
of the spectral gap of the generator of a Markov process.
1.3 Policy improvement algorithm
1.3.1 Discrete discounted infinite-horizon problem
The algorithm has become an established method. See [14] and [27] for reference.
We are given the following data:
• the state space S, which is a countable (i.e. finite or denumerable) set;
• the action space A, which is a finite set;
• the discount factor α ∈ (0, 1);
• the cost function R : S ×A→ R, which satisfies
sup
i∈S
max
a∈A
|R(i, a)| ≤M
for some M ∈ R (if the state space is finite, this condition holds automatically);
• the transition probabilities {Pi,j(a); i, j ∈ S, a ∈ A}, which satisfy
∀i, j ∈ S ∀a ∈ A : Pi,j(a) ∈ [0, 1] and ∀i ∈ S ∀a ∈ A :
∑
j∈S
Pi,j(a) = 1.
Now we define the following objects (for any sets C and D, CD is the set of
all mappings from D to C):
• the set of Markov policies:
AM :=
{
pi = {pik}k∈N0 ; ∀k ∈ N0 : pik ∈ AS
}
;
• the set of stationary policies: AS := AS ; note that even though AS is not a
subset of AM , we will treat it as such due to the following natural embedding:
pi 7→ (pi, pi, · · · );
• (for every pi ∈ AM ) the controlled process {Xpik }k∈N0 , which is a time-
inhomogeneous Markov chain with the transition matrix at step k ∈ N0 equal
to {Pi,j(pik(i)); i, j ∈ S}; the underlying probability space is not important
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(we know that it exists) since we will actually only need the law of the pro-
cess {Xpik }k∈N0 , which is unique given Xpi0 ; note that if pi ∈ AS , the controlled
process is a time-homogeneous Markov chain with the transition matrix equal
to {Pi,j(pi(i)); i, j ∈ S};
• (for every pi ∈ AM ) the payoff function Vpi : S → R given by
Vpi(i) := E
( ∞∑
k=0
αkR (Xpik , pik (X
pi
k ))
∣∣∣∣∣ Xpi0 = i
)
, i ∈ S;
note that it is well-defined since
∞∑
k=0
αk |R (Xpik , pik (Xpik ))| ≤
∞∑
k=0
αkM =
M
1− α ;
• the value function V : S → R, defined by
V (·) := inf
pi∈AM
Vpi(·);
note that V is a bounded function due to the estimate above;
• the optimality equation, which is the following function equation (for v):
v(i) = min
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)v(j)
 , i ∈ S;
• the shift operator θ: for any sequence x = {xk}k∈N0 let the sequence x ◦ θ be
defined as
(x ◦ θ)k := xk+1, k ∈ N0.
The problem is to find the value function and an optimal policy, if it exists.
Policy pi ∈ AM is optimal if Vpi(·) = V (·).
The following theorem characterises the value function and optimal policy.
We will not prove it (it can be found in [27, Ch. 2]), but we will also not use it in
the proof of Theorem 1.3.3, which is the main result of this section.
Theorem 1.3.1. The value function V is the unique bounded solution of the opti-
mality equation. Moreover, if we define the stationary policy pi as
pi(i) := argmin
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)V (j)
 , i ∈ S,
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then it is an optimal policy.
We will follow the convention that if the minimum can be achieved by several
arguments, then argmin is any of them.
Mimicking the above formula, for any stationary policy pi define
pi′(i) := argmin
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)Vpi(j)
 , i ∈ S. (1.1)
Is pi′ better than pi, i.e. is Vpi′ smaller than Vpi? Before we reveal the answer, we will
prove the following lemma.
Lemma 1.3.2. For any Markov policy pi the following holds:
Vpi(i) = R(i, pi0(i)) + α
∑
j∈S
Pi,j(pi0(i))Vpi◦θ(j), i ∈ S.
In particular, for any stationary policy pi we have
Vpi(i) = R(i, pi(i)) + α
∑
j∈S
Pi,j(pi(i))Vpi(j), i ∈ S.
Proof. We obtain
Vpi(i) = E
( ∞∑
k=0
αkR (Xpik , pik(X
pi
k ))
∣∣∣∣∣Xpi0 = i
)
= R(i, pi0(i)) + αE
( ∞∑
k=0
αkR
(
Xpik+1, pik+1(X
pi
k+1)
) ∣∣∣∣∣Xpi0 = i
)
= R(i, pi0(i)) + α
∑
j∈S
E
( ∞∑
k=0
αkR
(
Xpik+1, pik+1(X
pi
k+1)
) ∣∣∣∣∣Xpi0 = i,Xpi1 = j
)
· P (Xpi1 = j |Xpi0 = i)
= R(i, pi0(i)) + α
∑
j∈S
E
( ∞∑
k=0
αkR
(
Xpik+1, pik+1(X
pi
k+1)
) ∣∣∣∣∣Xpi1 = j
)
Pi,j(pi0(i))
= R(i, pi0(i)) + α
∑
j∈S
E
( ∞∑
k=0
αkR
(
Xpi◦θk , (pi ◦ θ)k(Xpi◦θk )
) ∣∣∣∣∣Xpi◦θ0 = j
)
Pi,j(pi0(i))
= R(i, pi0(i)) + α
∑
j∈S
Vpi◦θ(j)Pi,j(pi0(i)).
9
The following theorem establishes that pi′ is indeed an improvement of pi.
Theorem 1.3.3. For every stationary policy pi the following holds:
Vpi′(·) ≤ Vpi(·).
Proof. For every n ∈ N0 define the Markov policy pi(n) by
pi
(n)
k (i) =
pi′(i) if k ≤ n,pi(i) if k > n, i ∈ S, k ∈ N0.
We will now show by induction that Vpi(n)(·) ≤ Vpi(·) holds for every n ∈ N0. First
we notice that pi(0) ◦ θ = pi. Using Lemma 1.3.2 and the definition of pi′ in (1.1), we
obtain
Vpi(0)(i) = R(i, pi
′(i)) + α
∑
j∈S
Pi,j(pi
′(i))Vpi(j)
= min
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)Vpi(j)

≤ R(i, pi(i)) + α
∑
j∈S
Pi,j(pi(i))Vpi(j)
= Vpi(i), i ∈ S.
Now suppose that Vpi(m)(·) ≤ Vpi(·) holds for some m ∈ N0. Using the observation
pi(m)◦θ = pi(m−1) (if m ≥ 1), Lemma 1.3.2, the induction hypothesis and the previous
inequality, we obtain
Vpi(m+1)(i) = R(i, pi
′(i)) + α
∑
j∈S
Pi,j(pi
′(i))Vpi(m)(j)
≤ R(i, pi′(i)) + α
∑
j∈S
Pi,j(pi
′(i))Vpi(j)
= Vpi(0)(i)
≤ Vpi(i), i ∈ S,
which concludes the induction.
We will need the following estimate, which follows from the definition of pi(n)
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and boundedness of R:
Vpi′(i)− Vpi(n)(i) = E
( ∞∑
k=0
αkR
(
Xpi
′
k , pi
′(Xpi
′
k )
) ∣∣∣∣∣ Xpi′0 = i
)
− E
( ∞∑
k=0
αkR
(
Xpi
(n)
k , pi
(n)
k (X
pi(n)
k )
) ∣∣∣∣∣ Xpi(n)0 = i
)
= E
( ∞∑
k=n+1
αkR
(
Xpi
′
k , pi
′(Xpi
′
k )
) ∣∣∣∣∣ Xpi′0 = i
)
− E
( ∞∑
k=n+1
αkR
(
Xpi
n
k , pi
n
k (X
pin
k )
) ∣∣∣∣∣ Xpin0 = i
)
≤ 2
∞∑
k=n+1
αkM
=
2Mαn+1
1− α , i ∈ S, n ∈ N0.
To finish the proof, we note
Vpi′(i)− Vpi(i) = Vpi′(i)− Vpi(n)(i) + Vpi(n)(i)− Vpi(i) ≤
2Mαn+1
1− α , i ∈ S, n ∈ N0,
and send n to ∞.
The policy improvement algorithm is now defined as follows: take a station-
ary policy pi0 and then
pin+1(·) := (pin)′(·), n ∈ N0.
If it happens for some n ∈ N0 that Vpin+1(·) = Vpin(·), then Vpin clearly satisfies the
optimality equation and is therefore the value function (and pin an optimal policy) by
Theorem 1.3.1. In the case of the finite state space S this means that the algorithm
always achieves an optimal policy (and usually this happens very quickly). In the
general case the following theorem states that the sequence {Vpin}n∈N0 converges to
the value function.
Theorem 1.3.4. For any initial stationary policy pi0, the sequence {Vpin}n∈N0 con-
verges uniformly to V .
Proof. Since the cost function R is bounded, there exists M˜ ∈ R such that
supi∈S |V (i)− Vpi0(i)| ≤ M˜, i.e.
Vpi0(i) ≤ V (i) + M˜, i ∈ S.
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We will prove that the statement
Vpin(i) ≤ V (i) + M˜αn, i ∈ S
holds for every n ∈ N0, which implies the theorem. Assume that the statement
holds for some m ∈ N0. Then we obtain
Vpim+1(i)
Lemma 1.3.2
= R(i, pim+1(i)) + α
∑
j∈S
Pi,j(pi
m+1(i))Vpim+1(j)
Thm. 1.3.3≤ R(i, pim+1(i)) + α
∑
j∈S
Pi,j(pi
m+1(i))Vpim(j)
PIA
= min
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)Vpim(j)

I.H.≤ min
a∈A
R(i, a) + α∑
j∈S
Pi,j(a)(V (j) + M˜α
m)

Thm. 1.3.1
= V (i) + M˜αm+1, i ∈ S,
which conludes the induction and hence the proof.
1.3.2 Literature review
Since Howard’s book [12] containing the policy improvement (or policy iteration)
algorithm was published in 1960, a lot of work has been done on this subject.
A survey of approximate policy iteration methods for finite state, discrete time,
stochastic dynamic programming problems is given in [4]. The algorithm has proved
to be useful in deterministic control theory, too (see e.g. [8] and [31]). Nevertheless,
it has probably been applied most often to Markov decision processes in various
settings (see [7], [10], [11], [21], [25], [20], [24], [28], [29] and [32]).
Most of the settings of the above papers are discrete, but some are continuous
(or general) to a certain extent. For example, article [7] deals with continuous time
Markov decision processes on a fairly general state space, but the policy improvement
algorithm is only proved to work in the special case of finite action space. Paper [32]
removes this restriction, but even there the controlled processes are not continuous.
We have not been able to find any mention of the policy improvement algorithm for
controlled diffusion processes or any processes with continuous paths.
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Chapter 2
Mirror and synchronous
couplings of geometric
Brownian motions
2.1 Introduction
Recall that in Subsection 1.2.2 we solved the following finite horizon problem for
any T > 0:
minimise/maximise P(τ(V ) > T ) over all Brownian motions V ,
where τ(V ) is the first meeting time of the processes x + B and y + V , x, y ∈ R,
and B and V are Brownian motions with respect to the same filtration (and B is
considered to be fixed). We proved that a solution is given by the mirror coupling
(i.e. an optimal Brownian motion is V = −B) in the case of minimisation, and by
the synchronous coupling (i.e. an optimal Brownian motion is V = B) in the case
of maximisation. Since the solution is the same for every T > 0, the two couplings
must also solve the problems obtained by replacing the expression P(τ(V ) > T )
above by ∫ ∞
0
e−qt P
(
τ(V ) > t
)
dt, (q > 0),
lim sup
T→∞
1
T
∫ T
0
P(τ(V ) > t) dt,
and
lim inf
t→∞
1
t
log (P (τ(V ) > t)) ,
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which are called the infinite horizon problem, ergodic average problem and expo-
nential efficiency problem, respectively.
It is natural to investigate the analogous problems for other processes, espe-
cially geometric Brownian motions. In this case τ(V ) is the first meeting time of the
processes X and Y (V ), where X is a geometric Brownian motion started at x and
driven by B, and Y (V ) is a geometric Brownian motion started at y and driven by
V . Since Xt and Y (V )t are at any time t given by explicit deterministic functions of
Bt and Vt respectively, we might expect that the mirror and synchronous couplings
of B and V will again be optimal in the finite horizon problem. However, as we
shall see, this turns out to be false in general. Consequently, the other problems are
not trivial, and we will look into them, too.
An application in mathematical finance of the finite horizon problem consid-
ered in the present chapter can be described as follows. Assume that the perfor-
mance of a portfolio manager is assessed at some fixed future time (e.g. one year
from now) with respect to a benchmark security (e.g. some equity index), which
evolves as a geometric Brownian motion X. Put differently, the remuneration of
the manager depends on whether their portfolio, which evolves as Y (V ), exceeds
the benchmark X in normalised terms. Assume also that the manager’s mandate
stipulates that, over the same time horizon, their portfolio may not exceed a pre-
specified amount of realised variance. Both of these assumptions are realistic and are
used extensively in practice, since the investor wants to beat the index but cannot
tolerate arbitrary amounts of volatility in the meantime (e.g. investors like pension
funds routinely stipulate such realised variance conditions). Imagine now a situation
where the manager has a given amount of time, say T , before the evaluation of their
performance, but is behind the benchmark by a certain amount. The question of
how to trade in such a way as to minimise the probability of not catching up with
the benchmark before T , and to achieve this without taking unnecessary bets that
would increase the realised volatility of the portfolio, is precisely the question of the
stochastic minimisation of the first meeting time between X and Y (V ) (recall that
the expected quadratic variation of Y (V ), i.e. the realised variance of the manager’s
portfolio, does not depend on the choice of Brownian motion V ).
In the next section we describe the setting and basic notation, which remain
throughout the chapter. We also state a lemma from stochastic analysis, which
enables us to apply Bellman’s principle, on which some of the proofs are based.
Then each of the four sections deals with one of the above problems. In Sections 2.3
and 2.5 we prove that the mirror and synchronous couplings always solve the infinite
horizon and ergodic average problem, respectively. In Sections 2.4 and 2.6 we prove
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that two couplings are not always optimal for the finite horizon and exponential
efficiency problem, respectively, and provide a characterisation of when exactly this
happens.
2.2 Setting and notation
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the usual conditions
that is rich enough to support an (Ft)-Brownian motion B = (Bt)t≥0, and set
V := {V = (Vt)t≥0; V is an (Ft)-Brownian motion}.
The following well-known lemma will come in useful. For its proof, see e.g. [15,
Lemma 2.1].
Lemma 2.2.1. For any Brownian motion V ∈ V, there exists an (Ft)-Brownian
motion W ∈ V and a process C = (Ct)t≥0 such that B and W are independent, C
is progressively measurable with −1 ≤ Ct ≤ 1 for all t ≥ 0 P-a.s., and the following
representation holds:
Vt =
∫ t
0
Cs dBs +
∫ t
0
√
1− C2s dWs, t ≥ 0.
Remark 2.2.2. The proof of this lemma requires the existence of a Brownian motion
B⊥ ∈ V that is independent of B. If our probability space did not support such a
Brownian motion, we could enlarge it, which would only increase the set V. This
means that if B and −B are optimal in the new problem, they also have to be
optimal in the original problem. Therefore we can assume that B⊥ exists.
For any V ∈ V, let X = (Xt)t≥0 and Y (V ) = (Yt(V ))t≥0 be geometric
Brownian motions given by the following stochastic differential equations:
Xt = x+
∫ t
0
Xs (σ1 dBs + a1 ds) , Yt(V ) = y +
∫ t
0
Ys(V ) (σ2 dVs + a2 ds) , (2.1)
where
x, y > 0, a1, a2 ∈ R, and σ1, σ2 ∈ R such that σ1σ2 > 0. (2.2)
Define the following constants:
µ := a2 − a1 + σ21/2− σ22/2 and σ± := σ2 ± σ1. (2.3)
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Note that (2.2) implies |σ+| > |σ−|. The symbol ± denotes either + or −. If ± and
∓ appear in the same expression, then they simultaneously denote either + and −,
or − and +.
Define τ(V ) as the first meeting time of the two processes in (2.1), i.e.
τ(V ) := inf{t ≥ 0; Xt = Yt(V )} (inf ∅ :=∞).
The random variable τ(V ) is zero when the two processes start at the same point and
positive P-a.s. otherwise. Since the filtration (Ft)t≥0 satisfies the usual conditions,
τ(V ) is an (Ft)-stopping time. Since X and Y (V ) are geometric Brownian motions,
this stopping time has the following useful representation:
τ(V ) = inf
{
t ≥ 0; log
(
x
y
)
= σ2Vt − σ1Bt + µt
}
. (2.4)
2.3 Infinite horizon problems
2.3.1 The problems and main theorem
For any q > 0, we consider the following two problems: find V inf ∈ V and V sup ∈ V
(if they exist) such that
inf
V ∈V
∫ ∞
0
e−qt P
(
τ(V ) > t
)
dt =
∫ ∞
0
e−qt P
(
τ
(
V inf
)
> t
)
dt (qInf)
and
sup
V ∈V
∫ ∞
0
e−qt P
(
τ(V ) > t
)
dt =
∫ ∞
0
e−qt P
(
τ(V sup) > t
)
dt. (qSup)
An application of Fubini’s theorem (or integration by parts for Riemann-
Stieltjes integral) yields ∫ ∞
0
e−rt P(τ > t) dt =
1− E(e−rτ )
r
for any nonnegative random variable τ and r > 0. Therefore Problems (qInf)
and (qSup) are equivalent to finding V (+) ∈ V and V (−) ∈ V respectively, such
that
sup
V ∈V
±E
(
e−qτ(V )
)
= ±E
(
e−qτ(V
(±))
)
. (q±)
Note also that if eq is an exponential random variable with E(eq) = 1q , independent of
the filtration (Ft)t≥0, then Problems (qInf) and (qSup) are equivalent to minimising
and maximising P(τ(V ) > eq) over V ∈ V, respectively.
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The following theorem holds.
Theorem 2.3.1. A solution to Problem (q±) is (for any q > 0) given by
V (±) = ∓B.
Remark 2.3.2. Observe that by Theorem 2.3.1, the mirror coupling (V (+) = −B)
solves Problem (qInf) and the synchronous coupling (V (−) = +B) is the solution to
Problem (qSup). Note that the solution depends neither on the parameters in (2.2)
nor on the discount rate q.
2.3.2 Proof
Note that, due to the symmetry in Problem (q±), we may assume without loss of
generality that the starting points x, y in (2.1)–(2.2) satisfy (x, y) ∈ D, where the
set D is given by
D := {(a, b) ∈ R2; a ≥ b > 0}. (2.5)
Fix q > 0 and define the following function, closely related to the right-hand side in
Problem (q±):
Ψ(±)(x, y) := Ex,y
(
e−qτ(∓B)
)
, (x, y) ∈ D. (2.6)
The proof of Theorem 2.3.1 is in two steps: we first establish sufficient conditions
for a function Ψ : D → R+ implying that ±Ψ is equal to the right-hand side in
Problem (q±) (Lemmas 2.3.3 and 2.3.4), and then prove that Ψ(±) in (2.6) satisfies
these conditions (Lemma 2.3.5). Throughout the thesis we denote R+ := [0,∞).
For any measurable function Ψ : D → R+ and Brownian motion V ∈ V,
consider the process U(V,Ψ) = (Ut(V,Ψ))t∈[0,∞) defined by
Ut(V,Ψ) := e
−q(t∧τ(V ))Ψ(Xt∧τ(V ), Yt∧τ(V )(V )) (2.7)
(here and in the rest of the thesis we denote s∧t := min({s, t})). Then the following
lemma (a suitable version of Bellman’s principle) holds.
Lemma 2.3.3. Let Ψ : D → R+ be a bounded continuous function satisfying
Ψ(x, x) = 1 for all x > 0. If, for every (x, y) ∈ D, the process ±U(V,Ψ) is a Px,y-
supermartingale for all V ∈ V and U(∓B,Ψ) is a Px,y-martingale, then V (±) = ∓B
solves Problem (q±).
Proof. Since Xτ(V ) = Yτ(V )(V ) Px,y-a.s. on the event {τ(V ) < ∞} for any V ∈ V,
Ψ is continuous and bounded, Ψ(x, x) = 1 holds for any x > 0 and q > 0, the
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supermartingale property and the Dominated Convergence Theorem imply
±Ex,y
(
e−qτ(V )
)
= Ex,y
(±Uτ(V )(V,Ψ)I{τ(V )<∞}) ≤ Ex,y (±U0(V,Ψ)) = ±Ψ(x, y),
for all (x, y) ∈ D and V ∈ V (I{·} denotes the indicator of the event {·}). Since
U(∓B,Ψ) is a martingale, for V (±) = ∓B this inequality becomes an equality and
the lemma follows.
Our next task is to establish a verification lemma for Problem (q±). Let D◦
be the interior (in R2) of the set D defined in (2.5). For any function f ∈ C2,2(D◦)
we define the function L(±)f by the formula(
L(±)f
)
(x, y) :=(
a1xfx + a2yfy +
1
2
σ21x
2fxx +
1
2
σ22y
2fyy ∓ σ1σ2xyfxy − qf
)
(x, y),
(2.8)
where (x, y) ∈ D◦ and fx, fy, fxx, fyy and fxy denote the partial derivatives of f .
For any function Ψ : D → R+ such that Ψ ∈ C2,2(D◦), and Brownian motion V ∈ V,
the local martingale M(V,Ψ) = (Mt(V,Ψ))t∈[0,∞), given by
Mt(V,Ψ) :=
∫ t∧τ(V )
0
e−qsσ1XsΨx(Xs, Ys(V )) dBs
+
∫ t∧τ(V )
0
e−qsσ2Ys(V )Ψy(Xs, Ys(V )) dVs,
(2.9)
is well-defined.
Lemma 2.3.4. Assume the following hold:
(I) Ψ : D → R+ is a bounded continuous function with Ψ(x, x) = 1 for all x > 0;
(II) Ψ ∈ C2,2(D◦) and, in the interior D◦, Ψxy ≤ 0 and L(±)Ψ = 0;
(III) M(V,Ψ) is a Px,y-martingale for all (x, y) ∈ D and V ∈ V.
Then for any (x, y) ∈ D, V ∈ V, the process ±U(V,Ψ), defined in (2.7), is a
Px,y-supermartingale and U(∓B,Ψ) is a Px,y-martingale.
Proof. The definition of X and Y (V ) in (2.1) and Lemma 2.2.1 imply d[X,Y (V )]t =
Ctσ1Xtσ2Yt(V ) dt, where C = (Ct)t∈[0,∞) is (Ft)-adapted and P(Ct ∈ [−1, 1]) = 1
for all t ∈ [0,∞). Itoˆ’s lemma, the assumptions in Lemma 2.3.4 and definition (2.7)
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of U(V,Ψ) yield
± Ut(V,Ψ)
= ±Ψ(x, y)±Mt(V,Ψ) +
∫ t∧τ(V )
0
e−qsσ1σ2(1± Cs)XsYs(V )Ψxy(Xs, Ys(V )) ds
for all (x, y) ∈ D and V ∈ V. Since X, Y (V ) and 1± C are non-negative processes
and, by assumption (2.2), we have σ1σ2 > 0, the integrand in the representation
of ±U(V,Ψ) is non-positive, making ±U(V,Ψ) a Px,y-supermartingale. For ∓B we
have Cs = ∓1 for every s ≥ 0, which implies that U(∓B,Ψ) is a Px,y-martingale.
Note the following equivalence:
Px,y(τ(∓B) =∞) = 1 for all (x, y) ∈ D◦ ⇐⇒ ∓ = +, σ2 = σ1, a2 ≤ a1. (2.10)
It is clear that under condition (2.10) Theorem 2.3.1 holds. Lemmas 2.3.3 and 2.3.4
imply that in order to establish Theorem 2.3.1 in general, it is sufficient to prove
that, when (2.10) fails, the function Ψ(±) : D → R+ in (2.6) satisfies the assumptions
of Lemma 2.3.4. More precisely, the following lemma holds.
Lemma 2.3.5. If for some (x, y) ∈ D◦ we have Px,y(τ(∓B) = ∞) < 1, Assump-
tions (I)–(III) of Lemma 2.3.4 hold for the function Ψ(±) : D → R+ in (2.6).
Proof. Under the assumption of the lemma, the following representation holds:
Ψ(±)(x, y) =
(y
x
)k±
, (x, y) ∈ D, (2.11)
where
k± :=
−µ/σ2± +
√
(µ/σ2±)2 + 2q/σ2± if σ± 6= 0,
q/µ if σ± = 0,
and σ± and µ are defined in (2.3). Since, by assumption, the condition on the right-
hand side in (2.10) is not satisfied, the equality σ± = 0 implies µ > 0, making k±
a well-defined real number. Formula (2.11) follows from the fact that τ(∓B) equals
the first passage time of the Brownian motion with drift, (∓σ±Bt + µt)t∈[0,∞), over
the level log
(
x
y
)
. The Laplace transform of this random time is given in [5, p. 295]
and amounts to the right-hand side of (2.11).
Assumption (I) in Lemma 2.3.4 follows from (2.11). Furthermore it is clear
that Ψ(±) ∈ C2,2(D◦). The formula in (2.11) and some simple calculations imply
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that for (x, y) ∈ D◦ the following holds:
Ψ(±)x (x, y) = −
k±
x
Ψ(±)(x, y), Ψ(±)y (x, y) =
k±
y
Ψ(±)(x, y), (2.12)
and
Ψ(±)xy (x, y) = −
k2±
xy
Ψ(±)(x, y) ≤ 0,
(
L(±)Ψ(±)
)
(x, y) = 0.
Hence assumption (II) of Lemma 2.3.4 is also satisfied. The equalities in (2.12) and
the definition in (2.9) of the local martingale M(V,Ψ(±)) imply that the integrands
in the stochastic integrals are bounded processes and therefore square integrable.
Hence M(V,Ψ(±)) is a Px,y-martingale for all (x, y) ∈ D and V ∈ V and assump-
tion (III) of Lemma 2.3.4 also holds.
2.4 Finite horizon problems
2.4.1 The problems and main theorem
For any T > 0, consider the following problem(s):
find V (±) ∈ V such that inf
V ∈V
±Px,y
(
τ(V ) > T
)
= ±Px,y
(
τ
(
V (±)
)
> T
)
. (T±)
Unlike in the infinite horizon problem, the mirror and synchronous couplings
are not always optimal. The following theorem characterises precisely when this is
the case. Recall that µ and σ± are given in (2.3), and D in (2.5).
Theorem 2.4.1. The following holds for any T > 0 and (x, y) ∈ D◦:
(a) if µ > 0 and σ± 6= 0, then V (±) = ∓B does NOT solve Problem (T±);
(b) if µ ≤ 0, then V (±) = ∓B solves Problem (T±).
Remark 2.4.2. In the case µ > 0 and σ± = 0 we have ± = −, σ1 = σ2 and
Φ(−)(x, y, t) = I{tµ<log(x/y)} for all (x, y) ∈ D◦, t ∈ [0, T ] (recall (2.4)), which implies
that the synchronous coupling is suboptimal if and only if T ≥ 1µ log
(
x
y
)
.
Remark 2.4.3. Intuition behind this theorem follows from the representation in (2.4):
starting from 0, we want to hit a positive level in a given time with as high probability
as possible (for the minimisation problem); when the drift is against us (i.e. non-
positive), we are desperate and therefore choose the maximal variance at every
moment, which corresponds to the mirror coupling; when the drift is helping us,
neither of the extreme solutions is optimal. The same representation implies that
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in the case 0 < x < y, the theorem still holds if µ gets the opposite sign in the
statement.
2.4.2 Proof
Define the set E := D × [0, T ] and recall that the value function for Problem (T±)
is defined by
F (x, y, t) := inf
V ∈V
±Px,y(τ(V ) > t), (x, y, t) ∈ E. (2.13)
Define also
Φ(±)(x, y, t) := Px,y (τ(∓B) > t) , (x, y, t) ∈ E, (2.14)
and A(±)f for any f ∈ C2,2,1(E◦) (E◦ is the interior of E in R3) by the formula(
A(±)f
)
(x, y, t) :=(
a1xfx + a2yfy +
1
2
σ21x
2fxx +
1
2
σ22y
2fyy ∓ σ1σ2xyfxy − ft
)
(x, y, t),
where (x, y, t) ∈ E◦ and fx, fy, ft, etc., denote the partial derivatives of f . For any
sufficiently smooth function Φ : E → R+ and any Brownian motion V ∈ V, we
define the local martingale N(V,Φ) = (Nt(V,Φ))t∈[0,T ] by
Nt(V,Φ) :=
∫ t∧τ(V )
0
σ1XsΦx(Xs, Ys(V ), T − s) dBs
+
∫ t∧τ(V )
0
σ2Ys(V )Φy(Xs, Ys(V ), T − s) dVs.
(2.15)
The following proposition provides the key ingredient in the proof of Theorem 2.4.1.
Proposition 2.4.4. Let a bounded function Φ : E → R+ satisfy:
(i) Φ(x, x, t) = 0 for all x > 0 and t ∈ [0, T ], and Φ(x, y, 0) = 1 for all (x, y) ∈ D◦;
(ii) Φ ∈ C2,2,1(E◦) and, in the interior E◦, the equality A(±)Φ = 0 holds;
(iii) N(V,Φ) is a Px,y-martingale for all (x, y) ∈ D and V ∈ V.
Then the following equivalence holds:
Φxy ≥ 0 on E◦ ⇐⇒ V (±) = ∓B solves Problem (T±) and ±Φ is its value funct.
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Proof. (⇒): The proof of this implication is analogous to that of Lemmas 2.3.3
(Bellman’s principle) and 2.3.4 (submartingale property) in Section 2.3. The process
±U(V,Φ) = (±Ut(V,Φ))t∈[0,T ], given by
Ut(V,Φ) := Φ(Xt∧τ(V ), Yt∧τ(V )(V ), T − t), (2.16)
is a Px,y-submartingale for any V ∈ V and (x, y) ∈ D (proof as in Lemma 2.3.4).
For any t ∈ [0, T ], the boundary conditions in assumption (i) imply
Ut(V,Φ) = Uτ(V )(V,Φ) = 0 Px,y-a.s. on {t ≥ τ(V )}.
Hence, for any (x, y) ∈ D and V ∈ V, the submartingale property yields the in-
equality
±Px,y (τ(V ) > T ) = Ex,y
(±UT (V,Φ)I{τ(V )>T})
= Ex,y (±UT (V,Φ))
≥ ±Ex,yU0(V,Φ)
= ±Φ(x, y, T ).
As in Lemma 2.3.3, this establishes the implication (note that, unlike in
Lemma 2.3.3, in this case we do not need, and in fact do not have, the continu-
ity of Φ on E).
(⇐): Assume that there exists (x0, y0, T0) ∈ E◦ such that Φxy(x0, y0, T0) < 0, and
that ±Φ is the value function of Problem (T±). Bellman’s principle implies that
the process ±U(V,Φ), defined in (2.16), is a Px,y-submartingale for any V ∈ V and
(x, y) ∈ D. Using our assumption, we will construct a Brownian motion V˜ (±) ∈ V
such that ±U(V˜ (±),Φ) fails to be a Px,y-submartingale (for any pair (x, y) ∈ D◦),
which will imply the proposition.
The continuity of Φxy implies that there exists r > 0, such that Φxy is strictly
negative on the set K2 := H2 × [T0 − 2r, T0 + 2r] ⊂ E◦, where
H2 := [x0 − 2r, x0 + 2r]× [y0 − 2r, y0 + 2r].
Let
H1 := [x0 − r, x0 + r]× [y0 − r, y0 + r]
and define the stopping times τ
(±)
1 and τ
(±)
2 by:
τ
(±)
1 := inf{t ∈ [0, T ]; (Xt, Yt(∓B)) ∈ H1}, (inf ∅ := T ),
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τ
(±)
2 := inf{t ∈ [τ1, T ]; (Xt, Yt(±B)) /∈ H2}, (inf ∅ := T ).
Note that τ
(±)
1 ≤ τ (±)2 ≤ T Px,y-a.s. and Px,y(τ (±)1 < τ (±)2 ) > 0 (there is a slight
abuse of notation in the definition of τ
(±)
2 as it is assumed that the process Y (±B),
defined in (2.1), is driven by the Brownian motion ±B as indicated, but started at
the random time τ
(±)
1 and point Yτ (±)1
(∓B); ditto for X).
Define the process V˜ (±) = (V˜ (±)t )t∈[0,∞) by the following formula:
V˜
(±)
t :=
∫ t
0
(
∓I{s<τ (±)1 } ± I{τ (±)1 ≤s<τ (±)2 } ∓ I{s≥τ (±)2 }
)
dBs.
Note that V˜ (±) is an (Ft)-Brownian motion by Le´vy’s characterisation theorem.
Itoˆ’s formula on the stochastic interval [τ
(±)
1 , τ
(±)
2 ] and assumptions (i)–(iii) in the
proposition imply the following representation:
Ex,y
(
±U
τ
(±)
2
(V˜ (±),Φ)
∣∣∣F
τ
(±)
1
)
= ±U
τ
(±)
1
(V˜ (±),Φ)
+ Ex,y
(∫ τ (±)2
τ
(±)
1
2σ1σ2XsYs(V˜
(±))Φxy(Xs, Ys(V˜ (±)), T − s) ds
∣∣∣∣∣Fτ (±)1
)
.
The event
A := {τ (±)1 ∈ (T0 − r, T0 + r), τ(V˜ (±)) > T0 + 2r}
has a strictly positive probability and the integrand under the conditional expecta-
tion is strictly negative on this event. We therefore find
Ex,y
(
±U
τ
(±)
2
(V˜ (±),Φ)
∣∣∣F
τ
(±)
1
)
< ±U
τ
(±)
1
(V˜ (±),Φ) on A
Px,y-a.s. This inequality contradicts the Px,y-a.s. inequality
Ex,y
(
±U
τ
(±)
2
(V˜ (±),Φ)
∣∣∣F
τ
(±)
1
)
≥ ±U
τ
(±)
1
(V˜ (±),Φ),
which follows from the optional sampling theorem applied to the bounded Px,y-
submartingale U(V˜ (±),Φ). This concludes the proof.
We will now apply Proposition 2.4.4 to study the question of whether ±Φ(±),
defined in (2.14), is the value function for Problem (T±).
Lemma 2.4.5. Assume σ± 6= 0. Then assumptions (i)–(iii) of Proposition 2.4.4
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hold for the function Φ(±) defined in (2.14). Furthermore, we have
Φ(±)xy (x, y, t) =
2 log
(
x
y
)
− 4µt
xy(|σ±|
√
t)3
n
 log
(
x
y
)
− µt
|σ±|
√
t

+
4µ2
xyσ4±
(
x
y
) 2µ
σ2± N
− log
(
x
y
)
− µt
|σ±|
√
t

for all (x, y) ∈ D◦ and t > 0, where N(·) is the standard normal distribution function
and n(·) is its density.
Proof. The explicit formula for the distribution of the running maximum of a Brow-
nian motion with drift (see e.g. [5, p. 250]) yields the following representation of the
function in (2.14):
Φ(±)(x, y, t) = h(±)
(
log
(
x
y
)
, t
)
for (x, y) ∈ D, (2.17)
where, for any z ≥ 0 and s > 0, we define
h(±)(z, s) := N
(
z − µs
|σ±|
√
s
)
− exp
(
2µz
σ2±
)
N
(−z − µs
|σ±|
√
s
)
. (2.18)
Simple (but tedious) calculations using this representation yield the properties re-
quired in assumptions (i)–(iii) of Proposition 2.4.4. Indeed, note that the partial
derivatives h
(±)
z , h
(±)
zz and h
(±)
s take the following form (recall n′(x) = −xn(x)):
h(±)z (z, s) =
2
|σ±|
√
s
n
(
z − µs
|σ±|
√
s
)
− 2µ
σ2±
exp
(
2µz
σ2±
)
N
(−z − µs
|σ±|
√
s
)
,
h(±)zz (z, s) =
4sµ− 2z
(|σ±|
√
s)3
n
(
z − µs
|σ±|
√
s
)
− 4µ
2
σ4±
exp
(
2µz
σ2±
)
N
(−z − µs
|σ±|
√
s
)
,
h(±)s (z, s) = −
z
|σ±|s3/2
n
(
z − µs
|σ±|
√
s
)
.
These formulae and the representation in (2.17) imply the formula for Φ
(±)
xy (x, y, t),
as well as assumptions (i) and (ii) of Proposition 2.4.4. The martingale property
of the process in (2.15) (i.e. assumption (iii) in Proposition 2.4.4) follows by Itoˆ’s
isometry from the fact that both functions
xΦ(±)x (x, y, t) = h
(±)
z
(
log
(
x
y
)
, t
)
and yΦ(±)y (x, y, t) = −h(±)z
(
log
(
x
y
)
, t
)
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are bounded on E. This completes the proof of the lemma.
We are now ready to prove Theorem 2.4.1.
Proof of Theorem 2.4.1. (a) By Proposition 2.4.4 it suffices to show that for any
t > 0 there exists (x, y) ∈ D◦ (see (2.5) for the definition of D) such that
Φ
(±)
xy (x y, t) < 0.
Define z := 1|σ±|
√
t
log
(
x
y
)
> 0 and α := µ
√
t
|σ±| > 0. Note that, since we
are allowed to choose the point (x, y) ∈ D◦ arbitrarily close to the diagonal half-
line in the boundary of D, a Taylor expansion of order one of z 7→ n(z − α) and
z 7→ N(−z − α) around z = 0, the representation of Φ(±)xy in Lemma 2.4.5 and the
inequality
αN(−α) < n(−α) (2.19)
imply that Φ
(±)
xy (x, y, t) < 0 for some (x, y) ∈ D◦. To check (2.19), note that
un(u) = −n′(u) and
αN(−α) =
∫ ∞
α
αn(u) du <
∫ ∞
α
un(u) du = n(−α).
(b) Assume first σ± 6= 0. Then the representation of Φ(±)xy in Lemma 2.4.5 and
the assumption µ ≤ 0 imply Φ(±)xy ≥ 0 on E◦. Hence Proposition 2.4.4 yields the
theorem. If σ± = 0, we have ± = −, σ1 = σ2 and, by (2.4), it follows that
Φ(−)(x, y, t) = 1 holds for all (x, y) ∈ D◦, t ∈ [0, T ]. Hence −Φ(−) is the value
function for Problem (T−), and the theorem is proved.
2.5 Ergodic average problems
2.5.1 The problems and main theorem
We would like to solve the following problems: find V inf ∈ V and V sup ∈ V such
that
inf
V ∈V
lim sup
T→∞
1
T
∫ T
0
P(τ(V ) > t) dt = lim sup
T→∞
1
T
∫ T
0
P(τ(V inf) > t) dt (EAInf)
and
sup
V ∈V
lim sup
T→∞
1
T
∫ T
0
P(τ(V ) > t) dt = lim sup
T→∞
1
T
∫ T
0
P(τ(V sup) > t) dt. (EASup)
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Note first that Fubini’s theorem and the Dominated Convergence Theorem imply
that the limit exists and has the following representation:
lim
T→∞
1
T
∫ T
0
P(τ(V ) > t) dt = lim
T→∞
E
(
τ(V )
T
∧ 1
)
= P(τ(V ) =∞). (2.20)
A solution to these problems, independent of the values of the parameters of the geo-
metric Brownian motions in (2.1), is given in the following theorem. It is completely
analogous to the infinite time horizon case.
Theorem 2.5.1. The Brownian motions V inf = −B and V sup = B solve Prob-
lems (EAInf) and (EASup) respectively.
2.5.2 Proof
The proof is rather short due to (2.20) and because we can apply the result obtained
for the finite horizon problem.
Proof of Theorem 2.5.1. As in Section 2.3 we may assume that, due to symmetry,
the starting points of X and Y (V ) satisfy (x, y) ∈ D. If x = y we have τ(V ) = 0 for
all V ∈ V and Proposition 2.5.1 follows. So we can assume (x, y) ∈ D◦ in the rest
of the proof.
We first analyse the case µ > 0. By (2.20), Problems (EAInf) and (EASup)
are equivalent to finding V (±) ∈ V such that
inf
V ∈V
±P(τ(V ) =∞) = ±P(τ(V (±)) =∞). (S±)
The strong law of large numbers for Brownian motion (see e.g. [5, p. 53]), repre-
sentation (2.4) and log
(
x
y
)
> 0 imply the equality Px,y(τ(V ) = ∞) = 0 for every
V ∈ V and Theorem 2.5.1 follows.
In the case µ ≤ 0, we return to the formulation of Problems (EAInf)
and (EASup) above. Observe that Theorem 2.4.1(b) yields the optimal couplings
that minimise and maximise the probability P(τ(V ) > t) for every t ≥ 0. Since
the couplings are independent of t, they also minimise and maximise the ergodic
average criteria in Problems (EAInf) and (EASup), which concludes the proof.
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2.6 Exponential efficiency problems
2.6.1 The problems and main theorem
We would like to find V (±) ∈ V such that:
inf
V ∈V
± lim inf
t→∞
log
(
Px,y (τ(V ) > t)
)
t
= ± lim inf
t→∞
log
(
Px,y
(
τ
(
V (±)
)
> t
))
t
. (EE±)
It turns out that the answer is a dichotomy, as in the finite horizon problem.
Recall that µ and σ± are given in (2.3), and D in (2.5).
Theorem 2.6.1. The following holds for any (x, y) ∈ D◦:
(a) If µ > 0, then V (±) = ∓B does NOT solve Problem (EE±).
(b) If µ ≤ 0, then V (±) = ∓B solves Problem (EE±).
2.6.2 Proof
Proof of Theorem 2.6.1. The second part of the theorem again follows from Theo-
rem 2.4.1. We will prove the first part in the following way: when we claim that B
is not optimal we will show that −B is better, and vice-versa.
The following bounds hold for the standard normal distribution function N(·)
and its derivative n(·):
− z
1 + z2
n(z) ≤ N(z) ≤ −n(z)
z
for any z < 0. (2.21)
The first inequality follows from the identity∫ ∞
r
(
1 +
1
y2
)
e−
y2
2 dy =
1
r
e−
r2
2 , r > 0,
and the second is given in (2.19).
Assume first that σ± 6= 0. Let
Z(t) :=
log
(
x
y
)
− µt
|σ±|
√
t
and Ẑ(t) :=
− log
(
x
y
)
− µt
|σ±|
√
t
,
and note that for all large t > 0 we have Ẑ(t) < Z(t) < 0, and the equality
n (Z(t)) =
(
x
y
) 2µ
σ2± n
(
Ẑ(t)
)
(2.22)
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holds. The representations in (2.17) and (2.18) imply
Φ(±)(x, y, t) = N(Z(t))
(
1−
(
x
y
) 2µ
σ2± N(Ẑ(t))
N(Z(t))
)
. (2.23)
The inequalities in (2.21) yield
lim
t→∞
1
t
log
(
N(Z(t))
)
= − µ
2
2σ2±
. (2.24)
In order to deal with the second factor on the right-hand side of (2.23), we note the
following inequalities:
1−
(
x
y
) 2µ
σ2± N(Ẑ(t))
N(Z(t))
≥ 1 + (1 + Z(t)2) N(Ẑ(t))
n(Ẑ(t))Z(t)
≥ 1− 1 + Z(t)
2
Ẑ(t)Z(t)
;
they are a consequence of two applications of the second inequality in (2.21) and
identity (2.22). Let the assumption
log
(
x
y
)
>
σ2+
2µ
(2.25)
hold. Then we obtain
1− 1 + Z(t)
2
Ẑ(t)Z(t)
=
1
t
(
2µ log
(
x
y
)
− σ2±
)
− 2
t2
log
(
x
y
)2
µ2 − 1
t2
log
(
x
y
)2 > 0 for all large t > 0,
and
lim
t→∞
1
t
log
(
1− 1 + Z(t)
2
Ẑ(t)Z(t)
)
= 0. (2.26)
By (2.23) we have
N(Z(t))
(
1− 1 + Z(t)
2
Ẑ(t)Z(t)
)
≤ Φ(±)(x, y, t) ≤ N(Z(t)).
If the starting points x, y satisfy (2.25), then (2.24), (2.26), the inequalities in the line
above and the fact that the function log is increasing imply the following equality:
lim
t→∞
1
t
log
(
Φ(±)(x, y, t)
)
= − µ
2
2σ2±
.
In order to see that this remains true without assumption (2.25), i.e. for
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(x, y) ∈ D such that log
(
x
y
)
∈
(
0,
σ2±
2µ
]
, define a Brownian motion with drift W±
and its first-passage time T±(z):
W±t := ∓σ±Bt + µt, t ≥ 0, and T±(z) := inf{t ≥ 0; W±t = z}, z ∈ R,
and note that Px,y(τ(∓B) > t) = P
(
T±
(
log
(
x
y
))
> t
)
holds for any (x, y) ∈ D
(cf. (2.4)). Fix (x, y) ∈ D that violates assumption (2.25) and pick α0 < 0 and
(x0, y0) ∈ D◦ such that the following holds:
log
(
x0
y0
)
= log
(
x
y
)
− α0 > σ
2
+
2µ
.
Denote the constant q± := P
(
W±1 < α0, T±
(
log
(
x
y
))
> 1
)
, which clearly satisfies
q± ∈ (0, 1). The Markov property of W± at time 1 yields the following inequalities
for all t > 1:
Px,y(τ(∓B) > t) = P
(
T±
(
log
(
x
y
))
> t
)
≥ q± P
(
T±
(
log
(
x
y
)
− α0
)
> t− 1
)
> q± P
(
T±
(
log
(
x
y
)
− α0
)
> t
)
= q± Px0,y0(τ(∓B) > t).
Since (2.23) implies the bound Px,y(τ(∓B) > t) ≤ N(Z(t)) for any (x, y) ∈ D◦, we
obtain
lim
t→∞
1
t
log (Px,y(τ(∓B) > t)) = lim
t→∞
1
t
log
(
Φ(±)(x, y, t)
)
= − µ
2
2σ2±
, (2.27)
by the inequality above, our analysis under assumption (2.25) and the limit in (2.24).
Definition (2.3) and assumption σ± 6= 0 imply |σ+| > |σ−| > 0 and hence
− µ2
2σ2−
< − µ2
2σ2+
. The mirror coupling is therefore not optimal for Problem (EE+)
since it has a strictly thicker exponential tail than the synchronous coupling. Like-
wise, the synchronous coupling is not optimal for Problem (EE−), which requires
the thickest possible exponential tail among all couplings, since it has a thinner tail
than the mirror coupling.
In the case σ± = 0 we have σ1 = σ2 and, by (2.4), τ(B) = 1µ log
(
x
y
)
. Hence
Px,y (τ(B) > t) = 0 for all t ≥ 1µ log
(
x
y
)
. Since the equality in (2.27) still holds for
29
± = + (note that |σ+| > 0), we obtain
lim
t→∞
1
t
log (Px,y (τ(B) > t)) = −∞ < − µ
2
2σ2+
= lim
t→∞
1
t
log (Px,y (τ(−B) > t)) .
This inequality implies that the mirror (resp. synchronous) coupling is not optimal
for Problem (EE+) (resp. (EE−)).
Remark 2.6.2. It is the presence of the positive drift µ > 0 that makes the mirror
coupling suboptimal in Problem (T+) (see Theorem 2.4.1). The proof of Theo-
rem 2.6.1 suggests that if the drift is positive, it is in fact better (according to the
exponential efficiency criterion) to use the synchronous coupling. This naturally
leads to the following conjecture.
Conjecture 2.6.3. If µ > 0, the synchronous (resp. mirror) coupling is optimal in
Problem (EE+) (resp. (EE−)).
2.7 Conclusion
We have seen that, unlike in the case of Brownian motions, the mirror and syn-
chronous couplings are not always a solution to the finite horizon problem for geo-
metric Brownian motions. Nevertheless, this does not prevent them from solving the
ergodic average and infinite horizon problems (for all discount rates). Interestingly,
when it comes to the exponential efficiency, this problem is again not always solved
by the two couplings.
For the exponential efficiency problem, we at least have a more or less natural
conjecture (although we do not see any natural way of proving or disproving it). In
the case of the finite horizon problem, there seems to be no clear candidate. It may
even happen that there is no optimal coupling since the supremum and infimum
need not be attained. In any case, we will at least “obtain” the value function at
the very end of the thesis via the policy improvement algorithm. In fact, this is
where the motivation to start looking at the policy improvement algorithm in a
continuous setting came from.
Why did we only deal with geometric Brownian motions and not general
diffusion processes (with the diffusion coefficients of the same sign)? The reason lies
in Lemma 2.3.5, where certain analytical properties of the candidate value functions
had to be verified. In the case of geometric Brownian motions, this was easy since
we had obtained an explicit formula for the functions. If we had been dealing with
other processes, this could have easily become an impossible task.
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Chapter 3
The policy improvement
algorithm for the general
continuous discounted
infinite-horizon problem
3.1 Introduction
To the best of the author’s knowledge, nothing has been published about the policy
improvement algorithm for controlled processes in continuous time with continuous
state space, continuous paths and general action space. In this and the next chap-
ter we deal with such processes, which become diffusion processes if controlled by
Markov policies.
In the present chapter we investigate the discounted infinite-horizon minimi-
sation problem. In Section 3.2 we treat the one-dimensional case. The first idea,
based on the discrete case formula in (1.1), was to define the policy at each step
(given an initial policy) by
pin+1(x) := argmin
p∈A
(LpVpin(x)− α(x, p)Vpin(x) + f(x, p)) , x ∈ (a, b), n ∈ N0,
where A is the compact action space, Lp the infinitesimal generator corresponding
to action p, Vpin the payoff function generated by the Markov policy pin, α the
discounting function, f the cost function, and (a, b) the (possibly infinite) state
space. (Note that we have an additional term; this is because α in the discrete case,
unlike here, was constant.) It turned out that it is better to look at the “normed”
31
HJB equation (cf. [18, p. 12]), with a normalising multiplier such that the policies
no longer depend on the second derivative of the payoff function: for each n ∈ N0,
pin+1(x) := argmin
p∈A
(
µ(x, p)
σ(x, p)2
V ′pin(x)−
α(x, p)
σ(x, p)2
Vpin(x) +
f(x, p)
σ(x, p)2
)
, x ∈ (a, b),
where µ is the drift and σ the diffusion coefficient.
We solve the problem by finding a convergent subsequence of the sequence
{pin}n∈N whose limit is an optimal policy, and by proving that the sequence of payoff
functions {Vpin}n∈N converges to the value function of the problem; the convergence
is monotonic, so the policy on each step of the algorithm indeed improves the pre-
vious one (as in the discrete case). No discretisation of time, action space or state
space is involved at any point.
In Section 3.3 we treat the multidimensional case. Although the results can
be applied to one dimension, they do not imply the results of the previous section.
The results of Section 3.2 are more general because they deal with domains other
than R and because we can use the normed HJB equation. Despite this the proofs
in the multidimensional case are not easier, in fact there is an additional property
that has to be proved. For the purpose of elliptic differential equations theory, we
need to establish the continuity of the payoff functions in advance. We do that by
invoking the mirror coupling of multidimensional diffusions (Lemma 3.3.13).
In order to carry out our proof that the algorithm works, the data of the
problem have to satisfy certain assumptions; in Section 3.4 we show that there
is a large family of suitable data. We also present a concrete example that we
implemented in Matlab, for which the convergence towards both the optimal policy
and the value function is numerically very fast, which again sounds familiar from
the discrete case.
3.2 One-dimensional case
3.2.1 Setting and the algorithm
Let (Ω,F , (Ft)t≥0, P ) be a filtered probability space (satisfying the usual conditions)
that supports an (Ft)t≥0-Brownian motion B = (Bt)t≥0. Let a, b ∈ [−∞,∞], a < b,
and for any R-valued process Y = (Yt)t≥0 define
τ ba(Y ) := inf{t ≥ 0; Yt ≤ a or Yt ≥ b} (inf ∅ :=∞).
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Let (A, d) be a compact metric space, and for any x ∈ (a, b) define the set of
admissible controls at x as
A(x) := {Π = (Πt)t≥0; Π is an A-valued process adapted to (Ft)t≥0, and
there exists a pathwise unique process XΠ,x =
(
XΠ,xt
)
t≥0 that satisfies (3.1)},
where
XΠ,xt = x+
∫ t
0
σ
(
XΠ,xs ,Πs
)
dBs +
∫ t
0
µ
(
XΠ,xs ,Πs
)
ds, 0 ≤ t < τ ba
(
XΠ,x
)
,
XΠ,xt = X
Π,x
τba(X
Π,x)
, τ ba
(
XΠ,x
) ≤ t <∞, (3.1)
and σ : (a, b) × A → R and µ : (a, b) × A → R are measurable functions. In fact
it will not matter what the process XΠ,x looks like after it reaches a or b, if that
occurs at all.
Let α : (a, b) × A → R and f : (a, b) × A → R be measurable functions and
g : {a, b} ∩ R → R an arbitrary function. For any x ∈ (a, b) and Π ∈ A(x) define
the payoff as
VΠ(x) := E
(∫ τba(XΠ,x)
0
e−
∫ t
0 α(X
Π,x
s ,Πs)dsf
(
XΠ,xt ,Πt
)
dt
+e−
∫ τba(XΠ,x)
0 α(X
Π,x
t ,Πt)dt g
(
XΠ,x
τba(X
Π,x)
)
I{τba(XΠ,x)<∞}
)
.
The problem is to find the value function V , defined by
V (x) := inf
Π∈A(x)
VΠ(x), x ∈ (a, b),
and an optimal control (which will in general depend on x), if it exists.
In order to solve the problem, we make the following assumptions about the
functions σ, µ, α and f .
Assumption 3.2.1. The functions σ, µ, α and f are bounded, and Lipschitz on
compacts in (a, b)×A, i.e. for every compact set K ⊆ (a, b) there exists a constant
C > 0 such that
|h(x, p)− h(y, r)| ≤ C((x− y)2 + d(p, r)2) 12
holds for every x, y ∈ K, p, r ∈ A and h ∈ {σ, µ, α, f}. In addition, σ2 is bounded
away from 0, and α is positive and bounded away from 0.
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Assumption 3.2.2. For every h ∈ C2((a, b)) and x ∈ (a, b), let Ih(x) denote a point
where the minimum of the function
p 7→ µ(x, p)
σ(x, p)2
h′(x)− α(x, p)
σ(x, p)2
h(x) +
f(x, p)
σ(x, p)2
, p ∈ A,
is attained. If the sequence {h′n}n∈N is uniformly Lipschitz (i.e. there exists a con-
stant that is a Lipschitz constant for all the functions in the sequence) on compacts
in (a, b), then the points {Ihn(x); x ∈ (a, b), n ∈ N} can be chosen in such a way that
the sequence of functions {Ihn}n∈N (Ihn : (a, b)→ A) is also uniformly Lipschitz on
compacts in (a, b).
Remark 3.2.3. It is important to note that there are non-trivial data that satisfy
the above assumptions. Some are presented in Proposition 3.4.1.
We will need a special class of controls. A measurable function pi : (a, b)→ A
is a Markov policy if for every x ∈ (a, b) there exists a pathwise unique process
Xpi,x = (Xpi,xt )t≥0 that satisfies the following:
Xpi,xt = x+
∫ t
0
σ (Xpi,xs , pi (X
pi,x
s )) dBs +
∫ t
0
µ (Xpi,xs , pi (X
pi,x
s )) ds
if 0 ≤ t < τ ba (Xpi,x) ,
Xpi,xt = X
pi,x
τba(X
pi,x)
if τ ba (X
pi,x) ≤ t <∞.
(3.2)
If pi is a Markov policy, then pi(Xpi,x) := (pi(Xpi,xt ))t≥0 ∈ A(x) for every x ∈ (a, b)
(where pi(a), if a > −∞, and pi(b), if b <∞, are arbitrary elements of A). For easier
notation we define
σpi(·) := σ(·, pi(·)), µpi(·) := µ(·, pi(·)), αpi(·) := α(·, pi(·)), fpi(·) := f(·, pi(·)),
Vpi(·) := Vpi(Xpi,·)(·), and Lpih :=
1
2
σ2pih
′′ + µpih′ for h ∈ C2((a, b)).
If pi is a constant Markov policy with the value p ∈ A, we will write σp, µp, αp, fp
and Lp instead of σpi, µpi, αpi, fpi and Lpi, respectively.
The first proposition establishes that there is a large class of Markov policies.
It is the members of this class for which our algorithm will be defined. As explained
in Subsection 1.1.2, the proofs do not follow immediately, but are presented in the
next two subsections.
Proposition 3.2.4. If pi : (a, b)→ A is Lipschitz on compacts in (a, b), then pi is a
Markov policy.
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It turns out that the corresponding payoff functions satisfy the following
differential equation (cf. Lemma 1.3.2).
Proposition 3.2.5. For any Markov policy pi that is Lipschitz on compacts in (a, b),
the following holds: Vpi ∈ C2((a, b)) and
LpiVpi − αpiVpi + fpi = 0.
Now we can finally present the algorithm. Let pi0 be a Markov policy that
is Lipschitz on compacts in (a, b). The policy improvement algorithm is defined
inductively in the following way:
pin+1(x) := argmin
p∈A
(
LpVpin
σ2p
(x)− αpVpin
σ2p
(x) +
fp
σ2p
(x)
)
, x ∈ (a, b), n ∈ N0. (3.3)
Note the equality pin+1(x) = argminp∈A
(
µ(x,p)
σ(x,p)2
V ′pin(x)− α(x,p)σ(x,p)2 Vpin(x) + f(x,p)σ(x,p)2
)
.
For every n ∈ N0, the function V ′′pin is continuous by Proposition 3.2.5, hence V ′pin is
Lipschitz on compacts in (a, b). Therefore Assumption 3.2.2 (applied separately for
every n ∈ N0) ensures that the points {pin+1(x); x ∈ (a, b)} can be chosen in such a
way that pin+1 : (a, b)→ A is Lipschitz on compacts in (a, b).
Remark 3.2.6. If the algorithm stops, i.e. pin+1 = pin for some n ∈ N0, then clearly
Vpim = Vpin and pim = pin hold for every m ≥ n. We can then proceed directly to the
verification lemma (Theorem 3.2.10) to prove that Vpin is the value function and pin
is an optimal policy. In general we first need to establish the existence of the limit
payoff function and strategy.
The next theorem justifies the name of the algorithm (cf. Theorem 1.3.3).
Theorem 3.2.7. For every n ∈ N0, x ∈ (a, b) and Markov policy pi0 that is Lipschitz
on compacts in (a, b), the following holds:
Vpin+1(x) ≤ Vpin(x).
Since {Vpin}n∈N is a decreasing bounded sequence, we can define
Vlim(x) := lim
n→∞Vpin(x), x ∈ (a, b).
The sequence of policies might not converge, but the next proposition says that
there exists a convergent subsequence.
Proposition 3.2.8. There exists a subsequence of {pin}n∈N that converges uniformly
on every compact subset of (a, b).
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Therefore this subsequence converges (pointwise) on (a, b); denote the limit
by pilim. Note that Vlim and pilim can in principle depend on pi0. Additionally, pilim
could depend on the choice of the subsequence from Proposition 3.2.8. However,
this turns out to be irrelevant in the following theorem, which brings together the
limit payoff function and the limit policy.
Theorem 3.2.9. For every x ∈ (a, b) and Markov policy pi0 that is Lipschitz on
compacts in (a, b), the following holds:
Vlim(x) = Vpilim(x).
The last step establishes Vlim = V via the so called verification lemma.
Theorem 3.2.10. For every x ∈ (a, b), Π ∈ A(x) and Markov policy pi0 that is
Lipschitz on compacts in (a, b), the following holds:
Vlim(x) ≤ VΠ(x).
Hence Vlim is the value function (and does not depend on pi0) and pilim is an optimal
policy.
3.2.2 Auxiliary results
Lemma 3.2.11. For any Markov policy pi, the payoff function Vpi : (a, b) → R can
be continuously extended by defining Vpi(a) := g(a) if a > −∞ and Vpi(b) := g(b) if
b <∞.
Proof. Let {xn}n∈N be a decreasing sequence in (a, b) that converges to a > −∞. If
we prove
lim
n→∞Vpi(xn) = g(a),
the lemma follows (since the proof for b is analogous).
Let  > 0. Since µ is bounded and σ2 is bounded and bounded away from 0,
the process Xpi,xn locally looks like a Brownian motion with drift, therefore
P (τ∞a (Xpi,xn) > ) <  and P
(
τ∞a (X
pi,xn) > τ b−∞ (X
pi,xn)
)
< 
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hold for all large enough n ∈ N. Hence there exists n0 ∈ N such that
P
(
τ∞a (X
pi,xn) >  ∧ τ b−∞ (Xpi,xn)
)
≤ P (τ∞a (Xpi,xn) > ) + P
(
τ∞a (X
pi,xn) > τ b−∞ (X
pi,xn)
)
< 2
holds for all n ≥ n0. We obtain
|Vpi(xn)− g(a)|
≤ E
(∫ τba(Xpi,xn )
0
e−
∫ t
0 αpi(X
pi,xn
s )ds |fpi (Xpi,xnt )| dt I{τ∞a (Xpi,xn )>∧τb−∞(Xpi,xn )}
)
+ E
(∣∣∣∣e− ∫ τba(Xpi,xn )0 αpi(Xpi,xns )dt g (Xpi,xnτba(Xpi,xn ))− g(a)
∣∣∣∣ I{τ∞a (Xpi,xn )>∧τb−∞(Xpi,xn )}
)
+ E
(∫ τba(Xpi,xn )
0
e−
∫ t
0 αpi(X
pi,xn
s )ds |fpi (Xpi,xnt )| dt I{τ∞a (Xpi,xn )≤∧τb−∞(Xpi,xn )}
)
+ E
(∣∣∣∣e− ∫ τba(Xpi,xn )0 αpi(Xpi,xns )dt g (Xpi,xnτba(Xpi,xn ))− g(a)
∣∣∣∣ I{τ∞a (Xpi,xn )≤∧τb−∞(Xpi,xn )}
)
.
We will now see that there exists M > 0 such that each of the four terms is bounded
by M if n ≥ n0, which concludes the proof. For the first term we obtain the bound
since f is bounded, α is positive and bounded away from 0, and the probability
of the event is under 2. To estimate the second term, we only need to note that
g is bounded. In the third term we can change the upper bound in the integral
to , which then yields the desired estimate. Applying the elementary inequality
1− e−x ≤ x for x ≥ 0, we obtain for the final term
E
(∣∣∣∣e− ∫ τba(Xpi,xn )0 αpi(Xpi,xnt )dt g (Xpi,xnτba(Xpi,xn ))− g(a)
∣∣∣∣ I{τ∞a (Xpi,xn )≤∧τb−∞(Xpi,xn )}
)
= E
(∣∣∣∣1− e− ∫ τba(Xpi,xn )0 αpi(Xpi,xnt )dt∣∣∣∣ |g(a)| I{τ∞a (Xpi,xn )≤∧τb−∞(Xpi,xn )}
)
≤ E
(∫ τba(Xpi,xn )
0
αpi (X
pi,xn
t ) dt |g(a)| I{τ∞a (Xpi,xn )≤∧τb−∞(Xpi,xn )}
)
≤ E
(∫ 
0
αpi (X
pi,xn
t ) dt |g(a)|
)
,
which yields the required bound since α is bounded.
The processes controlled by Markov policies are strong Markov processes
(Theorem 4.20 in [17, p. 322]). This enables us to prove the following lemma.
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Lemma 3.2.12. The following holds for every Markov policy pi, x ∈ (a, b) and
stopping time S:
E
(∫ τba(Xpi,x)
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ e−
∫ τba(Xpi,x)
0 αpi(X
pi,x
t )dt g
(
Xpi,x
τba(X
pi,x)
)
I{τba(Xpi,x)<∞}
∣∣∣∣∣FS
)
=
∫ S∧τba(Xpi,x)
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ e−
∫ S∧τba(Xpi,x)
0 αpi(X
pi,x
s )ds Vpi
(
Xpi,x
S∧τba(Xpi,x)
)
I{S∧τba(Xpi,x)<∞}.
In particular, the process M is a uniformly integrable martingale, where
Mr :=
∫ r∧τba(Xpi,x)
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ e−
∫ r∧τba(Xpi,x)
0 αpi(X
pi,x
s )ds Vpi
(
Xpi,x
r∧τba(Xpi,x)
)
, r ≥ 0.
Proof. Let τ := τ ba (X
pi,x) and τS := τ ◦ θS∧τ = τ ba
(
Xpi,x·+S∧τ
)
. Then τS = τ − S ∧ τ
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holds almost surely. We obtain
E
(∫ τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ e
− ∫ τ0 αpi(Xpi,xt )dt g (Xpi,xτ ) I{τ<∞}
∣∣∣∣∣FS
)
= E
(∫ τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ e
− ∫ τ0 αpi(Xpi,xt )dt g (Xpi,xτ ) I{τ<∞}
∣∣∣∣∣FS∧τ
)
=
∫ S∧τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ E
(
I{S∧τ<∞}
∫ τ−S∧τ
0
e−
∫ t+S∧τ
0 αpi(X
pi,x
s )dsfpi
(
Xpi,xt+τ∧S
)
dt
+ e−
∫ τ
0 αpi(X
pi,x
t )dt g (Xpi,xτ ) I{τS<∞}I{S∧τ<∞}
∣∣∣∣∣FS∧τ
)
=
∫ S∧τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ I{S∧τ<∞}e
− ∫ S∧τ0 αpi(Xpi,xt )dt
· E
(∫ τS
0
e−
∫ t
0 αpi(X
pi,x
s+S∧τ)dsfpi
(
Xpi,xt+S∧τ
)
dt
+ e−
∫ τS
0 αpi(X
pi,x
t+S∧τ)dt g
(
Xpi,xτS+S∧τ
)
I{τS<∞}
∣∣∣∣∣FS∧τ
)
=
∫ S∧τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ I{S∧τ<∞}e
− ∫ S∧τ0 αpi(Xpi,xt )dt
· Ex
(∫ τ
0
e−
∫ t
0 αpi(X
pi
s )dsfpi (X
pi
t ) dt ◦ θS∧τ + e−
∫ τ
0 αpi(X
pi
t )dt g (Xpiτ ) I{τ<∞} ◦ θS∧τ
∣∣∣∣∣FS∧τ
)
=
∫ S∧τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ I{S∧τ<∞}e
− ∫ S∧τ0 αpi(Xpi,xt )dt
· EXpi,xS∧τ
(∫ τ
0
e−
∫ t
0 αpi(X
pi
s )dsfpi (X
pi
t ) dt+ e
− ∫ τ0 αpi(Xpit )dt g (Xpiτ ) I{τ<∞}
)
=
∫ S∧τ
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ I{S∧τ<∞}e
− ∫ S∧τ0 αpi(Xpi,xt )dt Vpi (Xpi,xS∧τ) ,
where we used the strong Markov property in the penultimate step.
We will need the following version of the Ascoli-Arzela Theorem.
Lemma 3.2.13. Let (M1, d1) and (M2, d2) be compact metric spaces, and for every
n ∈ N let fn : M1 →M2. If the sequence {fn}n∈N is equicontinuous, i.e.
∀ > 0 ∃δ > 0 ∀x, y ∈M1 ∀n ∈ N : d1(x, y) < δ =⇒ d2(fn(x), fn(y)) < ,
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then there exists a uniformly convergent subsequence, i.e.
∃{fnk}k∈N ⊆ {fn}n∈N ∃f ∈MM12 ∀ > 0 ∃N ∈ N
∀x ∈M1 ∀k ≥ N : d2(fnk(x), f(x)) < .
Proof. First we will show that (M1, d1) (and thus every compact metric space) is
separable, i.e. it contains a countable dense subset. For every n ∈ N and x ∈ M1
define
B
(
x,
1
n
)
:=
{
y ∈M1; d1(x, y) < 1
n
}
,
which is the open ball of radius 1n around x. The collection
{
B
(
x, 1n
)
; x ∈M1
}
is
an open cover for M1, hence by compactness there exists a finite subcover. Let Sn
denote the set of all centres of the balls from this finite subcover. Then the distance
from any point of M1 to the set Sn is less than
1
n , therefore the set
S :=
⋃
n∈N
Sn
is clearly dense and countable.
Now we will find a subsequence of {fn}n∈N that converges pointwise on S by
the standard diagonalisation argument. Since S is countable, it can be written in
the following form:
S = {xn ∈M1; n ∈ N}.
Since the sequence {fn(x1)}n∈N is contained in a compact metric space, it has a con-
vergent subsequence (compactness and sequential compactness coincide for metric
spaces), which we will denote by {f1n(x1)}n∈N. For every k ∈ N, we similarly obtain
a sequence
{fk+1n }n∈N ⊆ {fkn}n∈N
that converges at xk+1. Now we look at the diagonal sequence {fnn }n∈N. It is clearly
still a subsequence of the original sequence, and by construction it converges at
every point of S.
In the last step we will prove that the sequence {fnn }n∈N is uniformly Cauchy.
Since every compact metric space is complete, it will follow that the sequence
{fnn }n∈N is uniformly convergent. Let  > 0. By equicontinuity there exists M ∈ N
such that the following holds:
∀x, y ∈M1 ∀n ∈ N : d1(x, y) < 1
M
=⇒ d2(fnn (x)− fnn (y)) <

3
.
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Recall that the set SM is finite and that the sequence {fnn }n∈N converges at each of
its points, hence there exists N ∈ N such that
∀s ∈ SM ∀n,m ≥ N : d2(fnn (s), fmm (s)) <

3
.
Fix now x ∈ M1 and n,m ≥ N . By the construction of SM , there exists s ∈ SM
such that d1(x, s) <
1
M . Then the last two statements yield
d2(f
n
n (x), f
m
m (x)) ≤ d2(fnn (x), fnn (s)) + d2(fnn (s), fmm (s)) + d2(fmm (s), fmm (x))
<

3
+

3
+

3
= ,
which concludes the proof.
3.2.3 Proofs
Proof of Proposition 3.2.4. If (a, b) = R, then the Lipschitz property on compacts
and boundedness of σ and µ guarantee the existence of a unique strong non-
exploding solution (see for example [5, p. 45]). When (a, b) is not equal to R,
we apply the following state-space transformation. Let φ : (a, b) → R be a C2-
diffeomorphism and consider the following stochastic differential equation (this is
the equation that the process φ (Xpi,x) would satisfy due to Itoˆ’s lemma if we knew
that the process Xpi,x existed):
Yt = φ(x) +
∫ t
0
(
µpi(φ
−1(Ys)) · φ′(φ−1(Ys)) + 1
2
σ2pi(φ
−1(Ys)) · φ′′(φ−1(Ys))
)
ds
+
∫ t
0
σpi(φ
−1(Ys)) · φ′(φ−1(Ys)) dBs, 0 ≤ t < τ∞−∞ (Y ) ,
Yt = Yτ∞−∞(Y ), τ
∞
−∞ (Y ) ≤ t <∞.
The new drift and diffusion functions are clearly Lipschitz on compacts in R, hence
there exists a unique strong solution, see for example [5, p. 45]. Then the process
φ−1(Y ) takes values in [a, b] and is the unique strong solution of (3.2). (Note that
the explosion of Y corresponds to Xpi,x reaching a or b.)
Proof of Proposition 3.2.5. Let a < a′ < a′′ < x < b′′ < b′ < b, and for any c < d
denote τdc := τ
d
c (X
pi,x). Let v ∈ C2((a′, b′)) ∩ C([a′, b′]) be the unique solution of the
boundary value problem
Lpiv − αpiv + fpi = 0, v(a′) = Vpi(a′), v(b′) = Vpi(b′),
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which is guaranteed to exist by Theorem 19 in [9, p. 87] (the main assumptions
in the theorem are that σ2pi > 0, αpi ≥ 0, and that all the coefficients are Ho¨lder
continuous, which is satisfied because we imposed the Lipschitz condition on σ, µ,
α, f and pi). Define the process Sa
′′,b′′ = (Sa
′′,b′′
t )t≥0 and analogously Sa
′,b′ by
Sa
′′,b′′
t :=
∫ t∧τb′′
a′′
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (Xpi,xs ) ds+ e
− ∫ t∧τb′′a′′0 αpi(Xpi,xr )drv
(
Xpi,x
t∧τb′′
a′′
)
.
Itoˆ’s formula on [0, τ b
′′
a′′ ] and the differential equation for v yield
Sa
′′,b′′
t = v(x) +
∫ t∧τb′′
a′′
0
e−
∫ s
0 αpi(X
pi,x
r )dr (fpi + Lpiv − αpiv) (Xpi,xs ) ds
+
∫ t∧τb′′
a′′
0
e−
∫ s
0 αpi(X
pi,x
r )drσpiv
′ (Xpi,xs ) dBs
= v(x) +
∫ t∧τb′′
a′′
0
e−
∫ s
0 αpi(X
pi,x
r )drσpiv
′ (Xpi,xs ) dBs.
Hence Sa
′′,b′′ is a local martingale, and since it is clearly a bounded process, it is a
uniformly integrable martingale. Thus the Dominated Convergence Theorem yields
v(x) = lim
a′′→a′
lim
b′′→b′
E
(
Sa
′′,b′′
0
)
= lim
a′′→a′
lim
b′′→b′
E
(
Sa
′′,b′′
∞
)
= E
(
Sa
′,b′
∞
)
.
Due to the boundary conditions for v and Lemma 3.2.12 we obtain
Sa
′,b′
∞ =
∫ τb′
a′
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τb′a′0 αpi(Xpi,xr )drv
(
Xpi,x
τb
′
a′
)
I{τb′
a′<∞}
=
∫ τb′
a′
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τb′a′0 αpi(Xpi,xr )drVpi
(
Xpi,x
τb
′
a′
)
I{τb′
a′<∞}
= E
(∫ τba
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τba0 αpi(Xpi,xr )drg (Xpi,x
τba
)
I{τba<∞}
∣∣∣∣∣Fτb′a′
)
,
and therefore
v(x) = E
(∫ τba
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τba0 αpi(Xpi,xr )drg (Xpi,x
τba
)
I{τba<∞}
)
= Vpi(x).
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Proof of Theorem 3.2.7. Let a < a′ < x < b′ < b and τdc := τdc (Xpin+1,x) for any
c < d. Define the process S by
St :=
∫ t
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
+ e−
∫ t
0 αpin+1(X
pin+1,x
r )dr Vpin
(
X
pin+1,x
t
)
, t ≥ 0.
Itoˆ’s formula, which is applicable thanks to Proposition 3.2.5, yields
S
t∧τb′
a′
= Vpin(x) +
∫ t∧τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr σpin+1V
′
pin (X
pin+1,x
s ) dBs
+
∫ t∧τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr (fpin+1 + Lpin+1Vpin − αpin+1Vpin) (Xpin+1,xs ) ds.
The stochastic integral is a martingale since the functions σpin+1 and V
′
pin are bounded
on [a′, b′] by Assumption 3.2.1 and Proposition 3.2.5, respectively. Hence we obtain
E
(
S
t∧τb′
a′
)
= Vpin(x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr
·σ2pin+1
(
fpin+1
σ2pin+1
+
Lpin+1Vpin
σ2pin+1
− αpin+1Vpin
σ2pin+1
)
(Xpin+1,xs ) ds
)
.
By the definition of the policy improvement algorithm (3.3) we get
E
(
S
t∧τb′
a′
)
= Vpin(x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr
·σ2pin+1 minp∈A
(
fp
σ2p
+
LpVpin
σ2p
− αpVpin
σ2p
)
(Xpin+1,xs ) ds
)
≤ Vpin(x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr
·σ
2
pin+1
σ2pin
(fpin + LpinVpin − αpinVpin) (Xpin+1,xs ) ds
)
= Vpin(x),
where we used Proposition 3.2.5 in the last step. By recalling the definition of St
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and applying the Dominated Convergence Theorem as t tends to ∞, we obtain
Vpin(x) ≥ E
(∫ τb′
a′
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
+e−
∫ τb′
a′
0 αpin+1(X
pin+1,x
r )dr Vpin
(
X
pin+1,x
τb
′
a′
)
I{τb′
a′<∞}
)
.
Now we send a′ to a and b′ to b, and applying the Dominated Convergence Theorem,
Lemma 3.2.11 and the definition of V pin+1 we obtain
Vpin(x) ≥ E
(∫ τba
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
+e−
∫ τba
0 αpin+1(X
pin+1,x
r )dr g
(
X
pin+1,x
τba
)
I{τba<∞}
)
= Vpin+1(x),
which is what we had to prove.
Proof of Proposition 3.2.8. Let the sequences {an}n∈N and {bn}n∈N be such that
the following holds for every k ∈ N:
a < ak+1 < ak < bk < bk+1 < b and
⋃
n∈N
[an, bn] = (a, b).
Applying Interior Estimates1 from [9, p. 86], Assumption 3.2.1 and Proposition 3.2.5
to the sequences {σpin}n∈N, {µpin}n∈N, {αpin}n∈N, {fpin}n∈N and {Vpin}n∈N, we obtain
that the sequence {V ′′pin}n∈N is uniformly bounded on [ak, bk] for every k ∈ N, which
implies that the sequence {V ′pin}n∈N is uniformly Lipschitz on [ak, bk] for every k ∈ N.
Recalling the policy improvement algorithm (3.3) and applying Assumption 3.2.2, we
obtain that the sequence {pin}n∈N is uniformly Lipschitz and hence equicontinuous
on [ak, bk] for every k ∈ N. Define pi0n := pin for every n ∈ N. Thanks to the
version of the Arzela-Ascoli Theorem in Lemma 3.2.13, for every k ∈ N there exists
a subsequence {pikn}n∈N ⊆ {pik−1n }n∈N such that {pikn}n∈N converges uniformly on
[ak, bk]. The diagonal sequence, i.e. {pinn}n∈N, then converges uniformly on [ak, bk]
for every k ∈ N, and hence on every compact subset of (a, b).
1 The theorem considers a family of uniformly elliptic differential equations. Roughly speaking,
it says that if the coefficients have certain uniform boundedness properties away from the boundary,
then the solutions (if they are bounded) have similar properties.
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Proof of Theorem 3.2.9. Let {pink}k∈N be a sequence from Proposition 3.2.8 that
converges to pilim uniformly on compacts in (a, b). Let k ∈ N, a < a′ < x < b′ < b
and τ b
′
a′ := τ
b′
a′ (X
pilim,x). Define the process S = (St)t≥0 by
St :=
∫ t
0
e−
∫ s
0 αpink (X
pilim,x
r )drfpink (X
pilim,x
s ) ds+ e
− ∫ t0 αpink (Xpilim,xr )dr Vpink (Xpilim,xt ) .
Itoˆ’s formula yields
S
t∧τb′
a′
= Vpink (x) +
∫ t∧τb′
a′
0
e−
∫ s
0 αpink (X
pilim,x
r )dr σpilimV
′
pink
(Xpilim,xs ) dBs
+
∫ t∧τb′
a′
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds.
The stochastic integral is a martingale since the functions σpilim and V
′
pink
are bounded
on [a′, b′] (by Assumption 3.2.1 and Proposition 3.2.5). Hence we obtain
E
(
S
t∧τb′
a′
)
= Vpink (x)
+ E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds
)
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
LpilimVpink − LpinkVpink
)
(Xpilim,xs ) ds
)
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
·
(
1
2
(
σ2pilim − σ2pink
)
V ′′pink +
(
µpilim − µpink
)
V ′pink
)
(Xpilim,xs ) ds
)
,
where we used Proposition 3.2.5 and the definition of the operator L. Applying
Interior Estimates from [9, p. 86], Assumption 3.2.1 and Proposition 3.2.5 to the
sequences {σpinm}m∈N, {µpinm}m∈N, {αpinm}m∈N, {fpinm}m∈N and {Vpinm}m∈N, we
obtain that the sequences {V ′pinm}m∈N and {V ′′pinm}m∈N are uniformly bounded on
[a′, b′]. Now the Dominated Convergence Theorem yields that the last term disap-
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pears when k tends to ∞, hence we obtain
E
(∫ t∧τb′
a′
0
e−
∫ s
0 αpilim(X
pilim,x
r )drfpilim (X
pilim,x
s ) ds
+e−
∫ t∧τb′
a′
0 αpilim(X
pilim,x
r )dr Vlim
(
Xpilim,x
t∧τb′
a′
))
= Vlim(x).
By first sending t to ∞ and then a′ to a and b′ to b, we obtain the desired equality
as in the previous proof.
When it comes to the policies, we only know that a subsequence converges.
The problem with the subsequence is that the policies are no longer improvements
of their predecessors. However, this problem can be overcome by considering the
original sequence and the shifted sequences as a two-dimensional sequence of policies,
as we shall see.
Proof of Theorem 3.2.10. The second assertion follows from Theorem 3.2.9.
Consider the sequence {(pin+1, pin) : (a, b) → A × A}n∈N, where A × A is
equipped with any p-product metric2, p ∈ [1,∞]. In the same way as in the proof
of Proposition 3.2.8 we can find a subsequence {(pi1+nk , pink)}k∈N that is uniformly
convergent on every compact set in (a, b).
For every k ∈ N, let
σˆk(·) := σ(·, pink(·)), pˆi∞(·) := limm→∞pinm(·) and σˆ∞(·) := σ(·, pˆi∞(·)).
Define µˆk, αˆk, fˆk and µˆ∞, αˆ∞, fˆ∞ in a corresponding fashion. Similarly, let
σ˜k(·) := σ(·, pink+1(·)), p˜i∞(·) := limm→∞pinm+1(·) and σ˜∞(·) := σ(·, p˜i∞(·)),
and define µ˜k, α˜k, f˜k and µ˜∞, α˜∞, f˜∞ in a corresponding fashion. Set
vˆk(·) := Vpink (·), v˜k(·) := Vpink+1(·), and v(·) := Vlim(·),
2 Let (X, dX) and (Y, dY ) be metric spaces, and for any (x1, y1), (x2, y2) ∈ X × Y define
dp((x1, y1), (x2, y2)) := (dX(x1, x2)
p + dY (y1, y2)
p)
1
p for p ∈ [1,∞),
d∞((x1, y1), (x2, y2)) := max ({dX(x1, x2), dY (y1, y2)}) .
It is well-known that {dp; p ∈ [0,∞]} is a family of equivalent metrics on X × Y .
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and define the operators Lˆk and Lˆ∞ by
Lˆku := 1
2
σˆ2ku
′′ + µˆku′ − αˆku+ fˆk, and Lˆ∞u := 1
2
σˆ2∞u
′′ + µˆ∞u′ − αˆ∞u+ fˆ∞,
with corresponding definitions for L˜k and L˜∞. Applying the last part of Theorem 153
from [9, p. 80], Proposition 3.2.5 and Assumption 3.2.1, we obtain that both Lˆ∞v =
0 and L˜∞v = 0 hold on every compact subset of (a, b), and that the sequence of
functions {12(σ˜2k−σˆ2k)vˆ′′k+(µ˜k−µˆk)vˆ′k−(α˜k−αˆk)vˆk+f˜k−fˆk}k∈N converges uniformly
to 12(σ˜
2∞− σˆ2∞)v′′+ (µ˜∞− µˆ∞)v′− (α˜∞− αˆ∞)v+ f˜∞− fˆ∞ on every compact subset
of (a, b). However, we know that
1
2
(σ˜2∞− σˆ2∞)v′′+ (µ˜∞− µˆ∞)v′− (α˜∞− αˆ∞)v+ f˜∞− fˆ∞ = L˜∞v− Lˆ∞v = 0. (3.4)
3 The theorem is stated for parabolic equations, but is also valid for the elliptic ones; in the
same way as the parabolic version follows from Theorem 5, p. 64, the elliptic version follows from
Interior Estimates, p. 86. Given the setting from the Interior Estimates, the theorem establishes
the convergence of solutions of uniformly elliptic differential equations provided that the coefficients
converge.
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Now let k ∈ N, a < a′ < x < b′ < b and τ b′a′ := τ b
′
a′ (X
Π,x). We obtain
E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ e−
∫ t∧τb′
a′
0 αΠr(X
Π,x
r )dr Vpink
(
XΠ,x
t∧τb′
a′
))
Itoˆ
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
(
fΠs + LΠsVpink − αΠsVpink
) (
XΠ,xs
)
ds
)
≥ Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )dr σ2Πs
·min
p∈A
(
fp
σ2p
+
LpVpink
σ2p
− αpVpink
σ2p
)(
XΠ,xs
)
ds
)
PIA(3.3)
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )dr σ
2
Πs
σ2pink+1
·
(
fpink+1 + Lpink+1Vpink − αpink+1Vpink
) (
XΠ,xs
)
ds
)
Prop. 3.2.5
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )dr σ
2
Πs
σ2pink+1
·
(
fpink+1 − fpink + Lpink+1Vpink − LpinkVpink − αpink+1Vpink + αpinkVpink
) (
XΠ,xs
)
ds
)
= Vpink (x) + E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )dr σ
2
Πs
σ2pink+1
·
(
1
2
(σ˜2k − σˆ2k)vˆ′′k + (µ˜k − µˆk)vˆ′k − (α˜k − αˆk)vˆk + f˜k − fˆk
)(
XΠ,xs
)
ds
)
,
Sending k to∞, applying the Dominated Convergence Theorem and using (3.4), we
obtain
E
(∫ t∧τb′
a′
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ e−
∫ t∧τb′
a′
0 αΠr(X
Π,x
r )dr Vlim
(
XΠ,x
t∧τb′
a′
))
≥ Vlim(x).
By first sending t to∞ and then a′ to a and b′ to b, we obtain the desired inequality
in the usual way.
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3.3 Multidimensional case
3.3.1 Setting and the algorithm
Let (Ω,F , (Ft)t≥0, P ) be a filtered probability space (satisfying the usual conditions)
that supports a d-dimensional (Ft)t≥0-Brownian motion B = (Bt)t≥0 (d ∈ N). Let
(A, d˜) be a compact metric space, and for any x ∈ Rd define the set of admissible
controls at x as
A(x) := {Π = (Πt)t≥0; Π is an A-valued process adapted to (Ft)t≥0, and
there exists a pathwise unique process XΠ,x =
(
XΠ,xt
)
t≥0 that satisfies (3.5)},
where
XΠ,xt = x+
∫ t
0
σ
(
XΠ,xs ,Πs
)
dBs +
∫ t
0
µ
(
XΠ,xs ,Πs
)
ds, t ≥ 0, (3.5)
and σ : Rd ×A→ Rd×d and µ : Rd ×A→ Rd are measurable mappings.
Let α : Rd × A → R and f : Rd × A → R be measurable functions. For any
x ∈ Rd and Π ∈ A(x) define the payoff as
VΠ(x) := E
(∫ ∞
0
e−
∫ t
0 α(X
Π,x
s ,Πs)dsf
(
XΠ,xt ,Πt
)
dt
)
.
The problem is to find the value function V , defined by
V (x) := inf
Π∈A(x)
VΠ(x), x ∈ Rd,
and an optimal control (which will in general depend on x), if it exists.
Before we continue, we have to mentions the norms. For any vector v ∈ Rd,
||v|| will denote its Euclidean norm. For a matrix M ∈ Rd×d, we will have
||M || := sup
{ ||Mv||
||v|| ; v ∈ R
d\{0}
}
=
√
λmax(MTM).
This is the spectral norm, which is defined as the induced Euclidean norm, and is
equal to the largest singular value of M , i.e. the square root of the largest eigenvalue
of the positive-semidefinite matrix MTM . When we say that a function that maps
to Rd or Rd×d is bounded, we mean that its norm is a bounded function. It is
worth noting that all the norms on finite-dimensional spaces are equivalent. The
reason why we chose the spectral (and not for example Frobenius) norm is the
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representation with the singular value, which will come in useful.
In order to solve the problem, we make the following assumptions about the
functions σ, µ, α and f .
Assumption 3.3.1. The functions σ, µ, α and f are bounded, and Lipschitz on
compacts in Rd×A, i.e. for every compact set K ⊆ Rd there exists a constant C > 0
such that
||h(x, p)− h(y, r)|| ≤ C
(
||x− y||2 + d˜(p, r)2
) 1
2
holds for every x, y ∈ K, p, r ∈ A and h ∈ {σ, µ, α, f}. In addition, α is positive
and bounded away from 0, and there exists λ > 0 such that
d∑
i,j=1
(σ(x, p)Tσ(x, p))i,jvivj ≥ λ||v||2 for all x ∈ Rd, p ∈ A, v ∈ Rd. (3.6)
Remark 3.3.2. (3.6) is the uniform ellipticity condition, and it is the multidimen-
sional analogue of being bounded away from 0. It implies (for all x and p) that
the smallest eigenvalue of σ(x, p)Tσ(x, p) is at least as big as λ, and that σ(x, p) is
invertible.
Assumption 3.3.3. For every h ∈ C2(Rd) and x ∈ Rd, let Ih(x) denote a point where
the minimum of the function
p 7→ 1
2
Tr
(
σ(x, p)THh(x)σ(x, p)
)
+ µ(x, p)T∇h(x)− α(x, p)h(x) + f(x, p), p ∈ A,
is attained (Hh is the Hessian matrix of the second derivatives of h, and we used the
standard notation for the trace, transpose and gradient). If the sequence {Hhn}n∈N
is uniformly bounded on compacts in Rd, then the points {Ihn(x); x ∈ Rd, n ∈ N}
can be chosen in such a way that the sequence of functions {Ihn}n∈N (Ihn : Rd → A)
is uniformly Lipschitz on compacts in Rd.
Remark 3.3.4. It is important to note that there are non-trivial data that satisfy
the above assumptions. Some are presented in Proposition 3.4.2.
It is time to introduce Markov policies. A measurable function pi : Rd → A is
a Markov policy if for every x ∈ Rd there exists a pathwise unique Rd-valued process
Xpi,x = (Xpi,xt )t≥0 that satisfies the following:
Xpi,xt = x+
∫ t
0
σ (Xpi,xs , pi (X
pi,x
s )) dBs +
∫ t
0
µ (Xpi,xs , pi (X
pi,x
s )) ds, t ≥ 0. (3.7)
If pi is a Markov policy, then pi(Xpi,x) := (pi(Xpi,xt ))t≥0 ∈ A(x) for every x ∈ Rd. For
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easier notation we define
σpi(·) := σ(·, pi(·)), µpi(·) := µ(·, pi(·)), αpi(·) := α(·, pi(·)), fpi(·) := f(·, pi(·)),
Vpi(·) := Vpi(Xpi,·)(·), and Lpih :=
1
2
Tr
(
σTpiHhσpi
)
+ µTpi∇h for h ∈ C2(Rd).
If pi is a constant Markov policy with the value p ∈ A, we will write σp, µp, αp, fp
and Lp instead of σpi, µpi, αpi, fpi and Lpi, respectively.
According to [5, p. 45] and thanks to Assumption 3.3.1, for every x ∈ Rd and
function pi : Rd → A that is Lipschitz on compacts in Rd, the stochastic differential
equation in (3.7) has a unique strong non-exploding solution, so every such pi is a
Markov policy.
It turns out that the payoff functions of Lipschitz Markov policies satisfy the
following differential equation.
Proposition 3.3.5. For any Markov policy pi that is Lipschitz on compacts in Rd,
the following holds: Vpi ∈ C2(Rd) and
LpiVpi − αpiVpi + fpi = 0.
Now we can present the algorithm. Let pi0 be a Markov policy that is Lip-
schitz on compacts in Rd. The policy improvement algorithm is defined in the
following way:
pin+1(x) := argmin
p∈A
(LpVpin(x)− αp(x)Vpin(x) + fp(x)) , x ∈ Rd, n ∈ N0. (3.8)
Note that the following equality holds:
pin+1(x)
= argmin
p∈A
(
1
2
Tr
(
σp(x)
T HVpin(x)σp(x)
)
+ µp(x)
T∇Vpin(x)− αp(x)Vpin(x) + fp(x)
)
.
Hence Assumption 3.3.3 (applied separately for each n ∈ N0) ensures that the
function pin+1 : Rd → A is Lipschitz on compacts in Rd (since HVpin is bounded on
compacts in Rd by Proposition 3.3.5).
Remark 3.3.6. If the algorithm stops, i.e. pin+1 = pin for some n ∈ N0, then clearly
Vpim = Vpin and pim = pin hold for every m ≥ n. We can then proceed directly to the
verification lemma (Theorem 3.3.10) to prove that Vpin is the value function and pin
is an optimal policy. In general we first need to establish the existence of the limit
payoff function and policy.
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The next theorem confirms that the policy is indeed improved at each step.
Theorem 3.3.7. For every n ∈ N0, x ∈ Rd and Markov policy pi0 that is Lipschitz
on compacts in Rd, the following holds:
Vpin+1(x) ≤ Vpin(x).
Since {Vpin}n∈N is a decreasing bounded sequence, we can define
Vlim(x) := lim
n→∞Vpin(x), x ∈ R
d.
The sequence of policies might not converge, but the next proposition says that
there exists a convergent subsequence.
Proposition 3.3.8. There exists a subsequence of {pin}n∈N that converges uniformly
on every compact subset of Rd.
Therefore this subsequence converges (pointwise) on Rd; denote the limit by
pilim. Note that Vlim and pilim can in principle depend on pi0. Additionally, pilim
could depend on the choice of the subsequence from Proposition 3.3.8. However,
this turns out to be irrelevant in the following theorem, which brings together the
limit payoff function and the limit policy.
Theorem 3.3.9. For every x ∈ Rd and Markov policy pi0 that is Lipschitz on
compacts in Rd, the following holds:
Vlim(x) = Vpilim(x).
The last step establishes Vlim = V via the so called verification lemma.
Theorem 3.3.10. For every x ∈ Rd, Π ∈ A(x) and Markov policy pi0 that is
Lipschitz on compacts in Rd, the following holds:
Vlim(x) ≤ VΠ(x).
Hence Vlim is the value function (and does not depend on pi0) and pilim is an optimal
policy.
3.3.2 Auxiliary results
The processes controlled by Markov policies are strong Markov processes (Theorem
4.20 in [17, p. 322]). This enables us to prove the following lemma.
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Lemma 3.3.11. The following holds for every Markov policy pi, x ∈ Rd and stopping
time S:
E
(∫ ∞
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
∣∣∣∣∣FS
)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ e
− ∫ S0 αpi(Xpi,xs )ds Vpi (Xpi,xS ) .
In particular, the process M is a uniformly integrable martingale, where
Mr :=
∫ r
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ e
− ∫ r0 αpi(Xpi,xs )ds Vpi (Xpi,xr ) , r ≥ 0.
Remark 3.3.12. Note that the expression e−
∫ S
0 αpi(X
pi,x
s )ds Vpi
(
Xpi,xS
)
is well-defined
on the event {S =∞} since e−
∫∞
0 αpi(X
pi,x
s )ds = 0 (because α is positive and bounded
away from 0) and Vpi is a bounded function (recall Assumption 3.3.3).
Proof. Let τ := τ ba (X
pi,x) and τS := τ ◦ θS∧τ = τ ba
(
Xpi,x·+S∧τ
)
. Then τS = τ − S ∧ τ
holds almost surely. We obtain
E
(∫ ∞
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
∣∣∣∣FS)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ E
(
I{S<∞}
∫ ∞
0
e−
∫ t+S
0 αpi(X
pi,x
s )dsfpi
(
Xpi,xt+S
)
dt
∣∣∣∣FS)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ I{S<∞}e−
∫ S
0 αpi(X
pi,x
t )dt E
(∫ ∞
0
e−
∫ t
0 αpi(X
pi,x
s+S)dsfpi
(
Xpi,xt+S
)
dt
∣∣∣∣FS)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ I{S<∞}e−
∫ S
0 αpi(X
pi,x
t )dt Ex
(∫ ∞
0
e−
∫ t
0 αpi(X
pi
s )dsfpi (X
pi
t ) dt ◦ θS
∣∣∣∣FS)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt
+ I{S<∞}e−
∫ S
0 αpi(X
pi,x
t )dt EXpi,xS
(∫ ∞
0
e−
∫ t
0 αpi(X
pi
s )dsfpi (X
pi
t ) dt
)
=
∫ S
0
e−
∫ t
0 αpi(X
pi,x
s )dsfpi (X
pi,x
t ) dt+ I{S<∞}e
− ∫ S0 αpi(Xpi,xt )dt Vpi(Xpi,xS ),
where we used the strong Markov property in the penultimate step.
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In the next two rather lengthy lemmas we will prove that the payoff functions
are continuous. The main part is to show that we can couple the controlled processes
started close together in such a way that the probability of not coupling soon is small.
As shown in the following lemma, this can be achieved by the mirror coupling, which
in the case of multidimensional diffusions turns out to be much more complicated
than for one-dimensional Brownian motions.
Lemma 3.3.13. For every Lipschitz Markov control and small enough  > 0 there
exists δ > 0 such that the following holds for every x, y ∈ Rd: if ||x − y|| < δ then
there exist processes X˜x,pi and X˜y,pi that have the same laws as Xx,pi and Xy,pi,
respectively, such that ∣∣∣∣∣∣X˜x,pit − X˜y,pit ∣∣∣∣∣∣2 ≤ Sτt on {t < ρδ}
and
X˜x,pit = X˜
y,pi
t on {t ≥ ρ0}
for every t ≥ 0, where
ρc := inf
{
t ≥ 0;
∣∣∣∣∣∣X˜x,pi − X˜y,pi∣∣∣∣∣∣ = c} , (inf ∅ =∞),
for any c ≥ 0, S is the squared Bessel process of dimension 1 +  started at ||x− y||,
and (τt)t≥0 is a stochastic time change with the property
τt ≤ t
λ
, t ≥ 0.
Proof. Let X˜pi,x be equal to Xpi,x, which is defined as the solution of (3.7). Let
Xˆpi,y be the solution of the following stochastic differential equation (it exists and
is unique, see [23]):
Xˆpi,yt = y +
∫ t
0
µpi
(
Xˆpi,ys
)
ds+
∫ t
0
σpi
(
Xˆpi,ys
)
Hs dBs, t ≥ 0,
where
Ht := I − 2utuTt , t ≥ 0,
(note that Ht is a reflection in Rd about the hyperplane that is orthogonal to the
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unit vector ut and contains the origin), and
ut :=
σ−1pi
(
Xˆpi,yt
)
Xt∣∣∣∣∣∣σ−1pi (Xˆpi,yt )Xt∣∣∣∣∣∣ , Xt := Xpi,xt − Xˆpi,yt , t ≥ 0.
By Le´vy’s characterisation theorem the process∫ t
0
Hs dBs, t ≥ 0,
is a d-dimensional Brownian motion, hence Xˆpi,y has the same law as Xpi,y. Defining
X˜pi,yt := Xˆ
pi,y
t I{t≤ρ0} +X
pi,x
t I{t>ρ0}, t ≥ 0,
we see (by the strong Markov property) that X˜pi,y has the same law as Xpi,y, and it
is obviously equal to Xpi,x after ρ0.
For easier notation, set (for every t ≥ 0)
S¯t := ||Xt||2, At := σpi (Xpi,xt ) , Ct := σpi
(
Xˆpi,yt
)
,
vt :=
Xt
||Xt|| , bt := µpi (X
pi,x
t )− µpi
(
Xˆpi,yt
)
.
Itoˆ’s lemma, applied to the function
h(x1, · · · , xd) := x21 + · · ·+ x2d,
yields for every t ≥ 0
S¯t = ||x− y||+
∫ t
0
∇h (Xs)T (As − CsHs) dBs
+
∫ t
0
(
∇h (Xs)T bt + 1
2
Tr
(
(As − CsHs)T Hh (Xs) (As − CsHs)
))
ds
= ||x− y||+
∫ t
0
2
√
S¯sv
T
s (As − CsHs) dBs
+
∫ t
0
(
2
√
S¯sv
T
s bt + Tr
(
(As − CsHs) (As − CsHs)T
))
ds.
(3.9)
Before we can time-change the process S¯ and compare it to the Bessel process,
we need to make quite a long and technical detour. First we will prove
Tr
(
αtα
T
t
)− ∣∣∣∣vTt αt∣∣∣∣2 = Tr (βtβTt )− ∣∣∣∣vTt βt∣∣∣∣2 , t ≥ 0, (3.10)
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where
αt := At − CtHt and βt := At − Ct, t ≥ 0.
We obtain
Tr
(
αtα
T
t
)− ∣∣∣∣vTt αt∣∣∣∣2 − Tr (βtβTt )+ ∣∣∣∣vTt βt∣∣∣∣2
= Tr
(
αtα
T
t
)− Tr (vTt αtαTt vt)− Tr (βtβTt )+ Tr (vTt βtβTt vt)
= Tr
(
αtα
T
t
)− Tr (αtαTt vtvTt )− Tr (βtβTt )+ Tr (βtβTt vtvTt ) ,
where we applied the invariance property for trace under cyclic permutations. Sim-
plifying further we get
Tr
(
αtα
T
t
)− ∣∣∣∣vTt αt∣∣∣∣2 − Tr (βtβTt )+ ∣∣∣∣vTt βt∣∣∣∣2
= Tr
((
I − vtvTt
) (
αtα
T
t − βtβTt
))
= Tr
((
I − vtvTt
) (
(At − CtHt)(ATt −HTt CTt )− (At − Ct)(ATt − CTt )
))
= Tr
((
I − vtvTt
) (
Ct(I −Ht)ATt +At(I −Ht)CTt
))
,
where we applied HTt Ht = HtH
T
t = I and H
T
t = Ht. Since Tr(M
T
1 ) = Tr(M1) and
Tr(M1M2) = Tr(M2M1) hold for every square matrices M1 and M2, we see that
Tr
(
αtα
T
t
)− ∣∣∣∣vTt αt∣∣∣∣2 − Tr (βtβTt )+ ∣∣∣∣vTt βt∣∣∣∣2 = 2 Tr ((I − vtvTt ) (Ct(I −Ht)ATt )) .
Recalling the definitions of Ht and ut we obtain
Tr
(
αtα
T
t
)− ∣∣∣∣vTt αt∣∣∣∣2 − Tr (βtβTt )+ ∣∣∣∣vTt βt∣∣∣∣2
= 4 Tr
((
I − vtvTt
) (
Ctutu
T
t A
T
t
))
=
4 ||Xt||2∣∣∣∣C−1t Xt∣∣∣∣2 Tr
((
I − vtvTt
) (
CtC
−1
t vtv
T
t C
−T
t A
T
t
))
=
4 ||Xt||2∣∣∣∣C−1t Xt∣∣∣∣2 Tr
(
vtv
T
t C
−T
t A
T
t − vtvTt vtvTt C−Tt ATt
)
= 0,
since vTt vt = ||vt||2 = 1.
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From the equality in (3.10) we obtain
∣∣∣∣vTt αt∣∣∣∣2 − ∣∣∣∣vTt βt∣∣∣∣2 = Tr (αtαTt )− Tr (βtβTt )
= Tr
(
(At − CtHt)(ATt −HTt CTt )− (At − Ct)(ATt − CTt )
)
= Tr
(
AtC
T
t + CtA
T
t −AtHtCTt − CtHtATt
)
= 2 Tr
(
At(I −Ht)CTt
)
= 4 Tr
(
Atutu
T
t C
T
t
)
=
4 ||Xt||2∣∣∣∣C−1t Xt∣∣∣∣2 Tr
(
AtC
−1
t vtv
T
t C
−T
t C
T
t
)
=
4 ||Xt||2∣∣∣∣C−1t Xt∣∣∣∣2 vTt AtC−1t vt,
where we used that Tr(w1w
T
2 ) = w
T
2 w1 holds for any vectors w1 and w2 of the
same dimension. Recall the definition of λ in (3.6) and that our matrix norm is the
spectral norm, from where we obtain
∣∣∣∣C−1t Xt∣∣∣∣ ≤ ∣∣∣∣C−1t ∣∣∣∣ ||Xt||
and
||C−1t || =
√
λmax(C
−T
t C
−1
t ) =
1√
λmin(CTt Ct)
≤ 1√
λ
,
and thus ∣∣∣∣vTt αt∣∣∣∣2 ≥ 4 ||Xt||2∣∣∣∣C−1t Xt∣∣∣∣2 vTt AtC−1t vt ≥ 4λvTt AtC−1t vt.
We have
||AtC−1t − I|| ≤ ||At − Ct||
∣∣∣∣C−1t ∣∣∣∣ ≤ ||At − Ct|| 1√
λ
,
and thus the Lipschitz the continuity of σ implies that there exists δ′ > 0 such that
||AtC−1t − I|| <  on {t < ρδ′} ,
and hence ∣∣∣∣vTt αt∣∣∣∣2 ≥ 4λ(1− ) ≥ λ on {t < ρδ′} .
Define now a time-change (see [17, p. 174]) in the following way:
τt := inf{s ≥ 0; [N ]s > t}, t ≥ 0,
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where
Nt :=
∫ t
0
vTs αs dBs, t ≥ 0.
Then4
Wt := Nτt , t ≥ 0,
is a (one-dimensional) Brownian motion, and
[N ]t ≥ λt and τt ≤ inf{s ≥ 0; λs > t} = t
λ
on {t < ρδ′} .
By the time-change integration formula we obtain from (3.9), with the hat denoting
the time-changed processes,
Sˆt = ||x− y||+
∫ t
0
2
√
Sˆs dWs +
∫ t
0
2
√
Sˆsvˆ
T
s bˆs + Tr
(
αˆsαˆ
T
s
)
||vˆTs αˆs||2
ds
= ||x− y||+
∫ t
0
2
√
Sˆs dWs +
∫ t
0
1 + 2
√
Sˆsvˆ
T
s bˆs + Tr
(
βˆsβˆ
T
s
)
−
∣∣∣∣∣∣vˆTs βˆs∣∣∣∣∣∣2
||vˆTs αˆs||2
ds.
Now we know that we can choose δ ∈ (0, δ′) such that
νs :=
2
√
Sˆsvˆ
T
s bˆs + Tr
(
βˆsβˆ
T
s
)
−
∣∣∣∣∣∣vˆTs βˆs∣∣∣∣∣∣2
||vˆTs αˆs||2
≤  on {s < ρδ} .
Hence we can rewrite the stochastic differential equation for Sˆ as
Sˆt = ||x− y||+
∫ t
0
2
√
Sˆs dWs +
∫ t
0
(1 + νs) ds, t ≥ 0,
with 1 + νs ≤ 1 +  on {s < ρδ′}. We know that the squared Bessel process S with
dimension 1 +  started at ||x− y|| solves
St = ||x− y||+
∫ t
0
2
√
Ss dWs + (1 + )t, t ≥ 0.
Itoˆ’s lemma yields
√
St −
√
Sˆt =
∫ t
0
(

2
√
Ss
− νs
2
√
Sˆs
)
ds, t ≥ 0.
4 In order not to need to enlarge the probability space, [N ]∞ = ∞ must hold. We can achieve
this by substituting vTα in the definition of N by the process that is stopped when ||vTα||2 reaches,
say, λ
2
. Clearly this does not change anything up to the time ρδ′ .
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Suppose there exists tneg > 0 and ω ∈ {tneg < ρδ} such that
√
Stneg(ω) <
√
Sˆtneg(ω).
Let t0(ω) be the largest zero of the function
t 7→
√
St(ω)−
√
Sˆt(ω), t ≥ 0,
that is not bigger than tneg (it exists because the function is of bounded variation).
Then the function is increasing on (t0(ω), tneg) since the integrand is non-negative.
At the same time the function goes from 0 to a negative value. This is a contradic-
tion, which concludes the proof.
Lemma 3.3.14. For every Lipschitz Markov policy pi, the function Vpi is continuous.
Proof. Let  > 0 and recall the notation from the previous lemma. For any δˆ, δ˜ ≤ δ,
which will be determined later, we obtain: if ||x− y|| ≤ δ˜, then
|Vpi(x)− Vpi(y)|
≤ E
(∫ ∞
0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt)
= E
(∫ ρ0
0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt I{ρδˆ≥ρ0}
)
+ E
(∫ ∞
ρ0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt I{ρδˆ≥ρ0}
)
+ E
(∫ ∞
0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt I{ρδˆ<ρ0}
)
.
In the first two terms, the two processes couple before they are more than δˆ apart,
and with the help of continuity this will make the terms small. In the last term, we
will apply the previous lemma to show that the probability of the event is small.
Let M be a constant that bounds the functions αpi, fpi and Vpi, and is also
a Lipschitz constant for αpi and fpi. Let αm be small enough so that αpi − αm is
still bounded away from 0. To estimate the first term, we will use the Triangle
Inequality, the elementary inequality
∣∣e−y − e−z∣∣ ≤ |y − z|, y, z ≥ 0,
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and the Lipschitz property of fpi and αpi. We obtain
E
(∫ ρ0
0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣dt I{ρδˆ≥ρ0}
)
≤ E
(∫ ρ0
0
e−
∫ t
0 αpi(X˜
x,pi
s )ds
∣∣∣fpi (X˜x,pit )− fpi (X˜y,pit )∣∣∣dt I{ρδˆ≥ρ0}
)
+ E
(∫ ρ0
0
∣∣∣fpi (X˜y,pit )∣∣∣ ∣∣∣e− ∫ t0 αpi(X˜x,pis )ds − e− ∫ t0 αpi(X˜y,pis )ds∣∣∣dt I{ρδˆ≥ρ0}
)
≤ E
(∫ ρ0
0
e−αmt
∣∣∣fpi (X˜x,pit )− fpi (X˜y,pit )∣∣∣ dt I{ρδˆ≥ρ0}
)
+M E
(∫ ρ0
0
e−αmt
∣∣∣∣∫ t
0
αpi
(
X˜x,pis
)
ds−
∫ t
0
αpi
(
X˜y,pis
)
ds
∣∣∣∣dt I{ρδˆ≥ρ0}
)
≤M E
(∫ ρ0
0
e−αmt
∣∣∣∣∣∣X˜x,pit − X˜y,pit ∣∣∣∣∣∣dt I{ρδˆ≥ρ0}
)
+M2 E
(∫ ρ0
0
e−αmt
∫ t
0
∣∣∣∣∣∣X˜x,pis − X˜y,pis ∣∣∣∣∣∣ds dt I{ρδˆ≥ρ0}
)
.
Let δ1 ∈ (0, δ) be small enough that the following holds:
δ1M E
(∫ ρ0
0
e−αmt dt
)
+ δ1M
2 E
(∫ ρ0
0
te−αmt dt
)
<

3
.
To bound the second term, we recall that the processes X˜x,pi and X˜y,pi coin-
cide after time ρ0. Thus we obtain
E
(∫ ∞
ρ0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt I{ρδˆ≥ρ0}
)
= E
(∫ ∞
ρ0
e−αmρ0
∣∣∣e− ∫ ρ00 (αpi(X˜x,pis )−αm)ds − e− ∫ ρ00 (αpi(X˜y,pis )−αm)ds∣∣∣
·
∣∣∣e− ∫ tρ0 αpi(X˜x,pis )dsfpi (X˜x,pit )∣∣∣dt I{ρδˆ≥ρ0})
≤ E
(
e−αmρ0
∣∣∣∣∫ ρ0
0
αpi
(
X˜x,pis
)
ds−
∫ ρ0
0
αpi
(
X˜y,pis
)
ds
∣∣∣∣
·
∫ ∞
0
∣∣∣∣e− ∫ t0 αpi(X˜x,pis+ρ0)dsfpi (X˜x,pit+ρ0)∣∣∣∣ dt I{ρδˆ≥ρ0}
)
≤M2 E
(
e−αmρ0
∫ ρ0
0
∣∣∣∣∣∣X˜x,pis − X˜y,pis ∣∣∣∣∣∣ ds) .
Set δ2 ∈ (0, δ) so small that
δ2M
2 E
(
e−αmρ0ρ0
)
<

3
.
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The final term can be bounded in the following way:
E
(∫ ∞
0
∣∣∣e− ∫ t0 αpi(X˜x,pis )dsfpi (X˜x,pit )− e− ∫ t0 αpi(X˜y,pis )dsfpi (X˜y,pit )∣∣∣ dt I{ρδˆ<ρ0}
)
≤ 2MP (ρδˆ < ρ0)
Recall that ρδˆ and ρ0 are the first hitting times of δˆ and 0, respectively, by the
process
∣∣∣∣∣∣X˜x,pi − X˜y,pi∣∣∣∣∣∣. If we denote by ρδˆ(Y ) and ρ0(Y ) the equivalent times for
any process Y , then we obtain by the previous lemma
P
(
ρδˆ < ρ0
) ≤ P (ρδˆ (Sτ.) < ρ0 (Sτ.)) ≤ P(ρδˆ (S 1λ ·) < ρ0 (S 1λ ·)) .
Using the scale property of the squared Bessel process we get
P
(
ρδˆ
(
S 1
λ
·
)
< ρ0
(
S 1
λ
·
))
= P
(
ρδˆ
(
1
λ
S
)
< ρ0
(
1
λ
S
))
= P
(
ρλδˆ (S) < ρ0 (S)
)
.
Recall that the scale function of the Bessel process with dimension 1 +  is given by
s(z) := z
1−
2 , and that the process S starts at ||x− y|| < δ˜. Hence we obtain
P
(
ρλδˆ (S) < ρ0 (S)
)
=
s(||x− y||)− s(0)
s(λδˆ)
≤
(
δ˜
λδˆ
) 1−
2
Now we can finally finish the proof. Set δˆ := δ1 ∧ δ2, and let δ˜ ∈ (0, δˆ) be so
small that
2M
(
δ˜
λδˆ
) 1−
2
<

3
.
Then we have proved that ||x− y|| ≤ δ˜ implies |Vpi(x)− Vpi(y)| < , so we have even
derived the uniform continuity of Vpi.
3.3.3 Proofs
Proof of Proposition 3.3.5. It suffices to prove that the differential equation holds
in every open ball in Rd. Let D be an open ball with centre x˜ and radius r. Let
x ∈ D and define τ as the first time the process Xx,pi hits the boundary of D. For
every n ∈ N, define Dn as the closed ball with centre x˜ and radius r− 1n , and let τn
be the first time the process Xx,pi hits the boundary of Dn.
Let v ∈ C2(D)∩ C(D¯) be the unique solution of the boundary value problem
Lpiv − αpiv + fpi = 0 in D, v = Vpi on ∂D,
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which is guaranteed to exist by Lemma 3.3.14 and Theorem 19 in [9, p. 87] (the
main assumptions in the theorem are that σpi > 0, αpi ≥ 0, the boundary condition
is continuous, and that all the coefficients are Ho¨lder continuous, which is satisfied
because we imposed Lipschitz conditions on σ, µ, α, f and pi). Let n0 be large
enough such that x ∈ Dn, and for every n ≥ n0, define the process Sn = (Sn)t≥0 by
Snt :=
∫ t∧τn
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (Xpi,xs ) ds+ e
− ∫ t∧τn0 αpi(Xpi,xr )drv (Xpi,xt∧τn) ,
and
St :=
∫ t∧τ
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (Xpi,xs ) ds+ e
− ∫ t∧τ0 αpi(Xpi,xr )drv (Xpi,xt∧τ ) .
Itoˆ’s formula on [0, τn] and the differential equation for v yield
Snt = v(x) +
∫ t∧τn
0
e−
∫ s
0 αpi(X
pi,x
r )dr (fpi + Lpiv − αpiv) (Xpi,xs ) ds
+
∫ t∧τn
0
e−
∫ s
0 αpi(X
pi,x
r )dr (∇v)T σpi (Xpi,xs ) dBs
= v(x) +
∫ t∧τn
0
e−
∫ s
0 αpi(X
pi,x
r )dr (∇v)T σpi (Xpi,xs ) dBs, t ≥ 0, n ≥ n0.
Hence Sn is a local martingale, and since it is a bounded process (recall that f is
bounded, and α positive and bounded away from 0), it is a uniformly integrable
martingale. Thus the Dominated Convergence Theorem yields
v(x) = lim
n→∞E (S
n
0 ) = limn→∞E (S
n
∞) = E (S∞) .
Due to the boundary conditions for v and Lemma 3.3.11 we obtain
S∞ =
∫ τ
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τ0 αpi(Xpi,xr )drv (Xpi,xτ )
=
∫ τ
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds+ e
− ∫ τ0 αpi(Xpi,xr )drVpi (Xpi,xτ )
= E
(∫ ∞
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds
∣∣∣∣Fτ) ,
and therefore
v(x) = E
(∫ ∞
0
e−
∫ s
0 αpi(X
pi,x
r )drfpi (X
pi,x
s ) ds
)
= Vpi(x).
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Proof of Theorem 3.2.7. For every m ∈ N, let Dm be the closed ball with centre x
and radius m, and τm the first time the process X
pin+1,x hits the boundary of Dm.
Define the process S by
St :=
∫ t
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
+ e−
∫ t
0 αpin+1(X
pin+1,x
r )dr Vpin
(
X
pin+1,x
t
)
, t ≥ 0.
Itoˆ’s formula, which is applicable thanks to Proposition 3.3.5, yields
St∧τm = Vpin(x) +
∫ t∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr (∇Vpin)T σpin+1 (Xpin+1,xs ) dBs
+
∫ t∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr (fpin+1 + Lpin+1Vpin − αpin+1Vpin) (Xpin+1,xs ) ds.
The stochastic integral is a martingale since the mappings σpin+1 and ∇Vpin are
bounded on Dm by Assumption 3.3.1 and Proposition 3.3.5, respectively. Hence we
obtain
E (St∧τm) = Vpin(x) + E
(∫ t∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr
· (fpin+1 + Lpin+1Vpin − αpin+1Vpin) (Xpin+1,xs ) ds) .
By the definition of the policy improvement algorithm (3.8) we get
E (St∧τm)
= Vpin(x) + E
(∫ t∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr min
p∈A
(fp + LpVpin − αpVpin) (Xpin+1,xs ) ds
)
≤ Vpin(x) + E
(∫ t∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr (fpin + LpinVpin − αpinVpin) (Xpin+1,xs ) ds
)
= Vpin(x),
where we used Proposition 3.3.5 in the last step. By recalling the definition of St
and applying the Dominated Convergence Theorem, we obtain the following (for
every m ∈ N) by sending t to ∞:
Vpin(x) ≥ E
(∫ τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
+e−
∫ τm
0 αpin+1(X
pin+1,x
r )dr Vpin
(
Xpin+1,xτm
))
.
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Now we send m to ∞, and applying the Dominated Convergence Theorem, Re-
mark 3.3.12 and the definition of V pin+1 we obtain
Vpin(x) ≥ E
(∫ ∞
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )drfpin+1 (X
pin+1,x
s ) ds
)
= Vpin+1(x),
which is what we had to prove.
Proof of Proposition 3.3.8. For every k ∈ N, let Dk be the closed ball with centre
0 and radius k. Applying Interior Estimates from [9, p. 86], Assumption 3.3.1 and
Proposition 3.3.5 to the sequences {σpin}n∈N, {µpin}n∈N, {αpin}n∈N, {fpin}n∈N and
{Vpin}n∈N, we obtain that the sequence {HVpin}n∈N is uniformly bounded on Dk
for every k ∈ N. Recalling the policy improvement algorithm 3.8 and applying
Assumption 3.3.3, we obtain that the sequence {pin}n∈N is uniformly Lipschitz and
hence equicontinuous on Dk for every k ∈ N. Define pi0n := pin for every n ∈ N.
Thanks to the version of the Arzela-Ascoli Theorem in Lemma 3.2.13, for every
k ∈ N there exists a subsequence {pikn}n∈N ⊆ {pik−1n }n∈N such that {pikn}n∈N converges
uniformly on Dk. The diagonal sequence, i.e. {pinn}n∈N, then converges uniformly on
Dk for every k ∈ N, and hence on every compact subset of Rd.
Proof of Theorem 3.3.9. Let {pink}k∈N be a sequence from Proposition 3.3.8 that
converges to pilim uniformly on compacts in Rd. For every m ∈ N, let Dm be the
closed ball with centre x and radius m, and τm the first time the process X
pilim,x
hits the boundary of Dm. Let k ∈ N and define the process S = (St)t≥0 by
St :=
∫ t
0
e−
∫ s
0 αpink (X
pilim,x
r )drfpink (Xpilim,xs ) ds+ e
− ∫ t0 αpink (Xpilim,xr )dr Vpink (Xpilim,xt ) .
Itoˆ’s formula yields
St∧τm = Vpink (x) +
∫ t∧τm
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
∇Vpink
)T
σpilim (X
pilim,x
s ) dBs
+
∫ t∧τm
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds.
The stochastic integral is a martingale since the mappings σpilim and ∇Vpink are
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bounded on Dm (by Assumption 3.3.1 and Proposition 3.3.5). Hence we obtain
E (St∧τm) = Vpink (x)
+ E
(∫ t∧τm
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds
)
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
LpilimVpink − LpinkVpink
)
(Xpilim,xs ) ds
)
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
((
µpilim − µpink
)T ∇Vpink
+
1
2
Tr
((
σpilim − σpink
)T
HVpink
(
σpilim − σpink
)))
(Xpilim,xs ) ds
)
,
where we used Proposition 3.3.5 and the definition of the operator L. Applying
Interior Estimates from [9, p. 86], Assumption 3.3.1 and Proposition 3.3.5 to the
sequences {σpinm}m∈N, {µpinm}m∈N, {αpinm}m∈N, {fpinm}m∈N and {Vpinm}m∈N, we
obtain that the sequences {∇Vpinm}m∈N and {HVpinm}m∈N are uniformly bounded on
Dm. Now the Dominated Convergence Theorem yields that the last term disappears
when k tends to ∞, hence we obtain
E
(∫ t∧τm
0
e−
∫ s
0 αpilim(X
pilim,x
r )drfpilim (X
pilim,x
s ) ds
+e−
∫ t∧τm
0 αpilim(X
pilim,x
r )dr Vlim
(
Xpilim,xt∧τm
))
= Vlim(x).
By first sending t to ∞ and then m to ∞, we obtain the desired equality as in the
previous proof.
Proof of Theorem 3.3.10. The second assertion follows from Theorem 3.3.9.
Applying Interior Estimates from [9, p. 86], Assumption 3.3.1 and Proposi-
tion 3.3.5 to the sequences {σpin}n∈N, {µpin}n∈N, {αpin}n∈N, {fpin}n∈N and {Vpin}n∈N,
we obtain that the sequence {HVpin}n∈N is uniformly bounded on compacts in Rd.
According to Assumption 3.3.3, the sequence {pin}n∈N is uniformly Lipschitz on
compacts in Rd, and the same holds for the sequence {(pin+1, pin) : Rd → A×A}n∈N
where A × A is equipped with any p-product metric, p ∈ [1,∞]. The same di-
agonalisation argument as in the proof of Proposition 3.3.8 yields a subsequence
{(pi1+nk , pink)}k∈N that is uniformly convergent on every compact set in Rd.
For every k ∈ N, let
σˆk(·) := σ(·, pink(·)), pˆi∞(·) := limm→∞pinm(·) and σˆ∞(·) := σ(·, pˆi∞(·)).
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Define µˆk, αˆk, fˆk and µˆ∞, αˆ∞, fˆ∞ in a corresponding fashion. Similarly, let
σ˜k(·) := σ(·, pink+1(·)), p˜i∞(·) := limm→∞pinm+1(·) and σ˜∞(·) := σ(·, p˜i∞(·)),
and define µ˜k, α˜k, f˜k and µ˜∞, α˜∞, f˜∞ in a corresponding fashion. Set
vˆk(·) := Vpink (·), v˜k(·) := Vpink+1(·), and v(·) := Vlim(·),
and define the operator Lˆk by
Lˆku := 1
2
Tr
(
σˆTk Huσˆk
)
+ µˆTk∇u− αˆku+ fˆk, u ∈ C2(Rd),
with the corresponding definitions for Lˆ∞, L˜k and L˜∞.
For every m ∈ N, let Dm be the closed ball with centre x and radius m,
and τm the first time the process X
Π,x hits the boundary of Dm. Applying the
last part of Theorem 155 from [9, p. 80], Proposition 3.3.5 and Assumption 3.3.1,
we obtain that both Lˆ∞v = 0 and L˜∞v = 0 hold on Dm, and that the sequence
{12(σ˜2k − σˆ2k)vˆ′′k + (µ˜k − µˆk)vˆ′k − (α˜k − αˆk)vˆk + f˜k − fˆk}k∈N converges uniformly to
1
2(σ˜
2∞ − σˆ2∞)v′′ + (µ˜∞ − µˆ∞)v′ − (α˜∞ − αˆ∞)v + f˜∞ − fˆ∞ on Dm for every m ∈ N.
However, we know that
1
2
(σ˜2∞− σˆ2∞)v′′+ (µ˜∞− µˆ∞)v′− (α˜∞− αˆ∞)v+ f˜∞− fˆ∞ = L˜∞v−Lˆ∞v = 0. (3.11)
5 As already mentioned, the theorem is stated for parabolic equations, but is also valid for
elliptic ones; in the same way as the parabolic version follows from Theorem 5, p. 64, the elliptic
version follows from Interior Estimates, p. 86.
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Now let k ∈ N and m ∈ N. We obtain
E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ e−
∫ t∧τm
0 αΠr(X
Π,x
r )dr Vpink
(
XΠ,xt∧τm
))
Itoˆ
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
(
fΠs + LΠsVpink − αΠsVpink
) (
XΠ,xs
)
ds
)
≥ Vpink (x) + E
(∫ t∧m
0
e−
∫ s
0 αΠr(X
Π,x
r )dr min
p∈A
(
fp + LpVpink − αpVpink
) (
XΠ,xs
)
ds
)
PIA(3.8)
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
·
(
fpink+1 + Lpink+1Vpink − αpink+1Vpink
) (
XΠ,xs
)
ds
)
Prop. 3.3.5
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
·
(
fpink+1 − fpink + Lpink+1Vpink − LpinkVpink − αpink+1Vpink + αpinkVpink
) (
XΠ,xs
)
ds
)
= Vpink (x) + E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
·
(
1
2
(σ˜2k − σˆ2k)vˆ′′k + (µ˜k − µˆk)vˆ′k − (α˜k − αˆk)vˆk + f˜k − fˆk
)(
XΠ,xs
)
ds
)
,
Sending k to ∞, applying the Dominated Convergence Theorem and using (3.11),
we obtain
E
(∫ t∧τm
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ e−
∫ t∧τm
0 αΠr(X
Π,x
r )dr Vlim
(
XΠ,xt∧τm
))
≥ Vlim(x).
By first sending t to ∞ and then m to ∞, we obtain the desired inequality in the
usual way.
3.4 Examples
3.4.1 Data satisfying the assumptions
Proposition 3.4.1. Let A be a compact interval. For every x ∈ (a, b) and p ∈ A
define
σ(x, p) := σ1(x), µ(x, p) := µ1(x) + µ2p,
α(x, p) := α1(x) + α2p, f(x, p) := f1(x) + f2(p),
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where σ1 is bounded, Lipschitz on compacts in (a, b), and σ
2
1 is bounded away from
0; µ1 is bounded and Lipschitz on compacts in (a, b), and µ2 ∈ R; α1 is Lipschitz
on compacts in (a, b), bounded below away from −α2 max(A) ∨ −α2 min(A) and
bounded above, and α2 ∈ R; f1 is bounded and Lipschitz on compacts in (a, b), and
f2 is continuous on A, differentiable on A˚ (i.e. the interior of A), and f
′
2 is strictly
increasing and its inverse function is Lipschitz on compacts in f ′2(A˚). An example
of such a function is f2(p) :=
∑n
k=1 ck|p|mk where n ∈ N, ck > 0 and mk ∈ (1, 2] for
every k ≤ n. Then these data satisfy Assumptions 3.2.1 and 3.2.2.
Proof. The data obviously satisfy Assumptions 3.2.1, so we only need to check
Assumptions 3.2.2. We are looking for Ih(x), i.e. the minimiser of the function
p 7→ µ1(x) + µ2p
σ1(x)2
h′(x)− α1(x) + α2p
σ1(x)2
h(x) +
f1(x) + f2(p)
σ1(x)2
, p ∈ A.
The derivative of this function is
p 7→ µ2h
′(x)
σ1(x)2
− α2h(x)
σ1(x)2
+
f ′2(p)
σ1(x)2
, p ∈ A˚.
Since f ′2 is increasing, the function is convex, and hence
Ih(x) =

min(A) if α2h(x)− µ2h′(x) ≤ inf f ′2(A˚),
(f ′2)−1(α2h(x)− µ2h′(x)) if α2h(x)− µ2h′(x) ∈ f ′2(A˚),
max(A) if α2h(x)− µ2h′(x) ≥ sup f ′2(A˚).
If the sequence of functions {h′n}n∈N is uniformly Lipschitz on compacts in (a, b),
then the same holds for {Ihn}n∈N because of the Lipschitz assumption on (f ′2)−1.
Essentially the same functions work in the multidimensional case.
Proposition 3.4.2. Let A be a compact interval. For every x ∈ Rd and p ∈ A
define
σ(x, p) := σ1(x), µ(x, p) := µ1(x) + pµ2,
α(x, p) := α1(x) + α2p, f(x, p) := f1(x) + f2(p),
where σ1 is bounded, Lipschitz on compacts in Rd, and σT1 σ1 is bounded away from
0 in the sense of uniform ellipticity (refer to condition (3.6)); µ1 is bounded and
Lipschitz on compacts in Rd, and µ2 ∈ Rd; α1 is Lipschitz on compacts in Rd,
bounded below away from −α2 max(A) ∨ −α2 min(A) and bounded above, and α2 ∈
R; f1 is bounded and Lipschitz on compacts in Rd, and f2 is continuous on A,
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differentiable on A˚ (i.e. the interior of A), and f ′2 is strictly increasing and its
inverse function is Lipschitz on compacts in f ′2(A˚). An example of such a function
is f2(p) :=
∑n
k=1 ck|p|mk where n ∈ N, ck > 0 and mk ∈ (1, 2] for every k ≤ n.
Then these data satisfy Assumptions 3.3.1 and 3.3.3.
Proof. The function that we want to minimise this time is
p 7→1
2
Tr
(
σ(x)THh(x)σ(x)
)
+ (µ1(x) + pµ2)
T∇h(x)
− (α1(x) + α2p)h(x) + f1(x) + f2(p), p ∈ A.
The derivative of this function is
p 7→ µT2∇h(x)− α2h(x) + f ′2(p), p ∈ A˚,
thus the proof is completed in the same way the previous one was.
3.4.2 Numerical examples
We want to solve the following problem: for every x ∈ (−10, 10) find
inf
Π∈A
E
(∫ τ(XΠ,x)
0
e−t
((
XΠ,xt
)2
+ Π2t
)
dt+ e−τ(X
Π,x)
(
XΠ,x
τ(XΠ,x)
)2
I{τ(XΠ,x)<∞}
)
together with an optimal policy (if it exists), where
τ
(
XΠ,x
)
:= inf
{
t ≥ 0; XΠ,xt ≤ −10 or XΠ,xt ≥ 10
}
,
A := {Π = (Πt)t≥0; Π is adapted to (Ft)t≥0 and takes values in [−1, 1]},
and
XΠ,xt := x+Bt +
∫ t
0
Πs ds, t ≥ 0.
Assumptions 3.2.1 and 3.2.2 are satisfied since the data A := [−1, 1], a = −10,
b := 10, g(a) := a2, g(b) := b2, σ(x, p) := 1, µ(x, p) := p, α(x, p) := 1, and
f(x, p) := x2 + p2 fit into the model presented in Proposition 3.4.1.
We implemented the algorithm in Matlab. The payoff function on each step
is obtained as the solution to the differential equation from Proposition 3.2.5 with
the boundary conditions given by the function g. The new policy on each step can
be calculated explicitly (cf. the proof of Proposition 3.4.1).
Figures 3.1 and 3.2 show the graphs of the payoff functions and of the policies
(a different colour is used for each curve) when the initial policy is constant with
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the value 1.
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Figure 3.1: The graphs of Vpin
for n ∈ {0, 1, 2, 3, 4}.
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Figure 3.2: The graphs of pin
for n ∈ {0, 1, 2, 3, 4}.
The graphs suggest that convergence effectively occurs in just a few steps.
Figures 3.3 and 3.4, which contain the graphs of the differences on the logarithmic
scale, confirm this. Where it seems that fewer graphs are presented in a figure than
stated below the figure, the last few graphs coincide. The policies only differ on
a subinterval because outside of it they are all equal to the same constant (cf. the
proof of Proposition 3.4.1).
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Figure 3.3: The graphs
of log(|Vpin+1−Vpin |) for
n ∈ {0, 1, 2, 3, 4, 5, 6, 7, 99}.
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Figure 3.4: The graphs
of log(|pin+1 − pin|) for
n ∈ {1, 2, 3, 4, 5, 6, 7, 99}.
The situation is very similar if we start with a different policy. Figures 3.5
and 3.6 show the graphs of the differences on the logarithmic scale for the initial
policy pi0(x) := sin(10x).
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Figure 3.5: The graphs
of log(|Vpin+1−Vpin |) for
n ∈ {0, 1, 2, 3, 4, 5, 6, 7, 99}.
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Figure 3.6: The graphs
of log(|pin+1 − pin|) for
n ∈ {1, 2, 3, 4, 5, 6, 7, 99}.
3.5 Conclusion
In this chapter we presented the policy improvement algorithm for controlled dif-
fusion processes in the framework of the discounted infinite horizon problem, sep-
arately for the one-dimensional and multidimensional setting. In both cases the
chain of the main steps is the same. First we show that every function Lipschitz on
compacts is a Markov policy, and that the corresponding payoff function satisfies
a certain differential equation. Then we are able to define the algorithm, and next
we prove that the policy indeed gets improved at each step. The payoff functions
therefore converge, and we prove that this is also the case for a subsequence of the
policies. We establish that the limit of the payoff functions and the payoff function
corresponding to the limit policy are one and the same, which enables us to prove
that the function so obtained is the value function of the problem (the limit policy
is then an optimal policy).
The reason for treating separately the one-dimensional and multidimensional
cases is that in the former we can be more general. Firstly, this is because we can
use the normed version of the algorithm, which enables us to form a slightly weaker
second assumption. (Note that the normed and non-normed algorithms in general
produce different policies, yet all the theorems remain valid in both cases.) Secondly,
in R every (simply) connected domain (i.e. an open interval) is C2-diffeomorphic to
R, whereas in Rn, n ≥ 2, this is not true. We used this to construct (possibly
exiting) solutions on those domains.
Despite the fact that the framework in the multidimensional setting was
slightly less general, an additional difficulty appeared. We had to prove a priori the
continuity of the payoff functions in order to have a continuous boundary condition,
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which enabled us to apply the elliptic differential equations theory (in one dimension
we did not have this since the boundary consisted of only two points). We did this
with the help of the mirror coupling of multidimensional diffusion processes. If we
considered coupling to be a motive or goal in the previous chapter, we applied it
here as a method or technique.
Even though we only treated the minimisation problem, it is easy to notice
the following. Suppose we have a maximisation problem with the data σ, µ, α,
f and g. If the functions σ, µ, α, −f and −g satisfy the assumptions, the value
function obtained via the algorithm will be the value function of the maximisation
problem multiplied by −1, and the optimal policies will coincide.
It would be interesting to know if the assumptions can be relaxed. Especially
the second assumption looks unusual. We needed it to establish the existence of pilim,
but could we do without it? However, it was reassuring to find out that there were
nontrivial examples of data that satisfied the assumptions. When implemented in
Matlab, the convergence seemed very fast. Also, there was no indication that the
sequence of policies had more than one accumulation point.
Comparing the continuous and discrete policy improvement algorithm, there
are many similarities, such as analogies for policies, operators, the algorithm itself
and its outcome. Boundedness of costs and a strictly positive discounting factor
also played a role in both cases. However, the order of the steps is different since
in the discrete case it is possible to prove (although we did not do it) a priori that
the value function satisfies the optimality equation. In the continuous setting it is
not clear in advance that the value function satisfies the HJB equation, in fact it
might not even be smooth enough. Maybe the second assumption is the price that
we need to pay for this.
There is another difference. In the discrete case we had no given probability
space, therefore we could not talk about the control processes, just about the poli-
cies, and also when we considered the controlled processes, they were not uniquely
specified, only their law was. In the continuous framework this would correspond to
weak solutions, however we were working with strong solutions, which is not uncom-
mon (see [18]). In principle we could try to work within the weak setting, however
there is one possible danger. As we have seen, to obtain the desired estimates it is
often useful (maybe even necessary) to use (specific) couplings. In [17, p. 308] it is
proved that any two weak solutions of any stochastic differential equation can be
coupled in such a way that they are driven by the same Brownian motion. But it is
not clear that this is enough.
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Chapter 4
The PIA for the continuous
finite-horizon problem, and its
application to coupling of GBMs
4.1 Introduction
This chapter connects the two main motivations of this thesis, which are: coupling of
geometric Brownian motions and the policy improvement algorithm in a continuous
setting.
In Section 4.2 we develop the policy improvement algorithm for the finite
horizon problem involving time-inhomogeneous controlled processes in a continuous
setting (continuous time, state space and paths, and general action space). We
obtain analogous results to those in the previous chapter. Although the proofs are
similar, too, we still carry them out because time dependence brings in different
operators – parabolic differential equations instead of elliptic – and some other
differences.
In Section 4.3 we apply the algorithm to characterise the value function of
Problem (T+), which was the original motivation to start looking at the policy
improvement algorithm in a continuous setting. The algorithm cannot be applied
directly, though, due to insufficient smoothness of the data. To overcome this, we
construct a family of approximating problems to which the algorithm can be applied,
such that their value functions converge to the value function of Problem (T+).
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4.2 The policy improvement algorithm for the continu-
ous finite-horizon problem
4.2.1 Setting and the algorithm
Let (Ω,F , (Ft)t≥0, P ) be a filtered probability space (satisfying the usual conditions)
that supports an (Ft)t≥0-Brownian motion B = (Bt)t≥0. Let a, b ∈ [−∞,∞], a < b,
and for any R-valued process Y = (Yt)t≤T (T > 0) define
τ ba(Y ) := inf{t ∈ [0, T ]; Yt ≤ a or Yt ≥ b} (inf ∅ :=∞).
Let (A, d) be a compact metric space, and for any x ∈ (a, b) and T > 0 define the
set of admissible controls at (x, T ) as
A(x, T ) := {Π = (Πt)t<T ; Π is an A-valued process adapted to (Ft)t<T , and
there exists a pathwise unique process Xx,T,Π = (Xx,T,Πt )t≤T that satisfies (4.1)},
where
Xx,T,Πt = x+
∫ t
0
σ
(
Xx,T,Πs , T − s,Πs
)
dBs +
∫ t
0
µ
(
Xx,T,Πs , T − s,Πs
)
ds
if t ∈
[
0, T ∧ τ ba
(
Xx,T,Π
))
,
Xx,T,Πt = X
x,T,Π
τba(X
x,T,Π)
if t ∈
[
τ ba
(
Xx,T,Π
)
, T
)
,
and Xx,T,ΠT = limt↑T
Xx,T,Πt ,
(4.1)
and both σ : (a, b)× (0,∞)×A→ R and µ : (a, b)× (0,∞)×A→ R are measurable
functions.
Let α : (a, b)×(0,∞)×A→ R, f : (a, b)×(0,∞)×A→ R and g : [a, b]∩R→ R
be measurable functions. For any x ∈ (a, b), T > 0 and Π ∈ A(x, T ) define the payoff
by
V Π(x, T ) := E
(∫ T∧τba(Xx,T,Π)
0
e−
∫ t
0 α(X
x,T,Π
s ,T−s,Πs)dsf
(
Xx,T,Πt , T − t,Πt
)
dt
+e−
∫ T∧τba(Xx,T,Π)
0 α(X
x,T,Π
t ,T−t,Πt)dtg
(
Xx,T,Π
T∧τba(Xx,T,Π)
))
.
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The problem is to find the value function V , defined by
V (x, T ) := inf
Π∈A(x,T )
V Π(x, T ), x ∈ (a, b), T > 0, (4.2)
and an optimal policy (which will in general depend on x and T ), if it exists.
In order to solve the problem, we will make some assumptions about the
functions σ, µ, α, f and g. Before we state them, we will explain what Lipschitz
continuity will mean in this chapter. Let h : (a, b) × (0,∞) → A and K ⊆ (a, b) ×
(0,∞). Then h is Lipschitz on K if there exists C > 0 such that
d(h(x, t), h(y, s)) ≤ C ((x− y)2 + |t− s|) 12
holds for every (x, t), (y, s) ∈ K. This is the standard Lipschitz continuity with
respect to a slightly modified metric on (a, b) × (0,∞). We will use it because it
appears in Chapter 3 of [9], from where we will cite some results.
Assumption 4.2.1. Let σ, µ, α, f and g be bounded functions. Let g be continuous,
σ2 bounded away from 0, and α nonnegative. Additionally, let the following hold:
for every h ∈ {σ, µ, α, f} and every compact set K ⊆ (a, b) × (0,∞) there exists
C > 0 such that
|h(x, t, p)− h(y, s, r)| ≤ C
((
(x− y)2 + |t− s|) 12 + d(p, r))
holds for every (x, t), (y, s) ∈ K and p, r ∈ A.
Assumption 4.2.2. For every h ∈ C2,1((a, b) × (0,∞)), x ∈ (a, b) and t > 0, let
Ih(x, t) denote a point where the minimum of the function
p 7→ 1
2
σ(x, t, p)2hxx(x, t) + µ(x, t, p)hx(x, t)− α(x, t, p)h(x, t) + f(x, t, p), p ∈ A,
is attained. If the sequence {(hn)xx}n∈N is uniformly bounded (i.e. there exists a
constant that is a bound for all the functions) on compacts in (a, b)× (0,∞), then
the points {Ihn(x, t); x ∈ (a, b), t > 0, n ∈ N} can be chosen in such a way that
the sequence of functions {Ihn : (a, b) × (0,∞) → A}n∈N is uniformly Lipschitz on
compacts in (a, b)× (0,∞).
A measurable function pi : (a, b)× (0,∞)→ A is a Markov policy if for every
x ∈ (a, b) and T > 0 there exists a pathwise unique process Xx,T,pi =
(
Xx,T,pit
)
t≤T
75
that satisfies the following:
Xx,T,pit = x+
∫ t
0
σ
(
Xx,T,pis , T − s, pi
(
Xx,T,pis , T − s
))
dBs
+
∫ t
0
µ
(
Xx,T,pis , T − s, pi
(
Xx,T,pis , T − s
))
ds if t ∈
[
0, T ∧ τ ba
(
Xx,T,pi
))
,
Xx,T,pit = X
x,T,pi
τba(X
x,T,pi)
if t ∈
[
τ ba
(
Xx,T,pi
)
, T
)
,
and Xx,T,piT = limt↑T
Xx,T,pit .
(4.3)
If pi is a Markov policy, then pi
(
Xx,T,pi· , T − ·
)
:=
(
pi
(
Xx,T,pit , T − t
))
t<T
∈ A(x, T )
for every x ∈ (a, b) and T > 0 (if a > −∞, pi(a, ·) is defined as any function with
values in A; ditto for b). For easier notation we define
σpi(x, t) := σ(x, t, pi(x, t)), µpi(x, t) := µ(x, t, pi(x, t)),
αpi(x, t) := α(x, t, pi(x, t)), fpi(x, t) := f(x, t, pi(x, t)),
V pi(x, T ) := V pi(X
x,T,pi
· ,T−·)(x, T ) for x ∈ (a, b), T > 0,
Lpih :=
1
2
σ2pihxx + µpihx − ht for h ∈ C2,1((a, b)× (0,∞)).
If pi is a constant Markov policy with the value p ∈ A, we will write σp, µp, αp, fp
and Lp instead of σpi, µpi, α
pi, fpi and Lpi, respectively.
Proposition 4.2.3. If function pi : (a, b)× (0,∞)→ A is Lipschitz on compacts in
(a, b)× (0,∞), then pi is a Markov policy.
Proposition 4.2.4. For any Markov policy pi that is Lipschitz on compacts in
(a, b)× (0,∞), the following holds: V pi ∈ C2,1((a, b)× (0,∞)) and
LpiV pi − αpiV pi + fpi = 0.
Let pi0 be a Markov policy that is Lipschitz on compacts in (a, b) × (0,∞).
The policy improvement algorithm is defined in the following way:
pin+1(x, T ) := argmin
p∈A
(LpV pin(x, T )− αp(x, T )V pin(x, T ) + fp(x, T )) ,
x ∈ (a, b), T > 0, n ∈ N0.
(4.4)
Note pin+1(x, T ) = argminp∈A
(
1
2σ
2
pV
pin
xx + µpV
pin
x − αpV pin + fp
)
(x, T ). Since V pinxx
is bounded on compacts in (a, b) × (0,∞)), Assumption 4.2.2 (applied separately
for every n ∈ N0) ensures that the points {pin+1(x, T ); x ∈ (a, b), T > 0} can be
76
chosen in such a way that pin+1 : (a, b) × (0,∞) → A is Lipschitz on compacts in
(a, b)× (0,∞).
Remark 4.2.5. If the algorithm stops, i.e. pin+1 = pin for some n ∈ N0, then clearly
V pim = V pin and pim = pin hold for every m ≥ n. We can then proceed directly to
the verification lemma (Theorem 4.2.9) to prove that V pin is the value function and
pin is an optimal policy.
As usual, we will now prove that every policy generated by the algorithm is
at least as good as its predecessor.
Theorem 4.2.6. For every n ∈ N0, x ∈ (a, b), T > 0 and Markov policy pi0 that is
Lipschitz on compacts in (a, b)× (0,∞), the following holds:
V pin+1(x, T ) ≤ V pin(x, T ).
Since {V pin}n∈N is a bounded decreasing sequence, we can define
V lim(x, T ) := lim
n→∞V
pin(x, T ), x ∈ (a, b), T > 0.
The sequence of policies might not converge, but the next proposition says that
there exists a convergent subsequence.
Proposition 4.2.7. There exists a subsequence of {pin}n∈N that converges uniformly
on every compact subset of (a, b)× (0,∞).
Therefore this subsequence converges (pointwise) on (a, b) × (0,∞); denote
the limit by pilim.
Note that V lim and pilim can in principle depend on pi0. Additionally, pilim
could depend on the choice of the subsequence from Proposition 4.2.7. However,
this turns out to be irrelevant in the following theorem, which brings together the
limit payoff function and the limit policy.
Theorem 4.2.8. For every x ∈ (a, b), T > 0 and Markov policy pi0 that is Lipschitz
on compacts in (a, b)× (0,∞), the following holds:
V lim(x, T ) = V pilim(x, T ).
The last step establishes V lim = V via the so called verification lemma.
Theorem 4.2.9. For every x ∈ (a, b), T > 0, Π ∈ A(x, T ) and Markov policy pi0
that is Lipschitz on compacts in (a, b)× (0,∞), the following holds:
V lim(x, T ) ≤ V Π(x, T ).
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Hence V lim is the value function (and does not depend on pi0) and pilim is an optimal
policy.
4.2.2 Auxiliary results
Lemma 4.2.10. For every Markov policy pi, the payoff function V pi, which is defined
on (a, b)× (0,∞), can be continuously extended by defining
V pi(x, 0) := g(x) for x ∈ (a, b),
V pi(a, T ) := g(a) for T ≥ 0 if a > −∞,
and
V pi(b, T ) := g(b) for T ≥ 0 if b <∞.
Proof. The proof of
lim
x↓a
V pi(x, T ) = g(a), lim
x↑b
V pi(x, T ) = g(b), T ≥ 0,
is analogous to the proof of Lemma 3.2.11. To see
lim
T↓0
V pi(x, T ) = g(x), x ∈ (a, b),
it suffices to apply the Dominated Convergence Theorem (since f and g are bounded
by Assumption 4.2.1).
The processes controlled by Markov policies are strong Markov processes
(Theorem 4.20 in [17, p. 322]; according to the introduction of that section the
theorem still holds in the time-inhomogeneous case). This enables us to prove the
following lemma.
Lemma 4.2.11. The following holds for every Markov policy pi, x ∈ (a, b), T > 0
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and stopping time S that is almost surely less than or equal to T ∧ τ ba
(
Xx,T,pi
)
:
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+ e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds V pi
(
Xx,T,piS , T − S
)
= E
(∫ T∧τba(Xx,T,pi)
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+e−
∫ T∧τba(Xx,T,pi)
0 α
pi(Xx,T,pis ,T−s)dsg
(
Xx,T,pi
T∧τba(Xx,T,pi)
) ∣∣∣∣∣FS
)
.
In particular, the process M defined below is a uniformly integrable martingale:
Mt :=
∫ t
0
e−
∫ r
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pir , T − r
)
dr
+ e−
∫ t
0 α
pi(Xx,T,pis ,T−s)ds V pi
(
Xx,T,pit , T − t
)
, t ≤ T.
Proof. Let τ := τ ba
(
Xx,T,pi
)
and τS := τ ◦ θS = τ ba
(
Xx,T+S,pi·+S
)
. Then τS = τ − S
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holds almost surely, and we obtain
E
(∫ T∧τ
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+e−
∫ T∧τ
0 α
pi(Xx,T,pis ,T−s)dsg
(
Xx,T,piT∧τ
) ∣∣∣FS)
=
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+ E
(∫ (T∧τ)−S
0
e−
∫ t+S
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit+s , T − S − t
)
dt
+e−
∫ T∧τ
0 α
pi(Xx,T,pis ,T−s)dsg
(
Xx,T,piT∧τ
) ∣∣∣FS)
=
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt+ e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds
· E
(∫ (T−S)∧τS
0
e−
∫ t
0 α
pi(Xx,T,pis+S ,T−S−s)dsfpi
(
Xx,T,pit+S , T − S − t
)
dt
+e−
∫ (T−S)∧τS
0 α
pi(Xx,T,pis+S ,T−S−s)dsg
(
Xx,T,pi(T−S)∧τS+S
) ∣∣∣∣FS)
=
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt+ e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds
· E
(∫ (T−S)∧τ
0
e−
∫ t
0 α
pi(Xx,T−S,pis ,T−S−s)dsfpi
(
Xx,T−S,pit , T − S − t
)
dt ◦ θS
+e−
∫ (T−S)∧τ
0 α
pi(Xx,T−S,pis ,T−S−s)dsg
(
Xx,T−S,pi(T−S)∧τ
)
◦ θS
∣∣∣FS) .
Applying the strong Markov property, we arrive to
E
(∫ T∧τ
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+e−
∫ T∧τ
0 α
pi(Xx,T,pis ,T−s)dsg
(
Xx,T,piT∧τ
) ∣∣∣FS)
=
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt+ e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds
· E
Xx,T,piS
(∫ (T−S)∧τ
0
e−
∫ t
0 α
pi(XT−S,pis ,T−S−s)dsfpi
(
XT−S,pit , T − S − t
)
dt
+e−
∫ (T−S)∧τ
0 α
pi(XT−S,pis ,T−S−s)dsg
(
XT−S,pi(T−S)∧τ
))
=
∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+ e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds V pi
(
Xx,T,piS , T − S
)
.
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By applying the expectation, the lemma implies the so called Bellman’s prin-
ciple.
Corollary 4.2.12. The following holds for every Markov policy pi, x ∈ (a, b), T > 0
and stopping time S that is almost surely less than or equal to T ∧ τ ba
(
Xx,T,pi
)
:
V pi(x, T ) = E
(∫ S
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
)
+ E
(
e−
∫ S
0 α
pi(Xx,T,pis ,T−s)ds V pi
(
Xx,T,piS , T − S
))
.
In the next two lemmas we will establish the (joint) continuity of the payoff
functions. The mirror coupling is again one of the techniques used.
Lemma 4.2.13. For every Markov policy pi, x ∈ (a, b), T > 0 and  > 0 there exists
δ > 0 such that for every y ∈ (a, b) and T ′ > 0 the following holds: |x− y| < δ and
|T − T ′| < δ imply
|V pi(x, T ′)− V pi(y, T ′)| ≤ .
Proof. Recall that the process Xx,T,pi solves (4.3). Let the process Xy (for an ar-
bitrary y ∈ (a, b)) solve the analogous stochastic differential equations but with (y
instead of x and) −B instead of B, i.e.
Xyt = y −
∫ t
0
σpi (X
y
s , T − s) dBs +
∫ t
0
µ (Xys , T − s) ds if t ∈
[
0, T ∧ τ ba (Xy)
)
,
Xyt = X
y
τba(X
y)
if t ∈
[
τ ba (X
y) , T
)
, and XyT = limt↑T
Xyt .
Let τˆ be their first meeting time, i.e.
τˆ := inf
{
t ∈ [0, T ]; Xx,T,pit = Xyt
}
(inf ∅ :=∞),
and define
Xxt := X
x,T,pi
t I{t<τˆ} +X
y
t I{t≥τˆ}, t ≤ T.
Due to the strong Markov property, the laws of the processes Xx and Xx,T,pi are the
same, and clearly the equality Xxt = X
y
t holds on the event {τˆ ≤ t} for every t ≤ T .
Let M be a constant that bounds all the functions σpi, µpi, f
pi, V pi and g,
and assume (without loss of generality) that x ≥ y. Then the following holds on the
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event
{
τˆ ≤ τ ba (Xx) ∧ τ ba (Xy)
}
:
τˆ ≤ inf
{
t ∈ [0, T ]; x− y =
∫ t
0
(µpi (X
x
s , T − s)− µpi (Xys , T − s)) ds.
+
∫ t
0
(σpi (X
x
s , T − s) + σpi (Xys , T − s)) dBs
}
≤ inf
{
t ∈ [0, T ]; x− y = −2Mt+
∫ t
0
(σpi (X
x
s , T − s) + σpi (Xys , T − s)) dBs
}
= inf
{
t ∈ [0, T ]; x− y = W[N ]t − 2Mt
}
,
where we used Dambis-Dubins-Schwartz theorem for the martingale N defined as
Nt :=
∫ t
0
(σpi (X
x
s , T − s) + σpi (Xys , T − s)) dBs, t ≤ T,
and W is a Brownian motion. Since σ2 is bounded away from 0, we know that there
exists a constant m > 0 such that [N ]t ≥ mt for all t ∈ [0, T ]. Thus we obtain
τˆ ≤ inf {t ∈ [0, T ]; x− y = Wmt − 2Mt}
=: τ
L
= inf
{
t ∈ [0, T ]; x− y√
m
= Wt − 2M√
m
t
}
.
The density of the first hitting time of the level l by the Brownian motion with drift
c is (see e.g. [17, p. 197])
p(t) :=
|l|√
2pit3
exp
(−(l − ct)2
2t
)
, t > 0,
from where we can estimate
E
(
τI{τ≤T}
)
=
∫ T
0
t
∣∣∣x−y√m ∣∣∣√
2pit3
exp
−
(
x−y√
m
− 2M√
m
t
)2
2t
 dt
≤
∫ T
0
t
|x− y|√
2mpit3
dt = C1
√
T |x− y|
and
P (τ > T ) =
∫ ∞
T
∣∣∣x−y√m ∣∣∣√
2pit3
exp
−
(
x−y√
m
− 2M√
m
t
)2
2t
dt ≤ ∫ ∞
T
|x− y|√
2mpit3
dt =
C2√
T
|x−y|
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for some constants C1 and C2. With τ
b
a denoting τ
b
a (X
x) or τ ba (X
y) when they are
the same, we obtain
|V pi(x, T )− V pi(y, T )|
E
(
|V pi(x, T )− V pi(y, T )| I{τ>T∧τba(Xx)∧τba(Xy)}
)
+ E
((∫ τ
0
∣∣∣e− ∫ t0 αpi(Xxs ,T−s)dsfpi (Xxt , T − t)− e− ∫ t0 αpi(Xys ,T−s)dsfpi (Xyt , T − t)∣∣∣ dt
+
∫ T∧τba
τ
∣∣∣e− ∫ t0 αpi(Xxs ,T−s)ds − e− ∫ t0 αpi(Xys ,T−s)ds∣∣∣ |fpi (Xxt , T − t)| dt
+
∣∣∣∣e− ∫ T∧τba0 αpi(Xxs ,T−s)ds − e− ∫ T∧τba0 αpi(Xys ,T−s)ds∣∣∣∣ ∣∣∣g (XxT∧τba)∣∣∣
)
I{τ≤T∧τba(Xx)∧τba(Xy)}
)
.
For t > τ we have∣∣∣e− ∫ t0 αpi(Xxs ,T−s)ds − e− ∫ t0 αpi(Xys ,T−s)ds∣∣∣
=
∣∣∣e− ∫ τ0 αpi(Xxs ,T−s)ds − e− ∫ τ0 αpi(Xys ,T−s)ds∣∣∣ e− ∫ tτ αpi(Xxs ,T−s)ds
≤
∣∣∣∣∫ τ
0
αpi (Xxs , T − s) ds−
∫ τ
0
αpi (Xys , T − s) ds
∣∣∣∣
≤ 2Mτ,
and therefore for every δ′ ∈ (0, T ) we obtain
|V pi(x, T )− V pi(y, T )|
≤ 2M P
(
τ > T ∧ τ ba (Xx) ∧ τ ba (Xy)
)
+ E
(
(2Mτ + 2Mτ ·MT + 2Mτ ·M) I{τ≤T}
)
≤ 2MP (τ > δ′)+ 2MP(τ ba (Xx) ∧ τ ba (Xy) < δ′)
+ (2M + 2M2 + 2M2T )E
(
τI{τ≤T}
)
≤ 2M C2√
δ′
|x− y|+ 2MP
(
τ ba (X
x) ∧ τ ba (Xy) < δ′
)
+
(
2M + 2M2 + 2M2T
)
C1
√
T |x− y|.
Fix  > 0, x ∈ (a, b) and T > 0. We know that we can choose δ′ such that
2MP
(
τ ba (X
x) ∧ τ ba (Xy) < δ′
)
<

3
holds for all y close to x and T ′ close to T (dependence on T is not visible in order
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to have lighter notation). Let δ > 0 be so small that
2M
C2√
δ′
δ <

3
and
(
2M + 2M2 + 2M2T
)
C1
√
T δ <

3
.
It is clear that the same δ will work for all T ′ close to T , which concludes the
proof.
Now we will apply the previous two statements to prove the continuity of
the payoff functions for Markov policies.
Lemma 4.2.14. For every Markov policy pi, the function V pi is continuous.
Proof. Let M > 1 be a constant that bounds all the functions σpi, µpi, f
pi and V pi.
Later in the proof we will need the following inequality (x ∈ (a, b), T > 0, t < T ):
P
(∣∣∣Xx,T,pit − x∣∣∣ > 3√t, τ ba (Xx,T,pi) ≥ t) ≤ P(|B1| > 3√t−Mt
M
√
t
)
. (4.5)
Note that this probability goes to 0 as t tends to 0 (B1 is a standard normal random
variable).
We will prove this inequality by comparing Xx,T,pit −x to the Brownian motion
with drift. Note that there exists a Brownian motion W such that
Ns :=
∫ s
0
σpi
(
Xx,T,pir , T − r
)
dBr = W[N ]s , [N ]s ≤M2s, s ≤ T.
Then we obtain
P
(∣∣∣Xx,T,pit − x∣∣∣ > 3√t, τ ba (Xx,T,pi) ≥ t)
≤ P
(∣∣∣∣∫ t
0
µpi
(
Xx,T,pir , T − r
)
dr
∣∣∣∣+ ∣∣∣∣∫ t
0
σpi
(
Xx,T,pir , T − r
)
dBr
∣∣∣∣ > 3√t)
≤ P
(∣∣W[N ]t∣∣ > 3√t−Mt) ≤ P(∣∣∣∣sup
s≤t
W[N ]s
∣∣∣∣ > 3√t−Mt)
≤ P
(∣∣∣∣sup
s≤t
WM2s
∣∣∣∣ > 3√t−Mt) = P(|W1| > 3√t−MtM√t
)
by the Reflection Principle.
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For any x, x′ ∈ (a, b) and T > T ′ > 0 the following holds by Corollary 4.2.12:
∣∣V pi(x, T )− V pi(x′, T ′)∣∣
≤ ∣∣V pi(x, T )− V pi(x, T ′)∣∣+ ∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣
≤ E
(∣∣∣∣∣
∫ T−T ′
0
e−
∫ t
0 α
pi(Xx,T,pis ,T−s)dsfpi
(
Xx,T,pit , T − t
)
dt
+ e−
∫ T−T ′
0 α
pi(Xx,T,pit ,T−t)dt V pi
(
Xx,T,piT−T ′ , T
′
)
− V pi(x, T ′)
∣∣∣∣ I{τba(Xx,T,pi)≥T−T ′}
)
+
∣∣V pi(x, T )− V pi(x, T ′)∣∣P(τ ba (Xx,T,pi) < T − T ′)+ ∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣ .
We further obtain
∣∣V pi(x, T )− V pi(x′, T ′)∣∣
≤M(T − T ′) + E
(∣∣∣∣e− ∫ T−T ′0 αpi(Xx,T,pit ,T−t)dt V pi (Xx,T,piT−T ′ , T ′)− V pi (Xx,T,piT−T ′ , T ′)∣∣∣∣)
+ E
(∣∣∣V pi (Xx,T,piT−T ′ , T ′)− V pi(x, T ′)∣∣∣ I{τba(Xx,T,pi)≥T−T ′})
+ 2MP
(
τ ba
(
Xx,T,pi
)
< T − T ′
)
+
∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣
≤M(T − T ′) + E
(∣∣∣∣∣
∫ T−T ′
0
αpi
(
Xx,T,pit , T − t
)
dt
∣∣∣∣∣ ∣∣∣V pi (Xx,T,piT−T ′ , T ′)∣∣∣
)
+ E
(∣∣∣V pi (Xx,T,piT−T ′ , T ′)− V pi(x, T ′)∣∣∣ I{τba(Xx,T,pi)≥T−T ′, ∣∣∣Xx,T,piT−T ′−x∣∣∣> 3√T−T ′}
)
+ E
(∣∣∣V pi (Xx,T,piT−T ′ , T ′)− V pi(x, T ′)∣∣∣ I{τba(Xx,T,pi)≥T−T ′, ∣∣∣Xx,T,piT−T ′−x∣∣∣≤ 3√T−T ′}
)
+ 2MP
(
τ ba
(
Xx,T,pi
)
< T − T ′
)
+
∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣
≤M(T − T ′) +M2(T − T ′)
+ 2MP
(
τ ba
(
Xx,T,pi
) ≥ T − T ′, ∣∣∣Xx,T,piT−T ′ − x∣∣∣ > 3√T − T ′)
+ E
(∣∣∣V pi (Xx,T,piT−T ′ , T ′)− V pi(x, T ′)∣∣∣ I{∣∣∣Xx,T,pi
T−T ′−x
∣∣∣≤ 3√T−T ′}
)
+ 2MP
(
τ ba
(
Xx,T,pi
)
< T − T ′
)
+
∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣
Fix now x ∈ (a, b) and T > 0, and set  > 0. Let δ1 > 0 be such that
M2δ1 <

6
.
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Due to (4.5) there exists δ2 > 0 such that
2MP
(
|W1| >
3
√
δ2 −Mδ2
M
√
δ2
)
<

6
.
From Lemma 4.2.13 we know that there exists δ3 ∈ (0, 1) such that
|x− x′| < δ3, |T − T ′| < δ3 =⇒
∣∣V pi(x, T ′)− V pi(x′, T ′)∣∣ < 
6
.
It is also clear (since τ ba
(
Xx,T,pi
)
is positive almost surely) that there exists δ4 > 0
such that
2MP
(
τ ba
(
Xx,T,pi
)
< δ4
)
<

6
.
Set
δ := δ1 ∧ δ2 ∧ δ33 ∧ δ4.
Then we have proved above that |x− x′| < δ and |T − T ′| < δ (we assumed T > T ′
without loss of generality) imply |V pi(x, T )− V pi(x′, T ′)| < .
4.2.3 Proofs
Proof of Proposition 4.2.3. We obtain the process
(
Xx,T,pit
)
t<T
via the same state-
space transformation as in the proof of Proposition 3.2.4. To prove that the limit
limt↑T X
x,T,pi
t exists, it is enough to do this on the event
{
τ ba
(
Xx,T,pi
) ≥ T}. The
equality
lim
t↑T
∫ t
0
µpi
(
Xx,T,pis , T − s
)
ds =
∫ T
0
µpi
(
Xx,T,pis , T − s
)
ds
holds because µpi is bounded (and it does not not matter how we define µpi(·, 0)).
The equality
lim
t↑T
∫ t
0
σpi
(
Xx,T,pis , T − s
)
dBs =
∫ T
0
σpi
(
Xx,T,pis , T − s
)
dBs
follows from the Martingale Convergence Theorem, which we apply to
Yt :=
∫ h−1(t)
0
σpi
(
Xx,T,pis , T − s
)
dBs, t ≥ 0,
where h : [0, T )→ [0,∞) is a homeomorphism. We then use
lim
t↑T
∫ t
0
σpi
(
Xx,T,pis , T − s
)
dBs = lim
t↑T
Yh(t) = lim
t↑∞
Yt.
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Proof of Proposition 4.2.4. Let a < a′ < x < b′ < b and T > 0. Let v ∈ C([a′, b′] ×
[0, T ]) ∩ C2,1((a′, b′) × (0, T ]) be the unique solution of the initial-boundary value
problem
Lpiv + fpi = 0, v(y, 0) = g(y) for y ∈ [a′, b′],
v(a′, t) = V pi(a′, t) and v(b′, t) = V pi(b′, t) for t ∈ [0, T ],
which is guaranteed to exist by Corollary 1 in [9, p. 71] since by Lemma 4.2.14,
Lemma 4.2.10 and Assumption 4.2.1 the initial-boundary conditions are continuous
and the coefficients are Ho¨lder continuous (in fact they are even Lipschitz). Let
a′ < a′′ < x < b′′ < b′ and τdc := τdc (Xx,T,pi) for any c < d. For every  ≥ 0 define
the process S,a
′′,b′′ and analogously S,a
′,b′ by
S,a
′′,b′′
t :=
∫ t∧τb′′
a′′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)drfpi
(
Xx,T,pis , T − s
)
ds
+ e−
∫ t∧τb′′
a′′
0 α
pi(Xx,T,pir ,T−r)drv
(
Xx,T,pi
t∧τb′′
a′′
, T − t ∧ τ b′′a′′
)
, t ≤ T − .
Itoˆ’s formula on [0, τ b
′′
a′′ ] and the differential equation for v yield, for every small
enough  > 0,
S,a
′′,b′′
t = v(x, T ) +
∫ t∧τb′′
a′′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)drσpivx
(
Xx,T,pis , T − s
)
dBs
+
∫ t∧τb′′
a′′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)dr (fpi + Lpiv − αpiv) (Xx,T,pis , T − s) ds
= v(x, T ) +
∫ t∧τb′′
a′′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)drσpivx
(
Xx,T,pis , T − s
)
dBs.
Hence S,a
′′,b′′ is a local martingale, and since it is clearly a bounded process, it is a
uniformly integrable martingale. Thus the Dominated Convergence Theorem yields
v(x, T ) = lim
a′′→a′
lim
b′′→b′
lim
→0
E
(
S,a
′′,b′′
0
)
= lim
a′′→a′
lim
b′′→b′
lim
→0
E
(
S,a
′′,b′′
T−
)
= E
(
S0,a
′,b′
T
)
.
Thanks to the initial-boundary conditions for v, Lemma 4.2.10 and Lemma 4.2.11,
87
we obtain
S0,a
′,b′
T =
∫ T∧τb′
a′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)drfpi
(
Xx,T,pis , T − s
)
ds
+ e−
∫ T∧τb′
a′
0 α
pi(Xx,T,pir ,T−r)drv
(
Xx,T,piT∧ρb , T − (T ∧ τ b
′
a′ )
)
=
∫ T∧τb′
a′
0
e−
∫ s
0 α
pi(Xx,T,pir ,T−r)drfpi
(
Xx,T,pis , T − s
)
ds
+ e−
∫ T∧τb′
a′
0 α
pi(Xx,T,pir ,T−r)dr V pi
(
Xx,T,pi
T∧τb′
a′
, T − (T ∧ τ b′a′ )
)
= E
(∫ T∧τba
0
e−
∫ t
0 α
pi(Xx,T,pir ,T−r)drfpi
(
Xx,T,pit , T − t
)
dt
+e−
∫ T∧τba
0 α
pi(Xx,T,pir ,T−r)drg
(
Xx,T,pi
T∧τba
)∣∣∣∣FT∧τb′
a′
)
,
and therefore
v(x, T ) = E
(∫ T∧τba
0
e−
∫ t
0 α
pi(Xx,T,pir ,T−r)drfpi
(
Xx,T,pit , T − t
)
dt
+e−
∫ T∧τba
0 α
pi(Xx,T,pir ,T−r)drg
(
Xx,T,pi
T∧τba
))
= V pi(x, T ).
Proof of Theorem 4.2.6. Let a < a′ < x < b′ < b and τdc := τdc
(
Xx,T,pin+1
)
for any
c < d. Define the process S by
St :=
∫ t
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drfpin+1 (Xx,T,pin+1s , T − s) ds
+ e
− ∫ t0 αpin+1(Xx,T,pin+1r ,T−r)dr V pin (Xx,T,pin+1t , T − t) , t ≤ T.
Itoˆ’s formula, applicable thanks to Proposition 4.2.4, yields, for every small enough
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 > 0,
S
(T−)∧τb′
a′
= V pin(x, T ) +
∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)dr
· (fpin+1 + Lpin+1V pin − αpin+1V pin) (Xx,T,pin+1s , T − s) ds
+
∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drσpin+1V pinx (Xx,T,pin+1s , T − s) dBs.
The stochastic integral is a true martingale since the functions σpin+1 and V
pin
x are
bounded on [a′, b′]× [, T ] (by Assumption 4.2.1 and Proposition 4.2.4, respectively).
Hence we obtain
E
(
S
(T−)∧τb′
a′
)
= V pin(x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)dr
(fpin+1 + Lpin+1V pin − αpin+1V pin) (Xx,T,pin+1s , T − s) ds) .
By the definition of the policy improvement algorithm (4.4) we get
E
(
S
(T−)∧τb′
a′
)
= V pin(x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)dr
·min
p∈A
(fp + LpV pin − αpV pin) (Xx,T,pin+1s , T − s) ds)
≤ V pin(x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)dr
· (fpin + LpinV pin − αpinV pin) (Xx,T,pin+1s , T − s) ds)
= V pin(x, T ),
where we used Proposition 4.2.4 in the last step. Therefore we obtain
V pin(x, T ) ≥ E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drfpin+1 (Xx,T,pin+1s , T − s) ds
+e
− ∫ (T−)∧τb′a′0 αpin+1(Xx,T,pin+1r ,T−r)dr V pin
(
X
x,T,pin+1
(T−)∧τb′
a′
, T − ((T − ) ∧ τ b′a′ )
) .
Since τ b
′
a′ converges almost surely to τ
b
a when a
′ tends to a and b′ to b, and the
functions f and V pin are bounded, and V pin is continuous by Lemma 4.2.14, the
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Dominated Convergence Theorem yields
lim
a′→a
lim
b′→b
lim
→0
E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drfpin+1 (Xx,T,pin+1s , T − s) ds
)
= E
(∫ T∧τba
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drfpin+1 (Xx,T,pin+1s , T − s) ds
)
and
lim
a′→a
lim
b′→b
lim
→0
E
e− ∫ (T−)∧τb′a′0 αpin+1(Xx,T,pin+1r ,T−r)dr
V pin
(
X
x,T,pin+1
(T−)∧τb′
a′
, T − ((T − ) ∧ τ b′a′ )
))
= E
(
e
− ∫ T∧τba0 αpin+1(Xx,T,pin+1r ,T−r)dr · V pin (Xx,T,pin+1
T∧τba , T − (T ∧ τ
b
a)
))
= E
(
e
− ∫ T∧τba0 αpin+1(Xx,T,pin+1r ,T−r)drg (Xx,T,pin+1
T∧τba
))
,
where we also used Lemma 4.2.10. Hence we have
V pin(x, T ) ≥ E
(∫ T∧τba
0
e
− ∫ s0 αpin+1(Xx,T,pin+1r ,T−r)drfpin+1 (Xx,T,pin+1s , T − s) ds
)
+ E
(
e
− ∫ T∧τba0 αpin+1(Xx,T,pin+1r ,T−r)drg (Xx,T,pin+1
T∧τba
))
= V pin+1(x, T ).
Proof of Proposition 4.2.7. Let the sequences {an}n∈N, {bn}n∈N, {n}n∈N and
{Tn}n∈N be such that the following hold for every k ∈ N:
a < ak+1 < ak < bk < bk+1 < b, 0 < k+1 < k < Tk < Tk+1,
and ⋃
n∈N
([an, bn]× [n, Tn]) = (a, b)× (0,∞).
Thanks to Theorem 5 from [9, p. 64] (and Proposition 4.2.4), the sequence {V pinxx }n∈N
is uniformly bounded on compacts in (a, b)× (0,∞). Recalling the policy improve-
ment algorithm (4.4) and applying Assumption 4.2.2, we obtain that the sequence
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{pin}n∈N is uniformly Lipschitz on [ak, bk] × [k, Tk] for every k ∈ N. Let pi0n := pin
for every n ∈ N. Due to the Arzela-Ascoli Theorem as stated in Lemma 3.2.13, for
every k ∈ N there exists a subsequence {pikn}n∈N ⊆ {pik−1n }n∈N such that {pikn}n∈N
converges uniformly on [ak, bk]× [k, Tk]. The diagonal sequence, i.e. {pinn}n∈N, then
converges uniformly on [ak, bk]×[k, Tk] for every k ∈ N, and hence on every compact
subset of (a, b)× (0,∞).
Proof of Theorem 4.2.8. Let {pink}k∈N be a sequence from Proposition 4.2.7 that
converges to pilim uniformly on compacts in (a, b)× (0,∞). Let a < a′ < x < b′ < b,
k ∈ N and τdc := τdc
(
Xx,T,pilim
)
for any c < d. Define the process S by
St :=
∫ t
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)drfpink (Xx,T,pilims , T − s) ds
+ e
− ∫ t0 αpink (Xx,T,pilimr ,T−r)dr V pink (Xx,T,pilimt , T − s) , t ≤ T.
Itoˆ’s formula yields, for every small enough  > 0,
S
(T−)∧τb′
a′
= V pink (x, T ) +
∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)dr
· (fpink + LpilimV pink − αpinkV pink ) (Xx,T,pilims , T − s) ds
+
∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)drσpilimV pinkx (Xx,T,pilims , T − s) dBs.
The stochastic integral is a martingale since the functions σpilim and V
pink
x are
bounded on the domain of integration. Hence we obtain
E
(
S
(T−)∧τb′
a′
)
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)dr
· (fpink + LpilimV pink − αpinkV pink ) (Xx,T,pilims , T − s) ds)
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)dr
· (LpilimV pink − LpinkV pink ) (Xx,T,pilims , T − s) ds)
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpink (Xx,T,pilimr ,T−r)dr
·
(
1
2
(
σ2pilim − σ2pink
)
V
pink
xx +
(
µpilim − µpink
)
V
pink
x
)(
Xx,T,pilims , T − s
)
ds
)
,
where we used Proposition 4.2.4 and the definition of the operator L. Due to Theo-
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rem 5 in [9, p. 64] (and Proposition 4.2.4), the sequences {V pinkxx }k∈N and {V pinkx }k∈N
are uniformly bounded on [a′, b′]×[, T ]. Now the Dominated Convergence Theorem,
when k tends to ∞, yields that the last term disappears. Hence we obtain
E
(∫ (T−)∧τb′
a′
0
e
− ∫ s0 αpilim(Xx,T,pilimr ,T−r)drfpilim (Xx,T,pilims , T − s) ds
+e
− ∫ (T−)∧τb′a′0 αpilim(Xx,T,pilimr ,T−r)dr V lim
(
Xx,T,pilim
(T−)∧τb′
a′
, T − ((T − ) ∧ τ b′a′ )
)
= V lim(x, T ).
By sending  to 0, b′ to b and a′ to a, we obtain the desired equality as in the
previous proof.
Proof of Theorem 4.2.9. The second assertion follows from Theorem 4.2.8.
Consider the sequence {(pin+1, pin) : (a, b)×(0,∞)→ A×A}n∈N, where A×A
is equipped with any p-product metric, p ∈ [1,∞]. In the same way as in the proof
of Proposition 4.2.7 we can find a subsequence {(pi1+nk , pink)}k∈N that is uniformly
convergent on every compact set in (a, b)× (0,∞).
For every (y, t) ∈ (a, b)× (0,∞) and k ∈ N, set
pˆi∞(y, t) := lim
l→∞
pinl(y, t), p˜i∞(y, t) := lim
l→∞
pinl+1(y, t),
σˆk(y, t) := σ(y, t, pink(y, t)), σ˜k(y, t) := σ(y, t, pink+1(y, t)),
σˆ∞(y, t) := σ(y, t, pˆi∞(y, t)), σ˜∞(y, t) := σ(y, t, p˜i∞(y, t)).
Define µˆk, αˆk, fˆk, and µ˜k, α˜k, f˜k, and µˆ∞, αˆ∞, fˆ∞, and µ˜∞, α˜∞, f˜∞, in a corre-
sponding fashion. Let
uˆk(y, t) := V
pink (y, t), u˜k(y, t) := V
pink+1(y, t) and u(y) := V lim(y),
and define the operator Lˆk by
Lˆkh := 1
2
σˆ2khxx + µˆkhx − ht − αˆkh+ fˆk, h ∈ C2,1((a, b)× (0,∞)),
with the corresponding definitions for L˜k, Lˆ∞ and L˜∞. Applying Theorem 15 from
[9, p. 80] (and Proposition 4.2.4), we obtain that both Lˆ∞u = 0 and L˜∞u = 0
hold on every compact subset of (a, b)× (0,∞), and that the sequence of functions
{12(σ˜2k − σˆ2k) · (uˆk)xx + (µ˜k − µˆk) · (uˆk)x − (α˜k − αˆk)uˆk + f˜k − fˆk}k∈N converges to
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the function 12(σ˜
2∞ − σˆ2∞)uxx + (µ˜∞ − µˆ∞)ux − (α˜∞ − αˆ∞)u+ f˜∞ − fˆ∞ on on every
compact subset of (a, b)× (0,∞). However, we know that
1
2
(σ˜2∞− σˆ2∞)uxx+(µ˜∞− µˆ∞)ux− (α˜∞− αˆ∞)u+ f˜∞− fˆ∞ = L˜∞u−Lˆ∞u = 0. (4.6)
Let k ∈ N,  > 0 and a < a′ < x < b′ < b. Define τdc := τdc
(
Xx,T,Π
)
for any
c < d. We obtain
E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)drfΠs
(
Xx,T,Πs , T − s
)
ds
+e−
∫ (T−)∧τb′
a′
0 α
Πr(Xx,T,Πr ,T−r)dr V pink
(
Xx,T,Π
(T−)∧τb′
a′
, T − ((T − ) ∧ τ b′a′ )
))
Itoˆ
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)dr
· (fΠs + LΠsV pink − αΠsV pink ) (Xx,T,Πs , T − s) ds)
≥ V pink (x, T ) + E
(∫ (T−)τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)dr
·
(
min
p∈A
(fp + LpV pink − αpV pink )
)(
Xx,T,Πs , T − s
)
ds
)
PIA (4.4)
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)dr
· (fpink+1 + Lpink+1V pink − αpink+1V pink ) (Xx,T,Πs , T − s) ds)
Pr. 4.2.4
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)dr (fpink+1 − fpink
+Lpink+1V pink − LpinkV pink − αpink+1V pink + αpinkV pink ) (Xx,T,Πs , T − s) ds)
= V pink (x, T ) + E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)dr
(
1
2
(σ˜2k − σˆ2k) · (uˆk)xx
+(µ˜k − µˆk) · (uˆk)x − (α˜k − αˆk)uˆk + f˜k − fˆk
) (
Xx,T,Πs , T − s
)
ds
)
.
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Sending k to ∞ and applying the Dominated Convergence Theorem, we obtain
E
(∫ (T−)∧τb′
a′
0
e−
∫ s
0 α
Πr(Xx,T,Πr ,T−r)drfΠs
(
Xx,T,Πs , T − s
)
ds
+e−
∫ (T−)∧τb′
a′
0 α
Πr(Xx,T,Πr ,T−r)dr V lim
(
Xx,T,Π
(T−)∧τb′
a′
, T − ((T − ) ∧ τ b′a′ )
))
≥ V lim(x, T )
by using the first part of the proof. After sending  to 0, b′ to b and a′ to a, the
desired inequality follows in the usual way.
4.3 Application to the finite horizon problem for geo-
metric Brownian motions
4.3.1 Approximation of the value function
Recall the setting of Problem (T+) from Section 2.4. We have
τ(V ) := inf{t ≥ 0; Xt = Y (V )t} = inf
{
t ≥ 0; log
(
Xt
Y (V )t
)
= 0
}
(inf ∅ :=∞).
For any T > 0, we would like to solve the following problem:
find inf
V ∈V
Px,y (τ(V ) > T ) =: U˜(x, y, T ).
First we will try to accommodate the problem within the setting of the
present chapter. For every V ∈ V, Lemma 2.2.1 yields W ∈ V and a process
Π = (Πt)t≥0 such that the following hold: B and W are independent, Π is (Ft)t≥0-
adapted and takes values in [−1, 1], and
Vt =
∫ t
0
Πs dBs +
∫ t
0
√
1−Π2s dWs, t ≥ 0.
Recall µ := a2−a1 + σ
2
1
2 −
σ22
2 . Using the explicit formula for the geometric Brownian
motion (or its stochastic differential equation and Itoˆ’s lemma) and this representa-
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tion, we obtain
log
(
Xt
Y (V )t
)
= log
(
x
y
)
+ σ1Bt + a1t− (σ2Vt + a2t)− σ
2
1
2
t+
σ22
2
t
= log
(
x
y
)
− µt+
∫ t
0
(σ1 − σ2Πs) dBs + σ2
∫ t
0
√
1−Π2s dWs
= log
(
x
y
)
− µt+
∫ t
0
√
σ21 + σ
2
2 − 2σ1σ2Πs dBΠs , t ≥ 0,
where
BΠt :=
∫ t
0
σ1 − σ2Πs(
σ21 + σ
2
2 − 2σ1σ2Πs
) 1
2
dBs +
∫ t
0
σ2
(
1−Π2s
) 1
2(
σ21 + σ
2
2 − 2σ1σ2Πs
) 1
2
dWs, t ≥ 0.
Note that BΠ is an (Ft)t≥0-Brownian motion by Le´vy’s characterisation theorem.
We know that we can assume x > y and σ1 > σ2 > 0 without loss of
generality. Let
A := {Π = (Πt)t<T ; Π adapted to (Ft)t<T ,
and Πt(ω) ∈ [−1, 1] for every t ≥ 0 and ω ∈ Ω}
and for any x > 0, T > 0 and Π ∈ A define the controlled process by
Xx,T,Πt := x− µt+
∫ t
0
(
σ21 + σ
2
2 − 2σ1σ2Πs
) 1
2 dBs, t ≤ T,
and the payoff by
UΠ(x, T ) := P
(
τ∞0
(
Xx,T,Π
)
> T
)
.
The problem is the following:
find inf
Π∈A
UΠ(x, T ) =: U(x, T ). (4.7)
From the previous paragraph it is clear that
U˜(x, y, T ) = U
(
log
(
x
y
)
, T
)
,
hence by solving Problem (4.7) the original problem will be solved, too.
We note
UΠ(x, T ) = E
(
I(0,∞)
(
Xx,T,Π
T∧τ∞0 (Xx,T,Π)
))
.
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We would like to apply our policy improvement algorithm to find the function U ,
but there are two obstacles: the function I(0,∞) is not continuous and hence Assump-
tion 4.2.1 is not satisfied, and Ihn(x, t) = sgn ((hn)x(x, t)), which is also far from
satisfying the demands of Assumption 4.2.2. We will rectify this by constructing
similar problems in such a way that we will be able to use the policy improvement
algorithm and that they will approximate (in the limit) Problem (4.7).
Let  > 0, and define the following functions:
α()(x, t, p) := 0, f()(x, t, p) := p
2, g()(x) :=

0 if x ≤ 0,
x
 if 0 < x < ,
1 if x ≥ ,
V Π()(x, T ) := E
(∫ T∧τ∞0 (Xx,T,Π)
0
f()
(
Xx,T,Πt , T − t,Πt
)
dt+ g()
(
Xx,T,Π
T∧τ∞0 (Xx,T,Π)
))
,
V()(x, T ) := inf
Π∈A
V Π()(x, T ).
Now Assumption 4.2.1 is clearly satisfied, and the same holds for Assumption 4.2.2
since the following function possesses the required Ho¨lder property:
Ihn(x, t) =

−1 if σ1σ2(hn)x(x,t)2 ≤ −1,
σ1σ2(hn)x(x,t)
2 if − 1 < σ1σ2(hn)x(x,t)2 < 1,
1 if σ1σ2(hn)x(x,t)2 ≥ 1.
Hence the function V() can be obtained via the policy improvement algorithm for
every  > 0. The following theorem says that the value function U can be ap-
proximated by these functions, which solves Problem (4.7) and thus the motivating
problem of optimal coupling of geometric Brownian motions.
Theorem 4.3.1. For every x > 0 and T > 0, the following holds:
U(x, T ) = lim
→0
V()(x, T ).
4.3.2 Proof
First we will look at some properties of the functions UΠ and U .
Lemma 4.3.2. For every T > 0 there exists C > 0 such that the following holds
for every Π ∈ A and x, y > 0:
∣∣UΠ(x, T )− UΠ(y, T )∣∣ ≤ C|x− y|.
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Proof. For easier notation, define σ(p) := (σ21 + σ
2
2 − 2σ1σ2p)
1
2 . Without loss of
generality we can assume that x > y. Define the processes Xx and Xy in the
following way:
Xxt := x− µt+
∫ t
0
σ (Πs) dBs, X
y
t := y − µt−
∫ t
0
σ (Πs) dBs, t ≤ T.
Let ρ be their first meeting time, i.e.
ρ := inf{t ∈ [0, T ]; Xxt = Xyt } = inf
{
t ∈ [0, T ]; x− y = −2
∫ t
0
σ (Πs) dBs
}
.
We will construct a process that has the same law as Xx and stays above or is equal
to Xy the entire time. Define X = (Xt)t∈[0,T ] and X˜ = (X˜t)t∈[0,T ] by
Xt := X
x
t I{t<ρ} +X
y
t I{t≥ρ} and X˜t := x− µt+
∫ t
0
σ (Πs)
(
I{s<ρ} − I{s≥ρ}
)
dBs.
It is obvious that Xt ≥ Xyt holds for all t ≤ T . By looking separately at the events
{t < ρ} and {t ≥ ρ}, it is also easy to see that X = X˜. Finally, X˜ has the same
law as Xx since the process
(∫ t
0
(
I{s<ρ} − I{s≥ρ}
)
dBs
)
t≥0
is a Brownian motion by
Le´vy’s characterisation theorem. We now obtain the following estimate:
∣∣UΠ(x, T )− UΠ(y, T )∣∣ = P (τ∞0 (X) > T )− P (τ∞0 (Xy) > T )
= P (τ∞0 (X) > T, τ0 (Xy) ≤ T ) ≤ P (ρ > T ) .
Due to Dambis-Dubins-Schwarz theorem, there exists a Brownian motion W such
that
Nt := −2
∫ t
0
σ (Πs) dBs = W[N ]t
holds for every t ≤ T . Since σ is bounded away from 0, there exists m > 0 such
that [N ]t ≥ mt holds for every t ≤ T . Using all these and the Reflection Principle,
we obtain
P (ρ > T ) = P
(
sup
t≤T
Nt < x− y
)
= P
(
sup
t≤T
W[N ]t < x− y
)
≤ P
(
sup
t≤T
Wmt < x− y
)
= P
(
|WT | < x− y√
m
)
≤
∫ x−y√
m
−x−y√
m
1√
2piT
dy = C(x− y),
where the constant C does not depend on x, y or Π.
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Lemma 4.3.3. For every T > 0, the function U(·, T ) is continuous.
Proof. Thanks to Lemma 4.3.2 we obtain
|U(x, T )− U(y, T )| =
∣∣∣∣ infΠ∈AUΠ(x, T )− infΠ∈AUΠ(y, T )
∣∣∣∣ ≤ sup
Π∈A
∣∣UΠ(x, T )− UΠ(y, T )∣∣
≤ sup
Π∈A
C|x− y| = C|x− y|,
which proves that U(·, T ) is even Lipschitz.
Proof of Theorem 4.3.1. First we will prove U(x, T ) ≥ lim sup→0 V()(x, T ). To
this end, note that V()(x, T ) ≤ V Π()(x, T ) holds for every Π ∈ A and  > 0. By the
Dominated Convergence Theorem, V Π()(x, T ) converges to U
Π(x, T ) as  tends to 0.
Hence we obtain
lim sup
→0
V()(x, T ) ≤ lim sup
→0
V Π()(x, T ) = U
Π(x, T )
for every Π ∈ A. Thus we can deduce the following:
lim sup
→0
V()(x, T ) ≤ inf
Π∈A
UΠ(x, T ) = U(x, T ).
Now we will prove the other inequality, i.e. U(x, T ) ≤ lim inf→0 V()(x, T ).
We note that the following holds for every Π ∈ A and small enough  > 0:
V Π()(x, T ) ≥ E
(
g()
(
Xx,T,Π
T∧τ∞0 (Xx,T,Π)
))
≥ E
(
I(,∞)
(
Xx,T,Π
T∧τ∞0 (Xx,T,Π)
))
≥ P (τ∞ (Xx,T,Π) > T ) = P (τ∞0 (Xx−,T,Π) > T ) = UΠ(x− , T ).
By taking the infimum on both sides we arrive to V()(x, T ) ≥ U(x − , T ). By
Lemma 4.3.3, the function U(·, T ) is continuous, which brings us to
lim inf
→0
V()(x, T ) ≥ lim inf
→0
U(x− , T ) = U(x, T ).
4.4 Conclusion
In Section 4.2 we developed the policy improvement algorithm for the finite hori-
zon problem. Compared to the (one-dimensional) infinite horizon problem, the
algorithms are conceptually very similar. Nevertheless, there are some important
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technical differences. In the finite time horizon case we additionally have time de-
pendence, which naturally leads to parabolic differential equations. Because of this
we had to prove continuity of the payoff function, which was not required in the one-
dimensional infinite horizon case. The role of discounting is also different. Whereas
it is essential in the infinite horizon case (α has to be positive, even bounded away
from 0), α can be 0 in the finite horizon problem. We would lose some generality if
we did this, but not all since constant α would still be covered by the time-dependent
cost function f .
Section 4.3 is the culmination of the thesis because we applied there our
new method to the problem that we had originally wanted to solve, and because it
brings together the two leading topics of the thesis, i.e. the coupling of geometric
Brownian motions and the policy improvement algorithm in a continuous setting.
The application was not straightforward, though, due to the lack of smoothness. We
constructed a sequence of approximating smooth data and proved the convergence.
The reason why we have not dealt with the policy improvement algorithm
for the multidimensional finite-horizon problem is two-fold: having developed the
algorithm for three related problems, it should be quite clear how to attempt to
do it; and it has never been our intention to try to present the complete or final
treatise of it. On the contrary, this was only the first step, and it is the author’s wish
that many more will follow, both by those who would like to reach the theoretical
boundaries of the algorithm, and by those with a more or less concrete application
in mind.
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