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6-TH NORM OF A STEINHAUS CHAOS
KAMALAKSHYA MAHATAB
Abstract. We prove that for the Steinhaus Random Variable z(n),
E


∣∣∣∣∣∣
∑
n∈EN,m
z(n)
∣∣∣∣∣∣
6
 ≍ |EN,m|3 for m ≪ (log logN) 13 ,
where
EN,m := {1 ≤ n : Ω(n) = m}
and Ω(n) denotes the number of prime factors of N .
1. Introduction
Let (z(p))p prime be the Steinhaus random variable, equidistributed on the unit
circle T := {s ∈ C : |s| = 1}. This function can be extended to all natural numbers
by defining it completely multiplicatively. We define
SN (z) :=
∑
1≤n≤N
z(n) and
SN,m(z) :=
∑
n∈EN,m
z(n), where
EN,m := {1 ≤ n : Ω(n) = m}.
Expectations of such Steinhaus chaoses, SN and SN,m, received attentions from
several mathematicians in recent years due to its connections to number theory
and harmonic analysis [8]. The expectations of SN and SN,m are defined as follows
E(|SN |q) :=
∫
T∞
|SN (z)|qdµ∞(z) and E(|SN,m|q) :=
∫
T∞
|SN,m(z)|qdµ∞(z),
where z denotes the coordinate tuple (z(pj)), pj being the jth prime, and µ∞ is
the normalized Haar measure on infinite dimensional torus T∞. By Bohr corre-
spondence we have the following well known identity for all q > 0 (see [7, Section
3])
E(|SN |q) = lim
T→∞
1
T
∫ T
0
∣∣∣∣∣
N∑
n=1
n−it
∣∣∣∣∣
q
dt and E(|SN,m|) = lim
T→∞
1
T
∫ T
0
∣∣∣∣∣∣
∑
n∈EN,m
n−it
∣∣∣∣∣∣
q
dt.
In [5], Helson observed that if
(1) E(|SN |) = o(
√
N)
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then Nehari’s theorem on boundedness of Hankel forms does not extend to T∞.
While Nehari’s theorem has shown to fail on T∞ by means of another Dirichlet
polynomial[8], the question of whether (1) holds remained open and was proved
only recently by Harper [4]. In an interesting approach to obtain a lower bound for
E(|SN |), Bondarenko and Seip [2] showed that
‖SN,m‖2 ≍ ‖SN,m‖4 for m < β log logN,
where β < 12 and ‖SN,m‖q := E(|SN |q)1/q. This implies
E(|SN |)≫
√
N
(log logN)0.05616
and |SN,m‖q ≫q
√
N
(log logN)0.07672
for q > 0.
In this article, we will investigate the following question:
Is there a constant c(k), for each k, such that ‖SN,m‖2k ≍ ‖SN,m‖2 when
m < β log logN and β < c(k)?
We conjecture that such a constant exists for each k, but proving this statement
seems difficult. Instead we will show the following:
Theorem 1. For m≪ (log logN) 13 ,
‖SN,m‖6 ≍ ‖SN,m‖4 as N →∞.
It is difficult to generalize our proof for 6-th moment to other even moments as
the computation becomes extremely complicated. We may note that the constant
in the above asymptotic is independent of m and N . Certain computations in the
proof of the this theorem indicate us to conjecture that c(3) = 14 .
We may compare the above result to a result of Hough [6] on Rademacher random
variable. Let f denotes the Rademacher random variable defined on primes, and
takes the values ±1 with probability 12 each. Further, extend f to all natural
numbers by defining it as a completely multiplicative function. Let
SN,m,f :=
∑
n∈EN,m
f(n).
Then ( see Proposition 10 [6])
E(|SN,m,f |2k) ≍ |EN,m|k for m = o(log log logN).
Our theorem gives a better range for m when k = 3 in case of the Steinhaus
random variable. However, we can not compute higher moments of SN,m using
Hough’s technique, nor our technique can be applied to compute the 6-th moment
of SN,m,f .
It is known that the distribution of
SN,m,f
‖SN,m‖2 is standard normal when m is suffi-
ciently small compare to N (see [6],[3]). We may expect similar results for Steinhaus
random variable, and conjecture that when m = o(log logN), the distribution of
SN,m
‖SN,m‖2 should converge to a complex normal distribution and
lim
N→∞
‖SN,m‖2k
‖SN,m‖2 =
(2k)!
2k(k!)
.
We will simplify E(|SN,m|6) in Section 2 and prove some preparatory lemmas in
Section 3 and 4. In Section 5 we will give a proof of Theorem 1.
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2. An Expression for 6th Norm of SN,m
Proposition 1. We have the following expressions for ‖SN,m‖66
‖SN,m‖66 ≤ ‖SN,m‖4|EN,m|
(2)
+
m∑
k=1
∑
a,b∈EN,k
(a,b)=1
∣∣∣E N
max(a,b)
, m−k
∣∣∣ ∑
a=a′1a
′
2
∑
b=b′1b
′
2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
,
where
S(Ni, N
′
i ,mi,m
′
i : i = 1, 2) =
∑
a1a2=b1b2
Ω(ai)=mi,Ω(bi)=m
′
i
ai≤Ni, bi≤N ′i
1.
Proof. The following identity is from [2]
(3) |SN,m|2 = |EN,m|+
m∑
k=1
∑
a,b∈EN,k
(a,b)=1
∣∣∣E N
max(a,b)
,m−k
∣∣∣ z(a)z(b).
For our computation, we will use the fact that
(4)
∫
T∞
z(n)dm∞(z) =
{
1 if n = 1,
0 if n ≥ 2.
Write |SN,m|4 as follows
(5)
|SN,m|4 =
∑
ai,bi∈EN,m
i=1,2
z(a1)z(a2)z(b1)z(b2) = ‖SN,m‖44+
∑
a1a2 6=b1b2
ai,bi∈EN,m
z(a1)z(a2)z(b1)z(b2).
In the above sum we factor a1, a2, b1, b2 as ai = a
′
ia
′′
i and bi = b
′
ib
′′
i such that
(a1a2, b1b2) = a
′′
1a
′′
2 = b
′′
1b
′′
2 .
Further we write a = a′1a
′
2, b = b
′
1b
′
2. The above factorizations of ai and bi are not
necessarily unique. So we may introduce some extra terms in the expression for
|SN,m|4 and write
|SN,m|4  ‖SN,m‖4 +
2m∑
k=1
∑
a,b∈E
N2,k
(a,b)=1
∑
a=a′1a
′
2
a′i≤N
Ω(a′i)≤m
∑
b=b′1b
′
2
b′i≤N
Ω(b′i)≤m
∑
a′′1 a
′′
2=b
′′
1 b
′′
2
Ω(a′′i )=m−Ω(a′i)
Ω(b′′i )=m−Ω(b′i)
a′′i ≤ Na′
i
, b′′i ≤Nb′
i
z(a)z(b).(6)
The symbol ‘’above means that we have some extra terms in the left hand side of
the expression.
The expression for 6th norm in (2) follows by matching the terms in (6) with its
conjugate in (3) and then using (4). 
Later we will use the notation ki = Ω(a
′
i) and k
′
i = Ω(b
′
i) for i = 1, 2.
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3. Integers With Given Number of Prime Factors
Now we will give upper bounds for some expression involving |EN,m|, which will
be used later in the proof of our theorem.
The function |EN,m| is of interest in number theory, and studied extensively
in the literature starting from the prime number theorem. Following estimate for
|EN,m| is due to Sathe[9].
Lemma 1. For N →∞ and 1 ≤ m ≤ (2− ǫ) log logN for 0 < ǫ < 1, we have
|EN,m| ≍ N(log logN)
m−1
(m− 1)! logN .
Later Balazard, Delange and Nicolas[1] generalized this result to an uniform
range of m:
Lemma 2. For m ≥ 1 and x2m →∞, we have
|EN,m| ≍ N
2m
(
log N2m
) m−1∑
j=0
(
2 log log N2m
)j
j!
.
We will use Lemma 1 and Lemma 2 to prove the following results. Lemma 3 has
also appeared in [2].
Lemma 3. For k ≤ log logN and N, k →∞, we have
∑
b∈EN,k
|Eb,k|
b2
≪ 22k.
Proof. Using Lemma 2
∑
b∈EN,k
|Eb,k|
b2
≪
∫ N
2k
1
2kx log x2k
∑
0≤j1<k
(
2 log log x2k
)j1
j1!
dEx,k
≪
∫ N
2k
1
22kx
(
log x
2k
)2 ∑
0≤j1,j2<k
(
2 log log x2k
)j1+j2
j1!j2!
dx
≪ 1
22k
∑
0≤j1,j2<k
2j1+j2
j1!j2!
∫ N
2k
(
log log x2k
)j1+j2
x
(
log x
2k
)2 dx
≪ 1
22k
∑
0≤l<2k−1
∑
j1+j2=l
2j1+j2
Γ(j1 + j2 + 1)
j1!j2!
≪ 1
22k
∑
0≤l<2k−1
22l ≪ 22k.
In the above computation we have used the following formula for Gamma function:
Γ(n+ 1) =
∫ ∞
0
xne−xdx = n!.

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Lemma 4. Let k, k′ ≤ log logN and N →∞. Then
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
,k′
∣∣∣≪ |EN,k| (log logN)k′
k′!
.
Proof. Using Lemma 2, we simplify the above sum as follows:
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
,k′
∣∣∣≪ ∫ N/2k√
N
N
x2k′
(
log N
x2k′
) k′−1∑
j=0
(
2 log log N
x2k′
)j
j!
d|Ex,k|
≪ |EN,k|
k′−1∑
j=0
1
j!2k′−j
∫ N/2k
√
N
(
log log N
x2k′
)j
x log N
x2k′
dx
≪ |EN,k|
k′−1∑
j=0
1
j!2k′−j
∫ log( 12 logN+(k−k′) log 2)
log((k−k′) log 2)
yjdy
≪ |EN,k|
k′−1∑
j=0
(log logN)j+1
(j + 1)!2k′−j
≪ |EN,k| (log logN)k
′
.

4. Upper Bound For S
In this section we will obtain some estimates for upper bound of S. Recall
S(Ni, N
′
i ,mi,m
′
i : i = 1, 2) =
∑
a1a2=b1b2
Ω(ai)=mi,Ω(bi)=m
′
i
ai≤Ni, bi≤N ′i
1.
Lemma 5. Let
N = N ′1N
′
2 = min(N1N2, N
′
1N
′
2) and
m = m1 +m2 = m
′
1 +m
′
2.
Then
S(Ni, N
′
i ,mi,m
′
i : i = 1, 2)
≪
{∣∣EN ′1,m′1∣∣ ∣∣EN ′2,m′2 ∣∣
(
|EN1,m1 |
∣∣∣E N
N1
,m2
∣∣∣+ ∣∣∣E N
N2
,m1
∣∣∣ |EN2,m2 |)} 12 .
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Proof. By Cauchy-Schwarz inequality
S(Ni, N
′
i ,mi,m
′
i : i = 1, 2) =
∫
T∞


∑
n
n=n1n2
ni∈ENi,mi
z(n)




∑
n′
n′=n′1n
′
2
n′i∈EN′
i
,m′
i
z(n′i)


dµ∞
≪


∫
T∞
∣∣∣∣∣∣∣∣∣∣
∑
n≤N
n=n1n2
ni∈ENi,mi
z(n)
∣∣∣∣∣∣∣∣∣∣
2
dµ∞


1
2


∫
T∞
∣∣∣∣∣∣∣∣∣∣∣∣
∑
n′≤N
n′=n′1n
′
2
n′i∈EN′
i
,m′
i
z(n′i)
∣∣∣∣∣∣∣∣∣∣∣∣
2
dµ∞


1
2
≪
{∣∣EN ′1,m′1∣∣ ∣∣EN ′2,m′2∣∣
(
|EN1,m1 |
∣∣∣E N
N1
,m2
∣∣∣+ ∣∣∣E N
N2
,m1
∣∣∣ |EN2,m2 |)} 12 .

5. Proof of Theorem 1
Clearly ‖SN,m‖66 ≫ |EN,m|3. So to prove Theorem 1, it is sufficient to show
‖SN,m‖66 ≪ |EN,m|3.
For m < 12 log logN , it is shown in [2] that ‖SN,m‖44 ≪ |EN,m|2. This reduce the
problem to show that the sum in the left hand side of (2) is bounded by |EN,m|3.
We divide this sum in the following 2-parts and estimate each of them separately:
m∑
k=1
∑
a,b∈EN,k
(a,b)=1
∣∣∣E N
max(a,b)
, m−k
∣∣∣ ∑
a=a′1a
′
2
∑
b=b′1b
′
2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
≤8
m∑
k=1
∑
b∈EN,k
∣∣∣EN
b
, m−k
∣∣∣ ∑
a∈Eb,k
(a,b)=1
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
=
m∑
k=1
(A1(k) +A2(k)) ,
where
A1(k) =
∑
b∈EN,k
b≤√N
∣∣∣EN
b
, m−k
∣∣∣ ∑
a∈Eb,k
(a,b)=1
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
,
A2(k) =
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
, m−k
∣∣∣ ∑
a∈Eb,k
(a,b)=1
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
.
We also recall the notations ki = Ω(a
′
i) and k
′
i = Ω(b
′
i) for i = 1, 2.
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5.1. Computation for A1. Using upper bounds for S and |EN/b,m−k| from Lemma 5
and Lemma 1 respectively, we simplify the expression for A1(k) as follows
A1(k)≪ |EN,m−k|
∑
b∈EN,k
b≤
√
N
1
b
∑
a∈Eb,k
(a,b)=1
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
× {|EN/b′1,m−k′1 ||EN/b′2,m−k′2 |(|EN/a1,m−k1 ||ENa1/b,m−k2 |+ |ENa2/b,m−k1 ||EN/a2,m−k2 |)} 12
≪ 22k|EN,m−k|
∑
b∈EN,k
b≤√N
|Eb,k|
b2
∑
k=k1+k2
=k′1+k
′
2
(|EN,m−k1 | ∣∣EN,m−k′1∣∣ |EN,m−k2 | ∣∣EN,m−k′2∣∣) 12 .
By Lemma 1
|EN/b′1,m−k′1 ||EN/b′2,m−k′2 |(|EN/a1,m−k1 ||ENa1/b,m−k2 |+ |ENa2/b,m−k1 ||EN/a2,m−k2 |
≪ 1
b2
|EN,m−k1 |
∣∣EN,m−k′1∣∣ |EN,m−k2 | ∣∣EN,m−k′2∣∣ ,
and trivially
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
1≪ 22k. These justifies the above bound for A1(k).
By Lemma 3
∑
b∈EN,k
b≤
√
N
|Eb,k|
b2 ≪ 22k. This simplifies the bound for A1(k) to
A1(k)≪ 42k|EN,m−k|
∑
k=k1+k2
=k′1+k
′
2
(|EN,m−k1| ∣∣EN,m−k′1∣∣ |EN,m−k2 | ∣∣EN,m−k′2∣∣) 12 .
Now we divide A1(k) by |EN,m|3, use Lemma 1, and sum over k to get
m∑
k=1
A1(k)
|EN,m|3
≪
m∑
k=1
42k
|EN,m−k|
|EN,m|
∑
k=k1+k2
=k′1+k
′
2
(|EN,m−k1| ∣∣EN,m−k′1∣∣ |EN,m−k2 | ∣∣EN,m−k′2∣∣) 12
|EN,m|2
≪
m∑
k=1
k
(
4m
log logN
)2k
.
So
m∑
k=1
A1(k)
|EN,m|3
≪ 1, when m < c log logN, c < 1/4.
We believe that A1(k) and A2(k) are of similar size, which suggests us to con-
jecture that c(3) (as defined in Section 1) is 14 .
5.2. Computation for A2. By Lemma 5
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
≪
{∣∣∣∣E N
b′1
,m−k′1
∣∣∣∣
∣∣∣∣E N
b′2
,m−k′2
∣∣∣∣
(∣∣∣∣E N
a′1
,m−k1
∣∣∣∣
∣∣∣∣E a′1N
b
,m−k2
∣∣∣∣+
∣∣∣∣E a′2N
b
,m−k1
∣∣∣∣
∣∣∣∣E N
a′2
,m−k2
∣∣∣∣
)} 1
2
.
We only consider that part of the sum that involves a′1, and the computation for
the sum involving a′2 is similar. Note that as a
′
1 ≤ a′2, b′1 ≤ b′2 and a′1a′2, b′1b′2 ≤ N .
8 KAMALAKSHYA MAHATAB
So we have a′1, b
′
1 ≤
√
N . This and Lemma 1 implies
b
N
{∣∣∣∣E N
b′
1
,m−k′1
∣∣∣∣
∣∣∣∣E N
b′
2
,m−k′2
∣∣∣∣
∣∣∣∣E N
a′
1
,m−k1
∣∣∣∣
∣∣∣∣E a′1N
b
,m−k2
∣∣∣∣
} 1
2
≪ |EN,m−k′1 |
1
2 |EN,m−k1 |
1
2
b
N
√
a′1b
′
1
∣∣∣∣E N
b′
2
,m−k′2
∣∣∣∣
1
2
∣∣∣∣E a′1N
b
,m−k2
∣∣∣∣
1
2
≪ |EN,m−k′1 |
1
2 |EN,m−k1 |
1
2 .
We can do similar computation for remaining part of S and show
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
≪ N
b
|EN,m−k′1 |
1
2
(
|EN,m−k1 |
1
2 + |EN,m−k2 |
1
2
)
.
So
A2(k)
=
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
,m−k
∣∣∣ ∑
a∈Eb,k
(a,b)=1
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
S
(
N
a′i
,
N
b′i
,m− Ω(a′i),m− Ω(b′i) : i = 1, 2
)
≪
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
,m−k
∣∣∣ ∑
a∈Eb,k
(a,b)=1
N
b
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
|EN,m−k′1 |
1
2
(
|EN,m−k1 |
1
2 + |EN,m−k2 |
1
2
)
.
As
∑
a=a′1a
′
2
a′1≤a′2
∑
b=b′1b
′
2
b′1≤b′2
1≪∑kk′1=0∑kk1=0 ( kk′1)( kk1), we have
A2(k)
≪
k∑
k′1=0
k∑
k1=0
(
k
k′1
)(
k
k1
)
|EN,m−k′1 |
1
2
(
|EN,m−k1 |
1
2 + |EN,m−k2 |
1
2
) ∑
b∈EN,k
b>
√
N
N
b
|Eb,k|
∣∣∣EN
b
,m−k
∣∣∣
≪
k∑
k′1=0
k∑
k1=0
(
k
k′1
)(
k
k1
)
|EN,m−k′1 |
1
2
(
|EN,m−k1 |
1
2 + |EN,m−k2 |
1
2
)
|EN,k|
∑
b∈EN,k
b>
√
N
∣∣∣EN
b
,m−k
∣∣∣ .
As k1 and k2 are symmetric, we may drop |EN,m−k2 |
1
2 from the above inequality.
Further by applying Lemma 4 to
∑
b∈EN,k
b>
√
N
|EN
b
,m−k|, we get
A2(k)≪
k∑
k′1=0
k∑
k1=0
(
k
k′1
)(
k
k1
)
|EN,m−k′1 |
1
2 |EN,m−k1 |
1
2 |EN,k|2(log logN)m−k.
Now divide A2(k) by |EN,m|3, apply Lemma 1, and sum over k to have
m∑
k=1
A2(k)
|EN,m|3 ≪
m∑
k=1
k∑
k′1=0
k∑
k1=0
(
k
k′1
)(
k
k1
)(
m
log logN
) k′1+k1
2
(
m2
log logN
)m−k
≪
m∑
k=1
k∑
k′1=0
k∑
k1=0
1
k1!k′1!
(
k2m
log logN
) k′1+k1
2
(
m2
log logN
)m−k
.
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When m ≤ C(log logN) 13 for some constant C > 0,
m∑
k=1
A2(k)
|EN,m|3 ≪
m∑
k=1
k∑
k′1=0
k∑
k1=0
1
k1!k′1!
C
3(k′1+k1)
2 +2(m−k)
(log logN)
m−k
3
≪C 1.
This completes the proof of our theorem.
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