Path planning is one of the key functional blocks for any autonomous aerial vehicle (UAV). The goal of a path planner module is to constantly update the route of the vehicle based on information sensed in real-time. Given the high computational requirements of this task, heterogeneous many-cores are appealing candidates for its execution. Approximate path computation has proven a promising approach to reduce total execution time, at the cost of a slight loss in accuracy. In this work we study performance and accuracy of state-of-the-art, near-optimal parallel path planning in combination with program transformations aimed at ensuring e cient use of embedded GPU resources. We propose a pro le-based algorithmic variant which boosts GPU execution by up to ≈ 7×, while maintaining the accuracy loss below 5%.
INTRODUCTION
The interest in autonomous vehicles is growing constantly, with lots of practical applications appearing on the marketplace and many more being actively studied in academia, industry and military research departments. Unmanned aerial vehicles (UAVs) constitute a representative example of such technology [6, 8] , already widely used for tasks such as aerial mapping, entertainment, surveillance, and rescue missions.
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One of the key functional blocks for autonomous navigation is the path planner [4, 9] , that constantly updates the route of the vehicle based on information sensed in real time. Besides selecting the "best" 1 path to the desired destination, the path planner is responsible for preventing collisions with dynamic, unexpected obstacles, adjusting the current trajectory as soon as on-board sensors detect them. Therefore, the reactivity of the UAV depends on the path planner response time.
Planning the route through the surrounding environment can be abstracted as the exploration of a large graph, which is known to be a compute-intensive task. For this reason, many techniques take advantage of parallel graph exploration on embedded graphic processing units (GPUs) [4, 5] . In addition to parallelism, to meet the application's real-time requirements on top of low-end accelerator devices, researchers are investigating near-optimal algorithms [3, 4, 7] to allow some degree of accuracy loss in path optimality in exchange for faster computation. A near-optimal path might be slightly longer than the shortest path, but the safety of the vehicle operation is not a ected (on the contrary, a near-optimal path planner reacts faster to dynamic obstacles, which ultimately strengthens system safety).
In this paper we study the performance and accuracy of a stateof-the-art, near-optimal parallel path planner and propose an extension that enables more e cient utilization of GPU resources. Speci cally, we observed that the original algorithm makes poor use of the GPU compute power due to a "sparse" workload distribution. Here, each thread continuously attempts to visit a node of the graph, but the operation is blocked until at least one of the predecessors has been visited and had its cost updated. This ultimately translates in limited thread usage and highly divergent control ow within thread warps. Moreover, it relies on a ne-grained synchronization scheme, which further limits parallelism.
To overcome this limitation, we propose an extension of the original algorithm that relies on a pro le-based, o ine stage to increase thread usage. During this stage we compute ahead of time exploration frontiers, which represent the set of nodes that can be visited at the current iteration of the algorithm. Frontiers introduce two important bene ts: i) they expose dense, parallel workloads (dependencies for their node-sets are all resolved before computation starts); ii) they allow for a coarser synchronization scheme.
Since frontiers are computed for a given static snapshot of the map (e.g., an obstacle-free map), while obstacles appear dynamically during vehicle operation, we introduce a two-phase parallel exploration on the GPU. In the rst phase we explore the graph one frontier after the other, where the nodes inside a frontier are visited in parallel. Since dynamic obstacles might alter the required order of exploration de ned ahead of time in the frontier, we register the a ected nodes in a separate data structure. In the second phase we complete the exploration of the deferred nodes by running a smaller instance of the original algorithm.
We study path optimality focusing on two sources of accuracy degradation: i) race conditions due to non-protected parallel path cost updates (as discussed in the original work); ii) dynamic obstacles that change the map on-line and alter the order in which nodes are visited (compared to the pro le-based stage) during the parallel graph exploration. Experimental results show that i) race conditions play a very small role in the overall error; ii) the proposed method can lead to an improvement in performance up to ≈ 7×, keeping the error in path optimality lower than 5%, always guaranteeing the safety of the mission.
BACKGROUND
We start from a reference path planner implementation [4] based on a two-step process. The rst step is the automata synchronous composition [1] , where a graph representing a discretized topology of the environment (i.e., the map) is merged with a second graph representing the kinematics of the robot. Thus, the path returned by the path planner is also guaranteed to be compliant with maneuvers that the robot is able to perform (i.e., no need for a posteriori validation of kinematics). The price for this is an increased size of the graph to be explored. In the reference implementation, the composition automaton (i.e., the combined graph) is 21 times larger than the map size.
The second step is the exploration of the composition automaton, which implies solving the single source shortest path (SSSP) problem. Finding a feasible path on the composition automaton means nding a path that is feasible both in term of obstacle-free locations and in term of maneuvers that the robot is able to perform. The SSSP problem with non-negative weights can be stated as follows: given a weighted graph G = (V ,E,c), where V is the set of vertices or nodes, E the set of edges (i.e., pairs of nodes) and c the cost (c : E → R + ), nd a minimal weight path from one chosen node s ∈ V , called the source node, to all other nodes in V . We say that the nodes ,w ∈ V are neighbors if ( ,w ) ∈ E, i.e., if there exists an edge between them. The core algorithm to solve the SSSP problem is Dijkstra [2] .
The main data structure used is a sparse state-transition matrix used to represent both vertices and edges. This matrix contains the information about which neighbors that can be reached from any reference node. The transition matrix is stored in the global memory, that is mapped in system DRAM. The information about which nodes are "to be visited" is kept in an auxiliary array called mask array. The information regarding the cost (i.e., the weight, or distance) to reach each node is stored in the cost array. While the mask array indicates that there are still vertices to be explored, another parallel iteration is performed. The vertices to be explored in each iteration are referred to as reference nodes, and for each reference node, all neighbors are explored by comparing the current cost to reach that neighbor (stored in the cost array) with the cost to reach the neighbor through the path of the current reference node. If the new cost is lower than the previous cost, the cost array is updated and the neighbor is marked in the mask array.
The authors of the original paper showed that a non-deterministic version of this algorithm, where parallel updates to the cost array are not protected for mutually exclusive operation, is 3.7 times faster than deterministic implementations, at the cost of a small error in the path optimality (lower than 1.2% on average).
Our case study is based on this non-deterministic version, which permits race conditions during the costs update of the graph to increase the degree of parallelism, which is particularly well suited for GPU execution. In the following, we refer to this baseline approach as the Naive algorithm.
In practical applications (e.g., UAV), in order to deal with dynamically changing environments, each time a new obstacle is detected by on-board sensors the transition matrix is updated, invalidating the vertices related to the occupied locations on the map. A new parallel exploration is thus performed, where all the nodes previously invalidated are skipped. The overhead introduced for on-line updates to the transaction matrix is negligible w.r.t. the time required by the parallel exploration (i.e., respectively few µs and tens of ms). Thus, without loss of generality our experiments focus on exploration time and accuracy for a given transaction matrix (i.e., a given map with a given percentage of obstacles).
PROFILE-BASED APPROACH
In the Naive parallel algorithm each thread is assigned a-priori a (set of) node(s) from the transition matrix to be visisted. However, this workload distribution criterium does not take into account the dependencies created by the visit order imposed by the Dijkstra algorithm. Thus, many threads are blocked for several iterations, until such dependencies are solved (i.e., at least one of the predecessors has had its cost updated. Besides the inherent poor use of the GPU computational resources implied by this parallelization scheme, divergent control ow within the same warp further limits the performance, as well as a ne-grained synchronization scheme required to check visit order dependencies. Such a scenario is depicted in Figure 1 (B) .
To overcome the poor usage of the compute power of the Naive implementation, we reorder the elements of the transition matrix so as to ensure a "dense" workload. To do this, we introduce a pro ling stage which performs an o ine exploration of a static snapshot of the map, and we introduce the concept of exploration frontiers. The exploration frontier is an enumeration of sets of vertices F , where all vertices in F n have been visited from at least one vertex in F m for any m : 0 ≥ m < n. As shown in Figure 1 (A) , the base case is F 0 which contains only the source vertex. The next frontier is constructed by all the vertices that can be reached from the source vertex, and then the remaining frontiers are in turn populated by the vertices that can be reached by the previous frontier. The exploration of the graph in a "frontier-step" fashion, where all the nodes inside the same frontier are explored in parallel, enables higher computational parallelism.
The organization of the parallel work in frontiers permits also the adoption of a coarser synchronization scheme w.r.t. the Naive implementation. In fact, we can relay on the insertion of breakpoints in the streaming transition matrix, at which points all previous vertices must have been explored before the exploration can continue beyond that point in the stream, thus ensuring that nodes are not visited out of order.
The static map snapshot used to populate the frontiers in this o ine stage can be taken at the beginning of the vehicle's operation, or it could represent a prede ned environment with known, static obstacles, etc. Without loss of generality in this work we consider as a static snapshot an empty map (i.e. without any obstacles). As some vertices of the graph may be explored multiple times, to keep the streaming property of the transition matrix, these vertices must be added multiple times (in Section 4 we will discuss on the resulting increase in memory usage). We refer to this new version of the near-optimal path planning algorithm as Prof. A visual representation of its execution model is presented in Figure 1 (C), which shows that each warp now explores e ectively multiple vertices, delivering higher GPU utilization.
Since dynamic obstacles might alter the visit order de ned ahead of time by the frontiers, we defer the exploration of all the nodes scheduled for the exploration but not yet reached to a second phase of the algorithm. This second phase is implemented as a smaller instance of the original algorithm, where we limit the exploration to the deferred nodes, avoiding any further cost propagation. This mechanism on one side limits the overhead introduced but on the other side represents a new source for inaccuracy. This source of non-optimality will be also considered in Section 4 in addition to the classical race conditions [4] .
There are obviously many ways to perform the exploration during the o ine pro ling, with di erent resulting transition matrices and frontiers. The proposed solution is based on the classical sequential Dijkstra exploration, fetching at each iteration the neighbor with the minimum cost rst (namely Prof-Min). For the sake of completeness we also evaluate a di erent approach, where we revert the previous approach fetching at each iteration the neighbor with the maximum cost rst (namely Prof-Max). In this latter case, we penalize performance in favor of accuracy due to the insertion of a node multiple times in di erent frontiers. In Section 4 we will investigate also the e ect of both approaches and their impact on performance and accuracy.
RESULTS & DISCUSSION
We conduct our experiments on the NVIDIA Tegra TX1, a stateof-the-art heterogeneous, many-core SoC featuring 4-core ARM Cortex A57 and a Maxwell GPU 2 .
We compare the original Naive algorithm to the two variants of the proposed Prof algorithm, scaling the map sizes up to 100 × 100 (the maximum size considered in the original non-deterministic planner paper). For all the experiments we run 1024 CUDA threads, 2 http://www.nvidia.com/object/jetson-tx1-dev-kit.html the maximum we can schedule within the same block and which makes best use of the available cores and memory bandwidth.
Similar to the reference work [4] , we consider a deadline for computing a new path in presence of dynamic obstacles of 250ms. This has been chosen considering a vehicle speed of 4m/s and a minimum obstacle detection distance of 1 meter. In addition to that, we consider a second, stricter deadline of 50ms. This is representative of a cutting-edge commercial quadcopter 3 with advanced autonomous navigation capabilities, capable of moving at 20m/s. Figure 2 shows execution time (left Y-axis, coloured bars) and percent error (right Y-axis, coloured markers) for the various algorithms. We show four di erent plots, for an increasing obstacle rate. This obstacle rate refers to the (percent) number of obstacles (dynamically appearing on the map) as compared to the static map snapshot used for the o -line pro ling stage. In these experiments we consider the zero-obstacle map as a reference snapshot, the results for which are shown on the top-left plot (A).
Focusing on this plot, which represents a best case for the proposed Prof approach (only the rst stage of the algorithm is executed), we observe up to ≈ 7× faster execution than Naive. In absence of dynamic obstacles, this approach ensures optimal path calculation (zero error). In line with what is published in [4] , Naive shows an error that is below 1% (on average around 0.27%). It has to be reminded that the error to which we refer here never a ects safety, only optimality of the computed route (i.e., shortest path).
As the percentage of obstacles increases, the speedup of Prof versus Naive diminishes as expected (as the second stage of our algorithm has increasingly more work to do). However, we still observe a net 2× speedup for 100×100 maps and 30% obstacles (Figure 2 (D) ), which in practical cases represents a very large value 4 .
3 https://www.dji.com/phantom-4/info 4 Dynamic obstacles are expected to change the reference map layout very slowly over time. The measured worst-case execution time for the o ine pro ling stage on the ARM CPU is 896ms, which would allow to recompute the reference snapshot roughly every second. During this time frame, even considering the most advanced sensors, the number of dynamic obstacles detected along the path would remain well below 30%. Note that recomputing the reference snapshot would happen fully in parallel to GPU graph exploration. This is achieved at the expense of a modest loss of accuracy in path optimality, as the error is always below 5%. Note that while we show results for only up to 30% obstacles, for higher rates the error tends to diminish (with less feasible paths all methods increasingly converge to the optimal one). For 50% obstacles we have measured a worst-case error for Prof-Min of ≈ 0.5% (map size 100 × 100).
For all the considered map sizes and % obstacle rates, Prof-Min is the only approach capable of meeting the deadlines imposed by the two considered real-time constraints, while Naive only meets the requirements of the slower vehicle use-case (4m/s).
The Prof-Max variant, which is the only approach that ensures optimal path calculation in any circumstance, is up to 4× slower than Naive, which causes it to miss real-time deadlines already for small-medium map sizes (50×50). Finally, Prof-Min Lock employs ne-grained locking to protect the updates to the cost array. This variant of the algorithm thus prevents the race conditions that in the original Naive algorithm caused the non-optimality of the computed path. The same race conditions are also present in all the other approaches. The results in Figure 2 show that di erent from the original Naive algorithm, race conditions contribute to the error in a negligible manner in the Prof-Min algorithm.
For completeness, Figure 3 shows the frontiers' memory footprint for the Prof-Min and Prof-Max algorithms. It can be seen that for the former the memory increase is a linear function of the map size, which practically introduces negligible overhead for the considered problem instances.
CONCLUSION
Near-optimal parallel path planning is being investigated by researchers as a technique to meet the real-time requirements on top of low-end accelerator. In this paper we have discussed a novel approach that extends state-of-the-art algorithms with the aim of ensuring e cient use of embedded GPU resources. This leads to an improvement of the overall performance of ≈ 7x at the price of a loss in path optimality of ≈ 5% never a ecting the safety of the mission.
