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a b s t r a c t
Motivated by our earlier work on the statistical approximation of continuous functions
by positive linear operators of two variables, we study rates of A-statistical convergence
of a sequence of positive linear operators acting on the space of all continuous real
valued functions on anyD compact subset of the real two-dimensional space. Furthermore,
displaying an example, it is shown that our statistical rates are more efficient than the
classical aspects in the approximation theory.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
For a sequence (Ln) of positive linear operators on C(X), the space of real valued continuous functions on a compact subset
X of real numbers, Korovkin [1] established first the necessary and sufficient conditions for the uniform convergence of Ln(f )
to a function f by using the test function fi defined by fi(x) = xi, (i = 0, 1, 2) (see, for instance, [2,3]). Latermany researchers
investigated these conditions for various operators defined on different spaces. Using the concept of statistical convergence
in approximation theory provides us with many advantages. In particular, the matrix summability methods of Cesáro type
are strong enough to correct the lack of convergence of various sequences of linear operators such as the interpolation
operator of Hermite and Fejér [4], because such operators do not converge at points of simple discontinuity. Furthermore, in
recent years, with the help of the concept of uniform statistical convergence, which is a regular (non-matrix) summability
transformation, various statistical approximation results have been proved [5–10]. Then, it was demonstrated that those
results aremore powerful than the classical Korovkin theorem. In this paper, we study rates of A-statistical convergence of a
sequence of positive linear operators acting on the space of all continuous real valued functions on any D compact subset of
the real two-dimensional space. Furthermore, displaying an example, it is shown that our statistical rates are more efficient
than the classical aspects in the approximation theory.
We now recall some basic definitions and notation used in the paper.
A double sequence x = {xm,n},m, n ∈ N, is convergent in Pringsheim’s sense if, for every ε > 0, there existsN = N(ε) ∈ N
such that |xm,n − L| < ε whenever m, n > N . Then, L is called the Pringsheim limit of x and is denoted by P-lim x = L
(see [11]). In this case, we say that x = {xm,n} is ‘‘P-convergent to L’’. Also, if there exists a positive number M such that
|xm,n| ≤ M for all (m, n) ∈ N2 = N × N, then x = {xm,n} is said to be bounded. Note that in contrast to the case for single
sequences, a convergent double sequence need not to be bounded.
Now let A = [aj,k,m,n], j, k,m, n ∈ N, be a four-dimensional summability matrix. For a given double sequence x = {xm,n},
the A-transform of x, denoted by Ax := {(Ax)j,k}, is given by
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(Ax)j,k =
∑
(m,n)∈N2
aj,k,m,nxm,n, j, k ∈ N,
provided the double series converges in Pringsheim’s sense for every (m, n) ∈ N2. In summability theory, a two-dimensional
matrix transformation is said to be regular if it maps every convergent sequence into a convergent sequence with the same
limit. The well-known characterization for two-dimensional matrix transformations is known as the Silverman–Toeplitz
conditions (see, for instance, [12]). In 1926, Robison [13] presented a four-dimensional analog of the regularity by
considering an additional assumption of boundedness. This assumptionwasmade because a double P-convergent sequence
is not necessarily bounded. The definition and the characterization of regularity for four-dimensional matrices is known as
the Robison–Hamilton conditions, or for short, RH-regularity (see [14,13]).
Recall that a four-dimensional matrix A = [aj,k,m,n] is said to be RH-regular if it maps every bounded P-convergent
sequence into a P-convergent sequence with the same P-limit. The Robison–Hamilton conditions state that a four-
dimensional matrix A = [aj,k,m,n] is RH-regular if and only if
(i) P-limj,kaj,k,m,n = 0 for each (m, n) ∈ N2,
(ii) P-limj,k
∑
(m,n)∈N2 aj,k,m,n = 1,
(iii) P-limj,k
∑
m∈N |aj,k,m,n| = 0 for each n ∈ N,
(iv) P-limj,k
∑
n∈N |aj,k,m,n| = 0 for eachm ∈ N,
(v)
∑
(m,n)∈N2 |aj,k,m,n| is P-convergent,
(vi) there exist finite positive integers A and B such that
∑
m,n>B |aj,k,m,n| < A holds for every (j, k) ∈ N2.
Now let A = [aj,k,m,n] be a non-negative RH-regular summability matrix, and let K ⊂ N2. Then, a real double sequence
x = {xm,n} is said to be A-statistically convergent to a number L if, for every ε > 0,
P-limj,k
∑
(m,n)∈K(ε)
aj,k,m,n = 0,
where
K(ε) := {(m, n) ∈ N2 : |xm,n − L| ≥ ε}.
In this case we write st2(A) − limm,n xm,n = L. Observe that a P-convergent double sequence is A-statistically convergent
to the same value but the converse does not hold true. For example, consider the double sequence x = {xm,n} given by
xm,n =
{
mn, ifm and n are squares,
1, otherwise.
Weshould note that ifwe takeA = C(1, 1), which is the double Cesáromatrix, then C(1, 1)-statistical convergence coincides
with the notion of statistical convergence for a double sequence, which was introduced in [15,16]. Finally, if we replace the
matrix A by the identity matrix for four-dimensional matrices, then A-statistical convergence reduces to the Pringsheim
convergence.
By C(D), we denote the space of all continuous real valued functions on anyD compact subset of the real two-dimensional
space. This space is equipped with the supremum norm
‖f ‖C(D) = sup
(x,y)∈D
|f (x, y)| , (f ∈ C(D)) .
Let L be a linear operator from C(D) into C(D). Then, as usual, we say that L is a positive linear operator provided that f ≥ 0
implies L(f ) ≥ 0. Also, we denote the value of L(f ) at a point (x, y) ∈ D by L(f ; x, y).
With this terminology the authors [17] proved the following theorem, which corresponds to the A-statistical sense of the
problem studied by Volkov [18].
Theorem 1 ([17]). Let A = [aj,k,m,n] be a non-negative RH-regular summabilitymatrix. Let {Lm,n} be a double sequence of positive
linear operators acting from C(D) into itself. Then, for all f ∈ C(D),
st2(A) − limm,n
∥∥Lm,n (f )− f ∥∥C(D) = 0 (1)
if and only if
st2(A) − limm,n
∥∥Lm,n (fi)− fi∥∥C(D) = 0, (i = 0, 1, 2, 3) , (2)
where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y and f3(x, y) = x2 + y2.
The aim of the present paper is to compute the rates of A-statistical approximation in Theorem 1 with the help of the
modulus of continuity.
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2. The rate of A-statistical convergence
Various ways of defining rates of convergence in the A-statistical sense for two-dimensional summability matrices were
introduced in [6]. In a similar way, for four-dimensional summability matrices, we present four different ways to compute
the corresponding rates of A-statistical convergence in Theorem 1.
Definition 2. Let A = [aj,k,m,n] be a non-negative RH-regular summabilitymatrix and let {αm,n} be a positive non-increasing
double sequence. A double sequence x = {xm,n} is A-statistically convergent to a number L with the rate of o(αm,n) if for
every ε > 0,
P-limj,k→∞
1
αj,k
∑
(m,n)∈K(ε)
aj,k,m,n = 0,
where
K(ε) := {(m, n) ∈ N2 : |xm,n − L| ≥ ε} .
In this case, we write
xm,n − L = st2(A) − o(αm,n) asm, n→∞.
Definition 3. Let A = [aj,k,m,n] and {αm,n} be the same as in Definition 2. Then, a double sequence x = {xm,n} is A-statistically
bounded with the rate of O(αm,n) if for every ε > 0,
sup
j,k
1
αj,k
∑
(m,n)∈L(ε)
aj,k,m,n <∞,
where
L(ε) := {(m, n) ∈ N2 : ∣∣xm,n∣∣ ≥ ε} .
In this case, we write
xm,n = st2(A) − O(αm,n) asm, n→∞.
Definition 4. Let A = [aj,k,m,n] and {αm,n} be the same as in Definition 2. Then, a double sequence x = {xm,n} is A-statistically
convergent to a number Lwith the rate of om,n(αm,n) if for every ε > 0,
P-limj,k→∞
∑
(m,n)∈M(ε)
aj,k,m,n = 0,
where
M(ε) := {(m, n) ∈ N2 : ∣∣xm,n − L∣∣ ≥ εαm,n} .
In this case, we write
xm,n − L = st2(A) − om,n(αm,n) asm, n→∞.
Definition 5. Let A = [aj,k,m,n] and {αm,n} be the same as in Definition 2. Then, a double sequence x = {xm,n} is A-statistically
bounded with the rate of Om,n(αm,n) if for every ε > 0,
P-limj,k
∑
(m,n)∈N(ε)
aj,k,m,n = 0,
where
N(ε) := {(m, n) ∈ N2 : ∣∣xm,n∣∣ ≥ εαm,n} .
In this case, we write
xm,n − L = st2(A) − Om,n(αm,n) asm, n→∞.
As a tool, we use the modulus of continuity ω(f ; δ) defined as follows:
ω (f ; δ) := sup
{
|f (u, v)− f (x, y)| : (u, v), (x, y) ∈ D,
√
(u− x)2 + (v − y)2 ≤ δ
}
,
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where f ∈ C(D) and δ > 0. In order to obtain our result, we will make use of the elementary inequality, for all f ∈ C(D) and
for λ, δ > 0,
ω (f ; λδ) ≤ (1+ [λ]) ω (f ; δ) (3)
where [λ] is defined to be the greatest integer less than or equal to λ.
Then we have the following result.
Theorem 6. Let {Lm,n} be a double sequence of positive linear operators acting from C(D) into itself and let A = [aj,k,m,n] be a
non-negative RH-regular summability matrix. Let {αm,n} and {βm,n} be a positive non-increasing double sequence. Then, for all
f ∈ C(D),∥∥Lm,n(f )− f ∥∥C(D) = st2(A) − o(γm,n) as m, n→∞, with γm,n := max {αm,n, βm,n}
provided that the following conditions hold:
(i) ‖Lm,n(f0)− f0‖C(D) = st2(A) − o(αm,n) as m, n→∞, with f0(u, v) = 1,
(ii) ω(f ; δm,n) = st2(A)−o(βm,n) asm, n→∞, where δm,n :=
√‖Lm,n(Ψ )‖C(D) withΨ (u, v) = Ψx,y(u, v) = (u−x)2+(v−y)2
for each (x, y), (u, v) ∈ D; furthermore, similar results holds when the symbol ‘‘o’’ is replaced by ‘‘O’’.
Proof. To see this, we first assume that (x, y) ∈ D and f ∈ C(D) are fixed, and that (i) and (ii) hold. Using the definition of
the modulus of continuity and the linearity and the positivity of the operators Lm,n, for all (m, n) ∈ N2, we have∣∣Lm,n(f ; x, y)− f (x, y)∣∣ ≤ ω (f ; δ) ∣∣Lm,n (f0, x, y)− f0(x, y)∣∣+ ω (f ; δ)
δ2
Lm,n (Ψ ; x, y)
+ω (f ; δ)+ |f (x, y)| ∣∣Lm,n (f0, x, y)− f0(x, y)∣∣ .
Taking the supremum over (x, y) ∈ D on the both sides of the above inequality and δ := δm,n :=
√‖Lm,n(Ψ )‖C(D), we
then obtain∥∥Lm,n (f )− f ∥∥C(D) ≤ ω(f ; δm,n) ∥∥Lm,n(f0)− f0∥∥C(D) + 2ω(f ; δm,n)+ ‖f ‖C(D) ∥∥Lm,n (f0)− f0∥∥C(D)
where the quantity ‖f ‖C(D) is a finite number since f ∈ C(D). Hence, we get∥∥Lm,n (f )− f ∥∥C(D) ≤ B {ω(f ; δm,n) ∥∥Lm,n (f0)− f0∥∥C(D) + ω (f ; δm,n)+ ∥∥Lm,n(f0)− f0∥∥C(D)} (4)
where B = max{2, ‖f ‖C(D)}. Now, given ε > 0, define the following sets:
D :=
{
(m, n) ∈ N2 : ∥∥Lm,n (f )− f ∥∥C(D) ≥ ε} ,
D1 :=
{
(m, n) ∈ N2 : ω (f ; δm,n) ∥∥Lm,n(f0)− f0∥∥C(D) ≥ ε3B} ,
D2 :=
{
(m, n) ∈ N2 : ω (f ; δm,n) ≥ ε3B} ,
D3 :=
{
(m, n) ∈ N2 : ∥∥Lm,n (f0)− f0∥∥C(D) ≥ ε3B} .
Then, it follows from (4) that D ⊂ D1 ∪ D2 ∪ D3. Also, defining
D4 :=
{
(m, n) ∈ N2 : ω (f ; δm,n) ≥ √ ε3B
}
,
D5 :=
{
(m, n) ∈ N2 : ∥∥Lm,n (f0)− f0∥∥C(D) ≥ √ ε3B
}
,
we have D1 ⊂ D4 ∪ D5, which yields
D ⊆
5⋃
i=2
Di.
Therefore, since γm,n = max{αm,n, βm,n}, we conclude that, for all (j, k) ∈ N2,
1
γj,k
∑
(m,n)∈D
aj,k,m,n ≤ 1
βj,k
∑
(m,n)∈D2
aj,k,m,n + 1
αj,k
∑
(m,n)∈D3
aj,k,m,n + 1
βj,k
∑
(m,n)∈D4
aj,k,m,n + 1
αj,k
∑
(m,n)∈D5
aj,k,m,n. (5)
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Letting j, k→∞ (in any manner) on both sides of (5), we get
P-limj,k→∞
1
γj,k
∑
(m,n)∈D
aj,k,m,n = 0.
Therefore, the proof is completed. 
Now, specializing Theorem 6, we can give the ordinary rates of convergence of a sequence of positive linear operators
defined on the space C(D). We first note that, if we choose αm,n = βm,n = 1 for all m, n ∈ N, then Theorem 1 is obtained
from Theorem 6 at once. So our theorem gives us the rate of A-statistical convergence in Theorem 1. Furthermore, if one
replaces the matrix A = [aj,k,m,n] by the double identity matrix, then Theorem 6 immediately gives the following classical
rates of convergence of a sequence of positive linear operators defined on C(D).
Corollary 7. Let {Lm,n} be a double sequence of positive linear operators acting from C(D) into itself. Then, for all f ∈ C(D),
P-limm,n
∥∥Lm,n(f )− f ∥∥C(D) = 0,
provided that the following conditions hold:
(i) P-limm,n‖Lm,n(f0)− f0‖C(D) = 0,
(ii) P-limm,nω(f ; δm,n) = 0
where f0 and {δm,n} are the same as in Theorem 6.
One can immediately obtain the next result using a technique similar to that used in the proof of Theorem 6.
Theorem 8. Let {Lm,n} be a double sequence of positive linear operators acting from C(D) into itself and let A = [aj,k,m,n] be a
non-negative RH-regular summability matrix. Let {αm,n} and {βm,n} be a positive non-increasing double sequence. Then, for all
f ∈ C(D),∥∥Lm,n(f )− f ∥∥C(D) = st2(A) − om,n(γm,n) as m, n→∞,
with γm,n := max{αm,n, βm,n, αm,nβm,n}, provided that the following conditions hold:
(i) ‖Lm,n(f0)− f0‖C(D) = st2(A) − om,n(αm,n) as m, n→∞, with f0(u, v) = 1,
(ii) ω(f ; δm,n) = st2(A) − om,n(βm,n) as m, n → ∞, where δm,n :=
√‖Lm,n(Ψ )‖C(D) with Ψ (u, v) = Ψx,y(u, v) =
(u− x)2 + (v − y)2 for each (x, y), (u, v) ∈ D.
Similar results hold when little ‘‘om,n’’ is replaced by big ‘‘Om,n’’.
3. An application to Theorem 6
In this section, we display an example of positive linear operators, which satisfies Theorem 6 but not Corollary 7.
Let A = [aj,k,m,n] be a non-negative RH-regular summability matrix. We know that a P-convergent double sequence is
A-statistically convergent to the same value but the converse does not hold true. So, we can choose a non-negative double
sequence {um,n} that converges A-statistically to 0 but is not P-convergent. Then, the authors in their study considered the
following Bernstein-type operators for two variables:
Lm,n(f ; x, y) =
(
1+ um,n
) m∑
s=0
n∑
t=0
f
(
s
m
,
t
n
)(m
s
) (n
t
)
xsyt(1− x)m−s(1− y)n−t , (6)
where (x, y) ∈ I2 = [0, 1] × [0, 1]; f ∈ C(I2). Now, we take A = C(1, 1) := [cj,k,m,n], the double Cesáro matrix, defined by
cj,k,m,n =

1
jk
, if 1 ≤ m ≤ j and 1 ≤ n ≤ k,
0, otherwise,
and also replace the double sequence {um,n} by
um,n =
{√
mn, ifm and n are square,
0, otherwise.
Now, setting {αm,n} =
{
1
5√mn
}
, we have, for any ε > 0,
1
αj,k
∑
(m,n):|um,n|≥ε
cj,k,m,n = 5
√
jk
∑
(m,n):|um,n|≥ε
1
jk
≤
5
√
jk
√
jk
jk
= 1
10
√
(jk)3
. (7)
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Taking the limit as j, k→∞ (in any manner) in (7), we get, for any ε > 0,
P-limj,k
1
αj,k
∑
(m,n):|um,n|≥ε
cj,k,m,n = 0
which gives
um,n = st2(C(1,1)) − o
(
1
5
√
mn
)
asm, n→∞. (8)
Also, observe that
Lm,n (f0; x, y) = 1+ um,n,
Lm,n (f1; x, y) =
(
1+ um,n
)
f1 (x, y) ,
Lm,n (f2; x, y) =
(
1+ um,n
)
f2 (x, y) ,
Lm,n (f3; x, y) =
(
1+ um,n
) (
f3 (x, y)+ x− x
2
m
+ y− y
2
n
)
,
where f0(x, y) = 1, f1(x, y) = x, f2(x, y) = y and f3(x, y) = x2 + y2. Since ‖Lm,n(f0)− f0‖C(I2) = um,n, we obtain from (8)∥∥Lm,n(f0)− f0∥∥C(I2) = st2(C(1,1)) − o(αm,n) asm, n→∞. (9)
Now, we compute the quantity Lm,n(Ψ ; x, y), where Ψ (u, v) = (u− x)2 + (v − y)2. After some calculations, we get
Lm,n(Ψ ; x, y) =
(
1+ um,n
) (x− x2
m
+ y− y
2
n
)
.
Then, we obtain δm,n := √‖Lm,n(Ψ )‖C(I2) = √ (1+um,n)2 ( 1m + 1n ). In this case, setting {βm,n} = { 13√mn}, we have, for any
ε > 0,
1
βj,k
∑
(m,n):|δm,n|≥ε
cj,k,m,n = 3
√
jk
∑
(m,n):|δm,n|≥ε
1
jk
≤
3
√
jk
√
jk
jk
= 1
6
√
jk
which gives that P-limj,k 1βj,k
∑
(m,n):|δm,n|≥ε cj,k,m,n = 0. Hence, we obtain δm,n = st2(C(1,1)) − o
(
1
3√mn
)
as m, n→ ∞. By the
uniform continuity of f on I2, we write that
ω(f ; δm,n) = st2(C(1,1)) − o
(
1
3
√
mn
)
asm, n→∞. (10)
Then, the sequence of positive linear operators {Lm,n} satisfy all hypotheses of Theorem 6 from (9) and (10). So, we have,
for all f ∈ C(I2),∥∥Lm,n(f )− f ∥∥C(I2) = st2(C(1,1)) − o( 15√mn
)
asm, n→∞.
However, since {um,n} is not P-convergent, the sequence {Lm,n} given by (6) does not converge uniformly to the function
f ∈ C(I2).
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