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Abstract
As the information society rapidly develops, there is an increased importance placed of dealing with high dimension low sample
size (HDLSS) data, whose number of variables is much larger than the number of objects. Moreover, the selection of eﬀective
variables for HDLSS data is becoming more crucial. In this paper, a variable selection method considering cluster loading for
labeled HDLSS data is proposed. Related to cluster loading, the conventional model considering principal component analysis
has been proposed. However, the model can not be used for HDLSS data. Therefore, we propose a cluster loading model using a
clustering result. By using the obtained cluster loading, we can select variables which belong to clusters unrelated with the given
discrimination information represented by the labels of objects. Several numerical examples show a better performance of the
proposed method.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
With the rapid development of the information society, data analysis of HDLSS data1,2,3,4 is getting more and more
valued, especially in the specific application areas such as microarray gene data and image data. In HDLSS data,
the number of variables is much larger than the number of objects, so how to select the eﬀective variables plays an
important role in analyzing HDLSS data. In this paper, a variable selection method considering cluster loading for
labeled HDLSS data is proposed.
The cluster loading is defined as the relationship between given labels of objects and obtained clusters of variables.
Related to the cluster loading, a method for constrained principal component analysis (CPCA)5 has been proposed,
which is based on principal component analysis with external information on both objects and variables. In this
model, the relationship between objects and variables is estimated by using least squares method. As a mathematically
similar model to the CPCA, a model for interpreting principle components by using discrimination information6 has
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been proposed. In this model, the discrimination information is represented as the labels of objects and relationship
between given labels and obtained principal components is estimated. The cluster loading is defined by using the
framework of this model mathematically. However, the previously proposed model for the interpretation of principal
components can not be used for HDLSS data. Because the result from principal component analysis is associated with
the eigenvalues which are calculated through variance-covariance matrix. In HDLSS data, these obtained eigenvalues
of samples are not consistent with the eigenvalues of population. As a result, this model is not applicable to HDLSS
data.
By using the obtained cluster loading, we can select variables which belong to clusters unrelated with the given
labels. This means that we can select variables which do not relate to the discrimination of objects. The selected
variables are the targets to be deleted variables.
The construction of this paper is as follows: In Section 2, a method for constrained principal component analysis
(CPCA) is referred. In Section 3, a method for interpreting principal components using discrimination information
is described. In Section 4, a cluster loading model for HDLSS data is proposed, and section 5 proposes a variable
selection method using the cluster loading. Section 6 shows numerical examples of the proposed method. In Section
7, conclusions are stated.
2. Constrained principal component analysis
Let X be a data matrix consisted of n objects and p variables, where n > p. Suppose G a n × Q object information
matrix and H a p × K variable information matrix. A model of constrained principal component analysis5 has been
defined as follows:
X = GMHT + BHT +GC + E, (1)
where M, B and C are the matrices of coeﬃcients to be estimated, and E is a matrix of errors. In equation (1), X is
defined by three terms, where the first term can be explained by both G and H, the second term is only defined by
H, the third term is defined by G. That is, M shows the relationship between summarized objects and summarized
variables, B shows relationship of objects through summarized variables and C shows relationship of variables through
summarized objects.
Estimates of M, B and C are obtained by minimizing S S (E) = tr(ETE), where S S (E) shows the sum of square of
errors. From equation (1), we consider the first term of the model and define a model as follows:
X = GMHT + E1. (2)
From equation (2),
S S (E1) = tr(ET1 E1)
= tr((X −GMHT)T(X −GMHT))
= tr(XTX) − tr(XTGMHT) − tr(HMTGTX) + tr(HMTGTGMHT). (3)
From equation (3) and
∂tr(ET1 E1)
∂M
=
∂tr(XTX)
∂M
−
∂tr(XTGMHT)
∂M
−
∂tr(HMTGTX)
∂M
+
∂tr(HMTGTGMHT)
∂M
= −2(GTXH) + 2(GTGMHTH)
= 0,
we obtain ˆM which is the estimate of M as follows:
ˆM = (GTG)−GTXH(HTH)−, (4)
where (GTG)− and (HTH)− are g-inverses of GTG and HTH, respectively.
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3. A Method for Interpreting Principal Components using Discrimination Information
Related to equation (2), a model for interpreting principal components using discrimination information6 has been
proposed as follows:
X = ˜G ˜M ˜HT + ˜E, (5)
where the object information matrix ˜G = (g˜iq) is a partition matrix which shows discrimination information of Q
labels of data. Each g˜iq satisfies the following condition:
g˜iq =
{
1, if xi belongs to Label q
0, otherwise , (6)
where xi = (xi1, . . . , xip) is a data vector of an object i. ˜H is the p × α direction matrix which is obtained from
principal component analysis, where α is the number of principal components. ˜M is a Q × α matrix which shows the
relationships between Q labels and α principal components.
The purpose of model (5) is to obtain estimate of ˜M which minimizes S S ( ˜E). From this, we obtain relationship
between the given discrimination information of objects and the obtained principal components for the interpretation
of the obtained principal components.
4. Cluster loading model for HDLSS data
Let X be a HDLSS data consisting of n objects and p variables as follows:
X = (xia), i = 1, · · · , n, a = 1, · · · , p, p  n, (7)
where p is much larger than n. We define the following model:
X = ˜G ˜˜M ˜˜H
T
+ ˜˜E. (8)
In order to obtain ˜˜H = (˜˜hak) in equation (8), we apply fuzzy c-means clustering method7 to the variables of X. As a
result of the clustering, we obtain degree of belongingness of variables to K clusters, U = (uak), when we assume the
number of clusters as K. uak shows degree of belongingness of a variable a to a cluster k and satisfies the following
conditions:
K∑
k=1
uak = 1, uak ∈ [0, 1]. (9)
Next, we harden the clustering result U = (uak) to ˜˜H = (˜˜hak) as follows:
max
1≤k≤K
uak =
˜
˜hak = 1, ∃a, (10)
under the following conditions:
K∑
k=1
˜
˜hak = 1, ˜˜hak ∈ {0, 1}. (11)
In equation (8), ˜˜M shows the relationships between Q given labels and K clusters of variables. From equations (4)
and (8), the estimate ˆ˜˜M can be obtained as follows:
ˆ
˜
˜M = ( ˜GT ˜G)− ˜GTX ˜˜H( ˜˜HT ˜˜H)−, (12)
where ( ˜GT ˜G)− and ( ˜˜HT ˜˜H)− are g-inverses of ˜GT ˜G and ˜˜HT ˜˜H, respectively.
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5. A variable selection method using cluster loading for HDLSS data
Using the cluster loading ˆ˜˜M shown in equation (12), we propose an algorithm of variable selection method for
HDLSS data as follows:
Step 1 Set the threshold 1 for the misclassification rate.
Step 2 Create the partition matrix ˜G shown in equation (6) with the given labels.
Step 3 Classify variables of X into K clusters and obtain ˜˜H shown in equation (10).
Step 4 Obtain ˆ˜˜M = ( ˆ˜m˜qk), q = 1, · · · ,Q, k = 1, · · · ,K, shown in equation (12) by using X, ˜G and ˜˜H.
Step 5 Calculate the following sk which is a sum of the absolute values for each column of
ˆ
˜
˜M.
sk =
Q∑
q=1
| ˆ˜m˜qk |, k = 1, · · · ,K, (13)
where each column shows each cluster. Select a cluster of variables corresponding to the smallest value of sk.
Delete the relevant variables which belong to the corresponding cluster from the origin data, and obtain new
data set. Set K = K − 1.
Step 6 Classify objects of the new data and calculate the misclassification rate.
Step 7 If K > 1, go to Step 5 and select the second smallest value of sk. Otherwise, go to next step.
Step 8 Make comparison between the misclassification rates and 1, evaluate whether the selected variables are
eﬀective or not. If not, go to Step 3 and change the number of clusters.
6. Numerical example
Suppose an artificial dataset of 50 objects and 200 variables, which is divided into four parts A, B, C and D as
follows:
X =
(
A B
C D
)
. (14)
Each of the four parts is a 25×100 matrix. Among them, A and D are generated from two-dimensional normal random
numbers, with the same covariance matrix Σ =
(
1 0
0 1
)
but diﬀerent mean vectors. A follows normal distribution with
mean vector μ1 =
(
1
1
)
. D follows normal distribution with mean vector μ2 =
(
2
1
)
. B and C are generated from uniform
random numbers with diﬀerent minimums and maximums. The minimum of B is -1, and the maximum is 1. The
minimum of C is -2, and the maximum is 2.
According to the given structures of X shown in equation (14), we define ˜G shown in equation (6) as follows:
˜G =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
25 rows1 0...
...
1 0
0 1
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
25 rows0 1...
...
0 1
(15)
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In order to obtain ˜˜H, we classify the variables of data shown in equation (14) by using fuzzy c-means method and
obtain U shown in equation (9) as follows:
U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.9707 0.0293 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
100 rows0.9321 0.0679...
...
0.9909 0.0091
0.0039 0.9961
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
100 rows0.0019 0.9981...
...
0.0227 0.9773
(16)
Then we harden U shown in equation (16) by using equations (10) and (11), and obtain ˜˜H as follows:
˜
˜H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
100 rows1 0...
...
1 0
0 1
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
100 rows0 1...
...
0 1
(17)
Using the obtained ˜˜H shown in equation (17) and ˜G shown in equation (15), we obtain the cluster loading shown
in equation (12) as follows:
ˆ
˜
˜M =
(
1.0296 0.0056
0.0325 1.5058
)
. (18)
From equation (18), it can be seen that the cluster loading between Cluster 1 and Label 1 is 1.0296 and the
cluster loading between Cluster 2 and Label 2 is 1.5058. Since these values are larger than other values, this result
demonstrates that the proposed cluster loading model can reflect the structure of the original data shown in equation
(14).
The second numerical example uses microarray gene data8. The dataset is composed of two labels which show 40
colon tumor and 22 normal colon tissue samples with respect to 2000 variables which are kinds of genes. This dataset
is obtained from LIBSVM DATABASE9.
According to the proposed algorithm of the variable selection method described in section 5, firstly we set the
threshold 1 = 0.15 and create ˜G shown in equation (6) according to the given labels as follows:
˜G =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
40 rows1 0...
...
1 0
0 1
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
22 rows0 1...
...
0 1
(19)
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When the number of clusters K is 6, we obtain U shown in equation (9) which is a result from fuzzy c-means
method as follows:
U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.006 0.052 0.021 0.016 0.031 0.874 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
2000 rows
0.003 0.046 0.007 0.912 0.022 0.010
...
...
...
...
...
...
...
...
...
...
...
...
0.037 0.130 0.100 0.057 0.369 0.308
0.839 0.057 0.022 0.008 0.050 0.023
(20)
Then we harden U shown in equation (20) according to equations (10) and (11), and obtain ˜˜H as follows:
˜
˜H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 1 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
2000 rows
0 0 0 1 0 0
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 1 0
1 0 0 0 0 0
(21)
Using X, ˜G, and ˜˜H shown in equations (7), (19), and (21), ˆ˜˜M shown in equation (12) is obtained as follows:
ˆ
˜
˜M =
(
0.0428 −0.0163 0.0043 0.0002 −0.2361 0.1049
−0.0779 0.0296 −0.0079 −0.0003 0.4292 −0.1970
)
. (22)
We obtain sk shown in equation (22) as follows:
s1 = 0.1207, s2 = 0.0459, s3 = 0.0122, s4 = 0.0005, s5 = 0.6653, s6 = 0.3019. (23)
From the result of sk shown in equation (23), we can select the smallest value of s4 = 0.0005. Therefore, according
to the proposed algorithm in section 5, we delete the corresponding 462 variables belong to Cluster 4 and follow the
algorithm from Step 6. Then calculate the misclassification rate of objects by using the remained 1538 variables as
0.47. At this time, K is 5, so K > 1, the algorithm goes back to Step 5, and select the second smallest value of sk,
and again delete the corresponding variables. Until when K = 1, we repeat this procedure, finally we obtain results
of each stage of selection of variables shown in Table 1. From this table, it is seen that misclassification rate of the
clustering results which uses the selected 210 variables becomes 0.13. The misclassification rate of original data using
2000 variables is 0.45. This means that the misclassification rate of data with respect to 210 variables is significantly
improved by using the proposed variable selection method, when comparing with the misclassification rate of original
data with respect to 2000 variables.
Table 1. Result of variable selection.
Stages of selection 1st. 2nd. 3rd. 4th. 5th.
Deleted cluster number 4 3 2 1 6
Number of remained variables 1538 1246 990 528 210
Misclassification rate of objects using remained variables 0.47 0.47 0.47 0.40 0.13
In Fig. 1 and Fig. 2, the abscissa shows degree of belongingness of objects to Cluster 1, and the ordinate shows
degree of belongingness of objects to Cluster 2. Fig. 1 shows the result of fuzzy c-means method for the original data
with respect to 2000 variables, and Fig. 2 shows the result of fuzzy c-means method for the new data with respect
to 210 variables which are remained variables by using the proposed variable selection method. Regarding the given
labels, the red dots show objects which belong to Label 1 which means tumor colon tissues. The blue dots show
objects which belong to Label 2. These are normal colon tissues.
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Fig. 1. Result of degree of belongingness of objects with respect to 2000 variables to two clusters
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Fig. 2. Result of degree of belongingness of objects with respect to 210 variables to two clusters
Comparing the classification results between Fig. 1 and Fig. 2, it is seen that, along with the reduction of variables
from 2000 to 210, the misclassification rate is improved significantly from 0.45 to 0.13. This means that exploratory
obtained clusters are successfully identified with original groups which show a tumor group and a normal group. As
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the result, by using the proposed variable selection method, we successfully select 210 variables which are related to
the given labels of objects for the HDLSS gene expression dataset.
7. Conclusion
High dimension low sample size data is getting more and more valued. How to select the eﬀective variables
becomes important. In this paper, when labeled HDLSS data is given, a method of variable selection by using cluster
loading which show the relationship between given labels of objects and obtained clusters of variables is proposed.
In order to obtain the cluster loading, we propose the cluster loading model. By using the obtained cluster loading,
we select variables which belong to clusters unrelated with the given labels representing groups of objects. The
eﬀectiveness of this proposed method is demonstrated by two numerical examples. The former artificial data shows
the applicability of the proposed cluster loading model, and the latter one shows the eﬀectiveness of the proposed
variable selection method.
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Answers for the reviewers comments 
Thank you for your kind reviews. According to your comments, we have revised as follow: 
Reviewer 1. 
“Please, put references in text as 1, 2, 3, 4, 5, not 3, 4, 2, 1, 5.” 
According to your comments, we have changed the numbers of references. 
 
“Please, do not start new sentences by ‘And…’ (PP. 2-4, 6, 8).” 
According to your comments, we have changed as follows: 
On page 2, at line 9; “And the selected variables are the targets to be deleted variables.”ė “The 
selected variables are the targets to be deleted variables.” 
On page 3, at line 8; “And ۶෩  is the ݌ ൈ ߙ direction matrix which is obtained from principal component 
analysis.”ė “۶෩  is the ݌ ൈ ߙ direction matrix which is obtained from principal component analysis.” 
On page 3, at line 9; “And ۻ෩  is the ܳ ൈ ߙ matrix which shows the relationships between ܳ labels and ߙ 
principal components.”ė “ۻ෩  is the ܳ ൈ ߙ matrix which shows the relationships between ܳ labels and ߙ 
principal components.” 
On page 4, at line 23; “And ۰ and ۱ are generated from uniform random numbers with different 
minimums and maximums.”ė “۰ and ۱ are generated from uniform random numbers with different 
minimums and maximums.” 
On page 5, at line 14; “And this dataset is obtained from LIBSVM DATABASE.”ė “This dataset is 
obtained from LIBSVM DATABASE.” 
On page 6, at line 8; “And we obtain ݏ௞ shown in equation (22) as follows:”ė “We obtain ݏ௞ shown in 
equation (22) as follows:” 
On page 6, at line 25; “And the blue dots show objects which belong to ܮܾ݈ܽ݁ʹ.”ė “The blue dots show 
objects which belong to ܮܾ݈ܽ݁ʹ.” 
On page 8, at line 4; “And how to select the effective variables becomes important.”ė “How to select 
the effective variables becomes important.” 
 
“Please, do not start new sentences by ‘Where…’ (P. 3).” 
On page 3, at line 21; “Where ݑ௞ shows degree of belongingness of a variable ܽ to a cluster݇ and 
satisfies the following conditions:”ė “ݑ௞ shows degree of belongingness of a variable ܽ to a cluster݇ 
and satisfies the following conditions:” 
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“Please, put commas in some sentences.” 
According to your comments, we have put commas in some sentences. 
 
“Please, improve captions of Figs.” 
In Fig. 1; “Degree of belongingness of objects with respect to 2000 variables”ė “Result of degree of 
belongingness of objects with respect to 2000 variables to two clusters” 
In Fig. 2; “Degree of belongingness of objects with respect to 210 variables”ė “Result of degree of 
belongingness of objects with respect to 210 variables to two clusters” 
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3. Sato-Ilic M. Clustering high dimension low sample-size data with fuzzy cluster-based principal 
component analysis. The 58th ISI World Statistics Congress 2011;cps024-5. 
4. Sato-Ilic M, Two covariances harnessing fuzzy clustering based PCA for discrimination of microarray 
data. In: Peterson LE, Masulli F, Russo G, editors. Lecture notes in bioinformatics. Germany: Springer-
Verlag; 2013. p. 158-172. 
