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Introduction 1.Preamble
A basic problem in integer programming is to nd the linear description of the convex hull P of the 0 ? 1 valued points lying in a polytope K R d de ned by an explicitely given linear system Ax b, or at least to nd linear relaxations of P that are good and e cient, meaning that they approximate well P and that one approximation algorithm for max-cut using a semide nite relaxation of the cut polytope. Since then semide nite relaxations have been widely used for approximating combinatorial problems (see, e.g., 25 ] for a survey).
A comparison of the various lift and project methods can be found in 22] . In particular, if we denote the t-th iterate in the Lov asz-Schrijver hierarchy by N t + (K) and the t-th iterate in the Lasserre hierarchy by Q t (K), it is shown there that Q t (K) N t + (K):
In this paper we study how the Lov asz-Schrijver and Lasserre procedures apply to the max-cut problem. There are, in fact, two possible ways in which they can be applied, either to the edge formulation of the problem or to its node formulation. We examine the relationships existing between the various semide nite relaxations obtained for the cut polytope. It turns out that the best relaxation is obtained using the Lasserre construction applied to the node model. Its de nition involves an interesting set of matrices (moment matrices) having nice geometric properties; in particular, about adjacencies of cuts and matrices of small rank versus exact resolution of max-cut.
The max-cut problem
Let G = (V; E) be a graph with node set V = 1; n]; its edge set E being viewed as a set of unordered pairs of distinct elements of V . Given a subset S V , the cut (S) de ned by S is the set of edges ij 2 E with jS \ fi; jgj = 1. Given edge weights w 2 Q E , the max-cut problem consists of nding a cut (S) whose weight P ij2 (S) w ij is maximum. It can be formulated as the problem max 1 2 X ij2E w ij (1 ? x i x j ) subject to x 2 f 1g n : (2) For a cut (S), we use the same symbol (S) for denoting its 1 incidence vector in R E , with ij-th entry ?1 if ij 2 (S) and 1 otherwise. The cut polytope CUT(G)
is the polytope in R E de ned as the convex hull of all cuts (S) (S V ). Thus the max-cut problem can be expressed as a linear programming problem over the polytope CUT(G): max 1 2 w(E) ? 1 2 w T z subject to z 2 CUT(G):
In view of (2) and (3), there are two possible ways in which the lift and project methods can be applied to the max-cut problem.
The edge model. A rst possibility is to work in the edge space and to apply the constructions to a linear relaxation K of the cut polytope CUT(G). As linear relaxation one can choose the metric polytope MET(G) which is the polytope in (1)). We will consider mainly the relaxation N t + (MET(G)) obtained using the Lov asz-Schrijver N + operator, since the de nition of the relaxation Q t (MET (G)) involves a large number of semide nite constraints; precise de nitions are given in section 2.
Let E n := fij j 1 i < j ng denote the edge set of the complete graph K n and let E denote the projection from R En onto R E . Obviously, CUT(G) = E (CUT(K n )) and Barahona 4] shows that MET(G) = E (MET(K n )). In the linear description of MET(G), it su ces to consider the circuit inequalities (4) for chordless circuits 6]; therefore, MET(K n ) is de ned by the 4 ? n 3 triangle inequalities:
x ij + x ik + x jk ?1; x ij ? x ik ? x jk ?1 (5) for all distinct i; j; k 2 V . As a consequence, one can alternatively obtain a semidefinite relaxation of CUT(G) by rst applying the N + operator to MET(K n ) and then projecting onto R E ; namely de ne N t + (G) := E (N t + (MET(K n ))): (6) It can be veri ed (see 21] ) that N t + (G) N t + (MET(G));
it is not known whether equality holds, i.e., whether the two operators N + and E commute.
The node model. A second possibility is to apply the lift and project constructions to the set K = ?1; 1] n (lying in the node space) and to take projections onto the edge space R E (instead of projections onto the node space R n ). When applying the Lasserre construction in this framework, we obtain the semide nite relaxation Q t (G) of CUT(G), which is de ned as the projection on R E of the set of vectors y = (y I ) I V jIj 2t+2
for which y ; = 1 and the matrix M t+1 (y) := (y I J ) I;J V jIj;jJj t+1 (8) is positive semide nite (see section 2.3). The rst member Q 0 (K n ) in this hierarchy corresponds to the basic semide nite relaxation of CUT(K n ) considered in 16], while the second member Q 1 (K n ) tightens the semide nite relaxation F n introduced by Anjos and Wolkowicz 1].
Contents of the paper
The paper is organized as follows. In section 2 we present the Lov asz-Schrijver and Lasserre constructions and indicate how they apply to the max-cut problem. Our
main result there is that Q t (G) (the relaxation obtained by applying the Lasserre construction to the node model) is contained in N t?1 + (G) (the relaxation obtained using the LS procedure in the edge model). In section 3 we consider the class L t consisting of the graphs G for which CUT(G) = Q t (G). We show that L t is closed under taking minors and that a graph G belongs to L t if it contains an edge whose contraction produces a graph in L t?1 . Section 7 contains a numerical comparison of the relaxations Q t (K n ) for small n 7 and t 2.
Section 4 is devoted to the study of some geometric properties of the matrix set F t (n) underlying the relaxation Q t (K n ), which consists of the matrices of the form (8) (or rather of their principal submatrices indexed by the sets having the same parity as t+1; cf. (22)). Thus F 0 (n) is the basic SDP relaxation of CUT(K n )
consisting of the semide nite matrices of order n with an all ones diagonal while F n?2 (n) is the 2 n?1 -dimensional simplex with the cut matrices as vertices. We study adjacency properties of cuts on F t (n). Padberg 28] Some notation. The notation X 0 means that X is a (symmetric) positive semide nite matrix and PSD n denotes the set of positive semide nite matrices of order n. For a matrix X, ker X := fu j Xu = 0g. We let e 1 ; : : : ; e n denote the standard unit vectors in R n . The following (easy to verify) properties of positive semide nite matrices will be frequently used throughout the paper. Lemma 1. Let X be a positive semide nite matrix of order n. (ii) If X has an all ones diagonal, then for distinct i; j 2 
The Lov asz-Schrijver construction
Let M(K) denote the set of symmetric matrices Y = (y ij ) d i;j=0 satisfying y jj = y 00 for j = 1; : : : ; d; (11) Y (e 0 + e j ); Y (e 0 ? e j ) 2K for j = 1; : : : ; d and the inclusion N(K) K follows from property (12) . The following consequence of (12) will be used in section 3:
N(K) conv(K \ fx j x j = 1g) for all j = 1; : : : ; d: (13) The sets N(K) and N + (K) are, respectively, linear and semide nite relaxations of P. Hence the sequence N t + (K) also converges to P in d steps. There are instances where it converges faster to P than the sequence N t (K). This is the case, for example, when P = ST(G) is the stable set polytope of a graph G and K = FR(G) is its fractional stable set polytope de ned by FR(G) := fx 2 R V + j x i + x j 1 (ij 2 E)g: (14) Lov asz and Schrijver 27] show that N + (FR(K n )) = ST(K n ) while the smallest t for which N t (FR(K n )) = ST(K n ) is t = n ? 2. On the other hand, there are also cases where the N + operator does not help. This is the case, for instance, If we apply the Lov asz-Schrijver construction to the pair P = CUT(G), K = MET(G), we obtain the sequence of linear and semide nite relaxations N t (MET(G)) and N t + (MET(G)) for the cut polytope. As mentioned in (7), one can obtain at least as good relaxations by applying the LS construction to the metric polytope of K n and then projecting back on the edge set of the graph G; namely, set N(G) := E (N(MET(K n ))) and de ne N + (G) as in (6) . These relaxations are studied in detail in 21] where the following results are shown: N(G) N(MET(G)), N + (G) N + (MET(G)) (with equality if G = K n ). If the graph G has t edges whose contraction produces a graph with no K 5 minor, then N t (MET(G)) = CUT(G). In particular, N n? (G)?3 (MET(G)) = CUT(G) if G has a maximum stable set whose deletion leaves a graph with at most three connected components; N n? (G)?3 (G) = CUT(G) for a graph G on n nodes with stability number (G). No graph is known for which the sequence of relaxations converges faster to CUT(G) when using the N + operator than when using the N operator. Note that optimizing over the relaxation N + (K n ) amounts to solving a semide nite program having a matrix variable Y of order 1 + ? n 2 and 2 ? n 2 4 ? n 3 linear inequalities.
The Lasserre construction -General presentation
We rst introduce some notation. In this subsection, we let V = 1; d] since we are looking for relaxations of the polytope P lying in R d . Let P(V ) denote the collection 1 In this example and in the previous one of the stable set problem, P is a 0 ? 1 polytope and thus one should use the corresponding de nition of the N and N + operators for the 0 ?1 context; namely, replace (11) by y jj = y 0j and (12) For t 0, let P t (K) denote the set of vectors y 2 R P2t+2(V ) satisfying M t+1 (y) 0; M t (g` y) 0 for all`= 1; : : : ; m (18) and let Q t (K) denote the projection of P t (K) \ fy j y ; = 1g onto the subspace R d indexed by the singletons. Then, P Q t (K) K; the rst inclusion follows from Lemma 2 and the second one from the fact that g` y ( ; ) 0 for all`and y 2 Q t (K). The hierarchy of relaxations Q t (K) was introduced by Lasserre 18, 20] who showed that P is found after d steps; that is, P = Q d (K). His construction is motivated by results about representations of polynomials as sums of squares and his original presentation involves moment matrices indexed by integer sequences (rather than subsets of V ). The presentation given here is taken from 22] where the following elementary proof for the convergence result is given, based on the above lemmas.
Let C K denote the cone in R P(V ) generated by the columns of Z corresponding to points in K; that is, C K is generated by the vectors Ze A for all the sets A V for which A 2 K. Then, C K is a simplicial cone and P is equal to the projection of the polytope C K \ fy j y ; = 1g on the subspace R n indexed by the singletons. ? n 3 constraints (corresponding to the triangles in K n ) and the variable y 2 R P2t+2(En) . Although the number of constraints is now polynomial in n, we will see in the next subsection that if we apply the Lasserre construction to the node model of max-cut we obtain a much simpler relaxation, involving only one semide nite constraint.
The Lasserre construction -The node model for max-cut
If we consider the formulation (2) for the max-cut problem, we arrive naturally at the following relaxations introduced by Lasserre 18] and obtained in the following way: Apply the Lasserre construction to the polytope K := ?1; 1] n and project on the edge subspace R E instead of projecting on the subspace R n in which the starting polytope K lies. Thus in this subsection we let V = 1; n] since our starting polytope K = ?1; 1] n lies in the space R n . For t 0, we have: P t (K) = fy 2 R P2t+2(V ) j M t+1 (y) 0g; let Q t (G) denote the projection of the set P t (K)\fy j y ; = 1g on the edge subspace
We now mention a more concise formulation for the set Q t (G). For this let E(V ) (resp. E t (V )) denote the collection of all even subsets (resp. all even subsets of size t) of V ; O(V ) and O t (V ) are the analogous families of odd subsets of V . It is also convenient to use the symbol U t (V ) for denoting the collection of subsets of V whose cardinality is t and has the same parity as t. 
where A = f M t+1 (y) and B is the principal submatrix of A indexed by fI f1g j for all distinct i; j; k; r; s 2 V . If we remove in the de nition of F 1 (n) the second condition Z ij;rs = Z ir;js = Z is;jr , then we obtain the larger matrix set F n underlying the relaxation (SDP3) de ned by Anjos and Wolkowicz 1] and their relaxation F n := fx 2 R En j 1 x = Y e ; for some Y 2 F n g (23) of the cut polytope CUT(K n ); thus F 1 (n) F n and Q 1 (K n ) F n : A useful property of the matrix set F(n) is that it implies the triangle inequalities. Lemma 7. 1] F n MET(K n ).
Proof. Let Y 2 F n and set y ij := Y ;;ij for ij 2 E n . Given three nodes 1; 2; 3 2 V , the principal submatrix X of Y indexed by the set f;; 12; 13; 23g has the form X = 0 B @ ; 12 13 23 ; 1 y12 y13 y23 
Comparing the Lasserre relaxation Q t (G) and the
Lov asz-Schrijver relaxation N t?1
We show here an inclusion relationship between the two semide nite relaxations N t?1 + (G) and Q t (G) obtained earlier for the cut polytope using, respectively, the Lov asz-Schrijver construction (applied to the edge model of max-cut) and the Lasserre relaxation (applied to the node model). As before, G = (V; E) is a graph with V = 1; n].
Lemma 10. Given y 2 R P2t+2(V ) , t 0, M t+1 (y) 0 =) M t ((e ; + e ij ) y) 0 for all = 1 and ij 2 E n .
Proof. Let ij = 12 and set u := (e ; + e 12 ) y, X := M t (u). Observe that u(I) = u(I f1; 2g) for all I. Therefore, with respect to the partition of P t (V ) into I := fI 2 P t (V ) j 1 6 2 Ig and I 0 := P t (V ) n I = fI f1; 2g j I 2 Ig, the matrix X Theorem 11. For any graph G and t 1, Q t (G) N + (Q t?1 (G)).
Proof. Let x 2 Q t (G); that is, x is the projection on R E of y 2 R P2t+2(V ) satisfying y ; = 1 and M t+1 (y) 0. Let Y denote the principal submatrix of M t+1 (y) indexed by f;g E. Thus We begin with some de nitions and preliminary observations. Let G = (V; E) be a graph with V = 1; n] and let e := uv be a given edge of G. Deleting e produces the graph Gne := (V; E n feg) while contracting e produces the graph G = e := (V n fu; vg fwg; F) where w is the new node created by the contraction of the edge e and F is the resulting edge set (erasing multiple edges). A minor of G is any graph obtained from G by a sequence of deletions and contractions. (25) The same property holds if we replace MET(G) by its subset CUT(G) or by Q t (G) (t 0) (in view of Lemma 1 (ii)). Based on this property, let us de ne for x 2 R F its -extension y 2 R E by y uv := ; y ij := x ij for ij 2 E with i; j 6 = u; v; y ui := x wi for i 2 N G (u) n fvg; y vi := x wi for i 2 N G (v) n fug: (26) One can easily verify that x 2 CUT(G=e) () y 2 CUT(G): (27) In order to establish the analogous result for Q t (G) we need to extend the notion of -extension to reduced moment matrices.
Lemma 13. Let t 0, X = f M t+1 (x) where x 2 R E2t+2(V nfng) , and = 1. Extend x to y 2 R E2t+2(V ) by setting y I := x I f1;ng for all I 2 E 2t+2 (V ) with n 2 I and Proof. We have to show that y I = y I f1;ng for all I 2 E 2t+2 (V ) containing n. For this, let H 2 U t+1 (V ) containing n; then H f1; ng 2 U t+1 (V Proof. Say, e is the edge 1n in order to match the notation in Lemmas 13 and 14.
Suppose rst that x 2 Q t (G=e) and let X 2 F t (n ?1) whose projection on R F is x.
Then the -extension Y of X belongs to F t (n) (by Lemma 13) and its projection on R E is equal to y, which shows that y 2 Q t (G). Conversely suppose that y 2 Q t (G) and let Y 2 F t (n) whose projection on R E is y. Then the principal submatrix X of Y indexed by U t+1 (V n fng) belongs to F t (n ? 1) and Y is the -extension of X by Lemma 14. As the projection of X on R F is equal to x, we deduce that x 2 Q t (G=e).
Given a 2 R E , = 1, de ne a 2 R F by (a ) wi := a ui for i 2 N G (u) n N G (v); (a ) wi := a vi for i 2 N G (v) n N G (u); (a ) wi := a ui + a vi for i 2 N G (u) \ N G (v); (a ) ij := a ij for ij 2 E; i; j 6 = u; v: (28) Then, a T y = a T x + a uv for x 2 R F and its ? extension y 2 R E : (29) The next result follows directly from (27) , (29) and Corollary 15.
Lemma 16. Let t 0, = 1, 2 R, a 2 R E , and a 2 R F as in (28) . Then, the inequality a T y is valid for CUT(G) \ fy j y e = g (resp., Q t (G) \ fy j y e = g) if and only if the inequality a T x ? a e is valid for CUT(G=e) (resp., Q t (G=e)).
As a rst application, we can show that L t is closed under taking minors. Theorem 17. Given t 0, if CUT(G) = Q t (G) then CUT(G=e) = Q t (G=e) and CUT(Gne) = Q t (Gne).
Proof. Let x 2 Q t (G=e) and X 2 F t (n ? 1) whose projection on R E is equal to x. By Lemma 13, the 1-extension Y of X belongs to F t (n) and thus its projection y on R E belongs to Q t (G). As Q t (G) = CUT(G) and y is the 1-extension of x, we deduce from (27) that x 2 CUT(G=e). Equality CUT(Gne) = Q t (Gne) follows from the fact that CUT(Gne) (resp., Q t (Gne)) is the projection on R Enfeg of CUT(G) (resp., of Q t (G)).
By Theorem 11, Q t+1 (G) is contained in N + (Q t (G)) which, in turn, is contained in conv(Q t (G) \ fy j y e = 1g) by (13) . Using these inclusions, the next result folllows as a direct application of Lemma 16. Theorem 18. Given t 0, if CUT(G=e) = Q t (G=e), then CUT(G) = Q t+1 (G). i i i i 16 We will see in section 5 that
The class L 0 consists of the graphs with no K 3 minor (indeed K 3 6 2 L 0 and if G has no K 3 minor, then CUT(G) = ?1; 1] E is thus equal to Q 0 (G)). The class L 1 consists of the graphs having no K 5 minor (indeed K 5 6 2 L 1 and if G has no K 5 minor, then CUT(G) = MET(G) is thus equal to Q 1 (G)). The graph K 7 is a forbidden minor for the class L 2 (we do not know whether K 7 is a minimal forbidden minor). There are other forbidden minors for the class L 2 since the max-cut problem is known to be NP-hard for the class of graphs having no K 6 minor (in fact, also for the graphs having a node whose deletion results in a planar graph) 5].
One can show that the class L t is closed under taking clique k-sums (k = 0; 1; 2; 3); the same holds for the class G t 21] (the proof for L t is analogous to that for G t ). The next result follows as an application of Theorem 18, Corollary 12, and the fact from 21] that CUT(G) = N t (G) for t := max(0; n ? (G) ? 3). Corollary 19. CUT(K n ) = Q n?4 (K n ) for n 6 and, for a graph G on n nodes with stability number (G), CUT(G) = Q t (G) for t := max(0; n ? (G) ? 2).
4 Geometric properties of the matrix sets F t (n) In this section we study some geometric properties of the matrix sets F t (n) underlying the Lasserre relaxations Q t (K n ).
Let us rst recall some de nitions. A convex subset F of a convex set K is called a face of K if, for all x 2 F, y; z 2 K, 0 1, x = y + (1 ? )z implies that y; z 2 F. Given x 2 K, let F(x) denote the smallest face of F containing x. A point x 2 K is a vertex if F(x) = fxg. One says that the points x 1 ; : : : ; x k 2 K form a face of K if the set conv(fx 1 ; : : : ; x k g) is a face of K.
Consider a convex set K of the form K = fX 2 PSD n j hA i ; Xi = b i for i = 1; : : : ; mg where the A i 's are symmetric matrices and b i 2 R. It follows from a result in 11] that the smallest face F(A) of K containing A is given by F(A) = fX 2 K j ker X ker Ag: This description of the faces applies in particular to any set F t (n).
Analogously to CUT(K n ), the set F t (n) enjoys lots of symmetries. In par- Theorem 21. Let t 0, n t + 2, Y = f M t+1 (y) 2 F t (n) and X := f M 1 (y). If rank X t + 1, then Y can be written as a convex combination of 2 t cuts and, therefore, the vector (y ij ) ij2En belongs to CUT(K n ).
We now examine some properties of the faces of the convex set F t (n). All the 2 n?1 cut matrices are vertices of F t (n) (since they have rank 1). It is shown in 24] that the cut matrices are the only vertices of F 0 (n). Moreover, it is shown in 23] that any two distinct cut matrices form a face (edge) of F 0 (n). This adjacency property extends to each of the matrix sets F t (n). Proposition 22. Any two cut matrices form an edge of F t (n) for any t 0. Barahona and Mahjoub 6] had shown earlier that any two cuts form an edge of the cut polytope CUT(K n ). Padberg 28] showed moreover that any two cuts form an edge of the metric polytope MET(K n ); that is, MET(K n ) has the Trubin property with respect to CUT(K n ). This implies that any Lasserre relaxation Q t (K n ) also has the Trubin property. (For t 1 this is true since Q t (K n ) MET(K n ) and, for t = 0, this is true by the above mentioned result of 23] since Q 0 (n) is a linear bijective image of F 0 (n).) In fact, CUT(K n ) and MET(K n ) have lots of higher dimensional common faces; for instance, any three cuts or any set (S 1 ); : : : ; (S k ) of cuts in general position (meaning that each cell in the Venn diagram of the sets S 1 ; : : : ; S k is non empty) form a face of MET(K n ) and thus of CUT(K n ) 10].
One may wonder whether some analogous result holds for the matrix set F t (n). We saw above that any two cut matrices form a face of F 0 (n); note that this does not extend to a set of three cut matrices (consider, e.g., F 0 (3)). On the other hand, Corollary 9 shows that F n?2 (n) is a simplex with the cut matrices as vertices. This suggests the following question.
Is it true that, for t = 0; : : : ; n ? 2, any set of 2 t+1 cut matrices forms a face of F t (n) ? If this property holds, this suggests a \continuous" evolution from F 0 (n) to the nal simplex F n?2 (n). We saw above that the answer is yes for the two extreme values t = 0 and t = n ? 2 and the next result shows the answer is also positive for the next case t = 1. The proof of Theorem 23 is delayed till section 4.2.
Theorem 23. Any four cut matrices form a face of F 1 (n).
Proof of Theorem 21
A preliminary result In view of (32), we have y I = 1 (resp., ?1) for a set I 2 E(V ) if and only if jI \ Aj is even (resp., odd) for all A 2 A. Thus we are left with the task of showing the existence of a non empty set I 2 E(V ) and of 2 f0; 1g satisfying jI \ Aj (modulo 2) for all A 2 A. Let M A denote the matrix of order jAj (n ? 1) whose rows are the 0 ? 1 incidence vectors A 2 f0; 1g n?1 of the sets A 2 A (viewed as subsets of U = 1; n ? 1]). Equivalently, we have to show that at least one of the following two systems in the binary variable x 2 GF (2) Suppose not. Then i2H (A i fng) = ; for some set H f0; 1; : : :; n ? 1g. Therefore, jHj is even (in order to eliminate n) and i2H A i = ;, which implies that 0 2 H (since the vectors A1 ; : : : ; An?1 are linearly independent over GF (2) ). This combined with the fact that A 0 = p i=1 A i implies that H n f0g = 1; p]. We reach a contradiction since p is even while H n f0g has an odd cardinality. Thus (36) holds.
This implies:
The vectors Ai fng (i = 0; 1; : : : ; n ? 1) are linearly independent over R: (37) Indeed, suppose not. Then P n?1 i=0 i Ai fng = 0 for some i 2 R not all equal to 0. Such i exist that are rational valued and thus integer valued, not all of them even.
Taking a reduction modulo 2 we nd a linear dependency over GF (2) 
Proof of Theorem 21
The proof of Theorem 21 is by induction on n. The case n = t + 2 has been settled in Corollary 27. Hence we can assume that n t+3 and that the result of Theorem 21 holds for n ? 1. We can also assume that t 1 as the result holds obviously for t = 0. As before V = 1; n] and U t+1 (V ) is the set indexing the matrix Y , which consists of the sets H V with jHj t + 1 and jHj t + 1 mod 2. Set I := fI 2 E 2t+2 (V ) j I 6 = ; and y I = 1g: Consider the relation on U t+1 (V ): Given H; K 2 U t+1 (V ), H K if y(H K) = 1; i.e., H K 2 I or, equivalently, if Y e H = Y e K ;
where Y e H denotes the H-th column of Y (the last equivalence in (39) follows using Lemma 1 (ii)). This is obviously an equivalence relation on U t+1 (V ). We begin with some preliminary results about the collection I. Lemma 28. If I 6 = J 2 I with jI n Jj; jJ n Ij t + 1, then I J 2 I.
Proof. As I; J have an even cardinality, the three sets I n J, J n I and I \ J have the same parity. Suppose rst that jI \ Jj t + 1 (mod 2). Then, I n J; J n I; I \ J 2 U t+1 (V ). Moreover, I n J I \ J and J n I I \ J since I; J 2 I. Therefore, I n J J n I implying that (I n J) (J n I) = I J 2 I. Suppose now that jI \ Jj t (mod 2). Then, jI n Jj; jJ n Ij t. If I \ J 6 = ;, let a 2 I \ J; then (I n J) fag (I \ J) n fag (J n I) fag which implies that I J = (I n J) fag] (J n I) fag] 2 I. If I \ J = ;, then t is even. Let a 2 I; then I n fag fag J fag implying again that I J = (I n fag) (J fag) 2 I. We can assume without loss of generality that the element n 2 V belongs to I 0 . Set I(n) := fI 2 I j n 2 Ig; I(n) := I n I(n):
The A A = 1, and A is a collection of subsets of V n fng with jAj 2 t . Our goal is now to show that the above decomposition of y 0 can be extended to a decomposition of y. Namely, we will show that for each set A 2 A one can de ne A 0 := A or A fng in such a way that the identity: y = P A2A A y A 0 holds, which implies then that Y can be written as a convex combination of at most 2 t cut matrices, concluding the proof. Lemma 30. For any H 2 U t+1 (V ), there exists a set I 2 I(n) for which jH Ij t + 1.
Proof. Suppose not. Let H 2 U t+1 (V ) be a counterexample (that is, jH Ij t+2 i i i i 23 for all I 2 I(n)) of minimum cardinality. Choose I 1 2 I(n) with jI 1 j t + 1 and for which jI 1 Hj is minimum. Then, jH I 1 j t + 2, implying jH I 1 j t + 3 since jH I 1 j jHj t + 1 (modulo 2). By Lemma 29, there exists I 2 I such that I (H I 1 ) n fng. Then, the set J := I I 1 belongs to I by Lemma 28 (since I n I 1 H and I 1 n I I 1 have size t + 1) and thus J 2 I(n). Suppose rst that jI n I 1 j jI \ I 1 j. Then, jJj = jI n I 1 j + jI 1 n Ij jI 1 j t + 1 and jH Jj = jH I 1 j ? jIj < jH I 1 j. which contradicts the minimality assumption made about the set I 1 . Therefore, jI n I 1 j > jI \ I 1 j. This implies that jH Ij = jHj ? jI n I 1 j + jI \ I 1 j < jHj and thus H I 2 U t+1 (V ). Therefore, the set H I is not a counterexample to the lemma and thus there exists a set J 2 I(n) for which jH I Jj t + 1. Now, H I J 2 U t+1 (V ), H I J H I (since J 2 I), H I H (since I 2 I) which implies that H I J H and thus I J 2 I. As I J 2 I(n) with jH I Jj t + 1, we contradict our assumption that H is a counterexample to the lemma.
Denote by R 1 ; : : : ; R m the equivalence classes of the equivalence relation from (39) on U t+1 (V ). By Lemma 30, each class R j contains sets H; K 2 U t+1 (V ) with n 2 H n K. For j = 1; : : : ; m set I j (n) := fH K j H; K 2 R j ; n 2 H n Kg:
Thus, I(n) = Proof. Fix j = 1; we show that I 0 2 I 1 (n). Let H be a member of R 1 containing n for which jH I 0 j is minimum. If jH I 0 j t+1, then H I 0 2 U t+1 (V ), H I 0 H which implies that I 0 2 I 1 (n) and we are done. Suppose now that jH I 0 j t+2 and thus jH I 0 j t + 3. Let I 2 I such that I H I 0 and jIj t + 1 (apply Lemma 29) . Then, I I 0 2 I(n) (by Lemma 28) and thus jI I 0 j jI 0 j by the choice of I 0 . Therefore, jI nI 0 j jI \I 0 j. Then, jH Ij = jHj?jI nI 0 j+jI \I 0 j jHj t+1 and, hence, H I 2 U t+1 (V ). Now, H I H implying that H I 2 R 1 . As n 2 H I and jH I I 0 j < jH I 0 j, we reach a contradiction with the way we have chosen H.
As a consequence of (40), we have that y I = (?1) jA\Ij for all A 2 A and I 2 I(n):
(41) We now observe that we can assume without loss of generality that y I = 1 for all I 2 I(n): 
Proof of Theorem 23
In view of the switching symmetry it su ces to show Theorem 23 for four cut We now proceed to show the claims (45) The following property of the set T holds:
For every 4-tuple T 6 2 T ; there exists T 0 2 T such that jT \ T 0 j = 3: (52) Indeed, let T := abcd and let L i be the equivalence class containing the pair ab. Then, L i contains the pair cc 0 for some c 0 2 V n fa; b; cg which implies that T 0 := abcc 0 belongs to T and meets T in three elements. Denote by E W the set of pairs ij (1 i < j 8) Restricting to the entries in E W f;g, we deduce that X = P i i f
This concludes the proof of Theorem 23.
Numerical Comparison of the Various Relaxations for Small n
In this section we examine in detail how the Lasserre relaxations Q t (K n ) approximate the cut polytope CUT(K n ) for small n and t. In particular, we compare them with the Anjos-Wolkowicz relaxation F n (de ned in (23)) and with the Lov aszSchrijver relaxation N t + (K n ). Some of our results have been obtained using the software package SeDuMi 2 for solving semide nite programs. Recall the inclusions:
for t 1. For n = 3; 4, one has:
Indeed, the matrix X := 1 ? (Inequalities (1)-(6) belong to the class of hypermetric inequalities and (7)- (9) to the class of clique-web inequalities; cf. section 30.5 in 9] for details). It is shown in 21] that the inequalities (1),(2), (7), (10) The set F 7 improves the relaxation Q 0 (K 7 ) for the inequalities (1) and (7)- (11) that altogether comprise more than 96 percent of the total number of facets of CUT(K 7 ). On the other hand, the improvement of Q 1 (K 7 ) over F 7 does not seem to be very signi cant.
We know that Q 3 (K 7 ) = CUT(K 7 ). Note that Q 2 (K 7 ) already approximates very well CUT(K 7 ); indeed, the minimum over Q 2 (K 7 ) is strictly less than the minimum over CUT(K 7 ) only for the inequalities (4) and (5) which represent less than 1:3 percent of the total amount of facets of CUT(K 7 ).
Given c 2 Q En and t 0, it is of interest to evaluate the integrality ratio: t := P ij c ij ? min(c T y j y 2 CUT(K n )) P ij c ij ? min(c T y j y 2 Q t (K n )) ; that is, the ratio of the maximum weight of a cut with respect to the weights c by the maximum obtained by optimizing over the relaxation Q t (K n ). Goemans Figure 2 . The integrality ratios for the facets of K 7
Another example demonstrating the strict inclusion Q 1 (n) F n is as follows. Consider the circulant graph G = AW 2 n on n nodes whose edgeset E consists of the pairs (i; i + 1) and (i; i + 2) (i = 1; : : : ; n) (indices being taken modulo n). Figure 3 gives the values of the minimum of P ij2E y ij over CUT(K 9 ), Q 1 (K 9 ), Q 2 (K 9 ) and F 9 . The last row shows the corresponding integrality ratios. In fact, CUT(AW 2 n ) = Q 2 (AW 2 n ) for any odd n, since contracting edge 12 in AW 2 n produces then a planar graph (use Theorem 18 QP n := conv(f(x i x j ) 1 i j n j x 2 f0; 1g n g) studied in detail by Padberg 28] . Indeed, the mapping x 2 f0; 1g n 7 ! y := (1; 1 ? 2x 1 ; : : : ; 1 ? 2x n ) T 2 f 1g n+1 yields the correspondance xx T 7 ! yy T between the vertices of QP n and the vertices of CUT(K n+1 ). Therefore, as is well known, QP n and CUT(K n+1 ) are in a ne bijection.
The Lasserre construction can be applied for constructing semide nite relaxations of QP n . Namely, for t 0, let Q t (n) denote the set of positive semide nite matrices of the form M t+1 (y) := (y(I J)) I;J V jIj;jJj t+1
where y 2 R P2t+2(V ) with y ; = 1 (comparing with (8) , note that the symmetric di erence is now replaced by the union). Then, the projection of Q t (n) on the subspace indexed by the pairs ij with 1 i j n is a semide nite relaxation of QP n . The set Q 0 (n) is the basic semide nite relaxation for QP n , consisting of the symmetric positive semide nite matrices Y of order n + 1 having their main diagonal equal to their rst row and Y 0;0 = 1. Given a graph G = (V; E) with V = 1; n], Padberg 28] observed that the stable set polytope ST(G) of G arises as the projection of a face of the boolean quadric polytope QP n ; namely, d 2 R V belongs to ST(G) if and only if (d; y) 2 QP n for some y 2 R En satisfying y ij = 0 for all edges ij 2 E. Therefore, each relaxation Q t (n) for QP n yields a semide nite relaxation for ST(G). More precisely, the projection on R V of the set fM t+1 (y) 2 Q t (n) j y ij = 0 (ij 2 E)g Lower bounds for the rank of the Lasserre procedure. It would be interesting to nd lower bounds for the Lasserre rank of a graph G, which is de ned as the smallest integer t for which CUT(G) = Q t (G); the LS rank of G is de ned analogously as the smallest t for which CUT(G) = N t + (G). As Q t (G) N t?1 + (G), the Lasserre rank is less than or equal to the LS rank plus one. In the case of the stable set problem, it has been shown in 27] that the smallest t for which equality N t + (FR(G)) = ST(G) holds satis es t (G), with equality when G is the line graph of K 2n+1 30] . In the case of max-cut, the LS rank of K n is conjectured to be equal to n ? 4; equality has been shown for n = 4; 5; 6; 7 21]. We saw that the Lasserre rank of K n is equal to 1,2,2,3 for n = 4; 5; 6; 7; respectively.
It is shown in 21] that, for n odd, the inequality + (K n ) and thus for Qn?1 2 (K n ). We conjecture that the inequality (55) is not valid for Qn?3 2 (K n ) for n odd. If true, this would imply that the Lasserre rank of K n is at least n?1 2 and thus that the LS-rank is at least n?3 2 for n odd. 
