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1. Introduction
Hermitianandreal symmetricmatricesareveryuseful inengineeringproblems, information theory,
linear system theory, linear estimation theory, numerical analysis, and other topics. In the literature,
there are significant works in the problem of finding the Hermitian solutions to some systems of
equations for finite matrices and bounded linear operators between Hilbert spaces. For instance, the
Hermitian solutions X1 to the system of equations
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A1X1 = C1, X1B1 = D1 (1.1)
for finite matrices have been investigated by Khatri and Mitra in [9]. Dajic´ and Koliha [2] studied the
Hermitian solutions to the system (1.1) for bounded linear operators between Hilbert spaces. In [6],
the Hermitian solutions X1 to the matrix equation
A3X1A
∗
3 = C5 (1.2)
were investigated; also see [12]. A nontrivial generalization of (1.2) is the equation
A3X1A
∗
3 + A4X2A∗4 = C5. (1.3)
The case of A3, A4 and C5 being real (finite) matrices has been studied in [1] and [4]. Chang and Wang
[1] used the generalized singular value decomposition to find necessary and sufficient conditions for
the existence of real symmetric solutions to (1.3). Deng and Hu [4] established, through the use of the
quotient singular value decomposition of a matrix pair, several results on the solvability of the system
(1.3). Among them, they found criteria for the system (1.3) to have a solution pair (X1, X2), with X1
and X2 being both real symmetric or both real skew-symmetric. When the matrices A3, A4 and C5 are
complex, Xu et al. ([16], Corollary 3.1) found, using the canonical correlation decomposition of matrix
pairs, necessary and sufficient conditions for the system (1.3) to have aHermitian solution. The general
Hermitian solution of a solvable system (1.3) was also provided in [1], [4] and [16].
Hilbert C∗-modules are natural generalizations of Hilbert spaces and C∗-algebras. They were first
introduced by Kaplansky [8] in 1953, and since then, they proved to be effective tool in C∗-algebra;
see, for example, [10] and [15]. It is therefore meaningful to put forward a generalized version of the
previous results about systems (1.1)-(1.3) for matrices and bounded linear operators between Hilbert
spaces in the context of Hilbert C∗-modules. For instance, Fang et al. [5] and Xu [19] investigated the
Hermitian solutionsX1 to the system (1.1) for adjointable operators betweenHilbertC
∗-modules. Their
works generalized themain results in [2], [3], [9] and [11].Wang andWu [14] considered theHermitian
solutions X to the system of equations
A1X = C1, XB1 = D1, A3XA∗3 = C3, A4XA∗4 = C4
in the general setting of the adjointable operators between the Hilbert C∗-modules. To our knowledge,
so far there has been little information on the Hermitian solutions to the system (1.3) for adjointable
operators between Hilbert C∗-modules. Note that equations (1.1), (1.2) and (1.3) are special cases of
the following system of equations
A1X1 = C1, X1B1 = D1, A2X2 = C2, X2B2 = D2, A3X1A∗3 + A4X2A∗4 = C5 (1.4)
for adjointable operators between Hilbert C∗-modules. In this paper, we consider the Hermitian so-
lutions to the system (1.4) for adjointable operators between Hilbert C∗-modules, which is of inter-
est in its own right. If X1 and X2 are Hermitian adjointable operators that satisfy (1.4), we say that
the pair (X1, X2) is a Hermitian solution of (1.4). We denote the cardinality of a set S by card S . If
card {(X1, X2) : (X1, X2) is a Hermitian solution of (1.4)} = 1, we say that the system (1.4) has
a unique Hermitian solution.
The identity operator on aHilbert C∗-moduleH is denoted by IH. IfH andK are Hilbert C∗-modules
over the same C∗-algebra A, the zero linear operator fromH into K is denoted by 0.
Throughout the paper, we denote the sets of complex numbers and positive integers by C and N,
respectively. The conjugate of an α ∈ C is denoted by α. The elements of the linear space Cn are
represented by n × 1 column vectors. Let m, n ∈ N. The linear space of all linear operators from Cn
intoCm is denoted byL(Cn,Cm). We denote the set of allm×n complexmatrices byMm,n. Ifm = n,
we writeMn,n simply asMn. The n × n identity matrix is denoted by In, and the diagonal matrix in
Mn with diagonal entries d1, . . . , dn is denoted by diag (d1, . . . , dn). The transpose and Hermitian
adjoint ([7], p. 6) of A ∈ Mm,n are denoted by At and A∗, respectively. A matrix A = (aij) ∈ Mm,n can
be regarded as an element in L(Cn,Cm) as for every x = (x1, . . . , xn)t ∈ Cn, the vector Ax is the
element inCm whose i-th component (Ax)i is given by (Ax)i = ∑nj=1 aijxj for i = 1, . . . ,m.
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The paper is organized as follows. In Section 2, we recall some basic knowledge about Hilbert C∗−
modules.We establish in Section 3 necessary and sufficient conditions for the existence of a Hermitian
solution to (1.4) for adjointable operators between Hilbert C∗-modules, andwhen the system (1.4) has
a Hermitian solution we provide a formula for its general Hermitian solution. We present criteria for
the existence of a unique Hermitian solution to the systems (1.1) and (1.2) for adjointable operators
betweenHilbert C∗-modules. A sufficient condition for the existence of a uniqueHermitian solution to
the system (1.3) for adjointable operators between Hilbert C∗-modules is also established. In Section
4,we provide some examples that explain the theory in Section 3.We conclude the paper by proposing
in Section 5 some further research topics.
2. Preliminaries
Weintroduce in this section somepreliminary facts aboutHilbertC∗−modules.We refer the reader
to [10], [17] and [20] for more details.
Definition 2.1. LetAbe a C∗−algebra. An inner productA−module is a complex linear spaceHwhich
is a right A− module (with λ(xa) = (λx)a = x(λa) for λ ∈ C, x ∈ H and a ∈ A), together with a
mapH× H −→ A; (x, y) −→ 〈x, y〉 such that for all α, β ∈ C, x, y, z ∈ H and a ∈ A, the following
properties hold: (i) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉;
(ii) 〈x, ya〉 = 〈x, y〉a;
(iii) 〈y, x〉 = 〈x, y〉∗;
(iv) 〈x, x〉  0, and the inequality becomes an equality only if x = 0.
An inner product A− module H possesses the following useful version of the Cauchy-Schwarz
inequality:
〈x, y〉〈y, x〉  ‖〈x, x〉‖〈y, y〉
for all x, y ∈ H; see Proposition 1.1 of [10]. The preceding inequality induces a norm on H defined
by ‖x‖ = ‖〈x, x〉‖1/2 for all x ∈ H. If H is complete with respect to this norm, we call H a Hilbert
A− module or a Hilbert C∗-module over the C∗-algebra A. Since (ab)∗ = b∗a∗ for all a, b ∈ A, we see
from properties (ii) and (iii) of Definition 2.1 that
〈xa, y〉 = a∗〈x, y〉 (2.1)
for all x, y ∈ H and a ∈ A.
Remark 2.1. Let A be a C∗-algebra. Then A becomes a Hilbert A-module if we define the map 〈., .〉 :
A× A−→ Aby
〈a, b〉 = a∗b
for all a, b ∈ A.
Definition 2.2. Let H and K be Hilbert A− modules. We define B(H,K) to be the set of all maps
T : H −→ K for which there is a map T∗ : K −→ H such that
〈Tx, y〉 = 〈x, T∗y〉
for all x ∈ H and y ∈ K. The mappings defining 〈Tx, y〉 and 〈x, T∗y〉 in the preceding equality are
generally different. We will distinguish between them when it is necessary to do that; see Example
4.1. It is clear that every T ∈ B(H,K) is A-linear, that is, T is linear and
T(xa) = (Tx)a (2.2)
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for all x ∈ H and a ∈ A; see p. 8 in [10]. We observe that equation (2.2) follows from
〈T(xa), y〉 = 〈xa, T∗y〉 = (〈T∗y, x〉a)∗ = a∗〈T∗y, x〉∗ = a∗〈Tx, y〉 = 〈(Tx)a, y〉
for all x ∈ H, y ∈ K and a ∈ A, where the fifth equality follows from (2.1).
It follows from the uniform boundedness principle that every T ∈ B(H,K) is bounded. We call
B(H,K) the set of adjointable operators from H to K. We denote the null space and range of A ∈
B(H,K) by N (A) and R(A), respectively. If K = H, we will write B(H,H) simply as B(H). An
operator T ∈ B(H) is called Hermitian if T∗ = T .
We observe that if H, K and L are Hilbert A− modules, A ∈ B(H,K) and B ∈ B(L,H), then
AB ∈ B(L,K) and (AB)∗ = B∗A∗.
Example 2.1. Let n ∈ N. The spaceCn becomes a HilbertC-module by setting
(x1, . . . , xn)
tλ = (λx1, . . . , λxn)t
for all λ ∈ C and (x1, . . . , xn)t ∈ Cn, and defining the map 〈., .〉n : Cn × Cn −→ C by
〈x, y〉n =
n∑
i=1
xiyi
for all x = (x1, . . . , xn)t, y = (y1, . . . , yn)t ∈ Cn. Letm, n ∈ N. It can be easily shown that for every
A ∈ Mm,n, we have
〈Ax, z〉m = 〈x, A∗z〉n
for all x = (x1, . . . , xn)t ∈ Cn and z = (z1, . . . , zm)t ∈ Cm. So, every m × n complex matrix A is an
adjointable operator fromCn intoCm, and A∗ is its Hermitian adjoint.
We note that not all properties of Hilbert spaces could be generalized to Hilbert C∗-modules. The fol-
lowing definition points to a profound difference between the two objects.
Definition 2.3. LetH be HilbertA−module, and letH1 be a closed submodule ofH. We defineH⊥1 by
H⊥1 = {y ∈ H : 〈x, y〉 = 0 ∀x ∈ H1}.
It can be shown that H⊥1 is also a closed submodule of H. However, unlike the case of Hilbert spaces,
we do not always haveH = H1 ⊕ H⊥1 ; see p. 7 of [10].
The following theorem will be used; see ([10], Theorem 3.2).
Theorem 2.1. Let T ∈ B(H,K) be such thatR(T) is closed. ThenR(T∗) is also closed, and
R(T∗) = (N (T))⊥, N (T) = (R(T∗))⊥ and H = N (T) ⊕ R(T∗).
It is well-known that a bounded linear operator A between Hilbert spaces has a Moore-Penrose
inverse A† if and only if the range of A is closed; see ([13], Section 9.1) and [18]. A similar result holds
for an adjointable operator between Hilbert C∗-modules.
Definition 2.4. Let A ∈ B(H,K). If the equations
AXA = A, XAX = X, (AX)∗ = AX and (XA)∗ = XA
has a solution X ∈ B(K,H), we call it the Moore-Penrose inverse of A and denote it by A†.
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It is known that A† exists if and only if R(A) is closed in K, and that if A† exists, it is unique; see
Theorem 2.2 and Proposition 2.4 of [17], respectively.
Remark 2.2. Let A ∈ B(H,K) be such that A† exists. Then
AA†A = A, A†AA† = A†, (AA†)∗ = AA† and (A†A)∗ = A†A. (2.3)
We make the following observations:
(i) It follows from the first equality of (2.3) that R(A) ⊂ R(AA†). Then from R(AA†) ⊂ R(A), we
get
R(AA†) = R(A). (2.4)
Since R(A) is closed, we see from Theorem 2.1 that R(A∗) is also closed. Thus (A∗)† exists. It can be
shown that (A∗)† = (A†)∗.
(ii) Since AA† is Hermitian, we see from Theorem 2.1 and (2.4) that
N (AA†) = R(A)⊥. (2.5)
Let y ∈ R(A)⊥. Then from (2.5), we obtain AA†y = 0. Thus from the second equality of (2.3), we
deduce that A†y = 0. Hence
A†|R(A)⊥ = 0. (2.6)
Definition 2.5. Let A ∈ B(H,K) be such that A† exists. We define the operators LA ∈ B(H) and
RA ∈ B(K) by
LA := IH − A†A and RA := IK − AA†.
It follows from the fourth equality of (2.3) that LA is Hermitian. Also, from the third equality of (2.3),
it is clear that RA is Hermitian. Straightforward calculations show that LA and RA are both idempotent
operators, and that RA∗ = LA. Also, we have
A LA = RAA = 0, A∗RA = LAA∗ = 0 and LAA† = A†RA = 0. (2.7)
If A = 0, then LA = IH and RA = IK .
3. The Main Results
In this section, we establish the main results of the paper. The following lemma will be used.
Lemma 3.1. A = (A1, A2) be a partitioned operator with A1 ∈ B(H1,H3) and A2 ∈ B(H2,H3). Sup-
pose that A1 has a closed range. Then
(1) A† exists if and only if (RA1A2)
† exists.
(2) If (RA1A2)
† exists, thenR(A1A†1) ⊂ (R(RA1A2))⊥ and (RA1A2)†RA1 = (RA1A2)†.
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Proof. (1) The result is proven as in Theorem 2.1 of [18]; see [20].
(2) Assume that (RA1A2)
† exists. (We observe that RA1 exists since R(A1) is closed.) Let x ∈ H1 and
y ∈ H2. Then
〈A1x, RA1A2y〉 = 〈A1x, A2y〉 − 〈A1x, A1A†1A2y〉 = 〈A1x, A2y〉 − 〈(A1A†1)∗A1x, A2y〉.
Thus from A1A
†
1 being Hermitian and A1A
†
1A1 = A1, we deduce that 〈A1x, RA1A2y〉 = 0. Hence from
(2.4), we infer that
R(A1A†1) ⊂ (R(RA1A2))⊥. (3.1)
Since (RA1A2)
† exists, we see from (2.6) that (RA1A2)
†|(R(RA1A2))⊥ = 0. Then from (3.1), we infer that
(RA1A2)
†A1A
†
1 = 0. Thus from the definition of RA1 , we deduce that (RA1A2)†RA1 = (RA1A2)†. 
Remark 3.1. In the system (1.4), we assume that A1, C1 ∈ B(H1,K1), B1, D1 ∈ B(K2,H1), A2,
C2 ∈ B(H2,K3), B2, D2 ∈ B(K4,H2), A3 ∈ B(H1,K5), A4 ∈ B(H2,K5) and C5 ∈ B(K5). We will
also assume that A1 and A2 have closed ranges. Then from Theorem 2.2 of [17], the operators A
†
1 and
A
†
2 exist. Thus the operators RA1 , RA2 , LA1 and LA2 also exist. For i = 1, 2, we define the operators Fi
by Fi = B∗i LAi . We will assume that F1 and F2 have closed ranges. Hence from Theorem 2.2 of [17],
the operators F
†
1 and F
†
2 exist. So, the operators RF1 , RF2 , LF1 and LF2 also exist. For i = 1, 2, we define
the operators Mi by Mi = Ai+2LAi LFi . We will assume that M1 and M2 have closed ranges. Hence the
operators M
†
i , RMi and LMi , i = 1, 2, exist. We define the operator P by P = RM1M2 and assume that
R(P) is closed. Then the operators P†, RP and LP exist. Finally, we define the operator S by S = M2LP ,
and assume that S has a closed range. So, the operators S†, RS and LS all exist.
Theorem 3.1. Let the operators Ai, Ci, Bi, Di, Ai+2, Fi, Mi, i = 1, 2, C5, P and S be defined as in Remark 3.1.
For i = 1, 2, define Gi and Ji by
Gi = D∗i − B∗i A†i Ci and Ji = A†i Ci + F†i Gi, (3.2)
and define Q by
Q := C5 − A3(J1 + LA1LF1 J∗1 )A∗3 − A4(J2 + LA2LF2 J∗2 )A∗4. (3.3)
Then
(1) If the following conditions:
Condition (I): For i = 1, 2, AiDi = CiBi,
Condition (II): The operators AiC
∗
i and B
∗
i Di, i = 1, 2, and C5 are Hermitian,
hold, then the operators Ji + LAi LFi J∗i , i = 1, 2, and Q are Hermitian.
(2) The system (1.4) has a Hermitian solution (X1, X2) ∈ B(H1)×B(H2) if and only if conditions (I) and
(II) hold, and the following two conditions:
Condition (III): For i = 1, 2, RAiCi = 0 and RFiGi = 0,
Condition (IV): RPRM1Q = RM2QRM1 = 0
also hold.
(3) If the system (1.4) has a Hermitian solution, then the general Hermitian solution (X1, X2) ∈ B(H1) ×
B(H2) of (1.4) can be expressed in the form:
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X1 = J1 + LA1LF1 J∗1 + M†1Q(M∗1 )† −
1
2
(M
†
1M2)(Y + Y∗)(M†1M2)∗
+LA1LF1(LM1U + U∗LM1)LF1LA1
(3.4)
and
X2 = J2 + LA2LF2 J∗2 +
1
2
LA2LF2(Y + Y∗)LF2LA2 , (3.5)
where
Y = P†Q(M∗2 )† + S†SM†2Q(P∗)† + LPV − S†SVP†P + WLM2 , (3.6)
and U ∈ B(H1) and V,W ∈ B(H2) are arbitrary.
Proof.We first establish some useful facts that will be used throughout the proof. Let i ∈ {1, 2}.
• Ranges of A∗i , F∗i ,M∗i , P∗ and S∗:
SinceR(Ai),R(Fi),R(Mi),R(P) andR(S) are closed, we deduce from Theorem 2.1 thatR(A∗i ),R(F∗i ),
R(M∗i ),R(P∗) andR(S∗) are also closed.
• The existence of the Moore-Penrose of A∗i , F∗i ,M∗i , P∗ and S∗:
SinceR(A∗i ),R(F∗i ),R(M∗i ),R(P∗) andR(S∗) are closed, we see from Theorem 2.2 of [17] that (A∗i )†,
(F∗i )†, (M∗i )†, (P∗)† and (S∗)† exist.
• Formulas about F†i :
Since (F∗i )† exists,wededuce from Fi = B∗i LAi , LAi beingHermitian and LAi = RA∗i that (F∗i )† = (RA∗i Bi)†.
Then from term (2) of Lemma 3.1 and LAi = RA∗i , we infer that (F∗i )† = (F∗i )†LAi . Thus from LAi being
Hermitian, we see that
F
†
i = LAi F†i . (3.7)
Hence from AiLAi = 0 (see (2.7)), we get
AiF
†
i = 0. (3.8)
• Formulas about LAi and LFi :
From the definitions of LAi and LFi , it is clear that
LAi LFi = (IHi − A†i Ai)(IHi − F†i Fi) = IHi − A†i Ai − F†i Fi + A†i AiF†i Fi.
Then from (3.8), we deduce that
LAi LFi = IHi − A†i Ai − F†i Fi. (3.9)
Also, from the definitions of LAi and LFi , we have
LFi LAi = IHi − A†i Ai − F†i Fi + F†i FiA†i Ai. (3.10)
Since A
†
i Ai and F
†
i Fi are Hermitian, we see from (3.8) that
F
†
i FiA
†
i Ai = F∗i (F†i )∗A∗i (A†i )∗ = F∗i (AiF†i )∗(A†i )∗ = 0.
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Thus from (3.9) and (3.10), we infer that
LAi LFi = LFi LAi = IHi − A†i Ai − F†i Fi. (3.11)
• Formulas aboutM†i :
Since Mi = Ai+2LAi LFi and (M∗i )† exists, we see from LAi LFi = LFi LAi (in (3.11)) and LAi and LFi being
Hermitian that
(M∗i )† = (LFi LAiA∗i+2)† = (LAi LFiA∗i+2)†. (3.12)
Also, since LFi = RF∗i , we deduce from (3.12) and term (2) of Lemma 3.1 that
(M∗i )† = (LFi LAiA∗i+2)†LFi = (LAi LFiA∗i+2)†LFi .
Thus from LAi = RA∗i and term (2) of Lemma 3.1, we infer that
(M∗i )† = (LAi LFiA∗i+2)†LAi LFi .
Hence from LAi LFi = LFi LAi (in (3.11)) and (3.12), we see that
(M∗i )† = (M∗i )†LFi LAi .
Then from LAi and LFi being Hermitian, we deduce that
M
†
i = LAi LFiM†i . (3.13)
It follows from AiLAi = 0 and (3.13) that
AiM
†
i = 0. (3.14)
Since Fi = B∗i LAi and FiLFi = 0, we see from (3.13) that
B∗i M
†
i = 0. (3.15)
Also, from the definition ofMi and (3.13), we obtain
Ai+2M†i = MiM†i . (3.16)
• Formula about P†:
Since P† exists, we deduce from P = RM1M2 and term (2) of Lemma 3.1 that
P† = P†RM1 . (3.17)
• Formula about S†:
Since (S∗)† exists, we see from S = M2LP and LP being Hermitian that
(S∗)† = (LPM∗2 )†.
Thus from RP∗ = LP and term (2) of Lemma 3.1, we infer that
(S∗)† = (LPM∗2 )†LP .
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Hence from S = M2LP and LP being Hermitian, we see that
S† = LPS†. (3.18)
Now, we prove term (1).
(1) Assume that conditions (I) and (II) hold. Let i ∈ {1, 2}. From (3.11), we have LAi LFi J∗i = (IHi −
A
†
i Ai − F†i Fi)J∗i . Then
Ji + LAi LFi J∗i is Hermitian ⇐⇒ (A†i Ai + F†i Fi)J∗i is Hermitian. (3.19)
Define Ti by
Ti := A†i Ai + F†i Fi. (3.20)
Since Ti is Hermitian, we see from (3.19) and (3.20) that
Ji + LAi LFi J∗i is Hermitian ⇐⇒ Ti J∗i = JiTi. (3.21)
It follows from the definition of Ji (in (3.2)) and (3.20) that
Ti J
∗
i = A†i AiC∗i (A†i )∗ + F†i FiC∗i (A†i )∗ + A†i AiG∗i (F†i )∗ + F†i FiG∗i (F†i )∗. (3.22)
We calculate AiG
∗
i and FiG
∗
i in the right hand side of (3.22). From the definition of Gi in (3.2), we get
AiG
∗
i = Ai(Di − C∗i (A†i )∗Bi). Then from condition (I) and AiC∗i being Hermitian (in condition (II)), we
obtain
AiG
∗
i = CiBi − CiA∗i (A†i )∗Bi.
Thus from A
†
i Ai and LAi being Hermitian, and Fi = B∗i LAi , we deduce that
AiG
∗
i = CiF∗i . (3.23)
From Fi = B∗i LAi and the definition of Gi (in (3.2)), we have
FiG
∗
i = B∗i (IHi − A†i Ai)(Di − C∗i (A†i )∗Bi) = B∗i Di − B∗i A†i AiDi − B∗i C∗i (A†i )∗Bi + B∗i A†i AiC∗i (A†i )∗Bi.
Hence from conditions (I) and (II), we deduce that
FiG
∗
i = D∗i Bi − B∗i A†i CiBi − D∗i A∗i (A†i )∗Bi + B∗i A†i CiA∗i (A†i )∗Bi.
Then from the definition of Gi and the fact that A
†
i Ai is Hermitian, we infer that
FiG
∗
i = GiBi − GiA†i AiBi = GiLAiBi.
Thus from Fi = B∗i LAi and LAi being Hermitian, we see that
FiG
∗
i = GiF∗i .
Hence from AiC
∗
i being Hermitian (in condition (II)), (3.22) and (3.23), we obtain
Ti J
∗
i = A†i CiA∗i (A†i )∗ + F†i GiA∗i (A†i )∗ + A†i CiF∗i (F†i )∗ + F†i GiF∗i (F†i )∗.
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Then from A
†
i Ai and F
†
i Fi being Hermitian, we deduce that
Ti J
∗
i = (A†i Ci + F†i Gi)A†i Ai + (A†i Ci + F†i Gi)F†i Fi.
Thus from the definition of Ji (in (3.2)) and (3.20), we infer that Ti J
∗
i = JiTi. Hence from (3.21), we see
that Ji + LAi LFi J∗i is Hermitian. It then follows from C5 being Hermitian (in condition (II)) and (3.3) that
Q is also Hermitian. This completes the proof of term (1).
(2) We establish term (2) through the following two steps:
Step 1. If conditions (I)-(IV) hold, then the pair (X1, X2) ∈ B(H1) ×B(H2) defined by (3.4)-(3.6) is a
Hermitian solution to the system (1.4). It follows from term (1) that J1 + LA1LF1 J∗1 and Q are Hermitian.
Then from the fact that LA1 , LF1 and LM1 are Hermitian, we deduce that the operator X1 defined by (3.4)
is Hermitian. Also, it follows from term (1) that J2 + LA2LF2 J∗2 is Hermitian. Thus from the fact that LA2
and LF2 are Hermitian, we see that the operator X2 defined by (3.5) is Hermitian.
From the definition of J2 (in (3.2)), (3.5) and A2LA2 = 0, we deduce that
A2X2 = A2 J2 = A2A†2C2 + A2F†2G2.
Then from RA2C2 = 0 (in condition (III)) and (3.8), we infer that
A2X2 = C2. (3.24)
From A1LA1 = 0, (3.4) and (3.14), we see that A1X1 = A1 J1. Thus from the definition of J1 (in (3.2)) and
(3.8), we obtain A1X1 = A1A†1C1. Hence from RA1C1 = 0 (in condition (III)), we deduce that
A1X1 = C1. (3.25)
Now, we prove that
XiBi = Di (3.26)
for i = 1, 2. Let i ∈ {1, 2}. Since Fi = B∗i LAi , we see from (3.2) and (3.7) that
B∗i Ji = B∗i (A†i Ci + F†i Gi) = B∗i A†i Ci + FiF†i Gi = B∗i A†i Ci + FiF†i D∗i − FiF†i B∗i A†i Ci. (3.27)
Also, from the definition of Gi (in (3.2)) and RFiGi = 0 (in condition (III)), we deduce that
D∗i = B∗i A†i Ci + FiF†i D∗i − FiF†i B∗i A†i Ci.
Then from (3.27), we infer that
B∗i Ji = D∗i . (3.28)
Thus from (3.5), F2 = B∗2LA2 and F2LF2 = 0, we see that
B∗2X2 = D∗2. (3.29)
Also, since F1 = B∗1LA1 and F1LF1 = 0, we deduce from (3.4), (3.15) and (3.28) that
B∗1X1 = D∗1. (3.30)
Since Xi is Hermitian, we see that equation (3.26) follows from (3.29) and (3.30).
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FromM1 = A3LA1LF1 ,M1LM1 = 0 and the facts that LA1 , LF1 and LM1 are Hermitian, we get
A3LA1LF1(LM1U + U∗LM1)LF1LA1A∗3 = 0.
Hence from (3.4) and (3.16) andM1M
†
1 being Hermitian, we obtain
A3X1A
∗
3 = A3(J1 + LA1LF1 J∗1 )A∗3 + M1M†1QM1M†1 −
1
2
M1M
†
1M2YM
∗
2M1M
†
1
−1
2
M1M
†
1M2Y
∗M∗2M1M
†
1.
(3.31)
From (3.5),M2 = A4LA2LF2 and the facts that LA2 and LF2 are Hermitian, we deduce that
A4X2A
∗
4 = A4(J2 + LA2LF2 J∗2 )A∗4 +
1
2
M2YM
∗
2 +
1
2
M2Y
∗M∗2 .
Then from (3.3), (3.31) andM1M
†
1 being Hermitian, we infer that
2∑
i=1
Ai+2XiA∗i+2 = C5 − Q + M1M†1QM1M†1 +
1
2
(M2YM
∗
2 − M1M†1M2YM∗2M1M†1)
+1
2
(M2YM
∗
2 − M1M†1M2YM∗2M1M†1)∗.
(3.32)
Thus from (3.24)-(3.26), we see that the pair (X1, X2) defined by (3.4)-(3.6) is a Hermitian solution of
(1.4) if we can show that the right hand side of (3.32) equals C5. We calculate some of the terms in the
right hand side of (3.32), starting with the termM2YM
∗
2 . From (3.6), we have
M2YM
∗
2 = M2[P†Q(M∗2 )† + S†SM†2Q(P∗)† + LPV − S†SVP†P + WLM2 ]M∗2 . (3.33)
It follows from (3.17) andM2M
†
2 being Hermitian that
M2P
†Q(M∗2 )†M∗2 = M2P†RM1QM2M†2. (3.34)
From (3.18) and S = M2LP , we get
M2S
† = M2LPS† = SS†. (3.35)
Hence from S = SS†S, we see that
M2S
†SM
†
2Q(P
∗)†M∗2 = SM†2Q(P∗)†M∗2 . (3.36)
Also, from S = M2LP we obtain
M2LPVM
∗
2 = SVM∗2 . (3.37)
From (3.35) and SS†S = S, we deduce that
M2S
†SVP†PM∗2 = SVP†PM∗2 .
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Then from S∗ = LPM∗2 , we get
M2S
†SVP†PM∗2 = SV(M∗2 − S∗).
Thus from (3.37), we obtain
M2LPVM
∗
2 − M2S†SVP†PM∗2 = SVS∗. (3.38)
Since LM2M
∗
2 = 0 (see (2.7)), we infer thatM2WLM2M∗2 = 0. Hence from (3.36) and (3.38), we see that
M2[S†SM†2Q(P∗)† + LPV − S†SVP†P + WLM2]M∗2 = SM†2Q(P∗)†M∗2 + SVS∗.
Then from (3.33) and (3.34), we deduce that
M2YM
∗
2 = M2P†RM1QM2M†2 + SM†2Q(P∗)†M∗2 + SVS∗. (3.39)
Since RM1 , RM2 and Q are Hermitian (see term (1) for Q
∗ = Q ), we infer from RM2QRM1 = 0 (in
condition (IV)) that RM1QRM2 = 0. Thus
RM1Q = RM1QM2M†2.
Hence from (3.17) and (3.39), we get
M2YM
∗
2 = M2P†Q + SM†2Q(P∗)†M∗2 + SVS∗. (3.40)
Now, we calculate the term M1M
†
1M2YM
∗
2M1M
†
1 in the right hand side of (3.32). From S = M2LP and
P = RM1M2, we obtain RM1S = PLP = 0. Then S = M1M†1S. Thus from (3.40) and M1M†1 being
Hermitian, we deduce that
M1M
†
1M2YM
∗
2M1M
†
1 = M1M†1M2P†QM1M†1 + SM†2Q(P∗)†M∗2M1M†1 + SVS∗.
Hence from (3.40), we get
M2YM
∗
2 − M1M†1M2YM∗2M1M†1 = M2P†Q − M1M†1M2P†QM1M†1 + SM†2Q(P∗)†M∗2RM1 . (3.41)
We first calculate the term M2P
†Q − M1M†1M2P†QM1M†1 in the right hand side of (3.41). Since P =
RM1M2, we see thatM1M
†
1M2 = M2 − P. Then from (3.17), we obtain
M2P
†Q − M1M†1M2P†QM1M†1 = M2P†RM1Q − M2P†RM1QM1M†1 + PP†RM1QM1M†1
= M2P†RM1QRM1 + PP†RM1QM1M†1.
(3.42)
From RM2QRM1 = 0 (in condition (IV)), P = RM1M2 andM2P†P = M2 − S, we get
M2P
†RM1QRM1 =M2P†RM1M2M†2QRM1
=M2P†PM†2QRM1
=M2M†2QRM1 − SM†2QRM1
= QRM1 − SM†2QRM1 .
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Thus from (3.42) and RPRM1Q = 0 (in condition (IV)), we infer that
M2P
†Q − M1M†1M2P†QM1M†1 = QRM1 − SM†2QRM1 + RM1QM1M†1. (3.43)
Now, we calculate the term SM
†
2Q(P
∗)†M∗2RM1 in the right hand side of (3.41). From P = RM1M2, (3.17)
and RM1 being Hermitian, we see that
SM
†
2Q(P
∗)†M∗2RM1 = SM†2QRM1(P†)∗P∗.
Hence from PP† being Hermitian, we deduce that SM
†
2Q(P
∗)†M∗2RM1 = SM†2QRM1PP†. Then from
RPRM1Q = 0 (in condition (IV)) and Q , RM1 and RP being Hermitian, we infer that
SM
†
2Q(P
∗)†M∗2RM1 = SM†2QRM1 .
Thus from (3.41) and (3.43), we see that
M2YM
∗
2 − M1M†1M2YM∗2M1M†1 = QRM1 + RM1QM1M†1.
Hence from RM1 = IK5 − M1M†1, we get
M2YM
∗
2 − M1M†1M2YM∗2M1M†1 = Q − M1M†1QM1M†1. (3.44)
Then from Q and M1M
†
1 being Hermitian, we see that M2YM
∗
2 − M1M†1M2YM∗2M1M†1 is Hermitian.
Thus from (3.32) and (3.44), we obtain A3X1A
∗
3 + A4X2A∗4 = C5. This completes the proof that the pair
(X1, X2) defined by (3.4)-(3.6) is a Hermitian solution of (1.4).
Step 2. If (X1, X2) ∈ B(H1) ×B(H2) is a Hermitian solution of (1.4), then
Ji = (IHi − LAi LFi)Xi (3.45)
for i = 1, 2,
Q = M1X1M∗1 + M2X2M∗2 (3.46)
and conditions (I)-(IV) hold, where Ji, i = 1, 2 and Q are defined by (3.2) and (3.3), respectively. Let
i ∈ {1, 2}. We first show that conditions (I)-(III) are satisfied. From AiXi = Ci and XiBi = Di, we get
AiDi = Ai(XiBi) = (AiXi)Bi = CiBi.
So, condition (I) is satisfied. Since Xi is Hermitian, we deduce from the first equation or the third
equation of (1.4) (depending on the value of i) that
AiC
∗
i = Ai(AiXi)∗ = AiXiA∗i = CiA∗i .
This proves that AiC
∗
i is Hermitian. Also, since Xi is Hermitian, we infer from the second equation or
the fourth equation of (1.4) (depending on the value of i) that
B∗i Di = B∗i (XiBi) = (B∗i Xi)Bi = (XiBi)∗Bi = D∗i Bi.
This shows that B∗i Di is Hermitian. It follows from the fifth equation of (1.4), and X1 and X2 being
Hermitian that C5 is Hermitian. This completes the proof that condition (II) is satisfied. From Ci = AiXi
and RAiAi = 0 (see (2.7)), we obtain
RAiCi = RAiAiXi = 0. (3.47)
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Since Xi is Hermitian, we see from the definition of Gi in (3.2), AiXi = Ci and XiBi = Di that
Gi = B∗i (Xi − A†i AiXi) = B∗i LAiXi.
Thus from Fi = B∗i LAi , we deduce that
Gi = FiXi. (3.48)
Hence from RFi Fi = 0, we get RFiGi = 0. Then from (3.47), we see that condition (III) is satisfied. From
AiXi = Ci, the definition of Ji (in (3.2)) and (3.48), we obtain
Ji = (A†i Ai + F†i Fi)Xi.
Thus from (3.11), we deduce that (3.45) is satisfied. Since Xi, LAi and LFi are Hermitian, we see from
(3.45) that J∗i = Xi(IHi − LFi LAi). Hence from (3.3) and (3.45), we get
Q = C5 −
2∑
k=1
Ak+2[(IHk − LAkLFk)Xk + LAkLFkXk(IHk − LFk LAk)]A∗k+2
= C5 −
2∑
k=1
Ak+2[Xk − LAkLFkXkLFk LAk)]A∗k+2.
Then from the fifth equation of (1.4), we deduce that
Q =
2∑
k=1
Ak+2LAkLFkXkLFk LAkA∗k+2. (3.49)
Since Mi = Ai+2LAi LFi and LAi and LFi are Hermitian, we see that M∗i = LFi LAiA∗i+2. Thus from (3.49),
we obtain (3.46). Since P = RM1M2, RM1M1 = 0 and RPP = 0, we deduce from (3.46) that
RPRM1Q = 0. (3.50)
Also, since RM2M2 = 0 andM∗1RM1 = 0, we see from (3.46) that RM2QRM1 = 0. Hence from (3.50), we
deduce that condition (IV) is also satisfied.
(3) Assume that the system (1.4) has a Hermitian solution. Then from term (2), we deduce that con-
ditions (I)-(IV) hold. Thus from step 1 (in the proof of term (2)), we see that in order to show that
the pair (X1, X2) defined by (3.4)-(3.6) is the general Hermitian solution of (1.4), it remains to prove
that for every particular Hermitian solution (X
(0)
1 , X
(0)
2 ) of (1.4), there exist operators U ∈ B(H1) and
V,W ∈ B(H2) such that X(0)1 and X(0)2 can be expressed in the forms (3.4)-(3.6). Let (X(0)1 , X(0)2 ) be a
particular Hermitian solution of (1.4). We show that, with
U := 1
2
(X
(0)
1 + X(0)1 M†1M1), (3.51)
V := X(0)2 M†2M2 (3.52)
and
W := X(0)2 , (3.53)
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the pair (X
(0)
1 , X
(0)
2 ) can be expressed by equations (3.4)-(3.6). Let i ∈ {1, 2}. Since conditions (I) and
(II) are satisfied, we deduce from term (1) that Ji + LAi LFi J∗i is Hermitian. Then from LAi and LFi being
Hermitian, we infer that
J∗i = Ji − JiLFi LAi + LAi LFi J∗i . (3.54)
Since (X
(0)
1 , X
(0)
2 ) is a Hermitian solution of (1.4), we see that (3.45) is satisfied (with Xi being replaced
by X
(0)
i ). So, X
(0)
i = Ji + LAi LFiX(0)i . Thus from LAi , LFi and X(0)i being Hermitian, we deduce that
X
(0)
i = J∗i + X(0)i LFi LAi .
Hence from (3.54), we infer that
X
(0)
i = Ji − JiLFi LAi + LAi LFi J∗i + X(0)i LFi LAi . (3.55)
Also, from (3.45) (with Xi being replaced by X
(0)
i ), we get
X
(0)
i LFi LAi = JiLFi LAi + LAi LFiX(0)i LFi LAi .
Then from (3.55), we see that
X
(0)
i = Ji + LAi LFi J∗i + LAi LFiX(0)i LFi LAi . (3.56)
Now, with V and W given by (3.52) and (3.53), respectively, we prove that the operator Y defined by
(3.6) can be expressed in the form:
Y = X(0)2 . (3.57)
It follows from (3.6), (3.52) and (3.53) that
Y = P†Q(M∗2 )† + S†SM†2Q(P∗)† − P†PX(0)2 M†2M2 − S†SX(0)2 M†2M2P†P + X(0)2 . (3.58)
We first calculate the term P†Q(M∗2 )† in the right hand side of (3.58). Since (X
(0)
1 , X
(0)
2 ) is a Hermitian
solution of (1.4), we see that (3.46) is satisfied (with X1 and X2 being replaced by X
(0)
1 and X
(0)
2 , respec-
tively). Thus from P = RM1M2, RM1M1 = 0 (in (2.7)) and (3.17), we deduce that
P†Q = P†PX(0)2 M∗2 .
Hence fromM
†
2M2 being Hermitian, we get
P†Q(M∗2 )† = P†PX(0)2 M†2M2. (3.59)
Then from (3.58), we obtain
Y = S†SM†2Q(P∗)† − S†SX(0)2 M†2M2P†P + X(0)2 . (3.60)
Now, we calculate the terms S†SM
†
2Q(P
∗)† and S†SX(0)2 M
†
2M2P
†P in the right hand side of (3.60). Since
Q is Hermitian (see (3.46)), we see that M
†
2Q(P
∗)† = (P†Q(M∗2 )†)∗. Thus from (3.59), and P†P, X(0)2
andM
†
2M2 being Hermitian, we deduce that
S†SM
†
2Q(P
∗)† = S†SM†2M2X(0)2 P†P.
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Hence fromM
†
2M2 = IH2 − LM2 , we infer that
S†SM
†
2Q(P
∗)† = S†SX(0)2 P†P − S†SLM2X(0)2 P†P. (3.61)
Now, we prove that
SLM2 = 0. (3.62)
Since S∗ = LPM∗2 = M∗2 − P†PM∗2 , P∗ = M∗2RM1 and P†P is Hermitian, we see from LM2M∗2 = 0 that
LM2S
∗ = −LM2P†PM∗2 = −LM2P∗(P†)∗M∗2 = −LM2M∗2RM1(P†)∗M∗2 = 0.
Then from LM2 being Hermitian, we get (3.62). From (3.61) and (3.62), we obtain
S†SM
†
2Q(P
∗)† = S†SX(0)2 P†P. (3.63)
Also, sinceM
†
2M2 = IH2 − LM2 , P∗ = M∗2RM1 and P†P is Hermitian, we deduce from LM2M∗2 = 0 that
S†SX
(0)
2 M
†
2M2P
†P = S†SX(0)2 P†P − S†SX(0)2 LM2P†P
= S†SX(0)2 P†P − S†SX(0)2 LM2P∗(P†)∗
= S†SX(0)2 P†P − S†SX(0)2 LM2M∗2RM1(P†)∗
= S†SX(0)2 P†P.
Thus from (3.60) and (3.63), equation (3.57) follows. Hence, with V andW given by (3.52) and (3.53),
respectively, we see from (3.56), (3.57) and X
(0)
2 being Hermitian that X
(0)
2 can be expressed by (3.5).
Since X
(0)
1 andM
†
1M1 are Hermitian, we deduce from LM1 = IH1 − M†1M1 and (3.51) that
LA1LF1(LM1U + U∗LM1)LF1LA1 = LA1LF1(X(0)1 − M†1M1X(0)1 M†1M1)LF1LA1 .
Then from (3.13), andM
†
1M1, LA1 and LF1 being Hermitian, we get
LA1LF1(LM1U + U∗LM1)LF1LA1 = LA1LF1X(0)1 LF1LA1 − M†1M1X(0)1 M∗1 (M†1)∗LF1LA1
= LA1LF1X(0)1 LF1LA1 − M†1M1X(0)1 M∗1 (M†1)∗
= LA1LF1X(0)1 LF1LA1 − M†1M1X(0)1 M†1M1.
Thus from (3.56), we obtain
X
(0)
1 = J1 + LA1LF1 J∗1 + M†1M1X(0)1 M†1M1 + LA1LF1(LM1U + U∗LM1)LF1LA1 . (3.64)
From(3.46) (withX1 andX2 being replacedwithX
(0)
1 andX
(0)
2 , respectively) andM
†
1M1 beingHermitian,
it is clear that
M
†
1Q(M
∗
1 )
† = M†1M1X(0)1 M†1M1 + M†1M2X(0)2 M∗2 (M∗1 )†.
Hence from (3.57), (3.64) and X
(0)
2 being Hermitian, we see that X
(0)
1 can be expressed by (3.4). 
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Remark 3.2. We observe that term (1) of Theorem 3.1 does not require the assumption that the
operators P, S,M1 andM2 to have closed ranges.
The equations defined by conditions (III) and (IV) of Theorem 3.1 share one common property; each
equation can be expressed in the form RAB = 0 for some operators A and B. A simple characterization
of RAB = 0 is given in the following lemma:
Lemma 3.2. Let A ∈ B(L,K) and B ∈ B(H,K). In addition, assume thatR(A) is closed. Then RAB = 0
if and only ifR(B) ⊆ R(A).
Proof.We first observe that, sinceR(A) is closed, the operators A† and RA exist. Assume that RAB = 0.
Then B = AA†B. ThusR(B) ⊆ R(A).
Now, assume that R(B) ⊆ R(A). Let x ∈ H. Hence there exists y ∈ L such that Bx = Ay. Then
AA†Bx = AA†Ay = Ay = Bx. This proves RAB = 0. 
Proposition 3.1. Let the operators Ai, Ci, Bi, Di, Ai+2, Fi, Mi, i = 1, 2, C5 and P be defined as in Remark
3.1. Also, for i = 1, 2, define the operators Gi and Ji by (3.2), and define the operator Q by (3.3). Then
(1) If i ∈ {1, 2} andR
⎛
⎜⎝
Ci
D∗i
⎞
⎟⎠ ⊆ R
⎛
⎜⎝
Ai
B∗i
⎞
⎟⎠, then RAiCi = 0 and RFiGi = 0.
(2) IfR
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
C5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊆ R
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
A3 A4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, thenR(Q) ⊆ R(M1) + R(M2) and RPRM1Q = 0.
(3) If conditions (I) and (II) of Theorem 3.l hold, then
R([C5 − A3 J∗1A∗3 − A4 J2A∗4]RM1) ⊆ R(M2) ⇐⇒ RM2QRM1 = 0. (3.65)
Proof. (1) Assume that i ∈ {1, 2} and R
⎛
⎝ Ci
D∗i
⎞
⎠ ⊆ R
⎛
⎝ Ai
B∗i
⎞
⎠. Let xi ∈ Hi. Then there exists zi ∈ Hi
such that
Cixi = Aizi and D∗i xi = B∗i zi. (3.66)
From the first equality of (3.66), we getR(Ci) ⊆ R(Ai). Thus fromR(Ai) being closed and Lemma 3.2,
we deduce that RAiCi = 0. It follows from the definition of Gi (in (3.2)) and (3.66) that
RFiGixi = RFi(D∗i − B∗i A†i Ci)xi = RFiB∗i LAi zi.
Hence from Fi = B∗i LAi and RFi Fi = 0, we see that RFiGi = 0.
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(2) Assume that R
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
C5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊆ R
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
A3 A4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, and let h ∈ K5. Then there exist h1 ∈ H1 and h2 ∈ H2
such that
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
C5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
h =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
A3 A4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎝ h1
h2
⎞
⎠ . (3.67)
Let i ∈ {1, 2}. It follows from (3.2), (3.67) and Fi = B∗i LAi that
Ai+2 JiA∗i+2h = Ai+2(A†i Ai + F†i Fi)hi.
Thus from (3.11), we deduce that
Ai+2 JiA∗i+2h = Ai+2(IHi − LAi LFi)hi.
Hence from (3.3) and the definitions ofM1 andM2, we infer that
Qh = (C5h − A3h1 − A4h2) +
2∑
i=1
Mi(hi − J∗i A∗i+2h). (3.68)
From (3.67), we get C5h − A3h1 − A4h2 = 0. Then from (3.68) and the fact that h ∈ K5 was chosen
arbitrarily, we see that R(Q) ⊆ R(M1) + R(M2). Thus from P = RM1M2, RM1M1 = 0 and RPP = 0,
we deduce that RPRM1Q = 0.
(3) Suppose that conditions (I) and (II) of Theorem 3.l hold. Then from term (1) of Theorem 3.1, we
deduce that J1+LA1LF1 J∗1 isHermitian. Thus from(3.3), LA1 and LF1 beingHermitian andMi = Ai+2LAi LFi
for i = 1, 2, we infer that
Q = C5 − A3(J∗1 + J1LF1LA1)A∗3 − A4(J2 + LA2LF2 J∗2 )A∗4
= C5 − (A3 J∗1A∗3 + A4 J2A∗4) − A3 J1M∗1 − M2 J∗2A∗4.
Hence fromM∗1RM1 = 0 and RM2M2 = 0 (see (2.7)), we deduce that
RM2QRM1 = RM2(C5 − A3 J∗1A∗3 − A4 J2A∗4)RM1 .
Then from Lemma 3.2, equation (3.65) follows. 
We now give another characterization for the system (1.4) to have a Hermitian solution.
Theorem 3.2. Let the operators Ai, Ci, Bi, Di, Ai+2, Fi, Mi, i = 1, 2, C5, P and S be defined as in Remark 3.1.
Also, for i = 1, 2, define the operators Gi and Ji by (3.2), and define the operator Q by (3.3). Then the system
(1.4) has a Hermitian solution if and only if conditions (I) and (II) of Theorem 3.1 hold, and the following
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conditions:
Condition (III)′:R
⎛
⎝ Ci
D∗i
⎞
⎠ ⊆ R
⎛
⎝ Ai
B∗i
⎞
⎠, i = 1, 2,
Condition (IV)′:R
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
C5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊆ R
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
A3 A4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Condition (V)′:R([C5 − A3 J∗1A∗3 − A4 J2A∗4]RM1) ⊆ R(M2)
also hold.
Proof. Suppose that the system (1.4) has a Hermitian solution (X1, X2). Then from term (2) of Theorem
3.1, we deduce that conditions (I) and (II) of Theorem 3.1 are satisfied, and
RM2QRM1 = 0. (3.69)
Since (X1, X2) is a Hermitian solution of (1.4), we see from the second and fourth equalities of (1.4)
that B∗i Xi = D∗i for i = 1, 2. Thus from the first and third equalities of (1.4), we deduce that
⎛
⎝ Ai
B∗i
⎞
⎠ Xi =
⎛
⎝ Ci
D∗i
⎞
⎠ (3.70)
for i = 1, 2. Hence
⎛
⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎝ X1A∗3
X2A
∗
4
⎞
⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
⎞
⎟⎟⎟⎟⎟⎟⎠
. (3.71)
From (3.70), we infer that condition (III)′ is satisfied. It follows from the fifth equality of (1.4) that
(
A3 A4
)⎛⎝ X1A∗3
X2A
∗
4
⎞
⎠ = C5.
Hence from (3.71), we see that condition (IV)′ is also satisfied. Since conditions (I) and (II) of Theorem
3.1 hold, we deduce from (3.69) and term (3) of Proposition 3.1 that condition (V)′ is satisfied.
Now, assume that conditions (I) and (II) of Theorem 3.1 hold, and that conditions (III)′-(V)′ are also
satisfied. It follows from condition (III)′ and term (1) of Proposition 3.1 that condition (III) of Theorem
3.1 is satisfied. From condition (IV)′ and term (2) of Proposition 3.1, we deduce that
RPRM1Q = 0. (3.72)
Since conditions (I) and (II) of Theorem 3.1 are satisfied, we see from condition (V)′ and term (3) of
Proposition 3.1 that RM2QRM1 = 0. Then from (3.72), we infer that condition (IV) of Theorem 3.1 is
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satisfied. As conditions (I)-(IV) of Theorem 3.1 are satisfied, we see from term (2) of Theorem 3.1 that
the system (1.4) has a Hermitian solution. 
Remark 3.3. We observe that condition (III)′ of Theorem 3.2 is equivalent toR
⎛
⎝ Ci
Gi
⎞
⎠ ⊆ R
⎛
⎝ Ai
Fi
⎞
⎠ for
i = 1, 2. This follows from Fi = B∗i LAi and Gi = D∗i − B∗i A†i Ci for i = 1, 2.
The following corollary provides a sufficient condition for the system (1.4) to have aHermitian solution.
Corollary 3.1. Let the operators Ai, Ci, Bi, Di, Ai+2, Fi, Mi, i = 1, 2, C5, P and S be defined as in Remark 3.1.
Also, for i = 1, 2, define the operators Gi and Ji by (3.2), and define the operator Q by (3.3). In addition,
assume that R(M1) ⊆ R(M2), and that conditions (I) and (II) of Theorem 3.1 and conditions (III)′ and
(IV)′ of Theorem 3.2 are all satisfied. Then the system (1.4) has a Hermitian solution.
Proof. From Theorem 3.2, it suffices to show that
R([C5 − A3 J∗1A∗3 − A4 J2A∗4]RM1) ⊆ R(M2). (3.73)
Since condition (IV)′ of Theorem 3.2 is satisfied, we see from term (2) of Proposition 3.1 thatR(Q) ⊆
R(M1) + R(M2). Then from R(M1) ⊆ R(M2), we infer that R(Q) ⊆ R(M2). Thus from RM2M2 = 0,
we see that RM2Q = 0. Hence RM2QRM1 = 0. Then from the fact that conditions (I) and (II) of Theorem
3.1 are satisfied and term (3) of Proposition 3.1, we obtain (3.73). 
Remark 3.4. The systems (1.1)-(1.3) are special cases of the system (1.4). So, Theorem 3.1 (or Theorem
3.2) could be used to establish necessary and sufficient conditions for the existence of Hermitian
solutions for each one of the three systems. When any of the systems (1.1)-(1.3) has a Hermitian
solution, we can also use Theorem 3.1 to provide its general Hermitian solution.
The following corollary provides a necessary and sufficient condition for the system (1.1) to have a
unique Hermitian solution.
Corollary 3.2. Let the operators A1, C1, B1, D1 and F1 be defined as in Remark 3.1. Also, define G1 and J1
by (3.2). Then the system (1.1) has a unique Hermitian solution X1 ∈ B(H1) if and only if the following
conditions are satisfied:
Condition (1): A1D1 = C1B1.
Condition (2): The operators A1C
∗
1 and B
∗
1D1 are Hermitian.
Condition (3): RA1C1 = 0 and RF1G1 = 0.
Condition (4): LA1LF1 = 0.
Furthermore, if conditions (1)-(4) are satisfied, then the unique Hermitian solution X1 ∈ B(H1) of (1.1)
is given by
X1 = J1. (3.74)
Proof. It follows from term (2) of Theorem 3.1 that the system (1.1) has a Hermitian solution if and
only if conditions (1)-(3) are satisfied. Also, it follows from term (3) of Theorem 3.1 that if the system
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(1.1) has a Hermitian solution, then its general Hermitian solution X1 is given by
X1 = J1 + LA1LF1 J∗1 + LA1LF1(U + U∗)LF1LA1 , (3.75)
where U ∈ B(H1) is arbitrary. From the two foregoing facts, it is clear that if conditions (1)-(4) are
satisfied, then the system (1.1) has the unique Hermitian solution X1 = J1. Now, suppose that the
system (1.1) has a unique Hermitian solution. Thus conditions (1)-(3) are satisfied, and from (3.75),
there exists a constant K  0 such that
‖X1 − J1 − LA1LF1 J∗1‖ = ‖LA1LF1(U + U∗)LF1LA1‖ = K
for all U ∈ B(H1). With U = nIH1 , where n ∈ N is arbitrary, we get
‖X1 − J1 − LA1LF1 J∗1‖ = 2n‖LA1LF1LF1LA1‖ = K
for all n ∈ N. Hence from LA1LF1 = LF1LA1 (in (3.11)) and the facts that LA1 and LF1 are idempotent, we
deduce that
‖X1 − J1 − LA1LF1 J∗1‖ = 2n‖LA1LF1‖ = K
for all n ∈ N. Then LA1LF1 = K = 0. This proves that condition (4) is also satisfied. 
The following corollary provides a necessary and sufficient condition for the system (1.2) to have a
unique Hermitian solution. Its proof follows from Theorem 3.1 in a similar way as in Corollary 3.2.
Corollary 3.3. Let the operators A3 and C5 be defined as in Remark 3.1. Suppose that A3 has a closed
range. Then the system (1.2) has a unique Hermitian solution if and only if C5 is Hermitian, RA3C5 = 0 and
LA3 = 0.
Furthermore, if the system (1.2) has a unique Hermitian solution X1 ∈ B(H1), then
X1 = A†3C5(A∗3)†.
The following corollary provides a necessary and sufficient condition for the system (1.3) to have
a Hermitian solution. It also establishes a sufficient condition for the system (1.3) to have a unique
Hermitian solution.
Corollary 3.4. Let the operators A3, A4 and C5 be defined as in Remark 3.1. In addition, assume thatR(A3)
andR(A4) are closed, and that the operator P = RA3A4 also has a closed range. Then
(i) The system (1.3) has a Hermitian solution if and only if C5 is Hermitian and RPRA3C5 = RA4C5RA3 = 0.
(ii) If the system (1.3) has a Hermitian solution, LA3 = 0 and LA4 = LP = 0, then it has the unique
Hermitian solution (X1, X2):
X1 = A†3C5(A∗3)† −
1
2
(A
†
3A4)(Y + Y∗)(A†3A4)∗, (3.76)
and
X2 = 1
2
(Y + Y∗), (3.77)
where
Y = P†C5(A∗4)†. (3.78)
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Proof. (i) It is clear from term (2) of Theorem 3.1 (with Ai = Ci = 0, Bi = Di = 0 for i = 1, 2,
S = A4LP and Q = C5) that the system (1.3) has a Hermitian solution if and only if C5 is Hermitian and
RPRA3C5 = RA4C5RA3 = 0.
(ii) Suppose that the system (1.3) has a Hermitian solution, and that LA3 = 0 and LA4 = LP = 0. Then
from term (3) of Theorem 3.1, the general Hermitian solution (X1, X2) of (1.3) is given by (3.76)-(3.78)
(the fact S = 0 follows from LP = 0). It is clear that the operators X1 and X2 defined by (3.76)-(3.78)
are constants. This shows that the Hermitian solution (X1, X2) of (1.3) is unique. 
Remark 3.5. Wemake the following observations:
(1) We note that the condition LA4 = 0 in Corollary 3.4 cannot be extended to LM2 = 0 for the system
(1.4) with A2 = 0. To see this, letm, n ∈ N be such that n > 1, and let Ai, Bti , Ci,Dti , Ai+2 ∈ Mm,n for
i = 1, 2; see Example 2.1. In addition, assume that
A2 = 0. (3.79)
Then from A2LA2 = 0, we deduce that LA2 ∈ Mn is singular. Thus from M2 = A4LA2LF2 , we infer that
rankM2 < n. HenceM
†
2M2 = In. This proves that if A2 satisfies (3.79), then LM2 = 0.
(2) We provide a simple example of a system (1.4), with A2 = 0 and LM2 = 0, that has infinitely many
Hermitian solutions. For i = 1, 2, let Ai = Ci = Ai+2 =
(
1 0 0
)
and Bti = Dti =
(
0 0 1
)
. Let
C5 = 2 I1. It can be shown that
Mi = 0, LAi LFi = LAi LFi LMi LFi LAi = diag (0, 1, 0) and Ji = diag (1, 0, 1) (3.80)
for i = 1, 2. So, from A3 = A4 =
(
1 0 0
)
, C5 = 2 I1 and (3.3), we deduce that
Q = 0. (3.81)
Some calculations show that conditions (I)-(IV) of Theorem 3.1 are all satisfied. Then the system (1.4)
has a Hermitian solution (X1, X2). Theorem 3.1 can also be used to show that the system (1.4) in this
case has infinitely many Hermitian solutions. For example, if we take in (3.6) V = 0 and W = nI3,
where n is an arbitrary positive integer, then from (3.80) and (3.81),we see that the operatorX2 defined
by (3.5) is X2 = diag (1, n, 1).
4. Examples
In this section, we provide five examples that demonstrate the applications of some of the theory
in Section 3.
Example 4.1. The C∗ − algebra C becomes a Hilbert C − module by defining the map 〈., .〉1 :
C× C −→ C;
〈λ,μ〉1 = λμ
for all λ,μ ∈ C; see Remark 2.1. Also, the space 2 defined by
2 =
⎧⎨
⎩(x1, x2, . . .) : xi ∈ C∀i ∈ N and
∞∑
i=1
|xi|2 < ∞
⎫⎬
⎭
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becomes an inner productC− module by setting
(x1, x2, . . .)λ = (λ x1, λ x2, . . .)
for all λ ∈ C and (x1, x2, . . .) ∈ 2, and defining the map 〈., .〉∞ : 2 × 2 −→ C by
〈x, y〉∞ =
∞∑
i=1
xi yi
for all x = (x1, x2, . . .), y = (y1, y2, . . .) ∈ 2. The induced norm ‖x‖2 of x = (x1, x2, . . .) is the
2-norm:
‖x‖2 =
⎡
⎣∞∑
i=1
|xi|2
⎤
⎦
1/2
,
and with this norm, 2 is complete. So, 2 is a HilbertC-module. Define C5 : C −→ C by
C5(λ) = λ
24
(4.1)
for all λ ∈ C. It is clear that C5 ∈ B(C). Define A1 : 2 −→ C and A3 : 2 −→ C by
A1(x1, x2, . . .) =
∞∑
k=1
xk
2k−1
(4.2)
and
A3(x1, x2, . . .) =
∞∑
k=1
xk+3
2k−1
(4.3)
for all x = (x1, x2, . . .) ∈ 2. Also, define B1 : C −→ 2 by
B1(λ) = λ(1,−1,−2, 0, 0, . . .) (4.4)
for all λ ∈ C. Define C1, A2, C2 : 2 −→ C, A4 : 2 −→ C and B2,D1,D2 : C −→ 2 by
C1 = A2 = C2 = A1, (4.5)
A4 = A3 (4.6)
and
B2 = D1 = D2 = B1. (4.7)
We show that A1 ∈ B(2,C). From (4.2), it is clear that the operator A∗1 : C −→ 2 defined by
A∗1(λ) = λ
(
1,
1
2
,
1
4
,
1
8
, · · ·
)
for all λ ∈ C satisfies
〈A1x, λ〉1 = 〈x, A∗1λ〉∞
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for all x ∈ 2 and λ ∈ C. This proves that A1 ∈ B(2,C). It then follows from (4.5) that A2, C1, C2 ∈
B(2,C). Also, from (4.2), some calculations show that theMoore-Penrose inverse A
†
1 of A1 exists, and
it is the map A
†
1 : C −→ 2;
A
†
1(λ) =
3λ
4
(
1,
1
2
,
1
4
, · · ·
)
(4.8)
for all λ ∈ C. From (4.3), it can be shown that the operator A∗3 : C −→ 2, defined by
A∗3(λ) = λ
(
0, 0, 0, 1,
1
2
,
1
4
,
1
8
, · · ·
)
(4.9)
for all λ ∈ C, satisfies
〈A3x, λ〉1 = 〈x, A∗3λ〉∞
for all x ∈ 2 and λ ∈ C. Thus A3 ∈ B(2,C). So, from (4.6), we deduce that A4 ∈ B(2,C). From
(4.4), it is clear that the operator B∗1 : 2 −→ C, defined by
B∗1(x1, x2, x3, x4, . . .) = x1 − x2 − 2x3 (4.10)
for all x = (x1, x2, . . .) ∈ 2, satisfies
〈B1λ, x〉∞ = 〈λ, B∗1x〉1
for all λ ∈ C and x ∈ 2. Thus B1 ∈ B(C, 2). Hence from (4.7), we infer that B2,D1,D2 ∈ B(C, 2).
It follows from (4.2) and (4.4) that
A1B1 = 0. (4.11)
Then A
†
1A1B1 = 0. Thus from A†1A1 being Hermitian, we deduce that
F1 = B∗1LA1 = B∗1 . (4.12)
It follows from A2 = A1 (in (4.5)) and B2 = B1 (in (4.7)) that
F2 = F1. (4.13)
It can be shown, using (4.10) and (4.12), that the Moore-Penrose inverse F
†
1 of F1 exists, and it is the
map F
†
1 : C −→ 2;
F
†
1(λ) =
λ
6
(1,−1,−2, 0, 0, · · · ) (4.14)
for all λ ∈ C. Hence from (4.4), we infer that
F
†
1 =
1
6
B1. (4.15)
Let i ∈ {1, 2}. Since F1 = B∗1LA1 , we see from the definition of Gi (in (3.2)), (4.5) and (4.7) that
Gi = G1 = B∗1 − B∗1A†1A1 = B∗1LA1 = F1.
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Then from the definition of Ji (in (3.2)), Ci = A2 = A1 (in (4.5)) and (4.13), we deduce that
Ji = A†1A1 + F†1F1. (4.16)
From (3.9), A2 = A1 (in (4.5)) and (4.13), it is clear that
LAi LFi = I2 − A†1A1 − F†1F1.
Thus from (4.16), and A
†
1A1 and F
†
1F1 being Hermitian, we infer that
Ji + LAi LFi J∗i = 2(A†1A1 + F†1F1) − (A†1A1 + F†1F1)2. (4.17)
Also, since A
†
1A1 and F
†
1F1 are Hermitian, we see that
F
†
1F1A
†
1A1 = F∗1 (A1F†1)∗(A†1)∗.
Hence from (3.8), (4.17) and the facts that A
†
1A1 and F
†
1F1 are idempotent, we deduce that
Ji + LAi LFi J∗i = A†1A1 + F†1F1. (4.18)
It follows from (4.2) and (4.8) that
A
†
1A1(x1, x2, x3, x4, x5, . . .) =
3
4
⎛
⎝ ∞∑
k=1
xk
2k−1
⎞
⎠(1, 1
2
,
1
4
,
1
8
,
1
16
, · · ·
)
(4.19)
for all (x1, x2, x3, x4, x5, . . .) ∈ 2. Also, from (4.10), (4.12) and (4.14), it is clear that
F
†
1F1(x1, x2, x3, x4, x5, . . .) =
x1 − x2 − 2x3
6
(1,−1,−2, 0, 0, . . .) (4.20)
for all (x1, x2, x3, x4, x5, . . .) ∈ 2. From (4.9) and (4.19), we get
A
†
1A1A
∗
3(λ) =
λ
8
(
1,
1
2
,
1
4
,
1
8
,
1
16
, · · ·
)
for all λ ∈ C. Then from (4.3), A2 = A1 (in (4.5)) and (4.6), we deduce that
Ai+2A†i AiA∗i+2(λ) =
λ
48
(4.21)
for all λ ∈ C. From (4.9), (4.10) and (4.12), we obtain
F1A
∗
3(λ) = 0
for all λ ∈ C. Thus from (4.6) and (4.13), we see that
Ai+2F†i FiA∗i+2(λ) = 0 (4.22)
for all λ ∈ C. Hence from (4.18) and (4.21), we deduce that
Ai+2(Ji + LAi LFi J∗i )A∗i+2(λ) =
λ
48
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for all λ ∈ C. Then from (3.3) and (4.1), we deduce that
Q = 0. (4.23)
Now, we show that conditions (I)-(IV) of Theorem 3.1 are satisfied. From (4.5) and (4.7), it is clear
that
AjDj = CjBj (4.24)
and
AjC
∗
j = AjA∗j and B∗j Dj = B∗j Bj are Hermitian (4.25)
for j = 1, 2. From (4.24), we see that condition (I) of Theorem 3.1 is satisfied. It follows from (4.1) and
(4.25) that condition (II) of Theorem 3.1 is also satisfied. From (4.2), A2 = A1 (in (4.5)) and (4.8), it is
clear that
RAj = 0 (4.26)
for j = 1, 2. Also, from (4.10), and (4.12)-(4.14), we get RFj = 0 for j = 1, 2. Thus from (4.26), we
deduce that condition (III) of Theorem 3.1 is satisfied. From (4.23), it is clear that condition (IV) of
Theorem 3.1 is also satisfied.
Finally, we provide a particular Hermitian solution to the system (1.4). We take the operators U ∈
B(2) (in (3.4)) and V,W ∈ B(2) (in (3.6)) to be the zero operators. Then from (3.4)-(3.6), (4.18) and
(4.23), we see that a Hermitian solution (X1, X2) to the system (1.4) is given by
X1 = X2 = A†1A1 + F†1F1, (4.27)
where A
†
1A1 and F
†
1F1 are given by (4.19) and (4.20), respectively. We verify that the solution given in
(4.27) satisfies the equations in (1.4). From (4.5)-(4.7) and (4.27), it is clear that it suffices to check that
A1X1 = A1, X1B1 = B1 and 2A3X1A∗3 = C5. (4.28)
Since A1 = A1A†1A1, we see from (4.11), (4.15) and (4.27) that A1X1 = A1. From (4.11) and (4.27), we get
X1B1 = F†1F1B1. Thus from (4.12) and (4.15), we obtain X1B1 = 16B1B∗1B1. Hence from (4.4) and (4.10),
we deduce that X1B1 = B1. From (4.21) and (4.22) (with i = 1), and (4.27), we get
A3X1A
∗
3(λ) =
λ
48
for all λ ∈ C. Then from (4.1), we obtain 2A3X1A∗3 = C5. This completes the proof of (4.28).
Examples 4.2, 4.3 and 4.5 dealwith finitematrices.We refer the reader to Example 2.1.We observe that
it is easier to check in Example 4.2 the validity of conditions (III) and (IV) of Theorem 3.1 rather than
the validity of conditions (III)′ − (V)′ of Theorem 3.2. Nevertheless, we illustrate the use of Theorem
3.2 in the example to show the existence of a Hermitian solution to the system (1.4).
Example 4.2. Define A1, C1,D1 and B1 by
A1 =
(
1 1 1
)
, C1 = Dt1 =
(
1 1 0
)
and Bt1 =
(
1 1 −2
)
. (4.29)
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Also, define A2, C2, B2 and D2 by
A2 =
(
2 1 1
)
, C2 = Bt2 =
(
0 1 −1
)
and Dt2 =
(
0 1 1
)
. (4.30)
Define A3 and A4 by
A3 =
⎛
⎝ 1 1 1
1 1 1
⎞
⎠ and A4 =
⎛
⎝ 0 1 2
0 3 4
⎞
⎠ . (4.31)
Finally, define C5 by
C5 = −
⎛
⎝ 1 3
3 5
⎞
⎠ . (4.32)
From the definitions of A1 and A2 in (4.29) and (4.30), respectively, we get
A
†
1 =
1
3
⎛
⎜⎜⎜⎝
1
1
1
⎞
⎟⎟⎟⎠ and A
†
2 =
1
6
⎛
⎜⎜⎜⎝
2
1
1
⎞
⎟⎟⎟⎠ . (4.33)
Let j ∈ {1, 2}. It is clear from the definitions of Aj and Bj in (4.29) or (4.30) (depending on the value
of j) that AjBj = 0. Then A†j AjBj = 0. Thus from A†j Aj being Hermitian, we deduce that
Fj = B∗j LAj = B∗j .
Hence from (4.29) and (4.30), we infer that
F1 =
(
1 1 −2
)
and F2 =
(
0 1 −1
)
. (4.34)
Then
F
†
1 =
1
6
⎛
⎜⎜⎜⎝
1
1
−2
⎞
⎟⎟⎟⎠ and F
†
2 =
1
2
⎛
⎜⎜⎜⎝
0
1
−1
⎞
⎟⎟⎟⎠ . (4.35)
From G1 = D∗1 − B∗1A†1C1 (in (3.2)), (4.29) and the first equality of (4.33), we deduce that
G1 =
(
1 1 0
)
− 1
3
(
1 1 −2
)
⎛
⎜⎜⎜⎝
1
1
1
⎞
⎟⎟⎟⎠
(
0 1 −1
)
.
Thus
G1 =
(
1 1 0
)
. (4.36)
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Also, from G2 = D∗2 − B∗2A†2C2 (in (3.2)), (4.30) and the second equality of (4.33), we infer that
G2 =
(
0 1 1
)
− 1
6
(
0 1 −1
)
⎛
⎜⎜⎜⎝
2
1
1
⎞
⎟⎟⎟⎠
(
0 1 −1
)
.
Hence
G2 =
(
0 1 1
)
. (4.37)
From (4.35)–(4.37), we get
F
†
1G1 =
1
6
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
−2 −2 0
⎞
⎟⎟⎟⎠ and F
†
2G2 =
1
2
⎛
⎜⎜⎜⎝
0 0 0
0 1 1
0 −1 −1
⎞
⎟⎟⎟⎠ . (4.38)
Since J1 = A†1C1 + F†1G1 (see (3.2)), we see from C1 =
(
1 1 0
)
(in (4.29)), and the first equality in
each of (4.33) and (4.38) that
J1 = 1
3
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
1 1 0
⎞
⎟⎟⎟⎠+
1
6
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
−2 −2 0
⎞
⎟⎟⎟⎠ =
1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ . (4.39)
Since J2 = A†2C2 + F†2G2 (see (3.2)), we deduce from C2 =
(
0 1 −1
)
(in (4.30)), and the second
equality in each of (4.33) and (4.38) that
J2 = 1
6
⎛
⎜⎜⎜⎝
0 2 −2
0 1 −1
0 1 −1
⎞
⎟⎟⎟⎠+
1
2
⎛
⎜⎜⎜⎝
0 0 0
0 1 1
0 −1 −1
⎞
⎟⎟⎟⎠ =
1
3
⎛
⎜⎜⎜⎝
0 1 −1
0 2 1
0 −1 −2
⎞
⎟⎟⎟⎠ . (4.40)
From A1 =
(
1 1 1
)
(in (4.29)) and the first equality in (4.33), we get
A
†
1A1 =
1
3
⎛
⎜⎜⎜⎝
1 1 1
1 1 1
1 1 1
⎞
⎟⎟⎟⎠ . (4.41)
From A2 =
(
2 1 1
)
(in (4.30)) and the second equality in (4.33), we obtain
A
†
2A2 =
1
6
⎛
⎜⎜⎜⎝
4 2 2
2 1 1
2 1 1
⎞
⎟⎟⎟⎠ . (4.42)
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Also, from (4.34) and (4.35), we see that
F
†
1F1 =
1
6
⎛
⎜⎜⎜⎝
1 1 −2
1 1 −2
−2 −2 4
⎞
⎟⎟⎟⎠ (4.43)
and
F
†
2F2 =
1
2
⎛
⎜⎜⎜⎝
0 0 0
0 1 −1
0 −1 1
⎞
⎟⎟⎟⎠ . (4.44)
From (3.9), (4.41) and (4.43), we get
LA1LF1 =
1
2
⎛
⎜⎜⎜⎝
1 −1 0
−1 1 0
0 0 0
⎞
⎟⎟⎟⎠ . (4.45)
Also, from (3.9), (4.42) and (4.44), we obtain
LA2LF2 =
1
3
⎛
⎜⎜⎜⎝
1 −1 −1
−1 1 1
−1 1 1
⎞
⎟⎟⎟⎠ . (4.46)
It follows from (4.39) and (4.45) that
J1 + LA1LF1 J∗1 = J1 =
1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ . (4.47)
Then from the definition of A3 in (4.31), we deduce that
A3(J1 + LA1LF1 J∗1 )A∗3 = 2
⎛
⎝ 1 1
1 1
⎞
⎠ . (4.48)
From (4.40) and (4.46), we get
J2 + LA2LF2 J∗2 =
⎛
⎜⎜⎜⎝
0 0 0
0 1 0
0 0 −1
⎞
⎟⎟⎟⎠ . (4.49)
Thus from the definition of A4 in (4.31), we infer that
A4(J2 + LA2LF2 J∗2 )A∗4 =
⎛
⎝−3 −5
−5 −7
⎞
⎠ . (4.50)
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Since Q = C5 − A3(J1 + LA1LF1 J∗1 )A∗3 − A4(J2 + LA2LF2 J∗2 )A∗4 (see (3.3)), we deduce from (4.32), (4.48)
and (4.50) that
Q = 0. (4.51)
Now, we show that all conditions of Theorem 3.2 are satisfied. It is clear from (4.29) and (4.30) that
AiDi = CiBi
for i = 1, 2. Then condition (I) of Theorem 3.1 is satisfied. Also, from (4.29) and (4.30), we see that
the matrices AiC
∗
i and B
∗
i Di, i = 1, 2, are real 1 × 1 matrices. So, they are Hermitian. Thus from the
fact that C5 is Hermitian (see (4.32)), we infer that condition (II) of Theorem 3.1 is also satisfied. Let
(x1, x2, x3)
t ∈ C3. From (4.29), we get
⎛
⎝ C1
D∗1
⎞
⎠
⎛
⎜⎜⎜⎝
x1
x2
x3
⎞
⎟⎟⎟⎠ =
⎛
⎝ A1
B∗1
⎞
⎠
⎛
⎜⎜⎜⎝
x1
x2
0
⎞
⎟⎟⎟⎠ . (4.52)
Also, from (4.30), we obtain
⎛
⎝ C2
D∗2
⎞
⎠
⎛
⎜⎜⎜⎝
x1
x2
x3
⎞
⎟⎟⎟⎠ =
⎛
⎝ A2
B∗2
⎞
⎠
⎛
⎜⎜⎜⎝
0
x2
−x3
⎞
⎟⎟⎟⎠ .
Hence from (4.52), we see that condition (III)′ of Theorem 3.2 is satisfied. Let (y1, y2)t ∈ C2. Some
calculations show that
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C1A
∗
3
D∗1A∗3
C2A
∗
4
D∗2A∗4
C5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎝ y1
y2
⎞
⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 0
B∗1 0
0 A2
0 B∗2
A3 A4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2y1
2y2
0
0
y1 + 3y2
−2(y1 + 2y2)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then condition (IV)′ of Theorem3.2 is satisfied. Since conditions (I) and (II) of Theorem3.1 are satisfied,
we deduce from term (1) of Theorem 3.1 that J1 + LA1LF1 J∗1 is Hermitian. Thus from M1 = A3LA1LF1 ,
and LA1 and LF1 being Hermitian, we get
A3(J1 + LA1LF1 J∗1 )A∗3 = A3 J∗1A∗3 + A3 J1M∗1 .
Hence from (3.3), (4.51) andM2 = A4LA2LF2 , we infer that
C5 − A3 J∗1A∗3 − A4 J2A∗4 = A3 J1M∗1 + M2 J∗2A∗4.
Then fromM∗1RM1 = 0, we see that
(C5 − A3 J∗1A∗3 − A4 J2A∗4)RM1 = M2 J∗2A∗4RM1 .
Thus condition (V)′ of Theorem 3.2 is satisfied. This completes the proof that all conditions of Theorem
3.2 are satisfied. It then follows from Theorem 3.2 that the system (1.4) has a Hermitian solution.
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Now, we use term (3) of Theorem 3.1 to provide a particular Hermitian solution (X1, X2) to the
system (1.4). We take the 3 × 3 matrices U (in (3.4)) and V and W (in (3.6)) to be the zero matrices.
Hence from (3.4)-(3.6) and (4.51), we see that a Hermitian solution (X1, X2) to (1.4) is given by
Xi = Ji + LAi LFi J∗i
for i = 1, 2. Thus from (4.47) and (4.49), we get
X1 = 1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ and X2 =
⎛
⎜⎜⎜⎝
0 0 0
0 1 0
0 0 −1
⎞
⎟⎟⎟⎠ .
Remark 4.1. Examples 4.1 and 4.2 have the operator Q defined by (3.3) as the zero operator. The next
example hasQ nonzero, and thematrices A2, C2, B2 andD2 are thematrices A1, C1, B1 andD1 that were
defined in Example 4.2, respectively.
Example 4.3. Define A1, C1, B1 and D1 by
A1 =
(
1 1 1
)
, C1 =
(
3 5 4
)
, B1 =
⎛
⎜⎜⎜⎝
1
0
1
⎞
⎟⎟⎟⎠ ,D1 =
⎛
⎜⎜⎜⎝
2
3
2
⎞
⎟⎟⎟⎠ . (4.53)
Also, define A2, C2,D2 and B2 by
A2 =
(
1 1 1
)
, C2 = Dt2 =
(
1 1 0
)
and Bt2 =
(
1 1 −2
)
. (4.54)
Define A3 and A4 by
A3 =
⎛
⎝ 1 2 3
1 2 3
⎞
⎠ and A4 =
⎛
⎝ 1 −1 0
1 −1 0
⎞
⎠ . (4.55)
Also, define C5 by
C5 = 53
⎛
⎝ 1 1
1 1
⎞
⎠ . (4.56)
It follows from the definition of A1 in (4.53) that
A
†
1 =
1
3
⎛
⎜⎜⎜⎝
1
1
1
⎞
⎟⎟⎟⎠ (4.57)
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and
A
†
1A1 =
1
3
⎛
⎜⎜⎜⎝
1 1 1
1 1 1
1 1 1
⎞
⎟⎟⎟⎠ .
Then
LA1 =
1
3
⎛
⎜⎜⎜⎝
2 −1 −1
−1 2 −1
−1 −1 2
⎞
⎟⎟⎟⎠ . (4.58)
Thus from F1 = B∗1LA1 and the definition of B1 in (4.53), we get
F1 = 1
3
(
1 −2 1
)
. (4.59)
Hence
F
†
1 =
1
2
⎛
⎜⎜⎜⎝
1
−2
1
⎞
⎟⎟⎟⎠ , (4.60)
and
F
†
1F1 =
1
6
⎛
⎜⎜⎜⎝
1 −2 1
−2 4 −2
1 −2 1
⎞
⎟⎟⎟⎠ and LF1 =
1
6
⎛
⎜⎜⎜⎝
5 2 −1
2 2 2
−1 2 5
⎞
⎟⎟⎟⎠ .
Then from (4.58), we obtain
LA1LF1 =
1
2
⎛
⎜⎜⎜⎝
1 0 −1
0 0 0
−1 0 1
⎞
⎟⎟⎟⎠ . (4.61)
Thus fromM1 = A3LA1LF1 and the definition of A3 in (4.55), we deduce that
M1 =
⎛
⎝−1 0 1
−1 0 1
⎞
⎠ . (4.62)
Some calculations show that
M
†
1 =
1
4
⎛
⎜⎜⎜⎝
−1 −1
0 0
1 1
⎞
⎟⎟⎟⎠ . (4.63)
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Hence
M1M
†
1 =
1
2
⎛
⎝ 1 1
1 1
⎞
⎠
and
RM1 =
1
2
⎛
⎝ 1 −1
−1 1
⎞
⎠ . (4.64)
Since G1 = D∗1 − B∗1A†1C1 (see (3.2)), we see from (4.53) and (4.57) that G1 = 13
(
0 −1 −2
)
. Then
from J1 = A†1C1 + F†1G1 (see (3.2)), (4.57) and (4.60), we get
J1 =
⎛
⎜⎜⎜⎝
1 3/2 1
1 2 2
1 3/2 1
⎞
⎟⎟⎟⎠ . (4.65)
Thus from the definition of A3 in (4.55), we obtain
A3 J1 =
⎛
⎝ 6 10 8
6 10 8
⎞
⎠ and A3 J1A∗3 = 50
⎛
⎝ 1 1
1 1
⎞
⎠ . (4.66)
From (4.62) and the first equality of (4.66), we get
M1 J
∗
1A
∗
3 = 2
⎛
⎝ 1 1
1 1
⎞
⎠ .
Hence fromM1 = A3LA1LF1 , (4.56) and the second equality of (4.66), we deduce that
C5 − A3(J1 + LA1LF1 J∗1 )A∗3 =
⎛
⎝ 1 1
1 1
⎞
⎠ . (4.67)
From Remark 4.1 and (4.54), we see that
J2 = A†2C2 + F†2G2 =
1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ (4.68)
and
LA2LF2 =
1
2
⎛
⎜⎜⎜⎝
1 −1 0
−1 1 0
0 0 0
⎞
⎟⎟⎟⎠ (4.69)
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(see equations (4.39) and (4.45), respectively). Then from the definition of A4 (in (4.55)) and (4.68), we
get
A4 J2 = 0. (4.70)
Also, from the definition of A4 (in (4.55)) and (4.69), we obtain
M2 = A4LA2LF2 = A4. (4.71)
From (4.68), it is clear that J∗2 = J2. Thus from (4.70) and (4.71), we get
A4(J2 + LA2LF2 J∗2 ) = 0.
Hence from (3.3) and (4.67), we deduce that
Q =
⎛
⎝ 1 1
1 1
⎞
⎠ . (4.72)
From (4.53) and (4.54), it is clear that conditions (I) and (II) of Theorem 3.1 are satisfied. From the
definition of A1 (in (4.53)) and (4.57), it is clear that
RA1 = 0. (4.73)
It follows from (4.59) and (4.60) that
RF1 = 0. (4.74)
From (4.54), it can be shown that RA2 = RF2 = 0. Then from (4.73) and (4.74), we infer that condition
(III) of Theorem 3.1 is satisfied. From (4.64) and (4.72), we see that RM1Q = 0. Thus RPRM1Q = 0, and
from Q and RM1 being Hermitian, we deduce that RM2QRM1 = 0. Hence condition (IV) of Theorem 3.1
is also satisfied.
Now, we use Theorem 3.1 to find a Hermitian solution (X1, X2) of the system (1.4). From (4.61) and
(4.65), we get
J1 + LA1LF1 J∗1 =
⎛
⎜⎜⎜⎝
1 1 1
1 2 2
1 2 1
⎞
⎟⎟⎟⎠ . (4.75)
It follows from (4.63) and (4.72) that
M
†
1Q(M
∗
1 )
† = 1
4
⎛
⎜⎜⎜⎝
1 0 −1
0 0 0
−1 0 1
⎞
⎟⎟⎟⎠ .
Then from (4.75), we deduce that
J1 + LA1LF1 J∗1 + M†1Q(M∗1 )† =
1
4
⎛
⎜⎜⎜⎝
5 4 3
4 8 8
3 8 5
⎞
⎟⎟⎟⎠ . (4.76)
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It follows from (4.68) and (4.69) that
J2 + LA2LF2 J∗2 = J2 =
1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ . (4.77)
From the definition of A4 (in (4.55)), (4.64) and (4.71), we infer that
P = RM1M2 = 0.
So, with taking the 3 × 3 matrices V andW in (3.6) to be the zero matrices, we see that the matrix Y
defined by (3.6) is given by
Y = 0. (4.78)
We also take the 3 × 3 matrix U in (3.4) to be the zero matrix. Thus from (3.4), (4.76) and (4.78), we
deduce that
X1 = 1
4
⎛
⎜⎜⎜⎝
5 4 3
4 8 8
3 8 5
⎞
⎟⎟⎟⎠ . (4.79)
Also, from (3.5), (4.77) and (4.78), we see that
X2 = 1
2
⎛
⎜⎜⎜⎝
1 1 0
1 1 0
0 0 0
⎞
⎟⎟⎟⎠ . (4.80)
The following example illustrates the usage of Corollary 3.2.
Example 4.4. Let  = {z ∈ C : |z − 2|  1}, and let C() be the commutative C∗-algebra of all
complex-valued continuous functions on . For every f ∈ C(), f ∗ = f . As a Banach algebra, the
product in C() for any f , g ∈ C() is defined by (fg)(z) = f (z)g(z) for all z ∈ . Also, C() is a
Hilbert C()-module by defining the mapping 〈., .〉 : C() × C() −→ C();
〈f , g〉 = f g
for all f , g ∈ C(); see Remark 2.1. Let f1, f2, f3 ∈ C() be the functions defined by
f1(z) = z, f2(z) = z2 and f3(z) = z3 (4.81)
for all z ∈ . Define the linear operators A1, C1, B1,D1 : C() −→ C() by
A1h = f1〈f1, h〉, C1h = B1h = f2〈f2, h〉 and D1h = f3〈f3, h〉 (4.82)
for all h ∈ C(); see p. 9 of [10]. It can be shown that A1, C1, B1,D1 ∈ B(C()) with
A∗1 = A1, C∗1 = C1 = B1 = B∗1 and D∗1 = D1. (4.83)
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Define g1 ∈ C() by
g1 = 1
f1
. (4.84)
It can be shown that the Moore-Penrose inverse A
†
1 exists and
A
†
1(h) = g1〈g1, h〉 (4.85)
for all h ∈ C(). It is clear from the definitions of f1 and A1 (in (4.81) and (4.82), respectively), (4.84)
and (4.85) that
A1A
†
1(h) = A†1A1(h) = h (4.86)
for all h ∈ C().
Now,we show that all conditions of Corollary 3.2 are satisfied. From (4.82), some calculations show
that
A1D1(h) = |f1|2|f3|2h and C1B1(h) = |f2|4h
for all h ∈ C(). Then from (4.81), we get
(A1D1(h))(z) = (C1B1(h))(z) = |z|8h(z)
for all h ∈ C() and z ∈ . Thus condition (1) of Corollary 3.2 is satisfied. From the definitions of A1
and C1 (in (4.82)), it can be shown that
〈A1C1g, h〉 = 〈g, A1C1h〉 = g|f1|2|f2|2h
for all g, h ∈ C(). Hence A1C1 is Hermitian. Then from C∗1 = C1 (in (4.83)), we deduce that
A1C
∗
1 is Hermitian. (4.87)
From the definitions of B1 and D1 (in (4.82)), some calculations show that
〈B1D1g, h〉 = 〈g, B1D1h〉 = g|f2|2|f3|2h
for all g, h ∈ C(). Thus B1D1 is Hermitian. Hence from B∗1 = B1 (in (4.83)), we infer that B∗1D1 is
Hermitian. Then from (4.87),we see that condition (2) of Corollary 3.2 is also satisfied. SinceA1A
†
1(h) =
h for all h ∈ C() (see (4.86)), we deduce that
RA1 = 0. (4.88)
From G1 = D∗1 − B∗1A†1C1 (see (3.2)), B∗1 = B1 and D∗1 = D1 (see (4.83)), we get
G1 = D1 − B1A†1C1. (4.89)
It follows from the definitions of C1, B1 and D1 (in (4.82)) and (4.85) that
B1A
†
1C1(h) = |f2|4|g1|2h
for all h ∈ C(). Thus from the definitions of f1 and f2 (in (4.81)) and (4.84), we obtain
(B1A
†
1C1(h))(z) = |z|6h(z) (4.90)
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for all h ∈ C() and z ∈ . Also, from the definition of D1 (in (4.82)), we infer that D1(h) = |f3|2h for
all h ∈ C(). Hence from the definition of f3 (in (4.81)), we see that
(D1(h))(z) = |z|6h(z)
for all h ∈ C() and z ∈ . Then from (4.89) and (4.90), we deduce that
G1 = 0. (4.91)
Thus from (4.88), we infer that condition (3) of Corollary 3.2 is satisfied. Finally, from A
†
1A1(h) = h for
all h ∈ C() (see (4.86)), it is clear that LA1 = 0. So, condition (4) of Corollary 3.2 is also satisfied.
This completes the proof that all of conditions (1)-(4) of Corollary 3.2 are satisfied. It then follows from
Corollary 3.2 that the system (1.1) has the unique Hermitian solution X1 = J1 (see (3.74)). Hence from
(3.2) and (4.91), we see that X1 = A†1C1. Then from the definition of C1 (in (4.82)) and (4.85), we get
X1(h) = |g1|2|f2|2h
for all h ∈ C(). Thus from the definitions of f1 and f2 (in (4.81)) and (4.84), we obtain
(X1(h))(z) = |z|2h(z)
for all h ∈ C() and z ∈ .
The following example presents a case where the system (1.3) has a unique Hermitian solution.
Example 4.5. Let A3 =
⎛
⎜⎜⎜⎝
0
0
1
⎞
⎟⎟⎟⎠, A4 =
⎛
⎜⎜⎜⎝
1 0
0 1
0 0
⎞
⎟⎟⎟⎠ and C5 = diag (0, 0, 1). It is clear that C5 is Hermitian.
Some calculations show that
RA3 = diag (1, 1, 0), (4.92)
P = RA3A4 = A4
and
LA3 = 0 and LP = LA4 = 0. (4.93)
(LA3 is the zero 1 × 1 matrix and LA4 is the zero 2 × 2 matrix). From C5 = diag (0, 0, 1) and (4.92), it
is clear that
RPRA3C5 = RA4C5RA3 = 0. (4.94)
Since C5 is Hermitian, we see from (4.93), (4.94) and Corollary 3.4 that the system (1.3) has a unique
Hermitian solution. From (3.76)-(3.78), the unique Hermitian solution (X1, X2) of the system (1.3) is
given by X1 = I1 and X2 = 0 (the zero 2 × 2 matrix).
5. Conclusion
In this paper, we derive necessary and sufficient conditions for the existence of the general Her-
mitian solution to the system (1.4) for Hilbert C∗-modules operators, and give an expression of the
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general Hermitian solution to (1.4) when the solvability conditions are satisfied. Some corresponding
results on special cases are also given. Some known results can be viewed as special cases of this paper.
Motivated by the work in this paper, it would be of interest to investigate the nonnegative and
positive solutions to the system (1.4) for Hilbert C∗-modules operators. Moreover, two challenging
tasks are to derive the extremal ranks and inertias of the general Hermitian solution to (1.4) in matrix
equation version.
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