This paper presents a metric useful in analyzing the resolution of multidimensional parameter estimators which produce normal, unbiased estimates. The metric is based on the distance between ellipsoidal level curves of the individual estimates' densities. The resolution threshold is deemed to be the lowest SNR at which ellipsoids enclosing a given amount of probability mass have disjoint interiors. This paper develops an algorithm which computes the threshold by studying of the problem of finding the distance between two ellipsoids.
Introduction
Recent research into parametric techniques for multidimensional spectral estimation has been extensive [l, 2, 3, 41, etc. At high signal to noise ratios (SNRs) such techniques are preferable to classical nonparametric spectrum estimators in that the former algorithms offer the possibility of resolving parameters whose spacings are smaller than the Rayleigh limit. However, this is possible only when the variances of the parameter estimates are small in comparison to the parameter spacings. Since the variances of the estimates increase with decreasing SNR, one may define a resolution threshold noise level. This is the noise level at which the variances of the estimates are deemed to be commensurate with parameter spacings. For one-dimensional parameter estimation, definitions of resolvability closely related to the above were proposed by Oh (2) where r2 is some nonnegative constant. Among the ellipsoids associated with with each estimator, consider picking the one which encloses some given amount of probability mass, P . For P chosen large enough, one might use as a resolution metric the minimum of the distances between all pairs of ellipsoids. So long as this metric is greater than zero, all of the ellipsoids are disjoint, and the parameters can be resolved. Since the ellipsoids increase in size with c2, this metric suggests a threshold noise level for resolution. This is the maximum value of c2 where the ellipsoids have disjoint interiors. More formally, the problem of finding the resolution threshold is as follows: In order to identify the resolution threshold, this paper first treats the problem of finding the distance between two ellipsoids in d-space. Then, through the understanding gained from the distance problem, it develops a method for finding the value of u2 at which two ellipsoids become tangent. These topics are treated in the next two sections, respectively. Finally, the last two sections offer an example and the conclusion.
On the Distance between Ellipsoids
This section presents a general treatment of the problem of finding the distance between any two ellipsoids with disjoint interiors. Begin by defining the two ellipsoids
(6)
Define the distance between these ellipsoids to be
D ( E i , E j ) = min(llz -P I [ ; )
: 3~ E Ei, 9 E E j , (7) where for any a E Kid, llall~ = IIA-lall2, and A is a nonsingular matrix. A weighted Euclidean norm is permitted because the problem of greatest interest in this paper is that of identifying the resolution threshold. At this threshold, the distance between the ellipsoids will be zero regardless of the weighting matrix chosen. and R ; ' [9] . Choose A = T and let
(12)
The problem then becomes The transformed problem is that of finding the distance between an ellipsoid centered at the origin and a hypersphere. Of course, candidate solutions must be elements of the boundaries of Ei and Bj. Thus the Lagrangian for the constrained minimization problem is
The first-order conditions necessary for x,, 5, to be a 
(s* -f j~)~( o .
Figure 1: Geometry of the Distance Problem So, when the ellipsoids are tangent, one must solve two simultaneous quadratic equations. Presented next, is an observation which leads one to suspect that the solution to these simultaneous quadratic equations is of the form of equation 21. Consider the problem of finding the distance between the ellipsoid Ei and the center of the hypersphere Ej. This distance is the solution to the minimization problem m p 1 1 5 -~~1 1 :
: 5 E E, ( 
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The Lagrangian for this problem is
L(5) = (5 -@o)T(5 -#o) -a(ZTD,5 -u'T'). (26)
The first-order conditions necessary for 5. to be a solution are Notice that the first condition is equivalent to equation 21. Thus, so long as -y # 0 the problem of finding the distance between an ellipsoid and a hypersphere is essentially the problem of finding the distance from the ellipsoid to the center of the hypersphere. The solution to the latter problem yields the point 5 . on the ellipsoid which is closest to &. This solution is invariant to u~T~. This fact is illustrated by Figure 1 which shows a typical two-dimensional example. With 5, determined, the distance between the ellipsoid and the hypersphere is easily found. This is seen from the figure and equation 20 which show that fi, lies on the line connecting 2. and ijo.
As noted before, when 7 = 0, 8, = @., and the ellipsoids are tangent. In this case one might guess that the solution for 2, is the same as when U~T~ is chosen small enough for the ellipsoids to be disjoint. This reasoning leads the following theorem. 
e. = i j O + P @ . -Bo), Proof of this theorem is provided in [8] . This reference also shows that a solution exists and gives an algorithm for its computation.
Identifying the Threshold
In order to find the threshold noise level, one must consider the distance between the ellipsoids associated with each pair of parameter estimates. Now, as u2 increases from zero, the distance between the ellipsoids decreases. The threshold noise level as the value of U' at which the two ellipsoids are tangent but have disjoint interiors. Clearly, at threshold D(E,, E j ) = 0. The problem is to find the value of u2 which forces this condition while leaving the interiors disjoint.
When two ellipsoids with disjoint interiors are tangent, the point of tangency x, satisfies x, = v*. Thus one might speculate that at the value of u2 where the two ellipsoids are tangent, the point of intersection should satisfy the conditions of Theorem 1 with 5, = #*. This logic leads to the following theorem.
Theorem 2 Suficient conditions for the ellapsoids Ei
and Ej to be tangent with disjoint interiors are 
and
Conditions 34, 37 and 38 give aeTD2e 2 -2eT(B8 -Bo).
Together with condition 39 this implies 
T2
Together these equations imply
or, more compactly, Once B(a) and C ( a ) are computed, and the unique negative root of the polynomial of equation 53 is found, 5 8 is computed using condition 34 and the threshold noise level, u2, is found by using either equation 42 or 43. Finally, problem l is solved by keeping the minimum threshold noise level obtained by using this procedure for all pairs of estimators in the set { e k > L l *
An Example
As an example consider a two-dimensional estima- 
The inner ellipses of figure 2 are the level curves enclosing 99% of the probability mass associated with the respective estimators. These are plotted for the case of uz = 1. Obviously, at this noise level the parameters are resolvable. The threshold noise level is found as U; = 2.52. The 99% ellipses for this value of u2 are also plotted in figure 2. Note they are tangent as required.
Conclusion
This paper developed a resolution metric for normally distributed vector parameter estimates. This metric depends on the distance between ellipsoids. Sufficient conditions were developed for finding such distances. These conditions guaranteed the existence of a unique solution. Based on the analysis of the distance problem, a simple method was developed for finding the noise level at which the ellipsoids become tangent. The solution to this problem was shown to exist so long as the centers of the ellipsoids were distinct.
