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Abstract
This pap er introduces a new parameter estimator of dynamic models in which the state
is a multidimensional, continuous-time, partially observed Markov process. The estimator
minimizes appropriate distances b etween nonparametric joint (and/or conditional) densities
of sample data and nonparametric joint (and/or conditional) densities estimated from data
simulated out of the model of interest. Sample data and model-simulated data are smo othed
with the same kernel. This makes the estimator: 1) consistent independently of the amount of
smo othing; and 2) asymptotically ro ot-T normal when the smoothing parameter goes to zero
at a reasonably mild rate. When the underlying state is observable, the estimator displays the
same asymptotic eﬃciency prop erties as the maximum-likeliho od estimator. In the partially
observed case, we derive conditions under which eﬃcient estimators can b e implemented with
the help of auxiliary prediction functions suggested by standard asset pricing theories. The
metho d is flexible, fast to implement and possesses finite sample prop erties that are well
approximated by the asymptotic theory.
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1 Introduction
This pap er intro duces a new class of parameter estimators for partially observed systems, called
Simulated Nonparametric Estimator (hereafter SNE). The SNE works by making the finite dimen-
sional distributions of the model’s observables as close as p ossible to their empirical counterparts
estimated through standard nonparametric techniques. Since the distribution of the mo del’s
observables is in general analytically intractable, we recover it through two steps. In the first
step, we simulate the whole partially observed system. In the second step, we obtain mo del’s
density estimates through the application of the same nonparametric devices used to smo oth the
sample data. The result is a consistent and root-T asymptotically normal estimator displaying
a numb er of attractive prop erties. First, our estimator is based on simulations. Consequently, it
can b e implemented fastly and in a straightforward manner to cop e with a variety of estimation
problems. Second, the SNE is purp osely designed to minimize distances of densities smo othed
with the same kernel. Therefore, it is consistent regardless of the smo othing parameter b ehavior;
and it achieves the same asymptotic eﬃciency as the maximum-likeliho o d estimator in the case
of fully observed Markov pro cesses. Third, even in the presence of partially observed systems,
the SNE may remain eﬃcient when some suitable prediction functions suggested by economic
theory are used in conjuction with data generated by the original unobserved systems. Finally,
Monte Carlo exp eriments reveal that our estimator do es exhibit a prop er finite sample b ehavior.
Partially observed systems arise naturally in many areas of economics. Examples in macro-
economics include mo dels of sto chastic growth with human capital and/or sunsp ots, job duration
mo dels, or mo dels of investment-sp ecific technological changes. Examples arising in finance in-
clude latent factor mo dels, pro cesses with jumps, continuous time Markov chains, and even scalar
diﬀusions. While the metho ds develop ed in this pap er are well suited to address estimation issues
in all such areas, we restrict our attention to the estimation of the typical diﬀusion mo dels arising
in financial economics.
As is well-known, the ma jor diﬃculty arising from the estimation of partially observed systems
is related to criterion functions that are extremely complex to evaluate. The simulated metho d of
moments of Duﬃe and Singleton (1993), the indirect inference approach of Gouriéroux, Monfort
and Renault (1993), or the eﬃcient metho d of moments (EMM) of Gallant and Tauchen (1996)
represent the first attempts at addressing this issue through extensions of the generalized metho d
of moments; see Gouriéroux and Monfort (1996) for a survey on such metho ds and related
approaches. The main characteristic of these approaches is that they are general-purp ose. Their
drawback is that they lead to ineﬃcient estimators even in the case of fully observed systems.
As an example, the EMM estimator is eﬃcient only under the so-called “smo oth emb edding
condition”; and as Gallant and Long (1997) demonstrated, such a condition holds when the
(parameter) dimension of the auxiliary score gets higher and higher.
2
Estimation metho ds sp ecifically designed to deal with diﬀusion pro cesses include moments
generating techniques (e.g., Bibby and Sørensen (1995), Hansen and Scheinkman (1995), Single-
ton (2001) and Chacko and Viceira (2003)), approximations to maximum likeliho o d (e.g., Peder-
sen (1995) and Aït-Sahalia (2002, 2003)) and, on a radically diﬀerent p ersp ective, Markov Chain
Monte Carlo approaches (see, e.g., Elerian, Chib and Shephard (2001) and Eraker (2001)). As
regards the moments generating approach, Singleton develop ed estimating conditions generated
by the characteristic function, and identified an optimal (but generally unfeasible) instrument
leading to eﬃcient estimators. On the other hand, b oth Pedersen’s and Aït-Sahalia’s estimators
constitute arbitrarily accurate approximations to the (generally unfeasible) maximum-likeliho o d
estimator. These estimators work by approximating the transition density of arbitrary multi-
variate diﬀusion pro cesses. Sp ecifically, the Pedersen’s estimator recovers the transition density
through Monte Carlo integration; and the Aït-Sahalia’s estimator recovers the transition density
through closed-form expansions based on Hermite p olynomials.
Our approach do es not rely on the approximation of the maximum-likeliho o d estimator for
diﬀusion processes. Instead, we construct criterion functions leading to a general estimation
approach. In many cases of interest, these criterion functions are asymptotically equivalent to
Neyman’s chi-square measures of distance. It is precisely such an asymptotic equivalence which
makes our resulting estimators as eﬃcient as the maximum-likeliho o d estimator. However, we em-
phasize that our estimators are quite distinct from any p ossible approximation to the maximum-
likeliho od estimator. In the language of indirect inference theory, we rely on “auxiliary criterion
functions”, which generally give rise to asymptotically ineﬃcient but consistent estimators. But
as so on as mo del’s and data transition densities are estimated through an asymptotically shrink-
ing smo othing parameter, these criterion functions converge to Neyman’s chi-squares, and our
estimators b ecome eﬃcient. In this sense, the role played by the smo othing parameter in our
context parallels the role played by the smo oth emb edding condition within the eﬃcient metho d
of moments.1 The distinctive feature of our metho d is that we do not require that the (parame-
ter) dimension of the “auxiliary” criterion go es to infinity. We only require that the smo othing
parameter go es to zero at a reasonably mild rate. Furthermore, we smo oth mo del-generated data
and observations with the same kernel. Therefore, the b ehavior of the smo othing parameter does
not aﬀect the consistency of the estimator - as it would happ en for example in the case of non-
parametric simulated maximum-likeliho o d estimators (see, e.g., Fermanian and Salanié (2003)).
An asymptotically shrinking smo othing parameter can only favorably aﬀect the precision of our
estimator.
Our metho ds display the attractive features of b oth moments generating techniques and
maximum-likeliho o d. As we have argued, our metho ds are general-purp ose - just as the general-
ized method of moments and its extensions. In this article, we demonstrate their sp ecific ability
1 We are grateful to Christopher Sims for bringing this p oint to our attention.
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to address parameter estimation of arbitrary partially observed, multivariate diﬀusion pro cesses.
At the same time, our metho ds can b e as eﬃcient as maximum likeliho o d whenever the state is
a fully observable Markov process. Finally, we demonstrate that the finite sample p erformance
of our estimators is at least as go o d as maximum likeliho o d.
In a related pap er, Carrasco, Chernov, Florens and Ghysels (2002) develop ed an estimation
technology which also leads to asymptotic eﬃciency in the case of fully observed Markov pro cesses.
The authors built on previous work by Carrasco and Florens (2000), and formulated a “continuum
of moment conditions” leading to match mo del-based (simulated) characteristic functions with
data-based characteristic functions. Our estimator also relies on a “continuum of moments”, but
it is diﬀerent. We use more classical ideas from the statistical literature, and develop estimating
equations leading to match (mo del-based) simulated nonparametric density estimates with their
empirical counterparts. Earlier estimators based on similar ideas include the ones succinctly
surveyed in the next section. Two particularly imp ortant contributions related to this literature
are in Aït-Sahalia (1996) and in Dieb old, Ohanian and Berkowitz (1998). Aït-Sahalia develop ed
an estimator matching marginal densities. Dieb old, Ohanian and Berkowitz prop osed to match
sp ectra, thereby feeding their resulting estimator with information ab out the dynamic structure
of a mo del. At the same time, matching sp ectra might entail loss of information ab out p otential
nonlinearities. By matching joint and/or conditional densities, we combine the relative strengths
of these two approaches.
The pap er is organized in the following manner. The next section motivates the design
of the estimator develop ed in the core of the pap er. Section 3 intro duces basic notation and
assumptions, as well as examples of mo dels to which the estimator can b e applied. Section 4
provides large sample theory. Section 5 develops conditions under which our metho ds can b e used
to implement parameter estimation of asset pricing mo dels. Section 6 assesses the finite sample
and computational prop erties of the estimator. Section 7 concludes. The app endix gathers pro ofs
and regularity conditions omitted in the main text.
2 Methods: a heuristic overview
This section provides a heuristic intro duction to the main ideas in this pap er. Theory, extensions
and computational features of the metho d are in sections 3 through 6. Readers willing to access
directly to our results can thus pro ceed to section 3 without loss of continuity.
2.1 Closeness of density functions
To keep this heuristic presentation as simple as p ossible, we initially consider a sample {x1, ···, xT}
of indep endent draws from a distribution with continuous density π0 (x ∈ Rd and d ≥ 1). We
assume that π0 b elongs to a sp ecified parametric family π (·; θ) indexed by a vector θ ∈ Θ, where
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Θ denotes the parameter space. The purp ose is to estimate the (supp osedly) unique θ0 ∈ Θ
making π0(x) = π (x; θ0), x ∈ Rd.
Our estimation metho dology is related to a classical field of the statistical literature initiated
by Bickel and Rosenblatt (1973). By and large, this literature aims at testing the closeness of
two arbitrary density functions f and g through the integrated squared diﬀerence:
I =
Z
Rd
[f(x)− g(x)]2w(x)dx, (1)
where w is a given weighting function. As an example, supp ose that g = π0, and consider testing
the null H0 : π(x, θ0) ≡ f(x) = π0(x) on Rd, against its negation. Let πT b e a nonparametric
estimator of π0 obtained as πT (x) ≡ (Tλd)−1
PT
t=1K ((xt − x)/λ), x ∈ Rd, where the bandwidth
λ > 0, and K is a symmetric b ounded kernel of the r-th order (see the app endix for more details
on the kernels used in this pap er). Consider the following empirical counterpart to (1):
IT (θT ) =
Z
Rd
[π (x; θT )− πT (x)]2wT (x)dx, (2)
where wT is a weighting function p ossibly dep ending on data, and θT is a given consistent
estimator of θ0. Rescaled versions of (2) can now b e used to implement tests of H0 (see, e.g.,
Pagan and Ullah (1999, p. 60-71) for a comprehensive survey on those tests).2
The fo cus of this pap er is on using a metric related to (2) to estimate the unknown parameter
vector θ0. Accordingly, consider endogenizing sequence θT in (2), and define
θIT = argmin
θ∈Θ
IT (θ) . (3)
Notice that if wT ≡ πT , θIT collapses to the estimator prop osed by Aït-Sahalia (1996) in the
context of scalar diﬀusion pro cesses.
An imp ortant feature of the empirical measure of distance in (2) is that a parametric density
estimate, π (·; θ), is compared with a nonparametric one, πT (·). Under correct mo del sp eci-
fication, πT (x)
p→ K ∗ π (x; θ0) ≡
R
Rd λ
−dK ((u− x)/λ)π (u; θ) du (x-p ointwise). As is well-
known, the result that πT (x)
p→ π (x; θ0) (x-p ointwise) only holds if the bandwidth λ ≡ λT (say),
limT→∞ λT → 0 and limT→∞ TλdT →∞. Therefore, bandwidth choice is critical for (2) and (3)
to b e really informative in finite samples. Furthermore, this choice b ecomes even more funda-
mentally critical in the case of dep endent observations that we will deal with later in this pap er.
In the next subsection, we discuss how to circumvent this problem through a convenient change
of the distance measure in (2).
2 Corradi and Swanson (2003) have recently develop ed new sp ecification tests for diﬀusion pro cesses based on
cumulative probability functions.
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2.2 On “twin-smoothing”
A simple alternative to (2) is an empirical distance in which the nonparametric estimate πT is
matched asymptotically to its probability limit conditional on a given bandwidth value:
LT (θT ) =
Z
Rd
[K ∗ π (x; θT )− πT (x)]2wT (x) dx, (4)
where θT is an arbitrarily given but consistent estimator of θ0. Fan (1994) develop ed a class of
bias-corrected go o dness of fit tests based on LT (θT ) and weighting function wT ≡ πT .
One basic idea in this pap er is to combine the attractive features of θIT in (3) with the bias-
corrected empirical measure in (4). To achieve this ob jective, we endogenize sequence θT in
(4) rather than in (2), and consider general empirical weighting functions wT . As we argue,
our resulting estimator is free from biases related to density estimates. Sp ecifically, define the
following estimator:
θLT = argmin
θ∈Θ
LT (θ) , (5)
where wT (x)
p→ w(x) (x-p ointwise), and w is another p ositive function satisfying some basic
regularity conditions (see section 4.2). As it turns out, bandwidth conditions aﬀect the two
estimators θIT and θ
L
T in a quite diﬀerent manner. Consistency of θ
L
T holds independently of the
bandwidth behavior (i.e., λ can b e any strictly p ositive numb er). Consistency of θIT requires the
additional conditions that limT→∞ λT → 0 and limT→∞ TλdT → ∞. To illustrate one reason
explaining the diﬀerence, consider the following decomp osition:
IT (θ) = LT (θ) +MT (θ) +NT (θ) ,
where
MT (θ) ≡
Z
Rd
[π (x; θ)−K ∗ π (x; θ)]2wT (x) dx;
NT (θ) ≡ 2
Z
Rd
[π (x; θ)−K ∗ π (x; θ)] [K ∗ π (x; θ)− πT (x)]wT (x) dx.
Let I(θ) ≡
R
Rd [π (x; θ)− π0(x)]
2w(x)dx. As is well-known, conditions ensuring consistency of θIT
include a uniform weak law of large numb ers for IT (θ) or, equivalently, sto chastic equicontinuity
of IT (θ) and the condition that ∀θ ∈ Θ, IT (θ)
p→ I(θ) (see app endix A.1). Now consider the
simplest case θ = θ0. Clearly, I(θ0) = 0. Furthermore, LT (θ0)
p→ 0 and NT (θ0)
p→ 0, b oth by
a generalization of Glick’s (1974) theorem (see app endix B.1). In contrast, MT (θ0) is not op(1)
unless λT → 0 at an appropriate rate. To ensure consistency of θIT , the bandwidth b ehavior must
b e restricted in a way to make the eﬀect of this extra term asymptotically negligible. Results in
Pritsker (1998) (for dep endent observations) suggest that under these restrictions, the asymptotic
theory for θIT is of practical guidance only in corresp ondence of very large sample sizes.
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As for consistency, θLT and θ
I
T are asymptotically normally distributed under diﬀerent band-
width restrictions. Sp ecifically, one has that in the i.i.d. case considered in this section,
√
T (θsT − θ0)
d→ N (0, V ) , s = I, L, (6)
where V = var[Ψ (x1)], Ψ (x) ≡
£R
Rd |∇θπ (x; θ0)|2w (x) dx
¤−1∇θπ (x; θ0)w (x), and |·|2 denotes
outer product. Such a convergence result holds under mild regularity conditions but diﬀerent
conditions on λ. Precisely, θLT is asymptotically normal under the standard assumptions that
limT→∞ λT → 0 and limT→∞ TλdT → ∞. Instead, θIT is asymptotically normal under the addi-
tional condition that limT→∞
√
TλrT → 0. Intuitively, this condition ensures that a density bias
estimate vanishes at an appropriate rate without aﬀecting the asymptotic b ehavior of θIT , and
that a functional central limit theorem can b e applied. In contrast, density bias issues are totally
absent if one implements estimator θLT .
Table 1 summarizes our discussion. θIT is consistent if λT → 0 and TλdT →∞.3 Furthermore,
θIT is asymptotic normal under the additional condition that
√
TλrT → 0. In contrast, θLT is
consistent without the conditions λT → 0 and TλdT → ∞. These (and only these) bandwidth
conditions are required in order for θLT to b e asymptotic normal. As we demonstrate in the Monte
Carlo exp eriments of section 6, conditions λT → 0 and TλdT → ∞ are much less restrictive for
asymptotic normality than for consistency.
Table 1 - Bandwitdh assumptions and asymptotic behavior of θIT in (3)
and θLT in (5)
Consistency Asymptotic normality
θIT Tλ
d
T →∞, λT → 0 TλdT →∞, λT → 0, and
√
T · λrT → 0
θLT always Tλ
d
T →∞, λT → 0
2.3 Eﬃciency, and robustness
Informal insp ection of the variance term in (6) suggests that if the weighting function w is equal
to 1/π0, b oth θIT and θ
L
T asymptotically achieve the Cramer-Rao lower b ound. Eﬃciency can
thus b e implemented with wT = 1/ (πT + αT ), where αT is any strictly p ositive sequence such
that αT
p→ 0 (e.g., αT = T−1).
3 Other estimators related to (3) suﬀer from exactly the same drawback. Two examples are 1) estimators based
on nonparametric density estimates of the log-likeliho o d function obtained through simulations; and 2) estimators
based on the so-called Kullback-Leibler distance (or relative entropy)
R
Rd log[π(x, θ)/π0(x)]π(x, θ)dx (see Robinson
(1991)). We are grateful to Oliver Linton for having suggested the latter example to us.
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We emphasize that such an eﬃciency prop erty coincides with the classical first-order eﬃ-
ciency criterion prescrib ed by Rao (1962). Furthermore, results by which estimators based on
closeness of density functions retain eﬃciency prop erties are not a novelty in the statistical litera-
ture. In the context of indep endent observations with fully parametric discrete densities, Lindsay
(1994) presented a class of minimum disparity estimators nesting a numb er of estimators such as
Hellinger’s distance, Pearson’s chi-square, Neyman’s chi-square, Kullback-Leibler distance, and
maximum likeliho o d. Lindsay showed that while all these estimators are first-order eﬃcient, they
may diﬀer in terms of second-order eﬃciency, and robustness. Basu and Lindsay (1994) extended
this theory to the case of continuous densities. Such an extension can b e used to illustrate some
fundamental prop erties of our estimator.
Our estimator θLT in (5) can b e thought of as a memb er b elonging to a general class of
minimum disparity estimators θT defined by the following estimating equation:
0 =
Z
A(δ(x)) [∇θ (K ∗ π (x; θT ))] dx,
where
δ(x) ≡ K ∗ πT (x)−K ∗ π (x; θT )
K ∗ π (x; θT )
,
and A is an increasing continuous function in (−1,∞).4 Under regularity conditions, function A
determines how sensible an estimator is to the presence of outliers. Indeed, function δ is high
exactly when a p oint in the sample space has b een accounted much more than predicted by the
mo del. Accordingly, a robust estimator is one able to mitigate the eﬀect of large values of δ. As
a b enchmark example, the likeliho o d disparity sets A(δ) = δ. Estimators with the prop erty that
A(δ) ¿ δ for large δ are more robust to the presence of outliers than maximum likeliho o d. For
instance, the Hellinger’s distance sets A(δ) = 2[
√
δ + 1 − 1], and the Kullback-Leibler distance
has A(δ) = log(1 + δ). It is easily seen that if wT = 1/ (πT + αT ), our LT is asymptotically a
Neyman’s chi-squared measure of distance, with A(δ) = δ/ (1 + δ). These simple facts suggest
that the class of estimators that we consider displays interesting robustness prop erties.
Naturally, this article aims at extending the ab ove class of estimators to the case of dynamic
mo dels. However, we do not further investigate the robustness prop erties of our resulting es-
timators. Using robustness, and/or second-order eﬃciency criteria as discrimination devices of
alternative parameter estimators of diﬀusion models is an interesting area that we leave for future
research.
4 When λ ↓ 0, A and δ collapse to what Lindsay (1994) termed residual adjustment function and Pearson’s
residual, resp ectively.
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