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A apnéia do sono é a condição deﬁhida por paradas repetidas e temporárias 
da respiração durante o sono, resultando em uma diminuição da oxigenação 
do sangue. A causa principal da apnéia do sono é o bloqueio do ﬂuxo de arnas 
vias áreas, resultando na diminuição do fluxo de ar para os pulmões e, 
consequentemente, na interrupção do sono. O presente trabalho, visa a 
implementação de um sistema para identiﬁcação das fase do sono, bem como 
a detecção e classiﬁcação das apnéias do sono. Técnicas de pré-processamento 
de sinais e Redes Neurais Artificiais (RNAs) são empregados sobre um 
registros polissonográﬁcos com a ﬁnalidade de identiﬁcar padrões 
característicos de cada fase do sono e correlacioná-los com as respectivas 
paradas respiratórias. O conjunto de padrões encontrados pelas RNAs são 
comparados com os encontrados por um especialista da área e, testes de 
especificidade e sensibilidade são realizados para cada tipo de RNAs 
utilizado. A comparação destes resultados possibilita a escolha da RNA 
adequada para realizar o reconhecimento dos padrões do sono. Após a 
classiﬁcação das fases do sono é feito a identificação das apnéias 
propriamente ditas e, posteriormente, a sua correlação com a fase do sono 
que resulta na classiﬁcação do tipo de apnéia. Teste finais comparando a 
performance do sistema com o especialista mostram que o sistema é 
extremamente útil, pois apresenta um alto grau de concordância, 
repetibilidade e alta velocidade no reconhecimento e classiﬁcação de apnéias 
do sono.
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requirements for the degree of Doctor in Electrical Engineering. 
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The sleep apnea is a repeated and temporary obscene of breathing 
during sleep, which results in a reduced blood oxygenation. The main reason 
for sleep apneas is the ajrﬂow blockade in the airways, resulting in the long 
airﬂow reduction and sleep interruption. This work intends to build a system 
for sleep stage identiﬁcation, as 
I 
well as sleep apnea detection and 
identiﬁcation. Techniques of signal processing and Artiﬁcial Neural 
Networks (ANN) are utilized on polissonographics registers to identify 
characteristic patterns of each sleep stage and correlate them to the 
respective lack of the airﬂow. The set of patterns classiﬁed by the ANN is 
compared to those classiﬁed by an expert; speciﬁcity and sensitivity tests are 
performed for all ANN used. The comparison of results makes possible the 
choice of the appropriate ANN for the recognition of patterns during sleep. 
When the classification of the sleep stage is done, the apnea identiﬁcation is 
performed. After that, its correlation with the sleep stage is found, giving the 
apnea type. The ﬁnal test is accomplished by comparing the system 
performance to the expert, showing that the system is extremely useful, The 
system achieved has a high degree of agreement, repeatibility and high speed 
in the sleep apneas recognition and classiﬁcation.
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1. INTRODUÇÃO
_ 
1.1 Apresentação do Tema 
Os estudos sobre o ciclo vigília-sono desenvolveram~se a partir da 
década de 30, quando Loomis e colaboradores (LOOMIS, 1936) descreveram o 
sono como um processo unitário e passivo, distribuído em duas etapas, cada 
uma com caracteristicas próprias (sono paradoxal e nao paradoxal). Esse 
conceito do sono unitário perdurou até a década de 50, quando Aserinsky e 
Kleitman observaram a existência de um outro estado de sono caracterizado 
pela ativação cortical e surtos de movimentos oculares rápidos. Nos anos 
seguintes, novas pesquisas de Dement, Aserinsky e Kleitman (Chicago, USA) 
e Jouvet e Michel (Mounier, França) descreveram pela primeira vez a relação 
existente dos movimentos oculares rápidos (REM) com os estados de sono 
(apud. CHESSON, 1997). Em meados dos anos sessenta, Tassinari e Kuhlo 
(apud. CHESSON, 1997) realizaram observações sobre existência da 
correlação entre a obstrução das vias aéreas superiores e os distúrbios do 
sono, o que os levou a descobrirem a apnéia do sono. Após a descoberta do 
sono REM e das apnéias do sono, os registros polissonográﬁcos se tornaram 
uma ferramenta importante e um padrão conﬁável para clinica médica, na 
investigação do sono e suas desordens (GUILLEMINAULT, 1992). 
O sono atualmente é estudado como um fenômeno ativo, visto que não 
se observa uma redução generalizada da descarga dos neurônios cerebrais, 
mas um aumento de forma notável das freqüências de descarga dos 
neurônios, chegando, inclusive, a níveis maiores do que os observados em 
vigília tranqüila (TYNER, 1989). 
Com a abertura de um novo campo da ﬁsiologia, o estudo do sono, e a 
possibilidade de registro de um número considerável de variáveis durante o
sono, o volume de pesquisas sobre 0 assunto cresceu signiﬁcativamente. 
Através dos critérios de monitoração e estagiamento do sono é possível 
quantiﬁcar as insônias, apnéias e outros distúrbios que fragmentam o sono. 
De acordo com o National Commission on Sleep Disorder Research, as 
desordens do sono afetam aproximadamente 40 milhões de pessoas nos 
Estados Unidos (CHESSON, 1997). O bom funcionamento do metabolismo do 
homem é relacionado com os mecanismos do sono (ALDRICH, 1997; BLOOD, 
1997). Para o homem, não basta deitar e dormir a noite toda para acordar 
bem no dia seguinte. Hoje em dia, é consenso entre os médicos que a 
qualidade do sono (e não apenas o número de horas que o indivíduo dorme) é 
importante para um repouso adequado e para a reposição das energias gastas 
na rotina diária. Assim, passou-se a intensiﬁcar os estudos a respeito do sono 
e descobriu-se que muitos indivíduos dormiam durante toda a noite, porém, 
acordavam já "cansados" e continuavam com sono ao longo do dia. Dentre 
estes, muitos possuem uma doença denominada sindrome da apnéia do 
sono. Nesta síndrome, a diﬁculdade para respirar durante o sono (por causa 
de obstrução do nariz ou da garganta, ou por disfunções cerebrais) chega a 
fazer a pessoa parar de respirar por alguns segundos, reduzindo a oxigenação 
sangüínea. Isto ocasiona despertares rápidos durante a noite, muitas vezes 
não percebidos pela própria pessoa. Somando-se todos esses despertares, o 
tempo de sono "eﬁciente" torna-se muito pequeno, e isso explica porque o 
indivíduo acorda já cansado. Essa não é a única conseqüência da síndrome. A 
baixa oxigenação sangüínea durante a noite pode afetar o aparelho 
cardiovascular, levando à hipertensão arterial, arritrnias cardíacas, 
impotência sexual, ou a alterações no funcionamento cerebral, prejudicando a 
concentração em determinadas atividades e a memória (BRADLEY, 1992; 
FINDLEY, 1992; SHEPARD, 1992; FLETCHER, 1996; STROHL, 1996; 
MORGAN, 1996; SAWCZENKO & FLEMING, 1996 e BONSIGNORE, 1997; 
YOUNG et al., 1997).
(
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Seguindo os critérios de estagiamento, grande parte dos médicos e 
técnicos em polissonograﬁa têm realizado o estagiamento do registro 
polissonográﬁco manualmente desde a década de 70. Essa tarefa, quando 
executada manualmente, é considerada tediosa, pois o registro de uma noite 
inteira de sono consome até 8 horas de anotações e cuidadosa observação. Por 
este motivo, muito esforço tem sido empreendido em projetar sistemas para 
auxiliar o estagiamento do sono, bem como a identificação das apnéias 
durante o sono. 
Na tentativa de classiﬁcar o sono automaticamente nos diferentes 
estágios, segundo os critérios deﬁnidos por Rechtschaifen 
(RECHTSCHAFFEN & KALES, 1977), diversas técnicas tem sido adotadas 
desde a década de 70. 
Entre 
E 
as técnicas desenvolvidas e adotadas, podemos citar 
classiﬁcadores Baseados em Regras, em Análises Multidimensionais, em 
Análise Espectral, em Processamento de Sinal Digital, em FFT (Fast Fourier 
Transform) em Sistemas Híbridos, em Classiﬁcadores Bayesianos, em Redes 
Probabilísticas, em matrizes de densidades espectral de cor, em Redes 
Neurais Artiﬁciais e outros. 
Atualmente, o problema de classiﬁcação do sono tem sido resolvido, em 
parte, utilizando técnicas estatísticas, ou mesmo técnicas provenientes da 
inteligência artiﬁcial - IA Segundo Sykacek (SYKACEK et al., 1998), entre 
as técnicas consideradas clássicas, a mais utilizada foi a técnica chamada de 
KNN (k nearest neighbour). Outras técnicas também são citadas pela 
literatura, como o caso da análise multidimensional sobre o EEG, aplicado 
por Burger (BURGER et al., 197 7), ou ainda pré-processamento sobre o EEG, 
como meio de realizar o estagiamento, relatado por Green (GREEN, 1975). 
Técnicas estatísticas e de análise espectral ainda tem sido exploradas 
para o estagiamento do sono, ou mesmo para o processamento de sinal. 
Podemos citar como exemplo o estudo realizado por Berthomer 
(BERTHOMER et al., 1997), cujo trabalho propõe a utilização de ﬁltros para
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analisar os canais de EEG. Os autores também apontam características que 
podem ser utilizadas como meio de detecção do estágio do sono. Contudo, 
Bentrup e Ray (Apud SYKACEK et al., 1998) relatam que essas técnicas, em 
geral, possuem um performance inferior às técnicas baseadas em IA. 
Entre as técnicas baseadas em IA, pesquisadores tem utilizado o 
aprendizado indutivo para construir árvores de decisão e classiﬁcadores 
baseados em regras, como é o caso de aplicações relatados por Langley 
(LANGLEY & SIMON, 1997), e Kufrin (KUFRIN, 1998). Outro tipo de 
proposta apresentada, também baseada em conhecimento, é a utilização de 
sistemas especialistas para a realização do estagiamento, proposto por Ray 
(RAY et al., 1986). Os testes foram realizados em registros de 7 pacientes, e 
demonstraram índices de acerto em torno de 89%. Utilizando um Sistema 
Especialista para estagiar o sono de 6 pacientes, Principe (PRÍNCIPE, 1993) 
relata uma média de acerto em torno de 86 %. Outro exemplo da utilização de 
regras é o trabalho apresentado por Nielsen (NIELSEN et al., 1997) que, 
usando os sinais do EEG e do EOG, utilizou uma rede probabilística (Causal 
Probabilistic Network - CPN) pararealizar o estagiamento automático do 
sono em 6 pacientes. Como comparação, Nielsen utilizou o estagiamento 
manual realizado por dois especialistas como referência. Os resultados 
obtidos por Nielsen tiveram uma concordância de 68% a 71%. 
Redes Neurais Artiﬁciais - RNAs também têm sido utilizadas para 
classiﬁcação do sono partindo de treinamentos realizados com exemplos 
selecionados. Neste contexto, o trabalho de Schaltenbrand 
(SCHALTENBRABID et al., 1995), mostrou resultados interessantes. 
Utilizando uma rede neural do tipo perceptron mulúcamada, Schaltenbrand 
conseguiu índices de acertos de 82%. Uma taxa de acerto bastante próxima 
(85%) foi obtida por Principe (PRINCIPE, 1993), em testes realizados em 
uma população de 6 pacientes. Um trabalho semelhante proposto por Kirby 
(KIRBY, 1999), também, tem apresentado bons resultados na identiﬁcação de 
padrões do sono através da aplicação de redes neurais artificiais.
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Outro exemplo do uso de redes neurais artiﬁciais e EEG é 0 trabalho 
de Shimada e Shiina (SHIMADA & SHIINA, 1997), do Instituto de Ciência 
de Informação e Eletrônica da Universidade de Tsukaba, no Japão. Shimada 
e Shiina utilizaram uma rede neural com aprendizado backpropagation para 
detectar características próprias das ondas de sono através do EEG (ondas 
alfa, corcundas e ondas longas). Conforme seus resultados, obtiveram taxas 
de acerto de até 90% para ondas alfa, e até 70% de acerto para as lentas (teta 
e delta). Também tem sido utilizados outros paradigmas de redes neurais, 
como o caso de redes neurais não supervisionadas. Exemplo deste método são 
os trabalho de Lossmann e Guimarães (LOSSMANN, 1996, GUÍÍMARÃES, 
2001), que utilizaram mapas auto-organizativos e um rede neural do tipo 
Kohonen, respectivamente, para classiﬁcar desordens na respiração e semi- 
estagiamento semi-automático do sono. Podemos dizer semi~estagiamento 
uma vez que o trabalho de Lossmann não dividiu os estágios conforme as 
definições recomendadas por Rechtschaffen e Kales (RECHTSCHAFFEN & 
KALES, 1977), mas segundo critérios próprios que reduz o número de 
estágios.
' 
O número de trabalhos que procura combinar o uso de RNA com 
alguma outra técnica de IA (híbridos) também tem aumentado de forma 
significativa. É certo que as RNA atuam em conjunto com técnicas de 
processamento de sinal digital, uma vez que é requisito necessário para o 
tratamento do sinal proveniente do sistema de amostragem. Podemos citar, 
por exemplo, Baumgart (BAUMGART-SCHMITT et al., 1998), cujo trabalho 
utiliza algoritmos genéticos e algoritmos evolucionários para a otimização da 
rede neural. Os resultados alcançados por Baumgart (BAUMGART- 
SCHIVIITT et al., 1998) alcançam até 80% de concordância. Outra combinação 
publicada é a utilização de inferência Bayesiana em conjunto com uma RNA 
de 2 camadas, conforme proposta por Sylacek (SYKACEK et al., 1998), cujos 
resultados apresentam uma performance de 82% de acertos. Segundo
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Sykacek, os bons trabalhos de estagiamento baseado em redes neurais tem 
apresentado performances que variam de 75% a 85 % de acerto. 
Também encontra-se outros tipos de classiﬁcadores de sono, cujos 
objetivos são mais especíﬁcos e voltados mais para a detecção de 
características próprias, como 0 caso dos distúrbios do sono (EL-SOLH & 
MADOR, 1999). Podemos, ainda, citar o trabalho de Hadjiyannakis 
(HADJIYANNAKIS et al., 199'/Ó, cujo objetivo é detectar a transição do 
estado NREM para o estado REM do sono. Para isso, Hadjiyannakis tem 
utilizado a FFT sobre os sinais do EEG. Alguns destes classiﬁcadores 
também são baseados em redes neurais, como é o caso do trabalho de Pohl 
(POHL et al., 1995), cujo objetivo é reconhecer os complexos K durante o sono 
em sinais de EEG. Para tanto, Pohl utiliza uma rede neural fuzzy, que 
apresenta uma taxa de acerto em torno de 50%. 
No mercado não existem muitos sistemas que realizam o estagiamento 
automático, ou mesmo semi-automático do sono. Entre os sistemas que 
realizam esse tipo de estagiamento, destacamos o "Nightingale Polygraphic 
Sleep Analyser", da empresa dinamarquesa "Judex Datasusteme", e o "Sleep 
Stage Scoring", da Universidade de Joensuu (Finlândia), cujo estagiamento é 
semi-automático. 
O sistema "Nightingale" da Judex Datasystems (JUDEX, 1998), foi 
idealizado, inicialmente, dentro da Universidade de Aalborg (Dinamarca) 
pelo Departamento de Informática Médica, e somente depois foi realizada 
uma parceria comercial com a empresa Judex Datasystems para finalizar o 
produto. O "Nightingale" extrai a informação espectral do EEG usando 
modelos autoregressivos, e combinado os movimentos dos olhos, através do 
EOG, e a atividade muscular através do EMG, estes são passados por um 
classiﬁcador baseado em regras. Para aumentar a eﬁdiência de classificação, 
especiﬁcamente sobre os distúrbios do sono, pesquisas que combinam parte 
do analisador já existente, com redes neurais artificiais e métodos 
probabilisticos (NILSSON et al., 1993).
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O sistema "Sleep Stage Scoring" - SSS, do Departamento de 
Matemática da Universidade de Joensuu (Finlândia), está sendo realizado 
como parte do projeto EUROMÍED (LOSSMANN, 1997). O sistema SSS 
procura aplicar transformadas de wavelets e modelos de autoregressão, além 
de redes neurais (mapas de Kohonen) para o processamento do sinal digital 
de forma que atue sobre o estagiamento do sono. Pela característica semi- 
automática do SSS, o sistema realiza o estagiamento em 3 fases: seleção, 
treinamento e estagiamento. Na fase de seleção, o operador deve selecionar 
algumas épocas características de cada estágio que se deseja identificar do 
sinal de EEG. Na fase de treinamento, as épocas selecionadas são 
submetidas à rede neural de Kohonen para classiﬁcação. Na última fase, do 
estagiamento, o sistema, partindo da rede neural treinada com as épocas 
selecionadas, submete o restante das épocas para a respectiva classiﬁcação. 
O sistema proposto possui a finalidade de identiﬁcar apnéias durante o 
sono, bem como, realizar a classificação das fases do sono. Ainda são raros os 
sistemas que possibilitam a identificação do tipo de apnéia do sono e que 
realizam a relação com as fases do sono, provavelmente, devido a emergência 
e especificidade do tema. 
1.2 Objetivos 
1.2.1 Objetivos Gerais 
O eletroencefalograma (EEG) tem sido objeto de grande diversidade de 
pesquisas ainda não esgotadas pelos cientistas das mais variadas áreas 
(KANIINSKI et al., 1995). Deste modo, o objetivo deste trabalho é o 
desenvolvimento de uma ferramenta capaz de auxiliar na identificação de 
apnéias durante o sono, através da aplicação de técnicas computacionais 
modernas e processamento de sinais em um registro de polissonograﬁa 
(registro normalmente composto por sinais de: eletroencefalograma (EEG), 
eletro-oculograma (EOG), eletromiograma (EMG), eletrocardiograma (ECG),
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esforço respiratório, ﬂuxo aéreo nasal e oral do nível de oxigênio). Esta 
ferramenta visa auxiliar a análise de registros polissonográﬁcos para 0 
médico especialista, bem como, diminuir o tempo para identiﬁcar padroes 
característicos da apnéia do sono. g 
1.2.2 Objetivos Especiﬁcos 
O objetivo especiﬁco deste trabalho é o desenvolvimento de métodos e 
técnicas de análise para o processamento de sinais de EEG, bem como para 
os registros de ECG, EOG, EMG, respiração e ﬂuxo respiratório, 
imprescindíveis na identáﬁcação e classificação das apnéias durante o sono. 
Técnicas de processamento de sinais através da aplicação de 
algoritmos rápidos serão utilizadas nestes registros, devido ao fato destes 
possuírem uma longa duração (mais de 6 horas). Métodos baseados em Redes 
Neurais Artiﬁciais, também serão utilizados, com a finalidade de auxiliar os 
especialistas na detecção e classificação de padrões em determinados tipos de 
apnéia, e de agilizar o processo de classificação dos distúrbios do sono, os 
quais demoram, normalmente, cerca de 4 horas para serem realizados por 
um médico especialista na área de polissonograﬁa. 
1.3 Justiﬁcativas 
Inúmeras vantagens podem ser apontadas na utilização de um sistema 
computacional para identiﬁcar e classificar apnéias do sono. Dentre estas 
podem-se citar a diminuição do tempo de análise dos registros pela 
automação do processo de identiﬁcação de padrões pertencentes a um 
determinado tipo de apnéia, permitindo o aumento da conﬁabilidade e 
repetibilidade do processo. 
O emprego de Redes Neurais Artiﬁciais no processamento e análise de 
padrões apresenta~se como uma ferramenta poderosa no tratamento de sinais 
bioelétricos, já que as diﬁculdades para o ser humano e para as técnicas
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convencionais são elevadas devido, principalmente, à quantidade, à 
qualidade e ao nível de abstração dos dados disponíveis. 
Como justificativa específica, Figura a complexidade em construir 
sistemas para realizar a análise automatizada de processos. Este trabalho 
tem como intenção apresentar mais uma opção na analise automática de 
sinais bioelétricos, a qual vem de encontro com as linhas de pesquisa do 
Laboratório de Neuroﬁsiologia I (LNFI I) e do Instituto de Engenharia 
Biomédica (IEB), ambos da Universidade Federal de Santa Catarina (UFSC). 
No caso do LNFI, o tema central é o estudo da evolução dos sistemas de 
regulação do sono, para o qual torna-se necessário um conjunto de técnicas 
para a análise dos registros. No caso do IEB, uma das linhas de pesquisa é 
centrada na metodologia do processamento digital de sinais bioelétricos e 
suas possíveis aplicações na área médica.
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2. Fundamentação Teórica 
2.1 O Sono 
Todos os seres vivos, desde o unicelular até o multicelular mais 
complexo, apresentam variações ritmicas no funcionamento de seus órgãos e 
sistemas. Geralmente, essas variações estão sincronizadas com um período de 
rotação da Terra (24h). Isto pode levar à conclusão apressada que essas 
flutuações rítniicas dos animais são dependentes da periodicidade do meio 
ambiente. Entretanto, trabalhos experimentais têm demonstrado, de modo 
inequívoco, que as variações desses ritmos biológicos prosseguem mesmo após 
a exclusão de todos os fatores do meio ambiente (SANVITO, 1991;FLEMONS 
& REMMERS, 1996). Não se conhece o mecanismo de controle que produz a 
sincronização dos ritmos, mas seguramente ele é endógeno e recebe a 
denominação de "relógio biológico", onde um dos principais componentes é o 
ciclo sono-vigília. 
O ciclo sono-vigília não pode ser considerado um fenômeno passivo e 
monótono. Inúmeros estudos mostram que, durante o sono, ocorre uma 
sucessão de estágios que se alternam de acordo com o “relógio biológico” de 
cada indivíduo e podem ser caracterizados por mudanças na atividade 
elétrica cerebral (CABRERA et al., SMITH et al., 1996). 
O sono é um estado ﬁsiológico que obedece a um ritmo circadiano e que 
interrompe o estado de vigília. O sono e a vigília devem ser considerados 
estados alternantes do ciclo sono-vigília e, portanto, são funções que se 
complementam. Dentro do conceito tradicional, o sono foi considerado um 
fenômeno de fadiga que se segue a uma vigília prolongada; entretanto, 
estudos neuroﬁsiológicos têm demostrado a existência de atividade cerebral 
durante o sono, fato que leva a se concluir que o sono e a vigília constituem
dois padrões diferentes de atividade cerebral (AMERICAM SLEEP 
DISORDERS ASSOCIATION, 1997; CHESSON et al., 1997). 
O sono pode ser divido em dois tipos. O primeiro tipo é o de ondas 
lentas, caracterizado no EEG como fase de baixa freqüência cerebral e de 
grande amplitude (LANQUART et al., 1996). É seguido de uma redução do 
tônus vascular periférico e de muitas outras funções vegetativas do corpo. 
Além disso, há uma diminuição de 10% a 30% da pressão sangüínea, da 
freqüência respiratória e da intensidade do metabolismo de base 
(GOLDSTEINÇ 1992; GUY'I`ON & HALL, 1997). 
O segundo tipo é o sono paradoxal, ou sono dessincronizado, que está 
relacionado às atividades cerebrais que oscilam em alta freqüência e baixa 
amplitude, típicas da vigília, como constatado pelo EEG. Esta fase do sono é 
deniminada de sono paradoxal devido ao contraste existente entre a 
acentuada atividade do cérebro e ao fato da pessoa estar dormindo. Uma 
diferença importante entre o sono paradoxal e a vigília é a atonia muscular 
generalizada dos músculos esqueléticos, que ocorre no sono paradoxal, 
exceção para musculatura respiratória, ouvido médio e dos movimentos dos 
olhos. Mesmo com a atonia muscular, podem ocorrer' movimentos rápidos dos 
olhos (REM). Esta característica é de grande importância para identiﬁcar 
este tipo de sono; em decorrência disto, muitas vezes, o sono paradoxal é 
chamado de estágio REM do sono, mesmo quando os movimentos rápidos dos 
olhos não ocorrem (KELLY, 1991). Neste trabalho, o sono paradoxal será 
considerado como estágio REM, isto é, sono dessincronizado, com o 
aparecimento, ou nao, de movimentos rápidos dos olhos. 
2.2 Apnéias durante o sono 
No tronco encefálico, uma região chamada "centro respiratório" foi 
localizada em 1824 na parte inferior do bulbo por C.J .J . Legallois. Apesar das 
investigações, que se seguirão os mecanismos que controlam a respiração 
ainda não foram satisfatoriamente compreendidos. Sabe-se, no entanto, que o
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"centro respiratório" processa informações químicas (em resposta às 
modificações de PaCO2, PaO2 e pH); mecânicas (da parede torácica e dos 
pulmões) e comportamentais (Centros corticais superiores) (KAPSEVIALIS & 
KRYGER, 2002a). É oportuno recordar que 0 sistema respiratório participa 
de muitas funções não respiratórias (canto, riso, grito e fala), que são 
comandadas pelos centros cerebrais superiores. É por isso que as vias 
envolvidas nessas atividades podem alterar o funcionamento do centro 
respiratório do bulbo e a função metabólica homeostática do sistema e 
controle respiratório; quando se dorme e sonha, as mudanças de informação 
provenientes dos centros corticais superiores podem ser muito dramáticas 
(KAPSIMALIS & KRYGER, 2002b). 
Termo “apnéia” provém do latim e signiﬁca ausência de entrada ou 
saída de ar. A apnéia obstrutiva do sono é caracterizada por episódios 
repetitivos de obstrução da via aérea superior que ocorrem durante o sono 
por pelo menos 10 segundos, geralmente acompanhados da redução da 
saturação de oxi-hemoglobina no sangue. A obstrução das vias aéreas pode 
ser total (apnéia) ou parcial (hipopnéia). A apnéia central é definida, por 
convenção, como sendo um periodo superior a 10 segundos sem ﬂuxo de ar, 
durante o qual não existe esforço respiratório evidente pelos músculos 
torácicos. Esta condição difere da apnéia obstrutiva, pela ausência de 
obstruções nas vias aéreas superiores e pela existência, nesta, de esforço 
respiratório. A grande maioria dos pacientes que possui apnéia central 
também possui alguns eventos obstrutivos (GUILLEMINAULT et al., 
FLEETHAM, 1992; BERRY & GLEESON, 1997). Já a hipopnéia é deﬁnida 
como a diminuição da ventilação até 50%, de igual duração a anterior. Ambas 
são acompanhadas de dessaturação de oxigênio e culminam com um 
microdespertar encefalográﬁco que definimos como despertar breve. 
As apnéias do sono podem ser classiﬁcadas em: 
- centrais: ausência total do ﬂuxo aéreo-buco-nasal e de esforço 
ventilatório, por inibição do centro respiratório;
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- obstrutivas: parada do ﬂuxo aéreo-buco~nasal com persistência de 
esforço ventilatório diafragmático. Manjfesta a existência de um 
componente obstrutivo das vias aéreas superiores; 
- mistas: apnéia que começa com o componente central e logo se torna 
obstrutiva. 
Portanto, a parada respiratória durante o sono pode se dar devido à 
obstrução das vias aéreas superiores (apnéia obstrutiva), ao dano do esforço 
respiratório (apnéia central) ou à combinação dos dois fatores (apnéia mista). 
A Figura 2.1 apresenta o ﬂuxo e o esforço respiratório referente aos dois tipos 
de apnéias, central e obstrutiva. 
Central _ Obstrutiva 
Fluxo de Ar 
I io I $eC 
Esforço respiratório 
Z 
,I ~/D 
Êigura 2; I - Relação entre o fluxo de ar e o esforço respiratório. A esquerda. pode-se observar 
o fluxo e o esforço respiratório referente a apnéia central e à direita, apnéia obstrutiva 
Os músculos das vias aéreas superiores, ou que auxiliam no processo 
repiratório (como 0 genioglosso e outros), provavelmente agem em conjunto 
para dilatar a faringe na respiração. O decréscimo ou perda da atividade 
muscular nestes músculos e/ou no diafragma, aumento de peso, alteração da 
estrutura óssea, podem ser uma causa das apnéias (BRADLEY, KRYGER, 
1992; FLEMONS & REMMERS, 1996). 
A diminuição do tônus muscular do músculo dilatador da faringe pode 
produzir a obstrução das vias aéreas superiores e conduzir a obstrução do
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ﬂuxo respiratório quando a atividade do diafragma é fraca (apnéia mista). 
Por outro lado, se uma perda da atividade muscular não caracteriza uma 
obstrução da faringe, veriﬁca-se a ocorrência de uma apnéia central. 
É importante determinar como ocorre a apnéia central em indivíduos 
normais que possuem algum tipo de disfunção respiratória durante o sono. 
Desordens respiratórias durante o sono (apnéias e hipopnéias, ambas 
centrais ou obstrutivas) são comuns em indivíduos normais, e possuem maior 
incidência em homens com idade elevada (acima de 40 anos) e mulheres após 
a menopausa, 'sugerindo que ocorrem especialmente em indivíduos com maior 
idade. Porém, a causa deste evento (central ou obstrutiva) ainda continua 
obscura (GUTLLEMINAULT et al., 1992; KRYGER et al., 1994; OHAYON et 
al., 1997). 
A representação clínica de pacientes com apnéia central do sono pode 
diferir da representação dos pacientes com apnéia obstrutiva, embora exista 
uma considerável sobreposição entre as caracteristicas dos dois grupos 
(KRYGER et al., 1994, apud GUILLEMINAULT et al., 1992; WU & SLATER, 
1993; ROEHRS et al., 1985). Com base nos estudos referidos anteriormente, 
a Tabela 2.1 descreve as características sintomáticas dos indivíduos com 
apnéia central e apnéia obstrutiva. Já na Tabela 2.2 é apresentado um 
conjunto de queixas que os pacientes realizam para serem relacionados com 
os sintomas da apnéia do sono. 
As seqüelas causadas pelos problemas de parada respiratória durante 
o sono são, geralmente, de origem cardivascular ocorrendo, ainda, problemas 
pulmonares, hipertensão arterial sistêmica, sono de má qualidade e 
dessaturação de oxigênio arterial (LÉVY et al., 1992; YOUNG et al., 
GRUSTEIN, 1996). As conseqüências hemodinâmicas das apnéias centrais 
são visíveis e podem ocasionar arritmias cardíacas (EDMONDS, 1992). 
Evidências indicam que essas arritmias são similares às que ocorrem em 
pacientes com apnéia obstrutiva (HUDGEL, 1992; WHITE, 1983).
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Tabela 2.1 - Caraterísticas de indivíduos com apnéia central e obstrutiva (AMERICAN 
_ 
SLEEP DISORDERS, 1997) 
. ~ ~- ~~ '-_ _. _ z A ., .,-_--=.--‹-uš 
_ . .. _ â-.‹› - -f -‹-~-z-‹-_ .=-----~-f- -‹~ ' ' 
Apnéia Central Apnéia Obstrutiva 
Peso normal Normalmente obesos 
Insônia; hipersonolência Sonolência diária 
Despertar durante o sono Ronco alto 
Sono suave e intermitente Deterioracão intelectual 
Mínima disfunção sexual Disfunção sexual 
Depressão Enxaqueca matutina 
Tabela 2.2 - Princi 
A arritmia cardíaca mais comum que acompanha as apnéias do sono é 
a arritmia do sinus, com a ocorrência de bradicardia no ﬁnal da parada 
respiratória. Bradicardias de elevada duração (com uma taxa menor do que 
20 batimentos cardí acos por minuto) podem ocorrer durante estas apnéias. A 
Figura 2.2 exemplifica um tipo de arritmia cardíaca acompanhada com uma 
parada respiratória.
' 
pais queixas mencionadas pelos pacientes com apnéias do sono (modificado 
de AMERICAN SLEEP DISORDERS 1997 ' J ) 
_. 
-- ~ “_ úêt‹âé'=-iéféfí‹Làs"f¿""ëins;àóâémzes:_z._._Vt z . , .- 
p 
Acorda cansado 
Sonolência no trabalho. dirigindo, vendo TV
Í 
Não tem paciência com as crianças 
Perturba todos na casa enquanto dorme 
Não pode dormir em viagens 
Não pode freqüentar igrejas ou cinemas 
Virou a "piada" dos netos 
_ Namorada (0) não quer casar 
Cônjuge dorme em quarto separado
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Figura 2.2 - Vinte segundos de registros polissonográlicos durante o sono. Os dez segundos 
de apnéia central são caracterizado pela ausência de esforço abdominal, ou respiratório. e 
fluxo nasal. Ocorre assistole por 6,5 segundos durante a parada respiratória (modificado de 
KRYGER. 1992) 
2.2.1 Respiração durante o sono 
Durante o sono, a respiração pode sofrer diversas alterações de ordem 
patológicas ou não. O importante na classiﬁcação das apnéias do sono é a 
correlação existente com as fases do sono, principalmente a relação com o 
sono paradoxal. 
2.2.1.1 Sono NREM 
No início do sono NREM pode se observar irregularidade respiratória, 
consistindo~se de oscilações de amplitude de ventilação denominada 
"respiração periódica". 
As oscilações podem ser de amplitude variável, resultando em hiper ou 
hipo ventilação, ocorrendo em apnéias centrais ou obstrutívas (pausas 
respiratórias com a duração mínima de 10 segundos no adulto). Em geral a 
freqüência respiratória não se modiﬁca muito. O EGG mostra que a
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diminuição na amplitude da respiraçao coincide com o adormecer. A 
respiração periódica do início do sono pode durar tanto como a alternância 
entre a vigília e os estágios 1 e 2; desaparece quando se estabelece o estágio 2 
ou se alcança o sono estável ou profundo. No sono produz-se uma 
hipoventilação (controle respiratório é quimico e há mudança na 
sensibilidade quimio-receptora para CO2), por esse motivo alcançando um 
nível mais alto de PCO2, o qual permite que o indivíduo se mantenha 
dormindo. Quanto à resistência das vias aéreas superiores (VAS), tem-se 
demonstrado que aumenta mais que o dobro no sono NREM, enquanto que as 
propriedades elásticas do pulmão não estão alteradas. Talvez o aumento da 
resistência das VAS contribua para a diminuição da ventilação durante o 
sono. Por outro lado, a atividade EMG dos músculos intercostais e do 
diafragma é mais baixa durante o sono NREM do que durante a vigília 
(FLEETHAM, 1992). 
2.2.1.2 Sono REM 
Durante o sono REM, a respiração irregular é habitual nos adultos e 
nem a hipercapnia pode regularizar esse padrão. Por outro lado, tanto as 
funções motoras como as sensoriais estão reduzidas. Esta combinação, 
provavelmente, contribui para a deterioração acentuada das respostas 
ventilatórias durante o sono REM. A irregularidade de respiração durante o 
sono REM consiste de bruscas modiﬁcações de amplitude e freqüência, por 
vezes interrompida por apnéias centrais que, normalmente, duram de 10 a 
30s. Isto encontra-se associado a salvas de movimentos oculares rápidos. 
Tem-se sugerido que o padrão respiratório durante o sono REM não depende 
de processos de regulação química e sim, de ativação do sistema de controle 
do comportamento respiratório, próprio do processo do sono REM. A 
participação da caixa torácica está diminuída durante 0 sono REM, 
entretanto, a atividade diafragmática está aumentada.. Vale ressaltar que as
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investigações e trabalhos clínicos e experimentais realizados até hoje não são 
suﬁcientes para esclarecer por que ocorrem as mudanças observadas na 
respiração durante o sono (GUILLEMINAULT et al., 1978; HUDGEL, 1992). 
2.3 Características dos registros polissonográﬁcos da apnéia do sono 
A polissonograﬁa (PSG) é o registro simultâneo de múltiplos sinais 
bioelétricos durante o sono. Normalmente, estudos clínicos utilizam 
montagens de PSG que incluem eletroencefalograma, eletro-oculograma 
(EOG), eletromiograma de mento (EMG), eletrocardiograma, entre outros. A 
informação necessária para identiﬁcação dos parâmetros do sono é adquirida 
através da análise combinada e simultânea destes registro da PSG (ARDIGO, 
1994; RODRIGUES, 1997; SILVA, 1998a; BROUGHTON, 1995). 
Os registros de PSG relacionados com o estudo da apnéia do sono, 
utilizados para todos os pacientes neste trabalho, são os seguintes: 
- quatro registros de EEG, dois deles tomados na região occipital (O1 e 
O2) e outros dois na região central (C3 e C4); 
- três registros de EMG, tomados no músculo do mento, tibial anterior 
direito e esquerdo;
_ 
- dois registros de EOG, tomados à direita e esquerda da face, próximo 
aos olhos; 
- um registro de ECG; 
- um registro de oximetria, através de um transdutor infravermelho 
colocado no dedo da mão; 
- um registro de movimento torácico, obtido através de uma cinta 
colocada na cintura do paciente; 
- um registro de ﬂuxo respiratório, através de termistores situados 
próximos às narinas; 
- um registro de sons e movimentos ou posição de dormir do paciente.
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Os três primeiros tipos de sinais (EEG, ECG e EOG) são essenciais, 
como será visto mais adiante, na identiﬁcação das fases do sono 
(RECHTSCHAFFEN & KALES, 1977). Os demais sinais são necessários para 
diagnosticar e classiﬁcar o tipo de apnéia do sono (BROUGHTON, 1995). 
Todos os registros citados serão rapidamente descritos no decorrer desta 
seção, enfatizando as caracteristicas principais relacionadas à identiﬁcação 
das apnéias durante o sono. ~ 
2.3.1 O Eletroencefalograma 
A ativação do córtex cerebral na percepção ou controle de movimentos, 
por exemplo, depende da operação neuronal em conjunto, e não da simples 
ativação de um único neurônio. O comportamento neuronal em conjunto pode 
ser estimado pela a observação das respostas individuais das células com 
microeletrodos. Essa técnica consome muito tempo na preparação do 
indivíduo e, eticamente, somente pode ser utilizada em experimentos com 
animais. Uma técnica mais apropriada é a que utiliza macroeletrodos 
(similar à anterior, a qual é utilizada para mapear respostas no córtex 
cerebral) para gravar o somatório das atividades de um grande grupo de 
neurônios. Registros de respostas elétricas dos neurônios em conjunto podem 
ser obtidos em humanos quando a superficie do córtex cerebral está exposta 
durante uma cirurgia (eletrocorticograma-ECoG), ou não-invasivamente, com 
'os eletrodos na superﬁcie do escalpo (eletroencefalograma-EEG). 
Um registro de EEG é caracterizado pelas flutuações da atividade 
elétrica de grandes conjuntos de neurônios no cérebro. Especiﬁcamente, é a 
medida do ﬂuxo de corrente extracelular associado com a soma das atividades 
individuais de muitos neurônios (KELLY, 1991). 
Posicionando eletrodos no escalpo e ampliﬁcando a atividade elétrica 
que eles captam, torna~se possível o registro desse tipo de sinal. A variação 
dos niveis elétricos captados nessa superﬁcie são chamados de ondas
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4cerebrais (KELLY, 1991). Estas atividades elétricas são o resultado da 
atividade coletiva de muitas células em uma pequena área do córtex cerebral. 
Quando os potenciais em muitos neurônios são modificados sincronicamente 
(ao mesmo tempo ou em seqüência ordenada), eles criam ritmos de vários 
tipos (PRADIAN et al., 1996). O sincronismo e os ritmos resultantes dos 
neurônios corticais podem ser inﬂuenciados por mudanças locais e células 
nervosas de outras partes do cérebro (TYNER et al., 1989). 
Esses sinais do EEG são de baixa amplitude (ordem de alguns 
microvolts (uV)), e a sua freqüência, em humanos, ocupa uma banda em 
freqüência de 0 a 100Hz, com uma concentração de energia do sinal entre 0,5 
a 60Hz. Na Figura 1.3 são apresentados diferentes tipos de atividades 
elétricas registradas no EEG. No primeiro bloco, Figura 2.2~A, durante o 
intervalo de um segundo houve variação na amplitude do sinal, indicando 
uma freqüência em torno de 10 Hz; a esta onda denomina-se ritmo Alfa. O 
ritmo Alfa é comum em indivíduos acordados e possui uma freqüência 
caracteristica na faixa de 8 a 13Hz, variando de indivíduo para individuo 
(TYNER et al., 1989) (ver Figura 2.3 letra A). 
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Figura 2.3 - Tipos comuns de atividades eletrográficas em humanos. Em A ondas do tipo alfa, 
em B ondas do tipo beta, em C ondas do tipo teta e em D ondas do tipo delta(adaptado de 
Tyner et al., 1989)
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Ondas de baixa amplitude de tensão (em tomo de microvolts), que 
possuem o conteúdo de ﬁeqüência entre 13 e 22Hz, chamam~se ondas Beta 
(ver Figura 2.3 letra B). Este ritmo é comum em pacientes adultos normais, 
durante o estado de vigília e é predominante na região pré-central do cérebro. 
O ritmo Beta pode dividir-se em Beta I e Beta H, ocupando a faixa de 13 a 
17Hz e 18 a 22Hz, respectivamente. 
Embora as ondas Alfa e Beta tenham sido as primeiras a serem 
identiﬁcadas, outros tipos de atividades foram posteriormente descritas, 
sendo o caso dos ritmos na faixa de freqüência de 4 a 8Hz, chamados de 
ondas Teta, Figura 2.3 - C. As ondas Teta são freqüentemente encontradas 
em crianças, nas regiões central e temporal, e são atividades típicas dos 
estados iniciais do sono (KLIMESCH et al., 1996). 
Em um adulto normal em vigília, atividades abaixo de 4Hz são 
relativamente' raras. Ondas nesta faixa podem ser vistas na Figura 2.3 letra 
D. Essas ondas, em particular, são de aproximadamente 0,33 segimdos de 
duração, equivalente a uma freqüência de aproximadamente 3 Hz. As 
freqüências menores que 4Hz, no EEG, podem ser consideradas, em geral 
como ritmo Delta. 
_ 
As atividades cerebrais registradas no EEG, que apresentam 
freqüências maiores que 22Hz, normalmente entre 23 e 30Hz, são chamadas 
de ondas Gama. Normalmente, essa ondas são relacionadas com a percepção 
visual (EROGLU et al., 1996a e EROGLU et al., 199Gb). A Tabela 2.3 resume 
as freqüências características de cada onda do EEG. 
Tabela 2.3 - Ritmos cerebrais e suas respectivas freqüências 
Tipo de onda Freqüência 
Delta 
Teta 
Alfa 
Beta 
Gama 
O.5a4Hz 
4a8Hz 
8al3Hz 
13a22Hz 
23a30Hz
Em adultos normais, sem problemas cerebrais, as mudanças na 
atividade registradas no EEG ocorrem regularmente durante mudanças de 
níveis de consciência, podem ser mais proeminentes em algumas áreas do 
cérebro do que em outras e podem ser relacionadas a diferentes estados de 
reatividade. Por exemplo: como dito anteriormente, o adulto saudável, 
relaxado e acordado, com os olhos fechados, normalmente apresenta um 
ritmo Alfa. Caso o individuo seja instruído a abrir os seus olhos, a atividade 
Alfa deve apresentar um decréscimo de voltagem (atenuação) e mudança de 
freqüência predominante, como conseqüência de estímulo visual (WEBSTER, 
1902; GUYTON & HALL, 1997). A Figura 2.4 ilustra esse tipo de estimulação 
visual. 
lí.-_{ 101 
P3'0 lseg 
IBM 
~WN\Mwm,ww%wwWwWW¢Jlﬂd Wlƒ 
gm Fechados mms Amos Olhos Fechados
ÉÉ š 
Figura 2.4 - Efeito do abrir e fechar de olhos no registro de EEG (adaptado de Webster, 1992) 
Em geral, existe uma relação entre o grau de atividade cerebral e a 
média das freqüências do ritmo do registro no EEG: a freqüência aumenta 
progressivamente, com o aumento do grau de atividade do cérebro. As ondas 
Delta são freqüentemente encontradas em redução ou paralisias das reações 
intelectuais sensitivas ou motoras, como por exemplo: anestesia cirúrgica e 
sono. A Figura 2.5 ilustra a variação do registro de EEG à medida que o 
indivíduo começa a “aprofundar-se” no sono.
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Figura 2.5 - Estados do paciente e seus respectivos sinais eletroencefalográﬁcos. Apartir da 
parte superior da figura até a inferior pode-se observar o registro de EEG para o mesmo 
paciente quando este está: Excitado, relaxado, sonolento, dormindo e em sono profundo 
(adaptado de Webster, 1992) 
Para a visualização dos estágios do sono de forma adequada, 
normalmente costuma-se monitorar as derivações C3/A1 (Central 
3/referência), C4/A1 (Central 4/referência), O1/A2 (Occipital 1/referência), 
O2/A1 (Occipital 2/referência), adotando como referência A1 o lobo esquerdo 
da orelha do paciente e A2 o lobo direito (Figura 2.6) (RECHTSCHAFFEN & 
KALES, 1977).
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Figura 2.6 - Colocação dos eletrodos C3, C4. O1. O2 e Al para gravação do EEG 
durante os estágios do sono (adaptado de Rechtschaffen & Kales, 1977)
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2.3.2 O Eletromiograma 
A eletromiograﬁa é o estudo da atividade elétrica, normal ou anormal, 
dos músculos. Existem três tipos de músculos: esqueléticos (usados para o 
movimento e controle da postura, bíceps, tríceps, peitorais, etc.); cardíacos 
(músculos que bombeiam sangue através do coração e dos vasos) e lisos 
(músculos que cobrem vasos, bexiga, intestino e estômago). A Figura 2.7 
mostra a organização interna dos músculos esqueléticos (GUYTON & HALL, 
1997). 
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Figura 2.7 - Organização do músculo esquelético. Da esquerda para a direita, a partir de 
sucessivas ampliações da ﬁbra muscular. pode-se visualizar uma representação da mioﬁbrila 
e mioﬁlamento (filamentos de miosina e actina) (adaptado de NORMANN, 1988) 
Os músculos esqueléticos são compostos de uma grande quantidade de 
ﬁbras, cada uma com cerca de 50 um de diâmetro. Cada ﬁbra muscular é 
composta por muitas ﬁbrilas, com cerca de 150 Á de diâmetro, as quais são 
compostas por proteinas contráteis, a miosina e a actina. Essas proteínas são 
extremamente bem organizadas e são capazes de se deformarem quando 
ocorre um aumento do nível de cálcio na fibra muscular. Com a modiﬁcação 
de sua forma, elas se sobrepõem uma sobre a outra fazendo com que a ﬁbra 
muscular se encurte e produza uma determinada força. 
O aumento do nível de cálcio, que causa a contração, é ativado por um 
potencial elétrico que se propaga ao longo da membrana celular do músculo,
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causando a liberação de íons de cálcio no interior da ﬁbra muscular. O 
potencial de ação muscular é, por sua vez, ativado por um potencial de ação 
nervoso que se propaga sobre o nervo motor e inervações do músculo, até uma 
parte especializada do músculo, chamada de placa motora. Quando um 
potencial chega até a placa motora, o nervo motor, que pode enervar uma ou 
mais ﬁbras musculares, libera um neurotransmissor chamado de acetilcolina 
que se difimde nas ﬁbras musculares, dando inicio a um potencial de ação 
muscular que produz a contração do músculo. Resumindo, podemos dizer que 
a contração muscular é resultante de um potencial de ação muscular, o qual é 
produzido por um potencial de ação nervoso (NORMANN, 1988; SCHAUF et 
al., 1995). 
O registro eletromiograﬁco é a captação e representação gráﬁca destes 
potenciais musculares. Porém, para a captação desses tipos de sinais é 
necessário um amplificador de sinais bioelétricos flexível (ROCHA, 1998), 
pois as amplitudes e freqüências são muito variadas devido ao tamanho fisico 
do músculo e de sua atividade funcional. A faixa de amplitude dos sinais 
eletromiográﬁcos está situada na faixa de 20 uV a 10 mV e a freqüência na 
faixa de 5 Hz a 10 kHz, porém a banda de freqüência de maior interesse 
raramente alcança 1 kHz. 
O registro da atividade eletromiográﬁca é muito utilizado nos registros 
de PSG, pois representa uma das variáveis mais importantes na classiﬁcação 
das etapas do sono. 
Uma das principais caracteristicas do sono REM é a atonia dos 
músculos estriados esqueléticos, isto é, uma diminuição muito grande do 
tônus muscular, quando comparado com os outros estados do sono 
(RECHTSCHAFFEN & KALES, 1977; KELLY, 1991). 
Os registros de EMG utilizados neste trabalho, com a finalidade de 
veriﬁcar o tônus muscular, são realizados sobre o músculo do mento. São 
utilizados eletrodos na parte central do mento (Figura 2.8). Estes sinais 
proporcionam algumas informações que são necessárias para a classiﬁcação
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das fases do sono. Porém, existem outros sinais de EMG que podem auxiliar 
no processo de identificação das fases do sono, entre eles: o EMG tibial para 
medição do tônus muscular axial; EMG dos gastrocnêmios (Gêmeos) para 
veriﬁcar movimentos periódicos, das pernas durante o sono; EMG do músculo 
intercostal para medir o esforço respiratório, não utilizados no presente 
estudo. ` 
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Figura 2.8 - Colocação dos eletrodos para gravação do EMG do mento durante os estágios do 
sono (adaptado de Rechtschaffen & Kales, 1977) 
2.3.3 O Eletro-oculograma 
O eletro-oculograma é o registro do potencial elétrico associado com os 
movimentos de três pares de músculos (retos medial e lateral, retos superior 
e inferior e oblíquos superior e inferior). A diferença de potencial entre a 
córnea e a retina do globo ocular criada ao redor da órbita ocular, pelos 
movimentos musculares, é denominada de potencial eletrooculográﬁco. Estes 
potenciais são complementares, um em cada órbita ocular, formando um 
dipólo elétrico cujo nivel do potencial está situado entre 10 pV e 4 mV, e sua 
faixa de freqüências entre 0,1 e 100 Hz. Este tipo de registro é muito 
importante para a determinação de potenciais evocados relativos a estímulos 
extemos e para a identificação de uma determinada fase do sono através da
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ocorrência (sono REM), ou não, de eventos do EOG (TYNER et al., 1989; 
SILVA, 1998a). 
No estudo aqui realizado, torna~se de suma importância o registro de 
EOG devido a uma característica muito importante associada com o estágio 
REM do sono: o movimento rápido dos olhos, o qual pode ser facilmente 
captado pelos registros de EOG. A Figura 2.9 apresenta o pontos de colocação 
de eletrodos na captação dos sinais dos movimentos oculares horizontais.
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Figura 2.9 - Colocação dos eletrodos para gravação do EOG durante os estágios do sono 
(adaptado de Rechtschaífen & Kales, 197 7) 
2.3.4 O Eletrocardiograma 
O ECG é o registro da atividade elétrica do coração relacionada à ação 
do músculo cardíaco. A atividade mecânica da função cardíaca está 
intimamente relacionada à atividade elétrica, tornando o eletrocardiograma 
uma ferramenta importante para monitorar 0 funcionamento do coração. A 
faixa de concentração do ECG varia de 50 uV a 5 mV e de 0,1 a 100 Hz, para 
amplitude e freqüência, respectivamente. 
A importância do ECG, no presente estudo, deve-se ao fato de que as 
apnéias durante o sono podem comprometer com o funcionamento do coração. 
Alguns tipos de apnéia podem levar a mudança do rítmo cardíaco e até 
mesmo a ocasionar arritmias que podem levar à morte (EDMONDS, 1992;
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YOUNG, MORGAN, 1996, BRADLEY, 1992, SOARES et al., 1998). Os 
eletrodos para captação do registro de ECG, podem ser posicionados em 
qualquer derivação, sendo as mais utilizadas as derivações centrais 
(GUYTON, 1997). 
2.3.5 Oximetria, Movimento Torácico e Fluxo Respiratório 
O nível de oxigênio do sangue (Oximetria) é um parâmetro importante 
para a análise da severidade, ou não, das apnéias durante o sono. Uma 
apnéia muito - prolongada modiﬁca o nível de oxigénio da corrente 
circulatória, podendo desencadear hipertensão, problemas de ordem cerebral 
e cardíaca, e ocasionar modiﬁcações no metabolismo do corpo (STROHL, 
SMITH et al., MORGAN, 1996; CHERVIN et al., 1997). 
O ﬂuxo respiratório e 0 movimento torácico estão intimamente 
relacionados com o tipo de apnéia, que será obstrutiva, se houver esforço 
ﬁsico para a realização da respiração, e central, se não houver esforço fisico. 
O termo hipopnéia pode ser aplicado em casos onde existe um pequeno 
esforço fisico para realizar a respiração, ﬂuxo respiratório diminuído de 50% 
ou mais e diminuição do nível de oxigenação (HARDING, 2001). 
2.3.6 Sons e movimentos do paciente 
Os registros de sons são importantes para veriﬁcar se o paciente possui 
algum tipo de ronco relacionado com o problema da apnéia do sono. Muitas 
vezes as vias aéreas superiores são responsáveis pelo ronco do paciente e, 
possivelmente, podem ser a causa de algum tipo de apnéia do sono 
(HUDGEL, FLEETHAM, 1992). 
Existem variações signiﬁcativas nas amplitudes dos registros, 
principalmente os registros de movimentos torácicos e de fluxo respiratório. 
Estas mudanças de amplitude, à nível do sinal, devem ser levadas em 
consideração, pois os parâmetros para a classiﬁcação do tipo de apnéia do 
sono são baseados na variação da amplitude destes registros em um
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determinado espaço de tempo (STRADLING & DAVIES, 1996; LAMMERS et 
al., 1997, ELBAZ et al., 2002). Já o monitoramento de movimentos do 
paciente quando está dormindo (actimetria) é importante para veriﬁcar as 
mudanças de amplitudes nos registros bioelétricos, ocasíonadas pela posição 
em que o paciente está deitado, se de barriga para cima ou para baixo, ou se 
está deitado de lado.
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3. Classificação dos Estágios do Sono 
As diversas atividades bioelétricas representadas nos registros 
polissonográﬁcos são analisadas através dos critérios para a classiﬁcação do 
sono estabelecidos por Rechtschaﬁen e Kales (RECHTSCHAFFEN & 
KALES, 1977). A análise do sono é baseada em um conjunto de sinais 
bioelétricos, dentre os quais se encontram: o eletroencefalograma (EEG), o 
eletromiograma- (EMG) e o eletro-oculograma (EOG). 
A classiﬁcação dos estágios do sono é baseada na divisão do registro de 
EEG em épocas. Estas épocas, ou intervalos do registro de EEG, são 
normalmente divididas de acordo a velocidade do registro (tamanho da 
página) analisada. Normalmente, a duração de uma época é de 20 ou 30 
segundos e pode ser subdivida em períodos de 5 ou 10 segundos para facilitar 
a visualização e a classiﬁcação (RECHTSCHAFFEN & KALES, 1977, 
RECHTSCHAFFEN et al., 1999). O tempo de cada época pode ser adotado 
conforme o especialista que realiza a classiﬁcação do registro 
polissonográﬁco, sendo que no caso deste trabalho será adotada um época de 
30 segundos dividida em 3, como será descrito mais adiante. 
O critério de classiﬁcação baseado em épocas não é realizado somente 
com a análise de cada época isoladamente e sim, em conjunto, como será visto 
no decorrer desta seção. O escore de uma época, ou nivel de similaridade, 
associado a determinada época, depende principalmente das características 
dos sinais polissonográﬁcos do período e, em parte, das épocas anteriores e 
posteriores ao registro. A principal característica dos sistemas baseados em 
épocas é a divisão do registro polissonográﬁco em segmentos consecutivos de 
igual tamanho e apenas um escore associado a cada época. Por exemplo, se 
uma época de 30 segundos é utilizada na análise de um registro, somente um 
escore pode ser associado a este periodo. Porém, na análise em conjunto, duas 
ou mais épocas podem ser combinadas para identiﬁcar uma terceira.
O sistema aqui proposto possui exatamente este perﬁl, o de analisar 
não somente a época atual e sim, o conjunto de épocas anteriores para gerar 
um resultado ﬁnal da classiﬁcação dos estados do sono. Este comportamento 
é uma inovação na análise e classiﬁcação das fases do sono porque o sistema 
procura identiﬁcar ou imitar 0 comportamento do especialista durante a 
análise do registro polissonográﬁco. Portanto, o sistema não pode começar a 
análise no meio de um registro polissonográﬁco (somente no inicio) devido a 
falta de informações das épocas anteriores, o que pode gerar um resultado 
negativo da classiﬁcação pelo sistema. 
A seguir serão relacionados todos os estágios do sono, bem como, as 
suas principais características. Através das caracteristicas do traçado o 
sistema proposto deverá identíﬁcar e classiﬁcar cada tipo de estágio do sono. 
3.1 O estágio W do sono 
O estágio W corresponde ao estado de vigﬂia, o qual é caracterizado 
pela atividade alfa e/ou baixos niveis de amplitude em conjunto com 
freqüências mistas no EEG. ' 
Certos individuos podem apresentar um ritmo continuo de atividade 
alfa; outros apresentam pequenos intervalos ou até mesmo a ausência de 
atividade alfa no decorrer de um registro durante a vigília (PARDEY et al., 
1996). Este estágio é usualmente acompanhado de um tônus muscular 
relativamente alto, o qual é veriﬁcado através dos registros de EMG, e por 
movimentos dos olhos e pálpebras (piscadas) no registro de EOG. A Figura 
3.1 apresenta um registro de EEG, EMG e EOG durante a vigília.
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Figura 3.1 - Registro de EEG em A registro de EMG em B e registro de EOG em C, durante 
o estágio de vigília 
3.2 O Tempo de Movimento 
Embora,""o “tempo de movimento” não seja um estágio do sono 
propriamente dito, este é importantepois relaciona ocasiões onde não se pode 
classiﬁcar a fase do sono. O escore relacionado a Tempo de Movimento (TM) é 
associado a épocas de registros onde os traçados do EEG ou EOG foram 
obscurecidos, em mais da metade da época, pela tensão muscular e/ou 
artefatos associados aos movimentos do paciente. O escore TM não deve ser 
confundido com movimentos discretos de curta duração do corpo (MC). Tais 
movimentos podem ser considerados como eventos especificamente 
ﬁsiológicos os quais ocorrem durante os diversos estágios do sono e 
contribuem para a identificação da época. Ambos, o TM e o MC devem ser 
distinguidos dos Movimentos de Despertar (MD), os quais são de grande 
importância na classiﬁcação do tipo de sono (PTVIK & HARMAN, 1995). Um 
MD é deﬁnido como um aumento na amplitude do sinal de EMG (ou outro 
canal), o qual é acompanhado por esta mesma modificação do padrão em um 
outro canal do registro polissonográﬁco. 
3.3 O Estágio 1 do sono 
O estágio 1 do sono é deﬁnido por uma amplitude de tensão 
relativamente baixa, cuja freqüência predominante da época situa-se na faixa 
de 2 a 7 Hz. O estágio 1 é a transição entre a vigília e os outros estágios do 
sono. Este, durante o sono noturno, tende a ser relativamente curto, cerca de 
1 a 7 minutos. As maiores amplitudes de tensão captadas pelos
32
amplificadores para este estágio (50 a 75uV) ocorrem em espaços irregulares 
durante a parte ﬁnal deste estágio. Neste, podem ocorrer formas de onda do 
tipo vertex que podem chegar à amplitude de 200uV (ver Figura 3.2). 
O escore do estágio 1 do sono requer a ausência total de complexos K 
ou ﬁisos do sono (estas formas serão analisadas posteriormente), bem como a 
presença de movimentos lentos dos olhos, com duração de um a três 
segundos. A transição do estágio de vigília para o estágio 1 é caracterizada 
pela ondas lentas generalizadas nos registros de EEG, com a ausência de 
movimentos rápidos dos olhos. 
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Figura 3.2 - Registro de EEG em A, registro de EMG em B e registro de EOG em C. durante 
0 estágio 1 do sono 
3.4 O estágio 2 do sono 
Este estágio é deﬁnido pela presença de fusos e/ou complexos K e 
ausências de sinais com amplitudes elevadas, suficiente (maior que 50%) 
para deﬁnir a presença dos estágios 3 e 4. 
A forma de um fuso do sono é apresentada na Figura 3.3. Sua duração 
minima deve ser de 0,5 segundos. Assim podemos identiﬁcar no mínimo 6 a 7 
picos e vales na forma de onda caracterizada como fuso do sono. 
O complexo K (Figura 3.3) é deﬁnido como uma forma de onda bem 
delineada, com uma forma de onda negativa seguida imediatamente de uma 
componente positiva. O tempo total do complexo K deve exceder 0,5 
segundos; ondas de 12 a 14 Hz podem constituir parte deste complexo. Os 
complexos K são geralmente associados a estímulos externos (evocados) e
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ocorrem com mais freqüência no vértice cerebral (derivações C3 e C4 do 
registro de EEG). ` 
Como os fusos do sono e os complexos K são fenômenos transientes, 
periodos longos podem ocorrer sem que haja uma mudança de estágio. Se o 
período entre os fusos ou complexos K ultrapassar 3 minutos o escore é 
deﬁnido como estágio 1; se ocorrer em intervalos menores, o estágio é 
definido como 2. . 
A Figura 3.3 apresenta 0 registro de EEG durante a fase 2 do sono; a 
Figura 3.4, um conjunto de padrões de fusos do sono; e a Figura 3.5, um 
conjunto de complexos K. 
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Figura 3.3 - Registro de EEG em A, registro de EMG em B e registro de EOG em C, durante 
o estágio 2 do sono ' 
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Figura 3.4 - Conjunto de padrões de fusos do sono 
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Figura 3.5 - Conjunto de padrões de complexos K do sono
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3.5 O estágio 3 do sono 
O estágio 3 do sono é definido por um registro de EEG no qual 20 a 
50% de uma época se constitui de ondas de 0,5 a 4Hz ou mais lentas, com 
amplitudes ao redor de 75 uV pico a pico (diferença entre o ponto mais 
positivo e o mais negativo de uma determinada onda). Na determinaçao da 
percentagem de uma época a qual contém ondas lentas com as características 
citadas acima, deve-se admitir uma certa margem de erro, porque algumas 
vezes é dificil distinguir visualmente este tipo de onda das demais. 
A classificação dos estágios 3 e 4 é feita pela comparação entre os 
traçados das épocas anteriores, veriﬁcando-se o aumento da amplitude e a 
diminuição da freqüência do EEG. A época apresentada na Figura 3.6 é 
classiﬁcada como estágio 3, devido à quantidade de ondas lentas e à 
amplitude elevada do sinal de EEG.
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Figura 3.6 - Regstro de EEG em A, registro de EMG em B e registro de EOG em C. durante 
o estágio 3 do sono 
3.6 O estágio 4 do sono 
O estágio 4 do sono é definido por um registro de EEG no qual mais de 
50% da época consiste de ondas lentas entre 0,5 e 4Hz, nas quais as 
amplitudes são superiores a 75 uV, pico a pico. Durante o estágio 4, em 
função da predominância de ondas lentas de alta amplitude, intervalos de 
baixa amplitude e ondas de atividades rápida raramente persistem por mais 
do que alguns segundos. Porém, são muito encontradas no estágio 3 do sono. 
A Figura 3.7 apresenta a ritmo de EEG respectivo ao estágio 4 do sono.
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Existem divergências sobre o nivel de amplitude de 75 |,tV do sinal de 
EEG para caracterizar as fases 3 e 4 do sono. A amplitude do sinal é 
inﬂuenciada por diversas variáveis contidas no processo de aquisição do 
sinal, tais como: resistência do eletrodo, colocação de eletrodo, distância entre 
eletrodos, impedância ou resistência da pele (TOAZZA, 1998), portanto niveis 
maiores do que 75 uV não caracterizam, por si só, a fase 4 do sono. 
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Figura 3.7 - Registro de EEG em A. registro de EMG em B e registro de EOG em C.. durante 
o estágio 4 do sono * 
3.7 O estágio REM do sono 
O estágio REM (Rapid Eye Movement) é deﬁnido pela presença 
simultânea de baixas voltagens e freqüência variável do EEG, menor 
amplitude de EMG do registro (atonia) e episódio REMS (movimentos 
oculares rápidos detectados através do EOG). No estado de vigília os 
movimentos oculares duram alguns segundos; já no estágio de sono'"REM 
podem durar apenas alguns centésimos de segundos, conforme mostra a 
Figura 3.8. O estágio REM se assemelha, em algumas características, 
ao estágio 1; no entanto ondas do tipo uertex não predominam nesta fase. No 
estágio REM podem aparecer (normalmente no vértice e regiões frontais do 
escalpo) algumas ondas do tipo dente de serra, porém estas não são 
freqüentes. A atividade alfa é mais proeminente no estágio REM do que no 
estágio 1, e a freqüência é geralmente 1 a 2 Hz mais lenta do que durante a 
vigília ÇBROUGHTON, 1995.).
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Figura 3.8 - Registro de EOG durante o estágio REM do sono 
O estágio REM não pode ser associado a uma determinada época onde 
o registro de EMG de mento apresente um tônus muscular relativamente 
elevado (RECH'l`SCHAFFEl\l & KALES, 1977). O termo relativamente 
elevado requer uma melhor explanação, pois é relacionado com a diferença de 
amplitude relacionada à mudança de estágio anterior para o estágio REM. A 
amplitude do EMG não é de grande importância e sim as variações que 
ocorreram nas épocas anteriores até a época atual do registro. Sistemas que 
veriﬁcam somente a amplitude do E1\/IG para caracterizar 0 estágio REM 
podem ser falhos, pois em algumas condições como os de tratamento de 
pacientes com antidepressivos o nível de EMG permanece com um nível 
elevado, existindo pouca diferença entre o EMG da fase REM e não REM 
(NREM) (KELLY, 1991; BROUGHTON, 1995). Novamente, torna-se 
necessário a análise através de um sistema que possua algum tipo de 
“memória” para armazenar informações anteriores, para gerar um resultado 
coerente para a época atual. O sistema proposto possui este recurso, 
possibilitando identiﬁcar a variação no tempo do registro de EMG e não 
somente amplitude do registro. 
O estágio REM é caracterizado por uma atonia muscular generalizada 
da musculatura esquelética. Algumas vezes, dependendo do paciente, pode-se 
veriﬁcar o nivel de EMG tibial (músculo da perna) com a ﬁnalidade de 
veriﬁcar esse tipo de atonia muscular ou, até mesmo, movimentos noturnos 
que ocorrem durante o sono (TYNER et al., 1989). A Figura 3.9 ilustra 
registro de EEG durante este estágio do sono.
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Figura 3.9 - Registro de EEG durante o estágio REM do sono 
3.8 O estágio REM e os fusos do sono 
Existem ocasiões, principalmente durante o primeiro período REM da 
noite, em que fusos do sono são intercalados com padrões de EEG típicos do 
estágio REM. Nestes casos, o nível de EMG permanece a um nível muito 
baixo, quase imperceptível. O escore desta situação, através das regras 
básicas, ﬁca comprometido, pois o EMG sugere que a época seja classificada 
como estágio REM, enquanto que o fuso sugere um estágio 2. Outras 
alternativas para classiﬁcação da época em questão são demostradas através 
dos exemplos abaixo: 
EXEMPLO 1 - Um único fuso ocorre em uma época durante a qual o 
EMG possui um nível similar ao estágio REM. As épocas precedente e 
sucessora são estágios REM e não possuem fusos do sono. A época contendo o 
fuso do sono é classiﬁcada como estágio REM, pois considera-se que o 
aparecimento de apenas uma época da fase 2 isolada no meio de duas épocas 
de REM é dificil de acontecer, principalmente quando apenas um fuso é o 
indicativo desta fase. O fuso encontrado pode ter sido causado por algum tipo 
de artefato, o que não indica de forma alguma a mudança do estágio REM 
para a fase 2. A Figura 3.10 ilustra esse tipo de acontecimento na 
classiﬁcação das épocas do sono. 
Os padrões de fuso e de EOG encontrados nas Figuras propostas para 
exemplificar esta seção foram dilatados no tempo com a ﬁnalidade de 
apresentar melhor o problema proposto. Já que o tempo das três épocas dos 
registros soma 30 segundos, a apresentação destes padrões ﬁcaria 
comprometida devido as suas características de tempo.
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Figura 3.10 - Aparecimento de um fuso do sono durante o estágio REM, utilizando-se uma 
época de 30 segundos com 3 divisões de 10 segundos 
EXEMPLO 2 - Em épocas de 30 segundos, fusos ocorrem entre o 
décimo e vigésimo segundo. As épocas precedente e sucessora são referentes 
ao estágio REM. Porém, nos primeiros e últimos dez segundos da época, 
ocorre o aparecimento de fusos do sono. A classiﬁcação dessa época é referida 
como estágio REM (ver Figura 3.11). Quando a mesma situação ocorre, com 
os fusos surgindo entre o quinto e vigésimo quinto segundo da época, a 
classificação é considerada como fase 2 do sono, Figura 3.12. 
O critério para classiﬁcação de dois fusos em uma única época é 
baseado na divisão da época em três partes iguais: se a maior parte das 
divisões das épocas for caracterizadacomo fase 2, isto é, aparecer um fuso, a 
época total será considerada como fase 2 do sono. A Figura 3.12 ilustra a 
ocorrência deste tipo de situação. 
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Figura 3.11 ~ Aparecimento de dois fusos do sono muito próximos durante o estágio REM. 
utilizando-se uma época de 30 segundos com 3 divisões de 10 segundos
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Figura 3.12 - Aparecimento de dois fusos do sono afastados na mesma época durante o 
estágio REM, utilizando-se uma época de 30 segundos com 3 divisões de 10 segundos 
EXEMPLO 3 - Existem três épocas sucessivas durante as quais o 
nivel de EMG é semelhante ao do estágio REM. Na primeira e na terceira 
época ocorrem padrões de fusos, mas o mesmo não ocorre na fase 2. A 
primeira época é classiﬁcada como estágio REM, pois o fuso ocorreu por volta 
dos vinte segundos da época; a segunda época é considerada como fase dois, 
embora ela não tenha nenhum fuso, mas as épocas anteriores e posteriores 
possuem. E, por fim, a terceira época é classificada como fase 2, devido à 
ocorrência do fuso e ao instante anterior ser relacionada à fase 2. Veja a 
Figura 3.13 que ilustra esse tipo de condição para a classiﬁcação do estado 
do sono. 
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Figura 3.13 - Aparecimento de fusos do sono na primeira e terceira épocas do registro de 
EEG, utilizando-se uma época de 30 segundos com 3 divisões de IO segundos 
3.9 Critérios para o inicio do estágio REM 
Alguns critérios relativos ao inicio do estágio REM devem ser levados 
em consideração no processo de escore das épocas de EEG 
(RECHTSCHAFFEN & KALES, 1977). Estes são citados logo abaixo. 
Nas épocas anteriores à época em questão, ocorrem fusos e/ou 
complexos K; nas seguintes estas formas desaparecem. Na época em questão,
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ocorre a diminuição da amplitude do EEG, predominando baixas voltagens. O 
EMG nas épocas anteriores e durante a época em questão é muito baixo, 
indicando uma atonia muscular. O escore para essas épocas é dado da 
seguinte forma: A fase 2 é associada enquanto existirem fusos ou complexos 
K; a época posterior ao último aparecimento dos padrões é deﬁnida como fase 
REM, embora não ocorram movimentos oculares como é visualizado no EOG. 
A Figura 3.14 ilustra esse tipo de ocorrência. 
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Figura 3.14 - Inicio do estágio REM logo após padrões do estágio 2. Trecho polissonográfico 
de 80 segundos, analisando epócas de 30 segundos com divisões de 10 segundos 
Nas épocas anteriores à época em questao, ocorrem fusos e/ou 
complexos K; nas seguintes, estas formas desaparecem. Na época em questão, 
ocorre a diminuição da amplitude do EEG, predominando baixas voltagens. A 
amplitude do EMG continua por algumas épocas com um nível elevado, 
mesmo após cessarem os padrões de fusos ou complexos K. O escore para o 
início da fase REM é dado somente após a redução do nivel do EMG, mesmo 
sem ocorrerem os movimentos oculares (EOG). A Figura 3.15, apresenta este 
caso para o início da fase REM.
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Figura 3.15 - Início da fase REM logo após atonia do EMG, trecho polissonográﬁco de 80 
segundos, época de 30 segundos com divisões de 10 segundos 
Na primeira ou segunda época posterior ao desaparecimento dos 
padrões da fase 2 do sono, surge um movimento de despertar (IVID), o qual 
pode ser resultante da contração de um pequeno músculo, uma forte piscada 
de olhos ou uma contração muscular facial realizada pelo paciente (SILVA, 
1998a). As épocas anteriores ao MD, mesmo com o EMG com baixo nível de 
amplitude, são classiﬁcadas como estágio 2 do sono. Após o MID, as épocas são 
consideradas como estágio REM do sono, como pode ser analisado através na 
Figura 3.16. Como ocorrere mais de duas épocas após os fusos e a diminuição 
da amplitude do EEG (3 minutos / 6 épocas), estas fases são caracterizadas 
como fase REM, como é apresentado na Figura 3.17. 
zw »«~«¢, z«-«z.-.+¬~z-_e.~z A z~+~.¬z»-»Y-«»«.f~t*t››-z 
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Figura 3.16 - Inicio da fase REM logo após um movimento de despertar. trecho 
polissonográﬁco de 80 segundos, epóca de 30 segundos com divisões de 10 
segundos
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Figura 3.17 - Início da REM logo após a diminuição do EMG. Trecho polissonográﬁco de 80 
segundos, época de__3() segundos com divisões de 10 segundos 
Nas épocas anteriores à época em questão, ocorrem fusos e/ou 
complexos K; nas seguintes, estas formas desaparecem. Na época em questão, 
ocorre a diminuição da amplitude do EEG, predominando baixas voltagens. 
Nas épocas seguintes ocorre o aparecimento de um “movimento de 
despertar”, porém este foi extenso o suficiente para levar o indivíduo para a 
fase 1 do sono, como pode ser conﬁrmado pelo aumento do EMG. Após esta 
época o sono é classificado como REM devido à diminuição do tônus 
muscular. As épocas anteriores ao aparecimento dos “movimento de 
despertar” são estagiadas como 2, aquelas seguidas ao movimento de 
despestar são fase 1 e passa a ser REM quando o EMG diminui. A Figura 
3.18 apresenta esse tipo de ocorrência. 
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Estágio 2 Estágio 2 Estágio 2 Estágio 2 Estágio 1 QEM REM REM 
Figura 3.18 - Início do estágio REM logo após um movimento de despertar. Trecho" 
polissonográñco de 80 segundos, época de 30 segundos com divisões de 10 segundos
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3.10 Critérios para a finalização do estágio REM 
Nesta seção apresentamos um conjunto de ilustrações esquemáticas 
que representam as regras para a finalização do estágio REM do sono. 
Um período com voltagem relativamente baixa na atividade do EEG, 
sem movimentos oculares e com nível de EMG muito baixo é classiﬁcado 
como fase REM do sono. O aparecimento de padrões da fase 2 do sono (fusos e 
complexos K) na época determina a fase 2 do sono, embora o EMG continue 
com nível baixo por mais algumas épocas. A Figura 3.19 apresenta esse tipo 
de ocorrência. 
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Figura 3.19 - Finalização da fase REM com a ocorrência de padrões da fase 2, trecho 
polissonográﬁco de 50 segundos, época de 30 segundos com divisões de 10 segundos 
Um intervalo no registro de EEG sem eventos REMs (movimentos 
oculográﬁcos) e com o aumento do EMG em algumas épocas é caracterizado 
como ﬁnal da fase REM. A época com o aumento do nível de EMG é 
considerada fase 1. Caso apareça na época posterior movimentos REM, a 
época seguinte pode ser classiﬁcada como estágio REM do sono (Figura 3.20). 
Porém, se após a atividade de EMG ocorrer algum fuso do sono ou complexo 
K, estas épocas devem ser consideradas como fase 2 do sono (Figura 3.21).
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REM REM Estágio 1 Estágio 1 REM 
Figura 3.20 - Interrupção da fase REM por uma atividade de EMG. Trecho polissonográfico 
de 50 segundos, época de 30 segundos com divisões de 10 segundos 
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Figura 3.21 - F inalizacão do estágio REM pelo aumento do nível de EMG. Trecho 
polissonográﬁco de 50 segundos. época de 30 segundos com divisões de 10 segundos 
Um padrão de grande importância na classificação das épocas do sono 
é o “movimento de despertar” que, dependendo do nivel de amplitude, 
modifica ou não o estágio do sono. Na Figura 3.22 é apresentado um MD logo 
após uma época classiﬁcada como estagio REM do sono. Esta época é 
classiﬁcada como fase 1 do sono ao fato do aparecimento de movimentos 
lentos dos olhos ou pelo aparecimento de atividade alfa logo após o 
movimento ou pela presença de ondas vértice. Uma das principais diferenças 
da fase REM entre a fase 1 do sono é a modiﬁcação dos movimentos oculares 
que são bem mais lentos nesta última, como pode ser visto na Figura 3.23. As 
épocas posteriores ao movimento de despertar são consideradas como fase 1, 
até que ocorra algo que modiﬁque esse comportamento, como é o caso de 
movimentos oculares rápidos. Porém, se ao invés dos padrões REM ocorrer
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algum fuso ou complexo K, a fase é classiﬁcada como estágio 2 do sono. A 
última época da Figura 3.23 apresenta o caso do aparecimento de padrões da 
estágio 2. 
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Figura 3.22 ‹ Interrupção do estágio REM pelo estágio 1. Trecho polissonográfico de 50 
segundos, época de 30 segundos com divisões de 10 segmdos 
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Figura 3.23 - Final do estágio REM. Trecho polissonográﬁco de 50 segundos. época de 30 
segundos com divisões de 10 segundos 
Quando o movimento de despertar é mínimo, pode-se considerar a fase 
do sono sem modificação, como é demonstrado na Figura 3.24, onde aparecem 
movimentos oculares na primeira e última época, em conjunto com baixos 
níveis de EMG. No esquema da Figura 3.25, a última época caracteriza uma 
fase 2 e não mais a fase REM, através dos movimentos oculares e 
aparecimento de fusos no EEG e aumento do tonus muscular.
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Figura 3.24 - Estágio REM sem interrupção de outros estágios. Trecho polissonográﬁco de 50 
segundos, época de 30 segundos com divisões de 10 segundos 
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Figura 3.25 - Finalização do estágio REM com o aparecimento de padrões da fase 2 do sono. 
Trecho poüssonográﬁco de 50 segundos, época de 30 segundos com divisões de 10 segundos 
A análise dos registros polissonográﬁcos para a classiﬁcação das fases 
do sono é uma tarefa complexa, não dependendo de valores de amplitudes ou 
ﬁreqüências “estáticas” dos registro que o compõe. A análise deve levar em 
consideração a variação destes parâmetros no decorrer do tempo e analisar 
“dinamicamente” o comportamento destes para, por fim, classiﬁcar as fases 
do sono. Desta forma, o sistema aqui proposto foi modelado levando em 
consideração todas estas mudanças de padrões de modo a acompanhar as 
características das variações do sinal no decorrer do tempo e proporcionar 
uma classiﬁcaçao mais apurada.
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4. Material e Método 
Neste trabalho foram utilizados dois tipos de registros 
polissonográﬁcos. O primeiro, adquirido por um sistema próprio de aquisição 
de dados do IEB e, um segundo, composto de registros de um laboratório do 
sono provenientes de aquisições realizadas em pacientes com o 
acompanhamento de um médico especialista. Em cada tipo' de registro (ECG, 
EOG, EEG...), foram empregadas diversas técnicas para o reconhecimento de 
padrões a ﬁm de identiﬁcar características para a classiﬁcação do registro e 
identiﬁcação das apnéias do sono. Estas serão apresentadas logo abaixo. 
4.1 O Banco de dados 
O primeiro passo para a implementação do sistema para a 
identificação de apnéias durante o sono é a obtenção dos registros 
polissonográﬁcos para a análise (DREWES, 1996). Para este tipo de aquisição 
de dados é necessário a utilização de um equipamento soﬁsticado, pois a 
obtenção dos registros não é uma tarefa simples. O SAASBIO III, sistema 
para aquisição de dados desenvolvido como tema de diversas dissertações de 
mestrado realizadas no IEB (COIIVIBRA, 1994; ARDIGO, 1994; BERTEMES, 
1998; SILVA, 1998b; TOAZZA, 1998), torna possível a obtenção de registros 
polissonográﬁcos. Porém, a criação de um banco de dados (utilizado por este 
trabalho) é uma tarefa um pouco complicada, pelo fato da necessidade de 
pacientes que apresentem apnéias durante o sono. Outro fator relevante é a 
existência de um local adequado para que o paciente possa sentir-se relaxado 
e dormir durante os registros, sendo que normalmente estes pacientes 
possuem diﬁculdade para dormir ou apresentam um sono irregular (ROTH, 
1996; EDINGER et al.,1997). Portanto, um local apropriado para a realização 
de registros de sinais polissonográﬁcos, bem como o acompanhamento de um 
médico especialista é imprescindível para um registro de boa qualidade.
Embora o IEB já possua equipamentos e instalações para realizar tal 
experimento, torna-se necessário o acompanhamento de um médico na 
realização de cada registro, pois estamos tratando com pacientes com apnéias 
e durante o sono podem ser sujeitos a alteraçoes cardiovascu ares (princípios ` l 
de arritmias), levando-o, em casos extremos, a morte. 
4.1.1 Registros obtidos no Laboratório do Sono 
O banco de dados de registros polissonográﬁcos foram obtidos através 
da interaçao de um médico especialista no “Laboratório do Sono” (situado na 
cidade de Florianópolis - SC). Neste, foi obtida uma grande quantidade de 
registrospolissonográﬁcos, todos adquiridos em ambientes apropriados e com 
a segurança necessaria para o paciente possa dormir normalmente durante a 
noite enquanto que os registros sao armazenados em um computador via 
software e hardware apropriados. Este banco de dados foi utilizado para 0 
- d _ treinamento e validaçao o sistema aqui proposto. A utilizaçao do mesmo 
deve-se ao fato de todos os registros possuírem um parecer realizado pelo 
especialista. 
Um banco de dados composto de 610 Mbytes foi composto por registros 
de 12 pacientes, com ou sem apnéia do sono, durante o espaço de tempo de 3 
anos, a partir do início do trabalho. Os registros dos pacientes apresentam as 
características apresentadas na Tabela 4.1. 
Tabela 4.1 - Características dos registros poiissonograficos utilizados nesse estudo 
Ê;.T§”1'íà¿iÍ<?ííÍ*f*¡ <<=¡.i_¡ReSÍiíim':ã<>'. . - 
t 
._ . ›.`. -5. .'.]'.,_›Í_`,; _ ` -“risí zL-.;. 1 -..`- II-`. 
-r¬...~.- 
1 /Masculino 40 N.I. não
\ 
apnéias 
moderadas 
2 / Masculino 43 120 Kg/ aumentados 
1,90 m em REM 
não apresenta 
apnéias 
sign iﬁcativas 
movimento 
periódico dos 
membros 
uso de 
medicamento
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anti-depressivo 
3 /Masculino N.I. 1 90 Kg/ 
1,71 m 
roncos altos apnéias e 
hipopnéias 
obstrutivas do 
sono de grau 
acentuado 
4 / Masculino 49 80Kg/ 
1,72 m 
roncos 
moderados 
disturbios 
respiratorios 
relacionados 
ao sono 
caracteriza-dos 
por roncos de 
fraca a 
moderada 
intensidade 
5 /Feminino 31 70 Kg/ 
1,71 m 
nao 
apresenta 
apnéias 
moderadas 
6 / Masculino 41 76 Kg/ 
1.71 m 
roncos 
moderados a 
altos 
disturbios 
respira torios 
relacionados 
ao sono 
7 / Feminino 45 55 Kg/ 
Lõõm 
não 
apresenta 
sem alterações 
sign iﬁcativ 
tosse noturna 
8 / Masculino 39 8o Kg/ 
1,80 m 
roncos altos apnéias
F 
obstru tivas 
9/ Masculino N.[ N.I. não 
apresenta 
apnéias 
K 
estudo utilizando 
reduzidas aparelho para 0 
auxilio 
respiratório 
(C PAP) 
10 / Feminino 50 56 Kg/ 
1,5õm 
roncos 
moderados 
raras apnéias aumento do EMG 
de mento 
(bruxismo) 
11 / Feminino 49 60 Kg/ 
1,60 m 
não 
apresenta 
raras apnéi-as movimento 
periódico dos 
membros 
12 /Masculino 37 104 Kg/ 
1,76m 
roncos 
moderados 
apnéias 
obstrutivas em 
pequeno 
número 
movimento 
periódico dos 
membros 
Obs.: N.I. = Não informado 
Uma grande barreira encontrada com a utilização dos registros do 
“Laboratório do Sono” foi a decodificação dos registros polissonográﬁcos 
obtidos. O registro polissonográﬁco apresenta um padrão que não e 
reconhecido por nenhum aplicativo baseado na plataforma DOS ou Windows
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Os registros polissonográﬁcos são gravados com padrões próprios do sistema 
de aquisição, utilizando cerca de 30 arquivos diferentes, cada um com um 
formato diferente (por exemplo: formato texto, binário 8bits, binário 16bits, 
etc.). Além dos diferentes formatos de arquivos, tornou-se necessário a 
decodiﬁcação dos diferentes “cabeçalhos” dos arquivos, que indicam por 
exemplo o número de canais de estão sendo armazenados, nomes das 
derivações, taxa de amostragem dos canais, posições pertinentes a dados e 
registros dentro de um arquivo, etc. 
Para visualização dos registros citados acima, foi desenvolvido um 
software em Matlab (THE MATHWORKS, 1996). A Figura 4.1 apresenta a 
tela dos registros polissonográﬁcos já convertidos para um padrão binário 
conhecido. Esta Figura apresenta um registro polissonográﬁco de época de 30 
segundos, com as divisões a cada 10 segundos. A fase do sono referente a 
cada época do registro é visualizada na parte superior da Figura (Vigília). O 
registro polissonográﬁco da Figura 4.1, foi realizado com os seguintes canais, 
enumerado de cima para baixo na Figura: Canal de EEG derivação C3-Rf, 
EEG derivação C4-Rf, EEG derivação O1-Rf, EEG derivação O2-Rf, EOG 
direito, EOG superior, ECG, EMG de mento, EMG de mio direito, EMG de 
mio esquerdo, ﬂuxo respiratório, movimento torácico, oximetria e nivel sonoro 
(identifica se o paciente está roncando). 
No canto esquerdo abaixo da Figura 4.1 aparece um número que 
representa a página que está sendo visualizada no momento, neste caso 106, 
que representa 106 vezes 30 segundos, isto é, 53 minutos de registos já se 
passaram até este ponto.
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Figura 4.1 - Tela do programa que visualiza ‹›s sinais polisonogáficos (de cima para baixo: 
4 registros de EEG, 2 de EMG, 2 de EOG, I de ECG, 3 de EMG, I de mov. Torácico, 1 de 
ﬂuxo respiratório, l de oximetria e outro de sons) em uma tela de 30 segundos 
O software do Matlab foi dotado de algumas facilidades para 
captação de padrões dos registros que serão posteriormente processados. A 
Figura 4.2 e Figura 4.3 apresentam a seqüência para a captura de um padrão 
do sono, esse padrão pode ser de qualquer um dos registros e também pode 
possuir qualquer tamanho, dependendo da janela que está sendo selecionada 
com o mouse.
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Figura 4.2 - Tela do programa em Matlab. Capaz de capturar, para processamento adicional 
um determinado padrão em qualquer um dos canais do registro políssonográﬁco
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Figura 4.3 - Tela do programa em Matlab. Gravação de um trecho selecionado 
4.2 Classificação do Registro Polissonográfico 
A verificação da existência de apnéias do sono deve ser realizada 
através de análises no conjunto de sinais bioelétricos que compõem o registro 
polissonográﬁco (AMERICAN SLEEP DISORDER ASSOCIATION 
STANDARTS OF PRATICE COMMITE, 1997; CHESSON et al., 1997). 
A Figura 4.4 ilustra o diagrama geral do sistema proposto para a 
detecção de apnéias durante o sono. A variabilidade das características 
pertinentes a cada sinal impõe um tipo de análise ou pré-processamento 
diferente, desta forma, toma-se necessário a análise individual de cada sinal 
do registro polissonográﬁco (BRONZINO, 1995; BURRUS et al., 1995). A 
análise de todos os sinais que compõe o diagrama da Figura 4.4 é realizada 
individualmente na seqüência deste trabalho.
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Figura 4.4 - Diagrama em blocos do sistema desenvolvido para detecção de apnéias durante 0 
sono 
4.2.1 Análise do sinal de EEG 
O principal sinal bioelétrico e o mais complexo para a análise e 
extração de característica é o registro de EEG, pois através dele pode-se, 
praticamente, classiﬁcar a fase do sono em que ocorreu uma determinada 
apnéia e, com essa informação, classifica-la. 
Devido a grande extensão dos registros polissonográﬁcos (várias horas 
de sono) o processamento e a identiﬁcação de características em toda sua 
extensão toma um sistema automatizado muito lento, prejudicando ou até 
mesmo inviabilizando o processo para identificação de padrões, pois este pode 
demorar até mais tempo do que o processo realizado pelo médico especialista. 
Métodos e algoritmos complexos baseados em transformações, clusterização e 
Redes Neurais Artiﬁciais (RNA) não devem ser empregados continuamente 
em toda extensão do registro, pois estes causam atrasos no processamento e, 
com isso, a diminuição da performance do sistema. No sistema proposto, a
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solução foi separar o registro de EEG em épocas e identiﬁcar a freqüência 
predominante do EEG em cada época dos registros e, logo após, empregar um 
método para a identificação de padrões. 
A identiﬁcação da freqüência predominante da época não apresenta 
nenhuma diﬁculdade, pois pode ser facilmente calculada através da 
Transformada Rápida de Fourier (FFT) e Cálculo da Densidade Espectral de 
Potência do Sinal (PSD) (SIGNORINO, SCHACK, 1995; ANDRADE, 
KRAUSS, 1996; JUNG, 1997). Este processo é equivalente ao realizado pelo 
especialista, que em primeiro lugar procura identificar a freqüência 
predominante para logo após realizar um estudo mais detalhado do sinal, que 
consta na identificação de padrões especíﬁcos do EEG, como complexos K e 
fusos do sono, conforme apresentado no capítulo 3. 
A análise de freqüência através da FFT é realizada em épocas (ou 
intervalos de tempo) de 10 segundos, o que representa 1024 pontos do 
registro de EEG. O tamanho da época de análise foi adotado com base na 
época escolhida pelo especialista que realizou a classiﬁcação dos registros da 
base de dados com épocas de 30 segundos. 
O sistema polissonográﬁco utiliza quatro registros de EEG, dois 
Centrais e dois Occipitais, porém com apenas o canal central pode-se realizar 
a análise de freqüência, embora de modo irnpreciso. O sistema proposto 
realiza a análise de 2 registro de EEG e caso estes registros apresentem uma 
freqüência elevada (maior que 40Hz) e/ou niveis de amplitudes elevados 
(maior que 100uV) ou for registrado movimentos do paciente (via registro de 
actimetria), uma análise é realizada em outros dois registros de EEG 
(considerados como registros alternativos). Isto é, estes registros são 
utilizados quando algum problema de interferência (artefato) estiverem 
afetando o sinal de EEG. Os limites de amplitude e freqüência utilizados 
como limitadores de sinal/ruído podem ser modiﬁcados pelo operador (através 
do “Sistema de Controle”), aﬁm de ajustar a sensibilidade do sistema. Após a 
realização do cálculo da FFT e do cálculo da densidade espectral de potência
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do sinal de EEG para cada canal é realizada uma “clusterização”, isto é, um 
agrupamento de características de amplitude, freqüência e potência do sinal, 
armazenadas para análises posteriores. 
Após a clusterização, passa~se a identificar as freqüências 
predominantes nos registro de EEG e veriﬁcar a existência de freqüências 
situadas de 8 a 15Hz, que caracterizem a freqüência predominante da fase 2 
do sono. Se positivo, o respectivo sinal que apresentou a freqüência 
predominante da fase 2 do sono é levado a etapa posterior para verificação da 
existência ou não de complexos K e fusos do sono. A escolha do sinal de EEG 
a ser enviado para etapa de identiﬁcação de padrões é de extrema 
importância, pois somente o registro que apresenta amplitude e freqüências 
característica da fase 2 do sono é que pode ser analisado. Pois, se todos os 
registros de EEG fossem analisados, ocorreria o risco do sistema identificar 
falsos positivos devido a possíveis artefatos em outros registros de EEG 
(SADASIVAN & DUTT, 1994). 
Após a clusterização do sinal de entrada, o Sistema de Controle 
(Figura 4.4) utiliza estas informações para a identiﬁcação da fases do sono. 
As regras utilizadas pelo sistemas de controle são: 
- Se o registro está no início, isto é, nos primeiros 30 segundos, 
assume-se que o estágio inicial é a Vigília (estágio W). 
- Se existe o predomínio de freqüências alfa (8 a 13Hz) e não existe 
movimentos oculares, o estágio deve ser analisado pela etapa de 
detecção de padrões. Caso existam fusos ou complexos K a fase é 
caracterizada como 2, caso contrário a fase é Vigília. 
- Se existe o predomínio de freqüências alfa e movimentos oculares 
lentos, o estágio é deﬁnido como Vigília. 
- Se ocorrer nas últimas 3 épocas uma diminuição da amplitude do 
sinal de pelo menos 20% acompanhado de um atenuação na 
freqüência do sinal (freqüências predominantes menores do que 
8Hz) a fase passa a ser caracterizada como fase 1 do sono.
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- Se existir o predomínio nas últimas 3 épocas de uma freqüência 
menor do que 4Hz, acompanhado de um aumento de 20% de 
amplitude do sinal (maior que 75 uV), esta fase é deﬁnida como fase 
3 do sono. 
- Se o sono estiver na fase 3 e ocorrer nas últimas 3 épocas um 
aumentos na densidade espectral do sinal nas freqüências menores 
do que 4Hz em mais que 50% da época, esta é definida como fase 4 
do sono. 
- Se existe o predomínio de freqüências alfa (8 a 13Hz) acompanhado 
da diminuição do tonus muscular em no mínimo de 20% durante as 
3 últimas épocas, o estágio pode ser deﬁnido com REM. 
- Se existem movimentos oculares rápidos, acompanhado da 
diminuição do tonus muscular durante as 3 últimas épocas, o 
estágio pode ser deﬁnido com REM. 
- Regras especiais para entrada no estado REM e para saída do sono 
REM, foram implementadas tomando como base os itens abordados 
Ú 
no capítulo 2. ' 
A etapa da detecção de padrões predominantes da fase 2 do sono é 
realizada por um conjunto de RNAs, treinadas previamente para o 
reconhecimento destes padrões. As características de cada RNA serão 
descritas no capítulo 5 deste trabalho. 
4.2.2 O registro de EMG 
Os registros de EMG são úteis na classiﬁcação dos padrões do sono na 
identiﬁcação da fase REM. Como visto anteriormente, a fase REM possui 
uma atonia muscular, ou um nivel de EMG muito baixo. 
O registro de EMG não apresenta nenhum tipo de padrão 
determinante para classiﬁcação das fases do sono ou um nível único. Ele pode
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variar de individuo para indivíduo, sendo fator determinante a variação da 
amplitude média em um determinado espaço de tempo. 
O coeﬁciente de variação da amplitude do EMG é utilizado para 
comparar as épocas dos registros polissonográﬁcos. A variação deste índice 
representa uma maior ou menor atividade muscular e, com isso, a presença 
ou não da fase REM. 
4.2.3 O registro de EOG: 
O registro de EOG é importante para fazer a diferenciação da fase de 
vigília e sono REM. Na transição vigília-sono ocorre o aparecimento de 
movimentos lentos dos olhos (período maior que 0,5 segundos) e na fase REM 
aparecem os movimentos rápidos (períodos menores do que 0,5 segundos). A 
diferenciação destas freqüências de EOG, segundo IFEACHOR, é um marco 
primordial para a identiﬁcação das fases do sono (IFEACHOR et al., 1988a, 
IFEACHOR et al., 1988b, IFEACHOR & JERVIS, 1993, JAVAHERI, 1996). 
A análise do sinal de EOG é realizada através de cálculos realizados 
sobreia média do sinal de EOG em uma época de 10 segundos do registro. O 
algoritmo para a veriﬁcação dos movimentos oculares segue, resumidamente, 
os seguintes passos: 
- Em primeiro lugar é aplicado ao sinal de EOG um ﬁltro de média 
móvel com 0 “N” (número de elementos da média) igual a 5, porém 
este valor pode ser modiﬁcado através do Sistema de Controle, aﬁm 
de eliminar artefatos de alta freqüência 
- Calcula-se o ponto de máximo, ponto mínimo e a média do sinal 
para a referida época; 
- Posteriormente, calcula-se o desvio padrão, variância e coeﬁciente 
de variação para este sinal. Caso a amplitude do sinal ultrapasse 
50% de amplitude da média calculada (tanto para cima ou para 
baixo), marca-se como movimento ocular;
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- Calcula-se o tempo total que durou o movimento ocular; 
- Caso o tempo seja maior do que 0,5 segundos um padrão de 
movimento ocular lento foi encontrado, caso contrário um padrão de 
movimento ocular rápido foi encontrado. 
Resultados e testes realizados sobre os algoritmos de identiﬁcação dos 
movimentos oculares sao apresentados no capítulo 5. 
4.2.4 O registro de ECG: 
O registro de ECG é um registro que apenas complementa a 
identiﬁcação do tipo de apnéia do sono, pois caracteriza a associação de 
arritmias cardíacas com as apnéias do sono. Portanto, a simples veriﬁcação 
dos intervalos entre as ondas R do ritmo cardíaco já proporciona um boa 
informação para o sistema. Pois, através do intervalo entre as ondas R, pode- 
se identiﬁcar a ocorrência de arritmias do tipo taquicardia ou bradicardia. 
O sistema de controle analisa o sinal de ECG em paralelo com todos os 
procedimentos realizados nos outros registros, porém a sua informação 
somente é enviada para a saída do sistema caso ocorra algum tipo de apnéia 
do sono. Portanto, este registro é um complemento à análise quanto a 
gravidade da apnéia do sono. 
4.2.5 O registro de Actimetria: 
O registro de actimetria ou de movimento do paciente é uma variável 
capaz de excluir outros padrões que possam vir a ocorrer. Deve-se 
desconsiderar os padrões que ocorrem no EEG, EOG ou EMG logo após o 
movimento do paciente, pois a probabilidade deste ser um artefato é muito 
grande. 
O registro de actimetria é também de grande importância na 
identiﬁcação do nivel do movimento torácico. Por exemplo: a amplitude do 
movimento torácico diminui consideravelmente quando o paciente esta
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deitado de barriga para baixo, o que poderia ser confundido com um tipo de 
apnéia. 
4.2.60 registro de Movimento Torácico, Fluxo Respiratório e 
Oximetria: 
O Movimento torácico, ﬂuxo respiratório e oximetria são responsáveis 
pela detecção e classiﬁcaçâo da apnéia do sono propriamente dita. Estes 
registros não apresentam características de mudança de freqüência 
signiﬁcativas no decorrer do registro, apenas a análise da variação da 
amplitude é necessária. Embora, estes padrões variem em crianças e adultos, 
métodos utilizando algoritmos inteligentes podem auxiliar o especialista na 
classiﬁcação do tipo de apnéia (GROOTE et al., 2002). 
No registro de ﬂuxo respiratório é realizado o cálculo da variância do 
sinal em uma época de cinco segundos e armazenamento dos resultados em 
um vetor com seis posições (30 segundos de registro). O cálculo da variância 
do ﬂuxo respiratório proporciona uma medida comparativa da “amplitude” do 
sinal. durante um determinado intervalo de tempo. As variâncias 
armazenadas no vetor são comparadas uma a uma com a finalidade de 
veriﬁcar a ocorrência de variações do ﬂuxo respiratório. Uma redução do 
ﬂuxo respiratório maior do que 30% e menor que 90% é associada a uma 
hipopnéia e reduções maiores que 90% são associadas a apnéia do sono 
(KRYGER, 1994). 
O processamento do registro do movimento torácico é realizado da 
mesma forma que o registro do ﬂuxo respiratório, isto é, através do cálculo da 
variância. Caso ocorra uma redução signiﬁcativa no ﬂuxo respiratório e uma 
parada total do movimento torácico por um intervalo de, no mínimo, dez 
segundos, associa-se um evento de hipopnéia ou apnéia de origem central se 
ocorrer a ausência do ﬂuxo. Se ocorrer movimento torácico durante a parada 
do ﬂuxo respiratório associa-se ao evento hipopnéia ou apnéia obstrutiva se
61
ocorrer a ausência de ﬂuxo. Mas, se durante uma época de cinco segundos 
ocorrerem movimentos torácicos e ausência em outra época, associa-se um 
evento de hipopnéia ou apnéia mista dependendo da redução ou ausência do 
ﬂuxo respiratório. 
Em todos os casos citados acima é necessário que ocorra uma queda do 
nível de oxigênio (oximetria) de, no mínimo, cinco por cento para conFigurar 
algum tipo de hipopnéia do sono (KRYGER, 1994). 
4.2.7 O Sistema de Controle 
O sistema de controle (SC) é um algoritmo baseado em regras capaz de 
realizar o controle e gerenciamento de todos os parâmetros do registros 
polissonográﬁcos. Dentre as principais funções do sistema de controle estão: 
O controle dos limites de clusterização para a entrada de sinal, 0 qual 
possui valores pré determinados mas que podem ser modjﬁcados pelo médico 
especialista para tornar o sistema mais “sensível” à determinadas faixas de 
freqüências ou amplitudes de entrada do sinal de EEG; 
dA identiﬁcação de padrões característicos da fase 2 do sono para a 
aplicação dos métodos de reconhecimento de padrões baseados em RNAs, 
bem como o controle da aplicação e análise dos resultados obtidos; 
Armazenar e comparar níveis de EMG em cada época de análise aﬁm 
de veriﬁcar possíveis mudanças na fase do sono; 
Armazenar e relacionar os movimentos oculares rápidos e lentos com 
as fases do sono que são predominantes; 
Analisar e relacionar as informações do ECG com possiveis arritmias 
cardíacas que ocorrem durante o sono; 
Analisar e detectar o momento de uma apnéia do sono e classifica-la 
conforme o níveis de movimento torácico, ﬂuxo respiratório e oximetria. 
Uma outra função importante do SC é monitorar o registro de 
actimetria, pois quando ocorrer uma variação neste registro com certeza esta
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será acompanhada da mudança de amplitude dos demais registros 
polissonográﬁcos. Este registro representa uma movimentação do paciente e 
com isso a inserção de possiveis artefatos no registro polissonográﬁco. 
Portanto, quando houver variação no registro de actimetria a época corrente 
será sumariamente desprezada e o escore para esta época será o da fase 
imediatamente seguinte. 
A saída de informação do SC é composta de um hipnograma do sono 
onde é apresentado um histórico do sono do paciente caracteriza a estrutura 
do sono. Paralelamente, são apresentadas informações do tipo de apnéia e a 
possível existência de arritmia cardíaca durante o sono do paciente. Os tipos 
de apnéias do sono identiﬁcáveis pelo SC são as seguintes: apnéia central, 
apnéia obstrutiva, apnéia mista, hipopnéia central, hipopnéia obstrutiva e 
hiponéia mista. 
Uma outra característica do SC é a possibilidade do usuário ou 
especialista médico utilizar-se de parâmetros para modificar os “limites” de 
clusterização para os algoritmos de FFT, criando um determinado limiar na 
classificação das freqüências provenientes do sinal EEG. 
Como a identiﬁcação de padrões do sono é realizada através de redes 
neurais artiﬁciais, o médico especialista poderá, no futuro, treinar a rede 
como desejar e armazenar o conjunto de pesos desta em arquivos para 
posteriormente serem utilizados em outras situações onde os exigirem.
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5. Análise dos Resultados do Sistema 
5.1 Análise da Freqüência do EEG 
A idenüﬁcação das freqüências predominantes em cada época de EEG 
é um fator de extrema importância para realizar 0 estagiamento do sono. 
Muitos métodos à base de transformadas e/ou RNAS podem ser aplicados 
para o reconhecimento da freqüência do sinal de EEG (SIGNORINO et al., 
1995; ANDRADE et zl., sAWczENKo sz FLEMING, 1996; JUNG et al., 
1997), porém um dos mais diﬁmdidos e capaz de gerar uma resposta estável e 
conﬁável é a Transformada Rápida de Fourier (FFT) (KAY, 1988; TYNER et 
al., 1989, CARMO, TAVARES, 1998). 
Este sistema utilizou-se três algoritmos diferentes baseados na FFT. O 
primeiro é realizado através do cálculo da FFT do sinal, com janela de 1024 
pontos, o segundo é realizado o cálculo da FFT através do método de Welch`s 
e o terceiro através do Cálculo da Densidade Espectral de Potência (PSD). Os 
algoritmos de FFT podem ser escolhidos através do Sistema de Controle para 
serem implementados no levantamento das características do sinal a ser 
analisado, conforme a qualidade do registro polissonográﬁco. Os três métodos 
possuem em anexo um algoritmo para identiﬁcação das três maiores 
densidades de potência, isto é, as três freqüências predominantes no registro. 
A Figura 5.1 mostra o resultado da aplicação do primeiro método, para 
identiﬁcação de freqüências no EEG. Na parte superior da Figura é 
apresentado um registro de EEG (em X: número de pontos e em Y: amplitude 
em microvolts). Logo abaixo, pode-se observar o mesmo registro, porém 
dividido em três épocas de 10 segundos. Na parte inferior da Figura é 
apresentado o periodograma para cada época deste registro, as três 
freqüências (eixo X das Figuras) com densidades mais elevadas (eixo Y das 
Figuras) foram marcadas em cada uma das épocas pelo algoritmo com um
tracejado em vermelho. Estas freqüências serão utilizadas para formar 
“clusters” ou agrupamentos, que ao serem analisados poderão indicar 0 
predomínio de uma freqüência e assim; relacionar com alguma fase do sono. 
Caso a freqüência predominante seja a característica da fase 2 do sono, o 
sinal de EEG é levado até os algoritmos de identiﬁcação de padrões (RNAS) 
para a possível identiﬁcação de padrões de Complexos K ou Fusos do sono, o 
mesmo ocorrendo com os outros dois métodos de análise. A expressao 
utilizada para o primeiro método podem ser visualizadas em 5. 1. 
Y = fﬂ(y) 
Pyy = Y. * conj(Y)/1024 (5'1 
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Figura 5.1 - Apresenta os valores de freqüência predominantes em um registro de EEG. Em 
A o registro original (no eixo x é representado o número de amostras). Em B, C e D o registro 
é dividido em 3 partes com 1024 pontos cada. Em E, F e G, o espectro de freqüência após ter 
sido submetido a uma FFT com 1024 pontos. As freqüências predominantes estão 
representadas na escala y de cada gráfico em Hz.
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O segundo método para identiﬁcação de freqüência é baseado no 
método de Welch's (KRAUSS et al., 1996; KAY, 1988), cuja principal 
característica é divisão da janela de análise em “n” segmentos não 
sobrepostos, diminuindo desta forma a variância do periodograma que 
normalmente é elevada quando os valores de janela são grandes, como pode 
ser visto na Figura anterior. Cada época do registro de EEG (10 segundos) é 
dividida em quatro amostras de 256 pontos nas quais 0 cálculo da FFT é 
realizado. O resultado das FFT independentes são somadas em um único 
vetor resultante, os quais são apresentados na parte inferior da Figura 5.2. A 
equação para o cálculo da potência de um sinal através do método de Welch's 
é representada pela equação 5.2. 
Pyy =(abs(ﬁ*z(y(1z25ó))).^2 + 
abs(ﬁi(y(257 z 512))).^2 + 
zbs(ﬂi(y(513z7ós))).^2 + (52 
abs(fﬁ(y(7ó9 z 1o24))).^2)/(256 * 4) 
AO terceiro método é baseado na Funçao de Densidade Espectral de 
Potência existente no toolbox Signal Processing do software Matlab 
(KRAUSS, 1996). Esta função também possui características em comum com 
o método de Welch, porém permite especiﬁcar o tipo de janela para a análise 
do sinal e o número de pontos para sobreposição na análise do sinal (overlap). 
A equação 5.3 mostra como é realizado o cálculo da potência de um sinal 
através da utilização de uma janela “W”, onde N “é o número de amostras, x o 
sinal de entrada e w a janela utilizada.
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Figura 5.2 - Apresenta os valores de freqüência predominantes em um registro de EEG. Em 
A o registro original (no eixo x é representado o número de pontos), em B, C e D o registro é 
dividido em 3 parte com 1024 amostras cada. Em E, F e G o espectro de frequência, após ter 
sido submetido ao método de Welch. As freqüências predominantes estão representadas na 
escala y de cada gráﬁco em Hz 
Os parâmetros utilizados para o cálculo foram: FFT com 256 pontos, 
conjunto de valores sobrepostos de 128 amostras (overlap=128) e janela do 
tipo Hanning de 256 pontos. O overlap e o tipo de janela foram utilizados com 
a ﬁnalidade de melhorar a distribuição de potência (variância) atenuando os 
sinais espúrios (BEAUCHAMP, 1987), na Figura 5.3 é apresentado o formato 
da janela do tipo Hanning (eixo “y”: valores normaljzados de 0 a 1 e eixo “x”: o 
número de pontos da janela). A Figura 5.4 apresenta o resultado da aplicação 
deste método sobre o mesmo sinal de EEG dos dois últimos métodos, veriﬁca- 
se que o sinal de saída foi mais estável e pode ser uma boa escolha para 
representação da freqüência do sinal de EEG. Porém, em alguns casos onde o 
registro possui uma quantidade elevada de artefatos este método não é 
indicado pois as freqüências seriam sobrepostas pelas dos artefatos, já que
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este apresentaria somente as freqüências de maior densidade espectral. O 
Sistema de Controle (SC) possui uma opção para que possa ser escolhido o 
método de análise de freqüência do sinal de EEG.
2 N-1 
Pyy=i Z xz`wíexp(-j2ﬂki) (5.3) N z'=o 
1 l 1. I I . n 
DE .- 
°*° É 
111 ¬- 
'“'
1 
Q5 .L 
ELI 
DE 
U2 
0.1 
u L _ m | ` | 
II 5 il! 'ID ID H E 
Figura 5.3 - Plotagem da janela de Hanning para 256 pontos 
Caso os agrupamentos de freqüência armazenados pelo SC levem à 
caracterização da fase 2 do sono, este sinal é tratado com maiores cuidados 
pelos métodos de análise de padrões, que serão descritos no decorrer desta 
seção. A fase 2 é a mais problemática para sua identiﬁcação, pois a 
freqüência predominante desta não é fator determinante da fase do sono, e 
sim o aparecimento de padrões de fusos e complexos K. Com a determinação 
da fase dois do sono e as características de freqüências das épocas do sinal
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torna-se possível a identificação de todas as outras fases do sono, exceto a 
fase REM, que dependerá dos registros de EMG e EOG. 
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Figura 5.4 - Apresenta os valores de freqüências predominantes em um registro de EEG. Em 
A o registro original (no eixo x é representado o número de amostras). Em B, C e D o registro 
é dividido em 3 parte com 1024 pontos cada. Em E, F e G o espectro de frequência após ter 
sido submetido a PSD com uma janela Hanning = 256. As freqüências predominântes estão 
representadas na escala y de cada gráfico em Hz 
5.2 Análise de EMG 
O índice utilizado para comparar as épocas dos registros de EMG é 
obtido através do cálculo da variância do sinal em determinado espaço de 
tempo T, cada cálculo é realizado no intervalo de três segundos, conforme a 
equação 5.4, onde “x” é o sinal de EMG, “ic” é a média do intervalo e “n” o 
número de amostras 
1 = 2 (X-Ílz <õ.4› n-1
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A variaçao “I” representa uma maior ou menor atividade muscular e 
com isso a presença da fase REM ou NREM. Portanto, se ocorrerem variações 
do EMG maiores que 30% entre duas épocas consecutivas e se este valor 
persistir ou aumentar durante as três épocas seguintes, o SC interpretará 
como um forte indicador de entrada ou saída do estágio REM. Ainda existe 
um coeﬁciente de tolerância de 10% sobre a variação de “I”, que pode ser 
modiﬁcado pelo SC para tomar a análise do EMG mais sensível. 
A Figura 5.5 apresenta três registros de EMG no momento de saída do 
estágio REM do sono para o estado de vigília, os fatores de variância (“I”) 
estão representados em cima de cada registro de EMG (eixo X: número de 
pontos e eixo y: a amplitude em escala do sinal). 
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Figura 5.5 - Em A, B e C sao apresentados registros de EMG no momento saída da 
REM para a Vigília.. No eixo x é representado o número de amostras e no eixo y a amplitude 
normalizada
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5.3 Análise do EOG 
Para a análise do EOG foi utilizada uma abordagem estatistica. Esta é 
composta de um ﬁltro de média móvel com N igual a dez, pontos de máximos 
e mínimos, média do sinal, desvio padrão, variância do sinal e coeﬁciente de 
variação. 
O ﬁltro de média móvel foi utilizado visando eliminar componentes de 
alta freqüência que interferem nos métodos estatísticos aplicados nesta 
análise. A equação 5.5 apresenta a composição do ﬁltro de média móvel 
utilizado neste experimento, onde s(t) é o sinal ﬁltrado, X; o sinal original e N 
o número de elementos da média móvel. 
ZÍÍV x, 
Os pontos de máximo e minimo são calculados com a ﬁnalidade de 
reescalonar o sinal nos limites de zero a um. O que importa na análise é a 
variação e a forma do sinal de EOG e não a amplitude propriamente dita. 
Após, calcula-se a média do sinal e, a partir deste ponto, realiza-se a análise 
dos pontos do registro através de urna máquina de estados, composta dos 
seguintes passos: 
PASSO 0: Procurar por um ponto de EOG maior do que a média em 
50%, caso encontrado PASSO=1; 
PASSO 1: Armazenar a posição x para realizar a marcação do 
movimento ocular, espera-se até que o valor do EOG caia a um valor menor 
que a média mais 50%, caso encontrado PASSO=2; 
PASSO 2: Esperar até que o valor caia a média menos 50%, se ocorrer 
PASSO=3, caso isto não ocorra em um intervalo de 20 pontos (cerca de 0,2 
segundos) PASSO=0 (recomeçar novamente).
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PASSO 3: Esperar até que o valor suba ao valor da média menos 50%, 
quando ocorrer armazenar a posição ﬁnal para marcar a posição ﬁnal do 
movimento ocular, PASSO=0. 
Esta máquina de estado é realizada para um sinal que, primeiramente, 
possui uma componente acima da média e, posteriormente, uma componente 
abaixo da média, porém o inverso poderá ocorrer, necessitando desta forma 
de uma outra máquina de estados complementar para realizar a detecção de 
todos os movimentos oculares, tomando o cuidado de separar possiveis 
artefatos oculares (IFEACHOR et al., 1986, JERVIS et al., 1988) 
A Figura 5.6 apresenta o resultado da análise de um movimento 
oculográﬁco. Na parte superior da Figura está o registro de EOG original, 
sem processamento. Na parte central o mesmo registro após a aplicação do 
ﬁltro de média móvel com N=10. Ainda na parte central da Figura, 
encontram-se marcações (porção inferior do registro) que indicam a posição 
dos movimentos oculares. Na parte inferior da Figura 5.6 é apresentado um 
“zoom” do sinal de EOG para facilitar a visualização da marcação do 
movimento ocular. '
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Figura 5.6 - Detecção de um sinal de movimentos oculares sobre 0 registro de EOG. Em A, é 
apresentado o registro original. Em B o registro ﬁltrado com as marcações dos movimentos 
oculares. Em C a ampliação das marcações dos movimentos oculares. No eixo x é 
representado o número de amostras e no eixo y a amplitude normalizada 
Ainda existe um problema na identiﬁcação estatística dos movimentos 
oculares no registro de EEG: quando o sinal é de natureza variável, isto é, 
grande quantidade de artefatos, olhos abertos, ou até mesmo problemas com 
o reescalonamento do sinal, as máquinas de estado começam a encontrar 
falsos positivos. Uma solução para esse problema é a veriﬁcação do 
coeﬁciente variação do sinal, que pode ser calculado através da equação 5.6, 
onde CV é coeﬁciente de variação, Ó' é o desvio padrão para uma época de dez 
segundos e lc a média para a mesma época de sinal.
Õ
X 
O coeﬁciente de variação possibilita realizar a análise através da 
máquina de estado somente quando realmente for necessário. No caso deste
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sistema o coeﬁciente de variação deverá ser superior a 20% para que a 
máquina de estado entre em ação. Caso isso não ocorra, considera-se que não 
existem movimentos oculares importantes. 
A Figura 5.7 apresenta um sinal de EOG típico da situação citada 
acima. Se não existisse o cálculo do coeﬁciente de variação, com certeza, o 
sinal marcado na Figura seria classiﬁcado com um movimento ocular. 
5.4 Análise do ECG 
Na análise do registro cardíaco, um algoritmo foi utilizado para a 
veriﬁcação do momento em que ocorre o pico da onda R, através da 
veriﬁcação de pontos de máximo do registro de ECG. Através dos intervalos 
de tempo obtidos entre os picos das ondas R obtém-se uma indicação do tipo 
de arritmia cardíaca presente no registro de ECG. Se o intervalo entre o picos 
forem longos o suﬁciente (maior que a média dos batimentos anteriores) 
pode-se indicar uma bradicardia e se o intervalo de tempo for muito curto 
uma taquicardia. 
A detecção da onda R do EGC é realizada da seguinte forma: 
H- A época do registro de EEG é reescalonada de forma que o pico 
máximo represente 0 valor 1 e o pico minimo o valor zero, para cada 
época de análise;
_ 
- Marca-se todos os sinais que ultrapassaram o valor de 0,75, 
considerando-se como uma onda R; 
Calcula-se o tempo entre cada onda R durante a época em questão e se 
algum intervalo for maior do que 1,5 segundos (40 batimentos por minuto) 
uma bradicardia é associada a esta época (WEBSTER et al., 1984);
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Figura 5.7 - Análise de um sinal de EOG com e eliminação de falsos positivos 
através do coeﬁciente de variação. Em A o sinal original, em B o sinal ﬁltrado e em C uma 
ampliação do sinal. O trecho marcado representa a variação do registro relativo a artefatos e 
nao a padroes do registro. 
Calcula-se a média dos últimos 8 intervalos de onda R, se a média for 
menor que 1,2s associa-se bradicardia (50 batimentos por minuto) e se for 
menor que 0,5 (120 batimentos por minuto) associa-se taquicardia a essa 
época do registro. 
A Figura 5.8 apresenta os intervalos entre as ondas R do registro de 
ECG, encontradas pelo algoritmo proposto acima.
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Figura 5.8 - Intervalos R-R do registro de ECG. Em A, o registro de ECG normal e em B, o s 
intervalos R-R encontrados pelo algoritmo. No eixo x é representado o número de amostras e 
no eixo y a amplitude normalizada 
5.5 Análise do Fluxo e Movimento Torácico 
O ﬂuxo respiratório e o movimento torácico são elementos essenciais 
ara a identiﬁca ão de uma apnéia do sono. Nestes dois re ' tros é realizadaP 
um medida de variância do sinal em um determinado espaço de tempo, neste 
caso o tempo é de cinco segundos. A equação 5.7 apresenta a fórmula para o 
cálculo da variância do sinal do ﬂuxo respiratório, onde, “x” é o valor atual do 
ﬂuxo respiratório, “x” a média dos pontos do intervalo de cinco segtmdos e 
“n” o número total de amostras. 
Szzz (x_;)2 (5-7) 
n-1 
A Figura 5.9 apresenta um registro de ﬂuxo respiratório (parte 
superior da Figura) e um registro de movimento torácico (na parte inferior). 
Nesta, visualiza-se o valor da variância para cada intervalo de tempo do 
registo. Este registro é caracterizado como uma hipopnéia do sono devido a 
um decréscimo do ﬂuxo respiratório em tomo de 51% durante um período
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maior do que dez segundos. Este tipo de hipopnéia ainda pode ser classiﬁcada 
como obstrutiva, pois existe esforço respiratório durante a diminuição do 
ﬂuxo respiratório (DOUGLAS, 1992). 
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Figura 5.9 - Hipopnéia do sono. Em A, é apresentado o decréscimo do ﬂuxo respiratório 
(registro superior) e em B, decréscimo do movimento torácico (registro inferior). No eixo x é 
representado o número de amostras e no eixo y a amplitude normalizada 
5.6 Análise de padrões através de RNAs 
A freqüência predominante do EEG não é fator conclusivo para a 
determinação da fase II do sono, e sim o aparecimento em conjunto de 
padrões como 0 de complexos K e fusos do sono (RECHTSCHAFFEN, 1977). 
Após a identiﬁcação da fase dois do sono e demais características de 
freqüência do sinal de EEG, torna-se possivel a identiﬁcação de todas as 
outras fases do sono, exceto a fase REM, que depende do EMG e EOG. Para a 
identiﬁcação de padrões da fase 2 do sono é necessário um processamento 
mais apurado para a identiﬁcação dos padrões característicos desta fase 
(complexos K e fusos do sono). 
Com 0 intuito de encontrar a semelhança entre padrões do sono, foram 
utilizados métodos baseados em RNA's e pré-processamento. O uso de
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conceitos e definições de RNA's utilizados neste trabalho, foram 
primeiramente desenvolvidos no trabalho de Jorge M. Barreto (BARRETO et 
al., 1992a, BARRETO, et al. 1992b, BARRETO, et al. 1992c; BARRETO, 
1996), e, mais tarde em na seqüência de trabalhos Fernando M. de Azevedo 
(DE AZEVEDO, 1997). E, por último, nas Teses de Doutorado de Roberto C. 
de Oliveira Limão, Mauro Roisenberg e Fernanda Argoud (DE OLIVEIRA 
1996; ROSEINBERG, 1998; DE OLIVEIRA, 1999; ARGOUD, 2001) 
Neste trabalho foram utilizadas diversas estruturas de RNAs, onde o 
modelo utilizado varia do estático (RNAE) ao modelo dinâmico (RNAD). A 
topologia escolhida para as Redes do sistema foi a de Rede Direta ou 
feedforward. O treinamento foi supervisionado e utilizou-se o algoritmo de 
backpropagation. 
Diversos números de neurônios tanto da camada de entrada como da 
camada “hidden” (camada intermediária) foram utilizados, porém apenas um 
único foi utilizado na saída de cada RNA, devido a necessidade de se obter 
apenas um Vetor de Saída da RNA para realizar a análise. 
ç 
Os vetores de entrada (sinais de EEG) foram escalonados de tal forma 
que o valor máximo de amplitude correspondesse ao valor um, e o valor 
mínimo a zero. Isso é necessário devido à grande variação de amplitude que 
poderá correr de individuo para indivíduo e, até mesmo, entre tipos 
diferentes de eletrodos utilizados na captação dos sinais. Na identificação de 
complexos K e fusos do sono, a amplitude não possui grande importância, 
mas sim a variação de amplitude que pode ocorrer durante um determinado 
padrão, bem como a freqüência, formato, e duração destes 
(RECHTSCHAFFEN & KALES, 1977). 
A análise dos resultados obtidos pelas RNAs é relizado através do 
cálculo da sensibilidade e da especiﬁdade dos resultados. 
A sensibilidade é a capacidade de identiﬁcar positivos (padrões de 
fusos ou complexos K) entre os padrões verdadeiramente existentes, equação 
5.8.
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Sensibilidade = ä (5_3) 
Onde, “A” representa os padrões verdadeiramente positivos, isto é, a 
indicação da existência de um padrão de fuso do sono ou complexo K quando 
este realmente existe. A variável “C” representa os falsos negativos, isto é, a 
indicação da inexistência de um complexo K ou fuso do sono quando estes 
existirem. 
A especiﬁcidade é a capacidade de identificar negativos (não existência 
de complexos K ou fusos do sono) entre os padrões verdadeiramente 
negativos ou inexistentes, equação 5.9.
D E ' 'dad = -_ speciﬁcz e B + D (5_9) 
Onde, “D” representa os padrões verdadeiramente negativos, isto é, a 
indicação da inexistência de um padrão de fuso do sono ou complexo K 
quando estes realmente não existem. A variável “B” representa os falsos 
positivos, isto é, a indicação da existência de um complexo K ou fuso do sono 
quando na realidade estes nao existem. 
5.6.1 Rede Neural Artiﬁcial Estática (RNAE) 
Métodos matemáticos e estatísticos podem ser aplicados para o 
reconhecimento de padrões, porém o especialista humano ainda é conhecido 
como a melhor opção para a classiﬁcação de padrões. Através da simples 
inspeção de um especialista nos registros de EEG, ele é capaz de classiﬁcar e 
identificar padrões característicos de todas as fases do sono, determinar 
visualmente a freqüência de cada época do registo, bem como padrões 
característicos, como fusos e complexos K do sono.
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O desejo de construir artefatos capazes de apresentarem algum tipo de 
comportamento inteligente, faz com que estruturas matemáticas ou 
programas matemáticos sejam desenvolvidos visando a reprodução, com 
detalhes suﬁcientes, das estruturas biológicas responsáveis pelos 
mecanismos da inteligência. A construção de redes neurais artiﬁciais (RNA) 
tem como inspiração os neurônios biológicos e 0 nosso sistema nervoso, 
esperando pela emergência de algum comportamento inteligente (DE 
AZEVEDO, 1994a, DE AZEVEDO, 1997; CYBENKO, 1988; DE CARLI et al., 
1999). Entretanto, é importante compreender que atualmente as RNAs estão 
muito distantes das neurais naturais (RNN), devido ao alto grau de 
paralelismo existente na estrutura cerebral humana. 
De forma a compatilizar as RNAs utilizadas neste trabalho, bem como 
facilitar a comparação dos resultados, utilizou-se uma forma padrão, com um 
número ﬁxo de neurônios na camada de entrada , intermediária e saída. Bem 
como, a taxa de aprendizado de 0.01 e erro médio quadrático da rede menor 
que 0.02. 
A primeira RNA aqui utilizada para identiﬁcação de padrões do sono 
foi a RNA estática. A topologia da RNAE é a padrão, composta de 90 
neurônios na camada de entrada, 40 neurônios na camada intermediária e 
apenas um neurônio na camada de saida. A escolha de 90 neurônios na 
camada de entrada deve-se a extensão da janela de tempo escolhida sobre o 
registro de EEG. Esta janela de tempo possui em tomo de um segundo, o que 
representa em média o dobro da duração de um fuso ou complexo K, porém 
podem existir fusos e complexos K com duração maior do que 0,5 e próximas 
a 1 segundo (RECHTSCHAFFEN & KALES, 1977). O número de neurônios 
adotados na camada intermediária foi obtido através da análise comparativa 
entre o número de neurônios de entrada e da camada intermediária do 
modelo neuronal da retina do olho humano, sendo que este tópico será 
discutido posteriormente neste capítulo. A Figura 5.10 apresenta a estrutura 
das camadas e disposição dos neurônios da RNAE.
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Figura 5.10 - Estrutura da RNAE, com uma camada de entrada de 90 neurônios, 
(correspondente ao número de elementos do padrão de entrada), uma camada intermediária 
de 40 neurônios e um neurônio de saída. 
Os padrões utilizados para o treinamento correspondem as entradas da 
RNAE, isto é, cada ponto do registro de EEG corresponde a entrada de um 
neurônio na RNAE. Os padrões alvo para saída da RNAE são baseados na 
Tabela 5.1, onde a entrada de um fuso do sono na RNAE resulta em sua saída 
igual a 1 e complexos K igual a -1, todas as outras freqüências e padrões de 
entrada do registro devem apresentar valores igual ou próximos a zero. 
Tabela 5.1 - Padrões de entrada e saida para o treinamento da RNAE 
Fusos do Sono 1 
Complexos K -1 
Outros O 
O treinamento da RNAE é realizado através da apresentação de um 
padrão na entrada da rede e um outro respectivo na saída (conforme a Tabela
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5.1). Após, realizar o primeiro treinamento para todos os padrões de entrada, 
veriﬁca-se o critério de parada, se este não for satisfeito repete-se o 
treinamento com todos os padrões novamente. O critério de parada para o 
treinamento da RNAE é o critério do somatório do erro médio quadrático 
total (SEQT) (BARRETO et al., 1992 e BARRETO, 1996). Quando o SEQT for 
menor ou igual a 0,02 o treinamento é interrompido, pois considera-se que a 
rede “aprendeu” com os elementos de entrada. 
A taxa de aprendizado foi mantida constante (taxa de aprendizado = 
0.01) para todos os tipos de RNA apresentadas neste trabalho, com a 
ﬁnalidade de facilitar a comparação dos resultados entre os diversos tipos de 
redes. 
A Figura 5.11 apresenta os padrões de treinamento da RNAE, os cinco 
primeiros padrões de treinamento (parte superior da Figura) são registros 
relativos à ocorrência de fusos do sono no sinal de EEG. Na parte central da 
Figura 5.11 aparece um conjunto de cinco complexos K. Na parte inferior um 
conjunto de ritmos de ondas lentas. Este último padrão não possui nenhum 
tipo de característica deﬁnida, apenas freqüências e amplitudes 
características da fase 2 do sono. 
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Figura 5.11 -Padrões de treinamento para a RNAE. Em A fusos do sono; em R, complexos K 
e em C, padrões predominantes da fase 2 do sono. No eixo x é representado o número de 
amostras e no eixo y a amplitude normalizada 
Para a validação da RNAE foi utilizado um registro de 1 hora de 
duração total de sono de um adulto normal, contendo episódios de fase 2 do 
sono, com vários complexos K e fusos do sono distribuídos ao longo do
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registro, identificados como tal pelo especialista Estes trechos de registros 
foram submetidos à RNAE e as convergências de verdadeiro/falsos positivos 
ou negativos (concordância com o diagnóstico do especialista, para presença 
de complexos K e fusos do sono) conforme a Tabela 5.2. A Tabela é dividida 
em 2 áreas principais: valores identiﬁcados pelo especialista e valores obtidos 
pela análise da RNAE. Os padrões identiﬁcados pelo especialista são os 
complexos K e os fusos do sono, os demais são padrões predominantes da fase 
2 do sono. Na análise pela rede neural utilizou-se critérios de comparação 
entre os obtidos pela RNA e os obtidos pelo especialista. Os padrões 
verdadeiramente positivos ocorrem quando os padrões são encontrados pela 
RNA e pelo especialista ao mesmo tempo (complexos K ou fusos do sono), os 
verdadeiros negativos quando nem a RNA nem o especialista detectaram 
algum tipo de padrão de fuso ou complexo K. Os falso negativos ocorrem 
quando o especialista encontrou um determinado padrão e a RNA não o 
encontrou e, por ﬁm, os falsos negativos correm quando o especialista não 
encontrou nenhum padrão e a RNA entrou. No ﬁnal da Tabela, foi realizado o 
cálculo da sensibilidade e especificidade destes padrões, aﬁm de criar um 
método para a comparação dos resultados de outros tipos de RNA. 
Tabela 5.2 - Padrões identiﬁcados pela RNAE 
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Compl. K 
p 
00:07: 17
p 
Fuso 1 00:07:33 1 X 
P. Fase II 00:07:40 ` 
Compl. K 00:07:52 
Compl. K 00:08:52 
P. Fase II 00:09:00 
Compl. K 00: 10:21 
Compl. K 00:10:41 
Fuso 00:11:03 
P. Fase II 00:11:10 
Fuso 00:11:33 
Compl. K 00:12:16 
P. Fase ll 00:12:30
Compl. K 00:12:52 X 
Fuso 00:13:14 
P. Fase II 00:13:17 
Compl. K 00:13:21 
Compl. K 00:13:29 
Fuso 00:14:45 X 
P. Fase II 00:15:00 
Fuso 00:15:20 
Compl. K 00:15:57 X 
Fuso 00: 16:26 
P. Fase II 00:16:30 
Compl. K 00:16:35 
Compl. K 00:17:20 
Fuso 00:18:06 X 
Fuso 00:18:17 X 
P. Fase II 00:18:30 
Compl. K 00:18:47 
Fuso 00:20:15 
Compl. K 00:20: 17 
Fuso 00:20:18 X 
Fuso 00:20:20 
P. Fase II 00:20:30 
Compl. K 00:20:37 
Compl. K 00:22:28 
Compl. K 00:22:40 X 
Fuso 00:22:54 
Fuso 00:23: 12 X 
P. Fase II 00:24:00 
Compl. K 00:24::41 X 
Compl. K 00:24:56 
Compl. K 00:25:07 
P. Fase II 00:25:20 
Compl. K 00:25:30 
Fuso 00:25:32 
Fuso 00:26: 18 X 
P. Fase II 00:26:30 
Fuso 00:26:55 X 
Compl. K 00:27:01 
Fuso 
Fuso 
00:28:05 
00:28:15 
P. Fase II 00:29:00 
Fuso 00:30:27 
Compl. K 00:30:34 X 
Fuso 00:31:12 X 
Fuso 00:31:27 X 
P. Fase II 
Fuso 
00:32:00 
00:32:26 
Fuso 00:32:28 
Fuso 00:33:15 X 
P. Fase II 00:33:17 
Fuso 00:33:19
Compl. K 00:36:02 X 
Fuso 00:37: 17 X 
Compl. K : 00:37:28 X 
P. Fase ll 00:37:40 * X 
Fuso z 00:38:01 X 
Fuso 00:40: 16 X 
Compl. K 00:42: 18 X 
Compl. K 00:43:23 X 
P. Fase II 00:43:30 X 
Compl. K 00:44:34 X 
Compl. K 00:45: 19 >< 
Compl. K 00:45:59 >< 
×× 
Compl. K 00:46:26 
Compl. K 00:47:39 
P. Fase II 00:48:00 1 X 
Compl. K 00:51:07 X 
Compl. K 00:51:53 X 
Compl. K 00:52:25 X 
P. Fase II 00:53:00 X 
Fuso 00:57:09 X 
TOTAL 43 12 8 22 
Sensibilidade 0.66 
Especiﬁcidade 0.6 
5.6.1.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAE _ 
Algoritmo: do tipo backpropagation com 90 neurônios de entrada, 40 
neurônios na camada intermediária e um neurônio na saída. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padroes de fusos do sono. 
Padrões de Saída para o treinamento: valores ﬁxos em 1 para fusos do sono, 
-1 para complexos K e 0 para padrões da fase 2 do sono, com noventa 
amostras cada um. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadráüco para os três padrões de saída igual 
a 0,02 
Características do treinamento: Todos os registros são enviados um a um 
para o treinamento, sendo que todos os noventa pontos do registro são 
apresentados simultaneamente aos neurônios de entrada da rede.
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Características da identificação: os noventa pontos de um padrão são 
apresentados simultaneamente e uma resposta é apresentada identiﬁcando o 
padrão (1,-1 ou 0). 
5.6.2 Rede Neural Artiﬁcial Dinâmica (RNAD) 
Os registros de EEG, bem como os demais registros eletrográﬁcos, 
apresentam características e padrões que modiﬁcam-se no tempo. Sendo que 
a forma em que os sinais variam no tempo não caracteriza uma única função 
e sim um conjunto delas sobrepostas (sinais de varias freqüências, artefatos, 
fusos, complexos K, etc). Devido a estas características procura-se utilizar 
redes neurais com características dinâmicas para acompanhar a 
variabilidade do sinal (DE AZEVEDO, 1993; DE AZEVEDO, 1994b, GILES et 
al., 1994) 
A RNAD possui como entrada uma camada constituída de 90 
neurônios sendo a entrada de cada neurônio é interligada a uma malha de 
atraso (elementos Z* na Figura 5.12). A camada intermediária da rede 
neural é composta de 40 neurônios, totalmente interconectados com os 
neurônios de entrada. A camada de saida da rede neural é composta de 
apenas um neurônio conectado a todos os neurônios da camada 
intermediária. A saida é interligado a outra malha de atraso, suprindo dados 
a um sistema simbólico composto por regras de produção, a fim de realizar a 
classificação ﬁnal do sinal. A malha de atraso da saida da RNAD tem como 
finalidade o armazenamento de todos os valores em um vetor, o qual será 
posteriormente analisado pelo sistema simbólico aﬁm de detectar algum tipo 
de complexo K ou fuso do sono; o diagrama da RNAD pode ser visualizado na 
Figura 5.12. Complementando a rede, cada neurônio foi dotado de um “bias” 
com a finalidade de aumentar ou diminuir o nivel de ativação de cada 
neurônio, auxiliando, desta forma, no treinamento da RNAD.
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As características dinâmicas deste tipo de rede estão nos elementos de 
entrada e saída da RNA. A malha de atraso da entrada faz com que todos os 
pontos do registro de EEG passe em cada um dos 90 neurônios de entrada da 
rede, sendo que, o último ponto (ou nonagésimo elemento) é eliminado após 
ser computado o seu valor pela RNA. Este procedimento se repete até o ﬁnal 
do registro de EEG ou do padrão a ser analisado. A principal característica 
desta RNA é a de veriﬁcar a maneira com que os pontos variam no decorrer 
do tempo e não a disposição dos pontos no plano, como é 0 caso da RNAE, 
possibilitando, desta forma, a identiﬁcação de sinais variantes no tempo, 
como é o caso dos sinais bioelétricos. Portanto, a RNAE é indicada para sinais 
estáticos (onde o padrão se encontra estável ou não variante no tempo), em 
contrapartida a RNAD é indicada para sinais variantes no tempo. A malha 
de atraso na saida da RNA serve para unir os resultados das últimas 90 
análises realizadas pela RNA em um vetor para a análise posterior. 
EEG -___- 
Fusog 
š S.S. ~K 
,ir 
Figura 5.12 - Estrutura de um rede neural dinâmica para o reconhecimento de complexos K e 
fusos do sono. Apresenta uma malha de atraso na entrada (Z~1), interligada a 90 neurônios da 
camada de entrada. A camada intermediária é composta de 40 neurônios inteligados a 
apenas um neurônio de saida que leva 0 sinal para outra malha de atraso. A função do 
Sistema sismbólico (SS) é analisar 0 valor mantido pela última malha de atraso e identifcar o 
padrão como fuso, complexo K ou nenhum deles.
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O treinamento da rede é realizado, passo a passo, conforme a entrada 
de cada valor de 12 bits digitalizada de EEG (RODRIGUES, 1997), isto é, 
para cada ponto que entra na malha de atraso é realizado um treinamento 
pela rede. No inicio, antes de entrar o primeiro ponto do sinal para o 
treinamento, todas as saídas da malha de atraso apresentam o valor 1, 
porém, estes se modiﬁcam a medida que os padrões de entrada começam a 
entrar pela malha. O valor 1 na malha de atraso serve como um tipo de 
identiﬁcador para a RNAD, pois quando todos valores na entrada forem 1 a 
saida da RNAD também o será, a medida que os valores vão se modificando 
na entrada os valores da saida também começam a variar. 
Cada padrão é constituído de noventa pontos, da mesma forma que na 
RNAE, o que possibilita o deslocamento do sinal no tempo através dos 90 
neurônios da camada de entrada da rede, o que reﬂete signiﬁcativamente na 
fase de aprendizado e na fase de identiﬁcação de padrões da RNAD. Quanto 
maior for o vetor de entrada da RNAD, isto é, o número de neurônios da 
entrada, maior será o deslocamento do padrão nestes neurônios e, 
consequentemente, melhor será a sua identiﬁcação. Porém, quando maior 
número de neurônios maior será o tempo para treinamento da rede. A RNA 
utiliza o algoritmo backpropagation para o treinamento e um conjunto de 
padrões de treinamento conforme descrito na Tabela 5.3; nota-se a diferença 
com a Tabela 5.1 somente nos padrões de saída. Um efeito interessante na 
utilização das RNAD é o fato do treinamento se realizar de forma mais rápida 
para valores distantes entre si, diferente do que ocorre com as RNAE, onde 
não importava o valor utilizado, sendo que neste caso fora utilizado 1 e -1 
para a identiﬁcação dos padrões de saída. Testes realizados com valores de -1 
e 1 demostram que o treinamento da RNAD é muito mais lento que quando 
fora realizado com valores de 0 e 1, sem que ocorra perda na capacidade de 
identiﬁcação do sinal. Este fato provavelmente é causado pela constante 
variação dos padrões de entrada da rede, tornando mais diﬁcil a saída da 
RNAD para os valores limites de seus neurônios, isto é, valores de -1 e 1.
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Os padrões foram apresentados à rede de forma seqüencial, 
intercalando um fuso, um complexo K, e um ritmo padrão da fase 2 do sono. 
Em princípio, para efeitos de comparações de resultados entre as RNAs, foi 
utilizado o mesmo conjunto de padrões da RNAE (Figura 5.11). 
Tabela 5.3 - Padrões de entrada e saída para o treinamento da RNAD 
- . . _. 7. .. . . .. . _... . . ...¡... .:.., __ ,_.::::__¿:__.¡,.¡¡.›.. _. _ ¡;.:_,, ._,.. _' .L_.;À_.¡ _.,.::... . ..... . ._ . ..f. :...z 
Fusos do Sono 1 
Complexo K 0 
Ritmo da fase 2 do sono 0,5 
Ainda sobre 0 treinamento da RNAD, pode-se dizer que a RNAD foi 
treinada com a ﬁnalidade de encontrar fusos e complexos K na extensão do 
registro de EEG durante o sono. Porém, quando um fuso é encontrado, o 
resultado do neurônio de saída é ativado (valor em torno de 1), já quando a 
rede neural encontrar um complexo K o resultado do neurônio de saida é 
próximo de zero. Com a finalidade demjnimizar falsos positivos ou negativos 
que possam vir a ocorrer durante a classiﬁcação da RNAD, tornou-se 
necessário o treinamento com padrões de ritmos predominantes aos da fase 2 
do sono. Estes padrões servem como pontos de referência no treinamento e 
fazem com que a saida da RNAD possua um valor intermediário igual a 0,5, 
representando a negação na identiﬁcação de características dos padrões de 
complexos K ou fusos do sono. 
A atualização dos pesos da rede é realizada a cada ponto, de acordo 
com a entrada dos pontos pela malha de atraso. O padrão alvo para saida da 
rede apresentado na Tabela 5.3 somente é alterado após a rede ter realizado 
o treinamento com cada um dos 90 pontos de cada padrão de entrada. O 
treinamento da rede neural foi realizado até que o somatório do erro 
quadrático total (SEQT) fosse menor ou igual a 0,02 com taxa de aprendizado 
da rede (larning rate) igual a 0,01, da mesma forma que na RN AE.
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Como citado anteriormente, o treinamento da RNAD foi realizado de 
modo a utilizar um vetor com 90 elementos, proporcionando apenas uma 
saida (uma em cada instante de tempo) para cada padrão de entrada. Este 
vetor de saída gerado pela RNAD é denominado Vetor de Saída da Rede 
Neural (VSRN). 
O erro da RNAD é calculado tomando como base a diferença do VSRN 
com um vetor de 1 (uns) para fusos do sono, ou um vetor de O (zeros) para 
complexos K, ou um vetor com o valor constante de 0,5 para os demais 
padrões do registro de EEG. 
O Sistema Simbólico (S.S.) que tem como finalidade realizar uma 
classiﬁcação dos resultados de saída da rede neural, verificando o 
comportamento dos dados da RNAD no decorrer do tempo, isto é, veriﬁcar se 
a saida da rede neural apresentou um nível lógico 1 ou 0 (ou 
aproximadamente), durante um determinado intervalo de tempo, já que a 
rede possui um comportamento dinâmico e o seu resultado é em função do 
tempo (Figura 5.12). 
A inspeção comparativa dos resultados de saida da rede neural (VSRN 
resultante da RNAD) com o resultado da classificação do registro de EEG por 
um médico especialista possibilitou chegar ao critério de classiﬁcação 
utilizado pelo S.S. da RNAD (RODRIGUES, 1999a, RODRIGUES. 1999b, 
RODRIGUES, 1999c, RODRIGUES, 1999d). Este critério de classiﬁcação foi 
escrito através de regras de produção e pode ser resumido conforme o 
algoritmo da Figura 5.13.
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1F(`r/.síf > 50%) 
THEN 
1F(5 % > zoponzos AND SEQHÊ) < o,1) 
THEN 
O padrão foi encontrado! 
ELSE 
O padrão não foi encontrado! 
Figura 5.13 - Regras para o SS verificar um segmento 
O algoritmo proposto para o SS é realizado através da análise do 
VSRN _ Devido a instabilidade do sinal de saída com os primeiros pontos a 
serem analisados pela RNAD somente a metade superior do VSRN é 
analisada. Os primeiros valores dos vetor não são importantes e não 
apresentam um resultado consistente devido ao fato da rede estar se 
adaptando dinamicamente ao sinal de entrada. A análise da metade superior 
do VSRN é realizada através da procura de um segmento do VSRN maior que 
20 pontos, cujo o somatório do erro médio quadrático total (SEQT) não 
ultrapasse o valor de 0, 1 (o que representa uma saída válida). 
Os resultados obtidos pela RNAD foram obtidos através de um 
treinamento que perdurou por 80000 épocas, tomando o SEQT<0,02. 
Primeiramente, após o treinamento da RNAD, foi testada a sua 
capacidade no reconhecimento de fusos do sono. Na Figura 5.14, à esquerda é 
apresentado alguns padrões de entrada identiﬁcados pela RNAD como fusos 
do sono (estes padrões não fazem parte do conjunto de treinamento da rede), 
à direita, a Figura 5.14 mostra o VSRN resultante do treinamento. Nota-se, 
que o VSRN tende à estabilizar em 1 (ou aproximar-se de 1) no momento em 
que ocorre a identificação de um determinado padrão de fuso do sono.
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Figura 5.14 - Em A, B e C, observa-se fusos do sono identiﬁcados pela RNAD. A direita de 
cada padrão (A1, B1, C1), encontra-se o VSRN resultante após a análise da RNAD 
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Como um segundo teste para RNAD, foi veriﬁcada a sua capacidade no 
reconhecimento de complexos K do sono. A Figura 5.15 apresenta alguns dos 
padrões identiﬁcados como complexo K pela rede neural. Nota-se, que o 
VSRN tende à estabilizar em O (ou aproximar-se de 0) no momento em que 
ocorre a identiﬁcação de um determinado padrão de complexo K. 
Na análise da RNAD foi utilizado o mesmo registro de uma hora de 
sono da RNAE. A Tabela 5.4 apresenta a listagem de padrões encontradas 
pelo especialista e os padrões encontrados pela RNAD. As duas primeiras 
colunas da tabela representam o tipo e localização do padrão encontrado pelo 
especialista, nas outras quatro colunas estão representados os padrões 
verdadeiros positivos, verdadeiros negativos, falsos positivos e falsos 
negativos encontrados pela rede neural. No ﬁnal da tabela é apresentado o 
resultado do o cálculo da especiﬁcidade e estabilidade, com os padrões obtidos 
pela rede neural.
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Figura 5.15 - Em A, B e C, observam-se complexos K do sono identiﬁcados pela RNAD À 
direita de cada padrão (A1, B1, C1), encontra-se o VSRN resultante após a anáhse da RNAD 
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Tabela 5.4 - Padrões identiﬁcados pela RNAD 
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00:07:05 
Compl. K 00:07: 17 X 
Fuso 00:07:33 
P. Fase II 00:07:40 X 
Compl. K 00:07:52 X 
Compl. K 00:08:52 X 
P. Fase II 00:09:00 X 
Compl. K 00:10:21 
Compl. K 00:10:41 
Fuso 00:11:03 X 
P. Fase II 00:11:10 X 
Fuso 00:11:33 X 
Compl. K 00:12:16 X 
P. Fase II 00:12:30 1 X 
Compl K 00:12:52 1 
Fuso 00:13:14 X 
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Compl. K 00:13:21 X 
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Fuso 
00:15:00 X 
00:15:20 X 
Compl. K 00:15:57
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Fuso ooz16z26 1 x * 1 
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Compl. K 00:17:20 
; 
X 1 
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00:20:30
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Compl. K 00:20:37 X 
Compl. K 00:22:28 X 
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Fuso 00:23: 12 X 
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Compl. K 
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Compl K 00:25:07 X 
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Fuso 00:26:55 X 
Compl. K 00:27:01 X 
Fuso 00:28:05 X 
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Compl. K 
00:30:27 
00:30:34
X 
Fuso 00:31:12 
X
X 
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X 
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Compl. K 00:36:02 V1 
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Fuso 
Fuso 
00:38:01 
00:40: 16 
.*/II/1 
Compl. K 00:42:18 V4 
Compl. K 00:43:23 IA 
P. Fase II 00:43:30 
Compl. K 00:44:34 X 
Compl. K 00:45: 19 VJ 
Compl. K 00:45:59 M 
Compl. K 00:46:26 T/I 
Compl. K 00:47:39 K 
P. Fase II 00:48:00 X 1
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Compl. K 00:51:53 
Compl. K 00:52:25 
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5.6.2.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAD 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA. Apresenta 90 neurônios na camada de entrada, 
40 neurônios na camada intermediária e um neurônio na saida. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com noventa amostras cada um. 
Padrões de Saída para o treinamento: valores ﬁxos em 1 para fusos do sono, 
0 para complexos K e 0,5 para padrões da fase 2 do sono. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático para os três padrões com valores 
iguais ou menores que 0,02. 
Características do treinamento: Todos os registros são enviados um a um 
para uma malha de atraso. Os elementos da malha de atraso estão 
interligados ao 90 neurônios de entrada. O treinamento ocorre para cada 
deslocamento de um ponto sobre a malha de atraso resultando em um vetor 
de saída (V SRN) e não, de um único valor como na RNAE. Portanto, o padrão 
“alvo”a ser comparado no treinamento é um vetor de uns para fusos de sono e 
um vetor de zeros para os complexos K. 
Características da identiﬁcação: os noventa amostras de um padrão são 
apresentados um a um para a RNAD. Um vetor resultante é gerado e, 
posteriormente, analisado a procura de um segmento em 1 ou 0, que 
represente um determinado padrão de fuso do sono ou complexo K, 
respectivamente.
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5.6.3 Rede Neural Artificial Dinâmica Independente (RNADI) 
A Rede Neural Artiﬁcial Dinâmica Independente é uma variante da 
Rede Neural Artiﬁcial Dinâmica. Este tipo de rede apresenta na sua 
estrutura duas RNAD, uma especializada na identificação de complexos K e 
outra rede especializada na identiﬁcação de fusos do sono. 
A RNADI utiliza como algoritmo de treinamento o backpropagation e 
como padrões de treinamento um conjunto de padrões de entrada e saída 
conforme descrito na Tabela 5.5. Os padrões foram apresentados a rede de 
forma paralela, utilizando-se um conjunto de fusos do sono para o 
treinamento da RNAD1 e outro de complexos K para treinar a RNAD2, e 
posteriormente, um ritmo padrão da fase 2 para treinar ambas RNAs. 
Novamente, foi utilizado o mesmo conjunto de padrões da RNAE. 
A forma de treinamento para a RNADI é muito mais simples do que o 
da RNAD. Cada uma das RNAS é treinada para encontrar o padrão alvo 1, 
isto é, se existir um complexo K ou fuso do sono no segmento de EEG 
analisado, a saída da rede deverá conter o valor 1. 
Tabela 5.5 - Padrões de Treinamento para as RNADI 
Fusos do Sono 
Complexos K 
Ritmo da fase 2 do sono 
OQ:-^ 
O›-*O 
A topologia (número de neurônios) e parâmetros para o treinamento 
são idênticos ao da rede do RNAD e RNAE. 
A Figura 5.16 apresenta a estrutura da RNADI, onde pode-se veriﬁcar 
a existência de duas RNADs, uma especializada na identiﬁcação de 
complexos K e outra, na identiﬁcação de fusos do sono. A utilização das duas 
RNAs melhorou o processo de identjﬁcação de padrões, tanto em velocidade 
quanto em precisao, porém introduziu um erro que antes nao existia com as 
RNAD: o fato das duas redes neurais identiﬁcarem um padrão ao mesmo
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tempo. Portanto, o SS deste tipo de rede deve levar em consideração este fato, 
para gerar uma saída correta. A solução foi veriﬁcar qual saída das RNADS 
apresenta 0 sinal mais estável e mais próximo do valor 1 neste instante, isto 
é, veriﬁcar qual delas possui o menor SEQT. Logo, a análise pode ser baseada 
no algoritmo da Figura 5.17. 
- 
` 
RNAD1 ___ 
warm 
sl.. W/ 
WW 
_,
~
l 
Fusos " 
S3 Compl. K: 
RNAD2 
1 
N.D.A. ä?
~
. 
i -_ 
., ,. 
I! -m. 
Figura 5.16 - Estrutura da RNADI, composta de duas RNADS. As RNAD1 e RNAD2 São 
responsáveis pela identicação de fusos e complexos K do sono, respectivamente. O valor 
resultande destas redes é a análise pelo sistema simbólico (SS). Através dos dois vetores de 
atraso da saida das RNAD, e posteriormente, classificado como fuso, complexo K ou nenhum 
dos dois padrões.
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1F(VsRN1> 50%) 
THEN 
IF (El VSRN1 > 20 pontos AND SEQT l(VSRN 1) < 0,1) 
THEN 
O padrão ﬁfso do sono foi encontrado! 
padrãol =1; 
ELSE 
O padrão não foi encontrado! 
1F(r/SRN2 > so%) 
THEN 
1F(a ÊÊT2 > zoponzos AND SEQTÁH) < 0,1) 
THEN 
O padrão complexo k foi encontrado ! 
padrão2 = 1; 
ELSE 
O padrão não foi encontrado! 
[F(padrão1 AND padrão2), 
THEN 
1F(SEQT1 < SEQT2) 
THEN 
O padrão é o ﬁiso do sono 
ELSE 
O padrão é o complexo K 
Figura 5.17 - Algoritmo do SS da RNADI 
O algoritmos possui a mesma ﬁnalidade e características da RNAD, 
porém, utiliza-se o cálculo independente para cada uma das RNAD 
(veriﬁcando se existe um segmento maior que 20 pontos próximo a 1 com um 
SEQT menor do que 0,1). Quando um padrão se assemelha a um fuso do 
sono e também, a um complexo K (pode existir fuso e complexos K no mesmo 
instante) (BROUGHTON, 1995), a seleção do padrão é dada pelo VSRN que 
possui o menor SEQT.
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Após 0 treinamento, foi utilizado o mesmo registro de uma hora de 
sono utilizados pela RNAE e RNAD (caracterizado como fase dois do sono) 
para validar a RNADI. A Tabela 5.6 apresenta esta listagem de padrões 
encontradas pelo especialista e os padrões encontrados pela RNADI. 
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P. Fase II 'oozovzoõ 
' Mmxw' W W " H " F
Compl. K 00:07: 17 
Fuso 00:07:33 
P. Fase II 00:07:40 
Compl. K 00:07:52 
. 
Compl. K 00:08:52 
P. Fase II 
Compl. K 
00:09:00 
00:10:21 
Compl. K 00:10:41 
Fuso 
P. Fase II 
00:11:03 
00:11:10 
Fuso 00:11:33 
Compl. K 00:12:16 
P. Fase II 00:12:30 
Compl. K 00:12:52 
Fuso 00:13:14 
P. Fase II 00:13: 17 
Compl. K 00:13:21 
Compl. K 00: 13:29 
Fuso 00:14:45 
P. Fase II 00:15:00 
Fuso 00:15:20 
Compl. K 00:15:57 
Fuso 00: 16:26 
P. Fase II 00: 16: 30 
Compl. K 00:16:35 
Compl. K 00:17:20 
Fuso 00:18:06 
Fuso 00:18:17 
P. Fase II 00:18:30 
Compl. K 00:18:47 
Fuso 00:20:15 
Compl. K 
Fuso 
00:20: 17 
00:20:18 
Fuso 00:20:20 
P. Fase II 00:20:30 
Compl. K 00:20:37 
Compl. K 00:22:28
Compl. K 00:22:40 X 
Fuso 00:22:54 X 
Fuso 00:23: 12 X 
P. Fase II 00:24:00 
Compl. K 00:24::41 X 
Compl. K 00:24:56 1 X 
Compl. K 00:25:07 X 
P. Fase II 00:25:20 
Compl. K 00:25:30 X 
Fuso 00:25:32 X 
Fuso 00:26: 18 X 
P. Fase II 00:26:30 
Fuso 00:26:55 X 
Compl. K 00:27:01 X 
Fuso 00:28:05 X 
Fuso 
P. Fase II 
00:28:15 
00:29:00
X 
Fuso 00:30:27 { X 
Compl. K 00:30:34 X 
Fuso 00:31:12 X 
Fuso 00:31:27 X 
P. Fase II 00:32:00 
Fuso 00:32:26 X 
Fuso 00:32:28 X 
Fuso 00:33: 15 X 
P. Fase II 00:33:17 
Fuso 00:33:19 £>< 
Compl. K 00:36:02 
Fuso 00:37:17 
Compl. K 
P. Fase II 
00:37:28 
00:37:40 
.›<›'×<>< 
Fuso 00:38:01 
X X 
Fuso 00:40: 16 X 
Compl. K 00:42: 18 X 
Compl. K 00:43:23 X 
P. Fase II 00:43:30 
Compl. K 
Compl. K 
00:44:34 
00:45: 19 P4
X 
Compl. K 00:45:59 N 
Compl. K 00:46:26 M 
Compl. K 00:47:39 >< 
P. Fase II 00:48:00 
Compl. K 00:51:07 X X 
Compl. K 00:51:53 ` X 
Compl. K 00:52:25 X 
P. Fase II 00:53:00 
Fuso 00:57:09 X 
TOTAL 
Especiﬁcidade 
48 16 4 17 
Sensibilidade 0,74 
0,8
1
5.6.3.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAI 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA. Apresenta 90 neurônios na camada de entrada, 
40 neurônios na camada intermediária e um neurônio na saida. Porém, 
possui duas redes especializadas no treinamento de fusos e complexos K, 
respectivamente. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com noventa amostras cada um, os 
mesmos utilizados na RNAE e RNAD. 
Padrões de Saída para o treinamento: valores ﬁxos em 1 para o momento em 
que a primeira RNA encontrar fusos do sono, e valores ﬁxos 1 para o 
momento em que a segunda RNA encontrar complexos K. Para padrões da 
fase 2 do sono foi utilizado valores para ambas as RNAs igual a zero. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático para os três padrões com valores 
iguais ou menores que 0,02. 
Características do treinamento: As duas RNAs que compõe a RNADI são 
treinadas independentemente, conforme o treinamento das RNAD. Todos os 
registros são enviados um a malha de atraso de cada uma das RNAs. Os 
elementos da malha de atraso estäo interligados aos 90 neurônios de entrada. 
O treinamento ocorre para as duas RNAs a cada deslocamento de uma 
amostra sobre a malha de atraso resultando em um vetor de saida (V SRN) e 
não de um único valor como na RNAE. O padrão “alvo” a ser comparado no 
treinamento é um vetor de uns para fusos de sono e complexos K, apenas 
diferindo da RNA utilizada. 
Características da identiﬁcação: as noventa amostras de um padrão são 
apresentados para as duas RNAs que compõem a RNAI, dois vetores 
resultantes são criados e, posteriormente, analisados a procura de um 
segmento em 1 que represente um determinado padrão de fuso do sono ou 
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complexo K dependendo da RNA que foi encontrada. O Sistema Simbólico 
(SS) utilizado serve para essa ﬁnalidade, encontrar um segmento de 1, 
deﬁnir de que RNA foi proveniente e apresentar a identiﬁcação do padrão 
propriamente dito. 
5.6.4 Rede Neural Artiﬁcial Dinâmica com Filtro e limite de 
Sensibilidade (RNADFS) 
A RNADFS é semelhante a RNAD, possuindo a mesma topologia e 
critérios para o treinamento. Porém, neste caso a saída da RNAD é aplicada a 
um ﬁltro de média móvel e por um conjunto de regras de produção capazes de 
identificar como positivo ou negativo o resultado da saida da RNAD, 
determinando a identiﬁcação de um complexo K ou fuso do sono através de 
um limite de sensibilidade que controla a regra de identificação de padrões. A 
Figura 5.18 apresenta a estrutura da RNADFS proposta. 
Limite de
| 
Sensibilidade (S) 
Pﬂ4ü'ä0 Fuso do 
Desconhecido Som; 
Figura 5.18 - Estrutura da RNADFS composta de ﬁltro de média móvel e limitador de 
sensisibilidade para o reconhecimento de um fuso do sono 
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O treinamento também possui as características das RNAD anteriores, 
porém os padrões utilizados para o treinamento desta rede possuem 280 
pontos e não 90 como as anteriores. Cerca de 45 pontos representam um fuso 
do sono propriamente dito e os demais pontos ritmos predominantes na fase 2 
do sono. Como os fusos do sono podem variar de duração ou localização na 
extensão do padrão de treinamento, foi gerado um outro conjunto de padrões 
a ser utilizado como padrão alvo para a RNAD. A ﬁnalidade destes padrões é 
indicar a localização dos padrões alvo durante o treinamento. A Figura 5.19 
apresenta os padrões de fusos (a esquerda) e a direita os vetores de 
treinamento desta RNA. 
Os padrões de 280 pontos foram mais úteis dos que os de 90 pontos, 
utilizados anteriormente para os outros tipos de RNA, devido ao fato de já 
possuírem elementos da fase 2 do sono (entre outros padrões), não sendo 
necessário treinar separadamente padrões que não são de interesse para 
RNA. 
Após o término da etapa de treinamento é necessário um algoritmo 
capaz de analisar o VSRN, a ﬁm de identiﬁcar a presença ou não de um 
padrão de fuso do sono. Neste trabalho optou-se pela utilização de um ﬁltro 
de média móvel com n=15. Este ﬁltro é capaz de realizar a média de um 
segmento de 15 pontos e, assim, informar se o valor da média situa-se entre o 
valor desejado. Este valor desejado é chamado de sensibilidade da RNAD e 
possui a ﬁnalidade de criar um limiar na identificação destes padrões. Neste 
experimento foi adotado um valor de sensibilidade igual a 85%, isto é, um 
padrão somente irá ser identiﬁcado como fuso do sono se o valor de saída do 
ﬁltro ultrapassar a um valor de 0,85, sabendo-se que o máximo é de 1 ou 
100%. 
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Figura 5.19 - A esquerda observa-se os padrões de treinamento. À direita o VSRN resultante 
da RNADFS. Os padrões de EEG circundados representam o momento de ocorrência dos 
fusos de sono. 
Na análise dos resultados da RNADFS foram escolhidos 
aleatoriamente padrões de fusos do sono, diferentes dos escolhidos para o 
treinamento da rede. Os resultados da RNAD para estes padrões são 
apresentados na Figura 5.20. A “janela” sobre os registro de EEG, ou os 
padrões circundados por um retângulo (em vermelho) representa o momento 
em que o algoritmo da RNA identiﬁcou um padrão do sono. Logo abaixo deste 
é apresentado o vetor de saída da rede neural (VSRN). Para facilitar a 
análise do VSRN, utilizou-se um ﬁltro de média móvel com a ﬁnalidade de 
eliminar as pequenas variações deste vetor. O valor adotado para o ﬁltro de 
média móvel foi de 15 elementos (n=15), assegurando, com isso, um segmento 
de, no mínimo, 15 elementos com uma mesma média. Assim, quando o vetor 
se estabilizar em algum momento durante a etapa de identificação da rede 
podemos dizer que um determinado padrão foi encontrado, resultando na 
ativação da “janela” (retângulo) sobre o registro de EEG. A sensibilidade pode 
ser controlada externamente através do Sistema de Controle (SC) do sistema, 
a ﬁm de obter uma maior ou menor quantidade de padrões do sono. Torna-se 
óbvio que, quanto maior a sensibilidade da rede, maior será o número de 
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padrões identiﬁcados e, também, maior será a ocorrência de padrões falsos 
positivos. 
Com o VSRN ﬁltrado, o critério da sensibilidade adotado de 85% foi 
obtida com base em experimentos anteriores (RODRIGUES et al., 1999c; 
RODRIGUES et al., 1999d; RODRIGUES et al., 2000), e através de testes do 
tipo tentativa e erro, para adequar os resultados da RNADFS com os 
resultados do especialista.
A
B
A
B 
Figura 5.20 - Em A são apresentados dois registros de EEG com fusos do sono. A área 
marcada representa o momento de ocorrência do fuso sono encontrado pela RNADFS. A 
partir da análise do VSRN resultante da RNA para cada padrão. Estes podem ser observados 
nos registros em B 
Após o treinamento foi utilizado o mesmo registro de uma hora de sono 
utilizados pela RNAE, RNAD, RNADI, caracterizado como fase dois do sono. 
A Tabela 5.6 apresenta esta listagem de padrões encontradas pelo 
especialista e os padrões encontrados pela RNADFS. 
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Tabela 5.7- Padrões identlﬁcados pela RNADFS 
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P. Fase II 00:07:05 
Compl. K 00:07:17 X 
Fuso 00:07:33 X 
P. Fase II 00:07:40 
Compl. K 00:07:52 X 
Compl. K 00:08:52 
P. Fase II 00:09:00 
Compl. K 00:10:21 
Compl. K 00:10:41 
Fuso 00:11:03 X 
P. Fase II 00:11:10 
Fuso 00:11:33 X 
Compl. K 00:12:16 X 
P. Fase II 00: 12:30 
Compl. K 00:12:52 
Fuso 00:13:14 X 
P. Fase II 00:13:17 
Compl. K 00:13:21 X 
Compl. K 00:13:29 X 
Fuso 00:14:45 X 
P. Fase II 00:15:00 
Fuso 00:15:20 X 
Compl. K 00:15:57 X 
Fuso 00:16:26 X 
P. Fase II 00:16:30 
Compl. K 00:16:35 X 
Compl. K 00: 17:20 X 
Fuso 
Fuso 
00:18:06 
00:18:17
X 
P. Fase II 00:18:30 
Compl. K 00:18:47 X 
Fuso 00:20: 15 X 
Compl. K 00:20:17 X 
Fuso 00:20:18 
Fuso 00:20:20 X 
. P. Fase H 00:20:30 
Compl. K 00:20:37 M 
Cornpl K 00:22:28 >< 
Compl. K 00:22:40 >< 
Fuso 00:22:54 >< 
Fuso 
P. Fase II 
00:23: 12 
00:24:00 
Compl. K 00:24::41 X 
Compl. K 00:24:56 X
Compl. K 00:25:07 X 
P. Fase II 00:25:20 
Compl. K 00:25:30 
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X 
Fuso 00:25:32 X 
Fuso
I 
00:26: 18 1 X 
P. Fase II 00:26:30 
Fuso 00:26:55 X 
Compl. K 00:27:01 X 
Fuso 
Fuso 
00:28:05 
00:28: 15
X
X 
P. Fase II 00:29:00 
Fuso 00:30:27 X 
Compl. K 00:30:34 X 
Fuso 00:31:12 X 
Fuso 00:31:27 X 
P. Fase II 00:32:00 
Fuso 00:32:26 X 
Fuso 1 00:32:28 ; X 
Fuso 00:33:15 X 
P. Fase II 00:33: 17 
Fuso 00:33: 19 
Compl. K 00:36:02 AK 
Fuso 00:37:17 2/4 
Comp l. K 00:37:28 V1 
P. Fase II 00:37:40 
Fuso 00:38:01 X 
Fuso 00:40: 16 1 X 
Compl. K 00:42: 18 X 
Compl. K 00:43:23 \ X 
P. Fase II 
Compl. K 
00:43:30 
00:44:34 X 
Compl. K 00:45: 19 V1 
Compl. K 00:45:59 ‹ V4 
Compl. K 00:46:26 
Compl. K 00:47:39 Ki/ 
P. Fase II 00:48:00 
Compl. K 
Compl. K 
00:51:07 
00:51:53
X 
Compl. K 00:52:25 : 
X
X 
P. Fase II 00:53:00 I 
Fuso 00:57:09 X 
TOTAL 
L 
50 16 4 lo 
Sensibilidade 0,77 
Especíﬁcidade 0.8
7
5.6.4.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAFS 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA. Apresenta 90 neurônios na camada de entrada, 
40 neurônios na camada intermediária e um neurônio na saída. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com 280 pontos cada um. 
Padrões de Saída para o treinamento: valores ﬁxos em 1 para fusos do sono, 
1 para complexos K, porém para RNADF diferentes. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático menor que 0,02 para o padrão de 
saída. 
Características do treinamento: Todos os registros são enviados um a um 
para uma malha de atraso. Os elementos da malha de atraso estão 
interligados ao 90 neurônios de entrada. O treinamento ocorre em cada 
deslocamento de um ponto sobre a malha de atraso resultando em um vetor 
de saída (V SRN) e não de um único valor como na RNAE. O padrão “alvo” a 
ser comparado no treinamento é um vetor de zeros ou uns, zeros onde não 
existe nenhum tipo de padrão e ums onde existe. 
Características da identiﬁcação: as noventa amostras de um padrão são 
apresentados um a um para a RNAD onde um vetor resultante é criado e, 
posteriormente, processado com um ﬁltro de média móvel de n=15 (eliminado 
elementos de alta frequência ou ruídos). Após, os segmentos são analisados à 
procura de um segmento em 1. A sensibilidade representa o momento de 
“corte” ou limite para representar um determinado padrão na saída da RNA. 
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5.6.5 Rede Neural Artiﬁcial Dinâmica Baseada em Mecanismos da 
Visão (RNAD-BMV) 
O princípio de funcionamento das RNADs, é em alguns aspectos, 
similar ao processo de funcionamento da retina periférica do olho humano. 
Vários neurônios de entrada convergindo para apenas um neurônio na saída, 
que envia estímulos de forma “serial” para o cérebro. Partindo desta 
comparação, modelos de RNAS foram desenvolvidos visando emular algumas 
características da visão do olho humano (FUCUSHINLA, 1988). Para um 
melhor entendimento das estruturas aqui propostas deve-se repassar alguns 
conhecimentos fisiológicos e histológicos do olho humano. 
Os receptores visuais e a estrutura neuronal que compõem a retina, 
constituem uma das redes neurais mais especializas do corpo humano. O 
processamento das informações neuronais que emergem deste circuito pelo 
cérebro contém permite identificar formas, cores, contraste, movimento e 
localização de objetos (MASON, 1991). 
A retina apresenta duas regiões morfológica e funcionalmente distintas 
de grande importância no processolde identiﬁcação da imagem: a retina 
periférica e a fóvea. A retina periférica contém circuitos de alta sensibilidade, 
porém baixo poder de discriminação de padrões. Já a fóvea é uma área que 
contém circuitos de banca sensibilidade, porém com um alto poder de 
discriminação de padrões, contornos e bordas. 
A imagem captada pela retina é controlada pelos movimentos oculares. 
O cérebro atua na circuitaria de controle destes movimentos fazendo com que 
a imagem “alvo” passe pela retina periférica realizando uma primeira 
identificação da imagem e posteriormente chegue até a fóvea para a 
identiﬁcação ﬁnal da imagem. Este mecanismo é representado na Figura 
5.21. Uma característica importante deste mecanismo é que ele possui duas 
fases na identificação dos sinais visuais. A primeira fase identiﬁca algo 
“semelhante” ao padrão alvo. Já a segunda fase realiza a identiﬁcação, 
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propriamente dita, do padrão alvo. A incidência destas imagens captadas 
pela retina é controlada pelo cérebro através de movimentos precisos na 
posição dos olhos (globo ocular), para assegurar que a característica principal 
da imagem chegue a parte mais capaz de discriminação de padrões da retina 
(fóvea) de cada olho, onde a acuidade visual é maior. 
A estrutura da retina é extremamente complexa, nela distínguindo-se 
dez camadas de elementos neurais. O estudo das dez camadas pode ser 
simplificado levando-se em conta apenas a disposição dos neurônios da retina 
(SOBOTTA, 1999). Deste modo, na retina distinguem-se três camadas que 
correspondem aos territórios dos neurônios I, II, e III da via óptica. O 
primeiro território é composta pelas células fotossensíveis (ou foto receptoras) 
denominadas cones e bastonetes, que possuem a função de captar estímulos 
luminosos e convertê-los em potenciais elétricos. A segunda camada é 
composta de células bipolares que se interligam ao cones e bastonetes da 
primeira camada, possuindo a ﬁnalidade de captar os estímulos provenientes 
destas células fotossensíveis (MACHADO, 1993). E, mais internamente, a 
terceira camada composta de célulasfganglionares, que recebem informações 
dos neurônios bipolares, e possuem a função de transmitir os estímulos 
sensoriais da visão pelo nervo óptico até o tálamo visual e ao córtex cerebral, 
onde é realizado o processo de identificação, propriamente dito, da imagem 
(MASON & KANDEL, 1991). As Figuras 5.22 e 5.23 apresentam dois 
diagramas simpliﬁcados das 3 camadas da retina (periférica e fóvea). As duas 
Figuras apresentam uma relação direta com os modelos de RNADs propostos 
anteriormente neste trabalho, dai a tentativa de modelar as estruturas do 
olho humano. 
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Figura 5.21 Elementos anatômicos do olho humano (modiﬁcado de MASON & KANDEL 
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Figura 5.22 - Esquema da retina do olho humano, retina periférica e fóvea (modiﬁcado de 
GUYTON & HALL, 1997)
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As células fotossensíveis que compõem os receptores da visão (cones e 
bastonetes), proporcionam a idéia da existência de um circuito de pré- 
processamento do sinal luminoso para as células ganglionares. 
Os bastonetes são estruturas adaptadas para identificação de sinais 
com pouca intensidade luminosa, enquanto que, os cones são adaptados para 
identiﬁcação de sinais com maior intensidade. No homem, o número de 
bastonetes é cerca de vinte vezes maior que o número de cones. Contudo, a 
distribuição dos dois tipos de receptores não é uniforme. Nas porções 
periféricas da retina predominam os bastonetes, enquanto que o número de 
cones aumenta progressivamente à medida que se aproxima da fóvea, até 
que, ao nível da fóvea, existam exclusivamente cones. Nas partes periféricas 
da retina, vários bastonetes ligam-se a uma célula bipolar e várias células 
bipolares fazem sinapse com uma única célula ganglionar. Na retina 
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periférica é encontrada uma relação de aproximadamente 60 bastonetes e 2 
cones que convergem para um único neurônio ganglionar. Na fóvea o número 
de neurônios ganglionares é quase igual ao número de cones. Este baixo 
índice de convergência das entradas dos fotoreceptores sobre os neurônios 
ganglionares na fóvea pode explicar o alto grau de acuidade visual em 
comparação ao da retina periférica. O esquema histológico da Figura 5.24 
apresenta uma lâmina da retina do olho humano, que serve como comparação 
da quantidade de neurônios receptores com a quantidade de células 
ganglionares (ou de saída), tornando evidente a existência de algum processo 
de codiﬁcação no sinal de entrada ou pré-processamento, para transmissão do 
sinal através do nervo óptico. 
Células Ganglionares I 
Células Blpolares Células 
F área Central ml
| 
Elﬂštﬂﬂefeﬁ Cones da Fóvea Bastonetes 
Figura 5.24 - Esquema histológico da retina e fóvea do olho humano 
SOBOTTA, 1999) 
A característica principal dos fotorreceptores da retina é o 
comportamento aproximadamente logarítmico de suas respostas em relação a 
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intensidade luminosa. Este comportamento é de extrema importância porque 
permite a discriminação de intensidade luminosa em uma faixa muito mais 
ampla do que seria possível sem esse pré-processamento. . 
As células fotossensíveis (bastonetes e cones) são diferenciadas através 
de uma função de ativação. A ﬁnalidade desta função é tomar a faixa de 
entrada diferenciada de acordo com o nível do sinal nestas células. Para os 
bastonetes, estruturas adaptadas para a visão com pouca luz, a função de 
ativação é do tipo logarítmica, fazendo com que sinais de entrada (eixo X da 
Figura 5.25) menores do que 0,5 possuam uma faixa maior de valores na 
saída, proporcionando uma maior relevância em pequenos sinais. Os 
bastonetes ﬁcam saturados com a luz do dia (TESSIERE, 1991). Já os cones, 
estruturas adaptadas para visão com maior intensidade luminosa, a função 
de ativação é do tipo exponencial, proporcionando maior ênfase a sinais com 
níveis de entrada elevados, conforme pode ser visto na Figura 5.26, o eixo X 
representa os valores de entrada e o eixo Y o valor de saída da função. 
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Figura 5.25 - Função de Ativação para um bastonete. Representa uma função para a entrada 
de um sinal de EEG no eixo X e saída no eixo Y (escalas normalizadas), maior amplificação 
para sinais com pequena intensidade 
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Figura 5.26 - Função de ativação para um cone. Representa uma função para a entrada de 
um sinal de EEG no eixo X e saída no eixo Y (escalas normalizadas), maior amplificação para 
sinais com maior intensidade. 
Entre a primeira e a segunda camada da retina surgem as células 
horizontais (Figura 5.22), conectando-se entre os bastonetes e cones, bem 
como com os dendritos das células bipolares. A saída das células bipolares são 
inibitórias, e estas conexões horizontais parecem ser responsáveis pelo 
fenômeno da inibição lateral, que é importante como mecanismo de 
intensiﬁcação de contraste (bordas) (TESSIERE, 1991), um mecanismos de 
extrema importância para modelagem de uma RNA. 
5.6.5.1 Modelos de RNAD-BMV 
Para 0 modelagem da estrutura da retina do olho humano utilizou-'se 
quatro modelos básicos, que crescem em complexidade à medida que são 
impostas novas condiçoes e processamentos. 
5.6.5.l.l Primeiro modelo de RNAD-BMV 
O primeiro modelo de rede neural baseada em mecanismos visuais é 
originário da RNAD anterior. Porém, são dados nomes as camadas de 
neurônios, conforme a Figura 5.27. A camada de entrada é composta pelas 
células fotossensíveis, a segunda, pelas células bipolares e a terceira camada 
(a de saída) pelas células ganglionares. Neste conjunto, se ﬁzermos uma 
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relação com as Figuras 5.22 ou 5.23, pode ser comparado com a rede neural 
da retina periférica do olho humano. A saída do sinal da RNAD-BMV é 
composta de um conjunto de valores no decorrer do tempo de forma 
semelhante aos estímulos enviados através do nervo óptico. A Figura 5.27 
representa esta relação. A área de processamento central apresentada (APC) 
na Figura é correspondente ao S.S. da RNAD, isto é, um algoritmo capaz de 
identiﬁcar segmentos constantes em uma determinada amplitude, ou pode 
representar um ﬁltro de média móvel com um controle de sensibilidade, 
semelhante a RNADFS. A topologia e número de neurônios desta RNAD são 
iguais aos das RNAD anteriores, a ﬁm de obter um padrão para comparações 
posteriores da sensibilidade e especiﬁdade em diferentes topologías de rede. 
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Figura 5.27 - Estura do primeiro modelo de RNAD-BMV. O sinal de EEG é enviado para a 
entrada da RNAD através da malha de atraso (Z4), um a um, a cada intervalo de 
amostragem. O resultado da RNAD é obtido com a variação dos sinais de entrada, resultando 
em uma seqüência de pulsos que serão identiﬁcadas pela APC. 
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5.6.5.1.1.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAD-BMV 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA. Apresenta 90 neurônios na camada de entrada 
(células fotossensíveis), 40 neurônios na camada intermediária (células 
bipolares) e um neurônio na saída (neurônio ganglionar). Método idêntico ao 
da RNAD porém, os neurônios de Bias são chamados de células horizontais e 
são responsáveis pelo maior ou menor nível de ativação dos neurônios da 
camada de entrada. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com 280 pontos cada um. 
Padrões de Saída para 0 treinamento: valores ﬁxos em 1 para fusos do sono, 
1 para complexos K, porém para RNAD-BMV diferentes. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático igual ou inferior a 0,02. 
Características do treinamento: Todos os registros são enviados um a um 
para uma malha de atraso. Os elementos da malha de atraso estão 
interligados aos 90 neurônios de entrada. O treinamento ocorre para cada 
deslocamento de um ponto sobre a malha de atraso resultando em um vetor 
de saída (V SRN) e não de um único valor como na RNAE. O padrão “alvo” a 
ser comparado no treinamento é um vetor de zeros e uns, zero onde não 
existe nenhum padrão e um para 0 local correspondente a um determinado 
padrão. 
Características da identiﬁcação: as noventa amostras de um padrão são 
apresentados um a um para a RNAD, um vetor resultante é criado e, 
posteriormente, analisado a procura de um segmento em 1 que represente 
um determinado padrão. 
117
5.6.5.l.2 Segundo modelo de RNAD-BMV 
No segundo modelo de RNAD-BMV a Área de Processamento Central 
(APC) é modiﬁcada do modelo anterior. Para isto, utiliza-se duas RNAD, uma 
para a identificação dos potenciais de entrada, isto é, para a criação do VSRN 
e outra para a determinação da existência de segmento do VSRN constante e 
próximo a 1 (um) para a determinação de fusos do sono ou um VSRN próximo 
a O (zero) para a identiﬁcação de complexos K. Novamente, o número de 
neurônios das RNAD são iguais aos das RNAD anteriores. 
Este modelo é mais completo que 0 primeiro pelo fato do córtex ser 
representado através uma RNAD. A grande contribuição deste modelo é na 
identiﬁcação do VSRN, pois até o momento 0 VSRN deveria ser constante 
para veriﬁcm do aparecimento de um determinado padrão do sono. Com a 
utilização de uma RNAD este procedimento não é mais necessário, pois a 
RNAD é capaz de identiﬁcar a variação dos padrões obtidos pelo nervo óptico 
e processa-los a procura de um padrão conhecido. Bastando para isto, que 
uma determinada situação (ou seqüência de pulsos) seja encontrada, para 
que seja determinado um padrão conhecido, e que ocorra, desta forma, a 
relação com um padrão de um complexo K ou de um fuso do sono. A Figura 
5.28 apresenta a estrutura deste modelo. 
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Figura 5.28 - Segundo modelo de RNAD-BMV. Apresenta duas RAND, a primeira (quadro 1) 
somente processa características da imagem enquanto que a segunda (quadro 2) analisa o 
sinal proveniente do nervo Óptico (VSRN) e procura identiﬁcar o padrão de fuso ou complexo
K 
Neste modelo foram adotadas estruturas do tipo bastonetes para cada 
neurônio de entrada da RNAD, com a ﬁnalidade de enfatizar os sinais de 
EEG de menor amplitude. Isso foi possível devido a normalização dos vetores 
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de entrada na RNAD, onde o valor máximo de amplitude correspondesse ao 
valor 1 (um), e o valor mínimo a 0 (zero). Os bastonetes são representados 
pelos retângulos e pela sigla ”Ba”, sendo apresentados no quadro 1 da Figura 
5.28. O nível padrão para cada bastonete não excitado é de 0,5; 
representando uma estabilidade da rede. O sinal de EEG a ser identiﬁcado é 
enviado, um a um, para uma malha de atraso composta pelos bastonetes 
(Ba), que por sua vez processam o sinal de acordo com a sua função de 
ativação (Figura 5.25 e Figura 5.26), transferindo o sinal para a primeira 
célula fotossensível (neurônio da camada de entrada). 
Os padrões para o treinamento da primeira RNAD, são vetores que 
podem ser comparados com indicadores de intensidade luminosa e não 
padrões que se deseja identiﬁcar, no caso, os padrões de EEG. Os neurônios 
ganglionares possuem uma característica especial em seu nível de ativação, 
de acordo com o nível e localização dos padrões de entrada. Pode-se dizer que, 
para cada neurônio ganglionar, existem duas áreas distintas de ativação, 
uma mais externa e outra mais interna, que se opõem em polaridade, 
conforme a Figura 5.29 (TESSIERE,'1991). O neurônio ganglionar pode ter o 
centro de seu campo receptivo ativado por sinais de alta intensidade (“on- 
center') ou inibido (“off-center') (MASON & KANDEL, 1991). Neste processo 
de treinamento são considerados apenas neurônios gânglionares on-center, 
visando ressaltar ou aumentar 0 contraste entre os padrões (ver Figura 5.29). 
A região mais escura na ﬁgura representa a área de inibição do padrão, 
enquanto que a clara a área de excitação. 
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Figura 5.29 - Área de ativação para um neurônio ganglionar “on-center”. Área de inibição 
entre os neurônios (0 a 30 e 60 a 90) e área de excitação entre os neurônios de 30 a 60. 
Os padrões de treinamento foram djmensionados levando em 
consideração a área de ativação do neurônio ganglionar, através da mudança 
do nível de ativação das células horizontais. Portanto, as células horizontais 
possuem um campo de ativação maior entre os neurônios trinta e sessenta da 
rede neural e menor nos neurônios da periferia, conforme mostra a Figura 
5.30. Como o treinamento da rede neural é de forma dinâmica, foi adotado 
uma seqüência de padrões de entrada do tipo “onda quadrada”, fazendo com 
que o nível de saida da rede obedeça as características do neurônio 
ganglionar on-center, o padrão de saída desejado pode ser retirado de forma 
análoga a figura 5.29 e transformado como vetor, como mostra a Figura 5.81. 
Entrada Saída 
Número de Pontos F 3Ú|30¡30 Ilšﬂ àl___|i_=u -í~__' =o,s _---_--_ =o,s 
l 
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Figura 5.30 - Campo de ativação das células horizontais. Para elementos com saída em nivel 
lógico 1 (padrão de fusos) 0 vetor de saída possui elementos em 1 entre as amostras de 
números 30 a 60 e nível lógico O (complexos K) no complemento do vetor anterior. Nas 
demais saídas é realizada uma combinação com os vetores anteriores. 
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Figura 5.31 - Na parte superior, é apresentado um padrão de entrada para o treinamento da 
primeira RNAD deste modelo de RNAD-BMV. Os padrões alvos, respectivos ao vetor anterior 
são apresentados logo abaixo 
Os registros de EEG durante o sono foram escolhidos como padrões de 
entrada para o treinamento da segunda RNAD. Este sinal captado no escalpo 
do paciente foi escolhido por representar um sinal dinâmico, que, por 
deﬁnição é composto de variáveis funcionais e temporais (DE AZEVEDO et 
al., 1994b; BARRETO., 1996; DE OLIVEIRA, 1999), através de um conjunto 
de treinamento constituído de uma combinação de freqüências e amplitudes 
provenientes de diversos locais do cérebro. Normalmente, este tipo de sinal é 
de diﬁcil identiﬁcação, pois alguns tipos podem ser função de estímulos 
externos ou internos do organismo (LOOMIS et al., 1936). 
5.6.5.1.2.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAD-BMV 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA para ambas as RNA que compõe o modelo de 
RNAD-BMV. Todas as RNAs apresentam 90 neurônios na camada de 
entrada (células fotossensíveis), 40 neurônios na camada intermediária 
(células bipolares) e um neurônio na saída (neurônio ganglionar). Método 
idêntico ao da RNAD. Porém, os neurônios de Bias são chamados de células 
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horizontais e são responsáveis pelo maior ou menor nível de ativação dos 
neurônios da camada de entrada. A primeira RNA (quadro 1 da Figura 5.28), 
é responsável pela identiﬁcação do padrão e a segunda RNA (quadro 2 da 
Figura 5.28) é responsável pela identificação de um segmento constante no 
VSRN. Na primeira RNA aparecem os bastonetes representando os 
elementos da malha de atraso e pré-processamento do sinal. Todo o sinal ao 
entrar na RNA é modiﬁcado segundo o acionamento dos bastonetes, isto é, os 
sinais de pequena intensidade são mais ampliﬁcados que os de maior 
intensidade, conforme a função de ativação apresentada na Figura 5.25. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com 280 pontos cada um. 
Padrões de Saida para o treinamento: valores ﬁxos em 1 para fusos do sono, 
1 para complexos K, porém para RNAD-BMV diferentes. 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático igual ou inferior a 0,02. 
Caracteristicas do treinamento: Todos os registros são enviados um a um 
para uma malha de atraso. Os elementos da malha de atraso estão 
interligados ao 90 neurônios de entrada. O treinamento ocorre para cada 
deslocamento de um ponto sobre a malha de atraso resultando em um vetor 
de saída (V SRN) e não de um único valor como na RNAE. O padrão “alvo” a 
ser comparado no treinamento é um vetor de zeros e uns, zero onde não 
existe nenhum padrão e um para o local correspondente a um determinado 
padrão. 
Características da identiﬁcação: as noventa amostras de um padrão são 
apresentados um a um para a RNAD, um vetor resultante é criado e, 
posteriormente, analisado a procura de um segmento em 1 que represente 
um determinado padrão. Este vetor não mais é veriﬁcado por um algoritmo e 
sim através de uma RNA, também dinâmica, que realiza a análise do sinal e 
encontra segmentos em 1 representativos do padrão. 
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5.6.5.1.3 Terceiro modelo de RNAD-BMV 
O terceiro modelo de RNAD-BMV possui características semelhantes 
aos modelos anteriores, mesma topologia e mesmo número de neurônios das 
RNAD anteriores. Porém, este modelo procura simular a fóvea do olho 
humano e os movimentos oculares realizados para a identificação dos sinais 
luminosos (ou padrões de EEG). 
A Figura 5.32 apresenta 0 diagrama deste modelo de RNAD. O padrão 
a ser identiﬁcado chega primeiramente até uma rede neural periférica 
(direita ou esquerda). Caso o sinal seja reconhecido como um padrão de fuso 
do sono ou complexo K, este é então enviado através do globo ocular até a 
fóvea do olho, com a ﬁnalidade de realizar uma identificação mais precisa do 
referido padrão. 
A fóvea do modelo é composta de uma malha de atraso na entrada e 
uma camada de células fotossensíveis. No entanto, somente três células 
fotossensiveis estão ligadas a um neurônio bipolar que por sua vez está ligado 
a um único neurônio ganglionar. O número de neurônios ganglionares na 
fóvea é maior que na retina periférica se considerarmos os números de 
células fotossensíveis, proporcionando uma maior acuidade neste ponto. 
A APC (Figura 5.32) é a área que controla toda a rede neural, esta área 
pode ser do tipo simbólica ou conexionista conforme as características já 
abordadas pelas redes neurais anteriores. A principal função da APC é 
controlar as RNAD no reconhecimento de padrões, movimentar a imagem da 
retina periférica para a fóvea do olho e analisar a saida da RNAD da fóvea a 
procura de um padrão semelhante aos treinados. Porém, a utilização da RNA 
da fóvea não pode ser utilizada separadamente, esta é uma rede neural muito 
sensível e pode facilmente apresentar falsos positivos. Portanto, as duas RNA 
da retina periférica e da fóvea devem trabalhar em conjunto na verificação de 
padrões, uma capturando elementos semelhantes aos treinados e a outra 
realizando uma identiﬁcação mais apurada do padrão de EEG. 
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Figura 5.32 - Modelo com duas retinas periféricas idênticas e uma fóvea central. O APC 
controla o globo ocular que desloca o padrão de entrada pelas RNAs e, ainda, auxilia no 
reconhecimento de padrões através da análise dos VSRN das retinas periféricas e da fóvea. 
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5.6.5.1.3.1 Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAD-BMV 
Algoritmo: Semelhante ao backpropagation, acrescido de uma malha de 
atraso na entrada da RNA para ambas as RNA que compõe o modelo de 
RNAD-BMV. Composto de três etapas de treinamento, uma para cada RNA 
do modelo da RNAD-BMV. Todas as RNAS apresentam 90 neurônios na 
camada de entrada (células fotossensíveis), 40 neurônios na camada 
intermediária (células bipolares) e um neurônio na saída (neurônio 
ganglionar), exceto a RNA da fóvea que possui 90 neurônios ganglionares na 
saida. Método de treinamento idêntico aos da RNAD, porém, os neurônios de 
Bias são chamados de células horizontais e são responsáveis pelo maior ou 
menor nivel de ativação dos neurônios da camada de entrada. As duas RNAS 
da retina periférica são idênticas na forma do treinamento e são responsáveis 
pela identiﬁcaçâo de padrões “semelhantes” aos desejados. Já a RNA da fóvea 
possui um resultado mais conﬁável devido a sua quantidade de neurônios de 
saida. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com 280 pontos cada um. 
Padrões de Saída para o treinamento: valores ﬁxos em 1 para fusos do sono, 
1 para complexos K, porém qualquer outro valor diferente para RNAD-BMV _ 
Constante de Aprendizado: 0,01 
Critério de parada: Erro médio quadrático igual ou inferior a 0,02. 
Características do treinamento: O treinamento para as reünas periféricas são 
idênticos, todos utilizam o deslocamento de um ponto sobre a malha de 
atraso, aﬁm de, obter em um vetor de saída (VSRN). O padrão “alvo” a ser 
comparado no treinamento é um vetor de zeros e uns, zeros onde não existem 
nenhum tipo de padrão e seqüência de ums para o local correspondente a um 
determinado padrão. Na fóvea, a estrutura é diferente pois é resultante de 90 
valores de saída e não apenas de um único valor como na retina periférica. 
Esses pontos de saída também compõem o VSRN, porém ocupam já na 
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primeira iteração noventa pontos que irão se modiﬁcando à medida que o 
padrão for apresentado à rede. 
Características da identiﬁcação: os noventa amostras de um padrão são 
apresentados um a um para qualquer uma das retinas periféricas, um vetor 
resultante é criado e, posteriormente, analisado pela APC (área de 
processamento central) à procura de um segmento em 1 que represente um 
determinado padrão. Caso esse padrão seja encontrado, o mesmo é 
transportado à rede neural da fóvea, que fará a identificação ﬁnal do padrão, 
da mesma forma que a rede neural da retina periférica. 
5.6.5.1.4 Quarto modelo de RNAD-BMV 
O mecanismo de identiﬁcação de uma imagem, realizado através da 
cadeia neuronal da retina, pode ser interpretado e modelado de forma 
simpljﬁcada através de um conjunto de RNAs. O circuito proposto é 
semelhante aos anteriores, constituído de uma RNAD composta de noventa 
células fotorreceptoras do tipo bastonetes na camada de entrada. A camada 
intermediária desta RNAD é composta de quarenta neurônios bipolares 
polissinápticos, que se interligam a cada uma das células fotorreceptoras. 
Assim, todas as células de entrada são interligadas aos neurônios da camada 
intermediária, que, por sua vez, são interligados a um único neurônio (célula 
ganglionar), que envia as informações para o Sistema Nervoso Central (SNC) 
(RODRIGUES, 2001a). O SNC não está sendo modelado através de RNAs, 
mas através de algoritmos baseado em regras para classiﬁcar os sinais 
provenientes das RNADS e, também, para controlar os parâmetros para o 
algoritmo de auto-organização da RNA da fóvea (RNAF). As informações de 
saída da RNAD se modificam de acordo com a dinâmica dos padrões de 
entrada. Estes variam no decorrer do tempo produzindo o VSRN _ A análise 
das variações temporais do VSRN é 0 indicador da presença ou não de um 
determinado padrao para a RNAD. 
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Na retina periférica, as células fotossensíveis (bastonetes) possuem 
uma função de ativação logarítmica, com a ﬁnalidade de tornar a faixa de 
entrada diferenciada de acordo com o nivel do sinal de entrada. Neste modelo 
foram utilizadas células de entrada somente deste tipo, a escolha se deu em 
virtude desta possuir alta sensibilidade para os sinais de baixa amplitude, 
como os de EEG. A Figura 5.33, apresenta a estrutura da retina periférica, 
onde os bastonetes são representados pelos retângulos com a sigla ”Ba” no 
quadro 1. O nível padrão para cada bastonete não excitado é de 0,5; 
representando uma estabilidade na rede (do mesmo modo que o segundo 
modelo de RNAD-BMV). Ainda no quadro 1 da Figura 5.33, as células 
horizontais possuem a ﬁnalidade de modular os padrões neuronais de forma 
a tornar a saída do neurônio ganglionar mais ou menos ativa de acordo com a 
posição dos sinais e níveis da camada de entrada da RNAD. Neste modelo, foi 
representada apenas uma célula horizontal, que se conecta lateralmente com 
todos os outros neurônios da camada de entrada. 
A saída das células horizontais são sempre inibitórias e realizam um 
processo de inibição lateral no sinal de entrada semelhante ao algoritmo da 
equação 5.7, onde S¡_¡, representa a vizinhança a ser veriﬁcada relativa ao 
neurônio Ski, E1 é a constante de ativação do neurônio e E2 a constante 
inibitória para os neurônios da vizinhança mais próxima (RODRIGUES, 
200 lb). 
l)Sz._J.+S,,_,*E1 se i=kej=1 
i=koui=k+loui=k-1 
sw. = 2) s,_,-s,,_,*E2 se z (5-7) 
j=louj=l+louj=l-1 
.S`,._J. se não for 1) ou 2) 
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O algoritmo de inibição lateral composto pelas células horizontais tem 
como ﬁnalidade reforçar o neurônio com maior vencedor (de maior valor) e 
progressivamente atenuar a sua periferia, semelhante a equação do “chapéu 
mezdcano”, na Figura 5.34. 
J.. 
hﬁ) 
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Figura 5.34 - Representação para o reforço do neurônio vencedor e atenuação da periferia. 
durante um determinado instante de tempo t. 
As células bipolares da RNAD (Quadro 1 da Figura 5.33) possuem 
apenas mecanismos de polarização _e despolarização, com a ﬁnalidade de 
integrar o sinal da camada de neurônios fotorreceptores para a célula 
ganglionar, na qual é obtido o VSRN para a análise pelo Sistema Nervoso 
Central (SNC). 
Quando um sinal é identificado pelo SNC como similar a um fuso do 
sono ou complexo K, o SNC ativa um mecanismo semelhante ao do globo 
ocular do olho humano, enviando o padrão de entrada da RNAD para a 
RNAF, para realização uma segimda identiﬁcação mais criteriosa deste 
padrão. Isto é o que acontece com os movimentos realizados pelos olhos para 
focalizar um determinado objeto que se deseja identiﬁcar. 
Na fóvea, o padrão de entrada não passa por nenhuma função de 
ativação e é representada pelo Quadro 2 da Figura 5.33. O sinal a ser 
identiﬁcado é inserido em uma matriz de 90x90 neurônios (Quadro 2.1). 
Nesta camada, foi adotada, para cada ponto digitalizado do padrão, uma 
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amplitude unitária, que representa a ativação do neurônio nesta camada, 
transformando o sinal de duas dimensões em três dimensões. Na Figura 5.35 
é apresentado um gráﬁco de um sinal contínuo e outro de um fuso do sono, 
após entrar na fóvea. O sinal original possui duas dimensões (partes inferior 
da Figura 5.35) e ao entrar na rede neural da fóvea (quadro 2 da Figura 5.33 
é transformado em três dimensões (parte superior da Figura 5.35). Esta 
transformação do sinal é importante para aplicação do algoritmo de inibição 
lateral, já que a vizinhança são os quatro lados do ponto com maior nível de 
ativação. 
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Figura 5.33 - Em A, representação de sinal contínuo em 3D. E, em B a representação de um 
fuso do sono em 3D. Eixo x e eixo y representam a amplitude e a quantidade de pontos 
respectivamente e o eixo y é unitário. 
Após a entrada do sinal na fóvea, ocorre um processo de inibição 
lateral realizado pelas células horizontais. Neste modelo, foi adotado um 
conjunto de 90 células horizontais, com uma vizinhança de 9 elementos 
neuronais, representado graﬁcamente pelo Quadro 2.2 da Figura 5.33. A 
Figura 5.36 apresenta o resultado do processo de inibição lateral causado 
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pela RNA na fóvea. A Figura 5.37 apresenta o mesmo gráﬁco da Figura 5.36, 
porém em duas dimensões. A análise dos gráﬁcos sugere uma maior ativação 
dos neurônios nas bordas dos padrões de entrada e uma inibição da 
vizinhança, proporcionando um maior contraste para os picos e vales deste 
padrão. 
1 l 1 
.A § 
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Figura 5.34 - Em A, representação de um sinal continuo após o processo de inibição lateral e 
em B a representação de um fuso do sono após a inibição lateral causada pelas células 
horizontais na fóvea. Eixo x e eixo y representam a amplitude e a quantidade de pontos 
respectivamente e o eixo y é unitário 
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Figura 5.35- Em A, representação em duas dimensões de um sinal contínuo. 
representação de um fuso do sono, após o processo de inibição lateral. Eixos 
representação o número de amostras de cada padrão 
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Após a inibição lateral, torna-se necessária a identificação do padrão 
propriamente dito. Para esta tarefa é utilizado um algoritmo de auto- 
organização para o posicionamento de 90 neurônios de acordo com o sinal 
obtido após o processo de inibição lateral, isto é, a posição que possui maior 
nível de ativação é posicionada um neurônio para realizar a identiﬁcação do 
padrão. Utilizou-se um algoritmo de auto-organização com um número ﬁxo de 
épocas de treinamento. A Figura 5.38, apresenta o resultado do 
posicionamento dos neurônios após 1000 épocas de treinamento. 
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Figura 5.36 - Representação em duas dimensões da posição dos neurônios vencedores. Eixos 
X e Y, representam o número de amostras de cada padrão 
Por ﬁm, é utilizada uma RNA estática com 90 neurônios na camada de 
entrada, 40 na intermediária e 2 na saída. Os padrões de entrada da rede são 
provenientes da camada auto-organizativa, conforme é apresentado no 
Quadro 2.4 da Figura 5.33. Esta RNA é treinada de maneira que, quando 
encontrado um padrão de fuso do sono torne ativo um determinado neurônio 
e um padrão de complexo K o outro neurõnio. 
Os olhos são órgãos fotossensíveis complexos que aüngem alto grau de 
evolução, permitindo uma análise minuciosa quanto à forma dos objetos, cor e 
a intensidade de luz refletida. A rede aqui proposta não possui ﬁnalidade de 
simular todo o comportamento da retina do olho humano, mas sim 
demonstrar que existem vários mecanismos de pré-processamento nos sinais 
luminosos captados pela retina e posteriormente enviados ao córtex cerebral, 
e que este processo pode ser utilizado no auxílio da detecção de padrões. 
Embora a retina periférica identiﬁque vários padrões de EEG, ela não 
adquire informações mais especíﬁcas do padrão. Por outro lado, a fóvea é bem 
mais especializada para a detecção de bordas devido ao algoritmo de inibição 
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lateral e auto organização. Os resultados obtidos pela fóvea após a 
identiﬁcação dos sinais da retina periférica foram de grande signiﬁcado, o 
índice de acerto aumentou em média de 80% para 90% dos padrões. 
Os resultados do conjunto de teste servem como referência para análise 
e comparação do comportamento da retina na identiﬁcação de padrões do 
sono com o resultado de outros trabalhos realizados com as RNAs anteriores. 
O modelo da retina proposto possui uma velocidade de identiﬁcação 
bem elevada, mesmo que o processamento a nível da fóvea seja bem mais 
lento. A retina periférica possui apenas uma única RNAD e o sinal de 
entrada somente é transferido para a fóvea após ser identiﬁcado pela mesma, 
diminuindo o processamento e aumentando a agilidade do processo de 
identiﬁcação. 
Tornou-se, ainda, necessário um teste ﬁnal, a análise de um registro 
completo de EEG através do nosso modelo. As redes neurais analisaram um 
registro de EEG de um paciente sem arritmias no EEG, durante um período 
de sono (fase 2 do sono). Após o treinamento foi utilizado o mesmo registro de 
uma hora de sono utilizados pela RNAE, RNAD, RNADI e RNAFS, 
caracterizado como fase dois do sono. A Tabela 5.7 apresenta a listagem de 
padrões e localizações encontradas pelo especialista (duas primeiras colunas) 
e a relação dos padrões encontrados pelo quarto modelo de RNADBMV 
(quatros últimas colunas), no ﬁnal é realizado o cálculo da especiﬁcidade e 
sensibilidade da RNABMV com a ﬁnalidade de comparação com os resultados 
anteriores das RNAs. 
Tabela 5.8- Padrões identificados pela RNADBMV 
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Compl. K 00:07:17 X 
Fuso 00:07:33 X 
P. Fase II 00:07 : 40 X 
Compl. K 00:07:52 
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Compl. K 00:08:52 X 
P. Fase II 00:09:00 
Compl. K 00:10:21 X 
Compl. K 00:10:41 X 
Fuso 00: 1 1:03 X 
P. Fase II 
Fuso 
00:11:10 
00:11:33 X 
Compl. K 00:12: 16 X 
P. Fase II 00:12:30 
Compl. K 00:12:52 X 
Fuso 00:13:14 X 
P. Fase II 00:13:17 
Compl. K 00:13:21 X 
Compl. K 00:13:29 X 
Fuso 00:14:45 X 
P. Fase II 00:15:00 
Fuso 00:15:20 X 
Compl. K 00:15:57 X 
Fuso 00:16:26 X 
P. Fase II 
Compl. K 
00:16:30 
00:16:35 X 
Compl. K 00:17:20 X 
Fuso 00:18:06 X 
Fuso 00:18:17 X 
P. Fase II 00:18:30 
Compl. K 00:18:47 X 
Fuso 
Compl. K 
00:20: 15 
00:20:17 
X
X 
Fuso 00:20:18 X 
Fuso 00:20:20 X 
P. Fase II 00:20:30 
Compl. K 00:20:37 P4 
Compl. K 00:22:28 >< 
Compl. K 00:22:40 K 
Fuso 00:22:54 94 
Fuso 00:23: 12 l>< 
P. Fase II 00:24:00 
Compl. K 001241141 X 
Compl. K 00:24:56 X 
Compl. K 00:25:07 X 
P. Fase II 00:25:20 
Compl. K 00:25:30 X 
Fuso 00:25:32 X 
Fuso 00:26: 18 X 
P. Fase II 
Fuso 
00:26:30 
00:26:55 X 
Compl. K 00:27:01 X 
Fuso 00:28:05 X 
Fuso 00:28: 15 X 
P. Fase II 00:29:00 
Fuso 00:30:27 X
Compl. K 00:30:34 
Fuso 
Fuso 
00:31:12 
00:31:27
X
X 
P. Fase II 00:32:00 
Fuso 00:32:26 X 
Fuso 00:32:28 X 
Fuso 00:33:15 
P. Fase II 00:33:17 
Fuso 
Compl. K 
00:33: 19 
00:36:02 
><I×1 
Fuso 00:37:17 54 
Compl. K 00:37:28 V1 
P. Fase II 00:37:40 
Fuso 00:38:01 X 
Fuso 00:40: 16 X 
Compl. K 00:42: 18 
Compl. K 00:43:23 X 
P. Fase II 00:43: 30 
Compl. K 00:44:34 
Compl. K 00:45: 19
1
x 
Compl. K 00:45:59 I/ 
Compl. K 00:46:26 V4 
Compl. K 00:47:39 V4 
P. Fase II 00:48:00 
Compl. K 00:51:07 X 
Compl. K 00:51:53 X 
Compl. K 00:52:25 X 
P. Fase II 00:53:00 
Fuso 00:57:09 
TOTAL 53 
Sensibilidade 0.8. 
Especiﬁcidade 0.85 
Para cada tipo de RNA, utilizada para a detecção de padrões do sono, 
foi calculado 0 valor da especiﬁcidade e da sensibilidade para estas redes. 
Estes parâmetros foram calculados a partir de um conjunto de teste idêntico 
para ambas as RNAs, isto é, um registro de EEG com duração de uma hora 
caracterizado pelo especialista como fase 2 do sono. Nota-se, na Tabela 5.9, 
que os valores de especiﬁcidade e sensibilidade vêm aumentando com a 
complexidade da rede, o que mostra que os modelos aqui implementados 
possuem uma boa performance no reconhecimento de complexos K e fusos do 
sono. 
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Tabela 5.9 - Comparação dos resultados obtidos pelas RNAs 
5?.?C›Z~'ft¡Iz'_-'ZZ"*Í*?I“'Ê3f€5Tfffäf2f'I§f*'1wLfY*f5¿1ff'Í': 
0,6 0,7 0,8 0.8 0.85 
5.6.5.1.4.l Detalhamento dos parâmetros e métodos de treinamento 
utilizados na RNAD-BMV 
Algoritmo: Backpropagation para a retina periférica e RNA de saída; 
competitivo para a rede neural da fóvea. O algoritmo para a retina periférica 
é idêntico ao modelo de RNAD-BMV anterior, porém o do fóvea é baseado em 
“self-map”, isto é, algoritmo auto-organizativo com a criação de agrupamentos 
que representam 0 padrao de um fuso ou complexo K. 
Padrões de Treinamento: 5 padrões da fase 2 do sono, 5 padrões de complexos 
K e cinco padrões de fusos do sono, com 90 amostras cada um, porém em 3D 
com o nível de ativação (eixo z) representando um valor constante igual a 1. 
Padrões de Saida para o treinamento: Para a retina periférica o método é o 
mesmo da anterior, vetores ﬁxos em 1 para fusos do sono e complexos K, 
porém para RNAD-BMV diferentes. Já na fóvea, o treinamento do algoritmo 
auto-organizativo se realizou durante 3000 épocas. 
Constante de Aprendizado: 0,01 para a retina periférica 
Critério de parada: Erro médio quadrático igual ou inferior a 0,02 para a 
retina periférica e 3000 iterações para a fóvea 
Características do treinamento: O treinamento para a retina periférica é 
idêntico ao da RNAD-BMV anterior. Porém, o da fóvea é realizado com os 
padrões encontrados pela retina periférica, que são transformados em 
agrupamentos pelo algoritmo auto-organizaﬁvo e, que posteriormente, são 
utilizados no treinamento de uma nova RNA para identiﬁcar 0 local destes 
agrupamentos e, assim, identiﬁcar o tipo de padrão predominante. 
Características da identificação: as noventa amostras de um padrão são 
apresentados um a um para a retina periférica, um vetor resultante é criado 
e, posteriormente, analisado pelo “Sistema Nervoso Central” à procura de um 
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segmento em 1 que represente um determinado padrão, caso esse padrão 
exista, o mesmo é transportado para a rede neural da fóvea que criará um 
agrupamento de características deste sinal. Estas características são 
utilizadas pela RNA de saída para a analise ﬁnal dos agrupamentos e 
veriﬁcação do padrao. 
5.7 Análise do sistema para a classiﬁcação das fases do sono 
A classiﬁcação das fases do sono é realizada através da análise em 
conjunto dos registros de EEG, EMG, EOG, bem como com os procedimentos 
propostos no Capítulo 3. Entre os procedimentos propostos para a análise da 
freqüência do EEG o que obteve melhores resultados foi o método baseado da 
função da densidade espectral de potência utilizando-se uma janela de 
Hanning. O espectro de freqüência apresentou uma boa distribuição, embora 
não apresente uma distribuição mais apurada nas épocas com baixa relação 
sinal ruído (SNR) ou freqüências mistas de EEG, como no algoritmo da FFT. 
Este tipo de tratamento de sinal para os intervalos que possuem artefatos ou 
padrões como o complexos K e fuso do sono, devido a robustez apresentada 
em seus resultados. Na Figura 5.39, é apresentado as componentes de 
freqüência de um trecho de EEG com um complexo K, sendo que este 
intervalo foi analisado com os três métodos comentados anteriormente. 
Utilizando-se o método com janela de Hanning nota-se a eliminação de fuga 
espectral. A análise da freqüência predominante do EEG na classiﬁcação das 
fases do sono é de extrema importância, porém resultados muito detalhados 
(com diversas componentes de freqüência) não são necessários e podem 
tornar mais complexa a análise e, até mesmo, levar a erros de interpretação ~RS et al., 1997). 
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Figura 5.37 - Comparação dos métodos de análise de freqüência utilizados. Em A, o registro 
completo. Em B, C e D, o espectro de freqüência para 0 registro A 
A análise de freqüência do EEG apenas, não basta para identiﬁcação 
das fases do sono. A análise do EOG e EMG também são de grande 
importância para obtenção de resultados conﬁáveis. A obtenção das 
características do EOG e EMG são, em sua maioria, de base estatística 
(conforme apresentado anteriormente), constituindo, em conjunto com os 
padrões de EEG, as entradas para o “sistema de controle”, que possui a 
função de analisar e realizar a classificação das fases do sono. 
O SC, após analisar todos os dados provenientes dos registros 
polissonogrâﬁcos, gera o hipnograma dos sinais de EEG. O hipnograma tem 
como ﬁnalidade apresentar, de forma gráﬁca, as fases do sono no decorrer do 
tempo e facilitar o acompanhamento e localização das fases durante toda a 
extensão do registro polissonográﬁco, que pode durar várias horas. A Figura 
5.40 apresenta a tela de um hipnograma, a escala do eixo horizontal da 
Figura representa as épocas dos registros polissonográﬁcos, neste caso cada 
época é composta de 10 segundos. 
A fim de veriﬁcar o índice de acerto do sistema foi realizada uma 
análise comparativa do resultado obtido pelo SC e os resultados obtidos por 
um especialista, as comparação entre as épocas dos registros 
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polissonográﬁcos foram feitas com base nas épocas de cada registro. Para a 
análise foi tomada com base em um período de 1440 épocas, isto é, um 
intervalo de tempo de 4 horas de sono. A Tabela 5.10 apresenta estes 
resultados, indicando a porcentagem de acertos no registro polissonográﬁco, 
isto é, a identiﬁcação de uma fase do sono em uma determinada época do 
registro pelo sistema, quando esta mesma fase fora identiﬁcada pelo 
especialista na mesma época do registro. 
Tabela 5. 10 - Índices de Acerto do Sistema 
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Registro 1 1341 99 93% 
Registro 2 1 146 294 79% 
Registro 3 1293 147 89% 
Registro 4 1 170 270 81% 
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Figura 5.38 - Hipnograma de um registro polissonográﬁco. Mostra a evolução das fases do 
sono durante um determinado período 
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5.8 Análise do sistema na classiﬁcação das apnéias durante o sono 
A análise das apnéias durante o sono também é realizada pelo SC, 
tendo como parâmetros de entrada os sinais de ﬂuxo respiratório, oximetria, 
movimento torácico, registro de actimetria e demais registros 
polissonográﬁcos: EEG, EOG, ECG e EMG. A Figura 5.41 apresenta a tela do 
programa para a análise das apnéias do sono. 
Figura 5.39 - Tela principal do programa para análise das apnéias durante o sono. No 
terceiro registro, pode-se escolher o canal a ser plotado, os demais são ﬁxos (oximetria e 
movimento torácico) 
Na Figura 5.41, os 2 primeiros registros, ﬂuxo respiratório e 
movimento torácico, são ﬁxos durante todas as análises. Porém, no terceiro 
campo pode-se escolher o canal desejado: oximetria, movimentos do paciente 
(actimetria), EEG, EOG, ECG ou EMG. As escalas dos registros são todas 
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reescalonadas em “y” para facilitar a análise pelos algoritmos de detecção e 
comparação de resultados pelo SC, a escala “x” dos registros representa a 
escala de tempo em segundos. 
Na tela de análise, encontram-se quatro campos, localizados logo 
abaixo dos registros. Estes campos representam a ocorrência de apnéia ou 
hipopnéia, bem como a fase do sono em que estas ocorreram. Os ritmos 
cardíacos predominantes nas épocas e a presença ou não de artefatos de 
movimento, também são apresentados em um outro quadro mais a direita. 
Caso ocorra a presença de artefatos de movimento, todas as análises da 
época dos registros serão desprezadas. A Figura 5.42 apresenta um tipo de 
artefato de movimento causado pelo movimento do paciente ao virar de lado 
enquanto dorme. Nota-se que a fase do sono e o ritmo cardíaco continuam 
sendo apresentados pelo software, enquanto que as apnéias não são 
classiﬁcadas. Caso não fosse verificado o artefato de movimento, este padrão 
com certeza seria classiﬁcado como algum tipo de apnéia. 
A análise de hipopnéia realizada pelo SC é baseado nos critérios 
discutidos anteriormente neste trabalho, onde, o limite da atenuação do 
registro de ﬂuxo respiratório é de até 50%, caso este valor seja ultrapassado 
será associado a esta época uma apnéia do sono. As Figuras seguintes (5.43 e 
5.44) são representativas de hipopnéias dos sono. A Figura 5.43 apresenta 
como terceiro registro 0 EOG, onde pode-se verificar um movimento ocular, 
exatamente no momento em que o ﬂuxo de ar começa a voltar ao normal. 
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F 
Figure 
iglm _ -
A Figura 5.44 apresenta uma hipopnêia do sono em conjunto com um 
registro de ECG. A visualização do registro de ECG é importante, pois a 
veriﬁcação da diminuição ou aumento do ritmo cardíaco pode conFig'urar 
casos causado pelas apnéias do sono. O SC realiza automaticamente a 
classiﬁcação do registro de ECG e apresenta na tela do sistema a 
classificação em: ritmo normal, taquicardia ou bradicardia. 
Para a análise da apnéia do sono pelo SC, utilizou-se o limite de 
atenuação do registro de ﬂuxo respiratório maior do que 50%. As Figuras 
seguintes (5.45, 5.46 e 5.47) são exemplos de apnéias dos sono. 
- v z za f f ff ' ' 
pelo SC 
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Na Figura 5.45, no ﬁnal do período da apnéia central, veriﬁca-se 
movimentos oculares que marcam o término da atonia muscular, fazendo com 
que o paciente volte a respirar normalmente. 
Uma apnéia mista é apresentada na Figura 5.46. No inicio desta 
apnéia, não existe movimento torácico, conFigurando uma atonia muscular, 
porém ao ﬁnal da apnéia o movimento torácico é praticamente normal. 
A Figura 5.47 apresenta um tipo de apnéia obstrutiva. Neste o fluxo 
respiratório diminui consideravelmente e o movimento torácico ainda 
permanece. 
Figura E _ V _ _ pelo SC 
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Figuraã _ _, , _ *_ _ _____í_)eloSC 
Figura _ _ _ _ _ elo SC 
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Para facilitar a análise e localização das apnéias pelo especialista, o 
sistema gera um gráﬁco de apnéias, representando a ocorrência de apnéias 
ou hiponéias nos momentos (ou épocas) nas quais estas ocorrem, conforme 
mostrado na Figura 5.48. 
A análise dos resultados obtidos pelo gráﬁco de apnéias, foi realizada 
tomando-se como base os registros e a identiﬁcação das apnéias ou 
hipopnéias realizadas pelo especialista. A comparação entre a análise do 
registro obtido pelo sistema e a análise do registro obtido pelo especialista 
gerou os padrões de comparação e validação do sistema. 
Figura 5.46 - Gráﬁco da ocorrência de apnéias e hiponéias no decorrer do registro 
polissonográﬁco, registro superior foi realizado pelo sistema e o inferior pelo especialista 
Analisando os padrões resultantes da análise do sistema aqui proposto 
com o especialista, obteve-se conjuntos de padrões “corretos” e “incorretos”, 
que subdividem-se em verdadeiros positivos e negativos e falsos positivos e 
negativos. Os padrões verdadeiramente positivos ocorrem quando o sistema e 
o especialista concordam com o padrão encontrado (apnéia ou hipopnéia), os 
verdadeiros negativos ocorrem quando o especialista e sistema não 
encontraram nenhuma apnéia ou hipopnéia durante a época em análise. Os 
falsos positivos ocorrem quando o especialista não encontrou nenhum padrão 
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e sistema o encontrou, já os falsos negativos são relacionados as apnéias não 
encontradas pelo sistema, porém encontradas pelo especialista. 
Após os resultados, é realizado o cálculo de sensibilidade e 
especiﬁcidade para os registros, a Tabela 5.11 apresenta o resultado obtido 
para alguns registros polissonográﬁcos escolhidos aleatoriamente. 
Tabela 5.11 ~ Resultados obtidos na identiﬁcacäo de apnéias no sono em 5 registros 
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6. Discussões 
A classiﬁcação 'das fases do sono através da análise de registros 
polissonográﬁcos não é uma inovação, diversos métodos vêm sendo 
empregados com a ﬁnalidade de solucionar este problema. Porém, a análise 
em conjunto com os registros da respiração e oximetria para a classificação de 
apnéias é uma abordagem inédita. ' 
Entre as técnicas de processamento do EEG para identiﬁcação de 
freqüências predominantes, ressaltam as técnicas estatísticas e análise 
multidimensional proposta por Green (GREEN, 1975). Neste trabalho, 
algumas técnicas estatísticas são empregadas, porém visam a integração com 
os modelos de RNAs para a detecção de padrões pertinentes às fases do sono. 
A proposta principal deste trabalho é a utilização em conjunto de algoritmos 
para a discriminação de freqüências predominante em épocas de EEG e, 
posteriormente, o emprego de RNAS para realizar a análise e identiﬁcação de 
padrões especiﬁcos das fases do sono. O sistema híbrido aqui proposto, possui 
diversas vantagens: o aumento da velocidade de processamento e a escolha 
ou adaptação dos padrões a serem identiﬁcados pelas RNAs, de acordo com o 
especialista que realiza a análise polissonográﬁca. Para muitos especialistas, 
um trecho de EEG pode ser considerado como padrão do sono e, para outros, 
isto pode não ser verdadeiro. Ou seja, pode ser um de classificação duvidosa. 
A vantagem da utilização das RNAs em conjunto com algoritmos 
matemáticos para discriminação da freqüência é que as RNAs podem ser 
treinadas com os padrões a serem reconhecidos, de acordo com o especialista 
médico. 
Técnicas de filtragem do sinal como as de Berthomer e Sykacek 
(BERTHOMER, 1997, SYKACEK, 1998) são demasiadamente lentas pois 
possuem um conjunto de algoritmos de alta complexidade que demandam 
grande esforço computacional e não alcançam uma alta taxa de aceto na
identiﬁcação de padrões especíﬁcos das fases do sono, como o caso dos fusos 
do sono e os complexos K, que são padrões determinantes da fase 2 do sono. 
` Trabalhos baseados em RNAs implementados por Schaltenbrand 
(SCHALTENBRAND, 1995), Kirby (KIRBY, 1999) e Shimada & Shina 
(SHIMADA & SHINA, 1997), apresentam boas taxas de acertos na 
identiﬁcação de ondas alfa e padrões de ondas lentas, podendo chegar até a 
90%. Porém, estes utilizam somente este tipo de ferramenta, o que torna a 
análise lenta em registro de polissongráﬁcos de longa duração. Esta técnica 
não utiliza a 'identiﬁcação de padrões como: complexos K e fusos do sono. 
Segundo Rechtschaffen & Kales (RECHTSCHAFFEN & KALES, 1977) estes 
padrões são de extrema importância na diferenciação da fase 2 do sono com a 
fase REM. 
Diversas ferramentas referenciadas na literatura apresentam índices 
de acertos de ordem elevada, porém não apresentam a situação com que estes 
foram obtidos , com os casos referidos acima. De pouco adianta um índice de 
acertos de 90% sem saber as condições em que estes foram alcançados. Torna- 
se portanto necessário de, no mínimo, cálculos de: especiﬁcidade e 
sensibilidade, para obter a noção sobre o funcionamento de uma determinada 
ferramenta. Neste trabalho procurou-se realizar uma análise da performance 
dos algoritmos e técnicas de RNAs com base nos resultados obtidos da 
aplicação das ferramentas desenvolvidas em um registro polissonográﬁco 
previamente analisado por um especialista. A partir dos resultados, pode-se 
identiﬁcar trechos de falso positivo, falso negativo, verdadeiro positivo e 
verdadeiro negativo. E, após este procedimento, realizar-se o cálculo da 
especificidade e sensibilidade do sistema para obter um determinado indice 
de acerto para todo o sistema ou por uma ferramenta especíﬁca. No sistema 
proposto, obteve-se resultados de sensibilidade de 70% a 87%, dependendo do 
registro a ser analisado. Portanto, deve-se tomar cuidado com os critérios a 
serem utilizados na validação do sistema, pois registros diferentes podem 
produzir respostas diferentes e com isso resultados errôneos no sistema. Este 
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procedimento foi, no decorrer do trabalho, estudado criteriosamente para que 
possa existir um bom índice de conﬁabilidade na resposta ﬁnal do sistema e 
que o médico especialista possa conﬁar e se basear nos resultados do sistema 
para a produção de diagnósticos e análises especiﬁcas dos registros 
polissonográﬁcos. 
Diante do exposto, deve ser observado que não é possível uma 
comparação objetiva da metodologia empregada com outras técnicas 
propostas na literatura (DE CARLI, EL-SOLH, 1999; ELBAZ, 2002). Além 
disso, a ausência de dados de especiﬁcidade, sensibilidade e a inexistência de 
um banco de dados polissonográﬁcos de dominio público, toma tal 
comparação impraticável. 
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7. Conclusões e trabalhos futuros 
O objetivo deste trabalho foi a elaboração de um sistema para detecção 
e classiﬁcação automática das apnéias durante o sono. O sistema não possui o 
intuito de substituir o especialista de domínio e sim, auxiliar e agilizar o 
processo de classificação dos registros' polissonográﬁcos. Normalmente, este 
tipo de registro é extenso (pode a chegar a 8 horas ininterruptas) levando o 
especialista a despender um período de tempo muito extenso para a 
totalidade de sl-ua análise. 
Na análise dos registros de EEG, para a identiﬁcação do estágio do 
sono (fases do sono) não depende somente da identiﬁcação da freqüência 
predominante e da detecção de padrões como complexos K e fusos dos sono. A 
caracterização das fasesndo sono depende de uma série de análises em 
conjunto com outros registros ﬁsiológicos durante 0 sono, como o EMG e o 
EOG. Portanto, uma das principais preocupações deste trabalho é o 
desenvolvimento de algoritmos e procedimentos que visem analisar em 
conjunto todas as informações contidas em registro polissonográﬁco. De 
grande importância é, também, a análise das épocas anteriores à época que 
está sendo analisada, pois a análise da fase do sono é um evento dinâmico 
que decorre de diversas informações anteriores e, às vezes, de épocas 
posteriores, como alguns casos apresentados no Capítulo 3 deste trabalho. 
Uma outra característica deste trabalho é a utilização de uma memória capaz 
de armazenar informações de épocas anteriores e realizar consulta em épocas 
posteriores para classiﬁcar a época em questão. 
A facilidade de trabalhar com interface do sistema (telas gráﬁcas do 
programa) permite que o operador obtenha um ganho de velocidade na 
identiﬁcação de padrões, resultando em uma maior flexibilidade na hora da 
escolha e interpretação dos resultados ﬁnais pelo especialista. O sistema gera 
um conjunto de padrões que podem, ou não, ser aceitos pelo especialista na
classiﬁcação ﬁnal dos resultados e no diagnóstico. Este não gera diagnósticos 
nem deﬁne laudos, somente auxilia o médico, principalmente, no critério de 
repetibilidade na identificação de padrões. Os padrões uma vez identiﬁcados 
pelo sistema, sempre serão localizados, o que nem sempre acontece com os 
padrões encontrados pelo especialista. 
Cada especialista possui uma maneira particular de identificar os 
padrões, nem todos especialistas concordam com todos os padrões de um 
outro médico, porém, com certeza, todos eles concordam na grande maioria 
das vezes. Pois',"o contexto geral do registro polissonográﬁco é que importa, se 
o especialista esquecer de um ou dois padrões não tornará inviável a análise e 
laudo ﬁnal, porque a maior importância é a distribuição dos dados, isto é, a 
análise 'qualitativa e não quantitativa. O sistema aqui proposto para a 
identificação de padrões do sono através de RNAs pode representar um boa 
opção para o especialista médico, pois esse pode treinar os próprios padrões 
de fusos do sono ou complexos K, para serem identificados posteriormente 
pelo sistema. 
Uma das vantagens deste' sistema é a utilização ide RNAs, 
principalmente dos modelos de RNAs com dinâmica externa, utilizados para 
a identiﬁcação de padrões variantes no tempo. A identiﬁcação de um padrão 
variante no tempo é mais conﬁável com RNAs do tipo dinâmica, pois a rede 
procura reconhecer a maneira com que os dados estão variando no decorrer 
do tempo e não o padrão propriamente dito (posicionamento dos pontos). Esta 
ferramenta é de grande valia para o especialista, pois com ela o grau de 
repetibilidade na identificação de padrões é constante e 0 especialista pode 
conferir se os resultados estão adequados, antes de classiﬁcar o registro. 
A detecção de fusos do sono e complexos K realizada pelas RNADS 
foram um ótimo teste de validação da estrutura destas redes, pois se tratando 
de padrões do sono, pode-se dizer que são um campo onde existe uma gama 
de variação muito grande entre eles, fazendo muitas vezes o especialista 
hesitar ou até mesmo identiﬁcar erroneamente um determinado padrão. No 
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exemplo de identiﬁcação aqui proposto, o especialista ao rever o mesmo 
registro em momentosdiferentes, teve algumas divergências com as suas 
próprias classiﬁcações anteriores, demostrando o quão complexa é esta 
identiﬁcação. 
Durante a realização deste trabalho, diversos tipos de RNAs foram 
utilizadas, porém, o modelo de RNA migrou para um modelo rudimentar da 
estrutura da retina do olho humano. Este fato ocorreu devido a estrutura da 
rede, composta por diversos neurônios de entrada e apenas um neurônio na 
saida, o que lembra muito as células bipolares e os neurônios ganglionares, 
respectivamente. A saida das RNADS possuem um identidade com o processo 
de identiﬁcação natural realizado pela retina, os dados obtidos na saida dos 
neurônios ganglionares são enviados para sistema nervoso central através de 
uma seqüência de impulsos elétricos, da mesma forma, na RNAD, os sinais 
são enviados de forma seqüencial pelo VSRN. 
Muitas modificações ainda podem ser realizadas neste modelo, 
principalmente a inserção de células do tipo “cone” e células “amácrinas” no 
modelo das RNAD-BMV, com a 'finalidade de aumentar o nível de 
sensibilidade dos padrões ao entrarem na rede. Uma modelagem mais 
completa dou circuito da _fóve_a do olho, também, pode ser de extrema 
importância para este trabalho devido ao sua alta acuidade na identiﬁcação 
de padrões. Várias outras modiﬁcações neste modelo podem ser realizadas, 
porém o objeto principal deste trabalho foi alcançado, pois, pela análise dos 
resultados das redes neurais, torna-se óbvio a presença de mecanismos de 
processamento ou “compactação” do sinal luminoso antes de serem entregues 
ao sistema de processamento central (o córtex cerebral). E, é exatamente o 
que realizam os modelos de RNAD. A estrutura, principalmente, da RNAD- 
BMV apresenta diversas características que se assemelham ao processo de 
codiﬁcação e envio no tempo do sinal luminoso até o córtex cerebral. 
Uma característica marcante deste trabalho foi a utilização de duas 
redes neurais (retina periférica e fóvea) para realizar a análise de um único 
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padrão. A primeira rede (retina periférica) encontra padrões semelhantes ou 
“parecidos” como os padrões treinados, após encontrar o sinal é levado a uma 
rede mais especializada (fóvea) para realizar a identificação do padrão. Este 
procedimento, semelhante ao do olho humano, tem muitas vantagens, 
principalmente em relação ao critério “tempo” de identiﬁcação, pois um 
padrão somente será levado à área com maior poder de processamento (maior 
tempo) quando o padrão for semelhante ao que deseja~se identiﬁcar. Este 
procedimento é de grande valia para a identificação de padrões como 
complexos K e fusos do sono em um registro polissonográﬁco. O registro 
polissonográﬁco, na sua maioria, é muito extenso e não suporta a análise por 
um conjunto de procedimentos muito “pesados” (ou com grande poder de 
processamento) em toda a sua extensão, pois isto deixaria a análise do 
registro muito lenta. 
Alem da identiﬁcação de padrões de complexos K e fusos do sono, o 
sistema atua de forma integral reunindo informações de épocas anteriores e 
posteriores de registros para realizar a classiﬁcação de uma determinada 
época. Não são, somente, as RNAs que possuem uma dinâmica no tempo e 
sim todo o sistema, pois este procura analisar todas as mudanças ocorridas 
no registro polissonográﬁco no decorrer do tempo, da mesma forma que o 
especialista médico. O especialista, na maioria das vezes, não consegue 
classiﬁcar uma fase do sono através da análise de uma época isolada, este 
analisa, principalmente, épocas anteriores para apresentar o seu resultado. O 
sistema aqui implementado se comporta da mesma forma, analisando épocas 
anteriores e capturando algumas informações de épocas posteriores para 
classiﬁcar uma fase do sono ou um determinado tipo de apnéia no sono. 
O sistema possibilita ao especialista ou operador modiﬁcar os critérios 
para determinação de apnéias ou hipopnéias durante o sono. Através da 
modiﬁcação de parâmetros, o sistema pode ﬁcar mais ou menos sensível à 
variações nos registros de ﬂuxo e movimento respiratório. Este fato é de 
grande utilidade, pois os parâmetros de amplitude destes registros variam 
156
muito de paciente para paciente e até mesmo no próprio paciente, 
dependendo da posição que este se encontra. O registro de actimetria é 
utilizado com a ﬁnalidade de modiﬁcar este parâmetro. O sistema veriﬁca as 
mudanças de posição do paciente e informa, desta forma, a ocorrência de um 
artefato de movimento e não uma possivel apnéia. 
Como este trabalho, abre-se uma linha de investigação muito vasta, 
principalmente na área de aplicativos para o médico especialista, pelo fato 
das rotinas do sistema terem sido implementado utilizando-se do “Matlab”. A 
implementaçãode softwares ou sistemas inteligentes em linguagens de alto 
nivel (como o Delphi ou Builder C++) podem representar um ótima escolha, 
pois iriam aumentar a portabilidade deste sistema. Entre as diversas rotinas 
que poderão ser implementas, algumas são citadas abaixo: 
0 desenvolvimento de rotinas para trabalho com RNAD; 
0 desenvolvimento de rotinas para gerar relatórios e gráﬁcos sobre as 
apnéias do sono, utilizando as informações de: 
1 o número e duração das apnéias centrais; 
I o número e duração das apnéias obstrutivas; 
I número e duração das apnéias mistas; 
'_ número e duração das apnéias e hipopnéias; ' 
I número total e índices de apnéias e hipopnéias; 
' índice de apnéias e hipopnéias (número de eventos dividido pelo 
tempo em horas); 
I saturação máxima, média e mínima do oxigênio no sangue 
arterial, entre outros. 
0 desenvolvimento de um software para tratar com o banco de dados 
polissonográﬁcos; 
0 desenvolvimento de uma plataforma de banco de dados para 
armazenar todos os dados, resultados de classiﬁcação e laudos dos 
especialistas para que o estudante ou até mesmo o médico possa 
realizar consultas sobre casos. 
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Um outra linha de pesquisa baseada na estrutura deste trabalho é a 
implementação de novas características ao modelo de RNAD-BMV. Existem 
diversos componentes a serem modelados e, com certeza, muitas melhorias ao 
modelo poderão ser realizadas. A pesquisa neste campo ainda é um grande 
mistério, pois até o momento não encontramos nenhum mecanismo ou rede 
neural capaz de realizar a identiﬁcação de padrões tão bem quanto a que 
realiza o cérebro humano. 
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