An integral financial stability index is constructed using Israel macroeconomic data. Approaches relying on the use of dependent variable as well as principal component method and its modifications are examined. Obtained indexes are compared in terms of their forecast quality. In the case of no dependent variable the influence of structural shift is analyzed.
Introduction
The global financial crisis of 2008 had a significant impact on the countries' economies and revealed a problem of integral index construction that would reflect the country's financial stability level evolution in time. In this paper the examples of integral financial stability index (IFSI) constructing using both methods involving dependent variable and methods based on principal components are presented.
Literature overview
In 2003 International Monetary Fund (IMF) has proposed a list of 39 individual financial stability parameters (Financial Soundness Indicators -FSI) in order to monitor the level of financial soundness 1, 2 . However simultaneous multidirectional movements of these indicators make their set of trends difficult to interpret. The unique integral index based on these parameters should potentially solve the problem.
The problem of integral index construction have already been solved for some countries 3, 4, 5 as well as for the global world economy 6 . For individual countries' indexes construction weighted average 3,4 /blocked weighted average 5, 7 or principal components 4, 8 methods were often used. Columbia's index was also build using the dependent variable -number of bankruptcies 4 . However there is generally no forecasting power analysis in these studies. The comparison of different methods in terms of their forecasting power also was not made.
Data
Quarterly data ranging from 1Q2003 to 3Q2013 (42 periods) for Israel is employed. The (dependent) variables used to build the index are 16 (out of 39) Financial Soundness Indicators being collected by IMF on regular basis. The dependent variable is Economic Resilience (ER) indicator collected by International Institute for Management Development (IMD). This index ranges from 2002 to 2013 on a yearly basis; its values are scores from 0 to 10 where 0 corresponds to the lowest financial soundness and 10 -to the highest. The quarterly values of ER were obtained through the linear (Yl) or spline (Ys) interpolation procedure. Table 1 presents a summary of the data. The correlation matrix for independent variables' time series presented in Table 2 , where red indicates significance at 1% level, blue -at 5% level. ID  X1  X2  X3  X4  X5  X6  X7  X8  X9  X10  X11  X12  X13  X14  X15   X1 The methods proposed can be divided into three groups:
The principal components (PC) method and its modifications. These methods don't need the dependent variable. The IFSI for this group is simply the first principal component. Besides the PC method itself two its modifications -the modified principal components method (MPC) and the principal components method with positive weights (PCPW) are used Regression models Hybrid methods. These methods also based on (multiple) regression but only variables having a great contribution to the IFSIs in the first group are used
The principal components (PC) method and its modifications
The principal components (PC) method 10 uses the following constraints on the variables' weights:
Here The principal components method with positive weights (PCPW). The method expands the constraints with the following expression:
Weights modification formula for this method is:
As can be seen the PC procedure seeks a point(s) on an n-dimensional hypersphere of radius equals to one. The coordinates of this (these) point(s) when used as factors' weights maximize the total variance of initial standardized factors. The MPC then shifts the obtained point(s) to the "positive" side of the hypersphere and PCPW restricts the searching aria allowing coordinates only be non-negative.
At least 2 IFSIs can be constructed with PC: if a is principal component then a is principal component too. The choice between a and a will be made in favor of that vector which have a positive correlation with Yl (Ys).
Regression models
Firstly the number of independent variables (except intercept) and the significance level are set. Then given these restrictions all possible regressions are evaluated. Finally the regression having maximum value of R-squared and all parameters significant at given level is selected. Hereinafter the significance level will be set at 5% and the results of this method will be denoted as "Reg(*)" where * in brackets will be replaced by the number of independent variables in regression.
Hybrid method
For each of methods in the first group the set of factors having the cumulative weight not less than 50% is defined. Only these sets are then used in multiple regression model. If some factor is not significant (at 5% level) it is removed from the model (backward elimination). The results of this method will be marked as "Reg(**)" where ** in brackets indicates the model from the first group which defines the "short list" of factors.
It's clear that the IFSIs obtained with the first group of methods can reflect only the dynamics of financial stability, not the absolute values. I.e. generally speaking the IFSIs' values not necessary coincide with the values Yl or Ys. In order to simplify comparative analysis indexes were transformed using the coefficients obtained from the regression:
Y -dependent variable Yl or Ys
For further analysis the original sample was divided into two parts: the "learning" part (1Q2003-2Q2011, 34 values for each variable) was utilized for index construction and the second part was used to verify the forecast accuracy for each index and compare different IFSIs. To measure the quality models Pearson and Spearman correlation coefficients were explored
Results

There was not a big difference between the results for taking Yl and Ys as dependent variable (where necessary). So only the results for Yl are presented.
One of the main result characteristics obtained with the principal component methods is the proportion (r) of baseline factors' total variance (equal to the sum of their dispersions) explained by the first principal component. To make a comparison the initial (before normalizing procedure) coefficient vectors are used. As MPC estimates were gained implicitly i.e. not at the computational step but afterwards at the normalization step, before comparison they must be transformed: The coefficients' estimates are presented in Table 3 . Cumulative weight is the cumulative sum of the individual factors' weights. The negative weight indicates that the factor included in IFSI calculation with negative sign. Thus, the best in terms of maintaining maximum information from the initial factors is PC. However, this method gives a negative weight to many factors that complicates the interpretation of the IFSI as the initial factors' standardization procedure implies positive weights to all factors. MPC solves this problem, but it uses only a small part of the information contained in the individual indicators' series (2.7 %). Above-mentioned problems can be avoided by using PCWC. Table 4 presents the results of applying the second group of methods to the "learning" sample and their main characteristics. Regression were estimated for one, two or three indicators. Table 5 presents the results of applying the third group of methods to the "learning" sample and their main characteristics Finally the main results of different IFSIs comparative analysis presented in Table 6 . The Pearson correlation coefficient calculated separately for both "learning" sample and the sample for verification. Spearman correlation coefficients calculated only for the second sample. Also the significance levels for correlation coefficients are presented.
The dynamics of IFSIs obtained by different groups of methods in comparison with Yl dynamics shown in fig.1-3 . Comparing the behavior of IFSIs on the learning and examinee samples as well as from the graphs we can conclude that the best approximation quality for Yl is achieved with the second group of methods. Namely "Commercial Real Estate Loans to Total Loans" is the best predictor for Economic Resilience index. This allows us to assume that this factor was used (explicitly or implicitly) in Economic Resilience index construction.
Conclusion
Different approaches to the integral financial stability index are presented. 16 macroeconomic variables collected by Bank of Israel were used as independent factors and Economic Resilience index was explored as the benchmark. The methods used can be attributed to one of three following groups: the principal components (PC) method and its modifications; regression models; hybrid methods. Before the calculation all factors transformed with the standardization procedure. IFSI constructed in such a way that its larger value corresponds to greater financial stability. Visual and statistical comparisons of IFSIs then made including Pearson and Spearman correlation.
The analysis conducted allows to make a conclusion that in first group of methods PCPW is the best in terms of its ability to retain the information containing in initial factors and their weights' interpretation.
When all 3 groups of methods are considered then the pairwise regression with "Commercial Real Estate Loans to Total Loans" as independent variable gives the best approximation. This allows us to assume that this factor was used (explicitly or implicitly) in Economic Resilience index construction.
