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Abstract
The Drinfeld - Sokolov construction associates a hierarchy of bi-
hamiltonian integrable systems with every untwisted affine Lie alge-
bra. We compute the complete set of invariants of the related bihamil-
tonian structures with respect to the group of Miura type transforma-
tions.
1 Introduction
The problem of classification of integrable systems of evolutionary PDEs
uit = K
i(u; ux, uxx, . . . ), i = 1, . . . , n
u = (u1, . . . , un) ∈Mn
was studied by many mathematicians in the last 40 years with the help
of various techniques; in such a general setup it remains essentially open,
although there are already strong results for many particular subclasses of
equations (see, for example, [45, 51, 37, 52, 20] and references therein).
Before starting the classification work one has to adopt a definition of
complete integrability. For Hamiltonian PDEs
Ki(u; ux, uxx, . . . ) = {ui(x), H}, i = 1, . . . , n
with a suitable class of the Poisson brackets { , } and the Hamiltonians
H , one can define integrability, similarly to the finite dimensional case, by
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assuming existence of a complete family of commuting Hamiltonians (we do
not explain here the notion of completeness, see e.g. in [20]). More spe-
cific is the class of bihamiltonian evolutionary PDEs admitting two different
Hamiltonian descriptions
Ki(u; ux, uxx, . . . ) = {ui(x), H1}1 = {ui(x), H2}2
with respect to a compatible pair of Poisson brackets (see below). Under
certain genericity assumptions existence of a bihamiltonian representation
ensures complete integrability (see details in [20, 17]). Thus, the problem
of classification of integrable PDEs reduces to the problem of classification
of bihamiltonian structures of a suitable class. Even in this bihamiltonian
framework the classification problem is still far from being resolved.
In [20, 39, 17] we proposed a kind of a perturbative approach to the clas-
sification problem considering the subclass of bihamiltonian PDEs admitting
a (formal) expansion with respect to a small parameter ǫ
uit = A
i
j(u)u
j
x + ǫ
[
Bij(u)u
j
xx + C
i
jk(u)u
j
xu
k
x
]
+ǫ2
[
Dij(u)u
j
xxx + E
i
j k(u)u
j
xu
k
xx + F
i
jkl(u)u
j
xu
k
xu
l
x
]
+ . . . , (1.1)
i = 1, . . . , n
(summation over repeated indices will be assumed). Such systems are to
be classified with respect to a certain pronilpotent extension of the group
of (local) diffeomorphisms of the manifold Mn that we called the group of
Miura type transformations (see Section 2 below). On this way we managed
to produce a complete set of invariants of the bihamiltonian structures satis-
fying certain semisiplicity assumptions. The first part of these invariants is a
differential-geometric object defined on the manifold Mn called flat pencil of
metrics; it describes the bihamiltonian structure of the hydrodynamic limit
uit = A
i
j(u)u
j
x (1.2)
of the system (1.1). The second part comes from the deformation theory of
these bihamiltonian structures of hydrodynamic type; it consists of n func-
tions of one variable called the central invariants of the bihamiltonian struc-
ture. The main result of the papers [39, 17] says that the flat pencil of metrics
along with the collection of central invariants completely characterizes the
equivalence class of a semisimple bihamiltonian structure with respect to the
group of local Miura type transformations (for the precise formulation see
the Theorem 2.6 below). In particular, the systems of bihamiltonian PDEs
with all vanishing central invariants are equivalent to the hydrodynamic limit
(1.2).
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Apart from this trivial case no general results about existence of bihamil-
tonian structures and integrable hierachies with a given pair
(flat pencil of metrics, collection of central invariants)
is available. The most studied is the class of the so-called integrable hierar-
chies of the topological type motivated by the needs of the theory of Gromov
- Witten invariants. For this class the Poisson pencil comes from a semisim-
ple Frobenius structure on the manifold Mn; all the central invariants are
constants equal to each other. Some partial existence results for integrable
hierarchies of the topological type will appear elsewhere [21]. So, for the mo-
ment we have decided to review the list of known examples of bihamiltonian
PDEs of the form (1.1) in the framework of our theory of flat pencils and
central invariants.
First examples of such analysis have been carried out in [39, 17]. In the
present paper we will consider the flat pencils of metrics and the central
invariants for the bihamiltonian hierarchies constructed by V.Drinfeld and
V.Sokolov in [13].
The Drinfeld - Sokolov’s celebrated paper [13] gives a very simple con-
struction, in terms of the Poisson reduction procedure, of a hierarchy of
integrable PDEs associated with a Kac - Moody Lie algebra and a choice of
a vertex on the extended Dynkin diagram. In this paper we will only con-
sider the most well known version of this construction for which the affine
Lie algebra is untwisted and the chosen vertex of the Dynkin diagram is c0
(the one added to the Dynkin diagram of the associated simple Lie algebra).
In this case the hierarchy admits a bihamiltonian structure. The importance
of this part of the Drinfeld - Sokolov construction became clear after the dis-
covery, due to V.Fateev and S. Lukyanov [23], of the connection of the second
Poisson structure for the Drinfeld - Sokolov hierarchy with the semiclassical
limit Wcl(g) of the Zamolodchikov’s W -algebra [53]. Moreover, according to
the conjecture of Drinfeld, proved by B.Feigin and E.Frenkel (see in [26, 28])
the classical W -algebra Wcl(g) arises naturally on the center of the universal
enveloping algebra of the affine algebra gˆ′ of the Langlands dual Lie algebra
g′ at the critical level.
In all these theories the first Poisson structure of the Drinfeld and Sokolov
seems to be something superfluous: in the standard definition the classical
W -algebra is defined just as the second Poisson structure of Drinfeld and
Sokolov. However, in the framework of our differential-geometric classifica-
tion approach a single Poisson bracket has essentially no invariants: after
extension to Miura-type transformations with complex coefficients any two
local Poisson brackets of our class are equivalent [30]; see also [9, 20].
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The main result of this paper is the complete description of the flat pencils
of metrics and computation of the central invariants for the Drinfeld - Sokolov
bihamiltonian structures for all untwisted affine Lie algebras. We prove that
the flat pencils of metrics are obtained from the Frobenius structures on the
orbit spaces of the corresponding Weyl groups constructed by one of the
authors in [14] via the theory of flat structures of K.Saito et al. [49, 48].
The central invariants are proved to be all constants; they are identified with
1
48
× the square lengths, with respect to the normalized invariant bilinear
form, of the generators in the Cartan subalgebra. In particular, this proves
that the Drinfeld - Sokolov integrable hierarchies for the A, D and E series
are equivalent, in the sense of Definition 2.4, to an integrable hierarchy of
the topological type.
The plan of the paper is as follows: we first recall in the next section the
definitions of the bihamiltonian structures, the associated flat pencils of met-
rics and central invariants. In Section 3 and Section 4, we also remind some
preliminaries from Poisson geometry and the Drinfeld - Sokolov reduction
procedure. In Section 5 we formulate the Main Theorem about invariants of
the Drinfeld - Sokolov bihamiltonian structures. The proof of this theorem is
given in Section 6 for the An hierarchies, in Section 7 for the Bn, Cn, Dn hi-
erarchies, and in Section 8 for the hierarchies associated with the exceptional
simple Lie algebras (some relevant formulae are given in the Appendices). In
the final section we give some concluding remarks; we also give an example
of the Drinfeld - Sokolov equation associated with the twisted Kac - Moody
Lie algebra of the A
(2)
2 type not admitting a bihamiltonian structure.
2 Central invariants of semisimple bihamilto-
nian structures
We study bihamiltonian structures of the following form
{ui(x), uj(y)}a = {ui(x), uj(y)}[0]a +
∑
k≥1
ǫk{ui(x), uj(y)}[k]a ,
{ui(x), uj(y)}[k]a =
k+1∑
l=0
Aijk,l;a(u; ux, · · · , u(l))δ(k−l+1)(x− y)
(2.1)
where i, j = 1, · · · , n, a = 1, 2. Here u = (u1, . . . , un) ∈ M for some n-
dimensional manifold M . The dependent variables u1, . . . , un will be con-
sidered as local coordinates on M . In this paper the manifold M will be
assumed to be diffeomorphic to a ball.
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The coefficients Aijk,l;a in (2.1) are homogeneous degree l elements of the
graded ring B of polynomial functions on the jet bundle of M
B = lim−→
k
Bk, Bk = C∞(M)[ux, uxx, . . . , u(k)],
deg ∂kxu
i = k.
Antisymmetry and Jacobi identity for both brackets as well as the compat-
ibility condition (see below) are understood as identities for formal power
series in ǫ.
The leading terms of the Poisson brackets form a bihamiltonian structure
of hydrodynamic type. The coefficients of this term will be redenoted as
follows
{ui(x), uj(y)}[0]a = gija (u(x))δ′(x− y) + Γijk a(u(x))ukxδ(x− y), (2.2)
a = 1, 2.
Here for any λ ∈ R the symmetric matrix (gij2 (u)−λgij1 (u)) is assumed to be
nondegenerate for generic u ∈ M . The Poisson bracket { , }[0]a is called the
dispersionless limit of the bracket { , }a for every a = 1, 2.
For every a = 1, 2 the map
B × B → B[[ǫ]]
given by the formula
(P,Q) 7→ δP
δui(x)
Πija
δQ
δuj(x)
, (2.3)
P = P (u; ux, . . . , u
(p)), Q = Q(u; ux, . . . , u
(q)) ∈ B
Πija = g
ij
a (u)∂x + Γ
ij
k a(u)u
k
x +
∑
k≥1
ǫk
k+1∑
l=0
Aijk,l;a(u; ux, · · · , u(l))∂k−l+1x
defines a Lie algebra structure on the quotient ring
B¯ := B[[ǫ]]/Im ∂x (2.4)
where
∂x =
∑
k
ui,k+1
∂
∂ui,k
, ui,k :=
∂kui
∂xk
.
In the formula (2.3) summation over repeated indice i, j is assumed,
δ
δui(x)
=
∂
∂ui
− ∂x ∂
∂uix
+ ∂2x
∂
∂uixx
− ∂3x
∂
∂uixxx
+ . . .
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is the Euler - Lagrange operator. The class of equivalence in the quotient
space (2.4) of any element P (u; ux, . . . ; ǫ) ∈ B will be denoted by∫
P (u; ux, . . . ; ǫ) dx ∈ B¯
and called a local functional. Observe that, if P and Q are two homogeneous
differential polynomials of the degrees p and q respectively then their bracket
(2.3) will be a homogeneous element of the ring B[[ǫ]] of formal power series
in ǫ of the degree p+ q + 1 if the degree
deg ǫ = −1
is assigned to the indeterminate ǫ. So, for an arbitrary local functional of
the degree zero
H =
∫ ∑
k≥0
ǫkPk(u; ux, uxx, . . . , u
(k))dx, deg Pk(u; ux, uxx, . . . , u
(k)) = k
the Hamiltonian vector field
uit = {ui(x), H} = Πij
δP
δuj(x)
is a system of evolutionary PDEs of the form (1.1) for any of the two Poisson
structures Πij = Πij1 or Π
ij = Πij2 .
By the definition of a bihamiltonian structure, any linear combination
with constant coefficients of the two Poisson brackets must be again a Poisson
bracket on B¯ (the so-called compatibility condition). Due to this property an
infinite hierarchy of pairwise commuting systems of PDEs of the form (1.1)
can be associated with the bihamiltonian structure (see details in [20]).
In the dispersionless limit ǫ → 0 the equations (1.1) become a system
of the first order quasilinear PDEs (1.2). The leading term (2.2) gives a
bihamiltonian structure of (1.2).
The bihamiltonian structures (2.1) will be considered up to invertible
linear transformations with constant coefficients
{ , }1 7→ κ11{ , }1 + κ12{ , }2
{ , }2 7→ κ21{ , }1 + κ22{ , }2 (2.5)
κ11κ22 − κ12κ21 6= 0.
The dependence of the associated integrable hierarchy on the changes (2.5)
is nontrivial; it simplifies if one allows only triangular transformations
{ , }1 7→ κ11{ , }1
{ , }2 7→ κ21{ , }1 + κ22{ , }2 (2.6)
κ11κ22 6= 0.
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Definition 2.1 A compatible pair of Poisson brackets (2.1) considered mod-
ulo triangular transformations (2.6) is called a Poisson pencil.
The antisymmetry of the Poisson brackets (2.1) gives a system of linear
differential constraints for the coefficients. They can be written in a compact
form
Πjia = −
(
Πija
)†
, a = 1, 2.
Here the (formally) adjoint to a scalar differential operator
L =
∑
k
Ak(x)∂
k
x
is defined by
L† =
∑
k
(−∂x)kAk(x). (2.7)
The validity of the Jacobi identity for the pencil of Poisson brackets imposes a
system of highly nontrivial nonlinear differential equations for the coefficients.
We address the classification problem of bihamiltonian structures (2.1) under
an additional assumption of semisimplicity.
Definition 2.2 A Poisson pencil (2.1) is called semisimple if the roots λ1(u),
. . . , λn(u) of the characteristic equation det(gij2 (u) − λ gij1 (u)) = 0 form a
system of local coordinates near a generic point u ∈ M . They are called the
canonical coordinates of the pencil.
In the canonical coordinates of a semisimple bihamiltonian structure, the
leading terms (2.2) diagonalize [27, 17]:
gij1 (λ) = f
i(λ)δij , g
ij
2 (λ) = λ
if i(λ)δij, i, j = 1, · · · , n (2.8)
for some functions f 1(λ),. . . , fn(λ), λ = (λ1, . . . , λn) ∈M .
Definition 2.3 A Miura-type transformation is a change of variables of the
form
ui 7→ u˜i(u; ux, uxx, . . . ; ǫ) = F i0(u) +
∑
k≥1
ǫkF ik(u; ux, · · · , u(k)) (2.9)
where F ik ∈ B with degF ik = k, and the map u 7→ F i0(u) is a diffeomorphism
of M .
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All Miura-type transformations form a group G(M). It acts by automor-
phisms on the graded ring B[[ǫ]]. This action commutes with the action of
the operator of total x-derivative ∂x. Therefore the action of the group G(M)
on the Poisson brackets of the form (2.1) is defined. The explicit formula
Π˜kla = L
k
i Π
ij
a L
l
j
†
, a = 1, 2
involves the operator of linearization of (2.9)
Lij =
∑
m
∂u˜i(u; ux, uxx, . . . ; ǫ)
∂uj,m
∂mx
and the adjoint operator Lij
†
(see (2.7)).
Definition 2.4 Two bihamiltonian structures of the form (2.1) are called
equivalent if one can be transformed to another by a combination of a Miura-
type transformation and a linear change (2.5).
At the leading order ǫ = 0 one obtains the tensor law, with respect to the
coordinate change ui 7→ F i0(u), for the (2, 0) symmetric tensors gija (u) and
the associated (contravariant) Levi-Civita connections Γijk a(u).
Recall [30, 9] that the signature of the metric gij(u) is the only local
(i.e., M = Bn = a small ball in Rn) invariant of a single Poisson bracket
with respect to the group G(Bn). The theory of invariants of bihamiltonian
structure is more rich.
In order to avoid inessential complications with signs, let us consider the
complex situation assuming the manifold M to be complex analytic and all
coefficients of the Poisson brackets and of the Miura-type transformations to
be complex analytic functions in u. Then the complete set of local invariants
of semisimple bihamiltonian structures of the form (2.1) consists of
• flat pencil of metrics on M ;
• collection of n functions of one variable called central invariants.
Flat pencil of metrics onM is, roughly speaking, a pair of (contravariant)
metrics gij1 (u), g
ij
2 (u) such that, at any point u ∈ M their arbitrary linear
combination
a1g
ij
1 (u) + a2g
ij
2 (u)
has zero curvature, and the contravariant Christoffel coefficients for the above
metric also have the form of the same linear combination
a1Γ
ij
k 1 + a2Γ
ij
k 2
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(see details in [16]).
In particular, a flat pencil of metrics arises on an arbitrary Frobenius
manifold according to the following construction [14, 15]. Recall that an
arbitrary Frobenius manifold is equipped with a flat metric 〈 , 〉, a product
of tangent vectors (a, b) 7→ a · b, and an Euler vector field E. We put
( , )1 := 〈 , 〉 (2.10)
and define the second metric1 on the cotangent bundle from the equation
(ω1, ω2)2 = iE ω1 · ω2 (2.11)
that must be valid for an arbitrary pair of 1-forms on the Frobenius man-
ifold. In this formula the identification of tangent and cotangent spaces at
every point is done by means of the first metric ( , )1. By means of this
identification one defines the product of 1-forms ω1 · ω2 via the product of
tangent vectors.
Similarly to Definition 2.4 we give
Definition 2.5 Two flat pencils are called (locally) equivalent if one can be
transformed to another by a combination of a (local) diffeomorphism and a
linear change (2.5).
The differential geometry problem of local classification of flat pencils re-
duces to an integrable system of differential equations (see [17] and references
therein).
One thus arrives at the problem of local classification of semisimple Pois-
son pencils of the form (2.1), (2.2) with a given flat pencil of metrics (i.e.,
with the given leading term (2.2)). The theory of central invariants gives a
parametrization of the infinitesimal deformation space of the bihamiltonian
structure (2.2). We will not recall here the underlined cohomological theory
[39, 17]; we only give the computational formulae for the central invariants.
Denote P ija (λ) (resp. Q
ij
a (λ)) the components of the tensor A
ij
1,0;a(u) (resp.
Aij2,0;a(u)) in the canonical coordinates. Here i, j = 1, · · · , n, a = 1, 2. The i-
th (i = 1, · · · , n) central invariant of the semisimple bihamiltonian structure
(2.1) is defined by
ci(λ) =
1
3(f i(λ))2
[
Qii2 (λ)− λiQii1 (λ) +
∑
k 6=i
(P ki2 (λ)− λiP ki1 (λ))2
fk(λ)(λk − λi)
]
. (2.12)
1It also appeared in [1] under the guise of the operation of convolution of invariants of
reflection groups.
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Theorem 2.6 ([17]) i) Each function ci(λ) defined in (2.12) depends only
on λi, i = 1, . . . , n. ii) Two semisimple bihamiltonian structures of the form
(2.1) with the same leading terms { , }[0]a , a = 1, 2 are equivalent iff they
have the same set of central invariants ci(λ
i), i = 1, · · · , n.
Note that linear transformations (2.5) yield fractional linear transforma-
tions of the canonical coordinates
λi 7→ κ21 + λ
iκ22
κ11 + λiκ12
, i = 1, . . . , n.
The transformation law of central invariants is given by
ci 7→ ∆−1(κ11 + κ12λi) ci, i = 1, . . . , n (2.13)
where ∆ = κ11κ22− κ12κ21. For the unimodular transformations, ∆ = 1, the
half-differentials
Ωi = ci(λ
i)(dλi)1/2
remain invariant, while for the simultaneous rescalings
{ , }a 7→ κ { , }a, a = 1, 2
one has
ci 7→ κ−1ci, i = 1, . . . , n.
Observe that the central invariants do not change when rescaling only the first
Poisson bracket without changing the second one. Because of this the central
invariants of a Poisson pencil are well defined up to a common constant factor.
3 Preliminaries from Poisson geometry
Before explaining the Drinfeld - Sokolov procedure let us first recall the
clasical construction of the linear Poisson bracket on the dual space g∗ to a
finite dimensional Lie algebra g (the so-called Lie - Poisson bracket). It is
uniquely defined by the following requirement: given two linear functions a,
b on g∗, a, b ∈ g, their Poisson bracket coincides with the commutator in g:
{a, b} = [a, b]. (3.1)
Choosing a basis in the Lie algebra
g = span(e1, . . . , eN), [ei, ej ] =
N∑
k=1
ckijek (3.2)
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one obtains the Lie - Poisson bracket in the associated dual system of coor-
dinates (x1, . . . , xN) on g
∗ written in the following form
{xi, xj} =
N∑
k=1
ckijxk, i, j = 1, . . . , N. (3.3)
The Jacobi identity for the linear Poisson bracket (3.3) is equivalent to the
Jacobi identity for the Lie algebra (3.2). The Poisson bivector (3.3) will be
denoted
πg ∈ Λ2Txg∗. (3.4)
Linear Hamiltonians
Ha(x) = 〈a, x〉, a ∈ g, x ∈ g∗
generate the coadjoint action of the Lie group G associated with g:
x˙ = {x,Ha} ⇔ 〈b, x(t)〉 = 〈e−t ad ab, x(0)〉 for any b ∈ g. (3.5)
A simple generalization is given by linear inhomogeneous Poisson bracket
{xi, xj} =
N∑
k=1
ckijxk + c
0
ij . (3.6)
It can be interpreted as the Lie - Poisson bracket on the one-dimensional
central extension
0→ Ck→ g˜→ g→ 0
of the Lie algebra by means of the 2-cocycle
c0(ei, ej) = c
0
ij, c
0([a, b], c) + c0([c, a], b) + c0([b, c], a) = 0. (3.7)
Let us now recall the setting of the Marsden - Weinstein Hamiltonian
reduction procedure [44, 43]. Given a Poisson manifold M, a family of
Hamiltonians
H1(x), . . . , HN(x) ∈ C∞(M)
forming a N -dimensional Lie subalgebra g in C∞(M)
{Hi, Hj} =
N∑
k=1
ckijHk(x), c
k
ij = const
generates a Poisson action onM of the connected and simply connected Lie
group G associated with g, assuming that any nontrivial linear combination
11
of the generators H1, . . . , HN is not a Casimir of the Poisson bracket onM.
The vector valued function
P(x) = (H1(x), . . . , HN(x)) ∈ g∗
is called the moment map for the Poisson action. The diagram
M P−−−→ g∗
g
y yAd∗g
M −−−→
P
g∗
is commutative for any g ∈ G.
Given a Hamiltonian H ∈ C∞(M) invariant with respect to the action of
the group G
{H,Hi} = 0, i = 1, . . . , N
the goal of the reduction procedure is to reduce the order of the Hamiltonian
system
x˙ = {x,H} (3.8)
i.e., to find a Poisson manifold (Mred, { , }red) of a lower dimension and
a Hamiltonian Hred ∈ C∞(Mred) such that problem of integration of the
Hamiltonian system (3.8) is reduced to the one for
y˙ = {y,Hred}red, y ∈Mred.
The construction of the reduced space can be given as follows.
Consider a smooth common level surface of the Hamiltonians
Mh := {x ∈M|H1(x) = h1, . . . , HN(x) = hN} = P−1(h)
where
h = (h1, . . . , hN) ∈ g∗
is a regular value of the moment map. Denote Gh ⊂ G the stabilizer of h
with respect to the coadjoint action of G on g∗. The Lie algebra gh of the
stabilizer is the kernel of the map
πg : g ≃ T ∗hg∗ → Thg∗ ≃ g∗ (3.9)
where πg is the Poisson bivector (3.4) on g
∗. The group Gh acts freely onMh.
Assume this action to be free also on some neighborhood of Mh ⊂ M and
that the orbit space Mh/Gh has a structure of a smooth manifold. Define
Mredh :=Mh/Gh.
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We will give a construction of the reduced Poisson bracket on Mredh for
the simplest case Gh = G. In this particular case the Poisson brackets of the
generators all vanish on Mh:
{Hi, Hj}|Mh = 0, i, j = 1, . . . , N.
Functions on Mredh can be identified with G-invariant functions on Mh. For
any two G-invariant functions α, β on Mh denote αˆ, βˆ arbitrary extensions
of these two functions on a neighborhood of Mh.
Definition 3.1 Under the above assumptions the Poisson bracket on the re-
duced space Mredh =Mh/G defined by the formula
{α, β}red := {αˆ, βˆ}|Mh (3.10)
is called the reduced Poisson bracket.
It is easy to see that the rhs of (3.10) is a G-invariant function on Mh.
Moreover, the definition does not depend on the extensions αˆ, βˆ of the G-
invariant functions α, β.
4 The Drinfeld - Sokolov reduction
In this section we will briefly outline the main steps of the Drinfeld - Sokolov
reduction for the case of untwisted affine Lie algebras. Proofs of all the
statements of this section can be found in [13].
Let g be a simple Lie algebra over C, G the associated connected and
simply connected Lie group. Fix an invariant bilinear form 〈 , 〉g on g. The
central extension
0→ Ck→ gˆ→ L(g)→ 0
of the loop algebra L(g) := C∞(S1, g) is defined as the direct sum of vector
spaces gˆ = L(g)⊕ Ck equipped with the following Lie bracket
[q(x) + ak, p(x) + bk] = [q(x), p(x)] + ω(q, p)k.
Here the 2-cocycle ω is defined by
ω(q, p) = −
∫
S1
〈q(x), p′(x)〉g dx. (4.1)
The integral over the circle is normalized in such a way that∫
S1
dx = 1.
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Let M ⊂ gˆ∗ be the subspace of linear functionals taking value ǫ at the
central element k. The space M can be naturally identified with the space
of first order linear differential operators
M =
{
ǫ
d
dx
+ q(x) | q(x) ∈ L(g)
}
(4.2)
in such a way that the coadjoint action of the loop group Gˆ = L(G) restricted
onto M is given by the gauge transformations
ǫ
d
dx
+ q(x) 7→ Adg(x)
(
ǫ
d
dx
+ q(x)
)
= ǫ
d
dx
+Adg(x) q(x) + Ωg(x)
(
ǫ
dg
dx
) (4.3)
where the g-valued 1-form Ωg : TgG→ TeG = g is defined by
Ωg(X) = −dRg−1X
and
Rh : G→ G
is the right shift by h ∈ G. It is a Poisson action with respect to the
standard linear Lie - Poisson bracket on the dual space gˆ∗ to the Lie algebra
gˆ. Recall that the restriction of the Poisson bracket on the subspaceM⊂ gˆ∗
in our realization (4.2) is uniquely determined by the following condition:
the Poisson bracket of two linear functionals
Ha(x)[q] =
∫
S1
〈a(x), q(x)〉g dx, Hb(x)[q] =
∫
S1
〈b(x), q(x)〉g dx
a(x), b(x) ∈ L(g)
(4.4)
coincides with the Lie bracket in gˆ:
{Ha(x), Hb(x)} = Hc(x) + ω(a, b), c(x) = [a(x), b(x)]. (4.5)
Observe that this functional can be also written in the following elegant form
{Ha(x), Hb(x)} = 1
ǫ
∫
S1
〈a(x), [b(x), ǫ d
dx
+ q(x)]〉gdx
(4.6)
= −1
ǫ
∫
S1
〈a(x), ǫ bx(x) + adq(x) b(x)〉 dx.
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In these (and also subsequent) formulae we denote H [q] the value of a func-
tional H on the operator
ǫ
d
dx
+ q(x) ∈ M
for brevity.
It is a standard fact from the theory of Lie - Poisson brackets that the
linear Hamiltonians (4.4) generate the coadjoint action (4.3). The Drinfeld
- Sokolov construction can be interpreted as the Hamiltonian reduction pro-
cedure applied to a certain subgroup of the gauge group Gˆ.
Remark 4.1 Given a basis I1, . . . , IN in g such that
[I i, Ij] = cijk I
k
〈I i, Ij〉g = gij
one obtains a system of coordinates
ui = 〈I i, ξ〉, ξ ∈ g∗, i = 1, . . . , N (4.7)
on the dual space g∗. The Poisson bracket (4.6) can be written in the form
{ui(x), uj(y)} = 1
ǫ
cijk u
k(x)δ(x− y)− gij δ′(x− y). (4.8)
This form of the Poisson bracket is similar to (2.1) but the ǫ-expansion begins
with terms of order ǫ−1. These terms will disappear after the reduction.
We need some preliminaries from the simple Lie algebras theory in order
to develop a suitable infinite dimensional analogue of the above construction
of Marsden - Weinstein reduction.
Denote n the rank of the simple Lie algebra g over C. Choose a Cartan
subalgebra h ⊂ g and denoteXi, Hi, Yi (i = 1, · · · , n) a set of Weyl generators
of g associated with h = span(H1, . . . , Hn). The generators of the Cartan
subalgebra can be identified with the basis of simple coroots
Hi = α
∨
i ∈ h, i = 1, . . . , n (4.9)
associated with a given basis of simple roots α1, . . . , αn ∈ h∗. Recall the
commutation relations between the generators:
[Hi, Hj] = 0,
[Hi, Xj] = AijXj , [Hi, Yj] = −AijYj ,
[Xi, Yj] = δijHi.
(4.10)
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Here (Aij) is the Cartan matrix of the Lie algebra g,
Aij = 〈αj , α∨i 〉. (4.11)
The full set of defining relations in the simple Lie algebra g is obtained by
adding to (4.10) the Serre relations
(adXi)
1−AijXj = 0, (adYi)
1−AijYj = 0, i 6= j.
The choice of Cartan subalgebra defines the principal gradation on g
g =
⊕
1−h≤j≤h−1
gj (4.12)
such that Xi ∈ g1, Y i ∈ g−1, Hi ∈ g0. Here h is the Coxeter number of g.
Let n = n+, n− be the nilpotent subalgebras generated by {Xi}, {Yi}
respectively. Introduce also the Borel subalgebras b = b+ = n+ ⊕ h, b− =
n− ⊕ h.
Let N ⊂ G be the subgroup of the Lie group G associated with the Lie
subalgebra n ⊂ g. We will apply the Hamiltonian reduction procedure to the
coadjoint action (4.3) of the loop group Nˆ = L(N) on the subspace M⊂ gˆ∗.
As we already know the coadjoint action (4.3) of the subgroup L(N) is
generated by the linear Hamiltonians of the form
Hv(x)[q] =
∫
S1
〈v(x), q(x)〉gdx, v(x) ∈ nˆ = L(n).
Therefore the moment map
P :M→ nˆ∗ (4.13)
associated with the coadjoint action of Nˆ is given by the same formula con-
sidered as a linear functional on nˆ
P(q(x))(v(x)) =
∫
S1
〈v(x), q(x)〉gdx, v(x) ∈ nˆ. (4.14)
As
g = b⊕ n−
and the orthogonal complement of n w.r.t. the invariant bilinear form 〈 , 〉g
coincides with b, one can identify the dual space n∗ with the quotient
n∗ = g/b ≃ n−. (4.15)
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Thus the moment map (4.14) can be identified with the orthogonal projection
of the g-valued function q(x) onto the “lower triangular part”
P(q(x)) = π−(q(x))
where π− : g→ n− is the natural projection. (4.16)
Let us now choose a particular value of the moment map. Let
I =
n∑
i=1
Yi ∈ n− (4.17)
be a principal nilpotent element (see [35]) of the Lie algebra g. Denote
MI := P−1(I) = I + bˆ (4.18)
the level surface of the moment map considering I as a constant map S1 →
n−.
From the commutation relations (4.10) it follows that the element I ∈ n∗
is invariant with respect to the coadjoint action of n,
[I, n] ⊂ b.
Therefore the level surfaceMI is invariant with respect to the gauge action of
the nilpotent group N . By definition the functionals on the quotient MI/Nˆ
are the gauge invariant functionals onMI . We will now construct a “system
of coordinates” on the quotient space.
According to the theory of simple Lie algebras [35], the map
adI : n→ b
is injective. We fix a subspace V of b such that
b = V ⊕ [I, n], (4.19)
so dimV = dim b− dim n = n.
Proposition 4.2 The Hamiltonian action of the loop group Nˆ on MI is
free, namely, each orbit contains a unique operator of the form
ǫ
d
dx
+ qcan(x) with qcan(x) ∈ V.
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According to this result of [13] the reduced Poisson manifold can be iden-
tified with the space of operators written in the canonical form
MI/Nˆ ≃
{
ǫ
d
dx
+ qcan(x) | qcan(x) ∈ V
}
(4.20)
for the given choice of the subspace V ⊂ b of the form (4.19). Let us now
construct a bihamiltonian structure on this reduced manifold.
Let us first do the following trivial observation: given an element α ∈ g,
the formula
{Ha(x), Hb(x)}λ = 1
ǫ
∫
S1
〈a(x), [b(x), ǫ d
dx
+ q(x)− λα]〉gdx
(4.21)
= −1
ǫ
∫
S1
〈a(x), ǫ bx(x) + adq(x) b(x)〉 dx+ λ 1
ǫ
∫
S1
〈a(x), adα b(x)〉g dx
(cf. (4.6)) defines a Poisson bracket on M for an arbitrary λ. Indeed, the
translation
q(x) 7→ q(x)− λα
for any λ is a Poisson map for a linear Poisson bracket. We obtain thus a
Poisson pencil on M.
Let us now choose α to be a generator of the (one-dimensional) centre of
the nilpotent subalgebra,
α ∈ n, [α, n] = 0. (4.22)
The functionals on the reduced spaceMI/Nˆ can be realized as functionals
on MI invariant with respect to the gauge action of Nˆ . Let us call them
simply gauge invariant functionals for brevity.
Proposition 4.3 Given two gauge invariant functionals φ[q], ψ[q] on MI,
then for any of their extensions φˆ[q], ψˆ[q] to M, the functional obtained by
restricting the Poisson bracket
{φˆ, ψˆ}λ (4.23)
to MI is again a gauge invariant functional on MI.
According to this result, the projection of the Poisson pencil from M to
the reduced space MI/Nˆ is again a Poisson pencil. In principle this com-
pletes the Drinfeld - Sokolov construction, although the explicit realization
of the bihamiltonian structure on the reduced space strongly depends on the
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choice of the subspace V in (4.19). Changing the subspace yields a Miura-
type transformation of the resulting bihamiltonian structure. The resulting
bihamiltonian structure
{ , }λ = { , }2 − λ { , }1 (4.24)
is called the Drinfeld - Sokolov bihamiltonian structure associated to the sim-
ple Lie algebra g. The commuting Hamiltonians of the associated integrable
hierarchy can be constructed as (formal) spectral invariants of the differential
operator
ǫ
d
dx
+ qcan(x) + I − λα. (4.25)
In the subsequent sections, we will recall the explicit representations,
following [13], of the reduced space and also of the bihamiltonian structures
associated to the simple Lie algebras of type A-B-C-D in terms of pseudo-
differential operators.
At the end of this section we also mention an alternative approach to the
Drinfeld - Sokolov reduction, due to P.Casati and M.Pedroni [8]. They start
from the bihamiltonian structure
{Ha(x), Hb(x)}1 = −
∫
S1
〈a(x), adα b(x)〉g dx
{Ha(x), Hb(x)}2 = −
∫
S1
〈a(x), ǫ bx(x) + adq(x) b(x)〉 dx
onM with α chosen as in (4.22). Then they apply the procedure of bihamil-
tonian reduction, inspired by the more general Marsden - Ratiu reduction
algorithm [43] that, in this case, consists of the following main steps:
• find all Casimirs of the first Poisson bracket
{ , Hb(x)}1 = 0.
They have the form Hb(x) with [α, b(x)] ≡ 0;
• choose a suitable common level surface S of the Casimirs;
• consider the Lie subalgebra of those Casimirs that the Hamiltonian
flows { , Hb(x)}2 are tangent to S. The quotient of S over the action of these
flows coincides with the Drinfeld - Sokolov reduced space. The generating
functions of the commuting Hamiltonians are the Casimirs of the Poisson
pencil
{ , }2 − λ{ , }1
restricted onto the reduced space. In a more recent paper [7] this bihamilto-
nian approach has been also applied to the G2 hierarchy.
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5 Formulation of Main Results
As the first result of the present paper, we will identify the dispersionless
limit of the Drinfeld - Sokolov bihamiltonian structures with the canonical
bihamiltonian structures defined on the jet spaces of the Frobenius manifolds
– the orbit spaces of the Weyl groups. To this end, we need first to establish
an isomorphism between the reduced manifolds MI/Nˆ that underline the
Drinfeld - Sokolov bihamiltonian structures and the loop spaces of the orbit
spaces of the Weyl groups.
As in section 4, let Xi, Yi, Hi, i = 1, . . . , n be a set of Weyl generators of
the simple Lie algebra g.
We specify the choice of the complement of the subspace [I, n] of b that
appears in (4.19) so that
V = ⊕h−1j=0 Vj , (5.1)
where the subspaces Vj satisfy
Vj ∈ bj = b ∩ gj , bj = Vj ⊕ [I, bj+1]. (5.2)
Note that Vj is not a null space if and only if j is one of the exponents
1 = m1 ≤ m2 ≤ · · · ≤ mn = h− 1
of the simple Lie algebra g. For all simple Lie algebras except the ones of Dn
type with even n the exponents have multiplicity one, i.e. dimVmi = 1 and
the exponents are distinct. For the Dn (with even n) case, the exponents mi
for i 6= n
2
, n
2
+1 have multiplicity one, mn
2
= mn
2
+1 = n−1 and dimVn−1 = 2.
To choose a system of local coordinates of the reduced manifold MI/Nˆ
of (4.20), we fix a canonical form
ǫ
d
dx
+ qcan + I ∈MI/Nˆ
of the linear operator ǫ d
dx
+ q + I under the gauge action of Nˆ such that
qcan =
n∑
i=1
ui γi ∈ V. (5.3)
Here for the exponent mi with multiplicity one, γi is a basis of the one-
dimensional subspace Vmi ; for the Dn case with even n, γn2 , γ
n
2
+1 is a basis of
the 2-dimensional subspace Vn−1. Then u
1, . . . , un form a coordinate system
on the space V ⊂ n.
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Remark 5.1 The subspace Vh−1 = bh−1 is determined uniquely since
bj = 0 for j ≥ h.
Recall [6] that bh−1 coincides with the (one-dimensional) centre of n. We will
choose the basic vector γn ∈ Vh−1 as follows:
γn = α (5.4)
where the generator α of the centre of n has been chosen in (4.22) (see also
(4.25)).
According to the results of Section 4 there exists a gauge transformation
reducing the linear operator ǫ d
dx
+ q + I to the canonical form,
S−1(x)
(
ǫ
d
dx
+ q + I
)
S(x) = ǫ
d
dx
+ qcan + I (5.5)
where the function S(x) takes values in the nilpotent group N . The canon-
ical form qcan and the reducing gauge transformation S(x) are determined
uniquely from the following recursion procedure2
[I, Si+1]− qcani =
i∑
j=1
Sjq
can
i−j − qi −
i∑
j=1
qi−jSj − ǫ d Si
dx
, i ≥ 0. (5.6)
Here we use decomposition
S = 1 + S1 + S2 + · · · ∈ Nˆ (5.7)
induced by the principal gradation of g since the exponential map
n→ N
is a polynomial isomorphism. As it was proved in [13], the reducing transfor-
mation and the canonical form are uniquely determined from the recursion
relation. Moreover, they are differential polynomials in q. In particular, the
defined above coordinates u1, . . . , un of qcan are certain differential polyno-
mials
ui = ui(q; qx, . . . , q
(h−1)), i = 1, . . . , n. (5.8)
2Strictly speaking, the form we write (5.5) and the recursion relation (5.6) uses a matrix
realization of the Lie algebra. See [13] for the formulation of the recursion procedure
independent of the matrix realization.
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We will now use these differential polynomials for defining a polynomial
isomorphism of affine algebraic varieties
h/W → V. (5.9)
where W = Wg is the Weyl group of the simple Lie algebra g.
Restricting the differential polynomials ui(q; qx, qxx, . . . ) to the Cartan
subalgebra
q = ξ =
n∑
i=1
ξi α∨i ∈ C∞(S1, h)
we obtain differential polynomials
u1(ξ; ξx, ξxx, . . . ), . . . , u
n(ξ; ξx, ξxx, . . . ). (5.10)
Define polynomial functions on h by
yi(ξ) = ui(ξ; 0, 0, . . . ) ∈ C[h∗]. (5.11)
Lemma 5.2 The functions yi(ξ) are W -invariant homogeneous polynomials
of degree mi+1. Moreover, they generate the ring ofW -invariant polynomials
C[h∗]W .
Proof The restriction
F (q; qx, qxx, . . . ) 7→ F (q; 0, 0, . . . ) =: f(q)
of any gauge invariant polynomial function on the differential operators of
the form
ǫ
d
dx
+ q
yields a polynomial function on g invariant wrt adjoint action of the Lie
group G. Further restriction onto the Cartan subalgebra establishes an iso-
morphism
S(g)G → S(h)W = C[h∗]W
of the ring of Ad-invariant polynomial functions on g and the ring of W -
invariant polynomial functions on h, according to Chevalley theorem [6].
Furthermore, the homomorphism
S(g)G → S(b)N
defined by the formula
f 7→ f(I + q), q ∈ b
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is an isomorphism (see [36], Theorem 1.3). Finally, according to Theorem 1.2
of [36] the adjoint action of the nilpotent group establishes an isomorphism
of affine varieties
N × (I + V )→ I + b.
Combining these statements we prove that the polynomials y1(ξ), . . . , yn(ξ)
generate the ring C[h∗]W .
Now let us prove that deg yi(ξ) = mi + 1. From the above definition, we
know that these functions are determined by the following equation obtained
from (5.5) by eliminating d/dx
eads(q + I) = qcan + I, (5.12)
where s ∈ n, q ∈ b, qcan ∈ V have the decomposition
s =
h−1∑
k=1
si, q =
h−1∑
k=0
qk, q
can =
h−1∑
i=1
qcani (5.13)
with sk, qk ∈ bk, qcani ∈ Vi. Comparing the degree 0 parts of the left and right
hand sides of (5.12), we arrive at
adI s1 = q0. (5.14)
Since the map adI : b1 → b0 is an isomorphism, we have a unique s1 satisfy-
ing the above equation. Restricting to q0 = ξ we see that s1 depends linearly
on ξ. Continuing this procedure by comparing the degree 1, degree 2 etc.
parts, at the i-th step we arrive at the equation of the form
adI si + q
can
i−1 = Fi (5.15)
where Fi ∈ bi−1 is a homogeneous polynomial in ξ of degree i. If i− 1 is not
an exponent, then the above equation has a unique solution with qcani−1 = 0
since the map
adI : bi → bi−1 (5.16)
is an isomorphism [35]. So si will be a homogeneous polynomial in ξ of degree
i. In the case when i−1 = mk is an exponent the map (5.16) is only injective.
So the solution si ∈ bi, qcani−1 ∈ Vi−1 of the above equation (5.15) exists and
is determined uniquely. The degree of homogeneous polynomials si(ξ) and
qcani−1(ξ) is equal to
deg si(ξ) = deg q
can
i−1(ξ) = degFi(ξ) = i = mk + 1.
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Thus the function yk(ξ) (or yk(ξ), yk+1(ξ)) when mk has multiplicity one
(resp. has multiplicity two) is a homogeneous polynomial of degree mk + 1.
In this way we prove that deg yi(ξ) = mi + 1 for any i = 1, . . . , n. 
We obtained an isomorphism of rings
C[V ∗]→ C[h∗]W .
Dualizing we obtain the isomorphism (5.9) of affine algebraic varieties. This
induces the isomorphism
gauge invariant differential
polynomials f(q; qx, qxx, . . . )
on the space of differential
operators ǫ d
dx
+ q + I, q(x) ∈ b
→

differential polynomials
on the affine algebraic
variety h/W

(5.17)
Recall [14] that the orbit space Mg = h/W carries a natural structure of
a polynomial Frobenius manifold. According to (5.17) the Hamiltonians of
Drinfeld - Sokolov hierarchy can be realized as polynomial functions, consid-
ered modulo total x-derivatives, on the jet space of the Frobenius manifold.
We want to compute the Drinfeld - Sokolov bihamiltonian structure in terms
of Mg.
Theorem 5.3 Under the isomorphism (5.17), the Drinfeld - Sokolov bi-
hamiltonian structure associated to an untwisted affine Lie algebra gˆ is real-
ized as a bihamiltonian structure on the jet space of Mg. Its dispersionless
limit coincides with the bihamiltonian structure of hydrodynamic type natu-
rally defined on the jet space of the Frobenius manifold by its flat pencil of
metrics.
Proof Let us first remind the construction of the flat pencil of metrics on
the orbit space Mg. Actually, the construction works uniformly for the orbit
space of an arbitrary finite Coxeter group W (in our case W = Wg). For the
chosen basis of simple roots α1, . . . , αn ∈ h∗ denote
Gab = 〈α∨a , α∨b 〉g, a, b = 1, . . . , n
the Gram matrix of the invariant bilinear form. Let(
Gab
)
= (Gab)
−1 (5.18)
be the inverse matrix. It gives a (constant) bilinear form on the cotangent
bundle T ∗h. The projection of the bilinear form onto the quotient h/W
defines a bilinear form on T ∗Mg non-degenerate outside the locus ∆ ⊂Mg of
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singular orbits (the so-called discriminant of the Coxeter groupW ). In order
to represent this form in the coordinates let us choose the above constructed
system ofW -invariant homogeneous polynomials y1(ξ), . . . , yn(ξ) generating
the ring C[h∗]W . Here ξ = ξaαa ∈ h. The polynomial function
Gab
∂yi(ξ)
∂ξa
∂yj(ξ)
∂ξb
is W -invariant for every i, j = 1, . . . , n and, thus, is a polynomial in y1, . . . ,
yn. Denote gij2 (y) these polynomials,
gij2 (y(ξ)) = G
ab∂y
i(ξ)
∂ξa
∂yj(ξ)
∂ξb
. (5.19)
This gives the Gram matrix of the second metric on T ∗Mg in the coordi-
nates y1, . . . , yn. The associated contravariant Christoffel coefficients are
polynomials Γijk 2(y) defined from the equations
Γijk 2(y)dy
k =
∂yi
∂ξa
Gab
∂2yj
∂ξb∂ξc
dξc. (5.20)
To define the first metric, following [48, 49], let us assume that the invariant
polynomial y1(ξ) has the maximal degree
deg y1(ξ) = h.
Here h is the Coxeter number of the Lie algebra g. Put
gij1 (y) :=
∂gij2 (y)
∂y1
, Γijk 1(y) :=
∂Γijk 2(y)
∂y1
. (5.21)
This is the first metric and the associated contravariant Christoffels of the
flat pencil of metrics (2.10), (2.11) for the Frobenius structure on Mg. The
second metric of the pencil depends only on the normalization of the invari-
ant bilinear form. The first metric depends on the choice of the invariant
polynomial y1(x) of the maximal degree. Changing this polynomial yields
a rescaling of the first metric; the Frobenius structure will also be rescaled.
This rescaling, however, does not change the central invariants (see the end
of Section 2).
Let us also remind the algorithm of [14] of reconstruction of the Frobe-
nius structure on the orbit space3. Let v1(ξ), . . . , vn(ξ) be a system of flat
3This construction was extended in [19, 22] to the orbit spaces of certain extensions of
affine Weyl groups, and in [4] to the orbit spaces of some Jacobi groups. More recently
I.Satake [50] extended this construction to the orbit spaces of the reflection groups for
elliptic root systems for the so-called case of codimension one.
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generators of the ring of W -invariant polynomials in the sense of [48, 49].
Geometrically they give a system of flat coordinates for the first metric:
ηij := (dvi, dvj)1 = const.
Put
gij(v) := (dvi, dvj)2.
Then there exists an element F (v) of the degree 2h + 2 in the ring of W -
invariant polynomials such that
ηikηjl
∂2F (v)
∂vk∂vl
=
h
deg vi + deg vj − 2 g
ij(v). (5.22)
The third derivatives
ckij(v) := η
kl ∂
3F (v)
∂vl∂vi∂vj
are the structure constants of the multiplication on the tangent space TvM .
Define a Poisson bracket for two functionals ϕ, ψ on C∞(S1, h) by the
formula
{ϕ, ψ}[ξ] =
∫
S1
〈 d
dx
gradξ(x)ϕ, gradξ(x)ψ〉gdx (5.23)
In terms of the coordinates ξ1(x), . . . , ξn(x), we have
{ξi(x), ξn(y)} = −Gij δ′(x− y), i, j = 1, . . . , n, (5.24)
where (Gij) is defined in (5.18). Then as it is shown in [13], the Miura map
µ : (ξ1, . . . , ξn) 7→ (u1(ξ; ξx, ξxx, . . . ), . . . , un(ξ; ξx, ξxx, . . . ))
is a Poisson map between C∞(S1, h) andMI/Nˆ if the latter is endowed with
the second Poisson bracket of the Drinfeld - Sokolov bihamiltonian structure
(4.24).
From the above argument and (5.24), we see that the second metric (5.19)
defined on the orbit space ofWg coincides, up to a minus sign, with the metric
defined on (I + b)/N by the leading terms of the second Poisson bracket of
the Drinfeld - Sokolov bihamiltonian structure associated with the untwisted
affine Lie algebra gˆ.
The definition of the first Drinfeld - Sokolov Poisson bracket depends
on the choice of the base element α of the one-dimensional center of the
nilpotent subalgebra n of g, see (4.21), (4.22). We note that gmn = gh−1 is
just the center of n, so we can take γn = α in (5.3). Then in terms of the
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local coordinates u1(x), . . . , un(x) the first Drinfeld - Sokolov Poisson bracket
is obtained from the second one by the shifting
un(x) 7→ un(x)− λ, ∂kxun(x) 7→ ∂kxun(x), k ≥ 1,
and
{ , }2 7→ { , }2 − λ{ , }1.
Thus from the above results it follows the validity of Theorem 5.5. 
Remark 5.4 Relationship of the generalized Drinfeld - Sokolov hierarchies
with algebraic Frobenius manifolds is currently under investigation; first re-
sults have been obtained in [47, 11].
Theorem 5.5 The suitably ordered central invariants of the Drinfeld - Sokolov
bihamiltonian structure for an untwisted affine Lie algebra gˆ are given by the
formula
ci =
1
48
〈α∨i , α∨i 〉g, i = 1, . . . , n, (5.25)
where α∨i ∈ h are the coroots of the simple Lie algebra g.
In the formula (5.25) we use the same invariant bilinear form as the one
used in the definition of the Kac - Moody Lie algebra in Section 4 .
Let us now comment the statement of Theorem 5.5 regarding the central
invariants of the Drinfeld - Sokolov bihamiltonian structures. Let us fix on g
the so-called normalized invariant bilinear form (see [33], §6.2 and Exercise
6.2)
〈a, b〉g := 1
2h∨
tr(ad a · ad b). (5.26)
Here h∨ is the dual Coxeter number. With the help of the table in § 6.7 of [33]
one obtains the following values of central invariants, according to Theorem
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5.5:
g c1 . . . cn−1 cn
An
1
24
. . . 1
24
1
24
Bn
1
24
. . . 1
24
1
12
Cn
1
12
. . . 1
12
1
24
Dn
1
24
. . . 1
24
1
24
En, n = 6, 7, 8
1
24
. . . 1
24
1
24
Fn, n = 4
1
24
1
24
1
12
1
12
Gn, n = 2
1
8
1
24
The “breaking of symmetry” between the central invariants for the non-
simply laced Lie algebras has the following “experimental” explanation. Re-
call that the central invariants (2.12) are in one-to-one correspondence with
the canonical coordinates on the Frobenius manifold, i.e., with the roots
λ1, . . . , λn of the characteristic equation
det
(
gij2 (u)− λ gij1 (u)
)
= 0. (5.27)
It turns out that the characteristic polynomial factorizes in the product of
two factors of the degrees p and q, p + q = n, where p is the number of
long simple roots and q is the number of short simple roots. Such a splitting
defines a partition of the set of central invariants in two subsets; the central
invariants inside each of the subsets have the same value. For simply laced
root systems the characteristic polynomial is irreducible. Recall that the
map associating with the point u the collection of the coefficients of the
characteristic polynomial (5.27) for the case of simply laced root systems
coincides with the Lyashko - Looijenga map [41, 42], see also [31].
The values of the central invariants associated to non-simply laced Lie
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algebras can be obtained by means of the following “folding prescriptions”:
Bn :
(
1
24
, · · · , 1
24
,
1
12
)
=
(
1
24
, · · · , 1
24
,
1
24
+
1
24
)
,
Cn :
(
1
12
, · · · , 1
12
,
1
24
)
=
(
1
24
+
1
24
, · · · , 1
24
+
1
24
,
1
24
)
,
F4 :
(
1
12
,
1
12
,
1
24
,
1
24
)
=
(
1
24
+
1
24
,
1
24
+
1
24
,
1
24
,
1
24
)
,
G2 :
(
1
8
,
1
24
)
=
(
1
24
+
1
12
,
1
24
)
=
(
1
24
+
1
24
+
1
24
,
1
24
)
.
These prescriptions correspond to the “folding of Dynkin diagrams” proce-
dure known in the theory of simple Lie algebras and singularity theory
Dn+1 → Bn, A2n+1 → Cn, E6 → F4, D4 → B3 → G2.
Note that the relationships between the Frobenius manifolds associated with
simply laced and non-simply laced Coxeter groups established by the folding
procedure has been clarified in [54].
Let us take B3 → G2 as an example to illustrate this relation. Their
Dynkin diagrams are
✉ ✉ ✉
1 2 3
PP✏✏
 ✘✘ ❅❳❳
✲ ✉ ✉
1 2
✏✏PP
The folding relation means that the simple Lie algebra of type B3 contains
a subalgebra g˜ of type G2.
Let Xi, α
∨
i , Yi (i = 1, 2, 3) be the Weyl generators for the simple Lie
algebra of type B3 corresponding to the above Dynkin diagram, then the Lie
subalgebra generated by
X˜1 = X1 +X3, α˜
∨
1 = H1 +H3, Y˜1 = Y1 + Y3, X˜2 = X2, α˜
∨
2 = H2, Y˜2 = Y2
is a simple Lie algebra of type G2, and X˜i, α˜
∨
i , Y˜i (i = 1, 2) form a set of Weyl
generators of this subalgebra.
Note that in this case these two Lie algebras have the same normalized in-
variant bilinear forms, so we can compute the central invariants of associated
to the simple Lie algebra of type G2 from that of type B3 as follows:
c˜1 =
〈α˜∨1 , α˜∨1 〉g˜
48
=
〈α∨1 + α∨3 , α∨1 + α∨3 〉g
48
=
〈α∨1 , α∨1 〉g
48
+
〈α∨3 , α∨3 〉g
48
= c1 + c3,
c˜2 =
〈α˜∨2 , α˜∨2 〉g˜
48
=
〈α∨2 , α∨2 〉g
48
= c2.
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Here we used the fact 〈α∨1 , α∨3 〉g = 0.
In general, when we fold two vertices i, j in a Dynkin diagram, they must
be non-connected. So we have 〈α∨i , α∨j 〉g = 0. Then the central invariant
corresponding to the folded vertex reads
c˜ =
〈α˜∨i , α˜∨j 〉g˜
48
=
〈α∨i , α∨i 〉g
48
+
〈α∨j , α∨j 〉g
48
= ci + cj .
On the other hand, the folding of Dynkin diagrams also establishes re-
lations of the bihamiltonian structures associated to the relevant simple Lie
algebras through Dirac reductions. The above mentioned relation between
the central invariants and the folding of the Dynkin diagrams provide clues to
understand connections of the central invariants of two bihamiltonian struc-
tures, with one bihamiltonian structure obtained from the other by Dirac
reduction. We will study this aspect in detail in subsequent papers.
The proof of the theorem 5.5 will be given in Section 6 for the An series,
in Section 7 for the Bn, Cn, Dn series and in Section 8 for the exceptional
cases.
6 The An case
We first recall the Drinfeld - Sokolov bihamiltonian structure related to the
simple Lie algebra g of An type. This Lie algebra has the matrix realization
sl(n+ 1,C). We denote by eij the matrix with 1 at the (i, j)-th entry and 0
elsewhere. The Weyl generators of g are chosen as
Xi = ei,i+1, Yi = ei+1,i, Hi = ei,i − ei+1,i+1, i = 1, . . . , n. (6.1)
We use here the invariant bilinear form
〈a, b〉g = tr(a b), (6.2)
which coincides with the normalized invariant bilinear form (5.26) on g. The
nilpotent subalgebra n, the Borel subalgebra b and the group N are realized
as
n = {(aij) ∈ Mat(n+ 1,C) | aij = 0, for i ≥ j },
b = {(aij) ∈ Mat(n+ 1,C) | aij = 0, for i > j},
N = {(sij) ∈ Mat(n + 1,C) | sij = 0 for i > j, sii = 1}.
The element I ∈ g that is introduced in (4.17) now has the expression∑n
i=1 ei+1,i. We choose the base element α ∈ g of the center of n, see (4.22),
as
α = −e1,n+1 ∈ n.
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Let q be an element in bˆ,
q =
n∑
i=1
n+1∑
j=i
qij(x) eij −
n∑
i=1
qii(x) en+1,n+1.
We can choose the coordinate qcan on the orbit space (4.20) as [13]
qcan = −(u1(x)e1,n+1 + u2(x)e2,n+1 + · · ·+ un(x)en,n+1),
where uk(x) are certain differential polynomials of qij . Here and henceforth
we use lower indices for the variable u instead of upper ones as in (5.3) for the
convenience of presentation of relevant formulae. Then the gauge invariant
functionals take the following form
F =
∫
S1
f(x, u(x), ux(x), · · · )dx. (6.3)
The space of the gauge invariant functionals can be described in the
following way [13]. Consider the operator
L = ǫ d
dx
+ q + I (6.4)
as a (n + 1) × (n + 1) matrix with entries of differential operators. Let us
represent it in the form
L =
(
α β
A γ
)
. (6.5)
Here A is a n×n matrix. We can associate to it a scalar differential operator
∆(L) := β − αA−1γ. (6.6)
Define
L = −∆(L)†, (6.7)
where the conjugation of a differential operator is defined as in (2.7). It can
be written in the form
L = Dn+1 + un(x)D
n−1 + · · ·+ u2(x)D + u1(x), D = ǫ d
dx
. (6.8)
Gauge invariant functionals on M will be identified with functionals on
the space of Lax operators (6.8). The variational derivative of a gauge in-
variant functional F w.r.t L is defined as the following pseudo-differential
operator
δF
δL
=
n∑
i=1
D−i
δF
δui
.
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It is easy to verify the following identity
δF =
∫ n∑
i=1
δF
δui(x)
δui dx = Tr
(
δF
δL
δL
)
(6.9)
where the linear functional Tr on pseudo-differential operators is defined by
TrA =
∫
resAdx ∈ B¯
and the residue of a pseudo-differential operator has the definition
res (
∑
i≤m
fiD
i) = f−1.
Recall that, due to the important property of the residue
res(BA) = res(AB) + total x-derivative, (6.10)
the formula
Tr(AB) =
∫
S1
res(AB) dx ∈ B¯
defines an invariant symmetric inner product between two pseudo-differential
operators.
In terms of the gauge invariant functionals F,G, the Drinfeld - Sokolov
bihamiltonian structure can be written as
{F,G}λ = {F,G}2 − λ{F,G}1 (6.11)
=
1
ǫ
Tr
(
(LY )+LX −XL(Y L)+ + 1
n+ 1
X [L, gY ]
)
− λ 1
ǫ
Tr ([Y,X ]L) ,
whereX = δF
δL
, Y = δG
δL
, and the positive part of a pseudo-differential operator
Z =
∑
ziD
i is defined by
Z+ =
∑
i≥0
ziD
i.
The function gY is defined by
gY = D
−1(res[L, Y ]).
Due to (6.10), gY is a differential polynomial of the coefficients of the oper-
ators L, Y .
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In the computation of Poisson brackets of our type it suffices to deal with
the linear functionals
ℓX =
∫ n∑
i=1
ai(x)ui(x)dx, ℓY =
∫ n∑
i=1
bi(x)ui(x)dx. (6.12)
Then the operators X = δℓX/δL, Y = δℓY /δL read
X =
n∑
i=1
D−iai(x), Y =
n∑
i=1
D−ibi(x). (6.13)
For a pseudo-differential operator Z =
∑
i≤m zi(x)D
i, define its symbol
as
Zˆ(x, p) =
∑
i≤m
zi(x)p
i.
The symbol of the composition of two pseudo-differential operators can be
computed by the following well known formula4
Ẑ1Z2(x, p) = Zˆ1(x, p) ⋆ Zˆ2(x, p) := e
ǫ ∂
2
∂p∂x′ Zˆ1(x, p)Zˆ2(x
′, p′)|x′=x,p′=p
=
∞∑
k=0
ǫk
k!
∂kp Zˆ1(x, p) ∂
k
xZˆ2(x, p). (6.14)
Taking the commutator in the leading term one obtains the Poisson bracket
on the (x, p)-plane as follows
f(x, p) ⋆ g(x, p)− g(x, p) ⋆ f(x, p) = ǫ {f, g}+ O(ǫ2),
(6.15)
{f, g} := ∂f
∂p
∂g
∂x
− ∂g
∂p
∂f
∂x
.
In the sequel we will often omit writing explicitly the x-dependence of the
symbol.
The symbol of the positive part of a pseudo-differential operator can be
computed by Cauchy integral formula
Ẑ+(p) =
(
Zˆ(p)
)
+
=
∮
dq
2πi
Zˆ(q)
q − p. (6.16)
4Warning: we use here the symbol ⋆ that usually arises in the quantization of Poisson
brackets. However our “star product” is different from the standard one.
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where the integration is taken along the circle of radius |q| > |p|.
Let
λ(x, p) = pn+1 + un(x)p
n−1 + · · ·+ u2(x)p+ u1(x) = Lˆ
be the symbol of the Lax operator (6.8).
Theorem 6.1 (i) The dispersionless limit of the An Drinfeld - Sokolov bi-
hamiltonian structure is given by the following formulae
{λ(x, p), λ(y, q)}1 = λ
′(p)− λ′(q)
p− q δ
′(x− y)
+
[
λx(p)− λx(q)
(p− q)2 −
λ′x(q)
p− q
]
δ(x− y),
(6.17)
{λ(x, p), λ(y, q)}2
=
(
λ′(p)λ(q)− λ′(q)λ(p)
p− q +
1
n+ 1
λ′(p)λ′(q)
)
δ′(x− y)
+
[
λx(p)λ(q)− λx(q)λ(p)
(p− q)2 +
λx(q)λ
′(p)− λ′x(q)λ(p)
p− q
+
1
n+ 1
λ′(p)λ′x(q)
]
δ(x− y).
(6.18)
(ii) The central invariants of the bihamiltonian structure are equal to
c1 = c2 = · · · = cn = 1
24
.
Before proceeding to the proof let us explain the notations in the for-
mulae (6.17) - (6.18). In the left hand sides we simply write the generating
polynomials for the matrices {ui(x), uj(y)}1, 2 of Poisson brackets, i.e.,
{λ(x, p), λ(y, q)}1,2 =
n∑
i,j=1
{ui(x), uj(y)}1, 2pi−1qj−1.
In the right hand sides we denote λ(p) ≡ λ(x, p),
λ′(p) =
∂
∂p
λ(x, p), λx(p) = ∂xλ(x, p).
Same for the terms depending on q, i.e. λ(q) ≡ λ(x, q), λ′(q) = ∂
∂q
λ(x, q) etc.
Observe that the sign of the second metric (the coefficients of δ′(x − y) of
(6.18)) is opposite to the one given in Proposition 2.4.2 of [49].
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Proof Let us introduce the symbols
f(p) =
n∑
i=1
ai(x)
pi
, g(p) =
n∑
i=1
bi(x)
pi
. (6.19)
They are related to the symbols of the operators (6.13) via
Xˆ(p) =
∞∑
k=0
ǫk
k!
∂kp∂
k
xf(p), Yˆ (p) =
∞∑
k=0
ǫk
k!
∂kp∂
k
xg(p). (6.20)
We begin with the calculation of the leading term of the first Poisson bracket.
Due to (6.15) one obtains
{ℓX , ℓY }1 =
∫
res ({g(x, p), f(x, p)} λ(x, p))dx+O(ǫ).
Here res of a symbol is just the coefficient of p−1. Integrating by parts one
rewrites ∫
res ({g, f} λ)dx =
∫
res (f {λ, g})dx.
As the series f contains only negative powers of p, one can replace the series
{λ, g} by its positive part
{λ, g}+ =
∮
dq
2πi
λ′(q)gx(q)− λx(q)g′(q)
q − p .
Integrating by parts in q and inserting two zero terms
−
∮
dq
2πi
λ′(p)
q − p gx(q) = 0,
∮
dq
2πi
λx(p)
(q − p)2 g(q) = 0
one obtains the following expression for the leading term of the first Poisson
bracket
{ℓX , ℓY }1 =
∫
dx
∮
dp
2πi
∮
dq
2πi
[
f(p)
λ′(p)− λ′(q)
p− q gx(q)
+
(
λx(p)− λx(q)
(p− q)2 −
λ′x(q)
p− q
)
f(p)g(q)
]
+O(ǫ).
This gives the formula (6.17). Note that the rational functions
λ′(p)− λ′(q)
p− q
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and
λx(p)− λx(q)
(p− q)2 −
λ′x(q)
p− q
have no singularity on the diagonal, so the order of the loop integrals is
inessential.
A similar computation proves also the formula (6.18).
Let us proceed to computing the higher order corrections. Note that what
we want to compute is just four tensors P ija (u), Q
ij
a (u) (a = 1, 2) independent
of the jet coordinates (see (2.12)). So through the computation we can omit
all the derivatives of ui w.r.t. x, i.e. we can treat ui as constants. By using
this assumption, one can obtain
gY =
∮
dq
2πi
∞∑
k=1
ǫk−1
k!
∂kp Lˆ(q)∂
k−1
x Yˆ (q). (6.21)
By substituting the formulae (6.14), (6.16), (6.20), (6.21) into the formula
(6.11), we can obtain
{ℓX , ℓY }a =
∫
dx
∮
dp
2πi
∮
dq
2πi∑
k,i,s,j,t≥0
∂ip∂
s
xf(p)A˜a,k,i,s,j,t(p, q, x)ǫ
k+s+t−1∂jq∂
t
xg(q), a = 1, 2.
After few integration by parts, the above equation reduces to the following
one
{ℓX , ℓY }a =
∫
dx
∮
dp
2πi
∮
dq
2πi
∑
k,s≥0
f(p)Aa,k,s(p, q, x)ǫ
k+s−1∂sxg(q). (6.22)
We already know the coefficients
A1,0,1 =
λ′(p)− λ′(q)
p− q
and
A2,0,1 =
λ′(p)λ(q)− λ′(q)λ(p)
p− q +
1
n+ 1
λ′(p)λ′(q).
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The subsequent coefficients Aa,0,2, Aa,0,3 (a = 1, 2) read
A1,0,2 =
λ′(q)− λ′(p)
(q − p)2 −
λ′′(q) + λ′′(p)
2(q − p) ,
A1,0,3 =
λ′(q)− λ′(p)
(q − p)3 −
λ′′(q) + λ′′(p)
2(q − p)2 +
λ′′′(q)− λ′′′(p)
6(q − p) ,
A2,0,2 =
λ′(q)λ(p)− λ(q)λ′(p)
(q − p)2 −
λ′′(q)λ(p)− 2λ′(q)λ′(p) + λ(q)λ′′(p)
2(q − p)
− λ
′′(q)λ′(p)− λ′(q)λ′′(p)
2(n+ 1)
,
A2,0,3 =
λ′(q)λ(p)− λ(q)λ′(p)
(q − p)3 −
λ′′(q)λ(p)− 2λ′(q)λ′(p) + λ(q)λ′′(p)
2(q − p)2
+
λ′′′(q)λ(p)− 3λ′′(q)λ′(p) + 3λ′(q)λ′′(p)− λ(q)λ′′′(p)
6(q − p)
+
2λ′′′(q)λ′(p)− 3λ′′(q)λ′′(p) + 2λ′(q)λ′′′(p)
12(n+ 1)
. (6.23)
Now we introduce two complex numbers P,Q such that |P | < |p|, |Q| <
|q|, and define the functions f(p), g(p) as
f(p) =
1
p− P δ(x− y) =
∞∑
i=1
P i−1
pi
δ(x− y), g(p) = 1
q −Qδ(x− z).
Here, unlike the form given in (6.19), we allow the symbols f(p), g(p) to
contain terms of the form 1
pi
with i > n. However, it is easy to see that these
additional terms do not affect the Poisson bracket (6.22).
It follows then that
ℓX = λ(y, P )− P n+1 = un(y)P n−1 + · · ·+ u2(y)P + u1(y),
ℓY = λ(z, Q)−Qn+1 = un(z)Qn−1 + · · ·+ u2(z)Q + u1(z),
and the formula (6.22) reads
{λ(y, P ), λ(z, Q)}a =
∑
k,s≥0
ǫk+s−1δ(s)(y − z)
[∮
dp
2πi
∮
dq
2πi
Aa,k,s(p, q, y)
(p− P )(q −Q)
]
=
∑
k,s≥0
ǫk+s−1Aa,k,s(P,Q, y)δ
(s)(y − z). (6.24)
Let r1, · · · , rn be the critical points of the polynomial λ(p), i.e., the roots
of λ′(r) = 0. Assuming them to be pairwise distinct, we have
A1,0,1(ri, rj, x) = δijλ
′′(x, ri), A2,0,1(ri, rj, x) = δijλ(x, ri)λ
′′(x, ri).
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This shows that the critical values λi = λ(ri) are the canonical coordinates
of the bihamiltonian structure (6.24). Then the quantities in the formula
(2.12) read
f i = λ′′(ri),
Qii1 =
1
12
λ(4)(ri), Q
ii
2 =
1
12
λ(ri)λ
(4)(ri) +
n
n+ 1
λ′′(ri)
2
4
,
P ki1 =
λ′′(rk) + λ
′′(ri)
2(rk − ri) , P
ki
2 =
λ′′(rk)λ(ri) + λ(rk)λ
′′(ri)
2(rk − ri) .
Thus the central invariants read
ci =
1
3λ′′(ri)2
(
n
n+ 1
λ′′(ri)
2
4
+
∑
k 6=i
(λ(rk)− λ(ri))λ′′(ri)2
4λ′′(rk)(rk − ri)2
)
=
1
12
(
n
n+ 1
+
∑
k 6=i
(λ(rk)− λ(ri))
λ′′(rk)(rk − ri)2
)
=
1
12
(
n
n+ 1
+
1− n
2(n+ 1)
)
=
1
24
.
Here the third equality is obtained by applying the residue theorem to the
meromorphic function
m(q) =
λ(q)− λ(ri)
λ′(q)(q − ri)2 .
The Theorem is proved. 
7 The Bn, Cn and Dn cases
The simple algebras of type Bn, Cn and Dn can be realized as matrix Lie
algebras o(2n + 1), sp(2n) and o(2n). The details of these realizations
are omitted here, see Appendix 1 of [13]. Note that the Weyl generators
Xi, Yi, Hi we choose here correspond respectively to Yi, Xi,−Hi of [13]. We
begin with the following scalar differential operators satisfying certain sym-
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metry/antisymmetry conditions:
Bn : L = D
2n+1 +
n∑
i=1
ui(x)D
2i−1 +
n∑
i=1
vi(x)D
2i−2, L+ L† = 0 (7.1)
Cn : L = D
2n +
n∑
i=1
ui(x)D
2i−2 +
n∑
i=2
vi(x)D
2i−3, L = L† (7.2)
Dn : L = D
2n−1 +
n∑
i=2
ui(x)D
2i−3 +
n∑
i=2
vi(x)D
2i−4 + ρ(x)D−1ρ(x), (7.3)
L+ L† = 0.
Here L† is the adjoint operator (2.7), the coefficients vi(x) are linear combina-
tions of derivatives of ui(x) uniquely determined by the symmetry/antisymmetry
conditions. We assume u1(x) = ρ
2(x) for the Dn case.
As for the An case, the above scalar (pseudo) differential operators can
also be derived from the differential operator L of the form (6.4). In the
present cases, the matrices q are upper triangular ones belonging to o(2n +
1), sp(2n) and o(2n) respectively. The matrices I are given respectively by
I =
n∑
i=1
(ei+1,i + e2n+2−i,2n+1−i) , I =
n−1∑
i=1
(ei+1,i + e2n+1−i,2n−i) + en+1,n
and
I =
n−1∑
i=1
(ei+1,i + e2n+1−i,2n−i) +
1
2
(en+1,n−1 + en+2,n).
The scalar differential operators L are given by −∆(L)†, where the operator
∆ is defined as in (6.6).
The variational derivative of a functional of L w.r.t. L is now defined as
δF
δL
=
1
2
n∑
i=1
(
D−2i+ν
δF
δui(x)
+
δF
δui(x)
D−2i+ν
)
, (7.4)
where ν = 0, 1, 2 for the Bn, Cn and Dn cases respectively. This definition
ensures the validity of (6.9).
In order to have a uniform expression of the Drinfeld - -Sokolov second
hamiltonian structures for the three types of simple Lie algebras, we fix in
this section the invariant bilinear form on g by
〈a, b〉g = tr(a b). (7.5)
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Let us note that the normalized invariant bilinear form defined in (5.26) for
the simple Lie algebras of type Bn, Cn, Dn have the expressions
1
2
tr(a b), tr(a b),
1
2
tr(a b) (7.6)
respectively. With the above fixed invariant bilinear form, the second hamil-
tonian structures for the three types of simple Lie algebras have a uniform
expression
{F,G}2 = 1
ǫ
Tr [(LY )+LX −XL(Y L)+] , (7.7)
while the first ones are defined as the Lie derivatives of the second ones along
the coordinate ui, where i = 1 for Bn, Cn and i = 2 for Dn,
{F,G}2(ui, · · · )− λ{F,G}1(ui, · · · ) = {F,G}2(ui − λ, · · · ).
Explicitly,
Bn : {F,G}1 = 1
ǫ
TrL (Y DX −XDY ) , (7.8)
Cn : {F,G}1 = 1
ǫ
TrL (Y X −XY ) , (7.9)
Dn : {F,G}1 = 1
ǫ
TrL (X+DY+ − Y+DX+ + Y−DX− −X−DY−) . (7.10)
Let us now describe the main result of this section. Let
λB(p) = p
2n+1 +
n∑
i=1
ui(x)p
2i−1 (7.11)
λC(p) = p
2n +
n∑
i=1
ui(x)p
2i−2 (7.12)
λD(p) = p
2n−1 +
n∑
i=2
ui(x)p
2i−3 +
u1(x)
p
(7.13)
be the ǫ = 0 limits of the symbols of the Lax operators (7.1) - (7.3). Introduce
ΛB(P ) = ΛC(P ) = P
n + un(x)P
n−1 + · · ·+ u1(x)
ΛD(P ) = P
n−1 + un(x)P
n−1 + · · ·+ un−1(x) + u1(x)
P
.
(7.14)
by the following subtitution:
λB(p) = pΛB(p
2)
λC(p) = ΛC(p
2) (7.15)
λD(p) = pΛD(p
2).
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Theorem 7.1 (i) The dispersionless limits of the Drinfeld - Sokolov bihamil-
tonian structures associated to the simple Lie algebras of type Bn, Cn, and
Dn have the following uniform expression
{Λ(x, P ),Λ(y,Q)}1 = 2PΛ
′(P )−QΛ′(Q)
P −Q δ
′(x− y)
+
[
P +Q
(P −Q)2 (Λx(P )− Λx(Q))− 2
QΛ′x(Q)
P −Q
]
δ(x− y), (7.16)
{Λ(x, P ),Λ(y,Q)}2 = 2PΛ
′(P )Λ(Q)−QΛ′(Q)Λ(P )
P −Q δ
′(x− y)
+
[
P +Q
(P −Q)2 (Λx(P )Λ(Q)− Λx(Q)Λ(P ))
+2
PΛ′(P )Λx(Q)−QΛ′x(Q)Λ(P )
P −Q
]
δ(x− y), (7.17)
where Λ(x, P ) = ΛB, ΛC, or ΛD respectively.
(ii) The central invariants of the Drinfeld - Sokolov bihamiltonian struc-
tures read
Bn : c1 = · · · = cn−1 = 1
12
, cn =
1
6
(7.18)
Cn : c1 = · · · = cn−1 = 1
12
, cn =
1
24
(7.19)
Dn : c1 = c2 = · · · = cn = 1
12
. (7.20)
Note that the rescaling
〈 , 〉g 7→ κ 〈 , 〉g
of the invariant bilinear form on g yields the rescaling of the central invariants
(2.12) of the related Drinfeld - Sokolov bihamiltonian structure
ci 7→ κ ci, i = 1, . . . , n.
So from the definition of the normalized bilinear form (5.26) and (6.2), (7.5),
(7.6) and Theorem 6.1, Theorem 7.1 it follows the validity of the Theorem
5.5 for the cases An, Bn, Cn, Dn.
Before proceeding to the proof of the Theorem let us explain the rule
of labeling of the central invariants for the Bn and Cn cases. The reader
may remember that the labeling of the central invariants is in one-to-one
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correspondence with labeling of the canonical coordinates. It will be shown
below that the canonical coordinates for the bihamiltonian structure (7.16),
(7.17) are defined as follows:
λi = Λ(r
2
i ), i = 1, . . . , n
d
dp
Λ(p2)|p=ri = 0.
(7.21)
For Bn and Cn cases rn = 0 is always a critical point of Λ(p
2). The associ-
ated critical value λn = Λ(0) “breaks the symmetry” between the canonical
coordinates; the corresponding central invariant cn differs from others.
Proof The derivation of the dispersionless Poisson structures (7.16), (7.17)
follows the lines of the proof of Theorem 6.1. We will omit this part of the
proof, and proceed directly to computation of the central invariants.
Some part of the computation can be done uniformly for all the three
types of Lie algebras. To this end we introduce the symbol
λ(p) = p2n+1−ν +
n∑
i=1
ui(x)p
2i−1−ν (7.22)
and also
f(p) =
∑
i≥1
ai(x)
p2i−ν
, g(p) =
∑
i≥1
bi(x)
p2i−ν
(7.23)
(we plan to still use the linear functionals (6.12)). Recall that ν = 0, 1, 2 for
Bn, Cn and Dn respectively. The symbols of the pseudo-differential operators
X and Y read
Xˆ(p) = f(p) +
1
2
∑
k≥1
ǫk
k!
∂kp∂
k
xf(p), Yˆ (p) = g(p) +
1
2
∑
k≥1
ǫk
k!
∂kp∂
k
xg(p). (7.24)
We omit the derivatives of ui w.r.t. x in Lˆ(p) just like in the previous section.
By using the same method used in the proof of Theorem 6.1, we obtain
the coefficients A2,0,1, A2,0,2 and A2,0,3 in the expansion (6.22)
A2,0,1 =
λ′(q)λ(p)− λ′(p)λ(q)
q − p , A2,0,2 = 0,
A2,0,3 =
λ′(q)λ(p)− λ′(p)λ(q)
2(q − p)3 −
λ′′(q)λ(p)− 2λ′(q)λ′(p) + λ′′(p)λ(q)
4(q − p)2
+
λ′(q)λ′′(p)− λ′(p)λ′′(q)
4(q − p) +
λ′′′(q)λ(p)− λ′′′(p)λ(q)
6(q − p) . (7.25)
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Now let P , Q be two complex numbers such that |P | < |p|2 and |Q| < |q|2.
Define the functions ai(x), bi(x) as in (7.23) from the following expanions
f(p) =
pν
p2 − P δ(x− y) =
∞∑
k=1
P k−1
p2k−ν
δ(x− y), g(q) = q
ν
q2 −Qδ(x− z).
Then ℓX = Λ(y, P )− P n, ℓY = Λ(z, Q)−Qn, where
Λ(y, P ) = P n + un(y)P
n−1 + · · ·+ u1(y). (7.26)
The second Poisson bracket between the linear functionals now read
{Λ(y, P ),Λ(z, Q)}2 =
∑
k,s≥0
ǫk+s−1δ(s)(y−z)
[∮
dp
2πi
∮
dp
2πi
(p q)νA2,k,s(p, q, y)
(p2 − P )(q2 −Q)
]
.
Denote by R2,1 the coefficient of ǫ
0 δ′(y − z). It is easy to obtain
R2,1 = 2
P Λ′(P ) Λ(Q)−QΛ′(Q) Λ(P )
P −Q . (7.27)
Here Λ(P ) = Λ(y, P ), Λ(Q) = Λ(y,Q), and the primes stand for differenti-
ations w.r.t. P or Q. Then by definition one can obtain the coefficient of
ǫ0 δ′(y − z) in {Λ(y, P ),Λ(z, Q)}1 denoted by R1,1
Bn, Cn : R1,1 = 2
P Λ′(P )−QΛ′(Q)
P −Q , (7.28)
Dn : R1,1 = 2
P Q(Λ′(P )− Λ′(Q)) + PΛ(Q)−QΛ(P )
P −Q . (7.29)
Denote the coefficients of ǫ2 δ′′′(y − z) in {Λ(y, P ),Λ(z, Q)}α by Rα,3.
After a lengthy computation, we obtain
Bn : R2,3 =
(P +Q)2(Λ′(P ) Λ(Q)− Λ′(Q) Λ(P ))
(P −Q)3 + 4
P 2 Λ′′′(P ) Λ(Q)−Q2 Λ′′′(Q) Λ(P )
3(P −Q)
+ 2
P Q(Λ′(P ) Λ′′(Q)− Λ′(Q) Λ′′(P ))
P −Q + 2
P Λ′′(P ) Λ(Q)−QΛ′′(Q) Λ(P )
P −Q
+ 3Λ′(P ) Λ′(Q)− 2P Q(Λ
′′(P ) Λ(Q)− 2Λ′(P ) Λ′(Q) + Λ(P ) Λ′′(Q))
(P −Q)2 .
(7.30)
R1,3 =
(P +Q)2(Λ′(P )− Λ′(Q))
(P −Q)3 + 4
P 2Λ′′′(P )−Q2 Λ′′′(Q)
3(P −Q)
+ 2
P Λ′′(P )−QΛ′′(Q)
P −Q − 2
P Q(Λ′′(P ) + Λ′′(Q))
(P −Q)2 . (7.31)
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Cn : R2,3 =
(P 2 + 6P Q +Q2)(Λ′(P ) Λ(Q)− Λ′(Q) Λ(P ))
2(P −Q)3
+ 4
P 2Λ′′′(P ) Λ(Q)−Q2 Λ′′′(Q) Λ(P )
3(P −Q) + 2
P Q(Λ′(P ) Λ′′(Q)− Λ′(Q) Λ′′(P ))
P −Q
+
P Λ′′(P ) Λ(Q)−QΛ′′(Q) Λ(P )
P −Q + Λ
′(P ) Λ′(Q)
− 2P Q(Λ
′′(P ) Λ(Q)− 2Λ′(P ) Λ′(Q) + Λ(P ) Λ′′(Q))
(P −Q)2 . (7.32)
R1,3 =
(P 2 + 6P Q+Q2)(Λ′(P )− Λ′(Q))
2(P −Q)3 + 4
P 2Λ′′′(P )−Q2 Λ′′′(Q)
3(P −Q)
+
P Λ′′(P )−QΛ′′(Q)
P −Q − 2
P Q(Λ′′(P ) + Λ′′(Q))
(P −Q)2 . (7.33)
Dn : R2,3 = 4
P Q(Λ′(P ) Λ(Q)− Λ′(Q) Λ(P ))
(P −Q)3 +
+ 4
P 2Λ′′′(P ) Λ(Q)−Q2 Λ′′′(Q) Λ(P )
3(P −Q) + 2
P Q(Λ′(P ) Λ′′(Q)− Λ′(Q) Λ′′(P ))
P −Q
− Λ′(P ) Λ′(Q)− 2P Q(Λ
′′(P ) Λ(Q)− 2Λ′(P ) Λ′(Q) + Λ(P ) Λ′′(Q))
(P −Q)2
+
P 2Λ′(P ) Λ(Q)−Q2 Λ′(Q) Λ(P )
P Q(P −Q) − Λ(0)
P Λ′(P ) +QΛ′(Q)
P Q
. (7.34)
R1,3 =
4P Q(P Λ′′′(P )−QΛ′′′(Q))
3(P −Q) − 2
P Q(P Λ′′(P ) +QΛ′′(Q))
(P −Q)2
+
4P Q(P 2 Λ˜′(P )−Q2 Λ˜′(Q))
(P −Q)3 +
P Q(Λ˜′(P )− Λ˜′(Q))
P −Q −
Λ(0)(P +Q)
P Q
,
(7.35)
where
Λ˜(P ) = Λ(P )/P. (7.36)
Now we begin to compute the central invariants for the Bn, Cn cases.
The formulae (7.27) (7.28) show that in these two cases we have the same
dispersionless limit, so the corresponding Drinfeld - Sokolov bihamiltonian
structures have the same canonical coordinates. Let r1, · · · , rn be defined as
in (7.21). Then we have λn = u1 and λ1, · · · , λn−1 are the critical values of
Λ(P ). From the formulae (7.27) and (7.28), one can see that λ1, . . . , λn can
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serve as the canonical coordinates of the Drinfeld - Sokolov bihamiltonian
structures of Bn and Cn type. Following the notations in (2.12), we have
Bn : f
i = 2 riΛ
′′(ri), f
n = 2Λ′(0);
Qii1 = 3Λ
′′(ri) +
14
3
riΛ
′′′(ri) + r
2
iΛ
′′′′(ri), Q
nn
1 = 3Λ
′′(0).
Qii2 = r
2
iΛ
′′(ri)
2 + Λ(ri)Q
ii
1 , Q
nn
2 = 2Λ
′(0)2 + 3Λ(0) Λ′′(0);
ci =
Qii2 − Λ(ri)Qii1
3(f i)2
=
1
12
, cn =
Q112 − Λ(0)Q111
3(f 1)2
=
1
6
.
Cn : f
i = 2 riΛ
′′(ri), f
n = 2Λ′(0)
Qii1 = 3Λ
′′(ri) +
11
3
riΛ
′′′(ri) + r
2
iΛ
′′′′(ri), Q
nn
1 =
3
2
Λ′′(0);
Qii2 = r
2
iΛ
′′(ri)
2 + Λ(ri)Q
ii
1 , Q
nn
2 =
1
2
Λ′(0)2 +
3
2
Λ(0) Λ′′(0);
ci =
Qii2 − Λ(ri)Qii1
3(f i)2
=
1
12
, cn =
Q112 − Λ(0)Q111
3(f 1)2
=
1
24
.
Here i = 1, . . . , n.
To compute the central invariants for he Dn case, we first rewrite the
two Poisson brackets in terms of the symbol Λ˜ defined in (7.36). Let R˜α,k
be obtained from Rα,k of (7.30), (7.31) with Λ replaced by Λ˜. Denote by
Sα,k the coefficients of ǫ
k−1δ(k)(y − z) in {Λ˜(P, y), Λ˜(Q, z)}α. Then we have
Sα,1 = R˜α,1, and
S2,3 = R˜2,3 − Λ(0)P Λ
′(P ) +QΛ′(Q)
P 2Q2
, S1,3 = R˜2,3 − Λ(0)(P +Q)
P 2Q2
.
Let λ1, · · · , λn be defined by (7.21), they are the critical values of the rational
function Λ˜(P ) and can serve as the canonical coordinates of the Drinfeld -
Sokolov bihamiltonian structure in the Dn case. So we have
Dn : f
i = 2 riΛ˜
′′(ri), Q
ii
1 = 3Λ˜
′′(ri) +
14
3
riΛ˜
′′′(ri) + r
2
i Λ˜
′′′′(ri)− 2Λ(0)
r3i
,
Qii2 = Λ˜(ri)Q
ii
1 + r
2
i Λ˜
′′(ri)
2, ci =
Qii2 − Λ˜(ri)Qii1
3(f i)2
=
1
12
.
The Theorem is proved. 
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8 The exceptional root systems
The hierarchies associated with the exceptional root systems have been sys-
tematically treated by V.Kac and M.Wakimoto in [34]. They did not consider
however the bihamiltonian structure of the exceptional hierarchies. In our
computations we will use the approach of [2] based on the Dirac reduction
procedure [12]. Let us consider the Poisson bracket πg(I) on g
∗ evaluated at
the point I as a skew symmetric bilinear form on
g ≃ T ∗I g∗
(cf. (3.9)). The stabilizer Ker adI of I coincides with the kernel of this
bilinear form. The quotient
g/Ker adI
acquires a symplectic structure induced by πg(I). The projection
n →֒ g→ g/Ker adI
realizes the nilpotent subalgebra n as a Lagrangian subspace in the quotient.
Let
ndual ⊂ h⊕ n− (8.1)
be a pullback of a complementary Lagrangian subspace of the image of n
such that
g = Ker adI ⊕ n⊕ ndual. (8.2)
A choice of ndual specifies the transversal subspace V ⊂ b of (4.19) by the
equation
〈b, qcan〉g = 0 ∀ b ∈ ndual, qcan ∈ V. (8.3)
One can unify constraints (4.18) and (8.3) by considering a system of equa-
tions for q ∈ g:
〈a, q〉g = 〈a, I〉g ∀ a ∈ n
(8.4)
〈b, q〉g = 0 ∀ b ∈ ndual.
The solution
q = I + qcan
determines the transversal slice V . The reduced Poisson bracket on
qcan-valued loops can be obtained as follows. Let us choose a basis
f1, . . . , f2m ∈ n⊕ ndual, 2m = 2dim n = dim g− n.
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Introduce two 2m× 2m matrices
P = (Pab), Pab = −〈I + qcan, [fa, fb]〉g,
(8.5)
Q = (Qab), Qab = 〈fa, fb〉g.
By construction of ndual the matrix
P |qcan=0 = πg(I)|n⊕ndual
does not degenerate. Consider matrix differential operator
M := P +Qǫ ∂x (8.6)
with coefficients depending on qcan (via P ). Note that the matrix of pairwise
Poisson brackets of the constraints (8.4) is equal to
{〈fa, q(x)〉g, 〈fb, q(y)〉g} = −1
ǫ
Mab δ(x− y).
The following statement was proved in [25].
Lemma 8.1 The inverse M−1 to (8.6) is a matrix valued differential op-
erator of finite order with coefficients depending polynomially on qcan, qcanx ,
. . . .
Let
γ1, . . . , γn ∈ Ker ad I (8.7)
be a basis in the centralizer of I. Recall [35] that this centralizer is a com-
mutative subalgebra in n− having generators only in the degrees −m1, . . . ,
−mn; the number of generators in the degree −mk is equal to the multiplicity
of the exponent mk. The linear functions of q
can ∈ V given by
ui = 〈γi, qcan〉g, i = 1, . . . , n (8.8)
define a system of coordinates on V . Denote γ1, . . . , γn the dual basis in V ,
〈γi, γj〉g = δij, 〈fa, γi〉g = 0, i, j = 1, . . . , n, a = 1, . . . , 2m (8.9)
so
qcan =
n∑
i=1
uiγi. (8.10)
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Introduce the n× 2m matrix differential operator
N = (N ia) = (R
i
a + S
i
aǫ∂x), N
i
a = ǫ 〈γi, fa〉g∂x − 〈qcan, [γi, fa]〉g. (8.11)
Denote N † the matrix of (formally) adjoint differential operators,(
N †
)a
i
= N ia
†
, i = 1, . . . , n, a = 1, . . . , 2m. (8.12)
Then the matrix of the second reduced Poisson bracket is given by the formula
{ui(x), uj(y)}red2 = −
1
ǫ
(
N M−1N †
)ij
δ(x− y). (8.13)
The first reduced bracket is given by a similar formula
{ui(x), uj(y)}red1
=
1
ǫ
(
N M−1M˜ M−1N † + N˜ M−1N † +N M−1 N˜ †
)ij
δ(x− y) (8.14)
where the n×2m and 2m×2m matrices N˜ ia and M˜ab respectively are defined
as follows:
N˜ ia = 〈α, [γi, fa]〉g, M˜ab = 〈α, [fa, fb]〉g, (8.15)
where α ∈ n is the generator of the center of n chosen above (see (4.22)). We
will see below that the terms of order ǫ−1 disappear from (8.13), (8.14).
Let us now explain how we compute the Frobenius structure and the
central invariants using the formula (8.13). For the second metric gij2 one
obtains (
gij2 (q
can)
)
= RP−1QP−1RT − S P−1RT +RP−1ST (8.16)
where RT , ST denotes their transposed matrices. The matrices
(
Aij1,0;2
)
and(
Aij2,0;2
)
have the following form:(
Aij1,0;2(q
can)
)
= −RP−1QP−1QP−1RT − RP−1QP−1ST
+S P−1QP−1RT + S P−1ST , (8.17)
(
Aij2,0;2(q
can)
)
= RP−1QP−1QP−1QP−1RT − RP−1QP−1QP−1ST
+S P−1QP−1QP−1RT + S P−1QP−1ST , (8.18)
where the matrices R = (Ria), S = (S
i
a) are defined in (8.11). Doing the shift
qcan 7→ qcan + λα, α ∈ {the center of n} (8.19)
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one obtains in (8.16) - (8.18) linear functions in λ. The coefficients of λ of
these functions give the matrices gij1 , A
ij
1,0;1(q
can) and Aij2,0;1(q
can) respectively.
The dual bases γi ∈ Ker ad I and γi ∈ V can be chosen as follows. Ac-
cording to [35] the triple
I− := I, ρ =
n∑
i=1
ωi, I+ =
n∑
i=1
aiXi (8.20)
defines an embedding of the sl2 Lie algebra into g,
[I+, I−] = 2ρ, [ρ, I±] = ±I±. (8.21)
Here ω1, . . . , ωn ∈ h are the fundamental weights, i.e. the basis dual to the
basis of simple roots, and the integer coefficients a1, . . . , an are defined from
the decomposition
2ρ =
n∑
i=1
aiHi. (8.22)
We put
V := Ker ad I+. (8.23)
We choose
γi ∈ Ker ad I+ ∩ gmi , i = 1, . . . , n
(8.24)
γi ∈ Ker ad I− ∩ g−mi , i = 1, . . . , n
For all exceptional Lie algebras the vectors γi and γ
i are determined uniquely
up to normalization. We can normalize them in such a way that
〈γi, γj〉g = δij .
Denote
p(z; qcan) = det
[
gij2 (q
can)− z gij1 (qcan)
]
(8.25)
the characteristic polynomial of the pair of quadratic forms gij2 , g
ij
1 . The
roots z1(qcan), . . . , zn(qcan) will be used as the canonical coordinates of the
pair of metrics: in these coordinates both metrics become diagonal:
n∑
k,l=1
(
∂p(z; qcan)
∂uk
)
z=zi
(
∂p(z; qcan)
∂ul
)
z=zj
gkl1 (q
can) = 0, i 6= j,
n∑
k,l=1
(
∂p(z; qcan)
∂uk
)
z=zi
(
∂p(z; qcan)
∂ul
)
z=zj
gkl2 (q
can) = 0, i 6= j.
(8.26)
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Here we used the implicit function theorem formula
∂zi(qcan)
∂uk
= −
(
1
p′(z; qcan)
∂p(z; qcan)
∂uk
)
z=zi
, p′(z; qcan) =
∂p(z; qcan)
∂z
.
For the central invariants one obtains the following expressions:
ci =
1
3
[
p′(zi; qcan)
]2
(8.27)
×
∑n
k,l=1
(
∂p(z;qcan)
∂uk
)(
∂p(z;qcan)
∂ul
) (
Akl2,0;2(q
can)− z Akl2,0;1(qcan)
)
[∑n
k,l=1
(
∂p(z;qcan)
∂uk
)(
∂p(z;qcan)
∂ul
)
gkl1 (q
can)
]2
∣∣∣∣∣∣∣
z=zi
.
We will now consider the G2, F4 and E6 − E8 cases. The computer
supported calculations for these Lie algebras of types F and E use an explicit
realization of the Chevalley basis [6]. The Chevalley bases we describe in
this paper are generated by the computer algebra system GAP [29]. For
convenience of the reader we give an explicit matrix realization of the bases
choosing a faithful representation of the Lie algebra of the minimal dimension.
The source program is as follows:
PARAMETERS:
X: The type of the Lie algebras
r: The rank of the Lie algebras
w: The fundamental weight with the minimum dimension
f: The name of the file that stores the result
PROGRAM:
L:=SimpleLieAlgebra("X",r,Rationals);;
V:=HighestWeightModule(L,w);;
ll:=Basis(L);;
vv:=Basis(V);;
mm:=List(ll, x->MatrixOfAction(vv,x));;
PrintTo("f",mm);;
The parameter w takes the following values:
F4 : [1, 0, 0, 0]
E6 : [0, 0, 0, 0, 0, 1]
E7 : [0, 0, 0, 0, 0, 0, 1]
E8 : [0, 0, 0, 0, 0, 0, 0, 1].
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For the Lie algebras of type E, the results of the above program are excatly
what we need, while for that of type F, we have to modify the signs of some
base elements in order to satisfy our normalizing rules.
Lemma 8.2 For the exceptional Lie simple Lie algebras of type G2, F4, E6,
E7, E8, the central invariants of the corresponding Drinfeld - Sokolov bihamil-
tonian structures coincide with the values listed in the table that is given at
the end of Section 5.
Proof The lemma can be proved by a straightforward computation by using
the formula (2.12) for the Lie algebras of G2 and F4 types. For the E type
case we can use the formula (8.27) to compute the central invariants, however
the computations become very involved; so we use a different method based
on a comparison of the Drinfeld - Sokolov bihamiltonian structure with the
one obtained in [18] (see below).
Since the central invariants do not depend on the choice of α in (8.19),
in what follows we will fix α = γn.
We first illustrate the procedure by considering the G2 case
5 in detail.
Let Xi, Hi, Yi (i = 1, 2) be a set of Weyl generators of the simple Lie
algebra g of G2 type, whose Dynkin diagram is labelled as follow
✉ ✉
1 2
✏✏PP
We define a Chevalley basis of g
X3 = −[X1, X2], Y3 = [Y1, Y2],
X4 = −[X1, X3]/2, Y4 = [Y1, Y3]/2,
X5 = −[X1, X4]/3, Y5 = [Y1, Y4]/3,
X6 = −[X2, X5], Y6 = [Y2, Y5].
The normalized invariant bilinear form is given by
〈X1, Y1〉g = 〈X3, Y3〉g = 〈X4, Y4〉g = 3,
〈X2, Y2〉g = 〈X5, Y5〉g = 〈X6, Y6〉g = 1,
〈H1, H1〉g = 6, 〈H1, H2〉g = −3, 〈H2, H2〉g = 2.
(8.28)
The elements ρ, I+ read
ρ = 3H1 + 5H2, I+ = 6X1 + 10X2.
5Explicit formulae for the G2 bihamiltonian structure were obtained in the original
paper [13]. In [25] they have been rederived using the Dirac reduction procedures.
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We choose a basis of Ker ad I+
γ1 =
3
5
X1 +X2, γ2 = X6.
Then we can obtain the result of the Dirac reduction:(
gij2
)
=
( −5u1
7
−15u2
7
−15u2
7
−768u51
875
− 1144
525
u2u
2
1
)
,
(
gij1
)
=
(
0 −15
7
−15
7
−1144u21
525
)
,
(
Aij2,0,2
)
=
( 25
14
0
0
42152u4
1
13125
+ 62u2u1
21
)
,
(
Aij2,0,1
)
=
(
0 0
0 62u1
21
)
,
and Aij1,0,2 = A
ij
1,0,1 = 0.
If we introduce the flat coordinates
t1 = u2 − 572u
3
1
3375
, t2 = −7u1
15
,
the above metrics are just the flat pencil defined by the following Frobenius
manifold
F =
1
2
t21t2 +
24
35
t72, E = t1
∂
∂t1
+
1
3
t2
∂
∂t2
.
In the flat coordinates, we have(
gij2
)
=
(
48t52 t1
t1
t2
3
)
,
(
gij1
)
=
(
0 1
1 0
)
,
(
Aij2,0,2
)
=
( −310t2
49
0
0 0
)
,
(
Aij2,0,1
)
=
(
88t42 − 310t1t249
286t2
2
147
286t2
2
147
7
18
)
The canonical coordinates are
λ1 = t1 + 4t
3
2, λ2 = t1 − 4t32,
from which we can compute the quantities appeared in the formula (2.12)
f 1 = 24t22, f
2 = −24t22,
Q112 =
9344t42
49
− 310t1t2
49
, Q222 =
4768t42
49
− 310t1t2
49
,
Q111 = −
310t2
49
, Q221 = −
310t2
49
.
So the central invariants are given by
c1 =
Q112 − λ1Q111
3(f 1)2
=
1
8
, c2 =
Q222 − λ2Q221
3(f 2)2
=
1
24
.
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The F4 case
The root system of type F4 contains 24 positive roots, it’s not convenient
to define the Chevalley basis explicitly, so we use an alternative way below
to describe this basis.
The simple Lie algebra of type F4 has a 26-dimensional matrix realization,
whose Weyl generators are
X1 =e1,2 + e6,8 + e7,10 + e9,12 + 2e11,13 + e11,14
+ e13,16 + e15,18 + e17,20 + e19,21 + e25,26,
X2 =e4,5 + e6,7 + e8,10 − e17,19 − e20,21 − e22,23,
X3 =e2,3 − e4,6 − e5,7 − e9,11 − e12,13 − 2e12,14
− e14,15 − e16,18 + e20,22 + e21,23 − e24,25,
X4 =e3,4 − e7,9 − e10,12 + e15,17 + e18,20 + e23,24,
Y1 =e2,1 + e8,6 + e10,7 + e12,9 + e13,11 + 2e16,13
+ e16,14 + e18,15 + e20,17 + e21,19 + e26,25,
Y2 =e5,4 + e7,6 + e10,8 − e19,17 − e21,20 − e23,22,
Y3 =e3,2 − e6,4 − e7,5 − e11,9 − e14,12 − e15,13
− 2e15,14 − e18,16 + e22,20 + e23,21 − e25,24,
Y4 =e4,3 − e9,7 − e12,10 + e17,15 + e20,18 + e24,23.
These generators correspond the following Dynkin diagram
✉ ✉ ✉ ✉
1 3 4 2
PP✏✏
The normalized Killing form can be computed by the following formula
〈A,B〉g = 1
6
tr(AB).
Let αi be the simple root corresponding to Xi, i = 1, · · · , 4. For any
positive root β ∈ Φ+ of the form
β =
4∑
i=1
ni αi, where ni ≥ 0, i = 1, · · · , 4,
we define Xβ = Xn1,··· ,n4 (resp. Yβ = Yn1,··· ,n4) to be the matrix in the root
space gβ (resp. g−β) such that the first nonzero element of the first nonzero
row (resp. column) is equal to 1. Since dim g±β = 1, Xβ, Yβ are fixed in this
way uniquely. By a straightforward calculation, one can show that
{Hi, Xβ, Yβ | i = 1, . . . , 4, β ∈ Φ+}
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form a Chevalley basis, and the element ρ is given by
ρ =
1
2
∑
β∈Φ+
[Xβ, Yβ].
The element I+ now reads
I+ = 16X1 + 22X2 + 30X3 + 42X4.
We fix a basis {γi}4i=1 of V = Ker ad I+ as follows:
γ1 =X0001 +
5
7
X0010 +
11
21
X0100 +
8X1000
21
, γ4 = X2243,
γ2 =X0122 − 8
21
X1121 +
128
231
X2021, γ3 = X2122 +
15
8
X1132.
By using the formulae given at the beginning of the present section, we
can compute the reduced Poisson brackets w.r.t. the above basis. To present
the result, we introduce the following flat coordinates
t1 =u4 − 762841u
6
1
49009212
− 129973u2u
3
1
259308
− 2783u3u
2
1
3528
− 56741u
2
2
142296
,
t2 =
1781u41
64827
+
34u2u1
231
+ u3, t3 =
4199u31
63504
+
4199u2
3696
, t4 = −13u1
42
.
Then the two metrics given by the coefficients of the leading terms of the
reduced Poisson brackets correspond to the flat pencil of metric of the Frobe-
nius manifolds with potential
F =
1
2
t21t4 + t1t2t3 +
20736t134
143
+
82944t23t
7
4
2527
+
1083
20
t22t
5
4
+
288
19
t2t
2
3t
3
4 +
27648t43t4
130321
+
6859t32t4
1152
,
its Euler vector field is
E =
4∑
i=1
Ei
∂
∂t1
= t1
∂
∂t1
+
2t2
3
∂
∂t2
+
t3
2
∂
∂t3
+
t4
6
∂
∂t4
.
In the coordinates ti, the first metric g
ij
1 given by the coefficients of the
leading terms of the first Poisson structure has the standard expression [16]
(gij1 ) = (ηij)
−1, ηij = ∂ti∂tjLieeF, (8.29)
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where the unity vector field e is given by
e =
∂
∂t1
. (8.30)
The second metric gij2 satisfies the formula
gij2 (t) =
n∑
m=1
Emcijm(t), with c
ij
m(t) = g
ik
1 g
jl
1 ∂tm∂tk∂tlF. (8.31)
Here n = 4.
The coefficients Aij1,0;a (a = 1, 2) of the reduced Poisson brackets are equal
to zero. The coefficients Aij2,0;2 read
A112,0,2 =238464 t
10
4 −
79854336 t3 t74
4693
+
362769128 t2 t64
37349
+
82248768000 t2
3
t4
4
13482989
+
65740256 t1 t44
371293
−
286440
247
t2 t3 t
3
4 +
6443534125 t22 t
2
4
2689128
−
53236224 t33 t4
1694173
−
4015872 t1 t3 t4
54587
+
1656
19
t2 t
2
3 +
443 t1 t2
26
,
A122,0,2 =−
15818112 t84
4693
+
42634554624 t3 t54
13482989
−
6453151372 t2 t44
21163701
−
51777792 t23 t
2
4
1694173
−
28255104 t1 t24
709631
+
7349328 t2 t3 t4
54587
+
153 t2
2
13
,
A132,0,2 =
204693422 t7
4
37349
−
5205718984 t3 t44
7054567
+
9722937545 t2 t34
5378256
+
3133152 t2
3
t4
54587
+
79 t1 t4
4
−
3611 t2 t3
312
,
A142,0,2 =
16435064 t5
4
1113879
+
14507020 t3 t24
709631
−
2783 t2 t4
312
,
A222,0,2 =
13824 t64
19
−
3170304 t3 t34
89167
+
4883336 t2 t24
125229
+
13824 t23
6859
+
2400 t1
4693
,
A232,0,2 =−
2508 t54
13
+
197596 t3 t24
2197
+
817 t2 t4
312
,
A242,0,2 =
39412 t3
4
6591
−
56 t3
247
, A342,0,2 = −
2261 t2
4
624
, A442,0,2 =
13
24
,
and the coefficients Aij2,0;1 is given by
Aij2,0;1(t) =
∂
∂t1
Aij2,0;2(t). (8.32)
Now we begin to compute the central invariants. We first find the canon-
ical coordinates from the characteristic equation det(gij2 − λgij1 ) = 0. The
roots can be represented in the form
λµ1,µ2 =
(
t1 +
288
19
t3t
3
4
)
+ µ1
(
57
2
t2t
2
4 +
288
361
t23
)
+ µ2
(361t2 + µ1576t3t4 + 2736t
4
4)
3
2
228
√
57
,
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where µ1, µ2 = ±1. We number them in the way that
λ1 = λ++, λ2 = λ+−, λ3 = λ−+, λ4 = λ−−.
We then compute the metrics g1, g2 and the functions A2,0;1, A2,0;1 in the
canonical coordinates. After a straightforward computation, we obtain the
central invariants from the formula (2.12), they read
{c1, c2, c3, c4} = { 1
24
,
1
24
,
1
12
,
1
12
},
which proves the lemma for the F4 case.
The E6 case
The proof of the lemma for the simple Lie algebras of E types are similar
to that of the F4 case. We take E6 for example. It has a 27-dimensional
matrix realization, the Weyl generators are realized as
X1 = e6,7 + e8,9 + e10,11 + e12,14 + e15,17 + e26,27,
X2 = e4,5 + e6,8 + e7,9 − e18,20 − e21,22 − e23,24,
X3 = e4,6 + e5,8 + e11,13 + e14,16 + e17,19 + e25,26,
X4 = e3,4 − e8,10 − e9,11 − e16,18 − e19,21 + e24,25,
X5 = e2,3 − e10,12 − e11,14 − e13,16 + e21,23 + e22,24,
X6 = e1,2 + e12,15 + e14,17 + e16,19 + e18,21 + e20,22,
and Yi = Xi
T , i = 1, · · · , 6. The Dynkin diagram for these generators are
given by
✉ ✉ ✉ ✉ ✉
✉
1
2
3 4 5 6
The normalized Killing form is
〈A,B〉g = 1
6
tr(AB).
The Chevalley basis is defined in the same way. The element I+ reads
I+ = 16X1 + 22X2 + 30X3 + 42X4 + 30X5 + 16X6.
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The basis {γi}6i=1 of V = Ker ad I+ is chosen as
γ1 = X1 +
11
8
X2 +
15
8
X3 +
21
8
X4 +
15
8
X5 +X6,
γ2 = X001111 − 11
15
X010111 +X101110 +
11
15
X111100,
γ3 = X011111 − 21
8
X011210 − 16
11
X101111 −X111110,
γ4 = X011221 +
8
15
X111211 +X112210,
γ5 = X111221 +X112211, γ6 = X122321.
The flat coordinates have the expressions
t1 =
5339887u61
84934656
+
129973u3u
3
1
442368
− 2783u4u
2
1
77760
+
1679u22u1
24300
+
56741u23
1672704
+
u6
81
,
t2 =
4
15
u2u
2
1 +
2u5
27
, t3 =
33839u41
147456
+
2261u3u1
12672
− 38u4
405
,
t4 =
1547u31
9216
+
221u3
528
, t5 =
52u2
135
, t6 =
13u1
8
.
The potential of the corresponding Frobenius manifold is given by
F =− 3
8
2
(
1
2
t21t6 + t1t2t5 + t1t3t4 +
t136
185328
+
1
576
t25t
8
6 +
1
252
t24t
7
6
+
1
60
t23t
5
6 +
1
24
t4t
2
5t
5
6 +
1
24
t22t
4
6 +
1
24
t3t
2
5t
4
6 +
1
24
t45t
3
6 +
1
6
t3t
2
4t
3
6
+
1
6
t2t4t5t
3
6 +
1
4
t24t
2
5t
2
6 +
1
2
t2t3t5t
2
6 +
1
12
t44t6 +
1
6
t33t6 +
1
6
t2t
3
5t6
+
1
2
t3t4t
2
5t6 +
1
2
t22t4t6 +
1
12
t4t
4
5 +
1
4
t23t
2
5 +
1
2
t22t3 +
1
2
t2t
2
4t5
)
. (8.33)
Note that the function − 2
38
F (t) was obtained as polynomial solutions of the
WDVV equations associated to the root systems of type E6 by Di Francesco
et al in [10]. Polynomial solutions to the WDVV equations associated to the
root systems of type E7 and E8 are also computed in [10].
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The Euler vector field and the unity vector field have the forms
E =
6∑
k=1
Ek
∂
∂tk
= t1
∂
∂t1
+
3
4
t2
∂
∂t2
+
2
3
t3
∂
∂t3
+
1
2
t4
∂
∂t4
+
5
12
t5
∂
∂t5
+
1
6
t6
∂
∂t6
,(8.34)
e =
1
81
∂
∂t1
. (8.35)
The two flat metrics g1, g2 are expressed by the formulae given in (8.29),
(8.31). We will not write down the explicit expression of the functions Aij2,0;1,
Aij2,0;2, since in this case they are quite long. As a consequence of this fact, the
computation of the central invariants by using the formula (8.27) becomes
rather tedious. To avoid this complexity, we employ an alternative way to
prove the result that the central invariants of the Drinfeld - Sokolov bihamil-
tonian structure related to the E6 (also for E7, E8) type simple Lie algebra
are equal to 1
24
.
Our approach is to establish, through an appropriate Miura type trans-
formation, a relationship of the present bihamiltonian structure to the one
defined by a semisimple Frobenius manifold via the formulae of Theorem 1
and Theorem 2 of [18]. Then the needed result follows if we can prove that
the central invariants of the bihamiltonian structure given by Theorem 1 and
Theorem 2 of [18] are equal to 1
24
. This fact can be proved by using proper-
ties of a semisimple Frobenius manifold. In fact, by using the formulae (3.9),
(3.14), (3.15), (5.24) of [18] we can express the functions f i, Qii1 , Q
ii
2 , P
ki
1 , P
ki
2
that appear in (2.12) as follows:
f i =
1
ψ2i1
, P ki1 = P
ki
2 = 0,
Qii1 =
1
12
n∑
j=1
(
γij
ψ3i1ψj1
+
γijψj1
ψ5i1
)
,
Qii2 =
1
24
[
1
3ψ4i1
+ 2
n∑
j=1
(
λiγij
ψ3i1ψj1
+
λiγijψj1
ψ5i1
)]
.
Here n is the dimension of the semisimple Frobenius manifold, λ1, . . . , λn
are its canonical coordinates, the functions γij are the rotation coefficients of
the flat metric of the Frobenius manifold, and the functions ψi1 are defined
by (4.5) of [18]. Note that in [18] we denote the canonical coordinates by
u1, . . . , un. By plugging the above expressions into the formula (2.12) we
immediately obtain the result ci =
1
24
, i = 1, . . . , n.
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Now let us assume that the needed Miura type transformation has the
form
t˜i = ti − ǫ2(
∑
m
Kim tm,xx +
∑
k,l
M ikl tk,xtl,x), i = 1, . . . 6,
A straightforward computation shows that there is a unique choice of the
(1, 1) tensor Kij with the following nonzero components:
K13 =
92 t6
247
, K14 =
1172287 t26
2016846
, K15 =
3197 t5
4056
, K46 =
17 t6
26
,
K25 =
460 t6
507
, K26 =
502 t5
507
, K34 =
19
39
, K36 =
47120 t26
59319
,
K16 =
2054383 t46
60149466
+
7521 t4 t6
5746
+
115 t3
247
.
such that in the new coordinates, the coefficients of ǫ2δ′′′(x−y) of our reduced
bihamiltonian structure can be expressed, in terms of the potential F (t˜ ) =
F (t)|t7→t˜ given in (8.33), by the following formulae of Theorem 1 and Theorem
2 of [18]:
Aij2,0;1(t˜ ) =
1
12
∂tk(g
kl
1 c
ij
l ), (8.36)
Aij2,0;2(t˜ ) =
1
12
(
∂tk(g
kl
2 c
ij
l ) +
1
2
ckll c
ij
k
)
, (8.37)
where gij1 (t˜ ), g
ij
2 (t˜ ), c
ij
k (t˜ ) are defined as in (8.29), (8.31) by using the function
F (t) and the vector fields (8.34), (8.35), and then replacing t by t˜.
Since in the present case the central invariants are determined by the
coefficients of ǫ2δ′′′(x − y) of the bihamiltonian structure, the above Miura
type transformation (with arbitrary chosen functionsM ikl) already establishes
the fact that all the central invariants of the bihamiltonian structure that we
are considering are equal to 1
24
.
For the simple Lie algebra of type E7, E8, we give the relevant data in the
Appendix A and B, the notations are in agreement with that of the above
E6 case. We thus complete the proof of the lemma. 
9 Conclusion
In this paper, we compute the central invariants of the bihamiltonian struc-
tures of Drinfeld - Sokolov reduction related to the affine Kac-Moody algebras
of type A
(1)
n , B
(1)
n , C
(1)
n , D
(1)
n , G
(1)
2 , F
(1)
4 , E
(1)
6, 7, 8 with the standard gradation
which is given by the vertex c0 in the (extended) Dynkin diagram.
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For the standard gradations defined by another vertex, Drinfeld and
Sokolov didn’t give the bihamiltonian structures. We point out that the
generalized KdV equations for other standard gradations do possess bihamil-
tonian structures of the form (7.7), but in general these bihamiltonian struc-
tures have infinite many terms. This is because all these equations are related
to the generalized mKdV equations through a Miura type transformation,
while these transformations are invertible in the formal power series sense.
This fact has an immediate corollary that the central invariants of these
bihamiltonian structures are the same with the ones we have computed.
The generalized KdV equations related to the twisted affine Lie algebras
seem not to possess a bihamiltonian structure. We give here a counterexam-
ple.
Let us consider the generalized KdV equation related to A
(2)
2 equipped
with the standard gradation defined by the vertex c0. The simplest integrable
equation reads [13]
ut = 5 u
2 ux + 5 ǫ
2(ux uxx + u uxxx) + ǫ
4uxxxxx. (9.1)
Proposition 9.1 The equation (9.1) possesses only one local Hamiltonian
structure found in [13]
ut = {u(x), H}, H =
∫
(u3 − 3u2x) dx
(9.2)
{u(x), u(y)} = 2u(x)δ′(x− y) + uxδ(x− y) + ǫ
2
2
δ′′′(x− y).
The proof was obtained in [38] following the scheme of [40]. Let us give
here the sketch of the proof. First, we construct the so-called quasitriviality
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transformation v 7→ u,
u = v +
ǫ2
4
∂2x (log v1 − log v) +
+ ǫ4∂2x
(
32 v2
v2
− 27 v
2
1
v3
− 12 v3
vv1
+
5 v4
v21
+
11 v22
vv21
− 21 v3 v2
v31
+
16 v32
v41
)
+ ǫ6∂2x
[
7533 v41
4480v6
− 43081 v2 v
2
1
13440v5
+
2063 v3v1
1920 v4
+
2077 v22
3360v4
− 619 v4
2240 v3
+
1
v1
(
239 v2v3
1344v3
+
41v5
672v2
)
− 1
v21
(
157v32
1920 v3
+
1549v4v2
6720v2
+
13v23
80 v2
+
7v6
640v
)
+
1
v31
(
8753v3v
2
2
13440 v2
+
383v5v2
4480v
+
689v3v4
4480 v
+
v7
384
)
− 1
v41
(
4303 v42
13440v2
+
185v4v
2
2
448v
+
2607v23 v2
4480v
+
21 v2v6
640
+
103v24
2240
+
159 v3v5
2240
)
+
1
v51
(
9343 v3v
3
2
6720v
+
1059v5v
2
2
4480
+
3819v3v4v2
4480
+
177v33
896
)
− 1
v61
(
131v52
210v
+
83
70
v4 v
3
2 +
2241
896
v23v
2
2
)
+
59
14
v42v3
v71
− 5
3
v62
v81
]
+O(ǫ8) (9.3)
transforming any monotone solution of the dispersionless equation
vt = 5v
2vx
to a solution of (9.1). In this long formula we denote the jet coordinates by
v1 = vx, v2 = vxx etc. According to [38, 40], any local Hamiltonian structure
of (9.1) with coefficients depending polynomially on the jet coordinates ux,
uxx, . . .must be obtained from some dispersionless Hamiltonian structure of
the form
{v(x), v(y)} = ϕ(v(x))δ′(x− y) + 1
2
ϕ′(v(x))vx(x)δ(x− y)
by applying the quasitriviality transformation (9.3). The unknown function
ϕ(v) has to be chosen in such a way to ensure cancellation of all the jet
dependent denominators in the transformed bracket
{u(x), u(y)} = ϕ(u)δ′(x− y)+ 1
2
ϕ′(u)uxδ(x− y)+ ǫ2 Z2+ ǫ4 Z4+ ǫ6 Z6+ · · · .
(9.4)
Here Z2 is a polynomial for any ϕ(v), while Z4 contains the following term
− 3
160
u4xx
u2 u4x
[
3 u2 ϕ′′(u)− 2 uϕ′(u) + 2ϕ(u)] δ′(x− y).
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So, to ensure Z4 is a polynomial, we must have
ϕ(u) = c1u+ c2u
2
3
for some constants c1 and c2. Next, Z6 contains the following term
5 c2 u
5
xx
432 u10/3 u4x
δ′(x− y),
which implies c2 = 0. So we have ϕ(u) = c1 u, by taking c1 = 2, we obtain
the Hamiltonian structure (9.2). The Proposition is proved.
In a similar way we have analyzed another example of an integrable scalar
equation associated with A
(2)
2 . It would be interesting to prove in general that
the Drinfeld - Sokolov hierarchies associated with twisted Kac - Moody Lie
algebras never admit a local bihamiltonian structure.
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A Data for E7
The Weyl basis
X1 =e7,8 + e9,10 + e11,12 + e13,15 + e16,18 + e19,22 − e35,38 − e39,41 − e42,44 − e45,46 − e47,48 − e49,50,
X2 =e5,6 + e7,9 + e8,10 − e20,23 − e24,26 − e27,29 − e28,30 − e31,33 − e34,37 + e47,49 + e48,50 + e51,52,
X3 =e5,7 + e6,9 + e12,14 + e15,17 + e18,21 + e22,25 − e32,35 − e36,39 − e40,42 − e43,45 + e48,51 + e50,52,
X4 =e4,5 − e9,11 − e10,12 − e17,20 − e21,24 − e25,28 − e29,32 − e33,36 − e37,40 + e45,47 + e46,48 − e52,53,
X5 =e3,4 − e11,13 − e12,15 − e14,17 − e24,27 − e26,29 − e28,31 − e30,33 + e40,43 + e42,45 + e44,46 − e53,54,
X6 =e2,3 − e13,16 − e15,18 − e17,21 − e20,24 − e23,26 + e31,34 + e33,37 + e36,40 + e39,42 + e41,44 − e54,55,
X7 =e1,2 + e16,19 + e18,22 + e21,25 + e24,28 + e26,30 + e27,31 + e29,33 + e32,36 + e35,39 + e38,41 + e55,56,
Yi =Xi
T , Hi = [Xi, Yi], i = 1, . . . , 7.
The invariant bilinear form
〈A,B〉g =
1
12
tr(AB).
The Dynkin diagram
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s s s s s s
s
1
2
3 4 5 6 7
The basis of V
γ1 =X7 +
52
27
X6 +
25
9
X5 +
32
9
X4 +
22
9
X3 +
49
27
X2 +
34
27
X1 =
1
27
I+,
γ2 =X0011111 −
49
44
X0101111 −
49
54
X0111110 +
196
117
X0112100 +
34
27
X1011110 +
833
1404
X1111100 ,
γ3 =X0112111 −
25
9
X0112210 +
17
24
X1111111 −
34
27
X1112110 −
187
117
X1122100 ,
γ4 =X0112221 +
17
26
X1112211 +
187
325
X1122111 , γ5 = X1122221 −
24
13
X1123211 +
392
117
X1223210 ,
γ6 =X1123321 −
49
75
X1223221 , γ7 = X2234321 .
The flat coordinates of the first metric
t1 =
38484341090380842575u9
1
8105110306037952534
−
636900975026373245u2u61
58884863779069614
+
36219697127845u3u51
132177023073108
−
17412855149u4u41
16788221190
+
2705810236u5u31
5036466357
+
6468204279499075u2
2
u3
1
2566845151777764
−
4934129232697u2u3u21
2880858756204
−
553112u6u21
13286025
−
2474855971u23u1
38799444528
+
270317u2u4u1
1108809
−
624221464415u32
7944932410272
−
329273u3u4
9240075
−
433415u2u5
16888014
−
u7
81
,
t2 =−
320145055952981u7
1
68630377364883
+
2127572498737u2u41
460255540932
−
3585503245u3u31
1549681956
+
160921u4u21
328050
−
19277059375u2
2
u1
20062960632
−
1798u5u1
19683
+
11494397u2u3
67552056
+
124u6
2025
,
t3 =
333872584054u6
1
847288609443
+
8686821907u2u31
3357644238
+
24931445u3u21
165809592
+
7337u4u1
52650
−
44605625u2
2
495381744
−
725u5
3159
,
t4 =
162925u51
59049
−
149891u2u21
69498
+
665u3u1
1404
−
161u4
650
,
t5 =
92912470u41
43046721
−
382375u2u1
938223
+
11305u3
12636
,
t6 =−
2185u2
1782
+
439622u3
1
531441
, t7 = −
133u1
27
.
The Euler and the unity vector fields
E = t1
∂
∂t1
+
7
9
t2
∂
∂t2
+
2
3
t3
∂
∂t3
+
5
9
t4
∂
∂t4
+
4
9
t5
∂
∂t5
+
1
3
t6
∂
∂t6
+
1
9
t7
∂
∂t7
,
e = −
1
81
∂
∂t1
.
The potential of the Frobenius manifold is given by F (t) = 3
7
2
F˜ , where F˜ is obtained from the E7
free energy of [10](given in Appendix D) by the following substitution:
t0 7→ t1, t4 7→ t2, t6 7→ t3, t8 7→ t4, t10 7→ t5, t12 7→ t6, t16 7→ t7.
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The components of the tensor K:
K12 =
1265t7
5301
, K13 = −
572296t2
7
2355525
, K14 =
158794t6
211071
−
3974393683t3
7
46960314975
,
K15 = −
44538734101583t4
7
4034736342022050
−
23803046371t6t7
45336995445
−
1049501t5
9665775
,
K16 = −
135026437662337483t57
22921337159027266050
+
4216764458944t6 t27
20156828174847
−
3478865269t5t7
6476713635
+
974770t4
1175967
,
K17 =
11916123469344407708t77
33997824196158072507075
−
833538047791538069t6 t47
22921337159027266050
−
12187906171012t5 t37
288195453001575
−
3127213133t4t27
9690223725
+
18075424576t2
6
t7
73834535439
−
2899844t3t7
4616829
+
1883t2
5301
−
44290188771t5t6
75561659075
,
K23 =
31
75
, K24 =
4029628t7
4817925
, K25 = −
19829032882t2
7
68991080025
, K34 = −
29
42
, K45 =
27
34
,
K26 =
33964731481462t3
7
460101512686725
−
33203728t6
22343373
, K35 = −
411452t7
2706417
, K36 = −
213705872t2
7
668484999
,
K27 = −
27908652530225533t57
3488029567678062225
+
42670790888702t6 t27
153367170895575
−
387454306t5t7
579756975
+
236468t4
229425
,
K37 = −
6028481916881t47
456100629967710
−
184848088t6 t7
257109615
−
21373t5
159201
, K46 = −
4518t7
4199
,
K47 =
7249042t3
7
53054365
−
1926t6
1615
, K56 =
25
39
, K57 = −
939370t2
7
2069613
, K67 =
4922t7
8379
.
B Data for E8
The Weyl basis
X1 =e8,9 + e10,11 + e12,13 + e14,16 + e17,19 + e20,23 + e24,28 − e42,47 − e48,53 − e54,59 − e56,61
− e60,65 − e62,67 − e66,71 − e68,73 − e69,75 − e72,78 − e74,80 − e76,82 − e81,86 − e83,88 − e84,90
− e89,94 − e91,96 − e97,102 − e98,104 − e105,110 − e112,118 − e120,127 + e135,143 + e142,149
+ e148,155 + e150,157 + e154,161 + e156,163 + e160,167 + e162,169 + e164,171 + e166,172 + e168,174
+ e170,176 + e173,179 + e175,181 + e177,184 + e180,185 + e182,188 + e186,192 + e189,195 + e193,198
+ e199,205 − e224,228 − e225,229 − e230,232 − e233,235 − e236,237 − e238,239 − e240,241 + 2e127,136
+
1
2
(e122,136 − e121,136 − e123,136 + e124,136 − e125,136 − 3e126,136 − e128,136),
X2 =e6,7 + e8,10 + e9,11 − e21,25 − e26,29 − e30,33 − e31,34 − e35,38 − e36,40 − e39,44 − e41,45
− e46,51 − e52,58 + e66,72 + e71,78 + e74,81 + e79,85 + e80,86 + e83,89 + e87,93 + e88,94 + e91,97
+ e95,101 + e96,102 + e98,105 + e103,109 + e104,110 + e111,117 + e119,125 + e119,126 + e119,127
+ e125,134 + e126,134 + e133,141 + e140,147 + e142,150 + e146,153 + e148,156 + e149,157 + e152,159
+ e154,162 + e155,163 + e158,165 + e160,168 + e161,169 + e166,173 + e167,174 + e172,179 − e196,202
− e200,206 − e203,208 − e207,211 − e209,213 − e212,216 − e214,217 − e215,218 − e219,222 − e223,227
+ e238,240 + e239,241 + e242,243 ,
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X3 =e6,8 + e7,10 + e13,15 + e16,18 + e19,22 + e23,27 + e28,32 − e37,42 − e43,48 − e49,54 − e50,56
− e55,60 − e57,62 − e63,68 − e64,69 − e70,76 − e71,79 − e77,84 − e78,85 − e80,87 − e86,93 − e88,95
− e94,101 − e96,103 − e102,109 − e104,111 − e110,117 + e112,120 − e118,125 + e118,126 + e118,127
+ e125,135 − e127,135 + e133,142 − e136,143 + e140,148 + e141,150 + e146,154 + e147,156 + e152,160
+ e153,162 + e158,166 + e159,168 + e165,173 + e171,178 + e176,183 + e181,187 + e184,190 + e185,191
+ e188,194 + e192,197 + e195,201 + e198,204 + e205,210 − e220,224 − e221,225 − e226,230 − e231,233
− e234,236 − e239,242 − e241,243 ,
X4 =e5,6 − e10,12 − e11,13 − e18,21 − e22,26 − e27,31 − e32,36 − e33,37 − e38,43 − e44,49 − e45,50
− e51,57 − e58,64 − e60,66 − e65,71 − e68,74 − e73,80 − e76,83 − e82,88 − e84,91 + e85,92 − e90,96
+ e93,100 + e101,108 + e105,112 + e109,116 + e110,118 + e111,119 + e117,124 + e117,125 + e124,133
+ e125,133 + e132,140 + e134,141 + e135,142 + e139,146 + e143,149 + e145,152 + e151,158 − e156,164
− e162,170 − e163,171 − e168,175 − e169,176 − e173,180 − e174,181 − e179,185 − e190,196 − e194,200
− e197,203 − e201,207 − e204,209 − e210,215 − e216,220 − e217,221 − e222,226 − e227,231 − e236,238
− e237,239 + e243,244,
X5 =e4,5 − e12,14 − e13,16 − e15,18 − e26,30 − e29,33 − e31,35 − e34,38 − e36,41 − e40,45 − e49,55
− e54,60 − e57,63 − e59,65 − e62,68 − e64,70 − e67,73 − e69,76 − e75,82 + e91,98 + e92,99 + e96,104
+ e97,105 + e100,107 + e102,110 + e103,111 + e108,115 + e109,117 + e116,123 + e116,124 + e123,132
+ e124,132 + e131,139 + e133,140 + e138,145 + e141,147 + e142,148 + e144,151 + e149,155 + e150,156
+ e157,163 − e170,177 − e175,182 − e176,184 − e180,186 − e181,188 − e183,190 − e185,192 − e187,194
− e191,197 − e207,212 − e209,214 − e211,216 − e213,217 − e215,219 − e218,222 − e231,234 − e233,236
− e235,237 + e244,245,
X6 =e3,4 − e14,17 − e16,19 − e18,22 − e21,26 − e25,29 − e35,39 − e38,44 − e41,46 − e43,49 − e45,51
− e48,54 − e50,57 − e53,59 − e56,62 − e61,67 + e70,77 + e76,84 + e82,90 + e83,91 + e88,96 + e89,97
+ e94,102 + e95,103 + e99,106 + e101,109 + e107,114 + e108,116 + e115,122 + e115,123 + e122,131
+ e123,131 + e130,138 + e132,139 + e137,144 + e140,146 + e147,153 + e148,154 + e155,161 + e156,162
+ e163,169 + e164,170 + e171,176 + e178,183 − e182,189 − e186,193 − e188,195 − e192,198 − e194,201
− e197,204 − e200,207 − e203,209 − e206,211 − e208,213 − e219,223 − e222,227 − e226,231 − e230,233
− e232,235 + e245,246,
X7 =e2,3 − e17,20 − e19,23 − e22,27 − e26,31 − e29,34 − e30,35 − e33,38 − e37,43 − e42,48 + e46,52
− e47,53 + e51,58 + e57,64 + e62,69 + e63,70 + e67,75 + e68,76 + e73,82 + e74,83 + e80,88 + e81,89
+ e86,94 + e87,95 + e93,101 + e100,108 + e106,113 + e107,115 + e114,121 + e114,122 + e121,130
+ e122,130 + e129,137 + e131,138 + e139,145 + e146,152 + e153,159 + e154,160 + e161,167 + e162,168
+ e169,174 + e170,175 + e176,181 + e177,182 + e183,187 + e184,188 + e190,194 − e193,199 + e196,200
− e198,205 + e202,206 − e204,210 − e209,215 − e213,218 − e214,219 − e217,222 − e221,226 − e225,230
− e229,232 + e246,247,
X8 =e1,2 + e20,24 + e23,28 + e27,32 + e31,36 + e34,40 + e35,41 + e38,45 + e39,46 + e43,50 + e44,51
+ e48,56 + e49,57 + e53,61 + e54,62 + e55,63 + e59,67 + e60,68 + e65,73 + e66,74 + e71,80 + e72,81
+ e78,86 + e79,87 + e85,93 + e92,100 + e99,107 + e106,114 + 2e113,121 − e113,122 + e113,123
− e113,124 + e113,125 − e113,126 + e113,127 + e113,128 + e121,129 + e130,137 + e138,144 + e145,151
+ e152,158 + e159,165 + e160,166 + e167,172 + e168,173 + e174,179 + e175,180 + e181,185 + e182,186
+ e187,191 + e188,192 + e189,193 + e194,197 + e195,198 + e200,203 + e201,204 + e206,208 + e207,209
+ e211,213 + e212,214 + e216,217 + e220,221 + e224,225 + e228,229 + e247,248 .
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Y1 =X1
T − e127,120 − e136,127 +
1
2
(e121,120 − e122,120 + e123,120 − e124,120 + e125,120 + 3e126,120
e128,120 + e136,121 − e136,122 + e136,123 − e136,124 + e136,125 + 3e136,126 + e136,128),
Y2 =X2
T + e134,127 − e127,119, Y3 = X3
T − e126,118 − e135,126, Yi = Xi
T (i = 4, 5, 6, 7),
Y8 =X8
T − e121,113 + e122,113 − e123,113 + e124,113 − e125,113 + e126,113 − e127,113 − e128,113
+ e129,121 − e129,122 + e129,123 − e129,124 + e129,125 − e129,126 + e129,127 + e129,128 ,
Hi =[Xi, Yi], i = 1, . . . , 8.
The invariant bilinear form
〈A,B〉g =
1
60
tr(AB).
The Dynkin diagram
s s s s s s s
s
1
2
3 4 5 6 7 8
The basis of V
γ1 =X8 +
57
29
X7 +
84
29
X6 +
110
29
X5 +
135
29
X4 +
91
29
X3 +
68
29
X2 +
46
29
X1 =
1
58
I+.
γ2 =X01111111 −
135
29
X01121110 +
4950
551
X01122100 −
69
34
X10111111 −
92
29
X11111110
+
2070
551
X11121100 +
4485
1102
X11221000 ,
γ3 =X01122221 +
46
57
X11122211 +
299
684
X11222111 +
2093
1653
X11222210 −
4485
2204
X11232110
+
25415
10469
X12232100 ,
γ4 =X11222221 −
45
19
X11232211 +
4950
551
X11233210 +
510
133
X12232111 −
3060
551
X12232210 ,
γ5 =X12233321 −
45
28
X12243221 +
195
76
X12343211 −
4485
1102
X22343210 ,
γ6 =X12244321 −
91
110
X12343321 +
299
660
X22343221 ,
γ7 =X22454321 +
68
91
X23354321 , γ8 = X23465432 .
The flat coordinates of the first metric
t1 =
97744996564015238279820370313216u15
1
1213479667630994687008453125
−
1288270064507206171704653824u2u111
12314889544759321146875
−
2393328775550101435187456u3u91
736464332431224703125
−
2420766825182080240896u4u81
1039574576934578125
+
862526917251409198851419904u22u
7
1
23648688008069326578125
−
131350976991158976u5u61
1236117213953125
+
1245108893989927485504u2u3u51
1083721620290046875
−
963126559584u6u51
121563921875
+
14299027732501070976u2u4u41
13767788279546875
−
33722086688072420883336u3
2
u3
1
16483976224411765625
+
18146063436077468u2
3
u3
1
1440211987515625
−
461307312u7u31
1195796875
+
6018680488536u3u4u21
630920828125
+
357801015222144u2u5u21
16370735171875
+
32227564652712u24u1
6740890953125
−
1845004006277946u22u3u1
44434852609375
+
130653081u2u6u1
169468750
−
178420747189383u22u4
14647499890625
+
561100797u3u5
3480942500
+
243u8
15625
,
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t2 =
3840041279133973715980288u121
663402718510254451875
−
744229812509520647424u2u81
100987244616501875
−
10589318985400591616u3u61
58380050133271875
−
53628582258067968u4u51
247223442790625
+
1500712331u2
3
9448272500
+
280559110180100677056u2
2
u4
1
193929132051903125
−
2377142258796u5u31
293963665625
−
96129730861884u3
2
7114499946875
−
998361u6u21
2628125
+
4615114574016u2u4u1
172323528125
+
383963689278654u2u3u21
8886970521875
−
12879u7
284375
,
t3 =
2549753401933430769664u10
1
2366478187313630625
−
26925773335669824u2u61
36655987156625
+
266785048403496u2
2
u2
1
2427299981875
−
7567792181264u3u41
243569894375
−
8241329088u4u31
442050625
−
364203u5u1
525625
+
2292843u2u3
1779730
−
2709u6
27500
,
t4 =
1522342602122771968u91
5440179740950875
−
537827687557056u2u51
1412705387375
−
1371394734296u3u31
159580275625
−
19495261224u4u21
2027335625
+
2320060511106u22u1
83699999375
−
1925073u5
4821250
,
t5 =
98329903451648u7
1
1293740723175
−
20835557808u2u31
335958475
−
1420978u3u1
1308625
−
887778u4
482125
, t8 =
124u1
29
,
t6 =
567020228224u6
1
14870583025
−
2551308804u2u21
196941175
−
1271u3
1805
, t7 =
22811536u4
1
3536405
−
10323u2
2465
.
The Euler and the unity vector fields
E = t1
∂
∂t1
+
4
5
t2
∂
∂t2
+
2
3
t3
∂
∂t3
+
3
5
t4
∂
∂t4
+
7
15
t5
∂
∂t5
+
2
5
t6
∂
∂t6
+
4
15
t7
∂
∂t7
+
1
15
t8
∂
∂t8
,
e =
35
56
∂
∂t1
.
The potential of the Frobenius manifold is given by F (t) = − 5
12
2·311
F˜ , where F˜ is obtained from the
E8 free energy of [10](given in Appendix D) by the following substitution:
t0 7→ t1, t6 7→ t2, t10 7→ t3, t12 7→ t4, t16 7→ t5, t18 7→ t6, t22 7→ t7, t28 7→ t8.
The components of the tensor K:
K12 =
1606747t28
1018660
, K13 =
601725604717t48
555959642000
+
18606712t7
8631175
,
K14 =
23515325188849703t5
8
51379248583848000
+
72379436165441t7 t8
10901267734900
,
K15 =
68957356685371184639t7
8
4819885123299777312000
+
398354166156373021t7 t38
82917361810316400
+
1042486747513t6 t8
287607914708
+
33089674283t5
9730244164
,
K16 =
89894219185919589074208393t8
8
740233940665443716429200000
+
540313685410365273433t7 t48
372713541337372218000
+
431357837132874729t6 t28
61633372838501000
+
56454979942439t5 t8
14380395735400
+
33101974334668t2
7
8987747334625
,
K17 =
1357568393016120771637825259t10
8
86751806948718464815666000000
+
541717459607162768848213339t7 t68
408322593076744759707720000
+
63779850971187562357459t6 t48
35407786427050360710000
+
85588038590694599881t5 t38
15754298743960116000
+
4464353t3
1726235
+
6210460349164259675293t27 t
2
8
728636316908155365000
+
2173589973652t4 t8
279897414815
+
302135911297903t6 t7
40984127845890
,
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K18 =
2828405696582354177109987369765353t138
2192552418323772900665150972160000000
+
104659508314126104547782052831201t7 t98
540637260904413472731230512000000
+
102899753677493534416025877059t6 t78
84386669235860583672928800000
+
8481094570209522684734123t5 t68
18773452555252632630240000
+
6651723858574138184203661671t2
7
t5
8
1361075310255815865692400000
+
1289206380441371567t4 t48
360580492313672000
+
670532779771t3 t38
111191928400
+
155409080204960966846669t6 t7t38
17703893213525180355000
+
48735507458090179297t5 t7t28
2625716457326686000
+
47752579078487t4 t7
5597948296300
+
2427437707690958t26 t8
308166864192505
+
1029963t2t8
203732
+
3178482572407t5 t6
719019786770
+
253103049412822813259t37 t8
38349279837271335000
,
K23 =
6307t8
2666
, K24 =
4500609957t2
8
1253739820
, K25 =
382063294638363t4
8
298801303820960
+
1389601541t7
282855935
,
K26 =
249245177327411089t58
818970646753180000
+
281315094790593t7 t8
35950989338500
,
K27 =
1688680021615354182905594447t78
8166451861534895194154400000
+
367873390741219178203t7 t38
59078620289850435000
+
227080200740691t6 t8
27322751897260
+
6011337539t5
1131423740
,
K28 =
513287066338916479781267251t10
8
24864125687376253900656000000
+
195277479174731922608232983t7 t68
107453313967564410449400000
+
766053117047317547t6 t48
296734015730570800
+
2118272066471217t5 t38
298801303820960
+
11494829512942367213t2
7
t2
8
1036467022628955000
+
81503559t4t8
8471215
+
21253t3
6665
+
123284247247959t6 t7
13661375948630
,
K34 =
98
37
, K35 =
17937969t2
8
8818136
, K36 =
5442056846681t3
8
1981876066000
,
K37 =
137374164909966859t5
8
361870750890940000
+
683860335753t7t8
77489370100
,
K38 =
7182452159729390399233t88
40426843274219975775000
+
1428397083604124417t7 t48
542806126336410000
+
388911287667t6t28
39637521320
+
247282497t5t8
44090680
+
58064641684t27
11623405515
,
K45 =
16497t8
3844
, K46 =
1908504231t28
863939000
, K47 =
1510115085289879t48
946479732060000
+
305059657t7
50668725
,
K48 =
75610072721381020687t7
8
1127863107911978400000
+
3665966665482509t7 t38
473239866030000
+
99038823t6t8
17278780
+
96867t5
19220
,
K56 =
86
25
, K57 =
48222393t2
8
9129500
, K58 =
19962579297353t5
8
21758154760000
+
108825561t7t8
9129500
,
K67 =
4633t8
1178
, K68 =
613126423t4
8
280750384
+
12628t7
2945
, K78 =
85803t2
8
19220
,
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