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SOLVING LINEARIZED LANDAU EQUATION POINTWISELY
HAITAO WANG AND KUNG-CHIEN WU
Abstract. We study the pointwise (in the space and time variables) behavior of the linearized
Landau equation for hard and moderately soft potentials. The solution has very clear description
in the (x, t)−variables, including the large time behavior and the asymptotic behavior. More
precisely, we obtain the pointwise fluid structure inside the finite Mach number region, and
exponential or sub-exponential decay, depending on interactions between particles, in the space
variable outside the finite Mach number region. The spectrum analysis, regularization effect
and refined weighted energy estimate play important roles in this paper.
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1. Introduction
1.1. The models. The generalized Landau equation reads
(1.1)

∂tF + ξ · ∇xF = Q(F, F ) ,
F (0, x, ξ) = F0(x, ξ) ,
where F (t, x, ξ) is the distribution function for the particles at time t, position x = (x1, x2, x3) ∈ R3
and velocity ξ = (ξ1, ξ2, ξ3) ∈ R3. The operator Q(·, ·) is the so-called Landau collision operator
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given by
Q(f, g) =
1
2
∇ξ ·
{∫
R3
Φ(ξ − ξ∗)
[
f(ξ∗)∇ξg(ξ) + g(ξ∗)∇ξf(ξ)− f(ξ)∇ξ∗g(ξ∗)− g(ξ)∇ξ∗f(ξ∗)
]
dξ∗
}
.
The positive semi-definite matrix Φ(ξ) has the general form
Φ(ξ) = B(|ξ|)S(ξ) ,
where B(|ξ|) = |ξ|γ+2 is a function depending on the nature of the interaction between the
particles, and S(ξ) is the 3 by 3 matrix
S(ξ) = I3 − ξ ⊗ ξ|ξ|2 .
This leads to the usual classification in terms of hard potential (0 < γ ≤ 1), Maxwellian molecules
(γ = 0), moderately soft potential (−2 ≤ γ < 0) or very soft potential (−3 < γ < −2). In
particular, γ = −3 corresponds to the important Coulomb interaction in plasma physics. Just as
for the Boltzmann equation, little is known for soft potentials, i.e., γ < 0, and even less for very
soft potentials, i.e., γ < −2. In this paper, we will consider the case −2 ≤ γ ≤ 1.
Similar to the Boltzmann equation, the Maxwellians are steady states to the Landau equation
(1.1). Thus, it is natural to investigate the behavior of the solution near Maxwellian. This leads
us to linearize the Landau equation (1.1) around a normalized global Maxwellian µ(ξ),
µ(ξ) =
1
(2π)3/2
exp
(−|ξ|2
2
)
,
with the standard perturbation f(t, x, ξ) to µ as
F = µ+ µ1/2f .
From the fact that Q(µ, µ) = 0, we have
Q(µ+ µ1/2f, µ+ µ1/2f) = 2Q(µ, µ1/2f) +Q(µ1/2f, µ1/2f) .
By dropping the nonlinear term, we can define the linearized Landau collision operator L as
(1.2) Lf = 2µ−1/2Q(µ, µ1/2f) .
The linearized Landau equation for f(t, x, ξ) now takes the form
(1.3)

∂tf + ξ · ∇xf = Lf ,
f(0, x, ξ) = f0(x, ξ) .
Here and below we define f(t, x, ξ) = Gtf0(x, ξ), i.e., G
t is the solution operator (Green’s function)
of the linearized Landau equation (1.3). In this paper, we will study the pointwise structure of
the linearized Landau equation (1.3).
It is well-known that the null space of L is a five-dimensional vector space with the orthonormal
basis {χi}4i=0, where
Ker(L) = {χ0, χi, χ4} =
{
µ1/2, ξiµ
1/2,
1√
6
(|ξ|2 − 3)µ1/2
}
, i = 1, 2, 3 .
Based on this property, we can introduce the Macro-Micro decomposition: let P0 be the orthogonal
projection with respect to the L2ξ inner product onto Ker(L), and P1 ≡ Id− P0.
1.2. Main results. Before the presentation of the main theorem, let us define some notations in
this paper. We denote 〈ξ〉s = (1 + |ξ|2)s/2, s ∈ R. For the microscopic variable ξ, we denote
|g|L2
ξ
=
( ∫
R3
|g|2dξ
)1/2
,
and the weighted norms |g|L2
ξ
(m) by
|g|L2
ξ
(m) =
( ∫
R3
|g|2mdξ
)1/2
.
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The L2ξ inner product in R
3 will be denoted by
〈·, ·〉
ξ
,
〈f, g〉ξ =
∫
f(ξ)g(ξ)dξ.
For the space variable x, we have similar notations. In fact, L2x is the classical Hilbert space with
norm
|g|L2x =
(∫
R3
|g|2dx
)1/2
.
We denote the sup norm as
|g|L∞x = sup
x∈R3
|g(x)| .
The standard vector product will be denoted by (a, b) or a · b, for any vectors a, b ∈ R3. For any
vector function u ∈ L2ξ, P(ξ)u denotes the orthogonal projection along the direction of vector ξ,
i.e.,
P(ξ)u =
u · ξ
|ξ|2 ξ .
For the Landau equation, the natural norm in ξ is | · |L2σ , which is defined by
|g|2L2σ = | 〈ξ〉
γ+2
2 g|2L2
ξ
+ | 〈ξ〉 γ2 P(ξ)∇ξg|2L2
ξ
+
∣∣ 〈ξ〉 γ+22 [I3 − P(ξ)]∇ξg∣∣2L2
ξ
and
|g|2L2σ(m) = | 〈ξ〉
γ+2
2 g|2L2
ξ
(m) + | 〈ξ〉
γ
2 P(ξ)∇ξg|2L2
ξ
(m) +
∣∣ 〈ξ〉 γ+22 [I3 − P(ξ)]∇ξg∣∣2L2
ξ
(m)
Moreover, we define
‖g‖2L2 =
∫
R3
|g|2L2
ξ
dx , ‖g‖2L2(m) =
∫
R3
|g|2L2
ξ
(m)dx ,
‖g‖2L2σ =
∫
R3
|g|2L2σdx , ‖g‖
2
L2σ(m)
=
∫
R3
|g|2L2σ(m)dx .
and
‖g‖L∞x L2ξ = sup
x∈R3
|g|L2
ξ
, ‖g‖L1xL2ξ =
∫
R3
|g|L2
ξ
dx .
Finally, we define the high order Sobolev norm: let k ∈ N and α be any multi-index with |α| ≤ k,
‖g‖HkxL2ξ(m) =
∑
|α|≤k
‖∂αx g‖L2(m) .
The domain decomposition plays an important role in our analysis, hence we need to define
a cut-off function χ : R → R, which is a smooth non-increasing function, χ(s) = 1 for s ≤ 1,
χ(s) = 0 for s ≥ 2 and 0 ≤ χ ≤ 1. Moreover, we define χR(s) = χ(s/R).
For simplicity of notations, hereafter, we abbreviate “ ≤ C ” to “ . ”, where C is a positive
constant depending only on fixed numbers.
The precise description of our main result is as follows:
Theorem 1. Let f be a solution to (1.3) with initial data compactly supported in x-variable and
bounded in the weighted ξ-space
f0(x, ξ) ≡ 0, for |x| ≥ 1.
There exists a positive constant M such that the following hold for t ≥ 1:
(1) For −1 ≤ γ ≤ 1, there exists a positive constant C such that the solution to (1.3) satisfies
(a) For 〈x〉 ≤ 2Mt,
|f(t, x)|L2
ξ
≤ C
 (1 + t)−2 e−
(|x|−ct)2
Ct + (1 + t)−3/2 e−
|x|2
Ct
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/C
 |||f0||| .
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(b) For 〈x〉 ≥ 2Mt,
|f(t, x)|L2
ξ
≤ Ce−(〈x〉+t)/C |||f0||| .
(2) For −2 ≤ γ < −1, for any given positive integer N , and any given sufficiently small α > 0,
there exist positive constants C, CN and cα such that the solution to (1.3) satisfies
(a) For 〈x〉 ≤ 2Mt,
|f(t, x)|L2
ξ
≤ CN
 (1 + t)−2
(
1 + (|x|−ct)
2
1+t
)−N
+ (1 + t)
−3/2
(
1 + |x|
2
1+t
)−N
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/CN
 |||f0||| .
(b) For 〈x〉 ≥ 2Mt,
|f(t, x)|L2
ξ
≤ C(1 + t)e−cα(〈x〉+t)
2
1−γ ‖f0‖L∞x L2ξ(eα|ξ|2) .
Here 1{·} is the indicator function,
|||f0||| ≡ max
{
‖f0‖L2(M) , ‖f0‖L1xL2ξ
}
,
and
M≡
{
1 γ ∈ [0, 1] ,
〈ξ〉2|γ| γ ∈ [−2, 0) .
The constant c =
√
5/3 is the sound speed associated with the normalized global Maxwellian.
1.3. Review of previous works and significant points of the paper. Let us give an overview
of the previous works on the Cauchy theory for the Landau equation in a close-to-equilibrium
framework. We refer to Alexandre and Villani [1] for the existence of renormalized solutions, to
Desvillette and Villani [6] for conditionally almost exponential convergence towards equilibrium
and to a recent work by Carrapatoso, Tristani andWu [3] for exponential decay towards equilibrium
when initial data are close enough to equilibrium. Moreover, Guo [7] and Strain and Guo [18, 19]
developed an existence and convergence towards equilibrium theory based on energy method for
initial data close to the equilibrium state in some Sobolev spaces. Recently the set of initial data
for which this theory is valid has been enlarged by Carrapatoso and Mischler [4] via a linearization
method.
In this paper, we study the linearized Landau equation with hard or moderately soft potentials
(γ ∈ [−2, 1]) in the close to equilibrium setting. In the literature, this kind of problem basically
focuses on the rate of convergence to equilibrium (see the reference listed above). In contrast, in
this paper we supply a very explicit description of the solution in the sense of pointwise estimate.
Here are some significant points of the paper:
• We give a complete pointwise description of the solution, which consists of two parts:
inside the finite Mach number region (the large time behavior) and outside the finite
Mach number region (the asymptotic behavior).
(1) Concerning the solution inside the finite Mach number region (the large time behav-
ior), thanks to the spectrum analysis [22] and our generalization (Lemma 5), we have
pointwise fluid structure, which is much richer than previous results. The leading
terms of wave propagation have been recognized. More precisely, they are character-
ized by the Huygens waves, the diffusion waves and the Riesz waves.
(2) Concerning the solution outside the finite Mach number region (the asymptotic be-
havior), we have exponential decay for −1 ≤ γ ≤ 1 and sub-exponential decay for
−2 ≤ γ < −1 in the space variable x. The results are consistent with the wave
behaviors inside the finite Mach number region respectively. We believe this is the
first result for the asymptotic behavior of the Landau kinetic equation.
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• The pointwise behavior of leading fluid part is determined by how the solution depends on
the Fourier transformed variable of the spatial variable, i.e., smoothly or analytically (see
Proposition 10). This connection has been investigated for various models, for example,
the compressible Navier-Stokes equation[23, 15], the one space dimensional Boltzmann
equation with hard sphere [12] and with hard potential [11] and the three space dimensional
Boltzmann equation with hard sphere [14, 13]. It was noted in [13] that the wave patterns
in 3D case are much richer than 1D case. In addition to the Huygens waves in 3D case,
which is the counterpart of the diffusion waves in 1D case, they also contain the diffusion
waves and the Riesz waves (those decay slowly inside the finite Mach number region). The
identification of those wave patterns heavily relies on the decomposition and recombination
of eigenvalues near the origin and associated eigenfuntions. The whole procedure makes
use of their analytic dependencies on the Fourier variables (see sections 7.4–7.5 [13] for
details). However, for the Landau equation with γ ∈ [−2,−1), the dependence is no more
analytic. We fully exploit the symmetry properties of eigenvalues and eigenfunctions and
thus establish the appropriate decomposition (the result is summarized in Lemma 5), so
that we can obtain the pointwise estimate for this case. The method used here can be
generalized to deal with other kinetic models.
• The regularization estimate plays a crucial role in this paper (see Lemma 7), this enables
us to obtain the pointwise estimate without regularity assumption on the initial data. In
the literature, the regularization estimates for the kinetic Fokker-Planck equation and the
Landau equation have been proved for various purposes, see for instance [8], [16], [20]
(Appendix A.21.2) for the Fokker-Planck case and [3] for the Landau case. In this paper,
we construct the regularization estimates in suitable weighted function space (more pre-
cisely, suitable for outside the finite Mach number region), the calculation of the estimate
is interesting and more sophisticated than before. Moreover, this type of regularization
estimate is itself new for the Landau equation.
• The pointwise estimate of the solution outside the finite Mach number region is constructed
by the weighted energy estimate. The time dependent weight functions are chosen accord-
ing to different interactions between particles. For −1 ≤ γ ≤ 1, the weight function
depends only on the time and the space variables, and exponentially grows in space.
Since it commutes with the operator K, the estimate is relatively simple. However, for
−2 ≤ γ < −1, the weight function is much more complicated. Indeed, it depends on the
velocity variable as well and thus does not commute with the operator K, which leads to
the coercivity of linearized collision operator cannot be applied directly and loss of control
of some terms at first glance. The difficulty is eventually overcome by fine tuning the
weight functions, introducing refined space-velocity domain decomposition and analyzing
the operator K with weight accordingly (see Proposition 17).
For the pointwise behavior of the kinetic type equation, the Boltzmann equation for hard sphere
and hard potential with cutoff (see [11, 12, 13, 14]) should be mentioned; those works are some
of the most important results in kinetic theory. Let us point out the similarities and differences
between the Landau kinetic equation and the Boltzmann equation for hard sphere or hard potential
with cutoff.
• The solutions of both in large time are dominated by the fluid parts. To extract them,
both need the long wave-short wave decomposition. In 3D, for Landau with γ ∈ [−1, 1]
and Boltzmann with hard sphere, the fluid parts are similar, they are characterized by
Huygens waves, diffusion waves and Riesz waves. Moreover, the former two waves are
of exponential type while the Riesz waves are of the algebraic type. By comparison, the
exponential type are replaced by algebraic type for Landau with γ ∈ [−2,−1), and the
Riesz waves remain the same. The fluid behavior can be seen formally from the Chapman-
Enskog expansion, which indicates that the macroscopic part (the fluid part) of solution
satisfies the viscous conservation laws system. For both Boltzmann and Landau there are
conservation laws of mass, momentum and energy; this explains the wave structures of
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fluid parts. This picture is valid even for some more general kinetic equation as well since
physically the kinetic model can be approximated by fluid equations in the long term.
• Since the leading terms of solution in large time are fluid parts and they essentially have
finite propagation speed, the solution outside the finite Mach number region should be
insignificant. In fact, it is shown that the asymptotic behaviors exponentially or sub-
exponentially decay. This is similar to the solution of the Boltzmann equation outside the
finite Mach number region.
• The regularization mechanism of the Landau equation is distinct from that of the Boltz-
mann equation. For the Boltzmann equation, the initial singularity will be preserved
(although it decays in time very fast). Thus, one has to single out the singular kinetic
wave, and then the space regularity of resultant remainder part comes from the transport
term and the compact part of the collision operator (see the ”Mixture Lemma” in [11], [12]
and [13]). For the Landau equation, however, the solution becomes smooth in the space
variable immediately. This property comes from the combined effect of the ellipticity in
the velocity variable ξ and the transport term (see Lemma 7).
1.4. Method of proof and plan of the paper. The main idea of this paper is to combine
the long wave-short wave decomposition, the weighted energy estimate and the regularization
estimate together to analyze the solution. The long-short wave decomposition, which is based
on the Fourier transform, gives the fluid structure of the solution. The weighted energy estimate
is for the pointwise estimate of the solution outside the finite Mach number region, in which
regularization is used. We explain the idea as below.
For the region inside the finite Mach number region, the solution is dominated by the fluid
part, which is contained in the long wave part. In order to obtain its estimate, we devise different
methods for−1 ≤ γ ≤ 1 and−2 ≤ γ < −1 respectively. Taking advantage of spectrum information
of the Landau collision operator [22] (in fact, we need more information about analyticity or
smoothness of the operator, which can be found in Lemma 5), the complex analytic (−1 ≤ γ ≤ 1)
or the Fourier multiplier (−2 ≤ γ < −1) techniques can be applied to obtain pointwise structure
of the fluid part. The regularization estimate together with L2 decay of the short wave yields the
L∞ decay of the short wave, this finishes the pointwise structure inside the finite Mach number
region.
Note that to complete the structure outside the finite Mach number region, the weighted energy
estimates (Proposition 16 and Proposition 17) come to play a role. The weighted functions are
carefully chosen for different γ’s. It is noted that the sufficient understanding of the structure inside
the finite Mach number region, which has been obtained previously, is needed in the estimate.
And the regularization effect (Lemma 7) makes it possible to do the higher order weighted energy
estimates without any regularity assumption of the initial condition. Then the desired pointwise
estimate follows from Sobolev inequality.
It is worth making a comment for the case −3 ≤ γ < −2. Due to the weak coercivity, the
linearized collision operator does not satisfy any spectral gap inequality and the detailed spectral
information such as Lemma 4 and Lemma 5 are absent. As a consequence, the pointwise description
of fluid structure is too much to hope for. However, it is possible to obtain the time decay of the
solution inside the finite Mach number region by Kawashima’s moments method [10] and Strain’s
interpolation argument [17]. On the other hand, we realize that the regularization estimate and
the weighted energy estimates work as well; this recognize the behavior outside the finite Mach
number region. Nevertheless, since our main concerns are the pointwise estimate and the explicit
wave propagation, we choose to omit this part in our paper.
The rest of this paper is organized as follows: We first prepare some important properties in
section 2 for the spectrum analysis and regularization estimates. Then we study the solution inside
the finite Mach number region in section 3 and outside the finite Mach number region in section
4. Finally, we prove Lemma 5 and Lemma 7 in sections 5 and 6 respectively, those are key lemmas
in this paper.
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2. Preliminaries
In this section, we will prepare some important properties, including linearized collision opera-
tor, spectrum analysis of the collision operator and the regularization estimate.
We can decompose the linearized collision operator L as the diffusion operator and the integral
operator,
Lf = Λ˜f + K˜f .
The diffusion operator Λ˜ is
Λ˜f = µ−1/2∇ξ ·
[
(σµ)∇ξ(µ−1/2f)
]
,
where the symmetric matrix σ(ξ) is defined by
(2.1) σ(ξ) =
∫
R3
Φ(ξ − ξ∗)µ(ξ∗)dξ∗ ,
and the integral operator K˜ is
K˜f =
∫
R3
µ−1/2(ξ)µ−1/2(ξ∗)(∇ξ,∇ξ∗ · Z(ξ, ξ∗))f(ξ∗)dξ∗ ≡
∫
R3
k˜(ξ, ξ∗)f(ξ∗)dξ∗ ,
where
Z(ξ, ξ∗) = µ(ξ)µ(ξ∗)Φ(ξ − ξ∗) .
Let us list some fundamental properties of the linearized Landau collision operator L:
Lemma 2. [5, 7] For any γ ≥ −3,
(i).
Λ˜g = ∇ξ ·
[
σ∇ξg
]
+
1
2
(
∇ξ ·
[
σξ
] − 1
2
(ξ, σξ)
)
g .
(ii). The spectrum of σ(ξ) consists of a simple eigenvalue λ1(ξ) > 0 associated with the eigen-
vector ξ, and a double eigenvalue λ2(ξ) > 0 associated with eigenvectors ξ
⊥. Immediately,
for any vector function u, we have
∇ξ · σ = −σξ = −λ1ξ , (ξ, σξ) = λ1(ξ)|ξ|2 ,
(u, σu) = λ1(ξ)|P(ξ)u|2 + λ2(ξ)
∣∣[I3 − P(ξ)]u∣∣2
≥ c0
{
〈ξ〉γ |P(ξ)u|2 + 〈ξ〉γ+2 |[I3 − P(ξ)]u|2
}
.
Moreover, as |ξ| → ∞, we have
λ1(ξ) ∼ 2 〈ξ〉γ , λ2(ξ) ∼ 〈ξ〉γ+2 .
(iii). For any multi-index k, we have
|∂kξ σ| . 〈ξ〉γ+2−|k| , |∂kξ (σξ)| . 〈ξ〉γ+1−|k| ,
and for |ξ| → ∞,
|∂kξ λ1(ξ)| . 〈ξ〉γ−|k| , |∂kξ λ2(ξ)| . 〈ξ〉γ+2−|k| .
(iv). Let
Λg = Λ˜g −̟χRg , Kg = K˜g +̟χRg ,
where ̟,R are large enough, then〈− Λg, g〉
ξ
≥ c0|g|2L2σ
and 〈
Kg, g
〉
ξ
≤ |g|2L2
ξ
.
(v). (Coercivity) There exists ν0 > 0 such that
(2.2) 〈−Lg, g〉ξ ≥ ν0 |P1g|2L2σ .
The following lemma, which will be used in Proposition 16, is a consequence of (2.2).
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Lemma 3. Let γ ≥ −2, there exist C1, C2 such that〈|ξ|γ+2g, g〉
ξ
≤ C1
〈− Lg, g〉
ξ
+ C2|g|2L2
ξ
.
In order to study the solution inside the finite Mach number region, we need to recall the
spectrum Spec(η), η ∈ R3, of the operator −iξ · η + L.
Lemma 4. [5, 22] Set η = |η|ω. For any γ ≥ −2, there exist δ0 > 0 and τ = τ(δ0) > 0 such that
(i). For any |η| > δ0,
Spec(η) ⊂ {z ∈ C : Re(z) < −τ} .
(ii). For any |η| < δ0, the spectrum within the region {z ∈ C : Re(z) > −τ} consists of exactly
five eigenvalues {̺j(η)}4j=0,
Spec(η) ∩ {z ∈ C : Re(z) > −τ} = {̺j(η)}4j=0 ,
and corresponding eigenvectors {ej(η)}4j=0, where
̺j(η) = −i aj|η| −Aj |η|2 +O(|η|3) ,
ej(η) = Ej +O(|η|) ,
here Aj > 0,
〈
ej(−η), el(η)
〉
ξ
= δjl, 1 ≤ j, l ≤ 3 and
a0 =
√
5
3 , a1 = −
√
5
3 , a2 = a3 = a4 = 0 ,
E0 =
√
3
10χ0 +
√
1
2ω · χ+
√
1
5χ4 ,
E1 =
√
3
10χ0 −
√
1
2ω · χ+
√
1
5χ4 ,
E2 = −
√
2
5χ0 +
√
3
5χ4 ,
E3 = ω1 · χ ,
E4 = ω2 · χ .
where χ = (χ1, χ2, χ3), and {ω1, ω2, ω} is an orthonormal basis of R3. More precisely, the
semigroup e(−iξ·η+L)t can be decomposed as
e(−iξ·η+L)tg = e(−iξ·η+L)tΠ⊥η g
+ 1{|η|<δ0}
4∑
j=0
e̺j(η)t
〈
ej(−η), g
〉
ξ
ej(η) .
where 1{·} is the indicator function, and there exists C > 0 such that∣∣∣e(−iξ·η+L)tΠ⊥η g∣∣∣
L2
ξ
≤ e−Ct|g|L2
ξ
.
Note that the parameters Aj , 0 ≤ j ≤ 4 with the relations A0 = A1 and A3 = A4, are
the dissipation parameters corresponding to the Chapman-Enskog expansion relating the Landau
equation to the Navier-Stokes equation.
Furthermore, we have more detailed information about the smooth and analytic properties
of eigen-pairs {(̺j , ej)}4j=0, which is essentially used in obtaining the estimate of fluid structure
(Proposition 10).
Lemma 5. For η ∈ R3 with |η| ≪ 1,
̺0 (η) = −i |η|
(
c+A0
(
|η|2
))
−A0 |η|2 +A1
(
|η|2
)
,
̺1 (η) = i |η|
(
c+A0
(
|η|2
))
−A0 |η|2 +A1
(
|η|2
)
,
̺2 (η) = −A2 |η|2 +A2
(
|η|2
)
,
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̺3 (η) = ̺4 (η) = −A3 |η|2 +A3
(
|η|2
)
,
for some analytic (smooth) functions Aj : R→ R, j = 0, 1, 2, 3 when −1 ≤ γ ≤ 1 (−2 ≤ γ < −1)
respectively. ̺j, j = 2, 3, 4 are actually real-valued functions. For |s| ≪ 1,
A0 (s) = O (s) , Aj (s) = O
(
s2
)
, j = 1, 2, 3.
Furthermore, there exist analytic (smooth) functions ajk.l : R → R such that when −1 ≤ γ ≤ 1
(−2 ≤ γ < −1),
e0 (η) =L0
[(
a
0
0,1(|η|2) + i |η| a00,2(|η|2)
)
χ0
+
(
a
1
0,1(|η|2) + i |η| a10,2(|η|2)
)
ω · χ
+
(
a
4
0,1(|η|2) + i |η| a10,2(|η|2)
)
χ4
]
,
e1 (η) =L1
[(
a
0
0,1(|η|2)− i |η| a00,2(|η|2)
)
χ0
−
(
a
1
0,1(|η|2)− i |η| a10,2(|η|2)
)
ω · χ
+
(
a
4
0,1(|η|2)− i |η| a10,2(|η|2)
)
χ4
]
,
e2 (η) = L2
[
a
0
2,1(|η|2)χ0 + ia12,2(|η|2)
3∑
j=1
ηjχj + a
4
2,1(|η|2)χ4
]
,
e3 (η) = L3
[
a
2
3,1(|η|2)g−1 · χ2
]
,
e4 (η) = L4
[
a
2
3,1(|η|2)g−1 · χ3
]
.
Here
Lj =
[
1 + (L− P1iξ · η − ̺j (|η|))−1 (P1iξ · η)
]
,
and g ∈ O(3), sends η|η| to (1, 0, 0)T with group action defined in equation (5.2).
Remark 6. This lemma is a generalization of Lemma 7.8 [14] and will be proved in section 5.
The following combinations of weight functions w(t, x, ξ) and ̺(x, ξ) are needed for (weighted)
energy estimate (Lemmas 7 and 13, Propositions 16 and 17):
(2.3)

w(t, x, ξ) = 1, ̺(x, ξ) = 1 for γ ∈ [−2, 1],
w(t, x, ξ) = exp
(
〈x〉−Mt
2D
)
, ̺(x, ξ) = exp
(
〈x〉
D
)
for γ ∈ [−1, 1],
w(t, x, ξ) = exp
(
αϑ(t,x,ξ)
2
)
, ̺(x, ξ) = exp (αϑ(0, x, ξ)) for γ ∈ [−2,−1).
Here D > 0 is large, α > 0 is small, both need to be chosen later. And
ϑ(t, x, ξ) = 5
(
δ(〈x〉 −Mt)
) 2
1−γ
(1 − χ)
+
[
(1 − χ)δ (〈x〉 −Mt) 〈ξ〉1+γ + 3 〈ξ〉2
]
χ .
The cut-off function χ is short for
χ = χ
(
δ(〈x〉 −Mt) 〈ξ〉γ−1
)
.
Now, let us state the regularization effect of the linearized Landau equation with weights in small
time, this is the key lemma in this paper and we will prove it in section 6.
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Lemma 7. Let f be the solution to equation (1.3). Let weight function ̺(x, ξ) be any one of three
cases in (2.3). Then the following regularization estimate holds:
‖f(t)‖H2xL2ξ(̺) . t
−3 ‖f0‖L2(̺M) for 0 < t ≤ 1,
here
M≡
{
1 γ ∈ [0, 1] ,
〈ξ〉2|γ| γ ∈ [−2, 0) .
3. Wave inside the finite Mach number region
In this section, we want to study the solution to the linearized Landau equation inside the finite
Mach number region, i.e., the large time behavior of the solution. Using the Fourier transform,
the solution to the linearized Landau equation can be written as
(3.1) Gtf0 = f(t, x, ξ) =
∫
R3
eiηx+(−iξ·η+L)tf̂0(η, ξ)dη ,
where f̂ denotes the Fourier transform with respect to the space variable. We can decompose the
solution f into the long wave part GtLf0 and the short wave part G
t
Sf0:
(3.2)
G
t
Lf0 =
∫
|η|<δ0
eiηx+(−iξ·η+L)tf̂0(η, ξ)dη ,
G
t
Sf0 =
∫
|η|>δ0
eiηx+(−iξ·η+L)tf̂0(η, ξ)dη .
The following long-short wave analysis relies on spectral analysis (Lemma 4).
Lemma 8. (Short wave GtS) Let γ ≥ −2 and f0 ∈ L2, there exists constant c > 0 such that
(3.3) ‖GtSf0‖L2 . e−ct‖f0‖L2 .
In order to study the long wave part GtL, we need to decompose it further into the fluid part
and non-fluid part, i.e. GtL = G
t
L;0 +G
t
L;⊥, where
(3.4)
G
t
L;0f0 =
∫
|η|<δ0
4∑
j=0
e̺j(η)teiηx
〈
ej(−η), fˆ0
〉
ξ
ej(η)dη ,
G
t
L;⊥f0 =
∫
|η|<δ0
eiηxe(−iξ·η+L)tΠ⊥η fˆ0dη .
For the non-fluid long wave part, it is easy to get the following property:
Proposition 9. (Non-fluid long wave GtL;⊥) Let γ ≥ −2 and f0 ∈ L2, there exists a constant
c > 0 such that
(3.5) ‖GtL;⊥f0‖HsxL2ξ . e
−ct‖f0‖L2xL2ξ
for any s ≥ 0.
By the detailed information of spectrum and eigenfunctions, we are able to estimate the long
wave fluid part, which gives the leading order of solution at large time.
Proposition 10. (Fluid Wave GtL;0) Let c =
√
5/3 be the sound speed associated with the nor-
malized global Maxwellian. Let f0 be compactly supported in x.
(1) For −1 ≤ γ ≤ 1 and any given Mach number M > 1, there exists positive constant C such
that for |x| ≤ (M+ 1)ct,
∣∣GtL;0f0∣∣L2
ξ
≤ C
 (1 + t)−2 e−
(|x|−ct)2
Ct + (1 + t)−3/2 e−
|x|2
Ct
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/C
 ‖f0‖L1xL2ξ .
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(2) For −2 ≤ γ < −1 and any given positive integer N , there exists positive constant C such
that
∣∣GtL;0f0∣∣L2
ξ
≤ C
 (1 + t)−2
(
1 + (|x|−ct)
2
1+t
)−N
+ (1 + t)
−3/2
(
1 + |x|
2
1+t
)−N
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/C
 ‖f0‖L1xL2ξ .
Proof. When −1 ≤ γ ≤ 1, by Lemma 5, this corresponds to analytic case and hence complex
analytic technique is applicable. This lemma follows from similar calculations as those in sections
7.4-7.5 [14]. As for −2 ≤ γ < −1, this corresponds to merely smooth case. Nevertheless, one
can still use the framework of the above proof, such as Huygens pair, contact pair, rotational pair
and Riesz pair decomposition. But when following the argument, one needs to replace ”analytic”
by ”smooth” and complex analytic techniques by real variables techniques accordingly. Here the
smooth part of Lemma 5 is necessary in the calculations. We only list two crucial lemmas which
are used for analytic case and smooth case respectively in estimate and omit the details.
Lemma 11 (Reformulation of Lemma 7.11, [14]). Suppose that g(η, t, ξ) is analytic in η for
|η| < δ0 ≪ 1 and satisfies
|g(η, t, ξ)|L2
ξ
. e−A|η|
2t+O(|η|4)t ,
for some A > 0. Then in the region of |x| < (M + 1)t, M is any given positive constant, there
exists a constant C such that the following inequality holds:∣∣∣∣∣
∫
|η|<δ0
eix·ηηαg(η, t, ξ)dη
∣∣∣∣∣
L2
ξ
≤ C
[
(1 + t)−
3+|α|
2 e−
|x|2
Ct + e−t/C
]
.
Lemma 12 (Reformulation of Lemma 2.2, [15]). Let x, η, ξ ∈ R3. Suppose g(η, t, ξ) has compact
support in the variable η, and there exists a constant b > 0, such that g(η, t, ξ) satisfies∣∣Dβη (g(η, t, ξ))∣∣L2
ξ
≤ Cβ(1 + t|β|/2)e−b|η|
2t
for any multi-index β with |β| ≤ 2N , then there exists a positive constant CN such that∣∣∣∣∣
∫
|η|<δ0
eix·ηg(η, t, ξ)dη
∣∣∣∣∣
L2
ξ
≤ CN
[
(1 + t)−3/2BN (|x|, t) + e−t/CN
]
,
where N is any fixed integer and
BN (|x|, t) =
(
1 +
|x|2
1 + t
)−N
.
From these two lemmas, one can see the origin of difference between heat kernel in analytic
case and algebraic decay in smooth case. 
The following lemma is the regularization effect for the linearized Landau equation:
Lemma 13. Let f be the solution to equation (1.3). There exists constant C such that for t ≥ 1
‖f(t)‖H2xL2ξ ≤ C ‖f0‖L2(M) ,
where
(3.6) M≡
{
1 γ ∈ [0, 1] ,
〈ξ〉2|γ| γ ∈ [−2, 0) .
Proof. By Lemma 7 (take the weight function ̺ = 1), one can improve the regularity of solution
in finite time,
‖f(1)‖H2xL2ξ ≤ C ‖f(0)‖L2(M) .
Then standard energy estimate gives for t > 1 (for example, cf [7] Lemma 4),
‖f(t)‖H2xL2ξ ≤ C ‖f(1)‖H2xL2ξ .
This completes the proof of the lemma. 
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Now, we are in the position to get the pointwise behavior of the short wave part GtSf0:
Proposition 14. For t ≥ 1,
‖GtSf0(t)‖L∞x L2ξ . e
−ct‖f0‖L2(M) .
Proof. Note that
G
t
Sf0 = f(t)−GtLf0.
By Lemma 8 and 13, we have∥∥GtSf0∥∥L2 . e−Ct ‖f0‖L2 ,∥∥GtSf0∥∥H2xL2ξ ≤ ‖f(t)‖H2xL2ξ + ∥∥GtLf0∥∥H2xL2ξ . ‖f(0)‖L2(M) .
Use Sobolev inequality to conclude that
‖GtSf0(t)‖L∞x L2ξ . e
−ct‖f0‖L2(M) .

With Propositions 9, 10 and 14, we have the structure of Gtf0 for 〈x〉 ≤ 2Mt.
Proposition 15. Let f(t) = Gtf0 be the solution to the linearized Landau equation (1.3), and let
c =
√
5/3 be the sound speed associated with normalized global Maxwellian. If t ≥ 1, then
(1) For −2 ≤ γ < −1 and any given positive integer N , there exists positive constant C
(depending on N) such that
∣∣Gtf0∣∣L2
ξ
≤ C
 (1 + t)−2 e−
(|x|−ct)2
Ct + (1 + t)−3/2 e−
|x|2
Ct
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/C
 |||f0||| .
(2) For −1 ≤ γ ≤ 1, there exists positive constant C such that
∣∣Gtf0∣∣L2
ξ
≤ C
 (1 + t)−2
(
1 + (|x|−ct)
2
1+t
)−N
+ (1 + t)−3/2
(
1 + |x|
2
1+t
)−N
+1{|x|≤ct} (1 + t)
−3/2
(
1 + |x|
2
1+t
)−3/2
+ e−t/C
 |||f0||| .
Here 1{·} is the indicator function,
|||f0||| ≡ max
{
‖f0‖L2(M) , ‖f0‖L1xL2ξ
}
,
and
M≡
{
1 γ ∈ [0, 1] ,
〈ξ〉2|γ| γ ∈ [−2, 0) .
4. Wave outside the finite Mach number region
In this section, we will study the solution outside the finite Mach number region, i.e., the
behavior of the solution when |x| large. In order to do this, we need some weighted energy
estimates.
4.1. Weighted energy estimate: −1 ≤ γ ≤ 1.
Proposition 16. Let −1 ≤ γ ≤ 1 and f solves the linearized Landau equation (1.3). Consider
the weight function
w(x, t) = e
〈x〉−Mt
D ,
where D and M are large number to be choose later. Then we have
‖wf(t)‖H2xL2ξ . ‖wf(1)‖H2xL2ξ for t ≥ 1.
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Proof. For simplicity, we only prove the H1x estimate. The H
2
x estimate is completely the same as
H1x estimate. Let u = wf , then u solves the equation
∂tu+ ξ · ∇xu+ 1
D
(
M − x · ξ〈x〉
)
u = Lu .
For the L2 estimate, the energy estimate gives
1
2
d
dt
‖u‖2L2 +
1
D
∫
R6
(
M − x · ξ〈x〉
)
u2dξdx+
∫
R6
(−Lu)udξdx = 0 .
For the first derivative estimate, note that ∇xu satisfies the equation
∂t (∇xu) + ξ · ∇x (∇xu) + 1
D
(
M − x · ξ〈x〉
)
(∇xu) = L (∇xu) + 1
D
[
∇x, x · ξ〈x〉
]
u ,
direct calculation gives
1
2
d
dt
‖∇xu‖2L2 +
1
D
∫
R6
(
M − x · ξ〈x〉
)
|∇xu|2dξdx+
∫
R6
(−L∇xu,∇xu) dξdx ≤ 1
D
∫
R6
|ξ||u|2 + |ξ||∇xu|2dξdx .
By Lemma 3, we have∣∣∣ 1
D
∫
R6
|ξ||u|2dξdx
∣∣∣ ≤ 1
D
∫
R6
[
C2u
2 + C1(−Lu)u
]
dξdx ,
and ∣∣∣ 1
D
∫
R6
|ξ||∇xu|2dξdx
∣∣∣ ≤ 1
D
∫
R6
[
C2|∇xu|2 + C1 (−L∇xu,∇xu)
]
dξdx ,
this means
1
2
d
dt
‖u‖2H1xL2ξ +
(M
D
− 2C2
D
)
‖u‖2H1xL2ξ +
(
1− C1
D
)∫
R6
(−Lu)u+ (−L∇xu,∇xu)dξdx ≤ 0 .
This completes the proof of the lemma by choosing M , D large enough. 
4.2. Weighted energy estimate: −2 ≤ γ < −1. Let us recall the weight function first. We set
the exponent of the weight function to be
ϑ(t, x, ξ) = 5
(
δ(〈x〉 −Mt)
) 2
1−γ
(1− χ)
+
[
(1− χ)
(
δ(〈x〉 −Mt)
)
〈ξ〉1+γ + 3 〈ξ〉2
]
χ ,
where we used the simplified notation
χ = χ
(
δ(〈x〉 −Mt) 〈ξ〉γ−1
)
,
M is a large positive constant, δ is a small positive constant, all of them need to be chosen later.
The motivation of the weight function in this case comes from [2]. We define
H+ =
{
(x, ξ) : δ(〈x〉 −Mt) > 2 〈ξ〉1−γ
}
,
H0 =
{
(x, ξ) : 〈ξ〉1−γ ≤ δ(〈x〉 −Mt) ≤ 2 〈ξ〉1−γ
}
,
and
H− =
{
(x, ξ) : δ(〈x〉 −Mt) < 〈ξ〉1−γ
}
.
Proposition 17. Let −2 ≤ γ < −1 and f solves the linearized Landau equation (1.3), consider
the weight function
w = eαϑ(t,x,ξ).
Then we have
‖wf(t)‖H2xL2ξ . ‖wf(1)‖H2xL2ξ + t ‖f0‖L2(M) for t ≥ 1.
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Proof. Let u = wf . Note that u solves the equation
(4.1) ∂tu+ ξ · ∇xu− α(∂tϑ+ ξ · ∇xϑ)u − eαϑLe−αϑu = 0 .
The energy estimate gives
1
2
d
dt
‖u‖2L2 =
∫
R3
α
〈
u, (∂tϑ+ ξ · ∇xϑ)u
〉
ξ
dx+
∫
R3
〈
u, eαϑLe−αϑu
〉
ξ
dx .
Note that L = Λ˜ + K˜, for simplicity, define K˜wf = e
αϑK(e−αϑf), then〈
u, eαϑLe−αϑu
〉
ξ
=
〈
u, eαϑΛ˜e−αϑu
〉
ξ
+
〈
u, K˜wu
〉
ξ
=
〈
u, Lu
〉
ξ
− 〈u, (K˜ − K˜w)u〉ξ + α2〈u2 (∇ξϑ, σ∇ξϑ) 〉ξ .(4.2)
For the first term of (4.2), by Lemma 2 (2.2), we have∫
R3
〈
u, Lu
〉
ξ
dx ≤ −‖P1u‖2L2σ .
For the second term of (4.2), define
A++ = {(x, ξ, ξ∗) : (x, ξ) ∈ H+, (x, ξ∗) ∈ H+} ,
A∗∗ = {(x, ξ, ξ∗) : (x, ξ) ∈ H0 ∪H−, (x, ξ∗) ∈ H0 ∪H−} ,
A+∗ = {(x, ξ, ξ∗) : (x, ξ) ∈ H+, (x, ξ∗) ∈ H0 ∪H−} ,
and
A∗+ = {(x, ξ, ξ∗) : (x, ξ) ∈ H0 ∪H−, (x, ξ∗) ∈ H+} .
Note that∫
R3
〈
u, (K˜ − K˜w)u
〉
ξ
dx
=
∫
R3×3
u(t, x, ξ)k˜(ξ, ξ∗)
(
1− eα(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))
)
u(t, x, ξ∗)dξdξ∗dx(4.3)
=
∫
A++
+
∫
A∗∗
+
∫
A+∗∪A∗+
u(t, x, ξ)k˜(ξ, ξ∗)
(
1− eα(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))
)
u(t, x, ξ∗)dξdξ∗dx ,
it is easy to see that ϑ(t, x, ξ) = ϑ(t, x, ξ∗) in A++, this means no contribution in this region. For
A∗∗, if α small enough, by the Taylor expansion, we have∣∣∣1− eα(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))∣∣∣ . α (|ξ|2 + |ξ∗|2) eα˜(ϑ(t,x,ξ)−ϑ(t,x,ξ∗)) ,
where α˜ ∈ (0, α), this implies∣∣∣∣∫
A∗∗
u(t, x, ξ)k˜(ξ, ξ∗)
(
1− eα(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))
)
u(t, x, ξ∗)dξdξ∗dx
∣∣∣∣
. α
∫
A∗∗
e−c(|ξ|
2+|ξ∗|
2) |ξ − ξ∗|γ |u(t, x, ξ)| |u(t, x, ξ∗)| dξdξ∗dx
. α
∫
A∗∗∩{|ξ−ξ∗|≤1}
+α
∫
A∗∗∩{|ξ−ξ∗|>1}
=: T1 + T2.
For T1,
T1 = α
∫
R3
dx
∫
R3
dξ 1A∗∗e
−c|ξ|2 |u(t, x, ξ)|
(∫
R3
dξ∗ 1{|ξ−ξ∗|≤1}|ξ − ξ∗|γe−c|ξ∗|
2 |u(t, x, ξ∗)|
)
. α
∫
H0∪H−
e−c|ξ|
2 |u(t, x, ξ)|M(e−c|ξ|2 |u(t, x, ξ)|)dξdx,
where M denotes the maximal function. The basic property of maximal function states that M
is a bounded operator on L2. Then by Cauchy-Schwarz inequality,
T1 . α
∫
H0 ∪H−
e−c|ξ|
2 |u|2dξdx.
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It also follows from Cauchy-Schwarz inequality that
T2 . α
∫
R3
(∫
R3
e−c|ξ|
2|u(t, x, ξ)|2dξ
)2
1H0 ∪H− dx
. α
∫
H0 ∪H−
e−c|ξ|
2|u|2dξdx.
In the region A+∗ ∪A∗+, by symmetry and the Taylor expansion, there exists â ∈ (0, a) such that∣∣∣∣∣
∫
A∗+∪A+∗
u(t, x, ξ)k˜(ξ, ξ∗)
(
1− eα(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))
)
u(t, x, ξ∗)dξdξ∗dx
∣∣∣∣∣
. α2
∫
A+∗
∣∣∣u(t, x, ξ)k˜(ξ, ξ∗) (ϑ2(t, x, ξ) + ϑ2(t, x, ξ∗)) eα̂(ϑ(t,x,ξ)−ϑ(t,x,ξ∗))u(t, x, ξ∗)∣∣∣ dξdξ∗dx
. α2
∫
H0∪H−
e−c|ξ∗|
2 |u|2dξ∗dx+ α2
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ
e−c|ξ|
2 |u|2dξdx ,
for some small constant c > 0. Here the treatment of singular part in k˜(ξ, ξ∗) is similar as for T1,
so we omit them. Summing up the above calculations, we have∫
R3
〈
u, (K˜ − K˜w)u
〉
ξ
dx(4.4)
. (α+ α2)
∫
H0∪H−
e−c|ξ|
2 |u|2dξdx+ α2
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ
e−c|ξ|
2|u|2dξdx .
Finally, direct calculation gives
∇ξϑ =
[
(γ − 1)(1− 2χ) (δ(〈x〉 −Mt)) 〈ξ〉γ+1 + 3(γ − 1)|ξ|2 − 5(γ − 1) (δ(〈x〉 −Mt)) 21−γ
]
×
[
δ(〈x〉 −Mt) 〈ξ〉γ−2
] ξ
〈ξ〉χ
′
+ [γ (δ(〈x〉 −Mt)) 〈ξ〉γ ] ξ〈ξ〉 (1− χ)χ+ 6ξχ .
This implies
∇ξϑ ∼ 〈ξ〉 ξ〈ξ〉 on H0 ∪H− ,
and
∇ξϑ = 0 on H+ ,
hence
| (∇ξϑ, σ∇ξϑ) | . 〈ξ〉γ+2 on H0 ∪H− .
We have the estimate of the third term of (4.2)
α2
∣∣ ∫
R3
〈
u2 (∇ξϑ, σ∇ξϑ)
〉
ξ
dx
∣∣ ≤ α2‖P1u‖2L2σ + α2 ∫
H0 ∪H−
〈ξ〉γ+2 |P0u|2dξdx
≤ α2‖P1u‖2L2σ + α
2
∫
H0 ∪H−
|P0u|2dξdx .
One can easily check that
(4.5)
∂tϑ = −δM 〈ξ〉γ+1
(
10
1− γ
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
] 1+γ
1−γ
(1− χ) + χ(1− χ)
)
+ δM
(
5
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
] 2
1−γ − (1− 2χ)
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
]
− 3
)
〈ξ〉γ+1 χ′
≤ 0,
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(the constants 5 and 3 are chosen intentionally such that the quantity in the latter bracket is
nonnegative on H0) and,
∇xϑ = δ (∇x 〈x〉) 〈ξ〉γ+1
(
10
1− γ
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
] 1+γ
1−γ
(1− χ) + χ(1 − χ)
)
− δ (∇x 〈x〉)
(
5
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
] 2
1−γ − (1− 2χ)
[
(δ(〈x〉 −Mt)) 〈ξ〉γ−1
]
− 3
)
〈ξ〉γ+1 χ′ ,
hence
∂tϑ = ξ · ∇xϑ = 0 on H− ,
for H0, we get
|∂tϑ| . δM 〈ξ〉γ+1 and |ξ · ∇xϑ| . δ 〈ξ〉γ+2 .
Finally, on H+, we have
∂tϑ = − 10
1− γ δM [δ(〈x〉 −Mt)]
1+γ
1−γ ,
ξ · ∇xϑ = 10
1− γ δ
ξ · x
〈x〉 [δ(〈x〉 −Mt)]
1+γ
1−γ .
Direct calculation gives
α
∣∣ ∫
R3
〈
u, ξ · ∇xϑu
〉
ξ
dx
∣∣ ≤ αδ‖ 〈ξ〉 γ+22 P1u‖2L2
+ αδ
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ 〈ξ〉 |P0u|2dξdx + αδ
∫
H0
〈ξ〉γ+2 |P0u|2dξdx
and
α
∫
R3
〈
u, ∂tϑu
〉
ξ
dx ≤ αδM‖ 〈ξ〉 γ+12 P1u‖2L2
− αδM
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ |P0u|2dξdx+ αδM
∫
H0
|P0u|2dξdx .
In conclusion, we get
d
dt
‖u‖2L2 ≤ −(C − α− α2 − αδ − αδM)‖P1u‖2L2σ
− αδM
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ |P0u|2dξdx
+ α(δ + α)
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ 〈ξ〉 |P0u|2dξdx
+ α(1 + α+ δ + δM)
∫
H0∪H−
〈ξ〉γ+2 |P0u|2dξdx
≤ α(1 + α+ δ + δM)‖u‖L2‖f‖L2 ,
if we choose δ small, α much smaller than δ and M large enough.
For the x-derivative estimate, we can rewrite (4.1) as
∂tu+ ξ · ∇xu = Lu+
[
α (∂tϑ+ ξ · ∇xϑ−∇ξ · [σ∇ξϑ]) + α2(σ∇ξϑ,∇ξϑ)
]
u
− 2αλ1(ξ)∇ξϑ · ∇ξu+
(
K˜w − K˜
)
u .
We only need to control the commutator terms:
(4.6)
∫
R3
〈
∂xiu,
[
α∂xi (∂tϑ+ ξ · ∇xϑ−∇ξ · [σ∇ξϑ]) + α2∂xi(σ∇ξϑ,∇ξϑ)
]
u
〉
ξ
dx,
(4.7)
∫
R3
〈∂xiu,−2αλ1(ξ)∇ξ∂xiϑ · ∇ξu〉ξ dx ,
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and
(4.8)
∫
R3
〈
∂xiu,
(
∂xiK˜w
)
u
〉
ξ
dx.
It is obvious that the decays of ∂xi
[
α (∂tϑ+ ξ · ∇xϑ−∇ξ · [σ∇ξϑ]) + α2(σ∇ξϑ,∇ξϑ)
]
and λ1(ξ)∇ξ∂xiϑ
are faster than
[
α (∂tϑ+ ξ · ∇xϑ−∇ξ · [σ∇ξϑ]) + α2(σ∇ξϑ,∇ξϑ)
]
and λ1(ξ)∇ξϑ respectively,
hence the first term (4.6) and the second term (4.7) are easy to control. For the third term
(4.8), direct calculation gives (similar to the estimate of (4.3))∣∣∣∣∫
R3
〈
∂xiu,
(
∂xiK˜w
)
u
〉
ξ
dx
∣∣∣∣ . αδ ∫
H0∪H−
e−c|ξ|
2|u||∂xiu|dξdx
+ αδ
∫
H+
(
δ(〈x〉 −Mt)
) 1+γ
1−γ
e−c|ξ|
2|u||∂xiu|dξdx
for some small constant c > 0, hence the third term can also be controlled. The second derivative
estimate is similar and hence we omit the details. We then have
d
dt
‖u‖2H2xL2ξ . ‖u‖H2xL2ξ‖f‖H2xL2ξ .
By Lemma 13, we get
‖u(t)‖H2xL2ξ . ‖u(1)‖H2xL2ξ +
∫ t
1
‖f(s)‖H2xL2ξds
. ‖u(1)‖H2xL2ξ + t‖f0‖L2(M) .
This completes the proof of the proposition. 
4.3. Conclusion.
Lemma 18. Let w(t, x, ξ) and ̺(x, ξ) be weight functions defined in (2.3). Then
‖wf(t)‖H2xL2ξ . ‖f(t)‖H2xL2ξ(̺)
Proof. It is easy to see that
‖wf(t)‖2H2xL2ξ .
∫
R6
f2
(
w2 + |∇xw|2 +
∣∣D2xw∣∣2 )dξdx+ ∫
R6
|∇f |2
(
w2 + |∇xw|2
)
dξdx
+
∫
R6
∣∣D2xf ∣∣2 w2dξdx.
For γ ∈ [−1, 1], direct computation shows that
|∇xw| ,
∣∣D2xw∣∣ . 1Dw .
For γ ∈ [−2,−1), we have
|∇xw| ,
∣∣D2xw∣∣ . αδ2w (α 〈ξ〉2(1+γ) + 〈ξ〉2γ) .
It then follows that
‖wf(t)‖2H2xL2ξ .
∫
R6
(
f2 + |∇xf |2 +
∣∣D2xf ∣∣2)w2dξdx.
On the other hand, from (4.5), ϑ(t, x, ξ) is non-increasing in t, thus w(t, x, ξ) ≤ w(0, x, ξ). By
definition, ̺(x, ξ) = w(0, x, ξ)2, therefore we conclude
‖wf(t)‖2H2xL2ξ .
∫
R6
(
f2 + |∇xf |2 +
∣∣D2xf ∣∣2) ̺ dξdx = ‖f(t)‖2H2xL2ξ(̺) .

With Propositions 7, 16, 17 and Lemmas 13, 18 we have the structure of Gtf0 for 〈x〉 > 2Mt.
Proposition 19. Let f be the solution to the linearized Landau equation (1.3), there exists positive
constant M such that for 〈x〉 > 2Mt and t ≥ 1:
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(1) For −1 ≤ γ ≤ 1, there exist positive constants C and c such that
|f(t, x)|L2
ξ
≤ Ce−c(〈x〉+t) ‖f0‖L2(M) .
(2) For −2 ≤ γ < −1, for any α > 0 sufficiently small, there exist positive constants C and
cα such that
|f(t, x)|L2
ξ
≤ Ce−cα(〈x〉+t)
2
1−γ ‖f0‖L2(eα|ξ|2M) .
Here
M≡
{
1 γ ∈ [0, 1] ,
〈ξ〉2|γ| γ ∈ [−2, 0) .
Proof. For the first part, notice that w(x, t) ≥ e 〈x〉+2Mt8D when 〈x〉 > 2Mt. It follows from Sobolev’s
inequality and Proposition 16 (replacing D by 2D) that there exist C, c > 0 such that
|f(t, x)|L2
ξ
≤ Ce−c(〈x〉+t) ‖wf(1)‖H2xL2ξ for 〈x〉 > 2Mt.
From Lemmas 18 and 13,
‖wf(1)‖H2xL2ξ . ‖f(1)‖H2xL2ξ(̺) . ‖f0‖L2(̺M) ≈ ‖f0‖L2(M) .
The last relation is due to f0 has compact support in the x-variable. Thus,
|f(t, x)|L2
ξ
≤ Ce−c(〈x〉+t) ‖f0‖L2(M) .
For the second part, let w be defined in (2.3). Applying Proposition 17 with replacing α by
α/2, we have
‖wf(t)‖H2xL2ξ . ‖wf(1)‖H2xL2ξ + t ‖f0‖L2(M) .
On the other hand, it follows from Lemmas 7 and 18 that
‖wf(1)‖H2xL2ξ . ‖f(1)‖H2xL2ξ(̺) . ‖f0‖L2(̺M) . ‖f0‖L2(e3α|ξ|2M) .
Observe that for 〈x〉 > 2Mt,
ϑ(t, x, ξ) & (δ(〈x〉 −Mt)) 21−γ .
It follows from Sobolev inequality that
sup
(x,t)∈R3×R+
eα(δ(〈〈x〉〉−Mt))
2
1−γ |f(t, x)|L2
ξ
. (1 + t) ‖f0‖L2(e3α|ξ|2M) .
Note that for 〈x〉 > 2Mt,
〈x〉 −Mt > 〈x〉
3
+
Mt
3
,
therefore there exist positive constants C and cα such that
|f(t, x)|L2
ξ
≤ C(1 + t)e−cα(〈x〉+t)
2
1−γ ‖f0‖L2(e3α|ξ|2M) .
Here α > 0 can be chosen as small as we want. 
5. Proof of Lemma 5
The goal of this section is to prove Lemma 5, which shows that how the eigenvalues and
eigenfunctions of the operator −iξ · η + L depend on Fourier variable η (namely, smoothly or
analytically). It is a basis for analyzing fluid structure of the solution. Consider eigen-problem
(5.1) (−iξ · η + L) ej (η) = ̺j (η) ej (η) .
Here the parameter η ∈ R3 is three dimensional. Like eigen-problem for the Boltzmann equation
[13, 14], to simplify the analysis, the first step is to reduce the parameter space by some symmetry
properties of operator L. Thus, we start with the following Lemma.
The orthogonal group O (3) has a natural action on L2ξ. Let g ∈ O (3), f ∈ L2ξ, the action is
given by
(5.2) (g · f) (ξ) = f (g−1ξ) .
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Lemma 20. The O (3)-action commutes with L, P0 and P1.
Proof. The proof are simple calculations. For the nonlinear collision operator, we have
Q (g · F, g · F ) (ξ) = ∇ξ ·
∫
R3
Φ (ξ − ξ∗) [(g · F ) (ξ∗)∇ξ (g · F ) (ξ)− (g · F ) (ξ)∇ξ∗ (g · F ) (ξ∗)] dξ∗
= ∇ξ ·
∫
R3
Φ (ξ − ξ∗)
[
F
(
g−1ξ∗
)∇ξF (g−1ξ)− F (g−1ξ)∇ξ∗F (g−1ξ∗)] dξ∗.
Using change of variables ζ = g−1ξ, ζ∗ = g
−1ξ∗, the gradient ∇ξ changes to g∇ζ , here we treat
∇ζ as a column vector and g as a 3× 3 matrix. It is easy to see Φ (gζ) = gΦ (ζ) gT . Thus
Q (g · F, g · F ) (ξ) = g∇ζ ·
∫
R3
gΦ (ζ − ζ∗) gT [F (ζ∗) g∇ζF (ζ)− F (ζ) g∇ζ∗F (ζ∗)] dζ∗
= ∇ζ ·
∫
R3
Φ (ζ − ζ∗) [F (ζ∗)∇ζF (ζ) − F (ζ)∇ζ∗F (ζ∗)] dζ∗
= Q (F, F ) (ζ) = Q (F, F )
(
g−1ξ
)
= g ·Q (F, F ) (ξ) .
Noting that Lf = 2µ−1/2Q
(
µ, µ1/2f
)
and µ = (2π)−3/2 e−|ξ|
2/2 is invariant under g action, we
have g · Lf = Lg · f.
Let {χi, i = 0, . . . , 4} be an orthonormal basis of KerL, then {g · χi, i = 0, . . . , 4} is also an
orthonormal basis. Hence
P0 (g · f) (ξ) =
4∑
j=0
∫
R3
f
(
g−1ζ
)
χj (ζ) dζ χj (ξ)
=
4∑
j=0
∫
R3
f (ζ)χj (gζ) dζ χj (ξ)
=
4∑
j=0
∫
R3
f (ζ)
(
g−1 · χj
)
(ζ) dζ
(
g−1 · χj
) (
g−1ξ
)
= (P0f)
(
g−1ξ
)
= (g · P0f) (ξ) .
This in turn shows P1 = Id− P0 also commutes with g action. The lemma is thus proved. 
As mentioned before, we can simplify the eigenvalue problem with this lemma. We choose a
special group element g ∈ O (3) which sends η|η| to (1, 0, 0)T . Applying g to (5.1), we have(−ig−1ξ · η + L) (g · ej) = (−iξ · gη + L) (g · ej)
= (−iξ1 |η|+ L) (g · ej) = ̺j (η) (g · ej) .
In this way, the original equation (5.1) is reduced to the following simplified problem:
(5.3) (−iξ1 |η|+ L)ψj (|η|) = ̺j (|η|)ψj (|η|) ,
with ψj (|η|) = (g · ej) (η). Note that the dependence on η is only through |η|.
Next, it is natural to ask how the eigen-pairs {̺i(|η|), ψi(|η|)}, 0 ≤ i ≤ 4 for the reduced
eigenvalue problem (5.3) depend on one dimensional parameter |η|. In fact, we are going to show
that they are smooth in |η| when −2 ≤ γ ≤ 1 and analytic in |η| when −1 ≤ γ ≤ 1.
Lemma 21. For |η| < δ0, The eigenvalues ̺i(|η|) and corresponding eigenfunctions ψi(|η|), 0 ≤
i ≤ 4, are smooth in |η| for −2 ≤ γ ≤ 1. Moreover, those are analytic in |η| for −1 ≤ γ ≤ 1.
Proof. The smoothness property of {̺i(|η|), ψi(|η|)} can be found in [22]. We only need to check
that {̺i(|η|), ψi(|η|)} is analytic for γ ≥ −1, i.e., the perturbation iξg (in fact iξ1g) is L−bounded:
|ξg|2L2
ξ
≤ C1|Lg|2L2
ξ
+ C2|g|2L2
ξ
,
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for some C1, C2 > 0. Then the Kato-Rellich theorem [9] guarantees this lemma. In order to prove
this, let us calculate
〈
Λg,Λg
〉
ξ
first. For simplicity of notation, let
ψ(ξ) =
1
4
(ξ, σξ) +̟χR − 1
2
∇ξ ·
[
σξ
]
,
then 〈
Λg,Λg
〉
ξ
=
∣∣∇ξ · [σ∇ξg]∣∣2L2
ξ
+ |ψ(ξ)g|2L2
ξ
+ 2
〈
ψ(ξ), (∇ξg, σ∇ξg)
〉
ξ
+ 2
〈
g, (∇ξψ(ξ), σ∇ξg)
〉
ξ
.
Note that the third term is of good sign since σ is a positive-definite matrix and ψ(ξ) positive, we
only need to control the last term. Integration by parts and Lemma 2 give rise to
2
〈
g, (∇ξψ(ξ), σ∇ξg)
〉
ξ
=
∫
σij∂iψ∂j(g
2)dξ
= −
∫
∇ξ · [σ∇ξψ]g2dξ
= −
∫
∇ξ · [λ1(ξ)∇ξψ]g2dξ ,
this implies
|2〈g, (∇ξψ(ξ), σ∇ξg) 〉ξ| . |〈ξ〉γ g|2L2ξ .
It can be dominated by |ψ(ξ)g|2
L2
ξ
whenever ̟ and R are suitably large. This means〈
Λg,Λg
〉
ξ
≥
∣∣∇ξ · [σ∇ξg]∣∣2L2
ξ
+ |ψ(ξ)g|2L2
ξ
& | 〈ξ〉γ+2 g|2L2
ξ
.
Hence if −1 ≤ γ ≤ 1,
|ξg|2L2
ξ
≤ C〈Λg,Λg〉
ξ
=
〈
Lg −Kg,Lg −Kg〉
ξ
≤ C1|Lg|2L2
ξ
+ C2|g|2L2
ξ
.
This completes the proof of the lemma. 
Our goal is the original problem (5.1). Smooth (analytic) dependence on |η| for the reduced
problem (5.3) does not necessarily imply corresponding dependence on η for the original problem
since magnitude function | · | is not smooth. This leads us to investigate more parity and conjugate
properties of eigen-pairs.
Take the complex conjugate of (5.3) to have
(−iξ1 (− |η|) + L)ψj (|η|) = ̺j (|η|)ψj (|η|).
Therefore the eigen-pair set
{(
̺j (|η|), ψj (|η|)
)}4
j=0
coincides with {(̺j (− |η|) , ψj (− |η|))}4j=0 .
By checking their asymptotic expansions for |η| ≪ 1, we conclude
̺j (|η|) = ̺j (− |η|) , j = 0, . . . , 4,(5.4)
ψj (|η|) = ψj (− |η|) , j = 0, . . . , 4.(5.5)
Define a map R : (ξ1, ξ2, ξ3) 7−→ (−ξ1, ξ2, ξ3), obviously R ∈ O (3) and R−1 = R. Applying R
to (5.3),
(−iξ1 (− |η|) + L) (R · ψj) = ̺j (|η|) (R · ψj) ,
which implies that two sets {(̺j (− |η|) , ψj (− |η|))}4j=0 and {(̺j (|η|) , (R · ψj) (|η|))}4j=0 are iden-
tical. Again we conclude
̺0 (− |η|) = ̺1 (|η|) ,(5.6)
̺j (− |η|) = ̺j (|η|) , for j = 2, 3, 4,(5.7)
and
(R · ψ0) (− |η|) = ψ1 (|η|) ,(5.8)
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(R · ψj) (− |η|) = ψj (|η|) , for j = 2, 3, 4.(5.9)
Let us recall that the eigen-problem is an infinite dimensional problem. The eigenvalues ̺j ’s
are functions depending on |η| only, while the eigenfunctions ψj are functions of both |η| and ξ.
The resolution of this infinite dimensional eigen-problem is by reducing it to finite dimensional
one, see [5, 14, 22]. It is convenient to express the above symmetry properties in finite dimensional
setting and recover the infinite dimensional one later.
Let P0 be the macroscopic projection. Then we have (see Lemma 7.7 [14] or Theorem 3.1 [22])
P0ψj (|η|) =
2∑
l=0
βjl (|η|)E1l , j = 0, 1, 2,
P0ψ3 (|η|) = β33 (|η|)E13 ,
P0ψ4 (|η|) = β44 (|η|)E14 .
Here
{
E1j
}4
j=0
are normalized eigenvectors for P0ξ1P0, and they form an orthonormal basis of
KerL,
E10 =
√
3
10
χ0 +
√
1
2
χ1 +
√
1
5
χ4,
E11 =
√
3
10
χ0 −
√
1
2
χ1 +
√
1
5
χ4,
E12 = −
√
2
5
χ0 +
√
3
5
χ4,
E13 = χ2,
E14 = χ3.
In fact E1j = g ·Ej , where Ej are defined in Lemma 4, g ∈ O (3) and sends η|η| to (1, 0, 0)
T
.
The above symmetry properties (5.5), (5.8), and (5.9) impose some restrictions on coefficients
βij (|η|) . We note RE10 = E11 , RE1j = E1j , j = 2, 3, 4. Then by (5.8) and Lemma 20
(R · P0ψ0) (− |η|) = P0R · ψ0 (− |η|) = P0ψ1 (|η|) .
The LHS is
β00 (− |η|)E11 + β01 (− |η|)E10 + β02 (− |η|)E12 ,
and the RHS is
β10 (|η|)E10 + β11 (|η|)E11 + β12 (|η|)E12 .
By comparing the coefficients we obtain
β10 (|η|) = β01 (− |η|) , β11 (|η|) = β00 (− |η|) , β12 (|η|) = β02 (− |η|) .
Similarly, we find
β21 (|η|) = β20 (− |η|) , β22 (|η|) = β22 (− |η|) ,
β33 (|η|) = β33 (− |η|) , β44 (|η|) = β44 (− |η|) .
Moreover, (5.5) requires that
βjk (|η|) = βjk (− |η|) .
Given a function φ (s), s ∈ R, there is a natural way to decompose φ (s) into even and odd parts,
φ (s) =
φ (s) + φ (−s)
2
+
φ (s)− φ (−s)
2
≡ φe (s) + φo (s) .
Then it is easy to see
φe (s) = A (s2) , φo (s)
s
= B (s2)
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for some functions A and B. Moreover A and B are smooth or analytic functions provided φ is
smooth or analytic respectively. Indeed, this is an old result due to Whitney:
Proposition 22 ([21]). (1) An even function f(x) may be written as g(x2). If f is analytic, of
class C∞ or of class C2s, g may be made analytic, of class C∞ or of class Cs, respectively.
(2) An odd function f(x) may be written as xg(x2).If f is analytic, of class C∞ or of class
C2s+1, g may be made analytic, of class C∞ or of class Cs, respectively.
Based on the even-odd decomposition and symmetry properties, we can express P0ψj (|η|) very
explicitly. Moreover, the eigenfunctions can be reconstructed from their macroscopic projection
(see Liu-Yu [14]),
(5.10) ψj (|η|) = L 1j P0ψj (|η|) ,
where
L
1
j = 1 + (L− i |η|P1ξ1 − ̺j (|η|))−1 (i |η|P1ξ1) .
So for, we have obtained detailed dependence on |η| for simplified eigen-problem (5.3). Now
we are in a position to reconstruct the eigenfunctions ej ’s and their dependencies on η associated
with original eigen-problem (5.1). Since g · ej = ψj and g commutes with P1 and L, we apply g−1
to obtain
ej = g
−1 · ψj = g−1 ·L 1j P0ψj
=
[
1 + (L− P1iξ · η − ̺j (|η|))−1 (P1iξ · η)
]
P0g
−1 · ψj
≡ LjP0ej .
Here we only calculate e2(η) as an illustration.
P0ψ2 (|η|) = β20 (|η|)E10 + β21 (|η|)E11 + β22 (|η|)E12
= β20 (|η|)E10 + β20 (− |η|)E11 + β22 (|η|)E12
=
(
2
√
3
10
βe20 (|η|)−
√
2
5
βe22 (|η|)
)
χ0 + 2
√
1
2
βo20 (|η|)χ1
+
(
2
√
1
5
βe20 (|η|) +
√
3
5
βe22 (|η|)
)
χ4
≡ a02,1(|η|2)χ0 + i |η| a12,2(|η|2)χ1 + a42,1(|η|2)χ4,
where a02,1, a
1
2,2 and a
4
2,1 are smooth or analytic function when −2 ≤ γ < −1 or −1 ≤ γ ≤ 1
respectively. Applying g−1 and noting that
g−1 · χ0 = χ0, g−1 · χ4 = χ4,
g−1 · χ1 = g−1 · µ1/2ξ1 = µ1/2 (gξ)1 = µ1/2ξ ·
η
|η| =
3∑
j=1
ηj
|η|χj ,
we obtain
P0e2 (η) = g
−1 · P0ψ2 (|η|)
= a02,1(|η|2)χ0 + ia12,2(|η|2)
3∑
j=1
ηjχj + a
4
2,1(|η|2)χ4,
therefore
e2 (η) = L2
a02,1(|η|2)χ0 + ia12,2(|η|2) 3∑
j=1
ηjχj + a
4
2,1(|η|2)χ4
 .
The other ej (η)’s can be computed in a similar manner and we omit the details for brevity.
Therefore we have finished the proof.
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6. Smoothing effect (Proof of Lemma 7)
In this section, we will prove Lemma 7, which is the key lemma in this paper.
Let f be the solution to the linearized Landau equation (1.3),
(6.1)
{
∂tf + ξ · ∇xf = Λf +Kf,
f(0, x, ξ) = f0(x, ξ),
where operators Λ and K are defined in Lemma 2. Let us recall that
Λf = ∇ξ · [σ∇ξf ]− ψ(ξ)f,
where
ψ(ξ) ≡ ̟χR(|ξ|) + 1
4
(ξ, σξ) − 1
2
∇ξ · [σξ]
= ̟χR(|ξ|) +
{
3
4
λ1(ξ) |ξ|2 − λ2(ξ)− 1
2
λ1(ξ)
}
.
And
Kf = K˜f +̟χR(|ξ|)f.
Let h be the solution to the equation without operator K, which captures the initial singularity
of the original solution f :
(6.2)
{
∂th = Lh, where Lh = −ξ · ∇xh+∇ξ · [σ∇ξh]− ψ(ξ)h,
h(0, x, ξ) = h0(x, ξ).
From now on, the notations ∂k and ∂ij mean the first and second derivatives in the ξ-variable,
i.e., ∂k = ∂ξk and ∂ij = ∂
2
ξiξj
. For simplicity, in Lemma 23 and Lemma 24, we denote the integral∫
R6
· · ·dξdx ≡
∫
· · · .
We choose m0(ξ) = 〈ξ〉k, where k ∈ R. Note that |∂sξm0| . 〈ξ〉k−|s|.
6.1. Hypodissipativity. We prove the hypodissipativity of operator L firstly.
Lemma 23 (Hypodissipativity). Let h be the solution to (6.2). For l ∈ N, we can choose ̟ > 0,
R > 0 large enough, 1/D and α suitably small such that
(6.3)
∥∥etLh0∥∥HlxL2ξ(̺m0) . e−λt ‖h0‖HlxL2ξ(̺m0)
for some positive constant λ.
Proof. For proof of the case ̺(x, ξ) = 1, we refer the reader to [3]. Let h(t) = etLh0. Since
x-derivative commutes with operator L, it suffices to complete the L2xL2ξ(̺m0) estimate.
d
dt
1
2
∫
h2̺m0 =
∫
hLh̺m0 = −
∫
h(ξ · ∇xh)̺m0 +
∫
h∇ξ · [σ∇ξh]̺m0 −
∫
ψ(ξ)h2̺m0.
Using integration by parts, the first two terms of RHS can be rewritten as follows,
−
∫
h(ξ · ∇xh)̺m0 = 1
2
∫
(ξ · ∇x(̺m0))h2,
and ∫
h∇ξ · [σ∇ξh]̺m0
= −
∫
(σ∇ξh,∇ξh)̺m0 −
∫
h(σ∇ξh,∇ξ(̺m0))
= −
∫
(σ∇ξh,∇ξh)̺m0 + 1
2
∫
(∂iσ
ij)∂j(̺m0)h
2 +
1
2
∫
σij∂ij(̺m0)h
2.
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Combing the above equations together, we arrive at
1
2
d
dt
∫
h2̺m0 = −
∫
(σ∇ξh,∇ξh)̺m0
−
∫
h2̺m0
{
ψ(ξ) − 1
2
ξ · ∇x(̺m0)
̺m0
− 1
2
(∂iσ
ij)∂j(̺m0)
̺m0
− 1
2
σij∂ij(̺m0)
̺m0
}
︸ ︷︷ ︸
=:Ψ(x,ξ)
.
We discuss for different ranges of γ:
Case 1. γ ∈ [−1, 1]: ̺ = exp( 〈x〉D ), and
∇x(̺m0) = 1
D
x
〈x〉̺m0, (∂iσ
ij)∂j(̺m0) = −λ1(ξ)ξj̺∂jm0, ∂ij(̺m0) = ̺∂ijm0,
thus
Ψ(x, ξ) ≥ c0 〈ξ〉γ+2 − C
( 〈ξ〉
D
+ 〈ξ〉γ
)
& 〈ξ〉γ+2
provided D,̟,R are chosen large. This then follows
d
dt
∫
h2̺m0 . −‖h‖2L2σ(̺m0) ≤ −‖h‖
2
L2(̺m0)
.
Case 2. γ ∈ [−2,−1): ̺ = exp(αϑ(0, x, ξ)) with ϑ(t, x, ξ) defined in (2.3). Direct computations
show
Ψ(x, ξ) = ψ(ξ)− 1
2
αξ · ∇xϑ+ 1
2
λ1(ξ)ξj
(
α∂jϑ+
∂jm0
m0
)
− 1
2
σij
(
α2∂iϑ∂jϑ+ α∂ijϑ+ α
∂iϑ∂jm0 + ∂jϑ∂im0
m0
+
∂ijm0
m0
)
.
Noticing that ̺,m0 are functions of ξ through 〈ξ〉, we get ∂j̺ = ∂̺∂〈ξ〉
ξj
〈ξ〉 , and similarly for m0. In
view of that ξ is an eigenvector of matrix σ associated with eigenvalue λ1(ξ) and the following
estimates ∣∣∣∣ ∂sϑ∂ 〈ξ〉s
∣∣∣∣ . 〈ξ〉2−s for s ∈ N+, ∣∣∣∣ 1m0 ∂
sm0
∂ 〈s〉s
∣∣∣∣ . 〈ξ〉−s for s ∈ N,
we find
Ψ(x, ξ) ≥ c0 〈ξ〉γ+2 − C
(
αδ 〈ξ〉γ+2 + α 〈ξ〉γ+2 + 〈ξ〉γ + α2 〈ξ〉γ+2
)
& 〈ξ〉γ+2
if choosing α, δ small and ̟,R large. Again we have
(6.4)
d
dt
∫
h2̺m0 . −‖h‖2L2σ(̺m0) ≤ −‖h‖
2
L2(̺m0)
.
The proof is therefore complete. 
6.2. Regularization. In this subsection, we will show the regularization property of the semi-
group etL for small time.
Lemma 24. Let h be the solution to (6.2) and m0 = 〈ξ〉k for some k ∈ N. Define
mn ≡
{
m0 γ ∈ [0, 1] ,
〈ξ〉n|γ|m0 γ ∈ [−2, 0) .
Then for 0 < t ≤ 1, we have∥∥∇xetLh0∥∥L2(̺m0) . t−3/2 ‖h0‖L2(̺m1) , ∥∥∇ξetLh0∥∥L2(̺m0) . t−1/2 ‖h0‖L2(̺m1) .
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Proof. Let h(t) = etLh0. We follow the technique introduced by He´rau [8] (see also very recent
results [3] for the Landau equation and [16] for the Fokker-Planck equation) to define the functional
(6.5)
F(t, h) ≡
∫
h2̺m1 + α1t
∫
|∇ξh|2 ̺m0 + α2t2
∫
∇xh · ∇ξh ̺m0
+ α3t
3
∫
|∇xh|2 ̺m0,
where αi > 0, i = 1, 2, 3 will be chosen later.
Differentiating in t, we have
(6.6)
d
dt
F(t, h(t)) = d
dt
∫
h2̺m1 + α1
∫
|∇ξh|2 ̺m0 + α1t d
dt
∫
|∇ξh|2 ̺m0
+ 2α2t
∫
∇xh · ∇ξh ̺m0 + α2t2 d
dt
∫
∇xh · ∇ξh ̺m0
+ 3α3t
2
∫
|∇xh|2 ̺m0 + α3t3 d
dt
∫
|∇xh|2 ̺m0.
The first and the last terms have been calculated in previous Lemma 23. We only need to compute
the third ξ-derivative term and the fifth mixed term.
Step 1: ξ-derivative estimate. The energy estimate gives
1
2
d
dt
∫
|∇ξh|2 ̺m0 =
∫
(∇ξh,L∇ξh)̺m0 +
∫
(∇ξh, [∇ξ,L]h)̺m0 .
For the first term, applying the previous L2 estimate in Lemma 23 results in∫
(∇ξh,L∇ξh)̺m0 = −
∫
(σ∇ξ∂kh,∇ξ∂kh) ̺m0 −
∫
Ψ(x, ξ) |∇ξh|2 ̺m0.
We compute the commutator in the second term to get:
(6.7) [∇ξ,L]h = −∇xh+ ∂i
[
(∂kσ
ij)∂jh
]− (∇ξψ)h.
Substituting back and integration by parts give∫
(∇ξh, [∇ξ,L]h)̺m0 = −
∫
(∇ξh,∇xh)̺m0 −
∫
(∂kσ
ij)(∂jh)(∂ikh)̺m0
−
∫
(∂kσ
ij)(∂jh)(∂kh)∂i(̺m0) +
1
2
∫
h2̺m0
(
∆ξψ +
(∇ξψ ,∇ξ(̺m0))
̺m0
)
.
Gathering the above equations together, we obtain
(6.8)
1
2
d
dt
∫
|∇ξh|2 ̺m0
= −
∫
(σ∇ξ∂kh,∇ξ∂kh) ̺m0 −
∫
Ψ(x, ξ) |∇ξh|2 ̺m0
−
∫
(∇ξh,∇xh)̺m0 −
∫
(∂kσ
ij)(∂jh)(∂ikh)̺m0 −
∫
(∂kσ
ij)(∂jh)(∂kh)∂i(̺m0)
+
1
2
∫
h2̺m0
(
∆ξψ +
(∇ξψ ,∇ξ(̺m0))
̺m0
)
.
The last two terms are easy to estimate:
Case 1. γ ∈ [−1, 1]: ̺ = exp( 〈x〉D ).∣∣∣∣∫ (∂kσij)(∂jh)(∂kh)∂i(̺m0)∣∣∣∣ . ∫ 〈ξ〉γ |∇ξh|2 ̺m0,∣∣∣∣∫ h2̺m0(∆ξψ + (∇ξψ ,∇ξ(̺m0))̺m0
)∣∣∣∣ . ∫ 〈ξ〉γ h2̺m0.
Case 2. γ ∈ [−2,−1): ̺ = exp(αϑ(0, x, ξ)) with ϑ(t, x, ξ) defined in (2.3). Thanks to
|∇ξ̺| = |α̺∇ξϑ(0, x, ξ)| . α̺ 〈ξ〉 ,
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we have ∣∣∣∣∫ (∂kσij)(∂jh)(∂kh)∂i(̺m0)∣∣∣∣ . α ∫ 〈ξ〉γ+2 |∇ξh|2 ̺m0,∣∣∣∣∫ h2̺m0(∆ξψ + (∇ξψ ,∇ξ(̺m0))̺m0
)∣∣∣∣ . ∫ (〈ξ〉γ + α 〈ξ〉γ+2) h2̺m0 .
The estimate of the fourth term
∫
(∂kσ
ij)(∂jh)(∂ikh)̺m0 in (6.8) needs more efforts. We want
to make use of the anisotropic property of σ matrix and decompose the vector accordingly. To
this end, we introduce the cut-off function χ(|ξ|) to decompose the integral domain and transfer
the ξ-derivative on σ to other terms when ξ away from 0.∫
(∂kσ
ij)(∂jh)(∂ikh)̺m0
=
∫
(∂kσ
ij)(∂jh)(∂ikh)χ(|ξ|)̺m0 +
∫
(∂kσ
ij)(∂jh)(∂ikh)(1 − χ(|ξ|))̺m0
=
∫
(∂kσ
ij)(∂jh)(∂ikh)χ̺m0 −
∫
σij(∂jkh)(∂ikh)(1 − χ)̺m0
−
∫
σij(∂jh)(∂ikh)∂k((1− χ)̺m0)−
∫
σij(∂jh)(∂ikkh)(1− χ)̺m0
=: T1 + T2 + T3 + T4.
For T1, thanks to cut-off function χ(|ξ|), we have 〈ξ〉γ+1 ∼ 〈ξ〉γ when |ξ| ≤ 2, thus
|T1| .
∫
〈ξ〉γ |∇ξh|
∣∣D2ξh∣∣ ̺m0
. ε
∥∥∥〈ξ〉 γ2 ∣∣D2ξh∣∣∥∥∥
L2(̺m0)
+ C(ε)
∥∥∥〈ξ〉 γ2 |∇ξh|∥∥∥
L2(̺m0)
.
For T4, we decompose the vectors with respect to the eigenspace of the matrix σ, i.e., parallel to
ξ part and perpendicular to ξ part and apply integration by parts,
T4 = −
∫ {
λ1(ξ)P(ξ)∇ξh · P(ξ)∇ξ∂kkh+ λ2(ξ)(I3 − P(ξ))∇ξh · (I3 − P(ξ))∇ξ∂kkh
}
(1 − χ(|ξ|))̺m0
=
∫ {
(∂kλ1)P∇ξh · P∇ξ∂kh+ (∂kλ2)(I3 − P)∇ξh · (I3 − P)∇ξ∂kh
}
(1 − χ)̺m0
+
∫ {
λ1
[
(∂kP)∇ξh · P∇ξ∂kh+ P∇ξh · (∂kP)∇ξ∂kh
]
+λ2
[
(∂k(I3 − P))∇ξh · (I3 − P)∇ξ∂kh+ (I3 − P)∇ξh · (∂k(I3 − P))∇ξ∂kh
] } (1− χ)̺m0
+
∫ {
λ1P∇ξ∂kh · P∇ξ∂kh+ λ2(I3 − P)∇ξ∂kh · (I3 − P)∇ξ∂kh
}
(1− χ)̺m0
+
∫ {
λ1P∇ξh · P∇ξ∂kh+ λ2(I3 − P)∇ξh · (I3 − P)∇ξ∂kh
}
∂k((1 − χ)̺m0)
=: T41 + T42 + T43 + T44.
Noticing that
T2 = −T43, T3 = −T44,
we get ∫
(∂kσ
ij)(∂jh)(∂ikh)̺m0 = T1 + T2 + T3 + T4 = T1 + T41 + T42.
Using |∇ξλ1| . 〈ξ〉γ−1, |∇ξλ2| . 〈ξ〉γ+1, |∇ξP| . 〈ξ〉−1 when |ξ| > 1 and Young’s inequality, T41
and T42 are bounded by
|T41| , |T42| .
∫
〈ξ〉γ−1 |∇ξh| |P∇ξ∂kh| ̺m0 +
∫
〈ξ〉γ−1 |P∇ξh|
∣∣D2ξh∣∣ ̺m0
+
∫
〈ξ〉γ+1 |∇ξh| |(I3 − P)∇ξ∂kh| ̺m0 +
∫
〈ξ〉γ+1 |(I3 − P)∇ξh|
∣∣D2ξh∣∣ ̺m0
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. ε
∥∥∥〈ξ〉 γ2 D2ξh∥∥∥2
L2(̺m0)
+ ε
∥∥∥〈ξ〉 γ+22 (I − P)∇ξ∂kh∥∥∥2
L2(̺m0)
+ C(ε)
∥∥∥〈ξ〉 γ2 ∇ξh∥∥∥2
L2(̺m0)
+ C(ε)
∥∥∥〈ξ〉 γ+22 (I − P)∇ξh∥∥∥2
L2(̺m0)
.
Collecting above inequalities and choosing α and ε suitably small, we have
(6.9)
d
dt
∫
|∇ξh|2 ̺m0
≤ −c0 ‖∇ξh‖2L2σ(̺m0) + C ‖h‖
2
L2σ(̺m0)
+ C
∫
|∇xh| |∇ξh| ̺m0
≤ −c0 ‖∇ξh‖2L2σ(̺m0) + C ‖h‖
2
L2σ(̺m0)
+ Cε1t ‖∇xh‖2L2(̺m0) + C(ε1t)−1 ‖∇ξh‖
2
L2(̺m0)
.
Step 2: mixed term estimate.
(6.10)
d
dt
∫
(∇xh ,∇ξh)̺m0 =
∫
(∇xLh ,∇ξh)̺m0 +
∫
(∇xh ,∇ξLh)̺m0
=
∫
{(L∇xh,∇ξh) + (∇xh,L∇ξh)} ̺m0
+
∫
([∇x,L]h,∇ξh) ̺m0 +
∫
(∇xh, [∇ξ,L]h) ̺m0
≡ I1 + I2 + I3.
Let us calculate I1 firstly. Given two functions f and g, we have
L(fg) = fLg + gLf + ψ f g + 2 (∇ξf, σ∇ξg) .
In addition, use integration by parts to yield∫
Lf̺m0 = −
∫
(ξ · ∇xf)̺m0 +
∫
∇ξ · [σ∇ξf ] ̺m0 −
∫
ψf̺m0
=
∫ (
ξ · ∇x(̺m0) + (∂iσij)∂j(̺m0) + σij∂ij(̺m0)
̺m0
− ψ(ξ)
)
f̺m0.
Hence
(6.11)
I1 =
∫
{L (∇xh ,∇ξh)− ψ (∇xh ,∇ξh)− 2 (∇ξ∂kh, , σ∇ξ∂xkh)} ̺m0
=
∫ {
ξ · ∇x(̺m0) + (∂iσij)∂j(̺m0) + σij∂ij(̺m0)
̺m0
− 2ψ(ξ)
}
(∇xh ,∇ξh) ̺m0
− 2
∫
(σ∇ξ∂kh,∇ξ∂xkh) ̺m0
.
∫
〈ξ〉γ+2 |∇xh| |∇ξh| ̺m0 +
∫
〈ξ〉γ |P∇ξ∂kh| |P∇ξ∂xkh| ̺m0
+
∫
〈ξ〉γ+2 |(I3 − P)∇ξ∂kh| |(I3 − P)∇ξ∂xkh| ̺m0 .
For I2, thanks to that ∇x commutes with L operator, we immediately have
(6.12) I2 = 0.
Now we deal with I3. From (6.7), we get
(6.13)
I3 =
∫
(∇xh, [∇ξ,L]h) ̺m0
= −
∫
|∇xh|2 ̺m0 +
∫
(∂xkh)∂i[(∂kσ
ij)∂jh]̺m0︸ ︷︷ ︸
=:T1
−
∫
h(∇ξψ,∇xh)̺m0︸ ︷︷ ︸
=:T2
.
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By integration by parts,
T1 = −
∫
(∂kσ
ij)(∂i∂xkh)(∂jh)̺m0 −
∫
(∂kσ
ij)(∂xkh)(∂jh)∂i(̺m0) =: T11 + T12.
Direct computations show for γ ∈ [−1, 1],
|T12| .
∫
〈ξ〉γ |∇xh| |∇ξh| ̺m0,
and for γ ∈ [−2,−1),
|T12| .
∫ [
α 〈ξ〉γ+2 + 〈ξ〉γ
]
|∇xh| |∇ξh| ̺m0,
so they are both bounded by
|T12| .
∫
〈ξ〉γ+2 |∇xh| |∇ξh| ̺m0.
We apply similar calculation as those in step 1 to T11, i.e., introduce cut-off function χ(|ξ|) and
make use of the anisotropic property of σ matrix:
T11 = −
∫
(∂kσ
ij)(∂i∂xkh)(∂jh)χ(|ξ|)̺m0 −
∫
(∂kσ
ij)(∂i∂xkh)(∂jh)(1 − χ(|ξ|))̺m0
= −
∫
(∂kσ
ij)(∂i∂xkh)(∂jh)χ(|ξ|)̺m0 +
∫
σij(∂i∂xk∂kh)(∂jh)(1− χ(|ξ|))̺m0
+
∫
σij(∂i∂xkh)(∂j∂kh)(1− χ(|ξ|))̺m0 +
∫
σij(∂i∂xkh)(∂jh)∂k ((1− χ(|ξ|))̺m0)
=: T111 + T112 + T113 + T114.
For T111, since 〈ξ〉γ+1 ∼ 〈ξ〉γ for |ξ| ≤ 2, we have
T111 .
∫
〈ξ〉γ |∇ξh| |∇x∇ξh| ̺m0.
For T112, we decompose ∇ξ∂k∂xkh and ∇ξh into parallel to ξ and perpendicular to ξ components
to obtain
T112 =
∫ [
λ1(ξ)
(
P(ξ)∇ξ∂xk∂kh,P(ξ)∇ξh
)
+λ2(ξ)
(
(I3 − P(ξ))∇ξ∂xk∂kh, (I3 − P(ξ))∇ξh
) ] (1− χ(|ξ|))̺m0
= −
∫ [
(∂kλ1)
(
P∇ξ∂xkh,P∇ξh
)
+(∂kλ2)
(
(I3 − P)∇ξ∂xkh, (I3 − P)∇ξh
) ] (1− χ(|ξ|))̺m0
−
∫ [
λ1
[(
(∂kP)∇ξ∂xkh,P∇ξh
)
+
(
P∇ξ∂xkh, (∂kP)∇ξh
)]
+λ2
[(
∂k(I3 − P)∇ξ∂xkh, (I3 − P)∇ξh
)
+
(
(I3 − P)∇ξ∂xkh, ∂k(I3 − P)∇ξh
)] ] (1− χ(|ξ|))̺m0
−
∫ [
λ1
(
P∇ξ∂xkh,P∇ξ∂kh
)
+ λ2
(
(I3 − P)∇ξ∂xkh, (I3 − P)∇ξ∂kh
)]
(1− χ(|ξ|))̺m0
−
∫ [
λ1
(
P∇ξ∂xkh,P∇ξh
)
+ λ2
(
(I3 − P)∇ξ∂xkh, (I3 − P)∇ξh
)]
∂k
(
(1 − χ(|ξ|))̺m0
)
=: T1121 + T1122 + T1123 + T1124.
By Lemma 2, |∇ξλ1| . 〈ξ〉γ−1 and |∇ξλ2| . 〈ξ〉γ+1, thus
|T1121| .
∫ ( 〈ξ〉γ−1 |P∇ξ∂xkh| |P∇ξh|+ 〈ξ〉γ+1 |(I3 − P)∇ξ∂xkh| |(I3 − P)∇ξh| )̺m0.
Since |∇ξP| . 〈ξ〉−1 when |ξ| > 1,
|T1122| .
∫
〈ξ〉γ−1 [ |∇ξ∇xh| |P∇ξh|+ |P∇ξ∂xkh| |∇ξh| ]̺m0
+
∫
〈ξ〉γ+1 [ |∇ξ∇xh| |(I3 − P)∇ξh|+ |(I3 − P)∇ξ∂xkh| |∇ξh| ]̺m0.
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Furthermore, observing that
T1123 = −T113, T1124 = −T114,
it then follows from combination of the above inequalities that
T1 = T11 + T12 = T111 + T112 + T113 + T114 + T12
= T111 + T1121 + T1122 + T12,
and
(6.14)
|T1| .
∫
〈ξ〉γ+2 |∇xh| |∇ξh| ̺m0 +
∫
〈ξ〉γ |∇ξh| |∇x∇ξh| ̺m0
+
∫
〈ξ〉γ+1 [ |∇ξ∇xh| |(I3 − P)∇ξh|+ |(I3 − P)∇ξ∂xkh| |∇ξh| ]̺m0.
We still need to estimate T2, use integration by parts to show
T2 = −
∫
h (∇ξψ,∇xh) ̺m0 = −1
2
∫ (∇ξψ,∇xh2) ̺m0
=
1
2
∫
h2
[
(∇ξψ,∇x̺)
̺
]
̺m0,
thus
(6.15)
|T2| .
{
1
D
∫
h2 〈ξ〉γ+1 ̺m0, γ ∈ [−1, 1],
αδ
∫
h2 〈ξ〉2(1+γ) ̺m0, γ ∈ [−2,−1)
.
∫
h2 〈ξ〉γ+1 ̺m0.
Combining the equations (6.10)–(6.15), we conclude
d
dt
∫
(∇xh ,∇ξh)̺m0
≤ −
∫
|∇xh|2 ̺m0 + C
∫
h2 〈ξ〉γ+1 ̺m0 + C
∫
〈ξ〉γ+2 |∇xh| |∇ξh| ̺m0
+ C
∫
〈ξ〉γ |P∇ξ∂kh| |P∇ξ∂xkh| ̺m0 + C
∫
〈ξ〉γ+2 |(I3 − P)∇ξ∂kh| |(I3 − P)∇ξ∂xkh| ̺m0
+ C
∫
〈ξ〉γ |∇ξh| |∇x∇ξh| ̺m0
+ C
∫
〈ξ〉γ+1 [ |∇ξ∇xh| |(I3 − P)∇ξh|+ |(I3 − P)∇ξ∂xkh| |∇ξh| ]̺m0.
Thanks to Young’s inequality, we arrive at
(6.16)
d
dt
∫
(∇xh ,∇ξh)̺m0 ≤ −
∫
|∇xh|2 ̺m0 + C
∥∥∥〈ξ〉 γ+12 h∥∥∥2
L2(̺m0)
+ Cε2t ‖∇xh‖2L2σ(̺m0) + C(ε2t)
−1 ‖∇ξh‖2L2σ(̺m0) .
Step 3: Conclusion. Let us recall the estimates (6.4), we have L2 estimate
d
dt
∫
h2̺m1 ≤ −c0 ‖h‖2L2σ(̺m1) ,
and x-derivative estimate,
d
dt
∫
|∇xh|2̺m0 ≤ −c0 ‖∇xh‖2L2σ(̺m0) .
The fourth term in (6.6) is bounded by
2α2t
∫
(∇xh ,∇ξh)̺m0 ≤ α2
(
ε3t
2 ‖∇xh‖2L2(̺m0) + ε−13 ‖∇ξh‖
2
L2(̺m0)
)
.
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Together with ξ-derivative (6.9) and mixed term (6.16), we have
d
dt
F(t, h(t)) . ‖h‖2L2σ(̺m1)
(
− c0 + α1 + α1t+ α1ε−11 + α2ε−13 + α2t2
)
+ ‖∇ξh‖2L2σ(̺m0) t
(
− c0α1 + α2ε−12
)
+ ‖∇xh‖2L2(̺m0) t2
(
− α2 + α1ε1 + 3α3 + α2ε3
)
+ ‖∇xh‖2L2σ(̺m0) t
3
(
− c0α3 + α2ε2
)
.
Set ε2 = ε3 = ε
2, ε1 = ε
3, α1 = ε
7/2, α2 = ε
6, α3 = ε
15/2. When t ≤ 1, for sufficiently small
ε, we immediately see all the coefficients above are non-positive. This implies the functional F is
decreasing. Moreover, noting that α1α3 > 2α
2
2, the mixed term in functional F can be dominated
by other terms. Thus we conclude
‖h(t)‖2L2(̺m1)+
(
t ‖∇ξh(t)‖2L2(̺m0) + t3 ‖∇xh(t)‖
2
L2(̺m0)
)
. F(t, h(t)) ≤ F(0, h(0)) = ‖h(0)‖2L2(̺m1) .
This completes the proof of the lemma. 
6.3. Proof of Lemma 7. Before going to the proof of Lemma 7, we need to show that the
operator K is bounded in the space H lxL
2
ξ(m0).
Lemma 25. For l ∈ N and g0 ∈ H lxL2ξ(̺m0), there exists a positive constant C such that
‖Kg0‖HlxL2ξ(̺m0) ≤ C ‖g0‖HlxL2ξ(̺m0) .
Proof. Since K operator commutes with x-derivatives, it suffices to prove
‖Kg0‖L2(̺m0) ≤ C ‖g0‖L2(̺m0) .
Let u = g0 (̺m0)
1/2
, it is equivalent to show
(6.17) ‖K̺u‖L2 ≤ C ‖u‖L2 ,
where
K̺ = (̺m0)
1/2
K (̺m0)
−1/2
.
We discuss it for different γ’s:
Case 1: γ ∈ [−1, 1]. ̺ is independent of ξ, so it commutes with K, one has
K̺ = m
1/2
0 K˜m
−1/2
0 +̟χR(ξ),
where
K˜g =
∫
R3
µ−1/2(ξ)µ−1/2(ξ∗)(∇ξ,∇ξ∗ · Z(ξ, ξ∗))g(ξ∗)dξ∗ ,
and
Z(ξ, ξ∗) = µ(ξ)µ(ξ∗)Φ(ξ − ξ∗) .
Since χR(ξ) is a smooth cut-off function, ̟χR is a bounded operator. On the other hand, due
to the function µ(ξ) exponentially decays in both ξ, applying Young’s inequality to the kernel
function of integral operator, (6.17) follows.
Case 2: γ ∈ [−2,−1). ̺ = eαϑ(0,x,ξ).
K̺g = e
αϑ(0,x,ξ)/2
∫
R3
m
1/2
0 (ξ)k˜(ξ, ξ∗)m
−1/2
0 (ξ∗)e
−αϑ(0,x,ξ∗)/2g(t, x, ξ∗)dξ∗ +̟χR(ξ)g(ξ) .
We find the kernel function of m
1/2
0 Km
−1/2
0 −K̺ is
k˜(ξ, ξ∗)m0(ξ)
1/2m0(ξ∗)
−1/2
(
1− eα
(
ϑ(0,x,ξ)−ϑ(0,x,ξ∗)
))
.
By similar argument as in Proposition 17 (see (4.4) and the paragraph above), we have∥∥∥(m1/20 Km−1/20 −K̺)g∥∥∥
L2
. α ‖g‖L2 ,
this together with Case 1 imply the L2 estimate. 
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Now, it is ready to prove the regularization effect of the original linearized Landau equation in
weighted space. Our strategy is to design a Picard-type iteration, which treats Kf as a source
term. Let f be the solution to equation (6.1). The zeroth order approximation of the linearized
Landau equation is
(6.18)
 ∂th
(0) = Lh(0)
h(0)(0, x, ξ) = f0(x, ξ) .
Thus the difference f − h(0) satisfies ∂t(f − h
(0)) = L(f − h(0)) +K(f − h(0)) +Kh(0) ,
(f − h(0))(0, x, ξ) = 0 .
This motivates us to define the first order approximation h(1) by
(6.19)
 ∂th
(1) = Lh(1) +Kh(0) ,
h(1)(0, x, ξ) = 0 .
In general, we can define the jth order approximation h(j), j ≥ 1, as
(6.20)
 ∂th
(j) = Lh(j) +Kh(j−1) ,
h(j)(0, x, ξ) = 0 .
The singular wave part and the remainder part can be defined as follows:
W (3) =
3∑
j=0
h(j) , R(3) = u−W (3) .
Note that R(3) solves the equation
(6.21)
 ∂tR
(3) + ξ · ∇xR(3) = LR(3) +Kh(3) ,
R(3)(0, x, ξ) = 0 .
We divide our proof into some steps:
Step 1: First derivative of h(j), 0 ≤ j ≤ 3 in small-time. We want to show that for 0 < t ≤ 1,∥∥∥∇xh(j)∥∥∥
L2(̺m0)
≤ t(−3+2j)/2 ‖f0‖L2(̺m1) .
The estimate of h(0) follows immediately from Lemma 24. Note that
h(1) =
∫ t
0
e(t−s)LKesLf0ds ,
hence
∇xh(1) =
∫ t
0
(t− s) + s
t
∇xe(t−s)LKesLu0ds ,
we then have ∥∥∥∇xh(1)∥∥∥
L2(̺m0)
≤
∫ t
0
t−1
[
(t− s)−1/2 + s−1/2
]
ds ‖f0‖L2(̺m1)
≤ t−1/2‖f0‖L2(̺m1) .
Similarly, note that
h(2) =
∫ t
0
∫ s1
0
e(t−s1)LKe(s1−s2)LKes2Lf0ds2ds1 ,
hence
∇xh(2) =
∫ t
0
∫ s1
0
(s1 − s2) + s2
s1
∇xe(t−s1)LKe(s1−s2)LKes2Lf0ds2ds1 ,
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we then have∥∥∥∇xh(2)∥∥∥
L2(̺m0)
≤
∫ t
0
∫ s1
0
s−11
[
(s1 − s2)−1/2 + s−1/22
]
ds2ds1 ‖f0‖L2(̺m1)
≤ t1/2‖f0‖L2(̺m1) .
The estimate of h(3) is similar and hence we omit the details.
Step 2: Second x-derivative estimate of h(j), 0 ≤ j ≤ 3 in small time. We want to show that for
any 0 < t ≤ 1, ∥∥∥D2xh(j)∥∥∥
L2(̺m0)
≤ Cjt−3+j ‖f0‖L2(̺m2) .
Here we only show the detailed proof for h(0) and h(1) for brevity. The cases for h(2) and h(3) are
similar. For any 0 < t0 ≤ 1 and t0/2 < t ≤ t0, we have
∇xh(0)(t) = e(t−t0/2)L∇xh(0)(t0/2) ,
hence (by Lemma 24)
(6.22)
∥∥∥D2xh(0)(t)∥∥∥
L2(̺m0)
. (t− t0/2)−3/2(t0/2)−3/2‖f0‖L2(̺m2) .
If we take t = t0, we have
(6.23)
∥∥∥D2xh(0)(t0)∥∥∥
L2(̺m0)
. t−30 ‖f0‖L2(̺m2) .
Since t0 ∈ (0, 1) is arbitrary, this completes the estimate of h(0). For h(1), let 0 < t1 ≤ 1 and
t1/2 < t ≤ t1, then
∇xh(1)(t) = e(t−t1/2)L∇xh(1)(t1/2) +
∫ t
t1/2
e(t−s)LK∇xh(0)(s)ds ,
hence (by Lemma 24 and (6.22))∥∥∥D2xh(1)(t)∥∥∥
L2(̺m0)
. (t− t1/2)−3/2(t1/2)−1/2‖f0‖L2(̺m2) +
∫ t
t1/2
s−3‖f0‖L2(̺m2)ds .
Now, take t = t1, we get ∥∥∥D2xh(1)(t1)∥∥∥
L2(̺m0)
. t−21 ‖f0‖L2(̺m2) .
Since t1 ∈ (0, 1) is arbitrary, this completes the estimate of h(1).
Combining above calculations, if we choose m0 = 1, then we have that for 0 < t < 1∥∥∥W (3)(t)∥∥∥
H2xL
2
ξ
(̺)
≤ Ct−3 ‖u0‖L2(̺M) .
Now, we only need to estimate the remainder part R(3).
Step 3: Second x-derivatives of R(3) in small time. Note that the solution of R(3) is
R(3) =
∫ t
0
G
t−sKh(3)(s)ds ,
similar to the weighted energy estimate in Proposition 16 and Proposition 17 (in fact, it is easier),
one can show that ‖Gt‖H2xL2ξ(̺) is uniform bounded for 0 < t < 1, hence∥∥∥D2xR(3)∥∥∥
L2(̺)
≤
∫ t
0
∥∥∥D2xh(3)∥∥∥
L2(̺)
(s)ds ≤ Ct‖f0‖L2(̺M) .
In conclusion, we have that for 0 < t ≤ 1
‖f(t)‖H2xL2ξ(̺) ≤ Ct
−3 ‖f0‖L2(̺M) .
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