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Abstract
The physics of atomization process involve many spatial scales, generating
a wide variety of liquid inclusions of different sizes with large density and
viscosity ratios between liquid and gas phases. To correctly capture the
dynamics of these phenomena, each scale should be resolved with an ap-
propriate method to ensure the conservation of physical quantities (mass,
momentum) as well as the jump conditions across the liquid-gas interface.
To address these problems, an original multi-scale methodology has been
developed. It consists of a core coupled Level-Set/Volume-of-Fluid method
(CLSVOF) for accurate capture of primary atomization, an adaptive mesh
refinement technique (oct-tree AMR) to dynamically optimize the structured
Cartesian mesh and a particle tracking algorithm to capture droplet dynam-
ics. An improved Eulerian-Lagrangian coupling has been developed to assure
a smooth transition between the Eulerian and the Lagrangian modelling of
the droplets, where both methods approach their design limits. The overall
procedure is tested on simplified numerical tests and validated on a realistic
planar liquid sheet atomization case. Results show its ability to reproduce
the whole atomization process, from large scale instabilities to small droplet
dynamics, and allow a preliminary statistical spray analysis.
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1. Introduction
In the wide topic of multi-phase flows, atomization is a key process in-
volved in many engineering applications, especially in combustion problems.
The detailed numerical simulation of aeronautical combustion chambers has
become a major topic in the last years, answering to the need to enhance the
engine efficiency and to reduce the polluting agents. Among the most com-
mon injectors found in aeronautical engines are the airblast injectors. These
devices are meant to use the assisted atomization to pulverize the fuel, which
is obtained through the injection of a high pressurized liquid through a small
fissure (either planar or annular) sandwiched by airflows. The role of the
atomization process is to generate a cloud of fine droplets on a very small
distance, in order to maximize the liquid surface and improve the combustion
efficiency. The geometry of these injectors can be either planar or annular,
both share similar developments of the atomization process.
The physics of atomization involves a wide range of phenomena and a
strongly multi-scale dynamics, where many orders of magnitude span between
larger and smaller structures (see Figure 1). Very different topologies such as
drop, ligament, liquid sheet, may appear due to the many instabilities arising
([1], [2], [3], [4], [5]). The most common approach used in industrial oriented
Large Eddy Simulations of reacting flows is to directly inject the spray with
assumed characteristics, given by semi-empirical correlations. The liquid
being modelled by a dispersed phase approach, no atomization is resolved
within the simulation. Examples can be found in [6] and [7].
In more research-oriented simulations, focused on the atomization mech-
anisms, many numerical methods allow the Direct Numerical Simulation of
these complex two phase flows, albeit in much more simplified and small scale
configurations. The most widely employed methods are the Level-Set and the
interface reconstructed Volume-of-Fluid methods, where the interface posi-
tion and topology are tracked as accurately as possible in time. Among their
most advanced evolutions are the Coupled Level-Set Method([8], the Con-
servative Level-Set [9] and the mass conserving Level-Set [10]. Thanks to
those sharp-interface-capturing algorithms, numerical simulations of atom-
ization have become possible: three-dimensional DNS simulations of liquid
jet breakup have been reported in [11], [12], [10] and [13], while in [14] and
[15] a full assisted atomization is simulated in different configurations. A way
to efficiently perform such simulation of two phase flows is to use a variable
spatial discretization which is adapted to the interface shape. This scenario
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has been investigated by [16] using a force refinement Level-Set grid method
on structured and unstructured meshes, or by [17] with VOF method ap-
plied on an octree adaptative mesh refinement. Other works focus on the
adaptive mesh refinement to maximize the resolution on the interface itself
in order to lessen the computational burden ([18], [19], [20], [21], [22], [23]).
However, these method have proved ineffective to to efficiently capture the
formation and evolution of the droplet cloud, because they require a drastic
mesh refinement of the large numerical domain, especially if the cloud of drop
disperses uniformly.
Figure 1: Representation of the multi-scale aspect of assisted atomization: interface char-
acteristic shape versus a constant space scale.
An interesting and cheaper approach for the simulation of a dilute cloud
of small, stable droplets is the dispersed phase. In this method the droplets
are considered as small rigid spheres interacting with the gaseous carrying
phase [24]. Different numerical implementations of this model exist, the most
common being the Euler-Euler and Euler-Lagrange methods. Both can be
seen as a discretization of the for the particle density function equation, [25]
which describes the statistical properties of the spray in a volume of control
in terms of particle position, size and velocity [26].
In the Euler-Lagrange approach the numerical implementation consists
of an Eulerian resolution of the gaseous phase on an opportune mesh, while
particles are treated in a Lagrangian framework. Each numerical particle
(parcel) can represent an individual droplet or, in a more statistical ap-
proach, several physical particles [26]. The flow around the particles is not
resolved, and physical modelling of the forces on the droplets and for the
backward effect to the carrier flow is needed. When this latter is negligible,
the carrying phase does not see the particles: it is referred as a one-way
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approach. Conversely, when the droplets effect is visible it is referred as a
two-way approach. If the particle are supposed to be small, i.e. dp  L
with L a characteristic length scale, the momentum change on an isolated
particle is induced only by drag and gravitational forces [27]. At low parti-
cle Reynolds numbers, the drag force can be evaluated from the results of
unsteady Stokes flow by means of the difference between the particle and
the undisturbed carrying phase velocity. Conventionally, the droplet force is
applied to the fluid as a point source located at the center of mass of the
droplet [28].
In the discrete formulation, the particles are usually small compared to
the cell size, the approach relying on sub-grid models for the small scale
particle-fluid interaction. The individual particle effect on the gas is then
small, and the cell velocity is a good approximation of the undisturbed ve-
locity. The flow variations due to the presence of the particle are also con-
tained within the cell. While this is certainly the case in situations like a
large combustion chamber being resolved with a cost-effective grid, when
dealing with atomization a resolution on the scale of a few droplet diame-
ters is required. In this situation, the point-source approximation becomes
increasingly deficient, since the ratio of the droplet volume to the gas-cell
volume increases [28]. Indeed, this situation imposes a limitation on the use
of the point-source approximation. The error of the approximation occurs in
two ways; on one hand, the gas cell becomes strongly (or entirely) affected
by the particle velocity; on the other hand, the particle have a domain of
influence on the flow larger than the cell itself.
Within DNSs of atomization, as the detailed simulation of all the spatial
scales remains very expensive, the particle tracking method appears interest-
ing for the smallest particles. Indeed, these structures are sufficiently small by
regard with the smallest computational mesh size and have a spherical shape
due to surface tension effects, so that the dispersed phase model assumptions
are validated. Following this idea, the problem can be numerically split in
two scales, following the two stages of atomization, in order to adapt the
local two-phase modelling. A separated phases model as the VOF or Level-
Set could describe the primary atomization, where the two phases are clearly
distinguished and the interface subject to low frequency instabilities, while
the dispersed phase model would be better adapted to describe the evolution
of the spray in terms of secondary atomization, transport and eventually
evaporation. In [14] (by extension of [16] with a Level-Set method), [29] and
[30] the coupled DNS and Lagrangian method technique has been success-
4
fully applied to the atomization of jets in cross-flow configuration. In [15]
(coupled to a VOF method [17] ) and in [31] a similar approach involving
VOF and CLSVOF methods were developed to resolve assisted atomization.
Both of them tracked point particle liquid particles with a drag force to cou-
ple Eulerian and Lagrangian quantities, this methodology seeming accurate
enough to capture both large and small inclusion. In other approaches, the
generation of the spray is not direct but it is instead treated by a more statis-
tical approach, as in [32] and [33], in order to avoid the use of cell sizes small
enough to resolve the smallest drops. However, in most of those approaches
the transition from Eulerian to Lagrangian formulation is still controversial
as well as the treatment of inclusions exceeding the grid size.
Indeed, if one consider a medium liquid drop, i.e. a quasi-spherical inclu-
sion whose radius is equivalent to a few mesh cell, the Eulerian formulation
is not able to correctly predict the dynamics. Actually, at least 6 − 8 mesh
points per radius are necessary to described the evolution of such drop to
avoid disappearance of liquid inclusion due numerical diffusion of Level-Set
method, or less accurate interface representation of the piecewise linear recon-
struction of VOF method. On the other hand, the point-particle assumption
of the dispersed phase may induce the errors previously described.
Hence, a third modelling scale have to be introduced so that the spatial
gap between the two models is filled, as it seems inappropriate. The present
work proposes an approach to model this third scale between pure Eule-
rian and Lagrangian representations: medium drops are supposed to have a
rigid spherical shape, and they are followed by rigid translation while their
mass and momentum properties are projected on the Eulerian field. The
Navier-Stokes solution of the flow is then used to evaluate the forces acting
on the droplet and thus their velocity. This formulation results in a more
conservative representation of the initial characteristics of the droplet. The
hypothesis of spherical shape allows an efficient coupling with an AMR tech-
nique: a stable Eulerian droplet is transformed to Lagrangian droplet on the
finest level of refinement. Then, it is advected by the medium droplet ap-
proach, which allows a fully two-way resolution of the two phase field. When
the droplet is far enough from the resolved liquid core, the mesh coarsen-
ing is progressively triggered. When the local grid size becomes larger than
the droplet, the classical dispersed phase point-particle method takes over.
The inverse transformation has been adopted to treat the collision between
Lagrangian particle with the interface of a large liquid inclusion, where the
medium drop algorithm takes over if the mesh size becomes fine enough.
5
The interest of this approach is twofold. On one side, the DNS simu-
lations of atomization can be used to generate a dispersed phase ready to
be analysed, as position and velocity of the particles are easily stored and
available at any time. This data could be ideally used as initial condition
for a LES type simulation. On the other side, the analysis of the numerical
droplets can furnish complete data-sets to be used to build large-scale atom-
ization models, in a region where experimental devices are usually not able
to perform measurements (too dense sprays). For this reason it is important
to have initial conditions of the droplets as much accurate as possible.
In this paper, a CLSVOF method is used (from [34] and [8]) to accurately
predict the interface shape with the Level-Set description and to ensure local
mass conservation with the VOF formulation. An adaptive mesh refinement
(given by the PARAMESH package [35]) is dynamically performed around
the resolved CLSVOF interface throughout the computation, so that jump
conditions are accurately satisfied. The smallest particles are tracked with
a Lagrangian formulation and a classical drag force, while medium ones are
treated using the mixed Eulerian-Lagrangian method previously described.
The whole procedure has been parallelized to allow relatively large compu-
tational domains. The numerical code is an evolution of the one described
in [23] and [36].
This paper is organized as follows: section 2 details the governing equation
of two-phase flow, section 3 describes the numerical procedure for large scale
interfacial approach (CLSVOF method, pressure solver, adaptative mesh
refinement). Section 4 details the original conservative treatment for the
medium inclusions as well as the more classical Lagrangian particle tracking
for the small drops. In this section, the Euler to Lagrange transition criteria
for the inclusions (size, shape) are presented; the recombination of a particle
with a large scale interface is described as well. Finally, section 5 shows some
academic two-phase problems and show the capability of the present method
to described multi-scale problems, in particular the assisted atomization of
a planar liquid sheet.
2. Governing equations
The numerical methodology proposed here aims to solve two-phase flows
under the incompressibility hypothesis. The Navier-Stokes equations in each
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phase under free divergence velocity field constraint are considered:
∂u
∂t
+ (u · ∇)u− 1
ρ
∇ ·T = f , (1)
∇ · u = 0, (2)
where u = [ui, uj, uk]
T represents the velocity vector field, p the hydro-
dynamic pressure, ρ the fluid density, µ the fluid dynamic viscosity and
f = [fi, fj, fk]
T the external body forces like gravity.
T = −pI + D
D = µ
(
∇u + (∇u)T
) (3)
Those equations are solved in both liquid and gases phases. Within this
paper, the liquid and gazes properties will be subscribed with “l” and “g”
respectively. Across the interface, the no slip condition imposes the continu-
ity of velocity field ul = ug, while jump conditions are imposed by viscous
constraints equilibrium and surface tension effects (σ being the liquid-gas
surface tension coefficient):
[p]− n · [µ (∇u + (∇u))] · n = σκ,
t · [µ (∇u + (∇u))] · n = 0, (4)
where κ is the interface curvature, t and n the tangential and normal unit
vectors oriented from gas to liquid and [.] = (.)l − (.)g any jump across the
interface.
3. Eulerian modelling
3.1. Interface tracking
An interface tracking method is employed to solve the primary atom-
ization region, up to the formation of the droplets. The coupled Level-
Set/Volume-Of-Fluid (CLSVOF) formulation is used in reason of its accurate
description of the interface shape, given by the Level-Set function, and the
crucial mass conservation properties given by the VOF. The chosen imple-
mentation of the CLSVOF follows [8] and the improved version from [34],
with some further modifications described in [36]. The Level-Set function
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φ(x, t) gives implicitly the interface position, as it is defined as a signed dis-
tance to the interface. The evolution of φ follows a linear advection equation
driven by the divergence free fluid velocity:
∂φ
∂t
+ u · ∇φ = 0 (5)
The physical properties of each fluid are determined upon the sign of φ :
α(x, t) =
{
αl if φ > 0
αg elsewhere.
(6)
The regularity of the Level-Set function allows a straightforward computation
of the geometrical properties at the interface, namely normal vector and
curvature:
n =
∇φ
||∇φ||
, κ = ∇ ·
(
∇φ
||∇φ||
)
(7)
The VOF function C represents the ratio of liquid volume inside a computa-
tional cell over the total cell volume
Ci = C(xi) =
Vl,i
Vi
(8)
where xi is a cell centered and Vi = Vl,i + Vg,i. This function is driven by the
same linear passive advection equation as the Level-Set (5):
∂C
∂t
+ u · ∇C = 0. (9)
3.2. Temporal integration
Let (un, pn, φn, Cn) be the solution at a given time tn, n being the tem-
poral subscript. The necessary steps to integrate the flow equations can be
regrouped into two steps. At fist, the interface motion given by the two equa-
tions (5) and (9) is solved; subsequently, the incompressible flow equation (1)
is solved using the updated interface position. The CLSVOF steps can be
summarized as:
1) The Level-Set function is used to evaluate the surface representing the
PLIC reconstructed interface by solving a least-square problem on the
local nine-point stencil (as described in [8]; a local stencil correction has
been introduced to better resolve some difficult configurations, such as
when two interfaces cross the base stencil).
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2) Semi-Lagrangian fluxes are computed at each cell face by geometric
computations [37].
3) The Level-Set and VOF functions are integrated simultaneously using
the previously computed fluxes: equations (5) and (9) are solved alter-
natively in each space direction with a second order conservative split
scheme;
4) The updated VOF value is used to offset the local value of the Level-Set
(”enforcing”), in order to assure local mass conservation.
Once Cn+1 and φn+1 are obtained, they are used to obtain ρn+1 and µn+1
through the ghost fluid method as in [23]. Then, the flow equations are solved
by a Chorin projection method:
1) Equation (1) is computed without pressure term, using a fully explicit
forward Euler scheme, in order to predict the velocity field u∗:
u∗ = ∆t Fn (10)
Fn = −(un · ∇)un + 1
ρn+1
∇ ·
(
µn+1 (∇un + (∇un))
)
+ fn, (11)
The viscous term is evaluated using a spatial second order centered
scheme and the convective one with a 5th order WENO scheme (see
again [23] for the explicit discretization).
2) The pressure is evaluated by solving the elliptic equation
∇ ·
(
1
ρn+1
∇pn+1
)
= −∇ · u
∗
∆t
(12)
This equation is solved using a Krylov BiCG-Stab preconditionned by
a multilevel algorithm built on the AMR tree. The interested reader is
referred to [23] for more details.
3) Finally, the divergence-free velocity field is obtained by correcting the
predicted one :
un+1 = u∗ −∆t 1
ρn+1
∇pn+1 (13)
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4) Steps 1-3 are repeated twice in a fully coupled second-order Runge-
Kutta predictor-corrector scheme, each sub-step re-evaluating the con-
vective velocity used to advect the CLSVOF (t = tn) and giving the
final velocity:
un+
1
2 = un + dt Fn
un+1 =
1
2
un+
1
2 +
1
2
dt Fn+
1
2
(14)
3.3. Adaptive Mesh Refinement
The dynamic adaptation of the mesh resolution (AMR) is performed
through the open source parallel PARAMESH package. The whole numerical
procedure is detailed in [23].
The computational domain is recursively decomposed in an arbitrary
number of blocks, resulting into an oct-tree data structure. Each block is a
Cartesian domain with a user-defined fixed number of cell in the three direc-
tions but with a variable grid spacing (Figure 2). The maximal and minimal
grid spacing is fixed at the beginning of the simulation. In case of need, dur-
ing checkpoints they can be altered with a small effort. The refinement ratio
is fixed at 2, so that any neighbour of a given cell can’t be more than two
times larger or smaller than its size. The refinement process is automatically
performed following one or more user-defined criteria. Within this work, the
refinement is forced to be at the maximum level around the interface, where
the discontinuities are located, while the mesh is allowed to de-refine into the
single phase regions. The block numbering and parallel repartition is per-
formed using a Morton type algorithm and the data transfer from a coarser
grid to a finest one (or reciprocal) is done through interpolation process: the
velocity field is subject to second-order divergence-free interpolation from
[38], the scalar fields to conservative second-order Q1 interpolation. Any
interested reader is referred to the PARAMESH documentation or [35] and
[39] for more details.
4. Multi-scale approach
As mentioned in section 3.3, the refinement process is automatically trig-
gered around the interface in order to correctly resolve the small liquid scales.
However, in realistic long-time simulations the atomization process is ex-
pected to generate droplets of dimension comparable to some mesh cell sizes
(L ∼ ∆x), which can not be correctly resolved by the CLSVOF (or any
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Figure 2: Left: Illustration of the refinement around the interface on a two dimensional
rising bubble test case. Right: example of an octree block structure with Morton num-
bering
other Eulerian interface-tracking method) because of the insufficient resolu-
tion. Worse, those small structures force a useless local grid refinement so
that, in numbers, they may defeat the purpose of the AMR by refining al-
most the whole computational domain. A second point is that the interface
tracking method can not track the formation of very small liquid inclusions of
size inferior to the finest mesh cell, which are formed when liquid structures
like membranes or ligaments are locally under resolved.
A relevant solution to both problems is to couple the mesh refinement
strategy with a dispersed phase approach for the mall liquid inclusions. In
this approach, a small droplet is assumed to be a stable rigid sphere, in the
sense that the gas shearing force is considered to be no more strong enough
to overcome the surface tension and thus induce a secondary atomization.
The characteristics of the droplet are then given by its center of mass, its
radius and velocity. Resolving the dispersed phase by a Lagrangian mod-
elling, the droplet motion can be tracked by advecting its center of mass
with a drag-force model on a very coarse mesh, for a fraction of the Eulerian
computational cost. This approach allows the resolution of the primary at-
omization up to the droplet formation by the CLSVOF and the most refined
mesh, while the droplets can be tracked far outside the primary atomization
region by the Lagrangian algorithm on a cheaper de-refined mesh. Figure 3
shows the principles of this approach.
The most basic transition involves the removal of the liquid phase of the
droplet, resolved by the CLSVOF on a small number of cells (L ≈ ∆x), from
the Eulerian field and the injection of a volume-less point particle in the po-
sition corresponding to the center of mass of the structure. The mesh adap-
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Figure 3: Left: Illustration of the refinement around a (under-)resolved droplet. Right:
Illustration of the coupled effect of AMR and point-particle Lagrangian tracking
tation is supposed in the next time-steps to progressively de-refine the mesh
until the particle physical radius become smaller than the mesh size, and the
assumption of dispersed phase holds. However, some important issues arises
in the transition between the Eulerian and the Lagrangian formulation if care
is not taken:
1) The direct transformation on the refined grid artificially changes the
local flow topology, as the domaine of droplet influence being reduced
from the initial Eulerian volume to the cell containing the center of
mass only. Moreover, the source term becomes very stiff.
2) The drag-force model requires an undisturbed velocity to compute the
correct dynamics of the droplet. This velocity is not directly available
from the cell containing the point particle, nor the surrounding cells.
The resulting droplet acceleration is in consequence incorrect.
3) If a larger resolved liquid structure is present near the droplet, the mesh
coarsening is not allowed until the droplet or the structure leaves the
block. The radius to cell size ratio remains in this case unchanged.
If the first problem can be addressed by integrating the source terms over a
set volume of influence [40], [26], the second is trickier. One possible solution
is given in [41], where the actual influence of the droplet on the underlying
Eulerian field is explicitly subtracted in order to obtain the undisturbed
velocity by its own definition. For the droplet whose size is lesser than the
mesh cell, the Lagrangian approximation can be at first considered as correct,
as only the cell velocity is affected.
The approach proposed in this paper proposes an intermediate treatment
between the pure Eulerian and the point-particle drag force models. This
approach is used whenever a droplet is detected by the CLSVOF on the
finest AMR mesh level, and the transformation criteria (described further in
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the paper) are met: at this stage, the droplet normally covers multiple cells.
If the droplet exits the refined AMR zone, when its size becomes smaller than
the mesh size the algorithm reverts to a point-particle drag-force model. For
the sake of clarity, we define the Lagrangian droplets as:
1) ”small inclusion”: the droplet size is lesser than the local mesh cell size
(drag-force model);
2) ”medium inclusion”: the droplet size is greater than the local mesh size
(intermediate treatment).
In the first case, the dispersed phase approach hypothesis are considered as
satisfied; in the second, a kind of Euler-Lagrange penalty method has been
developed to allow the more complex interaction of the medium droplets and
the underlying flow. The approach is represented in Figure 4. In Figure 4(a)
(a) (b) (c)
Figure 4: Representation of the three steps of the mulit-scale methodology: (a) a CLSFOV
drop is formed on the fine mesh; (b) it is transformed into a Lagrangian medium drop (on
the same fine mesh) with its own domain of influence on the Eulerian fields; (c) the drop
travels to a coarsened zone: when it becomes smaller than the local mesh cell, a standard
point-particle algorithm is employed (the particle volume is neglected).
a liquid inclusion spanning several cells is detected into the Eulerian field
on a fine AMR mesh. If the detection criteria are satisfied, the inclusion is
transformed into a ”medium” droplet, defined by a center of mass, a radius
and an unique interpolated velocity. The cells obscured by its volume retains
the characteristics of liquid cells in the momentum equation (1), meaning that
the flow still see a liquid inclusion of the actual size of the droplet, as it can
be seen in figure Figure 4(b). The velocity of the droplet at each time-step is
the result of interpolation of the underlying velocity field. When a medium
droplet travels to a coarsened region or the inclusion is smaller than the finest
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grid size, it became a volume-less point particle driven by a drag force model,
Figure 4(c).
The proposed multi-scale approach includes the Lagrangian to Eulerian
inverse conversion. This is needed because in the primary atomization pro-
cess the droplets co-exist with larger structures: this may lead to coalescence
processes, in which the particles collide a resolved liquid body. The collision
is handled differently for the small and medium particles. In the former sit-
uation, the droplet is deleted, and its relatively small mass and momentum
are added to the local cell; in the latter, the collision is naturally resolved by
the Eulerian solver by projecting the droplet back to the Eulerian field on the
fine mesh by reconstructing the local Level-Set and VOF. In the following
paragraphs all the numerical algorithms are detailed.
4.1. Detection of droplets
The first step of the multi-scale algorithm is to detect the liquid inclusion
to be transformed. A tag-propagation algorithm is employed. As illustrated
on Figure 5, each liquid inclusion is detected by propagation of a tag over
each liquid-cell, i.e. a cell where Ci > 0.5. At first, each liquid-cell is tagged
with an unique number. Then, the smallest tag is iteratively propagated
among each neighbouring liquid-cells. When the tag is entirely propagated
among all liquid cells which constitute the liquid inclusion, the tag is then
extended to all surrounding cells where 0 < Ci < 0.5. Considering a liquid
inclusion l, one can evaluate the volume of this inclusion νl and its center of
mass xl over all cells il which contains the liquid inclusion through the VOF
function:
νl = Vcell
∑
i∈il
Ci (15)
xl = Vcell
1
νl
∑
i∈il
xiCi (16)
where Vcell is the volume of a mesh-cell. Most of the droplets are supposed
to be still resolved on multiple cells when detected (νl > Vcell): these are the
”medium” inclusions. If any floatsam is produced by the CLSVOF algorithm,
this can be detected as well: an isolated 0 < Ci < 0.5 cell not attached to
any larger structure, i.e. surrounded by cells with 0 < Ci < 0.5. In this case
the Level-Set function does not see any liquid mass, so that for the CLSVOF
this liquid would be effectively lost. We track these small particles anyway.
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Figure 5: Illustration of liquid inclusion detection. Each ”liquid cell” (Ci > 0.5) is tagged
with a unique number (top left). The smallest tag is propagated among each neighboring
liquid cell (top right). Finally, this tag is propagated to each cell where 0 < Ci < 0.5
(bottom).
4.2. Transformation criteria
In a typical atomization process, the flow is highly disturbed by many in-
stabilities (Kelvin-Helmholtz, Rayleigh-Taylor, Plateau-Rayleigh ...). Hence,
it is quite difficult to determine a physical parameter (like Weber number) to
predict the stability of any drop and allow the transition between Eulerian
and Lagrangian resolution. Hence, a possible transition is determined here
on geometrical considerations. Let Nl be the total number of cell contained
in a liquid inclusion l. For very small inclusions Nl ≤ 1 the inclusion is
automatically treated in a Lagrangian point particle way, without any other
arguments. For medium inclusion 1 ≤ Nl ≤ 831, a sphericity criterion is
used, as illustrated on Figure 6. To this way, a sphere of equivalent volume
is superimposed on the center of mass of the liquid inclusion, for which the
radius is
rp =
(
3
4
νl
π
)1/3
(17)
1This value is currently limited by
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Figure 6: Sphericity criterion for medium inclusion. A sphere of equivalent volume is
superimposed on the considered inclusion. The inclusion is becomes a Lagrangian particle
if the difference in length rp − L and volume (dashed zone) are sufficiently small
and the difference of characteristic length δl and volume δV (dashed part on
the right of Figure 6 are computed :{
δl = rp − L
δV = Vcell
∑
i∈il |Ci − χi|
(18)
where χi = 1 if ||xi − xl|| ≤ rp, 0 otherwise and L is the smallest length
between the center of mass and the interface, i.e. L = φ(xl). The inclusion
is assumed as quasi-spherical if
δl
rp
< α
δV
νl
< β. (19)
After some numerical test, α and β have been set between 0.5 and 1 (increas-
ing these values force more conversions). If those two criteria are satisfied,
the inclusion becomes a Lagrangian particle of volume νl, radius rp and initial
velocity vp (the definition of vp is given in the following paragraphs) at the
location xp = xl. If they are not satisfied, the inclusion is still treated by the
Eulerian CLSVOF resolution until a possible stabilization or fragmentation
occur.
4.3. Tracking
The advection of any droplet, whether medium or small, follows the equa-
tion
dxp
dt
= vp (20)
All the droplets are supposed to be spherical and undergo rigid translation by
advection of their center of mass at each time-step. However, the definition of
the advecting velocity vp is different for the two class of Lagrangian particles.
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4.3.1. Medium droplets
An original tracking method has been developed for the medium drop, in
a way of a penalty method. Indeed, the idea of this method is to project the
liquid properties on the Eulerian field within the droplet actual diameter.
Hence, for a given particle (·)p of center xp and radius rp, the cells within its
domain of influence can be detected:
Dp =
{
∀i| ‖xi − xp‖ < (rp +
√
3/2 dx)
}
2 (21)
The distance to the center evaluated in all the influenced cells corresponds
to a local particle Level-Set function, which can be used to precisely define
local quantities:
φ̂p,i = ‖xi − xp‖ (22)
Any quantity (·)i at the discrete point i can be evaluated by weighted averages
as:
(·)i = (·)lH
(
φ̂p,i
)
+ (·)g
[
1−H
(
φ̂p,i
)]
(23)
with H(x) a smoothed Heavyside function. The face-centered densities and
viscosities ρi+1/2, µi+1/2 can be evaluated as:
ρi+1/2 =
ρi |φ̂p,i|+ ρi+1 |φ̂p,i+1|
|φ̂p,i|+ |φ̂p,i+1|
(24)
µi+1/2 =
µi |φ̂p,i|+ µi+1 |φ̂p,i+1|
|φ̂p,i|+ |φ̂p,i+1|
(25)
For cell-centered quantities, a more conservative weighting can be obtained
by directly using the local volume of fluid:
ρn+1i = ρlCi + ρg (1− Ci) (26)
µn+1i = µlCi + µg (1− Ci) (27)
Equations (11) and (12) are subsequently solved on the Eulerian mesh with
the new values of density, viscosity and velocity updated with respect to
particle positions. The final pressure inside the drops is corrected by Laplace
relation:
pn+1i → pn+1i + 2
σ
rp
, ∀i ∈ Dp (28)
2The
√
3/2 dx term allows to take in account partially filled cells Ci < 0.5.
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Afterwards, equation (13) is solved with the corrected pressure. Then, the
new particle velocity is obtained by averaging the Eulerian velocity inside
the considered drop using equation (22) weighting:
vp =
∑
iH(φ̂l)u
n+1
i∑
iH(φ̂l)
, ∀i ∈ Dp (29)
Finally, equation (20) is solved with this new particle velocity.
4.3.2. Small droplets
For the small droplets, i.e. rp ≤ ∆x,min, a classical drag coefficient for
spherical point particle is used, from [42]:
CD(Re,p) =
{
24 R−1e,p(1 + 0.15 R
0.687
e,p ) if Re,p < 1000
0.445 otherwise
(30)
with
Re,p =
2rpρg||vp − vp,e||
µg
(31)
and where vp,e the Eulerian velocity interpolated at the particle location.
These values give a relaxation time in the form
τp =
4ρl
3ρg
2rp
CD||vp − vp,e||
. (32)
Then, the updated particle velocity can be obtained by
dvp
dt
= τ−1p ‖vp − vp,e‖ (33)
The updates of particle p velocity and realized by the following:
vn+1p = v
n
p + dt
[
‖vp − vp,e‖ τ−1p + g
(
ρp − ρg
ρl
)]
(34)
xn+1p = x
n
p + dt v
n+1
p (35)
Equations (34) and (35) are integrated using a classical second order Runge-
Kutta scheme with a mid-course velocity update. The two-way disturbance
of any small particle pi located into a cell xi on the carrying flow consists of
an added term on the velocity equation (1):
ui = ui + dt
‖vp − ui‖
τp
Vpρl
Viρi
(36)
Vp and Vi being respectively the volume of the particle and of the cell and ρi
from equation 26 the average cell density.
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4.4. Drop-interface collision
4.4.1. Medium droplets
In the present work, a re-impact algorithm is implemented to take into
account of a possible collision between particles and the liquid-gas interface.
The re-impact consists of the inverse transformation in which a droplet is
removed from the Lagrangian framework and re-created in the CLSVOF
formalism. The re-impact is activated for any particle crossing the interface
or being sufficiently close, while moving on a collision course, as illustrated
of Figure 7:
vp · ∇φ > 0 (37)
|φp| < rp + ∆x,min (38)
where φp is the interpolation of φ at a location x = xp and ∆x,min the grid
size. If those criterion are satisfied, both Level-Set and VOF functions are
reconstruct as follows:
φni = rp − ||xp − xi|| (39)
Cni = H(φni ) (40)
for all cells i inside the drop (i.e.||xp − xi|| < rp + ∆x,min). The Level-Set
function is fixed to φ = φd and the difference between the drop volume and
the VOF newly added is equally distributed to the VOF function on all cells
up to the drop periphery, to ensure mass conservation. Finally, the redistance
algorithm is used to regularize the function φn into the gas phase.
4.4.2. Small droplets
The potential collision of these droplets with an interface can happen in
two different ways. In the first case, the droplet is considered as small even
on the finest mesh, so that its mass and momentum can be directly injected
into the local cell. In the second, the particle approaching the interface
crosses one or more mesh refinement jumps: once its size exceeds the cell
size, it is detected by the medium droplets search algorithm and switches in
this category, so that it is projected on the Eulerian field before the actual
impact (see paragraph 4.4.1).
5. Results and validation
In this section, the capabilities of the above developed method are pre-
sented. At first, dedicated test cases are provided to validate each step of the
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C=1C=0
φ>0φ<0
φ
pv
C=1C=0
φ>0φ<0
Figure 7: Illustration of the re-impact algorithm. Fat continuous line: interface (φ =
0, C = 0.5), discontinuous line: iso-value of φ. Left: before collision, right: after collision.
When a particle is closed to the interface moving throw it, the re-impact is allowed: both
VOF and Level-Set functions are reconstruct into the drop, and the Lagrangian particle
is removed.
global algorithm; then, a more complex practical case consisting of a sheared
liquid sheet atomization is shown.
5.1. Flow accelerated drop
This test case is devoted to the numerical verification of the medium
droplet treatment. The depicted configuration consists of a spherical droplet
sheared by an air flow. This is the typical scenario expected in the atom-
ization droplet generation, where liquid structures are sheared and disinte-
grated, and the resulting droplets accelerated by drag forces. This situation
corresponds to the one described in paragraph 4.1, where the droplet spans
several cell size diameters and point-particles drag-force models cannot be
employed. This test compares the solution given by a pure CLSVOF resolu-
tion versus the presented medium-droplet advection algorithm. In this test
a very low density ratio has been considered in order to avoid any numerical
method related error.
A three dimensional liquid drop initially at rest ρl = 2 kg.m
−3, µl =
0.001 kg.m−1.s−1 is immersed into an uniform gas stream ρg = 1 kg.m
−3,
µg = 0.001 kg.m
−1.s−1 with constant velocity in the x direction u(t = 0) =
(U0, 0, 0) with U0 = 0.1 m.s
−1 and a surface tension σ = 0.001 Nm−1. The
computational domain consists of a square box of size L = 0.25 m with
slip conditions on the walls tangent to the gas stream and inlet or outlet
on the two walls orthogonal to the stream. This leads to the following non
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dimensional numbers, based on the drop radius dd/2 = rd = 0.05 m:
We =
ρlU
2
0 rd
σ
= 1, Re =
ρlU0rd
µl
= 5 (41)
The test consists of the acceleration of the droplet up to a physical time
of tend = 2 s. Several computations done with the CLSVOF with increas-
ing refined meshes shows the behaviour of the Eulerian resolution, and the
associated mesh convergence. Subsequently, a multi-scale treatment real-
ized on the coarsest of the meshes compares the results obtained with the
advanced ”medium” droplet treatment. Four increasingly refined meshes
have been considered, (M16, M32, M64, M128), with respectively ncells/L =
(16, 32, 64, 128) corresponding to ncells/dp = (3.2, 6.4, 12.8, 25.6) cells per
droplet diameter. Several Eulerian and two multi-scale medium droplet com-
putations have been performed:
. Three CLSVOF simulations on the three meshes [EUL 32], [EUL 64]
and [EUL 128]
. Two ”medium droplet” simulations on the two meshes [LAG 16] and
[LAG 32]
A point-particle drag-force model two-way Lagrangian computation has been
performed as well on the M32 mesh. The particle is initialized as in the
pure Eulerian case, but the multi-scale algorithm is allowed to detect and
transform at the very first time-step: the Level-Set and VOF liquid fields
are removed and a Lagrangian point particle is added with diameter equal
to dp = 0.1 m.
Figures 8 and 9 show a direct comparison between the mesh converg-
ing Eulerian results, a point-particle two way drag force model and the La-
grangian medium droplet formulation. The visualization clearly shows that
the final position of the droplet x(t = tend) is shifted downstream when a
more accurate resolution is performed. The EUL 32 mesh droplet is late
in comparison with the reference result of the EUL 128 mesh. The point-
particle two way drag force model used for the small particles accelerates
too much the droplet, as the undisturbed velocity has been altered by the
coupling term. Conversely, the Lagrangian result LAG 32 shows a good
agreement with the most accurate EUL 64 and EUL 128 meshes. The ve-
locity field obtained with the mixed formulation is close to the one obtained
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Figure 8: Advection of the liquid droplet at tend = 2 s. Upper line: from left to right, three
CLSVOF results with increasing mesh refinement (EUL 32, EUL 64, EUL 128). Lower
line: results of the point-particle two-way an the multi-scale computation LAG 32. The
colour field is the x (horizontal) component of the velocity u. The vertical dotted white
line represents the x position of the droplet center of mass, as calculated with the EUL 128
simulation at t = tend.
with the Eulerian resolution, whereas a point-source approximation fails to
correctly impose the particle disturbance on the carrying flow. The position
and velocity of the droplet have been measured, their values plotted against
time in Figure 10. In the CLSVOF computation, the position of the center
of mass and resulting velocity of the droplet have been evaluated as:
xdrop =
∫
Ωl
x dv∫
Ωl
dv
=
∑
iCixi∑
iCi
(42)
vdrop =
∫
Ωl
u dv∫
Ωl
dv
=
∑
iCiui∑
iCi
(43)
In the Eulerian/Lagragian case, the point particle coordinate is directly avail-
able, as well as the advection velocity computed by (29) within the medium
droplet algorithm. A Lagrangian computation with a very coarse mesh (M16)
has been plotted as well. The plots clearly show how the Lagrangian medium
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Figure 9: Advection of the liquid droplet at tend = 2 s. Upper line: from left to right, three
CLSVOF results with increasing mesh refinement (EUL 32, EUL 64, EUL 128). Lower
line: results of the point-particle two-way an the multi-scale computation LAG 32. The
colour field is the z (vertical) component of the velocity u. The vertical dotted white line
represents the x position of the droplet center of mass, as calculated with the EUL 128
simulation at t = tend.
droplet modelling is able to reach almost the same accuracy as the Eulerian
modelling with a mesh size twice as refined. It is also visible how the inaccu-
rate prediction of the increasing velocity for the EUL 32 solution is affected
by an initial plateau between t = 0 s and t = 0.5 s: the initial acceleration
being delayed, the following evolution is shifted towards lower values.
5.2. Settling drop
In this section the numerical resolution of a medium droplet settling in
a large tank of stationary gas is assessed. The test is taken from [41], where
the droplet is modelled by a point particle drag force approach with a special
treatment for the undisturbed velocity. In this test a higher density ratio of
100 has been considered. The low droplet Reynolds number allows to test
the particle-altered viscous effects as well.
The droplet is initially placed in the upper half of the tank. Grav-
ity accelerates the particle up to the settling velocity, where equilibrium is
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Figure 10: (a) x(t = tend) position of the droplet (b) x velocity component of the droplet
versus time. Continuous lines: Eulerian computation, dotted lines: Lagragian medium-
droplet.
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reached with the drag force. The dimensions of the tank are (Lx, Ly, Lz) =
(1, 1, 2)mm. The drop is initially placed at xd(t = t0) = (0.5 Lx, 1.5 Ly, 0.5 Lz),
its diameter being dd = Lx/10 = 0.1 mm. The liquid droplet parameters
are ρl = 1000 kg.m
−3, µl = 10
−3 kg.m−1.s−1), the gas ρg = 10 kg.m
−3,
µg = 10
−4kg.m−1.s−1). Following [41], the predicted settling velocity is
vt ≈ 0.04 m−1.s−1, reached at about t ≈ 0.03 s. The Reynolds number
based on the terminal velocity is Ret ≈ 0.04. At this low Re the viscous
effects are strong enough to keep the droplet spherical: no surface tension
is considered. In this test the limits of the pure Eulerian and Lagrangian
approaches described in the introduction can be clearly investigated. Those
limits concern in particular the mesh cell size compared to the droplet diam-
eter.
. The Eulerian CLSVOF computation should need a certain number of
cells into the droplet to effectively resolve it. One can expect poor
quality results when approaching ∆x ≈ dd.
. The pure point-particle Lagrangian solution (the two-way approach)
should conversely behave correctly when ∆x >> dd. When ∆x ≈ dd,
the momentum source term is entirely applied on the cell containing
the particle. This would in turn alter the undisturbed velocity seen
by the particle, thus perturbing the computation of the drag force.
Moreover, the cells surrounding the concerned one can not develop a
correct Eulerian field as no influence comes from the particle itself.
In order to assess these statements, a certain number of simulations have
been performed, the aim being to measure the settling. A base mesh of
(nx, ny, nz) = (24, 24, 48) cells (M24) has been chosen, as the droplet di-
ameter is exactly 2,4 cells, a pertinent value for the multi-scale approach
assessment. The simulations include:
. An one-way point-particle simulation, on M24 (this is mesh indepen-
dent, however) [LAG 24 1W]
. A two-way point-particle simulation, on M24 [LAG 24 2W]
. Three CLSVOF pure Eulerian simulations on increasing refined meshes:
M24, M48 and M96, for mesh convergence purpose [EUL XX]
. A multi-scale ”medium particle” simulation on M24 [LAG 24 MP]
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The meshes M48 and M96 correspond to 48 and 96 mesh cells in the x-
direction. The droplet resolution in the three meshes is respectively ncells/dd =
(2.4, 4.8, 9.6). The particle is always initialized as in the Eulerian case; in
the Lagrangian computations the multi-scale algorithm is allowed to detect
and transform at the very first time-step: the Level-Set and VOF liquid fields
are removed and a particle is added with diameter equal to dp = 0.1 m.
In this simple scenario, a theoretical terminal velocity can be estimated
in the Stokes flow hypothesis. At this velocity, the Stoke’s drag is balanced
by the gravity force acting on the particle:
Fd = 6πµrvt = mpg =
4
3
π (ρl − ρg) g (44)
Solving for vt gives:
vt =
2 r2p (ρl − ρg) g
9µg
(45)
In [41] it has been found that the relative small size of the computational
domain induce confinement effects, effectively decreasing the terminal veloc-
ity. A correction of the classical Naumann-Schiller formulation (32) can be
found in [43]:
τp = τ
SN
p η = τ
SN
p
(
1− dp/Lx
1− 0.33 dp/Lx
)2.7
(46)
The corrected predicted terminal velocity would then be
vt ≈ 0.04468 m.s−1 (47)
On the other hand, a numerical reference solution can be easily obtained
by the point-particle drag-force computation in a one-way approach: as the
theoretical undisturbed velocity is zero, the drag force models always sees the
zero initial condition as an input. In this case the simulation is actually mesh
independent. Figure 11 shows instantaneous results from three simulations at
t ≈ 0.02 s, in the order EUL 96, LAG 24 MP and LAG 24 2W. The contour
field corresponds to the vertical velocity vy, the vectors to the local velocity
vector. The images clearly suggest that a two-way point-particle approach
induces an excessive acceleration of the particle. The surrounding velocity
field is badly captured as well.
The ”medium particle” approach, on the other side, tries to solve the two
problems at once. The projection of the droplet information (equations (26),
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(27), (25)) on all the concerned cells (equation (21)) allows the solver to build
more correctly the surrounding gas flow. Given the low Reynolds number,
the particle is not supposed to deform: the imposition of the spherical shape
allows the simulation on a very coarse mesh to match CLSVOF results on a
twice refined mesh.
Figure 12 shows the evolution of the droplet vertical velocity for the six
different simulations. Using the one-way point-particle simulation (LAG 24 1W)
as a reference solution, as explained beforehand, the worst result is obtained
by the two-way approach (LAG 24 2W). The alteration of the cell velocity
induced by the source term induces a large error in the drag force computa-
tion in equation (32). In the Eulerian results (EUL), the velocity plot shows
a convergence towards a settling velocity for the most refined meshes. The
coarsest mesh M24 has however troubles finding a steady-state solution, and
a noticeable overshoot of the reference solution is visible between 5 and 20
ms. It is noticeable a slight drop deformation which can explain the difference
between these simulations and the reference solution. The ”medium particle”
simulation agrees very well with the reference solution, even if mesh-related
oscillations appear all along the computation.
Figure 11: Droplet falling velocity for different simulations.
Table 1 shows the settling velocity obtained by time averaging the y-
direction component between 0.025 and 0.03 s. The quantitative solutions
confirm the previous results analysis. Figure 13 traces the y-position of the
particle center of mass. As result of the different velocities computed in each
simulation, the two-way simulation overestimates the droplet position, as it
does the Eulerian coarsest mesh; the more refined Eulerian results are in
27
t [s]
V
_y
 [
m
/s
]
0 0.005 0.01 0.015 0.02 0.025 0.03
-0.05
-0.04
-0.03
-0.02
-0.01
0
EUL_96
EUL_48
EUL_24
LAG_24_1W
LAG_24_2W
LAG_24_MP
t [s]
V
_y
 [
m
/s
]
0.028 0.0285 0.029 0.0295 0.03
-0.044
-0.043
-0.042
-0.041
-0.04
-0.039
Figure 12: Droplet falling velocity for different simulations.
good agreement and differ of about 2 %. The medium droplet simulation
follows very closely the reference solution. In this test the ”medium particle”
approach has shown to be indeed very effective.
5.3. Drop-free surface collision
In this section, the numerical procedure is experienced with a drop collid-
ing a free surface at rest by comparing Eulerian and mixed Eulerian/Lagrangian
computation. A water drop of radius r = 0.176 m, ρl = 1000 kg.m
−3,
µl = 10
−3 kg.m−1.s−1 initially at rest is immersed in air ρg = 1.225 kg.m
−3,
µg = 10
−5kg.m−1.s−1, inside a cubic domain of size L = 1 m. The droplet is
suspended over a free liquid surface placed at y = 0.25 m; the initial position
of the droplet is xd(t = t0) = (0.25, 0.25, 0.75) m (the offset from the center
of the domain is to avoid the particle crossing an interface between mesh
blocks). A gravity field is imposed as g = (0,−9.81, 0) m.s−1. The droplet
is let to accelerate under the gravity effect, until impact on the surface. This
test is meant to test both the conversion and transport of medium drops
algorithm as well as the particle re-impact.
As for the previous example, the domain is discretized with increasing fine
meshes for both the pure Eulerian and the Eulerian/Lagrangian ”medium
particle” model. The meshes are M16, M32, M64. For the Lagrangian com-
putation, the algorithm detects and transforms the droplet at the very first
time-step. No slip conditions are applied everywhere. Five simulations are
presented:
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Figure 13: Droplet falling velocity for different simulations.
. Three CLSVOF pure Eulerian simulations on increasing refined meshes
M16, M32, M64, for mesh convergence purpose [EUL XX].
. Two multi-scale ”medium particle” simulations on M16 and M32 [LAG XX].
Figure 14 shows the results of the fall and impact of the droplet up to
tend = 2 s, given by pure CLSVOF computation with the finest M64 mesh.
At t ' 0.35 s the droplet impacts the surface (the exact time depends on
the mesh size). Circular surface waves develop after the impact, and a first
geyser forms and reaches its peak at around t ' 1.3 s. The height of the rising
geyser gives a good measure of the momentum exchange between the falling
droplet and the surface. Figure 15 illustrates a direct comparison between the
CLSVOF and the multi-scale resolution of the impact realized on the same
M32 mesh (the finest mesh in which the droplet can still be transformed
into Lagrangian medium particle). The results show a very good agreement
between the two methods: in particular, the time of the impact is almost the
same, and the dynamics of the surface waves and the rising geyser are almost
identical. This means that a good droplet tracking has been performed,
and that the Lagrangian to Eulerian conversion is conservative in mass and
momentum. Figure 16 shows the maximum and minimum of the interface
position, tracking the geyser and the sink after the impact. It can clearly
be seen how the Lagrangian solution is better than the pure Eulerian one
as the drop becomes less resolved. A small overshoot can be distinguished
in the well, possibly due to the droplet keeping rigid until the activation of
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Vt [m.s
−1] Difference
Eq. (47) 0.04468 −
LAG 24 1W 0.04233 ref
LAG 24 2W > 0.07 70 %
EUL 24 ≈ 0.04185 (nc) −
EUL 48 0.04047 4.4 %
EUL 96 0.04143 2.1 %
LAG 24 MP 0.04262 0.68 %
Table 1: Settling velocities of the falling droplet computed by numerical simulations. nc
means that the velocity has not yet converged.
the re-impact algorithm, while the resolved drop start its deformation a little
sooner. Tests with a point-particle drag-force model have clearly shown how
the classical dispersed phase approach is not adapted in this configuration.
5.4. Assisted atomization of a liquid sheet
The whole multi-scale algorithm has been applied to the simulation of the
primary atomization of a liquid sheet sheared by two parallel air streams. In
this configuration, the sheet-shape is unstable. Hydrodynamic instabilities
are the source of the atomization mechanisms and determine the primary
break-up characteristics. During the atomization process, two different stages
can be distinguished [1], [2], [3], [4]. In the primary atomization the sheet
becomes subject to longitudinal instabilities, which are the results of the
shearing effect: Kelvin-Helmholtz instabilities perturb the plane sheet, start-
ing a sinusoidal streamwise oscillation all along the sheet. Then, fully three
dimensional instabilities generate transverse modulations. The sheet breaks
into smaller liquid packs, ligaments and bag-like structures. This continuous
fragmentation ends with the formation of a polydisperse spray of droplets.
The considered numerical configuration aims to reproduce a simple atom-
ization device as the one experimentally investigated in [44]. The injector,
depicted in Figure 17(a), consists of a NACA-shaped injector immersed into a
channel gas flow, discharging the liquid by a rectangular fissure 300 µm thick
(visible in the middle of the device nozzle). Different geometrical configura-
tions as well as liquid and gas flow regimes are considered by the authors. In
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(a) t = 0.00 s (b) t = 0.35 s
(c) t = 1.25 s (d) t = 1.75 s
Figure 14: Results of the CLSVOF computation of a droplet splashing on a liquid free
surface, resolution 643.
this work a liquid sheet maintaining the same non dimensional parameters
M, Re, We (momentum flux ratio, gaseous Reynolds and Weber ) has been
simulated. A ratio of 100 has been imposed between the liquid and gas den-
sity, as a ratio of 1000 has shown to produce numerical instabilities leading
to non-convergence in presence of strong shearing flows. The chosen physical
parameters of the simulation are typical of a ”stretched ligament” break-up,
where the primary atomization manifests in the form of membranes and lon-
gitudinal ligaments formation. The momentum ratio involving the ”stretched
ligament” break-up are 0.5 < M < 4 (from [4] and [45]).
The parameters are summarized in table 2. The simulation domain, with
reference to Figure 17(b), is a rectangular box of Lx = 40.96 mm, Ly = 10.24
mm, Lz = 5.12 mm. AMR blocks of (nx, ny, nz) = (16, 16, 8) cells have
been used; a total of 5 levels of refinement give an equivalent fine mesh of
(nx, ny, nz) = (1024, 256, 128), which means ∆x = 40 µm. Inflow condition
are imposed on the left face, slip conditions on the horizontal and vertical
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(a) t ' 0.00 s (b) t ' 0.35 s
(c) t ' 0.38 s (d) t ' 0.45 s
(e) t ' 1.00 s (f) t ' 1.50 s
Figure 15: Visual comparison between the CLSVOF (upper image) and the multi-scale
resolution (lower image) of a droplet splashing on a liquid free surface, resolution 323.
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Figure 16: Maximal and minimal positions of the interface in the y direction (along the
trajectory of the droplet). The maximal amplitude shows the primary geyser after the
impact, the minimal the depth of the imprint.
3
33
(a) (b)
Figure 17: (a) Actual liquid sheet injector device. (b) Numerical computation set-up.
Geometrical parameters
Sheet thickness 2a 300 µm
Boundary layer thickness δ 270 µm
Non-dimensional parameters
Gas Reynolds Reg =
ρgugδ
µg
1115
Liquid Reynolds Rel =
ρlula
µl
104
Weber We =
ρg(ug − ul)2a
σ
17.42
Momentum ratio M =
ρgu
2
g
ρlu2l
0.91
Table 2: Geometric and dimensionless parameters of the 3D atomization simulation.
faces and outflow on the right face. The droplet detection algorithm is capped
at a maximum droplet size of eight ∆x, giving a possible diameter range of
[0 : 320] µm. Figure 18 shows the initial destabilization of the liquid sheet.
In Figure 18(a) the longitudinal instability starts to develop. Hints of the
transverse instabilities are visible as well. In Figure 18(b) the instabilities are
further developing, and liquid packs resulting from the first sheet break-up
have detached from the sheet main body. Ligaments have begun to form
under the three-dimensional instabilities effects. Droplets begin to detach
from the ligaments and the membranes, their size already varying from the
smallest to the largest detectable by the algorithm. Figure 18(c) shows the
sheet atomization established regime, with the continuous generation of liq-
uid blobs and small droplets. Many large liquid structures keep stable up to
the exit of the numerical domain. A variety of droplet diameters are found
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by the detection algorithm. Figure 19 zooms to the mechanism of ligament
break-up: the ligament is stretched by a Rayleigh-Plateau instability up to
the detachment of a satellite droplet, which is immediately transformed into
a Lagrangian point particle. It is visible how the droplet moves to a less re-
fined zone, far from the resolved sheet, as it is expected from the multi-scale
algorithm.
A comparison of some large scale features of the atomization process has
been made with respect to the experimental results found in [44], in terms
of visual aspect, oscillation frequency and mean break-up length. A visual-
ization of the behaviour of the sheet is given in Figure 20. The simulation
correctly captures the growing longitudinal instability of the sheet, as well
as the transversal modulation. The thin ligaments formed by the primary
atomization at the break-up point are fully captured by the CLSVOF eule-
rian solution. A first wave of droplets is formed at this location. The liq-
uid detached from the main sheet body undergoes further deformation and
break-up into a fully three-dimensional flow: it can be seen in both images
that large liquid parcels coexist with smaller stable droplets. The oscillation
frequency of the simulation (table 3) is quite higher than the measured one,
while the breakup length is underestimated. This seems to be a recurrent
problem in two phase DNS simulations of liquid sheet atomization ([46], [47],
[36], [48]). Possibly, the scale in the physical parameters of the simulation
should be somehow taken in account in the frequency computation. The
authors could not find however any pertinent scaling factor.
Experience Simulation
Oscillation frequency [Hz] 438 880
Break-up length [mm] 9.8 6.46
Table 3: Quantitative liquid sheet characteristics, simulation and experience.
A preliminary analysis has been performed on the droplet spray, the re-
sults compared to the experience by laser diffraction system allowing mea-
surement of spray droplet size distributions. The statistics involve the droplets
in the whole numerical domain; their characteristics are averaged in time, the
samplings taken with a frequency corresponding to an average convection
time in order to avoid repeated recording of the same droplet. The particles
of diameter inferior to the finest mesh cell (40 µm) have been discarded, as
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(a)
(b)
(c)
Figure 18: Results of the planar liquid sheet atomization. (a) Initial destabilization (b)
Fully developed atomization. Coloured spheres: Lagrangian particles (both small and
medium ones), actual size, coloured by radius.
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(a) (b)
(c) (d)
Figure 19: Capture of the generation of a droplet: Rayleigh-Plateau instability, ligament
stretching, break-up and Eulerian to Lagrangian transition.
their formation is dominated by numerical effects. Their mass can still be
kept in account for liquid mass flows if needed.
A total of 18457 droplets (40 < dp < 320 µm) have been registered.
Figure 21 shows the corresponding distribution in volume. The simulation
seems able to capture the predominant diameters around 220-250 microns.
No information has been extracted from structures larger than 320 microns
in diameter, so that the distribution is truncated after this value. Droplets
smaller than the finest mesh size have been ignored as well. A comparison
with the ONERA experience shows similarities in the volume distribution.
The experimental distribution has been truncated in the same way, so that
both distributions are equally normalized. However, the experimental diame-
ter measurements have been performed far outside the computational domain
of the simulation. The simulated cloud of droplets could probably undergo
secondary atomization if much larger domain could be simulated. One of the
key feature of the DNS is the ability to measure relevant quantities inside
the very dense primary atomization region.
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Figure 20: Snapshots of both experimental visualization and simulation, arbitrary time
step.
5.5. Computational cost analysis
The multi-scale approach described in this paper adds a certain number of
operations to the standard CLSVOF algorithm. In this section an estimate of
the cost of the algorithm is given. The estimation is based on a fixed number
of time steps performed on the previously presented simulation, section 5.4.
Timers have been added to the code in pertinent locations, by means of
the MPI function MPI WTIME(). The timings of the following three steps
performed at each time-step have been recorded:
1) The interface tracking (section 3, equations (9) and (5)), including most
of the multi-scale algorithm (section 4)
2) The momentum update (section 3, equation (11))
3) The pressure equation (section 3, equation (11))
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Figure 21: Droplet volume distribution obtained from the simulation dispersed phase,
comparison with the experience.
However, these results should be taken as a qualitative estimation of the
actual computational cost, for the following reasons:
. The pressure solver may converge in a different number of iterations,
depending on the mesh and the fluid topology and characteristics.
. The CLSVOF interface reconstruction is active in the mixed cells only,
meaning that its computational cost is linearly depending on the total
density of interface (i.e. the ratio between mixed and full/empty cells).
. The sheer number of droplets detected and treated by the multi-scale
algorithm is obviously problem-dependent.
A relevant parameter of the computations is the number of cells in each
AMR block. This value is however a constant for a given computation, the
value (nx, ny, nz) = (16, 16, 16) having been retained as an optimal value.
Another ”free” parameter is the frequency of the tagging algorithm action
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(paragraph 4.1). This is probably the most expensive part of the Euler-
Lagrange algorithm. It is currently called every 10 time steps, a value giving
ample time to detect the liquid structures given the CFL condition. It may
be probably possible to further decrease this frequency. In addition, the
liquid detection is supposed to act on the smallest AMR level only, thus
drastically reducing the total volume to be analysed. Table 4 presents the
Normalized time
CLSVOF Multi-scale
1.0 1.05
Table 4: Comparative normalized computational time of the pure CLSVOF and the multi-
scale algorithm.
Time [%]
Step Tag only No Tag All
Interface tracking 38.6 12.0 14.7
Momentum solve 4.0 5.6 5.4
Pressure solve 49.6 71.4 69.2
Table 5: Relative computational time of different parts of the multi-scale algorithm.
normalized computational time with and without the multi-scale algorithm.
The computational time is globally increased by 5% 4.
Table 5 shows more details about the repartition of the computational
time is a single time-step. The tagging algorithm in particular is expected to
be quite expensive, given the multiple mesh sweeps of the tag propagation.
In consequence, the results are presented for the time-steps with droplet
detection only, for time-steps without droplet detection and for all the time-
steps regardless of the tagging call. These tests have been performed with a
4In several instances the computational time actually decreased in reason of a smaller
number of pressure solver iterations: it is possible that the missing surface tension source
terms may lead to a simpler matrix to inverse.
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fixed number of solver iterations, in order to focus on the effect of the multi-
scale added operations. It is clear that a time-step sees an increase from 12%
to 38% of contribution from the multi-scale tagging algorithm. However, the
average of the 10 time-steps leads to a relative 3% increase only. This results
may also be affected by the refinement efficiency of the AMR. Globally, the
computational cost of the methodology is very manageable.
In the sheet simulation of section 5.4, it is very likely that AMR would
be entirely ineffective without the multi-scale algorithm. The number of
effective points on the theoretical single-grid number ratio is roughly 0.1-
0.2, meaning that the global gain on computational resources leans heavily
towards the multi-scale simulation. Moreover, the droplet tagging algorithm
allow an on-the-run post-processing of the spray (seen in figure 21), while
other approaches like the image post-processing seem to perform poorly (i.e.
very high droplet rejection).
6. Conclusion
An innovative multi-scale methodology for the direct numerical simula-
tion of atomization has been presented. It consists of three main items. The
first is a coupled Level-Set/Volume-of-Fluid method (CLSVOF) for accurate
capture of the primary atomization process. The second an adaptive mesh
refinement technique (oct-tree AMR) to dynamically optimize the structured
Cartesian mesh. The third consists of a particle tracking algorithm to cap-
ture droplet dynamics. An improved Eulerian-Lagrangian coupling has been
developed to assure a smooth transition between the Eulerian and the La-
grangian modelling of the droplets, where both models approach their design
limits. The overall procedure is tested on simplified numerical tests and val-
idated on a planar liquid sheet assisted atomization case. The dedicated test
cases show a good behaviour of the multi-scale methodology, in particular in
the targeted middle-scales where small liquid inclusions are captured on few
mesh cells. The simulation of the assisted atomization has been successfully
performed, a comparison with the corresponding experience from ONERA
has been possible. A very good qualitative agreement has been found: all the
atomization processes, from large scale instabilities to small droplet dynamics
have been reproduced by the DNS. A preliminary statistical spray analysis
has been performed as well, showing a realistic and reasonably converged
distribution of droplet sizes.
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d’écoulements de fluides non miscibles. application à la désintégration
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