Mathematical Optimization for Architectural Layout Design by Otth, Moritz Frederik
Title: Mathematical Optimization For Architectural Layout Design
Author: Moritz Otth
Advisor: Dr. Jordi Cortadella
Department: Department de Ciències de la Computatió (723)
Academic year:2020
Master of Science in
 Advanced Mathematics and
Mathematical Engineering

Universitat Politècnica de Catalunya
Facultat de Matemàtiques i Estadística





Supervised by Dr. Jordi Cortadella
September, 2020

The gratitude should go to my advisor who gave me the possibilty to write the thesis of my master
in a complex and interesting eld.
As well I will thank my family for supporting me and always being there in dicult moments.
Especially my brother in law, who always had time to listen, when I had to discuss my thoughts with
somebody and to my dad who help with his opinion as well.
Finally my words of gratefulness go to all friends who had to cope with my dierent moods during
the phases of progress and motivation, but nevertheless were so supportive.

Abstract
With the growth of population new living space is needed and new buildings, houses and ats have to
be constructed. To construct one, is a time intensive process. An architect has to integrate dierent
conditions and has to be beware of the restrictions. To nd an optimal solution, sometimes is a
complex challenge.
The approach of this thesis was, to write an algorithm which is handling exactly with this issue. If
the algorithm is working, one could include constraints which are bounding the rectangles in moving or
isolate them completely. Through that, one can safe resources in guring out the dierent possibilities
of how to manage the layout of a at.
To allocate the rooms and to move them around, I wrote some algorithmic functions. The
evaluation of the functions are done by IPOPT, a non-linear optimizer. I will describe them and show
how they are working.
One can see which approaches were satisfying and which ones ended up without any success. The
challenges, which I were faced with, are pointed out and I will describe how they can be solved.
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1.1 Motivation and objective
Tetris is a well known game all over the world. This is a game, where you have dierent geometric
gures and you have to place them correctly to save as much space as you can. This skill of
optimisation is often useful in real life, too. If a carpenter has to slice a wooden plate in the way that
he has the least amount of wasted wood, if a logistic employee has to pack a box with as many items
as possible in the way that they use as few as possible boxes or if an informatician has to place chips
on the motherbord of the computer, such that they can minimize the lengths of the trails connecting
the elements.
The technical development increased in the last years enormously and with it the capacity of computers,
calculation machines, servers etc. In the past, situations like the ones above were faster calculated by
humans brain and the risk of mistakes was smaller than the time and the resources which computers
needed. Over the years and with the increasing possibilities and capacity of articial intelligence,
engineers started to produce software which is caring exactly about these issues.
In the recent years a lot of scientist started to investigate several issues in that context.
The article [1] takes care about packing rectangles in a rectangular container with the aim to waste
as little space as possible. The way of packing is simple, it takes one rectangle after the other and
tries to place them as close as possible to the previous ones or to the border of the container as shown
in Figure 1. These rectangles are independent and do not have any relation to each other. So, after
calculating the loss of space with all the dierent combinations of the orders of the rectangles, the
optimal solution would be found.
Figure 1: 2D rectangular packing problem: The rectangles are labeled with Ri , i = 1, · · · , 4 and the
possible positions with numbers j, j = 1, · · · , 5
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In the article [2] the problem is already a bit more complex. It is trying to t gures of dierent
shapes in a box, again with the goal to waste as little space as possible. As in the article [1] the
dierent gures are independent, so there are no constraints of how they have to be ordered.
In the article [3] they are investigating the rectangle blanket problem. The rectangle blanket problem
cares about putting a blanket over an image of nonoverlapping axis-alinged rectangles with the target
to make the blanket as small as possible. The blanket and the rectangles do not have to cover them
fully, but the subject is to have an upper bound of how many rectangles t in the blanket with the
least loss of space. But still, the rectangles are not bound to conditions.
This topic already comes closer to the content of the thesis.
This thesis is a continuation of the work about distributing computer chips on the mother board.
The work of the distribution of computer chips is concerning as well the divison of nonoverlapping
rectangles, but with the goal that the lengths of the cables between the connected computer chips is
minimized.
The idea of this thesis arised out of the problem of the computer chips. The purpose is to establish an
algorithm which is calculating the optimal distribution of rooms in a at under several circumstances.
For example, they all have to be connected with a corridor or all the rooms which need water access
are placed next to each other. The program should enable the operator to insert the size of the at,
the number of rooms, the limits of what is possible or not and his imaginations in form of constraints.
We assume that all the rooms are rectangular, like the at. So all the objects have the same
geometric shape, but the sizes - length and height - are dierent.
The thesis is an interaction between mathematics, computer science and architecture. The topic
is based in computational geometry. Computational geometry is a part of computer science which
deals with the study of algorithms with geometrical basis. Because these issues are not linear, IPOPT,
(Interior Point OPTimizer) a nonlinear optimization software, is used to do the calculations. A big
advantage of IPOPT is that there are a lot of options which can be included.
In a rst step the aim was to create an algorithm which is moving the rectangles until they where
axis-alinged but not overlapping. After this basic step is done, one can proceed with the dierent
conditions of the distribution of the ats.
The nal positions of the rooms depend on the initial points. Because of that it is crucial that




The report is organized as follows. After the introduction, we will explain in chapter 2 (Background)
the concept of the thesis, the way how we dene our variables and how we are formulating a at and
its borders. In the same chapter I will explain IPOPT and the gradient descent method, too. This
helps to understand the theoretical background.
In chapter 3 (Algorithms) I am describing our dierent algorithms which I wrote. I listed the
codes in the text and described what they are doing. I will explain the overlap, the gradient and the
distance function. At the end of this chapter I will as well present how I am doing the visualization.
In the chapter 4 (Results and discussion) I am reconsidering about how I proceeded and what the
achievements are. I am describing the process from the beginning, which attempts were successfully
and which not and what changes I had to do, over were I got stuck till with what result I ended up.
In the last chapter (Conclusion) I will conclude my work. I will reconsider the hypothesis of the
project, what I achieved and with what I had to nish. After that I will give a statement to the
personal evaluation and development. To nish the chapter and the paper I will look on future works,




In this section I will introduce the concept of how we obtain a at and its rooms, a short summary
how IPOPT is working and the gradient descent method which IPOPT uses to do the calculation.
2.1 Concept
We are trying to calculate the best distribution of rooms in a at under specic conditions. The at
is a restricted area where the rooms are placed in and where they can be moved independently as
long as they do not violate the constraints. This area is equal to the shape and the square meters of
the at. We will imagine the area as a coordinate system, where the lower left corner is placed on
the origin, the width of the at will be the upper bound for the x-coordinates and the height of the
at the upper bound for the y-coordinates.
The rooms will be interpreted as rectangles which we will oat freely to dierent positions in the area
of the at. Every room is initalized with four points, two for the left corner, one for the width and
one for the height:
 xi : x-coordinate for the lower left corner.
 wi : width of the room, which will be the x-coordinate of the lower right corner of the rectangle.
 yi : y-coordinate for the lower left corner.
 hi : height of the room, which will be the y-coordinate of the upper left corner of the rectangle.
Denition 2.1 A room is a rectangle dened by the lower left corner (xi , yi ), its width (wi ) and
its height (hi ). The rectangles are written in the array x, where the coordinates of the rectangles
are listed after each other in the following way, x = {x1,w1, y1, h1, x2,w2, y2, h2, · · · }.
When implementing the rectangles it can occur that they are overlapping. Depending on the
initialized points, the order and the nal positions of the rectangles can vary. This happens because
we are using the gradient descent method which always takes the fastest descent and sometimes ends
up in a local minimum, but we will explain the method later in the paper. Through IPOPT we will
minimize the overlapping area with regard to the rectangles. The algorithms are explained in the next
chapter.
We will implement as well some constraints which will give IPOPT a frame for how it can change
position and the shape of the rectangles. On the one hand, the constraints are formulating the
restrictions, such as the area of the at and on the other hand it is possible to include the specications
of the operator or the client. An example would be the shape of the rooms, such that they not end
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up with having the shape of fries. Another constraint would be, that some of the rooms, for example
the living room and the bed rooms have to be at the outside wall of the at, so it is possible to place
a window in these rooms.
2.2 IPOPT
IPOPT (Interior Point Optimizer) is a software which is used for large-scale nonlinear optimizations.




s.t. gL ≤ g(x) ≤ gU
xL ≤ x ≤ xU ,
(2)
where x ∈ Rn are the variables which have to be optimized. g(x) discribes the constraints of the
function, where we can set a lower bound gL(x) and and upper bound gU(x) for them. The variables
x [i ] can be restricted too. xLi is the lower bound and x
U
i is the upper bound for the variable xi .
1
IPOPT tries to minimize the objective function using the gradient descent method. For that it
needs the objective function, its gradient, some constraints, the Jacobian of the constraints and the
Hessian of the Lagragian. The Hessian can as well be calculated with a quasi-Netwon approximation
which we will use in this thesis. Instead of a mathematical function we will use algorithmic ones which
will be described later herein.
To compile the software, a code le is needed, a NLP le to interface with IPOPT, a compiler
le and an execute le. If one will implement dierent options, there is the option to implement them
or to refer to other les where IPOPT gets the information for the specic option. We will give a
quick overview how it looks like, but neglect intentiously several details. The les as the functions
are to be found in more details in the ocial documentation of IPOPT.
In the compiler le are the default settings, where we can dene additional instructions. Some
of the settings are necessary and cannot be changed once the code is running. With the additional
options, we can add settings like the usage of the quasi-Newton approximation for the Hessian.
In the NLP le, we specify the dierent functions which will be used in the code.
1Andreas Wächter, IPOPT documentation, 2002, https://coin-or.github.io/Ipopt/
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To run the code we need to provide some information to IPOPT. We will list those we need for
this thesis.
 Problem dimension
 number of variables




 Initial starting point
 Inital values for the primal x variables
 Problem Structur
 number of nonzeros in the Jacobian of the constraints
 sparsity structure of the Jacobian of the constraints
 Evaluation of Problem Functions
Information evaluated using a given point (x coming from IPOPT)
 Objective function, f (x)
 Gradient of the objective, ∇f (x)
 Constraint function values, g(x)
 Jacobian of the constraints, ∇g(x)T
As already described above, every rectangle has four coordinates, so we will have the number
of rectangles n times 4 variables. Some of the constraints will descripe the shape of each room.
Additionally we have further constraints which are keeping the directions of the rectangle, so that the
coordinates for the width are always on the right side and those for the height are always higher than
those of the left corner.
2.3 Gradient descent method
2.3.1 Introduction example
To introduce the gradient descent method we start with an analogical example. Imagine a person
is on a mountain and wants to go down as fast as possible. This person can just see as far as its
8
Figure 2: Example of the gradient descent method with two dierent inital points.
next step, respectively doesn't see the valley at all. At each step he/she has to decide again in which
direction the steepest descent is, before making the next step.
With this condition the person decides to take the fastest descent till he/she will be at a local or
the global minimum. But he/she does not know if he/she will reach the global minimum (the valley)
or not. For example if the person steps down and arrives at a mountain lake, he/she is at a local
minimum, because it will not go further down. Either he/she is on the same level as the lake or the
person has to ascend again, but walking downwards is not possible. In this case he/she would not
have reached the target where he/she wanted to end.
So the end position of the person is depending on the starting point. Dierent starting points will
bring dierent ways to step down. As we can see in gure 2 there are dierent ways of stepping down
with dierent outcomes. The descent from the right starting point (top point) is marked with the
black crosses and lines. But if we would take the left starting point, we would end up at the position
which is marked with the left red arrow.
2.3.2 Mathematical background
Given a multi-variable function F (x) which is dierentiable in a neighbourhood of a point a. The
gradient descend method takes the negative gradient of F (x) adding to the previous point and is
building the recursive sequence of x.
We have that
an+1 = an − α∇F (an) (3)
for α ∈ R ≥ 0. Following this sequence we want to achieve the local minimum. So with an arbitrarily
starting point x0 such that
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xn+1 = xn − α∇F (xn), n ≥ 0 (4)
we get the monotonic sequence
F (x0) ≥ F (x1) ≥ F (x2) ≥ · · · (5)
which arrives at a local minimum.2
2Wikipedia contributors, Gradient descent, 2020, https://en.wikipedia.org/w/index.php?title=Gradient_descent&oldid=962649577
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3. Algorithms
In this section I will describe the algorithms I made and show how they are working. The algorithms
which are shown below, are exported from the IPOPT le, so that they could run independently for
our example.
In gure 3 we see the example which we use to describe the functions, R1 = {x1,w1, y1, h1} =
{0, 6, 0, 9} and R2 = {x2,w2, y2, h2} = {3, 9, 4, 11}. The rectangles are saved in an array one after
the other, x [] = {R1,R2} = {0, 6, 0, 9, 3, 9, 4, 11}. We are counting the overlap by the amount of
squares where they do overlap. So in here they have an overlap of 15. For IPOPT we need the overlap
function as the cost function which we try to minimize and the gradient function to calculate how the
overlap will dier if we change one of the four coordinates of the rectangle. If the gradient is zero,








Figure 3: Example of two rectangles with an overlap of 15. The corners are marked with the values
we use in the function to dene the rectangles.
3.1 Overlap
Denition 3.1 The Overlap function calculates the total amount of overlapping area for all













In this function we are iterating over two loops, the rst one is for indicating the rst rectangle
and the second one for all the other rectangles which we haven't counted the overlap with the rst
one left. The if (i < j)-loop controlls that we are not counting a combination twice. If we would not
have it, for example we would count the overlap for R1 to R2 and afterwards the overlap for R2 to
R1.
In the main part of the function we are taking the bigger of the two x-coordinates as the minimum
value xmin. For the maximum values we are taking the smaller of the widths wi of the two rectangles.
If we are looking at our example, xmin = x2 = 3 and xmax = w1 = 6. Subtracting xmin from xmax
we are getting the overlap for the x-coordinate. After that we are doing the same for the y-coordinate
and the height, so ymin = y2 = 4 and ymax = h1 = 9. If the overlaps for both coordinates are
calculated, we are multiplying the two numbers and get the overlap of these two rectangles. At the
end of each iteration we are adding this number to the local variable overlap_area.
Finally after all iterations we are returning the total amount of overlap (overlap_area) back to the
objective value for IPOPT.
// Computes the amount o f o v e r l a p between two r e c t a n g l e s
doub le Over l ap ( doub le x [ ] , i n t n1 ){
doub le ove r l ap_area = 0 ;
f o r ( i n t i = 0 ; i < n1 ; i++)
{
f o r ( i n t j = 0 ; j < n1 ; j++)
{
i f ( i < j )
{
// o v e r l a p i n the x d imens ion
doub le xmin = max( x [ i *4 ] , x [ j * 4 ] ) ;
doub le xmax = min ( x [ i *4+1] , x [ j *4+1]) ;
// o v e r l a p i n the y d imens ion
doub le ymin = max( x [ i *4+2] , x [ j *4+2]) ;
doub le ymax = min ( x [ i *4+3] , x [ j *4+3]) ;
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i f ( ( xmax−xmin )* ( ymax−ymin ) > 0)




r e t u r n ove r l ap_area ;
}
i n t main ( ) {
// Coo rd i n a t e s o f the r e c t a n g l e s
// x : x−coo rd i n a t e , y : y−coo rd i n a t e , w : weidth , h : h e i g h t −
// (w, h : d i s t a n c e from l e f t / bot ton to r i g h t / top s i d e o f the r e c t a n g l e )
doub le x [ ] = {0 , 6 , 0 , 9 , 3 , 9 , 4 , 11 , 7 , 13 , 2 , 7} ;
i n t n1 = s i z e o f ( x ) /32 ;
doub le ob j_va lue = 0 ;
ob j_va lue = obj_va lue + Over l ap ( x , n1 ) ;
}
3.2 Gradient of the overlap
Denition 3.2 The gradient of the overlap is calculated algorithmically. It is dening the
modication which occurs by changing one of the coordinates of a rectangle.
In Chapter 2.3 we already explained the gradient descent method. If we are applying that on the
movements of rectangles, we are calculating the direction in which we can minimize the overlap with
the biggest amount.



























As we can see, if we would increase the width of the rst rectangle by one, the amount of overlap
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would increase by ve. The same counts for the height of R1. By changing the x-coordinate of R2
the overlap reduces by 5 and for the y-coordinate by 3. Changing the other coordinates does not
have an impact in this case. But if there are more than two rectangles, it could be that one of them
increases or decreases the overlap.
As in the previous function we will iterate again over all the rectangles, but here we will calculate the
gradient for every rectangle comparing with the others, for that we have the condition (i ! = j).
Before the start of the function itself, we are producing some free space to save the array Grad with
the malloc function.
As in the overlap function the gradient function calculates again the x- and the y-overlap because the
gradient is changing along the overlapping distance of each coordinate. So if the y-overlap is 5, as in
R1 in our example, a modication of the width of R1 brings an increase of 5. If the overlapping area
of two rectangles is less than zero, the gradient will be zero too, because they are either overlapping
nor touching each other. Otherwise at least one position of the gradient will be bigger than zero. If
so we are checking for which coordinate the gradient will be dierent to zero. Every coordinate with
a value dierent from zero will be placed at the corresponding position in the Grad array. So if a
rectangle is overlapping or touching with multiple other rectangles, the modication will be saved as
a total.
We will returning Grad, so that we can use the single positions of it for the evaluation of the gradient
of the objective function from IPOPT. If IPOPT has evaluated the gradient of the objective function,
we will free the space which we reserved with malloc, so the space can be used in the next iteration
again.
In our example we will get back the following array for the gradient:
Grad [] = {0, 5, 0, 3,−5, 0,−3, 0}. (8)
// C a l c u l a t e s the g r a d i e n t o f the v a r i a b l h u g e e s o f the r e c t a n g l e s w i th r e ga r d
// to the o v e r l a p wi th the o th e r r e c t a n g l e s . The g r a d i e n t i s r e t u r n e d as a r e s u l t
// o f the f un c t i o nhuge
doub le * Grad i en t ( doub le x [ ] , const i n t n1 ) {
// We a r e c a l c u l a t i n g the o v e r l a p o f the r e c t a n g l e s . I f the apa r t o f each
// other , the g r a d i e n t i s z e r o . I f they a r e o v e r l a p p i n g or touch ing , the
// g r a d i e n t i s d i f f e r e n t to z e r o at at l e a s t one p o s i t i o n .
doub le *Grad = ( doub le *) ma l l o c ( n1 * 4 * s i z e o f ( doub le ) ) ;
f o r ( i n t i = 0 ; i < n1 ; i++)
{
f o r ( i n t j = 0 ; j < n1 ; j++)
{
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i f ( i != j )
{
doub le xmin = max( x [ i *4 ] , x [ j * 4 ] ) ;
doub le xmax = min ( x [ i *4+1] , x [ j *4+1]) ;
doub le ymin = max( x [ i *4+2] , x [ j *4+2]) ;
doub le ymax = min ( x [ i *4+3] , x [ j *4+3]) ;
doub le x_over lap = xmax−xmin ;
doub le y_over lap = ymax−ymin ;
i f ( x_over lap < 0) x_over lap = 0 ;
i f ( y_over lap < 0) y_over lap = 0 ;
i f ( x_over lap * y_over lap >= 0)
{
// Grad i en t f o r xmin
i f ( x [ i *4 ] >= x [ j *4 ] && x [ i *4 ] != x [ j *4+1] && x [ i *4+1]
!= x [ j *4 ] && x [ i *4+2] != x [ j *4+3] && x [ i *4+3] != x [ j *4+2])
Grad [ i *4 ] += −y_over lap ;
// Grad i en t f o r xmax
i f ( x [ i *4+1] < x [ j *4+1] && x [ i *4+1] != x [ j *4 ] && x [ i *4 ]
!= x [ j *4+1]) Grad [ i *4+1] = Grad [ i *4+1] + y_over lap ;
// Grad i en t f o r ymin
i f ( x [ i *4+2] >= x [ j *4+2] && x [ i *4 ] != x [ j *4+1] && x [ i *4+1]
!= x [ j *4 ] && x [ i *4+2] != x [ j *4+3] && x [ i *4+3] != x [ j *4+2])
Grad [ i *4+2] = Grad [ i *4+2]− x_over lap ;
// Grad i en t f o r ymax
i f ( x [ i *4+3] <= x [ j *4+3] && x [ i *4+3] != x [ j *4+2] && x [ i *4+2]
!= x [ j *4+3]) Grad [ i *4+3] = Grad [ i *4+3] + x_over lap ;
// Grad i en t f o r xmax i f r e c t a n g l e s a r e touch i ng by
// the x−c o o r d i n a t e
i f ( x [ i *4+1] == x [ j *4 ] && x [ i *4+3] > x [ j *4+2]
&& x [ i *4+2] < x [ j *4+3])
{
Grad [ i *4+1] = Grad [ i *4+1] + y_over lap ;
}
// Grad i en t f o r ymax i f r e c t a n g l e s a r e touch i ng by
// the y−c o o r d i n a t e
i f ( x [ i *4+3] == x [ j *4+2] && x [ i *4+1] > x [ j *4 ]










r e t u r n Grad ;
}
i n t main ( ) {
// Coo rd i n a t e s o f the r e c t a n g l e s
// x : x−coo rd i n a t e , y : y−coo rd i n a t e , w : weidth , h : h e i g h t −
// (w, h : d i s t a n c e from l e f t / bot ton to r i g h t / top s i d e o f the r e c t a n g l e )
doub le x [ ] = {0 , 6 , 0 , 9 , 3 , 9 , 4 , 11 , 7 , 13 , 2 , 7} ;
i n t n1 = s i z e o f ( x ) /32 ;
doub le * grad = NULL ;
grad = Grad i en t ( x , n1 ) ;
f r e e ( grad ) ;
}
3.3 Distance
If we are calculating the gradient of the overlap it could happen, that we get a gradient of all zeros.
That could be, because they are not overlapping at all or because the cost of the overlap is locally
constant which means that one rectangle is included in the other one or it is crossing through the
whole rectangle as in gure 4 shown.
R1
R2
(a) Crossing of R1 and R2.
R1
R2
(b) R1 includes R2.
Figure 4: Example for locally constant cost of overlap.
To avoid that these situations appear, we are including the distance function.
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After calculating the gradient, we are checking through a loop if the gradient of each rectangle is
zero or not. The distance functions is only used, when the gradient for each variable of a rectangle
is zero. If one position is dierent to zero, then there is a direction where it can move to in the next
step. But if there is no direction, the algorithm would get stuck. So if the gradient is zero, we are
calling the distance function.
The distance function is always just call for one rectangle, namely the one we checked has a gradient
of all zeros. At rst in the function we are checking, if the rectangle is locally constant with another
one or if it is not overlapping with anyone at all. If they do not overlap, the function nishes without
changing anything. Its algorithm will go back to the loop and checks if there is another rectangle
with gradient equal to zero.
If the rectangle and another one are locally constant, the function continues. It then takes the center
of the two rectangles and looks what are the positions towards the other one and gives it a number.
So if the rectangle is included or crossing another one and the center of it is more to the right and






Then the function is checking if the rectangle is locally constant with another rectangle. If there
is a further one, it will add the number to the already given one. If all the combinations are checked,
the function returns the total number.
If the total number is zero, we know, that there is no rectangle which is overlapping with this one. In
all the other cases, we take the number modulo 4. The number which is resulting, shows us in which
direction the rectangle should move and because of that it is changing the gradient of that rectangle,
so that it is not all zeros anymore.
f o r ( i n t i = 0 ; i < n1 ; i++)
{
i f ( grad_1 [ i *4 ] == 0 && grad_1 [ i *4+1] == 0 &&
grad_1 [ i *4+2] == 0 && grad_1 [ i *4+3] == 0)
{
d i s t 1 = Di s t ance ( x , n1 , i ) ;
d i s t = d i s t 1 [ 0 ] ;
i f ( d i s t == 0){ goto f i n i s h e d ; }
d i s t = fmod ( d i s t , 4 ) ;
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// i f d i s t == 1 the r e c t a n g l e shou l d move to the top r i g h t
i f ( d i s t == 1)
{
grad [ i *4 ] = grad [ i *4 ] + 1 ;
grad [ i *4+1] = grad [ i *4+1] + 1 ;
grad [ i *4+2] = grad [ i *4+2] + 1 ;
grad [ i *4+3] = grad [ i *4+3] + 1 ;
}
// i f d i s t == 2 the r e c t a n g l e shou l d move to the bottom r i g h t
i f ( d i s t == 2)
{
grad [ i *4 ] = grad [ i *4 ] + 1 ;
grad [ i *4+1] = grad [ i *4+1] + 1 ;
grad [ i *4+2] = grad [ i *4+2] − 1 ;
grad [ i *4+3] = grad [ i *4+3] − 1 ;
}
// i f d i s t == 3 the r e c t a n g l e shou l d move to the bottom l e f t
i f ( d i s t == 3)
{
grad [ i *4 ] = grad [ i *4 ] − 1 ;
grad [ i *4+1] = grad [ i *4+1] − 1 ;
grad [ i *4+2] = grad [ i *4+2] − 1 ;
grad [ i *4+3] = grad [ i *4+3] − 1 ;
}
// i f d i s t == 0 the r e c t a n g l e shou l d move to the top l e f t
i f ( d i s t == 0)
{
grad [ i *4 ] = grad [ i *4 ] − 1 ;
grad [ i *4+1] = grad [ i *4+1] − 1 ;
grad [ i *4+2] = grad [ i *4+2] + 1 ;
grad [ i *4+3] = grad [ i *4+3] + 1 ;
}
f i n i s h e d : cout << " d i s t  = 0 . " << end l ;
}
}
doub le * Di s t ance ( const doub le x [ ] , const i n t n1 , const i n t i ){
doub le * change = 0 ;
f o r ( i n t j = 0 ; j < n1 ; j++)
{
i f ( i != j )
{
doub le grad_change = 0 ;
// R2 i n c l u d e s R1
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i f ( x [ i *4 ] > x [ j *4 ] && x [ i *4+1] < x [ j *4+1] &&
x [ i *4+2] > x [ j *4+2] && x [ i *4+3] < x [ j *4+3])
{
grad_change = 1 ;
}
// R1 i n c l u d e s R2
i f ( x [ i *4 ] < x [ j *4 ] && x [ i *4+1] > x [ j *4+1] &&
x [ i *4+2] < x [ j *4+2] && x [ i *4+3] > x [ j *4+3])
{
grad_change = 1 ;
}
// R1 i s c r o s s i n g R2 such tha t R1 i s l a r g e r i n the v e r t i c a l a x i s
i f ( x [ i *4 ] > x [ j *4 ] && x [ i *4+1] < x [ j *4+1] &&
x [ i *4+2] < x [ j *4+2] && x [ i *4+3] > x [ j *4+3])
{
grad_change = 1 ;
}
// R1 i s c r o s s i n g R2 such tha t R1 i s l a r g e r i n the h o r i z o n t a l a x i s
i f ( x [ i *4 ] < x [ j *4 ] && x [ i *4+1] > x [ j *4+1] &&
x [ i *4+2] > x [ j *4+2] && x [ i *4+3] < x [ j *4+3])
{
grad_change = 1 ;
}
// i n v e s t i g a t e where the c e n t e r s o f the r e c t a n g l e s a r e .
// 1 = top r i g h t ; 2 = bottom r i g h t ; 3 = bottom l e f t ; 4 = top r i g h t .
i f ( grad_change == 1)
{
doub le center_x1 = 0 ;
doub le center_y1 = 0 ;
doub le center_x2 = 0 ;
doub le center_y2 = 0 ;
center_x1 = x [ i *4+( i *4+1)/2] ;
center_y1 = x [ i *4+2+( i *4+3)/2] ;
center_x2 = x [ j *4+( j *4+1)/2] ;
center_y2 = x [ j *4+2+( j *4+3)/2] ;
i f ( center_x1 > center_x2 && center_y1 > center_y2 )
{ change = change+1;}
i f ( center_x1 > center_x2 && center_y1 < center_y2 )
{ change = change+2;}
i f ( center_x1 < center_x2 && center_y1 < center_y2 )
{ change = change+3;}
i f ( center_x1 < center_x2 && center_y1 > center_y2 )






r e t u r n change ;
}
3.4 Visualization
IPOPT returns the result of the calculation in raw numbers which is complex to evaluate, if there are
a lot of rectangles. For that reason we are visualizing the data in a gif, which will be compiled with
a python code. From IPOPT it is possible to save the nal data in a text le, such that we just can
read this le with python and using the information to produce the gif.
The rst step is to read the le which we have from IPOPT and save the data in the list rect.
After that we will call the function to produce the images. For this we need the width and the height
of the image, the coordinates of the rectangles and the number of rectangles. The function then will
create an image with all the rectangles in it. We color them dierently, so that it is easier to dier.
In the end we will add the images to a sequence of images to produce the gif from it. We can controll
the speed of the gif, so if there are a lot of images, it is possible to speed it up, to arrive the nal
state of the rectangles.
from PIL impor t Image , ImageDraw
r e c t = [ ]
f = open ( " f i n a l_ c o o r d i n a t e s_ r e c t a n g l e s . t x t " , " r " )
f = f . r ead ( )
x = f . s p l i t ( " , " )
x . remove ( x [−1])
f o r i i n range ( l e n ( x ) ) :
r e c t . append ( f l o a t ( x [ i ] ) )
# empty l i s t f o r s a v e i n g the r e c t a n g l e s .
r e c t a n g l e s = [ ]
# Funct i on to v i s u a l i z e the o v e r l a p p i n g r e c t a n g l e s .
d e f o v e r l a p_ v i s u a l i z a t i o n ( width , he i gh t , r e c t a n g l e s , number_of_rectang les ) :
img = Image . new ( 'RGB ' , ( width , h e i g h t ) , (255 , 255 , 255))
draw = ImageDraw . Draw( img )
# L i s t o f c o l o r s f o r the d i f f e r e n t r e c t a n g l e s −> w i l l change to au t oma t i c a l
# c o l o r s , so tha t the i ndex number i g i v e s the c o l o r o f the r e c t a n g l e .
c o l o r = [ " red " , " b l u e " , " g reen " , " y e l l ow " , " g ray " , " b l a c k " , " l i l a " , " p ink " ]
# Produc ing the r e c t a n g l e s and draw them .
f o r i i n range ( number_of_rectang les ) :
shape = [ ( r e c t a n g l e s [ i *4]*5 ,250− r e c t a n g l e s [ i *4+2]*5) ,
( ( r e c t a n g l e s [ i *4 ] + r e c t a n g l e s [ i *4+1])*5 ,
250−( r e c t a n g l e s [ i *4+2] + r e c t a n g l e s [ i *4+3] )*5) ]
20
draw . r e c t a n g l e ( shape , o u t l i n e = c o l o r [ i ] )
r e t u r n img
r e c t a n g l e s . append ( r e c t )
# Ca l c u l a t e s the number o f r e c t a n g l e s i n the p i c t u r e .
number_of_rectang les = i n t ( l e n ( r e c t a n g l e s [ 0 ] ) / 4 )
# Crea te the f rames .
f rames = [ ]
# Ca l c u l a t i n g the s t e p s o f moving , so how many i t e r a t i o n s t i l l the r e c t a n g l e s
# do not o v e r l a p anymore .
l e n_ r e c t a n g l e s = l e n ( r e c t a n g l e s )
# C a l l i n g the f u n c t i o n and add ing the images to the frame , so we can produce
# the g i f w i th the frame .
f o r i i n range ( l e n_ r e c t a n g l e s ) :
# the f i r s t two numbers a r e f o r the s i z e o f the background , the t h i r d number
# i s f o r the s t ep o f the r e c t a n g l e s , and the l a s t number f o r the number
# o f r e c t a n g l e s .
new_frame = o v e r l a p_ v i s u a l i z a t i o n (250 ,250 , r e c t a n g l e s [ i ] , number_of_rectang les )
f rames . append ( new_frame )
# Save i n t o a GIF f i l e .
f r ames [ 0 ] . s ave ( ' r e c t a n g l e s . g i f ' , fo rmat=' GIF ' , append_images=f rames [ 1 : ] ,
s a v e_a l l=True , d u r a t i o n =2000) # loop = 0 i f i t s hou l d l oop f o r e v e r .
# du r a t i o n g i v e s the speed o f moving the r e c t a n g l e s .
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4. Results and discussion
The beginning phase of the project was about to get familiar with the idea itself. So I started to
read dierent articles about packing problems. After a few weeks reading throught articles I could
conclude that there was no constellation similar to this one. Most of the articles were about packing
rectangles in a certain order, placing them one by one. Some care about rectangles and moving them
apart, but often there was enough space available, so they didn't have a limited area such as in a
given at.
In the second step I started writing the code for the algorithm. First I had to dene the function
which is calculating the overlap of the rectangles. Because this is a well-known issue, a lot of reports
gave many dierent suggestions. At the beginning, I started with saving the variables in an array, but
because this is not a proper way to store variables, I switched it to vectors. The vectors were still
dicult to read, so I switched them to structs. To change from vectors to structs I had to rewrite
almost the whole code, which was very timeconsuming. After rewriting the function to structs I
started with the next step and tried to include it in IPOPT. The example in IPOPT was using arrays
as well, so I tried to change it, enabling me to use my code with the structs. After a while I realized
that changing the body of IPOPT was more dicult than changing the body of my function. This
meant that I had to rewrite the whole code again back to arrays. Continuing with arrays I could
implement the code.
The objective function was ready, so the next step was to write an algorithm which is calculating
the gradient of the objective function. To write a function in an indepentend environment was fastly
done. It worked as expected. By implementing the gradient function to IPOPT the rst problems
occured. By running the algorithm, the program always collapsed and it only showed "Segmentation
fault (core dumped)". It was a problem of saving the variables, so I had to switch the function to a
pointer function. Additionally I had to include some external saving space with the malloc function
so that the function could save the variables temporarly to reengage them outside of it.
IPOPT calculated oat gradients and as well negative ones. As well it run over dierent if-loops,
so the gradient was dobble the size as it should have been. Because of that the function did not
work properly. I gured out that the problem was by calculating the overlapping area. The overlap
function did not only calculate overlapping area, it calculated negative overlapping areas, too. This is
not possible. So I had to include an option for selcting if one of the calculated areas was negative. A
negative area means that they are not overlapping. Running the algorithm again, the result weren't
still not correct. It turned out that creating saving space with malloc, the saving space did already
have some variables placed in, so clearly the results couldn't t. The saving space had to be set to zero.
The code was running so I wrote another code to visualize the results, therefore it was easier to
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retrace what IPOPT was calculating. The rectangles were still not overlapping and the algorithm
stopped before they weren't. Starting with other initial points did help either, there always left an
overlapping area as in gure 5 shown.
Figure 5: Plot of the results after a calculation, where the rectangles are still overlapping.
Thanks to my advisor, the next idea was to push the centers away from each other. I tried to
include a function in the objective function, which is measuring the distance of one rectangle to the
others and tries to push them apart. Because IPOPT tries to minimize the objective function, pushing
the rectangles apart of each other just increased the objective value. The algorithm then stopped in
a mix between pushing them apart and minimizing the overlapping area. This was not the objective
and I set some factors in front of the overlapping area function and the function for pushing them
apart. The goal was to weight rst one of the functions higher and to reduce the weight during the








The rst part of the equation was taking the distance between to rectangles, the second part the
overlapping area. The distance was measured by the left bottom points of the rectangles.
I tried to put the factors in front of both functions, so once with the smaller starting factor in front of
the distance function and once in front of the overlap function. Neither of both came to a satisfying
result.
It turned out that pushing them apart was only necessary, when the gradient was zero. As discribed
in section 3.3 a gradient of zero could be if they are not overlapping nor touching or if they were
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locally constant. So I excluded the function and wrote a new one, the one which is described in
section 3.3. If a gradient is locally constant, this function takes the center of the rectangles and tries
to increase the distance between the centers, so that by time one rectangle would not be included
or crossing another one anymore. The problem by taking the left corners was that it did not matter
what the position of the rectangles was, it always tried to push them to the top right corner if they
















Figure 6: Example for rectangle R2 includes rectangle R1 in the four dierent positions. If we take the
center for measuring the distance, we see that the blue line is always pointing in dierent direcctions.
If we would take the left corner of each rectangle, the red line is always going to the top right, just
in dierent angles.
The problem if it pushes all the rectangles in the same direction is that if more than two rectangles
are locally constant, it pushes all for example to the top right corner and at the end, few of the
rectangles getting stuck in this corner and cannot move anymore, because there is no more chance
to get more to the top right.
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Figure 7: Plot of the results after a calculation with the distance function when the rectangles are
not overlapping anymore.
Increase the distance of the centers help to bring them apart. Still, it does not work in all cases.
Depending on the initial values it sometimes ends up with no overlapping area, like it is shown in
gure 7. But in other cases the function achieves the opposite of we wanted. In gure 8 we see an
example of how it looks if the function reaches the wrong result.
After several tests with dierent initial values I was wondering, what the dierence is of using the
distance function or not using it. So I did a few runs with the function and a few without the function.
It turned out that the eciency of both variation is almost equal. So I can conclude that the distance
function does not have a strong impact on the results and running with only the overlapping function
brings similar results (see gure 9).
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Figure 8: Plot of the results after a calculation with the distance function when the rectangles are
still overlapping.
5. Conclusion
5.1 Contributions and conclusions
This thesis focused on developping an algorithm which is calculating the optimal distribution of the
rooms in a at. As indicated in the introduction the idea of writing an algorithm to place computer
chips on the mother board, was jointly with architechtural specialists transfered to optimizing space
management in construction works on physical buildings.
Calculating the dierent options of sorting the rooms needs a high capacity of calculation. Because a
normal solver would not be sucient to calculate nonlinear issues, we used IPOPT, an interior point
optimizier. Using IPOPT required selected programming languages to write the algorithm. Here we
wrote the codes in C++, so it was adaptable to IPOPT.
In a rst part we are refering to some other works which are already done and treat similar issues.
To get the reader familiar with the methods we explained them briey in the second chapter. This
was followed by the description of the algorithms and then by the results of the work.
Calculating the overlap of two rooms was the rst task and could be done in a few code lines.
Writing the algorithm to calculate the gradient was more complicated. The gradient of the function
is not steady, so IPOPT calculates it during the process repetitively. So it was necessary to include
all dierent possibilties which could be calculated. After several attempts and revisions, the gradient
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Figure 9: Plot of the results by running the algorithm with only the overlap function and no additional
one.
was calculated correctly.
Because calculating the overlap is not always sucient, we implemented a function to maximize the
distance between the centers. This function helps in some cases, but nevertheless it is not working in
all constellations.
The idea of an articial architect is certainly a way to be further developped and will be asked
for in the future, in order to digitalize everything.
To conclude, it should be possible to write an algorithm which pays attention to all dierent kinds of
constraints of how a at or how the rooms in a at should best be located. However, because of its
complexity the given variables, the considerable amount of additional work and the inavailability of
existing literature, this project should be investigated and further pursued in a continuing work.
5.2 Personal Evaluation
During my degree and my master studies I acquired a profound mathematical knowledge. I learned to
program in python, R and a tiny bit in C++. Because my degree was practical oriented I have chosen
more practical topics in my master, too. This brought me to decide writing my thesis about this issue.
I increased my C++ skills imense during this process. Further through reading many articles and




This work gave my a deep view in how research on an academic environment is made and how dicult
it can be, to do research in these complex elds. It learned me how time intensive it is, trying to write
new algorithms or calculation methods, as well as the understanding of correlations among dierent
subjects and areas .
For my personal progression I know that it is important to keep an overview and not to lose myself in
specic details. I learned that if I got stuck somewhere, it could be more ecient to try to get help
from experts or just outsiders having a dierent view on the topic. Because of the global situation of
COVID-19 and the quarantine, I have experienced that scientic exchange is a new challenge when
meetings from person-to-person are impossible. Doirect communication is a really important part of
such a work and meeting in person and discuss the issues are certainly more ecient than the online
communication.
Regular meetings and exchanges with peers, managed by a senior person could help avoiding unnecessary
eorts and structure an ecient procedure. Obviously, this years events were not supportive in that
sense.
5.3 Future work
To continue the work one can optimize the code that it will eliminate the overlap in every case, not
depending on the inital values. If this is working, one could try to implement constraints, which are
dening a corridor or doors, so that every room is reachable. Furthermore, one could include the
numerous additional variables, such as windows, water pipes, electronical access etc.
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