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Abstract
The performance of many machine learning tech-
niques depends on the choice of an appropriate
similarity or distance measure on the input space.
Similarity learning (or metric learning) aims at
building such a measure from training data so that
observations with the same (resp. different) la-
bel are as close (resp. far) as possible. In this
paper, similarity learning is investigated from the
perspective of pairwise bipartite ranking, where
the goal is to rank the elements of a database by
decreasing order of the probability that they share
the same label with some query data point, based
on the similarity scores. A natural performance
criterion in this setting is pointwise ROC opti-
mization: maximize the true positive rate under a
fixed false positive rate. We study this novel per-
spective on similarity learning through a rigorous
probabilistic framework. The empirical version of
the problem gives rise to a constrained optimiza-
tion formulation involving U -statistics, for which
we derive universal learning rates as well as faster
rates under a noise assumption on the data distri-
bution. We also address the large-scale setting by
analyzing the effect of sampling-based approxi-
mations. Our theoretical results are supported by
illustrative numerical experiments.
1. Introduction
Similarity (or distance) functions play a key role in many
machine learning algorithms for problems ranging from
classification (e.g., k-nearest neighbors) and clustering (e.g.,
k-means) to dimensionality reduction (van der Maaten &
Hinton, 2008) and ranking (Chechik et al., 2010). The suc-
cess of such methods are heavily dependent on the relevance
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of the similarity function to the task and dataset of interest.
This has motivated the research in similarity and distance
metric learning (Bellet et al., 2015), a line of work which
consists in automatically learning a similarity function from
data. This training data often comes in the form of pairwise
similarity judgments derived from labels, such as positive
(resp. negative) pairs composed of two instances with same
(resp. different) label. Most existing algorithms can then be
framed as unconstrained optimization problems where the
objective is to minimize some average loss function over
the set of similarity judgments (see for instance Goldberger
et al., 2004; Weinberger & Saul, 2009; Bellet et al., 2012,
for methods tailored to classification). Some generaliza-
tion bounds for this class of methods have been derived,
accounting for the specific dependence structure found in
the training similarity judgments (Jin et al., 2009; Bellet &
Habrard, 2015; Cao et al., 2016; Jain et al., 2017; Verma
& Branson, 2015). We refer to Kulis (2012) and Bellet
et al. (2015) for detailed surveys on similarity and metric
learning.
In this paper, we study similarity learning from the per-
spective of pairwise bipartite ranking, where the goal is to
rank the elements of a database by decreasing order of the
probability that they share the same label with some query
data point. This problem is motivated by many concrete
applications: for instance, biometric identification aims to
check the claimed identity of an individual by matching
her biometric information (e.g., a photo taken at an airport)
with a large reference database of authorized people (e.g.,
of passport photos) (Jain et al., 2011). Given a similarity
function and a threshold, the database elements are ranked
in decreasing order of similarity score with the query, and
the matching elements are those whose score is above the
threshold. In this context, performance criteria are related
to the ROC curve associated with the similarity function,
i.e., the relation between the false positive rate and the true
positive rate. Previous approaches have empirically tried
to optimize the Area under the ROC curve (AUC) of the
similarity function (McFee & Lanckriet, 2010; Huo et al.,
2018), without establishing any generalization guarantees.
The AUC is a global summary of the ROC curve which
penalizes pairwise ranking errors regardless of the positions
in the list. More local versions of the AUC (e.g., focusing
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on the top of the list) are difficult to optimize in practice
and lead to complex nonconvex formulations (Clémençon
& Vayatis, 2007; Huo et al., 2018). In contrast, the perfor-
mance criterion we consider in this work is pointwise ROC
optimization, which aims at maximizing the true positive
rate under a fixed false positive rate. This objective, for-
mulated as a constrained optimization problem, naturally
expresses the operational constraints present in many practi-
cal scenarios. For instance, in biometric applications such
as the one outlined above, the verification system is typi-
cally set to keep the proportion of people falsely considered
a match below a predefined acceptable threshold (see e.g.,
Jain et al., 2000; 2004).
In addition to proposing an appropriate probabilistic frame-
work to study this novel perspective on similarity learning,
we make the following key contributions:
Universal and fast learning rates. We derive statistical
guarantees for the approach of solving the constrained op-
timization problem corresponding to the empirical version
of our theoretical objective, based on a dataset of n labeled
data points. As the empirical quantities involved are not
i.i.d. averages but rather in the form of Ustatistics (Lee,
1990), our results rely on concentration bounds developed
for U -processes (Clémençon et al., 2008). We first derive a
learning rate of order O(1/
√
n) which holds without any as-
sumption on the data distribution. We then show that one can
obtain faster rates under a low-noise assumption on the data
distribution, which has the form of a margin criterion involv-
ing the conditional quantile. We are unaware of previous
results of this kind for constrained similarity/distance metric
learning. Interestingly, we are able to illustrate the faster
rates empirically through numerical simulations, which is
rarely found in the literature on fast learning rates.
Scalability by sampling. We address scalability issues that
arise from the very large number of negative pairs when
the dataset and the number of classes are large. In partic-
ular, we show that using an approximation of the pairwise
negative risk consisting of O(n) randomly sampled terms,
known as an incomplete U -statistic (see Blom, 1976; Lee,
1990), is sufficient to maintain the universal learning rate of
O(1/
√
n). We analyze two different choices of sampling
strategies and discuss properties of the data distribution
which can make one more accurate than the other. We fur-
ther provide numerical experiments to illustrate the practical
benefits of this strategy.
The rest of this paper is organized as follows. Section 2
introduces the proposed probabilistic framework for similar-
ity learning and draws connections to existing approaches.
In Section 3, we derive universal and fast learning rates
for the minimizer of the empirical version of our problem.
Section 4 addresses scalability issues through random sam-
pling, and Section 5 presents some numerical experiments.
Detailed proofs can be found in the supplementary material.
2. Background and Preliminaries
In this section, we introduce the main notations and con-
cepts involved in the subsequent analysis. We formulate the
supervised similarity learning problem from the perspective
of pairwise bipartite ranking, and highlight connections with
some popular metric and similarity learning algorithms of
the literature. Here and throughout, the indicator function
of any event E is denoted by I{E}, the Dirac mass at any
point x by δx, and the pseudo-inverse of any cdf F (u) on R
by F−1(t) = inf{v ∈ R : F (v) ≥ t}.
2.1. Probabilistic Framework for Similarity Learning
We consider the (multi-class) classification setting. The
random variable Y denotes the output label with values in
the discrete set {1, . . . , K}withK ≥ 1, andX is the input
random variable, taking its values in a feature spaceX ⊂ Rd
with d ≥ 1 and modeling some information hopefully useful
to predict Y . We denote by µ(dx) the marginal distribution
of X and by η(x) = (η1(x), . . . , ηK(x)) the posterior
probability, where ηk(x) = P{Y = k | X = x} for x ∈ X
and k ∈ {1, . . . , K}. The distribution of the random
pair (X,Y ) is entirely characterized by P = (µ, η). The
probability of occurrence of an observation with label k ∈
{1, . . . , K} is assumed to be strictly positive and denoted
by pk = P{Y = k}, and the conditional distribution of X
given Y = k is denoted by µk(dx). Equipped with these
notations, we have µ =
∑K
k=1 pkµk.
Optimal similarity measures. The objective of simi-
larity learning can be informally formulated as follows:
the goal is to learn, from a training sample Dn =
{(X1, Y1), . . . , (Xn, Yn)} composed of n ≥ 1 indepen-
dent copies of (X,Y ), a (measurable) similarity measure
S : X × X → R+ such that given two independent pairs
(X,Y ) and (X ′, Y ′) drawn from P , the larger the similar-
ity S(X,X ′) between two observations, the more likely
they are to share the same label. The set of all similar-
ity measures is denoted by S. The class S∗ of optimal
similarity rules naturally corresponds to the set of strictly
increasing transforms T of the pairwise posterior probabil-
ity η(x, x′) = P{Y = Y ′ | (X,X ′) = (x, x′)}, where
(X ′, Y ′) denotes an independent copy of (X,Y ):
{T ◦ η |T : Im(η)→ R+ borelian, strictly increasing},
and where Im(η) denotes the support of η(X,X ′)’s distri-




′) for all (x, x′) ∈ X 2. A sim-
ilarity rule S∗ ∈ S∗ defines the optimal preorder1 ∗ on
1A preorder on a set X is any reflexive and transitive binary
relationship on X . A preorder is an order if, in addition, it is
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the product space X × X : for any (x1, x2, x3, x4) ∈ X 4,
x1 and x2 are more similar to each other than x3 and x4 iff
η(x1, x2) ≥ η(x3, x4), and one writes (x3, x4) ∗ (x1, x2)
in this case. For any x ∈ X , S∗ also defines a preorder
∗x on the input space X , permitting to rank optimally all
possible observations by increasing degree of similarity to
x: for all (x1, x2) ∈ X 2, x1 is more similar to x than x2
(one writes x2 ∗x x1) iff (x, x2) ∗ (x, x1), meaning that
η(x, x2) ≤ η(x, x1). We point out that, despite its simplic-
ity, this framework covers a wide variety of applications,
such as the biometric identification problem mentioned ear-
lier in the introduction.
Similarity learning as pairwise bipartite ranking. In
view of the objective formulated above, similarity learning
can be seen as a bipartite ranking problem on the prod-
uct space X × X where, given two independent realiza-
tions (X,Y ) and (X ′, Y ′) of P , the input r.v. is the pair
(X,X ′) and the binary label is Z = 2I{Y = Y ′} − 1.
One may refer to e.g. Clémençon & Vayatis (2009) and
the references therein for a statistical learning view of
bipartite ranking. ROC analysis is the gold standard to
evaluate the performance of a similarity measure S in
this context, i.e. to measure how close the preorder in-
duced by S is to ∗. The ROC curve of S is the PP-plot
t ∈ R+ 7→ (FS,−(t), FS,+(t)), where, for all t ≥ 0,
FS,−(t) = P{S(X,X ′) > t | Z = −1},
FS,+(t) = P{S(X,X ′) > t | Z = +1},
where possible jumps are connected by line segments.
Hence, it can be viewed as the graph of a continuous func-
tion α ∈ (0, 1) 7→ ROCS(α), where ROCS(α) = FS,+ ◦
F−1S,−(α) at any point α ∈ (0, 1) such that FS,−◦F−1S,−(α) =
α. The curve ROCS reflects the ability of S to discrimi-
nate between pairs with same labels and pairs with dif-
ferent labels: the stochastically smaller than FS,− the dis-
tribution FS,+ is, the higher the associated ROC curve.
Note that it corresponds to the type I error vs power plot
of the statistical test I{S(X,X ′) > t} when the null hy-
pothesis stipulates that X and X ′ have different marginal
distribution (i.e., Y 6= Y ′). A similarity measure S1 is
said to be more accurate than another similarity S2 when
ROCS2(α) ≤ ROCS1(α) for any α ∈ (0, 1). A straight-
forward Neyman-Pearson argument shows that S∗ is the
set of optimal elements regarding this partial order on S:
∀(S, S∗) ∈ S×S∗, ROCS(α) ≤ ROCS∗(α) = ROCη(α)
for all α ∈ (0, 1). For simplicity, we will assume that the
conditional cdf of η(X,X ′) given Z = −1 is invertible.
Pointwise ROC optimization. In many applications, one
is interested in finding a similarity function which optimizes
the ROC curve at a particular point α ∈ (0, 1). The super-
antisymmetrical.
level sets of similarity functions in S∗ define the solutions
of pointwise ROC optimization problems in this context. In
the above framework, it indeed follows from Neyman Pear-
son’s lemma that the test statistic of type I error less than
α with maximum power is the indicator function of the set
R∗α = {(x, x′) ∈ X 2 : η(x, x′) ≥ Q∗α}, where Q∗α is the
conditional quantile of the r.v. η(X,X ′) given Z = −1 at
level 1− α. Restricting our attention to similarity functions




R+(S) subject to R−(S) ≤ α, (1)
where R+(S) = E[S(X,X ′) | Z = +1] is referred to as
positive risk and R−(S) = E[S(X,X ′) | Z = −1] as the
negative risk.
Remark 1. (UNCONSTRAINED FORMULATION) The su-
perlevel setR∗α of the pairwise posterior probability η(x, x′)
is the measurable subset R of X 2 that minimizes the cost-
sensitive classification risk:
p(1−Q∗α)P {(X,X ′) /∈ R | Z = +1}+
(1− p)Q∗αP {(X,X ′) ∈ R | Z = −1} ,
where p = P{Z = +1} = ∑Kk=1 p2k. Notice however that
the asymmetry factor, namely the quantile Q∗α, is unknown
in practice, just like the r.v. η(X,X ′). For this reason, one
typically considers the problem of maximizing
R+(S)− λR−(S), (2)
for different values of the constant λ > 0. The performance
in terms of ROC curve can only be analyzed a posteriori,
and the value λ thus needs to be tuned empirically by model
selection techniques.
2.2. Connections to Existing Similarity and Metric
Learning Approaches
We point out that the similarity learning framework de-
scribed above can be equivalently described in terms of
learning a dissimilarity measure (or pseudo distance met-
ric) D : X × X → R+. In this case, the pointwise ROC
optimization problem (1) translates into:
min
D:X 2→[0,1]
E [D(X,X ′) | Z = +1]
subject to E [D(X,X ′) | Z = −1] ≥ 1− α. (3)
A large variety of practical similarity and distance metric
learning algorithms have been proposed in the literature, all
revolving around the same idea that a good similarity func-
tion should output large scores for pairs of points in the same
class, and small scores for pairs with different label. They
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differ from one another by the class of metric/similarity
functions considered, and by the kind of objective function
they optimize (see Bellet et al., 2015, for a comprehensive
review). In any case, ROC curves are commonly used to
evaluate metric learning algorithms when the number of
classes is large (see for instance Guillaumin et al., 2009;
Köstinger et al., 2012; Shen et al., 2012), which makes our
framework very relevant in practice. Several popular algo-
rithms optimize an empirical version of Problems (1)-(3),
often in their unconstrained version as in (2) (Liu et al.,
2010; Xie & Xing, 2015). We argue here in favor of the
constrained version as the parameter α has a direct cor-
respondence with the point ROCS(α) of the ROC curve,
unlike the unconstrained case (see Remark 1). This will be
illustrated in our numerical experiments of Section 5.
Interestingly, our framework sheds light on MMC, the semi-
nal metric learning algorithm of Xing et al. (2002) originally
designed for clustering with side information. MMC solves
the empirical version of (3) with α fixed to 0. This is be-
cause MMC optimizes over a class of distance functions
with unbounded values, hence modifying α does not change
the solution (up to a scaling factor). We note that by choos-
ing a bounded family of distance functions, one can use the
same formulation to optimize the pointwise ROC curve.
3. Statistical Guarantees for Generalization
Pointwise ROC optimization problems have been inves-
tigated from a statistical learning perspective by Scott &
Nowak (2005) and Clémençon & Vayatis (2010) in the con-
text of binary classification. The major difference with the
present framework lies in the pairwise nature of the quan-
tities appearing in Problem (1) and, consequently, in the
complexity of its empirical version. In particular, natural
statistical estimates for the positive risk R+(S) and the
negative risk R−(S) (1) computed on the training sample












S(Xi, Xj) · I{Yi 6= Yj}, (5)
where n+ =
∑
1≤i<j≤n I{Yi = Yj} = n(n − 1)/2 − n−.
It is important to note that these quantities are not i.i.d.
averages, since several pairs involve each i.i.d. sample. This
breaks the analysis carried out by Clémençon & Vayatis
(2010, Section 5 therein) for the case of binary classification.
We can however observe that U+n (S) = 2n+/(n(n −
1))R̂+n (S) and U
−
n (S) = 2n−/(n(n − 1))R̂−n (S) are U -
statistics of degree two with respective symmetric ker-
nels h+((x, y), (x′, y′)) = S(x, x′) · I{y = y′} and
h−((x, y), (x
′, y′)) = S(x, x′) · I{y 6= y′}.2 We will
therefore be able to use existing representation tricks to
derive concentration bounds for U -processes (collections of
U -statistics indexed by classes of kernel functions), under
appropriate complexity conditions, see e.g. (Dudley, 1999).
We thus investigate the generalization ability of solutions
obtained by solving the empirical version of Problem (1),
where we also restrict the domain to a subset S0 ⊂ S of
similarity functions bounded by 1, and we assume S0 has
controlled complexity (e.g. finite VC dimension). Finally,
we replace the target level α by α + Φ, where Φ is some
tolerance parameter that should be of the same order as the
maximal deviation supS∈S0 |R̂−n (S)−R−(S)|. This leads
to the following empirical problem:
max
S∈S0
R̂+n (S) subject to R̂
−
n (S) ≤ α+ Φ. (6)
Following Clémençon et al. (2008), we have the following
lemma.
Lemma 1. (Clémençon et al., 2008, Corollary 3) Assume
that S0 is a VC-major class of functions with finite VC
dimension V < +∞. We have with probability larger than
1− δ: ∀n > 1,
sup
S∈S0





where C is a universal constant, explicited in Bousquet et al.
(2004, page 198 therein).
A similar result holds for the U -process {Û−n (S) −
U−(S)}S∈S0 . We are now ready to state our universal learn-
ing rate, describing the generalization capacity of solutions
of the constrained optimization program (6) under specific
conditions for the class S0 of similarity functions and a suit-
able choice of the tolerance parameter Φ. This result can be
established by combining Lemma 1 with the derivations of
Clémençon & Vayatis (2010, Theorem 10 therein). Details
can be found in the supplementary material.
Theorem 1. Suppose that the assumptions of Lemma 1 are
fulfilled and that S(x, x′) ≤ 1 for all S ∈ S0 and any
(x, x′) ∈ X 2. Assume also that there exists a constant
κ ∈ (0, 1) such that κ ≤ ∑k=1 p2k ≤ 1 − κ. For all










and consider a solution Ŝn of the contrained minimization
problem (6) with Φ = Φn,δ/2. Then, for any δ ∈ (0, 1),
2We give the definition of U -statistics in the supplementary
material for completeness.
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we have simultaneously with probability at least 1 − δ:
∀n ≥ 1 + 4κ−2 log(3/δ),









R−(Ŝn) ≤ α+ Φn,δ/2. (9)
Remark 2. (ON BIAS AND MODEL SELECTION) We point
out that the last term on the right hand side of (8) should
be interpreted as the bias of the statistical learning problem
(6), which depends on the richness of class S0. This term
vanishes when I{(x, x′) ∈ R∗α} belongs to S0. Choosing a
class yielding a similarity rule of highest true positive rate
with large probability can be tackled by means of classical
model selection techniques, based on resampling methods
or complexity penalization (note that oracle inequalities can
be straightforwardly derived from the same analysis).
Except for the minor condition stipulating that the probabil-





away from 0 and 1, the generalization bound stated in Theo-
rem 1 holds whatever the probability distribution of (X,Y ).
Beyond such universal results, we investigate situations
where rates faster than O(1/
√
n) can be achieved by solu-
tions of (6). Such fast rates results exist for binary classifica-
tion under the so-called Mammen-Tsybakov noise condition,
see e.g. Bousquet et al. (2004) for details. By means of a
variant of the Bernstein inequality for U -statistics, we can
establish fast rate bounds under the following condition on
the data distribution.
Noise Assumption (NA). There exist a constant c and a ∈





This noise condition is similar to that introduced by Mam-
men & Tsybakov (1995) for the binary classification frame-
work, except that the threshold 1/2 is replaced here by the
conditional quantile Q∗α. It characterizes “nice” distribu-
tions for the problem of ROC optimization at point α: it
essentially ensures that the pairwise posterior probability is
bounded away from Q∗α with high probability. Under the
assumption, we can derive the following fast learning rates.
Theorem 2. Suppose that the assumptions of Theorem 1 are
satisfied, that condition NA holds true and that the optimal
similarity rule S∗α(x, x
′) = I{(x, x′) ∈ R∗α} belongs to S0.
Fix δ > 0. Then, there exists a constant C ′, depending on δ,
κ, Q∗α, a, c and V such that, with probability at least 1− δ,
ROCS∗(α)−R+(Ŝn) ≤ C ′n−(2+a)/4,
and R−(Ŝn) ≤ α+ 2Φn,δ/2.
Remark 3. (ON THE NA CONDITION) The noise condi-
tion is automatically fulfilled for any a ∈ (0, 1) when, for
almost every point x with respect to the measure induced by
X , η(x,X ′) has an absolutely continuous distribution and
bounded density. This assumption means that the problem
of ranking by similarity to an instance x is not too hard for
any value of x, see supplementary material for more details.
The proof is based on the same argument as that of
Clémençon & Vayatis (2010, Theorem 12 therein), ex-
cept that it involves a sharp control of the fluctuations of
the U -statistic estimates of the true positive rate excess
ROCS∗(α)−R+(S) over the class S0. The reduced vari-
ance property of U -statistics plays a crucial role in the analy-
sis, which essentially relies on the Hoeffding decomposition
(see Hoeffding, 1948). Technical details can be found in the
supplementary material.
4. Scalability by Sampling Approximations
In the previous section, we analyzed the learning rates
achieved by a minimizer of the empirical problem (6). In the
large-scale setting, solving this problem can be computation-
ally costly due to the very large number of training pairs. In
particular, the positive and negative empirical risks R̂+n (S)





k<l nknl pairs. We focus here more specifically on
the setting where we have a large number of (rather bal-
anced) classes, as in our biometric identification motivating
example where a class corresponds to an identity. In this
regime, we are facing a highly imbalanced problem since
the number of negative pairs becomes overwhelmingly large
compared to the number of positive pairs. For instance, even
for the MNIST dataset where the number of classes is only
K = 10 and nk = 6000, there are already 10 times more
negative pairs than positive pairs.
A natural strategy, often used by metric learning practition-
ers (see e.g., Babenko et al., 2009; Wu et al., 2013; Xie &
Xing, 2015), is to drastically subsample the negative pairs
while keeping all positive pairs. In this section, we shed
light on this popular practice by analyzing the effect of sub-
sampling (conditionally upon the data) the negative pairs
onto the generalization performance.
A simple approach consists in replacing the empirical nega-







where PB is a set of cardinality B built by sampling with
replacement in the set of negative training pairs ΛP =
{(i, j) | i, j ∈ {1, . . . , n};Yi 6= Yj}. Conditioned upon the
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nk’s, R̄−B(S) can be viewed as an incomplete version of the
U -statistic R̂−n (S) consisting of B pairs (Blom, 1976; Lee,
1990).
Despite the simplicity of the above approximation, we also
consider an alternative sampling strategy, which consists in
sampling a number B of K-tuples containing one random







hS(Xi1 , . . . , XiK ),
where hS(X1, . . . , XK) = 1n−
∑
k<l nknlS(Xk, Xl)
and TB is a set of cardinality B built by sam-
pling with replacement in the set of K-tuples ΛT =
{(i1, . . . , iK) | ik ∈ {1, . . . , nk}; k = 1, . . . ,K}. R̃−B(S)
is also an incomplete version of R̂−n (S), with the alternative
view of R̂−n (S) as a generalized K-sample U -statistic (Lee,
1990) of degree (1, . . . , 1) and kernel hS , see supplemen-
tary material for a full definition. Note that R̃−B(S) contains
BK(K − 1)/2 pairs, balanced across all class pairs.
R̄−B(S) and R̃
−
B(S) are both unbiased estimates of R̂
−
n (S),
but their variances are different and one approximation
might be better than the other in some regimes. The fol-
lowing result provides expressions for the variances of both
incomplete estimators for a fixed budget of B0 sampled
pairs, under a standard asymptotic framework.
Proposition 1. Let B0 be the number of pairs sampled
in both schemes, and denote Vn = Var(R̂−n (S)). When
B0/n→ 0, n→∞ and for all k ∈ {1, . . . ,K}, nk/n→




Var(hS(X(1), . . . , X(k))),
Var(R̄−B(S))− Vn ∼ B−10 Var(S(X,X ′) |Y 6= Y ′),
where X(k) denotes X |Y = k for all k ∈ {1, . . . ,K}.
Proposition 1 states that if the variance of similarity scores
on the negative pairs is high compared to the variance of a
weighted average of similarity scores on all types (k, l) of
negative pairs, then one should prefer tuple-based sampling
(otherwise pair-based sampling is better). As an example,
consider the case where the similarity scores on the nega-
tive pairs constructed from classes (k0, l0) are consistently
higher than for other negative pairs. These high similarity
pairs will not be sampled very often by the pair-based sam-
pling method, in contrast to the tuple-based approach. In
that scenario, the variance of S(X,X ′) |Y 6= Y ′ is high
while the variance of hS
(
X(1), . . . , X(k)
)
is low, and the
tuple-based method should be preferred. In practice, the
properties of the data should guide the choice of the sam-
pling approach.
We now analyze the effect of sampling on the performance
of the empirical risk minimizer. We consider tuple-based
sampling (results of the same order can be obtained for pair-




R̂+n (S) subject to R̃
−
B(S) ≤ α+ Φn,δ,B . (10)
We have the following theorem, based on combining Theo-
rem 1 with a result bounding the maximal deviation between




Theorem 3. Let N = min1≤k≤K nk and α ∈ (0, 1), as-
sume that S∗ ∈ S0 and that S0 is a VC-major class of














k=1 nk) + log(4/δ)
B
.
Then we have simultaneously with probability at least 1− δ,
R+(S̃B) ≥ R+∗ − 2Φn,δ,B and R−(S̃B) ≤ α+ 2Φn,δ,B .
This result is very similar to Theorem 1, with an additive
error term in O(
√
log n/B). Remarkably, this implies that
it is sufficient to sample B = O(n) tuples (hence only
O(nK2) pairs) to preserve the O(
√
log n/n) learning rate
achieved when using all negative pairs. This will be con-
firmed empirically in our numerical experiments.
Remark 4 (Approximating the positive risk). When needed,
sampling-based techniques can also be used to approximate
the empirical positive risk R̂+n (S), with generalization re-
sults analogous to Theorem 3. Details are left to the reader.
5. Illustrative Experiments
In this section, we present some experiments to illustrate
our main results. We first illustrate how solving instances
of Problem (6) allows to optimize for specific points of the
ROC curve. We then provide some numerical evidence
of the fast rates of Theorem 2. Finally, we illustrate our
scalability results of Section 4 by showing that dramatically
subsampling the negative empirical risk leads to negligible
loss in generalization performance.
5.1. Pointwise ROC Optimization
We illustrate on synthetic data that solving (6) for differ-
ent values of α can optimize for different regions of the

















sAα, α = 0.32




Figure 1. Illustrative experiments for pointwise ROC optimization.
ROC curve. Let X ⊂ Rd, and let S0 be the set of bilinear
similarities with norm-constrained matrices
S0 =
{










ij . Note that when data is scaled
(‖x‖ = 1 for all x ∈ X ), we have SA(x, x′) ∈ [0, 1] for all
x, x′ ∈ X and all SA ∈ S0. In our simple experiment, we
have K = 3 classes and observations belong to the sphere
in R3. Denoting by θx,ci the angle between the element x










and c1 = (cos(π/3), sin(π/3), 0), c2 = e2, c3 = e3 with
ei vectors of the standard basis of R3. See Figure 1(a) for a
graphical representation of the data.
The solutions of the problem can be expressed in closed
form using Lagrangian duality. In particular, when the
constraints are saturated, the solution SAα is an increasing





























and λα is a positive Lagrange multiplier decreasing in α, see
supplementary material for details. By varying α, we trade-
off between the information contained in the positive pairs
(α large, λα close to zero) and in the negative pairs (α small,
λα large), which indeed results in optimizing different areas
of the ROC curve, see Figure 1(b).
5.2. Fast Rates
Theorem 2 shows that when the noise assumption NA is veri-




















































Figure 2. Example distributions and µ1’s for n = 1000 and two
values of a.


























Figure 3. Generalization speed for different values of a.
the existence of fast rates experimentally requires us to de-
sign a problem for which the η satisfies NA, which is not
trivial due to the pairwise nature of the involved quantities.
We emphasize that such empirical evidence of fast rates is
rarely found in the literature.
We put ourselves in a simple scenario where X = [0, 1],
µ = 1, K = 2 and p1 = p2 = 1/2. In that context,
characterizing µ1(dx) is sufficient to have a fully defined




2C if x ∈ [0,m],
1− |2x− 1|(1−a)/a if x ∈ (m, 1/2],
where C is chosen so that Q∗α = 1/2 and m is fixed in
advance. Since
∫
µ1(dx) = 1, we chose µ1 symmetric in
(1/2, 1) to satisfy that constraint. Figure 2 shows example
distributions.
Given that µ = 1, the noise assumption with a close to 1
requires that there are sharp variations of η close to Q∗α.
To induce the form of the function more easily, we fixed
Q∗α = 1/2, which requires us to choose µ1 such that the
value of the integral of η is controlled while η has the ex-
pected local property around 1/2. More details about the
design of the experiment can be found in the supplementary
material. When t is small enough, P (|η(X,X ′)−Q∗α| ≤ t)































Figure 4. Value of objective and constraint on the test set for var-
ious levels of approximation of the negative risk, averaged on 5
runs for each set of parameters (n,B).
is of order −t a1−a log(t). Due to the logarithm term in the
noise condition, we expect that the generalization speeds to
be slightly worse than O(n−(2+a)/4).
The family S0 is composed of indicators of sets, which are
parameterized by t ∈ (0, 1) (see supplementary material
for a graphical representation). Each set contains the pairs
(x, x′) such that one of the supremum distances between
(x, x′) and (0, 0) or (1, 1) is smaller than t, which writes
{x, x′ ∈ X | min(max(1− x, 1− x′),max(x, x′)) < t} .
The optimal set can thus always be identified, and R+(S)
and R−(S) can be expressed analytically for some S ∈ S0.
The empirical problem Eq. (6) is always solved neglecting
the tolerance parameter Φ, i.e. setting Φ = 0.
Figure 3 shows experiments for the case α = 0.26, m =
0.35 and a ∈ [0.1, 0.9]. For some a, the empirical 90-
quantile of ROCS∗(α)−R+(Ŝn) is computed for different
values of n on 1000 experiments and its logarithm is fitted to
Ca× log(n) +Da to get the empirical generalization speed
Ca. There is a clear downward trend when a increases,
illustrating the fast rates in practice.
5.3. Scalability by Sampling
We illustrate the results of Section 4 on MMC (Xing et al.,
2002), a popular metric learning algorithm whose formu-
lation is very close to the one we consider. We introduce




















I{Yi = Yj} · d2A(Xi, Xj) ≤ 1
A  0
We use MNIST dataset, composed of 70, 000 images rep-
resenting the 0-9 handwritten digits, with classes roughly
equally distributed. We randomly split it into a training set
and a test set of 10, 000 instances. As done in previous work,
the dimension of the features is reduced using PCA to keep
90% of the explained variance. We approximate the average
over negative pairs by sampling K-tuples with B terms,
as proposed in Section 4 (pair-based sampling performs
similarly on this dataset). We aim to show that optimizing
the criterion on the resulting smaller set of pairs does not
significantly impact the learning rate (yet greatly reduces
training time). We solve MMC on the training set for a
varying number of training instances n and of K-tuples B,
and report the objective and constraint values on the test set.
The results, summarized in Figure 4, confirm the small per-
formance loss due to subsampling, for a huge improvement
in terms of computing time. Indeed, when n = 60, 000,
the total number of negative pairs is almost 2 billions while
B = 0.15n corresponds to sampling only 400, 000 pairs.
6. Conclusion
We have introduced a rigorous probability framework to
study similarity learning from the novel perspective of pair-
wise bipartite ranking and pointwise ROC optimization. We
derived statistical guarantees for generalization in this con-
text, and analyzed the impact of using sampling-based ap-
proximations. Our results are illustrated on a series of nu-
merical experiments. Our study opens promising directions
of future work. We are especially interested in extending
our results to allow the rejection of queries from unseen
classes (e.g., unknown identities) at test time (see for in-
stance Bendale & Boult, 2015). This could be achieved
by incorporating a loss function to encourage the score of
all positive pairs to be above some fixed threshold, below
which we would reject the query.
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We recall a few useful definitions.
Definition 1 (VC-major class of functions – van der Vaart & Wellner, 1996). A class of functions F such that ∀f ∈ F ,
f : X → R is called VC-major if the major sets of the elements in S form a VC-class of sets in X . Formally, S is a
VC-major class if and only if:
{{x ∈ X | f(x) > t} | f ∈ F , t ∈ R} is a VC-class of sets.
Definition 2 (U -statistic of degree 2 – Lee, 1990). Let X be some measurable space and V1, . . . , Vn i.i.d. random
variables valued in X and K : X 2 → R a measurable symmetric mapping s.t. h(V1, V2) is square integrable. The
functional Un(h) = (1/n(n − 1))
∑
i 6=j h(Vi, Vj) is referred to as a symmetric U -statistic of degree two with kernel h.
It classically follows from Lehmann-Scheffé’s lemma that it is the unbiased estimator of the parameter E[h(V1, V2)] with
minimum variance.
Definition 3 (Generalized U -statistic – Clémençon et al., 2016). Let K ≥ 1 and (d1, . . . , dK) ∈ N∗K . Let X1,...,nk =
{X(k)1 , . . . , X
(k)
nk }, 1 ≤ k ≤ K, be K independent samples of sizes nk ≥ dk and composed of i.i.d. random variables
taking their values in some measurable space Xk with distribution Fk(dx) respectively. Let h : X d11 × · · · × X dKK → R be
a measurable function, square integrable with respect to the probability distribution µ = F⊗d11 ⊗ · · · ⊗ F⊗dkk . Assume in
addition (without loss of generality) that h(x(1), . . . , x(K)) is symmetric within each block of arguments x(k) (valued in










































related to a set Ik of dk indexes
1 ≤ i1 < · · · < idk ≤ nk and n = (n1, . . . , nK).
A.2. Proof of Theorem 1















∣∣R+n (S)−R+(S)∣∣ > Φn,δ/2}− P{ sup
S∈S0
















U−n (S) where U
+
n (S) and U
−
n (S) has
U -statistics. Observe that we have: ∀n > 1,
sup
S∈S0
∣∣∣R̂+n (S)−R+(S)∣∣∣ = sup
S∈S0
∣∣∣∣(n(n− 1)2n+ − p−1
)
U+n (S) + p
−1 (U+n (S)− E[U+n (S)])∣∣∣∣,
≤
∣∣∣∣n(n− 1)2n+ − p−1
∣∣∣∣+ p−1 sup
S∈S0
∣∣U+n (S)− E[U+n (S)]∣∣,
≤ p−1 |2n+/n(n− 1)− p|
p+ 2n+/n(n− 1)− p
+ p−1 sup
S∈S0
∣∣U+n (S)− E[U+n (S)]∣∣.
Serfling (Section 5.6, Theorem A 1980) gives that, with probability at least 1− δ,
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Hence when 2n+/n(n− 1)− p ≥ 0, we have:
|2n+/n(n− 1)− p|





And when 2n+/n(n− 1)− p < 0, we have, for n ≥ 1 + 4p−2 log(2/δ):
|2n+/n(n− 1)− p|










Combining this proposition with Lemma 1 gives that: with probability at least 1− δ, ∀n ≥ 1 + 4p−2 log(3/δ),
sup
S∈S0




Similarly, we obtain, with q = 1− p:
sup
S∈S0
∣∣∣R̂−n (S)−R−(S)∣∣∣ ≤ q−1 |2n−/n(n− 1)− q|q + 2n−/(n(n− 1))− q + q−1 supS∈S0∣∣U−n (S)− E[U−n (S)]∣∣,
which gives with the exact same reasoning that: with probability at least 1− δ, ∀n ≥ 1 + 4q−2 log(3/δ),
sup
S∈S0




which gives the right order of convergence. The proof is then finished by following the proof of Theorem 10 in (Clémençon
& Vayatis, 2010).
A.3. Proof of Theorem 2
Let S∗(x, x′) = I{(x, x′) ∈ R∗α} be the optimal similarity function (supposed here to belong to S0 for simplicity). Observe
















is a U -statistic based on Dn with kernel QS given by
QS((x, y), (x
′, y′)) = I {y = y′} (S(x, x′)− S∗(x, x′))− E [I {Y = Y ′} (S(X,X ′)− S∗(X,X ′))] .
The second Hoeffding decomposition of U -statistics, already used for the fast rate analysis carried out in (Clémençon et al.,
2008) in ranking risk minimization, leads to the following decomposition of the U -statistic ∆n(S):












q̂S ((Xi, Yi), (Xj , Yj)) ,
with
qS(x, y) = E [QS ((X,Y ), (x, y))] ,
q̂S ((x, y), (x
′, y′)) = QS ((x, y), (x
′, y′))− qS(x, y)− qS(x′, y′).
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The component Wn(S) is a degenerate U -statistic, meaning that, for all (x, y),
E [q̂S ((x, y), (X,Y ))] = 0 almost-surely.
The following lemma is thus a direct consequence of the bound established in (Arcones & Giné, 1994).
Lemma 2. Suppose that the hypotheses of Theorem 2 are fulfilled. Then, for any δ ∈ (0, 1), we have with probability larger
than 1− δ: ∀n ≥ 2,
sup
S∈S0




where C < +∞ is a universal constant.
This result shows that the second term in decomposition (13) is uniformly negligible with respect to Tn(S). The final
ingredient is the following lemma, which provides a control of the variance of Tn(S) under the NA condition.
Lemma 3. Suppose that the hypotheses of Theorem 2 are fulfilled. Then, for any S ∈ S0, we have:
Var(qS(X,Y )) ≤ c
[
(1−Q∗α)p(R+(S∗)−R+(S)) + (1− p)Q∗α(R−(S)−R−(S∗))
]a
. (14)
Proof. We introduce 	 as the symmetric difference operator between two sets. IntroducingRS,u = {x, x′ | S(x, x′) ≥ u}
andR∗α = {x, x′ | η(x, x′) > Q∗α}, we have that:
Var (qS(X,Y )) ≤ EX,Y
[
(EX′,Y ′ [I{Y = Y ′}(S(X,X ′)− S∗(X,X ′))])2
]
,










Since S(X,X ′) =
∫ 1
0


















I{(X,X ′) ∈ RS,u 	R∗α}|η(X,X ′)−Q∗α|





EX [EX′ [I{(X,X ′) ∈ RS,u 	R∗α}|η(X,X ′)−Q∗α|]] du
)a
, (15)
(By the beforementioned noise hypothesis followed by Jensen’s inequality).
The right-hand-side of Eq. (15) is very similar to an expression of the excess risk in binary classification, see Boucheron
et al. (2005, Eq 1 therein). We now link it to the right-hand side of Eq. (14).
Formally, note that:












E [|η(X,X ′)−Q∗α|I{(X,X ′) ∈ RS,u 	R∗α}] du+ p−1Q∗αE [S(X,X ′)− S∗(X,X)] du,
(Since (1− 2I{(X,X ′) ∈ R∗α}) (η(X,X ′)−Q∗α) = −|η(X,X ′)−Q∗α|.)
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which implies that∫ 1
0
E [|η(X,X ′)−Q∗α|I{(X,X ′) ∈ RS,u 	R∗α}] du = (1−Q∗α)p(R+(S∗)−R+(S)) +Q∗α(1− p)(R−(S)−R−(S∗)).
(16)
Combining Eq. (15) and Eq. (16) completes the proof.
Lemma 3 is the analogue of Lemma 11 in (Clémençon & Vayatis, 2010) and the fast rate bound stated in Theorem 2 then
classically follows from the application of Talagrand’s inequality (or Bernstein’s inequality when S0 is of finite cardinality),
see e.g. subsection 5.2 in (Boucheron et al., 2005) and Theorem 12 in (Clémençon & Vayatis, 2010).
We state here the proof for the case where S0 is of finite cardinality. Proving this result for more general classes of functions
S0 is tackled by the localization argument expressed in Boucheron et al. (2005, pages 341-346 therein) — we omit it to
avoid stretching the proof unnecessarily.


















An equivalent of Lemma 2 for the case of finite classes of functions S0 can be derived from de la Peña & Giné (1999,







since Wn(S) is a degenerate U -statistic. C is a universal constant.









where C ′ = 2C + 4/3.






where N is the cardinal of the proposition class S0, we have with probability 1− δ,
R+(Ŝn) ≥ sup
S∈S0: R−(S)≤α
R+(S)− Φ′n,δ/2 and R−(Ŝn) ≤ α+ Φ′n,δ/2, (20)
sup
S∈S0
∣∣R+n (S)−R+(S)∣∣ ≤ Φ′n,δ/2. (21)
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Let Ŝn be the solution of Eq. (6) with Φ′n,δ′/2, where δ
′ = 2(M + 1)δ/(9M + 4). Introducing Kδ,M = (9M + 4)/δ, we

















The highest order term on the right-hand side is in O(n−1/2Φ′a/2n,δ′/2) which is O(n
−(2+a)/4). Eq. (23) is a fixed point
equation in R+(S∗)−R+(Ŝn). Finding an upper bound on the solution of this fixed-point equation is done by invoking
Cucker & Smale (2002, Lemma 7 therein), which we recall here for completion.
Lemma 4. Let c1, c2 > 0 and s > q > 0. Then the equation xs− c1xq− c2 = 0, has a unique positive zero x∗. In addition,
x∗ ≤ max{(2c1)1/(s−q), (2c2)1/s}.
Applying Lemma 4 to Eq. (23) concludes the proof.
A.4. Remarks on the noise assumption NA
We now discuss the type of conditions under which our noise assumption is true. Assume that there exist A ⊂ X ,P(X ∈
A) = 1, such that for all x ∈ A, the random variable η(x,X) has an absolutely continuous distribution on [0, 1] and its
density is bounded by B. Intuitively, this assumption means that the problem of ranking elements modeled by X according
to their similarity with an element x ∈ A is somewhat easy (almost-surely).









which implies that the fast rate of convergence of Theorem 2 applies for any a ∈ (0, 1). The proof is given below and
follows the same arguments as Clémençon et al. (2008, Corollary 8 therein).


























A.5. Proof of of Proposition 1
Conditioned upon the (Yi)ni=1, the sample (Xi, Yi)
n







, k ∈ {1, . . . ,K}, one for each
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X(1), . . . , X(K)
))
,
which gives the result for tuple-based sampling since Var (R−n (S)) = O (1/n) when B0/n → 0, n → ∞ and nk/n →
pk > 0 for all k ∈ {1, . . . ,K}.



















































Var (S (X,X ′) |Y 6= Y ′) .
A.6. Proof of Theorem 3
The proof of Theorem 3 is based on an equivalent of Theorem 1, in the case where we condition upon the labels. It boils





i=1 for all k ∈ {1, . . . ,K}.
Theorem 4. Let α ∈ (0, 1), assume that S∗ ∈ S0 and that S0 is a VC-major class of VC-dimension V . Let N =









then we have simultaneously, with probability at least 1− δ,
R+(Ŝn) ≥ R+∗ − 2Φn,δ and R−(Ŝn) ≤ α+ 2Φn,δ.
Theorem 4 is proven by controlling the tail of the supremum over S0 of the absolute deviation of R+n and R−n around their
respective means, which is adressed by the two following Lemma 5 and Lemma 6.


































Chernoff’s bound allows us to take advantage of the independence of the U -statistics. The end of the proof is similar to the
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The proof of Lemma 6 is based on viewing R−n (S) as a K-sample generalized U -statistic, see Eq. (24). Lemma 6 then
follows from Clémençon et al. (2016, Proposition 2 therein).
Theorem 3 then follows the same steps as Clémençon et al. (2016, Theorem 6 therein), which gives a tail bound on the
supremum of
∣∣∣R̃−B − R̂−n ∣∣∣ over S0. Combining the bound with Lemma 5, Lemma 6 and Eq. (11) gives the final result.
B. Experiments
B.1. Pointwise ROC optimization
We define S0 as the set of bilinear similarities with norm-constrained matrices, i.e.
S0 =
{





) ∣∣ ‖A‖2F ≤ 1} ,













I {Yi 6= Yj} · SA (Xi, Xj) ≤ α,
||A||2F ≤ 1,




s.t. 〈N,A〉 ≤ β,
〈A,A〉 ≤ 1.
The problem is always feasible when β ≥ 0. When β < 0, it is feasible when β ≥ −‖N‖2. Introducing (λ, γ) ∈ R+ as the
dual variables, the KKT conditions for this problem are
• Stationarity: −P + λN + 2γA = 0,
• Primal feasibility: 〈N,A〉 ≤ β and 〈A,A〉 ≤ 1,
• Dual feasibility: λ ≥ 0 and γ ≥ 0,
• Complementary slackness: λ(〈N,A〉 − β) = 0 and γ(〈A,A〉 − 1) = 0,
which is solved by considering several cases, specifically,
• When P = 0, then λ = 0, γ = 0 and any feasible solution suits.
• When P and N are positively colinear, γ = 0, λ > 0 and any feasible matrix such that 〈A,A〉 < 1, 〈N,A〉 = β suits.
• When 〈N,P 〉 < β‖P‖2, γ > 0, λ = 0 and the solution is A = P/‖P‖2
• Otherwise γ > 0, λ > 0 and λ, γ,A are solutions of
−P + λN + 2γA = 0, 〈N,A〉 = β, ‖A‖2F = 1,
which implies solving a quadratic equation in λ when β 6= 0, and a linear system of equations otherwise.
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B.2. Fast rates
In this section, we justify the choices made in the design of the experiments of Section 5.2. Firstly, when X is uniform on
X = [0, 1], i.e. µ = 1,
P (|η(X,X ′)−Q∗α| ≤ t) = λ
(
η−1 ([Q∗α − t, Q∗α + t])
)
, (25)
where λ is the Lebesgue measure. Since in a two classes scenario, we have that























(µ1(x)− 1) (µ1(x′)− 1) .
(26)
Eq. (25) and Eq. (26) show that if Q∗α = 1/2 and µ1 varies rapidly close to the points x where µ1(x) = 1, we may obtain
fast speeds. To assure that p1 = 1/2, we choose the graph of µ1 to be symmetric in the point ( 12 , 1). It implies that if a point
x ≥ 1/2 satisfies µ1(x) = 1, so does 1− x. Yet µ1 has to satisfy very specific local properties in the neighborhood of all of
those points. Hence we choose that x = 1/2 is the only point satisfying µ1(x) = 1.








































, µ1(x) = 1− 12 (1− 2x)
a
1−a .
However, choosing this function would conflict with the condition Q∗α =
1
2 , which requires that∫
1−η(x,x′)> 12
(1− η(x, x′))dxdx′ = α
2
. (27)
Therefore, we design a function µ1 that has the same local properties around 12 as the above function but such that the











2C if x ∈ [0,m],
1− |1− 2x|(1−a)/a if x ∈ (m, 1/2],













For C to satisfy 0 < C < 12 , the variables m,α, a need to be restricted, as shown by Fig. 5. Experimental parameters
(m, a, α) are valid if their corresponding point is below the green curve and above the dark blue curve. We see that
excessively low values of m restrict severely the possible values of a, α. The points should be under the red curve if possible,
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Figure 5. Constraints on the value of α for several values of a and two values of m.
























Figure 6. Empirical Mammen-Tsybakov distributions for different values of a when α = 0.26, m = 0.35.
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Figure 7. Representation of proposal regions St1 , St2 for 0 < t1 <
1
2
< t2 < 1. Note that St1 ⊂ St2 .
since it would imply that µ1 is increasing, which assures that P (|η(X,X ′)−Q∗α| ≤ t) is smooth on a larger neighborhood
of 0. Estimators of this quantity are displayed in Fig. 6 for α = 0.26, m = 0.35.
Now that the distribution of the data is set, we need to set the class of functions on which we optimize Eq. (6). For all
t ∈ [0, 1], we define the proposal family S0 as {x, x′ 7→ I{x, x′ ∈ St} | 0 ≤ t ≤ 1} where
St = {x, x′ ∈ X × X | (x ≤ t ∩ x′ ≤ t) ∪ (1− x ≤ t ∩ 1− x′ ≤ t)} .
The sets St are illustrated by Fig. 7.








(µ1(x)− 1) (µ1(x′)− 1) dxdx′.
using Eq. (26). The right-hand side integral is easily developped since it is a sum of integrals over squares included in
[0, 1]× [0, 1].
We now describe the processus of choosing an optimal empirical function Ŝn for a set of observations (Xi, Yi). For all
pairs Xi, Xj , we derive the quantity Si,j = min (max (1−Xi, 1−Xj) ,max (Xi, Xj)). Let σ {1, . . . , n(n− 1)/2} 7→
{1, . . . , n}2 be the function that orders the quantities Si,j increasingly, i.e. Sσ(1) ≤ · · · ≤ Sσ(n(n−1)/2). Choosing an




x ≤ Sσ(i) + Sσ(i+1)
2
















































a = 0.90, slope = −0.65
Figure 8. Boxplot of the 1000 regrets ROCS∗(α)−R+(Ŝn) for each n and several values of a. The line represents the regression on the
90-quantile.
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For all a ∈ {1/10, . . . , 9/10}, we generate 512 data points and compute the generalization error ROCS∗(α) − R+(Ŝn)
for the n first data points, where n ∈ {64, 128, 256, 512}, and repeat the operation 1000 times. We introduce Qa,n as the
90-quantile of the 1000 realisations of ROCS∗(α)−R+(Ŝn) for a given (n, a). The coefficients (Ca, Da) of the regression
Qa,n = Da + Ca × log(n) are estimated. Fig. 3 shows the Ca’s given the a’s. The estimation of the Ca’s is illustrated by
Fig. 8.
