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Abstract
This is a review on subgaussian sequences of random variables, prepared for the Mediter-
ranean Institute for the Mathematical Sciences (MIMS). We first describe the main examples of
such sequences. Then we focus on examples coming from the harmonic analysis of Fourier series
and we describe the connection of subgaussian sequences of characters on the unidimensional
torus (or any compact Abelian group) with Sidon sets. We explain the main combinatorial open
problem concerning such subgaussian sequences. We present the answer to the analogous ques-
tion for subgaussian bounded mean oscillation (BMO) sequences on the unit circle. Lastly, we
describe several very recent results that provide a generalization of the preceding ones when the
trigonometric system (or its analogue on a compact Abelian group) is replaced by an arbitrary
orthonormal system bounded in L∞.
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1
A sequence (fn) of real valued random variables is called subgaussian if there is s ≥ 0 such that
for any finitely supported (xn) ∈ RN
(0.1) E exp (
∑
xnfn) ≤ exp(s2
∑
x2n/2).
The equality case corresponds to Gaussian independent variables with the same variance. A
similar definition (see below) can be given for the C-valued case. Then the family is subgaussian
if and only if (iff in short) the family that is the union of the real and imaginary parts of (fn) is
subgaussian in the real sense.
As we will show, this notion plays an important role in Gaussian process theory and in the
harmonic analysis of thin sets, such as Sidon sets. In fact, as will be shown in §9, a subsequence
of the trigonometric system of the form fn(t) = exp (ik(n)t) (with k(n) distinct integers in Z) is
subgaussian on ([0, 2π], dt/2π) iff it is a Sidon sequence, i.e. one for which any continuous function
ϕ on the unit circle (identified as usual with R/2πZ) with Fourier transform ϕ̂ supported by the
set {k(n)} has an absolutely convergent Fourier series
ϕ(t) =
∑
ϕ̂(k(n)) exp (ik(n)t).
It turns out that much of the connection between subgaussian and Sidon sequences remains valid
for general uniformly bounded orthonormal systems. This came as a surprise since it was generally
believed that the group structure played a key role. This very recent development from [5, 27] is
described in §10.
The important feature of subgaussian sequences is that although they share many properties
of bounded independent random variables, they actually seem much more general. The notion of
subgaussian seems somewhat transversal in probability theory : it interacts with many fundamen-
tal topics such as Gaussian processes, martingales, Orlicz spaces, Fourier series or isoperimetric
inequalities (see e.g. [24, 30, 17, 19, 22, 32]) but it can never be reduced to the intersection with
any of these topics. As we will explain in §7, there is a major open problem that proposes a
characterization of subgaussian sequences in the Fourier series framework. The true meaning of
subgaussian remains puzzling. The more recent results on uniformly bounded orthonormal systems
described at the end of the paper give some hope to make progress to clarify that.
1. Gaussian and subgaussian variables
In this paper, a real valued Gaussian random variable g on a probability space (Ω,P) is called
Gaussian if there is σ ≥ 0 such that for any measurable A ⊂ R
P{g ∈ A} =
∫
A
e−x
2/2σ2dx/
√
2πσ.
Note that we only consider Gaussian variables with mean 0.
Then σ2 is the variance of g and Eg2 = σ2. When σ = 1, g is called normal. We have then
∀z ∈ C E exp(zg) = exp z2/2.
A complex valued random variable g is called C-Gaussian (resp. C-Gaussian normal) if its real
and imaginary parts are independent Gaussian with the same variance σ (resp. with variance 1).
We have then when σ = 1
∀z ∈ C E exp(ℜ(zg)) = E exp(ℜ(z¯g)) = exp |z|2/2.
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Warning: with this convention, a nonzero real valued Gaussian variable is not C-Gaussian !
We also need a variant: a C-Gaussian variable will be called normalized if E|g|2 = 1 (note that
for a normal C-Gaussian variable we have E|g|2 = 2).
For convenience, we will sometimes call R-Gaussian any real valued Gaussian random variable.
We will say that it is normalized if its L2-norm is 1. In the real case this is the same as normal.
Let (gn) be an i.i.d. sequence of normalized R-Gaussian (resp. C-Gaussian) variables. Note
that this is an orthonormal system in L2(Ω,P). Then for any (nonzero) sequence x = (xn) ∈ ℓ2,
the variable g = (
∑ |xn|2)−1/2∑xngn is a standard Gaussian variable. Therefore
(1.1) ‖
∑
xngn‖p = ‖g1‖p(
∑
|xn|2)1/2.
In the real case (with xn ∈ R ∀n)
(1.2) E exp(
∑
xngn) = exp(
∑
x2n/2).
In the complex case, assuming (gn) C-Gaussian normal (with xn ∈ C ∀n)
(1.3) E exp(ℜ(
∑
xngn)) = exp(
∑
|xn|2/2).
Definition 1.1. A real valued random variable f is called subgaussian if there is a constant s ≥ 0
such that for any x ∈ R
(1.4) E expxf ≤ exp s2x2/2.
As is well known this implies that for any c > 0
(1.5) P({f > c}) ≤ exp−(c2/2s2)
and also
(1.6) P({f < −c}) ≤ exp−(c2/2s2).
Indeed, by Markov’s inequality we have for any x > 0 P({f > c}) ≤ exp (s2x2/2− xc) and the
choice of x = c/s2 yields (1.5). Then (1.6) follows by applying (1.5) to −f .
A complex valued random variable f is called C-subgaussian if there is constant s ≥ 0 such that
for any x ∈ C
(1.7) E expℜ(xf) ≤ exp s2|x|2/2.
A real valued sequence (fn) is called subgaussian if if there is s ≥ 0 such that for any (xn) ∈ RN in
the unit sphere of ℓ2 the variable f =
∑
xnfn satisfies (1.4). Equivalently, for any finitely supported
(xn) ∈ RN
(1.8) E exp (
∑
xnfn) ≤ exp(s2
∑
x2n/2).
A complex valued sequence (fn) is called C-subgaussian if the real valued sequence formed together
by both its real parts (ℜfn) and its imaginary parts (ℑfn) is subgaussian in the preceding sense.
This implies that for some s ≥ 0 for any finitely supported (xn) ∈ CN
(1.9) E exp (ℜ(
∑
xnfn)) ≤ exp(s2
∑
|xn|2/2).
Moreover, we denote by sg(f) (resp. sg({fn})) the smallest number s ≥ 0 for which this holds.
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The following are immediate consequences of the definition:
Lemma 1.2. If f is R-subgaussian (resp. C-subgaussian) then so is tf for any t ∈ R (resp. t ∈ C)
and sg(tf) = |t|sg(f). Also E(f) = 0 and in the real case Ef2 ≤ sg(f)2.
Let f1, f2 be two subgaussian variables (either both real or both complex). Then
(1.10) sg(f1 + f2) ≤
√
2(sg(f1)
2 + sg(f2)
2)1/2.
Moreover, if (fn) is an independent sequence of R-subgaussian (resp. C-subgaussian) variables
such that
∑
sg({fn})2 < ∞, then f =
∑
fn is R-subgaussian (resp. C-subgaussian) with sg(f) ≤
(
∑
sg({fn})2)1/2.
Proof. (1.10) follows from the easy (and soft) observation that if in the real valued case s1 = sg(f1)
and s2 = sg(f2), we have by Cauchy-Schwarz for any x ∈ R∫
exp(x(f1 + f2))dm ≤
(∫
exp(2xf1)dm
∫
exp(2xf2)dm
)1/2
≤ (exp(2x2s21) exp(2x2s22))1/2
= exp(x2(s21 + s
2
2)).
The other assertions are left to the reader.
Concerning (1.10), we will show later (see Lemma 3.2) that f 7→ sg(f) is equivalent to a norm,
namely f 7→ ‖f‖ψ2 .
In the real valued case we sometimes use the term R-subgaussian instead of subgaussian.
Of course, R-Gaussian (resp. C-Gaussian) implies R-subgaussian (resp. C-subgaussian), and
for a normal Gaussian variable g we have sg(g) = 1.
A simple and basic non-Gaussian example is given by a sequence (εn) of independent choices of
signs εn = ±1 taking the values ±1 with equal probability 1/2. Then one has sg({εn}) = 1. This
follows simply from
(1.11) ∀x ∈ R cosh(x) ≤ exp(x2/2),
which just follows from Stirling’s formula:
cosh(x) = 1 +
∑∞
1
x2n/(2n)! ≤ 1 +
∑∞
1
x2n/(2nn!).
More generally, by an inequality due to Azuma [2], martingale increments satisfy the same:
Theorem 1.3. Let (fn)n≥0 be a real valued martingale in L1 on some probability space. Let
dn = fn − fn−1 (n ≥ 1). Then if ‖dn‖∞ ≤ 1 for any n ≥ 1, the sequence (dn) is subgaussian with
sg({dn}) ≤ 1.
Proof. We will use the following elementary bound: for any t ∈ R
(1.12) ∀d ∈ [−1, 1] exp(xd) ≤ cosh(x) + d sinh(x).
Indeed, by the convexity of d → exp(xd) on [−1, 1], since d = 2−1(d + 1)(1) + 2−1(1 − d)(−1) we
have
exp(xd) ≤ 2−1(d+ 1) exp(x) + 2−1(1− d) exp(−x),
which proves this bound.
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Let Mn =
∑n
1 xkdk. Clearly (Mn) is a martingale relative to the filtration associated to (fn).
We denote by En the conditional expectation with respect to σ{Mk | k ≤ n} and we set M0 = 0.
We now claim that for any n ≥ 1
En−1 exp(Mn) ≤ exp(Mn−1) exp
(
x2n/2
)
.
Note Mn −Mn−1 = tndn. We have by (1.12) and by (1.11)
En−1 expMn ≤ exp(Mn−1)En−1[cosh(xn) + dn sinh(xn)]
= exp(Mn−1) cosh(xn)
≤ exp(Mn−1) exp(x2n/2)
which proves the claim. Now
E exp(Mn) = EEn−1 expMn ≤ E exp(Mn−1) exp(x2n/2),
and hence by induction
E exp(Mn) ≤ exp
(∑n
1
x2k/2
)
.
Remark 1.4. The most basic example of subgaussian sequence is a sequence (εn) of independent
choices of signs, i.e. an i.i.d. sequence of ±1-valued variables with P({εn = ±1}) = 1/2. This
classical example is of course included in those given by the preceding statement since the partial
sums Sn =
∑n
1 εk form a martingale. Note that
(1.13) sg({εn}) = 1 and sg(
∑n
1
εk) ≤
√
n.
The complex analogue of (εn) is a sequence (zn) of i.i.d. random variables with values in the
unit circle T of C with distribution equal to the normalized Haar measure on T. This sequence
is C-subgaussian with sg({zn}) ≤ 1. Indeed, for any finitely supported (xn) ∈ CN, the variables
(dn) defined by dn = ℜ(xnzn)|xn|−1 (with the convention 0/0 = 0), being independent with mean
0 form a sequence of martingale differences with |dn| ≤ 1. Thus by Theorem 1.3 sg({dn}) ≤ 1,
which implies sg(|xn|dn) ≤ |xn|. Now by Lemma 1.2, if
∑ |xn|2 = 1 then sg(∑xnzn) ≤ 1. Thus
we conclude that sg({zn}) ≤ 1.
Another important example of subgaussian random variable can be derived from the fundamen-
tal isoperimetric inequality for Gaussian measure and the related concentration phenomenon:
Theorem 1.5. Let F : Rn → Rn be a mapping (a priori non-linear) satisfying the Lipschitz
condition:
(1.14) ∀x, y ∈ Rn ‖F (x) − F (y)‖2 ≤ ‖x− y‖2.
Let (g1, · · · , gn) be i.i.d. normal R-Gaussian variables. Then the variables
fj = Fj(g1, · · · , gn)− EFj(g1, · · · , gn)
are subgaussian with sg({fj}) ≤ 1.
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We will give two proofs. First following [30, p. 181] we review a proof due to Maurey using
Brownian stochastic integrals and Azuma’s inequality (1.3). A similar proof already appears in [7,
p. 26] (but we were not aware of that reference at the time [30, p. 181] was written). See also
[7, 36], for closely related results. See also the exposition in [1, chap. 3], for the connection with
isoperimetric inequalities.
Let us sketch Maurey’s argument. Fix x ∈ Rn with ‖x‖2 = 1. It suffices to show that the
variable Φ =
∑n
j=1 xjFj(g1, · · · , gn) is subgaussian with sg(Φ) ≤ 1. This rests on the formula
(1.15) Φ(B1)− EΦ(B1) =
∫ 1
0
∇(P1−tΦ)(Bt).dBt,
where (Bt) is the standard Brownian motion starting at 0 on R
n, and Pt is the associated Markov
semigroup. By Lebesgue’s classical differentiation results, we know that (1.14) implies ‖∇(Φ)‖2 ≤ 1
a.s., but since P1−tF still satisfies (1.14), we also have ‖∇(P1−tΦ)‖2 ≤ 1 a.s. and we can rewrite
(1.15) as
(1.16) Φ(B1)− EΦ(B1) =
∫ 1
0
Vt.dBt
with (Vt) such that ‖Vt‖2 ≤ 1 a.s. for all 0 < t < 1. Fix x ∈ R. Now easy arguments from stochastic
integration tell us that the processMs = exp (x
∫ s
0 Vt.dBt − x2s/2) (0 ≤ s ≤ 1) is a supermartingale
and hence
EM1 ≤ EM0 = 1.
This last inequality means that sg(Φ) ≤ 1, which proves Theorem 1.5.
The second proof (also from [30]) is very simple and more elementary but it only shows
that sg({fj}) ≤ (π/2)2. It runs as follows. Let g′ = (g′1, · · · , g′n) be an independent copy of
g = (g1, · · · , gn). Then, let g(t) = g sin(t) + g′ cos(t). Note g(π/2) = g and g(0) = g′. Let
g′(t) = ddtg(t) = g cos(t) − g′ sin(t). The key observation is that for any t the pair (g, g′) has the
same distribution as (g(t), g′(t)) (indeed these are Gaussian random vectors in R2n with the same
covariance). Then the proof boils down to “the fundamental formula of calculus”, namely
Φ(g)− Φ(g′) = Φ(g(π/2)) − Φ(g(0)) =
∫ pi/2
0
d
dt
Φ(g(t))dt =
∫ pi/2
0
∇Φ(g(t)).g′(t)dt.
Then by the convexity of the exponential function
(1.17) E exp (Φ(g) − Φ(g′)) ≤ (2/π)
∫ pi/2
0
(
E exp (
π
2
∇Φ(g(t)).g′(t))
)
dt,
but by the distributional invariance of (g(t), g′(t)), we have by (1.2)
∀t E exp (π
2
∇Φ(g(t)).g′(t)) = E exp (π
2
∇Φ(g).g′) = E exp ((π
2
)2‖∇Φ(g)‖22/2) ≤ exp ((
π
2
)2/2),
and hence by (1.17)
E exp (Φ(g)− Φ(g′)) ≤ exp ((π
2
)2/2).
This means that sg({Fj(g) − Fj(g′)}) ≤ (π/2)2. Since, again by convexity of the exponential, we
have E exp (Φ(g)− EΦ(g)) ≤ E exp (Φ(g)− Φ(g′)), we obtain a fortiori sg({Fj(g) − EFj(g)}) ≤
(π/2)2.
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2. The Mehler kernel (Ornstein-Uhlenbeck semigroup)
For further use at the end of this paper, we need to describe some basic facts about the Mehler
kernel. Let {gn | 1 ≤ n ≤ N} be an i.i.d. sequence of normalized R-Gaussian variables on (Ω,A,P),
where A is the σ-algebra generated by {gn | 1 ≤ n ≤ N}.
Let (hn) (n ≥ 0) be the Hermite polynomials on R. Recall h0 = 1, h1(x) = x. For any α =
(n(1), · · · , n(N)) ∈ NN , let hα(x1, · · · , xN ) = hn(1)(x1) · · · hn(N)(xN ). We call d = n(1)+· · ·+n(N)
the degree of hα. It is well known that the family of Hermite polynomials (suitably normalized)
{hα(g1, · · · , gN )} forms an orthonormal basis of L2(P). Let P0 be the orthogonal projection onto
the constant functions, and let P1 be the orthogonal projection onto span[gn | 1 ≤ n ≤ N ]. More
generally, we denote by Pd the orthogonal projection onto the span of the Hermite polynomials of
degree d in {gn | 1 ≤ n ≤ N}. For any δ ∈ [−1, 1] the operator Tδ : L2(P)→ L2(P) defined by
Tδ =
∑∞
0
δdPd
is a positive contraction on Lp(P) for all 1 ≤ p ≤ ∞.
It is well known that for any smooth enough (e.g. polynomial) function F (g1, · · · , gN ) in L1(P)
we have
(TδF )(g) = Eg′F (δg + (1− δ2)1/2g′)
where g′ = (g′n) is an independent copy of {gn | 1 ≤ n ≤ N}. This is sometimes called Mehler’s
formula. The operators t 7→ Te−t form the famous Ornstein-Uhlenbeck semigroup.
It is an easy exercise to show that if −1 < δ < 1 the operator Tδ is given by a positive kernel
Kδ ∈ L1(P × P), in the sense that for any polynomials F1, F2 we have
〈Tδ(F1), F2〉 = EgEg′Kδ(g, g′)F1(g′)F2(g).
Note that
‖Kδ‖L1(P×P) = 〈Tδ(1), 1〉 = 1.
The explicit value ofKδ can be easily derived fromMehler’s formula. Indeed, assuming for simplicity
that Ω = RN equipped with P = exp−(∑x2j/2)dx1 · · · dxN (2π)−N/2 and that {gn | 1 ≤ n ≤ N}
are the coordinates on RN , we have
(TδF )(x) =
∫
F (δx + (1− δ2)1/2y)P(dy) = (2π(1 − δ2))−N/2
∫
F (t) exp−( |t− δx|
2
2
2(1− δ2) )dt1 · · · dtN
from which we derive
K(x, t) = (1− δ2)−N/2 exp−( |t− δx|
2
2
2(1 − δ2)) exp (|t|
2
2/2)
and finally
K(x, t) = (1− δ2)−N/2 exp −δ
2|t|22 + 2δt.x − δ2|x|22
2(1 − δ2) .
We will invoke the following simple fact.
Lemma 2.1. For any z = (zn) ∈ [−1, 1]N there is a positive operator Θz : L1(P) → L1(P) of
norm 1 such that
∀n = 1, · · · , N Θz(gn) = zngn.
Proof. Let T
(1)
δ be the operator corresponding to Tδ in the case N = 1. Then we simply may take
Θz = T
(1)
z1 ⊗ · · · ⊗ T (1)zN .
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3. Orlicz spaces of subgaussian variables
We now turn to the behaviour of subgaussian variables in Lp for p <∞. We start by recalling the
definition of certain Orlicz spaces. The latter are analogues of the Lp-spaces obtained when one
replaces the function x 7→ xp by a more general convex increasing function ψ : R+ → R+ such
that ψ(0) = 0.
Let (Ω,m) be a measure space. The Orlicz space Lψ(Ω,m) (or Lψ(m), or simply Lψ) is the space
of those f ∈ L0(Ω,m) for which there is t > 0 such that Eψ(|f |/t) <∞ and we set
‖f‖ψ = inf{t > 0 | Eψ(|f |/t) ≤ ψ(1)}.
It is known that the resulting space is a Banach space and, if m is finite, we have L∞ ⊂ Lψ ⊂ L1.
We will be interested by the particular case of exponentially growing functions, so we limit our
discussion to that special case. Let 0 < a <∞. Let
∀x > 0 ψa(x) = expxa − 1.
Then
‖f‖ψa = inf{t > 0 | E exp |f/t|a ≤ e}.
In many cases the growth of the Lp-norms of a function when p→∞ is equivalent to its exponential
integrability, as in the following elementary and well known Lemma.
Lemma 3.1. Fix a number a > 0. The following properties of a (real or complex) random variable
f are equivalent:
(i) f ∈ Lp for all p <∞ and supp≥1 p−1/a‖f‖p <∞.
(ii) f ∈ Lψa .
(iii) There is t > 0 such that supc>0 exp (tc
a)P{|f | > c} <∞.
(iv) Let (fn) be an i.i.d. sequence of copies of f . Then
supn(log(n+ 1))
−1/a|fn| <∞ a.s. .
Moreover, there is a positive constant Ca such that for any f ≥ 0 we have
(3.1) C−1a supp≥1 p
−1/a‖f‖p ≤ ‖f‖ψa ≤ Ca supp≥1 p−1/a‖f‖p,
and we can restrict the sup over p to be over all even integers.
Proof. Assume that the supremum in (i) is ≤ 1. Then
E exp |f/t|a = 1 +
∑∞
1
E|f/t|an(n!)−1 ≤ 1 +
∑∞
1
(an)nt−an(n!)−1
hence by Stirling’s formula for some constant C
E exp |f/t|a ≤ 1 +C
∑∞
1
(an)nt−ann−nen = 1 + C
∑∞
1
(at−ae)n
from which it becomes clear (since 1 < e) that (i) implies (ii). Conversely, if (ii) holds we have a
fortiori for all n ≥ 1
(n!)−1‖f/t‖anan ≤ E exp |f/t|a ≤ e
8
and hence
‖f‖an ≤ e
1
an (n!)
1
an t ≤ e 1an 1a t = (an) 1a t(e/a)1/a,
which gives ‖f‖p ≤ p1/at(e/a)1/a for the values p = an, n = 1, 2, . . . . One can then easily
interpolate (using Ho¨lder’s inequality) to obtain (i). The equivalences of (ii) with (iii) and (iv) are
elementary exercises. The last assertion is a simple recapitulation left to the reader.
The following variant explains why the variables with ‖f‖ψ2 < ∞ are sometimes called sub-
gaussian.
Lemma 3.2. Let f ∈ L1(Ω,P) be real valued such that Ef = 0. Then f ∈ Lψ2 iff f is subgaussian.
Moreover, ‖f‖ψ2 , supp≥1 p−1/2‖f‖p and sg(f) are equivalent quantities for such f ’s.
Proof. Assume that f ∈ Lψ2 with ‖f‖ψ2 ≤ 1. Let f ′ be an independent copy of f . Let F = f − f ′.
Note that since the distribution of F is symmetric all its odd moments vanish, and hence
E expxF = 1 +
∑
n≥1
x2n
2n!
EF 2n.
We have ‖F‖ψ2 ≤ ‖f‖ψ2 + ‖f ′‖ψ2 ≤ 2. Therefore E(F/2)2n ≤ n!E exp (F/2)2 ≤ en!. Therefore
E expxF ≤ 1 +
∑
n≥1
(2x)2n
2n!
en! ≤ 1 +
∑
n≥1
(2
√
ex)2n
n!
≤ exp (4ex2).
But since t 7→ exp−xt is convex for any x ∈ R, and Ef ′ = 0 we have 1 = e0 ≤ E exp−xf ′ and hence
E expxF = E expxfE exp−xf ′ ≥ E expxf . Thus we conclude sg(f) ≤ (8e)1/2. By homogeneity
this shows sg(f) ≤ (8e)1/2‖f‖ψ2 .
Conversely, assume sg(f) ≤ 1. Then by (1.5) and (1.6)
P({|f | > t}) ≤ 2e−t2/2.
Fix c >
√
2. Let θ = 1/2− 1/c2. Note θ > 0. We have
E exp (f/c)2 − 1 =
∫ ∞
0
(2t/c2) exp (t/c)2P({|f | > t})dt ≤
∫ ∞
0
(4t/c2)e−θt
2
dt = 2/θc2.
Elementary calculation shows that if c = (2(e + 1)(e − 1)−1)1/2 we have 1 + 2/θc2 = e. Thus we
conclude ‖f‖ψ2 ≤ (2(e + 1)(e− 1)−1)1/2. By homogeneity, this shows
‖f‖ψ2 ≤ (2(e + 1)(e − 1)−1)1/2sg(f). Lastly the equivalence between ‖f‖ψ2 and supp≥1 p−1/2‖f‖p
is a particular case of (3.1).
The equivalence between (ii) and (iv) of Lemma 3.1 can be made more precise, as follows.
Lemma 3.3. The norm f 7→ ‖f‖ψa on Lψa is equivalent to f 7→ E supn≥1(log(n+ 1))−1/a|fn|.
Proof. Assume ‖f‖ψa ≤ 1. Then E exp |f |a ≤ e. Let F = supn≥1(log(n+ 1))−1/a|fn|. Then ∀c > 0
P({F > c}) ≤
∑∞
1
P({|f | > c(log(n+ 1))−1/a}) ≤
∑∞
1
e exp (−ca log(n+ 1) = e
∑∞
1
(n+ 1)−c
a
.
If ca > 4 we have a fortiori
P({F > c}) ≤ e
∑∞
1
(n+ 1)−22−c
a/2 ≤ K2−ca/2,
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where K = e
∑∞
1 (n+ 1)
−2. From this we derive immediately
EF =
∫ ∞
0
P({F > c})dc ≤ K ′
where K ′ = 41/a +
∫
41/a K2
−ca/2dc. By homogeneity, this yields EF ≤ K ′‖f‖ψa for any f ∈ Lψa .
We now turn to the converse. Assume EF ≤ 1. Then P({F ≤ 2}) ≥ 1/2, and hence∏
n≥1
P({|f | ≤ 2(log(n+ 1))1/a}) ≥ 1/2.
But P({|f | ≤ 2(log(n+ 1))1/a}) = 1− P({|f | > 2(log(n+1))1/a}) ≤ exp−P({|f |>2(log(n+1))−1/a}) and
hence ∑
n≥1
P({|f | > 2(log(n+ 1))−1/a}) ≤ log 2
or equivalently ∑
n≥1
P({ψa(|f |/2) > n}) ≤ log 2.
But it is classical that for any variable Z ∈ L1 we have EZ ≤ 1+
∑
n≥1 P({Z > n}), so we conclude
Eψa(|f |/2) ≤ 1 + log 2 ≤ e,
and hence ‖f‖ψa ≤ 2. By homogeneity, ‖f‖ψa ≤ 2EF for any f ∈ Lψa .
Remark 3.4 (On Lψa and the Fourier transform). Let G be a compact Abelian group. Let
f1, f2, g1, g2 ∈ L4(G). It is well known that if |f̂j | ≤ ĝj on Ĝ (j = 1, 2) then
‖f1f2‖2 ≤ ‖g1g2‖2.
Indeed, this follows from ‖f1f2‖2 = ‖f̂1 ∗ f̂2‖2, |f̂1 ∗ f̂2| ≤ ĝ1 ∗ ĝ2 and again ‖g1g2‖2 = ‖ĝ1 ∗ ĝ2‖2.
Iterating this idea, we find that if f1, · · · , fm ∈ L2m(G) are such that |f̂j| ≤ ĝj on Ĝ (j = 1, · · · ,m)
we have
‖f1 · · · fm‖2 ≤ ‖g1 · · · gm‖2.
In particular, taking f1 = · · · = fm = f and g1 = · · · = gm = g we find that if f, g ∈ L2m(G) are
such that |f̂ | ≤ ĝ on Ĝ, then
‖f‖2m ≤ ‖g‖2m.
This implies that for any a > 0 we have
supp∈2N p
−1/a‖f‖p ≤ supp∈2N p−1/a‖g‖p.
By (3.1), we have
‖f‖ψa ≤ Ca‖g‖ψa ,
where Ca is a constant depending only on a.
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4. Slepian’s and Talagrand’s Comparison Theorems
A collection of random variable {Xs | s ∈ S} on a probability space (Ω,P) is called Gaussian
(resp. subgaussian) if all the variables in its linear span are Gaussian (resp. subgaussian). In this
definition, we include in parallel the real and complex case, that we will distinguish if necessary by
R-Gaussian or C-Gaussian (resp. R-subgaussian or C-subgaussian).
Convention: To avoid any discussion concerning separability of random processes, for any real
valued random process {Xs | s ∈ S} in L1(Ω,P) by convention, we define the number E sups∈S Xs
(possibly =∞) by setting
E sups∈SXs = supS′⊂S E sups∈S′ Xs,
where the sup runs over all finite subsets S′ ⊂ S.
The following comparison theorem originally due to Slepian is of paramount importance in the
theory of Gaussian processes. It was later on refined by various authors. The version we state was
popularized by Fernique (see [10]).
Theorem 4.1 (Slepian’s comparison principle). Let {Xs | s ∈ S} and {Ys | s ∈ S} be two R-
Gaussian processes such that
∀s, t ∈ S ‖Ys − Yt‖2 ≤ ‖Xs −Xt‖2.
Then
E sups∈S Ys ≤ E sups∈S Xs.
Moreover if we also have E|Ys|2 = E|Xs|2 for all s ∈ S then for any finite S′ ⊂ S
∀c ∈ R P({sups∈S′ Ys > c}) ≤ P({sups∈S′ Xs > c}).
We should emphasize that this is a quite non trivial phenomenon, special to Gaussian processes.
Indeed, in general a comparison of the covariances is far from implying a comparison of the suprema
of the processes.
It is natural to wonder whether a similar comparison theorem holds when Y is merely subgaus-
sian. This turns out to be true, but highly non trivial:
Theorem 4.2 (Talagrand’s comparison principle). Let {Xs | s ∈ S} be R-Gaussian process and
{Ys | s ∈ S} R-subgaussian. Assume
∀s, t ∈ S sg(Ys − Yt) ≤ ‖Xs −Xt‖2,
or equivalently
∀x ∈ R ∀s, t ∈ S E expx(Ys − Yt) ≤ exp (x2E|Xs −Xt|2/2).
Then
E sups∈S Ys ≤ τE sups∈S Xs,
where τ is a numerical constant.
The genesis of this result started when Fernique (see [10]) proved his characterization of sta-
tionary Gaussian processes with a.s. bounded sample paths. His result implied that if S is a
group and if the distribution of {Xs | s ∈ S} is invariant under translation (stationarity), then the
comparison in Theorem 4.2 holds for any R-subgaussian {Ys | s ∈ S}. Later on, Talagrand proved
a similar characterization (the so-called majorizing measure condition) of Gaussian processes with
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a.s. bounded sample paths, without assuming any stationarity. To explain this, let us go back to
the stationary case. Roughly, when S is a compact group and {Xs | s ∈ S} is stationary the nor-
malized Haar measure on S provides a way to estimate E sups∈S Xs. More precisely, E sups∈S Xs
is equivalent to the metric entropy integral∫ ∞
0
(logNX(ε))
1/2dε,
where NX(ε) is the smallest number of a covering of S by open balls of radius ε for the metric
dX(s, t) = (E|Xt − Xs|2)1/2. (Note that logNX(ε) = 0 when ε is larger than the diameter, and
the latter is necessarily finite). In the stationary case, when both the Haar measure and dX are
translation invariant, NX(ε) is equivalent to mG({s | dX(s, 1) < ε})−1 and hence the latter integral
is equivalent to
I2(X) =
∫ ∞
0
(log
1
mG({s | dX(s, 1) < ε}) )
1/2dε.
When I2(X) <∞ it is known (this is a subgaussian variant of Dudley’s majorization of Gaussian
processes) that all the R-subgaussian processes {Ys | s ∈ S} such that sg(Ys−Yt) ≤ dX(s, t) satisfy
E sups∈S Ys ≤ τ ′I2(X)
for some numerical constant τ ′. Together with the equivalence E sups∈SXs ≃ I2(X) this leads to
Theorem 4.2 assuming X stationary R-Gaussian.
For general a.s. bounded Gaussian processes (Xt), Fernique conjectured the existence of a
“majorizing measure” that would replace Haar measure. Namely there should exist a probability
µ on S such that
(4.1) I(µ,X) = supt∈S
∫ ∞
0
(log
1
µ({s | dX(s, t) < ε}) )
1/2dε <∞.
More precisely, for some constant c > 0, we should have for any bounded Gaussian processes (Xt)
(4.2) inf
µ
I(µ,X) ≤ cE sups∈S Xs
where the infimum on the left-hand side runs over all probabilities µ on S. In the latter form, the
question can be reduced to the case when S is a finite set (with-of course-c independent of S). In his
paper [37] (see also [39, §2.4]) Talagrand proved this conjecture. This was a major achievement. He
showed that if E sups∈SXs ≤ 1 there is a probability measure µ (the so-called majorizing measure)
satisfying (4.1). Here again (4.1) also allows one to majorize all the R-subgaussian processes
{Ys | s ∈ S} such that sg(Ys − Yt) ≤ dX(s, t), namely we have a numerical constant such that
E sups∈S Ys ≤ τ ′′I(µ,X). Thus he obtains Theorem 4.2 as a corollary of his main result, just
like in the stationary case. Note that, even though it does not involve majorizing measures, as
far as we know the only known proof of Theorem 4.2 uses (4.2) in some form or other. In later
work Talagrand chose to reformulate the majorizing measure condition in terms of what he called
chainings, and he emphasized the “generic chaining” : he showed that the quantity infµ I(µ,X)
that is equivalent (with universal constants independent of X or S) to E sups∈S Xs is similarly
equivalent to
inf sups∈S
∑
n≥0
2n/2dX(s, Sn)
where the infimum is now taken over all sequences of subsets Sn ⊂ S with cardinality |Sn| < 22n
for all n. See [38, 39].
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Remark 4.3. For any R-Gaussian process (or any real valued process such that {Xs | s ∈ S} and
{−Xs | s ∈ S} have the same distribution) we have
E sups∈SXs = E sups,t∈S |Xs −Xt|/2.
Indeed, E sups,t∈S |Xs −Xt| = E sups,t∈S(Xs −Xt) = E supsXs + E supt∈S −Xt = 2E sups∈S Xs.
Corollary 4.4. Let (fn) be a (real or complex) subgaussian sequence with sg({fn}) ≤ 1. Let (gn)
be a normalized i.i.d. R-Gaussian sequence. Let Eg (resp. Ef) be the linear span of (gn) (resp.
(fn)). Let u : Eg → Ef be the linear operator such that u(gn) = fn. Then for any n and any
x1, · · · , xn ∈ Eg we have
(4.3) E supj |u(xj)| ≤ C0E supj |xj |,
where C0 is a numerical constant.
Proof. Assume first that (fn) is R-subgaussian and sg({fn}) ≤ 1. Assume the linear spans and u
are all in the R-linear sense. Let yj = u(xj). Then, since sg({fn}) ≤ 1, for any 1 ≤ s, t ≤ n we have
sg(ys − yt) ≤ ‖xs − xt‖2. Also sg(ys) ≤ ‖xs‖2. A fortiori (see Lemma 1.2) we have ‖ys‖2 ≤ ‖xs‖2.
By Theorem 4.2 with S = {1, · · · , n} we have E sup ys ≤ τE supxs, and also E sup−ys ≤ τE supxs.
Therefore E sups,t∈S |ys − yt| = E sups,t∈S ys − yt ≤ 2τE supxs ≤ 2τE sup |xs|, and hence
E sups∈S |ys| ≤ E|y1|+ E sups∈S |ys − y1| ≤ ‖y1‖2 + 2τE sup |xs| ≤ ‖x1‖2 + 2τE sup |xs|
and since ‖x1‖2 ≤ (2/
√
π)‖x1‖1 we obtain the announced result with C0 ≤ 2/
√
π + 2τ .
Now assume (fn) is C-subgaussian but with u,Eg, Ef still with respect to R-linearity, the first
part of the proof can be applied separately to the real and imaginary parts of (fn), then the
triangle inequality yields (4.3) with a double constant. Lastly, if Eg is the C-linear span and u
is C-linear, if x =
∑
(ak + ibk)gk we have u(x) = u(
∑
akgk) + iu(
∑
bkgk) and hence |u(x)| ≤
|u(∑ akgk)| + |u(∑ bkgk)| and again the first part of the proof allows us to conclude that (4.3)
holds.
We will need one more characterization of subgaussian sequences, for which the next definition
will be very useful.
Definition 4.5. Consider families {ϕn} ⊂ L1(T,m), and {γn} ⊂ L1(T ′,m′) indexed by the same
index set I. We say that (ϕn) is C-dominated by (γn) if
(4.4) there is an operator u : L1(m
′)→ L1(m) with ‖u‖ ≤ C such that u(γn) = ϕn ∀n ∈ I.
Proposition 4.6 ([21], see also [31]). The sequence (ϕn) is C-dominated by (γn) iff for any N and
any f1, · · · , fN in the linear span of {γn} of the form fi =
∑
j aijγj, the associated f˜i =
∑
j aijϕj
satisfy
(4.5) ‖ supi |f˜i|‖1 ≤ C‖ supi |fi|‖1.
Proof. Let E be the linear span of {γn}. Assume (4.5). Our assumption implies a fortiori that
‖∑j ajϕj‖1 ≤ ‖∑j ajγj‖1. Therefore we can unambiguously define u : E → L1(T ′,m′), by
setting u(
∑
j ajγj) =
∑
j ajϕj . Our assumption then means that ‖ sup |u(fi)|‖1 ≤ C‖ sup |fi|‖1 for
any finite set (fi) in E. The content of the Proposition is that u admits an extension u˜ : L1(m)→
L1(m
′) with ‖u˜‖ ≤ C. We will reduce the proof to the following claim. Assume that (T ′,m′) is an
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atomic measure space and that T ′ is partitioned into a finite set of disjoint atoms A1, · · · , An. If
for any f1, · · · , fn ∈ E we have
|
∑n
1
∫
Ai
u(fi)dm
′| ≤ C‖ sup |fi|‖1
then u admits an extension u˜ : L1(m)→ L1(m′) with ‖u˜‖ ≤ C.
Let us first accept this claim. Note that |∑n1 ∫Ai u(fi)dm′| ≤ ‖ sup |u(fi)|‖1. Thus the claim is
nothing but the Proposition in the case when (T ′,m′) is atomic with finitely many atoms. Thus
using the directed net of finite subalgebras of (T ′,m′) one can get an extension u˜ : L1(T,m) →
L1(T
′,m′)∗∗ with norm ≤ C, and then, using the fact that there is a projection of norm 1 from
L1(T
′,m′)∗∗ to L1(T
′,m′) (see Remark 4.7), we get a u˜ with range into L1(T
′,m′). Thus it suffices
to check the claim. This is an application of Hahn-Banach. Let E = En equipped with the norm
induced by L1(m; ℓ
∞
n ), or more explicitly for all f = (f1, · · · , fn) ∈ E we set ‖(f1, · · · , fn)‖E =
‖ sup |fi|‖1. Let ξ ∈ E∗ be the linear form defined for all f ∈ E by
ξ(f) =
∑n
1
∫
Ai
u(fi)dm
′.
By our assumption ‖ξ‖E∗ ≤ C. Let ξ˜ ∈ L1(m; ℓ∞n )∗ be the Hahn-Banach extension of ξ, such that
for all F = (F1, · · · , Fn) ∈ L1(m)n
|ξ˜(F )| ≤ C‖ sup |Fi|‖1.
Obviously we have Φ1, · · · ,Φn in L∞(m) such that ‖
∑ |Φi|‖∞ ≤ C and such that ξ˜(F ) =∑∫
ΦiFidm. Note that for any f ∈ E we have
∑∫
Φifidm = ξ(f) =
∑n
1
∫
Ai
u(fi)dm
′. Let
then u˜(x) =
∑
i 1Aim
′(Ai)
−1(
∫
Φixdm). Clearly ‖u˜‖ ≤ ‖
∑ |Φi|‖∞ ≤ C, and (recalling that
u(x) ∈ span[1Ai ]) we have
∀x ∈ E u˜(x) =
∑
i
1Aim
′(Ai)
−1
∫
Ai
u(x)dm′ =
∑
i
1Aiu(x) = u(x).
This proves the claim.
Remark 4.7. Let (T,A,m) be a countably generated probability space, so that there is an increasing
filtration (An) of finite σ-subalgebras whose union generate A. The classical fact that there is a
norm 1-projection P : L1(T,m)
∗∗ → L1(T,m) is easy to prove using martingales as follows. Just
observe that any f ∈ L1(T,A,m)∗∗ = L∞(T,A,m)∗ induces by restriction to L∞(T,An,m) a
sequence (fn) with fn ∈ L1(T,An,m) = L∞(T,An,m)∗. It is easy to see that (fn) is a martingale
bounded in L1(T,A,m) by the norm of f in L1(T,A,m)∗∗. By the martingale convergence theorem,
(fn) converges a.s. to a limit f∞ ∈ L1(T,A,m), with ‖f∞‖1 ≤ ‖f‖. In general the convergence does
not hold in L1(T,A,m). However if our original f ∈ L1(T,A,m)∗∗ happens to be in L1(T,A,m)
then the convergence holds in L1(T,A,m) and f∞ = f . Thus if we set P (f) = f∞, we obtain
the desired projection. See our recent book [32] for basic martingale convergence theorems and
for more information of the many connections of martingale theory with Banach space theory and
harmonic analysis.
We denote by (gn) an i.i.d. sequence of normalized R-Gaussian random variables on some
probability space (Ω,P).
Given a sequence {ϕn} ⊂ L1(T,m), we denote by {ϕn,k} ⊂ L1(TN,m⊗N) the family defined by
∀t ∈ TN ϕn,k(t) = ϕn(tk).
14
Note that the definition of subgaussian (Definition 1.8) shows that if (ϕn) is subgaussian, {ϕn,k}
is also subgaussian with sg({ϕn,k}) = sg({ϕn}).
Concerning Definition 4.5: we will need to consider (ϕn) such that {ϕn,k} is C-dominated by
(gn,k). Of course the reader will note that the sequences (gn,k) and (gn) have the same distribution,
so we will say (abusively) in this case that {ϕn,k} is C-dominated by (gn).
We will denote by Cdom({ϕn}) the smallest C such that {ϕn} is C-dominated by (gn).
Proposition 4.8. There is a numerical constant c1 such that any C-subgaussian sequence {ϕn} ⊂
L1(T,m) is c1C-dominated by (gn).
More precisely, assuming Eϕn = 0 for all n, the following are equivalent.
(i) For some C the sequence {ϕn} ⊂ L1(T,m) is C-subgaussian.
(ii) For some C ′ the sequence {ϕn,k} is C ′-dominated by (gn).
Moreover, we have
c−11 Cdom({ϕn,k}) ≤ sg({ϕn}) ≤ c2Cdom({ϕn,k})
where c2 is another positive constant independent of {ϕn}.
Sketch. The first assertion is a consequence of Talagrand’s comparison principle together with
Proposition 4.6. From this we deduce Cdom({ϕn}) ≤ c1sg({ϕn}). As we already observed, sg({ϕn})
is equal to sg({ϕn,k}). Thus Cdom({ϕn,k}) ≤ c1sg({ϕn,k}) = c1sg({ϕn}), and hence (i) ⇒ (ii).
Conversely, if (ii) holds, for any f =
∑
xnϕn with
∑ |xn|2 = 1 we have (with the notation in
Lemma 3.3)
E supk≥1(log(k + 1))
−1/2|fk| ≤ Cdom({ϕn,k})E supk≥1(log(k + 1))−1/2|gk|
and hence by Lemma 3.3 ‖f‖ψ2 ≤ c′2Cdom({ϕn,k}) for some numerical constant c′2. By Lemma
3.2 we obtain sg(f) ≤ c2Cdom({ϕn,k}) for some numerical constant c2, or equivalently sg({ϕn}) ≤
c2Cdom({ϕn,k}), which proves (ii) ⇒ (i).
5. Subgaussian sequences in harmonic analysis
More subgaussian examples come from Fourier analysis. Let 0 < k(0) < k(1) < · · · < k(n) < · · ·
be a sequence of integers such that
(5.1) infn{k(n + 1)/k(n)} > 1.
Such sequences are called “Hadamard lacunary”. The simplest example is the sequence k(n) = 2n.
The associated sequence
fn = exp (ik(n)t)
on [0, 2π], dt/2π is subgaussian. We will check this in Proposition 5.3. Of course the real (or the
imaginary) parts also form a subgaussian sequence. Although these are not independent random
variables on the unit circle, it turns out that they behave in many ways as independent ones. For
instance, while the sequence fn(t) = sin(2
nt) is not independent, the ±1-valued sequence formed
of its signs (sign(fn(t))) is stochastically independent.
For any subset Λ ⊂ Z not containing 0 we say that Λ is subgaussian if the system
Λ˜ = {exp (ikt) | k ∈ Λ}
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is subgaussian. We set by convention
sg(Λ) = sg(Λ˜).
More generally we will consider subsets Λ of a discrete Abelian group Ĝ. Then Λ is formed
of continuous characters on the dual group G, which is a compact Abelian group equipped with
its normalized Haar measure mG. In that case sg(Λ) is the subgaussian constant of the family
{γ | γ ∈ Λ} viewed as random variables on (G,mG).
The sequence {2n} is close to independent in the following sense:
Definition 5.1. A subset Λ ⊂ Z is called quasi-independent if the sums ∑n∈A n are distinct
integers when A runs over all the finite subsets of Λ.
Remark 5.2. Any sequence {k(n)} such that k(n) >∑j<n k(j) (for example k(n) = 2n) is clearly
quasi-independent.
A finite set Λ ⊂ Z is quasi-independent iff∫ ∏
n∈Λ
(1 + eint + e−int)dt/2π = 1,
or equivalently iff for some 0 < δ ≤ 1∫ ∏
n∈Λ
(1 + δ(eint + e−int))dt/2π = 1.
Indeed, the preceding integral can be rewritten as 1 + δa1 + δ
2a2 + · · · + δ|Λ|a|Λ| where a1, a2, · · ·
are non-negative integers.
From now on let dm(t) = dt/2π on [0, 2π]. We have then
Proposition 5.3. Any quasi-independent sequence Λ ⊂ Z is subgaussian on ([0, 1], dt/2π) with
constant ≤ 2. More generally, any Hadamard lacunary sequence is subgaussian.
Proof. We may assume Λ finite and 0 6∈ Λ For any z = (zk) ∈ TΛ let
Fz =
∏
n∈Λ
(1 + ℜ(z¯neint)).
Note that if k =
∑
n∈A n we have F̂z(k) =
∏
n∈A(z¯n/2). Moreover Fz ≥ 0 and
∫
Fzdm = 1.
Let fz =
∑
n∈Λ znxne
int and f =
∑
n∈Λ xne
int. Then ℜ(fz) ∗ Fz = ℜ(f)/2. Therefore by the
convexity of the exponential function∫
eℜ(f)/2dm ≤
∫
(
∫
Fz(s)e
ℜ(fz(t−s))dm(s))dm(t)
and by Fubini and the translation invariance of m this implies∫
eℜ(f)/2dm ≤
∫
Fz(s)dm(s)
∫
eℜ(fz(t))dm(t) =
∫
eℜ(fz(t))dm(t).
We now average the right hand side over z with respect to the normalized Haar measure on the
group G = TΛ. By Fubini this gives us∫
eℜ(f)/2dm ≤
∫
eℜ(fz(t))dm(t)dmG(z) =
∫
(
∫
eℜ(fz(t))dmG(z))dm(t)
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and since we already know that sg({zn}) ≤ 1 (or equivalently sg({z¯n}) ≤ 1) we find∫
eℜ(f)/2dm ≤ exp(
∑
|xn|2/2),
and we conclude by homogeneity that sg({eint | n ∈ Λ}) ≤ 2.
It is easy to check that a Hadamard lacunary sequence is a finite union of sequences (k(n)) satisfying
k(n + 1)/k(n) ≥ 2 for all n. Since such sequences are clearly quasi-independent (see Remark 5.2)
the second assertion follows.
More generally, let us replace T by a compact Abelian group G equipped with its normalized
Haar measure mG. The dual group Ĝ is the discrete group formed of all the continuous characters
on G. A character is a homomorphism γ : G → T. The group operation on Ĝ is the pointwise
product of characters. When G = T the characters are all of the form γn(z) = z
n (z ∈ T) for some
n ∈ Z. The correspondence γn ↔ n allows us to identify T̂ with Z as discrete groups (pointwise
multiplication on T̂ corresponds to addition on Z).
Remark 5.4. The implication quasi-independent⇒ subgaussian remains clearly valid with the same
proof for a subset Λ of any discrete group Ĝ.
Theorem 5.5. Let (f1, · · · fn) be subgaussian on a probability space (T,m) with sg({fk}) ≤ s.
Assume that ‖fk‖2 = 1 and ‖fk‖∞ ≤ C. Then for any 0 < δ < 1/C there is a subset T ⊂ T with
log |T | ≥ n(1− δC)2/(2s2C2),
such that for any x 6= y ∈ T we have
(
∑n
1
|fk(x)− fk(y)|2)1/2 > δ
√
n.
Proof. Let T be a maximal subset with this property. Then for any x ∈ T there is y ∈ T such that
(
∑n
1 |fk(x)− fk(y)|2)1/2 ≤ δ
√
n, and hence∑n
1
|fk(x)|2 =
∑n
1
ℜ(fk(x)fk(x)) ≤
∑n
1
ℜ(fk(x)fk(y)) + δnC.
Therefore for any λ > 0
expλn = expλ
∑n
1
∫
|fk|2dm ≤
∫
expλ
∑n
1
|fk(x)|2m(dx)
≤ eλδnC
∫
exp (λ supy∈T
∑n
1
ℜ(fk(x)fk(y)))m(dx)
≤ eλδnC
∑
y∈T
∫
exp (λ
∑n
1
ℜ(fk(x)fk(y)))m(dx)
≤ eλδnC |T | exp (λ2s2nC2/2).
Therefore
|T | ≥ expn(λ(1− δC)− λ2s2C2/2).
Choosing λ = (s2C2)−1(1 − δC) (to maximize the last expression) we obtain the announced in-
equality.
Remark 5.6. Note that in the preceding proof instead of sg({fk}) ≤ s it suffices to assume
sg(
∑n
1 xkfk) ≤ s
√
n sup |xk| for any xk ∈ C.
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In Theorem 5.5, we have obviously |T | ≥ |T |. In particular:
Corollary 5.7. Let (f1, · · · fn) be subgaussian characters on a finite Abelian group G with sg({fk}) ≤
s. Then for any 0 < δ < 1
log |G| ≥ (1− δ)2/2s2.
Corollary 5.8. In the situation of Theorem 5.5, assume in addition that (f1, · · · fn) are continu-
ously differentiable functions on ([0, 2π], dt/2π). Then
n−1/2‖(
∑
|f ′k|2)1/2‖∞ ≥
δ
2π
(
exp (n(1− δC)2/(2s2C2))− 1) .
Proof. Let L = n−1/2‖(∑n1 |f ′k|2)1/2‖∞ We have for any x, y ∈ [0, 2π]
(
∑n
1
|fk(x)− fk(y)|2)1/2 ≤ n1/2L|x− y|.
Therefore for any x 6= y ∈ T
|x− y| ≥ δ/L.
But obviously, we cannot find more that 1 + 2πL/δ points in [0, 2π] with mutual distance ≥ δ/L.
Thus we conclude 2πL/δ ≥ |T | − 1
Corollary 5.9. If Λ ⊂ [1, · · · , N ] (or if Λ is included in an arithmetic progression of length N)
and sg({eint | n ∈ Λ}) ≤ s, then
log(
2πN
δ
+ 1) ≥ |Λ|(1 − δ)2/2s2.
Proof. The case of an arithmetic progression of length N can be reduced to [1, · · · , N ]. For fk =
eik(n)t with 1 ≤ k(n) ≤ N we have L ≤ N .
Remark 5.10. If Λ = {2k | 1 ≤ 2k ≤ N} then logN ≈ |Λ|; so the logarithmic growth rate for the
intersection of a subgaussian set with any arithmetic progression of length N given by Corollary
5.9 is essentially optimal.
Remark 5.11. Let Λ1 = {fn} and Λ2 = {hn} be two subgaussian families of functions on the same
probability space. Then the union Λ1 ∪ Λ2 is subgaussian. This follows from (1.10).
6. Subgaussian sets of integers, arithmetic characterization
We will now describe the existing arithmetic characterization of subgaussian sets of integers and,
in the next section, the main open problem concerning them.
For any finite set Λ ⊂ Z or more generally Λ ⊂ Ĝ (here Ĝ is any discrete Abelian group denoted
additively), let
R(Λ) = {ξ ∈ {−1, 0, 1}Λ |
∑
n∈Λ
ξnn = 0}.
In other words R(Λ) is the set of relations with coefficients in {−1, 0, 1} satisfied by Λ. Note that Λ
is quasi-independent iff |R(Λ)| = 1. The number R(Λ) is related to Fourier series by the following
obvious identity, valid for any finite subset A ⊂ Λ
(6.1) R(A) =
∫ ∏
n∈A
(1 + eint + e−int)dm(t).
The number N(k,m, n) introduced in the next statement appears in the theory of constant weight
codes, see Remark 6.3 below.
18
Lemma 6.1. Let k < m < n be integers. As usual let [n] = {1, · · · , n}. Let N(k,m, n) ≥ 1 be the
largest possible cardinal of a family T of subsets of [n] such that
(6.2) ∀t ∈ T |t| = m and ∀s 6= t ∈ T |s ∩ t| ≤ k.
Let A ⊂ Z be a subset with |A| = n. If R(A) < N(k,m, n), then A contains a quasi-independent
subset B ⊂ A with
|B| ≥ m− k.
Proof. Since A and [n] are in bijection, we may assume that T is a family of subsets of A. For
any t ∈ T consider a maximal subset rt ⊂ t that supports a relation, i.e. for r = rt there exists
(ξn) ∈ {−1, 1}r such that
∑
ξnn = 0 and there is no larger subset of t satisfying this. We claim
that for some t we must have |rt| ≤ k. Otherwise, |rt| > k for all t. But since |s ∩ t| ≤ k for all
s 6= t, the mapping t 7→ rt must be one to one. To each rt we can associate (by adding several
zeros) a relation ξt ∈ {−1, 0, 1}A such that ∑ ξtnn = 0 with support rt. Obviously t 7→ ξt is also
one to one. Thus we obtain |T | ≤ |R(A)|, contradicting our assumption that R(A) < N(k,m, n).
This proves our claim. Now choose t so that |rt| ≤ k. Let B = t \ rt. We have |B| ≥ m − k and
the maximality of rt ⊂ t implies that there cannot be any nontrivial relation with coefficients ±1
supported inside B. In other words B is quasi-independent.
Lemma 6.2. Assuming that 3n/8, n/2 are integers, we have
(6.3) N(3n/8, n/2, n) ≥ c′ exp (n/17),
where c′ > 0 is independent of n.
Proof. Let Q be the uniform probability over all the 2n subsets of [n]. Let T be a maximal family
of subsets satisfying (6.2). Then for any A ⊂ [n] with |A| = m and A 6∈ T there is t ∈ T such that
|A∩ t| > k (otherwise we could add A to T contradicting its maximality). Actually, if A ∈ T , then
t = A trivially satisfies |A∩ t| = m > k. Therefore {A | |A| = m} ⊂ ∪t∈T {A | |A| = m, |A∩ t| > k}
and hence
(6.4) Q({A | |A| = m}) ≤ |T | supt∈T Q({A | |A| = m, |A ∩ t| > k}).
Of course, whenever |t| = m, the numbers Q({A | |A| = m, |A∩ t| > k}) are all the same and hence
Q({A | |A| = m, |A ∩ t| > k}) = Q({A | |A| = m, |A ∩ [m]| > k}). By an easy counting argument,
the cardinal of {A | |A| = m, |A ∩ [m]| > k} is equal to ∑k<j≤m (mj )(n−mm−j). Although we could use
combinatorics, we prefer to use probability to estimate this number. Let (εj) be in {−1, 1}n and
let P be the uniform probability on {−1, 1}n. We have a 1− 1 equivalence between P and Q using
the correspondence ε = (εj) 7→ A = {j | εj = 1}. Note |A| =
∑
(εj + 1)/2. Let Sn =
∑n
1 εj so that
|A| = (Sn + n)/2 and |A ∩ [m]| = (Sm +m)/2. Thus (6.4) implies
(6.5) P ({Sn = 2m− n}) ≤ |T |P ({(Sm +m)/2 > k}) = |T |P ({Sm > 2k −m}).
By a well known bound there is a positive number c0 > 0 (in fact c0 = 1/
√
2) so that assuming n
even
( n
n/2
) ≥ c02n/√n. Thus assuming n = 2m and 2k −m = m/2 we find by (6.5) (using (1.13)
and (1.5))
c0/
√
n ≤ |T | exp−((2k −m)2/2m) ≤ |T | exp−m/8 ≤ |T | exp−n/16,
and we obtain N(3n/8, n/2, n) ≥ (c0/
√
n) exp (n/16), from which (6.3) follows a fortiori.
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Remark 6.3. The number N(k,m, n) introduced in Lemma 6.1 appears in the theory of constant
weight codes where it is denoted by A(n, 2(m − k),m). A code word is a sequence of 0’s and 1’s,
its length is the number of 0’s and 1’s, and its weight is the number of 1’s. The Hamming distance
between any two such words is the number of places where they differ. Thus N(k,m, n) is equal to
the maximal number of code words of length n with weight m and mutual Hamming distance at
least 2(m− k). The simple packing argument used for Lemma 6.2 is a variant of a famous estimate
known in Coding Theory as the Gilbert-Varshamov bound, adapted to the weight m case. It is
known (this seems to be in the coding folklore) that if m = [an], k = [bn] with 0 < b < a2 and
0 < a ≤ 1/2 then (assuming n → ∞) we have an exponential lower bound N(k,m, n) ≥ 2δn for
some δ = δ(a, b) > 0. The proof of Lemma 6.2 can be modified to yield that. It seems however
that no sharp formula is known for δ = δ(a, b) > 0. See [26, chap. 17, §2] for more on this vast
subject. I am grateful to Noga Alon for the information and references used in the present remark.
Lemma 6.4. Assume again that 3n/8, n/2 are integers. If |A| = n and |R(A)| < c′ exp (n/17)
then ∃B ⊂ A quasi-independent with |B| ≥ n/8.
Proof. This is immediate from the preceding two Lemmas.
Theorem 6.5. Let Λ ⊂ Z \ {0} or more generally Λ ⊂ Ĝ \ {0} (Ĝ any discrete Abelian group).
The following are equivalent:
(i) Λ is subgaussian.
(ii) There is δ > 0 such that any finite A ⊂ Λ contains a quasi-independent subset B ⊂ A with
|B| ≥ δ|A|.
(iii) There is δ > 0 and s > 0 such that any finite A ⊂ Λ contains a (subgaussian) subset B ⊂ A
with |B| ≥ δ|A| and sg(B) ≤ s.
(iii)’ For any 0 < δ < 1 there is s > 0 such that any finite A ⊂ Λ contains a (subgaussian) subset
B ⊂ A with |B| ≥ δ|A| and sg(B) ≤ s.
(iv) There is a constant C such that for any finite subset A ⊂ Λ we have
sg(ℜ(
∑
n∈A
eint)) ≤ C|A|1/2.
Proof. Assume (i). Then there is C such that for any finite subset A ⊂ Λ with |A| = n the
function SA(t) = ℜ(
∑
k∈A e
ikt) =
∑
k∈A cos(kt) is subgaussian with sg(SA) ≤ C|A|1/2. Then for
any 0 < δ < 1 we have∫ ∏
k∈A
(1 + δ cos(kt))dm(t) ≤
∫
exp (δSA)dm(t) ≤ exp (Cδ2n/2).
Let (δk)k∈A be an i.i.d. family of {0, 1}-valued variables with P({δk = 1}) = δ/2. Let A(ω) = {k |
δk(ω) = 1}. Then
∏
k∈A(ω)(1 + e
ikt + e−ikt) =
∏
k∈A(1 + δk(ω)(e
ikt + e−ikt)) and hence
E
∫ ∏
k∈A(ω)
(1 + eikt + e−ikt)dm(t) =
∫ ∏
k∈A
(1 + δ cos(kt)) ≤ exp (Cδ2n/2).
In other words
(6.6) E|R(A(ω))| ≤ exp (Cδ2n/2).
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But we also have |A(ω)| − δn/2 =∑k∈A(δk − Eδk), and hence by well known bounds for a sum of
independent mean 0 variables with values in [−1, 1] (indeed a very particular case of Theorem 1.3
with dn = δn − Eδn tells us that sg(
∑
k∈A(δk − Eδk)) ≤ n1/2 then we may use (1.5))
∀c > 0 P({|A(ω)| − δn/2 < −c}) = P({
∑
n∈A
(δn − Eδn) < −c}) ≤ exp (−c2/2n).
Therefore P({|A(ω)| − δn/2 < −δn/4}) ≤ exp (−δ2n/32), and hence
P({|A(ω)| ≥ δn/4}) ≥ 1− exp (−δ2n/32).
By (6.6)
P({|R(A(ω))| ≤ 2 exp (Cδ2n/2)}) ≥ 1/2.
Assume
(6.7) 1/2 + 1− exp (−δ2n/32) > 1.
Then for some ω we have both |A(ω)| ≥ δn/4 and |R(A(ω))| ≤ 2 exp (Cδ2n/2), and hence
|R(A(ω))| ≤ 2 exp (2Cδ|A(ω)|).
We now choose δ = δC so that 2CδC = 1/18 < 1/17. Then |R(A(ω))| ≤ 2 exp (|A(ω)|/18). Note
|A(ω)| ≥ δCn/4. Therefore there is clearly a large enough number N (depending only on C) such
that for all n ≥ N both (6.7) and (for the ω we select) 2 exp (|A(ω)|/18) < c′ exp (|A(ω)|/17) hold,
and hence
|R(A(ω))| < c′ exp (|A(ω)|/17).
By Lemma 6.4 this implies that A(ω) contains a quasi-independent subset B with |B| ≥ |A(ω)|/8 ≥
δCn/32. (We ignore the requirement that 3|A(ω)|/8, |A(ω)|/2 be integers, which is easy to bypass
by replacing A(ω) by a maximal subset with cardinal dividable by 8.) This proves (ii) since the
sets with n ≤ N are easily treated by adjusting the number δ appearing in (ii) small enough.
(ii) ⇒ (iii) follows from Proposition 5.3.
Assume (iii). Let |A| = n. Let B ⊂ A be given by (iii), i.e. sg(B) ≤ s and |B| ≥ δn. We may
apply (iii) again to A \B. This gives us B1 ⊂ A \B with sg(B1) ≤ s and |B1| ≥ δ|A \B|. Now let
B′ = B ∪ B1. We have |B′| ≥ (δ + δ(1 − δ))n and, by Remark 5.11 and (1.10), also sg(B′) ≤ 2s.
Thus we have improved δ from the value δ to δ1 = δ + δ(1 − δ). Iterating this process, we easily
obtain (iii)’
Assume (iii)’. Let C(n) be the smallest constant C such that sg(SA) ≤ C
√
|A| for all subsets
A ⊂ Λ with ≤ n elements. Let |A| ≤ n. We fix 0 < δ < 1 suitably close to 1 (to be determined).
Let B ⊂ A be given by (iii)’, so that sg(SB) ≤ s
√
|B| and |B| ≥ δ|A|. We have obviously by
definition of C(n) sg(SA\B) ≤ C(n)
√
n(1− δ). By (1.10),
sg(SA)
2 ≤ 2(s2|B|+ C(n)2|A|(1− δ)) ≤ 2s2|A|+ 2(1 − δ)C(n)2|A|,
which implies
C(n)2 ≤ 2s2 + 2(1− δ)C(n)2.
Thus if δ is chosen so that δ1 = 2(1− δ) < 1 we conclude
C(n)2 ≤ (1− δ1)−12s2,
which shows that C(n) is bounded, so that (iv) holds.
The proof that (iv) ⇒ (i) is more delicate. We skip the details. This was first proved in [28]
using the Dudley-Fernique metric entropy condition together with a certain interpolation argument.
Bourgain [3] gave a completely different proof. Both proofs show that (iv) implies that Λ is Sidon,
as defined below, and then Sidon implies subgaussian (see Theorem 9.4).
21
Remark 6.6. Note that in the proof that (i) ⇒ (ii) we actually showed that (iv) ⇒ (ii). Thus we
gave a complete proof of the equivalence of (ii), (iii), (iii)’ and (iv).
Remark 6.7. The proof that (iv) ⇒ (i) in [28] passes through the following
(v) Let 1 < p < 2. There is a constant C such that for any f in the linear span of Λ we have
‖f‖ψp′ ≤ C(
∑
n∈Λ
|f̂(n)|p)1/p.
We show in [28] that (iv)⇒ (v) (this is an argument from the so-called real interpolation method).
Then using special properties of the metric entropy integrals we show that (v) ⇒ Sidon, and hence
(v) ⇒ (i) follows by Theorem 9.4.
7. Main open problem
We now come to the main open problem concerning subgaussian sets (or equivalently Sidon sets,
that are defined in the next section) of characters on a compact Abelian group G.
Conjecture. Any subgaussian set is a finite union of quasi-independent sets.
The conjecture is supported by the case when G = Z(p)N. Here p > 1 is a prime number
and Z(p) = Z/pZ is the field with p elements. We have Ẑ(p) = Z(p). Indeed, any n ∈ Z/pZ
(represented, if we wish, by a number n ∈ [0, p − 1] modulo p) defines a character γn on Z(p) by
∀t ∈ Z(p) γn(t) = e2piitn/p.
As before for Z, the correspondence n ↔ γn allows us to identify Ẑ(p) with Z(p). One can also
associate to γn the p-th root of unity γn(1) = e
2piin/p.
Let Z(p)(N) ⊂ Z(p)N denote the set of sequences n = (nk) ∈ Z(p)N with only finitely many
nonzero terms. Let n = (nk) ∈ Z(p)(N). Then the function γn : Z(p)N → T defined by
∀t = (tk) ∈ Z(p)N γn(t) = e2pii
∑
tknk/p,
is a character on Z(p)N, and all the characters are of this form. Thus again n ↔ γn allows us to
identify Ẑ(p)N with Z(p)(N).
The novel feature is that the group Ĝ = Z(p)(N) is a vector space over the field Z(p). Of course
the scalar multiplication by m ∈ Z(p) is defined on Z(p)(N) in the natural way
∀n = (nk) ∈ Z(p)(N) m · n = (mnk).
For G = Z(p)N, a complete description of subgaussian sets of characters on G was given by Malliavin
and Malliavin [25].
Theorem 7.1 ([25]). Let p > 1 be a prime number. Let G = Z(p)N and Ĝ = Z(p)(N). Let
Λ ⊂ Ĝ \ {0}. The following are equivalent:
(i) Λ is subgaussian.
(ii) Λ is a finite union of linearly independent sets over the field Z/pZ.
(iii) Λ is a finite union of quasi-independent sets.
The miracle that produces this beautiful result is a deep (and difficult) combinatorial fact in
linear algebra due to Horn [14] (published also by Rado but 10 years later), that says the following:
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Theorem 7.2 ([14]). Let Λ be a subset of a vector space over any field. Let k > 0 be an integer.
Assume that any finite subset A ⊂ Λ contains a (linearly) independent subset B ⊂ A with |B| ≥
|A|/k. Then (and only then) Λ can be decomposed as a union of k (linearly) independent subsets.
Note that the assumption is clearly necessary for the conclusion to hold.
Proof of Theorem 7.1. Assume (i). We will apply the criterion of Theorem 7.2. Let A ⊂ Λ be a
finite subset. Let B be a maximal independent subset of A over the field Z/pZ. Then A must be
included in the vector space VB generated by B (indeed, if not we would find an element that we
could add to B, and that would contradict the maximality of B). Clearly dim(VB) = |B| and hence
|VB | = p|B|. But now a fortiori VB is finite group, and sg(A) ≤ sg(Λ), therefore by Corollary 5.7
we have for any 0 < δ < 1
log |VB | ≥ |A|(1 − δ)2/2sg(Λ)2,
and hence if κ = (1− δ)−22sg(Λ)2 log(p) and if k is the smallest integer such that k ≥ κ
|B| ≥ |A|/κ ≥ |A|/k.
By Theorem 7.2 (ii) follows. Then (ii) ⇒ (iii) is obvious and (iii) ⇒ (i) follows from Remarks 5.11
and 5.4.
Remark 7.3. In [4] Bourgain generalized (i) ⇔ (iii) in Theorem 7.1 to the case when p = ∏ pk
where p1, · · · , pn are distinct prime numbers. However, it seems that (i) ⇔ (iii) is still an open
problem even for p = 4.
Remark 7.4. Let (γn) (n ∈ N) be any sequence of characters on a compact Abelian group G. Thus
each γn can be viewed as a random variable on (G,mG) with values in T = {z ∈ C | |z| = 1}.
Assume first that there is no “torsion”, i.e. that γξn 6= 1 for any ξ 6= 0 (ξ ∈ Z). Then (γn) are
stochastically independent as random variables iff for any sequence (ξn) ∈ Z(N) not identically = 0∏
γξnn 6≡ 1.
Equivalently, for any such (ξn) ∫ ∏
γξnn dmG = 0.
Indeed, this condition holds iff for any n and any polynomials Qn(z, z¯) we have for any n∫ ∏n
1
Qk(γk)dmG =
∏n
1
∫
Qk(γk)dmG.
To check this just replace polynomials by monomials.
Now assume (“torsion group”) that there is a positive integer pn such that γ
pn
n = 1. We choose
pn minimal and we assume pn > 1. Note that γ
ξ
n = 1 iff ξ ∈ pnZ. Then (γn) are stochastically
independent as random variables iff for any sequence (ξn) ∈ [0, pn − 1](N) not identically = 0∏
γξnn 6≡ 1.
This shows that quasi-independence appears as a weaker form of stochastic independence. How-
ever, if G = {−1, 1}N and if γn is the n-th coordinate on G then the two forms of independence
coincide (here pn = 2). This corresponds to the usual random choices of signs, as in Remark 1.13.
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We note in passing that the classical Rademacher functions (rn), which are defined on ([0, 1], dt)
by
∀n ≥ 0 rn(t) = sign(sin(2n(2πt)))
form an i.i.d. sequence of uniformly distributed choices of signs. In sharp contrast, the sequence
(exp i2n(2πt)) is only quasi-independent as a sequence of characters on T.
Remark 7.5. Any Hadamard lacunary sequence Λ = {n(k)} is a finite union of quasi-independent
sets. Indeed, if (5.1) holds there must exist a number N such that
∀n |Λ ∩ (2n, 2n+1]| ≤ N.
This implies that Λ is the union of N sequences satisfying |Λ ∩ (2n, 2n+1]| ≤ 1 for all n. But then
(by separating the n’s into evens and odds) each such sequence is the union of two sequences such
that k(n) >
∑
j<n k(j) which by Remark 5.2 are quasi-independent.
Remark 7.6. There are quasi-independent sets in N that are not finite unions of Hadamard lacunary
sets. Indeed, if Λ is such a finite union, then it is easy to see that there is a number K such that
|Λ ∩ [2n, 2n+1)| ≤ K for any n ≥ 1. The set {4n2 + 2j | n ≥ 1, 1 ≤ j ≤ n} clearly violates that, but
it is an easy exercise to check that it is quasi-independent.
Remark 7.7 (“Condition de maille”). By a variant of the argument in Theorem 5.5, one can show
that any subgaussian set Λ ⊂ Z satisfies the following condition: there is a constant K > 0 such
that for any n, s > 0 and any k1, · · · , kn ∈ Z
|Λ ∩ {k1m1 + · · · + knmn | |m1|+ · · ·+ |m1| ≤ 2s}| ≤ Kns.
See [17, p. 71] for details. It seems to be still open whether this characterizes subgaussian sets.
By Theorem 6.5, the conjecture highlighted in this section is equivalent to the following purely
combinatorial
Problem: Let Λ ⊂ Z. Assume that there is δ > 0 such that any finite subset A ⊂ Λ contains a
quasi-independent B ⊂ A with |B| ≥ δ|A|, does it follow that Λ is a finite union of quasi-independent
sets ?
In 1983, I drew Paul Erdo¨s’s attention to this problem, raised in [29]. He became interested in
the classes of sets that one could substitute to that of quasi-independent sets for which the problem
would have an affirmative answer (see [8, 9]). He and his co-authors considered generalizations of
the problem for graphs or hypergraphs, but the problem remains open.
8. Subgaussian bounded mean oscillation
The goal of this section is to show that the sequences of positive integers that can be written as
a finite union of Hadamard-lacunary ones can be characterized as those that are subgaussian and
remain subgaussian uniformly when restricted to an arbitrary subarc I equipped with its normalized
Lebesgue measure mI .
Here we prefer to think of T as the unit circle in C. By a subarc we mean a connected subset
of T with non empty interior. We denote by I the collection of all subarcs in T. For any I ∈ I, let
mI = 1Idt/|I| (normalized Lebesgue measure on I). For any f ∈ L1(T) we set
fI =
∫
I
fdmI and ‖f‖∗,1 =
∣∣∣∣
∫
fdm
∣∣∣∣+ sup
I∈I
‖f − fI‖L1(dmI ) ∈ [0,∞].
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Note that for a complex-valued f ∈ L1(T) its real and imaginary parts satisfy obviously
‖ℜ(f)‖∗,1 ≤ ‖f‖∗,1 and ‖ℑ(f)‖∗,1 ≤ ‖f‖∗,1.
The space BMO(R) (resp. BMO(C)) of functions with bounded mean oscillation is defined as
formed of all those real-valued (resp. complex-valued) f ∈ L1(T) such that ‖f‖∗,1 <∞. Equipped
with the norm f 7→ ‖f‖∗,1 it becomes a real (resp. complex) Banach space. This space is of crucial
importance in the theory of Hp-spaces (see e.g. [11]).
The main point is that BMO(R) is the dual of H1 (Fefferman’s theorem). A priori, the space H1
is a complex Banach space but for this duality theorem we view it as real space. Here we define
H1 as the closure in L1(T) of the linear span, denoted by P+, of the functions {eint | n ≥ 0}. We
equip it with the norm induced by L1, that we denote by ‖ ‖H1 . Fefferman’s inequality establishes
the duality, as follows:
(8.1) ∃CF > 0 ∀f ∈ BMO(R), ∀x ∈ P+
∣∣∣∣
∫
fℜ(x)dm
∣∣∣∣ ≤ CF ‖f‖∗,1‖x‖H1 .
This shows that we can associate to each f ∈ BMO(R) an R-linear form ξf : H1 → R, obtained
by densely extending the functional x 7→ ξf (x) =
∫
fℜ(x)dm from P+ to the whole of H1. It turns
out that any R-linear form ξ : H1 → R is of this form. Moreover, the norm ‖f‖∗,1 is equivalent to
the norm of ξf : H
1 → R. In other words, BMO(R) can be identified with the space of bounded
R-linear forms on H1. We call the latter space the R-linear dual of H1, it is the dual of H1 when
we view the latter as a real Banach space. Thus the content of Fefferman’s duality theorem is that
BMO(R) is the R-linear dual of H1. We refer the reader to [11] for more on these topics.
In order to discuss other equivalent norms on the space BMO, for any a > 0 and f ∈ L1(T) we
define
‖f‖∗,ψa =
∣∣∣∣
∫
fdm
∣∣∣∣+ sup
I∈I
‖f − fI‖Lψa (dmI ) ∈ [0,∞].
A famous theorem of John and Nirenberg asserts that f ∈ BMO(C) iff ‖f‖∗,ψ1 <∞ and the norms
f 7→ ‖f‖∗,1 and f 7→ ‖f‖∗,ψ1 are equivalent. (A fortiori, the same holds for f 7→ ‖f‖∗,ψa for any
0 < a ≤ 1.) This particular fact is even valid for Banach space valued functions. We refer to our
recent book [32] for more information on Banach space valued Hp-spaces.
It is well known that the norms f 7→ ‖f‖∗,1 or f 7→ ‖f‖∗,ψ1 are not equivalent to the norm
f 7→ ‖f‖∗,ψa when a > 1. Nevertheless, the norm f 7→ ‖f‖∗,ψ2 is equivalent to the usual BMO
norm f 7→ ‖f‖∗,1 when restricted to f in the linear span of {exp (inkt)} if the sequence {nk} is
a finite union of Hadamard lacunary sequences. This was proved in [20]. (Closely related results
appear in [6]). More precisely, it turns out that this characterizes such sequences.
Theorem 8.1. Let n0 < n1 < · · · < nk < · · · be integers. Let Λ = {nk}. The following are
equivalent:
(i) The set Λ = {nk} is a finite union of Hadamard lacunary sets.
(ii) There is a constant C such that for any x ∈ ℓ2 we have
‖
∑
k
xke
inkt‖∗,ψ2 ≤ C(
∑
|xk|2)1/2.
(iii) There is a constant C such that for any x ∈ ℓ2 we have
‖
∑
k
xke
inkt‖∗,1 ≤ C(
∑
|xk|2)1/2.
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Proof. The key fact here is that (i) ⇒ (ii). It suffices obviously to prove (ii) assuming that the
sequence {nk} is itself lacunary. This is proved in detail in [20] to which we refer the reader.
(ii) ⇒ (iii) is obvious.
Assume (iii). We claim that there is a constant N such that for any n ≥ 1 |Λ ∩ [2n, 2n+1]| ≤ N .
From this claim, as already mentioned it is easy to deduce (i) (see Remark 7.5). To prove the claim,
fix n ≥ 1 and let ϕn : N → R be the function defined by the graph in the picture below. More
explicitly, ϕn(k) = 1 ∀k ∈ [2n, 2n+1], ϕn(k) = 0 ∀k 6∈ (0, 2n+1+2n) and ϕn passes affinely from 0 to
1 (resp. 1 to 0) on the interval [0, 2n] (resp. [2n+1, 2n+1+2n]). We then consider the trigonometric
polynomial Pn ∈ P+ defined on T by Pn(t) =
∑
k≥0 ϕn(k)e
ikt, so that ϕn is the Fourier transform
of Pn. It is a well known fact that ‖Pn‖H1 ≤ 2. To check this observe that Pn is the difference of
two Fejer kernels, suitably translated and scaled, as in the picture below. Explicitly, the classical
Fejer kernel, which is defined by F̂N (k) = (1 − |k|/N)+ (k ∈ Z, N ≥ 1) satisfies ‖FN‖1 = 1, and
we have
∀k ∈ Z P̂n(k) = ϕn(k) = 3
2
F2n+2n−1(k − (2n + 2n−1))−
1
2
F2n−1(k − (2n + 2n−1)).
1
0 2
n+1
+ 2
n
2
n+12
n
Let f =
∑
k xke
inkt. By (8.1) we have
|
∑
k
ϕn(nk)xk/2| =
∫
f(t)ℜ(Pn(t))dm| ≤ |
∫
ℜ(f(t))ℜ(Pn(t))dm| + |
∫
ℑ(f(t))ℜ(Pn(t))dm|
≤ CF‖ℜ(f)‖∗,1‖Pn‖H1 + CF ‖ℑ(f)‖∗,1‖Pn‖H1 ≤ 2CF ‖f‖∗,1‖Pn‖H1 ≤ 4CFC(
∑
|xk|2)1/2.
Taking the supremum of the left hand side over all (xk) such that (
∑ |xk|2)1/2 ≤ 1 we obtain
(
∑
k
ϕn(nk)
2)1/2/2 ≤ 4CFC.
A fortiori, recalling ϕn(k) = 1 ∀k ∈ [2n, 2n+1], this implies
|Λ ∩ [2n, 2n+1]| ≤ (8CFC)2.
This proves the claim and concludes the proof.
9. Sidon sets
The notion of Sidon set, or more generally of “thin set”, has a long history. See the classical books
[15, 23, 13]. For a more recent account see [12]. There are many connections between Sidon sets and
random Fourier series. See [24] for more in this direction. In general Kahane’s books [16, 17] are a
wonderful introduction to the use random functions in harmonic analysis. The many connections
with Banach space theory are presented in [22].
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Definition 9.1. Let Λ = {ϕn | n ≥ 1} be a bounded sequence in L∞(T,m) ((T,m) being a
probability space). We say that Λ is Sidon if there is a constant C such that for any finitely
supported scalar sequence (an) we have∑
|an| ≤ C‖
∑
anϕn‖∞.
Note that if C ′ = supn≥1 ‖ϕn‖∞ we have obviously
‖
∑
anϕn‖∞ ≤ C ′
∑
|an|.
Let Λ be a set of continuous characters on a compact Abelian group G. We may view Λ as a
subset of L∞(G,mG). For instance when G = T we may identify Λ with a subset of Z, and we view
{ϕn | n ≥ 1} = {eint | n ∈ Λ}
The study of Sidon sets, or more generally of ‘thin” sets, was a very active subject in harmonic
analysis in the 1960’s and 1970’s. A puzzling problem that played an important role there early on
was the union problem: whether (in the case of sets of characters) the union of two Sidon sets is a
Sidon set. The difficulty is that if Λ1 and Λ2 are disjoint sets in Ĝ there is a priori no inequality of
the form
‖
∑
n∈Λ1
anϕn‖∞ ≤ C‖
∑
n∈Λ1∪Λ2
anϕn‖∞.
The union problem was eventually solved positively by Sam Drury in 1970 using a very beautiful
argument involving convolution in measure algebras (see [23]).
Rider [34] refined Drury’s trick and connected Sidon sets with random Fourier series. To explain
this we need one more definition. Recall that (εn) is an i.i.d. sequence of choices of signs on a
probability space (Ω,P), i.e. (εn) are independent and P{εn = ±1} = 1/2.
Definition 9.2. Let Λ = {ϕn | n ≥ 1} be a bounded sequence in L∞(T,m) ((T,m) being a
probability space). We say that Λ is randomly Sidon if there is a constant C such that for any
finitely supported scalar sequence (an) we have∑
|an| ≤ CE‖
∑
εnanϕn‖∞.
Theorem 9.3 (Rider [34]). Let Λ ⊂ Z or more generally Λ ⊂ Ĝ (Ĝ any discrete Abelian group).
If Λ is randomly Sidon then it is Sidon (and the converse is trivial).
Rider’s proof of this theorem can be interpreted as a refinement of Drury’s, and indeed, Rider’s
Theorem implies that the union of two Sidon sets is a Sidon set, because it is easy to check that
the union of two randomly Sidon sets is randomly Sidon. Indeed, now if Λ1 and Λ2 are disjoint sets
in Ĝ we do have
E‖
∑
n∈Λ1
εnanϕn‖∞ ≤ E‖
∑
n∈Λ1∪Λ2
εnanϕn‖∞.
The connection with subgaussian sequences originates in the following
Theorem 9.4 ([35, 27]). Let Λ ⊂ Z \ {0} or more generally Λ ⊂ Ĝ \ {0} (Ĝ any discrete Abelian
group). Then Λ is Sidon if and only if it is subgaussian.
Rudin proved that Sidon implies subgaussian and asked whether the converse was true. We
proved this in [27], using Gaussian random Fourier series. Bourgain [3] gave a more direct proof
avoiding random Fourier series. In any case, Drury’s ideas are still somewhere in the background,
and this is not surprising: indeed, it is obvious (recall (1.10)) that the union of two subgaussian
sequences is a subgaussian sequence.
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Proof of Theorem 9.4. Assume Λ ⊂ Ĝ Sidon. Let M(G) be the space of (complex) measures on G
equipped with the total variation norm ‖µ‖M(G) = |µ|(G). Recall the identificationM(G) = C(G)∗.
Let us enumerate Λ = {γn | n ∈ N}. For any z = (zn) ∈ TN and any f ∈ span(Λ) we have
|
∑
zn
∫
γnfdmG| ≤
∑
γ∈Λ
|f̂(γ)| ≤ C‖f‖C(G).
By Hahn-Banach there is a νz ∈ M(G) with ‖ν‖M(G) ≤ C such that νz(f) =
∑
zn
∫
γnfdmG or
equivalently νz(γn) = zn for all n. Let µz be the symmetric of νz defined by µz(f) =
∫
f(−t)νz(dt).
Then µ̂z(γn) = zn for all n. Let f ∈ span(Λ), say f =
∑
anγn. Then µz ∗ f =
∑
anznγn and
‖µz ∗ f‖p ≤ C‖µz‖M(G) ≤ C‖f‖p. But we may apply this last inequality also to f =
∑
anznγn.
This gives us
∀z ∈ TN ‖
∑
anγn‖p ≤ C‖
∑
znanγn‖p.
Integrating the p-th power over z we find
‖
∑
anγn‖p ≤ C
(∫
|
∑
znanγn(t)|pdmG(t)dmTN(z)
)1/p
and by the translation invariance of mTN this last term is the same as C(
∫ |∑ znan|pdmTN(z))1/p.
Therefore we obtain
‖
∑
anγn‖p ≤ C(
∫
|
∑
znan|pdmTN(z))1/p.
But since we know (see Remark 1.13) that sg(zn) ≤ 1, by Lemma 3.2 we obtain
‖
∑
anγn‖p ≤ Cβ√p(
∑
|an|2)1/2
where β is a numerical constant. By Lemma 3.2 again, Λ = (γn) is subgaussian.
That subgaussian implies Sidon will be fully proved in a more general framework in the next section
(see Remark 10.3).
10. Subgaussian bounded orthonormal systems
Recently Bourgain and Lewko [5] tried to understand what remains true for general bounded
orthonormal systems of the equivalences described in §9, namely the equivalence between Sidon,
randomly Sidon and subgaussian.
Obviously Sidon ⇒ randomly Sidon remains true. However, it is easy to see that Sidon 6⇒
subgaussian for general orthonormal systems bounded in L∞. Indeed, if (ϕn) is Sidon say on
([0, 1], dt) then any system on ([0, 2], dt/2) that coincides with (ϕn) on [0, 1] is still Sidon, but if its
restriction to [1, 2] is not subgaussian, the resulting system on ([0, 2], dt/2) cannot be subgaussian.
For the converse implication, it turns out to be more delicate to produce a counterexample but
Bourgain and Lewko [5] managed to do that. Nevertheless, they proved that subgaussian implies
⊗5-Sidon in the following sense:
Definition 10.1. Let k ≥ 1. We say that (ϕn) is ⊗k-Sidon with constant C if the system
{ϕn(t1) · · ·ϕn(tk)} (or equivalently {ϕ⊗kn }) is Sidon with constant C in L∞(T k,m⊗k).
In [5] they asked whether 5 could be replaced by 2, and in [27] we showed that indeed it is so:
Theorem 10.2. Any subgaussian system bounded in L∞(T,m) and orthonormal in L2(T,m) is
⊗2-Sidon.
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Remark 10.3. The preceding result (as well as the previous one obtaining ⊗5-Sidon) implies the
result stated in Theorem 9.4 that for subsets of Ĝ (Ĝ discrete Abelian group) subgaussian implies
Sidon. Indeed, if the functions ϕn are characters then the identity ϕn(t1 · · · tk) = ϕn(t1) · · ·ϕn(tk)
shows that for characters ⊗k-Sidon ⇒ Sidon.
The key to the proof of Theorem 10.2 is the next statement, for which we need to recall
the definitions of the projective and injective tensor norms, respectively ‖ ‖∧ and ‖ ‖∨ on the
algebraic tensor product L1(m1) ⊗ L1(m2) (here (T1,m1), (T2,m2) are arbitrary measure spaces).
Let T ∈ L1(m1)⊗ L1(m2) say T =
∑
xj ⊗ yj we set
‖T‖∧ =
∫
|
∑
xj(t1)yj(t2)|dm1(t1)dm2(t2)
‖T‖∨ = sup{|
∑
〈xj , ψ1〉〈yj , ψ2〉| | ‖ψ1‖∞ ≤ 1, ‖ψ2‖∞}.
Note that the completion of L1(m1)⊗ L1(m2) with respect to ‖ ‖∧ can be identified isometrically
to L1(m1 ×m2).
Theorem 10.4. Let (T,m) be a probability space. Let (gn) be an i.i.d. sequence of normalized
R-Gaussian random variables. For any 0 < δ < 1 there is w(δ) > 0 for which the following property
holds. Let {ϕn | 1 ≤ n ≤ N} ⊂ L1(m) be any system that is C-dominated by {gn | 1 ≤ n ≤ N}.
Then, for any (zn) ∈ CN with |zn| ≤ 1, there is a decomposition in L1(m)⊗ L1(m) of the form
(10.1)
∑N
1
znϕn ⊗ ϕn = t+ r
satisfying
(10.2) ‖t‖∧ ≤ Cw(δ) and ‖r‖∨ ≤ Cδ.
Proof. It clearly suffices to prove this in the case ϕn = gn and C = 1 (indeed, the classical properties
of tensor products allow us to pass from gn to ϕn). Moreover, treating separately
∑N
1 ℜ(zn)ϕn⊗ϕn
and
∑N
1 ℑ(zn)ϕn⊗ϕn, we may reduce to the case when the zn’s are in [−1, 1]. But then, by Lemma
2.1 there is an operator Θz : L1(P) → L1(P) with norm 1 such that Tz(gn) = zngn. Using this,
we can reduce to the case when zn = 1 for all n. We will show that Theorem 10.4 can be easily
derived from the following
Claim: for any 0 < δ < 1 there is Φ ∈ L1(P× P) with ‖Φ‖L1(P×P) = 1 such that
Φ = 1⊗ 1 + δ
∑N
1
gn ⊗ gn +R
whereR viewed as an operator on L2(P) has norm≤ δ2. This claim is immediate from the discussion
in §2. We just take for Φ the Mehler kernel and note that P1 can be identified with
∑N
1 gn ⊗ gn
and we have ‖∑d≥2 δdPd : L2(P)→ L2(P)‖ ≤ δ2.
From the claim we deduce ∑N
1
gn ⊗ gn = t′ + r′
with t′ = (Φ − 1⊗ 1)/δ and r′ = −R/δ. Then we have
‖t′‖L1(P×P) ≤ 2/δ and ‖r′‖∨ ≤ ‖r : L2(P)→ L2(P)‖ ≤ δ.
The only problem is that t (and hence also r) are in the space L1(P × P) and we want them to
be in L1(P) ⊗ L1(P). In other words we want the associated operators to be of finite rank. This
can be fixed like this: it is a well known property of L1-spaces that for any ε > 0 and any finite
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dimensional subspace E ⊂ L1 there is a finite rank operator v : L1 → L1 with ‖v‖ < 1 + ε that
is the identity on E. We apply this to E = span[gn | 1 ≤ n ≤ N ] with (say) ε = 1, and then we
set t = (v ⊗ Id)(t′) and r = (v ⊗ Id)(r′). This gives us finite rank tensors satisfying the desired
conclusion with ‖t‖∧ ≤ 4/δ and ‖r‖∨ ≤ 2δ. Since we may trivially replace δ by δ/2, the proof is
complete.
Proof of Theorem 10.2. Let C ′ = supn ‖ϕn‖∞. Note that (ϕn) is subgaussian iff (ϕn) also is,
with the same constant. By Proposition 4.8, any subgaussian system is C-dominated by (gn) for
some C. Let zn ∈ T be such that |an| = εnan. Let
∑
znϕn ⊗ ϕn = t + r as in (10.2). Let
f(t1, t2) =
∑
anϕn(t1)ϕn(t2). We have
〈t+ r, f〉 =
∫
(
∑
znϕn ⊗ ϕn)f =
∑
znan =
∑
|an|.
Therefore∑
|an| ≤ |〈t, f〉|+ |〈r, f〉| ≤ Cw(δ)‖f‖∞ +
∑
|an||〈r, ϕn ⊗ ϕn〉| ≤ Cw(δ)‖f‖∞ + CδC ′2
∑
|an|.
Choosing δ such that δCC ′2 = 1/2 we conclude that (ϕn⊗ϕn) is Sidon with constant ≤ 2Cw(δ).
Remark 10.5. It is proved in [33] that, in the situation of Theorem 10.2 (ϕn) is randomly Sidon
iff it is ⊗k-Sidon for some (or equivalently for all) k ≥ 4. This extends Rider’s Theorem 9.3 to
bounded orthonormal systems. Here, the cases k = 2 and k = 3 remain open.
Remark 10.6. Let (ϕn) be uniformly bounded and orthonormal. The same interpolation argument
alluded to in Remark 6.7 shows that if (ϕn) is subgaussian (or if it merely satisfies the analogue of
(iv) in Theorem 6.5) then for any 1 < p < 2 there is a constant Cp such that for any f =
∑
anϕn
in its linear span we have
(10.3) ‖f‖ψp′ ≤ Cp(
∑
|an|p)1/p.
Actually, one can even prove ‖f‖ψp′ ≤ Cp‖(an)‖p,∞, where ‖(an)‖p,∞ = supn≥1 n1/pa∗n (here a∗1 ≥
a∗2 ≥ · · · ≥ a∗n ≥ · · · is the non-increasing rearrangement of (|an|).
Problem: Does (10.3) imply that (ϕn) is ⊗k-Sidon for some k > 1 ?
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