Abstract-Eigenvector-based methods such as multiple signal classification (MUSIC) are currently popular in sinusoidal frequency estimation due to their high resolution. A problem with these methods is the often high cost of estimating the eigenvectors of the autocorrelation matrix spanning the signal (or noise) subspace. In this work, we propose an efficient Fourier transform-based method avoiding eigenvector computation for approximating the signal subspace. The resulting signal subspace estimate can be used directly to define a MUSIC-type frequency estimator or as a very good initial guess in context with adaptive or iterative eigenvector computation schemes. At low signal-to-noise ratios, the approximation yields better results than exact MUSIC. It is also more robust than MUSIC against overestimating the number of sinusoids. Some variations of the basic method are briefly discussed.
, such as MUSIC, have received a lot of attention in frequency estimation and sensor array processing. These methods are based on a specific model of sinusoids in additive white noise and often provide superior resolution when the number of samples is small or the frequencies to be estimated are close to each other. On the other hand, they are much less complicated than the optimal nonlinear maximum likelihood method.
In this paper, we concentrate on the multiple signal classification (MUSIC) method proposed by Schmidt [20] , [21] . MUSIC is currently probably the most popular of the eigenvector-based frequency estimators. Recent theoretical studies [18] , [22] show that in many cases it yields asymptotically nearly optimal results, which provides justification for its generally good performance.
A problem with eigenvector-based frequency estimators is the often high cost associated with computing the necessary eigenvectors. This is particularly notable if the dimensionality of the eigenvectors is large or if one tries to track slow changes in the frequencies. Since most eigenvector-based frequency estimators are defined in Manuscript received March 8, 1990; revised June 27, 1991 terms of either principal (spanning the signal subspace) or nonprincipal eigenvectors (i.e., those corresponding to the smallest eigenvalues) of the autocorrelation matrix, only a possibly small subset of eigenvectors is needed in the actual computations.
Other problems with MUSIC are that its performance is considerably degraded at low signal-to-noise ratios and that the number of sinusoids should be known in advance [13] . In practice, such a priori knowledge is seldom available. If the signal-to-noise ratio is high, relative magnitudes of the eigenvalues of the autocorrelation matrix often give a good indication of the number of sinusoidal components, but this simple criterion becomes very unreliable in the case of strong noise. Better tests have been proposed (e.g., [ 5 ] ) , but these generally require a lot of additional computation.
A motivation of this study was the authors' wonder at the discrepancy in performance between eigenvector methods and Fourier transform methods in the areas of spectral estimation and image processing. In image coding [ 11, the optimal (in the mean-square error sense) eigenvector-based Karhunen-Lobve transform is used mainly as a reference only because it performs slightly better than such fast transforms as the discrete cosine transform (DCT) or discrete Fourier transform (DFT) for most practical images (e.g., [16]). On the other hand, in sinusoidal frequency estimation, eigenvector-based methods generally provide clearly higher resolution and better accuracy than classical Fourier-based spectral estimators.
In this paper, we propose methods for approximating the signal subspace in terms of a generalization of the DFT (or DCT) transform. The resulting signal subspace estimate yields very similar results as the standard one defined by the estimated principal eigenvectors in context with MUSIC. This shows that the high resolution of MU-SIC (and other eigenvector-based methods) stems mainly from the form of the estimator. By using Fourier transform like eigenvectors, one can achieve high resolution. This is the main result of this paper. Furthermore, the proposed version of MUSIC seems to be more robust than the standard one and has certain computational advantages.
The problem of approximating the signal subspace without eigendecomposition has not been dealt much in the literature. Kay and Shaw [14] propose a functional approximation method quite different from ours. At the end of this paper, the possibility of designing "crude" eigenfilters is conjectured but not studied. The work by Tufts and Melissinos [23] seems to be most closely related to ours. They use prior information from nonparametric spectrum analysis or beamforming to generate a starting vector, from which the signal eigenvectors are estimated using the Prony-Lanczos algorithm. This procedure improves the signal subspace estimates at low SNR's, but is less general than our approach. This paper is arranged as follows. In Section 11, the necessary background for eigenanalysis-based frequency estimation is shortly presented. In the next section, the new signal subspace approximation is introduced and justified. Section IV consists of experimental results, followed by a more general discussion in the next section. The last section contains the main conclusions and some remarks.
EIGENANALYSIS-BASED FREQUENCY ESTIMATION A. MUSIC Frequency Estimator
The basic theory of eigenvector-based frequency estimation and the MUSIC method is well represented in, e.g., The complex white noise term w[k] has zero mean and variance u2.
In practical estimation data vectors It would be desirable to extract the signal vectors from (3), but this is not directly possible, even though the theoretical correlation matrix R, is known exactly. However, it can be shown that the M principal eigenvectors UI, --, uM of R, span the same signal subspace as the signal vectors e , , , e M . The remaining eigenvectors u M + l , * * * , U , correspond to noise, and span the socalled noise subspace. This decomposition is essential in defining various eigenvector-based frequency estimators.
Consider now in particular the MUSIC frequency estimator. In practice, it is realized typically as follows:
Some estimation methods are given in the next subsection.
-, tiL of the estimated correlation matrix R, . Choose the M principal eigenvectors ti,, ti2, -* * , tiM (corresponding to the M largest eigenvalues) as the basis of the signal subspace.
3) The sinusoidal frequencies are obtained as peak locations of the MUSIC frequency estimator 1) Estimate Rxx from the data vectors xo, --9 x K -1 -2) Compute the eigenvectors ti,, ti2, * Here, ef is the signal vector corresponding to the frequency f.
Alternatively, the MUSIC frequency estimator is often defined in terms of the (estimated) nonprincipal eigenvectors ti;, i = M + 1 , * * * , L:
Theoretically, both computational forms of MUSIC have infinite values at the exact frequencies of the sinusoids. In practice, sharp peaks near the correct frequencies are the best we can have. The denominator in (5) or (6) can be evaluated effectively at a large number of frequencies in terms of the FFT algorithm.
Knowing the correct number M of sinusoids is important in MUSIC. If M is underestimated, some sinusoids are missed and the estimated frequencies tend to be incorrect. If M is too large in ( 5 ) or ( 6 ) , spurious frequency peaks appear in addition to correct ones.
B. Eigenvector Estimation
In practice, the theoretical correlation matrix R, or its eigenvectors U ; are not known, but must be estimated from the available samples. Usually this is done via an off-line procedure, in which R, is first estimated in terms of the data vectors xo, -* , xK-1 as follows:
After this, the eigenvectors ti,, ti2, * -, ti, of R, are computed using some standard method of numerical anal- [io], ~5 1 .
SIGNAL SUBSPACE APPROXIMATION

A. The Approximation Method
Our method of approximating the signal subspace is based on a generalization of such well-known fast transforms as the DFT or DCT [l], [4], [7] to vectorial data. For the DFT, the generalization is essentially the same as the multichannel Fourier transform (e.g., [13, chapter 141) applied to data vectors (2). The approximation method is as follows. 1) From the available scalar samples, construct J successive data vectors xo, xl, --, x J -I according to (2).
Here J is often chosen as a power of two, and/or J = K.
2) Transform the data vectors:
Here gik is the chosen forward transform kernel; for the DFT, it is defined as g;k = e-j2nik/J; for the DCT, gik = cos (?rik/J). The vectors vi can be evaluated effectively using fast transforms; see Section V-B.
3) Compute the squared norms \)vi I \ ' , i = 0, 1, --, J -1. Choose the M vi-vectors having the largest norms as the basis that defines the approximation to M-dimensional signal subspace. These basis vectors are denoted 4) To simplify further processing, it is often necessary to orthonormalize the chosen basis. The resulting orthonormal basis is denoted by ol, 02, * * -, oM. Since this defines the same signal subspace approximation as the vI-vectors, the method of orthonormalization is not important; e.g., the well-known Gram-Schmidt procedure may be used.
The proposed approximation may be used directly for computing the MUSIC-type frequency estimator by v i , U;, * * , vh.
This is the same form as (3, but the estimated principal eigenvectors have been replaced by the orthonormalized basis vectors of the signal subspace approximation.
Even though it turns out that (1 1) is more robust than standard MUSIC against overestimation of the number M of the sinusoids, some kind of estimate of M is often needed. A simple estimate may be obtained by inspecting the relative magnitudes of the squared norms in step 3) above. In our approximation method, the squared norms have the same role as eigenvalues in MUSIC. Thus, the squared norms corresponding mainly to the noise are roughly of the same size and smaller than those corresponding to the sinusoids. A conservative estimate of M is the number of squared norms significantly larger than the smaller ones. In practice, it is better to choose at least a slightly larger value of M in order to avoid missing any sinusoids. See the experimental results in Section IV.
In the following subsections, we present theoretical considerations that justify the approximation method. Before proceeding, a few words about the assumed model (1). In our method, the phases 8 , are fixed constants rather than uniformly distributed random numbers. The white noise assumption is not necessary, but the approximation method obviously works better in this case. Otherwise, the model is the same as in MUSIC.
B. Connection with the Principal Eigenvectors
The M-dimensional signal subspace is defined as the space spanned by the M principal eigenvectors ul, * , uM, corresponding to the M largest eigenvalues XI 2 X2 2 -. * 1 AM of the theoretical autocorrelation matrix R,. The defining equation is R,ui = A;u;,
Inserting (7) into (12) yields
Thus, the true eigenvectors are approximately some linear combinations of the data vectors xk. For the eigenvectors tii of the sample correlation matrix (7), the formula (13) holds exactly. The first principal eigenvector ri, is the unit vector producing the linear combination (13) of the data vectors having the maximum norm (eigenvalue) fi,. The second eigenvector ti2 must be orthogonal to the first one, and d:fines the linear combination with the maximum norm X2 among such orthogonal directions, and so on.
The connection with our approximation method is clear: in (lo), we also form linear combinations of the data vectors and choose those linear combinations having the largest norms. The weights in (10) are obtained from vectors (14)
that are usually chosen to be mutually orthogonal: gyg, = 0, i # j. It is not essential that the vectors gi are normalized to unity, but they should have equal norms.
To find good approximations to the principal eigenvectors, one should, in general, make a complete search over the L-dimensional hypersphere defined by llgll = constant in (10). This is computationally prohibitive, even though iterative refinement could be applied. The proposed approximation method is based on the fact that the vectors xk contain information about the frequencies of the sinusoids according to the assumed model (1). The vectors go, . . . , g J -are chosen in such a way that each of them corresponds to some frequency in the normalized frequency interval. The natural choice is to divide the normalized frequency interval [ -0.5,0.5) in J evenly spaced discrete values, and let the vector g, -represent the ith discrete frequency. 
is the noise vector. The signal-to-noise ratio of the original data samples, or the components of the vectors (15), is defined as
2a2 .
Inserting (15) into (lo), we obtain
What is the corresponding signal-to-noise ratio for the components of the transformed vectors (1 8)? Assuming white noise here, the components of the transformed noise terms c z A g;k wk have zero mean and their variance is 
(22)
From (22), one can compute the effect of the transformation to the signal-to-noise ratio at various frequencies. If we consider only one sinusoid (M = l), the increase/ decrease in the SNR is If the vectors (14) are chosen so that each of them represents some frequency (as is the case when the DFT or DCT basis vectors are used), the transformation (10) increases the signal-to-noise ratio at that frequency and near it, and decreases the SNR at other frequencies. For the DFT kernel g;k = e-J2*ik/J, the argument of the logarithm
, and the maximum value 10 log J of (23) is attained at f, = i/J.
It is now evident that if we are able to select from the transformed vectors (10) those that reinforce the correct frequencies of the sinusoids, an approximation to the signal subspace is obtained.
The squared norms )I vi 11' of all the transformed vectors v i . i = 0, * -* , J -1, could be used directly as a spectral estimator, but the resolution of this estimator is low. In fact, one can rather easily show that for the DFT kernel, the squar$d norms define a Bartlett-type estimator: Ilvi112 = Le'RyyeT, where ei is of the form (4) with L replaced by J and Ryy is the estimated correlation matrix
D. Least Squares Formulation
Consider now more closely the selected vectors v [, . . . , v h that define the signal subspace approximation. 
(27)
But just this function appears in the denominator of (1 1). Since the signal vectors em are actually unknown, the least squares fitting must be done for each possible frequency (signal vector). The best matching frequencies appear then as the peak locations of the frequency estimator (1 1).
From the discussion above, some important conclusions can be made:
1) The proposed MUSIC-type estimator is optimal in the least squares sense for the model (24).
2) Any basis of the same subspace yields the same MUSIC estimator [defined as the inverse of the error criterion (27) or (26)].
3) It is not necessary that each selected basis vector is a good approximation to some single signal vector or principal eigenvector. It suffices that the set v i, * * -,
v h of basis vectors approximates well the signal subspace.
The high-resolution properties of our method follow essentially from conclusions 1) and 3). Classical Fourierbased spectral estimators such as the periodogram are able to resolve the sinusoids provided that their frequencies are not too close to each other [13] . Roughly speaking, this corresponds to the situation where in (24) only one of the coefficients ai,,, is large for each i and the others are considerably smaller or negligible. Least squares fitting to the estimated signal subspace allows the vectors to be linear combinations of several signal vectors, and yet it is often possible to resolve the corresponding sinusoids.
IV. EXPERIMENTAL RESULTS
A number of simulations have been made in order to test the ideas and compare the approximation to the MUSIC frequency estimator. In these simulations, the samples x [k] and data vectors x, were generated from (1) and (2), respectively. The white noise term w[k] was Gaussian. The MUSIC frequency estimators were computed from (5) using either the backward estimate (7) or the forward-backward estimate (8), and the corresponding approximation was obtained from (1 1). We used the DFT for computing the basis vector candidates in (10); the resulting frequency estimator is abbreviated DFT-MUSIC. The resulting pseudospectra were normalized so that their peak value was unity or 0 dB.
In the first test case, the data was complex and con- show experimental results with this data. For an idea of the variance, frequency estimators given by three different data sequence realizations are depicted in each subpicture. In Fig. 1 , the number of samples was small, N = 30 and the signal-to-noise ratio was good, 20 dB. The signal subspace dimensionality had the correct value M = 3. In this case, the forward-backward MUSIC yields the best resolution [ Fig. l(c) ] , whereas the backward-MUSIC [ Fig. l(b) ] and the DFT-MUSIC [ Fig. l(a) ] produce almost equal curves. Fig. 2(a) -(c) shows the corresponding results when the number of samples was increased to N = 46. From Fig. 2(e), it is seen that a slight overestimation (M = 4) of the number of the sinusoids has improved the resolution of the DFT-MUSIC clearly while keeping off the false peaks. The result is at least as good as that of backward-MUSIC with the correct dimension M = 3 [ Fig. 2(b) ] or overestimated dimension M = 4 [ Fig. 2(d) ].
In Fig. 3 , the signal-to-noise ratio was low (0 dB), and the number of samples was relatively large (N = 142). In this case, the DFT-MUSIC method yields the best fre- 3, it cannot yet resolve the frequenciesfi = 0.18 andf3 = 0.20 [ Fig. 3(b) ] but does not show any false frequencies as is the case with the MUSIC estimators [ Fig. 3(c) and (d)] . Again, a slight overestimation of the signal subspace dimensionality leads to an excellent result [ Fig.  3(f) ]. The reason of this improvement is that a fourth vi-vector corresponding roughly to the frequencyf = 0.18 has been included into the computation of DFT-MUSIC. This is seen by inspecting the squared norms of the tentative basis vectors in Fig. 3(a) . When the dimensionality of the signal subspace is increased to M = 8, the MUSIC estimator becomes very unreliable but anyway cannot resolve the close frequencies [ Fig. 3(g) ], while the DFT-MUSIC estimator is still rather reliable and useful [Fig. In these experiments, the dimensionality of the data vectors was held in a fixed moderate value L = 15 without trying to optimize it. Especially in the strong noise case, resolution is possible using less samples if L is taken larger. However, this increases the computational load rapidly; see Section V-B.
A numerical performance comparison is given in Tables I-IV. For these simulations, 100 independent realizations of 40 samples of two complex sinusoids in white 3(h)i. noise were generated. The normalized frequencies of the sinusoids were chosen otherwise randomly but so that the constraint 1 fi -f21 = 0.02 was satisfied. Thus, the two sinusoids were spaced closer than 1/N = 0.025, the Fourier resolution. The phases of the sinusoids were chosen randomly and their amplitudes were random numbers in the interval (1, 4). The signal subspace had the correct dimensionality M = 2 in Tables 1-111 , and the length L = 17 of the data vectors was chosen so that it was roughly optimal for all the methods tested. The frequency spacing used in evaluating ( 5 ) or (11) was Af = 0.0005. The signal-to-noise ratio varied from -4 to 20 dB. The last three rows in the tables give results for some variations of the basic approximation method to be de- Table I shows the number of experiments considered successful, i.e., those in which each method could, in practice, resolve the two sinusoids. The exact condition for this is that the root-mean-square error (RMSE) Tables I1 and I11 give the root-mean-square error for the successful and all the 100 experiments. Because of many failures, the RMSE values for all the experiments are not very meaningful at lower SNR's and have therefore been omitted.
In Table IV , the dimensionality M = 3 of the signal subspace was purposely taken too large. The table shows the average number of peaks in each frequency estimator. The peak was here defined as a maximum whose value was at most -30 dB below the global maximum. Table I shows clearly that DFT-MUSIC is a high-resolution method. It performs somewhat better than standard MUSIC at low signal-to-noise ratios. Table IV shows that DFT-MUSIC produces clearly less false peaks especially at higher signal-to-noise ratios. From the tables, one can see that for this relatively general data set some variations of DFT-MUSIC, especially computationally somewhat more demanding ACM-MUSIC, actually perform better than the basic version.
The experimental results are summarized next.
V. DISCUSSION A . Properties of the Approximation Compared to
MUSIC
Here, we present conclusions from all the experiments and compare the properties of the DFT-MUSIC to the basic (backward) MUSIC. In certain sense, this comparison is fair since these two methods use exactly the same set of data vectors. The conclusions are as follows:
The approximation method is consistent in the sense that the more samples are used, the better the quality _ _ scribed in Section V-D.
of the DFT-MUSIC frequency estimator. The frequency estimates seem to be essentially unbiased.
Resolution of DFT-MUSIC depends clearly on the signal-to-noise ratio. However, this dependence is even stronger in MUSIC.
DFT-MUSIC provides, in most cases, a very good approximation to MUSIC. At high signal-to-noise ratios (over 10 dB), MUSIC is generally slightly better, producing sharper peaks. At low SNR's (e.g., 0 dB), DFT-MUSIC yields superior results. A possible explanation is given below. DFT-MUSIC is computationally less expensive than MUSIC. This is dealt in more detail in the next subsection. The DFT approximation is more robust against overestimating the number of sinusoids. In fact, some overestimation often clearly improves the resolution of DFT-MUSIC while keeping the problem of spurious peaks tolerable or even negligible. In the MU-SIC method, this overestimation does not help but only causes spurious frequency peaks. Longer data vectors provide better resolution in both the methods up to a certain point. For DFT-MUSIC, the optimal length L of the data vectors seems to be slightly less than half of the number of samples N .
In the simulations, this did not depend prominently on the SNR. For MUSIC, the optimal value of L is often the same as in DFT-MUSIC. Small deviations from the optimum affect the performance only slightly. A drawback of DFT-MUSIC is that it is not directly applicable to sensor array processing. However, it is easy to modify the method so that it can also be used in this area. The modified version (ACM-MUSIC) is shortly introduced in Section V-D.
An obvious question that comes into the mind is: how is it possible that DFT-MUSIC yields better results than backward-MUSIC at low SNR's even though it has originally been introduced as an approximation only? Since the estimators ( 5 ) and (11) are similar in form, and both use the same data vectors. MUSIC must miss some inforformation) vectors (4) is not explicitly exploited. At high SNR's, this does not matter so much, since the sigpal part dominates in the estimated correlation matrix R,. But when the nymber of samples is small or moderate and the SNR low, R, may be a rather poor estimate of the theoretical form (3). Consequently, the estimated principal eigenvectors til, * , ti,,, do not approximate well the true signal subspace. On the other hand, in DFT-MUSIC the basis vectors of the signal subspace are sought as maximum responses of the data vectors to tentative frequencies. We believe that this additional constraint in fact improves the estimation results at low SNR's and is the basic reason of better performance of DFT-MUSIC in these situations.
The different robustness of the methods against overestimation of the number M of sinusoids can be explained as follows. MUSIC is computed from the principal eigenvectors that have the well-known optimality property (e.g., [l] , [7] ): they span the linear subspace that fits the data vectors best in the mean-square-error sense. If the number of principal eigenvectors is chosen correctly to M, this is good. But in the case of overestimation, the optimality property is bad, since the extra principal eigenvectors are such vectors that describe the noise best. In DFT-MUSIC, overestimation means that additional vectors uh+ ,, * * , are accepted to the basis of the signal subspace approximation. These additional vectors are usually not purely noise but contain some signal portion. What remains of them after orthonormalization is not known; generally not vectors oM + * , that fit the noise optimally.
B. Computational Considerations
If the number J of the data vectors xk in (10) is chosen so that it is a power of two (e.g., by taking a suitable number N of samples or adjusting the dimensionality L = N -J + 1 of the data vectors xk), the transformed vectors vi can be computed effectively using fast transforms.
Considering in particular the discrete Fourier transform, one first forms L sets Section 11-A, it is seen that the principal eigenvectors of the autocorrelation matrix (3) are estimated in quite a similar way as for arbitrary data vectors. The fact that they must be linear combinations of the signal (frequency in-
of the J successive samples, where the set Sj contains the jth components of the data vectors xo, -, x J P 1 .
Then, the FFT algorithm is applied to each set separately. The transformed vectors vo, * * * , v J -are now obtained simply by taking as the jth component of the vector vi the (i + 1)th transformed value of the set Sj .
A similar procedure can be applied to other fast transforms. We note that fast algorithms exist for other values of J than merely powers of two; see, e.g., [4]. More efficient algorithms could probably be designed by utilizing the high overlapping of the sets SI, * --, S, . In fact, a recursive algorithm [ 171 exists for computing the DFT of the set Sj + efficiently in terms of the DFT of the set Sj .
The use of fast transform reduces the amount of multiplications needed in (10) from W 2 to about W log, J.
Computation of the squared norms of the vi-vectors requires W multiplications (and additions), and orthonormalization of the chosen M vectors using, e.g., the modified Gram-Schmidt procedure [6] takes a further ML2 operations.
For computing the eigenvectors of a L x L matrix, there exist several well-established and studied algorithms that have a computational complexity of order O(L3) [6]. If only a small subset of eigenvectors are needed, special algorithms can be used that reduce this amount somewhat. Before computing the eigenvectors, the correlation matrix (7) or (8) must be estimated from the available data samples. This requires about L2K operations, even though the number of multiplications can be reduced by exploiting the special structure of the data vectors xk.
From the above considerations, one can conclude that using the transform method to estimate the signal subspace becomes computationally especially advantageous if the dimensionality L of the data vectors is large. But just this is desirable because of improved resolution and often smaller variance.
C. Ways of Using the Approximation
Except for directly defining a MUSIC-type frequency estimator, the proposed signal subspace approximation can be used as a very good initial estimate in context with various iterative or adaptive eigenvector computation/estimation algorithms. This application has been considered in a preliminary report [ 101. It turned out that even a rather crude approximation of the signal subspace based on a small number of data vectors often improved radically the convergence speed of simple LMS-type eigenvector estimation algorithms compared to using the standard random initial guess. The importance of choosing good initial estimators to the principal eigenvectors in context with such iterative methods as the power method or Lanczos method has been stressed in [24]; if the initial estimates of the eigenvectors are good, only one iteration is needed to achieve an accuracy adequate in practice.
D. Variations of the Basic Approximation Method
The choice of the M vi-vectors defining the approximation of the signal subspace can be based on other criteria than selecting the vectors with the largest norms. An especially interesting feature of the proposed method is the possibility of using prior information for constructing the signal subspace approximation. If one has a rough knowledge of the locations of the frequencies of the sinusoids, one can directly compute the vi-vectors corresponding to the guessed frequencies by using in (10) vectors (14) representing these frequencies as weights. The MUSIC pseudospectrum computed from the resulting signal subspace approximation is then used for extracting more accurate frequency information. For example, the periodogram can be used for obtaining such prior information by applying the technique described in [13, pp. 434-4351. We have made some experiments of this by evaluating the basis vectors at the frequencies of the M highest peaks of the data periodogram. The results for this version are given in Tables I-IV , and are actually slightly better than for the norm-based DFT-MUSIC.
A recently found promising related method is to apply the same idea of tentative frequencies to the estimated data autocorrelation matrix. More specifically, (10) is replaced by Instead of the DFT kernel, we have used the discrete cosine and Hadamard transform kernels in (10). The discrete cosine transform performs much the same as the DFT, but seems to be somewhat more sensitive to appearance of spurious frequency peaks when the number of sinusoids is overestimated. With real data, it may provide a MUSIC estimator that has slightly better resolution than DFT-MUSIC when the number of samples is small. 
