Introduction
In this paper we consider the following dynamic optimization problem (P) governed by differential-algebraic inclusions: constant n x n matrix. Differential-algebraic control systems are attractive mathematically (since they are essentially different from standard control systems even in the case of smooth dynamics) and very important for applications, especially in processes systems engineering. Necessary optimality conditions for controlled differential-algebraic equations with no delays are obtained in (11] , where one can find detailed discussions and references on this topic. Let us mention also the research (1] on the so-called implicit control systems related to controlled differential-algebraic equations without delays. Necessary optimality conditions derived in these papers are based on reductions to standard (while nonsmooth) control systems by using uniform inverse mapping and implicit function theorems as well as on powerful techniques of nonsmooth analysis.
x(a), x(b)) + 1b f(x(t), x(t-6.), i(t), t) dt (1.1) subject to the constraints i(t) E F(x(t), x(t-Ll), t) z(t) = x(t) + Ax(t-Ll), x(t) = c(t), t E (a-Ll,a), (x(a),x(b)
Note, however, that such reductions require rather restrictive assumptions of the "index one" type.
We are not familiar with any results in the literature on optimal control problems governed by differential-algebraic inclusions in either nondelayed or delayed settings. It seems that necessary optimality conditions for delayed differential-algebraic systems have not been specifically studied even in the case of controlled equations with smooth dynamics. On the other hand, differential-algebraic systems with delays are similar in many aspects to the so called neutral functional-differential systems that contain time-del~ys not only in state but also in velocity variables. Neutral systems have drawn much attention in the theory and applications of optimal control in the case of smooth dynamics. Necessary optimality conditions for nonsmooth neutral problems were first obtained in [9, 10] in the framework of neutral functional-differential inclusions. The techniques and constructions of [9, 10] are essentially used in what follows.
In this paper we derive necessary optimality conditions for the above problem (P) by method of discrete approximations developed in [7] . The results obtained are given in the forms of both Euler-Lagrange and Hamiltonian inclusions in terms of basic generalized differential constructions of variational analysis. We skip most of the proofs, which are similar to those given in [10] for the case of neutral systems.
Discrete approximations of differential-algebraic inclusions
This section deals with discrete approximations of an arbitrary admissible pair to the differential-algebraic system (1. 
where JB stands for the closed unit ball in mn. 
Let us construct a sequence of discrete approximations of the given trajectory to the differential-algebraic inclusion replacing the derivative in (1.2) by the Euler finite difference 
The following theorem establishes a strong approximation of any admissible trajectory for the differential-algebraic system by corresponding solutions to discrete approximations (2.1). 
3 Strong convergence of discrete optimal solutions
This section constructs a sequence of well-posed discrete approximations for problem (P) such that optimal solutions to discrete approximation problems strongly converge to the reference optimal solution (x, z) of (P). 2)-(1.3) .
One clearly has inf(R) :::; inf(P). The original problem (P) is said to be stable with respect to relaxation if inf(P) = inf(R). This property, which obviously holds under the convexity assumption on the sets F(x, y, t), goes far beyond the convexity. General sufficient conditions for the relaxation stability of problem (P) governed by differential-algebraic inclusions can be obtained similarly to those presented in [3] for the case of neutral inclusions.
The next theorem makes a bridge between optimal control problems governed by differential-algebraic difference-algebraic control systems.
Theorem 3.1 Let (x,z) be an optimal solution to problem (P), which is assumed to be stable with respect to relaxation. Suppose also that hypotheses

{H1}-(H4) hold. Then any sequence {xN(·), ZN(·)}, N E IN, of optimal solutions to (PN) extended to the continuous interval [a-~' b] strongly converges to (x, z) as N -+ oo in the sense that xN(·) converge to x(·) uniformly on [a-~,b] and iN(·) converge to z(·) in the W 1 • 2 -norm on [a,b].
Variational analysis in finite dimensions
To conduct a variational analysis of problems (PN ), which are intrinsically nonsmooth, we use appropriate tools of generalized differentiation introduced in [4] and then developed in many publications; see, e.g., the books [5, 13, (ii) There exist a neighborhood U of x and a number e > 0 such that sup { jx*il x* E D* F(x, y)(y*)} :::; fjy*j x E U, y E F(x), y* E JRm.
The next result (see, e.g., [5 For formulating some results of this paper in the case of nonautonomous continuous-time systems we need certain extensions of the basic normal cone, subdifferential, and coderivative for the corresponding moving objects. These extensions denoted by iJ, a, and fr reduce to the basic constructions under some natural assumptions; see [7, 8, 10] for more details and discussions.
Optimality conditions for difference-algebraic systems
In this section we derive necessary optimality conditions for the discrete approximation problems (PN) by reducing them to those in Theorem 4.2 for nonsmooth mathematical programming. Given N E IN, consider problem 
with the notation Based on the above relationships, we arrive at the following result. 
Optimality conditions for differential-algebraic inclusions
Our main result establishes the following necessary optimality conditions of the Euler-Lagrange type for the original problem (P) derived by the limiting procedure from discrete approximations with the use of Theorem 4.1. 
Bj(x(t), x(t-~), z(t), t) +N((x(t),x(t-~),z(t));gphF(·,·,t))} a.e. t E [a, b).
Observe that for the Mayer problem (PM), which is problem (P) with f = 0, the generalized Euler-Lagrange inclusions is equivalently expressed in terms of the extended coderivative with respect to the first two variables of F = F(x, y, t), i.e., in the form
It turns out that the extended Euler-Lagrange inclusion obtained above implies, under the relaxation stability of the original problems, two other principal optimality conditions expressed in terms of the Hamiltonian function built upon the mapping F in (1.2) . The first condition called the extended Hamiltonian inclusion is given below in terms of a partial convexification of the basic subdifferential for the Hamiltonian function. The second one is a counterpart of the classical Weierstrass-Pontryagin maximum condition for hereditary differential-algebraic inclusions. Recall that a counterpart of the maximum principle does not generally hold for nonconvex differentialalgebraic control systems even in the case of smooth dynamics.
The following relationships between the extended Euler-Lagrange inclusion and Hamiltonian inclusion are based on Rockafellar's dualization theorem [12] 
Eco{(u,w) I ( -u,-w,Z(t)) E8H(x(t),x(t-~),p(t)+q(t))} and the maximum condition (p(t) + q(t), z(t)) = H (x(t), x(t-~),p(t) + q(t))
for 
