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CAPÍTULO 1
Introducción
La investigación que se presenta hace parte del proyecto “Modelación Estocástica de la Tasa de
Cambio Peso Colombiano / U.S. Dólar (COP/USD)” a cargo de la Ph.D. Cecilia Maya Ochoa.
El proyecto se inscribe dentro de las actividades del grupo de investigación Finanzas y Banca
en la línea de Ingeniería Financiera, de la Universidad EAFIT, el cual fue propuesto y aprobado
en el año 2004.
Hacia finales de la década del 90, en el proceso de globalización y apertura de Colombia a
los mercados internacionales, se decidió acabar con el antiguo esquema de banda cambiaria y
reemplazarlo por el de tasa de cambio flotante. En el primer modelo, el Banco de la República
establecía un máximo y un mínimo en la tasa de cambio peso/dolar, dentro de los cuales dicha
tasa fluctuaba; en cambio, en el segundo modelo, son las fluctuaciones del mercado cambiario
de divisas, provocadas por la oferta y la demanda de dólares y por otros factores internos y
externos del país (como la deuda externa, el flujo de importaciones y exportaciones, el lavado
de dólares, narcotráfico, etc.), las que establecen su precio.
La tasa representativa del mercado (TRM) es el valor de referencia del mercado que certifica
la Superintendencia Financiera de Colombia para la tasa de cambio. Su valor depende princi-
palmente de la información de las operaciones de compra y venta de divisas realizadas en las
principales entidades financieras del país. Según el artículo 80 de la Resolución Externa No. 8
de 2000, expedida por la Junta Directiva del Banco de la República, la TRM es el promedio
aritmético simple de las tasas ponderadas de las operaciones de compra y de venta de divisas
efectuadas por bancos comerciales, corporaciones financieras, sociedades comisionistas de bol-
sa, compañías de financiamiento comercial, la Financiera Energética Nacional (FEN) y el Banco
de Comercio Exterior de Colombia (BANCOLDEX).
La tasa de cambio es un factor que incide en aspectos como el comercio exterior, el consumo
y la producción de un país. El alza o la baja de la cifra COP/USD afecta por ejemplo el mer-
cado internacional, las exportaciones, las importaciones, la deuda externa y el mismo mercado
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cambiario.
Los valores que se registran en Colombia para el monto transado en millones de dólares, así
como los valores de la Tasa Representativa del Mercado (TRM), para cada día, exhiben una alta
volatilidad y reflejan que el mercado cambiario se constituye, junto con el de títulos del tesoro,
en uno de los mercados financieros más importantes del país. En particular, la gran volatilidad
en el precio del dólar en los últimos años ha demandado la creación y aumento de productos
o instrumentos financieros, conocidos como derivados, que brinden una protección contra el
riesgo en instituciones financieras así como métodos potentes para asignar precios y declarar
tipos de cobertura a tales instrumentos. Para responder a esta demanda es indispensable un
mayor conocimiento del comportamiento del activo subyacente, es decir, la tasa de cambio.
El estudio de la variable COP/USD resulta entonces de gran importancia para la economía
colombiana puesto que conociendo su comportamiento puede ejercerse un mejor control en el
riesgo financiero. Como valor agregado esto posibilita una apertura al desarrollo de los mer-
cados de divisas y derivados en el país. De otro lado, la propuesta satisface una demanda de
tipo social, en tanto que se contribuye a la generación de conocimiento y de nuevas propuestas
en cátedras de pregrado y posgrado de la universidad, que estén relacionadas con tópicos de
mercados financieros, instrumentos financieros derivados, valoración de derivados y matemáti-
cas, y más importante aún este estudio es un primer paso en la investigación de la modelación
estocástica de series financieras que son de importancia para el país.
Algunos modelos estocásticos clásicos que pueden emplearse para describir el comportamiento
reflejado por la tasa de cambio al momento de cierre son, el modelo de Black & Scholes (1973),
en el cual se concibe la serie de precios en el tiempo ajustada a un proceso estocástico lognor-
mal; el proceso de Ornstein-Uhlenbeck con reversión a la media, desde el que se afirma que a
largo plazo la serie de precios en el tiempo retorna de manera sucesiva a cierto valor medio y
el modelo de Cox-Ross-Rubinstein (1979), el cual supone que el precio del activo sube o baja
en una proporción específica con cierta probabilidad asociada en unidades discretas de tiempo.
Estos modelos clásicos asumen que la volatilidad en el precio del activo subyacente permanece
constante entre el momento de emisión del derivado y el de su expiración.
Este supuesto de volatilidad constante en el precio del subyacente, resulta ser inadecuado puesto
que los datos, no sólo colombianos, sino internacionales, reflejan presencia de heterocedastici-
dad y curtosis produciendo curvas de distribución leptocúrticas y de colas anchas. Algunos mo-
delos alternativos que superan esta dificultad han sido propuestos en el campo de las matemáti-
cas financieras y la estocástica, incluyendo los modelos de volatilidad estocástica. En este es-
cenario se considera que tanto el precio como la volatilidad del activo subyacente siguen un
proceso estocástico, cada uno de los cuales viene representado por una ecuación diferencial
estocástica que admiten en conjunto dos ruidos brownianos posiblemente correlacionados. En
esta dirección se orientan los modelos seminales de Hull & White (1987), de Scott (1987), de
Stein & Stein (1991) y de Heston (1993).
En esta nueva perspectiva, se busca analizar uno de los modelos de volatilidad estocástica pro-
puestos en la literatura actual, que resulte adecuado para describir la serie de precios de cierre
de la tasa de cambio Peso Colombiano / Dólar Estadounidense (COP/USD). Para ello se presen-
tarán unos preliminares matemáticos relacionados con procesos y cálculo estocástico, modelos
clásicos de volatilidad constante, modelos recientes de volatilidad estocástica, una breve refe-
3rencia a diversos modelos de estimación de parámetros para modelos bivariados de volatilidad
estocástica, un método empírico de ajuste de parámetros que usa el test de bondad de ajuste
de Kolmogorov-Smirnov, dado su gran uso y difusión en la literatura actual y el hecho de que
está implementado en los distintos paquetes de software disponibles. Finalmente, se presenta un
conjunto de simulaciones computacionales que guiarán algunos conceptos teóricos importantes
desarrollados a lo largo de la investigación, principalmente las que permitirán aproximar los
valores de los parámetros del modelo seleccionado.
Este trabajo marca un primer paso hacia la investigación y aplicación de métodos de estimación
robustos para modelos bivariados, como los que se presentan, los cuales posibilitan el análisis
del comportamiento de la tasa de cambio del país, que a su vez impulsa un desarrollo de un
mercado más sólido de divisas y derivados financieros. Debe anotarse que no se encuentran
disponibles en la literatura actual suficientes modelos de estimación para procesos estocásticos
en tiempo continuo y que aún no gozan de una implementación en los paquetes comerciales
de software. Además, la mayor parte de los métodos existentes al respecto tienen un corte
econométrico y determinístico que los tornan poco útiles en la tarea de determinar el compor-
tamiento de la tasa de cambio cuando se acepta una fuerte componente estocástica para tiempo
continuo.
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CAPÍTULO 2
Preliminares
2.1. Espacio de probabilidad
A partir de la teoría de la medida, la teoría de probabilidades ha alcanzado un alto grado de
formalización, cuyos principales elementos se muestran a continuación [54].
Definición 2.1.1. Sea Ω un conjunto no vacío y A una colección de subconjuntos de Ω. Se dice
que A es una σ-álgebra sobre Ω si y sólo si se satisfacen las siguientes condiciones:
a. Ω ∈ A
b. Si A1, A2, · · · ∈ A , entonces ⋃∞n=1 An ∈ A
c. Si A ∈ A , entonces A ∈ A
Además, a la pareja (Ω,A) se le llama espacio medible y a los elementos de A se les llama
conjuntos medibles.
Proposición 2.1.1. Si C es una colección de subconjuntos de Ω, existe una σ-álgebra minimal
que contiene a C denotada por σ(C) tal que si B es otra σ-álgebra que contiene a C, entonces
σ(C)⊆B. A σ(C) se le llama σ-álgebra generada por C y a C un generador de σ(C).
Una σ-álgebra de gran interés en diversos campos de la matemática y en particular en las
matemáticas financieras es llamada σ-álgebra de Borel de Rn y denotada por Bn. Suponga
que ϒ es la colección de todos los conjuntos abiertos de Rn, entonces la σ-álgebra de Borel es
la σ-álgebra generada por ϒ, esto es, Bn = σ(ϒ).
Definición 2.1.2. Sea (Ω,A) un espacio medible. Una función µ con dominio A y con valores
en los reales extendidos R∪{∞} se le llama medida sobre (Ω,A) si se verifica que
5
6 CAPÍTULO 2. PRELIMINARES
a. µ(A)≥ 0 para todo A ∈ A
b. µ(φ) = 0
c. µ(
⋃
∞
n=1 An) = ∑∞n=1 µ(An), para toda sucesión A1, A2, · · · de conjuntos de A disjuntos
dos a dos (σ-aditividad).
Además, el número µ(A) se le llama medida de A, a la tripla (Ω,A ,µ) se le llama espacio de
medida y si se verifica la condición adicional
d. µ(Ω) = 1, entonces a la función µ = P se le llama medida de probabilidad sobre (Ω,A)
y a la tripla (Ω,A ,P) se le llama espacio de probabilidad.
Se dice además que la medida µ sobre A es σ-finita si se verifica que µ(Ω)< ∞.
Definición 2.1.3. Sean (Ω,A) y (Ω′,A ′) dos espacios medibles. A la aplicación X : Ω −→ Ω′
se le denomina medible si para cada A∈A ′, X−1(A)∈A . Se escribe que X es A−A ′ - medible
para designar la aplicación X, y si A = A ′, entonces se dice que X es A-medible.
De esta manera la teoría de probabilidades queda sumergida dentro de la teoría de la medida,
definiendo cualquier experimento probabilístico un espacio de probabilidad donde se describen
de manera precisa los eventos posibles como elementos de una σ-álgebra y la probabilidad de
ocurrencia de cada evento como una medida. Para lograr ésto se describirán a continuación las
nociones de variable aleatoria y de distribución de probabilidad [66].
Definición 2.1.4. Si X : Ω −→ Ω′ es una función A −A ′ - medible, donde Ω′ = R y A ′ = B
(σ-álgebra de Borel), se dice que X es una variable aleatoria real (v.a.). X es una v.a. discreta
si puede adoptar sólo una cantidad finita o infinita contable de valores reales distintos, en cuyo
caso se pone Ω = S y se le denomina espacio muestral. Ahora, X es continua si sus valores
recorren un intervalo o unión de intervalos de la recta real.
Definición 2.1.5. Si X es una variable aleatoria discreta, se define la distribución de probabi-
lidad para X mediante una fórmula, tabla o gráfica que proporcione a p(x) = P(X = x), donde
p(x) representa la probabilidad de que la v.a. X adopte el valor x y se calcula como la suma de
las probabilidades de los puntos muestrales de S que tienen valor x.
Definición 2.1.6. Si X es una variable aleatoria continua, se define la función de distribución
de X, y se denota por F(x), mediante F(x) = P(X ≤ x) para x ∈ R.
El teorema siguiente de Radon-Nikodym permitirá relacionar dos medidas sobre un mismo
espacio de medida lo cual permitirá hablar de una derivada de Radon-Nikodym y más adelante
garantizar la existencia y unicidad de la esperanza condicional.
Suponga que se tienen (Ω,A) un espacio medible, y dos medidas µ, ν sobre A . Se dice que ν es
absolutamente continua respecto a µ, y se escribe, ν¿ µ, si y sólo si para todo A∈A , µ(A) = 0
implica que ν(A) = 0.
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Teorema 2.1.1. (Radon-Nikodym)
Sea (Ω,A ,µ) un espacio de medida y µ, ν medidas sobre A . Si µ es σ-finita, entonces, siendo B
la σ-álgebra de Borel, las siguientes proposiciones son equivalentes:
1. Existe una función A−B - medible no negativa f : Ω−→ R tal que
ν(A) =
∫
A
f dµ, para todo A ∈ A (2.1.1)
2. ν¿ µ,
Además, si g es otra función que satisface la relación (2.1.1), entonces f = g c.t.p. (casi en
todas partes). A la función f se le llama densidad de ν, o si se denota f = dνdµ , se le llama
derivada de Radon-Nikodym.
2.2. Procesos Estocásticos
Una variable aleatoria siempre tiene asociada una distribución de probabilidad que mide la
probabilidad de ocurrencia de sus distintos resultados. Cuando la variable aleatoria cambia con
el tiempo, se le puede asociar una distribución de probabilidad que también varía en el tiempo.
En tales ambientes resulta útil definir un proceso estocástico [44].
Definición 2.2.1. Sea I ⊆R un conjunto de índices y (Ω,A ,P) un espacio de probabilidad. Una
función X : I×Ω → Rn es un proceso estocástico (discreto o continuo) si para todo t ∈ I fijo,
la función Xt : Ω→ Rn es una variable aleatoria, que representa el valor del proceso X(t,w),
w∈Ω. Si w∈Ω es fijo, la aplicación o mapeo I−→Rn tal que t 7−→Xt(w) se llama trayectoria,
camino o realización del proceso X.
Los valores que toma el proceso en Rn se llaman estados del proceso. Si el conjunto I es con-
table, se dice que X es un proceso estocástico en tiempo discreto, y si I consiste en un intervalo
de los reales no negativos, se dice que se trata de un proceso de tiempo continuo. Si X es un
proceso estocástico continuo, entonces
a. X es independiente (i) si para todo t,s∈ I con s 6= t, las variables aleatorias Xt ,Xs asociadas
son independientes.
b. X es idénticamente distribuido (id) si la distribución de probabilidad FXt es la misma para
todo t ∈ I.
c. X tiene incrementos independientes si ∀ n ≥ 1 y para cualquier partición del intervalo I,
dada como
t0 < t1 < · · ·< tn ∈ I,
las diferencias Xt1 −Xt0,Xt2 −Xt1, · · · ,Xtn −Xtn−1 son variables aleatorias independientes.
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d. X tiene incrementos estacionarios si Xt−Xs d= Xt+h−Xs+h para todo t, s, t+h, s+h ∈
I, s< t y h> 0. El simbolismo d= significa que los términos en comparación tienen la mis-
ma distribución de probabilidad. La estacionariedad de un proceso estocástico alude a que
la distribución de probabilidad de la diferencia entre dos variables aleatorias permanece
invariante bajo cualquier traslación temporal.
e. X es Markoviano si el estado futuro del proceso Xt+h, con h > 0, depende sólo del estado
presente Xt ; esto es, E (Xt+h|{Xs}0≤s≤t) = E(Xt+h|Xt).
2.3. Esperanza Condicional
Sea (Ω,A ,P) un espacio de probabilidad, X : Ω→R una variable aleatoria tal que E(X)< ∞ y
F ⊂ A .
Definición 2.3.1. Una variable aleatoria Z : Ω → Rn es llamada esperanza condicional de X
dado F , y escribimos, Z = E(X |F ) si:
(a) Z = E(X |F ) es F - medible.
(b) ∫A E(X |F )dP = ∫A XdP para todo A ∈ F .
La segunda condición equivale a decir que E(X IA) = E(Z IA) para todo A ∈ F , donde IA
es la función indicadora para el evento A, la cual es uno si A ∈ A y cero, en caso contrario.
La existencia y unicidad de Z = E(X |F ) es consecuencia del teorema de Radon-Nikodym, y
puede verse en [53], [54]. Ésta función esperanza, representa la mejor predicción de X dada la
información en F siempre que los valores adoptados por la v.a. tengan una medida de proba-
bilidad significativa, es decir, que no ocurran valores espurios con alto valor de probabilidad.
Algunas de las propiedades básicas de la esperanza condicional, se mencionan más adelante en
el teorema (2.3.1) [46, pp. 71-77] después de introducir la noción de función convexa y la de
independencia entre una v.a. y un subconjunto de la σ-álgebra asociada a su espacio Ω.
Definición 2.3.2. Una función f :Rn−→R se dice que es convexa si se satisface la desigualdad
f (τx+(1− τ)y)≤ τ f (x)+(1− τ) f (y) (2.3.1)
para todo x, y ∈ Rn y cada 0≤ τ≤ 1.
Para funciones f de clase C2 en Rn puede establecerse un criterio de decisión sobre convexidad
de la siguiente manera.
Proposición 2.3.1. Si f ∈ C2 (Rn×R) y H es la matriz Hessiana de f , entonces f es convexa
en Rn sii H f (x) es semidefinida positiva en Rn.
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Como un caso simple, una función f : [a,b] ⊆ R −→ R se dice que es convexa en el intervalo
[a,b] si
f (τx+(1− τ)y)≤ τ f (x)+(1− τ) f (y)
para todo x, y ∈ [a,b] y cada 0≤ τ≤ 1.
Para este caso, si y = f (x) tiene segunda derivada en [a,b] entonces f es convexa sii d2 fdx2 > 0
para todo x ∈ [a,b]. Así, la función y = f (x) es convexa cuando su gráfica es cóncava hacia
arriba.
Definición 2.3.3. Se dice que la v.a. X y un subconjunto F de la σ-álgebra A asociada a Ω son
independientes, si E(X |F ) = E(X).
Teorema 2.3.1. Para variables aleatorias X : Ω→R, Y : Ω→R, con E(X)< ∞, E |Y |< ∞, y
para constantes a, b ∈ R, se tiene que
a. E(aX +bY |F ) = aE(X |F )+bE(Y |F )
b. E(X) = E
(
E(X |F ))
c. Si X es F -medible; o sea, σ(X)⊂ F , entonces E(X |F ) = X
d. Si X es F -medible, o sea, σ(X)⊂ F , entonces E(XY |F ) = X ·E(Y |F )
e. Si X, F son independientes y σ(Y )⊂ F , entonces para cualquier función
h(x,y), E
(
h(X ,Y )|F )= E(EX(h(X ,Y )|F ))
f. Si h(x) es una función convexa y E(|h(X)|)< ∞, entonces h(E(X |F ))≤ E(h(X)|F )
2.4. Martingalas
Ciertos procesos estocásticos, como las martingalas que se describirán seguidamente, propor-
cionan simplificaciones en algunos desarrollos del cálculo estocástico, especialmente en los pro-
cesos de difusión, las integrales de Itô y las soluciones de ecuaciones diferenciales estocásticas
que describen la fluctuación de un precio S para un activo. Veamos las siguientes definiciones
básicas para los temas que siguen.
Definición 2.4.1. Una colección de σ−álgebras F = {Ft ; t ∈ I} es una filtración sobre el
espacio de probabilidad (Ω,A ,P) si Ft ⊂ A y Fs ⊂ Ft para 0 ≤ s ≤ t. Se dice además que
(Ω,A ,F ,P) es un espacio filtrado. Cuando para cada t, Ft = σ(Xs, 0 ≤ s ≤ t) se dice que F
es una filtración natural generada por X.
Definición 2.4.2. Un proceso estocástico X = {Xt , t ≥ 0} se dice que está adaptado a la fil-
tración F = {Ft ; t ≥ 0} si para todo t ≥ 0, Xt es Ft−medible.
En particular, el proceso estocástico X está adaptado a la filtración natural generada por X , esto
es, Ft = σ(Xs, s≤ t).
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Definición 2.4.3. Sea X = {Xt ; t ≥ 0} un proceso estocástico sobre un espacio (Ω,A,P) tal
que Xt es Ft−medible y E (X)< ∞. Se dice que el proceso {Xt ; t ≥ 0} es:
a. una martingala si E(Xt |Fs) = Xs, para 0≤ s < t
b. una submartingala si E(Xt |Fs)≥ Xs, para 0≤ s < t
c. una supermartingala si E(Xt |Fs)≤ Xs, para 0≤ s < t
adaptado a la filtración F y respecto a la medida P.
Proposición 2.4.1. Si {Xt ; t ≥ 0} es una martingala y 0≤ s < t, entonces
E(Xs) = E(Xt), (2.4.1)
es decir, la función esperanza se mantiene constante.
En efecto, dada la definición (2.4.3) y a la luz del teorema (2.3.1), puede verse que
E(Xs) = E
(
E(Xt |Fs)
)
= E(Xt)
La relación (2.4.1) es una condición necesaria pero no suficiente para que {Xt ; t ≥ 0} sea
martingala. Esto proporciona un criterio para determinar si un proceso estocástico específico no
es martingala; basta con tomar el contrarecíproco de la proposición (2.4.1). Así, si la función
esperanza de un proceso estocástico X no permanece constante, entonces X no es martingala.
2.5. Proceso Gaussiano
Muchos fenómenos de la naturaleza se caracterizan de tal manera que, a medida que pasa el
tiempo, algunas de las variables asociadas a dichos fenómenos siguen un comportamiento nor-
mal o Gaussiano, por lo cual se dirá que se trata de un proceso Gaussiano. Antes de proceder a
su definición, se introduce la noción de vector Gaussiano.
Definición 2.5.1. Un vector n−dimensional de variables aleatorias X= (X1, . . . , Xn) es Gaus-
siano o normal con parámetros µ y Σ si su densidad multivariada está dada por
fX(X) = 1(2pi)n/2(det Σ)1/2 exp
(
− 1
2
(x−µ)Σ−1(x−µ)′
)
(2.5.1)
El parámetro µ∈Rn representa el vector de valores esperados para las variables Xi, i= 1, . . . ,n
y Σ es una matriz de dimensión n×n simétrica y definida positiva que representa la matriz de
varianzas y covarianzas de Xi, i = 1, . . . ,n.
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Definición 2.5.2. Un proceso estocástico X : [0,T ]×Ω→ R es llamado proceso Gaussiano o
normal si la distribución de los vectores finito-dimensionales con componentes en el proceso X
(Xt1, . . . ,Xtn),
para todas las posibles secuencias de tiempo t1, . . . , tn ∈ [0,∞) y para cada n≥ 1, son Gaus-
sianas multivariadas.
La figura(2.1(a)) ilustra la densidad univariada y bivariada para un vector Gaussiano, de acuerdo
con la definición (2.5.1) y en la figura (2.1(b)) se puede apreciar una realización de un proceso
Gaussiano para t ∈ [0,1], a la luz de la definición (2.5.2).
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1/(2 pi) exp(−1/2 (x2+y2))
y
(a) Arriba: Densidad univariada para una variable aleatoria X ∼
N(0,1). Abajo: Densidad bivariada para una variable aleato-
ria normal X ∼ N(0, I2).
0 0.2 0.4 0.6 0.8 1
−4
−3
−2
−1
0
1
2
3
4
Proceso Gaussiano
t
X t
 
~
 
N
(0,
1) 
(b) Proceso Gaussiano {Xt , t ∈ [0,1]}, donde
Xt ∼ N(0,1) iid para todo t.
Figura 2.1: Vector y Proceso Gaussiano
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2.6. Proceso de Difusión
Si s, t ∈ I con s ≤ t y B es un conjunto boreliano sobre R, entonces la probabilidad de que el
proceso estocástico X cambie del estado x a un estado y ∈ B en el intervalo [s, t], se conoce
como probabilidad de transición. Ésta probabilidad es denotada P(s,x ; t,y) y se determina por
[44, pp. 34-40]
P(s,x ; t,B) = P(Xt ∈ B|Xs = x)
= P
({w ∈Ω : Xt(w) ∈ B}|Xs = x)
=
∫
B
p(s,x ; t,y) dy
(2.6.1)
donde p(s,x ; t,y) se denomina densidad de transición y corresponde a la probabilidad de que
la variable x se mueva del estado (s,x) en el tiempo s al estado (t,y) en el tiempo t. Así, en la
medida de probabilidad P(s,x ; t,B) se consideran todas las formas posibles como un fenómeno
o sistema puede evolucionar hacia un estado y ∈ B a partir de un estado anterior x a lo largo de
un tiempo finito t− s.
La densidad estacionaria o incondicional φ(r), en caso de que exista, es una densidad a largo
plazo cuando t → ∞, y se calcula como
φ(r) =
∫
∞
−∞
φ(x)p(s,x ; t,r) dx (2.6.2)
resultando independiente del estado inicial.
Definición 2.6.1. Un proceso estocástico X : [0,T ]×Ω → R es un proceso de difusión con
tendencia ( ‘drift ’) a(s,x) y coeficiente de difusión b(s,x), con s ∈ [0,T ] y x ∈ R, si para todo
ε > 0,
lim
t→s
1
t− s
∫
|y−x|>ε
p(s,x; t,y)dy = 0 (2.6.3)
a(s,x) = lim
t→s
1
t− s
∫
|y−x|<ε
(y− x)p(s,x; t,y)dy
= lim
t→s
1
t− sE(Xt −Xs|Xs = x)
(2.6.4)
b2(s,x) = lim
t→s
1
t− s
∫
|y−x|<ε
(y− x)2 p(s,x; t,y)dy
= lim
t→s
1
t− sE
(
(Xt −Xs)2|Xs = x
) (2.6.5)
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La expresión (2.6.3) garantiza que no se produzcan saltos significativos, esto es, que para tiem-
pos t y s, se anula la suma de las probabilidades de transición p(s,x; t,y) para estados x y y
alejados. De otro lado, la relación (2.6.4) proporciona la tendencia del proceso en largos perío-
dos de tiempo y (2.6.5) representa su volatilidad en cortos períodos de tiempo.
2.7. Proceso de Wiener
Considere la función u : R× [0,1]−→ R definida mediante la ecuación diferencial parcial
∂u
∂t =
σ2
2
∂2u
∂x2 (2.7.1)
La función u(x, t) representa la probabilidad de que una partícula se encuentre en la posición x
en el tiempo t y se dice que tal movimiento describe un movimiento Browniano en una dimen-
sión [46, p. 27]. La ecuación (2.7.1) está asociada originalmente con el fenómeno de difusión
calórica y fue propuesta inicialmente por Albert Einstein en 1905 para formular matemática-
mente el movimiento Browniano [25]. Este tipo de movimiento fue estudiado por el biólogo
Robert Brown en 1827 cuando observó el movimiento errático adquirido por pequeños granos
de polen suspendidos en el agua [11].
La solución de la ecuación ((2.7.1)) es
u(x, t) =
1√
2piσ2t
exp
(− x2/2σ2t) , (2.7.2)
la cual puede identificarse como la densidad de una variable aleatoria x que distribuye N(0,σ2t).
El coeficiente σ se denomina coeficiente de difusión. Haciendo el coeficiente σ = 1, resulta
natural hacer la siguiente definición.
Definición 2.7.1. Un proceso estocástico W : [0,∞)×Ω → R, que también denotaremos por
W = (Wt , t ∈ T = [0,∞)), es llamado proceso de Wiener estándar o Movimiento Browniano
estándar 1-dimensional si:
1. W0 = 0,
2. W tiene incrementos estacionarios e independientes; esto es,
Wt −Ws d=Wt+h−Ws+h para t, s, t +h, s+h ∈ T , y
∀n ≥ 1 y ∀t1 < .. . < tn ∈ T, Wt2 −Wt1 , . . . ,Wtn −Wtn−1 , son variables aleatorias inde-
pendientes. El simbolismo d= significa que los términos en comparación tienen la misma
distribución de probabilidad.
3. Si 0≤ s < t, Wt −Ws ∼ N(0, t− s), y
4. Las realizaciones de W son continuas; esto es, t 7−→Wt es una función continua de t ∈ T .
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A partir de la definición, se deduce que para los tiempos s, t con 0 ≤ s < t, las variables
aleatorias Wt −Ws y Wt−s tienen la misma distribución N(0, t− s). Para ver esto, note que Wt −
Ws ∼ N(0, t− s) y Wt−s−W0 =Wt−s ∼ N(0, t− s) por la condiciones (1) y (3) de la definición
(2.7.1).
Algunos valores esperados importantes relacionados con el proceso Wt se escriben a continua-
ción:
E(Wt −Ws) = E(Wt−s) = 0
E(Wt) = 0
E
(
(Wt −Ws)2
)
= E
(
(Wt−s)2
)
= t− s
E(W 2t ) = t
(2.7.3)
Por otra parte, en un espacio de probabilidad (Ω,A ,P), el movimiento Browniano resulta
estar adaptado a su propia filtración natural Ft = σ(Ws, s ≤ t). Si otro proceso estocástico
X = (Xt , 0≤ t ≤ T ) está adaptado a la filtración natural del movimiento Browniano, (Ft , t ≥ 0),
se dirá simplemente que el proceso X está adaptado al movimiento Browniano. En este caso, la
v.a. Xt es una función de Ws, para s ≤ t. Algunas realizaciones del movimiento Browniano se
ilustran en el lado izquierdo de la figura (2.2).
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Figura 2.2: Izquierda: Tres realizaciones del movimiento Browniano Estándar sobre [0,1]. Derecha:
Visualización de la matriz de correlación ρW (t,s) del movimiento Browniano estándar. (t,s) ∈ (0,1]×
(0,1] , el factor de escala es 10−3. Observe que 0 < ρW (t,s)≤ 1. (Ver el apéndice (A) para el código de
la figura en MatLab )
En relación al apartado (2.6), el movimiento Browniano estándar es un proceso de difusión, con
tendencia a(s,x) = 0 y coeficiente de difusión b(s,x) = 1, en efecto,
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p(s,x; t,y) = E(Wt = y|Ws = x)
= E(Wt −Ws|Ws = x)
= E(Wt −Ws)
= E(Wt−s)
= 0
y en consecuencia, los límites dados por (2.6.3) y (2.6.4) toman el valor de cero, así a(s,x) = 0.
Además,
b2(s,x) = lim
t→s
1
t− sE
(
(Wt −Ws)2|Ws = x
)
= lim
t→s
1
t− sE
(
(Wt −Ws)2
)
= lim
t→s
t− s
t− s
= 1
Otras propiedades importantes del movimiento Browniano vienen dadas por los siguientes
lemas.
Lema 2.7.1. El Movimiento Browniano es un proceso Gaussiano.
Demostración. Debe probarse que las distribuciones de los vectores finito-dimensionales con
componentes en el proceso W
(Wt1, . . . ,Wtn),
para todas las posibles secuencias de tiempo t1, . . . , tn ∈ [0,∞) y para cada n ≥ 1 son Gaus-
sianas multivariadas.
Para hallar la función de densidad asociada al movimiento Browniano, cabe anotar que las
igualdades
Wt1 = w1, Wt2 = w2, . . . Wtn =n (2.7.4)
son equivalentes a
Wt1 = w1, Wt2 −Wt1 = w2−w1, . . . Wtn −Wtn−1 = wn−wn−1 (2.7.5)
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y haciendo uso de que los incrementos son independientes y estacionarios en el movimiento
Browniano, se obtiene la función de densidad conjunta como:
f (w1,w2, . . . ,wn) = ft1(w1) ft2−t1(w2−w1) . . . ftn−tn−1(wn−wn−1)
=
exp
{
−12
[w21
t1
+ (w2−w1)
2
t2−t1 + . . .+
(wn−wn−1)2
tn−tn−1
]}
(2pi)n/2
[
t1(t2− t1) . . .(tn− tn−1)
]1/2 ,
(2.7.6)
de manera que el movimiento Browniano resulta ser un proceso Gaussiano.
Con el lema (2.7.1) y en virtud nuevamente de que los incrementos son independientes y esta-
cionarios, se obtiene la distribución acumulada para el movimiento Browniano como
P
[
Wtn ≤ wn |Wti ≤ wi, i = 0, . . . ,n−1
]
= P
[
Wtn ≤ wn
]
= P
[
Wtn −Wtn−1 ≤ wn−wn−1
]
=
∫ wn−wn−1
−∞
1√
2pi(tn− tn−1)
exp
( −v2
2(tn− tn−1)
)
dv .
(2.7.7)
De manera que si 0≤ s < t podemos escribir la función densidad de transición asociada como:
p
[
y−dy <Wt < y | x−dx <Ws < x
]
= p(s,x; t,y)
=
1√
2pi(t− s) exp
(
−(y− x)
2
2(t− s)
) (2.7.8)
De otro lado, la distribución de los vectores (Wt1, · · · ,Wtn) puede ser caracterizada por sus fun-
ciones esperanza (E) y covarianza (CW ), que están dadas respectivamente por
µW (t) = E(Wt −W0)
= 0
(2.7.9)
2.7. PROCESO DE WIENER 17
y suponiendo que t > s ,
CW (t,s) = E(Wt , Ws)
= E
[
(Wt −Ws+Ws)Ws
]
= E
[
(Wt −Ws)Ws
]
+E
(
W 2s
)
= E(Wt −Ws) E(Ws)+ s
= s
= min(t,s)
(2.7.10)
Así, para una sucesión creciente de tiempos 0< t1 < .. . < tn, la matriz de covarianza del vector
gaussiano multivariado (Wt1, · · · ,Wtn) se representa como
min(t1, t1) min(t1, t2) · · · min(t1, tn)
min(t2, t1) min(t2, t2) · · · min(t2, tn)
.
.
.
.
.
.
.
.
.
.
.
.
min(tn, t1) min(tn, t2) · · · min(tn, tn)
=

t1 t1 · · · t1
t1 t2 · · · t2
.
.
.
.
.
.
.
.
.
.
.
.
t1 t2 · · · tn
 .
A partir de (2.7.10), si σW (t) es la desviación estándar de Wt entonces el coeficiente de correla-
ción entre Wt y Ws es
ρW (t,s) =
CW (t,s)
σW (t)σW (s)
=
min(t,s)√
ts
(2.7.11)
Véase, en el lado derecho de la figura (2.2), una representación a color de la matriz de correla-
ción para el movimiento Browniano estándar discretizado en un intervalo de tiempo, la cual se
logró considerando que ρW (t,s) es una función en las dos variables t y s que no depende de los
estados Wt ni de Ws.
Para el siguiente lema, se establece la definición de un proceso estocástico auto-similar de orden
H > 0 [53, pp. 36-39], [65, pp. 1-4].
Definición 2.7.2. Un proceso estocástico X = (Xt , t ≥ 0) es autosimilar de orden H > 0 si(
T H Xt1, . . . ,T H Xtn
) d= (XTt1, . . . ,XTtn) para todo T > 0, ti ≥ 0 con i = 1, . . . ,n y n≥ 1.
Lema 2.7.2. El movimiento Browniano es un proceso de auto-similaridad de orden H = 0.5.
es decir, (
T 1/2Wt1 , · · · ,T 1/2Wtn
)
d=
(
WT ·t1 , · · · ,WT ·tn
) (2.7.12)
donde T > 0, ti ≥ 0, i = 1, . . . ,n, n≥ 1.
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La anterior es una propiedad de escalamiento, que permite simular una trayectoria del movimien-
to Browniano en un intervalo [0,T ], T > 0 a partir de una simulación lograda en el intervalo
[0,1], re-escalando el intervalo de tiempo [0,1] por el factor T y los respectivos valores del
proceso W por T 1/2.
Puede probarse que las realizaciones de cualquier proceso autosimilar de orden H con incre-
mentos estacionarios para algún H ∈ (0,1) son no diferenciables en ninguna parte ([53], [65]).
Ahora bien, el movimiento Browniano es un proceso autosimilar de orden H = 0.5, por lo cual
sus trayectorias, aunque continuas, son no diferenciables en ningún punto.
Además, las trayectorias del movimiento Browniano son de variación no acotada sobre [0,T ]
[53], [65]; lo cual significa que, para cualquier partición τ : 0 = t0 < .. . < tn = T ,
sup
τ
∑ |Wti(w)−Wti−1(w)|=+∞ (2.7.13)
O sea que para las diversas particiones del intervalo [0,T ], la suma de diferencias entre imágenes
consecutivas de una realización del movimiento Browniano, es no acotada y por consiguiente
tampoco es convergente.
Lema 2.7.3. Propiedad de inversión en el tiempo: Si se define el proceso estocástico Z por
Zt = tW1/t para t > 0, y Z0 = 0, donde W es un movimiento Browniano estándar, entonces el
proceso Z también es un movimiento Browniano estándar.
Para una prueba de esto, consulte [46, pp. 50-51]. Un aspecto importante del proceso Zt definido
en el lema (2.7.3) consiste en la posibilidad de generar un movimiento Browniano estándar para
1/t ∈ [1,∞) a partir del conocimiento de los valores que toma el proceso de Wiener Wt para
t ∈ (0,1], puesto que si t ∈ (0,1] entonces 1/t ∈ [1,∞].
Para el proceso Z así definido, sus funciones esperanza y covarianza están dadas respectiva-
mente por
µZ(t) = 0,
CZ(t,s) = ts CW (t,s)
= tsmin(t,s)
= min(t,s)
(2.7.14)
Lema 2.7.4. El movimiento Browniano es un proceso de Markov.
Demostración. Representando por Ft la filtración natural generada por el movimiento Brow-
niano, esto es, Ft = σ(Wx,x≤ t), se trata de hallar, para s < t, E(Wt | Fs):
E(Wt | Fs) = E(Ws | Fs)+E(Wt −Ws | Fs)
=Ws+E(Wt −Ws)
=Ws
= E(Wt |Ws),
(2.7.15)
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donde la segunda igualdad se sigue del hecho de que Ws es Fs - medible y de que el movimiento
Browniano tiene incrementos independientes y estacionarios. Así, la ecuación (2.7.16) muestra
que el movimiento Browniano es Markoviano.
Lema 2.7.5. Si Wt es un movimiento Browniano, entonces los procesos {Wt : t ≥ 0} y {W 2t −t :
t ≥ 0} son martingalas.
Demostración. Sea 0≤ s < t. Para el proceso Wt , puede escribirse que
E(Wt | Fs) = E ((Wt −Ws)+Ws | Fs)
= E ((Wt −Ws) | Fs)+E (Ws | Fs)
= E (Wt −Ws)+Ws
= E (Wt−s)+Ws
=Ws
(2.7.16)
Análogamente, para el proceso Xt =W 2t − t, se tiene
E(Xt | Fs) = E(W 2t − t|Fs)
= E
[(
(Wt −Ws)+Ws
)2− t|Fs]
= E
(
(Wt −Ws)2|Fs
)
+2E
(
Ws(Wt −Ws)|Fs
)
+E(W 2s |Fs)− t
= t− s+W 2s − t
=W 2s − s
= Xs ,
(2.7.17)
y así, de las ecuaciones (2.7.16) y (2.7.17), queda comprobado que tales procesos son martin-
galas.
Si el proceso Xt representa a (Wt) o a
(
W 2t − t
)
y considerando que para s≥ t, se tendrá Fs ⊃ Ft
y por tanto
E(Xt | Fs) = Xt (2.7.18)
entonces podrá concluirse que, en general:
E(Xt | Fs) = Xmin(s, t) (2.7.19)
Ahora se extiende la definición de movimiento Browniano unidimensional de tal manera que
asuma valores en el espacio Rn.
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Definición 2.7.3. Un proceso estocástico, con valores en Rn W = (W 1t , · · · ,W nt ) es llama-
do movimiento Browniano n−dimensional si para cada i = 1, · · · ,n, {W it } es un movimiento
Browniano unidimensional, y {W 1t }, · · · ,{W nt } son independientes.
Si los procesos {W 1t }, · · · ,{W nt } son movimientos Brownianos estándar independientes, x =
(x1, · · · ,xn) ∈ Rn y ‖x‖ es la norma euclídea del vector x, entonces la función de densidad
conjunta del proceso W es
fW(x) = fW1t (x1) · · · fW1t (xn)
=
1√
2pit
exp
(−x21
2t
) · · · 1√
2pit
exp
(−x2n
2t
)
=
1
(2pit)n/2
exp
(−‖x‖2
2t
) (2.7.20)
y la respectiva distribución de probabilidad es
P(W ∈ B) = 1
(2pit)n/2
∫
B
exp
(−‖x‖2
2t
dx
)
, B es un Boreliano en Rn. (2.7.21)
Ahora, se describen algunos de los procesos derivados del movimiento Browniano resumidos
en las siguientes definiciones.
Definición 2.7.4. El proceso Xt =Wt− tW1, 0≤ t ≤ 1 es llamado movimiento Browniano con
puente o puente Browniano.
A partir de la definición, note que X0 =W0− 0 = 0 y también X1 =W1−W1 = 0. Además, el
movimiento Browniano con puente {Xt}t∈T resulta ser Gaussiano como combinación lineal de
variables Gaussianas, siendo sus funciones esperanza y covarianza,
µX(t) = E(Wt − t W1)
= E(Wt)− t E(W1)
= 0
(2.7.22)
CX(t,s) =C(Xt ,Xs)
=C(Wt − t W1, Ws− s W1)
=C(Wt , Ws)− sC(Wt , W1)− tC(W1, Ws)+ ts C(W1, W1)
= min(t,s)− ts− ts+ ts
= min(t,s)− ts
(2.7.23)
respectivamente. A partir de la ecuación (2.7.23), la varianza del proceso Xt es σ2X(t) = t(1− t).
Así, el valor esperado del proceso Xt es el mismo valor que X0 y que X1, el cual es cero, y su
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máxima variabilidad ocurre en el punto medio del puente, esto es, en x = 12 , donde la parábo-
la t(1− t) alcanza su punto máximo. El movimiento Browniano con puente resulta útil, por
ejemplo, para interpolar valores tomados por el movimiento Browniano estándar Wt , t ∈ [0,1],
cuando éste ha sido generado por simulación en valores discretos de t, permitiendo obtener
a partir de realizaciones discretas del movimiento Browniano, muestras más densas, práctica-
mente continuas de tales realizaciones.
Definición 2.7.5. El proceso Xt = µ t+σWt , con t ≥ 0, σ> 0, µ∈R es llamado movimiento
Browniano con tendencia (‘drift ’).
Al igual que en la definición anterior, el movimiento Browniano con tendencia resulta ser un
proceso Gaussiano [53]. Una característica importante del proceso Xt , aparece con detalle en el
capítulo (3), en el cual se muestra que el proceso seguido por el cambio relativo en el precio de
un activo financiero, según el modelo de Black & Scholes, es un movimiento Browniano con
tendencia.
Una realización de este proceso se muestra en la figura (2.3) y sus funciones esperanza y cova-
rianza son, respectivamente,
µX(t) = E(µ t +σWt)
= µ t +σ E(Wt)
= µ t
(2.7.24)
CX(t,s) =C(Xt , Xs)
=C(µ t +σWt , µ s+σWs)
=C(σWt , σWs)
= σ2 min(t,s)
(2.7.25)
Definición 2.7.6. El proceso dado por Xt = exp(µ t +σWt), t ≥ 0 es llamado movimiento
Browniano geométrico.
El anterior proceso fue sugerido por Black, Scholes y Merton (1973) como un modelo que esti-
ma el precio St de un activo financiero. El proceso Xt resulta ser no Gaussiano a diferencia del
movimiento Browniano, del movimiento Browniano con puente y del movimiento Browniano
con tendencia. Algunas realizaciones de este proceso se muestran en la figura (2.3) . Sus fun-
ciones esperanza y covarianza pueden ser calculadas fácilmente. Previo a esto, si se parte de
que una variable aleatoria Z ∼ N(0,1) y λ ∈ R, entonces
E
(
exp(λZ)
)
=
1√
2pi
∫
∞
−∞
exp(λZ)exp(−Z2/2)dz
= exp(λ2/2) 1√
2pi
∫
∞
−∞
exp
(−(z−λ)2/2)dz︸ ︷︷ ︸
=1
= exp(λ2/2)
(2.7.26)
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donde en la segunda igualdad se usa el hecho que 1/
√
2piexp
(−(z−λ)2/2) es la densidad de
una variable aleatoria que distribuye N(λ,1). Así, utilizando la ecuación (2.7.26), la función
esperanza es
µX(t) = E
(
exp(µ t +σWt)
)
= exp(µ t)E
(
exp(σ
√
tW1)
)
= exp
(
(µ+0.5σ2)t
)
,
(2.7.27)
la función covarianza, suponiendo que s≤ t, es
CX(t,s) = E(Xt Xs)−E(Xt) E(Xs)
= exp
(
µ(t + s)
)
E
[
exp
(
σ(Wt −Ws+2Ws)
)]− exp((µ+0.5σ2)(t + s))
= exp
(
µ(t + s)
)
E
[
exp
(
σ(Wt −Ws)
)]
E
(
exp(2σWs)
)− exp((µ+0.5σ2)(t + s))
= exp
(
µ(t + s)
)
E
(
exp(σ
√
t− s W1)
)
E
(
exp(2σ
√
s W1)
)− exp((µ+0.5σ2)(t + s))
= exp
(
µ(t + s)
)
exp
(
σ2(t− s)/2)exp(2σ2s)− exp((µ+0.5σ2)(t + s))
= exp
(
µ(t + s)
)
exp
(
σ2(t + s)/2
)
exp(σ2s)− exp((µ+0.5σ2)(t + s))
= exp
(
(µ+0.5σ2)(t + s)
) (
exp(σ2s)−1
)
(2.7.28)
y la función varianza es
σ2X(t) = e
(2µ+σ2)t
(
eσ
2t −1
)
(2.7.29)
2.8. Integral de Itô
La integral de Itô fue definida por el japonés K. Itô para resolver integrales del tipo
∫ t
0
f (s,w)dWs(w) =
∫ t
0
fs dWs (2.8.1)
donde t ∈ [0,T ], f : [0,T ]×Ω → R es un proceso estocástico y Wt es un proceso de Wiener.
Esta integral no puede ser obtenida por integración de Riemann-Stieltjes, pues el proceso Wt es
no acotado en cualquier intervalo cerrado y acotado [0, t], véase (2.7.13). Para definir la integral
de Itô, conviene entonces establecer las condiciones básicas que debe tener f y definir qué clase
de límite estará asociado con (2.8.1).
Considere que (Ω,A ,{Ft , t ≥ 0},P) es un espacio de probabilidad filtrado y {Wt , t ≥ 0} es un
proceso de Wiener adaptado a la filtración {Ft , t ≥ 0}; esto es, Wt es Ft−medible.
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Figura 2.3: Izquierda: Una realización del movimiento Browniano con tendencia Xt = 5t +10Wt sobre
[0,100]. La línea a puntos representa su función esperanza µX(t) = 5t. Derecha: Cinco trayectorias del
movimiento Browniano geométrico Xt = e.01t+.01Wt . Las líneas a puntos, de arriba hacia abajo, repre-
sentan µX(t)+ 2σX(t),µX(t) y µX(t)− 2σX(t) (Ver en el apéndice (A) el codigo en MatLab para esta
gráfica)
.
Definición 2.8.1. Sea f = { ft , t ∈ [0,T ]} un proceso estocástico medible y {Ft}−adaptado. Si
E
[∫ T
0
f 2t dt
]
=
∫
Ω
∫ T
0
f 2t dt dP(w)< ∞ (2.8.2)
entonces se dice que f es un proceso en el espacio L2[0,T ].
Definición 2.8.2. Un proceso estocástico f = { ft , t ∈ [0,T ]} en L2[0,T ], se dice que es simple,
si existe una partición τ : 0 = t0 < t1 < · · · < tn = T y una sucesión de variables aleatorias
{Zi, i = 1, · · · ,n} tal que Zi es Fti−1−medible y
ft =
n−1
∑
i=1
ZiI[ti−1,ti)(t)+ZnI[tn−1,tn](t) (2.8.3)
Puede notarse que ft es una v.a. no anticipativa, en el sentido de que su valor en el proceso
estocástico f es independiente del valor que tome el proceso en otro tiempo mayor que t. Esto
es consecuencia de que la v.a. Zi es Fti−1−medible.
Definición 2.8.3. Sea f = { ft , t ∈ [0,T ]} un proceso estocástico simple en L2[0,T ]. La integral
de Itô de f sobre [0, t], denotada por It( f ), es
It( f ) =
∫ t
0
fs dWs :=
n
∑
i=1
fti−1(Wti −Wti−1) =
n
∑
i=1
Zi(Wti −Wti−1) (2.8.4)
El siguiente lema será útil para extender la integral de Itô a procesos arbitrarios en L2[0,T ] no
necesariamente simples.
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Lema 2.8.1. Si f = { ft , t ∈ [0,T ]} es un proceso en L2[0,T ], entonces existe una sucesión de
procesos simples {g(n)} en L2 tal que
lim
n→∞ E
[∫ t
0
| fs−g(n)s |2ds
]
= 0 (2.8.5)
Para una prueba de este lema, véase [50, p. 20]. La integral general de Itô se establece en la
siguiente definición.
Definición 2.8.4. Sea f = { ft , t ∈ [0,T ]} un proceso en L2[0,T ] adaptado al movimiento Brow-
niano en [0,T ]. La integral de Itô de f en [0, t] se define por ,
It( f ) =
∫ t
0
fs dWs := lim
n→∞
∫ t
0
g(n)s dWs en L2[0,T ] (2.8.6)
donde {g(n)} es una sucesión de procesos simples que converge a f según (2.8.5).
A partir de la ecuación (2.8.6),
a. el proceso f debe ser no anticipativo, en tanto que puede aproximarse por una sucesión
{g(n)} de procesos simples que son no anticipativos según la relación (2.8.3),
b. el proceso f debe ser no explosivo, en el sentido de que el proceso f está en el espacio
L2[0,T ] y por tanto satisface la ecuación (2.8.2), y
c. el límite asociado tiene el sentido de convergencia en media cuadrática, en el sentido de
la relación
lim
n→∞ E
[∣∣∣It( f )− It(g(n))∣∣∣2]= 0
A continuación se enuncian algunas de las propiedades fundamentales de la integral de Itô.
Teorema 2.8.1. (Propiedades de la integral de Itô). Sean α,β ∈ R y f ,g : Ω× [0,T ]→ R ∈
L2[0,T ] y t ∈ [0,T ].
a. La integral de Itô de f , It( f ), es una Martingala respecto a la filtración natural F =
{Ft ; t ∈ [0,T ]} del movimiento Browniano; esto es, para 0≤ s≤ t ≤ T ,
E(It( f )− Is( f )|Fs) = 0 (2.8.7)
Como consecuencia, su esperanza es constante (véase (2.4.1)) y está dada por
E
[∫ t
0
f (w,s)dWs
]
= 0 (2.8.8)
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b. La covarianza y varianza para la integral de Itô, están dadas por
E
[∫ t
0
f (w,s)dWs
∫ t
0
g(w,s)dWs
]
= E
[∫ t
0
f (w,s)g(w,s)ds
]
(2.8.9)
E
[∫ t
0
f (w,s)dWs
]2
= E
[∫ t
0
f 2(w,s)ds
]
(2.8.10)
La propiedad establecida por (2.8.10) se conoce como propiedad isométrica.
c. La integral de Itô satisface las relaciones básicas de Linealidad,
∫ t
0
[
α f (w,s)+βg(w,s)]dWs = α∫ t
0
f (w,s)dWs+β
∫ t
0
g(w,s)dWs (2.8.11)
∫ T
0
f (w,s)dWs =
∫ t
0
f (w,s)dWs+
∫ T
t
f (w,s)dWs; t ∈ [0,T ]. (2.8.12)
d. La integral de Itô, It( f ), es un proceso estocástico Ft− medible y con trayectorias conti-
nuas; esto es, t 7−→ It( f ) es una función continua de t.
Para una prueba del Teorema (2.8.1), véase [44, pp. 84-87]. Finalmente, se define la integral de
Itô n−dimensional.
Definición 2.8.5. Si f es un arreglo matricial n×m de procesos { f i, jt , t ∈ [0,T ],1≤ i≤ n,1≤
j ≤ m} en L2[0,T ] y W = (W 1t , · · · ,W mt )T es un movimiento Browniano n−dimensional, en-
tonces la integral de Itô n×m−dimensional es
∫ t
0
fsdWs =
∫ t
0
 f
1,1
s · · · f 1,ms
.
.
.
.
.
.
.
.
.
f n,1s · · · f n,ms

dW
1
s
.
.
.
dW ms
 (2.8.13)
la cual representa un vector de n componentes que son integrales de Itô de la forma
m
∑
j=1
∫ t
0
f i, js dW js ; i = 1, · · · ,n (2.8.14)
2.9. Lema de Itô
Uno de los resultados más fundamentales del cálculo estocástico es el lema de Itô, el cual
permite evaluar una integral de Itô sin retornar a su compleja definición (véase la igualdad
(2.8.6)). Este lema puede entenderse como la versión estocástica de la regla de la cadena para
integrales de Riemann-Stieltjes o de Lebesgue. En las finanzas, el Lema de Itô se utiliza, por
ejemplo, para describir el proceso estocástico asociado a una función del precio St , de un activo
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financiero, y del tiempo t, o asociado a una función de la tasa de interés rt , en un mercado, y del
tiempo t. Una función de este tipo podría estar relacionada al valor de una opción europea sobre
una divisa, tal como se verá en el capítulo (3). Previo al Lema de Itô, es necesario desarrollar
algunos conceptos básicos sobre ecuaciones diferenciales estocásticas.
2.9.1. Ecuaciones diferenciales estocásticas
Dado un proceso estocástico X = {Xt , t ∈ [0,T ]}, continuo y adaptado a su filtración natural, se
define una ecuación diferencial estocástica unidimensional de Itô para el proceso X mediante
dXt = atdt +btdWt , (2.9.1)
la cual puede ser escrita en forma integral como
Xt = X0+
∫ t
0
asds+
∫ t
0
bsdWs , (2.9.2)
donde 0 ≤ t ≤ T , at = a(t,Xt) y bt = b(t,Xt) dependen de t y Xt ,
∫ t
0 asds es una integral de
Rieman-Stieltjes y ∫ t0 bsdWs es una integral de Itô.
Así mismo, si 0≤ t ≤ T , W = (W 1t , · · · ,W mt )T es un movimiento Browniano n−dimensional y
X = {Xt = (X1t , · · · ,Xnt )T} es un proceso estocástico continuo y adaptado a su filtración natural,
se define una ecuación diferencial estocástica n−dimensional de Itô (SDE) para el proceso X
por
d X it = aitdt +
m
∑
j=1
bi, jt dW
j
t , i = 1, · · · ,n , (2.9.3)
o escrita en forma integral,
X it = X
i
0+
∫ t
0
aisds+
m
∑
j=1
∫ t
0
bi, js dW js , i = 1, · · · ,n , (2.9.4)
donde ait = ai(t,Xt) y b
i, j
t = bi, j(t,Xt) dependen de t y de Xt ,
∫ t
0 a
i
sds es una integral de Rieman-
Stieltjes y ∫ t0 bi, js dW js es una integral de Itô. Un proceso X descrito por (2.9.1) o (2.9.3), con
X(0) = X0, es llamado un proceso de Itô o proceso de difusión.
Es posible encontrar dos tipos de solución para una ecuación diferencial estocástica de Itô.
Tales soluciones pueden ser, o bien soluciones fuertes o bien soluciones débiles. De manera
específica, una solución fuerte de la ecuación diferencial estocástica dada en igualdad (2.9.2),
es un proceso estocástico X = (Xt ,0≤ t ≤ T ) que satisface las siguientes condiciones:
X está adaptado al movimiento Browniano, esto es, para cada instante de tiempo t, la v.a.
Xt es una función de Ws, con s≤ t.
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X es una función de la realización del movimiento Browniano Wt en el intervalo [0,T ] y
de los coeficientes funcionales at = a(t,Xt) y bt = b(t,Xt).
Así, una solución fuerte de la ecuación diferencial estocástica (2.9.2) depende de la realización
del movimiento Browniano Wt en el intervalo de tiempo [0,T ]. De otro lado, una solución débil
de la ecuación (2.9.2) depende sólo de la distribución de probabilidad del proceso X y no de la
realización de Wt en [0,T ]. Este tipo de solución depende del valor inicial X0 del proceso X en
el tiempo t = 0 y de los coeficientes funcionales at = a(t,Xt) y bt = b(t,Xt). En las soluciones
débiles, el principal objetivo es determinar las características distribucionales del proceso X sin
conocer la trayectoria seguida por el mismo.
En el siguiente teorema se establecen condiciones suficientes para la existencia y unicidad de
una solución a la ecuación diferencial estocástica (2.9.2).
Teorema 2.9.1. Dada la ecuación diferencial estocástica descrita por (2.9.2), si la condición
inicial X0 es tal que E
(
X20
)
< ∞ y X0 es independiente del proceso {Wt , t ≥ 0}; y si para todo
t ∈ [0,T ] y x,y ∈ R se tiene,
(a) a(t,x) y b(t,x) son continuas, y
(b) a(t,x) y b(t,x) satisfacen la condición de Lipschitz respecto a la segunda variable:
|a(t,x)−a(t,y)|+ |b(t,x)−b(t,y)| ≤ K|x− y|, (2.9.5)
entonces la ecuación (2.9.2) tiene una única solución fuerte en el intervalo [0,T ].
Finalmente, una ecuación diferencial estocástica del tipo
Xt = X0+
∫ t
0
(c1Xs+ c2)ds+
∫ t
0
(σ1Xs+σ2)dWs, (2.9.6)
para t ∈ [0,T ] y donde ci y σi, i = 1,2, son constantes, es llamada una ecuación diferencial
lineal estocástica de Itô, la cual en virtud del teorema (2.9.1) tiene una única solución fuerte en
el intervalo [0,T ]. En el capítulo (3), se verá que una ecuación del tipo (2.9.6) se emplea para
describir el precio St de un activo en el tiempo t en el modelo de Black & Scholes [28].
2.9.2. El lema de Itô
Se establece ahora el Lema de Itô en el siguiente teorema.
Teorema 2.9.2. (Lema de Itô) Si f : [0,T ]×Rn →R es una función en C2 y se define el proceso
estocástico Y = {Yt , t ∈ [0,T ]} por Yt = f (t,Xt), donde Xt es un proceso estocástico descrito
por la ecuación (2.9.3), entonces la diferencial estocástica de Yt es
dYt =
[∂ f
∂t +
n
∑
i=1
ait
∂ f
∂xit
+
1
2
m
∑
j=1
n
∑
i,k=1
bi, jt b
k, j
t
∂2 f
∂xit∂xkt
]
dt +
m
∑
j=1
n
∑
i=1
bi, jt
∂ f
∂xit
dW jt , (2.9.7)
donde las derivadas parciales de f se evalúan en (t,Xt).
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Para una prueba rigurosa del Lema de Itô dado por la ecuación (2.9.7) véase [44, pp.96-97].
Una notación compacta de (2.9.7) puede hacerse si se definen los operadores L0 y L j por
L0 =
∂
∂t +
n
∑
i=1
ait
∂
∂xit
+
1
2
m
∑
j=1
n
∑
i,k=1
bi, jt b
k, j
t
∂2
∂xit∂xkt
(2.9.8)
L j =
n
∑
i=1
bi, jt
∂
∂xit
(2.9.9)
y así el lema de Itô descrito por (2.9.7) se escribe como
dYt = L0 f (t,Xt)dt +
m
∑
j=1
L j f (t,xt)dW jt (2.9.10)
Una prueba elemental del teorema (2.9.2) se hace a continuación.
Demostración. Un acercamiento al lema de Itô dado por la ecuación (2.9.7) o equivalentemente
por la ecuación (2.9.10), puede hacerse expandiendo f como una serie de Taylor con derivadas
hasta de orden dos,
∆ f = ∂ f∂t ∆t +
n
∑
i=1
∂ f
∂xit
∆xit +
1
2
n
∑
i=1
∂2 f
∂xit∂t
∆xit ∆t +
1
2
n
∑
i=1
n
∑
k=1
∂2 f
∂xit∂xkt
∆xit ∆xkt + · · · (2.9.11)
Ahora, la representación discreta de (2.9.3) puede escribirse como
∆ X it = ait∆t +
m
∑
j=1
bi, jt ε
j
t
√
∆t (2.9.12)
donde i = 1, · · · ,n y εit ∼ N(0,1).
De otro lado, si ρ
ε jt ,εlt
, j, l = 1, · · · ,m representa la correlación entre ε jt y ε lt ,
lim
∆t→0
∆X it ∆t = lim∆t→0 a
i
t(∆t)2+
m
∑
j=1
bi, jt ε
j
t (∆t)3/2
= 0
(2.9.13)
lim
∆t→0
∆X it ∆Xkt = lim∆t→0
( m
∑
j=1
bi, jt ε
j
t
√
∆t
)( m
∑
j=1
bk, jt ε
j
t
√
∆t
)
= lim
∆t→0
{( m
∑
j=1
bi, jt b
k, j
t ρε jt ,ε jt ∆t
)
+
( m
∑
j=1
m
∑
l=1,l 6= j
bi, jt b
k,l
t ρε jt ,εlt︸︷︷︸
=0
∆t
)}
=
m
∑
j=1
bi, jt b
k, j
t dt
(2.9.14)
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Si hacemos que ∆t → 0 y usamos las relaciones (2.9.12), (2.9.13) y (2.9.14) en la ecuación
(2.9.11) evaluada en f (t,Xt), ésta última se reduce a la ecuación (2.9.7).
Como casos específicos de la aplicación del Lema de Itô dado por la relación (2.9.7), se consid-
era lo siguiente:
Si dXt = dWt y f (t,x) ∈ C2(R2), entonces,
d f =
(∂ f
∂t +
1
2
∂2 f
∂x2
)
dt + ∂ f∂x dWt
donde las derivadas parciales de f se evalúan en (t,Wt).
Y si dXt = atdt +btdWt como en la ecuación (2.9.1) y f (t,x) ∈ C2(R2), entonces,
d f =
(∂ f
∂t +a
∂ f
∂x +
1
2
b2 ∂
2 f
∂x2
)
dt +b∂ f∂x dWt
donde las derivadas parciales de f se evalúan en (t,Xt).
Finalmente, un tratamiento detallado sobre la teoría de las ecuaciones diferenciales estocásticas,
del tipo dado en (2.9.1) o (2.9.3), y técnica numéricas de solución pueden encontrarse en [44],
[58], [63].
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CAPÍTULO 3
Modelos de Volatilidad Constante
3.1. Modelo de Black & Scholes
3.1.1. Descipción del modelo
El modelo de Black & Scholes (1973) [28] [52] motivó un cambio estructural en la modelación
del comportamiento de los precios de un activo, de acuerdo con lo que había sido sugerido
inicialmente por Bachelier (1900) [5], y que se mantuvo ignorado durante la primera mitad del
siglo XX. Uno de los supuestos básicos del modelo es el de considerar un mundo donde los
precios de un activo financiero siguen un proceso estocástico según un movimiento browniano
geométrico con volatilidad constante.
Bajo esta perspectiva, el modelo de Black & Scholes parte del supuesto de que el precio St de
un activo en el tiempo t, con t ∈ [0,T ], satisface la SDE
dSt = µStdt +σStdWt , (3.1.1)
donde µ, σ son constantes, µ> 0 es el valor esperado del retorno dSt/St en la unidad de tiempo,
σ > 0 es la volatilidad del retorno en el precio St del activo y Wt es un proceso de Wiener.
Proposición 3.1.1. La solución analítica de la ecuación (3.1.1) es el Movimiento Browniano
Geométrico:
St = S0 exp
(
(µ−0.5σ2)t +σWt
)
. (3.1.2)
Demostración. Una manera directa de hacer la prueba, es comprobar, mediante el Lema de Itô,
que la ecuación (3.1.2) satisface la ecuación diferencial estocástica dada en igualdad (3.1.1). De
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esta manera, si f (t,x) = S0 exp
(
(µ−0.5σ2)t +σx), entonces
dSt = d f (t,Wt)
= S0
(∂ f (t,Wt)
∂t dt +
1
2
∂2 f (t,Wt)
∂x2 dt +
∂ f (t,Wt)
∂x dWt
)
= (µ−0.5σ2)Stdt +σ2Stdt +σStdWt
= µStdt +σStdWt ,
con lo cual queda probada la proposición, puesto que la aplicación del lema de Itô a la ecuación
(3.1.2) produce la ecuación (3.1.1).
Otro modo de hacer la prueba, es encontrar la solución a la ecuación (3.1.1) de manera analítica
[53]. En este caso, considere que f (t,x) ∈ C2(R2), y que St = f (t,Wt). Aplicando el Lema de
Itô al proceso St se obtiene
dSt = [ f1(t,Wt)+0.5 f22(t,Wt)]dt + f2(t,Wt)dWt
y comparando esta última expresión con la ecuación (3.1.1), deben satisfacerse las siguientes
dos ecuaciones
µ f (t,x) = f1(t,x)+0.5 f22(t,x), y
σ f (t,x) = f2(t,x). (3.1.3)
Derivando respecto a la segunda variable la segunda ecuación en (3.1.3), se tiene que f22(t,x) =
σ f2(t,x) = σ2 f (t,x). Así, f22 puede eliminarse en la primera ecuación de (3.1.3) y obtener:
(
µ−0.5σ2) f (t,x) = f1(t,x), y
σ f (t,x) = f2(t,x).
(3.1.4)
Ahora, si f (t,x) se lleva a la forma f (t,x) = g(t)h(x), entonces f1(t,x) = g′(t)h(x) y f2(t,x) =
g(t)h′(x). De esta forma, la expresión (3.1.4) se escribe como un sistema de ecuaciones ordi-
narias muy simples
(
µ−0.5σ2)g(t) = g′(t), y
σh(x) = h′(x)
(3.1.5)
cuya solución es
g(t) = g(0)exp
[(
µ−0.5σ2) t] , y
h(x) = h(0)exp(σx)
(3.1.6)
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finalmente, se obtiene que para t ∈ [0,T ],
St = g(0)h(0)exp
((
µ−0.5σ2) t +σWt)
= f (0,W0)exp
((
µ−0.5σ2) t +σWt)
= S0 exp
((
µ−0.5σ2) t +σWt) , (3.1.7)
que nuevamente es la solución indicada en la igualdad (3.1.2).
La unicidad de la solución dada a la ecuación diferencial estocástica (3.1.1), está garantizada
debido a que esta última relación es una ecuación diferencial lineal estocástica de Itô y por tanto
admite una única solución fuerte en el intervalo [0,T ].
Por otra parte, el precio St de un activo, descrito por el movimiento browniano geométrico en
la ecuación (3.1.2) (o la ecuación (3.1.7) ), con S0 = 1, tiene una distribución lognormal1 con
media
(
µ−0.5σ2) t y varianza σ2t, esto es,
St ∼ LogN
[(
µ−0.5σ2) t,σ2t] , (3.1.8)
donde LogN(·, ·) indica la distribución lognormal.
La función densidad de probabilidad para St , con t fijo, puede ser obtenida calculando la proba-
bilidad P(St < k). De esta manera, si St = eY , donde Y ∼ N
[(
µ−0.5σ2) t,σ2t], entonces
P(St < k) = P
(
eY < k
)
= P(Y < lnk)
=
∫ lnk
−∞
1√
2pit σ
exp
[
− 1
2σ2t
(
y− (µ−0.5σ2) t)2] dy ,
haciendo st = ey, y = lnst y dy =
1
st
dst ,
P(St < k) =
∫ k
−∞
1√
2pit σst
exp
[
− 1
2σ2t
(
lnst −
(
µ−0.5σ2) t)2] ds,
y del teorema fundamental del cálculo, se tiene que la densidad de St es
f (st) = 1√2pit σst
exp
[
− 1
2σ2t
(
lnst −
(
µ−0.5σ2) t)2] . (3.1.9)
1La distribución lognormal LogN(µ,σ2) es la distribución de exp(X), donde X ∼ N(µ,σ2).
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A partir de la ecuación (3.1.9), la función densidad de transición para el precio St es
p(u,su; t,st) =
1√
2pi(t−u)σst
exp
[
− 1
2σ2 (t−u)
(
ln(su/st)+
(
µ−0.5σ2)(t−u))2] ,
(3.1.10)
lo cual proporciona la probabilidad de que el precio St del activo, cambie del valor su en el
tiempo u, al valor st en el tiempo t, u < t.
3.1.2. Opciones financieras en el modelo de Black & Scholes
El modelo de Black & Scholes asume que el precio St de un activo sigue un movimiento
browniano geométrico para proponer una solución analítica al valor de una opción financiera.
Este instrumento derivado financiero proporciona el derecho a comprar o a vender un activo
financiero a un precio fijado K, conocido como precio de ejercicio y dentro de un período de-
terminado de tiempo hasta la fecha T , conocido como fecha de vencimiento. Si la opción puede
ser ejercida en cualquier tiempo t ∈ [0,T ], se dice que la opción es americana y si puede ser
ejercida sólo en la fecha T , se dice que es europea. Una opción de compra se llama call, una
opción de venta se llama put y el valor que se paga por los derechos que confiere una opción se
conoce como prima.
Una opción call se ejerce cuando el precio del activo subyacente es superior al precio de ejer-
cicio K y lo contrario ocurre para una opción put. El valor intrínseco de una opción es el valor
neto positivo que resulta cuando ésta se ejerce y en caso de no ejercerse se dice que su valor
intrínseco es cero. El interés ahora es calcular un precio justo (prima) que debe pagarse por una
opción call o put europea.
El valor de una opción europea sobre activos que no generen pagos en tiempos anteriores a
la fecha T , v. gr. una acción que no pague dividendos para t ∈ [0,T ), será V (t,St ,K,r,T,σ)
que denotaremos de manera más simple por V (t,St); donde St y σ están descritos de acuerdo
a la relación (3.1.1); K es el precio de ejercicio convenido y T es la fecha de expiración de la
opción; la constante r es la tasa de interés libre de riesgo y t ∈ [0,T ]. Para valorar la opción, se
construirá un portafolio formado por una posición larga en una opción negociable en el mercado
y una posición corta en δ unidades del activo subyacente con precio St . Suponga además que el
activo subyacente no paga dividendos. El valor del portafolio en el tiempo t, denotado por Πt ,
será
Πt =V (t,St)−δ St (3.1.11)
El cambio en el valor del portafolio en un período [t, t +dt] es
dΠt = dV −δ dSt (3.1.12)
donde se han omitido los argumentos para el valor V (t,St) de la opción. Ahora, aplicando el
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lema de Itô sobre dV obtenemos,
dΠt =
∂V
∂t dt +
∂V
∂St
dSt +
1
2
∂2V
∂S2t
(dSt)2−δ dSt
=
∂V
∂t dt +
∂V
∂St
dSt +
1
2
σ2S2t
∂2V
∂S2t
dt−δ dSt
=
(∂V
∂t +
1
2
σ2S2t
∂2V
∂S2t
)
dt +
(∂V
∂St
−δ
)
dSt
(3.1.13)
Las derivadas parciales respecto a St deben entenderse como derivadas parciales usuales de una
función V (t,s) respecto a s evaluadas posteriormente en los argumentos t, St .
El portafolio constituido estará libre de riesgo respecto a las variaciones del precio del activo
subyacente en el mercado si se elimina el término aleatorio (∂V/∂St − δ) dSt en la relación
(3.1.13). Así, para un portafolio libre de riesgo el número de unidades δ del activo subyacente
debe ser
δ = ∂V∂St
(3.1.14)
El portafolio ahora se dice que tiene cobertura delta y las ecuaciones (3.1.11) y (3.1.13) pueden
escribirse respectivamente como
Πt =V (t,St)− ∂V∂St St (3.1.15)
dΠt =
(∂V
∂t +
1
2
σ2S2t
∂2V
∂S2t
)
dt (3.1.16)
Si el portafolio evaluado según (3.1.16) está libre de riesgo, entonces puede aplicarse el princi-
pio de no arbitrage [56, cap. 2,17], [55], lo cual manifiesta que la tasa de crecimiento del valor
del portafolio dado por (3.1.11) a una tasa constante de interés libre de riesgo r y en el período
de tiempo de tiempo [t, t +dt] es
dΠt = rΠtdt (3.1.17)
Sustituyendo (3.1.15) y (3.1.16) en la ecuación (3.1.17) y considerando como condición de
frontera el valor de la opción en la fecha de expiración T , se obtiene que V (t,St) satisface la
ecuación diferencial parcial (PDE)
∂V
∂t + rSt
∂V
∂St
+
1
2
σ2S2t
∂2V
∂S2t
− rV = 0
V (T,ST ) = max(ST −K,0) call europea
V (T,ST ) = max(K−ST ,0) put europea
 (3.1.18)
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El éxito del modelo Black & Scholes y Merton consistió básicamente en resolver analítica-
mente la ecuación (3.1.18), la cual es una ecuación diferencial parcial lineal parabólica2. Esta
ecuación puede reducirse a la forma de una ecuación de transferencia de calor [28, pp. 640-645]
y resolverla para obtener
Ct =Vcall(t,St) = St N(d1)−K exp(−r(T − t)) N(d2),
Pt =Vput(t,St) = K exp(−rt) N(−d2)−St N(−d1),
donde
d1 =
ln(St/K)+(r+0.5σ2)(T − t)
σ
√
T − t ,
d2 = d1−σ
√
T − t,
N(x) =
∫ x
−∞
1
(2pi)1/2
exp(−y2/2)dy, x ∈ R

(3.1.19)
Ejemplo 3.1.1. Suponga que se adquiere una opción europea sobre una acción que no paga
dividendos a un precio de ejercicio de $90 y con fecha de expiración en 6 meses. Si el precio
actual del subyacente es $100, su volatilidad es del 30 % anual y la tasa libre de riesgo es del
9 % anual, entonces las relaciones dadas por (3.1.19) permiten calcular el valor de la opción
en el instante t = 0, para el caso de una opción call o put.
Aquí, V (t,St ,K,r,T,σ) = V (0,100,90,0.09,0.5,0.3) lo cual puede calcularse con facilidad.
En Matlab 7.0, puede emplearse la rutina [call, put] = blsprice(S,K,r,T,sigma), la cual está
implementada en el Toolbox de Finanzas.
En este caso, ejecutando [call, put] = blsprice(100,90,0.09,0.5,0.3) se produce
[call, put] = [$16.7211,$2.7609].
Algunos elementos importantes del modelo BS se ilustran en la figura (3.1). Las figuras (3.1(a))
y (3.1(b)) representan un conjunto de simulaciones para el precio de un activo financiero de
acuerdo a la relación (3.1.1); la figura (3.1(c)) es la función densidad de probabilidad asociada
a la figura (3.1(a)) y esta construida a partir de la relación (3.1.10); y la figura (3.1(d)) muestra
una superficie a color para el valor de una call como función del tiempo y del precio, y sobre la
superficie que resulta, tres posibles trayectorias que muestran la evolución del precio de la call
de acuerdo a la relación (3.1.19).
Arriba se mencionó que la ecuación (3.1.18), asociada a la valoración de una opción europea en
el modelo B-S, podía resolverse llevándose a la forma de una ecuación de difusión de calor. Una
técnica alternativa y poderosa en las finanzas para la determinación del valor justo de una opción
de este tipo, tanto en el modelo B-S como en otros modelos de valoración de opciones, consiste
en hacer un cambio en la medida de probabilidad P sobre el espacio (Ω,A ,P), a una nueva
medida Q, llamada medida equivalente de martingala. Más concretamente, el cambio de medida
viene dado por el celebrado teorema de Girsanov, según el cual, el movimiento browniano es
invariante bajo un efecto combinado de una traslación particular y de un cambio en la medida
2Una PDE asociada a una función V se dice que es una PDE lineal si es una combinación lineal de V y de sus
derivadas parciales. Una PDE lineal de la forma a0+a1Vt +a2Vs+a3Vss+a4Vtt +a5Vst = 0 se llama parabólica si
a25−4a3a4 = 0.
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(a) 20 trayectorias para el valor de un activo en el Mo-
delo BS, t ∈ [0,1], St ∈ [0,10]. El precio inicial
para cada trayectoria es 1.5.
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(b) 3 trayectorias para el valor de un activo en el Mo-
delo BS, t ∈ [0,1], St ∈ [0,2.5]. Los precios ini-
ciales para las trayectorias son 0.7, 0.95 y 1.5.
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(c) Densidad de Probabilidad del precio de un activo en el
tiempo en el Modelo BS, t ∈ [0,1], St ∈ [0,3.5].
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(d) Valor de una call como función del precio S y del tiempo
t en el Modelo BS. t ∈ [0,1], St ∈ [0,2.5], K = 1, T = 1.
Se ilustran tres trayectorias sobre el plano S− t, para el
precio de un activo financiero, y tres trayectorias asoci-
adas a estas sobre la superficie, para el valor de la call.
Los precios iniciales para las trayectorias son 0.7, 0.95 y
1.5.
Figura 3.1: Comportamiento del precio y valoración de opciones call en el Modelo Black & Scholes.
σ = 0.6, µ = 0.05, r = 0.05. Vea el apéndice (A) para ver código de la simulación en Matlab.
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de probabilidad [40], [41], [58] [56]. La sección que sigue realiza una prueba del resultado dado
en la ecuación (3.1.19), para el valor C0 de una opción call en el tiempo t = 0 bajo el principio
de no arbitraje, por medio de un cambio de medida de probabilidad equivalente de martingala
[56].
3.1.3. Medida equivalente de Martingala
Considere la filtración natural F = {Ft , t ∈ [0,T ]} generada por el movimiento Browniano Wt
sobre un espacio de probabilidad (Ω,A ,P), esto es, Ft = σ(Ws, 0 ≤ s ≤ t) para cada t; y un
proceso estocástico Xt Ft - medible, que satisfaga la condicion de Novikov, a saber,
E
[
exp
(∫ t
0
X2u du
)]
< ∞ , t ∈ [0,T ] , (3.1.20)
lo cual manifiesta que las variaciones del proceso estocástico Xt en el intervalo de tiempo [0,T ]
son acotadas. Puede probarse en consecuencia que el siguiente proceso estocástico, ξt , es una
martingala respecto a la filtración F y a la medida de probabilidad P :
ξt = exp
(∫ t
0
XudWu− 12
∫ t
0
x2udu
)
, t ∈ [0,T ]. (3.1.21)
Con estos elementos, el teorema de Girsanov puede enunciarse como sigue [56].
Teorema 3.1.1. (Teorema de Girsanov). Si el proceso ξt dado en la ecuación (3.1.21) es una
martingala respecto a la filtración F y a la medida de probabilidad P, entonces el proceso W˜t ,
definido por
W˜t =Wt −
∫ t
0
Xudu , t ∈ [0,T ], (3.1.22)
es un proceso de Wiener estándar adaptado a la filtración natural browniana F y respecto a la
medida de probabilidad Q, definida por
Q(A) = E p [1AξT ] =
∫
A
ξT (w)dP(w), (3.1.23)
donde A ∈ F y 1A es la función indicadora del evento A3.
En el teorema de Girsanov pueden hacerse las siguientes anotaciones: El proceso Xt mide que
tan grande es el efecto de traslación efectuado sobre el proceso Wt para obtener el nuevo proceso
W˜t . Además, ξt es una martingala con E[ξt ] = 1; en efecto, el diferencial dξt puede obtenerse a
partir de la ecuación (3.1.21) y del lema de Itô como
dξt = ξtXtdWt , (3.1.24)
31A =
{
1, si el evento A ocurre;
0, en otro caso.
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esto a su vez permite escribir a ξt mediante
ξt = ξ0+
∫ t
0
ξsXsdWs
= 1+
∫ t
0
ξsXsdWs.
(3.1.25)
donde la última igualdad resulta de hacer t = 0 en la ecuación (3.1.21) para obtener ξ0 = 1.
Finalmente, por las propiedades del lema de Itô dadas en el teorema (2.8.1), se deduce que
E[ξt ] = 1. (3.1.26)
De otro lado, debe ser claro que el proceso Wt es un movimiento browniano, con media cero,
bajo la medida de probabilidad P, mientras que W˜t es un movimiento browniano, con media
cero, bajo la medida de probabilidad Q (llamada con frecuencia una nueva medida de proba-
bilidad sintética). Finalmente, en caso de que el evento A sea un intervalo infinitesimal real, a
partir de la igualdad (3.1.23), puede escribirse el cambio de medida Q respecto a P como
dQ = ξT dP. (3.1.27)
De esta manera, ξT puede interpretarse como el factor funcional que permite obtener una nueva
medida de probabilidad Q a partir de la medida P por medio de la relación (3.1.23) o (3.1.27)
y se dice que ξT es la densidad de Q respecto a P. De otro modo, la igualdad (3.1.27) puede
escribirse de manera equivalente como dQ/dP = ξT , lo cual recuerda la derivada de Radon-
Nikodym definida en el teorema (2.1.1). Por otra parte, si la derivada ξT existe, puede recuper-
arse la medida P a partir de la medida Q mediante la relación dP= ξ−1T dQ. Se dirá entonces, que
las medidas de probabilidad P y Q son equivalentes y que la medida Q es la medida equivalente
de martingala respecto a P.
3.1.4. Deducción de la fórmula de Black & Scholes
El uso del cambio de medida equivalente de martingala descrito se reflejará en la deducción
del precio Ct de una opción call europea, bajo el principio de no arbitraje, sobre un activo
subyacente de precio St que no pague dividendos. La fórmula de Black & Scholes que calcula
el precio Ct fue dada en la ecuación (3.1.19). A priori, se darán los siguientes dos resultados:
1. Considere el proceso Gaussiano Yt ∼N(µt,σ2t) donde Y0 es conocido (Yt sigue la distribu-
ción de un movimiento Browniano con tendencia). La función generadora de momentos
asociada a Yt se define por M(λ) = E [exp(λYt)] y elementalmente puede ser calculada
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como
M(λ) =
∫ +∞
−∞
exp(λYt)
1√
2piσ2t
exp
(
−1
2
(Yt −µt)2
σ2t
)
dYt
= exp
(
λµ t + 1
2
σ2λ2t
)
.
(3.1.28)
Un aspecto importante de la función M(λ) en el campo de la estadística, se trata del
hecho que su n−ésima derivada respecto a λ, evaluada en λ = 0, proporciona el n−ésimo
momento de la variable aleatoria Yt , esto es,
∂n
∂λn M(λ)
∣∣∣
λ=0
= E[Yt ]n. (3.1.29)
2. Ahora se considera el proceso de precios de un activo, St , dado por St = S0eYt , donde Yt ∼
N(µt,σ2t) con Y0 y S0 conocidos (St sigue la distribución de un movimiento Browniano
geométrico). Para u < t, la esperanza condicional E (St |Fu), puede ser calculada de la
siguiente manera: la variable aleatoria ∆Yt = Yt −Yu ∼ N
(
µ(t−u),σ2(t−u)) y a partir
de su función generadora de momentos correspondiente, M(λ), dada en (3.1.28), con
λ = 1, se tiene,
E
(
St
Su
∣∣∣Fu)= E (e∆Yt |Fu)
= E(e∆Yt )
= exp
(
µ(t−u)+ 1
2
σ2(t−u)
)
,
(3.1.30)
donde la segunda igualdad se justifica del hecho que ∆Yt = Yt −Yu es independiente de
Fu. A partir de (3.1.30), se logra obtener finalmente, que para u < t,
E (St |Fu) = Su exp
(
µ(t−u)+ 1
2
σ2(t−u)
)
, (3.1.31)
lo cual indica que el proceso de precios St no es una martingala respecto a la filtración F
y a la medida de probabilidad P, puesto que para u < t, E (St |Fu) 6= Su.
Después de los dos elementos descritos anteriormente, el propósito ahora es conseguir que el
proceso Zt = e−rtSt , correspondiente al proceso de precios St descontado a la tasa de interés
libre de riesgo r, sea una martingala adaptado a la filtración F y bajo una nueva medida de
probabilidad Q, de modo que para u < t,
EQ
(
e−rtSt |Fu
)
= e−ruSu , (3.1.32)
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donde el simbolismo EQ(·) indica que el valor esperado del argumento se debe tomar respecto
a la nueva medida de probabilidad Q. Para encontrar la nueva medida Q se hace el siguiente
análisis: como antes, se considera que el precio St de un activo esta dado por
St = S0eYt , (3.1.33)
donde la medida de probabilidad P de Yt es tal que Yt ∼ N(µt,σ2t). Ahora, para ρ ∈R, se define
la nueva medida Q de Yt de modo que
Yt ∼ N(ρt,σ2t). (3.1.34)
Bajo la medida Q así definida y de la ecuación (3.1.31), se obtiene que, para u < t,
EQ
[
exp(−r (t−u))St
∣∣Fu]= exp(−r (t−u))Su exp(ρ(t−u)+ 12σ2 (t−u)
)
. (3.1.35)
Si se toma el parámetro ρ de modo que
ρ = r− 1
2
σ2, (3.1.36)
entonces la igualdad (3.1.35) se simplifica a
EQ [exp(−r (t−u))St |Su] = Su, (3.1.37)
que a su vez es equivalente a la ecuación
EQ
[
e−rtSt |Su
]
= e−ruSu, (3.1.38)
la cual está de acuerdo al propósito manifestado en la ecuación (3.1.32). Así, el proceso e−rtSt
es una martingala adaptado a la filtración F y bajo la nueva medida de probabilidad Q, para la
cual se tiene que
Yt ∼ N
((
r− 1
2
σ2
)
t,σ2t
)
. (3.1.39)
Con esto termina la búsqueda de la nueva medida de probabilidad Q. La medida Q es la medida
equivalente de Martingala respecto a la medida P. Ahora, si Ct es el valor de una opción call en
el modelo de Black & Scholes, entonces el proceso e−rtCt debe ser una martingala adaptado a
la filtración F y respecto a la medida encontrada Q definida por la relación (3.1.39), y de este
modo se tiene que
Ct = EQ[e−r(T−t)CT |Ft ]
= EQ
[
e−r(T−t)max(ST −K,0) |Ft
] (3.1.40)
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Para simplificar los cálculos, se encontrará el valor de la opción call, en la ecuación (3.1.40),
para t = 0. Además, a partir de la igualdad (3.1.39), la medida equivalente de martingala aso-
ciada a la variable aleatoria YT , en el momento de expiración T de la opción, viene dada por
dQ = 1√
2piσ2T
exp
[
− 1
2σ2T
(
YT −
(
r− 1
2
σ2
)
T
)2]
dYT . (3.1.41)
Finalmente, tomando t = 0 y a partir de las ecuaciones (3.1.33) y (3.1.41), la esperanza condi-
cional dada en la ecuación (3.1.40) se simplifica de manera simple a la siguiente cadena de
igualdades,
C0 = EQ
[
e−rT max(ST −K,0)
]
=
∫
∞
−∞
e−rT max(ST −K,0)dQ
=
∫
∞
−∞
e−rT max
(
S0eYT −K,0
) 1√
2piσ2T
exp
[
− 1
2σ2T
(
YT −
(
r− 1
2
σ2
)
T
)2]
dYT
=
∫
∞
ln
(
K
S0
) e−rT (S0eYT −K) 1√
2piσ2T
exp
[
− 1
2σ2T
(
YT −
(
r− 1
2
σ2
)
T
)2]
dYT
= S0
∫
∞
ln
(
K
S0
) e−rT eYT 1√
2piσ2T
exp
[
− 1
2σ2T
(
YT −
(
r− 1
2
σ2
)
T
)2]
dYT
−Ke−rT
∫
∞
ln
(
K
S0
) 1√
2piσ2T
exp
[
− 1
2σ2T
(
YT −
(
r− 1
2
σ2
)
T
)2]
dYT
Haciendo Z =
YT −
(
r− 12σ2
)
T
σ
√
T
y −d2 =−
ln
(
S0
K
)
+
(
r− 12σ2
)
T
σ
√
T
,
C0 = e−rT e(r−
1
2 σ
2)T S0
∫
∞
−d2
eσZ
√
T 1√
2pi
e−
1
2 Z
2 dZ−Ke−rT
∫
∞
−d2
1√
2pi
e−
1
2 Z
2 dZ
= e−rT e(r−
1
2 σ
2)T e
(
σ2T
2
)
S0
∫ d2
−∞
1√
2pi
e−
1
2(Z+σ
√
T)2 dZ−Ke−rT
∫ d2
−∞
1√
2pi
e−
1
2 Z
2 dZ
Haciendo H = Z+σ
√
T y d1 = d2+σ
√
T ,
C0 = S0
∫ d1
−∞
1√
2pi
e−
1
2 H
2 dH−Ke−rT
∫ d2
−∞
1√
2pi
e−
1
2 Z
2 dZ
= S0N(d1)−Ke−rT N(d2), (3.1.42)
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donde
d1 =
ln(St/K)+(r+0.5σ2)(T − t)
σ
√
T − t ,
d2 = d1−σ
√
T − t , y
N(x) =
∫ x
−∞
1√
2pi
e−
1
2 y
2 dy , x ∈ R.
(3.1.43)
Las igualdades en (3.1.42) y (3.1.43) están de acuerdo con la fórmula de Black & Scholes dada
antes en la ecuación (3.1.19).
3.2. Modelo Binomial
El modelo Binomial, o también llamado modelo de Cox-Ross-Rubinstein (CRR - 1979) [17],
desarrolla una estructura, en tiempo discreto, de árbol binomial de n pasos para estudiar la
evolución en el precio St , de un activo financiero, y del valor Vt , de una opción sobre el ac-
tivo subyacente, en un período de tiempo [0,T ]. La construcción del modelo puede conducir
rápidamente a un conjunto amplio de generalizaciones.
El modelo supone que el precio del activo mantiene una volatilidad constante σ y cambia en
cada período de tiempo ∆t(= T/n), de modo que el precio sube o baja en una proporción
específica a uSt (u > 1) con probabilidad p, o a dSt (d < 1) con probabilidad (1− p) respec-
tivamente, siendo p y (1− p) probabilidades sintéticas de riesgo neutral. El árbol se construye
formando una cobertura exenta de riesgo entre una posición larga en una opción, con valor Vt ,
y una posición corta en δ unidades del activo subyacente, con valor St por unidad. En el caso
límite, cuando ∆t → 0, el precio para la opción converge al valor sugerido en el modelo de
Black & Scholes.
La figura (3.2) ilustra el modelo binomial mostrando las variaciones en el precio St de un activo
y en el precio Vt =Ct de una opción call, con precio de ejercicio K y fecha de vencimiento T ,
para dos períodos de tiempo (n = 2). Puede apreciarse, en ésta figura, que para t = 0, el precio
inicial del activo es S y el precio inicial de la opción call es C. Un período después, cuando
t = T/2, el precio del activo puede ser, uS con probabilidad p, en cuyo caso, el valor de la
opción call es Cu = max(0,uS−K), o puede ser, dS con probabilidad 1− p, en cuyo caso, el
valor de la opción call es Cd =max(0,dS−K). De manera análoga, se establece la dinámica de
precios del activo y de la opción call para el segundo período de tiempo, esto es, cuando t = T .
Considerando el período inicial en el árbol binomial de la figura (3.2), puede calcularse el valor
de δ que hace el portafolio exento de riesgo. De este modo, si el movimiento del precio del
activo es hacia arriba, entonces el valor del portafolio es Cu−δuS, y si el movimiento es hacia
abajo, el valor del portafolio es Cd−δdS. Igualando el valor resultante del portafolio en ambos
escenarios, resulta
Cu−δuS =Cd−δdS, (3.2.1)
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dS
u2S
duS
d2S
Precio del activo
C
Cu
Cd
Cuu = max
(
0,u2S−K
)
Cdu = max(0,duS−K)
Cdd = max
(
0,d2S−K
)
Valor opción call
Figura 3.2: Modelo CRR para dos períodos.
y por tanto el valor δ buscado, para garantizar que el portafolio esté libre de riesgo, es
δ = Cu−Cd
uS−dS · (3.2.2)
El valor δ encontrado en la ecuación (3.2.2), permite igualar el valor actual del portafolio en
el tiempo t = 0, con su valor presente al final de un período de tiempo ∆t, dado el caso que el
precio de una unidad del activo sea uS, para obtener
C−δS = e−r∆t (Cu−δuS) . (3.2.3)
Sustituyendo la ecuación (3.2.2) en la ecuación (3.2.3), se obtiene
C = e−r∆t (pCu+(1− p)Cd) , (3.2.4)
donde
p =
er∆t −d
u−d (3.2.5)
y r es la tasa de interés libre de riesgo. La razón de que el valor p en la ecuación (3.2.5) sea la
misma probabilidad p considerada antes, para el crecimiento del precio del activo en un factor
u, es la siguiente: El valor esperado del precio del activo al final del primer período de tiempo
∆t es
E (S∆t) = puS+(1− p)dS, (3.2.6)
y reemplazando la ecuación (3.2.5) en la ecuación (3.2.6) se obtiene
E (S∆t) = er∆tS, (3.2.7)
lo cual muestra que con el valor p ajustado de acuerdo a la ecuación (3.2.5), el precio del
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activo crece a la tasa libre de riesgo. Así, en un mundo de riesgo neutral4, en el cual todos los
individuos son indiferentes al riesgo, debe tomarse como probabilidad p de que el precio del
activo crezca en un factor u, el valor indicado en la ecuación (3.2.5). El valor C calculado para
la opción call en la ecuación (3.2.4), se dice que está valorado bajo riesgo neutral, pues resulta
de la aplicación del teorema de Girsanov, donde las probabilidades son calculadas de forma tal
que el activo crezca a la tasa libre de riego, por lo cual no es necesario determinar la aversión al
riesgo del inversionista para fijar una prima de riego. La valoración en riego neutral, constituye
pues un principio financiero que establece el valor correcto de un derivado en todos los posibles
mundos, no sólo en un mundo de riesgo neutral [36].
Por otra parte, los parámetros u y d, que indican los factores por los que el precio del activo
sube o baja en un período de tiempo, respectivamente, pueden ser calculados de modo que
la distribución de precios, a lo largo de muchos períodos de tiempo, sea logarítmica. Dichos
valores son elegidos como
u = eσ
√
∆t
d = e−σ
√
∆t
(3.2.8)
En el caso general de tener un árbol binomial de n períodos temporales entre t = 0 y t = T , en la
fecha de madurez T el precio del activo será ukdn−kS, donde k es el número de veces en que el
precio del activo crece en un factor u y n−k el número en el que decrece en un factor d. De esta
manera, si p es la probabilidad de que el precio St suba en un factor u en un periodo de tiempo
∆t, entonces la probabilidad de que el precio S suba k veces en el periodo de tiempo [0,T ] es(
n
k
)
pk(1− p)n−k, y así el valor C de la opción en el tiempo t = 0 se calcula como
C = e−rT
n
∑
k=0
[(
n
k
)
pk(1− p)n−k max
(
ukdn−kS−K,0
)]
. (3.2.9)
Una manera recursiva de obtener el valor C de la ecuación (3.2.9), es calcular los valores de la
opción call en los nodos intermedios del árbol empleando la relación (3.2.4) desde los nodos
finales hacia atrás, método conocido como inducción hacia atrás.
3.3. Proceso de Reversión a la media
En un proceso de reversión a la media se considera que la volatilidad σ, para el precio St de un
activo es constante. El modelo de reversión a la media para St viene dado por la SDE lineal de
Itô
dSt = λ(µ−St)dt +σStdWt (3.3.1)
4Un mundo es de riesgo neutral cuando el retorno esperado de un activo cualquiera es la tasa de interés libre de
riesgo.
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con λ y µ constantes. Puede verse que este modelo tiene como solución única y fuerte [50, pp.
300-301],
St = S0 exp
[−(λ+σ2/2)t +σWt]+λµ∫ t
0
exp
[−(λ+σ2/2)(t− s)+σ(Wt −Ws)]ds, (3.3.2)
y que a largo plazo, el valor St se mueva hacia µ con un factor de rapidez de λ (de ahí el nombre
del proceso); así cuando t → ∞, E(St)→ µ.
3.3.1. Proceso de Ornstein - Uhlenbeck con reversión a la media
El proceso de Ornstein - Uhlenbeck (O-U) es un proceso gaussiano y Markoviano [39] y es un
caso especial de un proceso de reversión a la media. Este proceso está descrito por la SDE lineal
de Itô
dSt = λ(µ−St)dt +σdWt (3.3.3)
en donde el término de difusión σdWt no depende de St . Su solución única fuerte viene dada
por [50, pp. 101-103, 302]
St = µ+ e−λ t(S0−µ)+σe−λ t
∫ t
0
eλ sdWs (3.3.4)
El proceso dado por (3.3.4) tiene funciones esperanza, varianza y covarianza dadas por
E(St) = µ+ e−λ t(S0−µ)
σ2S(t) =
σ2
2λ(1− e
−2λ t)
CS(s, t) =
σ2
2λ
(
e−λ(t−s)− e−λ(t+s)
)
, s < t.
(3.3.5)
Para una deducción de las funciones dadas en (3.3.5) puede verse [53, pp. 141-144].
De otro lado, si t → ∞, la media y la varianza del proceso convergen a µ y σ2/(2λ) respecti-
vamente, de manera que el proceso converge en distribución a N
(
µ,σ2/(2λ)
)
. Además en este
proceso, St podría tomar valores negativos. La figura (3.3) simula el proceso O-U.
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(a) Tres trayectorias para el proceso O-U con rever-
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(b) Una trayectoria del proceso O-U con reversión a
la media en el intervalo [0,103] y su respectivo
histograma de los valores asumidos en dicha re-
alización.
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(c) Ajuste Normal para el histograma mostrado en (b).
Figura 3.3: Los parámetros en la simulación son λ = 0.5,µ = 1,σ = 2,S0 = 1. En el ajuste normal
mostrado en (c), los parámetros µˆ, σˆ y sus respectivos errores estándar son: 1.07331,2.00583,0.00366 y
0.00259.
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CAPÍTULO 4
Modelos de Volatilidad Estocástica
4.1. Volatilidad Implícita
La volatilidad implícita es denotada por σI y puede definirse como el valor de la volatilidad
para el cual el precio de la opción generado por la fórmula (3.1.19) en el modelo de Black &
Scholes, se hace igual al precio de mercado, esto es, V (t,St ,K,r,T,σI) =Vmercado.
Conociendo en el mercado un conjunto de precios V de una opción europea sobre un activo
fijo, correspondientes a diferentes precios de ejercicio K, puede hallarse a partir del modelo
Black & Scholes los respectivos valores de σI manteniendo los demás parámetros fijos. Este
proceso lleva asociado el uso de un algoritmo numérico tal como el de Newton-Raphson1. En
desacuerdo con el modelo de Black & Scholes para la valoración de una opción europea sobre
un subyacente fijo, el valor de σI varía con el precio de ejercicio K, de tal manera que, puede
darse el caso de que por ejemplo para una opción de divisas, la volatilidad sea menor para
opciones en el dinero y se haga progresivamente mayor para aquellas dentro o fuera del dinero,
formando lo que se conoce como sonrisa de la volatilidad [59] [24] [20] [70] [36, cap. 17].
La variación de σI asociada a los cambios en la variable K, forma curvas conocidas como
efecto sonrisa (smile) o muecas (skew). La presencia de una volatilidad implícita no constante
sugiere una distribución asociada a los precios del activo subyacente, diferente a la distribución
lognormal considerada en el conjunto de supuestos del modelo Black & Shcoles. La curva de
la distribución de retornos reales es con frecuencia leptocúrtica y de colas más anchas que la
distribución normal.
De otro lado, la variación de la volatilidad implícita σI , también se manifiesta con la variación de
1El método de Newton-Raphson establece que a partir de una aproximación rn a una raíz de f (x) = 0, se
obtiene una nueva aproximación rn+1 mediante rn+1 = rn − f (rn)/ f ′ (rn), supuesto que f ′ (rn) 6= 0 ∀rn. Éste
método numérico converge cuadráticamente a una raíz r de f (x) siempre que | f ′ (rn)| no sea muy pequeña.
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la fecha de expiración T . Así, puede contemplarse una superficie de volatilidad que se obtiene
cuando ambos, precio de ejercicio K y fecha de expiración T, varían.
Véase en la figura (4.1(a)) la representación de una distribución lognormal y una posible dis-
tribución empírica seguida por los precios para un activo financiero. También se muestra el
efecto sonrisa asociado a esta última distribución en la figura (4.1(b)). Esto indica que la dis-
tribución de los retornos para un activo en el mercado, tiene picos más altos y colas más anchas
relativo a la distribución normal de retornos asociada a la distribución lognormal de precios
(4.1(c)).
St
f (St)
- -: Mercado
– : Lognormal
(a) Distribución de precios para un activo
financiero.
K−S0
σI
(b) Sonrisa de la volatilidad
rt
f (rt)
- -: Mercado
– : Normal
(c) Distribución de retornos para un activo financiero.
Figura 4.1: Distribución de precios, de retornos y volatilidad implícita.
4.2. Volatilidad Estocástica
Uno de los supuestos fuertes en el modelo de Black & Scholes es considerar la volatilidad
σ como un parámetro constante o determinístico, en tanto puede conocerse como función del
tiempo y del precio del activo subyacente. Los retornos de los precios de un activo en la realidad
exhiben curvas leptocúrticas (high peaks) o con una gran desviación estándar (fat tails) y por
tanto, estos no siguen una distribución normal como lo sugiere la relación (3.1.1).
Un proceso estocástico con volatilidad estocástica modela el cambio de la volatilidad implícita
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en el modelo Black-Sholes cuando cambia la fecha de expiración T o el precio de ejercicio K.
Un proceso de este tipo supone que el precio St de un activo financiero satisface el sistema de
ecuaciones diferenciales estocásticas
dSt(St ,σt , t) = µ Stdt +σt StdW (1)t (4.2.1)
dσt(St ,σt , t) = p(St ,σt , t)dt +q(St ,σt , t)dW (2)t (4.2.2)
en donde la volatilidad σt del precio St en (4.2.1) es un proceso estocástico descrito por (4.2.2)
que en general representa un proceso de reversión a la media, y el coeficiente µ constante es
la tendencia en la tasa de crecimiento del activo. La notación σt se hace para enfatizar que la
volatilidad es no constante. Las funciones p y q son la tendencia de la volatilidad y la volati-
lidad de la volatilidad del precio St respectivamente y están por determinarse. Por el momento
puede considerarse que ambas funciones, p y q, representan procesos de reversión a la media
[69] [70]. El modelo incorpora dos fuentes de aleatoriedad, W (1)t y W (2)t que son procesos de
Wiener con correlación ρ. Véase la figura (4.2) para una ilustración de trayectorias de Wiener
bidimensionales. De este modo, el proceso de precios {St ,0 ≤ t ≤ T} no está completamente
descrito por la relación (4.2.1), y el valor St esta condicionado a la información S0,σ0 y a la
trayectoria seguida por la volatilidad {σs,0≤ s≤ t}.
Las ecuaciones (4.2.1) y (4.2.2) pueden conducir a la implementación de un algoritmo que
simule, o bien la solución exacta, o bien una solución numérica, para el proceso de precios
{St ,0 ≤ t ≤ T} [44]. De otro lado, si se desea valorar una opción europea bajo el modelo
descrito (4.2.1)-(4.2.2), su precio será V (t,St ,σt ;K,T ;r) que denotamos de manera simplificada
por V (t,St ,σt). Construyendo un portafolio libre de riesgo y bajo condiciones de no arbitraje,
puede verse que V satisface la SDE [70, pp. 374-378]
∂V
∂t +
1
2
σ2S2t
∂2V
∂S2t
+ρσqSt
∂2V
∂St∂σ
+
1
2
q2
∂2V
∂σ2 + rSt
∂V
∂St
+(p−λq)∂V∂σ − rV = 0 (4.2.3)
para una función λ = λ(t,St ,σt), llamada precio en el mercado del riesgo de la volatilidad, que
debe ser determinada. La afinación de λ depende de argumentos económicos y por ejemplo en
Wiggins [68] se considera que λ debería ser proporcional a la varianza vt = σ2t . Otros avances
más recientes en la determinación del precio en el mercado del riesgo de la volatilidad λ se han
hecho en [21].
Algunos modelos específicos importantes con volatilidad estocástica se describen en los pró-
ximos cinco apartados, donde se presentan algunos adelantos de tipo teórico y empírico pro-
puestos en la literatura para el estudio de series de tiempo financieras. Los siguientes cuatro
apartados, dados por los Modelos de Hull & White, Scott, Stein & Stein y Heston, parten de
las relaciones dadas por (4.2.1) y (4.2.2). Algo interesante de ellos es que modelan la ecuación
(4.2.2) según un proceso de Orstein-Uhlenbeck con reversión a la media o como un proceso de
raíz cuadrada con reversión a la media, y donde se establece un valor para correlación ρ entre
los dos procesos de Wiener subyacentes al proceso de precios St y al proceso asociado a su
varianza σ2t , el cual en algunos casos es cero y en otros es diferente de cero. El último de ellos
descrito, es un Modelo Empírico de Volatilidad Estocástica, el cual enfatiza su estudio en la
52 CAPÍTULO 4. MODELOS DE VOLATILIDAD ESTOCÁSTICA
−1.5 −1 −0.5 0 0.5
−2
−1
0
1
Wt
1
W
t2
−1 0 1
−1.5
−1
−0.5
0
0.5
Wt
1
W
t2
−1.5 −1 −0.5 0 0.5
−2
−1
0
1
Wt
1
W
t2
−1 0 1
−1
−0.5
0
0.5
Wt
1
W
t2
Figura 4.2: Dos trayectorias del proceso de Wiener bidimensional
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ecuación (4.2.2), supone independencia entre las fuentes de aleatoriedad W (1)t y W (2)t y presenta
características compatibles con los datos históricos de la volatilidad del activo subyacente. Este
método empírico ha mostrado ser adecuado en el estudio del comportamiento de la volatilidad
en el precio de un activo y sólo requiere la existencia de datos que registren el valor que toma
el activo en el tiempo. El modelo empírico también resulta aplicable en otra variedad de series
de tiempo financieras como se indicará en su momento.
4.3. Modelo de Hull & White
En el modelo de Hull & White (1987) [35] el precio St de un activo financiero con varianza
Vt = σ2t , se describe mediante las siguientes ecuaciones diferenciales estocásticas de Itô
dSt = φ Stdt +σt StdW (1)t (4.3.1)
dVt = µ Vt dt +ξVtdW (2)t (4.3.2)
donde φ es la tendencia constante en el precio y σt su volatilidad; µ y ξ son la tendencia y
la volatilidad para Vt y en una primera aproximación se consideran constantes; y W (1)t , W
(2)
t
son procesos de Wiener con correlación ρ. El parámetro φ puede depender de St , σt y t. Los
parámetros µ y ξ pueden depender de σt y t pero se asume que no dependen de St .
Con relación al modelo de Black & Scholes, si ρ = 0, el modelo Black & Scholes sobrevalora
las opciones en el dinero y subvalora aquellas muy dentro o muy fuera del dinero. De otro lado,
si ρ > 0, el modelo Black & Scholes sub-valora las opciones fuera del dinero y sobre-valora
aquellas dentro del dinero; y lo recíproco sucede si ρ < 0. La manera en que el modelo de
Hull & White supera este problema parte de un conjunto de supuestos, con ellos se obtiene una
solución analítica para valorar una opción europea call o put. En primer lugar, se supone que
los derivados se valoran en un mundo de riesgo neutral, donde el retorno esperado del activo
financiero es igual a la tasa libre de riesgo. Y en segundo lugar, se asume que no hay correlación
entre la volatilidad y el precio del activo y en consecuencia ρ = 0.
Bajo estos supuestos, si se define la varianza media V por
V =
1
T
∫ T
0
σ2t dt (4.3.3)
entonces, a partir de la relación (4.3.1) con φ igual a la tasa libre de riesgo r, y las relaciones
(4.3.2) y (4.3.3), la distribución de ln(ST/S0) condicionada a V es
ln
(
ST
S0
∣∣∣V)∼ N (rT −0.5V T,V T) (4.3.4)
En esta perspectiva el valor de una opción call europea será E
[
C
(
V
)]
, en donde la esperanza
está condicionada a V . De este modo, el valor obtenido para la opción coincide con el valor
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producido por el modelo Black & Scholes integrando sobre la distribución h de V durante la
vida de la opción, así
E
[
C
(
V
)]
=
∫
∞
0
C
(
V
)
h
(
V
)
dV (4.3.5)
Ahora, si se considera que ρ 6= 0, al hacer una partición del intervalo [0,T ] en n subintervalos
de igual longitud y manteniendo la varianza constante en cada uno de ellos, la distribución de
ln(ST/S0) condicionada a la trayectoria seguida por V es
ln
(
ST
S0
∣∣∣V)∼ N(rT −0.5V T +∑
i
ρ√Vi−1
ξ
[
ln
(
Vi
Vi−1
)
− µT
n
+
ξ2T
2n
]
, V T
(
1−ρ2))
(4.3.6)
para 1≤ i≤ n.
De otro lado, el modelo puede extenderse al caso en que Vt siga un proceso de reversión a la
media, para el cual
µ = a(σ∗−σt) (4.3.7)
y de esta manera el proceso seguido por Vt sea
dVt = a(σ∗−σt)Vtdt +ξVtdW (2)t (4.3.8)
con a, σ∗ y ξ siendo constantes; σ∗ se identifica como la volatilidad de largo plazo para el
activo subyacente, σt es la volatilidad a corto plazo y a es un factor que indica la velocidad de
convergencia de σt hacia σ∗.
Trayectorias para los procesos S y V identificados por las relaciones (4.3.1) y (4.3.8), pueden
lograrse mediante simulación para un período de tiempo [t,T ], con t < T . Haciendo una parti-
ción [t = t0 < t1 < · · ·< tn−1 < tn = T ] del intervalo [t,T ], en n subintervalos de igual longitud
∆t = (T − t)/n, en el caso de ρ = 0 puede simularse la varianza Vti en el instante t + i∆t por un
muestreo MonteCarlo, implementando el algoritmo
Vti =Vti−1 exp
[(
µ−0.5ξ2)∆t + viξ√∆t] (4.3.9)
y si ρ 6= 0, deben simularse conjuntamente por un muestreo MonteCarlo el precio Sti y la va-
rianza Vti en el instante t + i∆t mediante el algoritmo
Sti = Sti−1 exp
[(
r−0.5Vti−1
)
∆t +ui
√
Vi−1∆t
]
Vi =Vi−1 exp
[(
µ−0.5ξ2)∆t +ρuiξ√∆t +√1−ρ2viξ√∆t] (4.3.10)
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con 0 ≤ i ≤ n, donde ui, vi son variables aleatorias independientes con distribución normal
estándar y r es la tasa libre de riesgo, supuesto que se esta inmerso en un hipotético mundo de
riesgo neutral.
Para la valoración de una opción europea sobre un subyacente dado, Hull & White proponen
una solución cerrada en una expansión de serie de Taylor centrada en ξ = 0, esto es, donde
la volatilidad para el activo subyacente no es estocástica, y además bajo la condición de que
a = 0. De otro modo, se emplean técnicas numéricas con procesos de reducción de varianza,
como variables antitéticas y variables de control [35, pp. 289-292].
4.4. Modelo de Scott
En el modelo de Scott (1987) [60], el precio St de un activo financiero con varianza vt = σ2t está
descrito por las ecuaciones diferenciales estocásticas de Itô
dSt = αStdt +σtStdW (1)t (4.4.1)
dσt = β(σ∗−σt)dt + γ dW (2)t (4.4.2)
en la cual se asume que la volatilidad instantánea σt para el precio del activo, sigue un proceso
de Ornstein-Uhlenbeck con reversión a la media. Los parámetros α, β, σ∗ y γ son constantes.
σ∗ es la media de la volatilidad σt , β es la velocidad de reversión de σt a su media σ∗, y γ es la
volatilidad de sigmat ; W (1)t y W
(2)
t son procesos de Wiener con correlación ρ.
En el caso simple de que ρ = 0, haciendo St0 = 1 y asumiendo que el precio St > 0 en todo
tiempo t, es de esperarse que la solución a la ecuación diferencial estocástica lineal homogénea
(4.4.1) sea de tipo exponencial; así, definiendo el proceso Yt = lnXt y considerando la función
y = f (t,x) = lnx, se tiene que
f1(t,x) = 0, f2(t,x) = x−1, f22(t,x) =−x−2
y al aplicar el lema de Itô, se obtiene
dYt =
(
αStS−1t −0.5σ2t S2t S−2t
)
dt +σtStS−1t dW
(1)
t
=
(
α−0.5σ2t
)
dt +σtdW (1)t ,
así, el precio St es
St = St0 exp
[∫ t
0
(
α−0.5σ2s
)
ds+
∫ t
0
σsdW (1)t (s)
]
(4.4.3)
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y la distribución de retornos del subyacente ln(St/St0), condicionada al valor del precio inicial
St0 y a la trayectoria seguida por σt , {σs, 0≤ s≤ t} es
ln(St/St0)∼N
(
α t− 1
2
V,V
)
(4.4.4)
donde la variable aleatoria V =
∫ t
0 σ
2
s ds.
4.5. Modelo de Stein & Stein
En el modelo de Stein & Stein (1991) [64], el precio St de un activo financiero con varianza
vt = σ2t está descrito por las ecuaciones diferenciales estocásticas de Itô
dSt = µStdt +σtStdW (1)t (4.5.1)
dσt =−δ(σt −θ)dt +κ dW (2)t (4.5.2)
en donde δ, θ y κ son constantes; θ es la media de la volatilidad σt , δ es la velocidad de
reversión de σt a su media θ, y κ es la volatilidad de sigmat ; W (1)t y W
(2)
t son procesos de
Wiener independientes. El proceso dado por (4.5.2) es conocido como un proceso de Ornstein-
Uhlenbeck aritmético con reversión a la media.
En su trabajo original, Stein & Stein obtienen de manera cerrada la distribución exacta f (St , t)
de los precios del subyacente recurriendo sólo a composiciones entre funciones elementales. De
manera alternativa, ellos muestran que f (St , t) puede expresarse como un promedio de distribu-
ciones lognormales L(σ), cada una de ellas teniendo como peso otra distribución mixta mt(σ),
que depende sólo de la variable temporal t, así
f (St , t) =
∫
L(σt)mt(σt)dσ, (4.5.3)
donde la distribución lognormal es
L(σt) =
(
2pitσ2S2
)−1/2
exp
[
−(lnS+ tσ2/2)2
2tσ2
]
(4.5.4)
la cual tiene la misma media que f (St , t) y varianza σt . De otro lado, un estimador construido
minuciosamente para mt(σ) es
mˆt(σ) = ρe−ασ
2
e−β/σ2 (4.5.5)
en el cual los parámetros del estimador son
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α = 0.5 t, β = 9
4
α ρ = 2√
pi
e2α
0.5β0.5α0.5
siendo t = κ2t/(ν2+t2δ2) y donde ν es la raíz positiva menor de la ecuación cosν+(tδ/ν)sinν=
0, pi/2≤ ν < pi.
4.6. Modelo de Heston
En el modelo de Heston (1993) [33], el precio St de un activo financiero con varianza vt = σ2t ,
se describe mediante las siguientes ecuaciones diferenciales estocásticas de Itô
dSt = µ Stdt +
√
vt StdW (1)t (4.6.1)
dvt = κ(θ− vt) dt +σ√vtdW (2)t (4.6.2)
donde µ, θ, κ y σ son constantes. µ es la media de St , θ es la media de la varianza a largo
plazo, κ es la velocidad de reversión de vt a su media θ, y σ es la volatilidad asociada a vt ,
también conocido como v-vol. W (1)t , W
(2)
t son procesos de Wiener con correlación ρ, así〈
dW (1)t ,dW
(2)
t
〉
= ρdt, o equivalentemente, dW (2)t = ρdW
(1)
t +
√
1−ρ2 dZt , donde el sim-
bolismo langle·, ·〉 indica la correlación entre las variables en cuestión y Zt es un proceso de
Wiener independiente de W (1)t . El proceso seguido por la varianza vt en la ecuación (4.6.2) fue
originalmente usado por Cox, Ingersol y Ross en 1985 para modelar el comportamiento de las
tasas de interés a corto plazo [16].
Algunas trayectorias para los procesos del precio S y la varianza v, identificados por las rela-
ciones (4.6.1) y (4.6.2), pueden lograrse en un intervalo de tiempo [t,T ], t < T , utilizando una
discretización de Euler. Si hacemos la partición
[t = t0 < t1 < · · ·< tn−1 < tn = T ] ,
del intervalo de tiempo [t,T ] en n subintervalos de igual longitud ∆t = (T − t)/n, de tal modo
que ti = t + i∆t, entonces, el precio Sti y la varianza vti en el instante ti pueden aproximarse
mediante el algoritmo
Sti = Sti−1 +µSti−1∆t +
√
vti−1Sti−1∆W
(1)
ti
vti = vti−1 +κ
(
θ− vti−1
)
∆t +√vti−1σ
[
ρ∆W (1)ti +
√
1−ρ2∆Zti
] (4.6.3)
con 1≤ i≤ n, ∆W (1)ti =
(
W (1)ti −W
(1)
ti−1
)
∼N (0,√∆t) iid y ∆Zti =
(
Zti −Zti−1
)∼N (0,√∆t) iid.
El proceso {vt} es estrictamente positivo si 2κθ≥ σ2 y es no negativo si 0≤ 2κθ < σ2.
58 CAPÍTULO 4. MODELOS DE VOLATILIDAD ESTOCÁSTICA
Bajo la hipótesis de riesgo neutral, haciendo Xt = ln(St), con St siendo el precio del subyacente,
y siendo r la tasa libre de riesgo, la dinámica de Xt y de vt en el modelo de Heston sigue el
proceso de difusión:
dXt =
[
r− 1
2
vt
]
dt +√vtdW (1)t (4.6.4)
dvt = κ∗ (θ∗− vt) dt +σ√vtdW (2)t (4.6.5)
donde el significado de cada uno de los parámetros y procesos que aparecen son análogos a
los mencionados arriba con la diferencia de que están condicionados a la hipótesis de riesgo
neutral.
La sensibilidad en la distribución de retornos para un subyacente con respecto a los cambios de
ρ y σ, se refleja en efectos de asimetría y kurtosis respectivamente [33], siguiendo un compor-
tamiento como el indicado en la figura (4.1(c)).
En las figuras (4.3) y (4.4) se hacen simulaciones Monte Carlo para procesos que involucran el
comportamiento del precio, de la volatilidad y del retorno para un activo financiero, según el
Modelo de Heston, mientras evoluciona el tiempo y en un instante fijo de tiempo.
Concretamente, la figura (4.3(a)) simula 3 trayectorias, en el intervalo de tiempo [0,1], para la
volatilidad
√
Vt , y el precio St , de un activo financiero.
Las figuras (4.4(a)) y (4.4(b)) muestran que el precio del activo {ST} en el tiempo T = 1, no
distribuye según una distribución Lognormal. En consecuencia, las figuras (4.4(c)) y (4.4(d))
indican también que los retornos RetT , en el tiempo T = 1, no se ajustan a una distribución
Normal.
Los resultados arrojados en la simulaciones están de acuerdo con las características seguidas
por el precio y retorno de un activo financiero, algunas de las cuales fueron ilustradas en la
figura (4.1).
De otro lado, la valoración de una opción call europea puede realizarse por dos métodos, bien el
indicado por Heston en [33] o bien haciendo uso de la Transformada Rápida de Fourier (FFT)
[12]. El trabajo original de Heston indica la ecuación diferencial parcial (PDE) que satisface
el valor de cualquier activo U(St ,vt , t), bajo la hipótesis de riesgo neutral, la cual equivale a la
ecuación general dada en (4.2.3),
1
2
vtS2t
∂2U
∂S2t
+ρσvtSt
∂2U
∂St∂vt
+
1
2
σ2vt
∂2U
∂v2t
+ rSt
∂U
∂St
+(κ [θ− vt ]−λ(St ,vt , t)) ∂U∂vt − rU +
∂U
∂t = 0
(4.6.6)
donde r es la tasa libre de riesgo, λ(St ,vt , t) representa el precio de riesgo de la volatilidad
discutido antes, el cual en el modelo de Heston es proporcional a la volatilidad √vt , y en donde
las condiciones de frontera se determinan según el activo con precio U(St ,vt , t) negociado.
En el caso de que U(St ,vt , t) corresponda al valor de una opción call europea C(St ,vt , t), con
fecha de madurez T y precio de ejercicio K, la forma cerrada de la solución de la ecuación
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(g) Proceso de retornos Ret2t , t ∈ [0,1].
Figura 4.3: Simulación Monte Carlo del Modelo de Heston en el intervalo de tiempo [0,1]. Los valores
de los parámetros son µ = 0.2, θ = 0.1225, κ = 1.1, σ = 0.5, ρ = 0.18, St0 = 1, vt0 = 0.1225 y T = 1.
Las simulaciones de (4.3(b)) a (4.3(g)) se lograron tomando pasos de tiempo iguales a dt = 15·10−3 .
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Figura 4.4: Simulación Monte Carlo del Modelo de Heston en el tiempo T = 1. Los valores de los
parámetros son µ = 0.2, θ = 0.1225, κ = 1.1, σ = 0.5, ρ = 0.18, St0 = 1, vt0 = 0.1225 y T = 1. Las
simulaciones (4.3(a)) - (4.4(d)) se lograron tomando pasos de tiempo iguales a dt = 10−3 y corriendo
105 trayectorias.
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(4.6.6) es, de acuerdo con [33]
C(St ,vt , t) = StP1−Ke−rτP2 (4.6.7)
donde el primer término es el valor presente del activo y el segundo término es el valor presente
del precio de ejercicio, τ= T − t, P1 esta relacionado con una cantidad conocida como delta (∆)
de la opción, la cual es la variación instantánea del precio de la opción respecto al precio del
activo, esto es, ∂C(·)/∂St ; y P2 es la probabilidad de que la opción termine dentro del dinero.
Las expresiones para Pj, j = 1,2 son
Pj (x,v,T ; ln(K)) =
1
2
+
1
pi
∫
∞
0
Re
[
e−iφ ln(K) f j(x,v, t;φ)
iφ
]
dφ (4.6.8)
donde
f j(x,v,T : φ) = eC(τ; φ)+D(τ; φ)v+iφx, (4.6.9)
C(τ;φ) = rφiτ+ a
σ2
{
(b j−ρσφi+d)τ−2ln
[
1−gedτ
1−g
]}
, (4.6.10)
D(τ;φ) = b j−ρσφi+d
σ2
[
1− edτ
1−gedτ
]
, (4.6.11)
g =
b j−ρσφi+d
b j−ρσφi−d , (4.6.12)
d =
√(
ρσφi−b j
)2−σ2 (2u jφi−φ2), (4.6.13)
u1 = 1/2, u2 =−1/2, a = κθ, b1 = κ+λ−ρσ, b2 = κ+λ (4.6.14)
y λ= λ(St ,vt , t) = k
√
v, con k siendo constante, representa el precio del riesgo de la volatilidad,
que fue indicado en la ecuación (4.2.3).
4.7. Modelo Empírico de Volatilidad Estocástica
Esta alternativa de trabajo para el estudio de la evolución de la volatilidad en el precio de un
activo financiero fue propuesta por Paul Wilmott y Asli Oztukel (1998) [4] en un estudio que
ajusta datos empíricos del índice Dow Jones a lo largo de 20 años. Este modelo asume que la
ecuación (4.2.2), de la volatilidad σt , toma la forma
dσt(σt , t) = α(σt)dt +β(σt)dWt (4.7.1)
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donde la tendencia α(σt) y la volatilidad de la volatilidad β(σt) son funciones sólo de σt y no
del precio St del activo y del tiempo t; y donde además los procesos brownianos asociados con
los proceso de volatilidad σt y de precios St no tienen correlación.
Conociendo las formas funcionales α(σt) y β(σt), la ecuación (4.7.1) queda completamente
determinada, y con este objetivo, el modelo se desarrolla de la siguiente manera:
1. La forma funcional de β(σt) se asume que es
β(σt) = φσγt (4.7.2)
con φ y γ siendo constantes que se deben hallar a partir de la serie de tiempo de precios
St del activo subyacente. La forma funcional para β(σt) debe ajustarse de la manera más
precisa a los cambios reflejados a corto plazo por la volatilidad σt .
A partir de (4.7.1), considerando que dWt =
√
dtζ con ζ∼N (0,1) y que si ζ∼N (0,1)
entonces ζ2 ∼ χ21, se obtienen las siguientes igualdades:
(dσ)2 = β(σt)2ζ2dt
E(dσ)2 = β(σt)2dt E[ζ2]︸ ︷︷ ︸
=1
= β(σt)2dt
donde se aplicó que dt2 = dtdWt = 0 por tratarse de diferenciales de orden mayor que 1.
Ahora, tomando logaritmo natural en ambos lados de la última igualdad, se verifica que
lnE(dσ)2 = 2lnβ(σt)+ lndt
Por otro lado, si a partir de la serie de tiempo de precios del activo subyacente, se hace
una regresión lineal entre las variables lnE(dσ)2 y ln(σt), entonces la recta de regresión
puede escribirse para a y b constantes del siguiente modo
lnE(dσ)2 = a+b ln(σt)
o de manera equivalente como
2lnβ(σt)+ lndt = a+b ln(σt)
En diversas series de tiempo financieras, es frecuente hacer la regresión lineal que se ha
indicado [4], [70] y en ellas se confirma empíricamente un ajuste lineal.
Si de la última ecuación despejamos β(σt) se obtienen las siguientes igualdades
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lnβ(σt) = 12(a− lndt)+
b
2
lnσt
β(σt) = exp
[
1
2
(a− lndt)
]
σ
b/2
t
Finalmente, comparando la última igualdad con la ecuación (4.7.2) resulta que
φ = exp
[
1
2
(a− lndt)
]
(4.7.3)
y
γ = b
2
(4.7.4)
lo cual justifica el supuesto inicial de que β(σt) = φσγt .
2. Considere la función densidad de probabilidad para σt , p(σt , t). Si la anterior densidad
existe en estado estable y la denotamos por p∞(σt), y si además se asume que p∞(σt) es
una densidad lognormal, entonces a partir del conocimiento de p∞(σt) y de β(σt) puede
calcularse la forma funcional de α(σt) a través de la denominada ecuación de Fokker
Planck.
La ecuación de Fokker Planck, satisfecha por la densidad de probabilidad p(σt , t) aso-
ciada a la volatilidad σt y que a veces se denomina como ecuación de Kolmogorov hacia
adelante, se presenta como:
∂p
∂t =
1
2
∂2
∂σ2
(β2 p)− ∂∂σ(αp)
donde haciendo que t → ∞, con lo cual p = p∞(σt) y así ∂p/∂t = 0 se llega a:
d (α(σt)p∞)
dσt
=
1
2
d2
(β(σt)2 p∞)
dσ2t
α(σt) =
1
2p∞
∫ d2 (β(σt)2 p∞)
dσ2t
dσt
α(σt) =
1
2p∞
d
(β(σt)2 p∞)
dσt
+
c
p∞
La constante de integración c resulta ser cero de acuerdo a las condiciones de la distribu-
ción p(σt) en estado estable [4], [70]. De esta manera se obtiene
α(σt) =
1
2p∞
d
(β(σt)2 p∞)
dσt
(4.7.5)
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Ahora, partiendo de que la distribución de p∞ es lognormal, su forma es
p∞(σt) =
1√
2piρσt
exp
{−1
2ρ2
(
ln σt
σ
)2}
(4.7.6)
donde los coeficientes ρ y σ se hallan con ayuda de la serie de tiempo de precios St del
activo subyacente. Cuando se introduce (4.7.6) en (4.7.5), se obtiene que
α(σt) = φ2σ2γ−1t
(
γ− 1
2
− 1
2ρ2 ln
(σt
σ
))
(4.7.7)
En resumen, el modelo empírico de volatilidad estocástica establece que el comportamiento en
la volatilidad σt de un activo financiero con precio St se describe por
dσt(σt , t) = α(σt)dt +β(σt)dWt
β(σt) = φσγt
φ = exp[12(a− lndt)]
γ = b2
α(σt) = φ2σ2γ−1t
(
γ− 12 − 12ρ2 ln
(σt
σ
))
donde las constantes a y b se calculan por una regresión lineal entre las variables lnE(dσ)2
y ln(σt); y las constantes ρ y σ resultan de un ajuste lognormal para la función densidad de
probabilidad en estado estable p∞ de σt .
CAPÍTULO 5
Una aproximación al comportamiento de la tasa de Cambio
En este capítulo, se pretende hacer una aproximación al comportamiento del precio de cierre
de la tasa de cambio, Peso Colombiano / Dólar Estadounidense (COP/USD), a través de un
modelo de volatilidad estocástica. El modelo de Heston [33] ha presentado una buena acogida
por parte de expertos en estocástica y finanzas [1], [22], [27], [19], principalmente porque el
proceso de volatilidad asociado al proceso de precios de un subyacente (ecuación (4.6.2)) es no
negativo y sigue un proceso con reversión a la media. Además refleja una distribución de precios
leptocúrtica y de colas anchas; explica el efecto sonrisa (smile) o mueca (skew) de la volatilidad
implícita (sección (4.1)) y presenta una auténtica forma cerrada para calcular el precio de una
opción call europea (ecuación (4.6.7) ). El alcance de este capítulo es aproximarse al proceso
de precios diarios de cierre del activo convenido siguiendo el modelo de Heston.
5.1. Descripción de los datos
En Colombia, durante el intervalo de tiempo desde el 15-Abril-03 hasta 29-Abril-05, la serie
de precios de cierre de la tasa de cambio presenta cambios abruptos en el tiempo y una de
sus características principales es la presencia de un largo período de revaluación del peso. Los
cambios de la cifra COP/USD se reflejan en la figura (5.1); de particular interés es la figura
(5.1(a)) que muestra una suavización de la serie de precios mediante la media móvil simple y
la media móvil doble1 para un período de 90 días; esta última suavización presenta un mejor
ajuste a los datos. A su vez, la figura (5.1(b)) representa el histograma de frecuencias relativas
para la serie de tiempo con un ajuste lognormal y uno no paramétrico obtenido mediante el
toolbox Statistics de MatLabr. Por otra parte, la figura (5.1(c)) grafica los retornos de la serie
1La media móvil doble se calcula a partir de la serie de media móvil simple S1(t) de la serie de tiempo y de
la serie de media móvil simple S2(t) de la serie S1(t), mediante la fórmula 2S1(t)− S2(t)+ 2p−1 (S1(t)−S2(t)),
donde p es el período común de las medias móviles simples.
65
66CAPÍTULO 5. UNA APROXIMACIÓN AL COMPORTAMIENTO DE LA TASA DE CAMBIO
de tiempo, mientras que en la figura (5.1(d)), se muestra la densidad de tales retornos con los
ajustes normal y no paramétrico. En términos económicos, puede verse en la figura (5.1(a)), que
en el intervalo de tiempo establecido, la media móvil simple y la media móvil doble asociadas
a la serie de precios, se ubican por encima, indicando una tendencia descendente del dólar y
así una revaluación del peso. Por otra parte, la figura (5.1(b)), muestra que un ajuste lognormal
para los precios de cierre se aleja bastante del histograma de frecuencias relativas, lo cual es un
indicador gráfico de que los precios no distribuyen lognormal. De la misma manera, la figura
(5.1(d)) sugiere que los retornos de los precios de cierre no siguen una distribución normal.
Algunas estadísticas importantes para las variables Precio de cierre, y Retorno precios de cierre
aparecen en el cuadro (5.1), destacándose un alto valor para la curtosis y la asimetría en la serie
de retornos.
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(a) Precio de cierre de la tasa de cambio. Suavización
por media móvil simple y media móvil doble para
un período de 90 días.
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Figura 5.1: Descripción de la serie de precios de cierre de la TRM para el período 15-Abr-03 hasta
29-Abr-05.
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Cuadro 5.1: Estadísticas de los precios de cierre de la tasa de cambio y de sus respectivos retornos
Estadísticas serie de
precios 15-Abril-03
hasta 29-Abril-05
Media 2659.24
Mediana 2681.25
Des-Std 184.15
Varianza 33912.72
Curtosis 1.981732
Asimetría -0.483664
Rango 615.19
Mínimo 2304.81
Máximo 2920
Cuenta 500
Estadísticas serie de re-
tornos 15-Abril-03 has-
ta 29-Abril-05
Media -0.0004379
Mediana -0.0006063
Des-Std 0.0051427
Varianza 2.64478E-05
Curtosis 5.1904219
Asimetría 0.3015852
Rango 0.0402164
Mínimo -0.0184436
Máximo 0.0217728
Cuenta 500
5.2. Sobre la estimación de parámetros
5.2.1. Antecedentes
Se encuentra en la literatura una variedad de modelos de estimación de parámetros de volatili-
dad estocástica. Entre los trabajos pioneros, están incluidos por ejemplo, métodos de momentos
como SMM (Simulated Method of Moments), GMM (Generalized Method of Moments y EMM
(Efficient Method of Moments) en [23], [2] y [30]; métodos que usan filtros de Kalman en [31],
[32] y [42]; un modelo de momentos condicionados a una ecuación de difusión de volatili-
dad estocástica en [10]; métodos bayesianos como el MCMC en [38], [26] y [43]; métodos de
aproximación de máxima verosimilitud MLE en [1] y métodos que usan funciones caracterís-
ticas empíricas en [61]. Otra variedad de métodos empíricos calibran un modelo de volatilidad
estocástica de manera indirecta a través de la volatilidad implícita o del valor de opciones del
subyacente; para una revisión y aplicación de este tipo de métodos véase [14], [19].
Sin embargo, algunos de estos modelos se conciben dentro del campo de la econometría, en
tiempo discreto, sin hacer uso explícito de ecuaciones de difusión en tiempo continuo; y otros
parten de una base de datos de opciones, que en el caso colombiano, no está disponible. Como
se dijo antes, la intención de este trabajo es dar un primer paso en el estudio de modelos de
volatilidad estocástica y aplicar uno de ellos, que resulte ser adecuado, a la descripción del
proceso de precios de cierre. Para tal efecto, se elige el modelo de Heston [33], y la estimación
de sus parámetros se realiza empíricamente a través de simulación de trayectorias de retornos,
buscando que su distribución de probabilidad se ajuste a la distribucion de probabilidad de la
trayectoria real de retornos de los precios de cierre. Este ajuste se evaluará basándose en el test
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de bondad de ajuste para dos muestras de Kolmogorov-Smirnov (KS). Detalles para el test KS
pueden verse en [45], [62], [9] y [29].
5.2.2. Simulación
El vehículo principal para lograr la calibración de parámetros propuesta es la simulación. La
simulación constituye un poderoso instrumento para la modelación, el análisis, la toma de de-
cisiones, y la solución aproximada de una gran variedad de problemas del mundo real [3], [13],
entre ellos, los que se inscriben en los procesos estocásticos [6]. Por medio de una simulación
podría representarse un número considerable de realizaciones para un proceso estocástico de-
terminado o bien, ajustar uno de ellos a un fenómeno o sistema complejo de interés, del cual
se tiene una base de datos donde se registran los valores tomados por el sistema en un período
de tiempo dado. Un aspecto que suma interés y motiva el uso de la simulación es que es una
metodología que permite a un analista de un sistema capturar la aleatoriedad y las principales
causas de interdependencia en dicho sistema y así lograr una imagen aproximada de la realidad.
De este modo es posible saber qué pasaría si el sistema se ve alterado en alguno de sus compo-
nentes simplemente experimentando bajo las nuevas condiciones con el modelo de simulación.
De esta manera, puede probarse el modelo en distintos escenarios. Un estudio esquemático de
una simulación aparece en la figura (5.2), cuyas etapas se pondrán en práctica a continuación.
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Figura 5.2: Estudio esquemático de una simulación
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5.3. Metodología de aproximación al modelo de Heston
5.3.1. Función objetivo
En la sección (4.6) se desarrollaron algunos aspectos básicos del modelo de Heston, el cual
parte describiendo el precio St de un activo financiero con varianza vt = σ2t por medio de dos
ecuaciones diferenciales estocásticas, dadas por
dSt = µ Stdt +
√
vt StdW (1)t (5.3.1)
dvt = κ(θ− vt) dt +σ√vtdW (2)t (5.3.2)
donde µ, θ, κ y σ son constantes. µ es la media de St , θ es la media de la varianza a largo plazo,
κ es la velocidad de reversión de vt a su media θ, y σ es la volatilidad asociada a vt . Además,
W (1)t , W
(2)
t son procesos de Wiener con correlación ρ.
Ahora, si x = (µ,θ,σ,κ,ρ) ∈ R5 es el vector paramétrico del modelo de Heston, la función
objetivo Ψ(x) que se empleará para estimar sus parámetros incorpora la serie de retornos (lo-
garítmicos) de precios de cierre de la tasa de cambio, la cual se encuentra mejor condicionada
que la serie de precios, en vista de su estacionariedad comprobada mediante el test KPSS a la
serie de retornos [51]. Dicha función objetivo se construye de la siguiente manera.
1. Primero se construye una función
Γ : R5 −→ Rm×n ,
donde Rm×n denota el espacio vectorial de las matrices reales de orden m× n, y tal que
Γ(x) calcule y almacene en una matriz, m trayectorias de retornos rt j , 1 ≤ j ≤ n, para n
días sucesivos. Esta matriz se construye valiéndose, para cada una de las m trayectorias,
de la ecuación (4.6.3), con el objeto de generar sus n entradas. El algoritmo empleado es
entonces:
St j = St j−1 +µSt j−1∆t +
√
vt j−1St j−1∆W
(1)
t j
vt j = vt j−1 +κ
(
θ− vt j−1
)
∆t +√vt j−1σ[ρ∆W (1)t j +√1−ρ2∆Zt j]
rt j = ln
(
St j
St j−1
) (5.3.3)
con 1 ≤ j ≤ n, ∆W (1)t j =
(
W (1)t j −W
(1)
t j−1
)
∼ N (0,√∆t) iid y ∆Zt j =
(
Zt j −Zt j−1
) ∼
N (0,
√
∆t) iid; donde St0 y vt0 son valores iniciales conocidos.
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2. Se construye seguidamente una función
Λ : Rm×n −→ Rm ,
tal que cada entrada hi del vector h = Λ(Y ) se logra realizando una prueba de bondad
de ajuste de Kolmogorov-Smirnov (KS) para dos muestras, en donde la primera muestra
permanece fija y es justamente la serie real de retornos, y la segunda, es cada una de las m
trayectorias de retornos obtenidas por la función Γ(x) y que concretamente viene siendo
cada una de las m filas de la matriz Y .
El test KS para dos muestras es un test no paramétrico, el cual realiza una prueba de
hipótesis a un nivel de significancia de 0.05, donde la hipótesis nula H0 es que ambas
muestras provienen de una misma distribución continua y la hipótesis alternativa H1 es
que las muestras provienen de diferente distribución continua; además el test utiliza como
estadístico la máxima diferencia entre las funciones de distribución de probabilidad para
las dos muestras. Así, si F1(φ) es la distribución de probabilidad de la serie de retornos
reales φ(t), que permanece invariante ante las variaciones del vector de parámetros x,
y F2,i(Y |x) es la distribución de la i-ésima serie de retornos simulada almacenada en la
i-ésima fila de la matriz Y , 1≤ i≤ m, entonces el estadístico usado por el test KS es
si = max
{∣∣F1 (φ(t j))−F2,i (Yi j|x)∣∣ | j = 1, · · · ,n} . (5.3.4)
La implementación de la función Λ(Y ) se hace de modo que, con el estadístico dado en la
ecuación (5.3.4), el test KS genera el p−valor pi de la prueba, de acuerdo con el cual si
pi ≥ 0.05, se acepta H0 y hi = 0, y si pi < 0.05, se rechaza H0, a un nivel de significancia
de 0.05 y hi = 1.
3. Finalmente, se construye una función
Ξ : Rm −→ [0,1] ,
de manera que Ξ(h) retorne la probabilidad de rechazo de la hipótesis nula H0, obtenida
de acuerdo a la definición clásica de probabilidad como
Ξ(h) = ∑
m
i=1 hi
m
·
Es claro que Ξ(h) es a lo más 1, según que el número de rechazos de H0 sea m, y a lo
menos 0, según que el número de rechazos de H0 sea 0.
De esta manera se logra construir la función objetivo Ψ(x) por medio de un programa computa-
cional en donde se componen las funciones Γ, Λ y Ξ, para obtener la probabilidad de rechazo de
la hipótesis nula H0 de que las dos series financieras, retornos reales y retornos simulados para
los precios de cierre de la tasa de cambio, provengan de una misma distribución continua. De
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este modo, si x = (µ,θ,σ,κ,ρ) ∈R5 es un vector paramétrico del modelo de Heston, la función
objetivo se escribe como:
Ψ(x) = (Ξ◦Λ◦Γ)(x) = ∑
m
i=1 hi
m
· (5.3.5)
En la tabla (5.2) se evalúa la función Ψ para algunos valores dados al vector paramétrico x
y para los valores m = 1000 y n = 500 los cuales corresponden al número de trayectorias de
retornos y al número de días considerados en la función Γ(x), respectivamente. En la tabla
puede notarse cómo varía el valor de la probabilidad de rechazo de la hipótesis nula H0, esto es,
el valor de Ψ(x), respecto a las variaciones de x. En la tercera fila de la misma tabla, se puede
ver que en todos los tres casos, para el primer renglón de la matriz Y , la hipótesis nula H0 es
rechazada por el test KS, pues el valor tomado por h1 es igual a 1 cada vez para los respectivos
valores de s1 y de p1 anotados en la tripla [s1, p1,h1].
En la gráfica (5.3) se ilustran, cada vez, de izquierda a derecha, las densidades de probabilidad
para la serie de retornos real y para el primer renglón de la matriz Y , obtenido a partir del
respectivo valor de x, anotado en la tabla (5.2). Se visualiza además en estas figuras una gran
diferencia entre el ajuste no paramétrico de las funciones de densidad de probabilidad para la
serie real de retornos y para la serie simulada, correspondiendo la última al mejor ajuste de las
tres.
Cuadro 5.2: Valores tomados por la función objetivo y test de bondad de ajuste KS para la series de
retornos real y una serie de retornos simulada
x =

µ
θ
σ
κ
ρ


−0.1064
0.0064
0.2
1
−0.1


−0.1064
0.0064
0.3
5
0


−0.1064
0.0064
0.4
8
0

Ψ(x) 0.7180 0.3030 0.1850
[s1, p1,h1] [0.182,10−7,1] [0.096,0.018,1] [0.0860,0.0467,1]
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(b) x = [−0.1064,0.0064,0.3,5,0]
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(c) x = [−0.1064,0.0064,0.4,8,0]
Figura 5.3: Densidades de probabilidad para la serie de retornos real φ(t) y para el primer renglón de la
matriz Y , con los valores anotados del vector paramétrico x.
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5.3.2. Calibración de parámetros
De acuerdo a lo anterior, el vector paramétrico x= (µ,θ,σ,κ,ρ) del modelo de Heston podemos
estimarlo de manera empírica para la serie de retornos φ(t) de los precios de cierre de la tasa de
cambio durante el intervalo de tiempo convenido. Hacia este norte, se propone simular un gran
número m de realizaciones para series de retornos generadas por la función Γ(x) y encontrar
un valor xopt del vector x, con las siguientes características: que tenga sentido financiero y
económico de acuerdo con el tipo de activo que se está modelando, que la función Ψ(xopt)
retorne valores entre 0 y 0.05, y que la densidad asociada a los retornos del modelo simulado
sea leptocúrtica y de colas anchas, tal como lo exhibe propiamente la densidad de retornos
reales φ(t).
Puede notarse que el valor 0.05 se justifica en el hecho de que el nivel de significancia del test
KS es 0.05, que es la cota superior de error del test de rechazar la hipótesis nula H0, cuando
ésta es verdadera. Por tanto, si es posible encontrar xopt con las características especificadas,
podemos esperar que tal valor sea una aproximación al valor de los verdaderos parámetros del
modelo de Heston para la serie φ(t), en vista de que con ellos se produce un ajuste óptimo
de las densidades de probabilidad entre las series real y simulada. El carácter de este óptimo
no puede esperarse que sea determinístico, y en tal sentido una nueva corrida del experimento
puede redundar en un valor xopt diferente que se aceptará si se satisfacen las características
enunciadas.
Bajo este modo de razonar, surgen como preguntas naturales: ¿ Admite la función Ψ(x) un valor
xopt como el propuesto? Y en caso afirmativo, ¿cómo encontrarlo?
Si el valor xopt existe, es posible que se trate de un mínimo local de la función Ψ(x), cercano a
cero, pero distinto de él, dado el nivel de significancia de 0.05 del test involucrado en la función
objetivo y el carácter estocástico del experimento. En este caso puede emplearse un algoritmo
auxiliar de optimización no lineal para encontrarlo, y tal algoritmo debe usar en su rutina sólo
valores de la función Ψ(x), sin que se requiera del uso de su gradiente, puesto que no se tienen
garantías de condiciones de suavidad para esta función estocástica. Este es pues un problema
de optimización estocástica que se resuelve encontrando un valor paramétrico de x, denotado
por xopt , tal que
xopt = argminxΨ(x) . (5.3.6)
La existencia de xopt queda determinada si el siguiente algoritmo de búsqueda directa mediante
un simplex logra encontrarlo.
Algoritmo auxiliar
Nelder-Mead simplex direct search [57], [48] [49] [47] es un algoritmo de optimización no
lineal sin restricciones que puede ser usado para encontrar un mínimo relativo de la función Ψ
en caso de que exista. Tal algoritmo puede encontrar un mínimo local para una función escalar
f (x1, · · · ,xn) de n variables por medio de una búsqueda directa sin hacer uso del gradiente de
f , como puede entenderse en la siguiente cita [48, p. 14]:
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«Analytical results now exist to demonstrate that under assumptions compa-
rable to those commonly used to analyze the global behavior of algorithms for
solving unconstrained nonlinear optimization problems, direct search methods can
be shown to satisfy the first-order necessary conditions for a minimizer (i.e., con-
vergence to a stationary point). This seems remarkable given that direct search
methods neither require nor explicitly estimate derivative information; in fact, one
obtains these guarantees even when using only ranking information. The fact that
most of the direct search methods require a set of directions that span the search
space is enough to guarantee that sufficient information about the local behavior of
the function exists to safely reduce the step length after the full set of directions has
been queried ».
El algoritmo inicia ubicando n+1 n-tuplas sobre los n+1 vértices de un simplex (hipertetrae-
dro). Por ejemplo, en el caso de dos dimensiones, se tienen dos variables y el simplex conside-
rado es un triángulo. En tres dimensiones, se tienen tres variables y el simplex es un tetraedro.
En el presente caso, n = 5 y el simplex a considerar es de seis vértices. Luego, el algoritmo
evalúa f en los vértices del simplex y se rechaza el vértice en el que f se hace mayor para ser
reemplazado por otro, que se escoge mediante un conjunto de reglas bien definido en la im-
plementación del algoritmo, el cual controla la deformación del simplex, hasta que la función
encuentra un valor menor en ese vértice. Para un simplex bidimensional, tal conjunto de reglas
puede enunciarse y esquematizarse de la siguiente manera:
1. Movimiento de reflexión: el vértice de mayor valor (el peor) se refleja a través del cen-
troide del lado opuesto comprendido por los otros dos vértices, para formar un nuevo
simplex. Este procedimiento, repetido varias veces para los peores vértices, permite de-
tectar si el de mejor valor está o no cerca de un punto estacionario; esto es, un punto tal
que cuando se busca mejorar los otros dos vértices del simplex con el procedimiento de
reflexión, se llega al mismo simplex. Con este tipo de procedimiento se preserva la for-
ma del simplex original independientemente del número de dimensiones. Véase la figura
(5.4) para una representación de este movimiento.
Cuando esto se completa, llegándose a detectar que un vértice del simplex está cerca de
un punto estacionario, se pasa a los siguientes procedimientos.
2. Movimientos de expansión y contracción: En este movimiento se trata también de ha-
cer un movimiento de reflexión como en el caso anterior, pero con factores de escala r,
distintos de 1, que pueden ser por ejemplo: r = 2 para reflexión positiva con expansión,
r = 1/2 para reflexión positiva con contracción, o r = −1/2 para una reflexión negativa
con contracción. Como resultado de este movimiento puede obtenerse un vértice mejor
que el que venía ganando en otra región del espacio de búsqueda. Los distintos casos
mencionados se ilustran en la figura (5.5).
3. Movimiento de encogimiento: Cuando un vértice de un simplex se ha detectado como el
mejor, habiéndose efectuado los dos movimientos anteriores, la arista comprendida entre
los dos vértices peores, se desplaza paralelamente a sí misma en un factor, por ejemplo
de r = 1/2, hacia el vértice de mejor valor, como puede observarse en la figura (5.6).
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Figura 5.4: Una secuencia de reflexiones {r1,r2,r3,r4,r5} en la cual el vértice xk se mantiene como el de
mejor valor, esto es, Ψ(xk) es menor que la función Ψ evaluada en los otros dos vértices y al cabo de las
cuales el simplex vuelve a su forma inicial, evidenciándose que xk está cerca de un punto estacionario.
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Figura 5.5: A partir del simplex original se consideran: una reflexión (factor de escala r = 1), una
expansión (reflexión positiva con expansión, factor de escala r = 2) y dos contracciones (una positiva y
otra negativa con factores de escala r = 1/2 y r =−1/2 respectivamente).
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Figura 5.6: Encogimiento del simplex hacia el mejor vértice xk. Este movimiento tiene lugar cuando se
ha establecido a xk como un vértice cercano a un punto estacionario.
Este proceso se repite hasta que el tamaño de los simplex conseguidos en las diferentes itera-
ciones se hace más pequeño que cierto margen de tolerancia y de este modo se encuentran las
coordenadas del mínimo local.
Este algoritmo híbrido de optimización puede encontrarse implementado en el Toolbox Opti-
mization de MatLabr y trabaja relativamente bien en funciones que presentan discontinuidades
y en problemas de optimización estocástica, en los cuales intervienen funciones estocásticas
descritas por un modelo de simulación de eventos discretos [8] [7] [37] [67]. El algoritmo
Nelder-Mead se basa en el algoritmo de búsqueda SHH (Spendley, Hext y Himsworth) para
funciones de respuesta estocástica en 1962. Se dice que opera relativamente bien en cuanto a
que pueden encontrarse falsas convergencias del algoritmo. Este riesgo puede reducirse me-
diante nuevas mofificaciones hechas al Nelder-Mead por Barton en [8, p. 958 ], pero que en
el momento no están implementadas en el Toolbox mencionado y que al nivel de este trabajo
quedará como un problema abierto.
El algoritmo requiere de una semilla x0 con la cual evolucionar y se requiere llevar un con-
trol sobre la variedad de mínimos relativos que puede hallar el algoritmo en caso que Ψ(x)
admita más de uno. Cabe recordar que los criterios para seleccionar este mínimo xopt no son
sólamente numéricos en cuanto a que 0≤Ψ(xopt)≤ 0.05, sino también que debe tener sentido
económico y financiero, además de que la densidad simulada con los parámetros de xopt debe
ser leptocúrtica y de colas anchas, como ocurre con la densidad de retornos reales φ(t).
Este algoritmo de optimización se implementa de modo que retorne un vector
[xopt , f val, exit f lag, out put]
donde xopt es el vector paramétrico que indica los valores de los parámetros en el modelo de
Heston para el cual se tiene un mínimo local de la función Ψ(x); f val es un escalar que indica
el valor Ψ(xopt) ; exit f lag es un escalar que indica las condiciones en que finaliza el algoritmo,
donde un valor positivo indica convergencia, un valor negativo indica divergencia y un valor de
cero indica que el número máximo de funciones evaluadas fue excedido sin haberse logrado
un valor óptimo; y out put es una estructura de cuatro componentes que contiene el número de
iteraciones hechas por el algoritmo hasta alcanzar xopt , el número de veces que se evalúa la
función objetivo, el nombre de la rutina de optimización empleada por el algoritmo (en este
caso es Nelder-Mead) y un archivo que contiene la historia de la optimización.
Este modo empírico de proceder exige pues una búsqueda un poco intensa de vectores paramétri-
cos x0 que sirvan de semilla y orienten el algoritmo híbrido hacia la búsqueda de un mínimo
local con las características mencionadas. Con el fin de reducir el espacio de búsqueda para la
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semilla seleccionada x0 = (µ0,θ0,σ0,κ0,ρ0), pueden hacerse las siguientes observaciones:
De la gráfica (5.1(c)) o el cuadro (5.1) para la serie de retornos reales φ(t), se puede obser-
var que max(φ(t)) = 0.02177 y que min(φ(t)) = −0.01844, por lo cual cabe considerar que
el parámetro µ se encuentra en intervalo [−4.4809,5.2901], obtenido de los valores mínimo
y máximo anotados multiplicados por el promedio de días hábiles de un año para el período
seleccionado, 243 días. Ahora, para formar la semilla x0, resulta coherente elegir como µ0 la
media anualizada de φ(t), esto es, µ0 = −0.0004379 ∗ 243 = −0.10642. Similarmente para el
parámetro θ, que es la media de la varianza anualizada de los retornos a largo plazo, se elige co-
mo intervalo de búsqueda [0,a], donde a = max
(φ2(t))∗243 = 0.11519, y como componenete
respectiva de la semilla x0, se elige la varianza anualizada de φ(t), o sea, θ0 = 0.00643.
Para elegir el intervalo de σ se observó por simulación que el intervalo adecuado era (0,1] en
vista que debía ser positivo por tratarse de la volatilidad de la varianza vt del modelo. Para la
componente σ0 de x0 se eligió σ0 = 0.35 a partir del cálculo de la volatilidad de la volatilidad de
los retornos de la serie seleccionada y anualizado. Para κ se elige el intervalo (0,∞) consistente
con el hecho de que, en el modelo de Heston, κ corresponde a la velocidad con que la varianza
vt retorna a su varianza media a largo plazo θ, y por consiguiente se hace que κ asuma valores
positivos. Para la componente κ0 de x0 se elige κ = 18 a partir de la experimentación con el
modelo simulado. Finalmente, el parámetro ρ de correlación tiene su intervalo natural [−1,1]
y para la componente ρ0 de x0 se eligió ρ0 = −0.01 debido a que este parámetro es cercano a
cero por izquierda, según el efecto de apalancamiento ("leverage effect") que es frecuente en
las series de retornos financieras [15].
De acuerdo con esto, el dominio de la función Ψ, originalmente R5, puede restringirse al pro-
ducto cartesiano:
[−4.4809,5.2901]× [0,0.11519]× (0,1]× (0,∞)× [−1,1] ,
que resulta de los intervalos para cada uno de los parámetros µ, θ, σ, κ, y ρ, dados anterior-
mente.
5.3.3. Resultados
El cuadro (5.3) muestra los resultados de la búsqueda del vector paramétrico xopt en el cual se
presenta un mínimo local de la función Ψ(x). El valor n= 500 representa el número de días en el
intervalo de estudio 15-Abr-03 y 29-Abr-05; m = 1000 es el número de trayectorias simuladas
de n retornos para n días sucesivos, T = n/243 = 2.0576 es el número de años a simular y
x0 = (µ0,θ0,σ0,κ0,ρ0) es la semilla para el vector paramétrico en el modelo de Heston, que de
acuerdo con lo expresado antes, toma el valor x0 = (−0.10642,0.00643,0.35,18,−0.01).
En este mismo cuadro, la convergencia del algoritmo Nelder-Mead se detecta en la salida
exit f lag = 1, lo cual indica que el algoritmo encontró un mínimo local xopt para la función
Ψ(x). Por otra parte, las componentes del vector paramétrico xopt hallado, exhiben sentido
económico y financiero de acuerdo con el activo que se está modelando, ya que corresponden a
valores tomados del dominio restringido de Ψ(x); y el valor f val = Ψ(xopt), que proporciona
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la probabilidad de rechazo de H0, es 0.008, que es inferior a la cota superior del test KS cuyo
valor es 0.05.
Cuadro 5.3: Calibración empírica para los parámetros del modelo de Heston
Optimización de la función Ψ(x)
Semilla x0
µ
θ
σ
κ
ρ

=

−0.10642
0.00643
0.35
18
−0.01

Parámetros estimados xopt
µ
θ
σ
κ
ρ

=

−0.14402
0.00534
0.3411
22.34
−0.0090

Días: n = 500 Valor optimizado: fval =0.008
Trayectorias: m = 1000 Estado de Convergencia:
exitflag =1
Tiempo (años): T = 2.0576
Condiciones de Convergen-
cia:
output:
iterations: 41
funcCount: 147
algorithm: ’Nelder-
Mead simplex direct
search’
Debido a la naturaleza estocástica de la función Ψ(x), una inquietud natural que surge es ob-
servar la probabilidad de rechazo de la hipótesis nula H0 cuando se evalúa Ψ(xopt) un número
considerable de veces. Para lograr esto, se evalúa Ψ(xopt) 100 veces y el mismo experimento
se repite 50 veces (> 30), con el fin de realizar una nueva prueba de hipótesis sobre la forma
como distribuye el conjunto de las 50 medias Ψ(i) (xopt) (i = 1, · · · ,50), obtenidas a partir de
muestras cada una de tamaño 100. De acuerdo con esto, la nueva hipótesis nula H0 se formula,
para la media Ψ(xopt) de estas medias muestrales como
H0 : Ψ(xopt) = 0.05
para ser contrastada con la nueva hipótesis alternativa
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H1 : Ψ(xopt)< 0.05 ,
la cual se diseña basándose en que los resultados empíricos muestrales, obtenidos en las distintas
simulaciones, han dado siempre un Ψ(xopt)< 0.05. Valiéndose del Teorema del Límite Central,
se calcula entonces el estadístico puntual para esta prueba de hipótesis como
z =
Ψ(xopt)−0.05
s/
√
50
,
donde se hace uso de la desviación estándar muestral s para aproximar la desviación estándar
poblacional σpob, en nuestro caso desconocida. El cálculo de s se hace en la forma ordinaria a
partir de las 50 medias muestrales Ψ(i) (xopt).
En el cuadro (5.4) se presentan los resultados de esta prueba de hipótesis, de acuerdo con los
cuales se acepta la hipótesis alternativa H1, logrando establecerse que la serie real de retornos
φ(t) y una serie simulada por el modelo de Heston con los parámetros xopt , tienen la misma
distribución según el test KS, a un nivel de significancia máximo de 0.05.
Cuadro 5.4: Prueba de hipótesis para la media de la función estocástica Ψ(xopt).
Ψ(xopt) s z z0.05 Resultado
0.0117584 0.00033291 −812.254844 −1.644854 z<z0.05 ⇒ se acepta H1
El cuadro (5.5) presenta algunas estadísticas para las series correspondientes a una de las m
trayectorias generadas por simulación usando Ψ(xopt), y para la serie real de retornos φ(t),
con el fin de hacer una comparación directa entre los valores de los estadísticos. Se muestra
también en el cuadro una prueba de bondad de ajuste KS a un nivel de significancia de 0.05
entre la serie simulada, mencionada antes, y la serie real de retornos φ(t). Los resultados de este
cuadro sugieren que la serie simulada y la serie real de retornos φ(t) provienen de una misma
distribución teórica, y a partir de esto, puede afirmarse que el modelo de Heston constituye una
buena alternativa para la descripción de retornos y de precios de la divisa americana.
Finalmente, la figura (5.7) ilustra los resultados del ajuste para la misma simulación citada en el
cuadro (5.5). En este caso, puede notarse de manera visual que una serie de retornos simulada
mediante el algoritmo propuesto tiene una distribución empírica con las propiedades de ser
leptocúrtica, asimétrica y de colas anchas, las cuales son características que se presentan en la
serie de retornos reales φ(t). Por otra parte, la figura (5.8) ilustra el ajuste para otras cuatro series
simuladas por el algoritmo desarrollado. Se aprecia de nuevo en ella que las distribuciones real
y simulada reflejan gráficamente un buen ajuste, reafirmando lo adecuado que resulta ser el
modelo de Heston, incluso a un nivel empírico, para el estudio de la tasa de cambio.
La metodología empírica utilizada y el algoritmo propuesto son susceptibles de mejoras y con-
solidan un breve aporte en el tema de estimación de parámetros del modelo de Heston para el
estudio de la serie de precios de la divisa americana en países que no presentan un mercado
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Cuadro 5.5: Comparación de algunas estadísticas entre una trayectoria de retornos simulada y la trayec-
toria real de retornos
Estadísticas retorno1
simulado
Media -0.0005909
Mediana -0.0007864
Des-Std 0.0051358
Varianza 2.63774 ·10−5
Curtosis 4.7033334
Asimetría 0.2670010
Rango 0.038835
Mínimo -0.016332
Máximo 0.022503
Cuenta 500
Estadísticas serie de re-
tornos reales
Media -0.0004379
Mediana -0.0006063
Des-Std 0.0051427
Varianza 2.64478 ·10−5
Curtosis 5.1904219
Asimetría 0.3015852
Rango 0.0402164
Mínimo -0.0184436
Máximo 0.0217728
Cuenta 500
Prueba de bondad KS - nivel de significancia 0.05
retorno1 simulado vs retorno real [s1, p1,h1] = [0.032,0.957167,0]
de opciones desarrollado sobre dicha divisa. Puede señalarse como valor agregado la experien-
cia ganada para enfrentar a futuro metodologías de estimación más potentes y sofisticadas de
modelos estocásticos.
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Figura 5.7: Ajuste a la serie de retornos de precios de cierre de la tasa de cambio
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Figura 5.8: Cuatro ajustes a la serie de retornos de precios de cierre de la tasa de cambio logrados con la
función Ψ(xopt)
CAPÍTULO 6
Conclusiones
Algunos conceptos interesantes dentro del cálculo estocástico y aplicaciones a las finanzas
cuantitativas son examinados a lo largo de este breve trabajo; los apuntes principales son:
1. La simulación computacional constituye un mecanismo facilitador para el estudio de con-
ceptos básicos relacionados con los procesos y el cálculo estocástico, como son entre
otros, las martingalas, el movimiento browniano, la integral de Itô y las ecuaciones dife-
renciales estocásticas. Tal ayuda se refleja en la capacidad computacional para construir
ciertos procesos estocásticos, resolver numéricamente una ecuación diferencial estocásti-
ca y poder visualizar los resultados de cada simulación en trayectorias o superficies que
consideraban las variaciones de las diferentes magnitudes que intervenían.
2. Se desarrollan algunos modelos estocásticos con volatilidad constante relevantes en la li-
teratura actual. Concretamente se presentan algunos detalles del trabajo seminal de Black
& Scholes, el proceso de Ornstein - Uhlenbeck con reversión a la media y el modelo de
Cox-Ross-Rubinstein. En el primer caso, se refleja una de las grandes virtudes del mode-
lo, y es la presentación de una expresión matemática cerrada que bajo ciertos supuestos
en el mercado, calcula el valor de una opción europea sobre un activo subyacente dado.
Algunas simulaciones computacionales en estos tópicos financieros se implementan para
ayudar a entender los fundamentos básicos de dichos modelos y a esclarecer un norte
importante de trabajo en el mercado de opciones.
3. Por otra parte se presentan algunos modelos estocásticos con volatilidad estocástica re-
cientes en la literatura, en primer lugar para describir la forma de la distribución que
presentan en general las series financieras de precios y de retornos. Con frecuencia, las
series de retornos financieros son leptocúrticas, asimétricas y de colas anchas en con-
traste con una distribución normal. Y en segundo lugar estos modelos se constituyen en
una alternativa que explica el efecto sonrisa de la volatilidad implícita presente cuando
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varía el tiempo de expiración T y el precio de ejercicio K de una opción; esto como una
fuente valiosa en la construcción de un mercado de opciones. Más específicamente, los
modelos de Hull & White, Scott, Stein & Stein, Heston y el modelo empírico de Wilmott
son descritos en sus aspectos básicos. Algunos simulaciones computacionales sencillas
principalmente para el modelo de Heston se implementan con el fin de visualizar las
diferentes formas estilizadas de curvas de precios y retornos que se generan cuando los
parámetros del modelo de volatilidad estocástica son cambiados.
4. El modelo de volatilidad estocástica de Heston resulta ser adecuado para describir la serie
de retornos de los precios de cierre de la divisa americana. Este hecho se ve reflejado en
el poco más del 95 % de las simulaciones logradas con este modelo, las cuales replicaban
una distribución empírica con las propiedades de ser leptocúrtica, asimétrica y de colas
anchas, generada por un sistema bivariado de difusión cuyos parámetros tienen sentido
económico y financiero y además la propiedad de tener conjuntamente con la serie de
retornos reales, la misma distribución continua según el test de Kolmogorov - Smirnov a
un nivel de significancia de 0.05.
5. La estimación del modelo de Heston a través del método empírico propuesto es un primer
paso a la aproximación de los verdaderos parámetros del proceso de difusión bivariado
de Heston, y dicho método configura una manera flexible de proceder ya que efectúa en
primera instancia, un tanteo del vector paramétrico, el cual por simulación puede mejorar
de manera substancial. En segundo, emplea el algoritmo híbrido “Nelder-Mead simplex
direct search”de optimización no lineal sin restricciones para encontrar una estimación
del vector paramétrico, el cual representa un mínimo local del número de rechazos de la
hipótesis nula de que las distribuciones de retornos real y simulada, provienen de una mis-
ma distribución continua, haciendo uso de la prueba de bondad de ajuste de Kolmogorov-
Smirnov para dos muestras a un nivel de significancia de 0.05; y finalmente porque si un
conocimiento cualitativo y cuantitativo de la distribución de precios y de retornos de una
serie financiera es un factor determinante en un proceso de estudio y de toma de deci-
siones el interior de un mercado, entonces, la estimación realizada tiene por lo menos el
valor de reproducir una serie de retornos con una forma estilizada similar a la serie de
retornos real.
CAPÍTULO 7
Problemas Abiertos
1. A partir de una curva estilizada que se ajuste y refleje el comportamiento de una serie de
precios o retornos de un activo financiero, de la presencia de clusters de volatilidad y de
la consideración de valores extremos de los retornos, ¿puede establecerse una medida de
riesgo en un mercado? Esta es una pregunta cuyo interés en las negociaciones dentro de un
mercado es importante, cuyo estudio se lleva a cabo actualmente por parte de especialistas
internacionales y en el que se espera participar activamente a mediano plazo.
2. Explorar otros métodos de estimación de parámetros v. gr. método de momentos, métodos
de filtros de Kalman, métodos bayesianos, métodos de aproximación de funciones de
máxima verosimilitud y el método de funciones características empíricas para utilizar
dichas estimaciones como input en el mismo modelo de Heston.
3. Extender el trabajo al estudio de volatilidad estocástica con salto difusión como una al-
ternativa innovadora reciente en la literatura que pretende afinar la medida del riesgo en
los mercados financieros. Esto de paso abre las puertas hacia la investigación en méto-
dos sofisticados de simulación y numéricos así como a la estimación de parámetros en
modelos de este tipo.
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APÉNDICE A
Códigos en MatLab
A.1. Movimiento Browniano
La función BrownPath() hace una gráfica de tres realizaciones del movimiento browniano
estándar. La función BrownCorr() es una representación de la matriz de correlación para el
movimiento browniano estándar (ver la figura (2.2)). La función BrownPathGeom() hace la
gráfica de cinco realizaciones del movimiento browniano geométrico mostradas en la figura
(2.3).
A.1.1. Función BrownPath
function BrownPath()
%BROWNPATH
% Genera tres realizaciones del Movimiento Browniano estándar.
% x: vector tiempo
n=500;
dt=1/n;
raiz_dt=sqrt(dt);
x=0:dt:dt*n;
dW=raiz_dt*randn(3,n);
W=cumsum(dW,2);
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plot(x,[0,W(1,:)], x,[0,W(2,:)], x,[0,W(3,:)])
title(’Movimiento Browniano Estándar’),xlabel(’t’),ylabel(’W_t’)
A.1.2. Función BrownCorr
function BrownCorr()
%BROWNCORR
% gráfico de la matriz de correlación del Movimiento Browniano estándar
% [s,t] es una matriz de tiempos, (0,1]x(0,1]
[s,t]=meshgrid(.001:.001:1.000 , .001:.001:1.00 );
corr = min(s,t)./sqrt(s.*t);
imagesc (corr); figure(gcf);
title(’Correlación para el Movimiento Browniano Estándar’),
xlabel(’t’),ylabel(’s’)
A.1.3. Función BrownPathGeom
function X=BrownPathGeom()
%BROWNPATHGEOM
% Cinco realizaciones del Movimiento Browniano Geométrico
% X_t = \exp(\mu t + \sigma W_t)
% mu = .01, sigma = .01
n=5000;
dt=10/n;
mu = .01;
sigma = .01;
raiz_dt=sqrt(dt);
t = [dt:dt:dt*n];
dW=raiz_dt*randn(5,n);
W=cumsum(dW,2);
for i=1:5
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X(i,:) = exp(mu*t + sigma.*W(i,:));
end
media = exp((mu + .5*sigma^2)*t );
desv = sqrt( exp((2*mu + sigma^2)*t) .* (exp(sigma^2*t) - 1) );
plot( [0, t] , [1, X(1,:)], [0 ,t] , [1, X(2,:)], [0 ,t] ,...
[1, X(3,:)], [0 ,t] , [1, X(4,:)], [0 ,t] , [1, X(5,:)],...
[0, t] , [1, media], ’k:’, [0, t] , [1, media+2*desv],...
’k:’ , [0, t] , [1, media - 2*desv], ’k:’)
title(’Movimiento Browniano Geométrico’),xlabel(’t’),ylabel(’W_t’)
A.2. Modelo de Black & Scholes
La función pdflogPrice() simula veinte trayectorias para el precio St de un activo financiero,
t ∈ [0,1], según el Modelo BS. El valor inicial So = 1.5 se mantiene fijo para cada trayectoria.
La misma función genera una superficie que muestra la densidad de probabilidad del precio
St del activo en un instante dado t, donde t ∈ [0,1] (ver las figuras (3.1(a)) y (3.1(c)) ). Por
último, la función bscall() simula tres trayectorias para el precio St de un activo financiero,
t ∈ [0,1], según el Modelo BS. El valor inicial So de cada una de ellas es diferente. La función
también genera una superficie a color para el valor de una opción call como función del tiempo
t y del precio St , y sobre la superficie que resulta, tres trayectorias que muestran la evolución
del precio de la call, las cuales están asociadas a las tres trayectorias de precios del activo que
fueron simuladas en la primer etapa.
A.2.1. Función pd f logPrice
function pdflogPrice()
%PDFLOGPRICE
% Genera 20 realizaciones de precios de un activo financiero según el
% modelo BS: dS_t = mu*S_t*dt + sigma*S_t*dW_t. El precio inicial es fijo.
% Genera la densidad de distribución del precio de un activo como función
% del tiempo t.
% mu>0 es el valor esperado del retorno dS_t/S_t en la unidad de tiempo
% sigma>0 es la volatilidad del precio S_t del activo. W_t es un proceso de
% Wiener.
mu = 0.05;
sigma = 0.6;
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So = 1.5; % Precio inicial del activo
N=5000; % Número de iteraciones en cada realización
T=1; % Tiempo máximo
dt=T/N; t=(0:dt:T);
S=zeros(size(t));
S(1)=So;
figure (1)
for j=1:20 % Número de trayectorias
for i=1:N
S(i+1)=S(i)+mu*S(i)*dt+sigma*S(i)*sqrt(dt)*randn;
end;
plot(t,S);
hold on;
end;
title(’20 Realizaciones para el precio de un activo en el Modelo
BS’);
xlabel(’t’); ylabel(’S’)
ax = axis;
axis([0 1 ax(3) ax(4)]);
grid on;
hold off
figure(2)
[S,t] = meshgrid(0.1:0.05:3.5,0.1:0.01:1); %grilla (S)x(t)
% Función densidad de probabilidad para los precios
beta = (mu-(sigma^2)/2);
a = (log(S/So)-beta*t)/sigma;
z=normpdf(a,0,sqrt(t)) ./ (sigma*S);
meshc(t,S,z);
shading flat;
xlabel(’t’); ylabel(’S’);
title(’Función Densidad de Probabilidad para S en t’);
grid on;
A.2.2. Función bscall
function bscall()
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%BSCALL
% Se generan tres trayectorias para el precio de un activo financiero según
% el modelo BS: dS_t = mu*S_t*dt + sigma*S_t*dW_t. El precio inicial S_o
% para cada una de ellas es diferente.
% Genera además una superficie para el valor de una opción call como
% función del precio S_t y del tiempo t. Sobre la superficie se muestran
% las tres trayectorias de precios mencionadas.
randn(’state’,51)
% Parámetros iniciales
K = 1; % precio de ejercicio de la call
r = 0.05; % tasa de interés libre de riesgo
sigma = 0.6; % volatilidad del precio S_t
mu =0.05; % valor esperado del retorno dS_t/S_t
T = 1; % tiempo de expiración de la call
N1 = 50; % # particiones para [0,T]
Dt = T/N1; % paso del tiempo
N2 = 60; % # particiones para el rango de S_t
tvals = [0:Dt:T-Dt];
Svals = linspace(.01,2.5,N2); % Max precio S_t considerado: 2.5
[Sgrid,tgrid] = meshgrid(Svals,tvals);
d1grid = (log(Sgrid/K) + ...
(r+0.5*sigma^2)*(T-tgrid))./(sigma*sqrt(T-tgrid));
Ngrid = 0.5*(1+erf(d1grid/sqrt(2)));
d2grid = d1grid - sigma*sqrt(T-tgrid);
N2grid = 0.5*(1+erf(d2grid/sqrt(2)));
% valoración de la call según el modelo BS
call = Sgrid.*Ngrid - K*exp(-r*(T-tgrid)).*N2grid;
tvals = [0:Dt:T]; % adicionar la fecha de expiración T
[Sgrid,tgrid] = meshgrid(Svals,tvals); % Extender la grilla.
call(end+1,:) = max(Svals - K, 0); % condiciones de frontera para la call
figure(1)
surf(Sgrid,tgrid,call) % superficie para el valor de la call
title(’Valor de una opción Call en el Modelo B-S’,...
’FontWeight’,’bold’,’FontSize’,11)
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xlabel(’S’,’FontWeight’,’Bold’,’FontSize’,10)
ylabel(’t’,’FontWeight’,’Bold’,’FontSize’,10)
zlabel(’Call’,’FontWeight’,’Bold’,’FontSize’,10,...
’Rotation’,90,’HorizontalAlignment’,’right’)
ylim([0 T]), xlim([0 2.5]), zlim([0,1.6])
set(gca,’ZTick’,[0:0.2:1.6]) set(gca,’YTick’,[0:0.2:1])
% Superponer las trayectorias de precios sobre la superficie
% y trazado de las trayectorias en una nueva ventana
hold on
L = 200; % # particiones para [0,T]
Dt = T/L; tpath = [0:Dt:T]’; So = [1.5;0.95;0.7]; Z=zeros(L+1,1);
for j = 1:3
factors = exp((mu-0.5*sigma^2)*Dt+sigma*sqrt(Dt)*randn(L,1));
Spath = [So(j);So(j)*cumprod(factors)];
d1path = (log(Spath(1:end-1)/K) + ...
(r+0.5*sigma^2)*(T-tpath(1:end-1)))./ ...
(sigma*sqrt(T-tpath(1:end-1)));
N1path = 0.5*(1+erf(d1path/sqrt(2)));
d2path = d1path - sigma*sqrt(T-tpath(1:end-1));
N2path = 0.5*(1+erf(d2path/sqrt(2)));
callpath = Spath(1:end-1).*N1path - ...
K*exp(-r*(T-tpath(1:end-1))).*N2path;
callpath(end+1)=max(Spath(end)-K,0);
callpath=callpath + 0.05;
plot3(Spath, tpath ,Z,’b-’,’Linewidth’,0.5)
plot3(Spath, tpath, callpath, ’w-’,’Linewidth’,2)
figure(2)
plot(tpath, Spath, ’b-’,’Linewidth’,1.5)
hold on
figure(1)
end
hold off
figure(2)
title(’Precio de un activo en el Modelo B-S’,...
’FontSize’,11)
xlabel(’t’,’FontSize’,10)
ylabel(’S’,’FontSize’,10)
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grid on
hold off
A.3. Estimación del Modelo de Heston
La función Heston_fnc(x) corresponde a la implementación de la función objetivo Ψ(x) de-
scrita en la sección (5.3.1). La función buscar() implementa el algoritmo auxiliar de búsqueda
directa Nelder-Mead Simplex para hallar un mínimo local de la función objetivo Heston_fnc(x)
en caso que exista(ver sección (5.3.2)). La función outfun(x,optimValues,state) establece
las opciones de ejecución del algoritmo Nelder-Mead Simplex y la función graphcomparedens(·)
hace una gráfica que muestra dos histogramas para las series de retornos de precios de cierre de
la tasa de cambio, correspondientes a la serie real y una serie simulada lograda con el modelo
de Heston (ver figura (5.8(d))).
A.3.1. Función buscar
function [xoptimo,fval,exitflag,output]=buscar()
%BUSCAR
% La función BUSCAR emplea el algoritmo Nelder-Mead simplex para hacer una
% búsqueda directa de un mínimo local de la función objetivo Heston_fnc
% en caso que exista alguno. El algoritmo Nelder-Mead no usa un gradiente
% numérico o analítico de la función objetivo.
%
% [xoptimo,fval,exitflag,output] Es una estructura que retorna la función
% buscar. XOPTIMO es el vector paramétrico que indica los valores de los
% parámetros en el modelo de Heston para el cual se tiene un mínimo local
% de la función Heston_fnc; FVAL es un escalar que indica el valor tomado
% por la función Heston_fnc en x=xoptimo; EXITFLAG es un escalar que
% indica las condiciones en que finaliza el algoritmo, donde un valor
% positivo indica convergencia, un valor negativo indica divergencia y un
% valor de cero indica que el número máximo de funciones evaluadas fue
% excedido; y OUTPUT es una estructura de cuatro componentes que contiene
% el número de iteraciones hechas por el algoritmo hasta alcanzar xoptimo,
% el número de veces que se evalúa la función objetivo, el nombre de la
% rutina empleada por el algoritmo y un archivo que contiene la historia
% de la optimización.
% Summary
% buscar.m
% Copyright 2006
% version 01 $Date: 2006/02/10 $
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% Built-in function.
% Medida del tiempo de ejecución
tic
% REAL: serie de retornos de precios de cierre de la tasa de cambio en el
% período 15-Abr-03 hasta 29-Abr-05.
REAL=textread(’trm_return_data.txt’);
% Semilla para Nelder-Mead
% MU, THETA, SIGMA, KAPA, RHO Son los parámetros básicos en
% el Modelo de Heston y están dados en el vector x en ese orden.
x=[-0.1064 0.0064 0.35 18 -0.01 ];
options = optimset(’OutputFcn’,@outfun,’LargeScale’,’off’);
[xoptimo,fval,exitflag,output] = fminsearch(@Heston_fnc, x,
options)
toc
return
A.3.2. Función Heston_ f nc
function Pr_rechazo = Heston_fnc(x);
%HESTON_FNC(X) Función objetivo.
% La función HESTON_FNC retorna Pr_rechazo. Pr_rechazo es la probabilidad
% de que se rechace la hipótesis nula Ho de que las series de retornos
% reales y simulados provengan de la misma distribución continua según el
% test de Kolmogorov-Smirnov (KS) a un nivel de significancia de 0.05.
% X es el vector paramétrico de Heston, X=[MU, THETA ,SIGMA , KAPA, RHO]
% Summary
% File Heston_fnc.m
% Copyright 2006
% version 01 $Date: 2006/02/10 $
% Built-in function
format long;
mu=x(1); theta=x(2); sigma=x(3); kapa=x(4); rho=x(5);
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S_o=2924.00; % Precio de cierre trm el día 14-Abr-03
var_o=theta;
n=500; % días simulados 500
m=1000; % trayectorias simuladas 1000
T=2.057613; % tiempo en años
dt=T/n; raiz_dt=sqrt(dt);
% Generar archivos dw1.bin, dw2.bin. w1 y w2 son procesos de Wiener en el
% modelo de Heston. Cada archivo contiene (nm) ruidos brownianos.
fiddw1=fopen(’dw1.bin’,’w’); fclose(fiddw1);
fiddw2=fopen(’dw2.bin’,’w’); fclose(fiddw2);
fiddw1=fopen(’dw1.bin’, ’a+’); fiddw2=fopen(’dw2.bin’, ’a+’);
for i=1:m
randn(’state’,2*i-1);
dW1=raiz_dt*randn(1,n);
fwrite(fiddw1,dW1,’double’);
randn(’state’,2*i);
dZ=raiz_dt*randn(1,n);
dW2=rho*dW1+sqrt(1-rho*rho)*dZ;
fwrite(fiddw2,dW2,’double’);
end
clear dW1; clear dW2;
% Generar archivos s.bin, v.bin, r.bin. s, v, r contienen los precios, las
% varianzas de los precios y los retornos de los precios. El archivo s
% contiene ((n+1)m) precios simulados. Los archivos v y r contienen (nm)
% datos para las varianzas y los retornos respectivamente.
fids=fopen(’s.bin’,’w’); fclose(fids); fidv=fopen(’v.bin’,’w’);
fclose(fidv); fidr=fopen(’r.bin’,’w’); fclose(fidr);
fids=fopen(’s.bin’,’a+’); fidv=fopen(’v.bin’,’a+’);
S=zeros(1,n+1); var=zeros(1,n+1); Ret=zeros(1,n+1);
S(1)=S_o; var(1)=var_o;
for k=1:m
jumpW=(n)*8*(k-1);
fseek(fiddw1,jumpW,-1);
fseek(fiddw2,jumpW,-1);
dW1=fread(fiddw1,n,’double’);
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dW2=fread(fiddw2,n,’double’);
for i=2:n+1
S(i)=S(i-1)*(1+mu*dt+sqrt(var(i-1))*dW1(i-1));
var(i)=var(i-1)+kapa*(theta-var(i-1))*dt+sqrt(var(i-1))...
*sigma*dW2(i-1);
while var(i)<0
var(i)=var(i-1)+kapa*(theta-var(i-1))*dt+sqrt(var(i-1))...
*sigma*(rho*dW1(i-1)+sqrt(1-rho*rho)*randn*raiz_dt);
end
end
fwrite(fids, S, ’double’);
fwrite(fidv, var, ’double’);
end
fclose(fiddw1); fclose(fiddw2);
% REAL: serie de retornos de precios de cierre de la tasa de cambio en el
% período 15-Abr-03 hasta 29-Abr-05.
REAL=textread(’trm_return_data.txt’);
% Test_KS: Matriz (m)x(2). Cada fila i contiene una prueba de hipótesis
% del test de bondad de ajuse KS para dos muestras. La primera posición
% es el valor_p de la prueba y la segunda es un valor 0 o 1 que indica la
% aceptación o el rechazo de Ho respectivamente.
Test_KS=zeros(m,2);
fidr=fopen(’r.bin’,’a+’); for k=1:m
jump=(n+1)*8*(k-1);
fseek(fids,jump,-1);
S=fread(fids,n+1,’double’);
Retorno=log(S(2:end)./S(1:end-1));
fwrite(fidr,Retorno,’double’);
[H,P] = kstest2(Retorno, REAL);
Test_KS(k,:)=[H,P];
end
Pr_rechazo=sum(Test_KS(:,1))/m;
fclose(fidr); fclose(fids); fclose(fidv);
fiddw1=fopen(’dw1.bin’,’w’); fclose(fiddw1);
fiddw2=fopen(’dw2.bin’,’w’); fclose(fiddw2);
return
A.3. ESTIMACIÓN DEL MODELO DE HESTON 97
A.3.3. Función out f un
function stop = outfun(x,optimValues,state)
%OUTFUN
% Opciones de ejecución del algoritmo Nelder-Mead simplex. Este algoritmo
% está implementado como FMINSEARCH del toolbox Optimization.
% X es el vector paramétrico del modelo de Heston.
% OPTIMVALUES es el valor de la función objetivo Heston_fnc en el valor X.
% STATE representa el estado del algoritmo en cada iteración.
stop=[];
persistent history
persistent searchdir
switch state
case ’init’
history = []; searchdir = [];
case ’iter’
history = [history;[x’ optimValues.fval]];
case ’done’
assignin(’base’,’hist’, history);
otherwise
end
A.3.4. Función graphcomparedens
function graphcomparedens(REAL,ret_simul1)
%GRAPHCOMPAREDENS(REAL,RET_SIMUL1)
% Crea un gráfico que muestra dos histogramas para las series de retornos
% de precios de cierre de la tasa de cambio, correspondientes a las series
% real y simulada. También muestra los ajustes no paramétricos para sus
% respectivas densidades de probabilidad.
% REAL es la serie de retornos de precios de cierre de la tasa de cambio
% en el período 15-Abr-03 hasta 29-Abr-05.
% RET_SIMUL1 es la serie de retornos simulada con el modelo de Heston.
% Esta función fue automáticamente generada por MatLab, v. 7.0
% Eliminar valores no definidos
t_ = ~isnan(REAL); REAL = REAL(t_);
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t_ = ~isnan(ret_simul1); ret_simul1 = ret_simul1(t_);
% Ventana para el gráfico
f_ = clf; figure(f_);
legh_ = []; legt_ = {}; % leyenda
ax_ = newplot; set(ax_,’Box’,’on’); hold on;
% Gráfico de la serie de datos REAL "real return"
REAL = REAL(:); [F_,X_] = ecdf(REAL,’Function’,’cdf’...
); % cdf empírica
Bin_.rule = 1; [C_,E_] =
dfswitchyard(’dfhistbins’,REAL,[],[],Bin_,F_,X_);
[N_,C_] = ecdfhist(F_,X_,’edges’,E_); % pdf empírica a partir de la cdf
h_ = bar(C_,N_,’hist’);
set(h_,’FaceColor’,’none’,’EdgeColor’,[0.333333 0 0.666667],...
’LineStyle’,’-’, ’LineWidth’,1);
xlabel(’Data’); ylabel(’Density’) legh_(end+1) = h_; legt_{end+1}
= ’real return’;
% Gráfico de la serie RET_SIMUL1 "simulated return1"
ret_simul1 = ret_simul1(:); [F_,X_] =
ecdf(ret_simul1,’Function’,’cdf’...
); % cdf empírica
Bin_.rule = 1; [C_,E_] =
dfswitchyard(’dfhistbins’,ret_simul1,[],[],Bin_,F_,X_);
[N_,C_] = ecdfhist(F_,X_,’edges’,E_); % pdf empírica a partir de la cdf
h_ = bar(C_,N_,’hist’);
set(h_,’FaceColor’,’none’,’EdgeColor’,[0.333333 0.666667 0],...
’LineStyle’,’-’, ’LineWidth’,1);
xlabel(’Data’); ylabel(’Density’) legh_(end+1) = h_; legt_{end+1}
= ’simulated return1’;
% Límites para los ejes
xlim_ = get(ax_,’XLim’); if all(isfinite(xlim_))
xlim_ = xlim_ + [-1 1] * 0.01 * diff(xlim_);
set(ax_,’XLim’,xlim_)
end
x_ = linspace(xlim_(1),xlim_(2),100);
% Ajuste no paramétrico de la serie REAL "fit real return"
y_ = ksdensity(REAL,x_,’kernel’,’normal’,...
’support’,’unbounded’,...
’function’,’pdf’);
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h_ = plot(x_,y_,’Color’,[1 0 0],...
’LineStyle’,’-’, ’LineWidth’,2,...
’Marker’,’none’, ’MarkerSize’,6);
legh_(end+1) = h_; legt_{end+1} = ’fit real return’;
% Ajuste no paramétrico de la serie RET_SIMUL1 "fit simulated return1"
y_ = ksdensity(ret_simul1,x_,’kernel’,’normal’,...
’support’,’unbounded’,...
’function’,’pdf’);
h_ = plot(x_,y_,’Color’,[0 0 1],...
’LineStyle’,’-’, ’LineWidth’,2,...
’Marker’,’none’, ’MarkerSize’,6);
legh_(end+1) = h_; legt_{end+1} = ’fit simulated return1’;
hold off; legend(ax_,legh_, legt_, ’Location’,’NorthEast’);
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