Several hybrid neuron models, which combine continuous spike-generation mechanisms and discontinuous resetting process after spiking, have been proposed as a simple transition scheme for membrane potential between spike and hyperpolarization. As one of the hybrid spiking neuron models, Izhikevich neuron model can reproduce major spike patterns observed in the cerebral cortex only by tuning a few parameters and also exhibit chaotic states in specific conditions. However, there are a few studies concerning the chaotic states over a large range of parameters due to the difficulty of dealing with the state dependent jump on the resetting process in this model. In this study, we examine the dependence of the system behavior on the resetting parameters by using Lyapunov exponent with saltation matrix and Poincaré section methods, and classify the routes to chaos.
Introduction
Recently, according to the development of the brain measurement technology, it has been recognized that the information is transmitted among neurons by the spike timing instead of the firing rate of neurons. Therefore, the spiking neuron models, which can describe the spike timing, have been attracting a lot of attention. Then, many types of mechanism for generating spiking pattern have been revealed through the bifurcation analysis by the spiking neuron models [1, 2, 3] . The spiking neuron models used in these previous studies were the Hodgkin-Huxley (HH) type model [4] and simpler conductance based models such as FitzHughNagumo model and Hindmarsh-Rose model [1] , described by continuous ordinary differential equations. While, several hybrid neuron models, which combine continuous spike-generation mechanisms and discontinuous resetting process after spiking, have been proposed as a simple transition scheme for membrane potential between spike and hyperpolarization [5, 6, 7, 8] . As the simplest hybrid spiking neuron model, the leaky integrate-and-fire neuron model is constructed by leak ohmic conductance, membrane capacitance, refractory period and threshold for membrane potential. Its implementation cost for numerical calculation is small, but the reproduced spiking patterns are restricted to only regular spiking with class one excitability due to the sacrificing many factors of non-linear neurodynamics [1] . In contrast, Izhikevich neuron model -119 10.1515/jaiscr-2015-0023 as two dimensional non-linear hybrid neuron model can induce many kinds of bifurcation and reproduce almost all spiking activities observed in the actual neural systems by tuning a few parameters including the resetting process [5, 6] .
As one of the characteristics of spiking activities in the brain, chaotic spiking patterns have been shown to support adaptable information processing in the function of learning and memory. Previous studies have been made on the continuous spiking neuron model, focusing on the electrical coupling strength and external input signal, and so on [3, 9, 10, 11, 12] . The reason for not adopting the above mentioned hybrid neuron model in the previous studies was the difficulty for evaluating chaos caused by state dependent jump in the resetting process. Some approaches have been made to deal with this condition by the bifurcation analysis [13, 14] and the Lyapunov exponent [15, 16] on the Poincaré section, and Lyapunov exponent with a saltation matrix on the system trajectory [17] .
In this paper, using both Lyapunov exponent with saltation matrix and bifurcation analysis, we analyze the dependence of the system behavior on the resetting parameters in Izhikevich neuron model over wide range of parameters [18] . Following these results, we clarify the mechanism for generating chaos called the route to chaos.
Model and Methods
In this section, first, Izhikevich neuron model is explained and the typical spiking patterns are demonstrated. Second, the Lyapunov exponent with saltation matrix is defined as an evaluation index for the system state, and Poincaré section methods are introduced to analyze the structure of system trajectories.
Izhikevich neuron model
Izhikevich neuron model [5, 6 ] is a twodimensional system of ordinary differential equations of the form:
with the auxiliary after-spike resetting Fig. 1 (a) , the neuron fires a few spikes with short inter-spike period and then the period becomes long. This spiking behavior is the most typiregular spiking (RS), intrinsically bursting (IB) and chattering (CH) are reproduced by using this model. In our simulation, this model is analyzed numerically by non linear differential/algebraic equation solvers of SUNDIALS library [19] Let us demonstrate the time evolution of v(t) in the cases of RS (a = 0.02,
When the dc-current I = 10 is input to RS neuron as shown in the bottom of Fig. 1 (a) , the neuron fires a few spikes with short inter-spike period and then the period becomes long. This spiking behavior is the most typical in the cortex. There are not only spiking neurons like RS neuron but also bursting neurons like IB and CH in the cortex. Figure 1 (b) shows that IB neuron bursts at the begin of I = 10 and then bursting shifts to spiking. On the other hand, CH neuron bursts during I = 10 and the inter-burst frequency can be as high as about 40 [Hz] as shown in Fig. 1 (c) .
Lyapunov exponent with saltation matrix and Poincaré section methods
We quantify the chaotic activity of Izhikevich neuron model with Lyapunov exponent. On the continuous system trajectory between i-th and (i + 1)-th spiking times: (t i ≤ t ≤ t i+1 ), the variational equations of Eqs. (1) and (2) are defined as follows:
where, Φ, J and E indicate the state transition matrix, the Jacobian and unit matrix, respectively. At t = t i , the saltation matrix is given by 
the case of the spikes arising in [17, 20] is written by
By using the eigenvalues l k
cal in the cortex. There are not only spiking neurons like RS neuron but also bursting neurons like IB and CH in the cortex. 
where, Φ, J and E indicate the state transition matrix, the Jacobian and unit matrix, respectively. At t = t i , the saltation matrix is given by
Here, (v − , u − ) and (v + , u + ) represent the values of (v, u) before and after spiking, respectively. In the case of the spikes arising in
In our simulation, we set T k+1 − T k is the period of 20 spikes (i = 20) or 1000 [ms] as its maximum value in the case that T k+1 − T k achieves 1000 [ms] before 20 spikes arise.
To investigate the structures of appeared attractors, Poincaré section method [21] is utilized. Figure 2 indicates the orbit of (v, u) on the v − u plane in the case of RS. In our study, we set the Poincaré section at v = 30 [mV] as the resetting point given by Eq.(3) and observe the time evolutions of (u 1 , u 2 , · · · ) which are the system behaviors of u on the the Poincaré section. The dynamics of u i is given by Poincaré mapping u i+1 = ϕ(u i ), and then the point after m times passing through the Poincaré section from u i becomes u i+m = ϕ m (u i ). 
Results and Evaluations
In this section, we evaluate the chaotic states in two parameter regions by using λ 1 and Poincaré section methods.
Period-doubling bifurcation route to chaos
In parameter sets for RS, IB and CH, the parameters a and b are common (a = 0.02, b = 0.2) and the parameters on the resetting process c and d are set differentially ((c, d) = (−65, 8) for RS, (−55, 4) for IB, (−50, 2) for CH). That is, Izhikevich neuron model can reproduce the various spiking patterns by tuning the parameters regarding the resetting process. This section focuses on the chaotic system behavior around these parameter sets for RS, IB and CH.
At first, Fig. 3 shows the dependence of λ 1 on the parameters of c and d around the parameter region for the parameter sets of RS, IB and CH [5] . Here, the other parameters are fixed (a = 0.02, b = 0.2, I = 10). As a result, it is confirmed that the chaotic state (λ 1 Fig. 4 (a) ), the orbit indicates the period-1 state. Then, as the value of d increases, the system state transits to period-2 (d = 0.85 in Fig.4 (b) ), period-4 (d = 0.89 in Fig.4  (c) ) and chaos (λ 1 ≈ 0.043) (d = 0.93 in Fig.4 (d) According to the time series of u i in Fig.5 (upper) , it is confirmed that the orbits of period-1, period-2, period-4 and chaos in Fig. 4 correspond to fixed point ((a)), period-1 ((b)) period-3 ((c)) and chaos ((d)) on Poincaré section, respectively. In order to investigate the relationship between u i and u i+1 , the return map of u i is shown in Fig.5  (lower) . Here, the black solid, red dotted and green dashed lines indicate the orbit of u i , Poincaré map u i+1 = ϕ(u i ) and u i+1 = u i , respectively. In 
Intermittent route to chaos
We evaluate the chaotic behavior in the region around the parameter set (a = 0.2, b = 2, c = −56, d = −16, I = −99) which is proposed by Izhikevich [6] as the parameter set producing the chaotic behavior. Note that route to chaos for this parameter set has not been investigated, so far. Fig. 8 (a) ), the orbit indicates the 1-period state. Then, as the value of d decreases, the system state transits to chaotic state in Figs.8 (b), (c) and (d). Here, it can be observed that the durations of the apparently periodic spiking seem to be shortened in these chaotic behaviors with decrease in d. Next, by using Poincaré section method, the system behavior indicated in Fig.8 is evaluated. As shown in Fig.9 (a) (upper) , u i stays at the fixed point (u i ≈ −98.6). At d = −12 ( Fig.9 (b) (upper) ), u i begins to oscillate with a focus on u i ≈ −98.6, the amplitude of this oscillation expands to −102 u i −90, and then u i returns to around −98.6, again. Here, the periodic oscillation disappears gradually with decrease of d as shown in 
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As a result, the period-doubling bifurcation is not observed in the parameter region around (a = 0.2, b = 2, c = −56, d = −16, I = −99) proposed by Izhikevich as the parameter set producing the chaotic behavior. Alternatively, it is confirmed that in this region the periodic state transits to chaos through the intermittency chaos, i.e., the intermittent route to chaos exists in this region.
Conclusion
We have examined the chaotic behaviors of Izhikevich neuron model from the viewpoint of the route to chaos rigorously by using the Lyapunov exponent with saltation matrix and Poincaré section methods in two representative parameter regions. The first is parameter region around the parameter sets for RS, IB and CH neurons. The second is the region around the parameter set for chaotic spiking proposed by Izhikevich. From these results, it was revealed that in the former region, the chaotic state appears through the period-doubling bifurcation route as the familiar route to chaos in the spiking neuron models, and this chaotic spiking pattern has the bursting characteristic. On the other hand, in the latter region the chaotic state is induced through the intermittent route to chaos, and this intermittency chaos is divided into laminar and turbulent modes.
Therefore, Izhikevich neuron model can produce various chaotic spiking patterns by tuning the parameters for resetting process. The transition between spike and hyperpolarization, which is described as the resetting process in Izhikevich neuron model, may play an important role of the function to generate various chaotic spiking patterns from several routes to chaos in the actual neural systems.
Further research based on this study would be to evaluate the chaotic system behaviors in the Izhikevich neuron assemblies jointed by electric synapses and chemical synapses. Besides, we would investigate the functionality of chaos for signal transmission and information processing such as chaotic resonance.
