Abstract: Microfluidic biochips are devices that are designed for high throughput screening and hybridization in genomics, protein profiling in proteomics, and cell analysis in cytometry. They are used in clinical diagnostics, pharmaceutics and forensics. The biochips consist of a lithographically produced network of channels and reservoirs on top of a glass or plastic plate. The idea is to transport the injected DNA or protein probes in the amount of nanoliters along the network to a reservoir where the chemical analysis is performed. Conventional biochips use external pumps to generate the fluid flow within the network. A more precise control of the fluid flow can be achieved by piezoelectrically agitated surface acoustic waves (SAW) generated by interdigital transducers on top of the chip, traveling across the surface and entering the fluid filled channels. The fluid and SAW interaction can be described by a mathematical model which consists of a coupling of the piezoelectric equations and the compressible Navier-Stokes equations featuring processes that occur on vastly different time scales. In this contribution, we follow a homogenization approach in order to cope with the multiscale behavior of the coupled system that enables a separate treatment of the fast and slowly varying processes. The resulting model equations are the basis for the numerical simulation which is taken care of by implicit time stepping and finite element discretizations in space. Finally, the need for a better efficiency and cost effectiveness of the SAW driven biochips in the sense of a significant speed-up and more favorable reliability of the hybridization process requires an improved design which will also be addressed in this contribution. In particular, the challenge to deal with the resulting large scale optimal control and optimization problems can be met by the application of projection based model reduction techniques.
INTRODUCTION
Microfluidics is the science dealing with the behavior, precise control, and manipulation of fluids in the sub-millimeter scale. We are all familiar with the revolution brought to us by the advancement in microelectronics in our day to day life by providing, smaller, cheaper, and highly efficient devices. One should expect microfluidic sciences to follow the same path. In life sciences, a popular concept is "labs-on-achip" which is defined as chip-based miniature laboratories that can be controlled electronically. Microfluidic biochips represent an important example (cf. Fig. (1) ). The miniaturized chip laboratories are able to perform complex tasks within a few micrometers for which usually a full-size laboratory is required. Often only a very tiny amount of sample is available, e.g., in forensics and in gene expression profiling analysis. Microfluidic biochips are used in pharmaceutical, medical, and forensic applications for high throughput screening, genotyping, and sequencing in genomics, protein profiling in proteomics, and cytometry in cell analysis [88, 90, 101] . They provide a much better sensitivity and a greater flexibility than traditional approaches. More importantly, they give rise to a significant speed-up of the hybridization processes and allow the in-situ investigation of these processes at an extremely high time resolution. This can be achieved by integrating the fluidics on top of the chip by means of a lithographically produced network of channels and reservoirs (cf. Fig. (2) ).
Fig. (2): Microfluidic biochip
The idea is to inject a DNA or protein containing probe and to transport it in the fluid to a reservoir where a chemical analysis is performed. The fluid flow can be taken care of by external pumps which, however, do not guarantee a very precise control of the fluid flow and are subject to wear. A new generation of biochips is based on a surface acoustic waves (SAW)-driven fluid flow [45, 56, 104, 105, 108] . Surface acoustic waves are generated by interdigital transducers (IDT), well-known from Micro-ElectroMechanical Systems (MEMS). An IDT, which is attached to a chip holder (cf. Fig (3) ) is placed on top of the substrate. The chip holder holds an RFinput connection for receiving the high frequency signal produced by the signal generator. This high frequency signal (around 100 MHz) causes the IDT to excite and launch SAWs. The SAWs propagate through the base of the device with amplitudes in the range of nanometers and enter the fluid-filled microchannels creating sharp jets (cf. Fig. (4) ). This happens within nanoseconds. In the microchannels, the SAW get significantly damped so that an almost stationary fluid pattern emerges which is called acoustic streaming. This relaxation process occurs on a time scale of milliseconds. We are thus faced with a multiscale, multiphysics problem whose mathematical modeling and numerical simulation represents a significant challenge. The multiscale character of the problem can be appropriately taken care of by a homogenization approach. Following [3, 4, 71] , after homogenization we obtain a linearized compressible NavierStokes equation and a compressible Stokes system. Other challenging problems are various optimization issues such as the optimal design of the microchannels in order to achieve a maximum pumping rate or the design of pressure-driven capillary barriers between the channels and the reservoirs to guarantee a precise filling of the reservoirs with the probes (cf. Fig. (5) ). This amounts to the solution of a shape optimization problem where the mathematical model for the acoustic streaming consists of the compressible Stokes system. For the efficient solution of the optimal design problems, we have developed an adaptive multilevel interior-point method of barrier type featuring a predictor-corrector continuation method with an adaptive choice of the barrier parameter along the barrier path. The prediction step relies on a nested-iteration type tangent continuation, and the correction step is a Newton-multigrid method for the KKT system. Despite the fact that this approach leads to a considerable reduction in the computational work compared to more standard optimization strategies, the amount of computational time is still significant, and there is a need for further reductions. Such reductions can be achieved by model reduction based optimization methods using reduced order models for the underlying state equations generated, e.g., by Proper Orthogonal Decomposition (POD), Balanced Truncation Model Reduction (BTMR), Krylov subspace methods, or reduced basis methods (cf., e.g., [11, 13, 17, 19, 26, 27, 35, 42, 46, 49, 51, 52, 72, 73, 74, 75, 80, 82, 89, 102, 111] ).
In this contribution, we provide a survey on the mathematical modeling, analysis, numerical simulation, and optimal design of SAW driven microfluidic biochips based on recent results by the authors. In particular, in section 2 we will address in detail the multiphysics and multiscale aspects with regard to a proper modeling of the operational behavior of such biochips. Section 3 is devoted to the analysis of the model equations as given by a coupled system consisting of the linearized equations of piezoelectricity and the compressible Navier-Stokes equations, whereas section 4 deals with the development and implementation of efficient algorithmic tools for the numerical simulation [3, 4, 47] . The operational behavior can be substantially improved by optimal design. This amounts to shape optimization problems associated with the underlying acoustic streaming subproblem featuring bilateral constraints on the design variables. In section 5, we are concerned with the numerical solution of such problems using primal-dual interior-point methods by means of a path-following continuation method with an adaptive choice of the continuation parameter along the barrier path [5, 9, 10, 63] . Significant savings in computational time can be further achieved by model reduction based optimization which is realized by a combination of domain decomposition and balanced truncation [2, 6, 7, 8] .
Modeling

Piezoelectricity
The direct piezoelectric effect in piezoelectric materials is a process characterized by the internal generation of electrical charge due to an applied mechanical force, whereas the reverse piezoelectric effect means the internal generation of a mechanical force resulting from an applied electrical field. The origin of the direct and reverse piezoelectric effect is related to an asymmetry in the unit cell of a piezoelectric crystal and can be observed only in materials with a polar axis. This means that in face of a rotational symmetry around the polar axis differences in the two directions of this axis can be observed (see Fig. (6) ). The magnitudes of piezoelectric voltages or forces are small and often require amplification. For example, a typical disc of piezoelectric ceramic will increase or decrease in thickness by only a small fraction of a millimeter. Nevertheless, piezoelectric materials have been adapted to a wide range of applications: The direct piezoelectric effect is used in sensing applications such as force or displacement sensors. The inverse piezoelectric effect is used in actuation applications, for instance in motors and devices that precisely control positioning, and in generating sonic and ultrasonic signals. Standard piezoelectric materials are quartz (SiO 2 ), lithium niobate (LiNbO 3 ), or barium titanate (BaTiO 3 ). In the sequel, we will consider a linear model for piezoelectricity in which the elastic, piezoelectric, and dielectric coefficients are treated as constants independent of the magnitude and the frequency of the applied mechanical stresses and the electric fields. The model is macroscopic in the sense that only mean values of the relevant physical magnitudes are incorporated. Real materials involve microscopic effects as well as mechanical and electric dissipation and nonlinear behavior. For a thorough discussion we refer to [40, 79] and the references therein. In piezoelectric materials, the mechanical stress σ depends linearly on the electric field E, in contrast to non-piezoelectric materials where the effect is quadratic. We refer to Ω ⊂ R d , d = 2 or d = 3 as a Lipschitz domain and to [0, T ] ⊂ R + as a time interval. The mechanical displacement u = u(x,t) of a piezoelectric material of density ρ in Ω that is exposed to a volume force b can be described by the wave equation
Here, σ = (σ i j ) stands for the stress tensor which is related to the linearized strain tensor ε(u) = (∇u + (∇u) T )/2 by the generalized Hooke's law
Here, E denotes the electric field, c = (c i jkl ) is the symmetric, positive definite forth-order elasticity tensor and e = (e ki j ) refers to the symmetric thirdorder piezoelectric tensor. Note that here and in the sequel we adopt Einstein's summation convention. In piezoelectric materials, the frequency of the occurring electric field wave is considered so small that the coupling of electromagnetic waves and elastic waves can be neglected. In other words, local perturbations in the electromagnetic field are felt almost instantaneously throughout the domain. Consequently, the electric field can be treated as quasistatic. In the model, this can be achieved by setting the magnetic permeability µ to zero which corresponds to an infinite speed of the electromagnetic wave. Maxwell's second equation then reduces to ∇ ∧ E = 0. Hence, the electric field is irrotational and can be represented as the gradient of a scalar electric potential Φ according to
The known electric field E determines the magnetic field H via Maxwell's first equation. However, in general, the magnetic field is not of interest in piezoelectric applications and is therefore not considered further. Further, piezoelectric substrates are nearly perfect insulators, i.e., the density of the free electric charges and the current density can be completely neglected. Consequently, the only relevant Maxwell equation is ∇ · D = 0 with D = D(x,t) denoting the electric displacement that is related to the electric field E by the constitutive equation
Here, P is the electric polarization and ε = (ε i j ) stands for the symmetric, positive definite permittivity tensor. In piezoelectric materials, the polarization according to external strain is linear. In analogy to the inverse effect (2), we set
Summarizing, the linear field equations of piezoelectricity are given by
and the constitutive equations
The boundary ∂ Ω is partitioned into two disjoint sets according to
where the Dirichlet boundaries Γ u and Γ Φ are assumed to be closed and with non-vanishing d − 1-dimensional measure. The piezoelectric equations are supplemented by the decoupled boundary conditions
and by the initial conditions
Sometimes, it is useful to adopt a compressed notation for the piezoelectric moduli, the Voigt notation (see, e.g., [40, 79] ). By utilizing the symmetry properties of the third-and forth-order tensors they can be reduced to higher dimensional second-order matrices. To this end, we use the identification I = (i j), where 
where the matrices c IK and ε i j are symmetric with respect to the main diagonal. Hence, there are 21 + 18 + 6 = 45 independent moduli for the most general piezoelectric substrates. The piezoelectric material used for the SAW chip in our calculations is lithium niobate (LiNbO 3 ). Usually, one is interested in very large monocrystals appearing only randomly in nature. However, sophisticated production procedures for all technologically relevant materials are at hand. Depending on the cut used for the special device the monocrystals are sawed. For details concerning production procedures, natural appearances and the material constants stated here we refer to [110] and the references therein. The material moduli are given here in a way such that the coordinate x 3 -axis is identical with the polar axis Z along which rotatory polarization occurs (the crystallographic Z-axis 
Usually, a simple rigid rotation is undertaken, i.e., the coordinate transformation is linear,x = T x, and
= T¯i i represent the direction cosines between the two frames of reference. In this setting, the relationship between the so-called crystallographic fundamental orthogonal system of axes X, Y, Z and the coordinate axes x 1 , x 2 , x 3 must be known. Note that there are piezoelectric materials where the orientations of the crystallographic unit cell axes do not align with the fundamental coordinate system, but usually constants are given for the fundamental coordinate system and we will not consider such materials anyway. In transducer design, there is a simple standardized way [67] to provide this information: Here, the first two letters (out of X, Y, Z) denote the initial plate orientation, the first indicating the plate thickness, the second the plate length before any rotations. The remaining three symbols (t =thickness, w =width, l =length) are used to indicate the plate edges used for rotation, followed by a list of corresponding angles (see Fig. ( 
Compressible Navier-Stokes Equations
Due to the propagation of sound waves, compressible effects dominate the SAW induced fluid flow and hence, it has to be described by the compressible Navier-Stokes equations. We denote by Ω 2 (t),t ∈ [0, T 2 ], the time dependent domain occupied by the fluid with boundary
where Γ 2,D (t) stands for that part of the boundary where the SAWs enter the microchannels. As a model simplification, we neglect the impact of the deflection of the walls of the microchannels on the propagation of the SAWs so that the coupling between the piezoelectric and the Navier-Stokes equations is unilateral. We denote by v and p the velocity and the pressure, and we refer to ρ f , η, and ξ as the density of the fluid and the standard and bulk viscosities. Then, the pair (v, p) satisfies the following initial-boundary value problem
in
Since the deflection of the walls of the microchannels by the SAWs is approximately 10 −9 m compared to lengths, widths, and heights of the microchannels in the range of µm to mm, in the sequel we will neglect the time dependence of Ω 2 . The SAW induced fluid flow exhibits two different time scales. When the SAWs enter the fluid filled microchannels, sharp jets and vortices are created within nanoseconds (cf. Fig. (4) ). The SAWs propagate along the channels and experience a significant damping which results in a stationary flow pattern, called acoustic streaming. This relaxation process happens on a time scale of milliseconds. The multiscale character can be appropriately taken care of by a homogenization approach. Following [3, 71] , we introduce a scale parameter ε > 0 which represents the maximum deflection of the walls of the microchannels, and we consider the asymptotic expansions
Collecting all terms of order O(ε), assuming v 0 ≡ 0 (fluid at rest, if no SAW actuation), and setting
where
and where p 1 and ρ f ,1 are related by the constitutive equation
Here, c 0 stands for the small signal sound speed in the fluid. The system describes the propagation and damping of the acoustic waves in the microchannels. Collecting all terms of order O(ε 2 ), neglecting the time derivative with respect to the pressure, and performing the time-averaging
we arrive at the compressible Stokes system
where g 2 := − (∇v 1 )u in (18c) and
The density ρ 2 can be obtained via the constitutive equation
The compressible Stokes system (18a)-(18e) is used as a model for the acoustic streaming.
Remark 2.1 As a stationary version of (18a)-(18e)
we may drop the time derivative
∂t and consider the Stokes system Table 2 contains relevant physical parameters for the acoustic streaming problem.
Analysis
In the sequel, we adopt standard notation of Lebesgue and Sobolev space theory (cf., e.g., [95] ). We denote by L 2 (Ω) (L 2 (Ω)) the Lebesgue space of square integrable complex valued functions (vector fields) on Ω with inner product (·, ·) 0,Ω and norm · 0,Ω and by H k (Ω) (H k (Ω)) the Sobolev space of complex valued square integrable functions (vector fields) having square integrable weak derivatives up to order k ∈ N with inner product (·, ·) k,Ω and norm
) stands for the subspace of functions (vector fields) on Ω with vanishing trace on Γ (omitting the subindex Γ , if Γ = ∂ Ω). Moreover, we denote by
) the subspace of functions (vector fields) whose extension by zero to all of ∂ Ω belongs to H 1/2 (∂ Ω) (H 1/2 (∂ Ω)) and defines a bounded linear operator. The associated dual spaces are referred to as
For the ease of notation, we set
(Ω) and denote by V * and W * the associated dual spaces.
Piezoelectric Equations
The SAWs are usually excited by an interdigital transducer located at Γ Φ which operates at some fixed frequency ω > 0. The excitation is treated as a Dirichlet boundary condition for the electric potential Φ. Under the assumption that there is no further volume force b, the piezoelectric equations reduce to
We are interested in time-harmonic solutions
with complex valued functions u and Φ. The elastic and electric Dirichlet and Neumann boundary data are given according to
We introduce the subspaces
are uniquely defined extension operators, and we refer to R Γ σ :
The variational formulation of the problem of piezoelectrically actuated SAWs then reads:
Here, a, b and c stand for the sesquilinear forms
(Ω) and w, ψ denotes complex conjugation. Moreover, < ·, · > refers both to the dual pairing between H −1/2 (Γ σ ) and H 1/2 00 (Γ σ ) and to the dual pairing between
The above sesquilinear forms define linear operators A :
Here, I stands for the injection I : V → V * , and the right-hand sides f ∈ V * , g ∈ W * are given according to
Lemma 3.1
The operators A, B and C are bounded linear operators. Moreover, the operator A is symmetric and V-elliptic, and the operator C is symmetric and W -elliptic.
Proof:
The continuity of A, B and C is obvious. The symmetry of A follows from the symmetry of the elasticity tensor c, and the V-ellipticity of A is a direct consequence of the positive definiteness of c and Korn's inequality. Likewise, the symmetry of C follows from the symmetry of the piezoelectric tensor ε and the W -ellipticity can be deduced from the positive definiteness of ε.
Elimination of Φ from (28a),(28b) results in the Schur complement system
where the Schur complement S : V → V * and the right-hand side F are given by
and
Lemma 3.2 The Schur complement S is a bounded, symmetric and V-elliptic linear operator. For the the norm S and the ellipticity constant γ S of S we have the estimates
where γ A and γ C are the ellipticity constants of A and C, respectively.
Proof: The symmetry of S is obvious. For v, w ∈ V we have
Hence, taking
C into account, this gives the upper bound for S in (33) . The lower bound for γ S can be readily deduced from
By introducing the operator
and rewriting (30) as
it can be shown that the following Fredholm alternative holds true. 
b) The spectrum of S consists of a sequence of countably many real eigenvalues
(Ω) which follows easily from the symmetry of S. It is bounded, since for v ∈ L 2 (Ω)
Moreover, for a generalized eigenvalue ω 2 = 0 and a corresponding eigenfunction u ∈ V of S, the operator S −1 R satisfies the inverse eigenvalue problem
On the other hand, if u ∈ L 2 (Ω) satisfies (36), then u ∈ V and u is an eigenfunction of S. Due to the compactness of the embedding
Hence, in view of (35) the assertions can be deduced from the Hilbert-Schmidt theory and the Fredholm alternative (cf., e.g., [109] ).
Acoustic Streaming
For the weak formulation of the periodic linearized compressible Navier-Stokes equations (16a)-(16e), we introduce the function spaces
The weak formulation of (16a)-(16e) amounts to the computation of
Here, ·, · stands for the respective dual pairing, and the bilinear forms a(·, ·) and b(·, ·) are given by
satisfying the stability estimate
, (39) where C T 1 > 0 is a constant depending on T 1 .
Proof:
The existence can be shown by the Galerkin method, whereas the uniqueness and the stability estimate (39) can be derived using the ellipticity of the bilinear form a(·, ·) and the fact that the bilinear form b(·, ·) satisfies an inf-sup condition.
On the other hand, setting
the weak formulation of the compressible Stokes system (18a)-(18e) requires the computation of
Here, the bilinear forms a(·, ·), b(·, ·) are as in (38a),(38b), and the right-hand sides f, f are given by
.
The proof follows along the same lines as that of Theorem 3.4.
Numerics
Surface Acoustic Waves
We consider the case where the computational domain Ω ⊂ R d is a polygonal resp. polyhedral domain. We assume T h (Ω) to be a simplicial triangulation of Ω that aligns with Γ u and Γ φ and denote by
, where P k (T ) stands for the linear space of complex valued polynomials of degree ≤ k on T ∈ T h (Ω). We approximate the space V of displacements and the space W of electric potentials by
We refer to 
The finite element approximation of (28) requires the computation of u h ∈ V h and Φ h ∈ W h such that
where I h is the injection
h g h , and the discrete Schur complement S h is given by
Obviously, S h as given by (45) is the Galerkin approximation of S, i.e.,
If ω ∈ R is not an eigenvalue, then it is well-known that the operator S ω := S − ω 2 I satisfies the inf-sup condition (cf., e.g., [25] )
and for sufficiently small h a discrete inf-sup condition holds true as well [70] . 
The discrete system (43a),(43b) represents an algebraic saddle point problem of the form
or ZU = , where A ∈ R n×n and C ∈ R m×m are symmetric, positive definite matrices satisfying
where · stands for the Euclidean norm in R N .
Generalized saddle point problems such as (47) arise in the framework of stabilized Stokes systems [92, 93] or in mixed finite element approximations of boundary value problems for elliptic equations and systems [25] . We refer to [20, 32, 83] for basic results and to [14, 23, 30, 38, 70] for efficient iterative solution techniques including multilevel preconditioning.
In the sequel, following [70, 93] we consider blockdiagonal preconditioners of the form
where we assume thatÃ ∈ R n×n andC ∈ R m×m are symmetric, positive definite matrices satisfying
As a consequence from (51) we deduce that P −1 is positive definite with
where γ
In view of (49) and (52), lower and upper bounds for the spectrum of the preconditioned matrix P 1/2 ZP 1/2 follow readily. 
where γ PZ := γ P γ Z and Γ PZ := Γ P Z .
Proof: By straightforward computation
Similar arguments result in the upper bound in (53).
We allow the following inf-sup condition for the sesquilinear form
i.e., β min = 0 is admitted. In this case, the associated matrix B may have a non-trivial kernel. (54),
Lemma 4.3 Under the assumptions (48b) and
Proof: The assertion follows from
The preconditioned saddle point system is given by
The Schur complement matrix of the preconditioned system readsS =Ã −1 S. The spectrum of A −1 S can be determined from the eigenvalues of 
Proof: Setting w :=Ã −1/2 v, we have
The first term can be estimated by the ellipticity properties of A andÃ,
In view of Lemma 4.3 and the ellipticity ofÃ, for the second term we obtain
The assertion follows from the above estimates.
Particular interest is in such preconditioners where the lower and upper bounds γ PZ and Γ PZ for the spectrum of the preconditioned saddle point matrix PZ and the corresponding bounds γ PS and Γ PS for the spectrum of the preconditioned Schur complementÃ −1 S as well as the bounds for the spectrum ofC −1 C are independent of the mesh size h. Such preconditioners are provided by multilevel preconditioners of PBX-type with respect to a nested hierarchy of simplicial triangulations of the computational domain Ω (cf., e.g., [24, 85] The used crystal cut is YXl 128 o LiNbO 3 . The length and the height h of the SAW chip have been chosen according to = 1.2mm and h = 0.6mm so that Ω = (0, 1.2) × (0, 0.6). The Dirichlet and Neumann boundary conditions have been specified according to However, an intrinsic analysis shows that an additional condition like h √ λ 3 is needed, if we want to control the finite element error (cf. [68] ). Therefore, we have chosen the meshsize for the coarsest grid of the nested hierarchy accordingly. Rayleigh surface waves characteristically show an elliptical displacement, i.e., the displacements in the x 1 -and x 2 -direction are 90 o out of phase with one another. Additionally, the amplitude of the surface displacement in the x 2 -direction is larger than that along the SAW propagation axis x 1 . These observations are confirmed by the numerical computations as can be seen in Fig. (13) and (14) . In Fig. (13) , the displacements in the x 1 -and x 2 -direction for a certain surface area are depicted. The x 2 -displacements are flipped vertically for easier comparability. In The excitation of an IDT on the surface of a piezoelectric material leads to the generation of bulk acoustic waves (BAWs) as well as surface acoustic waves. These bulk waves can also be observed in our simulations in Fig. (9)-(12) . Technologically, they are desirably employed in solid-state circuits [29] . We refer to [39, 41, 57, 61, 62, 76, 99] for finite element approximations of surface acoustic wave propagation in signal processing. For the SAW devices under consideration, however, the occurrence of BAWs is unwanted, since the interference of BAWs with SAWs can lead to a complete loss of functionality of the device. The approach used here is sufficiently general to simulate every kind of piezoelectric resonator. In Fig. (15) we have used an YXl 38 o cut of LiNbO 3 to generate a strong bulk acoustic wave at a frequency f = 200 MHz. All numerical computations show relatively strong reflections from the boundaries of the SAW device. In real devices these reflections are usually avoided by attaching some adhesive material to the side boundaries. An easy way to model such a damping is to introduce an additional term (the socalled gyroscopic term) into the piezoelectric equations which now become
cf. e.g. [15, 69] . Introducing such a damping at the boundaries of the bottom and left-hand side we indeed get less reflections and thus less disturbances for the SAW (compare the x 1 -displacements in Fig.  (10) (computations without damping) with the new computations with a damping term in Fig. (16) ). 
Acoustic Streaming
For the simulation of the SAW induced fluid flow in the microchannels of the biochip, we have numerically solved the two systems (16a)-(16e) and (18a)-(18e) obtained from the compressible NavierStokes equations (16a)-(16d) by the homogenization approach as described in subsection 2.2.
For discretization in space, we have used TaylorHood P2-P1 elements with respect to a geometrically conforming simplicial triangulation T h (Ω 2 ) of the computational domain Ω 2 occupied by the fluid, i.e., we have chosen the finite element spaces
with g h,i being a piecewise quadratic approximation of g i , 1 ≤ i ≤ 2 (cf., e.g., [50, 55] ). The boundary data have been chosen according to the computation of the displacements u h obtained by the numerical solution of the piezoelectric equations as described in subsection 3.1. For discretization in time of (16a)-(16e), we have used the Θ-scheme with respect to a uniform partitioning of the time interval of step size k and a preferred choice of Θ = 1 (backward Euler scheme) or Θ = 1/2 (Crank-Nicolson). The chosen discretizations amount to the numerical solution of algebraic saddle point problems of the form
which has been done using a multilevel preconditioned inexact Uzawa algorithm [37] with respect to a hierarchy {T h i } i=0 of triangulations. The fluid in the microchannels has been assumed to be water with the relevant constants ρ f , η, and ξ as well as the sound velocity c 0 listed in Table 2 (cf. section 2).
For the simulations we have chosen 
Fig. (18): Propagation and damping of SAWs in a microchannel
For model validation and verification of the computational results, we have compared the results of the numerical computations based on the numerical solution of our model equations with experimentally available data. The experimental setup consists of a part of a biochip with an IDT placed below its right lower corner (cf. Fig. (19) (left) ). The SAW induced velocity field is visualized by tracer particles using a light microscope. Fig. (19) (right) displays the computed velocity field based on numerical computations for the discretized system (16a)-(16e) using the physical data underlying the experimental setup. 
Optimization
Path-Following Barrier Methods
Optimal design problems associated with fluid flow problems play an important role in a wide variety of engineering applications (cf., e.g., [81] and the references therein). A typical example is to design the geometry of the container of the fluid, e.g., a channel, a reservoir, or a network of channels and reservoirs, in such a way that a desired flow velocity and/or pressure profile is achieved. The solution of the problem amounts to the minimization of an objective functional that depends on the state variables (velocity, pressure) and on the design variables which determine the geometry. The state variables are supposed to satisfy the underlying fluid mechanical equations, and there are typically further constraints, e.g., bilateral constraints on the design variables which restrict the shape of the fluid filled domain. Shape optimization problems have been extensively studied and are well documented in the literature (cf., e.g., the monographs [1, 16, 31, 33, 58, 59, 81, 87, 94] ). The traditional approach relies on a separate treatment of the design objective and the state equation by an iterative cycle that starts from a given design, computes an approximate solution of the state equation for that design, invokes some sensitivity analysis for an update of the design, and continues this way until convergence is achieved. In contrast to this successive approximation, 'all-atonce methods' or 'one-shot methods' have attracted considerable attention in PDE constrained optimization whose characteristic feature is that the numerical solution of the state equation is an integral part of the optimization routine. In particular, it has been shown that this novel approach may lead to significant savings of computational time (see, e.g., [21, 22, 64, 65, 66, 91] ).
With the acoustic streaming subproblem (20a)-(20d) in mind, we focus on the optimal design of stationary fluid flow problems where for simplicity we consider the classical (incompressible) Stokes equations. The objective is to design the geometry of a channel or a particular geometric feature of a channel such that a desired profile of the velocity and/or the pressure can be achieved as closely as possible. The design variables are chosen as the Bézier control points of a globally continuous Bézier curve representation of the walls of the channel subject to bilateral constraints. We follow an 'all-at-once method' based on a barrier method where the Stokes system is coupled by Lagrange multipliers and the constraints on the design variables are taken care of by parameterized logarithmic barrier functions. This gives rise to a family of minimization subproblems parameterized by the barrier parameter.
The optimality conditions represent a parameter dependent nonlinear system whose solution is the socalled barrier path (cf., e.g., [44, 106] ). The numerical challenge is to follow the barrier path as the barrier parameter goes to zero. We use an adaptive continuation method with tangent continuation as a predictor and Newton's method as a corrector adopting ideas from [34] .
In particular, we consider Stokes flow in a bounded domain Ω(α) ⊂ R 2 with boundary
depending on the design variable α = (α 1 , · · · , α m ) T ∈ R m which are chosen as the Bézier control points of a Bézier curve representation of the lateral boundaries of the domain. Denoting the viscosity of the fluid by ν, the velocity by u and the pressure by p, we refer to (59) subject to the Stokes system (state equations)
Here, Γ in (α), Γ out (α), Γ lat (α) are the inflow, outflow, and lateral boundaries with n, t denoting the exterior unit normal vector and the tangential unit vector, respectively. Moreover, we impose the bilateral constraints
It is well-known that the the weak formulation of (60a)-(60d) admits a unique solution (cf., e.g., [78] ).
For the finite element approximation of (59)- (61) we chooseα ∈ K as a reference design and refer toΩ := Ω(α) as the associated reference domain. Then, the actual domain Ω(α) can be obtained from the reference domainΩ by means of a mapping Ω(α) = Φ(Ω; α). The advantage of using the reference domainΩ is that finite element approximations can be performed with respect to that fixed domain without being forced to remesh for every new set of the design variables. For the discretization of the velocity v and the pressure p, we use Taylor-Hood P2/P1 elements with respect to a shape regular family of simplicial triangulations ofΩ. We denote by v ∈ R n 1 and p ∈ R n 2 the vectors standing for the velocity components and the pressure in the nodal points associated with the Taylor-Hood finite element approximation of the Stokes system, and we refer to J(v, p, α) as the discretized objective functional. Then, the discrete optimal design problem can be stated as follows:
minimize J(v, p, α) (62) subject to the algebraic system (discretized Stokes equations)
and subject to the inequality constraints (61) . Due to the nonlinear dependence on the design variables, (62) , (63) and (61) represents an inequality constrained nonlinear programming problem. For its numerical solution we use a path-following barrier method as described below.
We couple the inequality constraints (61) by logarithmic barrier functions with a barrier parameter β = 1/µ > 0, µ → ∞, and the PDE constraint (60) by a Lagrange multiplier λ = (λ v , λ p ) T . This leads to the saddle point problem
where L (µ) stands for the Lagrangian
and B (µ) (y, α) is the so-called barrier function as given by
(for details cf., e.g., [106] ). The barrier path
T is given as the solution of the nonlinear system
Here, the subindices refer to the derivatives of the Lagrangian with respect to the primal, the dual, and the design variables. The choice of the barrier parameter strongly influences the performance of the method. There are static strategies with the FiaccoMcCormick approach as the most prominent one (cf. [43] ), where the barrier parameter is fixed until an approximate solution of (64) has been obtained, and there is a variety of dynamic update strategies (cf. [12, 36, 48, 84, 96, 97, 98] ). Convergence properties of the Fiacco-McCormick approach have been studied in [28] and [100] , whereas a convergence analysis of dynamic update strategies has been addressed in [12, 36, 84, 97] . We consider the solution of (66) by an adaptive continuation method based on the affine invariant convergence theory of Newton-type methods.
The adaptive continuation method is a predictorcorrector method featuring an adaptively determined continuation step size in the predictor and Newton's method as a corrector. It relies on the affine invariant convergence theory of Newton and Newton-type methods (cf., e.g., [34] ) and ensures that the iterates stay within a neighborhood of the barrier path so that convergence to a local minimum of the original minimization problem can be achieved (cf. Fig. (20) ).
x(µ 0 )
Central Path Predictor
Step: The predictor step relies on tangent continuation along the trajectory of the Davidenko equation
It amounts to the implementation of an explicit Euler step: Given some approximationx(
starting with j = 0 ( j ≥ 1 only if required by the correction step (see below)). We use ∆µ (0) 0 = ∆µ 0 for some given initial step size ∆µ 0 , whereas for k ≥ 1 the predicted step size ∆µ
Here, ∆µ k−1 is the computed continuation step size, ∆x ( j 0 ) (µ k ) is the first Newton correction (see below), and Θ(µ k ) < 1 is the contraction factor associated with a successful previous continuation step.
Corrector step: As a corrector, we use Newton's method applied to F(x(µ k+1 ), µ k+1 ) = 0 with x ( j 0 ) (µ k+1 ) from (68b) as a start vector. In particular, for ≥ 0 (Newton iteration index) and j ≥ 0 ( j being the steplength correction index) we compute ∆x ( j ) (µ k+1 ) according to
and compute ∆x ( j ) (µ k+1 ) as the associated simplified Newton correction Convergence of Newton's method is monitored by means of
In case of successful convergence, we set x(µ k+1 ) :=x ( j ) (µ k+1 ) with being the current Newton iteration index, accept the current step size ∆µ k := ∆µ ( j) k with current steplength correction index j and proceed with the next continuation step. However, if the monotonicity test
fails for some j ≥ 0, the predicted steplength ∆µ
has been chosen too large so that the predicted solutionx ( j 0 ) (µ k+1 ) is not situated within the Kantorovich neighborhood of x(µ k+1 ), i.e., it is outside the contraction tube around the barrier path (cf. Fig.  (21) ). In this case, we perform a correction of the steplength for the tangent direction δ x(µ k ) such that the new iterate stays within the contraction tube. To do so, the continuation step from (68b) has to be repeated with the reduced step size
until we either achieve convergence or for some prespecified lower bound ∆µ min observe
In the latter case, we stop the algorithm and report convergence failure. The Newton steps are realized by an inexact Newton method featuring right-transforming iterations (cf., e.g., [64, 65] ). The derivatives occurring in the KKT conditions and the Hessians are computed by automatic differentiation (cf., e.g., [53] ).
As mentioned before, one of the issues in the optimal design of the biochips is to make sure that the reservoir is filled with a very precise amount of the probe containing liquid. This is taken care of by a capillary barrier placed between a channel and the reservoir.
Since the acoustic streaming can be modeled by stationary Stokes flow, the optimal design of the capillary barriers fits the framework developed in this subsection.
As computational domain we have chosen part of a channel with a capillary barrier at its end and part of a reservoir connected with the channel by the capillary barrier. In the objective functional, we have chosen κ 1 = κ 2 = 1 and v d , p d based on information provided by the design engineers at the cooperating company producing the biochips. The problem has been discretized by P2/P1 Taylor-Hood elements. Fig. (22) displays the computed optimal shape of the barrier together with an underlying finite element mesh. The channel additionally has passive outlet valves (cf. Fig. (22) ) that are activated when the barrier operates in stopping mode and back flow occurs. Fig. (23) provides a visualization of the velocity field for the optimized channel under conditions of flow from the channel into the reservoir. Likewise, Fig. (24) displays the velocity field for the optimized channel under back flow conditions, i.e., when the capillary barrier operates in stopping mode.
Below we report the convergence history and execution time of the algorithm for a sufficiently fine finite element mesh with a total of N do f = 62916 degrees of freedom. We used 16 Bézier control points for the Bézier curve representation of the capillary barrier as design variables and a tolerance tol = 1.0E − 03 as termination criterion. 
Model Reduction
The optimal design of structures and systems based on reduced order modeling techniques can be used to significantly decrease the computational complexity while maintaining the desired accuracy of the approximation. In particular, we consider a shape optimization problem for the time-dependent Stokes system where the design only affects a relatively small area of the computational domain. Within the context of this contribution, the optimal design of capillary barriers in SAW driven microfluidic biochips is a good example for such a scenario. We will use a combination of domain decomposition and balanced truncation model reduction (BTMR) for the reduced order modeling based optimal design.
We consider the shape optimization problem
subject to the Stokes flow
with appropriate boundary conditions and the initial condition
where Ω(α) ⊂ R 2 is a bounded domain depending on the design parameters α = (
are the Bézier control points of a Bézier curve representation of the boundary ∂ Ω(α) and K stands for the convex set
Moreover, is a given function of the state variables v, p, the independent variables x,t and the design variables α, and ν F stands for the viscosity of the fluid. Since balanced truncation [11, 19] applies to dynamical systems, we perform a semi-discretization in space of (74a)-(74d) by stable continuous elements such as the Taylor-Hood P2-P1 element with respect to a simplicial triangulation of the spatial domain. The semi-discrete optimization problem reads
where the integrand in (75a) stems from the semidiscretization of the inner integral in (74a), and the pair (v, p) is assumed to solve the Hessenberg index 2 system
Here, M(α), A(α) ∈ R n 1 ×n 1 stand for the mass and stiffness matrices, B(α) ∈ R n 2 ×n 1 , n 2 < n 1 , refers to the discrete divergence operator, and
A Hessenberg index 2 system is an index 2 differential algebraic system where the algebraic variable is absent from the algebraic equation.
We have the following stability result for the solution of (75b),(75c) (cf. Theorem 5.1.1 in [2] ):
B ∈ R n 2 ×n 1 has full row rank n 2 and f = (
Here, the constants C i are given by
A ,
where Π stands for the oblique projection
onto Ker B T along Im B.
We assume that the integrand in (75a) is of the form
where C(α) ∈ R q×n 1 and D(α) ∈ R q×n 2 are observation matrices, F(α) ∈ R q×k is a feedthrough matrix, and d(t) ∈ R q ,t ∈ (0, T ). For ease of notation, we drop the dependence on α. The semi-discretized Stokes optimality system consists of the state equations
and the adjoint equations
For the realization of the balanced truncation, we compute the controllability and observability Gramians P, Q ∈ R n 1 ×n 1 as the solutions of the matrix Lyapunov equations
wherē
The Lyapunov equations (83a),(83b) can be solved approximately by multishift ADI techniques (cf., e.g., [18, 54, 77, 86] ). We factorize P = UU T , Q = EE T and perform the singular value decomposition
where 1 ≤ p ≤ n 1 is chosen such that σ p+1 < τσ 1 for some threshold τ > 0 and Y p , Z p are the matrices built by the leading p columns of Y, Z.
The projection matrices satisfy
Multiplying the state equations by W T and the adjoint equations by V T results in a reduced order optimality system, where the reduced order state equations turn out to be
whereas the reduced order adjoint state equations are given according to
with appropriately defined A, C, G, H, and K. Due to the stability of W T AV, the classical BTMR estimate for the error in the observations and the outputs can be shown to hold true. 
Proof: We refer to section 7 in [60] .
Let us now consider a domain Ω(α) such that
where the local area of interest is Ω 2 (α), whereas the design variables α do not apply to the rest Ω 1 of the computational domain. Since the design only affects Ω 2 (α) which is assumed to be relatively small, the nonlinearity is thus restricted to that part and motivates to consider a combination of domain decomposition and BTMR. We suppose that the finescale model results from a spatial discretization by P2-P1 Taylor-Hood elements with respect to a simplicial triangulation of the computational domain which aligns with the decomposition of the spatial domain. In order to ensure that the solutions of the Stokes subdomain problems associated with Ω 1 and Ω 2 (α) are the restrictions of the solution of the global problem to the subdomains, the subdomain pressures p i , 1 ≤ i ≤ 2, are split into a constant p 0,i and a pressure with zero spatial average. The latter is uniquely determined as the solution of the subdomain problem, whereas p 0 = (p 0,1 , p 0,2 ) T is determined through the coupling of the subdomain problems via the interface. The fine-scale model is used only in the local area of interest. The rest of the domain is taken care of by a reduced order model based on balanced truncation. The objective functional
is assumed to consist of an objective functional J 1 of tracking type for subdomain Ω 1 and an objective functional J 2 for subdomain Ω 2 (α).
Grouping the state variables according to
, and x Γ := (v Γ , p 0 ) T , the semidiscretized domain decomposed Stokes system can be written in block structured form according to
Here, the singular block matrices E 1 , E 2 (α) and E Γ (α) are given by
whereas S 11 , S 22 (α) and S ΓΓ (α) are the Stokes matrices associated with the subdomains Ω 1 , Ω 2 (α) and the interface Γ(α)
and S 1Γ , S 2Γ (α) are of the form
Finally, N 1 , N 2 (α) and N Γ (α) are given by
Introducing Lagrange multipliers
and partitioning them by means of
the Lagrangian associated with (91) , (92) is given by
as implicit functions of α, we assume that for some positive constant L 1 the Lipschitz condition
is satisfied uniformly in α ∈ K and t ∈ [0, T ]. (A 4 ) There exists a constant L 2 > 0 such that for all α ∈ K and all α with α ≤ 1 there holds
(A 5 ) The matrix A(α) ∈ R n 1 ×n 1 is symmetric positive definite and B(α) ∈ R n 2 ×n 1 has rank n 2 . The generalized eigenvalues of (A(α), M(α)) have positive real part. A 11 (α) ∈ R n 11 ×n 11 is symmetric positive definite and B 11 (α) ∈ R n 21 ×n 11 has rank n 21 . The generalized eigenvalues of (A 11 (α), M 11 (α)) have positive real part. 
where We have considered Stokes flow in a network of microchannels and reservoirs on top of a microfluidic biochip with capillary barriers between the channels and the reservoirs to guarantee a precise filling of the reservoirs with the DNA or protein probes. The objective was twofold: Firstly, we wanted to design the walls of the barriers in such a way that a desired velocity profile v d is attained and secondly, we wanted to minimize the vorticity ∇ ∧ v in subdomain Ω obs of the network. The chosen computational domain Ω ⊂ R 2 is displayed in Figure ( on the design variables have been chosen such that the constraints were never active in this example. We have selected m T = 6, m B = 6 Bézier control points for the top and the bottom boundary of Ω 2 (α) with the respective first and last control points being fixed. The desired velocity v d has been chosen as the restriction to Ω 2 (α) of the velocity computed on Ω( α) for α = (9.9, 9.75, 9.75, 9.9, 9.1, 9.25, 9.25, 9.1). For spatial discretization, we have used P2-P1 Taylor-Hood elements with respect to simplicial triangulations T h (Ω) of different granularity aligning with the decomposition into Ω 1 and Ω 2 . The Lyapunov equations have been solved by a multishift ADI method with four shifts that have been computed as in [60] . For the model reduction, we have selected all Hankel singular values σ j with σ j ≥ 10 −3 σ 1 . Further, we have used automatic differentiation [53] to compute the derivatives with respect to the design variables α and we have solved the discretized optimization problems by a projected BFGS method with Armijo line search. The optimization algorithm has been terminated when the norm of the projected gradient was less than 10 −4 . The results in Figure ( (26)- (27) and Table 5 have been generated with respect to the finest mesh with a total of N v,do f = 16806 degrees of freedom. In particular, the computed optimal domain Ω(α * ) is shown in Figure (25) (right) . We note that the optimal shape α * is close, but not equal to α, since the objective J(α) also includes the term The convergence histories of the projected BFGS algorithm are shown in Fig. (27) . We note that except for the final iterations, the convergence behavior of the optimization algorithm is nearly identical. This can be explained as follows: The DDBTMR approach approximates the objective function as well as the gradient of the full order problem with an absolute error that is proportional to the sum of the truncated singular values. The objective function values begin to differ when the full order objective function value drops below 10 −4 . However, we have stopped the iteration when the gradient norms were less than 10 −4 . If we had required a stricter stopping criteria, then the gradient norms between the full and the reduced order model would have started to differ as well. Table 5 : Optimal shape parameters α * and α * (rounded to 5 digits) computed by minimizing the full and the reduced order model ment. We observe that the size of the reduced order model is nearly independent of the grid size and that the model reduction achieved by BTMR on the linear subproblem corresponding to Ω 1 is substantial. Finally, the optimal shapes α * and α * for the full and the reduced order model are shown in Table 5. For the finest grid problem, the error between the full and the reduced order model solution is α * − α * 2 = 8.0751 · 10 −3 .
