Quantum transport in crystals: effective-mass theorem and k.p
  Hamiltonians by Barletti, Luigi & Abdallah, Naoufel Ben
ar
X
iv
:1
41
1.
38
40
v1
  [
ma
th-
ph
]  
14
 N
ov
 20
14
Quantum Transport in Crystals:
Effective Mass Theorem and K·P Hamiltonians
Luigi Barletti1 and Naoufel Ben Abdallah2
1Dipartimento di Matematica, Universita` di Firenze, Viale Morgagni 67/A, 50134 Firenze,
Italy, barletti@math.unifi.it
2Institut de Mathe´matiques de Toulouse, Universite´ de Toulouse Univ. Paul Sabatier, 118
route de Narbonne, 31062 Toulouse, France, naoufel@math.univ-toulouse.fr
Abstract
In this paper the effective mass approximation and k·p multi-band models, describing
quantum evolution of electrons in a crystal lattice, are discussed. Electrons are assumed to
move in both a periodic potential and a macroscopic one. The typical period ǫ of the periodic
potential is assumed to be very small, while the macroscopic potential acts on a much bigger
length scale. Such homogenization asymptotic is investigated by using the envelope-function
decomposition of the electron wave function. If the external potential is smooth enough,
the k·p and effective mass models, well known in solid-state physics, are proved to be close
(in strong sense) to the exact dynamics. Moreover, the position density of the electrons is
proved to converge weakly to its effective mass approximation.
1 Introduction
The effective mass approximation is a common approximation in solid state physics [7, 6, 21] and
states roughly speaking that the motion of electrons in a periodic potential can be replaced with
a good approximation by the motion of a fictitious particle in vacuum but with a modified mass
called the effective mass of the electron. This approximation is valid when the lattice period is
small compared to the observation length scale, it relies on the Bloch decomposition theorem for
the Schro¨dinger equation with a periodic potential. The effective mass is actually a tensor and
depends on the energy band in which the electron “live’s’. One of the most important references
in the Physics literature on the subject is the paper of Kohn and Luttinger [14] which dates
back to 1955. As for rigorous mathematical treatment of this problem, we are aware of the work
of Poupaud and Ringhofer [16] and that of Allaire and Piatnitski [3]. The aim of the present
work is to provide an alternative mathematical treatment which is based on the original work
of Kohn and Luttinger. Like in [3] (see also [2] and [4] for related problems), we consider the
scaled Schro¨dinger equation
i∂t ψ(t, x) =
(
−1
2
∆ +
1
ǫ2
WL
(x
ǫ
)
+ V
(
x,
x
ǫ
))
ψ(t, x),
where WL(z) is a periodic potential with the periodicity of a lattice L, representing the crystal
ions, while V (x, z) represents an external potential. The latter is assumed to act both on the
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macroscopic scale x and on the microscopic scale z = x/ǫ, and to be L-periodic with respect to
z. The small parameter ǫ is interpreted as the so-called “lattice constant”, that is the typical
separation between lattice sites. Note that the scaling of the Schro¨dinger equation (2.30) is a
homogenization scaling [3, 16]. As mentioned above, the analysis of the limit ǫ → 0 has been
done in Refs. [3] and [16] by different techniques. In [16], the analysis is done indirectly by
means of Wigner functions techniques. Using Bloch functions which diagonalize the periodic
Hamiltonian, a Wigner function is constructed. The limit ǫ→ 0 is done in the Wigner equation
and is reinterpreted as the Wigner transform of an effective mass Schro¨dinger equation. In
[3], the problem is tackled differently thanks to homogenization techniques, mainly double-scale
limits. The wave function is spanned on the Bloch basis and the limiting equation is obtained
by expanding around zero wavevector the Bloch functions and the energy bands.
The approach we adopt in this paper is completely different from [16] and somehow related to
[3] although the techniques are different. The main idea, borrowed from the celebrated work of
Kohn and Luttinger [14], consists of expanding the wave function on a modified Bloch basis. This
choice of basis does not allow to completely diagonalize the periodic part of the Hamiltonian,
but completely separates the “oscillating” part of the wave function from its slowly varying one.
By doing so, we introduce a so-called envelope function decomposition of the wave function and
rewrite the Schro¨dinger equation as an infinite system of coupled Schro¨dinger equations. Each of
the envelope functions has a fast oscillating scale in time with a frequency related to the energy
band for vanishing wavevector. Therefore adiabatic decoupling occurs as it is commonly the case
for fast oscillating systems [11, 15, 19, 20]. The action of the macroscopic potential becomes in
the envelope function formulation a convolution operator in both the position variable and band
index. The limit of this operator becomes a multiplication operator in position by a matrix
potential (in the band index). The analysis of this limiting process is obtained through simple
Fourier-like analysis and perturbation of point spectra of self-adjoint operators. The method
allows to handle an infinite number of Bloch waves and also derive the so-called k·p Hamiltonian
as an intermediate model between the original Schro¨dinger equation and its limiting effective
mass approximation.
The outline of the paper is as follows. Section 2 is devoted to the presentation of the functional
setting, notations as well as the main result of the paper. As mentioned above, the Schro¨dinger
equation is reformulated as an infinite system of coupled Schro¨dinger equations, where the
coupling comes both from the differential part and from the potential part. In Section 3, we
concentrate on the potential part and analyze its limit. Section 4 is devoted to the diagonaliza-
tion of the differential part and to the expansion of the corresponding eigenvalues in the Fourier
space. In Section 5, we analyze the convergence of the solution of the Schro¨dinger equation
towards its effective mass approximation. The method relies on the definition of intermediate
models and the comparison of their respective dynamics. Some comments are done in Section 6
while some proofs are postponed to Section 7.
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2 Notations and main results
2.1 Bloch decomposition
Let us consider the operator
HǫL = −12∆+ 1ǫ2 WL
(
x
ǫ
)
, (2.1)
where WL is a bounded L-periodic potential where the lattice L is defined by
L =
{
Lz
∣∣ z ∈ Zd} ⊂ Rd, (2.2)
where L be a d × d matrix with detL 6= 0. The centered fundamental domain C of L is, by
definition,
C =
{
Lt
∣∣∣ t ∈ [− 1
2
,
1
2
]d}
. (2.3)
Note that the volume measure |C| of C is given by |C| = |detL|. The reciprocal lattice L∗ is, by
definition, the lattice generated by the matrix L∗ such that
LTL∗ = 2πI. (2.4)
The Brillouin zone B is the centered fundamental domain of L∗, i.e.1
B =
{
L∗t
∣∣∣ t ∈ [− 1
2
,
1
2
]d}
. (2.5)
Thus, we clearly have
|C| |B| = (2π)d. (2.6)
We assume without loss of generality that the periodic potential is larger than one (WL ≥ 1).
In solid state physics, WL is interpreted as the electrostatic potential generated by the ions of
the crystal lattice [6]. With the change of variables z = x/ǫ, the operator HǫL turns to
1
ǫ2
H1L,
where H1L is given by (2.1) with ǫ = 1. This operator has a band structure which is given by
the celebrated Bloch theorem [18].
Definition 2.1 For any k ∈ B, the fiber Hamiltonian
HL(k) =
1
2
|k|2 − ik · ∇ − 12∆+WL. (2.7)
defined on L2(C) with periodic boundary condition has a compact resolvent. Its eigenfunctions
form an orthonormal sequence of periodic solutions (un,k)n∈N) solving the eigenvalue problem
HL(k)un,k = En(k)un,k (2.8)
The functions un,k are the so-called Bloch functions and the eigenvalues En(k) are the energy
bands of the crystal. For each fixed value of k ∈ B, the set {un,k | n ∈ N} is a Hilbert basis of
L2(C) [8, 18]. The Bloch waves defined for k ∈ B and n ∈ N by
X bn,k(x) = |B|−1/2 1B(k) eik·x un,k(x)
1In solid state physics the Brillouin zone used has a slightly different definition. However, the two definitions
are equivalent to our purposes.
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form a complete basis of L2(Rd) and satisfy the equation
H1LX bn,k = En(k)X bn,k.
The scaled Bloch functions are given by
X b,ǫn,k(x) = |B|−1/2 1B/ǫ(k) eik·x un,ǫk(x)
and they satisfy
HǫLX b,ǫn,k =
En(ǫk)
ǫ2
X b,ǫn,k.
In order to analyze the limit ǫ→ 0, the usual starting point is to decompose the wave function
on the Bloch wave functions. This decomposition was in particular used in [3]. This has the
big advantage of completely diagonalizing the periodic Hamiltonian, but since the wave vector
appears both in the plane wave eik·x and in the standing periodic function un,ǫk, the separation
between the fast oscillating scale and the slow motion carried by the plane wave is not immediate.
We follow in this work the idea of Kohn and Luttinger [14] who decompose the wave function
on the basis
X lkn,k(x) = |B|−1/2 1B(k) eik·x un,0(x). (2.9)
The family X lkn,k is also a complete orthonormal basis of L2(R3) but only partially diagonalizes
H1L since
H1LX lkn,k = |B|−1/21B/ǫ(k) eik·x
[
1
2
|k|2 − ik · ∇+ En(0)
]
un,0
= |B|−1/21B/ǫ(k) eik·x
∑
n′
[
1
2
|k|2δnn′ − ik · Pnn′ + Enδnn′
]
un′,0
=
∑
n′
[
1
2
|k|2δnn′ − ik · Pnn′ + Enδnn′
]
X lkn′,k .
(2.10)
Here, En = En(0) and
Pnn′ =
∫
C
un,0(x)∇un′,0(x) dx (2.11)
are the matrix elements of the gradient operator between Bloch functions. The interest of the
Luttinger-Kohn wave functions is that the wave vector k only appears in the plane wave and not
in the standing periodic part un,0. This will allow us to decompose the wave function in a nice
way for which we will prove some Hilbert analysis type results. This is the envelope function
decomposition that we detail in the following section.
2.2 Envelope functions
In the following, we shall use the symbol F to denote the Fourier transformation on L2(Rd)
Fψ(k) = 1
(2π)d/2
∫
Rd
e−ix·kψ(x) dk (2.12)
and F∗ = F−1 for the inverse transformation. We shall use a hat, ψˆ = Fψ, for the Fourier
transform of ψ.
4
Definition 2.2 We define L2B(R
d) ⊂ L2(Rd) to be the subspace of L2-functions supported in B:
L2B(R
d) =
{
f ∈ L2(Rd) ∣∣ supp (f) ⊂ B} . (2.13)
Thus, F∗L2B(Rd) is the space of L2-functions whose Fourier transform is supported in B.
The envelope function decomposition is defined by the following theorem.
Theorem 2.3 Let vn : R
d → C be L-periodic functions such that {vn | n ∈ N} is an orthonormal
basis of L2(C). For every ψ ∈ L2(Rd) there exists a unique sequence {fn ∈ F∗L2B(Rd) | n ∈ N}
such that
ψ = |C|1/2
∑
n
fn vn. (2.14)
We shall denote fn = πn(ψ). The decomposition satisfies the Parseval identity
〈ψ,ϕ〉L2(Rd) =
∑
n
〈πn(ψ), πn(φ)〉L2(Rd). (2.15)
For any ǫ > 0 we shall consider the scaled version f ǫn = π
ǫ
n(ψ) of the envelope function decom-
position as follows:
ψ(x) = |C|1/2
∑
n
f ǫn(x) v
ǫ
n(x), (2.16)
with fˆ ǫn ∈ L2B/ǫ(Rd), where
vǫn(x) = vn
(x
ǫ
)
. (2.17)
We still have the Parseval identity
〈ψ,ϕ〉L2(Rd) =
∑
n
〈πǫn(ψ), πǫn(ϕ)〉L2(Rd). (2.18)
Finally, the Fourier transforms of the ǫ-scaled envelope functions are given by
fˆ ǫn(k) =
∫
Rd
X ǫn,k(x)ψ(x) dx, (2.19)
where, for x ∈ Rd, k ∈ Rd, n ∈ N,
X ǫn,k(x) = |B |−1/2 1B/ǫ(k) eik·x vǫn(x). (2.20)
The proof of this theorem is postponed to Section 7.
Remark 2.4 Note that the above result is a variant of the so-called Bloch transform. In [5],
the function
ψ̂(x, k) = |C|1/2
∑
n
f̂n(k) vn(x)
is referred to as the Bloch transform of ψ. We also refer to [1], [18] and [13] for Bloch wave
methods in periodic media.
Definition 2.5 The functions fn = πn(ψ) of Theorem 2.3 will be called the envelope functions
of ψ relative to the basis {vn | n ∈ N}, while f ǫn = πǫn(ψ) will be called the ǫ-scaled envelope
function relative to the basis {vn | n ∈ N}
Theorem 2.6 Let us consider the ǫ-scaled envelope function decomposition (2.16) of ψ ∈ L2(Rd).
Then, for every θ ∈ L1(Rd) such that θˆ ∈ L1(Rd), we have
lim
ǫ→0
∫
Rd
θ(x)
[
|ψ(x)|2 −
∑
n
|f ǫn(x)|2
]
dx = 0. (2.21)
The proofs of this theorem is also postponed to Section 7.
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2.3 Functional spaces
In this section, we define some functional spaces which will be used all along the paper.
Definition 2.7 We define the space L2 = ℓ2 (N, L2(Rd)) as the Hilbert space of sequences g =
(g0, g1, . . .), gn = gn(k), with gn ∈ L2(Rd), such that
‖g‖2L2 =
∑
n
‖gn‖2L2(Rd) <∞. (2.22)
Moreover, for µ ≥ 0 let L2µ be the subspace of all sequences g ∈ L2 such that
‖g‖2L2µ = ‖(1 + |k|
2)µ/2g‖2L2 =
∑
n
‖(1 + |k|2)µ/2gn‖2L2 <∞ (2.23)
and let Hµ = ℓ2 (N,Hµ(Rd)), with
‖f‖2Hµ =
∑
n
‖fn‖2Hµ =
∑
n
‖(1 + |k|2)µ/2f̂n‖2L2 <∞. (2.24)
It is readily seen that f ∈ Hµ if and only if f̂ ∈ L2µ. Let us redefine the eigenpairs (En, vn) of
the operator H1L = −12∆+WL with periodic boundary conditions by
− 12∆vn +WLvn = Envn, on C∫
C
|vn|2 dx = 1, vn periodic
(2.25)
(note that vn = un,0, according to Definition 2.1). The sequence En is increasing and tends to
+∞.
Let us now define the functional spaces for the external potential:
Wµ =
{
V ∈ L∞(R2d)
∣∣∣ V (·, z + λ) = V (·, z), λ ∈ L, ‖V ‖Wµ <∞}, (2.26)
where
‖V ‖Wµ =
1
(2π)d/2
ess sup
z∈C
∫
Rd
(1 + |k|)µ|Vˆ (k, z)| dk (2.27)
and V̂ (k, z) = (2π)−d/2
∫
Rd
e−ik·x V (x, z) dx.
We finally define for any positive constant γ the truncation operator
Tγ(f) = F∗(1γBf̂). (2.28)
It is now readily seen that the truncation operator satisfies for any nonnegative real numbers
s, µ,
‖f − Tγf‖Hs ≤ Cγ−µ‖f‖Hs+µ , (2.29)
where C > 0 is a suitable constant independent of γ.
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2.4 Main Theorem
We announce in this section the main theorem of our paper. We recall that (vn, En) are defined
by (2.25).
Theorem 2.8 Assume that WL ∈ L∞ and that all the eigenvalues En = En(0) are simple. Let
ψin,ǫ be an initial datum in L2(Rd), let f in,ǫn = πǫn(ψ
in,ǫ) be its scaled envelope functions relative
to the basis vn. Assume that the sequence f
in,ǫ belongs to Hµ, with a uniform bound for the
norm as ǫ vanishes, and that it converges in L2 as ǫ tends to zero to an initial datum f in. Let
ψǫ be the unique solution of
i∂t ψ
ǫ(t, x) =
(
−1
2
∆ +
1
ǫ2
WL
(x
ǫ
)
+ V
(
x,
x
ǫ
))
ψǫ(t, x),
ψ(t = 0) = ψin,ǫ,
(2.30)
and assume that V ∈ Wµ for a positive µ. Then for any θ ∈ L1(Rd) such that θ̂ ∈ L1(Rd), we
have the following local uniform convergence in time∫
|ψǫ(t, x)|2θ(x) dx→
∫ ∑
n
|hn(t, x)|2θ(x) dx
where the envelope function hn is the unique solution of the homogenized Schro¨dinger equation
i∂t hn = −1
2
div
(
M
−1
n ∇hn
)
+ Vnn(x)hn, hn(t = 0) = f
in
n ,
with
Vnn =
∫
C
V (x, z)|vn(z)|2 dz
and
M
−1
n = ∇⊗∇En(k) |k=0 = I − 2
∑
n′ 6=n
Pnn′ ⊗ Pn′n
En − En′ .
(effective mass tensor of the n-th band).
3 From the Schro¨dinger equation to the k·p model
Let ψǫ(t, x) be the solution of the Schro¨dinger equation (2.30) and let f ǫn(t, x) be its ǫ-scaled
envelope function relative to the basis vn defined in (2.25) and (2.17):
ψǫ(t, x) = |C|1/2
∑
n
f ǫn(t, x)v
ǫ
n(x)
Let us define
gǫn(t, k) = f̂n(t, k).
From now on, we will reserve the notation f for functions of the position variable x, while g will
be used for functions of the wavevector k. Multiplying the Schro¨dinger equation by X ǫn,k(x) (see
Eq. (2.20)) and integrating over k leads to the following equation
i∂t g
ǫ
n(t, k) =
1
2
|k|2 gǫn(t, k)−
i
ǫ
∑
n′
k · Pnn′gǫn′(t, k) +
1
ǫ2
En g
ǫ
n(t, k)
+
∑
n′
∫
Rd
U ǫnn′(k, k
′) gǫn′(t, k
′) dk′,
(3.1)
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where the kernel Unn′(k, k
′) is given by
U ǫnn′(k, k
′) =
∫
Rd
X ǫn,k(x)V
(
x,
x
ǫ
)
X ǫn′,k′(x) dx
= |B |−1 1B/ǫ(k)
∫
Rd
1B/ǫ(k
′) e−i(k−k
′)·x vn
ǫ(x)V
(
x,
x
ǫ
)
vǫn′(x) dx.
By writing
V (x, z)vn(z) =
∑
n′
Vn′n(x)vn′(z),
where
Vn′n(x) =
∫
C
vn′(z) vn(z)V (x, z) dz = V nn′(x), (3.2)
we can express U ǫnn′(k, k
′) in the form
U ǫnn′(k, k
′) =
1B/ǫ(k)
|B|
∑
m
∫
Rd
1B/ǫ(k
′) e−i(k−k
′)·x vn
ǫ(x)Vmn′(x)v
ǫ
m(x) dx (3.3)
In position variables, the envelope functions satisfy the system
i∂t f
ǫ
n(t, x) =
En
ǫ2
fn(t, x)− 12∆ f ǫn(t, x)
− 1
ǫ
∑
n′∈N
Pnn′ · ∇f ǫn′(t, x) +
∑
n′∈N
∫
Rd
V ǫnn′(x, x
′) f ǫn′(t, x
′) dx′, (3.4)
where
V ǫnn′(x, x
′) =
1
(2π)d|B|
∫
B/ǫ
dk
∫
Rd
dy
∫
B/ǫ
dk′×
×
{
eik·xe−i(k−k
′)·y vǫn(y)V
(
y,
y
ǫ
)
vǫn′(y) e
−ik′·x′
}
(3.5)
From equation (3.4) we see that the fast oscillation scales are different for different envelope
functions. This will naturally lead to adiabatic decoupling (see [11, 15, 19, 20]).
Definition 3.1 Let us define the operator U ǫ on L2 as follows: for any element g = (g0, g1, . . .)
of L2
(U ǫg)n (k) =
∑
n′
∫
Rd
U ǫnn′(k, k
′) gǫn′(k
′) dk′. (3.6)
Let us also define the operator Vǫ on the position space L2 by
(Vǫf)n (x) =
∑
n′
∫
Rd
V ǫnn′(x, x
′) f ǫn′(x
′) dx′. (3.7)
We obviously have
V̂ǫ(f) = U ǫ(f̂).
Since vn and vm are L-periodic, the formal limit of U ǫnn′(k, k′) is given by
U0nn′(k, k
′) =
∑
m
〈vn, vm〉
|B||C|
∫
Rd
e−i(k−k
′)·x Vmn′(x) dx =
1
(2π)d/2
V̂nn′(k − k′).
Therefore the formal limit of U ǫ is the operator U0 defined by(U0g)
n
(k) =
∑
n′
1
(2π)d/2
∫
Rd
Vˆnn′(k − k′) gn′(k′) dk′, (3.8)
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which means that the in position space the limit ofVǫ is the non diagonal multiplication operator
V0 defined by (
V0f
)
n
(x) =
∑
n′
Vnn′(x) fn′(x). (3.9)
The operators become diagonal in n if V (x, z) does not depend on z. Indeed, in this case
Vnn′(x) = V (x)δnn′ . The k·p approximation found in semiconductor theory [21], consists in
replacing the operator U ǫ by U0. Let us now analyze the departure of U ǫ from U0.
Lemma 3.2 Let the external potential V (x, z) be in L∞. Then, for any ǫ ≥ 0, U ǫ is a bounded
operator on L2 and we have the uniform bound
‖U ǫ‖ ≤ ‖V ‖L∞ , ∀ ǫ ≥ 0. (3.10)
Proof Let us begin with the case ǫ = 0. We remark that
U0g = V̂0(f),
where f = F∗(g). Let G be another element of L2, and let F be its back Fourier transform. We
have ∣∣〈U0g,G〉∣∣ = ∣∣〈V0f, F〉∣∣ = ∣∣∣∣∣∑
nn′
∫
Vnn′(x)fn′(x)Fn(x) dx
∣∣∣∣∣
=
∣∣∣∣∣∑
nn′
∫
V (x, z)vn′(z)vn(z)fn′(x)Fn(x) dx dz
∣∣∣∣∣
=
∣∣∣∣∣∣
∫
V (x, z)
[∑
n
fn(x)vn(z)
] [∑
n
Fn(x)vn(z)
]
dx dz
∣∣∣∣∣∣
≤ ‖V ‖L∞
[∫ ∣∣∣∑
n
fn(x)vn(z)
∣∣∣2dx dz]12[∫ ∣∣∣∑
n
Fn(x)vn(z)
∣∣∣2dx dz]12
≤ ‖V ‖L∞‖f‖L2‖F‖L2 = ‖V ‖L∞‖g‖L2‖G‖L2 .
Since the result holds for any g and G in L2, this implies that ‖U0(g)‖L2 ≤ ‖V ‖L∞‖g‖L2 . For
ǫ > 0 it is enough to observe that U ǫ is unitarily equivalent to the multiplication operator by
V (x, xǫ ) in position space. More precisely, defining f
ǫ(x) = F∗(1B/ǫg) and defining ψǫ(x) =∑
n f
ǫ
n(x)v
ǫ
n(x) so that f
ǫ
n = π
ǫ
n(ψ
ǫ), then it follows from the definition of U ǫ that
(U ǫg)n = F
[
πǫn
(
V
(
x,
x
ǫ
)
ψǫ
)]
.
It is now readily seen that
‖U ǫ(g)‖2L2 = ‖V
(
x,
x
ǫ
)
ψǫ‖
2
L2
≤ ‖V ‖2L∞‖ψǫ‖2L2 ≤ ‖V ‖2L∞‖g‖2L2 .

Lemma 3.3 For any γ > 0 let γB be the set of γk where k is in B. Then
γB + βB = (γ + β)B.
Moreover Let k ∈ B and k′ ∈ 13B. Let λ a non vanishing element of the reciprocal lattice L∗.
Then k − k′ + λ /∈ 13B.
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The proof of this lemma is immediate (using the fact that B is the linear deformation of a
hypercube, see definition (2.5)) and is left to the reader.
Lemma 3.4 Let V ∈ W0 and g ∈ L2 be such that supp
(
Vˆnm
) ⊂ 13ǫB and supp(gn) ⊂ 13ǫB, for
all n,m ∈ N. Then, in this case, U ǫg = U0g.
Proof Let us first notice that {|C|−1/2 eiη·x | η ∈ L∗} is a orthonormal basis of L2(C) (the
Fourier basis). We first deduce from (3.3) and from the identity
vn(y) =
1
|C|1/2
∑
λ∈L∗
vn,λe
iλ·x
where vn,λ = 〈vn, eiλ·x
|C|1/2
〉 that
(U ǫg)n (k) =
∑
λ,λ′∈L∗
∑
m,n′
∫
Rd×Rd
e−i(k−k
′+λ−λ
′
ǫ
)·x
1B/ǫ(k
′)1B/ǫ(k)×
× Vnm(x)vm,λ vn′,λ′ gn′(k′) dx dk′ =
1B/ǫ(k)(2π)
d/2
∑
λ,λ′∈L∗
∑
m,n′
∫
B/ǫ
V̂nm
(
k − k′ + λ−λ′ǫ
)
vm,λ vn′,λ′ gn′(k
′) dx dk′.
Since the support of gn′ is included in B/3ǫ and k ∈ B/ǫ, Lemma 3.3 implies that the only
contributing terms to the above sum are those for which λ = λ′. Therefore, we are lead to
evaluate
∑
λ vm,λ vn′,λ which is equal to 〈vn′ , vm〉 = δmn′ because of the orthonormality of the
family (vn). Therefore
(U ǫg)n (k) = (2π)−d/21B/ǫ(k)
∑
n′
∫
B/ǫ
V̂nn′(k − k′)gn′(k′) dx dk′.
Now, we can remove 1B/ǫ(k) from the right hand side of the above identity, since both the
support of gn′ and that of V̂nn′ are in
1
3ǫB. Hence
(U ǫg)n (k) = (2π)−d/2
∑
n′
∫
Rd
V̂nn′(k − k′)gn′(k′) dxdk′ =
(U0g)
n
(k).

Theorem 3.5 Assume that V ∈ Wµ for some µ ≥ 0. Then, a constant cµ > 0, independent of
ǫ, exists such that
‖U ǫg − U0g‖L2 ≤ ǫµ cµ ‖V ‖Wµ ‖g‖L2µ (3.11)
for all g ∈ L2µ and for all ǫ > 0.
Proof Let the smoothed potential V ǫs be defined by
Vˆ ǫs (k, z) = 1B/3ǫ(k) Vˆ (k, z). (3.12)
Moreover, let U ǫs denote the operator U ǫ with the potential Vs. Let us assume firstly that
supp (gn) ⊂ B/3ǫ for all n ∈ N. Then, from Lemma 3.4 we have U ǫsg = U0s g and we can write
‖U ǫg − U0g‖L2 ≤ ‖U ǫg − U ǫsg‖L2 + ‖U0s g − U0g‖L2 . (3.13)
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Using (3.10) and the linearity of U ǫ and U0 with respect to the potential, we have
‖U ǫg − U ǫsg‖L2 ≤ ‖V − V ǫs ‖W0 ‖g‖L2 . ǫ ≥ 0,
Recalling the definition (2.27), we also have
‖V − V ǫs ‖W0 =
1
(2π)d/2
ess sup
z∈C
∫
Rd\B/3ǫ
|Vˆ (k, z)| dk
≤ 1
(2π)d/2
ess sup
z∈C
∫
k/∈B/3ǫ
( |3ǫk|
R
)µ
|Vˆ (k, z)| dk ≤
(
3ǫ
R
)µ
‖V ‖Wµ
where R > 0 is the radius of a sphere contained in B. Then (still in the case supp(gn) ⊂ B/3ǫ),
from (3.13) we get
‖U ǫg − U0g‖L2 ≤ 2
(
3ǫ
R
)µ
‖V ‖Wµ ‖g‖L2 . (3.14)
Now, if g ∈ L2µ (Definition 2.7), we can write (using 1c = 1− 1)
‖U ǫg − U0g‖L2 ≤ ‖U ǫ1cB/3ǫg‖L2 + ‖(U
ǫ − U0)1B/3ǫg‖L2 + ‖U01cB/3ǫg‖L2 (3.15)
From (3.10) we have ‖U ǫ1cB/3ǫg‖L2 ≤ ‖V ‖W0‖1
c
B/3ǫg‖L2 , for all ǫ ≥ 0. But
‖1cB/3ǫg‖2L2 =
∑
n
∫
k/∈B/3ǫ
|gn(k)|2 dk
≤
∑
n
∫
k/∈B/3ǫ
( |3ǫk|
R
)2µ
|gn(k)| dk ≤
(
3ǫ
R
)2µ
‖g‖2L2µ
and so we can estimate the first and third term in the right hand side of (3.15) as follows:
‖U ǫ1cB/3ǫg‖L2 + ‖U
0
1
c
B/3ǫg‖L2 ≤ 2
(
3ǫ
R
)µ
‖V ‖W0 ‖g‖L2µ .
Moreover, since Eq. (3.14) holds for 1B/3ǫg, then we can estimate also the second term:
‖(U ǫ − U0)1B/3ǫg‖L2 ≤ 2
(
3ǫ
R
)µ
‖V ‖Wµ ‖g‖L2 .
Since ‖V ‖W0 ≤ ‖V ‖Wµ and ‖g‖L2 ≤ ‖g‖L2µ , then from (3.15) we conclude that (3.11) holds,
with cµ = 4(3/R)
µ (note that R does not depend on ǫ). 
4 Diagonalization of the k·p Hamiltonian
In this section, we consider the case V (x, z) = 0 and concentrate on the diagonalization of
the k·p Hamiltonian. The envelope function dynamics are then given in Fourier variables by
Eq. (3.1) which we rewrite under the form
iǫ2∂t gn(t, k) =
1
2
ǫ2|k|2gn(t, k) − iǫ
∑
n′
k · Pnn′gn′(t, k) + Engn(t, k). (4.1)
Putting ξ = ǫk, we are therefore led to consider, for any fixed ξ ∈ Rd, the following operators,
acting in ℓ2 ≡ ℓ2(N,C) and defined on their maximal domains:
(A0)nn′ = Enδnn′ , (A1(ξ))nn′ = −iξ · Pnn′ , (A2(ξ))nn′ =
1
2
|ξ|2 δnn′ . (4.2)
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Moreover, we put A(ξ) = A0 +A1(ξ) +A2(ξ), so that
(A(ξ))nn′ = Enδnn′ − iξ · Pnn′ +
1
2
|ξ|2 δnn′ (4.3)
is the operator at the right-hand side of Eq. (4.1) (with ξ = ǫk).
Lemma 4.1 The following properties hold:
(a) for any given ξ ∈ Rd, A1(ξ) is A0-bounded with A0-bound less than 1, which implies that
A(ξ) = A0 +A1(ξ) +A2(ξ) is self-adjoint on the (fixed) domain of A0, that is
D(A0) =
{
g ∈ ℓ2
∣∣∣ ∑
n
|Engn|2 <∞
}
; (4.4)
(b) {A(ξ) | ξ ∈ Rd} is a holomorphic family of type (A) of self-adjoint operators [12];
(c) for any given ξ ∈ Rd, A(ξ) has compact resolvent, which implies that A(ξ) has a sequence of
eigenvalues λ1(ξ) ≤ λ2(ξ) ≤ λ3(ξ) ≤ · · · , with λn(ξ) → ∞, and a corresponding sequence
ϕ(1)(ξ), ϕ(2)(ξ), ϕ(3)(ξ) . . . of orthonormal eigenvectors .
Proof (a) We first recall (see (2.25)) that (vn, En) is an eigencouple of H
1
L = −12∆ +WL on
the domain H2per(C) (the subscript “per” denoting periodic boundary conditions). The operator
A0 is the representation in the basis (vn) of the operator H
1
L, while A1(ξ) is the representation
in the same basis of −iξ · ∇ with domain H1(C):
D (A0) ≡ H2per(C) ⊂ H1(C) ≡ D (A1(ξ)) .
Then, for any given sequence (gn), denoting g(x) =
∑
n gnvn(x), we have
1
2
∫
C
|∇g(x)|2 dx+
∫
C
WL(x)|g(x)|2 dx =
〈
H1Lg, g
〉
L2(C)
=
∑
n
En|gn|2.
Since WL is bounded and WL ≥ 1, then for g ∈ D(A0) we obtain
‖A1(ξ)g‖2ℓ2 ≤ |ξ|2‖∇g‖2L2(C) ≤ 2|ξ|2
∑
n
En|gn|2, (4.5)
where we used the notation g for both g(x) =
∑
n gnvn(x) and for the sequence g = (gn) ∈ ℓ2.
Since En →∞, then, for any given 0 < b < 1, a positive integer n(ξ) exists such that 2|ξ|2En <
bE2n for n ≥ n(ξ) and we can write
2|ξ|2
∑
n
En|gn|2 ≤ 2|ξ|2En(ξ)
n(ξ)∑
n=1
|gn|2 +
∞∑
n=n(ξ)
b|Engn|2.
Thus, ‖A1(ξ)g‖2ℓ2 ≤ 2|ξ|2En(ξ)‖g‖2ℓ2 + b ‖A0g‖2ℓ2 , with b < 1, which proves point (a). The proof
of the remaining points is standard (see Refs. [8, 12, 18]). 
Remark 4.2 Recalling Definition 2.1 and Eq. (2.10) we see that A(ξ) is nothing but the ex-
pression of the fiber Hamiltonian HL(ξ) in the Bloch basis vn = un,0. Then, the diagonalization
of A(ξ) corresponds to the diagonalization of HL(ξ) and, therefore, the eigenvalues λn(ξ) co-
incide with the energy bands En(ξ) inside the Brillouin zone. Moreover, ϕ
(n)(ξ) is clearly the
component expression of un,ξ in the basis un,0, i.e. ϕ
(n)(ξ) = 〈un,ξ, un,0〉L2(C).
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The eigenvalues λn(ξ) have been numbered in increasing order for each ξ; this means that, when
a eigenvalue crossing occurs, then the smoothness of λn(ξ) (and of ϕ
(n)(ξ)) is lost. However,
since we are assuming that λn(0) = En are simple, then λn(ξ) and ϕ
(n)(ξ) are analytic in a
neighborhood of the origin. Of course, such neighborhood depends of n. Next lemma allows to
estimate the growth of the eigenvalues and, consequently, the size of the analyticity domain.
Lemma 4.3 For any given ξ ∈ Rd, an integer n0(ξ) ≥ 0 exists such that
|λn(ξ)− En| ≤ |ξ|
√
2En +
1
2
|ξ|2, for all n ≥ n0(ξ). (4.6)
Proof The behavior of the eigenvalues λn(ξ) for large n will be investigated by means of the
maxmin principle, which holds for increasingly-ordered eigenvalues, [17]. Since the operators
A(ξ) have compact resolvent, the maxmin principle reads as follows:
λn(ξ) = max
S∈Mn−1
min
g∈S⊥∩D(A0), ‖g‖=1
〈A(ξ)g, g〉ℓ2 ,
where Mn denotes the set of all subspaces of dimension n. In particular,
λn(0) = En = max
S∈Mn−1
min
g∈S⊥∩D(A0), ‖g‖=1
〈A0g, g〉ℓ2 .
Let g ∈ D(A0) with ‖g‖ℓ2 = 1. From (4.5) we have
‖A1(ξ)g‖2ℓ2 ≤ 2|ξ|2
∑
n
En|gn|2 = 2|ξ|2〈A0g, g〉ℓ2
and, therefore, |〈A1(ξ)g, g〉ℓ2 | ≤ ‖A1(ξ)g‖ℓ2 ≤
√
2|ξ|〈A0g, g〉1/2ℓ2 , which, usingA(ξ) = A0+A1(ξ)+
A2(ξ), yields
|〈A(ξ)g, g〉ℓ2 − 〈A0g, g〉ℓ2 | ≤
√
2|ξ| 〈A0g, g〉1/2ℓ2 +
1
2
|ξ|2. (4.7)
From (4.7) we get, in particular,
〈A(ξ)g, g〉ℓ2 ≤ 〈A0g, g〉ℓ2 +
√
2|ξ| 〈A0g, g〉1/2ℓ2 +
1
2
|ξ|2.
which allows us to estimate λn(ξ) from above. In fact, since x+
√
2|ξ|x1/2+ 12 |ξ|2 is an increasing
function of x, we can write
maxmin 〈A(ξ)g, g〉ℓ2 ≤ maxmin
{
〈A0g, g〉ℓ2 +
√
2|ξ|〈A0g, g〉1/2ℓ2 +
1
2
|ξ|2
}
≤ maxmin 〈A0g, g〉ℓ2 +
√
2|ξ|maxmin 〈A0g, g〉1/2ℓ2 +
1
2
|ξ|2,
that is
λn(ξ) ≤ En + 2|ξ|E1/2n +
|ξ|2
2
, (4.8)
which holds for all n ∈ N. We now estimate λn(ξ) from below, at least for large n. From (4.7)
we get
〈A(ξ)g, g〉ℓ2 ≥ 〈A0g, g〉ℓ2 −
√
2|ξ|〈A0g, g〉1/2ℓ2 −
1
2
|ξ|2
and we remark that x −√2|ξ|x1/2 − |ξ|2/2 is an increasing function of x for x ≥ |ξ|2/2. Thus,
let n0(ξ) be such that En0(ξ) ≥ |ξ|2/2 and fix n ≥ n0(ξ). Let us define
S0n−1 = span{e(1), e(2), . . . e(n−1)},
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where {e(n) | n ∈ N} is the canonical basis of ℓ2 (eigenbasis of A0). We therefore have
min
g∈S0⊥n−1∩D(A0), ‖g‖=1
〈A0g, g〉ℓ2 = En,
because S0⊥n−1 = span{e(n), e(n+1), . . .}. Thus, for every g ∈ S0⊥n−1 ∩ D(A0) with ‖g‖ℓ2 = 1, we
can write
〈A(ξ)g, g〉ℓ2 ≥ 〈A0g, g〉ℓ2 −
√
2|ξ| 〈A0g, g〉1/2ℓ2 −
1
2
|ξ|2 ≥ En −
√
2|ξ|E1/2n −
1
2
|ξ|2,
(because En ≥ En0(ξ) ≥ |ξ|2/2), and so
min
g∈S0⊥n−1∩D(A0), ‖g‖=1
〈A(ξ)g, g〉ℓ2 ≥ En −
√
2|ξ|E1/2n −
1
2
|ξ|2.
Since S0n−1 ∈Mn−1, we conclude that
λn(ξ) ≥ En −
√
2|ξ|E1/2n −
1
2
|ξ|2, n ≥ n0(ξ), (4.9)
which, together with (4.8), yields (4.6). 
From (4.6) we see that, for fixed ξ, the sequences En and λn(ξ) are asymptotically equivalent.
Moreover it is not difficult to prove the following.
Corollary 4.4 A constant C0, independent of n, exists such that λn(ξ) ≥ λn−1(ξ) for all |ξ| ≤
C0(En+1 − En)/
√
En. Then, the first N bands do not cross each other in a ball of radius
RN = C0max{En+1 − En | n ≤ N + 1}/
√
EN+1 .
Let us now consider the family of diagonalization operators {T (ξ) : ℓ2 → ℓ2 | ξ ∈ Rd}, i.e. the
unitary operators that map 1-1 the basis {e(n) | n ∈ N} onto the basis {ϕ(n)(ξ)|n ∈ N}, so that
Λ(ξ) = T ∗(ξ)A(ξ)T (ξ) =

λ1(ξ) 0 0 · · ·
0 λ2(ξ) 0 · · ·
0 0 λ3(ξ) · · ·
...
...
...
. . .
 (4.10)
For any given ǫ ≥ 0 we define a unitary operator Tǫ on the space L2 (see Definition 2.7) by(
Tǫg
)
(k) = T (ǫk)g(k). (4.11)
Theorem 4.5 For every ǫ ≥ 0, the operator Tǫ : L2 → L2 is unitary, with T0 = I. Moreover, if
g ∈ L2µ for some µ > 0, then limǫ→0 ‖Tǫg − g‖L2 = 0.
Proof The first part of the statement is clear, because∫
Rd
‖T (ǫk)g(k)‖2ℓ2 dk =
∫
Rd
‖g(k)‖2ℓ2 dk = ‖g‖2L2
and λn(0) = En. Now, let ΠN be the projection operator in ℓ
2 on the N -dimensional sub-space
spanned by e(1), e(2), . . . , e(N) (in other words, the cut-off operator after the N -th component).
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Since the first N bands do not cross in a ball of radius RN (see Corollary 4.4), then ξ 7→ T (ξ)ΠN
is unitary analytic from span
{
e(1), e(2), . . . , e(N)
}
to span
{
ϕ(1)(ξ), ϕ(2)(ξ), . . . , ϕ(N)(ξ)
}
, in |ξ| ≤
RN . Let g ∈ L2µ and put
g(N) = ΠNg, g
(N)
c = g − g(N),
so that ‖(Tǫ − I)g‖L2 ≤ ‖(Tǫ − I)g(N)‖L2 + ‖(Tǫ − I)g(N)c ‖L2 . Let ǫ > 0 and r > 0 be such that
ǫr ≤ RN . Then, using the analyticity of T (ǫk)ΠN in |ǫk| ≤ ǫr ≤ RN , we can write
‖(Tǫ − I)g(N)‖2L2 =
∫
Rd
‖(T (ǫk)− I) g(N)(k)‖2ℓ2 dk
=
∫
|k|≤r
‖(T (ǫk)− I) g(N)(k)‖2ℓ2 dk +
∫
|k|>r
‖(T (ǫk)− I) g(N)(k)‖2ℓ2 dk
≤ L2N
∫
|k|≤r
|ǫk|2‖g(N)(k)‖2ℓ2 dk +
4
r2µ
∫
|k|>r
|ǫk|2µ‖g(N)(k)‖2ℓ2 dk,
for some Lipschitz constant LN > 0. Now, it can be easily verified that the inequality
|k|n ≤ (1 + |k|µ) rmax{n−µ, 0} (4.12)
holds for any r > 0, n ≥ 0, µ ≥ 0, and |k| ≤ r. From this (with n = 1) we get∫
|k|≤r
|ǫk|2‖g(N)(k)‖2ℓ2 dk ≤ ǫ2r2max{1−µ, 0}
∫
|k|≤r
(1 + |ǫk|µ)2‖g(N)(k)‖2ℓ2 dk
and, therefore,
‖(Tǫ − I)g(N)‖2L2 ≤
(
L2N ǫ
2 r2max{1−µ, 0} + 4r−2µ
)‖g‖2L2µ .
Choosing r = RN/ǫ we obtain
‖(Tǫ − I)g(N)‖L2 ≤ ǫmin{µ, 1} C(µ,N) ‖g‖L2µ , (4.13)
where
C(µ,N) =
(
L2NR
2max{1−µ, 0}
N + 4R
−2µ
N
)1/2
.
Moreover,
‖(Tǫ − I)g(N)c ‖L2 ≤ ‖Tǫg(N)c ‖L2 + ‖g(N)c ‖L2 ≤ 2‖g(N)c ‖L2 .
Since ‖g(N)c ‖L2 → 0 as N → ∞, we can fix N and, then, ǫ in inequality (4.13) so that
‖(Tǫ − I)g‖L2 is arbitrarily small, which proves the limit. 
Remark 4.6 From inequality (4.13) we see that, when a finite number N of bands is considered,
the distance between Tǫ and I is of order ǫ
min{µ, 1} for gin ∈ L2µ, with µ > 0.
Let us now consider the second-order approximation of Λ(ξ),
Λ(2)(ξ) =

λ
(2)
1 (ξ) 0 0 · · ·
0 λ
(2)
2 (ξ) 0 · · ·
0 0 λ
(2)
3 (ξ) · · ·
...
...
...
. . .
 (4.14)
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where λ
(2)
n (ξ) is the second-order Taylor approximation of λn(ξ):
λn(ξ) = λ
(2)
n (ξ) +O
(|ξ|3).
The approximated eigenvalues λ
(2)
n (ξ) can be computed by means of standard non-degenerate
perturbation techniques, which yield
λ(2)n (ξ) = En +
1
2
ξ ·M−1n ξ, (4.15)
where
M
−1
n = ∇⊗∇λn(ξ) |ξ=0 = I − 2
∑
n′ 6=n
Pnn′ ⊗ Pn′n
En − En′ (4.16)
is the n-th band effective mass tensor [21] (we remind that Pnn′ = 0 if n = n
′). Note that the
1st order term in (4.15) is zero.
The operators Λ(ξ) and Λ(2)(ξ), which are self-adjoint on their maximal domains, generate,
respectively, the exact dynamics and the effective mass dynamics (in Fourier variables and in
absence of external fields).
Theorem 4.7 Let gin ∈ L2µ, for some µ > 0, and assume gin = ΠNgin (i.e. the initial datum
is confined in the first N bands). Then, a constant C(µ,N, t) ≥ 0, independent of ǫ, exists such
that
‖(e− itǫ2 Λ(ǫk) − e− itǫ2 Λ(2)(ǫk))gin‖L2 ≤ ǫmin{µ/3, 1} C(µ,N, t) ‖gin‖L2µ . (4.17)
Proof Note that, since Λ(ǫk) and Λ(2)(ǫk) are diagonal, then both e−
it
ǫ2
Λ(ǫk)gin and e−
it
ǫ2
Λ(2)(ǫk)gin
remain confined in the first N bands at all times. Denoting gǫ(t, k) = e−
it
ǫ2
Λ(2)(ǫk)gin , the func-
tion hǫ(t, k) = (e−
it
ǫ2
Λ(ǫk) − e− itǫ2 Λ(2)(ǫk))gin satisfies the Duhamel formula
hǫ(t, k) =
∫ t
0
e−
i(t−s)
ǫ2
Λ(ǫk) Λ(ǫk)− Λ(2)(ǫk)
ǫ2
gǫ(s, k) ds,
so that
‖hǫ(t, k)‖ℓ2 ≤
∫ t
0
∥∥∥Λ(ǫk)− Λ(2)(ǫk)
ǫ2
gǫ(s, k)
∥∥∥
ℓ2
ds
Since λ1(ξ), . . . λN (ξ) are analytic for |ξ| ≤ RN (see Corollary 4.4), then a Lipschitz constant
L′N exists such that∥∥∥Λ(ǫk)− Λ(2)(ǫk)
ǫ2
gǫ(s, k)
∥∥∥
ℓ2
≤ ǫLN |k|3‖gǫ(k, s)‖ℓ2 = ǫLN |k|3‖gin (k)‖ℓ2
for all k with |ǫk| ≤ RN (where we also used the fact that the ℓ2 norm of gǫ is conserved during
the unitary evolution). Now we can proceed as in the proof of Theorem 4.5: if r > 0 is such
that ǫr ≤ RN , then we can write∫
|k|≤r
‖hǫ(t, k)‖2ℓ2 dk ≤ (L′N tǫ)2
∫
|k|≤r
|k|6‖gin(k)‖2ℓ2 dk
and, using inequality (4.12) with n = 3,∫
|k|≤r
‖hǫ(t, k)‖2ℓ2 dk ≤
(
L′N t ǫ r
max{3−µ, 0}
)2
‖gin‖2L2µ .
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Moreover, ∫
|k|>r
‖hǫ(t, k)‖2ℓ2 dk ≤
1
r2µ
∫
|k|>r
|k|2µ‖hǫ(t, k)‖2ℓ2 dk
≤ 4
r2µ
∫
|k|>r
|k|2µ‖gin (t, k)‖2ℓ2 dk ≤
4
r2µ
‖gin‖2L2µ ,
where we used the fact that ‖gǫ(t, k)‖ℓ2 = ‖gin (k)‖ℓ2 for all t. Hence,
‖hǫ(t)‖2ℓ2 ≤
[(
L′N t ǫ r
max{3−µ, 0}
)2
+ 4r−2µ
]
‖gin‖2L2µ
and, choosing r = RN/ǫ
1/3, we obtain ‖hǫ(t)‖ℓ2 ≤ C(µ,N, t) ǫmin{µ/3, 1} ‖gin‖L2µ , that is inequal-
ity (4.17), with
C(µ,N, t) =
[(
L′N tR
max{3−µ, 0}
N
)2
+ 4R
−2µ/3
N
]1/2
.

Corollary 4.8 Let gin ∈ L2µ, with µ > 0 (but gin not necessarily confined in the first N bands),
then limǫ→0 ‖(e−
it
ǫ2
Λ(ǫk) − e− itǫ2 Λ(2)(ǫk))gin‖L2 = 0, uniformly in bounded time intervals.
Proof Like in the proof of the above theorem, we define
hǫ(t, k) =
∫ t
0
e−
i(t−s)
ǫ2
Λ(ǫk) Λ(ǫk)− Λ(2)(ǫk)
ǫ2
gǫ(s, k) ds,
For any given N we can write
‖hǫ(t)‖L2 ≤ ‖ΠNhǫ(t)‖L2 + ‖ΠcNhǫ(t)‖L2 ,
where ΠcN = I−ΠN . Recalling that the evolutions are diagonal, the first term at the right hand
side corresponds to the initial datum ΠNg
in , for which (4.17) holds. Using the fact that ΠN
commutes with both e−
it
ǫ2
Λ(ǫk) and e−
it
ǫ2
Λ(2)(ǫk), for the second term we have
‖ΠcNhǫ(t)‖L2 ≤ 2‖ΠcNgin‖L2 .
Since ΠcNg
in → 0 in L2 asN →∞, this inequality, together with (4.17), shows that limǫ→0 ‖hǫ(t)‖L2 =
0, uniformly in bounded t-intervals. 
5 Comparison of the models
We are now in position to exhibit the ensemble of models encountered and to compare their
respective dynamics.
We first started by the exact dynamics. Let the wave function ψǫ(t, x) be solution of the initial
value problem (2.30). If we denote by f in,ǫn (x) the ǫ-scaled envelope functions of the initial wave
function ψin,ǫ, relative to the basis vn, and by g
in,ǫ
n (k), their Fourier transform, then the Fourier
transformed envelope functions gǫ of ψǫ(t, x) are the solutions of
i∂t g = A
ǫ
kpg + U ǫg, gǫ(t = 0) = gin,ǫ (exact dynamics) (5.1)
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where
(
Aǫkpg
)
n
(k) =
1
ǫ2
(A(ǫk) g(k))n =
(
En
ǫ2
+
|k|2
2
)
gn(k)− i
ǫ
∑
n′
k · Pnn′gn′(k), (5.2)
The k·p approximation consists in passing to the limit in U ǫ. Therefore, we define gǫkp(t) as the
solution of
i∂t g = A
ǫ
kpg + U0g, g(t = 0) = gin,ǫ (k·p model) (5.3)
It is worth noting that the back Fourier transform of gǫkp(t) which we will denote by f
ǫ
kp(t, x) is
a solution of system
i∂t fn =
En
ǫ2
fn − 1
2
∆ fn − 1
ǫ
∑
n′
Pnn′ · ∇fn′ +
∑
n′
Vnn′fn′ ,
fn(t = 0) = f
in,ǫ
n (x).
(5.4)
The diagonalization of the operator Aǫkp performed in the previous section leads to the effective
mass dynamics
i∂t g = A
ǫ
emg + U0g, g(t = 0) = gin,ǫ (effective mass model) (5.5)
where
(Aǫemg) (k) =
1
ǫ2
(
Λ(2)(ǫk) g(k)
)
n
=
(
En
ǫ2
+
1
2
k ·M−1n k
)
gn(k). (5.6)
The solution of (5.5) will be denoted by gǫem(t, k) and its back Fourier transform f
ǫ
em(t, x) is
easily shown to be the solution of
i∂t fn =
1
ǫ2
Enfn − 1
2
div
(
M
−1
n ∇f ǫn
)
+
∑
n′
Vnn′ f
ǫ
n′ ,
fn(t = 0) = f
in,ǫ
n (x).
(5.7)
This equation is still involving oscillations in time. These oscillations can be filtered by setting
f ǫn,em(t, x) = h
ǫ
n,em(t, x)e
−iEn
t
ǫ2 which will be a solution of
i∂t h
ǫ
em,n = −
1
2
div
(
M
−1
n ∇hǫem,n
)
+
∑
n′
eiωnn′ t/ǫ
2
Vnn′ h
ǫ
em,n′ ,
hǫem,n(t = 0) = f
in,ǫ
n (x),
(5.8)
where
ωnn′ = En − En′ . (5.9)
The limit hem,n of these function is the solution of the system
i∂t hem,n = −1
2
div
(
M
−1
n ∇hem,n
)
+ Vnn hem,n, hem,n(t = 0) = f
in
n (x), (5.10)
where f inn (x) is the limit as ǫ tends to zero of f
in,ǫ
n (x), and which will be made precise later on.
Remark 5.1 The external-potential operators U ǫ and U0 have been defined in (3.6) and (3.8).
The free k·p operator A(ξ) and the effective mass operator Λ(2)(ξ) (see definitions (4.3) and
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(4.14)) are now re-introduced as operators acting in L2. Recalling definition (4.10), we shall
also consider the diagonal k·p operator
(Λǫg)n (k) =
1
ǫ2
(Λ(ǫk) g(k))n =
1
ǫ2
λn(ǫk) gn(k). (5.11)
The operators Aǫkp, A
ǫ
em and Λ
ǫ are “fibered” self-adjoint operators in L2, with fiber space ℓ2.
It is well known (see Ref. [18]) that a fibered self-adjoint operator L in L2 has self-adjointness
domain
D(L) =
{
g ∈ L2
∣∣∣ g(ξ) ∈ D (L(ξ)) a.e. ξ ∈ Rd and ∫
Rd
‖L(ξ) g(ξ)‖2ℓ2 dξ <∞
}
,
where D (L(ξ)) is the self-adjointness domain of L(ξ) in ℓ2.
5.1 Comparison of Envelope functions
Assuming V ∈ W0 (Definition 2.7), we know from Lemma 3.2 that U ǫ and U0 are bounded (and,
clearly, symmetric). Therefore, Aǫkp + U ǫ, Aǫkp + U0 and Aǫem + U ǫ are the generators of the
unitary evolution groups
Gǫ(t) = e−it(A
ǫ
kp+U
ǫ), Gǫkp(t) = e
−it(Aǫkp+U
0), Gǫem(t) = e
−it(Aǫem+U
0).
Our goal is to compare, in the limit of small ǫ, the three mild solutions of Eqs. (5.1), (5.3) and
(5.5), i.e.
gǫ(t) = Gǫ(t) gin,ǫ, gǫkp(t) = G
ǫ
kp(t) g
in,ǫ, gǫem(t) = G
ǫ
em(t) g
in,ǫ, (5.12)
Lemma 5.2 Let gin,ǫ ∈ L2µ and V ∈ Wµ for some µ ≥ 0 (see Definition 2.7). Then, suitable
constants c1(µ, V ) ≥ 0 and c2(µ, V ) ≥ 0, independent of ǫ, exists such that
‖gǫkp(t)‖L2µ ≤ e
c1(µ,V )t ‖gin,ǫ‖L2µ , ‖g
ǫ
em(t)‖L2µ ≤ e
c2(µ,V )t ‖gin,ǫ‖L2µ , (5.13)
for all t ≥ 0.
Proof We prove the lemma only for gkp, the proof for gem being identical. We also skip the ǫ
superscript of gin,ǫ. Let α be a fixed multi-index with |α| ≤ µ. For R > 0, consider the bounded
multiplication operators on L2
(
mR g
)
n
(k) =
{
kαgn(k), if |k| ≤ R,
0, otherwise,
Moreover, we denote by m∞ the (unbounded) limit operator
(
m∞ g
)
n
(k) = kαgn(k). Since mR
(with R <∞) commutes with Aǫkp on D(Aǫkp), then, by applying standard semigroup techniques,
we obtain
mR g
ǫ
kp(t) = G
ǫ
kp(t)mR g
in +
∫ t
0
Gǫkp(t− s)
[
mR, U0
]
gǫkp(s) ds
and, therefore,
‖mR gǫkp(t)‖L2 ≤ ‖mR g
in‖L2 +
∫ t
0
‖[mR, U0] gǫkp(s)‖L2 ds. (5.14)
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Using (3.8) and the identity kα − ηα =∑β<α (αβ) (k − η)α−β ηβ , we have( [
m∞, U0
]
gǫkp
)
n
(k) =
∑
n′
1
(2π)d/2
∫
Rd
(kα − ηα) Vˆnn′(k − η) gǫkp,n′(η) dη
=
∑
n′
1
(2π)d/2
∑
β<α
(
α
β
)∫
Rd
(k − η)α−β Vˆnn′(k − η) ηβgǫkp,n′(η) dη
Since V ∈ Wµ, the potential Uαβ(x, z) such that Uˆαβ(k, z) = kα−βVˆ (k, z) belongs to W0, with
‖Uαβ‖W0 ≤ ‖V ‖Wµ , and then, using (3.10), we obtain
‖[m∞, U0] gǫkp‖L2 ≤∑
β<α
(
α
β
)
‖Uαβ‖W0‖η
βgǫkp‖L2 ≤ c1(µ, V )‖g
ǫ
kp‖L2µ . (5.15)
with c1(µ, V ) = (2
d−1)‖V ‖Wµ . Letting R→ +∞, it is not difficult to show that the dominated
convergence theorem applies and yields
lim
R→+∞
‖[mR, U0] gǫkp‖L2 = ‖[m∞, U0] gǫkp‖L2 ≤ c1(µ, V )‖gǫkp‖L2µ .
Then, passing to the limit for R→ +∞ in (5.14), we get
‖gǫkp(t)‖L2µ ≤ ‖g
in‖L2µ + c1(µ, V )
∫ t
0
‖gǫkp(s)‖L2µ ds,
and, therefore, Gronwall’s Lemma yields inequality (5.13). 
Let us begin by comparing the exact dynamics gǫ(t) with the k·p dynamics gǫkp(t).
Theorem 5.3 Let gǫ(t) and gǫkp(t) be respectively the solution of (5.1) and (5.3). If g
in ,ǫ ∈ L2µ
and V ∈ Wµ, for some µ ≥ 0, then, for any given τ ≥ 0, a constant C(µ, V, τ) ≥ 0, independent
of ǫ, exists such that
‖gǫ(t)− gǫkp(t)‖L2 ≤ ǫµ C(µ, V, τ) ‖gin‖L2µ , (5.16)
for all 0 ≤ t ≤ τ .
Proof The function hǫ(t) = gǫ(t)− gǫkp(t) satisfies the integral equation
hǫ(t) =
∫ t
0
Gǫ(t− s)(U0 − U ǫ)gǫkp(s) ds
and, therefore,
‖hǫ(t)‖L2 ≤
∫ t
0
‖(U0 − U ǫ)gǫkp(s)‖L2 ds.
From Lemma 5.2 we have that gǫkp(t) belongs to L2µ for all t and, therefore, we can apply Theorem
3.5, which gives
‖(U0 − U ǫ)gǫkp(s)‖L2 ≤ ǫµcµ‖V ‖Wµ ‖gǫkp(s)‖L2µ ,
for a suitable constant cµ. Then we have
‖hǫ(t)‖L2 ≤ ǫµ cµ ‖V ‖Wµ
∫ t
0
‖gǫkp(s)‖L2µds
and, by (5.13), we have that (5.16) holds with C(µ, V, τ) =
cµ(ec(µ,V )τ−1)
c(µ,V ) ‖V ‖Wµ . 
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We now compare the k·p dynamics gǫkp(t) with the effective mass dynamics gǫem(t) (see definitions
(5.12)). Recalling the discussion in Sec. 4, we need, as an intermediate step between gǫkp(t) and
gǫem(t), the function g
ǫ
∗(t) = T
∗
ǫ g
ǫ
kp(t), that is
gǫ∗(t) = T
∗
ǫ G
ǫ
kp(t) g
in ,ǫ = exp
[−it (Λǫ + T ∗ǫ U0Tǫ)] T ∗ǫ gin ,ǫ, (5.17)
representing the diagonalized k·p dynamics (definitions (4.10), (4.11) and (5.11)).
Lemma 5.4 Let gǫem(t) and g
ǫ
∗(t) be respectively defined by (5.5) and (5.17). Let g
in ,ǫ ∈ L2µ and
V ∈ Wµ, for some µ > 0, and assume gin ,ǫ = ΠNgin (i.e. gin ,ǫ is concentrated in the first N
bands). Then, for any given τ ≥ 0, a suitable constant C ′(µ,N, V, τ), independent of ǫ, exists
such that
‖gǫ∗(t)− gǫem(t)‖L2 ≤ ǫmin{µ/3, 1} C ′(µ,N, V, τ) ‖gin ,ǫ‖L2µ , (5.18)
for all 0 ≤ t ≤ τ .
Proof Let SǫΛ(t) = exp(−itΛǫ), Sǫem(t) = exp(−itAǫem) and U ǫT := T ∗ǫ U0Tǫ. Then,
gǫem(t) = S
ǫ
em(t)g
in ,ǫ +
∫ t
0
Sǫem(t− s)U0gǫem(s) ds,
gǫ∗(t) = S
ǫ
Λ(t)T
∗
ǫ g
in ,ǫ +
∫ t
0
SǫΛ(t− s)U ǫT gǫ∗(s) ds.
Putting hǫ = gǫ∗ − gǫem, we can write
hǫ(t) = (SǫΛ − Sǫem) (t) gin ,ǫ + SǫΛ(t) (T ∗ǫ − I) gin ,ǫ +
∫ t
0
SǫΛ(t− s)U ǫThǫ(s) ds
+
∫ t
0
SǫΛ(t− s)
(U ǫT − U0) gǫem(s) ds+ ∫ t
0
(SǫΛ − Sǫem) (t− s)U0gǫem(s) ds. (5.19)
From the effective mass theorem, Theorem 4.7, a constant C(µ,N, t) exists such that
‖(SǫΛ − Sǫem) (t) gin ,ǫ‖L2 ≤ ǫmin{µ/3, 1} C(µ,N, t)‖gin ,ǫ‖L2µ . (5.20)
Moreover, from Lemma 5.2 we have that both gǫem(t) and U0gǫem(t) belong to L2µ for all t, and
that a constant C1(µ, V, t) ≥ 0 exists such that
‖U0gǫem(t)‖L2µ ≤ C1(µ, V, t) ‖g
in ,ǫ‖L2µ (5.21)
(this stems, in particular, from the commutator inequality (5.15), which still holds for gǫem).
This inequality, together with Theorem 4.7, yields
‖(SǫΛ − Sǫem) (t− s)U0gǫem(s)‖L2 ≤ ǫmin{µ/3, 1}C2(µ,N, t− s)‖gin ,ǫ‖L2µ (5.22)
for a suitable constant C2(µ,N, t) ≥ 0. In order to estimate the last integral in (5.19), let us
write (U ǫT − U0)gǫem(s) = (T ∗ǫ − I)U0gǫem(s) + T ∗ǫ U0 (Tǫ − I) gǫem(s).
Using inequalities (4.13) and (5.21) we see that another constant C3(µ,N, V, t) ≥ 0 exists such
that
‖(U ǫT − U0)gǫem(s)‖L2 ≤ ǫmin{µ,1} C3(µ,N, V, t) ‖gin ,ǫ‖L2µ . (5.23)
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In conclusion, from inequalities (5.20), (5.22) and (5.23), and from Eq. (5.19), we get
‖hǫ(t)‖L2 ≤ ǫmin{µ/3,1} C4(µ,N, V, τ)‖gin ,ǫ‖L2µ + ‖V ‖W0
∫ t
0
‖hǫ(s)‖L2 ds,
for all 0 ≤ t ≤ τ (here we also used the fact that all the estimation constants introduced so
far are non-decreasing with respect to time). Hence, inequality (5.18), with C ′(µ,N, V, τ) =
eτ‖V ‖W0C4(µ,N, τ, V ), follows from Gronwall’s Lemma. 
Theorem 5.5 Let gǫkp(t) and g
ǫ
em(t) as in (5.12), and assume g
in,ǫ ∈ L2µ, with a uniform bound
as ǫ tends to zero. Moreover, assume V ∈ Wµ for some µ > 0. Then limǫ→0 ‖gǫkp(t)− gǫem(t)‖L2 =
0, uniformly in bounded time-intervals. If, in addition, gin,ǫ = ΠNg
in,ǫ, for some N then, for
any given τ ≥ 0, a constant C ′′(µ,N, V, τ) ≥ 0, independent of ǫ, exists such that
‖gǫkp(t)− gǫem(t)‖L2 ≤ ǫ
min{µ/3, 1} C ′′(µ,N, V, τ) ‖gin,ǫ‖L2µ , (5.24)
for all 0 ≤ t ≤ τ .
Proof We begin by the second statement, assuming gin,ǫ = ΠNg
in,ǫ. Using inequalities (4.13)
and (5.18), and recalling definition (5.17), we can write
‖gǫkp(t)− gǫem(t)‖L2 ≤ ‖(T
∗
ǫ − I)gǫkp(t)‖L2 + ‖g
ǫ
∗(t)− gǫem(t)‖L2
≤ ǫmin{µ, 1}C(µ,N) ‖gǫkp(t)‖L2µ + ǫ
min{µ/3, 1} C ′(µ,N, V, τ) ‖gin,ǫ‖L2µ ,
for 0 ≤ t ≤ τ . Then, using also (5.13), inequality (5.24) follows. If now gin,ǫ simply belongs to
L2µ, then for any fixed N we can write
‖(gǫkp − gǫem)(t)‖L2 ≤ ‖(G
ǫ
kp −Gǫem)(t)ΠN gin,ǫ‖L2 + ‖(G
ǫ
kp −Gǫem)(t)ΠcN gin,ǫ‖L2
≤ ǫmin{µ/3, 1}C ′′(µ,N, τ) ‖gin,ǫ‖L2µ + 2 ‖Π
c
Ng
in,ǫ‖L2 ,
for all 0 ≤ t ≤ τ . Since ΠcNgin,ǫ → 0 in L2 as N → ∞, then we can fix N large enough and,
successively, ǫ small enough (uniformly in 0 ≤ t ≤ τ , by assumption) so that ‖gǫkp(t)− gǫem(t)‖L2
is arbitrarily small, which proves our assertion. 
The following result is a direct consequence of the above comparisons.
Corollary 5.6 Assume that the envelope functions f in,ǫ(x) are bounded in Hµ for some µ > 0
and that the potential V (x, z) belong to Wµ. Then we have the local uniform in time convergence
lim
ǫ→0
‖f ǫ(t)− f ǫem(t)‖L2 = 0,
where f ǫ(t, x) and f ǫem(t, x) are the respective solutions of (3.4) and (5.7)
We are now able to prove the following theorem.
Theorem 5.7 Let hǫem(t, x) and hem(t, x) be the mild solutions of, respectively, Eq. (5.8) and
Eq. (5.10). Assume limǫ→0 ‖f in,ǫ − f in‖L2 = 0 and assume that µ > 0 exists such that V ∈ Wµ
and f in,ǫ is bounded uniformly in Hµ. Then
lim
ǫ→0
‖hǫem(t)− hem(t)‖L2 = 0,
uniformly in bounded time intervals.
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Proof Since the dynamics generated by (5.8) and (5.10) both preserve the L2 norm, we can
assume without loss of generality that the initial condition f in,ǫ and f in are identical and replace
them by the notation hin ∈ Hµ. We consider the diagonal operator H0 in L2
(H0h)n (x) =
1
2
div
(
M
−1
n ∇hn
)
(x) + Vnn(x)hn(x).
We recall that the matrix Vnn′ defines a bounded operator on L2 (that is, the operator U0 in
position variables, see definition (3.8)). Such operator, as well as its diagonal and off-diagonal
parts are bounded operators with bound ‖V ‖W0 (see Lemma 3.2). Then, H0 is self-adjoint on
the domain
D(H0) =
{
h ∈ L2
∣∣∣∣∣ hn ∈ H2(Rd), ∑
n
‖div(M−1n ∇hn)‖2L2(Rd) <∞
}
.
Let S(t) = exp(−itH0) denote the (diagonal) unitary group generated by H0. Moreover we
consider the operator Rǫ(t) given by
(Rǫ(t)h)n (x) =
∑
n′ 6=n
eiωnn′ t/ǫ
2
Vnn′(x)hn′(x),
which, being unitarily equivalent to the off-diagonal part of U0, is again bounded by ‖V ‖W0 (for
all t). The two mild solutions satisfy
hǫem(t) = S(t)h
in +
∫ t
0
S(t− s)Rǫ(s)hǫem(s) ds, hem(t) = S(t)hin ,
and, therefore, what we need to do is proving that
hǫem(t)− hem(t) =
∫ t
0
S(t− s)Rǫ(s)hǫem(s) ds
goes to zero as ǫ → 0. To this aim we resort to the usual cutoff. For any fixed N ∈ N we
decompose the right hand side of the previous equation
hǫem(t)− hem(t) = IN (t) + IcN (t),
where, using the projection operators ΠN and Π
c
N = I−ΠN , introduced in the proof of Theorem
4.5, we have put
IN (t) =
∫ t
0
S(t− s)ΠNRǫ(s)ΠNhǫem(s) ds,
IcN (t) =
∫ t
0
S(t− s) [ΠcNRǫ(s)ΠN +ΠNRǫ(s)ΠcN +ΠcNRǫ(s)ΠcN ]hǫem(s) ds.
Case of regular data We assume in this part that V ∈ W2 and that hin ∈ H2. We fix a δ > 0
arbitrarily small and a maximum time τ . Because Rǫ(t) is uniformly bounded and ‖hǫem(t)‖L2 =
‖hin‖L2 then, clearly, a number N(δ, τ) (independent of ǫ) exists such that ‖IcN (t)‖L2 ≤ δ, for
all N ≥ N(δ, τ) and 0 ≤ t ≤ τ . We now turn our attention to IN (t). Using the assumption
V ∈ W2, it is not difficult to prove the following facts:
(i) for everyN , if h ∈ H2 then ΠNh ∈ D(H0), and a constant CN exists such that ‖H0ΠNh‖L2 ≤
CN‖h‖H2 ;
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(ii) for every N a constant C ′N , independent of t and ǫ, exists such that, if h ∈ H2, then
‖ΠNRǫ(t)ΠNh‖H2 ≤ C ′N‖h‖H2 .
Moreover, in a similar way to Lemma 5.2, we can prove the following:
(iii) if hin ∈ H2, then hǫem(t) ∈ H2 for all t and a function C(t), bounded on bounded time
intervals and independent of ǫ, exists such that ‖hǫem(t)‖H2 ≤ C(t)‖hin‖H2 .
Using (i), (ii) and (iii) we have that ΠNR
ǫ(s)ΠNh
ǫ(s) ∈ D(H0) and, therefore, S(t−s)ΠNRǫ(s)ΠNhǫem(s)
is continuously differentiable in s. This makes possible to perform an integration by parts in the
integral defining IN (t). Since
Rǫ(t) = ǫ2
∫
Rǫω(t) dt,
where
(Rǫω(t)h)n (x) =
∑
n′ 6=n
1
iωnn′
eiωnn′ t/ǫ
2
Vnn′(x)hn′(x),
then the integration by parts yields
IN (t) = ǫ
2S(t− s)ΠNRǫω(s)ΠNhǫem(s)
∣∣∣s=t
s=0
− ǫ2
∫ t
0
S(t− s)ΠN
[
iH0R
ǫ
ω(s)ΠNh
ǫ
em(s) +R
ǫ
ω(s)ΠN
d
ds
hǫem(s)
]
ds,
where, of course,
d
ds
hǫem(s) = H0h
ǫ
em(s) +R
ǫ(s)hǫem(s).
Since ΠNR
ǫ
ω(t) is uniformly bounded by some constant dependent of N (in particular, such
constant will depend of 1/min{ωnn′ | n′ 6= n, n ≤ N}), then, from (i), (ii) and (iii), and using
ΠNH0 = H0ΠN , we obtain that a constant CN (τ), independent of ǫ, exists such that
‖IN (t)‖L2 ≤ ǫ2CN (τ)‖hin‖H2 , 0 ≤ t ≤ τ.
Thus, fixing N ≥ N(δ, τ), a ǫ small enough exists such that ‖IN (t)‖L2 ≤ δ, for all 0 ≤ t ≤ τ .
For such N and ǫ we have, therefore,
‖hǫem(t)− hem(t)‖L2 ≤ ‖IN (t)‖L2 + ‖IcN (t)‖L2 ≤ 2δ,
which proves the theorem in the regular case.
Case of general data If µ ≥ 2, then there is nothing to do. Let us assume 0 < µ < 2 and
let δ be a regularizing parameter and let hinδ and Vδ be two regularizations of h
in and of V such
that
hinδ ∈ H2, lim
δ→0
‖hinδ − hin‖Hµ = 0
and
Vδ ∈ W2, lim
δ→0
‖Vδ − V ‖Wµ = 0.
Let hǫem,δ and hem,δ be the corresponding solutions of (5.8) and (5.10) with the modified initial
data and potential. Then we have
‖(hǫem − hem)(t)‖L2 ≤ ‖(hǫem − hǫem,δ)(t)‖L2+
+ ‖(hǫem,δ − hem,δ)(t)‖L2 + ‖(hem,δ − hem)(t)‖L2 .
24
The above analysis of the regular case shows that for any fixed δ > 0, the second term of the
right hand side tends to zero as ǫ tends to zero. Thanks to Theorem 3.5, it is easy to show that
the third term of the right hand side tends to zero as δ tends to zero and that the first term of
the right hand also tends to zero as δ tends to zero uniformly in ǫ. 
5.2 Convergence of the density
In this section, we prove the convergence of the particle density towards the superposition of
the envelope function densities. Namely, we have the following theorem.
Theorem 5.8 Let the initial datum ψin,ǫ ∈ L2(Rd) be such that its envelope functions (f in,ǫn )
form a bounded sequence in Hµ which strongly converges in L2 towards the initial datum f in =
(f inn ), and assume that there exists a positive µ such that V ∈ Wµ. Then for any given function
θ ∈ L1(Rd) such that θ̂ ∈ L1(Rd), the following convergence holds locally uniformly in time:
lim
ǫ→0
∫
|ψǫ(t, x)|2 θ(x) dx =
∑
n
∫
θ(x)|hem,n(t, x)|2 dx,
where ψǫ is the solution of (2.30) and hem is the solution of (5.10).
Proof let hǫn(t, x) = f
ǫ
n(t, x)e
iEnt/ǫ2 where f ǫn are the envelope functions of ψ
ǫ We deduce from
the results of the above subsection, in particular from Theorem 5.7, that
lim
ǫ→0
∑
n
‖hǫn(t)− hem,n(t)‖2L2(Rd) = 0.
Let
θ˜ǫ = T 1
3ǫ
(θ), h˜ǫn = T 1
3ǫ
(hǫn), h˜
ǫ
em,n = T 1
3ǫ
(hem,n)
where the truncation operator Tγ has been defined in (2.28). Recalling that
ψǫ(t, x) = |C|1/2
∑
n
hǫn(t, x)e
−iEnt/ǫ2vǫn(x)
let us define
ψ˜ǫ(t, x) = |C|1/2
∑
n
h˜ǫn(t, x)e
−iEnt/ǫ2vǫn(x).
It is readily seen, in view of (2.29) that
‖ψǫ(t)− ψ˜ǫ(t)‖2L2 =
∑
n
‖hǫn(t)− h˜ǫn(t)‖
2
L2 ≤ Cǫµ‖hǫ(t)‖2Hµ ,
where, by Lemma 5.2, ‖hǫ(t)‖Hµ remains bounded. It is now clear that∣∣∣∣∫ θ(x)|ψǫ(t, x)|2 dx− ∫ θ(x)∣∣∣ψ˜ǫ(t, x)∣∣∣2 dx∣∣∣∣ ≤ ∣∣∣‖ψǫ(t)‖2L2 − ‖ψ˜ǫ(t)‖2L2∣∣∣‖θ‖L∞
goes to 0 and, therefore, we can replace ψǫ by ψ˜ǫ. Now,∣∣∣∣∫ θ(x)∣∣∣ψ˜ǫ(t, x)∣∣∣2 dx− ∫ θ˜ǫ(x)∣∣∣ψ˜ǫ(t, x)∣∣∣2 dx∣∣∣∣ ≤ ‖ψ˜ǫ(t)‖2L2‖θ˜ǫ − θ‖L∞ → 0
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and, therefore, we can replace θ by θ˜ǫ. But∫
θ˜ǫ(x)
∣∣∣ψ˜ǫ(t, x)∣∣∣2 dx =
|C|
〈∑
n
θ˜ǫ(x)h˜ǫn(t, x)e
−iEnt/ǫ2vǫn(x) ,
∑
n
h˜ǫn(t, x)e
−iEnt/ǫ2vǫn(x)
〉
and supp( ̂˜θǫh˜ǫn) ⊂ B/3ǫ+ B/3ǫ ⊂ B/ǫ. Therefore the Parseval formula (2.18) shows that∫
θ˜ǫ(x)
∣∣∣ψ˜ǫ(t, x)∣∣∣2 dx =∑
n
∫
θ˜ǫ(x)
∣∣∣h˜ǫn(t, x)∣∣∣2 dx→∑
n
∫
θ(x)|hem,n(t, x)|2 dx,
which completes the proof of the theorem. 
6 Comments
One of the most restrictive hypotheses that we made in the previous sections is the simplicity
of all the eigenvalues of the periodic operator H1L. The question of simplicity of the eigenvalues
is central in this problem as already has been noticed in the works of Poupaud and Ringhofer
[16] and of Allaire and Piatnistki [3]. In these references, the authors do not assume that all
the eigenvalues are simple but assume that the initial datum is concentrated on finite number
of bands who have multiplicity 1. The difference between our approach and that of these
two references is that ours allows for a an infinite number of envelope functions. Besides, the
hypothesis of simplicity of all the eigenvalues at k = 0 can be removed and replaced by the fact
that the initial datum envelope functions corresponding to multiple eigenvalues are vanishing.
The proof has however to be reshuffled and we have chosen to stick to the restrictive hypothesis
of simple eigenvalues. Let us however briefly explain how we can deal with this problem. One
important step is the diagonalization of the k·p Hamiltonian which gives rise to the equation
(5.17). In this formula the operator Λǫ is diagonal in the n index while T ∗ǫ U0Tǫ is not (the
existence of the unitary transformation is still valid even in the case of multiple eigenvalues; it
is continuous, but not regular for eigenvalues with multiplicity larger than one). Because of the
separation of the eigenvalues, it is easy to show that the eigenspaces with different energies are
decoupled from each other (adiabatic decoupling) and we can replace T ∗ǫ U0Tǫ by U0nnδnn′ . If
the initial data are only concentrated on modes with multiplicity one, then the solution itself
is almost concentrated on these modes and for these modes, we can make the expansion of
eigenvalues and obtain the effective mass equation (5.10). Let us also mention a recent work by
F. Fendt-Delebecque and F. Me´hats [10] where the effective mass approximation is performed
for the Schro¨dinger equation with large magnetic field and which relies on large time averaging
of almost periodic functions. This approach might be of help for analyzing the limit for multiple
eigenvalues.
One final question which has not been addressed so far is the relationship between the regularity
of function ψ and that of its corresponding sequence f ǫ of envelope functions. In particular, one
may look for sufficient conditions on ψ so that f ǫ ∈ Hµ. Since the envelope function is a Fourier
like expansion of the function ψ on the basis vn, then their decay as n becomes bigger depends
not only on the regularity of ψ but also on that of the basis (vn) which itself will depend on
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the regularity of the potential WL. We show in the following subsection some results in this
direction.
6.1 Asymptotic behavior of scaled envelope functions
In this section we study the asymptotic behavior as ǫ tends to zero of the scaled envelope
functions relative to the basis (vn) defined in (2.25).
From (2.19), it is readily seen that the limit as ǫ tends to zero of the envelope function is given
by
lim
ǫ→0
fˆ ǫn(k) = lim
ǫ→0
|B |−1/2
∫
Rd
1B/ǫ(k) e
−ik·x vn
(x
ǫ
)
ψ(x) dx
= |B |−1/2|C|−1〈vn, 1〉
∫
Rd
e−ik·xψ(x) dx = |C|−1/2〈vn, 1〉 ψ̂(k).
Therefore
lim
ǫ→0
πǫn(ψ) = |C|−1/2〈vn, 1〉ψ. (6.1)
The following Proposition, shows that the regularity of the crystal potential leads to decay
properties on the coefficients 〈vn, 1〉 =
∫
C vn(x) dx.
Proposition 6.1 Let WL be in C
∞. Then for any integer p, the coefficients 〈vn, 1〉 satisfy the
inequality
|〈vn, 1〉| ≤ Cp
Epn
,
where Cp is a constant only depending on ‖WL‖W 2p,∞ .
Proof We first remark that
Epn〈vn, 1〉 =
〈
HpLvn, 1
〉
=
〈
vn,H
p
L1
〉
(where HpL denotes the p-th power of HL, not to be confused with the notation H
ǫ
L introduced
in Sec. 2). Now it is readily seen that if WL ∈ W 2p,∞, then HpL1 ∈ L∞ with ‖HpL1‖L∞ ≤
C‖WL‖W 2p,∞ , for a suitable constant C ≥ 0. Then
Epn|〈vn, 1〉| ≤ ‖vn‖L2‖HpL1‖L2 ≤ Cp,
with Cp only depending on ‖WL‖W 2p,∞ , which ends the proof. 
We also have the following property.
Lemma 6.2 Let λ and λ′ two elements of the reciprocal lattice L∗. Assume that WL ∈ C∞.
Then, for any integers k, p, we have the estimate∣∣∣〈HkLeiλ·x,HkLeiλ′·x〉∣∣∣ ≤ Ck,p (1 + |λ|2k|λ′|2k)
1 + |λ− λ′|2p ,
for a suitable constant Ck,p ≥ 0.
Proof It is clear that HkLe
iλ·x =
∑2k
|α|=0 λ
αVα(x)e
iλ·x, where Vα contains products of WL and
its derivatives up to order 2k − |α|. Therefore
〈
HkLe
iλ·x,HkLe
iλ′·x
〉
=
2k∑
|α|,|β|=0
λα(λ′)β
∫
C
Vα(x)Vβ(x) e
i(λ−λ′)·xdx.
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Now the result can be obtained by simply integrating by parts 2p times. 
The estimate of Lemma 6.2 is not optimal and can certainly be refined, but this is not the scope
of our paper. Next proposition follows from the previous result.
Proposition 6.3 Assume WL ∈ L∞ and let f ǫn = πǫn(ψ) be the envelope functions of ψ. Then
the following estimate holds for any µ ≥ 0:
‖f ǫ‖2L2µ =
∑
n
‖(1 + |k|2)µ/2 f̂ ǫn(k)‖
2
L2 ≤ Cµ‖ψ‖2Hµ . (6.2)
Let now WL be in C
∞, then the following estimate holds for any integer s∑
n
Esn‖f ǫn‖2L2 ≤ Cs(‖ψ‖2L2 + ǫ2s‖ψ‖2Hs). (6.3)
Proof Let us first prove (6.2). Using the identity
f̂ ǫn(k) = |B |−1/2
∫
Rd
1B/ǫ(k) e
−ik·x vn
(x
ǫ
)
ψ(x) dx,
as well as the decomposition
vn(x) =
1
|C|1/2
∑
λ∈L∗
vn,λe
iλ·x
where vn,λ =
〈
vn,
eiλ·x
|C|1/2
〉
, we obtain,
∑
n
‖(1 + |k|2)µ/2 f̂ ǫn(k)‖
2
L2
=
∑
n
∑
λ,λ′
∫
B/ǫ
(1 + |k|2)µvn,λvn,λ′ ψ̂
(
k − λǫ
)
ψ̂
(
k − λ′ǫ
)
dk.
Summing first with respect to n and using the identity∑
n
vn,λvn,λ′ =
1
|C| 〈e
iλ·x, eiλ
′·x〉 = δλ,λ′ ,
the right hand side of the above identity takes the simple form∑
n
‖(1 + |k|2)µ/2 f̂ ǫn(k)‖
2
L2 =
∑
λ∈L∗
∫
B/ǫ
(1 + |k|2)µ
∣∣∣ψ̂ (k − λǫ )∣∣∣2dk.
It is now readily seen that there exists a constant c ≥ 1, only depending on the fundamental cell
C, such that for all k ∈ B and for all λ ∈ L∗, we have the estimate
|k| ≤ c|k − λ|,
so that∑
n
‖(1 + |k|2)µ/2 f̂ ǫn(k)‖
2
L2 ≤ c2µ
∑
λ∈L∗
∫
B/ǫ
(
1 +
∣∣k − λǫ ∣∣2)µ ∣∣∣ψ̂ (k − λǫ )∣∣∣2 dk
= c2µ
∫
Rd
(1 + |k|2)µ
∣∣∣ψ̂(k)∣∣∣2 dk.
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This implies that a suitable constant Cµ exists such that (6.2) holds. Let us now prove (6.3).
We proceed analogously and find∑
n
Esn‖f ǫn‖2L2 =
1
(2π)d
∑
n
∑
λ,λ′
∫
B/ǫ
Esn vn,λvn,λ′ ψ̂
(
k − λǫ
)
ψ̂
(
k − λ′ǫ
)
dk.
As above, we first make the sum over the index n and, therefore, we need to evaluate∑
n
Esnvn,λvn,λ′ .
We first remark that Esnvn,λ =
〈
HsLvn,
eiλ·x
|C|1/2
〉
=
〈
vn,H
s
L
eiλ·x
|C|1/2
〉
. Therefore
∑
n
Esn vn,λvn,λ′ =
1
|C|
〈
HsLe
iλ·x, eiλ
′·x
〉
.
Contrary to the proof of (6.2), the obtained formula is not diagonal in (λ, λ′) but Lemma 6.2
leads to the following estimate, which holds for large enough integers p:
∑
n
Esn‖f ǫn‖2L2 ≤ Cs,p
∑
λ,λ′
∫
B/ǫ
1 + |λ|2s
1 + |λ− λ′|2p
∣∣∣ψ̂ (k − λǫ ) ψ̂ (k − λ′ǫ )∣∣∣dk
≤ Cs,p
2
∑
λ,λ′
∫
B/ǫ
1 + |λ|2s
1 + |λ− λ′|2p
[∣∣∣ψ̂ (k − λǫ )∣∣∣2 + ∣∣∣ψ̂ (k − λ′ǫ )∣∣∣2] dk
≤ Cs,p
∑
λ∈L∗
∫
B/ǫ
(1 + |λ|2s)
∣∣∣ψ̂ (k − λǫ )∣∣∣2 dk.
Note that we used the fact that, for large enough p, the following estimates hold with constants
C1 and C2 only depending on s and p∑
λ∈L∗
1 + |λ|2s
1 + |λ− λ′|2p ≤ C1(1 +
∣∣λ′∣∣2s), ∑
λ′∈L∗
1 + |λ|2s
1 + |λ− λ′|2p ≤ C2(1 + |λ|
2s).
Now, for λ 6= 0 and ǫk ∈ B it is readily seen that |λ| ≤ c0|λ− ǫk|, where c0 is a positive constant
independent of λ and k. Therefore,∑
λ∈L∗
∫
B/ǫ
(1 + |λ|2s)
∣∣∣ψ̂ (k − λǫ )∣∣∣2 dk ≤ ‖ψ‖2L2 + ǫ2sc2s0 ‖ψ‖2Hs ,
which implies that a suitable constant Cs exists such that (6.3) holds. 
7 Postponed proofs
This section is devoted to the proofs of some results stated in the beginning of the paper.
7.1 Proof of Theorem 2.3
For any Schwartz function ψ we can write
ψ(x) = (2π)−d/2
∫
Rd
ψˆ(k) eik·xdk =
∑
η∈L∗
(2π)−d/2
∫
B+η
ψˆ(k) eik·xdk
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=
∑
η∈L∗
(2π)−d/2 eiη·x
∫
B
ψˆ(ξ + η) eiξ·x dξ =
∑
η∈L∗
eiη·xGη(x),
where
Gη(x) = (2π)
−d/2
∫
B
ψˆ(ξ + η) eiξ·x dξ
clearly belongs to F∗L2B(Rd). Moreover, we have∑
η∈L∗
‖Gη‖2L2 =
∑
η∈L∗
‖Gˆη‖2L2 =
∑
η∈L∗
∫
Rd
∣∣∣ψˆ(ξ + η)1B(ξ)∣∣∣2dk
=
∑
η∈L∗
∫
B+η
∣∣∣ψˆ(ξ)∣∣∣2dk = ‖ψ‖2L2 .
Thus, defining
F (x, y) =
∑
η∈L∗
eiη·xGη(y), (x, y) ∈ C × Rd, (7.1)
we have that F ∈ L2(C ×Rd) and
|C|−1‖F‖2L2(C×Rd) =
∑
η∈L∗
‖Gη‖2L2(Rd) = ‖ψ‖2L2(Rd)
(where we used the fact that {|C|−1/2 eiη·x | η ∈ L∗} is a orthonormal basis of L2(C)). Since
{vn | n ∈ N} is another orthonormal basis of L2(C), then we can also write
F (x, y) = |C|1/2
∑
n
fn(y)vn(x),
where
fn(y) = |C|−1/2〈F (·, y), vn〉L2(C). (7.2)
Note that fˆn ∈ L2B(Rd) for every n and that
‖ψ‖2L2(Rd) = |C|−1‖F‖2L2(C×Rd) =
∑
n
‖fn‖2L2(Rd).
For y = x, (7.1) yields (2.14), at least for Schwartz functions. However, it can be easily proved
that the mapping ψ 7→ (f0, f1, . . .) can be uniquely extended to an isometry between L2(Rd)
and ℓ2(N,F∗L2B(Rd)), with the properties (2.14) and (2.15).
7.2 Proof of Theorem 2.6
Recalling definition (2.28), let
θ˜ǫ = T 1
3ǫ
(θ), f˜ ǫn = T 1
3ǫ
(f ǫn),
and define
ψ˜ǫ(x) = |C|1/2
∑
n
f˜ ǫn(x) v
ǫ
n(x).
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Then, we can write∫
Rd
θ(x)
[
|ψ(x)|2 −
∑
n
|f ǫn(x)|2
]
dx =
∫
Rd
θ(x)
[
|ψ(x)|2 − |ψ˜ǫ(x)|2
]
dx
+
∫
Rd
[
θ(x)− θ˜ǫ(x)
]
|ψ˜ǫ(x)|2 dx+
∫
Rd
θ˜ǫ(x)
[
|ψ˜ǫ(x)|2 −
∑
n
|f˜ ǫn(x)|2
]
dx
+
∫
Rd
θ˜ǫ(x)
∑
n
[
|f˜ ǫn(x)|2 − |f ǫn(x)|2
]
dx+
∫
Rd
[
θ˜ǫ(x)− θ(x)
]∑
n
|f ǫn(x)|2 dx
= I1 + I2 + I3 + I4 + I5.
Since supp(̂˜θǫf˜ ǫn) ⊂ B/3ǫ + B/3ǫ ⊂ B/ǫ, then θ˜ǫf˜ ǫn are the envelope functions of θ˜ǫψ˜ǫ and the
Parseval identity (2.18) can be applied to the functions ψ˜ǫ and θ˜ǫψ˜ǫ, which yields I3 = 0.
As far as the terms I2 and I5 are concerned, we have
|I2| ≤ ‖θ − θ˜ǫ‖L∞‖ψ˜ǫ‖L2 = ‖θ − θ˜ǫ‖L∞
∑
n
‖f˜ ǫn‖L2 ≤ ‖θ − θ˜ǫ‖L1‖ψ‖L2
and, therefore, I2 → 0 as ǫ→ 0. Similarly we can prove that I5 → 0.
Finally, if R is the radius of a ball contained in B, we have
|I1| ≤ ‖θ‖L∞
(
‖ψ‖2L2 − ‖ψ˜ǫ‖
2
L2
)
=
‖θ‖L∞
∑
n
(
‖f ǫn‖2L2 − ‖f˜ ǫn‖
2
L2
)
≤ ‖θ‖L∞
∑
n
∫
|k|> R
3ǫ
∣∣∣fˆ ǫn(k)∣∣∣2dk.
The last integral goes to 0 as ǫ → 0, because ∑n ∫Rd |fˆ ǫn(k)|2dk = ‖ψ‖2L2 and the dominated
convergence theorem applies. Thus I1 → 0 and, in a similar way, we can also prove that I4 → 0.
In conclusion, ∫
Rd
θ(x)
[
|ψ(x)|2 −
∑
n
|f ǫn(x)|2
]
dx→ 0
as ǫ→ 0, which proves the theorem.
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