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Abstract
We consider parameterised subgraph-counting problems of the fol-
lowing form: given a graph G, how many k-tuples of its vertices induce
a subgraph with a given property? A number of such problems are
known to be #W[1]-complete; here we substantially generalise some
of these existing results by proving hardness for two large families of
such problems. We demonstrate that it is #W[1]-hard to count the
number of k-vertex subgraphs having any property where the number
of distinct edge-densities of labelled subgraphs that satisfy the prop-
erty is o(k2). In the special case that the property in question depends
only on the number of edges in the subgraph, we give a strengthening
of this result which leads to our second family of hard problems.
1 Introduction
Parameterised counting problems were introduced by Flum and Grohe in [9].
Much previous research has focussed on problems of the following form:
Input: An n-vertex graph G = (V,E), and an integer k.
Parameter: k.
Question: How many (labelled) k-vertex subsets of V induce
graphs with a given property?
∗Research supported by EPSRC grant “Computational Counting”
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All the existing literature concerning the complexity of solving non-trivial
problems of this kind exactly consists of #W[1]-completeness results, imply-
ing that the problems considered are unlikely to be solvable in time f(k)nO(1)
for any function f ; 1 non-trivial in this sense means that there is no con-
stant c so that, for any k ∈ N, we can determine whether a given graph
has the desired property by examining only edges incident with some fixed
set of c vertices (a dichotomy result for a special class of these problems
was very recently proved by Curticapean and Marx [5], in which param-
eterised tractability coincides exactly with this definition of triviality). A
number of these results concern the complexity of induced subgraph count-
ing problems: Chen and Flum [2] demonstrated that problems of counting
k-vertex induced paths and of counting k-vertex induced cycles are both
#W[1]-complete, and more generally Chen, Thurley and Weyer [3] showed
that it is #W[1]-complete to count the number of induced subgraphs iso-
morphic to a given graph from the class C (p-#Induced Subgraph Iso-
morphism(C)) whenever C contains arbitrarily large graphs. Other results
concern the complexity of “non-induced” subgraph counting problems, in-
cluding the problems of counting the number of paths (p-#Path) and cycles
(p-#Cycle) [9], matchings (p-#Matching [4]), and connected subgraphs
(p-#Connected Induced Subgraph [11]); the well-studied problem of
counting the number of k-vertex cliques (p-#Clique [9]) can be consid-
ered as either an induced or non-induced subgraph problem. However, even
considering these examples, the number of problems known to be complete
for the parameterised complexity class #W[1] as a whole remains relatively
small.
In this paper, we add to this collection of hard parameterised counting
problems by giving two conditions, either of which is sufficient to guarantee
that a subgraph counting problem of this kind is #W[1]-complete. The two
resulting families of hard parameterised subgraph counting problems contain
some of the special cases already known to be hard (including p-#Induced
Subgraph Isomorphism(C)) but are defined in a very general way and so
include many problems whose complexity status was not previously known.
The precise formulation of our results makes use of the general model for
parameterised subgraph counting problems introduced in [11] and described
1See Section 1.2 for definitions of concepts from parameterised complexity; we will also
see in Section 1.4 that all problems of this specific form belong to the first level of the
W-hierarchy.
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in Section 1.4 below, but informally we show that counting labelled induced
subgraphs with property Φ is #W[1]-complete in each of the following situ-
ations:
1. Dk = {|E(H)| : |V (H)| = k and Φ is true for H} satisfies |Dk| = o(k2),
that is, the property φk holds only for a decreasing proportion of the
possible edge densities (Theorem 3.4).
2. Φ is defined by a collection of o(k2) sub-intervals of {0, . . . , (k
2
)}, such
that Φ is true for H if and only if the number of edges in H lies in one
of these intervals (Theorem 3.5).
The first class of problems includes those of counting k-vertex induced sub-
graphs which are planar, or have treewidth at most t (for any fixed t), as
any subgraph with either of these properties has o(k) edges; it also includes
the problem of counting the number of regular k-vertex subgraphs (that is,
graphs that are d-regular for any d ∈ {0, . . . , k−1}), as there are only k pos-
sible edge-densities for a regular graph on k vertices. Problems that belong to
the second class but not the first include, for example, counting all k-vertex
subgraphs with edge-density at least α, where alpha is some constant in [0, 1]
that does not depend on k.
The proofs of our results will use ideas from Ramsey theory. This field of
extremal graph theory has previously been exploited to prove hardness results
for parameterised counting problems, for example in [3]. In this paper, we
need a different kind of Ramsey theoretic result that guarantees more than
just the existence of a single clique or independent set, and to this end we
derive a lower bound on the total number of k-vertex cliques and independent
sets that must be present in any n-vertex graph (if n is sufficiently large
compared with k).
The rest of the paper is organised as follows. In the remainder of this
section, we introduce our key notation and definitions, mention the main
ideas we will use from the theory of parameterised complexity, prove our
Ramsey theoretic result, and finally give a formal definition of the model for
subgraph counting problems. In Section 2, we define a pair of closely related
constructions which form the basis of our later reductions, and demonstrate
the important properties of these constructions. Section 3 then contains the
proofs of our #W[1]-hardness results.
3
1.1 Notation and definitions
Given a graph G = (V,E), and a subset U ⊆ V , we write G[U ] for the
subgraph of G induced by the vertices of U . For any k ∈ N, we write [k]
as shorthand for {1, . . . , k}, and V (k) for the set of all subsets of V of size
exactly k. A permutation on [k] is a bijection [k]→ [k]. We denote by G the
complement of G, that is, G = (V,E ′) where E ′ = V (2) \ E.
Two graphs G and H are isomorphic, written G ∼= H, if there exists a
bijection θ : V (G)→ V (H) so that, for all u, v ∈ V (G), we have θ(u)θ(v) ∈
E(H) if and only if uv ∈ E(G); θ is said to be an isomorphism from G to
H. An automorphism on G is an isomorphism from G to itself. We write
aut(G) for the number of automorphisms of G.
If G is coloured by some colouring f : V → [k], we say that a subset
U ⊆ V is colourful (under f) if, for every i ∈ [k], there exists exactly one
vertex u ∈ U such that f(u) = i; note that this can only be achieved if
U ∈ V (k).
We will be considering labelled graphs, where a labelled graph is a pair
(H, pi) such that H is a graph and pi : [|V (H)|] → V (H) is a bijection.
We write L(k) for the set of all labelled graphs on k vertices. Given a
graph G = (V,E) and a k-tuple of vertices (v1, . . . , vk), G[v1, . . . , vk] denotes
the labelled graph (H, pi) where H = G[{v1, . . . , vk}] and pi(i) = vi for each
i ∈ [k]. IfH is a set of labelled graphs, we setHH = {(H ′, pi′) ∈ H : H ′ ∼= H}.
Given two graphs G and H, a strong embedding of H in G is an injective
mapping θ : V (H)→ V (G) such that, for any u, v ∈ V (H), θ(u)θ(v) ∈ E(G)
if and only if uv ∈ E(H). We denote by #StrEmb(H,G) the number of
strong embeddings of H in G. If H is a class of labelled graphs on k vertices,
we set
#StrEmb(H, G) =
|{θ : [k]→ V (G) : θ is injective and ∃(H, pi) ∈ H such that
θ(i)θ(j) ∈ E(G) ⇐⇒ pi(i)pi(j) ∈ E(H)}|.
If G is also equipped with a k-colouring f , where |V (H)| = k, we write
#ColStrEmb(H,G, f) for the number of strong embeddings of H in G such
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that the image of V (H) is colourful under f . Similarly, we set
#ColStrEmb(H, G, f) =
|{θ : [k]→ V (G) : θ is injective, ∃(H, pi) ∈ H such that
θ(i)θ(j) ∈ E(G) ⇐⇒ pi(i)pi(j) ∈ E(H),
and θ([k]) is colourful under f}|.
We can alternatively consider unlabelled embeddings of H in G. In this
context we write #SubInd(H,G) for the number of subsets U ∈ V (G)(|H|)
such that G[U ] ∼= H. Note that #SubInd(H,G) = #StrEmb(H,G)/ aut(H).
If H is a class of labelled graphs, we set
#SubInd(H, G) = |{U ⊆ V (G) : ∃(H, pi) ∈ H such that G[U ] ∼= H}|.
Once again, we can also consider the case in which G is equipped with a
k-colouring f . In this case #ColSubInd(H,G, f) is the number of colourful
subsets U such that G[U ] ∼= H, and
#ColSubInd(H, G, f) = |{U ⊆ V (G) : ∃(H, pi) ∈ H such that G[U ] ∼= H,
and U is colourful under f}|.
Finally, we write #ColCliquek(G, f) as shorthand for #ColSubInd(Kk, G, f),
where Kk denotes a clique on k vertices.
1.2 Parameterised Counting Complexity
In this section, we introduce key notions from parameterised counting com-
plexity, which we will use in the rest of the paper. A parameterised counting
problem is a pair (Π, κ) where, for some finite alphabet Σ, Π : Σ∗ → N0 is
a function and κ : Σ∗ → N is a parameterisation (a polynomial-time com-
putable mapping). An algorithm A for a parameterised counting problem
(Π, κ) is said to be an fpt-algorithm if there exists a computable function f
and a constant c such that the running time of A on input I is bounded by
f(κ(I))|I|c. Problems admitting an fpt-algorithm are said to belong to the
class FPT.
To understand the complexity of parameterised counting problems, Flum
and Grohe [9] introduce two kinds of reductions between such problems.
Definition. Let (Π, κ) and (Π′, κ′) be parameterised counting problems.
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1. An fpt parsimonious reduction from (Π, κ) to (Π′, κ′) is an algorithm
that computes, for every instance I of Π, an instance I ′ of Π′ in time
f(κ(I)) · |I|c such that κ′(I ′) ≤ g(κ(I)) and
Π(I) = Π′(I ′)
(for computable functions f, g : N→ N and a constant c ∈ N). In this
case we write (Π, κ) ≤fptpars (Π′, κ′).
2. An fpt Turing reduction from (Π, κ) to (Π′, κ′) is an algorithm A with
an oracle to Π′ such that
(a) A computes Π,
(b) A is an fpt-algorithm with respect to κ, and
(c) there is a computable function g : N → N such that for all oracle
queries “Π′(I ′) = ?” posed by A on input I we have κ′(I ′) ≤
g(κ(I)).
In this case we write (Π, κ) ≤fptT (Π′, κ′).
Using these notions, Flum and Grohe introduce a hierarchy of parame-
terised counting complexity classes, #W[t], for t ≥ 1; this is the analogue of
the W-hierarchy for parameterised decision problems. In order to define this
hierarchy, we need some more notions related to satisfiability problems.
The definition of levels of the hierarchy uses the following problem, where
ψ is a first-order formula with a free relation variable of arity s.
p-#WDψ
Input: A structure A and k ∈ N.
Parameter: k.
Question: How many relations S ⊆ As of cardinality |S| = k are such
that A |= ψ(S) (where A is the universe of A)?
If Ψ is a class of first-order formulas, then p-#WD-Ψ is the class of all
problems p-#WDψ where ψ ∈ Ψ. The classes of first-order formulas Σt and
Πt, for t ≥ 0, are defined inductively. Both Σ0 and Π0 denote the class of
quantifier-free formulas, while, for t ≥ 1, Σt is the class of formulas
∃x1 . . . ∃xiψ,
6
where ψ ∈ Πt−1, and Πt is the class of formulas
∀x1 . . . ∀xiψ,
where ψ ∈ Σt−1. We are now ready to define the classes #W[t], for t ≥ 1.
Definition (Flum and Grohe [9, 10]). For t ≥ 1, #W[t] is the class of
all parameterised counting problems that are fpt parsimonious reducible to a
problem in p-#WD-Πt.
Just as it is considered to be very unlikely that W[1] = FPT, it is very
unlikely that there exists an algorithm running in time f(k)nO(1) for any prob-
lem that is hard for the class #W[1] under either fpt parsimonious reductions
or fpt Turing reductions. One useful #W[1]-complete problem which we will
use in our reductions is the following:
p-#Multicolour Clique
Input: A graph G = (V,E), and a k-colouring f of G.
Parameter: k.
Question: What is #ColCliquek(G, f), that is, the number of k-vertex
cliques in G that are colourful with respect to f?
This problem can easily be shown to be #W[1]-hard (along the same
lines as the proof of the W[1]-hardness of p-Multicolour Clique in [8])
by means of a reduction from p-#Clique, shown to be #W[1]-hard in [9].
1.3 Ramsey theory
To show that our constructions have the desired properties, we will exploit
some Ramsey theoretic results. First of all, we will use the following bound
on Ramsey numbers which follows immediately from a result of Erdo˝s and
Szekeres [7]:
Theorem 1.1. Let k ∈ N. Then there exists R(k) < 22k such that any
graph on n ≥ R(k) vertices contains either a clique or independent set on k
vertices.
We will also need the following easy corollary of this result.
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Corollory 1.2. Let G = (V,E) be an n-vertex graph, where n ≥ 22k. Then
the number of k-vertex subsets U ⊂ V such that U induces either a clique or
independent set in G is at least
(22k − k)!
(22k)!
n!
(n− k)! .
Proof. We shall say that the subset X ∈ V (k) is interesting if X induces
either a clique or an independent set in G. By Ramsey’s Theorem, we know
that every subset U ⊂ V with |U | = 22k must contain at least one interesting
subset.
The number of subsets of V of size exactly 22k is
(
n
22k
)
. Moreover, the
number of such sets to which any given k-vertex subset can belong is
(
n−k
22k−k
)
.
Thus, in order for every U ∈ V (2k) to contain at least one interesting subset,
the number of interesting subsets must be at least(
n
22k
)(
n−k
22k−k
) = n!(22k)!(n−22k)!
(n−k)!
(22k−k)!(n−22k)!
=
(22k − k)!
(22k)!
n!
(n− k)! ,
as required.
1.4 The Model
The classes of counting problems we consider fall within the scope of the
general model introduced in [11]; this model describes parameterised count-
ing problems in which the goal is to count labelled subgraphs with particular
properties. We repeat the definition here for completeness, before extending
it to colourful subgraph counting problems (which we will need for interme-
diate stages in our reductions). We will finish with some examples of how
problems that have previously been studied in the literature can be expressed
in this framework.
Let Φ be a family (φ1, φ2, . . .) of functions φk : L(k) → {0, 1}, such that
the function mapping k 7→ φk is computable. For any k, we write Hφk for
the set {(H, pi) ∈ L(k) : φk(H, pi) = 1}, and set HΦ =
⋃
k∈NHφk .
The general problem is then defined as follows.
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p-#Induced Subgraph With Property(Φ)
Input: A graph G = (V,E) and an integer k.
Parameter: k.
Question: What is #StrEmb(Hφk , G), that is, the cardinality of the set
{(v1, . . . , vk) ∈ V k : φk(G[v1, . . . , vk]) = 1}?
We can equivalently regard this problem as that of counting induced
labelled k-vertex subgraphs that belong to HΦ.
A property Φ is said to be symmetric if the value of φk(H, pi) depends
only on the graph H and not on the labelling of the vertices; this corresponds
to “unlabelled” graph problems, such as p-#clique. A related problem for
symmetric properties was also defined in [11]:
p-#Induced Unlabelled Subgraph With Property(Φ)
Input: A graph G = (V,E) and k ∈ N.
Parameter: k.
Question: What is #SubInd(Hφk), that is, the cardinality of the set
{{v1, . . . , vk} ∈ V (k) : φk(G[v1, . . . , vk]) = 1}?
For any symmetric property Φ, the output of p-#Induced Subgraph
With Property(Φ) is exactly k! times the output of p-#Induced Un-
labelled Subgraph With Property(Φ), for any graph G and k ∈ N.
These problems were shown to lie in #W[1] in [11]:
Proposition 1.3 ([11]). For any Φ, the problem p-#Induced Subgraph
With Property(Φ) belongs to #W[1]. If Φ is symmetric, then the same
is true for p-#Induced Unlabelled Subgraph With Property(Φ).
We now observe that the complexities of solving p-#Induced Sub-
graph With Property(Φ) and its complement, p-#Induced Subgraph
With Property(Φ), must be the same.
Proposition 1.4. Let Φ be a family (φ1, φ2, . . .) of functions φk : L(k) →
{0, 1}, such that the function mapping k 7→ φk is computable, and let Φ be
the family (φ1, φ2, . . .) of functions φk : L(k)→ {0, 1} defined by φk(H, pi) =
1 − φk(H, pi). Then p-#Induced Subgraph With Property(Φ) ≤fptT
p-#Induced Subgraph With Property(Φ).
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Proof. Observe that, for any graph G,
#StrEmb(Hφk , G) =
∑
(v1,...,vk)∈V (G)k
φk(G[v1, . . . , vk])
=
(
n
k
)
k!−
∑
(v1,...,vk)∈V (G)k
φk(G[v1, . . . , vk])
=
(
n
k
)
k!−#StrEmb(Hφk , G).
Thus it is clear that we can solve p-#Induced Subgraph With Prop-
erty(Φ) in polynomial time using a single oracle call to p-#Induced Sub-
graph With Property(Φ), where the parameter value is the same for
both problems; this completes the reduction.
This result implies that, if p-#Induced Subgraph With Property(Φ)
is in FPT, so is p-#Induced Subgraph With Property(Φ), and if p-
#Induced Subgraph With Property(Φ) is W[1]-complete under fpt
Turing reductions then so is p-#Induced Subgraph With Property(Φ).
We also define a multicolour version of this problem; it is straightforward
to verify that this variant also lies in the class #W[1] for every property Φ.
p-#Multicolour Induced Subgraph with Property(Φ)
Input: A graph G = (V,E), an integer k and colouring f : V → [k].
Parameter: k.
Question: What is #ColStrEmb(Hφk , G, f), that is, the cardinality of
the set {(v1, . . . , vk) ∈ V k : φk(G[v1, . . . , vk]) = 1 and {f(v1), . . . , f(vk)} =
[k]}?
We make the following simple observation regarding the complexities
of p-#Multicolour Induced Subgraph with Property(Φ) and p-
#Induced Subgraph With Property(Φ).
Lemma 1.5. For any family Φ, we have p-#Multicolour Induced
Subgraph with Property(Φ) ≤fptT p-#Induced Subgraph With
Property(Φ).
Proof. We give an fpt Turing reduction from p-#Multicolour Induced
Subgraph with Property(Φ) to p-#Induced Subgraph With Prop-
erty(Φ), using an inclusion-exclusion method (similar to those previously
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used in, for example, [3, 6]). Let G, with colouring f , be the k-coloured graph
in an instance of p-#Multicolour Induced Subgraph with Prop-
erty(Φ).
Suppose we have an oracle to p-#Induced Subgraph With Prop-
erty(Φ), so for any G′ = (VG′ , EG′) and k′ ∈ N we can obtain the cardinality
of the set
XG′ = {(v1, . . . , vk′) ∈ V k′G′ : φk′(G′[v1, . . . , vk′ ]) = 1}
in constant time. Our goal is to compute the cardinality of the set
Y = {(v1, . . . , vk) ∈ V k : φk(G[v1, . . . , vk]) = 1 and
{f(v1), . . . , f(vk)} = [k]}.
It is clear that, if for each I ⊆ [k] we set
NI = |{(v1, . . . , vk) ∈ V k : φk(G[v1, . . . , vk]) and {f(v1), . . . , f(vk)} ⊆ I}|,
then the cardinality of Y can be written as
|Y | =
∑
I⊆[k]
(−1)k−|I|NI .
But for any I ⊆ [k], we have
NI = |XG[f−1(I)]|,
that is, NI is equal to the number of tuples of vertices in G which satisfy
φk and are such that all the vertices have colours from I. Thus we can
compute each of the 2k values of NI for I ⊆ [k] in time nO(1) using an
oracle call, and the parameter for each oracle call is exactly k. This gives an
fpt Turing reduction from p-#Multicolour Induced Subgraph with
Property(Φ) to p-#Induced Subgraph With Property(Φ).
Examples
We now give some examples to illustrate how, up to known constant factors
depending only on the parameter, our model generalises previously studied
problems.
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A symmetric property: p-#Clique Set
φk(H, pi) =
{
1 if H ∼= Kk
0 otherwise.
Then the output of p-#Induced Subgraph With Property(Φ) on the
input (G, k) is equal to k! times the output of p-#Clique on the same in-
put; in this situation the outputs of p-#Induced Unlabelled Subgraph
With Property(Φ) and p-#Clique will be identical.
An induced subgraph counting problem: p-#Induced Subgraph
Isomorphism(C) Let C be any recursively enumerable class of unlabelled
graphs which contains at most one graph on k vertices, for each k ∈ N. We
set
φk(H, pi) =
{
1 if H ∈ C
0 otherwise.
Then, for any {v1, . . . , vk} ∈ V (k) such that G[{v1, . . . , vk}] ∼= C ∈ C, we will
have φk(G[vσ(1), . . . , vσ(k)] = 1 for every permutation σ : [k] → [k]. Thus,
the output of p-#Induced Subgraph With Property(Φ) on the input
(G, k) is equal to k! times the number of k-vertex induced subgraphs in G
that belong to C.
A non-induced subgraph counting problem: p-#Sub(H) The prob-
lem p-#Sub(H) is that of counting (not necessarily induced) copies of graphs
from a set H = {Hk : k ∈ IH ⊆ N} where, for each k, Hk has k vertices.
We begin with a concrete example, p-#Matching. Here, IH is the set of
all even natural numbers and, for each k ∈ IH, Hk is the graph consisting of
k/2 disjoint edges. We can then set
φk(H, pi) =
{
1 if k is even and, for 1 ≤ i ≤ k/2, pi(2i− 1)pi(2i) ∈ E(H)
0 otherwise,
and the output of p-#Induced Subgraph With Property(Φ) on the
input (G, k) will be equal to (k/2)!2k/2 times the output of p-#Matching
(since (k/2)!2k/2 is the number of automorphisms of a k/2-edge matching:
there are (k/2)! ways to map a set of k/2 edges to itself, and each edge can
be mapped to any given edge in two different ways).
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More generally, to count copies of graphs from H we fix, for each k ∈ IH,
a labelling pik : [k]→ V (Hk), and set
φk(H, pi) =

1 if k ∈ IH and, for every uv ∈ E(Hk),
we have (pi ◦ pi−1k (u))(pi ◦ pi−1k (v)) ∈ E(H)
0 otherwise.
The output of p-#Induced Subgraph With Property(Φ) on the input
(G, k) is then equal to aut(Hk) times the output of p-#Sub(H).
It will follow from Theorem 3.4 that p-#Sub(H) is hard for any class
H = {Hk : k ∈ IH} such that e(Hk) = (1− o(1))
(
k
2
)
as k →∞.
Observe that problems of this kind are the first examples of problems
for which we need our model to count labelled subgraphs: if we were only
able to count unlabelled subgraphs, we could not give different weight to
induced subgraphs containing different numbers of distinct copies of graphs
from H, and could only define properties corresponding to induced k-vertex
subgraphs that contain at least r copies of Hk. For example, we could express
the problem of counting the number of induced k-vertex subgraphs that
contain at least one perfect matching using only unlabelled subgraphs, but
to translate p-#Matching into such a framework we need to make use of
the labelling.
2 The construction
In this section we describe a pair of closely related constructions, which will
be used for hardness reductions in Section 3. Both constructions take as
input two graphs G and H, where G = (VG, EG) is equipped with a k-
colouring fG : VG → [k], and H contains either a clique or independent
set on k vertices; the two different constructions correspond to these two
possibilities for H. We begin in Section 2.1 by describing the constructions
in both cases, and then in Section 2.2 we prove a number of key facts about
the two constructions.
2.1 Definition of the construction
As explained above, we give two slightly different constructions depending
on whether H contains a clique or an independent set on k vertices. We
begin with the former case.
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H contains a clique
In this case we assume that there exists a set U ∈ V (H)(k) that induces a
clique in H. We now define a new graph, constr(G, fG, H, U), and a colouring
fconstr(G,fG,H,U) of its vertices. Suppose that H = (VH , EH), renaming vertices
if necessary so that VH ∩ VG = ∅; set V ′H = VH \ U . We then set
V (constr(G, fG, H, U)) = VG ∪ V ′H .
Let fH : VH → [|VH |] be any colouring of VH which assigns a distinct colour
to each vertex, and which has the property that, for every u ∈ U , fH(u) ∈
[k]. Different choices of this colouring fH may result in different graphs
constr(G, fG, H, U), but the properties of constr(G, fG, H, U) that we will
exploit hold regardless of the choice of fH , provided that the function satisfies
these requirements. We will set E(constr(G, fG, H, U)) = EG∪E1∪E2 where
E1 = {uv ∈ EH : u, v ∈ V ′H},
and
E2 = {vw : v ∈ VG, w ∈ V ′H , ∃u ∈ U such that
uw ∈ EH and fH(u) = fG(v)},
so constr(G, fG, H, U) contains all internal edges in G and H \ U , together
with edges from each vertex w in VG to the vertices in V
′
H which are adjacent,
in H, to the vertex of U assigned colour fG(w) by fH .
Finally, we define the colouring fconstr(G,fG,H,U) : V (constr(G, fG, H, U))→
[|V (H)|] by setting
fconstr(G,fG,H,U)(v) =
{
fH(v) if v ∈ V ′H
fG(v) if v ∈ VG.
H contains an independent set
In this case we assume that there exists a set W ⊂ V (H) such that W induces
an independent set in H. The construction for this case is very similar, and
in fact we can define our new graph constr(G, fG, H,W ) in terms of the first
construction given above.
Note that, as W induces an independent set in G, it must be that W
induces a clique in H. Thus we can apply the construction above to G and
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H to obtain a graph constr(G, fG, H,W ). We define constr(G, fG, H,W ) to
be the complement of this graph, that is,
constr(G, fG, H,W ) = constr(G, fG, H,W ).
Once again, we equip our new graph with a colouring; in this case we set
fconstr(G,fG,H,W ) = fconstr(G,fG,H,W ),
so the colouring is in fact exactly the same as that used in the case that H
contains a clique.
2.2 Properties of the construction
In this section we prove a number of important results about our construc-
tions, which will be essential for the proofs in Section 3 below. We begin by
proving the key property of our constructions; we consider first the case for
constr(G, fG, H, U).
Lemma 2.1. Set G˜ = constr(G, fG, H, U), and let X be a colourful subset
of G˜ with respect to fG˜. Then the subgraph of G˜ induced by X is isomorphic
either to H or to a graph obtainable from H by deleting one or more edges
from H[U ]. Moreover, the number of edges deleted is equal to the number of
non-edges in G˜[X ∩ VG].
Proof. We begin by defining a bijection θ from X to VH ; we will then argue
that in fact θ defines an isomorphism from G˜[X] to a graph H ′, where either
H ′ = H, or else H ′ can be obtained from H by deleting one or more edges
from H[U ]. The mapping θ is defined as follows:
θ(x) = f−1H (fG˜(x)),
so each vertex x ∈ X is mapped to the vertex of H that receives the same
colour under fH . Note that this is well-defined as fH is a bijection; the fact
that X is colourful implies that fG˜|X is also bijective and hence that θ is a
bijection.
In order to show that there exists some graph H ′ which satisfies the
conditions of the lemma and is such that θ defines an isomorphism from
G˜[X] to H ′, it suffices to check that, for any two vertices x, y ∈ X such that
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at least one of θ(x) and θ(y) does not lie in U , we have xy ∈ E(G˜) if and
only if θ(x)θ(y) ∈ E(H).
Suppose first that both θ(x) and θ(y) lie in VH \ U . Then, by definition
of the colouring fG˜, we must have x, y ∈ V ′H , and moreover θ(x) = x and
θ(y) = y; thus it follows immediately from the construction that xy ∈ E(G˜)
if and only if θ(x)θ(y) ∈ E(H).
Now suppose that θ(x) ∈ U , but θ(y) /∈ U . Then, as before, we see that
θ(y) = y. By definition of G˜, the edge xy belongs to E(G˜) if and only if there
is some vertex w ∈ U such that wy ∈ E(H) and fH(w) = fG(x). However,
it follows from the definitions of θ and fG˜ that fG(x) = fG˜(x) = fH(θ(x)),
so xy ∈ E(G˜) if and only if there is a vertex w ∈ U such that wy ∈ E(H)
and fH(w) = fH(θ(x)). Since fH is injective, this is only possible if in fact
θ(x) = w, in other words xy ∈ E(G˜) if and only if θ(x)θ(y) ∈ E(H), as
required.
Thus we see that there is indeed some suitable graph H ′ such that θ
defines an isomorphism from G˜[X] to H ′. The fact that θ is an isomorphism
from G˜[X] to H ′ implies that, for all x, y ∈ X such that θ(x), θ(y) ∈ U , we
have θ(x)θ(y) ∈ E(H ′) if and only if xy ∈ E(G˜). Since the vertices that map
to U under θ are precisely those in X ∩ VG, this implies that the number
of edges in H ′[U ] is equal to the number of edges in G˜[X ∩ VG]; hence (as
H[U ] is complete) the number of edges we must delete from H to obtain H ′
is precisely equal to the number of non-edges in G˜[X ∩ VG], as required.
It is now straightforward to derive the analogous result in the second case,
for constr(G, fG, H,W ).
Lemma 2.2. Set Ĝ = constr(G, fG, H,W ), and let X be a colourful subset
of Ĝ with respect to fĜ. Then the subgraph of Ĝ induced by X is isomorphic
either to H or to a graph obtainable from H by adding one or more edges to
H[W ]. Moreover, the number of edges added is equal to the number of edges
in Ĝ ∩ VG].
Proof. Suppose first that X is a colourful subset of G˜′ = constr(G, fG, H,W )
under fG˜′ . It follows from Lemma 2.1 that the subgraph of G˜
′ induced by X
is isomorphic either to H or to a graph obtainable from H by deleting one or
more edge with both endpoints in W . Moreover, in this case the number of
edges deleted is equal to the number of non-edges in G˜′[X ∩ VG]. The result
follows immediately by taking complements.
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We now use this pair of results to prove some further facts about our
constructions. The first is an easy corollary. Recall that, if H is a graph and
H a collection of labelled graphs, then HH = {(H ′, pi′) : H ′ ∼= H}.
Corollory 2.3. Let k, k′ ∈ N with k ≤ k′, and let Hk′ be a collection of
labelled graphs on k′ vertices, with (H, pi) ∈ Hk′. Set G˜ = constr(G, fG, H, U)
and Ĝ = constr(G, fG, H,W ). Then,
1. if U ∈ V (H)(k) induces a clique in H and there is no (H ′, pi′) ∈ Hk′
such that H ′ can be obtained from H by deleting one or more edges in
U , then
#ColStrEmb(Hk′ , G˜, fG˜) = #ColStrEmb(HHk′ , G˜, fG˜).
2. if W ∈ V (H)(k) induces an independent set in H and there is no
(H ′, pi′) ∈ Hk′ such that H ′ can be obtained from H by adding one
or more edges in W , then
#ColStrEmb(Hk′ , Ĝ, fĜ) = #ColStrEmb(HHk′ , Ĝ, fĜ).
Proof. We begin with the first part. By definition, we know that the im-
age of any mapping that contributes to #ColStrEmb(Hk′ , G˜, fG˜) must be a
colourful subset of G˜ with respect to fG˜; but by Lemma 2.1, since no labelled
graph in Hk′ is isomorphic to a graph obtainable from H by deleting one or
more edges in U , any such subset must in fact be isomorphic to H.
The second part of the result follows by the same argument.
The final fact we prove about our constructions is that the number of
colourful subsets of constr(G, fG, H, U) (respectively constr(G, fG, H,W )) in-
ducing copies of H is equal to the number of colourful cliques in G.
Lemma 2.4. Suppose that U ∈ V (H)(k) induces a clique. Then, writing
G˜ = constr(G, fG, H, U),
#ColCliquek(G, fG) = #ColSubInd(H, G˜, fG˜).
Similarly, if W ∈ V (H)(k) induces an independent set then, writing Ĝ =
constr(G, fG, H,W ),
#ColCliquek(G, fG) = #ColSubInd(H, Ĝ, fĜ).
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Proof. We begin by showing that every colourful subset in G˜ that induces
a copy of H corresponds to a distinct colourful clique in G. Observe that,
by Lemma 2.1, any colourful subset X of G˜ must induce a graph H ′ that is
either isomorphic to H or else is obtainable from H by deleting some edges
in H[U ]. Moreover, the number of non-edges of G˜[X ∩ VG] is equal to the
number of edges that must be deleted from H to obtain H ′. Thus, if X in
fact induces a copy of H, then there cannot be any non-edges in G˜[X ∩ VG];
in other words, G˜[X ∩ VG] is a clique. By definition of G˜, this means that
X ∩VG induces a clique in G. Note that, as X is a colourful subset of G˜ and
colours from [k] only appear at vertices from VG under fG˜, G˜[X∩VG] must in
fact be a colourful clique with respect to the colouring fG (as fG˜ agrees with
fG on VG). Now, observe that all colourful subsets X must contain every
vertex in V ′H , and so distinct colourful subsets X and X
′ must have distinct
intersections with VG. Thus every colourful subset of G˜ that induces a copy
of H corresponds to a distinct colourful clique in G.
Now we show that every colourful clique in G corresponds to a distinct
colourful subset in G˜ that induces a copy of H. Suppose that Y induces a
colourful clique in G (with respect to the colouring fG). Observe that the
set Y ∪ V ′H is colourful under fG˜, so by Lemma 2.1 we know that Y ∪ V ′H
induces a graph H ′ that is either isomorphic to H or to a subgraph of H
obtained by deleting one or more edges from H[U ]. Moreover, we know that
the number of edges we must delete from H to obtain H ′ is equal to the
number of non-edges in G˜[(Y ∪ V ′H) ∩ VG] = G˜[Y ]. Since Y induces a clique
in G, there are no non-edges in G˜[Y ], and it must be that in fact Y ∪ V ′H
induces a copy of H in G˜. Finally, it is clear that distinct colourful cliques
in G will give distinct colourful copies of H.
The second part of the result, for constr(G, fG, H,W ), now follows easily
by taking complements.
3 Hardness results
In this section we prove our results about the hardness of certain classes of
parameterised subgraph counting problems. We begin in Section 3.1 with
some auxiliary results, then in Section 3.2 we consider the case in which
the property holds for a decreasing proportion of the possible edge densities,
before giving a stronger result in Section 3.3 for the special case in which the
property depends only on the number of edges present in a subgraph.
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3.1 Auxiliary results
We prove two key lemmas which will be used throughout the rest of this
section. We begin by relating the number of subsets that induce a copy of
a graph H to the number of strong embeddings of graphs from a class of
labelled graphs all isomorphic to H.
Lemma 3.1. Let H be a collection of labelled graphs, and (H, pi) ∈ H a
labelled k-vertex graph. Set
αH = |{σ : σ a permutation on [k], ∃(H, pi′) ∈ HH such that
pi′ ◦ σ−1 ◦ pi−1 defines an automorphism on H}|.
Then, for any graph G,
#StrEmb(HH , G) = αH ·#SubInd(H,G),
Moreover, if G is equipped with a k-colouring f , then
#ColStrEmb(HH , G, f) = αH ·#ColSubInd(H,G, f).
Proof. Observe first that k-tuples whose elements form the set X ∈ V (k) can
only contribute to the quantity #StrEmb(HH , G) if in fact G[X] ∼= H. We
will argue that each subset that induces a copy of H gives rise to exactly αH
tuples that contribute to #StrEmb(HH , G).
Suppose that X is such a subset; without loss of generality we may write
X = {x1, . . . , xk} where the vertices are ordered so that
G[x1, . . . , xk] = (H, pi). (1)
It is clear that there is a one-to-one correspondence between k-tuples
whose elements form the set X and permutations of [k]: we may regard the
permutation σ as corresponding to the tuple (xσ(1), . . . , xσ(k)). Observe that
the tuple (xσ(1), . . . , xσ(k)) will contribute to the value of #StrEmb(HH , G)
if and only if there exists some bijection pi′ : [k]→ V (H) such that (H, pi′) ∈
HH and
G[xσ(1), . . . , xσ(k)] = (H, pi
′). (2)
So the tuple contributes if and only if, for every i, j ∈ [k], we have
xσ(i)xσ(j) ∈ E(G) ⇐⇒ pi′(i)pi′(j) ∈ E(H).
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Note that, by (1), for any i, j ∈ [k] we have xσ(i)xσ(j) ∈ E(G) if and only if
pi(σ(i))pi(σ(j)) ∈ E(H). Thus (2) is equivalent to the statement that, for all
i, j ∈ [k],
pi(σ(i))pi(σ(j)) ∈ E(H) ⇐⇒ pi′(i)pi′(j) ∈ E(H),
which holds if and only if pi′ ◦ σ−1 ◦ pi−1 defines an automorphism on H.
Hence the number of k-tuples drawn from X that contribute to the value of
#StrEmb(HH , G) is exactly αH . Distinct subsets inducing H will give rise
to disjoint sets of k-tuples, so we see that in fact
#StrEmb(HH , G) = αH ·#SubInd(H,G),
as required.
Exactly the same reasoning can be applied if we restrict to subsets U that
are colourful, which gives the second part of the result.
Next we exploit the properties of our construction demonstrated in the
previous section to give a sufficient condition for a parameterised subgraph-
counting problem to be #W[1]-complete. We say that (H, pi) ∈ Hφk is good
for k′-cliques if there exists U ∈ V (H)(k′) that induces a clique and there is
no (H ′, pi′) ∈ Hφk such that H ′ can be obtained from H by deleting edges
with both endpoints in U . Correspondingly, we say that (H, pi) ∈ Hφk is
good for k′-independent sets if there exists W ∈ V (H)(k′) that induces an
independent set and there is no (H ′, pi′) ∈ Hφk such that H ′ can be obtained
from H by adding edges with both endpoints in W .
Lemma 3.2. Let Φ be a family (φ1, φ2, . . .) of functions φk : L(k)→ {0, 1},
such that the function mapping k 7→ φk is computable. Suppose there exists
a computable function g such that, for each k′ ∈ N, there exists k ∈ N
with k′ ≤ k ≤ g(k′) and (H, pi) ∈ Hφk that is either good for k′-cliques
or is good for k′-independent sets. Then p-#Induced Subgraph With
Property(Φ) is #W[1]-complete under fpt Turing reductions.
Proof. We prove this result by means of an fpt Turing reduction from p-
#Multicolour Clique. Recall from Lemma 1.5 that, for any Φ, we
have p-#Multicolour Induced Subgraph with Property(Φ) ≤fptT
p-#Induced Subgraph With Property(Φ), so it suffices to prove that
p-#MulticolourClique ≤fptT p-#Multicolour Induced Subgraph
with Property(Φ).
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Suppose (G, fG) is an instance of p-#MulticolourClique, where G
is a graph and fG is a k
′-colouring of the vertices of G. By assumption, we
can fix k ∈ N with k′ ≤ k ≤ g(k′) such that some (H, pi) ∈ Hφk is good for
either k′-cliques or k′-independent sets. Recall also the definition of αH from
Lemma 3.1:
αH = |{σ : σ a permutation on [k], ∃(H, pi′) ∈ HH such that
pi′ ◦ σ−1 ◦ pi−1 defines an automorphism on H}|.
Now, if (H, pi) is good for k′-cliques (so some U ∈ V (H)(k′) induces a clique,
and there is no (H ′, pi′) ∈ Hφk such that H ′ can be obtained from H by
deleting edges with both endpoints in U), we observe that, setting G˜ =
constr(G, fG, H, U),
#ColStrEmb(Hφk , G˜, fG˜) = #ColStrEmb(HHφk , G˜, fG˜) by Corollary 2.3
= αH ·#ColSubInd(H, G˜, fG˜) by Lemma 3.1
= αH ·#ColCliquek′(G, fG) by Lemma 2.4.
If instead (H, pi) is good for k′-independent sets, a symmetric argument im-
plies that
#ColStrEmb(Hφk , Ĝ, fĜ) = αH ·#ColCliquek′(G, fG),
where Ĝ = constr(G, fG, H,W ). Thus, to compute the number of colourful
cliques in G under the colouring fG, it suffices to perform the following steps.
1. Identify a suitable value of k and a labelled graph (H, pi) ∈ Hφk : this
can be done by exhaustive search in time bounded only by some com-
putable function of k′, as we know there exists a suitable (H, pi) ∈ Hφk
for some k ≤ g(k′).
2. Construct constr(G, fG, H, U), or constr(G, fG, H,W ), as appropriate:
this can clearly be done in time polynomial in n and k ≤ g(k′).
3. Compute αH : this depends only on the graph H, so can be done in
time bounded by some computable function of k′.
4. Perform a single oracle call to p-#Multicolour Induced Sub-
graph with Property(Φ): note that the parameter value is at most
g(k′).
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This therefore gives an fpt Turing reduction from p-#Multicolour Clique
to p-#Multicolour Induced Subgraph with Property(Φ), as re-
quired.
3.2 Properties that hold only for a decreasing propor-
tion of the possible edge densities
Suppose that we fix a family Φ = (φ1, φ2, . . .) of functions φk : L(k)→ {0, 1},
such that the function mapping k 7→ φk is computable. For each k ∈ N, let
Dk = {|E(H)| : (H, pi) ∈ Hφk}, so |Dk| is informally the number of distinct
edge densities for which the property holds. We will show that if |Dk| = o(k2)
then p-#Induced Subgraph With Property(Φ) is #W[1]-complete.
We need one auxiliary result before giving our main hardness result.
Lemma 3.3. Let Hk be a non-empty collection of labelled graphs on k ver-
tices, where k ≥ 22k′. Suppose that
r = |{d : ∃(H, pi) ∈ Hk such that |E(H)| = d}|
satisfies
r ≤ 1(
k−2
k′−2
)(
k′
2
) ((22k′ − k′)!
(22k′)!
k!
(k − k′)!
)
. (3)
Then there exists (H, pi) ∈ Hk that is either good for k′-cliques or good for
k′-independent sets.
Proof. First recall from the corollary to Ramsey’s Theorem (Corollary 1.2)
that any graph on k vertices must contain at least (2
2k′−k′)!
(22k′ )!
k!
(k−k′)! subsets of k
′
vertices, where each of these subsets induces either a clique or an independent
set. It therefore follows immediately from (3) that any graph on k vertices
must contain at least
r
(
k − 2
k′ − 2
)(
k′
2
)
such k′-vertex subsets.
Now, for each (H, pi) ∈ Hk, let #Clique(H) denote the number of k′-
cliques in H, and let
θHk(H, pi) = max
(H′,pi′)∈Hk
|E(H′)|=|E(H)|
#Clique(H ′).
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We also set
C = {θHk(H, pi) : (H, pi) ∈ Hk}.
Observe that, if there is some (H, pi) ∈ Hk such that H contains at least
one k′-clique U and, for all (H ′, pi′) ∈ Hk, we have |E(H ′)| ≥ |E(H)|, then it
is clear that (H, pi) would be good for k′-cliques (since, by edge-minimality, no
labelled graph in Hk is isomorphic to any graph obtainable by deleting edges
from H). Thus we may assume from now on that every element (H, pi) ∈ Hk
with the minimum number of edges has #Clique(H) = 0; it follows that for
any such (H, pi) we in fact have θHk(H, pi) = 0. Note that this implies we
must have 0 ∈ C.
Similarly, if there is some (H, pi) ∈ Hk such that H contains at least
one independent set W on k′ vertices and, for all (H ′, pi′) ∈ Hk, we have
|E(H ′)| ≤ |E(H)|, then it is clear that (H, pi) must be good for k-independent
sets (since, by edge-maximality, no labelled graph in Hk is isomorphic to any
graph obtainable by adding edges to H). Thus we may assume from now on
that every edge-maximal element (H, pi) ∈ Hk has no independent set on k′
vertices and so, by choice of k, satisfies #Clique(H) ≥ r( k−2
k′−2
)(
k′
2
)
. Thus C
must contain an element x where x ≥ r( k−2
k′−2
)(
k′
2
)
.
Hence we may assume that 0 ∈ C and that the maximum element in C
is at least r
(
k−2
k′−2
)(
k′
2
)
; moreover, by definition of r and C, we know that C
contains at most r distinct values. Thus, if the elements of C are listed in
order, there is some pair of consecutive elements which differ by more than(
k−2
k′−2
)(
k′
2
)
; in other words, there exists some integer s such that
1. s ∈ C, and
2. for s+ 1 ≤ t ≤ s+ ( k−2
k′−2
)(
k′
2
)
, t /∈ C.
Fix s ∈ N satisfying these two conditions. From now on we will say that
a graph (H, pi) ∈ Hk has “few” cliques if #Clique(H) ≤ s, and that it has
“many” cliques if #Clique(H) > s +
(
k−2
k′−2
)(
k′
2
)
. By the reasoning above, it
follows that, for every (H, pi) ∈ Hk, at least one of the following must hold:
1. (H, pi) has few cliques, or
2. θHk(H, pi) > s +
(
k−2
k′−2
)(
k′
2
)
, so there is some (H ′, pi′) ∈ Hk such that
|E(H)| = |E(H ′)| and (H ′, pi′) has many cliques.
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Now, we fix an element (H, pi) with as few edges as possible from those
graphs inHk that contain many cliques (so (H, pi) contains many cliques and,
for any other (H ′, pi′) that contains many cliques, |E(H)| ≤ |E(H ′)|). This
choice of (H, pi) implies that any element of Hk with strictly fewer edges than
H must contain few cliques.
Fix a set U ∈ V (H)(k) that induces a clique in H. Suppose that some
element (H ′, pi′) ∈ Hk is such that H ′ can be obtained from H by deleting one
or more edges with both endpoints in U . Since we will then have |E(H ′)| <
|E(H)|, it follows that H ′ contains few cliques. Hence there are at least(
k−2
k′−2
)(
k′
2
)
+1 more k′-cliques in H than in H ′; as these two graphs differ only
in edges that have both endpoints in U , it must be that each k′-clique in H
that is not a k′-clique in H ′ intersects U in at least two vertices. But the
number of k′-vertex sets that intersect U in at least two vertices is at most(
k′
2
)(
k−2
k′−2
)
, so it is not possible for
(
k−2
k′−2
)(
k′
2
)
+ 1 distinct k′-cliques in H each
to intersect U in at least two vertices, giving a contradiction.
Thus we see that (H, pi) must in fact be good for k′-cliques, completing
the proof.
We are now ready to prove #W[1]-hardness for this class of problems.
Theorem 3.4. Let Φ be a family (φ1, φ2, . . .) of functions φk : L(k)→ {0, 1},
infinitely many of which are not identically zero, such that the function map-
ping k 7→ φk is computable. Suppose that |Dk| = o(k2). Then p-#Induced
Subgraph With Property(Φ) is #W[1]-complete under fpt Turing re-
ductions.
Proof. We exploit Lemma 3.2 to prove the result. By the assumption that
|Dk| = o(k2), we know that, for any fixed α, there exists k0 ∈ N such that,
for any k ≥ k0, we have |Dk| < αk(k − 1). Setting α = (22k
′−k′)!(k′−2)!
(k
′
2 )(22k
′ )!
, we
therefore see that, for sufficiently large k,
|Dk| ≤
(
(22k
′ − k′)!(k′ − 2)!(
k′
2
)
(22k′)!
)
k(k − 1)
=
1(
k−2
k′−2
)(
k′
2
) ((22k′ − k′)!
(22k′)!
k!
(k − k′)!
)
.
Set g(k′) to be the least such k (and note that, by computability of the
mapping k 7→ φk, g is computable: we can perform an exhaustive search to
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find a suitable k). Note that, for this value of k, Hφk satisfies the condition
of Lemma 3.3. Hence we know that there exists (H, pi) ∈ Hφk that is either
good for k′-cliques or good for k′-independent sets. #W[1]-hardness now
follows immediately from Lemma 3.2.
3.3 Properties that are defined by o(k2) intervals of
permitted edge densities
In this section we give a strengthening of the above result for the special
case in which the property Φ depends only on the number of edges in the
subgraph. In the following theorem, we will be considering integer intervals,
that is, sets of consecutive integers (e.g. {a, a+ 1, . . . , b}).
Theorem 3.5. Let Φ be a family (φ1, φ2, . . .) of functions φk : L(k) →
{0, 1}, infinitely many of which are not identically zero, such that the function
mapping k 7→ φk is computable. For each k, let Ik = {I1, . . . , Ir} be a
collection of disjoint integer intervals, where each Ii ⊂ {0, . . . ,
(
k
2
)}, ∅ 6=⋃ Ik 6= {0, . . . , (k2)}, and |Ik| = o(k2). Suppose that φk(H, pi) = 1 if and only
if |E(H)| ∈ ⋃ Ik. Then p-#Induced Subgraph With Property(Φ) is
#W[1]-complete.
Proof. We claim that we may assume, without loss of generality, that |⋃ Ik| ≤
1
2
(
(
k
2
)
+ 1). To see that this is indeed the case, suppose that in fact |⋃ Ik| >
1
2
(
(
k
2
)
+1), and consider the family Φ′ = (φ′1, φ
′
2, . . .) of functions φ
′
k : L(k)→
{0, 1} defined by
φ′k = 1− φk.
Note that the mapping k 7→ φ′k is clearly computable by computability of
k 7→ φk, and that there exists a collection I ′k of disjoint integer intervals,
where each I ′i ⊂ {0, . . . ,
(
k
2
)}, ∅ 6= ⋃ I ′k 6= {0, . . . , (k2)}, |I ′k| = o(k2) and⋃ I ′k = {0, . . . , (k2)} \⋃ Ik. Thus φ′k(H, pi) = 1 if and only if |E(H)| ∈ ⋃ I ′k,
and |⋃ I ′k| ≤ 12((k2) + 1). By Proposition 1.4, it therefore suffices to prove
#W[1]-completeness in the case that |⋃ Ik| ≤ 12((k2)+ 1).
We do this using Lemma 3.2. Since |Ik| = o(k2), it follows that, for any
k′ ∈ N, there exists k ∈ N such that (|Ik|+ 1)
(
k′
2
)
+ 1 < 1
2
(
(
k
2
)
+ 1); we define
g(k′) to be the least such k (note that under this definition the function g is
clearly computable). In order to apply Lemma 3.2 to show #W[1]-hardness,
it suffices to demonstrate that there exists (H, pi) ∈ Hφk which satisfies one
of the two conditions in the statement of Lemma 3.2.
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Note that {0, . . . , (k
2
)} \⋃ Ik must be expressible as the union of at most
|Ik|+ 1 disjoint integer intervals; hence, as
|{0, 1, . . . , (k
2
)} \⋃ Ik| ≥ 12((k2)+ 1) ≥ (|Ik|+ 1)(k′2)+ 1,
it follows that at least one of these integer intervals, J , must contain at least(
k′
2
)
+ 1 distinct integers.
Suppose first that 0 /∈ J . Then there exists some d1 ∈ {0, 1, . . . ,
(
k
2
)} such
that d1 ∈
⋃ Ik but d1 + 1 ∈ J . Note that, as J contains at least (k′2) + 1
distinct integers, we must have d1 <
(
k
2
)− (k′
2
)
. Thus there exists a labelled
graph (H, pi) ∈ L(k) with d1 edges that contains an independent set W on
k′ vertices; since by assumption all elements of L(k) with exactly d1 edges
belong to Hφk , we therefore have (H, pi) ∈ Hφk . However, as there is no
(H ′, pi′) ∈ Hφk with |E(H)| < |E(H ′)| ≤ |E(H)|+
(
k′
2
)
, it is clear that there
is no (H ′, pi′) ∈ Hφk which can be obtained from H by adding edges in W .
Thus we satisfy the second condition of Lemma 3.2.
Now suppose that 0 ∈ J . Since ⋃ Ik 6= ∅, we must have (k2) /∈ J ,
and so there must exist some d2 ∈ {0, 1, . . . ,
(
k
2
)} such that d2 ∈ ⋃ Ik but
d2 − 1 ∈ J . Note that, as J contains at least
(
k′
2
)
+ 1 distinct integers,
we must have d2 >
(
k′
2
)
. Thus there exists a labelled graph (H, pi) ∈ L(k)
with d2 edges that contains a clique U on k
′ vertices; since by assumption
all elements of L(k) with exactly d2 edges belong to Hφk , we therefore have
(H, pi) ∈ Hφk . However, as there is no (H ′, pi′) ∈ Hφk with |E(H)| −
(
k′
2
) ≤
|E(H ′)| < |E(H)|, it is clear that there is no (H ′, pi′) ∈ Hφk which can be
obtained from H by deleting edges in U . Thus we satisfy the first condition
of Lemma 3.2.
Hence we see that there must be some (H, pi) ∈ Hφk which satisfies at
least one of the conditions of Lemma 3.2; this immediately implies the #W[1]-
hardness of p-#Induced Subgraph With Property(Φ) in this case.
4 Conclusions and Open Problems
We have proved #W[1]-completeness for a range of parameterised subgraph-
counting problems. In particular, we demonstrated that p-#Induced Sub-
graph With Property(Φ) is #W[1]-complete whenever Φ is such that
one of the following holds:
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• |{|E(H)| : (H, pi) ∈ Hφk}| = o(k2), or
• φk(H, pi) = 1 if and only if |E(H)| ∈
⋃ Ik, where Ik is a collection of
integer intervals contained in {0, . . . , (k
2
)} and |Ik| = o(k2).
These results extend some existing hardness results concerning parameterised
subgraph-counting problems, and additionally include, for example, the prob-
lems of counting planar subgraphs, subgraphs with treewidth at most t for
any fixed t, and regular subgraphs, as well as the problem of counting k-vertex
subgraphs with at least d(k) edges, for any function d where 0 < d(k) <
(
k
2
)
.
A natural question arising from the second class of problems we consider
is whether all non-trivial properties that depend only on the number of edges
in the subgraph are in fact #W[1]-hard, or whether there might exist a fixed
parameter algorithm for some such problems that are not covered by our
result, such as counting the number of k-vertex subgraphs having an even
number of edges.
It should be noted that the methods used to demonstrate hardness in this
paper are based on the hardness of the multicolour version of the problem
(demonstrated for appropriate Φ in Lemma 3.2) and so are only applica-
ble to problems p-#Induced Subgraph With Property(Φ) where p-
#Multicolour Induced Subgraph with Property(Φ) is also #W[1]-
hard. However, there are known examples of #W[1]-complete parameterised
counting problems whose multicolour versions are in fact fixed parameter
tractable, such as p-#Path, p-#Cycle and p-#Matching (the multi-
colour versions of these problems are all fixed parameter tractable by [1],
as they involve counting embeddings of graphs of bounded treewidth). A
challenge for future research, therefore, would be to develop new kinds of
constructions that can be used to show hardness of problems whose multi-
colour versions are fixed parameter tractable.
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