This paper is focused on bandwidth allocation in nonlinear networked control systems. The objective is optimal triggering/scheduling for transmitting sensor measurements to the controller through a communication network. An algorithm based on approximate dynamic programming is developed for problems with fixed final times and then the result is extended to problems with infinite horizon. Zero-order-hold (ZOH), generalized ZOH, and networks with packet dropouts are the investigated cases. Problems with unknown models are also addressed and a model-free scheme is established for learning the (approximate) optimal solution. The convergence, optimality, and stability of the results are analyzed and, afterwards, some numerical analyses are presented for demonstrating the potentials of the algorithms in practice.
.
NCS where the sensor is connected through a network to the controller. Data is transmitted through dashed lines only when the network is triggered/scheduled. Developments in the literature, on this problem, can be mainly classified as follows. 1) Methods that decrease the need for state measurement either through periodic [3] or aperiodic event triggering, [4] , [7] where triggering the event corresponds with utilizing the network. 2) Schemes based on decreasing the data packet size with the objective of reducing the communication load [8] . 3) Controllers that are designed to deal with busy and, hence, lossy and delay-prone networks [2] , [9] . Although the idea of compressing data packets was observed not to be as effective as the idea of transmitting less frequently [4] , the first and last approaches have been very popular.
In event triggering, the network is scheduled/utilized when the error between the actual state and the state information available on the actuator side exceeds a selected limit. The information available on the actuator side is the last transmitted state measurement in zero-order-hold (ZOH)-based schemes [7] , [10] or a prediction of the current state conducted based on the last transmitted measurement, in generalized ZOH (GZOH) [4] . In both cases, the controller is designed independently with the assumption of sensor measurements being continuously available and the scheduling/triggering rule or policy (the event function) is selected with the objective of stabilizing the system, in the cited references.
Optimal triggering, i.e., triggering such that a performance index is minimized, as opposed to only maintaining stability, is barely investigated given its challenges. However, considering the focus on optimality in designing the triggering law, an optimal triggering solution is naturally expected to be more advantageous. For example, assigning a cost to each data transmission, the transmission can be minimized while maintaining the stability in optimal triggering. While in triggering for stability, no such a minimization is conducted. The efforts toward optimal triggering are mainly limited to linear systems [11] , [12] . This paper is aimed at developing optimal triggering for nonlinear NCSs.
In terms of contributions, approximate dynamic programming (ADP) [9] , [13] [14] [15] and reinforcement learning (RL) [16] are used for (near) optimal triggering 2162-237X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. of NCSs, in this paper. Problems with finite-horizon cost functions are addressed first, where initially the assumption of applying no control, when no state measurement is received is made. In such a case, the problem reduces to a switching problem, therefore, the scheme presented in [17] is used for solving the problem. After this motivating step with that simplifying assumption is presented, more involved cases of ZOH, GZOH, and lossy networks are addressed. Extending the results to infinite-horizon problems and developing both model-based and model-free schemes are the other contributions. These methods are supported by rigorous analyses on convergence, near optimality, and stability under presence of modeling imperfections and approximation errors. The developed methods lead to low on-the-fly computational load and handle different system's initial conditions. ADP has been recently used for controlling NCSs in [9] , [12] , [18] [19] [20] . Stabilization of linear NCSs with network imperfections was conducted in [9] through an idea involving an adaptive estimator and Q-learning. Reference [18] presented a neural network-based identifier that learns system dynamics along with an aperiodic learning law for training the identifier, the critic, and the actor for optimal control of the event triggered systems. ADP-based event triggering in an output feedback form was conducted in [19] , where an observer was designed to estimate the internal states of the system. Impulsive control was the approach utilized in [20] for event triggered optimal control through adaptive critics. Compared with this paper, however, References. [9] , [18] [19] [20] used ADP for developing control laws under different ADP-independent triggering policies. ADP was used in [12] for calculating the transmission power, which is a continuously changing variable. However, optimal design of the event function is the objective in this paper. Also, a method for optimal aperiodic feedback was developed in [21] based on ADP which finds the optimal time for triggering through an online gradient descent search. It may be mentioned that treating NCSs as switching systems was reported in [22] and [23] , where, for example, the switching signal was used for switching among a fixed number of options for the triggering period in [23] . References [22] and [23] , however, apply to linear systems. Finally, it may be mentioned that the initial results of this paper were presented in [24] . Main differences compared with that conference paper are improvements of the rigor of the analyses as well as inclusion of model-free results, namely, Sections IX, X, and XI-C.
In terms of organization of this paper, after formulating the problem in Section II, the technical contents of this paper (Sections III-X) are presented as shown in Fig. 2 . Considering a finite-horizon cost function, the main ideas for control of NCSs, i.e., ZOH, GZOH, and control under random packet losses are presented in Sections III-VI. Afterwards, these ideas are extended to the case of having an infinitehorizon cost function (Section VII) and some stability results are presented (Section VIII). Modification of the algorithms for converting them to model-free ones and the respective stability analyses are given in Sections IX and X, respectively. Afterwards, Section XI includes some numerical analyses. Finally, concluding remarks are presented in Section XII.
II. PROBLEM FORMULATION
The optimal scheduling problem for NCSs is formulated next. The dynamics of the plant (Fig. 1 ) in discrete-time form may be given by
with f : R n × R m → R n being a continuous function versus the state vector x and the control vector u, and f (0, 0) = 0. The discrete time is indexed by subscript k, the (fixed) final time is given by N, and dimensions of continuous state and control spaces are given by positive integers n and m, respectively.
The triggering/scheduling policy may be given by the piecewise constant function v k : R n → {0, 1}. The event is triggered if v k (x) = 1, i.e., the network is scheduled to be used for transmitting the data through the dashed lines in Fig. 1 . Similarly, the event is not triggered, i.e., the network is not scheduled if v k (x) = 0. Let us consider cost function as
where positive semidefinite continuous function ψ : R n → R + represents the terminal cost and positive semidefinite U : R n × {0, 1} → R + , continuous versus x, is the stage cost, sometimes called running cost. The running cost penalizes both the states and network usage, during the horizon. For example
for some Q : R n → R + and c > 0 may be considered, where c is a weight for the cost of usage of the network. R + denotes the set of nonnegative real numbers. Let the known continuous feedback control policy be denoted with h : R n → R m , i.e., u k = h(x k ), ∀k. It is assumed that if the network is continuously scheduled, this control policy asymptotically stabilizes the system. The problem may now be defined as finding a feedback triggering policy v k (·), ∀k ∈ K that minimizes cost function (2), given plant (1) and policy h(·). Remark 1: This paper is focused on designing the triggering policy. Therefore, a stabilizing control policy is assumed to be available. Under the assumption of unknown dynamics of the plant, investigated in a part of this paper, a legitimate concern is how to find such a control policy. Readers may be referred to the body of research on controller design for conventional (non-NCS) problems with unknown dynamics ( [15] and the references therein), for different approaches in addressing this concern.
III. MOTIVATING PROBLEM WITH SOLUTION With the objective of clarifying the idea in this paper for addressing the problem, let us consider a simple case. Let the input/control be set to zero when there is no state measurement transmission, i.e., v k = 0 ⇒ u k = 0, or simply u k = v k h(x k ). Let this case be called No Feedback, No Control (NFNC). Moreover, assume the dynamics are known and the sensor has a copy of policy h(·). Also, the network is assumed to be ideal, i.e., no packet loss or delay in communication.
The triggering in NFNC case can be considered as switching between two modes; F 0 (·) and F 1 (·), for the case of v k = 0 and v k = 1, respectively, where
Therefore, the optimal triggering problem simplifies to an optimal switching problem. Hence, using ADP, the problem can be solved [17] . To this goal, the concept of optimal value function, sometimes called optimal cost-to-go, needs to be defined. Function V * τ (x k ) for some V * τ : R n → R + , ∀τ ∈ K ∪ {N} denotes the optimal value function, given state x k and time k which leads to time-to-go τ := (N − k). This scalar-valued function returns the cost resulting from applying optimal decisions from the current time to the final time, i.e., for the τ time steps. Denoting the optimal decision at time k with v * k ∈ {0, 1}, the value function satisfies
, given cost function (2) . The Bellman equation reads
The optimal triggering policy at time k (time-to-go τ = N −k) is directly given by
if the optimal value function is known. It may be noted that the minimizing v in (7) could be nonunique, therefore, notation ∈ is used (motivated by Bertsekas [25] ) to allow selecting any of the minimizers. Equations (5) and (6) can be used for finding the desired value function, through function approximation. Let a function approximator with time-dependent parameters, e.g., Neural Networks (NN), with time-dependent weights be used. The time-dependence is because of the time-dependence of value function. The approximation can then be done backward in time, from k = N to k = 0, i.e., from τ = 0 to τ = N. The V * 0 (·) approximator can be tuned using (5), e.g., using least squares, within a region of interest ⊂ R n , i.e., ∀x ∈ . This region should be selected based on the expected states to be visited by the system during its operation. 1 Once V * 0 (·) is approximated, function V * 1 (·) can be approximated using (6) once evaluated at τ = 1. This process may be repeated until all the functions are approximated during an offline stage. Once this offline training is concluded, the optimal triggering can be conducted online/on-the-fly in a feedback manner using (7) . The computation is as simple as evaluating two scalar-valued functions, i.e., for v = 0 and v = 1, and selecting the minimizing v.
Accuracy of function approximation plays a critical role in the performance of the method. Any desired accuracy and a uniform approximation are guaranteed to be achievable using parametric function approximators, including NN, as long as the desired function is continuous [26] . This continuity, which for example, for (6) is not obvious, given the switching between v = 0 and v = 1, is proven to exist [17, Lemma 3] .
IV. EXTENSION TO ZERO-ORDER-HOLD
The idea in ZOH-based schemes [7] , [10] is applying the previous control u when no new information is received, instead of applying no control as in NFNC scheme (Section III). Let d k ∈ R n denote the last transmitted state measurement as of time k. Then, u k = h(d k ) when v k = 0, and u k = h(x k ) when v k = 1, in ZOH. The problem in finding a scheduling policy using which, cost function (2) is minimized, under the ZOH case.
When there is a memory in the controller for storing the last transmitted state measurement, then the stored value also becomes a part of the overall state of the system, and therefore, the value function becomes dependent on d k as well as x k . The reason is, the overall state has to uniquely characterize the current state/situation of the system. Given the same x k , but, different d k s, the control input to be applied on the plant could be different if the network is not scheduled. This could lead to different x k+1 s. Therefore, d k also matters. Denoting the overall state vector with y k ∈ R 2n , one has y k := [x T k , d T k ] T . Hence, the structure of the value function under ZOH also needs to be modified. Let the function be denoted with V * τ (y k ) for some V * τ : R 2n → R + , ∀τ ∈ K ∪ {N}. The dynamics of y k are governed by modes F 0 (·) and F 1 (·), for the cases of the network not being scheduled and being scheduled, respectively
Note that in F 1 (·), one has d k+1 = x k , that is, under mode 1, the memory will be changed and updated. The Bellman equation gives
Equations (9) and (10) can be used for tuning function approximators, from V * 0 (·) to V * N (·), as discussed in Section III. After this training stage, real-time feedback scheduling for each given y and k ∈ K can be done through
The network scheduling is done on the sensor side, as shown in Fig. 1 . Therefore, vector d k , stored on the controller side, needs to be available to the scheduler also. This is because the scheduling policy is now a feedback law based on y = [x T , d T ] T , as shown in (11) . Such a requirement may be fulfilled by having the scheduler also store the last transmitted state measurement. Using an acknowledgment-based network communication protocol, for example, transmission control protocol [27] , with the assumption of the acknowledgments not being lost [12] , it can be assured that the d k s will be identical on both sides of the network. In such a communication protocol, the sensor will know if the controller receives each transmitted x k , to update its own memory accordingly.
V. EXTENSION TO GENERALIZED ZERO-ORDER-HOLD
Instead of applying the constant control h(d k ) during the no-communication periods, one may use a possibly imperfect model of the system to update d k and, hence, the control on the controller side. This schemes is called GZOH [4] . Letf (.,ĥ(·)) be a model of the dynamics and its control law, i.e., f (., h(·)). This model may be imprecise. Let the last successfully transmitted state information correspond to timek, i.e., dk = xk. The memory, i.e., d k may be updated through d k+1 =f (d k ,ĥ(d k )), ∀k =k,k + 1, . . . during notransmission periods. The variable resets to the received new data, immediately after each successful data transmission.
Given the argument of augmenting the state of the overall system with d k in ZOH, it can be shown that in GZOH the updated value of the memory should be used for forming the overall state. The reason is, this value is the one that will be used for controlling the plant during no-transmission intervals. The same equations and processes presented in Section IV, including y k := [x T k , d T k ] T , apply to the GZOH case with the exception that (8) needs to be replaced with
to account for the updates in the memory. Similarly, an acknowledgment-based communication protocols, as mentioned in Section IV, may be used along with providing the scheduler with a copy off (.,ĥ(·)) so that the scheduling can be done through (11) . The fact that the idea in Section III can be simply extended to both ZOH and GZOH shows the potentials of using ADP for event triggering on NCSs with its different challenges.
VI. EXTENSION TO PROBLEMS WITH RANDOM PACKET DROPOUTS
In the previous sections, the network was assumed to be ideal, i.e., no delay or packet dropouts. The developed algorithms, however, are extendable to stochastic (nonideal) networks, e.g., networks with random losses. To this end, one may use the ADPR/RL potential of solving stochastic optimal control problems [9] , [16] . This can be done through utilizing probability distribution functions of the dropouts.
Let the dropouts be modeled by a random variable, denoted with β k ∈ {0, 1} where β k = 1 and β k = 0 correspond, respectively, to the cases of successful and unsuccessful data transmission at time k. Considering the ZOH case, the dynamics may be modeled by
The Bellman equation reads
where E(·) denotes the expected value considering the random variable β k . The triggering policy will be given by
when the value function is obtained. The probability distribution function for variable β, denoted with P, will be needed for evaluating the expected value operator. This is because, E(·) simply returns the weighted average of its arguments for the two values of β k , with the weight being P. As for induced delays, they can be incorporated using the idea presented in [9] once combined with the results given in this paper, as an example. Apart from the above-mentioned method, which incorporates the lossy feature of the network in the design process, it will be shown numerically that the feedback feature of the schemes presented in the previous sections has the capability of handling moderate losses. Such losses may be considered as disturbances, and therefore, a feedback policy contributes in reducing their effects. This will be shown in Section XI.
VII. EXTENSION TO PROBLEMS WITH INFINITE HORIZON
The fixed final time characteristic of the developments in the previous sections simplified the training algorithms. This is because, the final condition was given by (5) and having V * τ (·), function V * τ +1 (·) could be obtained through (6) . In some applications, however, the cost function has an infinite horizon. An example is regulation of states about a set point. In such a scenario, the infinite-horizon cost function
may be selected where the problem is finding an ADP-based triggering policy which minimizes (17) , subject to dynamics (1) and control policy h(·). When the summation in the cost function is from initial time to infinity, boundedness of the total cost is a concern. Therefore, the concept of admissibility of control policy h(·) may be needed, motivated by the ADP literature [14] .
Definition 1: Policy h(·) is called admissible within compact set : if 1) h(0) = 0 and the policy is a continuous function in and 2) the respective value function (without incorporating the communication cost), denoted with V h : R n → R + and defined by
is continuous in . In (18) , one has x h
, and x h 0 := x 0 and nonnegative integers are denoted with N. More specifically, x h k denotes the state element at time k started from x 0 and generated using h(·) assuming the network is constantly scheduled.
The defined admissibility is slightly different from the typical definitions in ADP literature [14] . The main difference is that the value function is assumed to be continuous instead of being finite. The continuity, while creating the possibility of uniform approximation of the function using parametric function approximators [26] leads to the desired finiteness as well, because continuous functions are bounded in any compact set [28, Th. 4.15] .
Another concern is the scheduling cost in an infinite-horizon cost function, i.e., the contribution of v = 1 in U(x, v). The case of U(x, v) = Q(x) + cv for a constant c is not desired for infinite-horizon cost functions, because such a term could lead to an unbounded cost due to an infinite sum of nonzero cv k s. Discounting such a cost function, by multiplying the running/stage cost at k th time step with γ k for some γ ∈ (0, 1) is a solution. Such a scenario leads to the infinite some over cvs being upperbounded by a geometric series which converges. A discounted cost function, however, can render the optimal value function ineligible to serve as a candidate Lyapunov function for establishing stability of the system. Another solution is selecting a state-dependent scheduling weight, i.e., a scheduling cost which depends (continuously) on the state and becomes zero at the origin. For example, let
where c : R n → R + is a positive semidefinite function. The admissibility of h(·) leads to the finiteness of (17), if there
For the infinite-horizon case, the value function given the current state x, may be denoted with V * (x), where V * : R n → R + . The Bellman equation for an infinite-horizon cost reads
with the optimal triggering policy of
The value function is time-independent for infinite-horizon problems. Therefore, unlike recursive (6), the unknown value function is present on both sides of (20) . Hence, one needs to 'solve' (20) to find the value function. This equation can be solved iteratively, through a scheme called value iteration (VI) in ADP [16] , [25] . To this goal, one starts with a guessed V 0 (·), e.g., V 0 (·) = 0 and iterates through
where the index of iteration is denoted with the superscript i on V i (·). Given the iterations, many important questions emerge. 1) Do the iterations converge? 2) What initial V 0 (·) leads to convergence? 3) Upon convergence, is the limit function, i.e., the function to which the iterations converge, optimal? The answers to these questions are given in [17] , as the optimal triggering problem is simply an optimal switching problem. It is shown in [17] that the VI converges to the optimal value function for any 0 ≤ V 0 (x) ≤ U(x, 0) . The idea in finding answers to these questions is showing that if V 0 (·) is selected as ψ(·), one has V i (·) = V * i (·), ∀i , considering (6) and (22) . Therefore, the immature value function at i th iteration of VI is the same as the optimal value function of the finite-horizon problem with the time-to-go of i .
NFNC was used for presenting these infinite-horizon results. However, the results are applicable to ZOH and GZOH cases also, by using y = [x T , d T ] T as the state of the system, in the VI. This easy extension is because as N in the previously presented finite-horizon (i.e., fixed-final-time) problems extends to infinity, the respective solutions converge to the solutions to infinite-horizon problems. This may be confirmed through noting that (10) , which is applicable to ZOH and GZOH, is actually a VI, when the time-to-go is considered as the index of iteration.
VIII. INFINITE-HORIZON PROBLEMS-STABILITY ANALYSIS
Stability of the system under the triggering policy resulting from VI is analyzed here. The analyses address three important and realistic issues: 1) the dynamics of the plant may not be accurately available; 2) the VI will be stopped at a finite i in reality; and 3) approximating the value functions using function approximators are not perfect. The following assumption is needed for concluding asymptotic stability from finiteness of value function of an admissible policy.
Assumption 1: The intersection of invariant set of F v (·) with the set of xs at which U(x, v) = 0, only contains the origin, ∀v ∈ {0, 1}.
Per Assumption 1, there is no set of nonzero states where the state trajectory can hide (to have zero running cost) without convergence to the origin. If, for example, U(., v), ∀v is positive definite, this condition is met. In ZOH and GZOH cases, it may be noted that y = [x T , d T ] T is the state vector. If x = 0 then for any y = [x T , d T ] T = 0 one has U(x, v) = 0, ∀v. Therefore, satisfaction of Assumption 1 may be nontrivial. As an example, if f (., .) and h(·) satisfy f (0, h(d)) = 0 for any nonzero d, then, satisfaction of Assumption 1 for NFNC guarantees its satisfaction for ZOH and GZOH also. Because, if x k = 0 but d k = 0 for some k, then, selecting v k = 1, leads to d k = 0 and selecting v k = 0 leads to y k = F 0 (y k ), as x k+1 = 0, therefore, the state trajectory cannot stay in
Theorem 1: Let the actual dynamics of the system, including plant f (., .), control policy h(·), and the model of the plant and its control policyf (.,ĥ(·)) (if GZOH is used) be denoted with F v (·), while the imprecise dynamics F v (·) = F v (·) + F v (·) is used for obtaining the value function through (22) and for scheduling the system using (21) . Also, assume the optimal value function for the imperfect model is Lipschitz continuous in the compact set with the Lipschitz constant ρ. The resulting scheduling/triggering policy using the imperfect model asymptotically stabilizes the system if
Proof : Let function V * (·) denote the limit function to iterations in (22) using the imperfect model. This functions satisfies
where v * (·) is obtained using the imperfect F v (·) in (21) . If instead of F v (·), the actual dynamics F v (·) was present in (24) then the asymptotic stability would be concluded through considering V * (·) as a candidate Lyapunov function. Note that V * (·) is a positive definite, given its definition and Assumption 1 (see [29, Th.2] for details).
Given the Lipschitz continuity of
If (23) holds, function V * (·) will be a candidate Lyapunov function, considering (26) . No nonzero trajectory can stay in {x ∈ R n : U(x, v) = 0, v ∈ {0, 1}}, per Assumption 1. Therefore, policy v * (·) asymptotically stabilizes the system, given negative semidefiniteness of the right-hand side of (26), [30, Corollary 1.3] .
Let the approximation of V i+1 (·) given by (22) lead to the "per iteration" approximation error denoted with i (·). Also, let the approximated value function be denoted withV i (·). FunctionV i (·) is given by Approximate VÎ
Once the approximation errors exist, convergence of the results (approximate value functions) to the exact optimal value function is not guaranteed. The iterations in such a case may not even converge. It, however, can be shown that if the per iteration error is upper bounded, then, some bounds can be obtained forV i (·), ∀i , motivated by reference [31] . More specifically, let V i (·) and V i (·) be the value functions resulting from exact VI for cost functions
and
respectively, for some κ ∈ [0, 1). Hence
each iteration i is lower and upper bounded, respectively, by V i (·) and V i (·).
A sufficient condition for stability of the system given the presence of the approximation errors as well as termination of the learning after a finite number of iterations, which is another realistic point, is established next.
Theorem 2: Let a continuous function approximator be used for approximate VI given by (27) and let the approximation errors be bounded by | i (x)| ≤ κU(x, 0), ∀x, ∀i , where κ ∈ [0, 1). Moreover, let the iterations be terminated at i th iteration when
for a function δ :
Proof : The idea is usingV i (·) as a candidate Lyapunov function. The positive definiteness ofV i (·) is established by its lower boundedness by V i (·) . Moreover, the continuity of the selected function approximator leads to the continuity of V i (·). Considering (27) and (32) , one haŝ
The foregoing inequality and Assumption 1 lead to the asymptotic stability of the system, usingV i (·) as the candidate Lyapunov function considering inequality | i (x)| ≤ κU(x, 0) and (33).
It may be added that when approximation errors exist, inequality (32) may not be satisfied for any large i . In such a case, selecting a richer function approximator helps by decreasing the approximation error. Because,V i (·) is lower and upper bounded by functions V i (·) and V i (·), respectively, and these functions converge to the same optimal value function as κ → 0 and i → ∞. Remark 2: The existing methods including [4] , [7] , [10] , and also the ones with ADP approach including [9] , [18] [19] [20] develop triggering controllers that guarantee stability. In this paper, however, optimal triggering is conducted, i.e., not only the results guarantee stability, but also a performance index will be minimized that once selected suitably, will minimize the network communication load.
IX. EXTENSION TO MODEL-FREE SCHEMES
All the previously discussed ideas require the knowledge of the dynamics of the plant. For example, considering the simple case of NFNC, Section III, the model will be required in two places. 1) In offline training, because of the existence of F v (·) in (6) . 2) In online scheduling, because of the existence of F v (·) in (7) . The objective of this section is developing completely model-free methods. An idea toward this goal is utilizing two separate concepts from the ADP/RL literature in control of conventional problems: a) learning action-dependent value functions [13] and b) conducting online learning [14] .
Consider the infinite-horizon problem discussed in Section VII. Let the action-dependent value function V * (x, v) denote the incurred cost if action v is taken at the current time and the optimal actions are taken for the future times, for some V : R n × {0, 1} → R + . Then, by definition, one has
Motivated by value iteration given in Section VII, the solution to (36) can be obtained through selecting an initial guess V 0 (., .) and conducting the successive approximation given by
For simplicity, the idea of NFNC is being considered here for deriving a model-free algorithm; however, other schemes, e.g., ZOH, directly follow, by replacing x with y. The interesting feature of action-dependent value functions is the fact that the scheduler does not require the model of the system,
is the (action independent) value function presented in Section VII, which satisfies (20) . Therefore, using this idea, the need for the model in the scheduling stage can be eliminated. As for the need for the model in the training, i.e., in (37), the following idea can be utilized. If the learning is conducted on-the-fly, i.e., online learning, then no model of the system is required for training also. The reason is, instead of using f (x, u) for finding x k+1 to be used in the right-hand side of (37), one can wait for one time step and measure x k+1 directly. As a matter of fact, this is how we learn, for example, to drive a car, i.e., by waiting and observing the outcomes of the taken actions [16] . Let V * (., 0) and V * (., 1) be approximated using two separate function approximators (because of the possible discontinuity of V(., .) with respect to its second argument). Considering (37), the outline of the online learning process is presented in Algorithm 1.
An important point is, the proposed scheme is entirely model free and does not need any model identification, unlike the (model free) methods that conduct a separate model identification phase to identify the model and then use the result in the learning or control process (see [15] and [18] ).
It is worth mentioning that the presented algorithm fits in the category of exploration in the RL literature [16] . This parallels
Algorithm 1: Model-Free Learning
Step 1: Select initial guesses V 0 (., 0) and V 0 (., 1) and set k = 0.
Step 2: Randomly select v k ∈ {0, 1}.
Step 3: Apply v k on the system, i.e., trigger or don't trigger based on the selected v k .
Step 4: Wait for one time step and measure x k+1 .
Step 5: Update the action dependent value function corresponding to the selected v k using
and keep the value function of the action which was not taken constant, i.e
Step 6: Set k = k + 1 and go back to Step 2.
the condition of persistency of excitation [14] in conventional optimal and adaptive control. The point is, through the random selection of the decisions, the algorithm gives the chance to the parameters of every function approximator to learn different "behaviors" of the system.
X. STABILITY OF MODEL-FREE SCHEMES
Section IX presented the idea for a model-free scheduler, which calls for online learning. However, the stability of the system during the online learning can be at stake, considering the point that the decisions are made randomly in Algorithm 1. Motivated by ADP/RL, one may conduct exploitation as well, through replacing Step 2 of Algorithm 1 with the following step, in some iterations.
Step 2:
It should be noted that one will still need to do exploration occasionally, through selecting different random v k 's. A reason is, if a particular v is not selected in Step 2 of the exploitation algorithm, the respective value function will never get the chance to be learned, i.e., the parameters of the function approximator corresponding to that action will never be updated in Step 5. While the selection of the decisions through the exploitation phase weakens the stability concern (as compared with the random selection of the decisions), the concern still exists. The reason is, the decisions made in the exploitation actions are based on the current, possibly immature, version of the value function. In other words, the exploitation decisions are given by
As long as V i (., .) is not optimal, its resulting policy, v i (·), may not even be stabilizing. This concern is addressed in this paper through utilizing the value function of a stabilizing triggering policy as the initial guess, motivated by reference [29] and detailed next. Reference [29] , however, investigated conventional optimal control problems (where the decision variable changes continuously) with an action-independent value function. But, the decision-making/switching case and the case of action dependence is investigated here. Considering the definition of the (action independent) value function of a control policy h(·) assuming constant access to state measurement, given in Definition 1 and denoted with V h (·), the action-dependent value function of a triggering policy given by w(·) may be defined as
, and x w 1 := F v (x 0 ). In other words, x w k represents the state at time k, when the initial state is x 0 and triggering decision v is used for the first time step and then triggering policy w(·) is used for the rest of the times. Obviously V w (., .) depends on the control policy h(·) as well, but, as long as it is clear, the inclusion of h is skipped in the notation for the value function, for notational simplicity. Considering (41), it can be seen that V w (., .) satisfies
Definition 2: The triggering policy w(·) whose actiondependent value function V w (., v) is continuous and, hence, bounded in a compact set, ∀v ∈ {0, 1}, is called an admissible triggering policy.
Definition 3: The action-dependent VI (ADVI) given by (37), started using the ADVI of an admissible triggering policy is called stabilizing ADVI (SADVI).
Besides the theoretical stability analyses, presented next, for practice, however, how can one find an initial admissible triggering policy, especially if the dynamics of the system are not known? To address this question, the fact that we already have an admissible control policy h(·) on the controller side should be considered. The simple triggering policy of w(x) = 1, ∀x is an admissible triggering policy. Once an admissible triggering policy is selected, its action-dependent value function can be obtained using Theorem 3. Let V(., v) ∈ C(x) [respectively, V(., .) ∈ C( ×{0, 1})] denote that function V(., v) is continuous at point x for the given v ∈ {0, 1}, (respectively, within for every given v).
Theorem 3: If w(·) is an admissible triggering policy within , then selecting any V 0
converge to the action-dependent value function of w(·), in compact set . Proof: Equation (43) leads to
Comparing (44) with (41) and considering 0 (x, v) , for each given x and v. The limit function V ∞ w (., .) is equal to V w (., .), since, the admissibility of w(·) leads to x w i → 0, and hence, V 0
Hence, (44) converges to (41) as i → ∞. This proves pointwise convergence of the sequence to V w (., .).
The following lemma establishes a monotonicity feature to be used in the proof of Theorem 4.
Lemma 1: 1 (x, v) , . . .} resulting from SADVI is a pointwise nonincreasing sequence.
Proof: The claim is proven by induction. It can be seen that
because V 1 (., .) is the result of minimization of the righthand side of (37) instead of being resulted from a given triggering policy w(·), as in (42), which is the equation used for calculating V 0 (., .). Next, it is assumed that
for a given i . Considering the definition of v i−1 (·) given by (40) and using (46) as well as the fact that v i−1 (x) is not necessarily the minimizer used in the definition of V i+1 (., .), lead to
The next theorem proves the convergence of SADVI to the optimal action-dependent value function.
Theorem 4: The SADVI converges to the optimal actiondependent value function of the infinite-horizon problem within the selected compact region.
Proof: Considering finite-horizon cost function (2), the action-dependent optimal value function V * N (x, v) is defined as the cost of taking action v at the first time step and taking the (history of) time-dependent optimal actions with respect to the cost function with the horizon of N − 1 for the remaining time steps. In other words,
The foregoing equation corresponds to the analogy between the finite-horizon and infinite-horizon action-independent value functions, discussed earlier and detailed in [17] . By the decreasing (cf. Lemma 1) and nonnegative (by definition) nature of value functions under SADVI, they converge to some limit function V ∞ (., .). Considering (50), the limit function is the optimal action-dependent value function to cost function (17) . This can be observed by noticing that due to the convergence of SADVI, one has lim i→∞ x i → 0 using decision sequence {v, v * 1 (x 1 ), v * 2 (x 2 ), . . . , v * i−1 (x i−1 )} which is the sequence of decisions taken in evaluating cost-to-go V * i (x, v). Otherwise, V ∞ (., v) becomes unbounded. It may be mentioned that the state trajectory cannot stay in the invariant set of F v (·) with zero running cost in order to avoid converging to the origin, while leading to a finite total cost, per Assumption 1. Therefore, by lim i→∞ x i → 0 one has .) . Comparing infinite-horizon cost function (17) with finite-horizon cost function (2) and considering (51), one has
Otherwise, the smaller function will be both the limit function for sequence {V i (x, v)} ∞ i=0 and the (infinite-horizon actiondependent) optimal value function.
The next lemma proves the continuity of each actiondependent value function resulting from SADVI, to be used for stability analysis, in proof of Theorem 5.
Lemma 2: Each element of the sequence of functions
Proof: The continuity of each action-independent value function V i (·) initiated from a continuous initial guess and generated using (22) for the general case of switching problems is proven in [17] . Considering (40) and comparing (37) with (22) one has
From V i (·) ∈ C( ) for every finite i , U(., v) ∈ C( ), F v (·) ∈ C( ), ∀v, and (53), it follows that V i+1 (., v) ∈ C( ), ∀v, by (37). Theorem 5: Let the compact region B i r for any r ∈ R + be defined as B i r := {x ∈ R n : V i (x, v i (x)) ≤ r } and let r i > 0 be (possibly the largest r ) such that B ir i ⊂ . Then, for every given i ∈ N, triggering policy v i (·) resulting from SADVI renders the origin an asymptotically stable point and an estimation of its region of attraction is given by B ir i . Proof: The claim is proven by using V i (., v i (·)) as a candidate Lyapunov function for v i (·). Considering Lemma 2 and its proof, each V i (., v i (·)) is a continuous function in . Given the lower boundedness of V i (., .) , ∀i, by V * (., .) , established in the proof of Theorem 4, and positive definiteness of V * (., .) which follows from Assumption 1, each V i (., .) is positive definite as well.
By (37)
Therefore
Hence, the asymptotic stability of the system operated by v i (· 
Finally, since B ir i is contained in , it is bounded. Also, the set is closed, because it is the inverse image of a closed set, namely, [0,r i ] under a continuous function [28, p. 87 ]. Hence, B ir i is compact. The origin is an interior point of the EROA, because V i (0, v i (0)) = 0, r i > 0, and V i (., v i (·)) ∈ C( ).
Given the fact that a controller tuned for a region is valid only if the entire state trajectory remains within the region, Theorem 5 provides an important result, namely, establishing an estimation of region attraction. Note that, if an initial condition is within the region, the entire state trajectory will stay in , and hence, the tuned controller will remain reliable.
XI. NUMERICAL EXAMPLES

A. ZOH (Finite Horizon)
The simulated plant is Van at each evaluation of (10) and the method of least squares was used for obtaining the parameters. This training process took less than 3 s. 2 In the control stage (after training is concluded), a time-varying random disturbance (changing between 0 and 0.005) and acting on x 1 as an additive term, was applied in order to simulate realworld conditions. It may be considered that the disturbance was not included in the controller design process. However, the feedback characteristic of the controller is expected to handle moderate disturbances. The selected disturbance is not trivially small, as it is selected to be large enough such that the system operated in the open loop form (i.e., applying the control which is calculated a priori, based on an assumed disturbancefree trajectory generated fromz = −2z − 2ż) is destablized by the disturbance.
The simulation results with initial condition of [1, 1.5] T are given in Fig. 3 . The results show that the scheduler has successfully controlled the states through only nine state measurements. The history of the states under the cases of continuous access to the sensor and also under the described open loop scenario are plotted in Fig. 3 for the sake of comparison. It is seen that the proposed scheme reduced the communication load to 4% of the always scheduled scenario.
B. GZOH With Random Packet Losses (Infinite Horizon)
The previous example is modified such that the potential of GZOH scheme is demonstrated in this section. This is also done under the presence of a lossy network to evaluate the capability of the feedback scheduler in stabilizing the system, even without incorporating the random losses in the solution process, as detailed in Section VI. The infinite-horizon cost function (17) using Q(x) = 0.625x T x and c(x) = 2Q(x) was selected. The imperfect modelz = u and imprecise control policyĥ(z) = −z −ż, instead of the actual system and control policy, are utilized for GZOH, to update d k . While the disturbance and packet losses were not considered in the offline training stage, the transmitted data is assumed to be lost with a 70% chance in the control stage. Also, the random disturbance input used in the Section XI-A is applied. Fig. 4 shows the results, where the potential of the controller in regulating the states about the origin under the presence of the very high packet loss probability is demonstrated. It is interesting to note that, per the history of data transmission, when the transmission fails, the scheduler keeps trying to transmit until it is successful. This is a desired characteristic specially when there are several sensor-controller-plant sets which share the same communication network. Considering a decentralized design, the scheduler of each set will have access only to its own states, therefore, the transmission/triggering instants Fig. 4 . Results for the GZOH scheme with the assumed random disturbance and packet dropout probability of 0.7. Fig. 5 . Results for the model-free GZOH scheme with the assumed random disturbance. Online learning was done in the first 5 s. may coincide. Such a coincidence may lead to dropping the data from one set and transmitting that of another set, by the network. In such an event, the set(s) whose data was dropped will keep trying to communicate/transmit. Finally, another important point is using GZOH, which led to updating d k in Fig. 4 , as opposed to freezing it between communication instants as in Fig. 3 .
C. Model-Free GZOH (Infinite Horizon)
The model-free scheme is simulated in this part. The same dynamics and infinite-horizon cost function selected earlier were utilized. The disturbance term, however, was doubled, in order to intensify the need for feedback information.
The action-dependent value function of w(x) = 1, ∀x, was calculated, using Theorem 3, as the initial guess for online SADVI. Selecting initial condition of [0, 0] T and using w(x) = 1, ∀x, the system will be stabilized, as shown by the red dashed-dotted line in Fig. 5 . This policy, however, requires network communications for the entire time. Using online learning through SADVI, without using the dynamics of the system, the control policy, or their respective models used in GZOH, the value function was updated within the first 5 s through both the exploration and exploitation algorithms (chosen randomly at each time step). Afterward, the updated triggering policy was utilized for scheduling the network. The resulting state trajectory (including the first 5 s of learning) is depicted in Fig. 5 by the black plot. As seen, after the end of the learning, the network communication is decreased to a fraction of the time horizon. This leads to a considerable saving of the network bandwidth, compared with the initial admissible triggering policy.
XII. CONCLUSION
Potentials of ADP in designing optimal scheduling policies for NCSs were demonstrated. The framework was observed to be very versatile in extending to ZOH, GZOH, stochastic networks, infinite-horizon problems, and problems with unknown/uncertain dynamics. Besides this versatility, it may be mentioned that the computational load of the controller for online control stage is low, making it attractive for implementation on different embedded systems.
