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Linear models can be functional in terms of independent or response variables or both. In functional
ANOVA-type models often used to model longitudinal measurements and general time series, however,
all components have a functional form. One of the main problems in inference using such models is the
intrinsic dependence in “time” that makes pointwise inference difficult.
We propose performing the inference in the wavelet domain instead of the time domain. Transformations
by orthogonal wavelets preserve the structure of the linear model and, at the same time, decorrelate the
data.
The proposed methodology is applied to longitudinal measurements from experiments measuring oxygen
pressure in tumor-bearing rats.
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1 Introduction
In conventional statistical practice, an observation is usually a number or a vector. But in many situations, observed
values are curves or vectors of curves. Prototypical examples are growth curves (e.g., measurements of height and
weight in children at particular age times), brain potentials, and a variety of responses in biological, chemical, and
geophysical measurements. A vibrant research in this area is summarized in the monograph by Ramsay and Silverman
(1997).
Two characteristics are common to any functional data analysis (FDA): a strong link with the multivariate statis-
tical paradigm and the need for regularization. The strong link with multivariate statistics arises from the fact that
methods, such as principal component analysis, multivariate linear modeling, canonical correlation analysis, etc. can
be applied within the functional data analysis framework. Function values   , where  is continuous, are observed at
discrete time points. In the process of analysis, the integrals are replaced by discrete quadrature-based approximations,
methods and the final conclusions are usually in terms of weighted multivariate analysis measures.
Regularization in FDA consists of assuming a particular class of smooth functions for the estimators. The imple-
mentation is carried out in various ways. For example, one can penalize roughness as part of the fitting criteria or
use particular representations that have inherent smoothness (e.g., splines, wavelets, neural networks). Often there are
links between magnitudes of coefficients in a particular representation and the regularity features of the represented
objects (wavelets, pursuit methods).
In making an inference in longitudinal functional data models, two problems are of particular concern for the
inference maker. The most important problem is dimensionality. Explanatory variables are sampled curves, and
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depending on the rate of sampling, the number of variables can exceed the number of responses by factors of tens.
Sensible dimension reduction here is of major interest. Connected with the problem of dimensionality is the problem
of dependence. The responses from design points close in time necessarily are dependent and should be modeled as
such. Even if the errors are assumed independent, the other components of the model are highly correlated in time. A
standard answer to these two problems is to make inference in the domain of principal components, see Ramsay and
Silverman (1997).
The emerging wavelet-based methodologies are capable of successfully dealing with both of the problems simul-
taneously. In the next chapter we describe the statistical model and discuss its wavelet counterpart.
2 The Model, Methodology, and Simulational Example
The functional ANOVA (FANOVA) model has been utilized by many authors. It is a particular case of a general
functional linear model. For example, Ramsay et al. (1996) use it to model lip motion from the acoustical data.
We give a definition that is in fact “functionalized” version of a standard one way ANOVA formulation, and remark
that variety of more complex models can be functionalized and dealt with in a semi-parametric or nonparametric
fashion.
Suppose that for any fixed       , the observations   are modeled by a fixed effect ANOVA model,
              	   
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where    are independent    errors. On the other hand, when 	 and  are fixed we assume that functions  
and    are in    , and that    is an integrated Wiener measure. To ensure identifiability of treatment functions






In the rest of the paper we will assume that measurements   are taken at equidistant times 
  
        
and that is chosen as a power of 2.















    are obtained by minimizing the discrete version of LMSSE (for example, Ramsay and
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 (3)
subject to the discrete version of constraint (2),          

The fundamental ANOVA identity becomes a functional identity,






































































































Figure 1: Two standard test-signals of Donoho-Johnstone (bumps and doppler). The plot of one-step correlations are
presented in the original and in wavelet domains.










As hinted in the introduction, an automatic pointwise application of the standard ANOVA method in the above
method is hindered by dependence and dimensionality problems. Wavelet transformations are known to be whitening
transformation, see Example 1 for an intuitive account. Their decorrelation properties are now well explored and
quantified, see, for example, Wornell (1996) and references therein. We propose to transform the discretized FANOVA
model to the wavelet domain and proceed with inference there. In addition to preserving the structure of the original
linear model, observations in the wavelet domain will be almost uncorrelated and suitably “prepared” for dimension
reduction by the wavelet thresholding/shrinkage.
Example 1. To illustrate the decorrelation property of the wavelet transformations, we explore two stan-
dard test functions bumps and doppler in the time and wavelet domains. The sample size was 2048.
On the upper left corners of Panels (a) and (b) in Figure 1 bumps and doppler are given. These test
signals are our “data”, y. On the upper right corners, the values of     are plotted against  
 The
coefficients of linear correlations in the time domain are 0.9803 and 0.9858, respectively.
After processing these signals with an orthonormal wavelet transformation (Daubechies’ least asymmetric
wavelet with 4 vanishing moments) the corresponding plots (lower plots in panels (a) and (b), Fig 1)
exhibit reduced correlation. The correlation measurements are -0.0301 and 0.1478, respectively.
Let  be a wavelet transformation of       
 Due to linearity and orthogonality of  
          

   
          

    (6)
is the wavelet transform of model (1). The discrete times  in the wavelet domain are replaced by a standard
multiresolution double indexing    in which  corresponds to a scale level and  corresponds to a location shift.
Of course,

        for any   
 Moreover, the ANOVA estimators in the time domain, and inverse
transformations of the estimators in the wavelet domain coincide. The following result is true:
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Result: Let 	 and 	  be least-square estimators of  and  . If 	 and 	  are least-square estimators of  and  , and
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where MSE and WMSE are the mean squares errors in the time and the wavelet pointwise ANOVAs, respectively.
As discussed next, the benefits of carrying out an analysis in the wavelet domain, rather than in the time domain,
comes from decorrelation and regularization considerations.
2.1 Inference in the Wavelet Domain
Ramsay and Silverman (1997) discuss several approaches for incorporating regularization in functional linear models.
Standard methods involve criteria that penalize roughness. Also choosing relatively few basis functions in some basis
representation of a model can lead to regular estimators. This second method, sometimes intertwined with particular
roughness penalty methods, is especially convenient when models are wavelet-represented. This comes from the fact
that wavelets are unconditional bases for a variety of smoothness spaces, and appropriate regularizations can easily be
controlled by the selection and shrinkage of wavelet coefficients.
Therefore, before separating functions, we threshold their coefficients. Such thresholding can assume indepen-
dence models, due to the decorrelating property of wavelet transformations. We will apply the thresholding method
proposed in Vidakovic (1998) in which the thresholding is performed by a Bayesian testing of hypotheses. Given the
multiple testing problem, we propose a Bayesian version of the false discovery rate method of Abramovich and Ben-
jamini (1995). We start with a description of thresholding resulting from Bayesian inference in the wavelet domain.
In the Bayesian framework there can not be any “fixed effects” in the literal sense, since all the parameters are
regarded as having a probability distribution. The terms “fixed effects” and “random effects” came from sampling
theory-based inference and should not concern a Bayesian. The differences between “fixed” and “random” effects
come at the stage of choosing prior distributions for the parameters. According to a conventional practice, appropriate
priors in the case of “fixed effects” are noninformative, as discussed in Box and Tiao (1973).
Due to the fact that wavelet transformation is orthogonal and linear, the distributional structure in the wavelet
domain corresponds to that in the time domain. For example, if   	   
 
 




 is the vector
of wavelet coefficients at position    then the inference on  for example, will be made with reference to the
models using the “wavelet coefficients” 
  





We threshold (i.e., replace with 0) wavelet coefficients (or linear combinations of wavelet coefficients), if a statis-
tical hypothesis that states that their modeled location is 0, is “accepted.”
Testing a precise hypothesis in Bayesian fashion requires a prior that has a point mass component. Otherwise,
testing is trivial since any continuous prior density will give a precise hypothesis zero prior (and hence the posterior)
probability. For a discussion on testing precise hypotheses in a Bayesian fashion see Berger (1985).
Assume that a typical wavelet coefficient in the model (6) can be modeled as normally distributed
          (8)
where       
 To simplify the notation, the time-scale indexing    is dropped.
Also in the description of thresholding, we generically denote the observed coefficient or the linear combination
of coefficients by  and the corresponding location of by 

The marginal likelihood after the variance   is integrated out is
    
After observing  we test the hypothesis     versus    
 If the hypothesis is rejected,  is retained
in the model; otherwise, it is replaced by 0. The prior distributions for the locations of wavelet coefficients are well
explored. The standard choice is a mixture that contains a point mass at 0, or a concentrated continuous distribution
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that approximates a point mass at 0. This appropriate prior in the context of wavelet shrinkage was first suggested by
Peter Müller (1994, personal communication). See also Chipman et al. (1987), Clyde et al. (1998), and Müller and
Vidakovic (1999).
Let
     Æ    (9)
where   is a prior that describes the spread of  when  is false, Æ is a point mass at 0, and  and  are prior
probabilities of hypotheses and, respectively, (    ).
The method proposed in Vidakovic (1998) utilizes the posterior probabilities of hypotheses   to threshold a
posteriori insignificant coefficients.




Bayes factor in favor of.
If3
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     !  and  " 

     !
  are one-sided Laplace transformations of
    and     and "  

As one may expect, the threshold is sensitive with respect to the choice of  which is connected with precision
. In the applications, we worked with a normal prior   with large variance (   ).
The parameters in  and  express the prior probabilities of hypotheses  and . Since parsimony of the
thresholded model is expected, the reasonable choice for       should be close to 1. A reasonable default
values are 0.90 or 0.95. Additional adaptivity of the model can be obtained by varying   level-wise, as done in Clyde
et al. (1998).
Since the identity (7) holds the wavelet based functional Anova would make sense in two different cases:
(i) estimate ANOVA coefficients in the wavelet domain in a non-least-square fashion. Bayesian versions of point-
wise ANOVA’s are good since the estimators of the model coefficients are shrinkers. Such shrunk versions of the
coefficients are then returned to the time domain by the inverse wavelet transformation, thus yielding regularized
estimators of the model components (mean and treatment functions).
(ii) Perform shrinkage of the wavelet coefficients for all functional replications, and then apply ANOVA pointwise.
2.2 Model Selection by Bayesian False Discovery Rate
As we discussed in the previous section, thresholding of wavelet coefficients can be viewed as a multiple testing
problem. For each wavelet coefficient         the hypothesis       is tested against the alternative
     
 If the hypothesis is rejected, the coefficient   is retained in the model. Otherwise, it is discarded.
For example, the universal threshold can be viewed as a critical value of a test with the level
      #














Universal thresholding is equivalent to a Bonferroni-type procedure. In testing  statistical hypotheses simulta-
neously, the Bonferroni procedure guarantees that the overall level of the omnibus test is  by setting the levels for




 For large , the individual levels 


become unduly small, which results in loss of
“strictness” and dissipation of power.










A way to control such dissipation of power is proposed by Abramovich and Benjamini (1995, 1996). Their
proposal is based on the false discovery rate (FDR) method of Benjamini and Hochberg (1995).
Here is a brief description. Let % be the number of wavelet coefficients retained in the model. If  of them
are correctly kept, then &  %   are erroneously kept. The random variable '  &% expresses the error in
such a procedure. The false discovery rate of coefficients is the expectation of '; that is, the expected proportion of
coefficients erroneously kept. Following Benjamini and Hochberg (1995), Abramovich and Benjamini (1995) propose
maximizing the number of coefficients kept, subject to condition '   for  small.




   of their posterior probabilities. Let   
 
 
   be increasingly ordered posterior probabilities,
and (     

When deciding about retaining the wavelet coefficients in the model by rejecting corresponding null hypotheses
     we control the number of hypotheses that are erroneously rejected, & . If the % hypotheses with smallest
posterior probabilities are rejected, we require the expectation (with respect to the posterior measure) of '  &%
























Thus, the Bayesian FDR procedure can be summarized as follows:
 STEP 1. Find the posterior probabilities  of all hypotheses      and order them according to
their size.
 STEP 2. Fix  small and set %  

 STEP 3. Increase % by 1. Find * ) using  
 
 
   and calculate '.
 STEP 4. If '   then the maximum posterior probability of rejection is  
 STOP.
Otherwise, if ' + , return to STEP 3.
2.3 A simulation example.
To illustrate the proposed methodology we provide a simulational example with known components of the model. The
components were Heaviside function    , 
      as the main effect function and 5 treatment effect




 The functions  
  are test functions blocks, bumps, doppler, and
heavisine, respectively, (see Donoho and Johnstone, 1994), while            

  because
of the constraint (2).
The number of observations was    and the treatment sample sizes were           
  
and   

Each observation from the treatment 	 is a sequence of    values of                 
taken at equally spaced points     
 The wavelet selected is Symmlet with 5 vanishing moments. All functional
components of the model are rescaled so that the signal-to-noise ratio [SNR] of      (signal) to  (noise) is 5 and
the size of noise is 1.
To get estimators of   and   , we applied the Bayesian FDR procedure with level   
, and posterior
probabilities given by (10) with     	  where 	 is a robust estimator of the variance (exibited using the level of
finest detail in the corresponding wavelet decomposition).
In Table 2.3, the first column of numbers are squared errors of the time-domain Anova estimators while in the








 The errors are exact since we know the true value of function.
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Figure 2: The mean function,  , five treatment-effect functions       (four are standard Donoho-
Johnstone test functions and the fifth is a “compensator” function necessary to satisfy the condition (2).
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Figure 3: Typical “observations.” Each observation is a sum of mean function  , one of treatment-effects    ,






















































Figure 4: Reconstructions by an Anova procedure in time domain (Column 1), wavelet domain with shrinkage (Col-
umn 2), and the errors (Column 3). The errors are translated for +1.5 units for the time domain and -1.5 units for the
wavelet domain.
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Figure 5: Continuation of Figure 4.
2.4 Some Practical Guidelines
3 An Application to an Experiment in Tumor Physiology
Experiments carried out in vitro with tumor cell lines have demonstrated that tumor cells respond to radiation and
anti-cancer drugs differently, depending on the environment. In particular, available oxygen is important. Efforts to
increase the level of oxygen within tumor cells have included laboratory rats with implanted tumors breathing pure
oxygen. Unfortunately, animals breathing pure oxygen may experience large drops in blood pressure, enough to make
this intervention too risky for clinical use (Dewhirst, Lanzen, and Braun, 1998).
Mark Dewhirst, Professor at Department of Radiation Oncology at Duke University, sought to evaluate carbogen
(95% pure oxygen and 5% carbon dioxide) as a breathing mixture that might improve tumor oxygenation without
causing a drop in blood pressure. The protocol called for making measurements on each animal over 20 minutes
of breathing room air, followed by 40 minutes of carbogen breathing. The experimenters took serial measurements
of oxygen partial pressure (PO), tumor blood flow (LDF), mean arterial pressure (MAP), and heart rate. Microelec-
trodes, inserted into the tumors (one per animal) measured PO  at a particular location within the tumor throughout the























































































































































































































Figure 6: PO measurements. Notice that despite a variety of functional responses and a lack of a simple parametric
model, at the time    the pattern generally changes.
line into the right femoral artery allowed measurement of MAP. Each animal wore a face mask for administration of
breathing gases (room air or carbogen). (See Lanzen, Braun, Ong, and Dewhirst, 1998, for more information about
these experiments.)
Nine rats had tumors transplanted within the quadriceps muscle (which we will denote by TM). For comparison,
the studies also included eight rats with tumors transplanted subcutaneously (TS) and six rats without tumors (N), in
whom measurements were made in the quadriceps muscle.
Figure 6 show some the data (PO) The plots show several features, including an obvious rise in PO  at the 20-
minute mark among some of the animals. No physiologic model exists that would characterize the shapes of these
profiles mathematically. The primary study question concerned evaluating the effect of carbogen breathing on PO .
The analysis is made complicated by the knowledge that there may be acute change in PO  after carbogen breathing
starts. The primary question of interest is whether the tumor tissue behaves differently than normal muscle tissue and/or
whether tumor implanted subcutaneously responds to carbogen breathing differently than tumor tissue implanted in
muscle tissue in the presence of acute jumps in PO.
The analyses concern inference on change in some physiologic measurements after an intervention. The problem
for the data analysis is how best to define “change” to allow for the inferenc edesirei by the invertigators.
From a statistical modeling point of view, the main issues concern building a flexible model for the multivariate
time series   of responses and to provide for formal inference on the occurrence of change at time  . “equality” of the
PO profiles. From the figures it is clear that the main challenge arises from the highly irregular behavior of responses.







































Figure 7: Functional Anova results in the time domain. More to be added...
Different individuals seem to exhibit widely varying response patterns. Still, it is clear from inspection of the data that
for some response series a definite change is taking place at time .
Figure 7 shows the results of functional ANOVA in the time domain. One can imagine from the figure that adding
  and   will lead to a relatively horizontal expected profile for group 	, each fitted curve canceling the other
to some extent. The wavelet-smoothed expected profiles are shown in Figure 8. The expected profiles for each group
are shown in Figure 9, along with the “grand mean” function in the upper left. As expected,    looks a lot like
noise about a horizontal line, whereas the other two groups show a clear jump in PO  just after the start of carbogen
breathing at 20 minutes into the experiment.
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In this article we addressed some benefits of making an inference about functional ANOVA model by considering
wavelet domain. Various generalizations are possible: (i) extend inference to various linear functional statistical
models, and (ii) consider a variety of shrinkage techniques,
It is also possible to used different wavelet bases for data belonging to different treatments, or select the basis
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