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Resumen
Este trabajo presenta un nuevo me´todo para comprobar
si una subvariedad lisa de codimensio´n pequen˜a hereda
el grupo de Picard de su variedad ambiente (salvo di-
visibilidad). Aplicamos dicho me´todo a subvariedades
en grassmannianas de rectas y productos de espacios
proyectivos, de forma que extendemos los resultados de
Barth-Larsen para el espacio proyectivo y suavizamos
las restricciones que se obten´ıan de los resultados de
Barth-van de Ven y Sommese.
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Introduccio´n
Las subvariedades lisas de codimensio´n pequen˜a sobre el cuerpo complejo
tienen sus propiedades geome´tricas muy determinadas por las de la variedad
ambiente. Por ejemplo, cuando la codimensio´n es igual a la dimensio´n de
la subvariedad, la fo´rmula de autointerseccio´n da una relacio´n entre los in-
variantes nume´ricos de la subvariedad (como ocurre para una curva en P2 o
una superficie en P4). Cuanto menor sea la codimensio´n con respecto a la
dimensio´n, ma´s informacio´n nume´rica sobre la subvariedad proporciona la
fo´rmula de autointerseccio´n. En el caso extremo en que la codimensio´n es
uno, la subvariedad puede obtenerse como lugar de ceros de una seccio´n de
un fibrado lineal y, por tanto, todos sus invariantes esta´n determinados por
los invariantes del fibrado lineal. En codimensio´n dos la situacio´n no es tan
sencilla, si bien se sabe por la correspondencia de Hartshorne-Serre que la
subvariedad es entonces lugar de degeneracio´n de r−1 secciones de un fibrado
de rango r (aunque se requiere para ello cierta anulacio´n de cohomolog´ıa).
En codimensio´n superior se sabe muy poco en este sentido, habiendo so´lo
resultados parciales en codimensio´n 3 (ve´anse [W] y [EPW]).
En este contexto, el problema abierto ma´s importante es la conjetura de
Hartshorne (ve´ase [H]) que afirma que toda subvariedad lisa X de dimensio´n
n en PN con 3n > 2N es una interseccio´n completa. Una posible evidencia
para esta conjetura la constituyen los teoremas de Barth y Larsen que mues-
tran que X hereda buena parte de la topolog´ıa de PN . En concreto, se probo´
en [B] que H i(X,Q) ∼= H i(PN ,Q) si i ≤ 2n−N , posteriormente en [BL] que
pi1(X) = 0 si N ≤ 2n− 1 y, finalmente en [L], que H i(X,Z) ∼= H i(PN ,Z) si
i ≤ 2n − N . Resultados de este estilo fueron demostrados por Barth y Van
de Ven en [BV] para subvariedades de codimensio´n dos en grassmannianas
de dimensio´n suficientemente alta, y por Sommese en [S] para subvariedades
de variedades homoge´neas (en particular productos de grassmannianas) pero
con restricciones para la relacio´n entre la dimensio´n y la codimensio´n ma´s
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fuertes que en el caso de PN .
Estos teoremas implican que, si X es una subvariedad lisa de dimensio´n
n en una variedad ambiente Y de dimensio´n N de las citadas anteriormente
con n y N suficientemente cercanos (dependiendo de que´ variedad es Y , por
ejemplo, N ≤ 2n− 2 si Y = PN), el grupo de Picard de X esta´ generado por
las restricciones a X de los generadores del grupo de Picard de Y . Es decir,
la subvariedad heredar´ıa dicho grupo de Picard de la variedad ambiente. Es
razonable entonces plantearse si esta herencia del grupo de Picard se puede
justificar con argumentos algebraicos y no anal´ıticos. Asimismo, la cuestio´n
de la herencia del grupo de Picard en variedades de todo tipo plantea un
problema atractivo. Por ejemplo, es natural preguntarse las condiciones en
las que, cuando Y es una de las variedades ambiente estudiadas en [BV] y
[S], X hereda el grupo de Picard de Y si N ≤ 2n− 2.
En este sentido, para una subvariedad X de codimensio´n dos en una
grassmanniana de rectas G(1, n) con n ≥ 4 (mientras que los resultados de
[BV] y [S] son va´lidos para n ≥ 6), Arrondo demuestra en [A] que el divisor
cano´nico es, nume´ricamente, un mu´ltiplo de la seccio´n hiperplana. El me´todo
utilizado es, mediante la correspondencia de Hartshorne-Serre y la fo´rmula
de Porteous, obtener una relacio´n nume´rica que, usando el teorema del ı´ndice
de Hodge, implica la subcanonicidad de una superficie seccio´n hiperplana. La
subcanonicidad de X se obtiene entonces mediante el teorema de la seccio´n
hiperplana de Lefschetz y la fo´rmula de adjuncio´n.
En esta tesis observamos que la relacio´n nume´rica obtenida en [A] se
puede conseguir para cualquier divisor de X y sin usar la correspondencia
de Hartshorne-Serre, sino a partir de la fo´rmula de autointerseccio´n. A ra´ız
de esta observacio´n, desarrollamos un me´todo para decidir cua´ndo una sub-
variedad hereda (nume´ricamente) el grupo de Picard de la variedad ambiente
cuando N ≤ 2n−2. Nuestro me´todo se basa entonces en el teorema del ı´ndice
de Hodge, la fo´rmula de autointerseccio´n y el teorema de la seccio´n hiper-
plana de Lefschetz (esto u´ltimo hace pues que el me´todo no sea puramente
algebraico). Nuestro me´todo precisa que en la variedad ambiente se verifiquen
tambie´n ciertos resultados de irreducibilidad y lisitud en las intersecciones
con determinados ciclos de Y ; y, si queremos que el me´todo funcione no
so´lo nume´ricamente, necesitaremos tambie´n la simple conexio´n de las sub-
variedades. Esto muestra hasta que´ punto la herencia del grupo de Picard
depende ma´s de la relacio´n N ≤ 2n− 2 que de que la variedad ambiente sea
el espacio proyectivo.
En esta memoria ilustramos co´mo funciona el me´todo aplica´ndolo a es-
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pacios proyectivos, grassmannianas de rectas y productos de dos espacios
proyectivos de la misma dimensio´n y cua´dricas de dimensio´n par. El principal
motivo para centrarnos en estas variedades ambiente (aparte de la sencillez
del anillo de Chow de estas variedades) es que un trabajo de Debarre (ve´ase
[D]) proporciona resultados de irreducibilidad en las intersecciones oportunas
y (excepto para las cua´dricas) de simple conexio´n de las subvariedades. Los
resultados son variados: si bien en espacios proyectivos se obtiene una versio´n
un poco ma´s de´bil del teorema de Barth-Larsen y en cua´dricas el resultado
es bueno o malo dependiendo de la dimensio´n, en grassmannianas de rectas
y productos de espacios proyectivos isomorfos se hacen avances respecto a
lo mostrado en [S]. La extensio´n a grassmannianas y productos de espacios
proyectivos ma´s generales se deja para futuras investigaciones, si bien hay ra-
zones so´lidas para creer que los resultados seguira´n siendo positivos. Tambie´n
lo hemos aplicado a ejemplos ma´s concretos (P6 explotado en un punto y el
producto cartesiano de P5 por una curva).
Esta memoria empieza con un cap´ıtulo de preliminares que sera´n de
utilidad al lector au´n menos experimentado que el que escribe. El segundo
cap´ıtulo describe ma´s a fondo la situacio´n actual en cuanto a subvariedades de
codimensio´n pequen˜a; incluye una seccio´n dedicada a la correspondencia de
Hartshorne-Serre y una u´ltima en la que redemuestra la propiedad de herencia
del grupo de Picard (salvo divisibilidad en dicho grupo) proporcionada por
el teorema de Barth-Larsen y se explica el me´todo que presentamos con esta
tesis. En los dos siguientes cap´ıtulos aplicamos el me´todo satisfactoriamente
a grassmannianas de rectas y productos de espacios proyectivos obteniendo
un resultado ana´logo al de la seccio´n final del Cap´ıtulo 2. Finalizamos experi-
mentando el me´todo con cua´dricas otras variedades ambiente ma´s concretas
y de distintas propiedades con resultados diversos y planteando cuestiones a
resolver a partir de los resultados expuestos a lo largo de la presente memoria.
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Cap´ıtulo 1
Preliminares
En este primer cap´ıtulo mostramos los resultados previos que necesitaremos
para demostrar los de los siguientes cap´ıtulos. Se ha intentado hacer una pre-
sentacio´n lo ma´s autocontenida posible, indicando aquellas demostraciones o
ideas cuya brevedad lo permita. En cualquier caso, la referencia ba´sica para
los resultados citados es, salvo que se indiquen otras, [Ha]. En la primera
seccio´n recordamos las nociones mı´nimas de teor´ıa de interseccio´n que usare-
mos a menudo. En una segunda seccio´n, recordamos la fo´rmula de autoin-
terseccio´n y obtenemos a partir de ella otra fo´rmula imprescindible para el
me´todo que desarrollamos en la presente tesis. Seguiremos con otra seccio´n
en la que recordamos el Teorema del ı´ndice de Hodge, que sera´ ba´sico en
los siguientes cap´ıtulos. La cuarta seccio´n recordara´ el teorema de la seccio´n
hiperplana de Lefschetz, resultado que tambie´n usaremos de forma continua.
A continuacio´n presentamos en dos secciones los fibrados universales y el
ca´lculo de Schubert de grassmannianas. La u´ltima seccio´n contiene teore-
mas tipo Bertini para la irreducibilidad y lisitud de la interseccio´n con sub-
variedades generales obtenidas como lugar de degeneracio´n de secciones de
fibrados.
Como ya hemos mencionado en la introduccio´n, todas las variedades y
esquemas se considerara´n sobre C.
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1.1 Intersecciones, anillos de Chow y divi-
sores
En esta seccio´n recordamos algunas nociones de teor´ıa de interseccio´n que
pueden encontrarse bien desarrolladas en [F].
Definicio´n Dada una variedad algebraica X, un ciclo es una combinacio´n
lineal con coeficientes enteros de subvariedades irreducibles de X.
Dos ciclos Z1, Zl de dimensio´n pura l son racionalmente equivalentes (es-
cribiremos Z1 ∼ Zl cuando existen ciclos Z2, ..., Zl−1 de dimensio´n l tales que:
para todo i = 1, ..., l − 1, existe un ciclo Z ′i de dimensio´n l + 1 que contiene
a Zi y Zi+1 de forma que Zi y Zi+1 son divisores linealmente equivalentes
en Z ′i, es decir, existe f ∈ K(Z ′i) tal que Zi − Zi+1 es el lugar de ceros de f
menos el de polos.
El grupo de Chow de grado i de X Ai(X) es el conjunto cociente de los
ciclos de codimensio´n imo´dulo la equivalencia racional. Dado un subesquema
Z ⊂ X, notaremos por [Z]X o bien por [Z] a su clase en A(X).
Obviamente, en el caso i = 1, obtenemos la equivalencia lineal de divisores
y A1(X) es el grupo de Picard de X, que notaremos por PicX.
Observacio´n 1.1 Existe un producto de interseccio´n Ai(X) × Aj(X) →
Ai+j(X) que respeta dicha relacio´n de equivalencia y que da a A(X) :=⊕
Ai(X) estructura de anillo graduado. Dicho anillo se conoce como Anillo
de Chow de X.
Adema´s, como la u´nica subvariedad irreducible de dimensio´n cero es el
punto, se puede definir una funcio´n grado AdimX(X) → Z de modo que a
cada ciclo
∑
aiPi se le asocia el entero
∑
ai. De hecho, lo normal es que
cuando se tienen dos ciclos Z1, Z2 de dimensiones i, j complementarias (i.e.
i+ j =dimX), se abusa de notacio´n escribiendo Z1Z2 para nombrar al grado
del ciclo en lugar del ciclo en s´ı.
Ejemplo 1.2 En el caso de Pn, la equivalencia racional viene dada por la
codimensio´n y el grado. Su anillo de Chow es
A(Pn) = Z[h]/(hn+1)
donde h es la clase del hiperplano. As´ı, un subesquema irreducible de grado
d y codimensio´n i estara´ representado por dhi. Esto respeta lo dicho sobre
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interseccio´n de ciclos: (dhi)(ehj) = dehi+j y extiende el teorema de Be´zout,
que sostiene que en Pn dos subesquemas de codimensiones i y j y grados d y
e generales se intersecan en un esquema de codimensio´n i+ j y grado de.
Dado este producto podemos definir otra relacio´n de equivalencia:
Definicio´n Dados dos ciclos Z1, Z2 en X de codimensio´n pura p, decimos
que son nume´ricamente equivalentes (y notamos Z1 ≡num Z2) cuando para
toda subvariedad Z ⊂ X de dimensio´n p, los productos de interseccio´n Z1Z
y Z2Z tienen el mismo grado.
Observacio´n 1.3 Veamos la relacio´n del anillo de Chow con la topolog´ıa de
X (para ma´s informacio´n, ver el cap´ıtulo 19 de [F]).
A todo ciclo de dimensio´n d en una variedad compleja X de dimensio´n
n se puede asignar una clase de cohomolog´ıa singular en H2n−2d(X,Z). Esta
asignacio´n es compatible con la equivalencia racional y el producto de clases
de cohomolog´ıa es compatible con el de A(X). De hecho se tiene que, dados
dos ciclos Z1, Z2:
Z1 ∼ Z2 ⇒ Z1 ≡hom Z2 ⇒ Z1 ≡num Z2 (1.1)
donde Z1 ≡hom Z2 significa que sus clases en H2n−2d(X,Z) coinciden.
En consecuencia tenemos epimorfismos:
Ai(X)
fi→Ai(X)/ ≡hom→ Ai(X)/ ≡num
donde Ai(X)/ ≡hom⊂ H2n−2d(X,Z). En particular, dado el isomorfismo
H1(O∗X) 'PicX ' A1(X), se tiene que f1 compuesto con la inclusio´n
Ai(X)/ ≡hom→ H2n−2d(X,Z) es precisamente el homomorfismo H1(O∗X) →
H2(X,Z) dado por la sucesio´n de cohomolog´ıa asociada a la sucesio´n expo-
nencial:
0→ Z→ OX → O∗X → 0 (1.2)
y, por tanto,
kerf1 = H
1(X,OX)/H1(X,Z) (1.3)
que, por teor´ıa de Hodge, es un toro.
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Observacio´n 1.4 Existe tambie´n otra equivalencia de ciclos, llamada alge-
braica, que coincide en el caso de los divisores con la equivalencia como ciclos
topolo´gicos. Dado que el u´nico morfismo que nos interesa en esta tesis es el
f1, no nos extendemos ma´s sobre la equivalencia algebraica.
Ejemplo 1.5 La equivalencia nume´rica de ciclos en Pn es la misma que la
lineal (y, por lo tanto, la homolo´gica tambie´n).
Definicio´n Llamaremos grupo de Ne´ron-Severi N1(X) al grupo de di-
visores de la variedad X mo´dulo la equivalencia nume´rica anteriormente
definida (algunos autores, por ejemplo [Ha], llaman grupo de Ne´ron-Severi a
A1(X)/ ≡hom; nosotros seguimos la definicio´n, entre otros, de [L]).
Con esta definicio´n, N1(X) no puede tener torsio´n y, dado que por la
Observacio´n 1.3, N1(X) es un subgrupo de H2(X,Z), tenemos el siguiente
resultado.
Teorema 1.6 (Ne´ron-Severi) Dada una variedad X, el grupo N1(X) es
libre y finitamente generado.
De hecho, sobre el morfismo f1 de la observacio´n 1.3 se sabe ma´s:
Teorema 1.7 Todo fibrado/divisor nume´ricamente trivial tiene un mu´ltiplo
homolo´gicamente trivial (i.e. D ≡num 0 ⇒ mD ≡hom 0 para algu´n m > 0),
es decir, el nu´cleo de Pic(X)/ ≡hom→ N1(X) es la torsio´n.
Demostracio´n. Ve´ase [La] (si bien el resultado original aparece en [G]).
El Teorema 1.7 nos permite demostrar un resultado ma´s potente cuando
la variedad es simplemente conexa (Teorema 1.9), pero antes necesitamos el
siguiente
Lema 1.8 Si X es simplemente conexa, entonces PicX carece de torsio´n.
Demostracio´n. Si L ∈PicX es un elemento de torsio´n de orden r, entonces
se puede construir a partir de L un recubrimiento c´ıclico X˜ → X de grado r
(ve´ase por ejemplo [La]). Por tanto, X no ser´ıa simplemente conexo.
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Teorema 1.9 Sea X una variedad simplemente conexa. Entonces PicX =
N1(X).
Demostracio´n. Por (1.3), kerf1 es un toro (que tiene torsio´n si es no
trivial), luego por el Lema 1.8, kerf1 = 0, y por tanto, PicX ⊂ H2(X,Z),
es decir, PicX/ ≡hom=PicX. Por el Teorema 1.7, como el Picard no tiene
torsio´n, se tiene el isomorfismo PicX ' N1(X).
Terminamos la seccio´n recordando otros resultados bien conocidos para
divisores. Primero un resultado elemental sobre amplitud.
Teorema 1.10 Dado un divisor D y un divisor amplio H, se tiene que para
todo k ∈ Z suficientemente grande, D + kH es muy amplio.
Demostracio´n. Ve´ase [Ha].
Por u´ltimo, dos teoremas de anulacio´n:
Teorema 1.11 (Kodaira) Sea X una variedad lisa de dimensio´n n y sea D
un divisor amplio en X. Entonces hi(X,O(−D)) = 0 para todo i = 0, ..., n−
1.
Demostracio´n. Ve´ase [GH].
Antes del siguiente teorema recordamos unas definiciones.
Definicio´n Un divisor D en X es nef si para toda curva C ⊂ X, el producto
de interseccio´n D[C] es no negativo.
Un divisor D nef es big si Dn > 0.
Lema 1.12 Sea L un divisor nef sobre una variedad lisa y proyectiva X de
dimensio´n n. Supongamos que Ln−kHk > 0 donde H es un divisor nef y
big (en particular, es va´lido si H es amplio) y 0 ≤ k ≤ n − 2. Entonces
h1(−L) = 0.
Demostracio´n. Ve´ase [BeS].
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1.2 Fo´rmula de autointerseccio´n
En esta seccio´n recordamos la fo´rmula de autointerseccio´n y una consecuen-
cia suya que nos sera´ de gran utilidad para el desarrollo del me´todo que
presentamos en esta tesis.
Definicio´n Sea X una variedad lisa irreducible. Sea E un fibrado vectorial
sobre X de rango r. Sean P(E) el proyectivizado de hiperplanos de E y su
fibrado OP(E)(1) definidos segu´n [Ha, II,7]. Sea pi : P(E) → X la proyeccio´n
natural. Las clases de Chern c0(E), ..., cr(E) de E son los u´nicos elementos
del anillo de Chow de X que verifican c0(E) = 1 y:
r∑
i=0
(−1)ipi∗(ci(E))ξr−i = 0
donde ξ es el divisor asociado a OP(E)(1)
Observacio´n 1.13 Hay una manera de entender las clases de Chern ma´s
intuitiva cuando E esta´ generado por sus secciones globales:
Sea E un fibrado vectorial de rango r sobre una variedad X. Si E es
globalmente generado, la i-e´sima clase de Chern ci(E) es la clase en A
i(X)
del lugar geome´trico donde r − i + 1 secciones generales de E tienen rango
r − i.
Teorema 1.14 (fo´rmula de autointerseccio´n) Dada X ⊂ Y lisas, se
verifica la siguiente fo´rmula de autointerseccio´n:
([X]Y )|X = ce(NX/Y ) (1.4)
donde e es la codimensio´n de X en Y y NX/Y representa el fibrado normal
de X en Y .
Demostracio´n. Ve´ase [F], Corollary 6.3.
Veamos co´mo esta fo´rmula da restricciones a los invariantes de sub-
variedades de codimensio´n pequen˜a.
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Ejemplo 1.15 Sea C una curva lisa de grado d en P2. Como, en C, el fibrado
cotangenete es el haz dualizante, tenemos:
0→ O(−KC)→ TP2|C → NC/P2 → 0
Luego KP2 = KC − c1(NC/P2). Por el Teorema tenemos la conocida fo´rmula
de adjuncio´n:
KC = (KP2 + C)|C
Tomando grados se tiene 2g − 2 = (−3 + d)d, de donde se obtiene la
famosa fo´rmula:
g =
(d− 1)(d− 2)
2
Ejemplo 1.16 Sea S una superficie lisa S en P4. En [Ha, Appendix A,
Example 4.1.3] se usa la fo´rmula de autointerseccio´n para obtener la sigu-
iente relacio´n entre el grado d de S y el ge´nero aritme´tico pa (dependiendo
del cano´nico de la superficie):
d2 − 10d− 5HK − 2K2 + 12 + 12pa = 0
donde H es la clase de la seccio´n hiperplana, K la del divisor cano´nico y d
el grado de la superficie en P4.
Ana´logamente, para subvariedades de codimensio´n dos en G(1, 3) y codi-
mensio´n tres en G(1, 4) existen fo´rmulas similares (ve´ase por ejemplo [Ar])
que se han utilizado continuamente en el estudio de tales subvariedades.
Aplicamos ahora la fo´rmula de autointerseccio´n a un caso concreto, lo que
nos permitira´ obtener la fo´rmula (1.6), que, sorprendentemente, sera´ clave en
el me´todo que desarrollamos en la presente memoria.
Observacio´n 1.17 Sean D ⊂ X ⊂ Y lisas de dimensiones n− 1, n y 2n− 2
respectivamente. El siguiente diagrama conmutativo de sucesiones exactas de
fibrados vectoriales en D
0
↓
0 → TD → (TX)|D → ND/X → 0
|| ↓
0 → TD → (TY )|D → ND/Y → 0
↓
(NX/Y )|D = (NX/Y )|D
↓
0
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(donde T indica un fibrado tangente y N uno normal) induce una sucesio´n
exacta:
0→ ND/X → ND/Y → (NX/Y )|D → 0 (1.5)
Entonces las clases de Chern ma´ximas cumplen:
cn−1(ND/Y ) = cn−2(NX/Y )c1(ND/X)
o, lo que es lo mismo, usando la fo´rmula de autointerseccio´n para cada una
de las inclusiones en D ⊂ X ⊂ Y :
P := ([D]2Y )− [D]2X([X]Y )|X = 0 (1.6)
donde el producto de interseccio´n del primer sumando se realiza en el anillo
de Chow de Y y el del segundo en el anillo de Chow de X.
1.3 Teorema del ı´ndice de Hodge
El teorema del ı´ndice de Hodge relaciona las intersecciones posibles entre dos
o ma´s divisores en una superficie irreducible lisa. Tambie´n tiene implicaciones
de dependencia nume´rica. Este teorema nos va a ser muy u´til para el me´todo
que desarrollamos en la presente memoria.
Teorema 1.18 (del ı´ndice de Hodge) Sea S una superficie lisa y sean H
un divisor amplio y D un divisor cualquiera en S. Entonces
HD = 0⇒ D2 ≤ 0
con igualdad si y so´lo si D es nume´ricamente trivial.
Demostracio´n. Ve´anse por ejemplo [Be], [Ha] o [R].
Observacio´n 1.19 El teorema del ı´ndice de Hodge se suele formular
tambie´n de la siguiente forma equivalente (en las mismas condiciones del
teorema):
Para todo D′ divisor de S,∣∣∣∣ H2 D′HD′H D′2
∣∣∣∣ ≤ 0
con igualdad si y so´lo si D′ es nume´ricamente un mu´ltiplo de H.
Para probarlo vale con realizar la substitucio´n D′ := D − HD
H2
H.
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Observacio´n 1.20 Es evidente que el resultado de la Observacio´n 1.19 es
va´lido para dos divisores que generan uno amplio (sin necesidad de que uno
de ellos lo sea).
Las observaciones anteriores se pueden generalizar en realidad a cualquier
cantidad de divisores del siguiente modo:
Corolario 1.21 Dados los divisores D1, ..., Dr de modo que
(nume´ricamente) generan un divisor amplio, entre los autovalores de
su matriz de interseccio´n so´lo uno es positivo; y si alguno es cero, existe una
combinacio´n no trivial de los divisores que define un divisor nume´ricamente
equivalente a cero.
En particular, para el caso r = 2 se obtiene la Observacio´n 1.19 y para el
caso r = 3 se obtiene que el determinante∣∣∣∣∣∣
D21 D1D2 D1D3
D1D2 D
2
2 D2D3
D1D3 D2D3 D
2
3
∣∣∣∣∣∣ (1.7)
es mayor o igual que cero, con igualdad si y so´lo si existe una combinacio´n
lineal no trivial de D1, D2, D3 que es nume´ricamente equivalente a cero.
Demostracio´n. El Teorema de Ne´ron-Severi afirma queN1(X) es un grupo
libre finitamente generado, por lo que podemos considerar el Q-espacio vec-
torial de dimensio´n finita N1(X)⊗ZQ. El producto de interseccio´n se puede
extender a espacio vectorial como una forma bilineal sime´trica. Dicha forma
es diagonalizable de forma que la primera entrada de su matriz es la autoin-
terseccio´n de H. Es decir, que existen D1, ..., Dr−1 que forman una base junto
a H de modo que el producto de interseccio´n es:
H D1 ... Dr−2 Dr−1
H a0 0 ... 0 0
D1 0 a1 ... 0 0
...
...
... ...
...
...
Dr−2 0 0 ... ar−2 0
Dr−1 0 0 ... 0 ar−1
Por ser H amplio, a1 es estrictamente positivo. Ahora aplicamos la Ob-
servacio´n 1.19 a H y cualquiera de los Di y obtenemos que a1, ..., ar−1 son
todos np positivos y cuando algu´n ai0 se anule, el Di0 correspondiente es
nume´ricamente trivial, por los que existe una combinacio´n no trivial lineal
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de los Di originales que es nume´ricamente equivalente a cero (la que resulta
Di0).
1.4 Teorema de la seccio´n hiperplana de Lef-
schetz
Recordamos en esta seccio´n el teorema de la seccio´n hiperplana de Lefschetz,
que implica la conservacio´n del grupo de Picard por la seccio´n hiperplana.
Este teorema es tambie´n muy importante en el me´todo que se explica en la
Seccio´n 2.3.
Teorema 1.22 (de la seccio´n hiperplana de Lefschetz) Sea X una
variedad lisa de dimension n con un divisor D liso, irreducible y amplio.
Entonces los morfismos de restriccio´n naturales:
H i(X,Z)→ H i(D,Z)
H i(X,Q)→ H i(D,Q)
son isomorfismos para i ≤ n− 2 y monomorfismos para i = n− 1
Demostracio´n. Ve´ase por ejemplo [GH] para la cohomolog´ıa con coefi-
cientes en C (y, por tanto, tambie´n para Q) y [La] para la cohomolog´ıa en
Z.
Corolario 1.23 Sea X una variedad lisa de dimension n con un divisor D
amplio. Las restricciones naturales:
PicX → PicD
N1(X)→ N1(D)
son isomorfismos para dimX ≥ 4 y monomorfismos para dimX = 3.
Demostracio´n. Conside´rese la restriccio´n entre las sucesiones de coho-
molog´ıa asociadas a las sucesiones exponenciales dadas por (1.2) asociadas a
X y D:
→ H1(X,Z) → H1(X,OX) → H1(X,O∗X) → H2(X,Z) →
↓ ↓ ↓ ↓
→ H1(D,Z) → H1(D,OD) → H1(D,O∗D) → H2(D,Z) →
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Las restricciones de los extremos son isomorfismos por el teorema de la
seccio´n hiperplana de Lefschetz. Por el Lema de los cinco, so´lo hace falta
ver que la restriccio´n H1(X,OX) → H1(D,OD) es biyectiva, pero eso se
obtiene aplicando el teorema de anulacio´n de Kodaira (Teorema 1.11) a
H0(X,OX(−D)) y a H1(X,OX(−D)) en la sucesio´n de cohomolog´ıa aso-
ciada a
0→ OX(−D)→ OX → OD → 0
Para el grupo de Ne´ron-Severi, sea D′ un divisor tal que D′|D ≡num 0.
Por el Teorema 1.7, existe m ∈ Z no nulo tal que mD′|D ≡hom 0. Como
la restriccio´n H2(X,Z) → H2(D,Z) es isomorfismo por el teorema de la
seccio´n hiperplana de Lefschetz, tenemos que mD′ ≡hom 0. En consecuencia,
por (1.1), mD′ ≡num 0, de donde concluimos que D′ ≡num 0.
1.5 Fibrados universales en grassmannianas
de rectas
En esta seccio´n recordamos dos fibrados de gran importancia para trabajar
con grassmannianas. Recordaremos resultados importantes que usaremos en
las secciones, que contienen informacio´n necesaria para el cap´ıtulo 3.
Sea V el espacio n + 1-dimensional tal que Pn es el conjunto de hiper-
planos vectoriales de V (o de rectas vectoriales de V ∗). Equivalentemente,
V = H0(Pn,OPn(1)). Llamamos G(1, n) a la grassmanniana de rectas en
Pn o, equivalentemente, el conjunto de planos vectoriales de V ∗. Podemos
considerar el siguiente diagrama de incidencia:
Q∨ := {(v, L) ∈ V ∗ ×G|v ∈ L}
p
↙
q
↘
Pn G
donde p y q son las proyecciones naturales. Entonces la proyeccio´n q da a
Q∨ una estructura de fibrado vectorial sobre G. La inclusio´n de Q∨ en el
fibrado trivial G × V ∗ genera una sucesio´n exacta (vista como sucesio´n de
haces localmente libres)
0→ Q∨ → V ∗ ⊗OG → S → 0 (1.8)
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que define un fibrado S. Dualizando (1.8) obtenemos:
0→ S∨ → V ⊗OG → Q→ 0 (1.9)
Definicio´n Los fibrados S∨ y Q son el subfibrado universal y el fibrado uni-
versal cociente respectivamente.
Observacio´n 1.24 Las sucesiones (1.8) y (1.9) implican que S y Q esta´n
generados por sus secciones globales.
1.6 Ca´lculo de Schubert
Recordamos ahora los ciclos ma´s importantes de las grassmannianas de rec-
tas, que son de gran importancia en el Cap´ıtulo 3.
Definicio´n Sea G(1, n) la grassmanniana de rectas en Pn. Notamos por
Ω(Pa,Pb) a la variedad de Schubert formado por todas las rectas que cor-
tan al Pa y esta´n contenidas en el Pb ambos fijos, y con Pa ⊂ Pb.
Notaremos por Ω(a, b) al ciclo de Schubert que es la clase de Ω(Pa,Pb) en
el anillo de Chow de G(1, n).
La estructura de producto de los ciclos Ω(a, b) (que generan el anillo
de Chow de G(1, n)) es lo que se conoce como ca´lculo de Schubert, que
puede encontrarse desarrollado en [KL]. Indicamos a continuacio´n los puntos
concretos que nos interesan.
Observacio´n 1.25 Algunas propiedades ba´sicas de los ciclos de Schubert
son las siguientes:
1. La dimensio´n de Ω(Pa,Pb) es a+b−1 y su lugar singular es Ω(Pa−1,Pa)
(salvo si a = b − 1, pues entonces la variedad de Schubert es la grass-
manniana de rectas en Pb, que es lisa).
2. La clase de la seccio´n hiperplana de G(1, n) mediante la inmersio´n de
Plu¨cker es Ω(n− 2, n).
3. La interseccio´n de Ω(a, b) con la seccio´n hiperplana tiene clase Ω(a −
1, b) + Ω(a, b− 1).
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4. Ai(G(1, n)) es un grupo libre generado por los ciclos de Schubert de
codimensio´n i. Es decir, los de tipo Ω(n − 1 − i + j, n − j) con n ≥
n− j > n− 1− i+ j ≥ 0.
5. La matriz de interseccio´n de ciclos de dimensio´n n − 1 con ciclos de
dimensio´n n− 1 en G(1, n) es:
Ω(0, 2k) Ω(1, 2k − 1) . . . Ω(k − 1, k + 1)
Ω(0, 2k) Ω(0, 1) 0 . . . 0
Ω(1, 2k − 1) 0 Ω(0, 1) . . . 0
...
...
...
. . .
...
Ω(k − 1, k + 1) 0 0 . . . Ω(0, 1)
si n = 2k y:
Ω(0, 2k + 1) Ω(1, 2k) . . . Ω(k, k + 1)
Ω(0, 2k + 1) Ω(0, 1) 0 . . . 0
Ω(1, 2k) 0 Ω(0, 1) . . . 0
...
...
...
. . .
...
Ω(k, k + 1) 0 0 . . . Ω(0, 1)
si n = 2k + 1.
6. La matriz de interseccio´n de ciclos de dimensio´n n − 1 con ciclos de
dimensio´n n en G(1, n) es:
Ω(0, 2k) Ω(1, 2k − 1) Ω(2, 2k − 2) . . . Ω(k − 1, k + 1)
Ω(1, 2k) Ω(0, 2) Ω(0, 2) 0 . . . 0
Ω(2, 2k − 1) 0 Ω(0, 2) Ω(0, 2) . . . 0
Ω(3, 2k − 2) 0 0 Ω(0, 2) . . . 0
...
...
...
...
. . .
...
Ω(k, k + 1) 0 0 0 . . . Ω(0, 2)
si n = 2k, y
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Ω(0, 2k + 1) Ω(1, 2k) Ω(2, 2k − 1) . . . Ω(k, k + 1)
Ω(1, 2k + 1) Ω(0, 2) Ω(0, 2) 0 . . . 0
Ω(2, 2k) 0 Ω(0, 2) Ω(0, 2) . . . 0
Ω(3, 2k − 1) 0 0 Ω(0, 2) . . . 0
...
...
...
...
. . .
...
Ω(k, k + 2) 0 0 0 . . . Ω(0, 2)
si n = 2k + 1.
7. La matriz de interseccio´n de ciclos de dimensio´n n con ciclos de di-
mensio´n n en G(1, n) es:
Ω(1, 2k) Ω(2, 2k − 1) Ω(3, 2k − 2) . . . Ω(k − 1, k + 2) Ω(k, k + 1)
Ω(1, 2k)
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3) 0 . . . 0 0
Ω(2, 2k − 1) Ω(0, 3)
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3) . . . 0 0
Ω(3, 2k − 2) 0 Ω(0, 3)
Ω(0, 3)
+
Ω(1, 2)
. . . 0 0
...
...
...
...
. . .
...
...
Ω(k − 1, k + 2) 0 0 0 . . .
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3)
Ω(k, k + 1) 0 0 0 . . . Ω(0, 3) Ω(1, 2)
si n = 2k y
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Ω(1, 2k + 1) Ω(2, 2k) Ω(3, 2k − 1) . . . Ω(k − 1, k + 3) Ω(k, k + 2)
Ω(1, 2k + 1)
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3) 0 . . . 0 0
Ω(2, 2k) Ω(0, 3)
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3) . . . 0 0
Ω(3, 2k − 1) 0 Ω(0, 3)
Ω(0, 3)
+
Ω(1, 2)
. . . 0 0
...
...
...
...
. . .
...
...
Ω(k − 1, k + 3) 0 0 0 . . .
Ω(0, 3)
+
Ω(1, 2)
Ω(0, 3)
Ω(k, k + 2) 0 0 0 . . . Ω(0, 3)
Ω(0, 3)
+
Ω(1, 2)
si n = 2k + 1.
1.7 Teoremas tipo Bertini
En esta seccio´n recordamos teoremas tipo Bertini sobre irreducibilidad y
lisitud de intersecciones. Su importancia para la presente memoria reside en
que necesitamos ambas cosas para aplicar el teorema del ı´ndice de Hodge en
una superficie.
Teorema 1.26 (Bertini) Sea X variedad irreducible con lugar singular Y y
sea |H| un sistema lineal de divisores muy amplio en X. Entonces el elemento
general de |H| es irreducible y su lugar singular es H ∩ Y .
Demostracio´n. Ve´ase por ejemplo [Har], teoremas 17.16 y 18.10.
Para la presente memoria necesitamos un teorema que nos garantice la
lisitud de la interseccio´n con algo ma´s general que hiperplanos del espacio
ambiente. En particular, para el Cap´ıtulo 3 necesitaremos intersecar nuestra
variedadX con ciclos de Schubert. Primero veamos co´mo podemos obtenerlos
a partir de fibrados vectoriales:
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Proposicio´n 1.27 La variedad de Schubert Ω(Pa,Pb) ⊂ G(1, n) se puede
obtener como el lugar de degeneracio´n de a+ 1 secciones del fibrado S de la
grassmanniana de rectas en el Pb. Dicha grassmanniana es adema´s el lugar
de ceros de n−b secciones de Q. En particular, Ω(Pi,Pn) es el lugar de dege-
neracio´n de i+ 1 secciones de S y Ω(Pn−2,Pn−1) es el lugar de ceros de una
seccio´n de Q, donde S y Q son los fibrados universales de la grassmanniana.
Demostracio´n. Ve´ase [KL]
A continuacio´n necesitamos una generalizacio´n del teorema de Bertini
para fibrados de rango arbitrario pidiendo algo menos que mucha amplitud.
A continuacio´n enunciamos un caso particular de la llamada fo´rmula de Por-
teous:
Teorema 1.28 Sea E un fibrado vectorial de rango r sobre una variedad lisa
X. Si E esta´ generado por sus secciones globales, el lugar de degeneracio´n
de s secciones generales de E tiene codimensio´n r− s+1 y su lugar singular
es el lugar donde las secciones generan un subespacio de dimensio´n menor o
igual que s− 2, luego tiene codimensio´n 2(r − s+ 2) en X.
Demostracio´n. Ve´ase por ejemplo [F].
Corolario 1.29 Dados X ⊂ G(1, n) una variedad de Schubert Ω(Pa,Pb), la
interseccio´n Z := X ∩Ω(Pa,Pb) tiene codimensio´n 2n− b− a− 1 y su lugar
singular tiene codimensio´n 2n− 2a en X salvo si a = b− 1, en cuyo caso es
liso (esto cuadra perfectamente con el punto 1 de la Observacio´n 1.25).
Demostracio´n. Los fibrados S y Q esta´n globalmente generados (Obser-
vacio´n 1.24). Por el Teorema 1.28, un elemento general Y := X ∩Ω(Pb−1,Pb)
tiene codimensio´n 2n− 2b en X y es liso por ser la interseccio´n en X de los
ceros de n− b secciones generales de Q|X(cuando se trata de los ceros de una
seccio´n, s = 1, luego no se puede alcanzar rango menor o igual que s − 2).
Esto demuestra el caso a = b− 1. Para a < b− 1, consideramos Y dentro de
la grassmanniana de rectas en Pb y tomamos el lugar de degeneracio´n de a+1
secciones generales del fibrado S correspondiente a esa grassmanniana (que
es de rango b − 1) restringido a Y y obtenemos Z. Segu´n el Teorema 1.28,
Z tiene codimensio´n b − a − 1 en Y y su lugar singular tiene codimensio´n
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2b− 2a en Y . Por tanto las codimensiones de Z y su lugar singular en X son
respectivamente 2n− b− a− 1 y 2n− 2a.
El siguiente corolario sera´ exactamente el resultado que necesitaremos a
este respecto para el Cap´ıtulo 3.
Corolario 1.30 Sea X ⊂ G(1, n) lisa de dimensio´n n, entonces la superficie
general Si obtenida cortando X con un Ω(Pi,Pn−i+1) es lisa.
Demostracio´n. Segu´n el Corolario 1.29, el lugar singular de Si tiene codi-
mensio´n 2n − 2i en X. Pero i < n − i + 1, luego i < n+1
2
. Por tanto, la
codimensio´n es mayor que n en X salvo si i = n
2
, en cuyo caso Si ya es lisa
por el Corolario 1.29.
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Cap´ıtulo 2
Subvariedades de codimensio´n
pequen˜a
Las subvariedades (lisas) cuya codimensio´n es pequen˜a en comparacio´n con la
dimensio´n tienden a estar mucho ma´s condicionadas por la variedad ambiente
mientras ma´s pequen˜a sea la codimensio´n. Recue´rdense por ejemplo los casos
de una curva en P2 o una superficie en P4 (Ejemplos 1.15 y 1.16). En general,
para variedades X ⊂ Y de dimensiones n y N respectivamente, la fo´rmula
(1.6), so´lo da relaciones nume´ricas cuando 2n − 2 ≥ N (y cuanto mayor
sea n en relacio´n con N , ma´s relaciones da). Es bien conocido que las subva-
riedades de codimensio´n uno son lugares de ceros de una seccio´n de un fibrado
de rango uno. Por tanto, podemos aplicar resultados como el Teorema 1.23 o
el Teorema 1.28 para conocer la geometr´ıa de la subvariedad (siempre que el
fibrado cumpla ciertas restricciones de amplitud o generacio´n por secciones
globales respectivamente). Para codimensio´n dos, esta´ la correspondencia
de Hartshorne-Serre (que explicaremos en la primera seccio´n del presente
cap´ıtulo), que permite ver a X como lugar de degeneracio´n de secciones de
un fibrado vectorial sobre Y . Para codimensio´n tres existen resultados par-
ciales (ve´anse [W] y [EPW]) que permiten ver las subvariedades subcano´nicas
como subvariedades pfaffianas mientras que en codimensio´n arbitraria no se
conocen resultados ana´logos. La segunda seccio´n de este cap´ıtulo recuerda
las propiedades topolo´gicas que se heredan de la variedad ambiente, as´ı como
la conjetura de Hartshorne, que aventura propiedades muy restrictivas para
las mencionadas variedades de codimensio´n pequen˜a cuando el espacio am-
biente es un espacio proyectivo. Por u´ltimo, describimos en la u´ltima seccio´n
el me´todo que hemos desarrollado para la presente tesis, aplica´ndolo para
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reobtener resultados conocidos en el espacio proyectivo.
2.1 Subvariedades de codimensio´n uno y dos
Es bien conocido que toda subvariedad de codimensio´n uno en una variedad
lisa se puede definir localmente como el conjunto de ceros de una funcio´n.
Las funciones de cada abierto pegan bien unas con otras y proporcionan un
fibrado lineal. Por tanto, toda subvariedad de codimensio´n uno es un divisor
y se obtiene como lugar de ceros de una seccio´n de un fibrado invertible.
Un modo de obtener subvariedades de codimensio´n arbitraria es el Teo-
rema 1.28, que en el caso particular de codimensio´n dos se puede obtener el
siguiente resultado:
Teorema 2.1 Sea X una variedad lisa de dimensio´n n y E un fibrado vec-
torial de rango r sobre Y con 2 ≤ r ≤ n. Si existe un subespacio vectorial
V ⊂ H0(X,E) de dimensio´n r − 1 tal que:
1. el subhaz de E generado por los elementos de V tiene rango ≥ r− 2 en
todos los puntos de X;
2. el subesquema cerrado Y de X donde este rango es igual a r − 2 tiene
codimensio´n dos.
Entonces:
• Y es localmente interseccio´n completa;
• existe una sucesio´n exacta
0→ V ⊗OX → E → JY ⊗
r∧
E → 0
• existe un morfismo pi : Y → Pr−2 definido por ∧2NY |X ' ∧r E ⊗
pi∗OPr−2(1) (es decir,
∧2NY |X⊗∧r E∨ esta´ generado por sus secciones
globales);
• para todo s ∈ {2, . . . , r}, la clase de Chern cs(E) es el pulback a Y de
un Pr−s ⊂ Pr−2.
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Demostracio´n. Ve´ase [V].
Lo interesante de la codimensio´n dos es que, mediante la llamada corres-
pondencia de Hartshorne-Serre (Teorema 2.3), se tiene que esencialmente
cualquier subvariedad se obtiene as´ı. Por completitud, daremos aqu´ı la
demostracio´n, pues hubo un paso de la que se encuentra en [V] que no vi-
mos claro. Para ello usaremos los functores Ext y Ext. Todos los rudimentos
necesarios sobre estos functores pueden encontrarse en [Ha], en [GH], si bien
algunas propiedades listadas en seccio´n 1.3 de [V] las justificaremos con ayuda
de otros textos. Antes necesitamos un resultado de caracterizacio´n de haces
localmente libres.
Lema 2.2 Sea X una variedad lisa y F un haz sobre X. Si F es coherente
y ExtiX(F ,OX) = 0 ∀i ≥ 1, entonces F es localmente libre.
Demostracio´n. Usamos el ejercicio II 5.7b de [Ha], que afirma que basta
ver que para todo x ∈ X, el OX,x-mo´dulo Fx es libre.
F es un OX-mo´dulo, as´ı que tenemos una resolucio´n localmente libre:
0→ Ln → · · · → L0 → F → 0
Demostraremos que, para todo x ∈ X, Fx es libre usando induccio´n sobre
la longitud n de una resolucio´n de F .
El caso n = 0 es trivial. En el caso n = 1 tenemos la resolucio´n
0→ L1 → L0 → F → 0 (2.1)
pero tenemos Ext1(F , L1) ' Ext1(F ,Ox) ⊗ L1 que es el haz trivial por
hipo´tesis. Por el teorema III 6.8 de [Ha],
ExtiOX,x(Fx, L1,x) ' ExtiX(F , L1)x = 0
para todo x ∈ X. Por tanto, la extensio´n (2.1) considerada en fibras debe ser
trivial, luego L0,x ' L1,x⊕Fx, con lo que Fx debe ser un OX,x-mo´dulo libre.
Para ver que n ⇒ n + 1, supongamos que se verifica el resultado para
fibrados con resolucio´n de longitud n y vea´moslo para fibrados con resolucio´n
de longitud n+ 1. Observemos el diagrama
0→ Ln+1 → · · · → L1 → L0 → F → 0
↘ ↗
K1
↗ ↘
0 0
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Si vemos queK1 tiene todos los haces Ext nulos, por hipo´tesis de induccio´n
tendremos que es libre, y estaremos en el caso n = 1 para Fx. Es fa´cil, pues
tenemos una sucesio´n exacta
→ ExtiOX (L0,OX)→ ExtiOX (K1,OX)→ Exti+1OX (F ,OX)→
y los mo´dulos de los extremos son triviales, luego el del centro tambie´n.
Teorema 2.3 Sean X una variedad lisa de dimensio´n n y sea Y un
subesquema cerrado de codimensio´n dos de X. Sea L fibrado lineal sobre
X. Si se cumple que:
(1) Y es localmente interseccio´n completa;
(2) El fibrado lineal
∧2NY |X⊗L∨ esta´ generado por r−1 secciones globales,
con 2 ≤ r ≤ n, que definen un morfismo pi : Y → Pr−2 (por tanto ∧2NY |X '
L⊗ pi∗OPr−2(1))
(3) H2(X, (r − 1)L∨) = 0
Entonces, existe una extensio´n no trivial
0→ (r − 1)OX → E → JY ⊗ L → 0
donde E es localmente libre y para todo s = 2, . . . , r se tiene que cs(E) es el
pullback por pi de un Pr−s.
Demostracio´n. Consideremos la sucesio´n exacta:
0→ JY → OX → OY → 0 (2.2)
De aqu´ı obtenemos :
0→ Hom(OY ,OX)→ Hom(OX ,OX)→
→ Hom(JY , OX)→ Ext1X(OY ,OX)→ 0 (2.3)
Como Y es localmente interseccio´n completa, Ext1X(JY ,L∨) '
Ext2X(OY ,L∨) '
∧2NY |X ⊗ L∨ (el primer isomorfismo se obtiene de (2.2),
para el segundo, ve´ase por ejemplo [Ha2, III. Proposition 7.2]). Y esto es,
precisamente pi∗(OP(1)), es decir, Ext1X(JY ⊗L,OX) esta´ generado por r− 1
secciones globales, i.e. existe un morfismo sobre
V ⊗OX → Ext1X(JY ⊗ L,OX) (2.4)
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donde V es un espacio vectorial de dimensio´n r − 1).
Es bien conocido que ExtiX(OY ,OX) ' 0 (ver por ejemplo [Ha2, III.
Proposition 7.2]) para todo i salvo la codimensio´n de Y , que es dos. Tambie´n
que Hom(JY ,OX) ' Hom(OX ,OX) ' OX y, por tanto, Hom(JY ⊗
L,OX) ' L∨ (en [Ha, III.6]).
Ahora, combinemos esto con la siguiente sucesio´n que se tiene para todo
par de OX-mo´dulos G ′ y G ′′ (obtenida a partir de la sucesio´n espectral de los
Hp(X, Extq(F ,G)), que converge a Extp+q(F ,G), ve´ase [AK]):
0→ H1(X,HomX(G ′,G ′′))→ Ext1X(G ′,G ′′)→
→ H0(X, Ext1X(G ′,G ′′))→ H2(X,HomX(G ′,G ′′))→ Ext1X(G ′,G ′′)
Ponemos ahora G ′ = JY ⊗ L y G ′′ = V ∗ ⊗OX tomando V como arriba. As´ı
obtenemos:
0→ H1(X, (r − 1)L∨)→ Ext1X(JY ⊗ L, V ∗ ⊗OX) g−→
g−→ H0(X, Ext1X(JY ⊗ L, V ∗ ⊗OX))→ H2(X, (r − 1)L∨) ' 0 (2.5)
donde g esta´ definido de la manera natural y, en consecuencia, se puede ver
como el morfismo natural
Ext1X(JY ⊗ L, V ∗ ⊗OX)→ H0(X, Ext1X(JY ⊗ L, V ∗ ⊗OX)) '
' V ∗ ⊗H0(X,
2∧
NY |X ⊗ L∨) ' Hom(V,H0(X,
2∧
NY |X ⊗ L∨))
Sea s ∈ Hom(V,H0(X,∧2NY |X⊗L∨)) el homomorfismo inducido por tomar
secciones globales en el epimorfismo (2.4). Sea e un un elemento de la prei-
magen por g (que es sobre) de s. Entonces e representa una extensio´n no
trivial
0→ V ∗ ⊗OX → E → JY ⊗ L → 0 (2.6)
El haz E es coherente por estar en (2.6). Para ver que es localmente
libre, podemos usar el Lema 2.2, luego nos basta ver que para todo i >
1, ExtiX(E,OX) ' 0. Para ello aplicamos el functor Hom( ,OX) a (2.6) y
obtenemos:
0→ Hom(JY ⊗ L,OX)→ Hom(E,OX)→
→ Hom(V ∗ ⊗OX ,OX) ' V ⊗OX f−→ F →
→ Ext1X(E,OX)→ Ext1X(V ∗ ⊗OX ,OX) ' 0 (2.7)
23
donde f es, naturalmente, el epimorfismo (2.4) debido a co´mo esta´ definida
la extensio´n (2.6). Por tanto, Ext1X(E,OX) = 0.
Para i ≥ 2, ExtiX(E,OX) es cero, por la sucesio´n:
→ ExtiX(JY ⊗ L,OX)→ ExtiX(E ,OX)→ ExtiX(V ∗ ⊗OX ,OX)→
y el hecho de que ExtiX(OX ,OX) ' 0 (ver [Ha, III.6]) y ExtiX(JY ,OX) '
Exti+1X (OY ,OX) ' 0 (el primer isomorfismo es consecuencia trivial de que
ExtiX(OX ,OX) ' 0 y la segunda esta´, por ejemplo, en [Ha2, III. Proposition
7.2]).
Para el resto del enunciado, la sucesio´n (2.6) nos dice que E cumple las
hipo´tesis del Teorema 2.1.
2.2 La conjetura de Hartshorne y resultados
relacionados
Ahora nos centramos en resultados para codimensio´n pequen˜a en relacio´n
con la dimensio´n. En [H], Hartshorne conjeturo´:
Conjetura 2.4 (Hartshorne) Toda subvariedad lisa de dimensio´n n en PN
con 2N < 3n es interseccio´n completa.
A continuacio´n mostramos resultados que afianzan la credibilidad de esta
conjetura. Gracias al teorema de la seccio´n hiperplana de Lefschetz (Teorema
1.22), sabemos que toda interseccio´n completa en PN de dimensio´n n hereda
los grupos de cohomolog´ıa H1(X,Z), .., Hn−1(X,Z) de los correspondientes
a PN . Por tanto los siguientes resultados constituyen un apoyo a la conjetura
de Hartshorne:
Teorema 2.5 (Barth) Sea X ⊂ PN una subvariedad lisa de dimensio´n n.
Entonces los morfismos de restriccio´n H i(PN ,C)→ H i(X,C) son isomorfis-
mos para i ≤ 2n−N .
Demostracio´n. Ve´ase [B]
Teorema 2.6 (Barth-Larsen) Sea X ⊂ PN una subvariedad lisa de di-
mensio´n n con N ≤ 2n− 1. Entonces X es simplemente conexa.
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Demostracio´n. Ver [BL]
Como consecuencia de estos dos teoremas se obtuvo el siguiente.
Teorema 2.7 (Larsen) Sea X ⊂ PN una subvariedad lisa de dimensio´n
n. Entonces los grupos de homotop´ıa relativa pii(PN , X) son triviales para
i ≤ 2n − N + 1. En particular, los morfismos de restriccio´n H i(PN ,Z) →
H i(X,Z) son isomorfismos para i ≤ 2n−N .
Demostracio´n. Ve´ase [L].
Corolario 2.8 Sea X ⊂ PN lisa de dimensio´n n con N ≤ 2n− 2, entonces
el grupo de Picard de X esta´ generado por la seccio´n hiperplana.
Demostracio´n. Se procede con las sucesiones exponenciales como en la
demostracio´n del Teorema 1.23, es decir, que, gracias al Teorema 2.7, basta
probar que el homomorfismo H1(PN ,OPN )→ H1(X,OX) es biyectivo. Para
ello recurrimos a la teor´ıa de Hodge, segu´n la cual,
H1(X,C) ' H1(X,O)⊕H0(X,ΩX) (2.8)
H1(PN ,C) ' H1(PN ,O)⊕H0(PN ,ΩPN ) (2.9)
donde ΩX y PN son los fibrados cotangentes a X y PN respectivamente. De
hecho, la inclusio´n H1(X,OX) ↪→ H1(X,C) es compatible con las restric-
ciones, por lo que el diagrama
H1(G(1, n),OPN ) ↪→ H1(PN ,C)
↓ ↓
H1(X,OX) ↪→ H1(X,C)
es conmutativo. Tambie´n sera´ conmutativo si ponemos el fibrado cotangente
en lugar del trivial. Por tanto, por el Teorema 2.5 y por (2.8) y (2.9), tenemos
que la restriccio´n H1(G(1, n),OG(1,n))→ H1(X,OX) es biyectiva.
El resto es igual que en la demostracio´n del Teorema 1.23.
Hay extensiones de los teoremas de Barth-Larsen a otras variedades am-
biente. Para grassmannianas, Barth y Van de Ven demostraron en [BV]:
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Teorema 2.9 Sea X ⊂ G(k, n) una subvariedad lisa de codimensio´n dos.
Entonces las restricciones
H i(G(k, n),Z)→ H i(X,Z)
son isomorfismos para n− k ≥ 6 y i = 0, 1, 2.
En un ambiente ma´s general de espacios homoge´neos, Sommese mejoro´
el resultado anterior obteniendo en el caso de productos de grassmannianas:
Teorema 2.10 (Sommese) Sea X una variedad lisa de dimensio´n
m contenida en
∏
G(kl, nl). Entonces los morfismos de restriccio´n
H i(G(k, n),Z)→ H i(X,Z) son isomorfismos para i ≤ 2m−2∑(kl+1)(nl−
kl)+min{nl}.
Del mismo modo que el Corolario 2.8, este resultado implica (ya parti-
cularizando en grassmannianas de rectas y productos de dos espacios proyec-
tivos de la misma dimensio´n) los siguientes resultados:
Corolario 2.11 Sea X una variedad lisa de dimensio´n mayor o igual que
3
2
n−1 contenida en G(1, n). Entonces el grupo de Picard de X esta´ generado
por la seccio´n hiperplana.
Corolario 2.12 Sea X una variedad lisa de dimensio´n mayor o igual que
3n−1
2
contenida en Pn−1 × Pn−1. Entonces el grupo de Picard de X esta´ gen-
erado por los levantados por las dos proyecciones naturales de la seccio´n
hiperplana de Pn−1.
Obse´rvese que este resultado es ma´s restrictivo en cuanto a la relacio´n
entre dimensio´n y codimensio´n que el teorema de Barth-Larsen (Teorema
2.7). En el caso de codimensio´n dos, Arrondo hizo en [A] un avance en este
sentido:
Teorema 2.13 Sea X ⊂ G(1, n), con n = 4, 5, lisa de codimensio´n dos.
Entonces existe q ∈ Q tal que el divisor cano´nico KX es nume´ricamente
equivalente a qHX , donde HX es la seccio´n hiperplana.
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La idea de la demostracio´n de este teorema es usar la correspondencia de
Hartshorne-Serre (Teorema 2.3), por la cual X es el lugar de degeneracio´n
de r − 2 secciones de un fibrado E de rango r en la sucesio´n exacta:
0→ Or−2 → E → JX → 0
Como X es lisa, el Teorema 1.28 implica que el lugar singular de X
(nume´ricamente c3(E)
2 − c2(E)c4(E)) es el vac´ıo. Esta igualdad nume´rica
implica sorprendentemente, usando el teorema del ı´ndice de Hodge (concre-
tamente la Observacio´n 1.19), que en la superficie seccional S de X, KS es,
nume´ricamente un mu´ltiplo racional de HS. Por el Corolario 1.23, esto pasa
tambie´n en X.
La idea de la presente memoria es, sin utilizar la correspondencia de
Hartshorne-Serre, volver a obtener el ana´logo de la igualdad nume´rica
c3(E)
2− c2(E)c4(E) = 0. De hecho, observamos que esta igualdad es simple-
mente la expresio´n P de (1.6) para D = KX , con lo que podemos mejorar
el Teorema 2.13 para cualquier divisor y para cualquier codimensio´n (en el
l´ımite fijado por los teoremas de Barth-Larsen, en concreto del Corolario 2.8).
2.3 Presentacio´n del me´todo
Esta seccio´n esta´ dedicada a dar una demostracio´n directa del Corolario
2.8 salvo divisibilidad en el grupo de Picard (Corolario 2.15). El me´todo
que utilizamos para la demostracio´n (que aparece explicado al final de esta
seccio´n) es el que, con distintas variantes, aplicaremos en cap´ıtulos posteriores
a otras variedades ambiente. Empezamos con el mismo resultado so´lo para
el grupo de Ne´ron-Severi:
Proposicio´n 2.14 Sea X una variedad proyectiva no singular de dimensio´n
n contenida en PN , con N ≤ 2n−2. Sea HX la restriccio´n a X de la seccio´n
hiperplana H de Pn. Sea D un divisor de X. Entonces existe un nu´mero
racional q tal que D ≡num qHX .
Demostracio´n. Considerando PN como un subespacio de P2n−2, podemos
suponer que N = 2n− 2. Por otro lado, es lo mismo demostrar el resultado
paraD que paraD+kH|X con k ∈ Z, por lo que, escogiendo k suficientemente
grande, podemos suponer que D es muy amplio (Teorema 1.10) y, por el
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teorema de Bertini, liso. En ese caso, tenemos la sucesio´n exacta de fibrados
normales (1.5) y, como consecuencia, la fo´rmula (1.6) toma la forma:
δ2 − d[D]2X [H]n−2X = 0 (2.10)
donde d y δ son respectivamente los grados de X y D en P2n−2.
Esto mismo se puede escribir de la forma:
([D]X [H]
n−1
X )
2 = [H]nX([D]
2
X [H]
n−2
X ) (2.11)
Sea S la superficie que se obtiene al intersecar X con n − 2 hiperplanos
generales. Entonces S es una superficie lisa irreducible por el teorema de
Bertini. Ahora podemos expresar (2.11) en te´rminos de S:
(D|SH|S)2 = H2|SD
2
|S (2.12)
Luego, por la Observacio´n 1.19 obtenemos que D|S ≡num qH|X para algu´n
q ∈ Z. Por el teorema de la seccio´n hiperplana de Lefschetz, la restriccio´n
H2(X,Q) → H2(S,Q) es inyectiva. Esto, unido al hecho de que las equiva-
lencias nume´rica y homolo´gica coinciden en divisores, nos permite concluir
que D ≡num qH|X .
Y ya estamos en condiciones de demostrar el Teorema de Barth-Larsen
(salvo irreducibilidad de la seccio´n hiperplana).
Corolario 2.15 En las mismas condiciones de la Proposicio´n 2.14, PicX '
Z.
Demostracio´n. Por la Proposicio´n 2.14, tenemos que NS(X) ' Z. Por
otro lado, el Teorema 2.6 y el Teorema 1.9 dan que PicX ' N1(X), con lo
que se concluye la demostracio´n.
Las demostraciones de la Proposicio´n 2.14 y el Corolario 2.15 ilustran
el me´todo que introducimos en la presente tesis para decidir cua´ndo una
subvariedad de codimensio´n pequen˜a hereda el grupo de Picard de la variedad
ambiente. En la siguiente observacio´n explicamos dicho me´todo.
Observacio´n 2.16 Buscamos demostrar que una subvariedad de codi-
mensio´n pequen˜a hereda el grupo de Picard de su variedad ambiente. Sea
por tanto una variedad ambiente lisa Y de dimensio´n N y una subvariedad
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X lisa de dimensio´n n con 2n− 2 ≥ N . Podemos suponer que N es par (por
comodidad so´lo trataremos casos as´ı, pero el me´todo es fa´cilmente adaptable
al caso impar), de forma que, al cortar con 2n−2−N
2
divisores muy amplios
generales, tenemos una variedad X ′ de dimensio´n N+2
2
que, por el Teorema
1.23, ha heredado el grupo de Picard de X. De modo que cualquier cosa que
demostremos para el grupo de Picard deX ′ valdra´ para el deX y as´ı podemos
suponer que N = 2n−2. SeaD un divisor enX (que, de la misma manera que
en el principio de la demostracio´n de la Proposicio´n 2.14, podemos suponer
liso). Sean H1, ..., Hl los generadores de PicY restringidos a X.
Lo primero que haremos sera´ aplicar la Observacio´n 1.17 a D ⊂ X ⊂ Y .
Llamaremos P a la expresio´n en (1.6), que es nula. Acto seguido, procedemos
como en la Proposicio´n 2.14 y el Corolario 2.15 (si bien resultara´ un tanto
ma´s enrevesado) en dos pasos:
(i) combinamos la nulidad de P con las distintas versiones del teorema del
ı´ndice de Hodge (Observaciones 1.19 y 1.20 y Corolario 1.21) para deducir
una dependencia nume´rica entre la restriccio´n de D y las restricciones de
H1, ..., Hl a una superficie S que sea la interseccio´n deX con n−2 hiperplanos
generales. Despue´s, aplicamos el Teorema 1.23 que nos permite levantar la
dependencia nume´rica a X.
(ii) Para los casos en que X sea simplemente conexa, deduciremos la depen-
dencia lineal de la nume´rica del Teorema 1.9 como en el Corolario 2.15.
El paso (i) no sera´ en general tan fa´cil como en esta seccio´n, pues para
sacar la dependencia lineal en S habra´ que probarla primero en superficies
dadas por intersecciones con ciclos de codimensio´n n− 2 distintos (esto nos
obligara´ a usar el Teorema 1.28). Adema´s, la manera de combinar el Teorema
del ı´ndice de Hodge con la expresio´n P consistira´ en igualar P a una suma
de expresiones del mismo signo (que, en muchas vendra´ determinado por el
teorema del ı´ndice de Hodge), lo cual obligara´ a estas u´ltimas a anularse.
E´ste es el me´todo usado en [A] para demostrar la subcanonicidad. De hecho,
la expresio´n P aplicada a D = K coincide con la fo´rmula (5) de [A] para
G(1, 4) y las fo´rmulas (9) y (10) para G(1, 5).
En cuanto al paso (ii), la simple conexio´n en X se puede garantizar so´lo
en algunos casos. Los dos cap´ıtulos siguientes tratan con variedades Y que
garantizan la simple conexio´n en cualquier subvariedad X de codimensio´n
pequen˜a (con algunas condicio´nes ma´s). Tales resultados de simple conexio´n
esta´n probados en [D] y enunciados en los siguiente resultados:
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Teorema 2.17 Sea X ⊂ G(1, n) de dimensio´n mayor o igual que n tal que
su interseccio´n con cualquiera de los ciclos de Schubert de codimensio´n n en
G(1, n) es no vac´ıa. Entonces X es simplemente conexa.
Demostracio´n. Es un caso particular de [D, Corollaire 7.4].
Teorema 2.18 Sea X ⊂ Pn−1 × Pn−1 de dimensio´n mayor o igual que n
tal que las dos proyecciones son sobreyectivas. Entonces X es simplemente
conexa.
Demostracio´n. Es un caso particular de [D, Corollaire 2.4].
Aprovechamos tambie´n para recordar otro resultado del mismo art´ıculo
que nos sera´ u´til para el Cap´ıtulo 3.
Teorema 2.19 Dada una subvariedad X ⊂ G(1, n) lisa de dimensio´n n, su
interseccio´n con una variedad de Schubert general de tipo Ω(Pi,Pn−i+1) es
irreducible.
Demostracio´n. Es un caso particular de [D, The´ore`me 8.1].
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Cap´ıtulo 3
Grassmannianas de rectas
En este cap´ıtulo aplicamos el me´todo introducido en el cap´ıtulo anterior a
una subvariedad X de una grassmanniana. Estudiaremos subvariedades en
G(1, n) (grassmanniana de rectas proyectivas en un espacio proyectivo de
dimensio´n n) debido a que su dimensio´n es 2n − 2 (y por tanto es par) y,
sobre todo, porque las potencias de la seccio´n hiperplana se pueden escribir
como combinacio´n de los ciclos de Schubert de manera mucho ma´s fa´cil que
en otras grassmannianas. En este cap´ıtulo se tratara´n por separado los casos
n = 2k y n = 2k + 1 cuando la situacio´n lo requiera.
3.1 Enunciado del teorema y primeras obser-
vaciones
El presente cap´ıtulo esta´ dedicado a demostrar el siguiente resultado.
Teorema 3.1 Sea X ⊂ G(1, n) una subvariedad lisa de dimensio´n n′ mayor
o igual que n. Sea H la clase de la seccio´n hiperplana de X. Supongamos que
para todos H1, ..., Hn′−n hiperplanos generales y para todo ciclo de Schubert
Ω de codimensio´n n, X ∩H1 ∩ ... ∩Hn′−n ∩ Ω 6= ∅. Entonces PicX ' Z.
Observacio´n 3.2 El Teorema 3.1 mejora el resultado de Sommese (Coro-
lario 2.11) an˜adiendo so´lo unas hipo´tesis nume´ricas que, por otro lado, no
son superfluas. Conside´rese por ejemplo el conjunto X de todas las rectas
de una cua´drica en P5. Es una subvariedad lisa de G(1, 5) de dimensio´n 5
y su interseccio´n con un Ω(0, 5) general es claramente vac´ıa. Por otro lado,
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identificando la cua´drica en P5 con G(1, 3), una recta en ella se corresponde
con el haz de rectas en un plano de P3 que pasan por un punto dado de
dicho plano. Por tanto X es la subvariedad de P3×P3∗ dada por la ecuacio´n
x0x
∗
0 + x1x
∗
1 + x2x
∗
2 + x3x
∗
3 = 0, que es una seccio´n muy amplia y lisa de
P3 × P3∗. Por tanto, por el teorema 1.23, PicX ' Z⊕ Z.
Sin embargo, a veces las hipo´tesis nume´ricas del Teorema 3.1 se pueden
obviar:
Observacio´n 3.3 Sea X ⊂ G = G(1, n) una subvariedad lisa e irreducible
de codimensio´n dos. Segu´n lo expuesto en la Observacio´n 1.25, tendra´ clase:
[X] = a1Ω(n− 3, n) + a2Ω(n− 2, n− 1)
Entonces, la interseccio´n con la seccio´n hiperplana tiene clase:
[X]H = a1Ω(n− 4, n) + (a1 + a2)Ω(n− 3, n− 1)
En consecuencia, si a1 6= 0, X esta´ en las hipo´tesis del Teorema 3.1 cuando
n ≥ 5, por lo que no es necesario imponer que a2 6= 0. Esto muestra que en
general, cuando n′ > n, no es necesario imponer la condicio´n suficiente de
que la interseccio´n de X con todos los ciclos de Schubert de codimensio´n n′
sea distinta de cero.
Adema´s, en nuestro caso, si a1 = 0, entonces significa que la unio´n Z de la
familia (2n− 4)-dimensional de rectas parametrizada por X tiene dimensio´n
a lo sumo n− 1 (al ser la interseccio´n con Ω(0, n) es vac´ıa, entonces el punto
general de Pn no esta´ en esa unio´n). Esto implica que X es la variedad
de Schubert de las rectas contenidas en un hiperplano (ve´anse [Se] o [Ro],
pero este caso se puede demostrar sencillamente comprobando que dos puntos
generales de Z estan unidos por un elemento deX). EntoncesX ' G(1, n−1)
y, por tanto, PicX esta´ generado por la seccio´n hiperplana.
Para n ≥ 5, cualquier variedad lisa con a1 6= 0 esta´ en las hipo´tesis del
Teorema 3.1. En el caso particular de n = 4, una variedad X de codimensio´n
dos no esta´ en dichas hipo´tesis si y so´lo si a2 = 0. Pero entonces X es el lugar
de las rectas que cortan a una curva C (ve´ase [ABT]), luego es singular en
las bisecantes a C. Por tanto, el Teorema 3.1 implica que el grupo de Picard
de una variedad lisa X ⊂ G(1, n) de codimensio´n dos esta´ generado por un
solo elemento cuando n ≥ 4. Esto mejora los resultados de Barth, van de Ven
y Sommese (ver Corolario 2.11), va´lidos para n ≥ 6, aunque para n = 4, 5
no podemos asegurar que el generador del grupo de Picard sea la seccio´n
hiperplana.
32
Ahora haremos algunas reducciones para probar el Teorema 3.1.
Observacio´n 3.4 Por el Teorema 2.17, toda variedad X en las hipo´tesis
del teorema 3.1 es simplemente conexa. Por tanto, segu´n lo descrito en la
Observacio´n 2.16, nos basta demostrar que, para dimX = n, se tiene que, si
S es la interseccio´n de X con n − 2 hiperplanos generales, D|S ≡num qH|S
para algu´n q ∈ Q.
El resto del cap´ıtulo esta´ dedicado a demostrar el Teorema 3.1 segu´n lo
establecido en la Observacio´n 3.4.
3.2 Los invariantes nume´ricos
Antes de nada, vamos a definir la notacio´n general que usaremos en lo que
queda de cap´ıtulo. Fijemos una variedad X en G(1, n) de dimensio´n n con
un divisor liso D. Sea ai := [X]G(1,n)Ω(i, n− i+ 1) y para todo i = 1, ..., n2 y
sea αi := [D]G(1,n)Ω(i− 1, n− i+ 1) para todo i = 1, ..., n+12 .
Observacio´n 3.5 La hipo´tesis sobre la interseccio´n de X con ciclos de Schu-
bert quiere decir que todos los ai anteriormente definidos son estrictamente
mayores que cero. Adema´s, dicha definicio´n significa que las clases de X y D
en el anillo de Chow de G(1, n) son:
[X] = a1Ω(1, n) + a2Ω(2, n− 1) + . . .+ a[n
2
]Ω(
[n
2
]
,
[n+ 3
2
]
) (3.1)
[D] = α1Ω(0, n) + α2Ω(1, n− 1) + . . .+ α[n+1
2
]Ω(
[n− 1
2
]
,
[n+ 2
2
]
). (3.2)
De acuerdo con le ca´lculo de Schubert recordado en la Observacio´n 1.25,
tenemos la siguiente tabla de interseccio´n de ciclos en X (que nos define los
λi):
HX D
Ω(0, n)X a1 α1
Ω(1, n− 1)X a1 + a2 α2
...
Ω([n−1
2
], [n+2
2
])X a[n−1
2
] + a[n+1
2
] α[n+1
2
]
DΩ(1, n)X α1 + α2 λ1
DΩ(2, n− 1)X α2 + α3 λ2
...
DΩ([n
2
], [n+3
2
])X α[n
2
] + α[n+2
2
] λ[n2 ]
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Notacio´n En lo sucesivo, por comodidad en la escritura de fo´rmulas tomare-
mos como cero cualquier variable ai, αi, λi cuyo valor no haya sido definido
antes (i.e. a0 = α0 = λ0, ai = 0 si i > [
n+1
2
], αi = 0 si i > [
n+2
2
] y λi = 0 si
[n
2
]). Por otro lado, si consideramos la matriz (traspuesta) de intersecciones
que se obtiene de la tabla de arriba, podemos definir:
M :=

(
a1 a1 + a2 . . . ak−1 + ak α1 + α2 α2 + α3 . . . αk
α1 α2 . . . αk λ1 λ2 . . . λk
)
si n = 2k(
a1 a1 + a2 . . . ak α1 + α2 α2 + α3 . . . αk + αk+1
α1 α2 . . . αk+1 λ1 λ2 . . . λk
)
si n = 2k + 1
(3.3)
Lema 3.6 Para demostrar el teorema 3.1 es suficiente ver que el rango de
M es uno.
Demostracio´n. Como los ai son estrictamente positivos, rgM = 1 implica
que existe q ∈ Q tal que la segunda fila de M es q veces la primera. Sea
D′ := D − qHX . Entonces D′Ω(i, n − i)X = D′DΩ(j, n − j + 1) = 0. Como
se dice en la observacio´n 1.25, Hn−1X y H
n−2
X son combinaciones lineales de
ciclos de Schubert de tipo Ω(i, n − 1)X y Ω(j, n − j + 1)X respectivamente.
Por tanto D′Hn−1X = D
′DHn−2X = 0. Por tanto, si S es la interseccio´n de X
con n− 2 hiperplanos generales, tenemos que:
D′|SH|S = D′Hn−1X = 0
D′2|S = D
′(D − qHX)Hn−2X = 0
Por el teorema del ı´ndice de Hodge, tenemos que D′|S es nume´ricamente
trivial. En conclusio´n, D|S ≡num qH|S, y, por la Observacio´n 3.4, tenemos el
Teorema 3.1.
En consecuencia, el resto del cap´ıtulo estara´ dedicado a demostrar que el
rango de la matriz M es uno.
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3.3 Fin de la demostracio´n
Lema 3.7 Se cumple la siguiente igualdad:
P := α21 + ...+ α
2
[n+1
2
]
− a1λ1 − ...− a[n
2
]λ[n
2
] = 0 (3.4)
Demostracio´n. La igualdad es (1.6) cuando Y = G(1, n). Los productos
de interseccio´n en G(1, n) se calculan a partir de (3.1) y (3.2) y en X a partir
de (3.3).
Observacio´n 3.8 Para todo i = 1, ..., [n
2
] sea Si l superficie obtenida inter-
secando X con un Ω(i, n− i+ 1) general. Por el Corolario 1.30, Si es lisa, y
por el Teorema 2.19, es irreducible.
Entonces podemos aplicar el teorema de Hodge y obtenemos que, como
HΩ(i, n− i+ 1) = Ω(i− 1, n− i+ 1) + Ω(i, n− i):
0 ≥ Hodgei :=
∣∣∣∣ H2|Si D|SiH|SiD|SiH|Si D2|Si
∣∣∣∣ =
=
∣∣∣∣ai−1 + ai αi + αi+1αi λi
∣∣∣∣+ ∣∣∣∣ai + ai+1 αi + αi+1αi+1 λi
∣∣∣∣ (3.5)
salvo cuando n es par y tenemos i = n
2
, que queda:
0 ≥ Hodgei :=
∣∣∣∣ H2|Si D|SiH|SiD|SiH|Si D2|Si
∣∣∣∣ = ∣∣∣∣ai−1 + ai αi + αi+1αi λi
∣∣∣∣ (3.6)
Lema 3.9 Sean P y Hodgei definidos como en (3.4) y (3.5) y (3.6) respec-
tivamente. Entonces:
P = −
k∑
i=1
ai
ai−1 + 2ai + ai+1
Hodgei+
+
k−1∑
i=1
ai
∣∣∣∣ai−1 + ai ai + ai+1αi αi+1
∣∣∣∣2
(ai−1 + 2ai + ai+1)(ai−1 + ai)(ai + ai+1)
(3.7)
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si n = 2k + 1 y
P = −
k−1∑
i=1
ai
ai−1 + 2ai + ai+1
Hodgei +
ak
ak−1 + ak
Hodgek+
+
k−1∑
i=1
ai
∣∣∣∣ai−1 + ai ai + ai+1αi αi+1
∣∣∣∣2
(ai−1 + 2ai + ai+1)(ai−1 + ai)(ai + ai+1)
(3.8)
si n = 2k.
Demostracio´n. Podemos considerar las expresiones como polinomios en
las variables α1, ..., α[n+1
2
], λ1, ..., λ[n2 ] con coeficientes en el cuerpo de frac-
ciones de C[a1, ..., a[n
2
]]. Los u´nicos coeficientes que no se anulan son los de
α2i , αiαi+1, λi. Por tanto, es suficiente probar que el coeficiente de cada uno
de estos monomios es el mismo a la izquierda y a la derecha de (3.7) y (3.8)
respectivamente. Esto es trivial para los coeficientes de λi, que tanto a la
izquierda como a la derecha son ai.
Para αiαi+1, el coeficiente es cero a la izquierda, mientras que a la derecha,
es:
2
ai
ai−1 + 2ai + ai+1
−
− 2 ai
(ai−1 + 2ai + ai+1)(ai−1 + ai)(ai + ai+1)
(ai + ai+1)(ai−1 + ai)
que es cero.
Para α2i , con i 6= 1, k, k + 1 su coeficiente a la izquierda es uno, mientras
que a la derecha es:
ai−1
ai−2 + 2ai−1 + ai
+
ai
ai−1 + 2ai + ai+1
+
ai−1(ai−2 + ai−1)2
(ai−2 + 2ai−1 + ai)(ai−2 + ai−1)(ai−1 + ai)
+
ai(ai + ai+1)
2
(ai−1 + 2ai + ai+1)(ai−1 + ai)(ai + ai+1)
que, tras simplificar, resulta uno.
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El caso α2k con n = 2k + 1 es ana´logo al anterior. Para el caso n = 2k
tenemos a la izquierda uno y a la derecha:
ak−1
ak−2 + 2ak−1 + ak
+
ak
ak−1 + ak
+
ak−1(ak−2 + ak−1)2
(ak−2 + 2ak−1 + ak)(ak−2 + ak−1)(ak−1 + ak)
que tambie´n es uno.
Para el caso n = 2k + 1, α2k+1, tenemos a la izquierda uno y a la derecha
ak
ak−1 + 2ak
+
ak(ak−1 + ak)2
(ak−1 + 2ak)(ak−1 + ak)ak
que tambie´n es uno.
Por u´ltimo, para el caso α21 tenemos uno a la izquierda y a la derecha:
a1
2a1 + a2
+
a1(a1 + a2)
2
(2a1 + a2)a1(a1 + a2)
que es uno, con lo que la demostracio´n termina.
Corolario 3.10 La matriz M de (3.3) tiene rango uno.
Demostracio´n. Es claro que en (3.7) y (3.8), el coeficiente de cada Hodgei
es negativo. Por otro lado, cada Hodgei es no positiva por (3.5) y (3.6) y
el otro sumatorio es claramente de te´rminos no negativos (recordemos que
todas las ai son estrictamente positivas). Por tanto, tenemos a la derecha una
suma de te´rminos no negativos que da P , que es cero. Esto obliga a que todos
los sumandos de la derecha sean nulos. Esto so´lo puede pasar si se anulan las
Hodgei y los determinantes ∣∣∣∣ai−1 + ai ai + ai+1αi αi+1
∣∣∣∣
Precisamente la anulacio´n de estos determinantes revela que las [n+1
2
]
primeras columnas deM generan un espacio de dimensio´n uno. Por otro lado,
la anulacio´n de Hodgei dice que la columna
(
αi + αi+1
λi
)
depende linealmente
de las columnas
(
ai−1 + ai
αi
)
y
(
ai + ai+1
αi+1
)
, que esta´n entre las primeras.
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Cap´ıtulo 4
Productos de espacios
proyectivos
En este cap´ıtulo aplicamos el me´todo explicado en la Observacio´n 2.16 a
subvariedades de productos de espacios proyectivos iguales. El principal re-
sultado a demostrar sera´ el siguiente:
Teorema 4.1 Sea X ⊂ Pn−1 × Pn−1 una subvariedad lisa de dimensio´n
mayor o igual que n tal que las dos proyecciones X → Pn−1 son suprayecti-
vas. Entonces PicX ' Z⊕Z en el cual los levantados H1 y H2 de la seccio´n
hiperplana de Pn−1 por las dos proyecciones respectivamente son linealmente
independientes.
Observacio´n 4.2 El Teorema 4.1 mejora el resultado de Sommese (Coro-
lario 2.12) con el simple an˜adido de unas hipo´tesis sobre la sobreyectividad
de las proyecciones que son claramente necesarias. Por ejemplo, uno puede
tomar subvariedades Z×Pn−1 de Pn−1×Pn−1 con Z ⊂ Pn−1 y PicZ de rango
mayor que uno. Empezando por el mismo Z × Pn−1, habra´ muchas que ten-
gan un grupo de Picard de rango mayor o igual que 3 (por ejemplo, tomando
sucesivas secciones de un fibrado muy amplio.
Observacio´n 4.3 Segu´n el Teorema 2.18, toda variedad X en las hipo´tesis
del Teorema 4.1 es simplemente conexa. Por tanto, segu´n el paso (ii) de la
Observacio´n 2.16, podemos suponer que X tiene dimensio´n n, y podemos
reducir la demostracio´n del Teorema 4.1 a probar que todo divisor liso D
de X restringido a la interseccio´n S de X con n − 2 hiperplanos generales
(es decir, divisores de la clase H1 + H2) es nume´ricamente equivalente a la
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combinacio´n racional de H1 y H2. Obse´rvese que H1 y H2 son linealmente
independientes, pues al cumplirseHn1 = H
n
2 = 0 < (H1+H2)
n, la Observacio´n
1.19 en S nos dice que sus restricciones son independientes. El Teorema 1.23
nos da la independencia de H1 y H2 en X.
Ahora fijaremos la notacio´n general que usaremos a lo largo de la seccio´n.
Sea X una subvariedad lisa de dimensio´n n en Pn−1 × Pn−1 tal que las dos
proyecciones X → Pn−1 son suprayectivas. Sea D un divisor liso en X y sean
H1H2 los levantados a X de la clase hiperplana en Pn−1 por cada una de las
dos proyecciones.
Sean ai, αi, λi definidos segu´n la siguiente tabla de interseccio´n (definimos
por comodidad a0 = an = 0):
H1 H2 D
Hn−11 0 a1 α1
Hn−21 H2 a1 a2 α2
Hn−31 H
2
2 a2 a3 α3
...
...
...
...
Hn−12 an−1 0 αn
DHn−21 α1 α2 λ1
DHn−31 H2 α2 α3 λ2
DHn−41 H
2
2 α3 α4 λ3
...
...
...
...
DHn−22 αn−1 αn λn−1
Si D depende nume´ricamente de H1, H2, la matriz de interseccio´n
M :=
 0 a1 a2 . . . an−1 α1 α2 α3 . . . αn−1a1 a2 a3 . . . 0 α2 α3 α4 . . . αn
α1 α2 α3 . . . αn λ1 λ2 λ3 . . . λn−1
 (4.1)
tiene rango como mucho dos. De hecho, si la matriz M tiene rango dos,
entonces el Teorema 4.1 es cierto. El motivo es que, como a1, an−1 6= 0 (esto
es equivalente al hecho de que las proyeccionesX → Pn−1 sean suprayectivas),
las dos primeras filas son linealmente independientes, luego es la tercera la
que es p veces la primera ma´s q veces la segunda para ciertos p, q ∈ Q.
Entonces el producto de
D′ := D − pH1 − qH2
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con Hn−11 , H
n−2
1 H2, ..., H
n−1
2 , DH
n−2
1 , DH
n−3
1 H2, ..., DH
n−2
2 es cero. Sea S la
interseccio´n de X con n− 2 hiperplanos generales. Entonces
D′|S(H1 +H2)|S = D′(H1 +H2)n−1 = 0
D′2|S := D
′(D − pH1 − qH2)(H1 +H2)n−2 = 0
Por tanto, por el Corolario 1.21, D′|S es nume´ricamente trivial. Por la obser-
vacio´n 4.3, esto implica el teorema 4.1.
En consecuencia, dedicaremos el resto del cap´ıtulo a demostrar que M
tiene rango dos.
4.1 Primeras propiedades nume´ricas
Observacio´n 4.4 Antes de nada, hacemos notar que el anillo de Chow de
Pn−1 × Pn−1 es:
A(Pn−1 × Pn−1) = Z[H1, H2]/(Hn1Hn2 )
dondeH1 yH2 son los levantados de la seccio´n hiperplana por cada una de las
dos proyecciones p1, p2 : Pn−1×Pn−1 → Pn−1 (H1, H2 se usara´n tambie´n para
denotar las restricciones de estos divisores a X, pero sera´ evidente cua´ndo
estamos refirie´ndonos a unos o a otros).
Definicio´n Definiremos ri,j,k como el menor de las columnas i, j, k de la
matriz M .
Dados X y D en las hipo´tesis de la Observacio´n 4.3, sus clases en el anillo
de Chow son:
[X] = an−1Hn−21 + an−2H
n−3
1 H2 + . . .+ a1H
n−2
2 (4.2)
[D] = αnH
n−1
1 + αn−1H
n−2
1 H2 + . . .+ α1H
n−1
2 (4.3)
Esto implica el siguiente resultado.
Lema 4.5 Se verifica la siguiente igualdad:
P := α1αn+α2αn−1+ ...+αnα1− a1λn−1− a2λn−1− ...− an−1λ1 = 0 (4.4)
41
Demostracio´n. Es la fo´rmula (1.6) usando (4.2) y (4.3) para la interseccio´n
en el anillo de Chow de Pn−1 × Pn−1 y (4.1) para la interseccio´n en X.
Lema 4.6 Sea X ⊂ Pn−1×Pn−1 irreducible de dimensio´n n. Sean a1, ..., an−1
definidos como antes. Supongamos que a1, an−1 6= 0. Entonces todos los ai
son estrictamente positivos.
Demostracio´n. Aunque un resultado ma´s general se encuentra en [D,
The´ore`me 1.3], damos por comodidad una demostracio´n directa del resul-
tado que nos interesa.
Sean p1, p2 las restricciones a X de las proyecciones naturales Pn−1×Pn−1.
Dado que a1 6= 0, para un punto generalQ ∈ Pn−1, p1(p−12 (Q)) es una curva de
grado a1 (luego no vac´ıa). Del mismo modo, para un punto general P ∈ Pn−1,
p2(p
−1
1 (P )) es una curva de grado an−1. Por tanto, existe un abierto U ⊂ X
en el que ambas proyecciones consisten en contraer curvas. De hecho, lo que
tenemos es que dim(p−1i (Y ))=dim(Y ) + 1 para todo Y ⊂ Pn−1 general.
Sean Λ ⊂ Pn−1 de codimensio´n i y Q ∈ Pn−1 un subespacio y un punto
generales de modo que la curva C := p1(p
−1
2 (Q)) interseca a Λ en un nu´mero
finito (no nulo) de puntos. Como las proyecciones en U consisten en contraer
curvas, p2(p
−1
1 (Λ)) tiene dimensio´n ≥ n−i−1. Pero sabemos que la dimensio´n
de p−11 (Λ) es n − i, y si hemos perdido una dimensio´n al hacer la segunda
proyeccio´n, toda fibra en un punto de la imagen tiene al menos dimensio´n uno,
lo cual no se cumple para Q (pues Λ intersecar´ıa a C en infinitos puntos). Por
tanto, la dimensio´n de p2(p
−1
1 (Λ)) es n− i, lo que quiere decir que interseca
con cualquier subespacio Λ′ de Pn−1 de codimensio´n n − i. En conclusio´n,
an−i = XHn−i1 H
i
2 6= 0, ya queX ∩ (Pn−i−1 × Pi−1) = X ∩ (Λ× Λ′) 6= ∅.
Notacio´n Para todo i = 1, ..., n− 1, llamaremos Si a la superficie obtenida
intersecando X con un Pi × Pn−i general (por tanto, la clase de Si en X es
Hn−i−11 H
i−1
2 ).
Observacio´n 4.7 Las Si se pueden escoger lisas e irreducibles. La lisitud
viene dada por el Teorema 1.28 (puesto que son interseccio´n de divisores
en sistemas lineales libres). La irreducibilidad se puede encontrar en [D,
The´ore`me 1.3] o bien se sigue trivialmente del Lema 4.6 y el siguiente re-
sultado:
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Lema 4.8 Sea Z ⊂ Pm × Pr (con m ≥ 2) lisa e irreducible de dimensio´n
l ≥ 2 tal que ZZ ′ > 0 para todo ciclo efectivo Z ′ de codimensio´n l. Entonces
la interseccio´n general H1 ∩ Z es irreducible.
Demostracio´n. Si r = 0, estamos en el teorema de Bertini, as´ı que
suponemos r ≥ 1. Por el Lema 1.12 aplicado a L := H1, H := H1 + H2
y k := l−2 tenemos que Z ′|Z := Ll−kHk = H21|ZH l−2|Z > 0 por hipo´tesis (Z ′ no
es trivial precisamente porque m ≥ 2), luego h1(OZ(−H1)) = 0. Tomando
cohomolog´ıa en
0→ OZ(−H1)→ OZ → OH1∩Z → 0 (4.5)
se obtiene que h0(OH1∩Z) = h0(OZ) = 1, luego H1 ∩ Z es conexo y, por ser
adema´s liso, irreducible.
Observacio´n 4.9 Aplicando las Observaciones 1.19 y 1.20 a las restricciones
de H1, H2 a Si, obtenemos la siguiente desigualdad:∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ = ∣∣∣∣ H12|Si H1|SiH2|SiH1|SiH2|Si H22|Si
∣∣∣∣ ≤ 0
con igualdad si y so´lo si H1 y H2 son dependientes en Si. Podemos escribir
las desigualdades de la siguiente manera:
a1
a2
≤ a2
a3
≤ . . . ≤ an−2
an−1
. (4.6)
Esto quiere decir que para todos i, j = 1, ..., n− 1 con i < j se tiene:
ai−1
ai
≤ aj
aj+1
i.e.
∣∣∣∣ai−1 ajai aj+1
∣∣∣∣ ≤ 0
con igualdad si y so´lo si
ai−1
ai
=
ai
ai+1
= . . . =
aj
aj+1
.
i.e. ∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ = ∣∣∣∣ ai ai+1ai+1 ai+2
∣∣∣∣ = . . . = ∣∣∣∣aj−1 ajaj aj+1
∣∣∣∣ = 0
Parece razonable pensar que tales igualdades no pueden producirse, pero
no hemos encontrado una demostracio´n o un contraejemplo. En consecuencia,
algunas demostraciones se volvera´n ma´s complicadas por el hecho de no poder
dar por imposibles esas igualdades.
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Observacio´n 4.10 Aplicando el Teorema 1.21 a la superficie Si y los divi-
sores H1, H2, D, obtenemos:
ri,i+1,n+i :=
∣∣∣∣∣∣
ai−1 ai αi
ai ai+1 αi+1
αi αi+1 λi
∣∣∣∣∣∣ =
∣∣∣∣∣∣
H21|Si H1|SiH2|Si H1|SiD|Si
H1|SiH2|Si H
2
2|Si H2|SiD|Si
H1|SiD|Si H2|SiD|Si D
2
|Si
∣∣∣∣∣∣ ≥ 0
(4.7)
con igualdad cuando H1, H2 y D son nume´ricamente independientes en Si.
Por tanto, la anulacio´n de ri,i+1,n+i probara´ que la restriccio´n de D a Si es
nume´ricamente combinacio´n lineal de las restricciones de H1 y H2 excepto
en el caso de que H1 y H2 sean nume´ricamente proporcionales en Si.
En este u´ltimo caso (que so´lo ocurre cuando ai−1
ai
= ai
ai+1
), decir que D|Si
depende de H1 y H2 es lo mismo que decir que so´lo depende de uno solo
de los dos. Entonces en este caso lo que tiene sentido es considerar que la
desigualdad (que se obtiene de Observacio´n 1.19)∣∣∣∣ai−1 αiαi λi
∣∣∣∣ = ∣∣∣∣ H21|Si H1|SiD|SiH1|SiD|Si D2|Si
∣∣∣∣ ≤ 0 (4.8)
es una igualdad. Adema´s, si H1 y H2 son nume´ricamente proporcionales,
entonces
rk
(
ai−1 ai αi
ai ai+1 αi+1
)
= rk
(
H21|Si H1|SiH2|Si H1|SiD|Si
H1|SiH2|Si H
2
2|Si H2|SiD|Si
)
= 1
y, en particular,
αi+1 =
ai+1
ai
αi (4.9)
Observacio´n 4.11 Como muestra la observacio´n anterior, es necesario mi-
rar cua´ntas igualdades tenemos en la cadena (4.6). Una manera de controlar
esas igualdades es definir la siguiente aplicacio´n:
σ : {2, . . . , n} −→ {2, . . . , n}
i 7→ u´nico l tal queal−2
al−1
< al−1
al
= . . . = ai−2
ai−1
= ai−1
ai
(4.10)
De este modo, es equivalente decir ai−1
ai
=
aj−1
aj
que decir σ(i) = σ(j). En
otras palabras, las igualdades en (4.6) coinciden con las igualdades en
σ(2) ≤ σ(3) ≤ . . . ≤ σ(n− 1) ≤ σ(1).
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Por la Observacio´n 4.9 se tiene que
aσ(i)−2
aσ(i)−1
<
aσ(i)−1
aσ(i)
= . . . = ai−2
ai−1
= ai−1
ai
es equivalente a
∣∣∣∣aσ(i)−1 ai−1aσ(i) ai
∣∣∣∣ = 0, ∣∣∣∣aσ(i)−2 ai−1aσ(i)−1 ai
∣∣∣∣ < 0. Por otro lado,
repitiendo(4.9) para los distintos ı´ndices involucrados se obtiene:
αi =
ai
aσ(i)
ασ(i) (4.11)
El propo´sito de la aplicacio´n σ es permitir la determinacio´n de igualdades
“virtuales” en la cadena (4.6) y despue´s efectuar las substituciones dadas en
(4.11). Esto sera´ muy u´til en la siguiente seccio´n, donde a1, ..., an−1 sera´n
indeterminadas en vez de valores concretos. Con este propo´sito hacemos la
siguiente definicio´n, que nos ayudara´ a trabajar con las igualdades en (4.6)
que puedan surgir.
Definicio´n Llamaremos funcio´n de particio´n a una aplicacio´n σ :
{2, ..., n} → {2, ..., n} tal que
1. σ(i) ≤ i para todo i
2. σ(i) = σ(j) para todo σ(i) ≤ j ≤ i
4.2 Igualdades Polinomiales
A lo largo de esta seccio´n, consideraremos los ai, αi, λi como indeterminadas y
consideraremos todas las expresiones como elementos del anillo de polinomios
Q(a1, . . . , an−1)[α1, . . . , αn, λ1, . . . , λn−1]. La idea es pensar en los elementos
de Q(a1, . . . , an−1) como coeficientes y en α1, . . . , αn, λ1, . . . , λn−1 como varia-
bles. Volvemos a considerar a0 = an = 0 para escribir expresiones de manera
ma´s sencilla. Definimos los polinomios:
P := α1αn + α2αn−1 + . . .+ αnα1 − a1λn−1 − a2λn−2 − . . .− an−1λ1
ri,i+1,n+i :=
∣∣∣∣∣∣
ai−1 ai αi
ai ai+1 αi+1
αi αi+1 λi
∣∣∣∣∣∣
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ri,i+1,n−i+1 :=
∣∣∣∣∣∣
ai−1 ai an−i
ai ai+1 an−i+1
αi αi+1 αn−i+1
∣∣∣∣∣∣
(trivialmente, si i = [n+1
2
] entonces ri,i+1,n−i+1 = 0), y los coeficientes
ci :=
an−i∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ (4.12)
di :=
aian−i∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ ∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ (4.13)
Lema 4.12 En el anillo Q(a1, . . . , an−1)[α1, . . . , αn, λ1, . . . , λn−1] se verifica
la siguiente igualdad:
P = −
n−1∑
i=1
ciri,i+1,n+i −
n−1∑
i=1
dir
2
i,i+1,n−i+1 (4.14)
Demostracio´n. Al igual que en el Lema 3.9, hay que comparar los coe-
ficientes de los monomios de ambos lados. En esta ocasio´n, los que no son
trivialmente nulos son λi, α
2
i , αiαi+1, αiαn−i+1 y αiαn−i+2. El coeficiente de
λi es trivialmente −an−i en ambos lados de (4.14). Escribiremos k = [n+12 ]
durante esta demostracio´n.
Empezamos con α2i (con i 6= 1, k, k + 1, n). Su coeficiente a la
izquierda de (4.14) es claramente cero. A la derecha, el monomio aparece
en ri−1,i,n+i−1, ri,i+1,n+i, r2i−1,i,n−i+2, r
2
n−i+1,n−i+2,i y r
2
i,i+1,n−i+1, por lo que el
coeficiente es:
ci−1ai−2 + ciai+1 − di−1
∣∣∣∣ai−2 an−i+1ai−1 an−i+2
∣∣∣∣2−
− di
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣2 − dn−i+1 ∣∣∣∣ an−i an−i+1an−i+1 an−i+2
∣∣∣∣2
que tambie´n es cero.
El coeficiente de αiαi+1 (con i 6= k, k + 1) a la izquierda es cero. A la
derecha aparece en ri,i+1,n+i y en r
2
i,i+1,n−i+1, luego el coeficiente es:
−2ciai + 2di
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣
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que tambie´n es cero.
El coeficiente de αiαn−i+1 (con i 6= 1, k, k+1) es dos. A la derecha aparece
en r2i,i+1,n−i+1 y r
2
n−i+1,n−i+2,i, luego su coeficiente es:
−2di
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ ∣∣∣∣ai−1 aiai ai+1
∣∣∣∣+ 2dn−i+1 ∣∣∣∣ an−i an−i+1an−i+1 an−i+2
∣∣∣∣ ∣∣∣∣ai−1 an−i+1ai an−i+2
∣∣∣∣
que es tambie´n 2.
Para αiαn−i+2 (con i 6= k, k + 1), el coeficiente a la izquierda es cero y a
la derecha (dada su aparicio´n en r2i−1,i,n−i+2 y r
2
n−i+1,n−i+2,i) es:
2di−1
∣∣∣∣ai−2 an−i+1ai−1 an−i+2
∣∣∣∣ ∣∣∣∣ai−2 ai−1ai−1 ai
∣∣∣∣+ 2dn−i+1 ∣∣∣∣ an−i an−i+1an−i+1 an−i+2
∣∣∣∣ ∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣
que es cero.
Ahora quedan los distintos casos particulares que nos hemos ido dejando
( α21, α1αn, α
2
k, α
2
k+1, αkαk+1, αk+1αk+2, α
2
k+2 y α
2
n). Empezamos con los casos
en los que no hay que diferenciar segu´n la pareidad de n:
El monomio α21 tiene de coeficiente a la izquierda cero y a la derecha
aparece en r1,2,n+1 y en r
2
1,2,n, por lo que su coeficiente es:
c1a2 − d1
∣∣∣∣a1 an−1a2 0
∣∣∣∣2
que es cero.
El coeficiente de α1αn a la izquierda es dos, mientras que a la derecha
aparece en r21,2,n, por lo que su coeficiente es
−2d1
∣∣∣∣a1 an−1a2 0
∣∣∣∣ ∣∣∣∣ 0 a1a1 a2
∣∣∣∣ = 0
El coeficiente de α2n a la izquierda es cero. A la derecha aparece en
rn−1,n,2n−1, r21,2,n y r
2
n−1,n,2, por lo que su coeficiente es:
cn−1an−2 − dn−1
∣∣∣∣an−2 a1an−1 a2
∣∣∣∣2 − d1 ∣∣∣∣ 0 a1a1 a2
∣∣∣∣2
que es cero.
Para el resto tendremos que diferenciar casos segu´n la paridad de n. Em-
pecemos con α2k
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• Si n = 2k, a la izquierda el coeficiente es cero, y a la derecha el
monomio aparece en rk−1,k,n+k−1, rk,k+1,n+k, r2k−1,k,n−(k−1)+1 = r
2
k−1,k,k+2
y r2k+1,k+2,k, por lo que su coeficiente es:
ck−1ak−2 + ckak+1 − dk−1
∣∣∣∣ak−2 ak+1ak−1 ak+2
∣∣∣∣2 − dk+1 ∣∣∣∣ ak ak+1ak+1 ak+2
∣∣∣∣2
que tambie´n es cero.
• Si n = 2k−1, a la izquierda tiene coeficiente uno y a la derecha aparece
en rk−1,k,n+k−1, rk,k+1,n+k y r2k−1,k,n−(k−1)+1 = r
2
k−1,k,k+1, por lo que su
coeficiente es
ci−1ai−2 + ciai+1 − dk−1
∣∣∣∣ak−2 akak−1 ak+1
∣∣∣∣2
que tambie´n es uno.
Para αkαk+1:
• Si n = 2k, a la izquierda su coeficiente es dos, mientras que a la derecha
aparece en rk,k+1,n+k y en r
2
k+1,k+2,n−(k+1)+1r
2
k,k+1,k+2, por lo que su co-
eficiente es
−2ckak − 2dk+1
∣∣∣∣ ak ak+1ak+1 ak+2
∣∣∣∣ ∣∣∣∣ak+1 ak−1ak+2 ak
∣∣∣∣
que tambie´n es dos.
• Si n = 2k−1, a la izquierda su coeficiente es cero, y a la derecha aparece
en rk,k+1,n+k y en r
2
k−1,k,n−(k−1)+1 = r
2
k−1,k,k+1, luego su coeficiente es:
−2ckak + 2dk−1
∣∣∣∣ak−2 ak−1ak−1 ak
∣∣∣∣ ∣∣∣∣ak−2 akak−1 ak+1
∣∣∣∣
que tambie´n es cero.
Para αkαk+2:
• Si n = 2k, a la izquierda tiene coeficiente cero y a la derecha aparece
en r2k−1,k,n−k+2 = r
2
k−1,k,k+2 y r
2
n−k+1,n−k+2,k = r
2
k,k+1,k+2, por lo que se
obtiene (obse´rvese que es un caso normal de αiαn−i+2):
2dk−1
∣∣∣∣ak−2 ak+1ak−1 ak+2
∣∣∣∣ ∣∣∣∣ak−2 ak−1ak−1 ak
∣∣∣∣+ 2dk+1 ∣∣∣∣ ak ak+1ak+1 ak+2
∣∣∣∣ ∣∣∣∣ak−1 akak ak+1
∣∣∣∣
que es cero.
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• Si n = 2k − 1, entonces el monomio no aparece en ninguno de los
sumandos de cualquiera de los dos lados (no´tese que no responde a
ninguna de las formas α2i , αiαi+1, αiαn−i+1 o αiαn−i+2), lo que hace que
este caso sea obvio.
Para α2k+1:
• Si n = 2k, a la izquierda tiene coeficiente cero, y a la derecha aparece
en rk,k+1,n+k, ek+1,k+2,n+k+1 y r
2
k+1,k+2,n−(k+1)+1 = r
2
k,k+1,k+2, por lo que
su coeficiente es:
ckak−1 + ck+1ak+2 − dk+1
∣∣∣∣ak+1 ak−1ak+2 ak
∣∣∣∣2
que tambie´n es cero.
• Si n = 2k − 1, a la izquierda el coeficiente es cero. A la derecha
el monomio aparece en rk,k+1,n+k, rk+1,k+2,n+k+1, r
2
k+1,k+2,n−(k+1)+1 =
r2k−1,k+1,k+2 y r
2
k−1,k,n−(k−1)+1 = r
2
k−1,k,k+1, por lo que el coeficiente es:
ckak−1 + ck+1ak+2 − dk+1
∣∣∣∣ak+1 ak−2ak+2 ak−1
∣∣∣∣2 − dk−1 ∣∣∣∣ak−2 ak−1ak−1 ak
∣∣∣∣2
que tambie´n es cero.
Por u´ltimo nos queda αk+1αk+2.
• Si n = 2k, el coeficiente a la izquierda es cero. A la derecha aparece en
rk+1,k+2,n+k+1 = y r
2
k+1,k+2,n−(k+1)+1 = r
2
k,k+1,k+2, por lo que es (al igual
que la de un monomio αiαi+1 normal):
−2ck+1ak+1 + 2dk+1
∣∣∣∣ ak ak−1ak+1 ak
∣∣∣∣ ∣∣∣∣ak+1 ak−1ak+2 ak
∣∣∣∣
que tambie´n es cero.
• Si n = 2k − 1, a la izquierda no aparece, mientras que a la derecha
aparece en rk+1,k+2,n+k+1 y r
2
k+1,k+2,n−(k+1)+1 = r
2
k−1,k+1,k+2 por lo que
es (al igual que la de un monomio αiαi+1 normal):
−2ck+1ak+1 + 2dk+1
∣∣∣∣ ak ak−2ak+1 ak−1
∣∣∣∣ ∣∣∣∣ak+1 ak−2ak+2 ak−1
∣∣∣∣
que tambie´n es cero.
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El Lema 4.12 es ana´logo al Lema 3.9, pero no es suficiente porque no
hemos encontrado una manera de asegurar que los denominadores de ci, di no
vayan a anularse cuando las variables ai, αi tomen sus valores. La anulacio´n
de dichos coeficientes depende de las igualdades que nos encontremos en la
cadena (4.6). Para controlar esto, hemos definido las funciones de particio´n.
Durante el resto de la seccio´n consideraremos una funcio´n de particio´n fija
σ.
Empezemos planteando que´ pasa cuando el denominador de ci se anula
(esto es cuando σ(i) = σ(i+1)). En este caso, de acuerdo con la Observacio´n
4.10, hay que cambiar ri,i+1,n+i por (4.8). Tambie´n habra´ que substituir ci
por un coeficiente ma´s apropiado. Por otro lado, el denominador de di crea
tambie´n problemas, con lo que es razonable quitar el te´rmino dir
2
i,i+1,n−i+1.
El siguiente resultado empieza a describir la manera precisa de hacer estos
cambios.
Lema 4.13 Supongamos que σ(i) = σ(i + 1) para algu´n i = 2, ..., n − 1.
Definimos:
li :=
an−i
∣∣∣∣ai an−i+1αi αn−i+1
∣∣∣∣2 ∣∣∣∣ai−1 aiai ai+1
∣∣∣∣
ai
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣
mi :=
an−i
∣∣∣∣ai ai+1αi αi+1
∣∣∣∣ (aian−i+1αi+1 − 2aiai+1αn−i+1 + ai+1an−i+1αi)
aiai+1
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣
r˜i :=
∣∣∣∣ai+1 αi+1αi+1 λi
∣∣∣∣
Entonces:
−ciri,i+1,n+i − dir2i,i+1,n−i+1 = −
an−i
ai+1
r˜i − li −mi
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y, como consecuencia:
P = −
∑
σ(i)<σ(i+1)
ciri,i+1,n+i −
∑
σ(i)=σ(i+1)
an−i
ai+1
r˜i−
−
∑
σ(i)<σ(i+1)
dir
2
i,i+1,n−i+1 −
∑
σ(i)=σ(i+1)
li −
∑
σ(i)=σ(i+1)
mi (4.15)
Demostracio´n. La primera parte se reduce a un simple ca´lculo. La ex-
presio´n (4.15) es consecuencia de la primera parte y de (4.14).
Observacio´n 4.14 La expresio´n r˜i es, precisamente, (4.8).
Los denominadores de li y mi au´n pueden dar problemas si σ(n− i+1) es
igual a σ(i) = σ(i+1). Del mismo modo, incluso si σ(i) < σ(i+1), podemos
tener problemas con el denominador de di si σ(n− i+ 1) es σ(i) o σ(i+ 1).
Estos problemas se pueden evitar efectuando las substituciones impl´ıcitas
dadas por (4.11). Para ello efectuamos la siguiente definicio´n:
Definicio´nDado un polinomioQ ∈ Q(a1, . . . , an−1)[α1, . . . , αn, λ1, . . . , λn−1],
definimos el siguiente polinomio (que depende de menos variables):
Qσ := Q(a1, . . . , an−1, α1,
a2
aσ(2)
ασ(2), . . . ,
an−1
aσ(n−1)
ασ(n−1), αn, λ1, . . . , λn−1)
Veamos co´mo estas substituciones afectan a los te´rminos problema´ticos
de (4.15).
Lema 4.15 Se cumplen las siguientes igualdades:
(i) Si σ(i) = σ(i+ 1), entonces mσi = 0.
(ii) Si σ(i) = σ(i+ 1) = σ(n− i+ 1), entonces lσi = 0.
(iii) Si σ(i) < σ(i+ 1) = σ(n− i+ 1), entonces
rσi,i+1,n−i+1 =
−ai
aσ(i)ai+1
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ ∣∣∣∣aσ(i) ai+1ασ(i) αi+1
∣∣∣∣
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y, por tanto,
gi := di(r
σ
i,i+1,n−i+1)
2 =
a3i an−i
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ ∣∣∣∣aσ(i) ai+1ασ(i) αi+1
∣∣∣∣2
a2σ(i)a
2
i+1
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ (4.16)
(iv) Si σ(n− i+ 1) = σ(i) < σ(i+ 1) entonces
rσi,i+1,n−i+1 =
−1
aσ(i)
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣aσ(i) ai+1ασ(i) αi+1
∣∣∣∣
y, por tanto,
hi := di(r
σ
i,i+1,n−i+1)
2 =
aian−i
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣ ∣∣∣∣aσ(i) ai+1ασ(i) αi+1
∣∣∣∣2
a2σ(i)
∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ ∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ (4.17)
Demostracio´n. Es simplemente un ca´lculo.
Corolario 4.16 Con la notacio´n anterior:
P σ = −
∑
σ(i)<σ(i+1)
cir
σ
i,i+1,n+i −
∑
σ(i)=σ(i+1)
an−i
ai+1
r˜σi −
−
∑
σ(n−i+1)6=σ(i)<σ(i+1)6=σ(n−i+1)
di(r
σ
i,i+1,n−i+1)
2 −
∑
σ(i)<σ(i+1)=σ(n−i+1)
gi−
−
∑
σ(n−i+1)=σ(i)<σ(i+1)
hi −
∑
σ(i)=σ(i+1)6=σ(n−i+1)
lσi (4.18)
Demostracio´n. Se obtiene directamente de los Lemas 4.13 y 4.15.
4.3 Final de la demostracio´n
Volvemos ahora a la situacio´n geome´trica con X ⊂ Pn−1 × Pn−1 con los
invariantes anteriormente definidos.
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Lema 4.17 Se cumple la siguiente igualdad:
0 = −
∑
ai−1
ai
<
ai
ai+1
an−i∣∣∣∣ai−1 aiai ai+1
∣∣∣∣
∣∣∣∣∣∣
ai−1 ai αi
ai ai+1 αi+1
αi αi+1 λi
∣∣∣∣∣∣−
∑
ai−1
ai
=
ai
ai+1
an−i
ai+1
∣∣∣∣ai+1 αi+1αi+1 λi
∣∣∣∣−
−
∑
an−i
an−i+1 6=
ai−1
ai
<
ai
ai+1
6= an−i
an−i+1
aian−i∣∣∣∣ai−1 aiai ai+1
∣∣∣∣ ∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ ∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣
∣∣∣∣∣∣
ai−1 ai an−i
ai ai+1 an−i+1
αi αi+1 αn−i+1
∣∣∣∣∣∣
2
(4.19)
y, por tanto, ∣∣∣∣∣∣
ai−1 ai αi
ai ai+1 αi+1
αi αi+1 λi
∣∣∣∣∣∣ = 0 si ai−1ai < aiai+1 (4.20)∣∣∣∣ai+1 αi+1αi+1 λi
∣∣∣∣ = 0 si ai−1ai = aiai+1 (4.21)∣∣∣∣∣∣
ai−1 ai an−i
ai ai+1 an−i+1
αi αi+1 αn−i+1
∣∣∣∣∣∣ = 0 si an−ian−i+1 6= ai−1ai < aiai+1 6= an−ian−i+1 (4.22)
Demostracio´n. Sea σ definida por (4.10). Entonces (4.19) es (4.18) una
vez substitu´ıdas las variables por los invariantes de X. Obse´rvese primero
que cualquier polinomio Q ∈ Q(a1, . . . , an−1)[α1, . . . , αn, λ1, . . . , λn−1] toma
el mismo valor que Qσ al substituir las variables por los invariantes de X
(supuestos todos los denominadores distintos de cero). En particular, P σ se
anula por el Lema 4.5. Por tanto, podemos aplicar el Corolario 4.16 y analizar
cada sumando de (4.18).
Es obvio que los tres primeros sumandos de la parte derecha de (4.18)
coinciden con los sumandos de (4.17) y que sus denominadores no se anulan
(recue´rdese que σ(i) 6= σ(j) es equivalente a ai−1
ai
6= aj−1
aj
). Los otros sumandos
tambie´n se comportan bien. Segu´n el Lema 4.15, si ai−1
ai
< ai
ai+1
= an−i
an−i+1
o
an−i
an−i+1
= ai−1
ai
< ai
ai+1
, entonces di(r
σ
i,i+1,n−i+1)
2 toma el valor gi o´ hi respectiva-
mente de (4.16) y (4.17). Dada la relacio´n entre σ y el nu´mero de igualdades
en la cadena (4.6), es evidente que el denominador de gi o´ hi (segu´n corres-
ponda) no se anula. Por las mismas razones, se anula el factor
∣∣∣∣ai−1 an−iai an−i+1
∣∣∣∣
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o´∣∣∣∣ ai an−iai+1 an−i+1
∣∣∣∣ que contiene el numerador de gi o´ hi. Por tanto, el valor de
cada gi o´ hi que interviene en (4.18) cuando se substituyen las variables por
los invariantes de X es cero. Finalmente, el numerador de cada li en (4.18)
contiene un factor
∣∣∣∣ai−1 aiai ai+1
∣∣∣∣, por lo que tambie´n se anula y as´ı (4.19) es
cierta.
Las igualdades (4.20), (4.21) y (4.22) se obtienen del hecho de que todos
los sumandos de (4.18) son no negativos (Observacio´n 4.10) y de que todos
los ai son distintos de cero.
Ahora podemos probar en pocos pasos que la matriz M de (4.1) tiene
rango dos.
Corolario 4.18 Definimos las siguientes submatrices de M :
M ′i :=

ai−1 ai an−iai ai+1 an−i+1
αi αi+1 αn−i+1
 si i < n− i
 an−i ai−1 aian−i+1 ai ai+1
αn−i+1 αi αi+1
 si n− i < i− 1
Entonces la columna del centro de M ′i es combinacio´n lineal de las de los
extremos.
Demostracio´n. Dividimos la demostracio´n en cuatro casos:
(i) Si an−i
an−i+1
6= ai−1
ai
< ai
ai+1
6= an−i
an−i+1
, entonces dos columnas cualesquiera de
M ′i son linealmente independientes. Por (4.22),M
′
i tiene rango dos, luego dos
columnas cualesquiera generan la tercera.
(ii) Si ai−1
ai
= ai
ai+1
, entonces las columnas
ai−1ai
αi
 y
 aiai+1
αi+1
 (no nulas, pues
ningu´n ai es cero) son un mu´ltiplo una de la otra por la Observacio´n 4.10 y
una de ellas es la columna del centro.
(iii) Si ai−1
ai
= an−i
an−i+1
, entonces las columnas
ai−1ai
αi
 y
 an−ian−i+1
αi+1
 son un
mu´ltiplo una de la otra por la Observacio´n 4.10. Si una de ellas es la columna
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del centro, ya esta´ hecho; si no, tenemos que i < n − i y por tanto, ai−1
ai
=
ai
ai+1
= an−i
an−i+1
por la Observacio´n 4.9, con lo que, estamos en el caso del
pa´rrafo anterior.
(iv) Por u´ltimo, si ai
ai+1
= an−i
an−i+1
, entonces las columnas
 aiai+1
αi
 y
 an−ian−i+1
αi+1

son mu´ltiplas una de la otra por la Observacio´n 4.10. Si una de ellas es la
columna del centro, ya esta´ hecho; si no, tenemos que i > n− i y por tanto,
ai−1
ai
= ai
ai+1
= an−i
an−i+1
por la Observacio´n 4.9, con lo que estamos de nuevo en
el caso (i).
Corolario 4.19 La submatriz
M ′ :=
 0 a1 a2 . . . an−2 an−1a1 a2 a3 . . . an−1 0
α1 α2 α3 . . . αn−1 αn

de M tiene rango dos.
Demostracio´n. Es suficiente probar que, para cada i = 1, ..., n, la columna
i-e´sima de M ′ es combinacio´n lineal de la primera y la u´ltima (que son
linealmente independientes). Lo demostraremos por induccio´n sobre d(i) :=
min{i − 1, n − i}. Evidentemente, el resultado es trivial para d(i) = 0 (es
decir, i = 0, n).
Para demostrar el caso inductivo, supongamos primero que i < n+2
2
(es
decir, d(i) = i − 1). El Corolario 4.18 implica que la columna i-e´sima de
M ′ es combinacio´n de las columnas (i− 1)-e´sima y (n− i+ 2)-e´sima. Como
d(i − 1) = d(n − i + 2) = i − 2, estas columnas son combinaciones de la
primera y la u´ltima de M ′ por hipo´tesis de induccio´n, por lo que este caso
queda probado.
Supongamos ahora que i > n+1
2
(luego d(i) = n − i). Entonces, por el
Corolario 4.18, la columna i-e´sima es combinacio´n de las columnas (n−i+1)-
e´sima y (i + 1)-e´sima. Por hipo´tesis de inducio´n (puesto que d(i + 1) =
n− i− 1), la columna (i+1)-e´sima de M ′ es combinacio´n de la primera y la
u´ltima. La columna (n− i+1)-e´sima tambie´n lo es por lo heho en el pa´rrafo
anterior, ya que d(n− i+ 1) = d(i) y n− i+ 1 < n+2
2
.
Corolario 4.20 La matriz M de (4.1) tiene rango dos.
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Demostracio´n. Por el Corolario 4.19, so´lo hay que probar que cualquier
columna de M con un λi es combinacio´n de columnas de M
′. Para esto,
consideremos la submatriz
Mi :=
ai−1 ai αiai ai+1 αi+1
αi αi+1 λi

Si ai−1
ai
< ai
ai+1
, entonces las dos primeras columnas son linealmente in-
dependientes. Por (4.20), la matriz tiene rango dos, por lo que la tercera
columna es combinacio´n de las dos primeras como se quer´ıa.
Si, en cambio, ai−1
ai
= ai
ai+1
, por (4.9),∣∣∣∣ ai αiai+1 αi+1
∣∣∣∣ = 0
que, junto con (4.21) y ai+1 6= 0 implica que la u´ltima columna de Mi es un
mu´ltiplo de la del centro.
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Cap´ıtulo 5
Otros ejemplos y
consideraciones finales
Empezaremos con varios ejemplos que ilustran hasta do´nde funciona el
me´todo desarrollado en la Observacio´n 2.16. Dispondremos de resultados que
garanticen que X es simplemente conexa so´lo en el ejemplo de las cua´dricas,
con lo que, en los otros ejemplos, el resultado sera´ so´lo nume´rico al no poder
aplicar el paso (ii) de dicho me´todo. Por otro lado, habra´ casos en los que
no se pueda garantizar la irreducibilidad de las superficies a las que aplique-
mos el teorema del ı´ndice de Hodge, por lo que tendra´ que aparecer como
hipo´tesis. Finalizamos el cap´ıtulo con unas consideraciones generales sobre el
alcance del me´todo y los resultados que se pueden conjeturar a partir de e´l.
5.1 Cua´dricas
Empecemos recordando las propiedades que vamos a utilizar de la cua´drica
(ve´ase [GH] o´ [O]).
Observacio´n 5.1 Sea Q2n−2 la cua´drica lisa 2n− 2-dimensional Q2n−2. En-
tonces los subespacios lineales de dimensio´n ma´xima contenidos en Q2n−2
tienen dimensio´n n − 1 y forman dos familias disjuntas. El anillo de Chow
de Q2n−2 es
• Si n es par,
Z[H,A1, A2]/(Hn−1 − A1 − A2, H(A1 − A2), A21, A22, HnA1)
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donde H es la clase de la seccio´n hiperplana y A1 y A2 son las clases
de las dos familias de espacios de dimensio´n ma´xima que hay en la
cua´drica.
• Si n es impar,
Z[H,A1, A2]/(Hn−1 − A1 − A2, H(A1 − A2), A1A2, HnA1)
donde H es la clase de la seccio´n hiperplana y A1 y A2 son las clases
de las dos familias de espacios de dimensio´n ma´xima que hay en la
cua´drica.
Por tanto, cada grupo de Chow tiene un u´nico generador salvo en grado n−1,
donde hay dos (ve´ase [Fr]).
Ejemplo 5.2 Toda subvariedad X lisa de dimensio´n n en la cua´drica lisa de
dimensio´n 2n − 3 satisface PicX ' Z como consecuencia del Teorema 2.15
aplicado a X como subvariedad de P2n−2. Por otro lado, hay cua´dricas de
dimensio´n par que no satisfacen esta propiedad:
La imagen de la inmersio´n de Segre de P1× Pn−1 ↪→ P2n−1 es la variedad
X definida por los menores de orden dos de la matriz(
X0 X1 . . . Xn−1
Xn Xn+1 . . . X2n−1
)
y, por tanto, si n es par esta´ contenido en la cua´drica lisa Q2n−2, de ecuacio´n:∣∣∣∣X0 X1Xn Xn+1
∣∣∣∣+ ∣∣∣∣ X2 X3Xn+2 Xn+3
∣∣∣∣+ . . .+ ∣∣∣∣Xn−2 Xn−1X2n−2 X2n−1
∣∣∣∣ = 0.
Por tanto, PicX ' Z⊕ Z, mientras que PicQ2n−2 ' Z. Luego, en este caso,
no hay ana´logo a los Teoremas 2.15, 3.1 y 4.1.
En esta ocasio´n extendemos el teorema de Barth-Larsen para el grupo de
Picard a cua´dricas de dimensio´n un mu´ltiplo de cuatro.
Proposicio´n 5.3 Sea n ∈ Z+ impar. Para toda variedad X ⊂ Q2n−2 lisa de
dimensio´n n, se tiene que el grupo de Picard es isomorfo a Z.
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Demostracio´n. Trabajaremos con n arbitrario para entender en que´ mo-
mento se usa que n sea impar. SeaX ⊂ Q2n−2 una subvariedad n-dimensional
lisa. Entonces su clase en el anillo de Chow de Q2n−2 es
[X] = dHn−2
con d igual a la mitad del grado de X en P2n−1. Sea D un divisor de X (que,
siguiendo la Observacio´n 2.16 podemos suponer liso). Entonces la clase de D
en el anillo de Chow de Q es
[D] = α1A1 + α2A2
La igualdad (1.6) queda:
P :=

2α1α2 − dD2Hn−2 = 0 si n es par
α21 + α
2
2 − dD2Hn−2 = 0 si n es impar
Consideremos la interseccio´n S de X con n − 2 hiperplanos generales.
Entonces H2S = H
n, DSHS = SH
n−1 y D2S = D
2Hn−2 y, por tanto:
P =

1
2
(
(DSHS)
2 −D2SH2S
)− 1
2
(α1 − α2)2 si n es par
1
2
(
(DSHS)
2 −D2SH2S
)
+ 1
2
(α1 − α2)2 si n es impar.
En el caso en que n es par, no podemos asegurar nada, pues P aparece
como diferencia de dos te´rminos no negativos. En el caso en que n es impar,
tenemos que los dos sumandos son no negativos (por la Observacio´n 1.19 y
por ser un cuadrado de nu´mero entero respectivamente), por lo que ambos
son cero. Por tanto, por la Observacio´n 1.19, HS y DS son nume´ricamente
dependientes (con coeficientes en Q). Por el Teorema 1.23, existe dependencia
nume´rica tambie´n en X. Por u´ltimo, la dependencia lineal se obtiene del
Teorema 1.9 (X es simplemente conexa por el Teorema 2.6).
5.2 Explosio´n de P6 en un punto
Consideraremos ahora el caso de una variedad lisa X de dimensio´n 4 con-
tenida en P6 explotado en un punto (llamaremos Y a la variedad ambiente).
Volvemos a empezar con la descripcio´n del anillo de Chow de la variedad
ambiente (ve´ase por ejemplo [F, Example 8.3.10]):
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Observacio´n 5.4 El anillo de Chow de Y esta´ generado por el levantado
por la explosio´n de la seccio´n hiperplana (lo llamaremos H) y el divisor
excepcional E. Sabemos tambie´n que H6 es la clase de un punto y que E6 es
su ciclo opuesto. Por u´ltimo, la interseccio´n HE es nula.
En esta seccio´n demostramos el siguiente resultado:
Proposicio´n 5.5 Sea X ⊂ Y lisa irreducible de dimensio´n cuatro. Si H−E
es amplio en X, entonces el grupo de Ne´ron-Severi de X es isomorfo a Z2.
Adema´s, H y E son independientes en ese grupo.
Demostracio´n. Sea D un divisor (liso) de X. Las clases de X y D en el
anillo de Chow de Y son
[X] = a1H
2 + a2E
2
[D] = α1H
3 + α2E
3
Escribimos la tabla de interseccio´n en X:
H3 E3 DH2 DE2
H
E
D
a1
0
α1
0
−a2
−α2
α1
0
λ1
0
−α2
λ2
(5.1)
y entonces la fo´rmula (1.6) toma la forma
P := α21 − α22 − a1λ1 − a2λ2 = 0
Es claro que podemos escribir:
P = −a1 − a2
a1
∣∣∣∣a1 α1α1 λ1
∣∣∣∣+ 1a1
∣∣∣∣∣∣
a1 0 α1
0 −a2 −α2
α1 −α2 λ1 + λ2
∣∣∣∣∣∣ (5.2)
El primer determinante de esta expresio´n es el de la matriz de interseccio´n
de los divisores H y D restringidos a la superficie S1 obtenida intersecando
X con dos divisores equivalentes a H. El segundo es el determinante de la
matriz de interseccio´n de los divisores H, E y D en la superficie S2 obtenida
intersecando X con dos divisores generales de clase H − E.
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Conside´rese la proyeccio´n pi : Y → P6 asociada a la explosio´n. Entonces
pi|X\E es un isomorfismo sobre su imagen. Esto quiere decir que pi(X) es
singular, a lo sumo, en pi(E), que es un punto. Aplicando el teorema de
Bertini (Teorema 1.26), dados dos hiperplanos generales, su interseccio´n con
pi(X) es una superficie S ′1 lisa no singular que no contiene a pi(E). Por tanto,
S1 = pi
−1(S ′1) ' S1 es lisa e irreducible y H es muy amplio en ella. Esto
quiere decir que podemos aplicar la Observacio´n 1.19 a S1 y concluir que el
primer sumando de (5.2) es no negativo.
Por otro lado, S2 es lisa por el Teorema 1.28, ya que |H − E| no tiene
puntos base. Adema´s, como H−E es amplio, S2 es conexa por el teorema de
Bertini. Por tanto, S2 es lisa irreducible. Esto nos permite aplicar el teorema
del ı´ndice de Hodge a S2. Por otro lado, (H−E)4 = a1−a2 debe ser positivo
porque H − E es amplio. As´ı, tenemos que tambie´n el segundo sumando de
(5.2) es no negativo.
Dado que ∣∣∣∣a1 α1α1 λ1
∣∣∣∣ = 0
tenemos que la tercera columna de la matriz de interseccio´n (5.1) es un
mu´ltiplo de la primera (pues a1 6= 0). Por otro lado,∣∣∣∣∣∣
a1 0 α1
0 −a2 −α2
α1 −α2 λ1 + λ2
∣∣∣∣∣∣ = 0
quiere decir que la suma de la tercera y cuarta columnas es combinacio´n
de la primera y la segunda. En conclusio´n, el rango de la matriz de inter-
seccio´n (5.1) es dos y, razonando igual en la demostracio´n del Teorema 4.1
para productos de espacios proyectivos, obtenemos que D es nume´ricamente
combinacio´n de H y E.
5.3 C × P5
El intere´s de esta seccio´n es mostrar que el me´todo tambie´n funciona (aunque
so´lo nume´ricamente) en variedades ambiente cuyo grupo de Picard no es fini-
tamente generado. Tambie´n muestra (haciendo C = P1) que dicho me´todo
sigue funcionando para productos de espacios proyectivos de distintas dimen-
siones.
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Consideremos Y = C×P5 donde C es una curva lisa. Recordamos tambie´n
aqu´ı el anillo de Chow (como Y se puede ver como un fibrado proyectivo
trivial sobre C, se puede calcular a partir de [F, Example 8.3.4]):
Observacio´n 5.6 El anillo de Chow de Y esta´ generado por el levantado H
de la seccio´n hiperplana de P5 y los levantados de un sistema de generadores
del grupo de Picard de C. Desde el punto de vista nume´rico, los generadores
se reducen aH y el levantado F de un punto cualquiera de C. Evidentemente,
F 2 = 0 y H6 = 0
Sea X ⊂ Y una subvariedad lisa e irreducible de dimensio´n cuatro. Sea
D un divisor (liso) de X. Entonces las clases nume´ricas de X y D son de la
forma:
[X]num = a1H
2 + a2HF
[D]num = α1H
3 + α2H
2F
Demostraremos lo siguiente:
Proposicio´n 5.7 Si a1, a2 6= 0 y la interseccio´n de X con un ciclo general de
clase HF es irreducible, entonces el grupo de Ne´ron-Severi de X es isomorfo
a Z2. Adema´s, las clases nume´ricas de H y F son independientes en ese
grupo.
Demostracio´n. Consideremos la matriz de interseccio´n:
H3|X H
2
|XF|X DH
2
|X DH|XF|X
H|X
FX
D
a2
a1
α2
a1
0
α1
α2
α1
λ2
α1
0
λ1
(5.3)
La igualdad (1.6) toma la forma siguiente:
P := 2α1α2 − a1λ2 − a2λ1,
que se puede descomponer de la siguiente manera:
P =
1
a1
∣∣∣∣∣∣
a2 a1 α2
a1 0 α1
α2 α1 λ2
∣∣∣∣∣∣−
∣∣∣∣a1 α1α1 λ1
∣∣∣∣
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El primer determinante es el de la matriz de interseccio´n de las clase
H,F y D en la superficie obtenida al intersecar X con un ciclo de clase
H2, mientras que el segundo corresponde a la matriz de interseccio´n de los
divisores H y D en la superficie obtenida como la interseccio´n de X con un
ciclo de clase HF (y por tanto, en esta superficie se cumple que F = 0).
Antes de seguir, remarcamos que la interseccio´n de X con ciclos generales
de clases H2 y HF son lisas por el Teorema 1.28 e irreducibles por el Lema
4.8 para el caso de H2 y por hipo´tesis del enunciado para el caso de HF .
Aplicando el Corolario 1.21, obtenemos que los dos sumandos de la descom-
posicio´n son no negativos y, por tanto, ambos determinantes se anulan. Es
evidente por tanto que la matriz de interseccio´n (5.3) tiene rango dos y, en
consecuencia, D depende nume´ricamente de H|X y F|X .
Observacio´n 5.8 Por el resultado de Debarre: [D, Corollaire 2.4], cualquier
X ⊂ P1 × P5 lisa irreducible de dimensio´n cuatro con a1, a2 6= 0 es simple-
mente conexa. Por tanto, la Proposicio´n 5.7 evidencia que el me´todo desa-
rrollado en el Cap´ıtulo 4 es susceptible de ser trasladado a cualquier producto
de espacios proyectivos, si bien hay que remarcar que la irreducibilidad en
algunas intersecciones es incierta, pues in el Lema 4.8 ni [D, The´ore`me 1.3]
son suficientes.
5.4 Consideraciones finales
Como hemos visto, el me´todo presentado en esta memoria funciona so´lo
nume´ricamente. So´lo cuando hay resultados topolo´gicos como los de Debarre
podemos dar informacio´n del grupo de Picard, pero no completa. Resulta
natural plantearse:
Problema 5.9 En las condiciones del Teorema 3.1, ¿el grupo de Picard de
X esta´ generado por H?
¿En que´ condiciones de i, n, dimX es H i(X,Z) isomorfo a
H i(G(1, n),Z)?
Tambie´n es razonable pensar en las grassmannianas a las que no se ha
aplicado el me´todo ya que en las de rectas y puntos ha funcionado bien:
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Conjetura 5.10 Sea X ⊂ G(k, n) lisa e irreducible de dimensio´n mayor o
igual que (k−1)(n−k)
2
+ 1. Supongamos que X tiene interseccion no vac´ıa con
todo ciclo de Schubert de dimensio´n complementaria. Entonces PicX tiene
rango uno.
En cuanto al Cap´ıtulo 4, deja abierta una pregunta del mismo tipo que
la Pregunta 5.9:
Problema 5.11 En las condiciones del Teorema 4.1, ¿el grupo de Picard de
X esta´ generado por H1, H2?.
¿En que´ condiciones de i, n, dimX es H i(X,Z) isomorfo a H i(Pn−1 ×
Pn−1,Z)?
Y, debido a que no podemos garantizar irreducibilidad en todas las inter-
secciones necesarias para nuestro me´todo, preferimos no hacer una conjetura
para productos cartesianos arbitrarios de espacios proyectivos y plantearnos
la siguiente pregunta:
Problema 5.12 Sea X ⊂ Y := Pa1× ...×Par lisa e irreducible. Supongamos
que las proyecciones naturales pi : X → Pai tienen fibra general de dimensio´n
ma´x{0, dimX − ai}.
¿En que´ condiciones de a1, ..., ar, se tiene que dimX PicX ' Zr (con
independencia lineal en los levantados de la seccio´n hiperplana por p1, ..., pr)?
El hecho de que los teoremas de Barth-Larsen (al menos los Corolarios 2.8
y 2.15) funcionen en estas variedades exactamente en las mismas hipo´tesis
N ≤ 2n− 2, sugiere tambie´n la posibilidad de formular una conjetura como
la de Hartshorne cuando 2N < 3n. Sin embargo, la posible existencia de
fibrados vectoriales de rango pequen˜o en espacios ambientes generales hace
dif´ıcil formular una conjetura. Arrondo en [A] sugiere la siguiente:
Conjetura 5.13 Sea X una subvariedad lisa de codimensio´n dos en G(1, n).
Sea Q el fibrado universal cociente de la grassmanniana (irreducible de rango
dos). Entonces X es interseccio´n completa de hipersuperficies o el lugar de
ceros de una seccion a Q(d) con d ∈ Z.
De hecho, Arrondo y Fania demostraron en [AF] que es as´ı para toda
subvariedad de codimensio´n dos en G(1, 4) de grado menor o igual que 25.
Para cua´dricas de dimensio´n 4k − 2 con k entero positivo, es natural la
generalizacio´n de la Conjetura 4.5 de [A]:
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Problema 5.14 Sea X ⊂ Q4k−2 de dimensio´n mayor o igual que 2k. Si
PicX 6' Z, ¿es X necesariamente P1 × P2k−1?
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