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In this paper, integrals of second kind over a rectiﬁable curve or a piecewise smooth
surface are extended to continuous fractal curves and surfaces. Theorems for the existence
of these integrals are proved. Green’s, Gauss’ and Stokes’ theorems are developed for
domains with fractal boundaries.
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1. Introduction
Integrals of functions over oriented curves or oriented surfaces (integrals of second kind) have important applications to
scientiﬁc problems involving work, ﬂux, and circulation. These integrals are often transformed to integrals of ﬁrst kind [3]
for the purpose of computation using Green’s, Gauss’, or Stokes’ theorem, all of which can be formulated into Stokes’ theo-
rem with differential forms. To apply these theorems, the boundary of the domain has to be piecewise smooth. Moreover,
line integrals and surface integrals are deﬁned on rectiﬁable curves and rectiﬁable surfaces, respectively, and their com-
putations are usually carried out for piecewise smooth curves and piecewise smooth surfaces [15]. It is unknown if the
piecewise smooth condition on boundaries can be weakened or the domain of integrals of second kind can be extended
to non-rectiﬁable curves or surfaces. Indeed, a number of studies, e.g. [2,6,12,13], have been restricted to special forms of
boundaries.
On the other hand, quantities over a fractal object can be computed using Hausdorff’s measure and Hausdorff’s di-
mension [7]. Since the development of the fractal theory a large number of natural phenomena with fractal features
(non-rectiﬁable curves and non-rectiﬁable surfaces) such as Brownian motion have been discovered, e.g. see [5,9–11,14].
There is an increasing need to deal with integrals of second kind over general curves and surfaces. It is of practical and
theoretical importance to generalize classical line and surface integrals of second kind to fractal curves and surfaces.
This paper is organized as follows. In Section 2 we generalize the concepts of classical line and surface integrals of
second kind to curves of zero area and surfaces of zero volume, respectively. In Section 3 we present the existence theorems
and reformulate Green’s, Gauss’s and Stokes’ theorem for domains with fractal boundaries. Examples are given in the last
section.
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Hereafter, unless otherwise stated, we always assume that curves are bounded, simple, and continuous. More specif-
ically, if x(t), y(t), z(t) are continuous functions on a bounded closed interval [α,β], then the bounded closed set,
{(x(t), y(t), z(t)): t ∈ [α,β]}, is called a curve in the space R3, and the set, {(x(t), y(t)): t ∈ [α,β]}, is called a curve in
the plane R2. We also assume that the points on a curve is one-to-one corresponding to the numbers in [α,β] except for
at most one point. The orientation of a curve is given in a standard way. A curve described above can be rectiﬁable or
non-rectiﬁable.
Surfaces considered in this paper are given by the parameterized equations, x = x(u, v), y = y(u, v), z = z(u, v),
(u, v) ∈ Δ, where x(u, v), y(u, v), z(u, v) are continuous functions deﬁned on a bounded closed domain Δ in R2. We
assume that all the points are one-to-one corresponding to those on Δ (except on the boundary of Δ). A surface is called
piecewise smooth if it has continuously moving tangent planes everywhere except on a ﬁnite number of smooth curves.
The orientation of a surface is deﬁned as follows. A surface S is called two-sided or orientable if it has a piecewise smooth
boundary and it is the limit of a sequence of piecewise smooth ordinarily oriented surfaces with the same boundary as S ,
or if it is the boundary of a compact domain in R3 and is the limit of a sequence of piecewise smooth ordinarily oriented
surfaces inside S .
A curve on a piecewise smooth surface is called a surface curve. Let L be a surface curve on the surface S . L is said
to have zero area if for given ε > 0 there is an open subsurface S0 of S with piecewise smooth boundary such that L is
contained in S0 and the area of S0 is less than ε. Similarly, a surface S is said to have zero volume if for given ε > 0 there
is an open solid V 0 in space with piecewise smooth boundary such that S ∈ V 0 and the volume of V 0 is less than ε.
Let E be a subset of R3. For δ > 0, the set [E]δ := {x ∈ R3: infy∈E |x − y| δ} is called the δ-parallelopiped of E , where
|x− y| is the distance between x and y. Then δ(E, F ) := inf{δ: E ⊂ [F ]δ and F ⊂ [E]δ} deﬁnes the Hausdorff distance between
nonempty compact subsets of R3 (Ref. [4]). Now we deﬁne integrals of second kind over a fractal curve.
Deﬁnition 1. Assume that line integrals over piecewise smooth curves in R3 are deﬁned in a traditional way. Let L be a
surface curve on a piecewise smooth surface S , starting at point A and ending at point B . The length of L is assumed +∞
when it is not rectiﬁable. Assume that functions P (x, y, z), Q (x, y, z) and R(x, y, z) are deﬁned on a neighborhood D of L
and each has the integral of second kind over any piecewise smooth curve in D . If the limit
lim
δ(L,Γ )→0
∫
Γ
P dx+ Q dy + R dz
is ﬁnite, where Γ is any piecewise smooth curve connecting A and B , is contained in S ∩ D , and its length is less than
or equal to that of L, then the limit is called an integral of second kind over L and is still denoted by
∫
L P dx + Q dy + R dz
without causing any confusion.
Remark 1. If the curve L is restricted to a coordinate plane we obtain a new deﬁnition of line integrals of second kind over
curves in the plane.
Remark 2. The so-deﬁned integrals have the linearity and additivity properties as traditional integrals.
Remark 3. By deﬁnition, integrals over non-rectiﬁable curves can be approximated by integrals over piecewise smooth
curves.
Deﬁnition 2. Assume that S is an oriented surface in space whose boundary, if it exists, is piecewise smooth, and functions
P (x, y, z), Q (x, y, z) and R(x, y, z) are deﬁned in a neighborhood V of S such that they have integrals of second kind over
any piecewise smooth oriented surface in V . If the limit
lim
δ(S,A)→0
∫ ∫
A
P dy dz + Q dzdx+ R dxdy
is ﬁnite, where A is any piecewise smooth surface in V which has the same orientation and boundary (when it exists) as
S and whose area is less than a multiple of the area of S , then the limit is called an integral of second kind over S and is
still denoted by
∫∫
S P dy dz + Q dzdx+ R dxdy without causing any confusion.
Remark 4. By deﬁnition we have similar conclusions to those in Remarks 2–3.
3. The existence theorem and reformulation of Green’s, Gauss’, and Stokes’ theorems
Proposition 1.When L is a rectiﬁable surface curve on a piecewise smooth surface S and the integrand is continuous in a neighborhood
of L, the integral deﬁned in Deﬁnition 1 reduces to the integral of the integrand in the classical sense.
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L P dx. Then for given ε > 0, there exists η > 0 such that X1, X2 ∈ [L]η and |X1 − X2| < η imply that∣∣P (X1) − P (X2)∣∣< ε
2|L| ,
where |X1 − X2| is the distance between X1 and X2, and |L| is the length of L.
Let L be partitioned by the points A = A0, A1, . . . , An = B whose ﬁrst coordinates are x0, x1, . . . , xn , respectively. Draw a
piecewise smooth curve Γ in S connecting the points A0, A1, . . . , An in order. Suppose that the distance between any two
successive points is less than η and |∑ni=1 P (Ai) · (xi − xi−1) − ∫L P dx| < ε2 . Let Γ (Ai−1, Ai) be the arc of Γ between the
two points Ai−1 and Ai . From the mean value theorem we have∫
Γ (Ai−1,Ai)
P dx = P (ξi) · (xi − xi−1), ξi ∈ Γ (Ai−1, Ai).
Then we have
∣∣∣∣
∫
Γ
P dx−
∫
L
P dx
∣∣∣∣=
∣∣∣∣∣
n∑
i=1
∫
Γ (Ai−1,Ai)
P dx−
∫
L
P dx
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
P (ξi) · (xi − xi−1) −
n∑
i=1
P (Ai) · (xi − xi−1) +
n∑
i=1
P (Ai) · (xi − xi−1) −
∫
L
P dx
∣∣∣∣∣
<
n∑
i=1
∣∣P (ξi) − P (Ai)∣∣ · (xi − xi−1) + ε2
 ε
2|L|
n∑
i=1
|xi − xi−1| + ε2  ε.
Hence by the uniqueness of limit we have
lim
δ(L,Γ )→0
∫
Γ
P dx =
∫
L
P dx.
The proof is complete. 
Theorem 2. Let L be a surface curve of zero area starting at A and ending at B. Suppose that functions P (x, y, z), Q (x, y, z), and
R(x, y, z) are deﬁned in a neighborhood of L and all of their ﬁrst-order partial derivatives but ∂ P
∂x ,
∂Q
∂ y ,
∂R
∂z , are continuous. Then the
line integral∫
L
P dx+ Q dy + R dz
exists.
Proof. Assume that each of the partial derivatives of ﬁrst order is bounded by M > 0. For given ε > 0, since the area of L is
zero, there is a subsurface S0 of the surface S such that L ⊂ S0 and the area of S0 is less than ε6M . For any two piecewise
smooth curves Γ1 and Γ2 on S0 connecting A and B the area enclosed by Γ1 and Γ2 is denoted by S1 ⊂ S0. Then by the
classical Stokes’ formula we have
∣∣∣∣
( ∫
Γ1
−
∫
Γ2
)
(P dx+ Q dy + R dz)
∣∣∣∣=
∣∣∣∣∣∣∣
∫ ∫
S1
∣∣∣∣∣∣∣
dy dz dzdx dxdy
∂
∂x
∂
∂ y
∂
∂z
P Q R
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

∫ ∫
S0
6Mds < ε.
By assumption both L and the boundary ∂ S0 of S0 are bounded and closed and their intersection is empty and hence
the Euclidean distance d between L and ∂ S0 is positive. Therefore Γ1 and Γ2 must be on S0 whenever δ(L,Γ1) < d and
δ(L,Γ2) < d so that∣∣∣∣
( ∫
Γ1
−
∫
Γ2
)
(P dx+ Q dy + R dz)
∣∣∣∣< ε.
From Deﬁnition 1 and the Cauchy criterion, we conclude that the line integral
∫
L P dx + Q dy + R dz exists. The proof is
complete. 
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Theorem 3. Let L be a closed surface curve with zero area, and S1 be a subsurface of S enclosed by L which is oriented by the right-
hand rule according to the orientation of L. Suppose that functions P (x, y, z), Q (x, y, z) and R(x, y, z) are deﬁned in a neighborhood
of S1 and all of their ﬁrst-order partial derivatives but
∂ P
∂x ,
∂Q
∂ y ,
∂R
∂z are continuous. Then we have
∫
L
P dx+ Q dy + R dz =
∫ ∫
S1
∣∣∣∣∣∣
dy dz dzdx dxdy
∂
∂x
∂
∂ y
∂
∂z
P Q R
∣∣∣∣∣∣ .
We can also obtain Green’s theorem as follows.
Theorem 4. Let D be a bounded closed region in the plane with boundary L consisting of ﬁnite number of closed curves. The curve L is
oriented in a standard way. Suppose that L is of zero area and functions P (x, y) and Q (x, y) are deﬁned in a neighborhood of D and
have continuous partial derivatives ∂ P
∂ y ,
∂Q
∂x . Then we have
∫
L
P dx+ Q dy =
∫ ∫
D
(
∂Q
∂x
− ∂ P
∂ y
)
dxdy.
The following theorem is similar to Theorem 2 but for surface integrals.
Theorem 5. Let S be an oriented surface with zero volume. Suppose that functions P (x, y, z), Q (x, y, z) and R(x, y, z) are deﬁned in
a neighborhood of V of S and have continuous partial derivatives ∂ P
∂x ,
∂Q
∂ y ,
∂R
∂z . Then the surface integral
∫ ∫
S
P dy dz + Q dzdx+ R dxdy
exists.
Proof. Without loss of generality we suppose that | ∂ P
∂x |, | ∂Q∂ y | and | ∂R∂z | are bounded above by M > 0. Then for given ε > 0,
since S is of zero volume, there is a solid V 0 ⊂ V such that S ⊂ V 0 and the volume of V 0 is less than ε3M . For any two
piecewise smooth surfaces A1 and A2 in V 0 which have the same orientation and the same boundary (if it exists) as S ,
since the solid Ω enclosed by A1 and A2 is contained in V 0, we have by the classical Gauss’ formula
∣∣∣∣
(∫ ∫
A1
−
∫ ∫
A2
)
(P dy dz + Q dzdx+ R dxdy)
∣∣∣∣=
∣∣∣∣
∫ ∫ ∫
Ω
(
∂ P
∂x
+ ∂Q
∂ y
+ ∂R
∂z
)
dxdy dz
∣∣∣∣
∫ ∫ ∫
V0
3Mdxdy dz < ε.
By assumption the Euclidean distance d between S and the boundary ∂V 0 of V 0 is positive. Then A ⊂ V 0 whenever
δ(S, A) < d. Hence if δ(S, A1) < d and δ(S, A2) < d we have∣∣∣∣
(∫ ∫
A1
−
∫ ∫
A2
)
(P dy dz + Q dzdx+ R dxdy)
∣∣∣∣< ε.
From Deﬁnition 2 and the Cauchy criterion, we conclude that the line integral
∫∫
S P dy dz + Q dzdx + R dxdy exists. The
proof is complete. 
The following is an extension of Gauss’ theorem which can be proved as above.
Theorem 6. Let S be an outward closed surface and V is the solid enclosed by S. Suppose that S is of zero volume and functions
P (x, y, z), Q (x, y, z) and R(x, y, z) are deﬁned in a neighborhood of V and have continuous partial derivatives ∂ P
∂x ,
∂Q
∂ y and
∂R
∂z . Then
we have
∫ ∫
S
P dy dz + Q dzdx+ R dxdy =
∫ ∫ ∫
V
(
∂ P
∂x
+ ∂Q
∂ y
+ ∂R
∂z
)
dxdy dz.
168 H. Jiang, Z. Gu / J. Math. Anal. Appl. 355 (2009) 164–169Fig. 1. The two regions have the same area wh2 .
(a) (b) (c)
Fig. 2. (a) The ﬁrst step of the Koch curve; (b) the second step of the Koch curve; (c) the third step of the Koch curve.
4. Examples
To illustrate the new line and surface integrals deﬁned above we give the following examples.
Example 1. Let C ⊂ I = [0,1] be the middle third Cantor set (see [5]), and f (x) be the Cantor function (or the Devil’s
staircase), associating C (see [1]). It is easy to see that f (x) has the following properties:
(a) f (0) = 0 and f (1) = 1.
(b) f is increasing on the interval I and hence the curve y = f (x) is rectiﬁable.
(c) f ′(x) = 0 on the subset I − C and f ′(x) = +∞ on the subset C .
(d) The area of the region D enclosed by the curve y = f (x) and the lines y = 0 and x = 1 is A = 12 . To see this, we notice
that the two regions in Fig. 1 have the same area wh2 for any w,h > 0. Taking the limit we arrive at the result A = 12 .
Now we turn to the evaluation of the integral
∫
L y dx − xdy, where L is the curve f (x), x ∈ [0,1] that is oriented from
(1,1) to (0,0). Since L is rectiﬁable, it is of zero area. And since P (x, y) = y and Q (x, y) = −x are inﬁnitely differentiable,
we know by Theorem 2 that this line integral exists. Then Theorem 4 implies that
∫
L
y dx− xdy =
∫ ∫
D
(−2)dxdy −
1∫
0
dy = −2 · 1
2
− 1 = −2.
Example 2. Let Γ be the Koch curve on xO y plane, which is obtained from a line segment of unit length, say, the interval
I = [0,1]. The ﬁrst three steps of the Koch curve are shown in Fig. 2 (see [8]).
It is not diﬃcult to evaluate the area of the region D enclosed by the Koch curve Γ and the line y = 0. The area is√
3
4
∑∞
k=1 4
k−1
32k
=
√
3
20 .
Finally we calculate the line integral
∫
Γ
y dx− xdy along the Koch curve Γ which is oriented from (0,0) to (1,1). Since
the Hausdorff dimension of Γ is ln4ln3 < 2 [4,5], L is of zero area (but non-rectiﬁable). Hence from Theorem 2 we know that
this line integral exists. By Theorem 4 we have
∫
Γ
y dx− xdy = −
∫ ∫
D
(−2)dxdy = 2 ·
√
3
20
=
√
3
10
.
Example 3. Let V be a domain in R3 enclosed by the surface S = {(x, y, z): (x, y) ∈ Γ, 0 z  1}, the planes z = 0, z = 1
and y = 0, where Γ is the Koch curve in Example 2. Let Σ be the boundary of the domain V with orientation outward. We
would like to calculate the surface integral of second kind
∫∫
xdy dz + y dzdx+ z dxdy.Σ
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√
3
20 by means of the area of D in Example 2, and the Hausdorff
dimension of Σ is ln4ln3 + 1< 3 [4,5], and Σ is of zero volume. Hence from Theorem 5 we know that this surface integral of
second kind exists. By Theorem 6 we have
∫ ∫
Σ
xdy dz + y dzdx+ z dxdy =
∫ ∫ ∫
V
3dxdy dz = 3
√
3
20
.
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