Abstract-This paper presents the first published fully-integrated digital fractional-PLL based on a second-order frequency-to-digital converter (FDC) instead of a time-to-digital converter (TDC). The PLL's quantization noise is nearly identical to that of a conventional analog delta-sigma modulator based PLL ( -PLL). Hence, the quantization noise is highpass shaped and is suppressed by the PLL's loop filter to the point where it is not a dominant contributor to the PLL's output phase noise. However, in contrast to a -PLL, the new PLL has an entirely digital loop filter and its analog components are relatively insensitive to non-ideal analog circuit behavior. Therefore, it offers the performance benefits of a -PLL and the area and scalability benefits of a TDC-based digital PLL. Additionally, the PLL's digitally controlled oscillator (DCO) incorporates a new switched-capacitor frequency control element that is insensitive to supply noise and parasitic coupling. The PLL is implemented in 65 nm CMOS technology, has an active area of 0.56 mm , dissipates 21 mW from 1.0 and 1.2 V supplies, and its measured phase noise at 3.5 GHz is 123, 135, and 150 dBc/Hz at offsets of 1, 3, and 20 MHz, respectively. The PLL's power consumption is lower than previously published digital PLLs with comparable phase noise performance.
I. INTRODUCTION
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PLLs based on charge-pumps and digital delta-sigma modulators ( -PLLs) of the type shown in Fig. 1 are used extensively for frequency synthesis in high-performance applications such as wireless transceivers because of their fine tuning resolution and low phase noise [1] - [4] . Unfortunately, their performance tends to be limited by device leakage and low supply voltages in highly-scaled CMOS IC technology. Moreover, the narrow loop bandwidth necessary to suppress quantization noise often requires loop filter capacitance on the order of hundreds C. Venerus is with Qualcomm Technologies, Inc., San Diego, CA 92121 USA (e-mail: cvenerus@qti.qualcomm.com).
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Digital Object Identifier 10.1109/JSSC.2014.2361523 of picofarads, which usually dictates off-chip implementation and can add significantly to the overall system cost. Several fractional-PLL architectures based on time-to-digital converters (TDC-PLLs) such as shown in Fig. 2 have been proposed to mitigate these problems [5] - [30] . By using TDCs and digital filters in place of charge pumps and analog filters, TDC-PLLs offer reduced area, cost, and power consumption over conventional -PLLs in highly-scaled CMOS technology. Unfortunately, TDC quantization noise is coarse and not as well suppressed by the PLL as quantization noise in -PLLs, which has thus far prevented TDC-PLLs from achieving the phase noise and spurious tone performance demonstrated by state-of-the-art -PLLs [31] - [40] . This paper presents the first published IC implementation of the frequency-to-digital converter (FDC) based PLL (FDC-PLL) architecture proposed in [41] which is an extension of that proposed in [42] and has higher-order quantization noise shaping than those presented in [43] - [45] . The FDC-PLL uses an FDC in place of a TDC in such a way that its quantization noise and loop dynamics are nearly identical to those of a -PLL, yet its loop filtering is entirely digital as in a TDC-PLL. Although the FDC contains some analog components, it is relatively insensitive to non-ideal analog circuit behavior. The FDC-PLL IC's power consumption is lower than previously published digital PLLs with comparable phase noise performance, and its area is comparable to the lowest-area digital PLL in its performance class. Therefore, as demonstrated by the results presented in this paper, the FDC-PLL offers the benefits of both a -PLL and a TDC-PLL. Additionally, the paper presents two enhancements of the original FDC-PLL architecture that are also applicable to TDC-PLLs. Its digitally controlled oscillator (DCO) incorporates a new switched-capacitor frequency control element (FCE) that is insensitive to supply noise and parasitic coupling, and it incorporates a new timing scheme that reduces the potential for metastability that would otherwise arise from the need to resample the digital loop filter output across different clock domains.
II. FDC-PLL SIGNAL PROCESSING
A. Loop Overview
As illustrated in the high-level block diagram of Fig. 3 , the FDC-PLL consists of a FDC, a digital loop controller (DLC), and a DCO. Its output frequency is , where is an integer, is between 0.5 and 0.5, and is the reference oscillator frequency. As shown in [41] , the signal processing performed by the FDC when the PLL is locked 0018-9200 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. is equivalent to that of the second-order modulator shown in Fig. 4 , where and are the average frequency errors over the th reference period of the reference oscillator and PLL output, respectively, is the combined error from noise and other non-ideal circuit behavior in the charge pump, PFD, and divider, and is ADC quantization noise. 1 The modulator equivalence depicted in Fig. 4 implies that , which is the output of the 5-level ADC, is equal to plus second-order highpass shaped ADC quantization noise plus terms proportional , , and . The DLC accumulates and passes the result through the digital loop filter. The accumulator converts the frequency error terms to phase errors, the second-order highpass shaped ADC quantization noise to first-order highpass shaped noise, and the term to a term proportional to . Aside from the shaped quantization noise and terms, the accumulator output, , can be interpreted as the FDC-PLL's phase error in cycles during the th reference period.
The transfer function of the loop filter is where
(1) and , , and for , 1, 2, and 3 are constants. The constants are chosen such that sets the PLL's bandwidth and phase margin and provides additional lowpass filtering outside of the PLL bandwidth to suppress out of band ADC quantization noise [46] .
In the FDC-PLL IC the loop filter output has a 6-bit integer part and a 26-bit fractional part. This resolution is greater than required to achieve the targeted phase noise performance, so dithered quantization (not shown in Fig. 3 ) is applied to the loop filter output to reduce the bit width to 14 bits. The resulting DCO input sequence, , has a 6-bit integer part and an 8-bit fractional part. It causes the instantaneous frequency of the DCO during the nth reference period to be well approximated as: (2) where , and are the DCO's nominal center frequency, gain, and instantaneous frequency error, respectively. 2 
B. Frequency-to-Digital Converter
The FDC concept and an early architecture were first presented in [47] and then presented again in [48] . The architecture was refined and rigorously analyzed in [49] , and the first IC implementation was published in [50] . The version of the FDC used in this work is shown in Fig. 3 [41] .
It consists of a phase-frequency detector (PFD), charge pump, capacitor, 5-level ADC, digital block, and frequency divider. When the FDC-PLL is locked, each rising edge of the 2 The DCO Gain is defined as the amount by which the DCO frequency changes when changes by unity.
reference oscillator signal occurs within a small fraction of a reference period from a corresponding rising edge of the divider output [41] . In this paper, for each , the time of the th rising edge of the reference oscillator is denoted as and the time of the corresponding rising edge of the divider output is denoted as . Without loss of generality the FDC-PLL is assumed to be locked by time .
The PFD and charge pump implement the same functionality as in a conventional -PLL (Fig. 1) , although, as explained shortly, the charge pump current, , in an FDC-PLL tends to be lower than that in a -PLL with comparable performance. The FDC-PLL's charge pump also contains an additional current source beyond the two shown in Fig. 1 that introduces an offset current pulse waveform [32] , [39] . The offset current pulse waveform consists of a current pulse of nominal amplitude and duration each reference period such that for all . Therefore, only the positive current source in the charge pump is modulated by the feedback loop once the FDC-PLL is locked.
The 5-level ADC samples the capacitor voltage shortly after each charge-pump current pulse settles to zero. The th ADC output sample, , is applied to the DLC as described above, and is also applied to the block so the th divider modulus is , where . The divider and the FDC timing are such that each divider modulus value controls the time of the first rising edge of the divider output following the corresponding ADC sample time, i.e., such that DCO cycles occur between times and . As described above and proven in [41] , the signal processing performed by FDC is equivalent to that of the second-order modulator shown in Fig. 4 . Hence, well-known modulator results, e.g., see [51] , imply that the ADC output sequence can be written as (3) where (4) and is the flash ADC's nominal step size. Furthermore, it follows from the results presented in [52] that even a small amount of input-referred thermal noise causes the ADC quantization noise, , to well-approximate a white, zero-mean, uniformly distributed random process. Therefore, the ADC quantization noise is "well-behaved" like the quantization noise introduced by a dithered digital modulator in a conventional -PLL [53] , [54] . The equivalent modulator's first accumulator is the result of phase being the integral of frequency, its second accumulator is implemented by the FDC's charge pump and the capacitor, and both of its feedback loops are implemented by the FDC's local feedback loop through the divider [41] . Consequently, the FDC-PLL's implementation of the modulator's first accumulator and outer feedback path are inherently ideal. To the extent that the charge pump implements ideal current sources and the integrating capacitor is an ideal capacitor, the transfer function of the second accumulator in the equivalent modulator is given by
The values of , , and are set to approximate (6) so the nominal gain of the second accumulator is unity as depicted in Fig. 4 . As in a conventional second-order modulator, the quantization noise transfer function of the FDC is relatively insensitive to the gain of its second accumulator [41] . For example, varying by 10% about the ideal value specified by (6) does not cause the performance of the FDC-PLL to change significantly from that reported in Section IV of this paper. Similarly, and also like a conventional modulator, the FDC's performance is not highly sensitive to non-ideal behavior of either the charge pump or the ADC.
Both the charge pump and ADC are non-differential, a design choice that was made because of the FDC-PLL's low sensitivity to their performance. The ADC's nominal step-size is . The DCO's frequency range, and therefore the maximum range of , is 2.8 GHz and 3.5 GHz, so, as dictated by (6), is less than 200 A.
C. Signal Processing Comparison to TDC-PLLs
To date, low-noise TDC-PLLs have been published with TDCs that either perform coarse quantization without quantization noise shaping [5] - [27] or with first-order highpass quantization noise shaping, [28] - [30] , [55] , [56] . TDC quantization noise is injected at the input of the digital loop filter and the output of the digital loop filter adjusts the DCO's frequency. Quantization is a highly nonlinear process, so coarse quantization tends to introduce strong spurious tones and wideband input-dependent error. First-order quantization noise shaping attenuates the error at low frequencies, and the digital loop filter bandwidth can be chosen to attenuate the error at higher frequencies. However, the quantization noise from quantization noise shaping TDC architectures published to date is mathematically equivalent to the quantization noise of a first-order modulator. Unfortunately, even in the absence of non-ideal circuit behavior, first-order modulators are notorious for having quantization noise that varies widely with input amplitude and contains strong spurious tones [51] .
In contrast, the power spectral density (PSD) of the quantization noise from a second-order modulator with at least a two-bit quantizer and an arbitrarily low level of input-referred white noise is identical to the output of a filter with transfer function driven by white noise of variance [52] . Therefore, in the absence of non-ideal circuit behavior, the quantization noise from a second-order modulator has an input-independent PSD and is free of spurious tones.
As described above, the second-order shaped quantization noise from the -FDC gets converted to first-order shaped noise at the input to the digital loop filter in the FDC-PLL. In this sense, the FDC-PLL is like a TDC-PLL with a first-order quantization nose shaping TDC. The primary signal processing difference is that the first-order shaped noise in the FDC-PLL originates from the equivalent of a second-order modulator, so in principle it is expected to be signal-independent and free of spurious tones.
D. Signal Processing Comparison to -PLLs
The bandwidth and phase margin of a conventional -PLL depend on the charge pump current and loop filter capacitance, both of which must be relatively large to achieve the narrow loop bandwidth required to suppress quantization noise without introducing excessive circuit noise. In the case of the FDC-PLL with a loop filter of the form described above, the PLL bandwidth is (7) and to a good approximation the phase margin depends only on , , , and [41] . Therefore, in contrast to a -PLL, the charge pump current and capacitance in the FDC-PLL do not affect the PLL bandwidth or phase margin, so their values can be chosen on the basis of only noise and power dissipation considerations. This allows them to be much smaller than their counterparts in a comparable -PLL. In a -PLL, the quantization noise is generated with perfect accuracy in the digital domain and LSB dither causes it to be free of spurious tones. However, the quantization noise is inevitably subjected to nonlinear distortion from nonideal analog circuit behavior such as charge pump current source mismatches which can induce spurious tones [39] . The opposite situation occurs in the FDC-PLL. Its quantization noise is generated via analog components, so excessive non-ideal analog circuit behavior such as low charge pump output impedance can induce spurious tones. However, the components between the FDC and DCO are digital so the quantization noise is not subjected to nonlinear distortion after the FDC that could further induce spurious tones.
E. DCO Frequency Control
The DCO is an analog LC oscillator whose frequency is controlled by banks of fine, intermediate, and coarse frequency control elements (FCEs) as shown in Fig. 5 analysis indicate that the 768 kHz frequency range of the fine FCE bank is more than large enough to accommodate the output swing of the DLC when the FDC-PLL is locked in the absence of significant DCO temperature or power supply voltage drifts. In applications that require the FDC-PLL to be locked for periods of time that are long enough for temperature or supply voltage changes to cause the DCO's center frequency to change by more than several hundred kHz, a larger fine FCE bank frequency range or an algorithm to adaptively update the intermediate FCE bank settings would be required to maintain lock. The FDC-PLL prototype was designed to achieve the GSM mobile telephone standard's strict phase noise specifications. The standard dictates phase noise of no more than 150 dBc/Hz at a 20 MHz offset for a 3.5 GHz output frequency, which places a practical requirement that the DCO's thermal noise be the dominant source of phase noise at offset frequencies between 10 and 20 MHz [5] - [7] , [11] . A minimum DCO frequency step of 200 Hz is necessary to ensure that the DCO's quantization noise is not a significant contributor to the PLL's phase noise in the 10-20 MHz offset frequency range.
The minimum MOM capacitor size realizable via the project's design kit library is 0.375 fF. Had FCEs been used that simply switch this minimum capacitance in and out of the DCO tank, the corresponding minimum DCO frequency step would have been about 570 kHz. Instead, as described in Section III-B, a new switched capacitor structure is introduced that combines four MOM capacitors and a switch such that the capacitance introduced into the DCO tank by the minimum-size FCE in the fine FCE bank changes by only about 18 aF when the FCE control bit changes state. This corresponds to a minimum frequency step of about 12 kHz.
Unfortunately, the 12 kHz minimum frequency step is still much larger than 200 Hz. Therefore, as is commonly done in TDC-PLLs, the integer part of controls the DCO directly and the fractional part of is oversampled and quantized by a digital modulator prior to the DCO [5] - [7] , [11] . In typical designs the modulator is clocked between and to limit power consumption and satisfy the timing requirements of the modulator's digital logic [57] . In the FDC-PLL IC, the modulator clock frequency is approximately as described in detail in the next section. The highpass shaped quantization noise from the modulator frequency modulates the DCO, but the resulting phase noise is attenuated by the intrinsic frequency-to-phase integration of the DCO. Consequently, the phase noise introduced by the modulator's quantization noise is well below the phase noise floor of the FDC-PLL. Given that the integer part of controls the DCO frequency in steps of 12 kHz, it follows that the 8-bit fractional part of controls the DCO frequency in steps of about 50 Hz, which is well below the 200 Hz requirement.
III. FDC-PLL CIRCUIT DETAILS
The FDC-PLL IC was fabricated in the STMicroelectronics 65 nm, 7 metal layer, CMOS process. It consists of the core FDC-PLL blocks and SPI mentioned in the previous section, as well as a crystal buffer, divider buffer, output buffer, and bias generator. 
A. Digitally Controlled Oscillator
The DCO topology is shown in Fig. 5 . Except for the FCE banks, it is a conventional LC oscillator [58] . Its tank consists of a two-turn 1.5 nH center-tapped inductor in parallel with fixed capacitors and the three FCE banks. The inductor is from the STMicroelectronics design kit library and has a differential quality factor of 16.5 at 3.5 GHz. The cross-coupled nMOS switching transistors are thick-oxide devices to accommodate the DCO's output swings of up to 1.8 V. The DCO's current is controlled by four parallel power-of-two-weighted nMOS tail transistors that can each be turned off or biased in triode under SPI control. A 10 pF capacitor in parallel with the tail transistors shunts their noise to limit its contribution to the DCO's phase noise. A parallel inductor and capacitor between the switching and tail transistors boosts the impedance between the switching transistors and ground at frequencies around the DCO's second harmonic to prevent the switching transistors from excessively loading the DCO's tank [58] .
B. Fine Frequency Control Elements
As described in Section II-E, each FCE takes on one of two capacitance values depending on the state of its input bit. The FCEs published to date are implemented as either switched capacitors or as MOS varactors with two-level control voltages [5]- [30] . Such FCEs have been demonstrated to have capacitance steps as low as tens of attofarads, and, when implemented in parallel with the DCO tank, to have frequency steps as low as tens of kHz.
The minimum frequency step can be further reduced by connecting the FCEs to the DCO such that the tank sees a scaled version of their capacitance steps. One approach is to connect the FCEs across the sources of the DCO's cross-coupled transistors [24] , [59] . Another approach is to inductively couple the FCEs to the DCO tank [30] . Both approaches enable very small minimum frequency steps, e.g., as low as 150 Hz in [59] . Furthermore, compared to connecting the FCEs in parallel with the DCO tank, the techniques offer improved FCE matching because they use larger FCEs for any given minimum frequency step. However, they both have the potential to reduce the DCO's quality factor and involve added complexity. Neither technique was used in this work because they were not deemed necessary to achieve the desired target specifications. Nevertheless, the new FCEs proposed below are applicable to the two techniques.
MOS varactor based FCEs consist of two MOS capacitors with their sources and drains driven by a shared control voltage and their gates driven by the respective differential DCO outputs. The control voltage is a two-level signal, often from a buffer driven by the FCE's control bit. Although the capacitance introduced into the tank by the FCE varies over the DCO period, its average value over any given DCO period depends on the state of the control voltage during that period [60] . The high and low control voltage levels, which are often the supply voltages, are chosen such that small variations in the two voltage levels cause as little change as possible in the average capacitance.
However, the average capacitance versus voltage curve is never completely flat around the control voltage levels, so disturbances coupled into the control lines of MOS varactor based FCEs can be a source of DCO phase noise. For example, suppose the input bit to an FCE does not change state but that of an adjacent FCE does change state at a given clock edge. Ideally, the control voltage of the first FCE would remain constant while that of the second FCE transitions between levels. Unfortunately, the transition of the second FCE's control voltage can induce a disturbance on the control voltage of the first FCE which causes a DCO frequency glitch as depicted in Fig. 6 . Similarly, disturbances coupled into the power supply lines of the FCE control voltage buffers also cause DCO frequency glitches. Originally the FDC-PLL IC was designed with MOS varactor based FCEs, but simulations with post layout extracted parasitics suggested that these phenomena would significantly degrade the FDC-PLL's phase noise.
The new switched capacitor based FCE shown in Fig. 7 (a) was developed to circumvent these issues. It consists of two sets of two MOM capacitors with slightly different values, denoted as and for the unit-weight FCEs, and an nMOS transistor switch. The switch consists of a switching transistor sandwiched between half-sized dummy transistors to cancel charge injection. When the switch is open, the top and bottom pairs of capacitors in Fig. 7(a) are each connected in series across the DCO tank. When the switch is closed, the parallel combination of the two left capacitors in Fig. 7(a) and that of the two right capacitors in Fig. 7(a) are connected in series across the DCO tank. Therefore, the change in DCO tank capacitance when the FCE's input bit is switched from high to low is (8) It follows that can be made very small, and it is a monotonic function of the difference between the FCE's two capacitor sizes, . The monotonicity ensures that any bank of nominally equal FCEs will exhibit monotonic behavior no matter how small is or how poorly matched the FCE capacitors are. Equation (8) also implies that can be made quite large because every doubling of increases by approximately a factor of 4. The practical upper limit on is dictated by the maximum fixed FCE capacitance acceptable for a given application; the FCE's fixed capacitance is less than . In the prototype IC, and , so the minimum capacitance step-size of the fine FCE bank is . The nodes to which the switch is connected have low voltage swings because , so charge redistribution occurs quickly when the switch closes and any charge injection not cancelled by the dummy transistors mainly affects the DCO common mode voltage. To the extent that the switch's leakage and on-resistance are negligible, the FCE avoids the coupling problems described above for MOS varactor based FCEs.
The FCE switch is controlled by a fully differential D flipflop, which consists of two copies of a low-hysteresis flip-flop [61] . The flip-flop clocks and inputs are provided differentially to minimize the net current flow across the power supply domains of the DLC and fine FCE bank. Simulations indicate that the quality factor of the unity-weighted FCE is 185, which implies that the bank of fine FCEs is not a significant contributor to the DCO's phase noise.
Random IC fabrication errors cause the FCE capacitors, and therefore the capacitance steps of the FCEs, to deviate from their ideal values by amounts that can be modelled as samples of independent random variables. As shown in the Appendix, this implies that the relative error of the unit-weight FCE capacitance step satisfies (9) provided , where and are the standard deviations of each capacitor and the FCE's capacitance step, respectively. For the prototype IC, the expected relative error of each capacitor is about 0.01, so (9) implies that the expected relative error of the 18 aF FCE capacitance step is about 0.2.
Typically, scaling the size of a capacitor on an IC by a factor of 1/x causes the relative capacitance error to scale by a factor of [62] , [63] . Therefore, (9) implies that the relative error of the unit-weight FCE capacitance step is the same as would be expected of a physically implemented capacitor of value if it were possible to implement such a small capacitor directly. This is an important property of the FCE of Fig. 7 (a) that is not shared by other methods of synthesizing small capacitance steps from larger capacitors. For example, suppose an FCE were implemented that switches a capacitor of size into the DCO tank when the FCE's input bit is high and replaces it with a capacitor of size when the FCE's input bit is low. The FCE's capacitance step would therefore be , and given that it is usually possible to realize IC capacitors that differ by less than the minimum realizable capacitor size, could be made quite small. However, it can be verified that the relative error of the FCE's capacitance step would be larger than the right side of (9) . For example, the expected relative error of an 18 aF FCE capacitance step would be about 29 times larger than that of the FCE of Fig. 7(a) .
C. Fine FCE Bank and Its Control Interface
As indicated in Fig. 8 , the fine FCE bank consists of 14 FCEs, each of which ideally adjusts the DCO frequency by depending on its input bit, where is the FCE's weight and is 1, 2, 4, or 8, and has a nominal value of 12 kHz. The DCO input sequence, , is updated once per reference period. The encoder shown in Fig. 8 maps each sample of to a 14-bit segmented code, , which represents the integer part of , and a 9-bit two's complement fractional part, . The fractional part of is an 8-bit sequence, so the bit width of is one bit larger than necessary. The extra bit and the FCE weights shown in Fig. 8 were implemented for future compatibility with a new segmented multirate dynamic element matching (DEM) algorithm extended from work presented in [64], but the new DEM algorithm is not used in this work so the mapping performed by the encoder is deterministic.
To reduce the possibility of disturbing the sampling phase of the ADC, which occurs shortly after each rising edge of the divider output, the DLC is clocked on the reference signal so it settles before the flash ADC is sampled. Therefore, both and are updated on each rising edge of the reference. As shown in Fig. 8 and described below, is resampled on the divider output and is first resampled on the reference signal and then sampled into the FCE's on clock edges that each occur shortly after a rising edge of the divider output. Metastability is avoided in these resampling operations because, as mentioned above, the charge pump's offset current pulse waveform ensures that when the PLL is locked the th rising edge of the divider output always occurs after the th rising edge of the reference oscillator. While metastability events can potentially occur before the PLL locks, they are rare and only occur when the PLL is so far out of lock that its feedback information is not meaningful. Hence, they do not significantly affect the locking process.
The resampled version of is applied to an oversampled error-feedback second-order digital modulator with LSB dither [51] . The encoder is such that takes on values that range from 1 to 1/256 with a minimum step-size of 1/256. The digital modulator's input is an oversampled version of plus LSB dither which takes on values of 0 and 1/256 with equal probability. The quantization step size of the digital modulator is unity, so its output takes on values of 2, 1, 0, and 1. The LSB dither ensures that the digital modulator's quantization noise is asymptotically independent of and the dither, and has a PSD equal to that of the output of a filter with transfer function driven by white noise with a variance of 1/12. It is possible that the PLL's phase noise could have been relied upon to achieve approximately the same result in the absence of LSB dither, but the cost of LSB dither in terms of area and power consumption is negligible so it was included to ensure the result. Furthermore, it is certainly beneficial during open loop measurement of the DCO's phase noise. The DEM encoder shown in Fig. 8 is a mismatch-scrambling tree structure with three switching blocks based on extra-LSB encoding to simplify the logic [65] . Its purpose is to scramble the usage pattern of the four FCEs it drives such that mismatches among the FCEs do not cause nonlinear distortion [66] . The rationale for including DEM is that nonlinear distortion is known to induce spurious tones in quantization noise [39] . An LFSR generates the modulator LSB dither and two pseudorandom bit sequences used by the DEM encoder.
The signal shown in Fig. 8 is the main divider output signal described previously. The signal is also generated by the divider (as a byproduct of its design, as shown in Fig. 9 [67]) and is synchronous to . When is a multiple of 16, every period in the corresponding divider period is 16 DCO periods long. When is not a multiple of 16, all but one of the periods in the corresponding divider period are 16 DCO periods long, and one period is extended by up to 15 extra DCO periods to ensure that the next rising edge of is synchronous to a rising edge of . This ensures that there are an integer number of periods in each divider period, so metastability is avoided in the flop-flops clocked by that sample signals which are synchronous with . A potential drawback of this scheme is that the FCEs clocked by have a time-varying period, which causes high-frequency quantization noise to fold down to low frequencies. However, simulations indicate that the error caused by this phenomenon is well below the phase noise floor of the FDC-PLL.
For loop bandwidths of 100 kHz or lower, the signal swing of resulting from FDC quantization noise and other noise sources in the FDC-PLL is much smaller than unity. Therefore, for most FDC-PLL output frequencies, only the FCEs controlled by the fractional part of via the digital modulator toggle when the FDC-PLL is locked. However, if the FDC-PLL frequency is such that the mean of is near an integer boundary, the slower-clocked FCEs controlled by the integer part of can also toggle even when the FDC-PLL is locked. In the absence of FCE mismatches, such toggling of the slow FCEs has no effect on performance. Yet mismatches are inevitable, and simulations indicate that the expected level of mismatches can degrade the FDC-PLLs phase noise between about 40 kHz and 2 MHz offsets by up to 10 dB in such boundary cases.
This issue is shared by the majority of TDC-PLLs because most oversample and quantize the fractional part of their loop filter outputs along the lines described above. Unfortunately, it is not widely reported in the literature to the knowledge of the authors, and was not appreciated by the authors until after the FDC-PLL IC was submitted for fabrication. Otherwise, digital logic would have been included that detects when is near an integer boundary and dynamically adds one to when necessary such that can remain constant even when the integer part of changes by one. Fig. 9 . Simplified architecture and operation of the frequency divider (circuitry that resynchronizes the divider outputs to is used but not shown).
D. Coarse and Intermediate FCE Banks
The FCEs in the fine FCE bank are capable of accurately synthesizing very small capacitance steps, as described above, but they would not be area-efficient if used to synthesize very large capacitance steps. The FCE shown in Fig. 7(b) is more area-efficient for synthesizing very large capacitance steps, so it is used in the coarse FCE bank.
The coarse FCE bank consists of 7 power-of-two-weighted FCEs of the form shown shown in Fig. 7(b) , and has a nominal minimum frequency step of . Each FCE consists of a pair of capacitors that are connected in series across the DCO tank when the FCE's input bit is high and disconnected from each other when the FCE's input bit is low. When disconnected from each other, the bottom plates of the capacitors are connected to the positive supply voltage through large resistors to prevent forward biasing of the pn junctions in the nMOS transistors. In the unit-weight coarse FCE, , , and each nMOS switch has a simulated , so the FCE's quality factor is 74.
Even with the smallest available MOM capacitors, the minimum frequency step of the coarse FCE bank would be larger than the frequency range of the fine FCE bank. Therefore, an intermediate FCE bank is required to bridge the gap. The intermediate FCE bank consists of 6 power-of-two-weighted FCEs of the form shown in Fig. 7(c) , and has a nominal minimum frequency step of . The FCE differs from those in the coarse FCE bank only in that a capacitor is connected across the switch. When the FCE's input bit is high, the two capacitors are connected in series across the DCO tank, and when the FCE's input bit is low, the two capacitors and the capacitor are connected in series across the DCO tank. In the unit-weight intermediate FCE, , , , so the FCE's quality factor is 111.
IV. MEASUREMENT RESULTS
A die photograph of the FDC-PLL IC is shown in Fig. 10 . The IC was tested in a QFN 24 package soldered on a custom printed circuit test board. Its measured power consumption is 21 mW. Table I provides a breakdown of the supply voltage and measured current consumption by circuit block, and Table II provides a summary of the FDC-PLL IC's measured performance. The maximum bandwidth achievable by the PLL is 3 MHz. The figure reported is for the case for which measurement data was reported in the paper. Fig. 11 . Representative measured FDC-PLL phase noise spectrum, the corresponding phase noise spectrum predicted by the theoretical results, and the GSM phase noise mask. Fig. 11 shows a typical measured phase noise spectrum, the corresponding phase noise spectrum predicted by the theoretical results presented in [41] , and the GSM phase noise mask for an FDC-PLL output frequency of about 3.446 GHz. The predicted phase noise spectrum was obtained by applying the theoretical transfer function that the FDC-PLL imposes on the DCO's phase noise to a piecewise approximation of the measured free-running DCO phase noise spectrum shown in Fig. 12 (measured with the digital inputs to the DCO held constant). As indicated in Fig. 11 the measured and predicted phase noise spectra are in agreement, which also confirms the expected result that the DCO's phase noise is the dominant contributor to the FDC-PLL's phase noise at all frequency offsets. As indicated in Table II , the measured results exemplified by the data shown in Fig. 11 indicate that the FDC-PLL IC achieves state-of-the-art out-of-band phase noise performance.
The DCO's low-frequency noise is higher than predicted by circuit simulations, which caused the in-band phase noise of the FDC-PLL IC to be higher than expected. The slope visible at frequencies below 30 kHz in the measured DCO phase noise spectrum shown in Fig. 12 indicates that noise in the DCO is the culprit [46] . As described above, the predicted FDC-PLL phase noise curve shown in Fig. 11 is a function of the measured phase noise of the DCO and no other sources of noise, yet it closely follows the FDC-PLL's measured phase noise, both within and outside of the FDC-PLL's bandwidth. This implies that the higher-than-expected in-band FDC-PLL phase noise is caused by the DCO. Fig. 13 shows measured and predicted phase noise spectra for the FDC-PLL configured as a Type-I PLL and a Type-II PLL. Normally, the behavior of the FDC-PLL is analogous to a Type-II -PLL. However, when the loop filter's integral path is disabled by setting to zero in (1), the behavior of the FDC-PLL becomes analogous to a Type-I -PLL. In particular, as with a -PLL, the FDC-PLL's phase noise transfer function between the DCO and the FDC-PLL output has two zero-frequency zeros when configured in Type-II mode, but only one zero-frequency zero when configured in Type-I mode. The phase noise curves shown in Fig. 13 experimentally demonstrate these findings. The 10 dB/decade and 10 dB/decade slopes of the in-band portions of the phase noise spectra from the FDC-PLL configured in Type-I and Type-II modes, respectively, are the result of the 30 dB/decade slope of the DCO's phase noise below 30 kHz. This further supports the conclusion that the dominant contributor to the FDC-PLL's in-band phase noise is noise in the DCO. As with the results shown in Fig. 11 , the predicted phase noise curves were generated by applying the theoretical transfer functions that the FDC-PLL imposes on the DCO's phase noise to a piecewise approximation of the measured free-running DCO phase noise spectrum, and they are in agreement with the measured FDC-PLL phase noise spectra in both cases. Fig. 14 shows a representative measured FDC-PLL output spectrum. As indicated in the figure, the measured reference spur power is lower than 82 dBc, and this was found to be the case for all output frequencies tested.
Fractional spur powers were systematically measured at 100 different values of the fractional frequency word, , between 0.5 and 0.5. Fig. 15 is a plot of the power of the largest fractional spur found for each such measurement versus the corresponding FDC-PLL frequency offset. As in a conventional -PLL, the fractional spurs are largest inside the loop bandwidth and decrease with frequency outside the loop bandwidth, eventually dropping below the spectrum analyzer's measurement floor of 88 dBc. Inside the loop bandwidth, the measured fractional spurs powers range between 51 dBc and 43 dBc. While this in-band fractional spur performance is comparable to that reported for many published -PLLs and TDC-PLLs, it is below that of a few of the best comparable TDC-PLLs as indicated in Table II and it is well below the best -PLL in-band factional spur performance reported to date [39] . The FDC-PLL's fractional spurs had been expected to be lower than 60 dBc, but a mistake in the FDC's charge pump design reduced the charge pump output impedance to less than 25 k , which behavioral simulations indicate is the cause of the discrepancy between expected and measured in-band fractional spur power. Table II presents the FDC-PLL IC's measured performance along with that of comparable previously published state-of-the-art TDC-PLLs. The data show that the FDC-PLL IC achieves state-of-the-art out-of-band phase noise performance, occupies less circuit area than all of the comparable TDC-PLLs except for that presented in [20] , and has best-of-class power consumption.
APPENDIX
This appendix presents a derivation of (9), the relative error of the capacitance step of the unit FCE shown in Fig. 7(a) . Let , , , and be the top-left, top-right, bottomleft, and bottom-right capacitors in the FCE of Fig. 7(a) . The ideal values of these capacitors in the absence of mismatches are (10) The capacitance of the FCE as seen across the inductor depends on whether the switch is open or closed. The difference in capacitance between these two cases is (11) Substituting (10) into (11) gives (8) .
Taking partial derivatives of (11) with respect , , , and and substituting (10) into the results gives (12) and (13) Suppose that (14) and that mismatches incurred during IC fabrication cause the four FCE capacitors to deviate from their ideal values by zeromean, uncorrelated errors with variance . It follows that the variance of is given by (15) Substituting (12) and (13) into (15) and applying (14) gives (16) The relative error of the FCE capacitance step can therefore be written as (17) It follows from (8) and (14) that (18) Combining (17) and (18) gives (9) .
