The Khinchin theorem for interval exchange transformations and its consequences for the Teichm\ufcller flow by Marchese, Luca
Scuola Normale Superiore di Pisa e Université Paris Sud
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The classical Khinchin theorem concerns analytic number theory. For any real
number x we denote with {x} its fractionary part, that is {x} := min{x − k; k ∈
Z, k ≤ x}. Let us consider α ∈ R. The most general diophantine condition on
α can be defined considering a positive sequence ϕ : N → R+ and looking at the
equation
(1.1) {nα} ≤ ϕ(n).
Khinchin proved the following classical result, known as Khinchin teorem (see [K]).




n∈N ϕ(n) < ∞ then equation (1.1) has just finitely many solutions
n ∈ N for almost any α ∈ R+
• If
∑
n∈N ϕ(n) = ∞ then for almost any α equation (1.1) has infinitely
many solutions n ∈ N.
A rotation can be thought as a map Rα of the interval [0, 1) to itself, where
α ∈ [0, 1) denotes the rotation number of Rα, in this way it takes the form:
Rαx = x+ α mod Z.
The dynamics of a rotation is strictly linked to the diophantine properties of its
rotation number. A first well known fact is that the rotation is periodic if and only if
the rotation number is rational and conversely all irrational rotations are minimal.
A solution of equation (1.1) can be thought as a rational rotation Rp/q with rotation
number p/q (where (p, q) = 1) at C0 distance less that ϕ(q)/q from the rotation
Rα. Khinchin theorem therefore has a natural dynamical interpretation in terms
of estimation of the recurrence of irrational rotations. A very classical tool to make
good rational approximations of irrational numbers is the Gauss map. It is the map
G : (0, 1)→ [0, 1) defined by
G(α) := {α−1},
which generates the continued fraction algorithm. Khinchin result gives a quanti-
tative estimation about the maximal speed of approximation of generic rotations
with rational ones.
It is also quite well known that the continued fraction algorithm has a strict
relation with the geodesic flow gt on the modular surface H/PSL(2,Z) (see for
example [Ser], even if there are many other references). In particular one of the




Theorem 1.0.2. Let z0 and z be any pair of points in H/PSL(2,Z). For almost
any unit vector v at z, if we denote with gt be the geodesic passing from z in the






1.1. Interval exchange transformations.
An alphabet is a finite set A with d ≥ 2 elements. An interval exchange
transformation (also called i.e.t.) is a map T from an interval I to itself such
that I admits two finite partitions Pt := {Itα}α∈A and Pb := {Ibβ}β∈A into d open
intervals and for any α ∈ A the restriction of T to the interval Itα is a translation
with image the interval Ibα. The map T : I → I is therefore defined by rearranging
(via translations) the intervals of the partition Pt in a new order inside I given by
Pb and is entirely defined by the following data:
(1) The lengths of the intervals,
(2) The order before and after rearranging.
The first are called length data, and are given by a vector λ ∈ RA+, where λα denotes
the length of Itα (which is equal to the length of I
b
α) for any α ∈ A. The second are
called combinatorial data and are given by a pair of bijections π = (πt, πb) from
A to {1, .., d}. The meaning of π is that for any α ∈ A, if we count starting from
the left, the interval Itα is in π
t(α)-th position in Pt and Ibα is in πb(α)-th position
in Pb. For any combinatorial datum π let us call ∆π := {π} × RA+ the set of all
the possible i.e.t. with combinatorial datum π. Let us consider any T ∈ ∆π. For
any α ∈ A such that πt(α) > 1 we call utα the left endpoint of Itα. In general T is
not continuous at utα. Similarly for any β ∈ A such that πb(β) > 1 we call ubβ the
left endpoint of Ibβ . In general the inverse T
−1 of T is not continuous at ubβ . For
any α, β ∈ A with πt(α) and πb(β) > 1 the position of the associated singularities










We say that the combinatorial datum π is admissible if there is no proper subset
A′ ⊂ A with k < d elements such that πt(A′) = πb(A′) = {1, .., k}. We always
suppose that the combinatorial datum is admissible since otherwise the dynamics
of an i.e.t. decomposes into two simpler parts that can be studied separately.
Definition 1.1.1. A connection for T : I → I is a triple (β, α, n), where n ∈ N
and α, β ∈ A satisfy πt(α), πb(β) > 1 and Tnutα = ubβ
I.e.t.s with connections are the generalization of rational rotations. A first
reason to believe it is the following theorem, due to Keane:
Theorem 1.1.2. If T has no connections, then it is minimal.
We remark anyway that there is not an true dichotomy as for rotations, since
there exist minimal i.e.t.s with connections. Lemma 2.1.4 in paragraph 2.1.3 gives a
deeper reason for this interpretation. Now as Khinchin did for irrational numbers,
we define a general diophantine condition for i.e.t.s. Let us consider a positive
sequence ϕ : N→ R+ such that nϕ(n) is decreasing monotone.
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Definition 1.1.3. Let π be an admissible combinatorial datum and let T be
an i.e.t. in ∆π be a i.e.t. without connections. A mod ϕ connection for T is a
triple (β, α, n), where n ∈ N and β, α ∈ A satisfy πt(α) and πb(β) > 1 that is a
solution of
(1.3)
∣∣Tn(ubβ)− utα∣∣ < ϕ(n).
Let us fix any i.e.t. T : I → I with combinatorial-length data (π, λ) ∈ ∆π
and π admissible. For any β, α ∈ A with πt(α) and πb(β) > 1 and for any n ∈ N
let us call I(β, α, n) the open subinterval of I whose endpoints are Tn(ubβ) and u
t
α
(doesn’t matter their reciprocal order).
Definition 1.1.4. Let π be admissible. Given the i.e.t. T with combinatorial-
length data (π, λ) ∈ ∆π let us consider a triple (β, α, n) with n ∈ N and πt(α), πb(β) >
1. We say that (β, α, n) is a reduced triple for T if for any k ∈ {0, ..n} the pre-image
T−k(I(β, α, n)) of I(β, α, n) does not contain in its interior any singularity utα′ for
T or any singularity ubβ′ for T
−1 with α′, β′ ∈ A.
Definition 1.1.5. Given a function ϕ : N → R+ as before and an admissible
π, an interval exchange transformation T ∈ ∆π is said
• modϕ-Diophantine if equation (1.3) has just finitely many solutions.
• modϕ-Liouville if for any pair of letters β, α with πt(α) and πb(β) > 1
there exists infinitely many triples (β, α, n) reduced for T that are solution
of equation (1.3).
We proved the following generalization of Khinchin theorem.
Theorem 1.1.6. Let us consider a positive sequence ϕ : N → R+ such that
nϕ(n) : N→ R+ is decreasing monotone. For any admissible combinatorial datum
π we have the following dichotomy:
a: If
∑+∞
n=1 ϕ(n) < +∞ then almost any i.e.t. T ∈ ∆π is modϕ-Diophantine.
b: If
∑+∞
n=1 ϕ(n) = +∞ then almost any i.e.t. T ∈ ∆π is modϕ-Liouville.
1.2. Translation surfaces.
Let us consider M a smooth, compact, orientable, boundaryless surface of genus
g. Let Σ = {p1, .., pr} be a finite subset of M with r elements and k1, .., kr non-
negative integers. Let H(k1, .., kr) be the (stratum of the) moduli space of pairs
(S,w), where S is a Riemann surface structure on M and w is a holomorphic abelian
differential with respect to the structure S having a zero of order ki at any point
pi ∈ Σ. The genus of M and the order of zeros of w are related by the formula
k1 + .. + kr = 2g − 2. The datum X = (S,w) is equivalent to the datum of a flat
metric on M \Σ with cone singularities with angles 2π(ki+1) at points pi ∈ Σ (the
zeros of w) and is also called a translation surface. Any H(k1, .., kr) is a complex
orbifold with dimC = 2g+r−1 (see proposition 2.3.5 in the background), in general





and the normalization Area(X) = 1 defines an hypersurface H(1)(k1, .., kr) which
has finite Lebesgue measure (theorem of Masur and Veech, see [Ma1] and [Ve]).
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Let us fix X = (S,w) in some stratum H(k1, .., kr). Since the angles at the
singularities are multiples of 2π then X determines a parallel constant vector field
∂y on M \ Σ, called vertical vector field. A saddle connection γ for the translation
surface X is a geodesic for the flat metric starting and ending at zeros of w and
with no other zeros in its interior. If γ is a saddle connection for X, at any point of
γ the angle with the vertical direction ∂y is constant and we denote it angle(γ, ∂y).
It is possible to see that the condition angle(γ, ∂y) = 0, that is that the saddle
connection γ is parallel to the vertical direction ∂y on X, forces X to stay in
some codimension one immersed sub-manifold of H(k1, .., kr). Since the saddle
connections are countably many it follows that for a generic X they are never
vertical. Nevertheless angle(γ, ∂y) accumulate at 0 when γ varies in the set of all
saddle connections of a fixed X. We ask how good the approximation is with respect
to the length |γ| of the saddle connection γ with respect to the flat metric on X.
This motivates the following definition:
Definition 1.2.1. Let us consider a positive function ϕ : R+ → R+ bounded
from above such that tϕ(t) is decreasing monotone. A mod ϕ vertical connection
for a translation structure X is a saddle connection γ such that




Let us fix a translation surface X. A point pi ∈ Σ is a zero of w of order
ki, therefore is the starting point of ki + 1 trajectories of the vertical field ∂y
associated to X. These trajectories are called outgoing vertical separatrices and
can be labeled with an integer l in {0, .., ki} in the following way: a separatrix
V startpi,0 is arbitrarily chosen, then we call V
start
pi,l
the l-th separatrix that we meet
moving in counterclockwise sense around pi. Similarly there are ki+1 trajectories of
∂y that end in pi, they are called ingoing vertical separatrices. We chose arbitrarily
a separatrix V endpi,0 and for any l in {0, .., ki} we call V
end
pi,l
the l-th separatrix that
we meet moving in counterclockwise sense around pi.
For any saddle connection γ on X we can specify the points pj and pi in Σ
where γ respectively starts and ends. We can also determine uniquely a pair of
vertical trajectories V startpj ,m and V
end
pi,l
respectively starting in pj and ending in pi
such that
(1.5) −π ≤ angle(γ, V startpi,l ) < π and − π ≤ angle(γ, V
end
pj ,m) < π.
On the other hand let us fix some X, a pair of points pi, pj ∈ Σ and two integers
l ∈ {0, .., ki} and m ∈ {0, .., kj}. We define the configuration C(pi,pj ,l,m)(X) as the
set of saddle connections γ for X that satisfy the relation in equation (1.5) for the
fixed data (pi, pj , l,m).
The vertical separatrices at singular points can be labeled in a way such that
their names vary coherently when X moves in some small open set in H(k1, .., kr).
This is to say that if V = V startpj ,l is any outgoing vertical separatricx for X and
X ′ is sufficiently close to X, then the outgoing vertical separatrix V ′ for X ′ which
corresponds to V has name V ′startpj ,l . The same obviously holds for any ingoing ver-
tical separatrix. It follows that if γ is a saddle connection for X in configuration
C(pi,pj ,l,m)(X) that still is a saddle connection for X ′, then γ is in configuration
C(pi,pj ,l,m)(X ′) as saddle connection for X ′. Unfortunately this is no more true
globally: we can find loops in H(k1, .., kr) based at some X such that when X
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comes back to itself its saddle connections have changed their configurations. To
make configurations vary globally in a coherent way we have to introduce the space
Ĥ(k1, .., kr) whose elements are the data X̂ = (X,S1, .., Sr), where X is a transla-
tion surface and for any singular point pi we have chosen an horizontal separatrix
Si for X starting at pi. We call such a datum a totally marked translation surface.
The moduli space of totally marked translation surfaces is denoted Ĥ(k1, .., kr),
with the trivial projection X̂ 7→ X it forms a finite cover of H(k1, .., kr). Details
are given in paragraph 3.1.2, conceptually the construction is the same as the one of
the orientable double covering of a non-orientable manifold. Exactly as any stratum
H(k1, .., kr), its covering Ĥ(k1, .., kr) is a complex orbifold with dimC = 2g+ r− 1,
it is neither compact nor connected, nevertheless the hypersurface Ĥ(1)(k1, .., kr) of
totally marked area one translation surfaces has finite Lebesgue measure (see para-
graph 3.1.2). Since for us it is important to preserve the configurations when X
moves in the moduli space, we will state our results for totally marked translation
surfaces.
Definition 1.2.2. Let ϕ : R+ → R+ be a positive function as in definition
1.2.1 such that tϕ(t) is decreasing monotone. An element X̂ = (X,S1, .., Sr) in
Ĥ(k1, .., kr) is said
• modϕ-Diophantine if there are just finitely many saddle connections γ for
X that are solutions of equation (1.4).
• modϕ-Liouville if any configuration C(pi,pj ,l,m)(X̂) contains infinitely many
saddle connections γ that are solutions of equation (1.4).
For (totally marked) translation surfaces we proved the following version of
theorem 1.1.6.
Theorem 1.2.3. Let us consider any stratum Ĥ(k1, .., kr) of the moduli space









ϕ(t)dt =∞ then almost any X̂ ∈ Ĥ(k1, .., kr) is modϕ-Liouville.
Theorems 1.1.6 and 1.2.3 are Borel-Cantelli type result. Part a of both the-
orems corresponds to the easy half of the argument. A natural construction for
translation surfaces (totally marked or not) is to fix any X̂ ∈ Ĥ(k1, .., kr) and ro-
tate its vertical direction ∂y. If θ is the angle of the rotation we call X̂θ the rotated
translation surface. We denote SO(2,R)X̂ the image in the moduli space of the
application θ 7→ X̂θ: it is often a circle, except some cases when it can have a finite
number of self-intersections. The following proposition (proved in paragraph 3.4)
is another version of the easy half of the Borel-Cantelli argument. In section 3.5
we show that it implies the converging part of theorems 1.1.6 and 1.2.3.




ϕ(t)dt <∞. For any X̂ in Ĥ(k1, .., kr), almost any X̂θ ∈ SO(2,R)X̂
is modϕ-Diophantine.
Part b of theorems 1.1.6 and 1.2.3 correspond to the difficult part of the Borel-
Cantelli argument and follows from the result that we develop in section 4.
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1.3. Generalized logarithmic law for abelian differentials
Let Ft denote the Teichmüller flow (see paragraph 2.3.4) on the stratum
Ĥ(k1, .., kr) with zeros of orders k1, .., kr. Since it preserves the area of flat surfaces
we can consider its restriction to the hypersurface Ĥ(1)(k1, .., kr) of area one totally
marked translation surfaces. For any X̂ = (X,S1, .., Sr) in Ĥ(k1, .., kr), any pair of
points pi, pj ∈ Σ, any l ∈ {0, .., ki} and any m ∈ {0, .., kj} we put
Sys(pi,pj ,l,m)(X̂) := min{length(γ); γ ∈ C(pi,pj ,l,m)(X̂)},
that is the length of the shortest geodesic in the configuration C(pi,pj ,l,m)(X̂) (see
paragraph 3.1.2). The classic systole function Sys(X) is defined for elements X
in H(k1, .., kr) as the length(γmin), where γmin is the shortest saddle connection
for X. Its property is that a sequence Xn in H(k1, .., kr) (or in H(1)(k1, .., kr))
diverges, that is it escapes from any compact set, if and only if Sys(Xn) → 0.
For sequences X̂n ∈ Ĥ(1)(k1, .., kr) and for any datum (pi, pj , l,m) as before, the
condition Sys(pi,pj ,l,m)(X̂n) → 0 establish therefore a finer criterion to describe
the divergence, since in some sense to be specified it says that the sequence X̂n
is escaping towards some fixed direction in the boundary of Ĥ(1)(k1, .., ks). By
recurrence of the Teichmüller flow, for a generic X̂ neither the Teichmüller geodesic
passing from X̂ is diverging, nor it stays in any compact set. Equivalently, for any
datum (pi, pj , l,m) as before, the quantity Sys(pi,pj ,l,m)(FtX̂) stays bounded away
from 0 for the most of the time, but there are arbitrary big instants tn such that
Sys(pi,pj ,l,m)(FtnX̂) becomes small. We proved the following theorem, that gives
the (optimal) quantitative description of this phenomenon.














ψ(t)dt = +∞ then for any pair of points pi, pj ∈ Σ, any l ∈







The estimate in theorem 1.3.1 is a consequence of theorem 1.2.3. For the
one parameter family ψ(t) := t−r with r ≥ 1 theorem 1.3.1 implies the following
corollary
Corollary 1.3.2. For any pair of points pi, pj ∈ Σ, for any l ∈ {0, .., ki} and
any m ∈ {0, .., kj} and almost any X̂ ∈ Ĥ(1)(k1, .., kr) we have:
(1.8) lim sup
t→∞






Corollary 1.3.2 is the classical Masur’s logarithm law for abelian differentials
(see [Ma3]). We get it in a quite direct and natural way, that is via a Khinchin
theorem. Moreover we are able to prove it not only for the classical systole function
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Sys(X), but for all the functions Sys(pi,pj ,l,m)(X̂) for any pair of points pi, pj ∈ Σ
and for any l ∈ {0, .., ki} and any m ∈ {0, .., kj}. On the other hand Masur’s result
holds in the most general setting of quadratic differentials.
Question 1.3.3. I.e.t.’s have been generalized with linear involutions by Dan-
thony and Nogueira (See [DaNo]) and the latter have been related to quadratic
differentials by Boissy and Lanneau (see [BoLa]). We ask if it is possible to extend
theorem 1.1.6 to linear involutions. The consequence of a Khinchin theorem for
linear involutions would be the generalization of theorem 1.3.1 to the setting of
quadratic differentials
1.4. Back to rotations.
The orbit foliation for the action of SO(2,R) (also called the SO(2,R)-foliation)
is regular, thus when a property holds almost everywhere on Ĥ(k1, .., kr) it auto-
matically holds almost everywhere on almost any leaf of the foliation. In this case
a natural question is to ask if the property holds almost everywhere on any leaf.
Proposition 1.2.4 gives an example of positive answer. Once we proved the diffi-
cult half of the Borel-Cantelli argument on Ĥ(k1, .., kr), that is that almost any
X̂ ∈ Ĥ(k1, .., kr) is modϕ-Liouville if
∫∞
0
ϕ(t)dt =∞, a natural task is to show the
same result on any leaf of the SO(2,R) foliation. We have some partial result in
this direction when the genus of the surface is one, that is for translation structures
on a topological torus M .
Before stating our result we observe that an holomorphic one form cannot
vanish on a complex torus, therefore if the set of singularities Σ has r elements
then the only admissible stratum is H(0, .., 0), where the coefficient 0 appears r
times. The angles at points in Σ are all 2π, therefore these points are not real
cone singularities for the flat metric and each one is the starting point of just
one horizontal sepatratrix. It follows that the covering Ĥ(0, .., 0) coincides with
H(0, .., 0) (and is a fiber bundle over the modular surface). In particular for any
X ∈ H(0, .., 0) a configuration of saddle connection is specified simply fixing the
pair of points pi, pj of Σ where the saddle connections start and end respectively,
and is simply denoted C(pj ,pi)(X) or C(j,i)(X). Finally we remark that even if in
this case points in Σ have a flat neighborhood, we still want saddle connections not
have them as interior points. Let ϕ : R+ → R+ be a positive function bounded from




ϕ(t)dt =∞ then for any X ∈ H(0, .., 0) and for almost
any θ ∈ S1 the rotated marked torus Xθ has at least 2r− 1 different configurations
each one containing infinitely many saddle connection γ which are solutions of
equation (1.4).
Note: As it is explained by remark 5.2.1 in paragraph 5.2, for an arbitrary
marked torus X we cannot expect that almost any Xθ in its SO(2,R) orbit is
modϕ-Liouville. Moreover we still do not know it the result in theorem 1.4.1 is
sharp or not, that is if for any X and for generic θ the rotated marked torus Xθ
has more than 2r − 1 configurations containing each one infinitely many solutions
of equation (1.4).
The first return map of the vertical flow to a properly chosen horizontal segment
defines a rotation, thus the analysis of complex tori can be reduced to analysis of
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irrational rotations. Then we can pass to analytic number theory via the rotation
number. On a flat torus X with just one marked point the set of saddle connections
corresponds to the set of closed geodesics. If α is the rotation number of the rota-
tion associated to X (once a transversal is fixed), at the n-th return of a vertical
trajectory to the horizontal transversal the error from having a closed geodesic is
given by the the quantity {nα}. If Σ contains more than one element we have to
consider the relative position between more than one marked point. The diophan-
tine condition that arises is the following generalization of equation (1.1): let us fix
any vector v = (x, y) in R2 and for any positive real number α let us consider the
following equation:
(1.9) {(n+ x)α− y} < ϕ(n).
We proved the following statement.
Theorem 1.4.2. Let ϕ : N → R+ be a positive sequence such that nϕ(n) is
decreasing monotone and let v = (x, y) be any vector in R2.
a: If
∑∞
n=1 ϕ(n) < +∞, then for almost every α ∈ R+ there exist finitely
many solutions n ∈ N of equation (1.9).
b: If
∑∞
n=1 ϕ(n) = ∞ then for almost any α equation (1.9) has infinitely
many solutions n ∈ N.
We observe that for v ∈ Z2 theorem 1.4.2 gives the Khinchin theorem.
1.5. Structure of this text.
The results of this thesis are theorems 1.1.6, 1.2.3, 1.3.1, 1.4.1 and 1.4.2, to-
gether with proposition 1.2.4. They are all either Borel-Cantelli arguments or direct
consequences. We can group our results into two main categories: arbitrary genus
and genus one. Theorems 1.1.6, 1.2.3, 1.3.1 and proposition 1.2.4 belong to the first
category, theorems 1.4.1 and 1.4.2 belong to the second one.
In arbitrary genus we have two direct results: proposition 1.2.4 and part b)
of theorem 1.1.6. We call them direct since their proof is a Borel-Cantelli type
argument. Proposition 1.2.4 corresponds to the easy half of the argument and its
proof takes less than one page. Part b) of theorem 1.1.6 is the difficult half of the
argument and the main task is to prove a form of weak independence for a family
of sets in the parameter space of all interval exchange transformations. The proof
takes the entire section 4. All other results in arbitrary genus are consequence of
these two.
In genus one the direct result is theorem 1.4.2, which can be seen as an other
generalization of Khinchin theorem.
We put in evidence two more results that does not appear in the introduction:
they are proposition 4.2.1 and theorem 4.6.1. They both appear in section 4.
1.5.1. Chapter 2. This section is a brief survey of the background theory.
In paragraph 2.1 we introduce the algorithm of Rauzy-Veech-Zorich and its
basic properties.
Paragraph 2.2 is the description of a result in [A,G,Y] about the control of
the distortion of the Lebesgue measure under the iteration of the algorithm. A
combinatorial operation called reduction is also described.
In paragraph 2.3 we define translation surfaces, their moduli space, the Te-
ichmüller flow and its invariant measure.
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In paragraph 2.4 we describe the Veech construction. It’s role is to cover a full
measure subset of the moduli space with local charts where the machinery of i.e.t.
can be applied.
1.5.2. Chapter 3. This paragraph contains the proofs of all results in arbi-
trary genus, except the prove of part b) of theorem 1.1.6, which is the subject of
section 4.
In paragraph 3.1 we introduce the moduli space Ĥ(k1, .., kr) of totally marked
translation surfaces. The choice of an horizontal saddle connection starting at any
singular point in Σ plays the role of reference frame and allows us to define the
configurations of saddle connections. We show that for any X̂ ∈ Ĥ(k1, .., kr) the
configurations of its saddle connections vary coherently when X̂ moves along the
orbit of the Teichmüller flow (lemma 3.1.3).
In paragraph 3.2 we develop the relation between the diophantine condition that
we study for i.e.t. (equation (1.3)) and the one for translation surfaces (equation
(1.4)). The tool is the Veech construction, the main result is proposition 3.2.3, that
says how to pass from a solution of equation (1.3) to a solution for equation (1.4).
In paragraph 3.3 we give an equivalent formulation of theorem 1.1.6 restricting
to the set of i.e.t. with total length normalized to one (proposition 3.3.1). We
need such a normalization sice the Rauzy-Veech-Zorich alogorithm has interesting
properties just at projective level. In the same paragraph we give also an equivalent
formulation of theorem 1.2.3 considering the restriction to the moduli space of area
one totally marked translation surfaces (proposition 3.3.2).
Paragraph 3.4 contains the proof of proposition 1.2.4.
In paragraph 3.5 we show the relation between theorem 1.1.6 and theorem 1.2.3.
In particular we give the prove of part a) of theorem a) applying proposition1.2.4.
Then via a Fubini argument we prove part a) of theorem 1.1.6. On the other hand,
with the same Fubini argument, we show that part b) of theorem 1.1.6 implies part
b) of theorem 1.2.3.
Finally in paragraph 3.6 we deduce theorem 1.3.1 from theorem 1.2.3.
1.5.3. Chapter 4. This is the main section in this thesis, it consist in the
proof of part b) of theorem 1.1.6.
The main idea in paragraph 4.1 is to express the differences |Tnubβ − utα| as
lengths of some interval for the k-th step T (k) : I(k) → I(k) of the Rauzy-Veech al-
gorithm (for some good instant k ∈ N). The idea is developed in lemmas 4.1.2 and
4.1.3. They work in parallel, since they holds under some combinatorial conditions
and one applies when the other fails and vice-versa. A non-evident combinato-
rial property of Rauzy classes is necessary. The main result is proposition 4.1.12,
which converts part b) of theorem 1.1.6 into a shrinking target property for the
(normalized) Rauzy-Veech algorithm.
Paragraph 4.2 entirely concerns the combinatorics of Rauzy classes. We prove
proposition 4.2.1, which provides the combinatorial property that we need in order
to apply either lemma 4.1.2 or lemma 4.1.3.
In the sufficient condition formulated by proposition 4.1.12 we have a non-
uniform speed of shrinking. In paragraph 4.3 we apply some classical ergodic theory
for the Rauzy-Veech-Zorich algorithm in order to have an uniform control of such
a speed. The main result is proposition 4.3.2.
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The main problem in the diverging part of the Borel-Cantelli argument (the
difficult half) is to prove some kind of weak independence for a family of sets with
divergent sum of measures. In paragraph 4.4 we explain some local constructions in
the parameter space of normalized i.e.t. that we use to provide the independence.
Paragraph 4.5 is just a reformulation of a sufficient condition (proposition 4.5.1)
putting together the results of the preceding paragraphs.
Paragraph 4.6 contains the proof of our main distortion estimate, that is theo-
rem 4.6.1.
Finally in paragraph 4.7 we complete the Borel-Cantelli argument in the diver-
gent case.
1.5.4. Chapter 5. In this section we prove the results in genus one, that is
theorem 1.4.1 and theorem 1.4.2.
In paragraph 5.1 we collect two results holding in the general setting of i.e.t.s
and translation surfaces that anyway we use only in genus one. The first is lemma
5.1.1, which describes how the projective length data vary when we rotate a trans-
lation surface X(π, λ, τ). The second one is lemma 5.1.2 (together with corollary
5.1.3) and explains how to get reduced triples starting from non-reduced ones.
In paragraph 5.2 we assume the arithmetic statement, that is theorem 1.4.2,
and we prove theorem 1.4.1.
Paragraph 5.3 is purely arithmetical and consists in the proof of theorem 1.4.2.
Since the converging part of the theorem is straightforward (we give anyway a short
argument) we are only concerned with diverging part (part b)). We start recalling
the geometric interpretation of the classical continued fraction algorithm in terms
of action of SL(2,Z). Then we develop geometrically another approximation proce-
dure that we call the twisted continued fraction algorithm. In terms of the twisted
approximation we give a sufficient condition to have infinitely many solutions of
equation (1.9). Finally prove that our sufficient condition has total measure. The
main step is lemma 5.3.8.
CHAPTER 2
Background material
This chapter is an essential survey of the theory of interval exchange transfor-
mations and translations surfaces. We follow the presentation given in [A,G,Y],
[M,M,Y] and [Y1].
2.1. Interval exchange transformations
2.1.1. Rauzy-Veech algorithm and Rauzy diagrams. Let π = (πt, πb)
and λ define an interval exchange transformation T : I → I. Let ε ∈ {t, b}, where
the letter t stands for top and the letter b for bottom. If ε = t we put 1 − ε := b
and if ε = b we put 1− ε := t. Let us call αt and αb the two letters in A such that
respectively πt(αt) = d and πb(αb) = d. The rightmost singularity of T is therefore
utαt and the rightmost singularity of T
−1 is ubαb . We suppose that
(2.1) utαt 6= u
b
αb




With this definition of ε we say that the interval exchange transformation T : I → I
is of type ε. We also say that the letter αε is the winner of T : I → I and α1−ε is
the loser. We define the subinterval Ĩ of I by
Ĩ := I ∩ (0, u1−εα1−ε)
and we consider the first return map T̃ of T to the subinterval Ĩ of I. It is just
a matter of combinatorial computations to check that T̃ : Ĩ → Ĩ is an interval
exchange transformation. The combinatorial datum π̃ = (π̃t, π̃b) of T̃ is given by:
(2.2)
π̃ε(α) = πε(α)∀α ∈ A
π̃1−ε(α) = π1−ε(α) if π1−ε(α) ≤ π1−ε(αε)
π̃1−ε(α1−ε) = π1−ε(αε) + 1
π̃1−ε(α) = π1−ε(α) + 1 if π1−ε(αε) < π1−ε(α) < d.
The length datum λ̃ of T̃ is given by:
(2.3)
λ̃α = λα if α 6= αε
λ̃αε = λαε − λα1−ε .
When T = (π, λ) satisfy the condition in equation (2.1), equations (2.2) and (2.3)
define a map
(π, λ) 7→ Q(π, λ) := (π̃, λ̃)
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that we call the Rauzy-Veech induction map. We also introduce the combinatorial
operations Rt and Rb such that, if ε is the type of the pair (π, λ), then for the
combinatorial datum π̃ defined in equation (2.2) we can write
(2.4) π̃ = Rε(π).
Lemma 2.1.1. If π is an admissible combinatorial datum then both Rt(π) and
Rb(π) are admissible.
Proof: The proof is just an exercise, it is enough to apply the definition of Rt(π)
and Rb(π) in equation (2.2). 
Definition 2.1.2. Let’s call S the set of all the admissible combinatorial data
π over some alphabet A. The two maps Rt and Rb from S to itself are called the
Rauzy elementary operations. A Rauzy class is a minimal non-empty subset R of
S which is invariant under Rt and Rb. If we look to elements in R as vertexes of a
graph, any elementary operation π 7→ Rt/b(π) defines an oriented arc, or arrow, and
we define a Rauzy diagram D as the maximal connected graph obtained taking all
the elements of some Rauzy class and all the arrows between them. A concatenation
of compatible arrows in a Rauzy diagram is called a Rauzy path. A Rauzy path
that has as first vertex π and as last vertex π′ is denoted by γ : π 7→ π′. We denote
by Π(R) the set of all Rauzy paths connecting elements of R.
2.1.2. Linear action. For any Rauzy class R and any path γ ∈ Π(R) we
define a linear map Bγ ∈ SL(d,Z) as follows. If γ is trivial then Bγ = id. If γ
is an arrow with winner α and loser β then Bγex = ex for all x ∈ A \ {α} and
Bγeα = eα + eβ , where {ex}x∈A is the canonical basis of RA. We extend the
definition to paths so that Bγ1γ2 = Bγ2Bγ1 .
We recall that for any combinatorial datum π we defined ∆π := {π}×RA+. For
any γ ∈ Π(R) starting at some π ∈ R we define the simplicial sub-cone ∆γ ⊂ ∆π
by
∆γ =t Bγ(RA+)× {π},
where tBγ denotes the trasposed of the matrix Bγ defined above. For the same γ
we also define the vector qγ ∈ NA by
qγ := Bγ~1,
where ~1 denotes the vector of NA that has all entries equals to 1.
2.1.3. Iteration of the algorithm. The set of all the possible intervals ex-





When T ∈ ∆(R) is such that the n-th iterated of Q is defined we have an explicit
formula for Qn(T ).
Lemma 2.1.3. Let γ ∈ Π(R) be a path in the Rauzy diagram starting at π and
with length n, that is a path which is concatenation of n arrows. Let Bγ and ∆γ be
respectively the matrix and the simplicial cone defined in paragraph 2.1.2. Then for
any T ∈ ∆γ the n-th iterated of Q is defined and the length datum λ(n) of Qn(T )
is given by the formula
(2.5) λ(n) =t B−1γ λ.
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Proof: If γ is an arrow in the Rauzy diagram and T ∈ ∆γ , then the relation
between the length data λ and λ(1) respectively of T and Q(T ) is given by equation
(2.3) in paragraph 2.1.1, that proves the lemma for paths of length one. If γ is a
concatenation of n arrows γ1...γn, since the definition of the matrix Bγ is such that
Bγ = Bγn ...Bγ1 , then equation (2.5) follows by iterative application of the formula
in equation (2.3). The lemma is proved. 
The domain of definition of Q is the set of all (π, λ) ∈ ∆(R) such that λαε 6=
λα1−ε and is denoted by ∆1(R). The connected components ∆π of ∆(R) are
naturally labeled by elements of R and the connected components ∆γ of ∆1(R)
are naturally labeled by arrows, that is paths γ of length 1. One easily checks
that each connected component of ∆1(R) is mapped homeomorphically to some
connected component of ∆(R). Let Qn be the n-th iterated of the Rauzy induction
map and let ∆n(R) be its domain. The connected components of ∆n(R) are
naturally labeled by paths in Π(R) of length n. If γ is obtained by following a
sequence of arrows γ1...γn then ∆γ = {λ ∈ ∆(R) ; Qk−1 ∈ ∆γk ∀1 ≤ k ≤ n}.
Furthermore if γ ends at π′ then Qn : ∆γ → ∆π′ is a homeomorphism. The set
∆∞(R) :=
⋂
n∈N ∆n(R) is the set of those i.e.t. T to which the Rauzy algorithm
can be applied infinitely many times. Being the intersection of countably many
sets of full lebesgue measure, ∆∞(R) has full lebesgue measure. Its elements are
those T = (π, λ) such that for any n ∈ N, the n-th step T (n) = (π(n), λ(n)) of
the algorithm satisfy the condition in equation (2.1). For the points where the
algorithm stops the following characterization holds (see [Y1] for a proof).
Lemma 2.1.4. When applied to some (π, λ) ∈ ∆(R) the Rauzy induction algo-
rithm Q eventually stops if and only if T = (π, λ) has a connection.
2.1.4. Normalized Rauzy Veech algorithm and Zorich’s acceleration.
The Rauzy-Veech algorithm has interesting recurrence properties just at projective
level. In order to see these properties we introduce a normalization on the sum of
the lengths of the intervals of interval exchange transformations. For any vector




λα and λ̂ :=
λ
‖λ‖
and for any combinatorial datum π over some alphabet A we write
∆(1)π := {(π, λ) ∈ ∆π; ‖λ‖ = 1}.
Interval exchange transformations T ∈ ∆(1)π will be often denoted (π, λ̂). For any
Rauzy class R the set of all the possible normalized intervals exchange transforma-





Definition 2.1.5. Let R be a Rauzy class over an alphabet A. The normalized
Rauzy-Veech algorithm is the map PQ : ∆(1)(R)→ ∆(1)(R) defined by




where Q is the Rauzy-Veech algorithm introduced in paragraph 2.1.1.
It is possible to see that the map PQ has an unique invariant measure which
is absolutely continuous with respect to the lebesgue measure, nevertheless this
16 2. BACKGROUND MATERIAL
measure is not finite (the original proof appears in [Ve], see also [Y1]). Following
Zorich (see [Z]) we define an acceleration of the Rauzy-Veech algorithm as follows.
Let T be an i.e.t. with combinatorial-length data (π, λ) in the domain of Q and
consider the first step T 7→ Q(T ) of the Rauzy-Veech algorithm applied to T . We
recall the definition of the type of the i.e.t. T given at the beginning of paragraph
2.1.1: we say that T is of type top (or ”t”) if the combinatorial datum of Q(T ) is
Rt(π), on the other hand T is of type bottom (or ”b”) if the combinatorial datum
of Q(T ) is Rb(π). Then for any T ∈ ∆(R) (even not normalized) we define
N(T ) := min{n > 0; type(T ) 6= type(QnT )}.
Definition 2.1.6. The Zorich’s acceleration is the map Z : ∆(1)(R)→ ∆(1)(R)
defined by
(2.7) Z(π, λ) := PQN(π,λ)(π, λ),
where QN is the N -th iterated of the Rauzy-Veech algorithm introduced in para-
graph 2.1.1 and PQN is its normalization.
The basic result in the ergodic theory of interval exchange transformation is
the following theorem (see [Z] or [Y1]).
Theorem 2.1.7. For any Rauzy class R the Zorich’s acceleration map Z de-
fined by equation (2.7) has an unique invariant measure µ which is absolutely con-
tinuous with respect to the lebesgue measure on ∆(1)(R). Moreover µ is finite and
ergodic.
Since the normalized Rauzy-Veech algorithm PQ : ∆(1)(R) → ∆(1)(R) has an
ergodic acceleration (the Zorich’s one), then it is recurrent. Quite often it is useful
to consider the first return map of PQ : ∆(1)(R) → ∆(1)(R) to some subset of
∆(1)(R). We end this paragraph developing some basic facts that we are going to
use in the following.
Let us fix any Rauzy path η : πstart → πend starting at πstart and ending at





∆(1)η := ∆η ∩∆(1)πstart ,
that is the set of those T = (πstart, λ) whose Rauzy path begins with η (the sim-
plicial sub-cone ∆η has be defined in paragraph 2.1.2). For any T ∈ ∆(1)η we write
r(T ) := min{n > 0;Qr(T )(T ) ∈ ∆η}.
The first return map of the Rauzy-Veech algorithm to the sub-simplex ∆(1)η is the
map Rη : ∆
(1)
η → ∆(1)η defined by
Rη(T ) := PQr(T )(T ).
Since PQ is recurrent the map Rη is defined almost everywhere on ∆(1)η . On each
connected component of its domain it acts with a linear map composed with the
projection P : ∆η → ∆(1)η . In order to get e better description of the connected
components of the domain of Rη let us introduce the following partial order on the
set Π(R) of paths in the Rauzy diagram of R:
(2.8) ν ≺ γ iff γ begins with ν.
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Let Γη be the set of Rauzy paths γ : πstart → πend both beginning and ending
with η and minimal with this property with respect to the ordering ≺ introduced
in equation (2.8). In other words for any such γ there exists two sub-paths γ′ and
γ′′ such that we can write
(2.9) γ : ηγ′ and γ = γ′′η
and for proper no sub-path ν with ν ≺ γ the two decomposition in equation are
possible. The connected components of the domain of Rη are exactly the sub-
simplices ∆(1)γ of ∆
(1)
η with γ ∈ Γη. For any such γ, written according to the
decomposition γ = γ′η as above, and for any T = (πstart, λ) ∈ ∆(1)γ we have




Since Rη is defined almost everywhere on ∆
(1)







2.2. Reduction of Rauzy classes and distortion estimate.
This paragraph still concerns interval exchange transformations. It contains
a fine estimate on the distortion of the lebesgue measure under iteration of the
normalized Rauzy-Vecch algorithm. The proof of the estimate is based on a com-
binatorial operation on Rauzy classes called reduction. Both the estimate and the
reduction operation are obtained in [A,G,Y], the latter being a generalization of
a similar combinatorial operation introduced in [A,V]. The distortion estimate is
quite technical and we will only use it in the proof of theorem 4.6.1 in chapter 4,
for this reason we just state it (theorem 2.2.3) and recommend [A,G,Y] for de-
tails. The reduction operation appears more frequently in our work, for this reason
we give here a complete description of it. We closely follow §5 of [A,G,Y], the
reader may skip this paragraph at the first lecture and come back to it after having
attached chapter 4.
2.2.1. Decorated Rauzy classes. Let R be a Rauzy class with alphabet A
and A′ ⊂ A be a proper subset. An arrow is called A′-colored if its winner belongs
to A′. A path γ ∈ Π(R) is A′-colored if it is a concatenation of A′− colored arrows.
For an element π ∈ R we say that π is A′-trivial if the last letters on both the
top and the bottom rows of π do not belong to A′, π is A′-intermediate if exactly
one of those letters belongs to A′ and finally π is A′-essential if both letters belong
to A′. An A′-decorated Rauzy class R∗ ⊂ R is a maximal subset whose elements
can be joined by an A′− colored path. We let Π∗(R∗) be the set of A′− colored
paths starting (and ending) at permutations in R∗.
A decorated Rauzy class is called trivial if it contains a trivial element π, in this
case R∗ = {π} and Π∗(R∗) = {π}, recalling that vertices are identified with zero-
length paths. A decorated Rauzy class is called essential if it contains an essential
element. Any essential decorated Rauzy class contains intermediate elements.
Let R∗ be an essential decorated Rauzy class and let Ress∗ ⊂ R∗ be the subset
of essential elements. Let Πess∗ (R∗) be the set of paths that start and end at an
element of Ress∗ . An arc is a minimal non-trivial path in Ress∗ , all arrows in the
same arc are of the same type and have the same winner, so winner and type of an
arc are well defined. Any element of Ress∗ is thus the start and end of one top arc
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and one bottom arc. The losers in an arc are all distinct, moreover the first loser
is in A′ and the others are not.
If γ ∈ Π∗(R∗) is an arrow then there exist unique paths γs, γe ∈ Π∗(R∗) such
that γsγγe is an arc, called the completion of γ. If π is intermediate there exists a
single arc passing through π, the completion of the arrow starting (or ending) at π.
If π ∈ R∗ we define πess as follows. If π is essential then πess = π, if π is
intermediate let πess be the end of the arc passing through π.
To γ ∈ Π∗(R∗) we associate an element γess ∈ Πess∗ (R∗) as follows. For a
trivial path π ∈ R∗ we use the previous definition of πess. Assuming that γ is an
arrow we distinguish two cases:
(1) If γ starts at an essential element, we let γess be the completion of γ.
(2) Otherwise, we let γess be the endpoint of the completion of γ.
We extend the definition to paths γ ∈ Π∗(R∗) by concatenation. Notice that if
γ ∈ Πess∗ (R∗) then γess = γ.
2.2.2. Reduction of Rauzy classes. Given a permutation π on the alpha-
bet A, even not admissible, whose top and bottom rows end with differen letters,
we obtain the admissible end of π by deleting as many letters from the top and
bottom rows of π as necessary to obtain an admissible permutation. The resulting
permutation belongs to some Rauzy class R′′ on some alphabet A′′ ⊂ A.
Let R∗ be an essential decorated Rauzy class, and let π ∈ Ress∗ . Delete all
the letters not belonging to A′ from the top and bottom rows of π. The resulting
permutation π′ is not necessary admissible, but since π is essential the letters in
the end of the top and bottom rows of π′ are distinct. Let πred be the admissible
end of π′. We call πred the reduction of π. We extend the operation of reduction
from Ress∗ to the whole R∗ by taking the reduction of an element π ∈ R∗ as the
reduction of πess.
If γ ∈ Πess∗ (R∗) is an arc starting at πs and ending at πe, then the reductions
of πs and πe belong to the same Rauzy class and are joined by an arrow γred. The
arrow γred has the same type and the same winning letter of the arc γ and its
losing letter is the same as the one of the first letter of γ. It follows that the set
of reductions of all π ∈ R∗ is a Rauzy class Rred on some alphabet A′′ ⊂ A′ ⊂ A.
We define the reduction of a path γ ∈ Π∗(R∗) as follows. If γ is a trivial (zero-
length) path or an arc, it is defined as above. We extend the definition to the case
γ ∈ Πess∗ (R∗) by concatenation. In general we let the reduction of γ to be equal to
the reduction of γess.
Restricted to essential elements the operation of reduction give a bijection red :
Ress∗ → Rred. If we think to elements π ∈ R as trivial paths we can extend the
previous operation to a bijection compatible with concatenation on the set of arcs
red : Πess∗ (R∗)→ Π(Rred).
The following lemma holds.
Lemma 2.2.1. Let R∗ be an essential A′−decorated Rauzy class and let Rred be
its reduction, with alphabet A′′ ⊂ A′. For any γ ∈ Π∗(R∗) we have two commutative
diagrams
RA+ → Bγ → RA+ RA+ → Bγ → RA+
↓ ↓ ↓ ↓




+ → Id→ R
A′\A′′
+ .
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Proof: See [A,G,Y], page 174. 
2.2.3. Drift in essential decorated Rauzy classes. Let R∗ ⊂ R be an
essential A′-decorated Rauzy class. For π ∈ R∗ let αt(π) (respectively αb(π)) be
the rightmost letter in the top (respectively in the bottom) row of π that belongs
to A \ A′. Let dt(π) (respectively db(π)) be the position of αt(π) (respectively of
αb(π)). Let d(π) := dt(π) + db(π). An essential element of R∗ is thus some π such
that dt(π), db(π) < d. If πs is an essential element of R∗ and γ is an arrow starting
at πs and ending at πe then
(1) dt(πe) = dt(πs) or dt(πe) = dt(πs) + 1, the second possibility happening if
and only if γ is a bottom whose winner precedes αt(πs) in the top of πs.
(2) db(πe) = db(πs) or db(πe) = db(πs) + 1, the second possibility happening
if and only if γ is a top whose winner precedes αb(πs) in the bottom of
πs.
In particular d(πe) = d(πs) or d(πe) = d(πs) + 1. In the second case we say that γ
is drifting. Let Rred be the reduction of R∗ and let A′′ ⊂ A′ ⊂ A be the alphabet
of Rred. If π ∈ R∗ is essential, then there exists some α ∈ A′′ that either precedes
αt(π) in the top row of π or precedes αb(π) in the bottom row of π, we call such an
α good. Indeed, if γ ∈ Π∗(R∗) is a path starting at π, ending with a drifting arrow
and minimal with this property then the winner of the last arrow of γ belongs to
A′′ and either precedes αt(π) in the top of π (if the drifting arrow is a bottom) or
precedes αb(π) in the bottom of π (if the drifting arrow is a top).
Note that if γ ∈ Πess∗ (R∗) is an arrow starting and ending at essential elements
πs, πe then a good letter for πs is also a good letter for πe. Moreover, if γ is not
drifting then the winner of γ is not a good letter for πs.
2.2.4. Standard decomposition of separated paths. An arrow is called
(A\A′)-separated if both its winner and its loser belong to A′. A path γ ∈ Π∗(R∗)
is (A\A′)-separated if it is a concatenation of (A\A′)−separated arrows. We also
say that a Rauzy path γ is complete (or A-complete) if for any letter α ∈ A there
exists an arrow composing γ having α as winner.
If γ ∈ Π(R) is a non-trivial maximal (A \A′)-separated path then there exists
an essential A′-decorated Rauzy class R∗ ⊂ R such that γ ∈ Π∗(R∗). Moreover,
if γ = γ1...γn then any arrow γi starts at an essential element πi ∈ Ress∗ (and γn
ends at an intermediate element of R∗ by maximality).
Remark 2.2.2. Let r := d(πn) − d(π1). Let γ = γ(1)γ1...γ(r)γr, where the
γi are drifting arrows and γ(i) are (possibly trivial) concatenation of non drifting
arrows. If α is a good letter for π1, then it follows that α is not the winner of any
arrow in any γ(i). The reduction of any γ(i) are therefore non-complete paths in
Π(Rred).
2.2.5. The distortion estimate. For q ∈ RA+ let Λq := {λ ∈ RA+ ; 〈λ, q〉 < 1}.
Let R a Rauzy class and let γ ∈ Π(R). We let Λq,γ :=t BγΛBγq. The definition is
so that {π} × Λq,γ = ({π} × Λq) ∩∆γ , where π is the starting point of γ.
ForA′ ⊂ A and q ∈ RA+ we putNA′(q) :=
∏
α∈A′ qα andMA′(q) := maxα∈A′ qα.
In the trivial case A′ = A we simply denote N(q) := NA(q) and M(q) := MA(q).
We have Leb(Λq) = 1d!N(q) .
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If Γ ⊂ Π(R) is a set of paths starting at the same π ∈ R let Λq,Γ :=
⋃
γ∈Γ Λq,γ .





Let R∗ be an essential A′−decorated Rauzy class and let Rred be its reduction,
with alphabet A′′ ⊂ A′. Let qred be the canonical projection of q o RA′′+ obtained
by forgetting the coordinates in A − A′′. For any γ ∈ Π∗(R∗) lemma 2.2.1 in








When the vector q is a vector qγ for a Rauzy path γ (defined in paragraph
2.1.2) we will write Pγ instead of Pqγ . The following distortion estimate holds (See
theorem 5.4 and proposition 5.7 in[A,G,Y] for a proof and for more details).
Theorem 2.2.3. There exist a pair of constant C > 0 and θ > 0 depending
only on d = ](A) with the following property. Let A′ ⊂ A be a non-empty proper
subset, 0 ≤ m ≤M be integers, q ∈ RA+. Then for every π ∈ R we have
(2.13)
Pq{γ ∈ Π(R) ; M(Bγq) > 2MM(q) and MA′(Bγq) < 2M−mM(q)|π} ≤ C(m+1)θ2−m
and
(2.14)
Pq{γ ∈ Π(R) is not complete ; MA′(Bγq) > 2MM(q)|π} ≤ C(M + 1)θ2−M .
Note. If fact the complete result in [A,G,Y] contains two more distortion
estimates similar to these ones, but we don’t need them in our work.
2.3. Translation surfaces
We consider a triple (M,Σ, k), where M is a compact, boundaryless, orientable
topological surface of genus g, Σ is a finite subset {p1, ..., pr} of M with r elements




ki = 2g − 2.
A translation structure ξ on (M,Σ, k) is given by
(1) A maximal atlas on M \Σ such that the changes of charts are translations.
(2) For each marked point pi ∈ Σ a neighborhood Vi of pi, a neighborhood
W of 0 in C and a ramified covering ρ : (Vi, pi)→ (W, 0) of degree ki + 1
such that the local sections of ρ are charts of the atlas.
We call Transl(M,Σ, k) the set of translation structures on the triple (M,Σ, k).
A translation atlas ξ on (M,Σ, k) provides us also with the following structures:
(1) A Riemann surface structure on M . (Not only on M \ Σ)
(2) A holomorphic 1-form wξ on M , that in a translation chart is given by
dz. The 1-form wξ is newer 0 on M \ Σ and in a chart around a marked
point pi it takes the form wξ = zkidz, that is it has a zero of order ki.
The combinatorial relation (2.15) therefore corresponds to the well known
topological relation for the zeroes of a closed one form on (M,Σ).
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(3) A flat metric gξ := |dz|2 defined in M \ Σ with cone singularities of total
angle 2(ki + 1)π at any point pi ∈ Σ.
(4) Two vertical and horizontal vector fields ∂y and ∂x on M \Σ. These fields
are not complete since their trajectories stop when they arrive at a marked
point. We call outgoing vertical separatrices the trajectories of ∂y starting
from a marked point and ingoing vertical separatrices the trajectories of
∂y ending in a marked point. For the horizontal vector field ∂x we define
similarly its outgoing or ingoing horizontal separatrices. Observe that a
marked point pi ∈ Σ of degree ki is the end-point of exactly ki+1 outgoing
vertical separatrices and ki + 1 outgoing horizontal separatrices.
(5) An area form dz ∧ dz̄ on M \ Σ.
The total number of vertical separatrices equals the sum of the angles at sin-
gularities (modulo a factor 2π) and is equal to
∑
pi∈Σ(ki + 1) = 2g + r − 2. We
recall from the introduction the notion of saddle connection for a translation sur-
face ξ: it is a path γ : [0, T ]→M such that γ−1(Σ) = {0, T} (it starts end ends at
marked points in Σ and do not contains other such points in its interior) and that
is geodetic for the flat metric on M \ Σ.
2.3.1. Triangulations. Let ξ ∈ Transl(M,Σ, k) be a translations structure.
A triangulation for ξ is a cellular decomposition
M = X0 ∪X1 ∪X2
of M where the 0-skeleton X0 is the set Σ, the 1-skeleton X1 is a finite set {γ1, .., γL}
of saddle connection (without endpoints) for ξ and the 2-skeleton X2 is a finite set
{T1, .., TN} of open triangles having as sides the saddle connections in X1. Any
translation surface admits such a triangulation (see [KeMaS] or [E,M]). For any
T ∈ X2 there is an homeomorphism ϕ : T → D onto an open triangle D ⊂ C
which is a chart of the translation atlas. We have therefore a family {D1, .., DN}
of open triangles in C. Let T ∈ X2 be any triangle of the triangulation and let D
be its correspondent euclidean triangle in C. We assign to any saddle connection γ
in the boundary of T an open segment L in C in the boundary of D. Any pair of
neighboring triangles T, T ′ produces a pair L,L′ of parallel segments of the same
length. Let γ be any element in X1 and let L be the correspondent segment in C.
We associate to any endpoint p of γ a vertex v in C which is an endpoint of L.
We cut M along a proper subset of saddle connections in the 1-skeleton X1
in order to obtain a surface with boundary which can be embedded in C (that
is a polygon). The embedding is obtained pasting together the triangles Di with
identifications between sides of the same length. Several vertices of the triangles are
in this way identified to the same point. We get a closed polygon P = P(ξ) ⊂ C,
which has a cellular decomposition P = P0 ∪ P1 ∪ P2, where
P0 = {v1, .., vV }
P1 = {L1, .., LS}
P2 = {D1, .., DF }.
As a consequence of the identifications some vertex vi may fall in the interior of
P, this can happen if vi corresponds to a marked point pi ∈ Σ which is not a
zero for the form. Since the triangles pasted together are at least two, there will
always be some side Lj ∈ P1 in the interior of P. All the other sides Lk are in ∂P
and correspond exactly to those saddle connections γj ∈ X1 that have been cut to
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construct the embedding. These sides therefore arrears in pairs (L,L′), where L
and L′ are parallel and have the same length.
Definition 2.3.1. A developing graph for ξ is a planar cellular complex P =
P(ξ) constructed as above.
Lemma 2.3.2. Any translation structure ξ admits a developing graph P(ξ) with-
out horizontal sides in its boundary.
Proof: Let us suppose that we have a developing graph P(ξ) for the translation
structure ξ that has an horizontal side L in its boundary. Let us call D the unique
triangle in P(ξ) that has L as side. Since L is a boundary side, P(ξ) has in its
boundary another side L′ parallel to L and with the same length. Let D′ the unique
triangle in P(ξ) that has L′ as side. We can construct another developing graph
P ′(ξ) for ξ cutting the triangle D away from P(ξ) and pasting it to the triangle D′
along the side L′. Since in any triangle the sum of the angle is π then this operation
does not make appear new horizontal sides, on the other hand the sides L and L′ are
no more in ∂P ′(ξ) but they are identified to some side L′′ in the interior of P ′(ξ).
Therefore the new developing graph P ′(ξ) has two horizontal sides less than P(ξ).
Iterating the procedure we can eliminate all the horizontal sides in the boundary.
The lemma is proved. 
Let ξ be a translation structure and let P = P(ξ) be a developing graph for
ξ with no horizontal sides in its boundary. Let us introduce the subset V(ξ) ⊂ P0
of those vertices v in P0 such that there exists some ε > 0 and θ > 0 such that
the angular sector {v + reis; 0 ≤ r < ε, |s| < θ} is contained in the intersection
B(v, ε) ∩ P of P with a small disk around v of radius ε.
Lemma 2.3.3. Let ξ be a translation structure in Transl(M,Σ, k) and let P =
P(ξ) be a developing graph without horizontal sides in its boundary. Let V = V(ξ)
the set of vertices defined above. There is a bijection between the points of V and
the pairs (pi, S), where pi is a point in Σ and S is an horizontal separatrix for ξ
starting at pi.
Proof: Elements v in V(ξ) are exactly the vertices in P(ξ) such that the initial
segment of the horizontal half line starting from v is contained in the interior of
P(ξ). Since open sets inside P(ξ) project to open sets in the translation surface ξ
we have a well defined application
v 7→ (pi, Si)
assigning to any v ∈ V(ξ) the datum of a point pi ∈ Σ and an horizontal separatrix
Si starting at pi.
For any pair (pi, Si) either there exists a triangle T ∈ X2 that has pi as vertex
and contains the beginning of Si or there is a pair of triangles T, T ′ ∈ X2 that share
a side γ ∈ X1 and such that T ∪ γ ∪ T ′ satisfy the same property. It follows that
the application above is surjective.
On the other hand a triangle T ∈ X2 can contain the beginning of just one
horizontal separatrix starting at one of its vertices, this because the sum of its
angles is π. The same properties follows for the triangles D that compose P(ξ).
The application above therefore is injective too and the lemma is proved. 
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2.3.2. Teichmüller space of abelian differentials and its strata. Let
Diff+(M,Σ) denote the set of orientation preserving diffeomorphisms of M that
are the identity on Σ. Elements ξ in Transl(M,Σ, k) are holomorphic atlas on
M , each atlas being a maximal family ξ = {ϕi} of compatible homeomorphisms
ϕi : Ui → Vi from opens sets Ui in M to open sets Vi in C. For any f ∈ Diff+(M,Σ)
any local chart ϕ of ξ can be composed with f , giving an other local chart ϕ ◦ f .
It is easy to check that when ϕ varies among all the charts of ξ, the set of charts
ϕ ◦ f is a new translation atlas f∗ξ, moreover at any singular point pj ∈ Σ the
total angles respectively for the structures ξ and f∗ξ are the same. In other words
Diff+(M,Σ) acts on the right on Transl(M,Σ, k):
(2.16)
Transl(M,Σ, k)× Diff+(M,Σ) → Transl(M,Σ, k)
(ξ, f) 7→ f∗ξ.
Let Diff+0 (M,Σ) denote the set of those f in Diff
+(M,Σ) that are isotopic to the
identity. It acts on Transl(M,Σ, k) as a subgroup of Diff+(M,Σ). The quotient
space
(2.17) T (M,Σ, k) := Transl(M,Σ, k)/Diff+0 (M,Σ).
is the set of isotopy classes [ξ] of translation structures on the triple (M,Σ, k) and is
a stratum of the so called Teichmüller space of abelian differentials on M . It turns
out that the set T (M,Σ, k) can be provided by a complex manifold structure. We
briefly describe the construction on local charts.
Let us fix a singular point q ∈ Σ and consider a (differentiable) universal
covering ρ : (M∗, q∗) → (M, q) of the topological surface M . Let ξ be any trans-
lation structure on (M,Σ, k). The associated 1-form wξ can be lifted to a 1-form
w∗ξ := ρ
∗wξ on M∗. Since wξ is closed, w∗ξ is exact on M
∗ and we get a C∞ map
ϕξ : M∗ → C defined by x 7→
∫ x
q
w∗ξ for any x ∈ M∗. Note that the value of the
integral is unchanged when we change ξ with f∗ξ, where f ∈ Diff+0 (M,Σ) is an
isotopy. Therefore ϕξ depends only on the isotopy class [ξ] of ξ and we get a map
(2.18)
T (M,Σ, k) → C∞(M∗,C)
ξ 7→ ϕξ
The topology we put on T (M,Σ, k) is the pull-back of the compact-open topology
on C∞(M∗,C).
Local charts on T (M,Σ, k) are introduced through the so called period map.
For any translation structure ξ on (M,Σ, k), the integral of the associated 1-form





defines an element in hom(H1(M,Σ,Z),C) that is in H1(M,Σ,C) = C2g+r−1.
Moreover for any [γ] ∈ H1(M,Σ,Z) the integral above keeps unchanged when
changing wξ with f∗wξ for f ∈ Diff+0 (M,Σ). Denoting with Θ(ξ) the linear oper-
ator associated to ξ as above we get a map
(2.19)
Θ : T (M,Σ, k) → H1(M,Σ,C)
ξ 7→ Θ(ξ)
which is called period map.
Lemma 2.3.4. The map Θ defined in equation (2.19) is a local homeomorphism.
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Proof: From the definition of the topology on T (M,Σ, k) given above it is evident
that the map Θ is continuous, therefore in order to prove the statement it is enough
to prove that for any [ξ] ∈ T (M,Σ, k) there exists an open subset U ⊂ T (M,Σ, k)
with [ξ] ∈ U such that:
• the image Θ(U) is open in H1(M,Σ,C) = C2g+r−1,
• the restriction Θ|U of the period map to U is injective.
Let [ξ] be any element in T (M,Σ, k) and let {γ1, .., γn} be saddle connections for
the translation structure ξ that define a triangulation. They are smooth curves
γi : [0, Ti] → M with γ−1i (Σ) = {0, Ti} which are geodesic for the flat metric
induced by ξ on M \ Σ. In particular they define n homotopy classes [γ1], .., [γn]
with fixed endpoints for the pair (M,Σ). Let P = P(ξ) be a developing graph for
ξ induced by the triangulation above. Pasting together the sides in ∂P parallel
and with the same length we obtain a map P → M that induces the translation
structure ξ on M .
We consider an open subset U in T (M,Σ, k) such that for any [ξ′] ∈ U any
homothopy class [γi] defined above contains a representant γ′i which is a saddle
connection for ξ′. For any [ξ′] ∈ U the family of curves {γ′1, .., γ′n} obtained in
this way defines a triangulation for ξ′. With the same cuts used to construct the
developing graph P for ξ we obtain a developing graph P ′ = P ′(ξ′) for ξ′.
We first show that Θ(U) is open in C2g+r−1. It is sufficient to prove that the
image is open at Θ([ξ]). The datum (z1, .., zd) = Θ([ξ]) ∈ Cd=2g+r−1 corresponds
to a choice of a basis {γi(1), .., γi(d)} of H1(M,Σ,Z) whose elements are sides of
the fixed triangulation for ξ. The values z1 =
∫
γi(1)




the geometry of the developing graph P for ξ. Once the combinatorics is fixed,
the condition of forming a graph is open in z1, .., zd, therefore choosing z′1, .., z
′
d
sufficiently close to z1, .., zd we can form a graph P ′. Then pasting together the
sides in ∂P ′ that are parallel and have the same length we obtain a translation
surface ξ′ in U with Θ([ξ′]) = (z′1, .., z
′
d). The openness of the image is proved.
Now we prove that the restriction Θ|U is injective. Let us consider any pair
[ξ], [ξ′] ∈ U . By definition of U the translation surfaces ξ and ξ′ both admit a
triangulation with sides in the fixed homotopy classes [γ1], .., [γd] defined above.
Therefore, cutting along the same sides, ξ and ξ′ admit two developing graphs P
and P ′ with the same combinatorics. Once the combinatorics is fixed the value of
the period map determines the developing graph, therefore the condition Θ([ξ]) =
Θ([ξ′]) implies P = P ′. We have a commutative diagram
P → P ′
↓ ↓
ξ 99K ξ′
where the upper horizontal arrow is the identity. The lower horizontal arrow there-
fore gives an element f ∈ Diff+0 (M,Σ) such that [f∗ξ] = [ξ], the restriction Θ|U is
therefore injective. The lemma is proved.

Proposition 2.3.5. For any closed compact surface M , for any non-empty
finite subset Σ of it with r elements and for any integer vector k = (k1, .., kr) with
non-negative entries such that k1 + .. + kr = 2g − 2, the stratum T (M,Σ, k) of
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the Teichmüller space is a non-compact complex manifold of complex dimension
d = 2g + r − 1.
Proof: Local charts are given by the restriction of the period map in equation
(2.18) to the small open sets where it acts as an homeomorphism. 
Let’s fix any integer vector k = (k1, .., kr) with non-negative entries such that
k1+..+kr = 2g−2. For any two pairs (M,Σ) and (M ′,Σ′) of closed compact surfaces
of genus g and finite subsets of the same cardinality r, we can find a diffeomorphism
of pairs h : (M,Σ) → (M ′,Σ′). For any translation structure ξ for (M,Σ, k)
its push-forward h∗ξ is a translation structure for (M ′,Σ′, k). Obviously isotopic
structures are sent to isotopic structures, thus we have a well defined application
between strata:
h∗ : T (M,Σ, k)→ T (M ′,Σ′, k).
Moreover in the carts given by the period maps the action of h∗ correspond to the
action of h on relative homology groups
H1(M,Σ,Z)→ H1(M ′,Σ′,Z),
which is a Z-linear isomorphism, therefore complex linear. The strata T (M,Σ, k)
and T (M ′,Σ′, k) therefore differ for a complex diffeomorphism h∗ and they can
be identified. The information about the pair (M,Σ) can be therefore omitted
and for any positive integer g and any r non-negative integers k1, .., kr such that∑r
i=1 ki = 2g − 2 we denote
T (k1, .., kr)
the corresponding stratum of the Teichmüller space of abelian differentials.
2.3.3. Action of mapping class group and GL(2,R), area, volume form.
Given a closed compact oriented surface M of genus g and a finite subset Σ of it
with cardinality r, the mapping class group of the pair (M,Σ) is the quotient
(2.20) Mod(M,Σ) := Diff+(M,Σ)/Diff+0 (M,Σ).
Consider any two pairs (M,Σ) and (M ′,Σ′) as above. A diffeomorphism of pairs
h : (M,Σ) → (M ′,Σ′) induces (by conjugation) an isomorphism of groups respec-
tively between Diff+(M,Σ) and Diff+(M ′,Σ′) and between Diff+0 (M,Σ) and
Diff+0 (M
′,Σ′). The corresponding mapping class groups are therefore isomorphic
and we can omit the dependence on the pair (M,Σ) and simply write Mod(g, r) for
Mod(M,Σ). The action of Diff+(M,Σ) on Transl(M,Σ, k) induces an action of
Mod(g, r) on T (k1, .., kr)
(2.21)
T (k1, .., kr)×Mod(g, r) → T (k1, .., kr)
([ξ], [f ]) 7→ [f∗ξ].
The action defined in equation (2.21) is proper, but not free, since there are trans-
lation structure that admit conformal automorphisms.
The group GL(2,R) acts on the Teichmüller space T (k1, .., kr) as follows. Given
a pair (M,Σ) and a translation structure ξ ∈ Transl(M,Σ, k) let us look at ξ as
to a family of local charts {ϕi}, where any ϕi : Ui → Vi is an homeomorphism
from an open subset Ui of M to an open subset Vi of C. For any G ∈ GL(2,R) we
consider the family {G◦ϕi}. Since the translation subgroup is normal in the group
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of complex affine automorphisms of C, the family {G◦ϕi} is still a translation atlas
and we denote it Gξ. We get an action on the left
GL(2,R)× Transl(M,Σ, k) → Transl(M,Σ, k)
(G, ξ) 7→ Gξ.
Since Diff+(M,Σ) acts on the right on Transl(M,Σ, k) and GL(2,R) on the left
then the two actions commute and we get an action on the quotient
(2.22)
GL(2,R)× T (k1, .., kr) → T (k1, .., kr)
(G, [ξ]) 7→ [Gξ].
Moreover the action of GL(2,R) and commutes with the action of Mod(g, r) defined
at equation (2.21).
For any ξ ∈ Transl(M,Σ, k) the corresponding holomorphic 1-form wξ induces






The integral in equation (2.23) is obviously invariant under isotopy (that is under
the action of Diff+0 (M,Σ)), moreover it is a real analytic function of the periods
of the structure ξ, that is the entries of the complex vector Θ([ξ]), where Θ is the
period map defined by equation (2.19)). We get a real analytic function on the
Teichmüller space, that we call the area function:
(2.24)
Area : T (k1, .., kr) → R+
ξ 7→ Area(ξ).
Since the map [ξ] 7→ Area([ξ]) is real analytic, the set of area one translation
structures
(2.25) T (1)(k1, .., kr) := {[ξ] ∈ T (1)(k1, .., kr); Area([ξ]) = 1}
is a codimension one embedded sub-manifold of T (k1, .., kr).
Let us consider the standard volume form dLeb on Cd normalized in order to
give co-volume one to the integer lattice (Z⊕ iZ)d. Using the period map Θ defined
in equation (2.19) we pull back it and we get a volume form
(2.26) m := Θ∗dLeb
on the stratum T (k1, .., kr). An element f ∈ Diff+(M,Σ) induces an isomorphism
in the relative homology H1(M,Σ,Z), that is an element of SL(d,Z), which pre-
serves the standard volume form dLeb on H1(M,Σ,C). The action of Mod(g, r)
therefore preserve the volume form m. SL(2,R) acts on T (k1, .., kr) as subgroup
of GL(2,R). Looking at the effect of the action on the space of periods, that is






with r > 0 determines a diffeomorphism
(0,+∞)× T (1)(k1, .., kr) → T (k1, .., kr)
(r, [ξ]) 7→ [rξ]
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that induces a decomposition
(2.27) m = dr ∧m(1)
where the form m(1) in equation (2.27) is a positive volume form on T (1)(k1, .., kr).
It is easy to check that the area function defined by equation (2.24) is invariant
both for the action of Mod(g, r) and of SL(2,R). Thus the area one hyper-surface
T (1)(k1, .., kr) is preserved both by SL(2,R) and Mod(g, r) and the two groups act
on T (1)(k1, .., kr) by restriction of their actions on T (k1, .., kr). Moreover SL(2,R)
and Mod(g, r) preserve the volume form m(1) on T (1)(k1, .., kr).
2.3.4. Moduli space and Teichmüller flow. Given two positive integers g
and r and r non-negative integers k1, .., kr satisfying equation (2.15), the stratum
of the moduli space of translation surfaces with a cone singularities of orders 2(k1 +
1)π, ..., 2(kr + 1)π is
(2.28) H(k1, .., kr) := T (k1, .., kr)/Mod(g, r).
We call X the general element of H(k1, .., kr). Once we choose a pair (M,Σ) as
above such an X correspond to the datum (S,w) of a Riemann surface S of genus g
and an holomorphic 1-form w on S with a zeroes of orders k1...kk. Since the group
Mod(g, r) acts with non-trivial stabilizer on T (k1, .., kr) the moduli space is not a
manifold but just an orbifold.
We may also consider the moduli space of area one translation surface. The
stratum corresponding to the prescribed order of singularities k1, .., kr is
(2.29) H(1)(k1, .., kr) := T (1)(k1, .., kr)/Mod(g, r).
Sometimes when the base topological surface M and its subset Σ are specified
we will also use the notation H(M,Σ, k) for H(k1, .., kr) and H(1)(M,Σ, k) for
H(1)(k1, .., kr).
The volume forms m and m(1), defined respectively on T (k1, .., kr) by equation
(2.26) and on T (1)(k1, .., kr) by equation (2.27), are invariant for the action of
Mod(g, r). Therefore m and m(1) define two measures ν and ν(1) respectively on
T (k1, .., kr) and on T (1)(k1, .., kr). These two measures have smooth density and
are invariant under the action of the mapping class group. The natural projections
T (k1, .., kr)→ H(k1, .., kr) and T (1)(k1, .., kr)→ H(1)(k1, .., kr)
induces two smooth measures µ and µ(1) respectively onH(k1, .., kr) and onH(1)(k1, .., kr).
Moreover ν and ν(1) are invariant under SL(2,R) (since the volume forms m and
m(1) are invariant) therefore SL(2,R) preserves µ and µ(1).
The Teichmüller flow Ft on H(1)(k1, .., kr) is the action of the diagonal sub-







The following one is the basic result in Teichmüller dynamics (see [Ma1] and [Ve]).
Theorem 2.3.6. The smooth measure µ(1) defined above is invariant for the
Teichmüller flow, it gives to H(1)(k1, .., kr) finite volume and its restriction on any
connected component is ergodic.
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2.4. Zippered rectangles and Veech space
In this paragraph we describe a fundamental construction given by Veech (see
[Ve]). We follow the presentation appearing in [Y1] and [M,M,Y]. Let R be a




τα > 0 and
∑
πt(β)≤k
τβ < 0 for all 1 ≤ k ≤ d− 1.
Θπ is an open convex polyhedral cone. It is not empty, since the vector τ with
coordinates τα := πb(α) − πt(α) belongs to Θπ. We say that the τ ∈ Θπ are the
suspension data for π.
2.4.1. The Veech construction. From the data (π, λ, τ) it is possible to
define a translation surface X = X(π, λ, τ) in some H(k1, .., kr), where the orders
of singularities k1, .., kr depend only on the Rauzy class R of π. The construction is
due to Veech and is known as the zippered rectangles construction. For any length
and suspension data (λ, τ) ∈ ∆π×Θπ we define the complex vector ζ = λ+iτ ∈ Rd.








Let T be the i.e.t. defined by the data (π, λ). Note that, if utα and u
b
β denote the





α) for all α ∈ A. We see that the condition in equation (2.31) means
that
Im(ξtα) > 0 if π
t(α) > 1 and Im(ξbα) < 0 if π
b(α) > 1
In particular we can define a vector h = h(π, τ) ∈ RA+ setting for any α ∈ A:
(2.33) hα := =(ξtα)−=(ξbα).
We also define the translation vector θ ∈ Rd by θα := ξbα − ξtα. We have θ = δ − ih
for some δ ∈ RA. We form 2d open rectangles in the complex plane defining for











α + λα)× (−hα, 0).
In order to get a surface we past together these rectangles. The identification arr
the following
(1) For each α the rectangle Rtα is equivalent to the rectangle R
b
α via the
translation by the complex number θα.
(2) For each α with πt(α) > 1 we consider α′ with πt(α) = πt(α′) + 1 and
we paste together Rtα and R
t
α′ along the common vertical open segment
in their boundaries that connects the point utα + i0 to the point ξ
t
α.
(3) For each β with πb(β) > 1 we consider β′ with πb(β) = πt(β′) + 1 and
we paste together Rbβ and R
b
β′ along the common vertical open segment
in their boundaries that connects the point ubβ + i0 to the point ξ
b
β .
(4) We paste all the rectanglesRtα to the horizontal open segment (0,
∑
α∈A λα)
along their lower horizontal boundary segment (uα, uα + λα)× {0}
(5) We paste all the rectanglesRbα to the horizontal open segment (0,
∑
α∈A λα)
along their upper horizontal boundary segment (uα, uα + λα)× {0}.
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(6) Finally we add the origin 0 of C, the points ξtα with πt(α) > 1, the points
ξbβ with π
b(β) > 1 and the point ξ∗ :=
∑
α∈A ζα
Definition 2.4.1. For any combinatorial datum π over the alphabet A and
for any pair of length-suspension data (λ, τ) for π we call X(π, λ, τ) the translation
surface that is obtained following the procedure above, which is also known as the
zippered rectangles Veech’s construction.
We recall from paragraph 2.1.1 the definition of the two letters αt and αb in A
such that πt(αt) = πb(αb) = d. We also introduce the letters α′t and α
′
b in A such
that πt(α′t) = π
b(α′b) = 1. We introduce two symbols R and L and we define the
set of pairs
{(α,R), (α,L) ; α ∈ A} .
On this set we define the equivalence relation ∼ given by the two identifications
(α′t, L) ∼ (α′b, L) and (αt, R) ∼ (αb, R) and we consider the set Ã of equivalence
classes. We consider the permutation σ of the elements in Ã given by:
(2.35)
σ(α,L) := (β0, R) such that πt(β0) + 1 = πt(α)
σ(β,R) := (α0, L) such that πb(α0) = πb(β) + 1.
The permutation σ can be interpreted as follows. For any α ∈ A such that πt(α) > 1
we associate to the symbol (α,L) the right part of a neighborhood of ξtα in R
t
α, that
we call U tα. Similarly for any β ∈ A such that πb(β) > 1 we associate to the symbol
(β,R) the left part of a neighborhood of ξbβ + ζβ in R
t
β , that we call U
b
β . Now
let pi be any point in Σ and let us turn in counterclockwise sense around pi in
the translation surface X(π, λ, τ). It is easy to check that the half neighborhoods
U tα and U
b
β that we meet in this way correspond to the elements (α,L) and (β,R)
of some cycle of σ. If ki is the order of the zero of w at pi then the length of
the corresponding cycle is 2(ki + 1). It follows that if (2k1 + 2)..(2kr + 2) is the
decomposition in cycles of σ then X(π, λ, τ) is in H(k1, .., kr). It is also easy to
check that σ is an invariant of R.
2.4.2. Marked translation surfaces. Let us consider an i.e.t. T : I → I
defined by the data π, λ. Let us also consider a suspension datum τ for π and
consider the translation surface X = X(π, λ, τ) obtained with the Veech construc-
tion in paragraph 2.4.1. For such X a point pi ∈ Σ and a horizontal separatrix S
in pi are naturally marked, they correspond to the left endpoint of I and to the
separatrix that contains the interval.
Let’s fix a point pi ∈ Σ. We introduce the set Transli(M,Σ, k) of pairs (ξ, S),
where ξ is a translation structure in Transl(M,Σ, k) and S is an horizontal separa-
trix starting at pi. We call such a datum a marked translation surface (at the point
pi). The group Diff+(M,Σ) defined in paragraph 2.3.2 acts on Transli(M,Σ, k)
by
(2.36) ξ, S 7→ f∗ξ, f(S)
where f∗ξ is defined as in equation (2.16) and f(S) is just the image of the separatrix
S under f . As before we define the Teichmüller space of translation surfaces marked
in pi considering the action of isotopies:
(2.37) T̃i(M,Σ, k) := Transli(M,Σ, k)/Diff+0 (M,Σ).
When there is no ambiguity on the choice of the point pi ∈ Σ we simply write
T̃ (M,Σ, k) instead of T̃i(M,Σ, k).
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Proposition 2.4.2. For any choice of a point pi ∈ Σ the space T̃i(M,Σ, k) has
a structure of complex manifold of complex dimension 2g + r − 1. Moreover the
natural projection
(2.38) T̃i(M,Σ, k) → T (M,Σ, k)
(ξ, S) 7→ ξ
is a covering map of degree ki + 1, where ki is the order of the zero in pi.
Proof: See [Y3]. 
The modular group Mod(M,Σ) naturally acts on T̃i(M,Σ, k) as it does on
T (M,Σ, k). The quotient space with respect to this action gives the moduli space
of marked translation surfaces:
(2.39) H̃i(M,Σ, k) := T̃i(M,Σ, k)/Mod(M,Σ).
When we are not interested on the underlying topological pair (M,Σ) we also
use the notation H̃i(k1, .., kk). The covering map in equation (2.38) induces a
covering map H̃i(k1, .., kr) → H(k1, .., kr). The pull-back of the measures µ and
µ(1) introduced in paragraph 2.3.4 defines two measures, that we still denote µ
and µ(1), in the lebesgue class respectively of H̃i(k1, .., kr) and the hypersurface
H̃(1)i (k1, .., kr) of area one marked translation surfaces. The group SL(2,R) acts
on H̃i(k1, .., kr) as it does on H(k1, .., kr) (see paragraph 2.3.3), in particular the
Teichmüller flow Ft is defined. The area of a marked translation surface is obviously
invariant under Ft, therefore we have an action on the hyper-surface H̃(1)i (k1, .., kr)
of area one marked translation surfaces.
2.4.3. Extension of the induction and the Veech space. Let us consider
a Rauzy class R over the alphabet A. For any π ∈ R recall the definition of the





If γ ∈ Π(R) is a path starting at π and ending in π′, let Θγ be the open sub-cone
of Θπ′ defined by the condition
tBγΘγ = Θπ.
If γ is a top arrow ending at π′ we have an invertible map
(2.40) Q̂γ : ∆γ ×Θπ → ∆π′ ×Θγ
(π, λ, τ) 7→ (Q(π, λ),tB−1γ τ).
Putting together the maps Q̂γ defined by equation (2.40) for every arrow γ, we get
a map Q̂ : ∆̂(R) → ∆̂(R) which is defined and invertible almost everywhere. In
particular its domain is the union of the sets ∆γ × Θπ, where π is any element in
R and γ is any arrow starting at π. The image of Q̂ is the union of all the sets
∆π′ × Θγ , where π′ is any element in R and γ is any arrow ending in π′. The
map Q̂ is a skew-product map over the Rauzy-Veech algorithm Q, that is for any
(π, λ, τ) ∈ ∆̂(R) the matrix tB−1γ in equation (2.40) depend just from (π, λ) and
not from τ .
The action of Q̂ on ∆̂(R) admits a nice fundamental domain. Let φ(π, λ, τ) :=
‖λ‖ and let V(R) be the set of (π, λ, τ) ∈ ∆̂(R) such that either
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(1) Q̂(π, λ, τ) is defined and φ(Q̂(π, λ, τ)) < 1 ≤ φ(π, λ, τ),
(2) Q̂(π, λ, τ) is not defined and φ(π, λ, τ) ≥ 1,
(3) Q̂(π, λ, τ)−1 is not defined and φ(π, λ, τ) < 1.
It is evident that each orbit of Q̂ intersects V(R) in exactly one point, therefore
the latter is a fundamental domain for the action of Q̂. We call V(R) the Veech
space. There is a useful alternative construction of the same fundamental domain,
that we describe here. If T = (π, λ) is an i.e.t. in ∆(R) that satisfies λαt 6= λαt
we call αlose(T ) the letter in {αb, αt} that loses in T . For any element π of R we
define the subset fπ of ∆π by
fπ := {T ∈ ∆π;
∑
α6=αlose(T )









2.4.4. Representability. Let us consider any Rauzy class R. During all this
paragraph we fix an element π of R.
We define two standard length and suspension data λπ ∈ ∆π and τπ ∈ Θπ
setting for any α ∈ A:




The Veech construction in paragraph 2.4.1, applied to the data (π, λπ, τπ), gives a
marked translation surface. Let Mπ and Σπ be respectively the topological surface
supporting the conformal structure and the set of zeros of the one form associated
to the data (π, λπ, τπ). Let also denote kπ the integer vector that gives the order
of the zeros of the holomorphic one form. The entries of kπ are the length of the
cicles of the permutation σ defined by equation (2.35) in paragraph 2.4.1. Since the
decomposition in cycles of σ is an invariant for Rauzy classes, the vector kπ too is
an invariant, and we can denote it simply k.
For a pair of length-suspension data (λ, τ) in ∆π ×Θπ the translation surface
X(π, λ, τ) given by the Veech construction corresponds to a marked translation
structure on the standard topological data (Mπ,Σπ, k), therefore we can introduce
an application
(2.43) iπ : Θπ ×∆π → T̃ (M
π,Σπ, k)
(λ, τ) 7→ X(π, λ, τ).
which is an embedding onto an open subset of T̃ (Mπ,Σπ, k).
We consider an arrow γ : π → π′ in the Rauzy diagram starting at the fixed
vertex π. For such a γ let’s take any (λ, τ) in ∆γ × Θπ and apply the extended
Rauzy induction Q̂γ to (π, λ, τ). In terms of translation structures this means that
we have a bi-holomorphic map between the marked translation surfaces X(π, λ, τ)
and X(π′, λ′, τ ′), where (π′, λ′, τ ′) = Q̂γ(π, λ, τ). In particular Q̂γ defines a dif-





We denote this diffeomorphism by
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The map (ξ, S) 7→ Q̂∗γ(ξ, S), assigning to any marked translation structure in
T̃ (Mπ,Σπ, k) its push-forward under Q̂γ , gives an analytic bijection between Te-
ichmüller spaces:





Let us consider all the non-oriented Rauzy paths γ : π → π′, where π is still
the fixed element and π′ varies in R. The definition of Q̂∗γ in equation (2.44) can
be extended to any such non-oriented paths γ by concatenation. For any π′ ∈ R




, k), thus for any
γ : π → π′ the set Q̂∗−1γ ◦ iπ′ (∆π′ ×Θπ′) is an open embedded set in T̃ (Mπ,Σπ, k)





Q̂∗−1γ ◦ iπ′ (∆π′ ×Θπ′) .
The stratum H̃(Mπ,Σπ, k) is obtained taking the quotient by the action of the
mapping class group Mod(Mπ,Σπ) on T̃ (Mπ,Σπ, k) and it is identified with some
stratum H̃i(k1, .., kr) for some values k1, .., kr (depending from the Rauzy class
of π). We call representable marked translation surfaces the marked translation
surfaces that can be obtained with the Veech construction of paragraph 2.4.1.
Lemma 2.4.3. Let H̃i(k1, .., kr) be any stratum of the moduli space of marked
translation surfaces with genus g and let (X,S) be any of its elements. Then ei-
ther X has both vertical and horizontal saddle connections, or the following is true:
there exists an admissible combinatorial datum π with 2g+ r− 1 letters and length-
suspension data λ and τ for π such that X coincides with the translation surface
X(π, λ, τ) obtained with the Veech construction of paragraph 2.4.1 and the horizon-
tal separatrix S coincides with the positive real line in X(π, λ, τ).
Proof: See [Y3]. 
Consider the natural projection Π : T̃ (Mπ,Σπ, k) → H̃(Mπ,Σπ, k) to the
quotient space. Since the open set Uπ introduced in equation (2.45) is connected,
then its image Π(Uπ) under the map Π is also connected, therefore it is contained
in just one connected component of H̃(Mπ,Σπ, k). Let us call Cπ this connected
component. Lemma 2.4.3 has the following consequence.
Corollary 2.4.4. Any marked translation structure (X,S) in Cπ \Π(Uπ) must
have both vertical and horizontal connections, therefore the set of such (X,S) has
codimension 2 in Cπ. In particular Π(Uπ) has full measure in Cπ. Moreover any
stratum H̃i(k1, .., kr) is identified with some representable stratum H̃(Mπ,Σπ, k)
and therefore almost any marked translation structure is representable.
Let us consider any π′ in the same Rauzy class R of π, any path γ : π → π′
in the Rauzy diagram and the associated map Q̂∗γ as in equation (2.44). Since
Uπ ∩ Q̂∗−1γ (Uπ′) 6= ∅ then the two sets belong to the same connected component
Cπ of H̃(Mπ,Σπ, k), moreover corollary 2.4.4 implies that Uπ = Q̂∗−1γ (Uπ′) = Cπ
mod 0. It follows that we can forget the dependence from π and denote Cπ sim-
ply C(R) (everything is meant modulo identifications between H̃(Mπ,Σπ, k) and
H̃(Mπ′ ,Σπ′ , k) with π and π′ in the same R).
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Definition 2.4.5. For any stratum H̃i(k1, .., kr) of the moduli space of trans-
lation surfaces marked at the singular point pi we consider any alphabet A with
d = 2g + r − 1 letters and define the set Si(k1, .., kr) of those admissible combi-
natorial data π over A such that for any pair of length-suspension data (λ, τ) in
∆π × Θπ the surface X(π, λ, τ) given by the Veech construction coincides with a
translation surface (X,Si) in H̃i(k1, .., kr).
The set Si(k1, .., kr) introduced in definition 2.4.5 is union of a finite number
of Rauzy classes. Kontsevich and Zorich classified the connected components of
strata in the moduli space and proved that such number is always at most 3 (see
[KZ]). Let C be any connected component of H̃i(k1, .., kr). Since almost any ele-
ment in C is representable via the Veech construction of paragraph 2.4.1 with some
combinatorial datum π ∈ Si(k1, .., kr), then C is identified with some connected
component C(R) of H̃(Mπ,Σπ, k). The Veech construction therefore establish a
surjective application
(2.46) R 7→ C = C(R)
that assigns to any Rauzy class R ⊂ Si(k1, .., kr) a connected component C of the
stratum H̃i(k1, .., kr). The following lemma holds.
Lemma 2.4.6. Let π and π′ two admissible combinatorial data on the same
alphabet A. Let g : (Mπ,Σπ)→ (Mπ′ ,Σπ′) an homeomorphism of pairs such that
(2.47) g(Uπ) ∩ Uπ′ 6= ∅.
Then π and π′ belong to the same Rauzy class R and there exist a non-oriented
Rauzy path γ : π → π′ such that g = Q̂∗γ .
Proof: See [Y3]. 
Lemma 2.4.6 has the following consequence.
Corollary 2.4.7. The application R 7→ C = C(R) in equation (2.46) is a
bijection, that is there is a ono-to-one correspondence between Rauzy classes and
connected component of the moduli space of translation surfaces marked at some
point.
For any π ∈ Si(k1, .., kr) recall the subset fπ of ∆π defined at the end of
paragraph 2.4.3. We consider the restriction to fπ ×Θπ of the map iπ defined by
equation (2.43). Then we compose iπ|fπ×Θπ with the projection Π on the moduli
space. We get an homeomorphism
(2.48) Iπ : fπ ×Θπ → H̃i(k1, .., kr)
(λ, τ) 7→ X(π, λ, τ)
which is surjective onto an open subset of H̃i(k1, .., kr). Let R be one of those
Rauzy classes that compose Si(k1, .., kr) and recall the definition of the map Q̂ :
∆̂(R)→ ∆̂(R) and of its fundamental domain V(R) given in paragraph 2.4.3. For
any (π, λ, τ) ∈ ∆̂(R) in the domain of Q̂ the translation surfaces corresponding to
(π, λ, τ) and Q̂(π, λ, τ) are obtained by appropriate cutting and pasting, therefore
they correspond to the same element in the moduli space. Let us recall equation
(2.41) in paragraph 2.4.3. Corollary 2.4.4, together with the identification between
H̃i(k1, .., kr) and H̃(Mπ,Σπ, k), implies the following corollary.
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Corollary 2.4.8. For any stratum H̃i(k1, .., kr) of the moduli space of trans-
lation surfaces marked at some singular point pi and for the set Si(k1, .., kr) defined
above we have
(2.49) H̃i(k1, .., kr) =
⊔
π∈Si(k1,..,kr)
Iπ(fπ ×Θπ) mod 0,
where the union is disjoint.
CHAPTER 3
Preliminary results.
3.1. Configurations of saddle connections.
3.1.1. Marking all the separatrices. We consider the set Transltot(M,Σ, k)
whose elements are the data (ξ, S1, .., Sr), where ξ is a translation structure in
Transl(M,Σ, k) and for any singular point pi ∈ Σ Si is an horizontal separatrix
starting at pi. We call such a datum a totally marked translation surface. The
group Diff+(M,Σ) defined in paragraph 2.3.2 acts on Transltot(M,Σ, k) by
(3.1) (ξ, S1, .., Sr) 7→ (f∗ξ, f(S1), .., f(Sr))
where f∗ξ is defined as in equation (2.16) in paragraph 2.3.2 and for any i ∈ {1, .., r}
the separatrix f(Si) is the image of the separatrix Si under f . The Teichmüller
space of totally marked translation surfaces, that we denote T̂ (M,Σ, k), is obtained
as before taking the quotient by the action of isotopies:
(3.2) T̂ (M,Σ, k) := Transltot(M,Σ, k)/Diff+0 (M,Σ).
Proposition 3.1.1. The space T̂ (M,Σ, k) is a complex non-compact manifold
of complex dimension 2g + r − 1. Moreover the natural projection
(3.3) T̂ (M,Σ, k) → T (M,Σ, k)
(ξ, S1, ..., Sr) 7→ ξ
is a covering map of degree Πi=1..r(ki + 1).
Proof: The proof is the same as the one in proposition 2.4.2 in paragraph 2.4.2
for the Teichmüller spaces T̃i(M,Σ, k) of translation surfaces marked at some point
pi ∈ Σ. 
The action in equation (3.1) can be considered modulo elements in Diff+0 (M,Σ),
in this way we get an action of the group Mod(M,Σ) (defined by equation (2.20))
in paragraph 2.3.3 on the space T̂ (M,Σ, k). The quotient
(3.4) Ĥ(M,Σ, k) := T̂ (M,Σ, k)/Mod(M,Σ)
is called the moduli space of totally marked translation surfaces. Let us denote with
X̂ its elements, that is any X̂ is the datum (X,S1, .., Sr) of a translation surface in
H(M,Σ, k) plus a choice of an horizontal separatrix Si starting at pi for any pi ∈ Σ.
The projection in equation (3.3) passes to the quotient and give a projection
(3.5) Ĥ(M,Σ, k) → H(M,Σ, k)
(X,S1, ..., Sr) 7→ X
which is a covering map of degree Πi=1..r(ki + 1). Let X̂ = (X,S1, .., Sr) be any
totally marked translation surface in Ĥ(M,Σ, k). The vertical separatrices starting
and ending at singular points of X̂ can be labelled as follows. For any pi ∈ Σ
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and any l ∈ {0, .., ki} we call V startpi,l (X̂) and V
end
pi,l
(X̂) the two vertical separatrices
respectively starting and ending at pi such that
(3.6)
angle(V startpi,l , Si) = 2π(l +
1
4 )
angle(V endpi,l , Si) = 2π(l +
3
4 ).
3.1.2. Configurations of saddle connections. Let us consider any X̂ =
(X,S1, .., Sr) in Ĥ(k1, .., kr). If γ is a saddle connection for X that starts at pj ∈ Σ
then there exists an only integer m ∈ {0, .., kj} such that the vertical separatrix
V startpj ,m defined in equation (3.6) satisfies −π ≤ angle(V
start
pj ,m , γ) < π. Similarly, if pi
is the ending point of γ then there exists an only integer l ∈ {0, .., ki} such that the




This motivates the following definition.
Definition 3.1.2. Let X̂ be any element in Ĥ(M,Σ, k). For any pair of singular
points pi, pj ∈ Σ and any pair of integers l,m with l ∈ {0, .., ki} and m ∈ {0, .., kj}
we define the set C(pi,pj ,l,m)(X̂) as the set of saddle connections γ for the translation
surface X that start at pi, end in pj and such that
(3.7)
−π ≤ angle(γ, V startpj ,m ) < π
−π ≤ angle(γ, V endpi,l ) < π.
Lemma 3.1.3. Let X̂ be any element in Ĥ(M,Σ, k). For any datum (pi, pj , l,m)
as in definition 3.1.2 let us fix any saddle connection γ ∈ C(pi,pj ,l,m)(X̂). Then
for any t ∈ R the smooth curve γ : [0, T ] → M associated to γ is still a saddle
connection for FtX̂ and moreover it belongs to C(pi,pj ,l,m)(FtX̂).
Proof: Let us consider any γ ∈ C(pi,pj ,l,m)(X̂). It is a geodesic for the flat metric
of X and as a smooth curve γ : [0, T ] → M it satisfies γ−1(Σ) = {0, T}. This
last condition does not depend from the translation structure, therefore keeps true
for the translation structure Ft(X). Moreover the action of Ft is affine in charts
and sends straight lines into straight lines, therefore for any t ∈ R the curve γ
is a geodesic for the flat metric of FtX and therefore is a saddle connection. The
Teichmüller flow Ft does not acts by conformal maps, therefore it does not preserve
angles, anyway if we fix any saddle connection γ and a vertical separatrix V starting
(or ending) at the same endpoint in Σ, then for any t ∈ R we have
tan angleX,t(γ, V ) = e
2t tan angleX,0(γ, V ),
which means that the configuration C(pi,pj ,l,m)(X̂) of γ is preserved by Ft. The
lemma is proved. 
3.1.3. Relation with the Veech construction. Let us fix any point pi ∈ Σ
and consider the moduli space H̃i(M,Σ, k) of translation surfaces marked in pi. The
projection in equation (3.5) in paragraph 3.1.1 can be factorized into two natural
projections:
(3.8) Ĥ(M,Σ, k) → H̃i(M,Σ, k) → H(M,Σ, k)
(X,S1, ..., Sr) 7→ (X,Si) 7→ X.
The projections in equation (3.8) are two covering maps, the one on the left has
degree Πj 6=i(kj + 1) and the one on the right has degree ki + 1. Let us call Proji
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the projection on the left hand side of equation (3.8), that is we write
(X,Si) = Proji(X,S1, .., Sr).
Let us consider the set Si(k1, .., kr) associated to H̃i(M,Σ, k) in paragraph 2.4.4
of the background and consider any π ∈ Si(k1, .., kr). Equation (2.48) of the same
paragraph defines an homeomorphism
Iπ : fπ ×Θπ → H̃i(k1, .., kr).
For any π ∈ Si(k1, .., kr) let us consider a fixed pair (λstπ , τstπ ) of length suspen-
sion data in fπ × Θπ and consider the associated translation surface Xstπ :=
Iπ(π, λstπ , τstπ ). Any choice of a pre-image X̂stπ ∈ Ĥ(M,Σ, k) of Xstπ under Proji
determines an unique lift
(3.9) Iπ,X̂stπ : fπ ×Θπ → Ĥ(k1, .., kr)
of the homeomorphism Iπ. Corollary 2.4.4 implies the following corollary.
Corollary 3.1.4. For any stratum H̃i(k1, .., kr) of the moduli space of trans-
lation surfaces marked at some singular point pi we have







Iπ,X̂stπ (fπ ×Θπ) mod 0.
Recall the zippered rectangles construction in paragraph 2.4.1. For any admis-
sible combinatorial datum π over the alphabet A and for any (λ, τ) ∈ ∆π×Θπ, the
complex numbers ζα = λα + iτα define 2d curves in C, two for each letter α ∈ A:
ζ̂tα : (0, 1)→ C; t 7→ ξtα + tζα
ζ̂bα : (0, 1)→ C; t 7→ ξbα + tζα.
Lemma 3.1.5. For any α ∈ A either ζ̂tα or ζ̂tα projects to a saddle connection
ζα for the translation surface X(π, λ, τ).
Note: We denote with ζα both the complex number λα+iτα and the associated
saddle connection, when any confusion risk to arise we specify if we are talking about
the former or the latter.
Proof: For any α ∈ A the Veech construction associates to the triple π, λ, τ a pair
of open rectangles Rtα and R
b
α in the complex plane, moreover the identifications
that define the translation surface X(π, λ, τ) give an embedding of each one of these
rectangles onto a well defined open rectangle Rα ⊂ X(π, λ, τ). It follows that in
order to prove the statement it is enough to prove that for any α ∈ A either ζ̂tα is
contained in the interior of Rtα or ζ̂
b
α is contained in the interior of R
b
α. The height
hα is defined by hα = =(ξtα) − =(ξbα) and we have that the lower horizontal side
of Rtα is on the real axis and the upper one is at eight hα, conversely the upper
horizontal side of Rbα is on the real axis and the lower one is at eight −hα. We
first observe that for any α ∈ A we have =(ξtα) ≤ hα and =(ξtα) ≥ −hα. Since π is
admissible for any α ∈ A there are two cases: either πb(α) < d or πt(α) < d.
• If πb(α) < d then the suspension condition (equation (2.34) in paragraph







τy = =(ξtα + ζα)−=(ξbα + ζα) > =(ξtα + ζα).
It follows that ζ̂tα is contained in the interior of R
t
α.
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• If If πt(α) < d then then the suspension condition (equation (2.34) in







τy = −=(ξtα + ζα) + =(ξbα + ζα) < =(ξbα + ζα).
Then it follows that ζ̂bα is contained in the interior of R
b
α.
The lemma is proved. 
Let us consider any π ∈ Si(k1, .., kr) and a pair (λ, τ) of length-suspension data
for π. Let X(π, λ, τ) the translation surface associated to the data (π, λ, τ) by the
zippered rectangles construction in paragraph 2.4.1. For any α ∈ A we consider the
saddle connection ζα for X(π, λ, τ) given by lemma 3.1.5 and the point p(α) ∈ Σ
where ζα start from.
For any α such that πt(α) > 1 we call V endα the only vertical separatrix ending
at the point p(α) where ζα starts such that
(3.11) angle(V endα , ζα) < π.
Similarly, for any β such that πb(β) > 1 we call V startβ the only vertical separatrix
ending at the point p(β) where ζβ starts such that
(3.12) angle(V startβ , ζβ) < π.
Definition 3.1.6. Let π be an admissible datum over the alphabet A and let
α, β letters such that πt(α) > 1 and πb(β) > 1. For any pair of length-suspension
data (λ, τ) for π we define the set C(β,α)(π, λ, τ) of those saddle connections γ for
the translation surface X(π, λ, τ) that start at the same point where V startβ starts,
end in the same point where V endα ends, and such that
(3.13)
−π ≤ angle(γ, V startβ ) < π
−π ≤ angle(γ, V endα ) < π.
For any admissible combinatorial datum over the alphabet A we introduce the
subset Atπ ⊂ A of those α ∈ A such that πt(α) > 1 and the subset Abπ ⊂ A of those
β ∈ A such that πb(β) > 1.
Lemma 3.1.7. Let H̃i(k1, .., kr) be any stratum of the moduli space of translation
surfaces marked at some singular point pi ∈ Σ. Let π ∈ Si(k1, .., kr) and let Îπ
be any lift to Ĥ(k1, .., kr) of the map Iπ as in equation (3.9). Then there exist a
bijection from the set of the data (pi, pj , l,m), where pi, pj is any pair of points in
Σ and l,m are indexes respectively in {0, .., ki} and {0, .., kj}, and the set of pairs
of letters (β, α) with πt(α) > 1 and πb(β) > 1. The bijection is such that for any
(λ, τ) ∈ fπ×Θπ, if X̂ = Îπ(λ, τ) and if (β, α) is the pair associated to (pi, pj , l,m),
then the set C(β,α)(π, λ, τ) coincides with the configuration C(pi,pj ,l,m)(X̂).
Proof: Let X̂ = (X,S1, .., Sr) be a totally marked translation surface in the
image of Îπ and consider the data λ, τ such that X̂ = Îπ(λ, τ). We define r letters
αi = αi(π, λ, τ) such that for any i = 1..r we have that Si starts in Rtαi . Let us
consider the permutation σ introduced in equation (2.35) in paragraph 2.4.1. The
second iterated σ2 of σ induces two permutations respectively of At and Ab. The
permutation σ2 has a cycle decomposition with cycles of lengths k1 + 1, .., kr + 1,
moreover all the letter αi defined above are in different cycles. Let us consider any
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i ∈ {1, .., r} and any letter α ∈ At in the σ2 orbit of αi. If V endα is the vertical sep-
aratrix for X(π, λ, τ) defined according to equation (3.11) then the unique integer
l ∈ {0, .., ki} such that α = σ2l(αi) satisfies




Similarly for any other j ∈ {1, .., r} and any letter β ∈ Ab in the σ2 orbit of αj , if
V startβ is the vertical separatrix for X(π, λ, τ) defined according to equation (3.11)
then the unique integer m ∈ {0, .., km} such that β = σ2l(αj) satisfies




Recalling equation (3.6) in paragraph 3.1.1, modulo the identification X̂ = Îπ(λ, τ),
we have V endα = V
end
pi,l
and V endα = V
end
pi,l
, therefore the set C(β,α)(π, λ, τ) is identified
with the configuration C(pi,pj ,l,m)(X̂). The lemma is proved. 
3.2. On the suspension.
3.2.1. Combinatorially defined homology classes. Let π be any admissi-
ble combinatorial datum over the alphabetA. For any (λ, τ) in ∆π×Θπ and any α ∈
A consider saddle connection ζα for X(π, λ, τ) defined by lemma 3.1.5 in paragraph
3.1.3. In particular any ζα defines a relative homology class ζ̃α ∈ H1(M,Σ,Z). The






πb(x)<πb(α) ζx and θα := ξ
b
α−ξtα









θ̃α := ξ̃bα − ξ̃tα ∈ H1(M,Z).
All the homology classes appearing here depend only on the combinatorial datum
π ∈ R. For any pair of length-suspension data (λ, τ) ∈ ∆π × Θπ each one of
the homology classes above has a representant which is concatenation of saddle
connections for the flat structure X = (π, λ, τ), anyway this representant is no
more a saddle connection since it contains in its interior singular points in Σ.
For any admissible combinatorial datum π over the alphabet A and any λ ∈ ∆π
let us consider the i.e.t. T : I → I corresponding to the data (π, λ). We define a
piecewise constant map θ̃T : I → H1(M,Z) by the formula
θ̃T (x) = θ̃α iff x ∈ Itα.
Let us consider the Birkhoff sum Snθ̃T over the map T of the function θ̃T . We
fix a pair of letters (β, α) ∈ A2 with πt(α), πb(β) > 1. If T has no connection we
can iterate T on ubβ infinitely many times and we get a sequence of elements in the
relative homology H1(M,Σ,Z) defined by
(3.14) γ̃β,α,n,T := ξ̃tα − ξ̃bβ − Snθ̃T (ubβ).
40 3. PRELIMINARY RESULTS.
3.2.2. Combinatorially defined saddle connections. For any admissible
combinatorial datum π over the alphabet A and any pair of length-suspension
data (λ, τ) in ∆π ×Θπ the abelian differential wX associated to the flat structure
X = X(π, λ, τ) defines an element in hom(H1(M,Σ,Z),C). Let us recall the set
C(β,α)(π, λ, τ) of saddle connections for X(π, λ, τ) defined by equation (3.13) in
paragraph 3.1.3.
Lemma 3.2.1. Let π be an admissible combinatorial datum over the alphabet A
and let T = (π, λ) ∈ ∆π be an i.e.t. without connections. Let us consider any sus-
pension datum τ for π and the associated translation surface X = X(π, λ, τ). For
any pair of letters (β, α) ∈ A2 with πt(α), πb(β) > 1 and for any triple (β, α, n) re-
duced for T there exists a saddle connection γβ,α,n,X in C(β,α)(π, λ, τ) for X(π, λ, τ)




wX = wX(γ̃β,α,n,T ).
Proof: Let T : I → I be the i.e.t. defined by the data (π, λ) and let θ̃T :
I → H1(M,Z) be the piecewise constant map defined in paragraph 3.2.1. Let τ
be any suspension datum for π and let wX be the element in hom(H1(M,Σ,Z),C)
associated to X(π, λ, τ). In terms of the notation of paragraph 2.4.1 we have the
identities
wX(ξ̃t/bα ) = ξ
t/b
α and wX(θ̃α) = θα
for any α ∈ A. In particular we can define a piecewise constant map θX : I → C
by
θX(x) := wX(θ̃T (x)).
We fix a cartesian frame of reference on C by choosing as origin the left endpoint
of the interval I and as positive real half-line the half-line starting from the origin
and containing the interval I. Let (β, α, n) be a reduced triple for T and let us
consider the relative homology class γ̃β,α,n,T defined in equation (3.14). Observe
that we have
wX(γ̃β,α,n,T ) = ξtα − ξbβ − SnθX(ubβ).
We consider the path γ̂β,α,n,X : (0, 1)→ C defined by




α − ξbβ − SnθX(ubβ)),
Our aim is to project γ̂β,α,n,X onto a saddle connection in X. In order to construct
the immersion we define the open rectangle R(β, α, n,X) in C with sides parallel
to the vertical and horizontal directions and vertices in the points ξbβ + SnθT (u
b
β)
and ξtα (that is the rectangle that has γ̂β,α,n,X as diagonal). For any i ∈ N and any
x ∈ I such that T−1 may be iterated i− 1 times on x we define
S−i θX(x) := θX(x) + ..+ θX(T
−(i−1)x).




T and for these i





β). For i = 0, .., n+ 1 we define
the rectangles Ri ⊂ C by
for i = 0: R0 := I(β, α, n)× [0,=(ξtα)),





for i = n+ 1: Rn+1 := I(β, α, n)×
[
=(S−n θX(Tn−1ubβ) + ξbβ),=(S−n θX(Tn−1ubβ))
)
.
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We have R(β, α, n,X) =
⊔
i=0,..,n+1Ri. For any i ∈ {0, .., n} we have
(Ri − S−i θX(T
n−1ubβ)) ∩ R = T−iI(β, α, n).
Since the triple (β, α, n) is reduced we have that T−iI(β, α, n) never contains the
points utα′ and u
b
β′ for any α
′, β′ ∈ A and any i ∈ {0, .., n}. The relations utα′ =
<(ξtα′) and ubβ′ = <(ξbβ′) therefore imply that the points ξtα′ and ξbβ′ with α′, β′ ∈ A
are not contained in any of the rectangles Ri−S−i θX(Tn−1ubβ) for any i ∈ {0, .., n}.
We introduce the pair of piecewise constant functions αt : I → A and αb : I → A
defined respectively by αt(x) = δ iff x ∈ Itδ and αb(x) = δ iff x ∈ Ibδ . The previous
relation implies that for any i ∈ {0, .., n} we have
Ri − S−i θX(T
n−1ubβ) ⊂ Rtαt(Tn−iubβ).
For any α ∈ A recall the rectangles Rtα and Rbβ associated to the data (π, λ, τ) by
the zippered rectangles construction in paragraph 2.4.1 in the background. Let us






β → X the projection from open subset of C union
of these rectangles into the translation surface X(π, λ, τ). For any i ∈ {0, .., n} and
the corresponding rectangle Ri in C defined above we have an isometric embedding
fi : Ri ↪→ X(π, λ, τ) defined by
fi(z) := ρ(z − S−i θX(T
n−1ubβ)).
We also have T−n ⊂ I(β, α, n) ⊂ Ibβ , therefore Rn+1 − S−n θX(Tn−1ubβ) − θβ ⊂ Rtβ
and we have an other isometric embedding fn+1 : Rn+1 ↪→ X(π, λ, τ) defined by
fi(z) := ρ(z − S−n θX(Tn−1ubβ)− θβ).
For any i ∈ {0, .., n} and for any z ∈ R(β, α, n,X) with =(z) = Siθ(ubβ) we have
fi(z) = limx→z fi+1(x), therefore the embedding fi past together to a local isometry
f : R(β, α, n,X)→ X(π, λ, τ),












extended continuously on [0, 1], the curve γβ,α,n,X is a saddle connection. It is
also evident that γβ,α,n,X ∈ C(β,α)(π, λ, τ). Finally, since f is a local isometry, the
holonomy of γβ,α,n,X is the same of the holonomy of γ̂β,α,n,X , that is ξtα − ξbβ −
SnθT (ubβ), therefore the lemma is proved. 
Given an i.e.t. T = (π, λ), a suspension datum τ for π and the associated
translation structure X = (π, λ, τ), recall the vector hX defined by equation (2.33)
in paragraph 2.4.1. It can be seen as a piecewise constant function hX : I → R+
defined by hX(x) = hδ iff x ∈ Itδ. We denote with SnhX the Birkhoff sum of the
function hX .
Lemma 3.2.2. Let π be an admissible combinatorial datum over the alphabet
A and let T = (π, λ) ∈ ∆π be an i.e.t. without connections. Let us consider any
suspension datum τ for π and the associated translation surface X = X(π, λ, τ).
Let (β, α) ∈ A2 be any pair of letters with πt(α), πb(β) > 1. For any ε > 0 and
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any triple (β, α, n) reduced for T with n big enough the associated saddle connection
γβ,α,n,X given by lemma3.2.1 satisfies the following two estimates:








Proof: Let γβ,α,n,X be the curve given by lemma 3.2.1. We have∫
γβ,α,n,X
wX = ξtα − ξbβ − SnθX(ubβ)
<(ξtα − ξbβ − SnθX(ubβ)) = Tnubβ − utα
=(ξtα − ξbβ − SnθX(ubβ)) = SnhX(ubβ) + =ξtα −=ξbβ .
We observe that |Tnubβ−utα| ≤ ‖λ‖ for all n ∈ N and on the other hand SnhX(ubβ) ≥
nminα′∈A hα and minα′∈A hα is strictly positive. Therefore for any ε > 0 and any
n ∈ N big enough equation (3.16) holds. We observe that
tan(angle(γβ,α,n,X , ∂y)) =
Tnubβ − utα
SnhX(ubβ) + =ξtα −=ξbβ
therefore using equation (3.16) we get that for any ε > 0 and any n ∈ N big enough
equation (3.17) holds. The lemma is proved. 
For any bounded function ϕ : R+ → R+ such that tϕ(t) is decreasing monotone
and for any (small) ε > 0 let us introduce the function ϕε : R+ → R+ defined by
(3.18) ϕε(t) := (1− ε)ϕ((1− ε)t).
Proposition 3.2.3. Let π be an admissible combinatorial datum over the al-
phabet A and let T = (π, λ) ∈ ∆π be an uniquely ergodic i.e.t. without connections.
Let (β, α) be a pair in A2 with πt(α) > 1 and πb(β) > 1 and suppose that there exist
infinitely many triples (β, α, n) reduced for T that are solutions of equation (1.3)
with respect to ϕ. Then for any suspension X(π, λ, τ) of T with Area = 1 and any
ε > 0 there are infinitely many saddle connections γ for X(π, λ, τ) in configuration
C(β,α)(π, λ, τ) that are solutions of equation (1.4) with respect to ϕε, that is




Proof: Let us suppose that we have infinite reduced triples (β, α, n) for T that are
solution of equation (1.3) with respect to the function ϕ. Let us consider any suspen-
sion datum τ for π such that Area(X(π, λ, τ)) = 1. To any triple (β, α, n) as before
lemma 3.2.1 associates a saddle connection γ = γβ,α,n,X in the set C(β,α)(π, λ, τ).
Equation (3.17) of lemma 3.2.2 implies that for any ε > 0 and for all n big enough
(and such that the triple (β, α, n) is reduced for T ) we have










hX = Area(X) = 1, therefore equation (3.16) of lemma 3.2.2 implies that for
any ε > 0 and any ∈ N big enough we have
(1− ε)|γβ,α,n,X | < n < (1 + ε)|γβ,α,n,X |.
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Since tϕ(t) is decreasing monotone, for any ε > 0 and any ∈ N big enough we have
nϕ(n) ≤ (1− ε)|γβ,α,n,X |ϕ((1− ε)|γβ,α,n,X |), that is





since (1 + ε)(1− ε) ≤ 1. The proposition is proved. 
3.3. Normalization of length and area.
3.3.1. Normalization of length. We want to take advantage of the Rauzy-
Veech and Zorich algorithms. Since they have interesting recurrence properties
just at projective level we need to relate part b) of theorem 1.1.6 to an equivalent
formulation (proposition 3.3.1) on the subset ∆(1)(R) of length one i.e.t..
Proposition 3.3.1. Let us consider a sequence ϕ : N → R+ such that nϕ(n)
is decreasing monotone. Let us fix any admissible combinatorial datum π over an
alphabet A. Theorem 1.1.6 is equivalent to the following dichotomy:
a: If
∑





n∈N ϕ(n) =∞ then almost any i.e.t. T ∈ ∆
(1)
π is modϕ-Liouville.
Proof: For any s ∈ R+ and any admissible π let us define the subsets ∆(≤s)π and
∆(≥s)π of the i.e.t. T = (π, λ) in ∆π such that respectively ‖λ‖ ≤ s and ‖λ‖ ≥ s.
For any (π, λ) ∈ ∆π and any t ∈ R+ let us introduce the i.e.t. T̃ := (π, tλ). For
any pair of letters (β, α) such that πt(α), πb(β) > 1 we denote as usual with ubβ and




α the bottom and top
singularities of T̃ . For any n ∈ N we have
(3.19) |T̃nũbβ − ũtα| = t|Tnubβ − utα|
therefore the triple (β, α, n) is a reduced solution for T of |Tnubβ − utα| < ϕ(n) if
and only if it is a reduced solution for T̃ of |T̃nũbβ − ũtα| < tϕ(n). We also note that
for any π we have an homeomorphism
R+ ×∆(1)π → ∆π
(t, (π, λ)) 7→ (π, tλ),
and the Lebesgue measure on ∆π is equivalent to the product of the Lebesgue
measures on the two factors.
Let us suppose that statement a) of proposition 3.3.1 is true. We observe that
if (π, λ) ∈ ∆(1)π is modϕ-Diophantine then also any (π, tλ) is modϕ-Diophantine for
any t ∈ [1,∞), therefore by our hypothesis almost any (π, λ) ∈ ∆(≥1)π is modϕ-
Diophantine for any ϕ such that nϕ(n) is decreasing monotone and such that∑
n∈N ϕ(n) < ∞. Let us consider such a ϕ and for any fixed s ∈ (0, 1) let us
consider the sequence ϕ̃ := sϕ. We still have
∑
n∈N ϕ̃(n) < ∞, therefore almost
any T = (π, λ) ∈ ∆(≥1)π is mod ϕ̃-Diophantine. Let us consider such a T : for
any pair of letters (β, α) such that πt(α), πb(β) > 1 there exist just a finite num-
ber of reduced triples (β, α, n) solution of |Tnubβ − utα| < ϕ̃(n) = sϕ(n), therefore
equation (3.19) implies that for T̃ := (π, s−1λ) there exist just a finite number
of reduced triples (β, α, n) that are solutions of |T̃nũbβ − ũtα| < ϕ(n), that is T̃ is
modϕ-Diophantine. Since such T̃ is generic we get that almost any (π, λ) ∈ ∆(≥s
−1)
π
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is modϕ-Diophantine. Since s is any arbitrary real number in (0, 1) and we get part
a) of theorem 1.1.6.
Let us now suppose that statement b) of proposition 3.3.1 is true. We ob-
serve that if (π, λ) ∈ ∆(1)π is modϕ-Liouville then also any (π, tλ) is modϕ-Liouville
for any t ∈ (0, 1], therefore by our hypothesis almost any (π, λ) ∈ ∆(≤1)π is modϕ-
Liouville for any ϕ such that nϕ(n) is decreasing monotone and such that
∑∞
n=1 ϕ(n) =
∞. Let us consider such a ϕ and for any fixed s > 1 and let us define the sequence
ϕ̃ := s−1ϕ. We still have
∑
n∈N ϕ̃(n) =∞, therefore almost any T = (π, λ) ∈ ∆
(≤1)
π
is mod ϕ̃-Liouville. Let us consider such a T : for any pair of letters (β, α)
such that πt(α), πb(β) > 1 there exist infinite reduced triples (β, α, n) solution
of |Tnubβ − utα| < ϕ̃(n) = s−1ϕ(n), therefore equation (3.19) implies that for
T̃ := (π, sλ) there exist infinite reduced triples (β, α, n) that are solutions of
|T̃nũbβ − ũtα| < ϕ(n), that is T̃ is modϕ-Diophantine. Since such T̃ is generic
we get that almost any (π, λ) ∈ ∆(≥s)π is modϕ-Diophantine. Since r is arbitrary
we get part a) of theorem 1.1.6. The proposition is proved. 
3.3.2. Normalization of area. Proposition 3.2.3) introduces a normalization
of area, therefore we need an equivalent formulation of theorem 1.2.3 for strata
Ĥ(1)(k1, .., kr) of area one totally marked translation surfaces. The proof has evident
analogies with the one of proposition 3.3.1.
Proposition 3.3.2. Let us consider ϕ : R+ → R+ such that tϕ(t) is a de-




R+ ϕ(t)dt <∞ then almost any X ∈ Ĥ
(1)(k1, .., kr) is modϕ-Diophantine.
b: If
∫
R+ ϕ(t)dt =∞ then almost any X ∈ Ĥ
(1)(k1, .., kr) is modϕ-Liouville.
Proof: For any s ∈ R+ let Ĥ(≤s)(k1, .., kr) and Ĥ(≥s)(k1, .., kr) be the sets
of totally marked translation surfaces X̂ = (X,S1, .., Sr) such that respectively
Area(X) ≤ s and Area(X) ≥ s. For any X̂ ∈ Ĥ(k1, .., kr) and any t ∈ R+ let us
consider the flat structure t ·X, where the multiplication is given by the action of
GL(2,R), and the totally marked translation surface t · X̂ := (t · X,S1, .., Sr). It
is evident that γ is saddle connection for X if and only if it is a saddle connection
for t ·X. For any t ∈ R+ we denote with |γ|t·X its length with respect to the flat
structure t ·X. The angle angle(γ, ∂y) with the vertical directions is evidently the








It follows that γ is a solution for t ·X of | tan angle(γ, ∂y)| ≤ ϕ(|γ|t·X)|γ|t·X if and only if
it is a solution for X of | tan angle(γ, ∂y)| ≤ ϕ(t|γ|X)t|γ|X . We also note that we have an
homeomorphism
R+ × Ĥ(1)(k1, .., kr) → Ĥ(k1, .., kr)
(t,X) 7→ t ·X
and the Lebesgue measure on Ĥ(k1, .., kr) is equivalent to the product of the
Lebesgue measures on the two factors.
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Let us suppose that statement a) of proposition 3.3.2 is true. We observe
that if X̂ ∈ Ĥ(1)(k1, .., kr) is modϕ-Diophantine then also any t · X̂ is modϕ-
Diophantine for any t ∈ [1,∞). It follows by our hypothesis that almost any
X̂ ∈ Ĥ(≥1)(k1, .., kr) is modϕ-Diophantine for any ϕ such that tϕ(t) is decreasing
monotone and such that
∫ +∞
0
ϕ(t) < ∞. Let us consider such a ϕ and for any




almost any X̂ ∈ Ĥ(≥1)(k1, .., kr) is mod ϕ̃-Diophantine. For any such X̂ there exist
just finitely many saddle connections γ that are solutions of | tan angle(γ, ∂y)| ≤
ϕ̃(|γ|X)/|γ|X , therefore equation (3.20) implies that for s ·X̂ there exist just finitely
many solutions of | tan angle(γ, ∂y)| ≤ ϕ(|γ|s·X)/|γ|s·X , that is s · X̂ is modϕ-
Diophantine. Since such X̃ is generic we get that almost any X̂ ∈ Ĥ(≥s2)(k1, .., kr)
is modϕ-Diophantine. Since s is arbitrary we get part a) of theorem 1.2.3.
Let us now suppose that statement b) of proposition 3.3.2 is true. We observe
that if X̂ ∈ Ĥ(1)(k1, .., kr) is modϕ-Liouville then also any t·X̂ is modϕ-Liouville for
any t ∈ (0, 1], therefore by our hypothesis almost any X̂ ∈ Ĥ(≤1)(k1, .., ks) is modϕ-
Liouville for any ϕ such that tϕ(t) is decreasing monotone and such that
∫
R+ ϕ(t) =
+∞. Let us consider any such ϕ and for any fixed s > 1 let us put ϕ̃(x) :=
ϕ(sx)/s. We still have
∫ +∞
0
ϕ̃(t) = +∞, therefore almost any X̂ ∈ Ĥ(≤1)(k1, .., kr)
is mod ϕ̃-Liouville. Let us consider any such X̂: any configuration C(pi,pj ,l,m)(X̂)
contains infinitely many saddle connections γ that are solutions of angle(γ, ∂y) ≤
ϕ̃(|γ|X)/|γ|X . Let us consider the corresponding configuration C(pi,pj ,l,m)(s · X̂) for
s ·X̂. Equation (3.20) implies that C(pi,pj ,l,m)(s ·X̂) contains infinitely many saddle
connections γ that are solutions of | tan angle(γ, ∂y)| ≤ ϕ(|γ|s·X)/|γ|s·X and this is
true for any configuration, that is s · X̂ is modϕ-Liouville. Since such X̂ is generic
we get that almost any X̂ ∈ Ĥ(≤s2)(k1, .., kr) is modϕ-Liouville. Since s is any real
number in (1,+∞) we get part b) of theorem 1.2.3. The proposition is proved. 
3.4. Proof of the strong statement in the convergent case.
As we said in the introduction proposition 1.2.4 is a strong version of part a of
theorem 1.2.3. In this paragraph we prove the proposition (and therefore part a of
the theorem too). We recall the statement.




Then for any X̂ in Ĥ(k1, .., kr), almost any X̂θ ∈ SO(2,R)X is modϕ-Diophantine.
Proof: In the proof we don’t need any information about configurations of sad-
dle connections, therefore the proposition can be proved directly for translations
surfaces (without any marking of horizontal saddle connections at singularities).
Let us therefore fix a stratum H(k1, .., kr) of the moduli space of abelian dif-
ferentials and X ∈ H(k1, .., kr), then let us consider the orbit SO(2,R)X of X
under the action of SO(2,R). It is an immersed circle in H(k1, .., kr) (the immer-
sion may fail to be injective at ramification points). We have a parametrization
[0, 2π) → SO(2,R)X; θ 7→ Xθ, where Xθ := RθX and Rθ denotes the rotation of
angle θ in R2 (the multiplication is induced by the action of SL(2,R)). Let us define
the set S of all the saddle connection for the flat structure X, it is a countable set.
For any θ ∈ [0, 2π) the curve γ is a saddle connection for X if and only if is a saddle
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connection for Xθ. For any θ the flat metric determined by Xθ is the same as the
flat metric determined by X, therefore the length of a saddle connection γ does not
change passing from X to Xθ and we denote it as |γ|. For any γ ∈ S we define the
set




where Rθ∂y denotes the constant vertical vector field associated to the rotated flat
structure Xθ. The set I(γ) is the set of θ such that the flat structure Xθ has γ as
solution of equation (1.4). For any γ ∈ S we have Leb(I(γ)) = 2ϕ(|γ|)/|γ|. It is
sufficient to prove that
∑
γ∈S Leb(Iγ) < ∞, then with the classical Borel-Cantelli
argument we conclude that almost any θ ∈ [0, 2π) is contained into a finite number







In [Ma2] it is proved that for any Y ∈ H(k1, .., kr) the number N(Y,L) of saddle
connections γ for Y of length |γ| ≤ L has quadratic growth with L, that is there
are two positive constants c < C such that for any L big enough we have
cL2 ≤ N(Y,L) ≤ CL2.







γ∈S Leb(Iγ) ≤ 8C
∑
k∈N 2
kϕ(2k) <∞. Proposition 1.2.4 is proved. 
3.5. Proofs of non-direct results in arbitrary genus.
In this paragraph we assume part b) of theorem 1.1.6 and together with proposi-
tion 3.2.3 we show theorems 1.1.6 and 1.2.3. We first develop some useful machinery.
Let us fix a singular point pi and consider a stratum H̃i(k1, .., kr) of the moduli
space of translation surfaces marked at pi. Recall that we have a covering map of
degree Πj 6=i(kj+1) from the moduli space Ĥ(k1, .., kr) of totally marked translation
surfaces:
Proji : Ĥ(k1, .., kr)→ H̃i(k1, .., kr)
Recall the set Si(k1, .., kr) introduced in definition 2.4.5 in paragraph 2.4.4 of the
background. For any π ∈ Si(k1, .., kr) we have a map Iπ : fπ×Θπ → H̃i(k1, .., kr),
defined in equation (2.48) of paragraph 2.4.4, which is an homeomorphism onto an
open subset of H̃i(k1, .., kr). For any marked translation surface X∗ ∈ Iπ(fπ×Θπ)
a choice of a pre-image X̂∗ in Ĥ(k1, .., kr) determines uniquely a lift Iπ,X̂∗ of Iπ to
the moduli space of totally marked translation surfaces (see paragraph 3.1.3). The
map Iπ,X̂∗ extends continuously to a map on ∆π × Θπ, that we still call Iπ,X̂∗ .
Such a map will be no more injective. Let us denote with
(3.21) Îπ : ∆π ×Θπ → Ĥ(k1, .., kr)
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the general map obtained in this way. For any combinatorial datum π ∈ Si(k1, .., kr)
we define the hyperboloid H(1)π ⊂ ∆π ×Θπ by
(3.22) H(1)π := {(λ, τ) ∈ ∆π ×Θπ; 〈λ,Ωπτ〉 = 1}.
For any (π, λ) ∈ ∆π we also introduce the set Θ(1)(π,λ) := {τ ∈ Θπ; 〈λ,Ωπτ〉 = 1}. We




(π,λ). Moreover, since for any (π, λ) ∈ ∆π
the fiber Θ(1)(π,λ) is diffeomorphic to PΘπ, the hyperboloid H
(1)
π is diffeomorphic to
the product ∆π × PΘπ. Let us denote Lebd and Lebd−1 the lebesgue measure
respectively on ∆π and on PΘπ. By Fubini’s theorem the lebesgue measure Leb2d−1
on H(1)π is equivalent to the product measure on ∆π × PΘπ.
The restriction to the hyperboloid H(1)π of any map Îπ as in equation (3.21)
gives a continuous map
Îπ|H(1)π : H
(1)
π → Ĥ(1)(k1, .., kr)
onto an open subset of the hyper-surface or area one totally marked translation
surfaces. Moreover the invariant volume µ(1) on Ĥ(k1, .., kr), restricted to Îπ(H(1)π ),
is equivalent to the push-forward Îπ∗Leb2d−1 of the lebesgue measure on H(1)π .
Corollary 3.1.4 implies that





Îπ(H(1)π ) mod 0.
where in the formula for any π ∈ Si(k1, .., kr) we take the union over all the lifts
Îπ of Iπ (the union will be no more disjoint).
3.5.1. Convergent case, proof of part a) of theorem 1.2.3. The proof is
a trivial consequence of proposition 1.2.4, just observe that the foliation induced by
the action of SO(2,R) on Ĥ(k1, .., kr) is smooth, therefore the lebesgue measure in
Ĥ(k1, .., kr) is equivalent to the product of the lebesgue measure on the leaves and
the transversal measure. Observe that the area one hyper-surface Ĥ(1)(k1, .., kr)
is SO(2,R)-invariant, therefore the theorem holds also for area one translation
surfaces.
3.5.2. Convergent case, proof of part a) of theorem 1.1.6. Let us con-
sider a positive sequence ϕ : N → R+ such that nϕ(n) is decreasing monotone.
Let us take any admissible combinatorial datum π over the alphabet A. In this
paragraph we prove that if
∑∞
n=1 ϕ(n) < +∞, then almost any T ∈ ∆π is modϕ-
diophantine.
If the claim is not true, then there exist two letters β, α such that πt(α) > 1
and πb(β) > 1 and a positive measure set D ⊂ ∆π such that for all T ∈ D there
exist infinitely many triples (β, α, n) reduced for T that are solutions of equation
(1.3), that is such that
|Tnubβ − utα| ≤ ϕ(n).
By the celebrated result of Masur and Veech (see [Ma1] and [Ve]) almost any i.e.t.
is uniquely ergodic, therefore we can assume without losing in generality that any
T in the subset D is also uniquely ergodic.
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The sequence ϕ may be extended to a bounded positive bounded function
ϕ : R+ → R+ such that tϕ(t) is decreasing monotone and
∫∞
0
ϕ(t)dt < +∞. If
T = (π, λ) is any element in the set D introduced above, for any τ ∈ Θ(1)(π,λ) the
translation surface X(π, λ, τ) has area one and uniquely ergodic vertical flow ∂y. In
particular proposition 3.2.3 applies and we get that for any ε > 0 there are infinitely
many saddle connections γ for X(π, λ, τ) that are solutions of









Since Lebd(D) > 0 and the lebesgue measure Leb2d−1 on the hyperboloid H(1)π
is equivalent to the product Lebd × Lebd−1 on ∆π × PΘπ, then Leb2d−1(D̂) >
0. Now we consider any map Îπ : H(1)π → Ĥ(1)(k1, .., kr) that appears in the
union in equation (3.23). The invariant volume µ(1) restricted to the image of
this map is equivalent to Îπ∗Leb2d−1, thus the set Îπ(D̂) is a positive measure




ϕ(t)dt < +∞ implies that also
∫∞
0
ϕε(t)dt < +∞ we get an
absurd. Part a) of theorem 1.1.6 is proved.
3.5.3. Divergent case: reduction to theorem 1.1.6. In this paragraph
we show that part b) of theorem 1.1.6 implies part b) of theorem 1.2.3. We first
show how part b) of theorem 1.1.6 implies the following proposition.
Proposition 3.5.1. Let us fix any pair of points pi, pj ∈ Σ and any pair of
indexes l,m with l ∈ {0, .., ki} and m ∈ {0, .., kj}. If
∫∞
0
ϕ(t)dt = +∞ then for
almost any X̂ ∈ Ĥ(1)(k1, .., kr) the configuration C(pi,pj ,l,m)(X̂) contains infinitely
many saddle connections γ which are solution of equation (1.4), that is




Proof: We recall that from corollary 3.1.4 in paragraph 3.1.3 we have that





Îπ(H(1)π ∩ (fπ ×Θπ)) mod 0.
where in the formula for any π ∈ Si(k1, .., kr) we take the union over all the lifts Îπ
of Iπ and the hyperboloid H(1)π is defined in equation (3.22). The union is disjoint
since any Îπ is restricted to fπ ×Θπ. It is enough to prove the statement on each
element of the union.
Let us fix any pair of points pi, pj ∈ Σ and any pair of indexes l,m with
l ∈ {0, .., ki} and m ∈ {0, .., kj}. Lemma 3.1.7 implies that there exist a pair of
letters (β, α) (uniquely determined) with πt(α) > 1 and πb(β) > 1 such that for
any (λ, τ) ∈ fπ×Θπ the map Îπ induces a bijection between the set C(β,α)(π, λ, τ)
of saddle connections γ for the marked translation surface X(π, λ, τ) and the con-
figuration C(pi,pj ,l,m)(X̂) for X̂ = Îπ(λ, τ).
Let us fix any ε > 0 and consider a bounded positive function ϕ′ : R+ → R+
such that ϕ′ε = ϕ, where ϕ
′
ε(t) = (1 − ε)ϕ′((1 + ε)t). It is easy to check that
tϕ′(t) is decreasing monotone and
∫∞
0
ϕ′(t)dt = ∞. Part b) of theorem therefore
implies that there exists a full measure subset Dπ of fπ such that for almost any
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T = (π, λ) in Dπ there exists infinite triples (β, α, n) reduced for T that are solutions
of equation (1.3) with respect to ϕ′, that is |Tnubβ−utα| ≤ ϕ′(n). By the theorem of
Masur and Veech (see [Ma1] and [Ve]) we can suppose without losing in generality
that any T in Dπ also uniquely ergodic. Proposition 3.2.3 in paragraph 3.2 implies
that for any T = (π, λ) ∈ Dπ and for any suspension datum τ ∈ Θ(1)(π,λ) the area
one marked translation surface X(π, λ, τ) has infinitely many saddle connections γ
in C(β,α)(π, λ, τ) that are solutions of equation (1.4), that is




With the identification X̂ = Îπ(π, λ, τ) we have that these saddle connections
correspond to infinite elements in configuration C(pi,pj ,l,m)(X̂) for X̂ that are so-





Dπ has full measure in fπ and since the lebesgue measure Leb2d−1 on the hyper-
boloid H(1)π is equivalent to the product Lebd×Lebd−1 on ∆π ×PΘπ, then D̂π has
full measure in (fπ × Θπ) ∩ H(1)π . It follows that Îπ(D̂)π as full µ(1)-measure in
Îπ(H(1)π ∩ (fπ×Θπ)). The same argument works for any lift Îπ in equation (3.21),
therefore the proposition is proved. 
Proposition 3.5.1 together with proposition 3.3.2 implies part b) of theorem
1.2.3.
3.6. Generalization of the logarithmic law.
3.6.1. Preliminary facts. In this paragraph we prove some useful estima-
tions about saddle connections. In what we do we don’t use any information about
the configuration they belong to, therefore in all the paragraph we will work with
simple translation surfaces without any marking of horizontal separatrix at the
singularities. Let us fix a stratum H(k1, .., kr) in the moduli space of translation







Let us consider any X ∈ H(k1, .., kr) and a saddle connection γ for X. As we have
seen in the prove of lemma 3.1.3 the curve γ is a saddle connection for FtX for
any t ∈ R. We recall that for any t ∈ R we denote with |γ|X,t the length of γ with
respect to the flat metric of FtX and with angleX,t(γ, ∂y) the angle between γ and
the vertical direction ∂y in the translation structure FtX.
Lemma 3.6.1. Let us fix any X ∈ H(k1, .., kr) and any saddle connection γ for
X. Let us denote τ := τ(X, γ) ∈ R the instant defined by
(3.24) |γ|X,τ := min{|γ|X,t; t ∈ R}.
Then τ(X, γ) satisfies
(3.25) e2τ(X,γ)| tan angleX,0(γ, ∂y)| = 1
Proof: For any translation surface X and any saddle connection γ for X we have
tan angleX,t(γ, ∂y) = e
2t tan angleX,0(γ, ∂y),
We observe that for any fixed γ which is a saddle connection for X, the length
|γ|X,t is minimal when angleX,t(γ, ∂y) = π/4. The lemma is proved. 
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Lemma 3.6.2. If ε is any fixed positive real number, then for almost any X in
H(k1, .., kr) and for any saddle connection γ for X with initial length |γ| = |γ|X,0
big enough, the instant τ(X, γ) associated to γ by equation (3.24) satisfy:
(3.26) τ(X, γ) ≤ (1 + ε) log |γ|.
Proof: Let us fix any ε > 0. Since the function t 7→ t−(1+2ε) has convergent tail,
part a) of theorem 1.2.3 implies that for almost any X ∈ H(k1, .., kr) there are just
finitely many saddle connections γ for X such that
| tan angle(γ, ∂y)| ≤ |γ|−2(1+ε).
On the other hand the instant τ(X, γ) associated to γ by equation (3.24) satisfies
equation (3.25), therefore we have
τ(X, γ) = −1
2
log | tan angle(γ, ∂y)| ≤ (1 + ε) log |γ|.

Lemma 3.6.3. Let X be any translation surface and γ any saddle connection
for X. If for some instant t ≥ 0 we have |γ|X,t < 1 then




1 + tan2 angleX,t(γ, ∂y)
is constant in t, therefore putting it equal to its value for t = 0 we get
(3.28)




1 + tan2 angleX,0(γ, ∂y)
1 + tan2 angleX,t(γ, ∂y)
)
tan angleX,t(γ, ∂y).
We recall that tan angleX,t(γ, ∂y) = e2t tan angleX,0(γ, ∂y) and that for t ≥ 0 we




and taking the logarithm we get t ≥ log |γ|X,0− log |γ|X,t. Since by assumption we
have |γ|X,t ≤ 1 then the lemma follows. 
Lemma 3.6.4. Let X be any element in H(k1, .., kr). Let γn with n ∈ N be a
family of saddle connections for X such that
(3.29) angleX,0(γn, ∂y)→ 0
as n → ∞. If τn ∈ R is the instant associated to γn by equation (3.24) for any
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Proof: For any n ∈ N we call θn := angleX,0(γn, ∂y). Any saddle connection γn
is the diagonal of some open rectangle Rn immersed into X with sides parallel to
the vertical and horizontal directions. We have
Area(Rn) = |γn|2 cos θn| sin θn| = |γn|2
| tan θn|
1 + tan2 θn
.




as n→∞. Equation (3.25) in lemma 3.6.1 implies that for any n ∈ N and for the
instants τn defined in equation (3.25) we have | tan θn| = e−2τn , therefore
Area(Rn)|γn|−2e2τn → 1
as n → ∞. Finally we observe that Area(Rn) is invariant under the Teichmüller
flow. In particular for any n ∈ N, at the instant τn associated to γn by equation
(3.25) we have |γn|2X,τn = 2Area(Rn) and the lemma follows. 





ψ(t)dt < +∞ then for almost any X̂ ∈ Ĥ(1)(k1, .., kr) the condition in









ψ(t)dt = +∞ then for any pair of points pi, pj ∈ Σ, any l ∈ {0, .., ki},
any m ∈ {0, .., kj} and for almost any X̂ ∈ Ĥ(1)(k1, .., kr) the condition in equation






Before starting the proof we recall that in lemma 3.1.3 in paragraph 3.1.2 we
proved that for X̂ ∈ Ĥ(1)(k1, .., kr) the configurations C(pi,pj ,l,m)(X̂) are invariant
for the Teichmüller flow Ft. The following lemma is useful.
Lemma 3.6.5. Let ϕ : R+ → R+ be a positive function such that tϕ(t) is
decreasing monotone and associate to it the function ϕ̂ : R→ R+ defined by
ϕ̂(s) := esϕ(es).
Then ϕ̂ is decreasing monotone on R. On the other hand, for any decreasing
monotone positive function ψ : R → R+ there exists a unique positive function
ϕ : R+ → R+ with tϕ(t) decreasing monotone such that ψ = ϕ̂. Such ϕ is given by
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Proof: The proof is a simple exercise in calculus. 
Proof: (Of theorem 1.3.1)
We first consider the case
∫∞
0
ψ(t)dt < +∞. We show that for almost any






Before proving the claim we observe that for any positive constant C > 1 the
function C2ψ still has finite integral, thus we can substitute ψ with C2ψ in the
preceding result and get that the the lim inf above is greater than C. We conclude
that the lim inf in infinite, therefore the limit exists and is infinite too and the
first part of the theorem follows from the claim. Now we prove the claim. Let us
suppose that there exists a positive measure subset S of Ĥ(1)(k1, .., kr) such that






Let us fix any X̂ ∈ S. There exists a sequence of instants t1 < t2 < .. < tn < ... with
tn → +∞ and such that Sys(FtnX) ≤
√
ψ(tn). Let γn be a sequence of saddle con-
nections for the fixed X such that for every n ∈ N we have Sys(FtnX) = |γn|X,tn .
On any translation surface there are just finitely many saddle connections with
length smaller than some fixed bound, thus the initial length |γn|X,0 of the saddle
connection γn satisfies |γn|X,0 →∞ as n→∞ and therefore angleX,0(γn, ∂y)→ 0
as n → ∞. Let us fix any ε > 0. Equation (3.28) in lemma 3.6.3 implies that for
any n big enough we have




We recall that by definition |γn|X,tn = Sys(FtnX) ≤
√
ψ(tn). In particular, since
ψ(t)→ 0 as t→∞ (the integral is finite), lemma 3.6.3 implies that tn ≥ log |γn|X,0
and since ψ is decreasing monotone we get




Now we consider the function ϕ(s) = (1 + ε)ψ(log s)/s. Lemma 3.6.5 implies that∫∞
0
ϕ(s)ds < +∞, but on the other hand the last condition implies that for any
X ∈ S and for all n big enough the saddle connection γn for X defined above
satisfies




Part a) of theorem 1.2.3 implies that we have an absurd, therefore the claim is
proved.
Now we consider the case
∫∞
0
ψ(t)dt = +∞. Let us fix any pair of points
pi, pj ∈ Σ and any pair of indexes l,m with l ∈ {0, .., ki} and m ∈ {0, .., kj}. We
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The second part of the theorem follows from the claim, just observe that for any
positive constant ε > 0 the function ε2ψ still has divergent integral and therefore
substituting ψ with ε2ψ we get that the lim inf above is less than ε. Here we show




ϕ(t)dt = ∞, therefore part b) of theorem 1.2.3 applies. We have
that there exists a full lebesgue measure set S in Ĥ(1)(k1, .., kr) such that for any
X̂ ∈ S the configuration C(pi,pj ,l,m)(X̂) contains infinitely many saddle connections
γn such that




For any such γn let τn = τn(X̂, γn) be the instant associated to γn by equation
(3.24) in lemma 3.6.1. Let us fix any ε > 0. Since angleX,0(γn, ∂y) → 0 lemma
3.6.4 implies that




therefore equation (3.25) implies that
|γn|2X,τn < 2(1 + ε)|γn|X,0ϕ(|γn|X,0).
Lemma 3.6.2 implies that eτn/(1+ε) ≤ |γn|X,0 for almost any X̂ ∈ Ĥ(1)(k1, .., kr) and
of course we do not lose in generality if we assume that our fixed X̂ ∈ S satisfies
this supplementary condition. Since tϕ(t) is decreasing monotone we have
|γn|X,0ϕ(|γn|X,0) ≤ eτn/(1+ε)ϕ(eτn/(1+ε))
and therefore recalling that for any t we have ψ(t) = etϕ(et) we get




The condition on ψ is of course equivalent to 2(1 + ε)
∫∞
0
ψ(t/(1 + ε))dt = ∞,
therefore modulo changing the initial function ψ(t) with 2(1+ε)ψ(t/(1+ε)), we get
|γn|2X,τn < ψ(τn) for any n. Since the Teichmüller flow preserves the configurations
acting on Ĥ(1)(k1, .., kr) we have that for any τn the saddle connection γn is in
C(pi,pj ,l,m)(FτnX̂), therefore
Sys(pi,pj ,l,m)(FτnX̂) ≤ |γn|X,τn <
√
ψ(τn).
Finally, it is evident that τn →∞ therefore the statement follows. 

CHAPTER 4
Divergent Case, arbitrary genus
Let us fix any Rauzy class R on an alphabet A with d ≥ 2 letters. For any
π ∈ R we consider the pairs of letters (β, α) such that πb(β) > 1 and πt(α) > 1.
It is easy to note that for π varying in R the first letter respectively in the top
line and in the bottom line of π are always the same, therefore the set of pairs
(β, α) that satisfy the property above depends only from the Rauzy class R and
not from the combinatorial datum. In what follows we keep writing the condition
above as πb(β) > 1 and πt(α) > 1, even when just a Rauzy class is fixed but no
combinatorial datum π ∈ R is specified. This chapter is entirely devoted to the
proof of the following:
Proposition 4.0.6. Let us consider a positive sequence ϕ : N → R+ such
that nϕ(n) is monotone decreasing and
∑∞
n=1 ϕ(n) = ∞. Then for and any pair
of letters (β, α) such that πb(β) > 1 and πt(α) > 1 and for almost any i.e.t.
T ∈ ∆(1)(R) there exist infinitely many triples (β, α, n) reduced for T that are
solution of equation (1.3), that is such that∣∣Tn(ubβ)− utα∣∣ < ϕ(n).
Proposition 3.3.1 in paragraph 3.3.1 implies that part b) of theorem 1.1.6 then
follows.
4.1. Reduction to a shrinking target property.
In this section we consider pairs of letters (β, α) ∈ A2 with πt(α), πb(β) >
1 for all π ∈ R and we introduce two properties of these pairs (properties A
or B in definition 4.1.1). In paragraph 4.2 we prove a combinatorial proposition
(proposition 4.2.1) on Rauzy classes which implies that any pair (β, α) as above
satisfies at least one of the two properties. In this paragraph, for a pair of letters
(β, α) that satisfies one of the two properties, we give a sufficient condition to get
the result in proposition 4.0.6 for the pair (β, α). The sufficient condition that
we give is stated in proposition 4.1.12 and is a shrinking target property for the
Rauzy-Veech algorithm.
Definition 4.1.1. Let (β, α) ∈ A2 be a pair of letters with πt(α), πb(β) > 1
for all π ∈ R.
• (β, α) has property A if there exists some π = π(β, α) ∈ R such that
(4.1) πt(α) = πb(β) = d
that is we have
π =
(
X . . . α
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• (β, α) has property B if there exists some π = π(β, α) ∈ R and some letter
V ∈ A such that
(4.2)
{x ∈ A ; πt(x) < πt(α)} ∪ {V } = {y ∈ A ; πb(y) < πb(β)}
πt(V ) = πb(α) = d.
When (β, α) has property B, for an element π ∈ R that satisfies equation
(4.16), let us introduce the letter L ∈ A such that πb(L) = πb(β)− 1 and




. . . L . . . α . . . V
. . . V . . . L β . . . α
)
.
4.1.1. Two fundamental lemmas. Here we look at the non-normalized ver-
sion of the Rauzy-Veech algorithm:
Q : ∆(R)→ ∆(R)
For any T = (π, λ) ∈ ∆(R) and for any k ∈ N we write Qk(T ) = (π(k), λ(k)) for
its k-th iterated. If T undergoes k iterations of Q it generates a path in the Rauzy
diagram of length k, that we denote γ(k).
Lemma 4.1.2. If the pair (β, α) with πt(α), πb(β) > 1 has property A (that is
equation (4.1) holds) then there exists a finite path η in the Rauzy diagram such
that the following holds. The element π(β, α) that satisfies equation (4.1) is in
third to last position in η. Moreover for any Rauzy path γ(k) ending with η and
any T = (π, λ) ∈ ∆γ(k) we have an integer n = n(γ(k)) with n ≤ ‖qγ(k)‖ such that
(4.3) λ(k)α = |Tnubβ − utα|
and the triple (n, β, α) is reduced for T .
Proof: We first recall a general fact. For any i.e.t. T : I → I without connections
let us call ν = ν(T ) the half-infinite Rauzy path generated by T and let us consider
the finite subpath ν(i) of ν(T ) truncated at time i. To simplify notation we write
q(i) instead of qν(i), where for any finite Rauzy path γ the vector qγ is defined
in paragraph 2.1.2. Let us call T (i) : I(i) → I(i) the corresponding i.e.t. and
(π(i), λ(i)) the corresponding combinatorial and length data (not normalized). For
any x ∈ A we also define u(i),tx and u(i),bx respectively the singularity for T (i) at
position π(i),t(x) and the singularity for T (i)−1 at position π(i),b(x). For any pair
of letters β, α ∈ A2 there exist two nonnegative integers l(i, β) and h(i, α) that








For any i ∈ N and any x ∈ A we also define I(i),tx as the interval in the domain
of T (i) at position π(i),t(x) and I(i),bx as the interval in the domain of (T (i))−1
at position π(i),b(x). It is easy to see that the interval I(i),tx undergoes exactly
q
(i)
x = l(i, x) + h(i, x) + 1 iterations under the map T = T (0) before coming back to
I(i), therefore it is clear that for any pair α, β ∈ A we have:
(4.4) l(i, β) + h(i, α) ≤ ‖qν(i)‖.
Since the pair (β, α) has property A then there exists an element π = π(β, α) ∈ R
such that πt(α) = πb(β) = d. Let us consider the top arrow γtα : π → πint with
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winner α starting from π and the bottom arrow γbW : πint → πend starting from
πint with winner the last letter W in the bottom line of πint. These two arrow can
be concatenated. Let us consider any Rauzy path η : πstart :→ πend ending with
their concatenation γtαγ
b
W . (π(β, α) is therefore in third to last position in η).
Let us consider a length k path γ(k) in the Rauzy diagram as in the hypothesis.
Since γ(k) ends with η we have (π(k−2), λ(k−2)) ∈ ∆γtαγbW ⊂ ∆π(β,α), therefore the
next step (π(k−2), λ(k−2)) 7→ (π(k−1), λ(k−1)) of the algorithm Q is given by the top






α |, that is
λ(k−1)α = |T l(k−2,β)ubβ − T−h(k−2,α)utα|.









for all i ∈ {0, .., q(k−2)α } (we recall that q(k−2)α is the first return time into I(k−2)
of the interval I(k−2),tα under iterations of T ). Since h(k − 2, α) < q(k−2)α , if we
associate to the path γ(k) the integer n = n(γ(k − 2)) := l(k − 2, β) + h(k − 2, α)
we have λ(k−1)α = |Tnubβ − utα|. Since γbW is the last arrow in η, and therefore in
γ(k), and the loser in the arrow γbW is the letter α, then the length λ
(k−1)
α keeps
unchanged at this step and we get
λ(k)α = |Tnubβ − utα|.
Thanks to equation (4.4) we have n(γ(k)) ≤ ‖qγ(k−2)‖. Finally since (π(k−2), λ(k−2)) ∈






α ∈ I(k−2),bW , that implies that
the interval (u(k−2),tα , u
(k−2),b
β ) may be iterated l(k − 2, β) times in the past and
h(k − 2, α) times in the future without meeting any other singularity both for T
and T−1, that is (n = l(k − 2, β) + h(k − 2, α), β, α) is a reduced triple for T . The
lemma is proved. 
Lemma 4.1.3. If the pair (β, α) with πt(α), πb(β) > 1 has property B (that is
equation (4.2) holds) then there exists a finite path η in the Rauzy diagram such that
the following holds. The element π(β, α) that satisfies equation (4.2) is in second to
last position in η and the last arrow of η is of type bottom with winner α. Moreover
for any Rauzy path γ(k) ending with η and any T = (π, λ) ∈ ∆γ(k) we have an
integer n = n(γ(k)) with n ≤ ‖qγ(k)‖ such that
(4.5) λ(k)V = |T
nubβ − utα|.
Furthermore if λ(k)V < λ
(k)
L then the triple (n, β, α) is reduced for T (the letters V
and L are the ones defined by equation (4.16)).
Proof: Since the pair (β, α) has property B then there exists an element π =
π(β, α) ∈ R such that
{x ∈ A ; πt(x) < πt(α)} ∪ {V } = {y ∈ A ; πby < πb(β)}
πt(V ) = πb(α) = d.
Let us consider the bottom arrow γbα : π → πend with winner α starting from π and
pick as η : πstart → πend any Rauzy path ending with γbα (thus π(β, α) is in second
to last position in η).
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Since (π(k−1), λ(k−1)) ∈ ∆π then the combinatory of π implies that λ(k−1)V =
|u(k−1),bβ − u
(k−1),t















|T iu(k−1),bβ − T





for all i ∈ {0, .., q(k−1)α }, where q(k−1)α is the first return time to I(k−1) of the
interval I(k−1),tα under iterations of T . Since h(k − 1, α) < q(k−1)α , if we associate
to the path γ(k) the integer n = n(γ(k − 1)) := l(k − 1, β) + h(k − 1, α) we have
λ
(k−1)
α = |Tnubβ − utα|. Since γbα is the last arrow in η, and therefore in γ(k), and
the loser of γbα is the letter V , then the length λ
(k−1)






Thanks to equation (4.4) we have n(γ(k)) ≤ ‖qγ(k−2)‖ and the first part of the
lemma is proved. To prove the second part just observe that λ(k)V < λ
(k)
L is equivalent
to λ(k−1)V < λ
(k−1)
L (since the last arrow in γ(k) is γ
b
α) and this condition implies




α the former condition
implies that the interval (u(k−1),tα , u
(k−1),b
β ) may be iterated l(k− 1, β) times in the
past and h(k−1, α) times in the future without meeting any other singularity both
for T and T−1, that is (n = l(k− 1, β) + h(k− 1, α), β, α) is a reduced triple for T .
The lemma is proved. 
4.1.2. First return to a pre-reference path. From now on we will always
consider the normalized version of the Rauzy-Veech algorithm, that we denote:
PQ : ∆(1)(R)→ ∆(1)(R).
Let us fix any Rauzy path η : πstart → πend starting at πstart and ending at πend
and consider the sub-simplex ∆(1)η of ∆
(1)
πstart . According to the discussion at the
end of paragraph 2.1.4, the first return map Rη : ∆
(1)
η → ∆(1)η of the Rauzy-Veech
algorithm to the sub-simplex ∆(1)η is defined almost everywhere. The connected





γ ∈ Γη, where Γη is the set of Rauzy paths γ : πstart → πend that admit two
decompositions
γ = γ′η and γ = ηγ′′ for γ′, γ′′ ∈ Π(R)
and that are minimal with this property with respect to the ordering ≺ defined by
equation (2.8) in paragraph 2.1.4. We also recall that for any such γ ∈ Γη, written
according to the decomposition γ = γ′η as above, and for any T = (πstart, λ) ∈ ∆(1)γ
we have




Definition 4.1.4. We say that a finite Rauzy path η is neat if any time that
we can write η = η1η2 = η3η1 either η = η1 or η1 is trivial.
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Lemma 4.1.5. The Rauzy path η is neat if and only if any γ ∈ Γη is of the
form
(4.6) γ = ηγ0η
where γ0 does not contain η.
Proof: Let us first suppose that η is not neat, which means that there exist three
non trivial paths η1, η2, η3 such that η = η1η2 = η2η3. The concatenation η1η2η3
begins with η, then for λ ∈ ∆(1)η1η2η3 we have tB−1η3 λ/‖
tB−1η3 λ‖ ∈ ∆
(1)
η . Without
loosing in generality η3 may be taken minimal, therefore λ 7→t B−1η3 λ/‖
tB−1η3 λ‖ is a
branch of the first return map Rη to ∆
(1)
η and η1η2η3 ∈ Γη, which is absurd.
On the other hand for any η, any path in Γη begins and ends with η, therefore
if there are paths different from those in equation (4.6) then η is not neat. The
lemma is proved. 
Definition 4.1.6. Let (β, α) be a pair with πt(α), πb(β) > 1 satisfying prop-
erties A or B. A pre-reference path for the pair (β, α) is a neat Rauzy path η :
πstart → πend (see definition 4.1.4) chosen according to lemma 4.1.2 (if the pair
(β, α) has property A) or according to lemma 4.1.3 (if the pair (β, α) has property
B).
Remark 4.1.7. Lemmas 4.1.2 and 4.1.3 just specify the ending part (the last
arrow or the last two) of the path η that they provide, whereas they leave complete
freedom in the choice of its beginning. This make possible to have a neat path η
compatible with the prescription given in both the two lemmas. Later on (definition
4.7.5) we will need η to satisfy more properties and we will fix more restrictions on
its beginning.
Let us fix a pair (β, α) with πt(α), πb(β) > 1 for all π ∈ R and suppose that it
satisfies property A or B. Then let us consider a pre-reference path η : πstart → πend
for the pair (β, α) as in definition 4.1.6.
Let us consider the sub-simplex ∆(1)η of ∆
(1)
πstart and the first entering map of
the Rauzy algorithm into ∆(1)η , that is the map R̃η : ∆(1)(R) → ∆(1)η defined by
R̃η(π, λ) := PQn(π,λ)(π, λ), where
n(π, λ) := min{k ∈ N∗; PQk(π, λ) ∈ ∆(1)η }.
The map R̃η is defined almost everywhere on the whole set ∆(1)(R) and has image
∆(1)η . Restricted to the sub-simplex ∆
(1)
η ⊂ ∆(1)πstart it coincides with the first return
map Rη defined in paragraph 2.1.4. Let Γη be the set of Rauzy paths γ : π → πend
starting at any π ∈ R and ending in πend which end with η and are minimal
with this property with respect to the ordering ≺ introduced in equation (2.8) in
paragraph 2.1.4. In other words the elements of Γη are the paths γ such that there
exists a sub-path γ′ ∈ Π(R) such that we can write
(4.7) γ = γ′η
and no proper sub-path ν with ν ≺ γ has the decomposition in equation (4.7).
The connected components of the domain of R̃η are exactly the simplices ∆
(1)
γ in
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∆(1)(R), with γ ∈ Γη. For any such γ, written according to the decomposition
γ = γ′η as above, and for any T = (π, λ) ∈ ∆(1)γ we have




We consider the homeomorphism PQη : ∆(1)η → ∆(1)πend defined by




Definition 4.1.8. Let (β, α) be a pair of letters satisfying property A or B
and let η be a pre-reference path associated to (β, α) as in definition 4.1.4. We
introduce the map Fη : ∆(1)(R)→ ∆(1)πend defined by
(4.9) Fη(π, λ) := PQη ◦ R̃η(π, λ).
The connected components of the domain of Fη are the same as those of the
map R̃η, that is they are the simplices ∆
(1)
γ with γ ∈ Γη. For any path γ : π → πend
in Γη we have




Lemma 4.1.9. For any k ∈ N the k-th iterated of the map Fη introduced in
definition 4.1.8 satisfy:
(4.10) Fkη = PQη ◦ R̃kη .
Proof: We recall that the pre-refernece path η is neat by definition. For k = 1 the
statement follows trivially from the definition of the map Fη (definition 4.1.8). Let
us consider the first return map Rη : ∆
(1)
η → ∆(1)η of the Rauzy-Veech algorithm
to the sub-simplex ∆(1)η . For any k > 1 we have R̃kη = R
k−1
η ◦ R̃η. Let us call
N = N(η) the number of Rauzy arrows in η. Since η is neat, equation (4.6) in
lemma 4.1.5 implies that for any (πstart, λ) ∈ ∆(1)η and any i ∈ {1, .., N − 1} we
have that PQi(πstart, λ) is not in ∆(1)η , therefore
Rη = R̃η ◦ PQη.
This implies that for any k > 1 we have
R̃kη = R
k−1
η ◦ R̃η = R̃k−1η ◦ PQη ◦ R̃η = R̃k−1η ◦ Fη.
It follows that PQη ◦ R̃kη = PQη ◦ R̃k−1η ◦ Fη and therefore equation (4.10) follows
by induction over k. The lemma is proved. 
For any k ∈ N let us introduce the set Γ(k),η of those finite paths γ : π → πend
starting at any π ∈ R and ending in πend that contain η exactly k times and are
minimal with this property with respect to the ordering ≺ defined in equation (2.8)
in paragraph 2.1.4 (we observe that by minimality all these paths end with η). The
connected components of the k-th iterated Fkη of Fη are exactly the simplices ∆
(1)
γk
with γk ∈ Γ(k),η. For any path γk : π → πend in Γ(k),η we have
(π, λ) ∈ ∆(1)γk ⇔ F
k
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γk we denote with γk(π, λ) the element in Γ(k),η
such that (π, λ) ∈ ∆(1)γk(π,λ). We also denote with rk = rk(π, λ) the Rauzy time of
the path γk(π, λ), that is the number of simple Rauzy arrows that compose γk(π, λ).
With this notation the k-th iterated of the map Fη (defined by equation (4.9)) on
the element (π, λ) can be written as
Fkη (π, λ) = (πend, λ̂(rk)).
Lemma 4.1.9 has the following corollary:
Corollary 4.1.10. For any k ∈ N and any (π, λ) in the domain of Fkη we
have
(4.11) ]{i ∈ N∗; 1 ≤ i < rk(π, λ) and PQi(π, λ) ∈ ∆(1)η } = k.
Let us fix any other finite path ν in the Rauzy diagram starting at some element
π ∈ R. Let us denote Γ(k),ην the set of those finite paths γk : π → πend that start
with ν, contain η exactly k times and are minimal with this property with respect
to the ordering ≺ defined in equation (2.8) in paragraph 2.1.4 (we stress on the fact
that by minimality all these paths end with η). The connected components of the




ν are exactly the simplices ∆
(1)
γk with γk ∈ Γ
(k),η
ν .
Lemma 4.1.11. If the fixed path ν does not contain η, then for any k ∈ N the





Proof: The proof is just a rephrasing of the definition of first entering map. 
Here we formulate our first sufficient criterion to get proposition 4.0.6. It is
formulated as a (non-uniform) shrinking target property for the map Fη introduced
in definition 4.1.8.
Proposition 4.1.12. If the pair (β, α) has property A and η is given by lemma
4.1.2 then for any T = (π, λ) ∈ ∆(1)(R), in order to have infinitely many triples
(β, α, n) that are reduced for T and solutions of equation (1.3), it is sufficient to





If the pair (β, α) has property B and η is given by lemma 4.1.3 then for any T =
(π, λ) ∈ ∆(1)(R), in order to find infinitely many triples (β, α, n) that are reduced
for T and solutions of equation (1.3), it is sufficient to find infinitely many solutions
of
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Proof: Just observe that paths in Γ(k),η always end with the fixed pre-reference
path η, therefore lemmas 4.1.2 or 4.1.3 apply. For any any (π, λ) ∈ ∆(1)(R) and
any k ∈ N the integer n(γk(π, λ)) associated to the path γk(π, λ) ∈ Γ(k),η by
lemmas 4.1.2 and 4.1.3 satisfy n(γk) ≤ ‖qγk‖. Since the sequence nϕn is decreasing
monotone also ϕn is and we get ϕ(‖qγk‖) ≤ ϕ(n(γk)), therefore the condition in
the statement is sufficient. The proposition is proved. 
4.2. A combinatorial property of Rauzy classes
In this section we prove that any pair (β, α) ∈ A2 with πt(α), πb(β) > 1 satisfy
either property A or property B in definition 4.1.1. For any irreducible Rauzy class
R with alphabet A let us call X = X(R) and Y = Y (R) ∈ A the two letters such
that πt(X) = πb(Y ) = 1 for all π ∈ R.
Proposition 4.2.1. Let R be any Rauzy class with alphabet A and (β, α) ∈ A2
be any ordered pair of letters with β 6= Y and α 6= X. Then at least one of the
following two statements is true:
a: There exists an element π ∈ R such that
(4.15) πt(α) = πb(β) = d
b: There exist two (different) elements π, π′ ∈ R and two letters V, V ′ ∈ A
such that
(4.16)
{x ∈ A ; πt(x) < πt(α)} ∪ {V } = {y ∈ A ; πb(y) < πb(β)}
πt(V ) = πb(α) = d
and
(4.17)
{x ∈ A ; π′t(x) < π′t(α)} = {y ∈ A ; π′b(y) < π′b(β)} ∪ {V ′}
π′b(V ′) = π′t(β) = d
Note: Observe that the case a is compatible just with pair of different letters.
In case b, when β = α equation (4.16) implies πt(α) = d− 1 and πb(α) = d and on
the other hand equation (4.17) implies π′t(α) = d and π′b(α) = d− 1.
Corollary 4.2.2. For any Rauzy class R on an alphabet A, any pair (β, α) ∈
A2 with πt(α), πb(β) > 1 satisfy either property A or property B in definition 4.1.1.
Proof: (Of proposition 4.2.1.) The proof is by induction on the number of let-
ters d. All Rauzy classes with d ≤ 4 are easily computable and for these classes
the assertion is just a matter of checking a small number of conditions. There-
fore we consider a Rauzy class R on an alphabet A with d ≥ 5 letters and suppose
that the lemma is true for any Rauzy class R′ on an alphabet A′ with d′ < d letters.
Step 1. It is easy to see that there always exists a standard π̃ ∈ R, that is an
element such that π̃t(X) = π̃b(Y ) = 1 and π̃t(Y ) = π̃b(X) = d. Moreover, as shown
in [A,V], it is possible to find a π̃ which is good or degenerate, where a standard
permutation is said good if the permutation that we get deleting the letters X and
Y from π̃ is still irreducible and is said degenerate if there exists a letter C ∈ A
different from X and Y that is second or second to last in both the top and bottom
lines. Let us consider an element π̃ ∈ R which is good or degenerate. Let us display
also the second letters in the top and bottom lines of π̃, that is we write
π̃ =
(
X A . . . Y
Y B . . . X
)
.
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Step 2. In the Rauzy diagram ofR we consider the bottom cycle γ(π̃, bottom,X)
of length d− 1 that starts (and ends) at π̃. For any letter α ∈ A\ {X} there exists
an unique vertex in γ(π̃, bottom,X) with winner X and loser α. We call π̃(α) this
vertex. It follows that for any pair (X,α) with α 6= X we find a solution on equa-
tion (4.15). With the symmetric argument we show that the top cycle γ(π̃, top, Y )
of length d − 1 that starts (and ends) at π̃ provides us with d − 1 ordered pairs
(β, Y ) with β 6= Y for which exists a solution of equation (4.15).
Step 3. Now we consider the alphabet AX := A \ {X} and we apply the
operation of reduction described in paragraph 2.2.2 (following [A,G,Y]). First
we split R in AX-colored Rauzy classes, then from the essential ones we get a
reduced Rauzy class. Let us consider the essential AX -decorated Rauzy class RX
that contains the cycle γ(π̃, top, Y ) and let us call RessX the subset of its essential
elements and RredX the reduced Rauzy class that we get from it. Let us recall that
the operation red, restricted to the subset of essential elements in RX , induces a
bijection red : RessX → RredX .
Since the letter Y is first in the bottom line and last in the top line of π̃ when
we delete the letter X from any element in RX we get an irreducible permutation,
therefore the alphabet of RredX is the whole AX . Moreover any element πred in RredX
satisfies πred t(A) = πred b(Y ) = 1, therefore by applying the induction hypothesis
we get that for any ordered pair of letters (β, α) ∈ A2 with α 6= A,X and β 6= Y,X
the proposition is true. Let us fix α, β as above. We know that there exists a
solution πred ∈ RredX of equation (4.15) or two solutions (πred, V ) and (π′red, V ′) of
equations (4.16) and (4.17). We separate the two cases.
Case a: If πred ∈ RredX is a solution of equation (4.15), then its (unique) es-
sential preimage π = red−1(πred) ∈ RessX is a solution of equation (4.15).
Case b: Here the discussion is more complicated. We first consider the solution
πred ∈ RredX of equation (4.16), its (unique) essential preimage π ∈ RessX and the
letter V ∈ AX . We have πt(X) = 1, therefore there are two possibilities:
(1) If πb(X) < πb(β) then π is a solution of equation (4.16)
(2) If πb(X) > πb(β) note that all the pairs (β, α) with α = β are automati-
cally excluded and we have
π =
(
X A . . . α . . . V
Y . . . V . . . β . . . X . . . α
)
with πt(α) = πb(β)




X A . . . α . . . V




X . . . V A . . . α




X . . . V A . . . α
Y . . . V . . . α . . . X . . . β
)
give a solution of (4.15). (Note that we may have V 6= Y or V = Y and
the argument works in both cases.)
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Now we consider the solution π′red ∈ RredX of equation (4.17), its (unique)
essential preimage π′ ∈ RessX and the letter V ′ ∈ AX . Note that we have Y 6= A, V ′,
therefore the general form of π′red is
π′red =
(
A . . . Y . . . α . . . β
Y . . . β . . . V ′
)
with π′t(α) = π′b(β) + 1.
We still have π′t(X) = 1, therefore as before if π′b(X) < π′b(β) then π′ is a solu-
tion of equation (4.17). In the other case, if π′b(X) > π′b(β) we have to consider
several possibilities. We first separate two cases: π′b(β) < π′b(α) < π′b(X) and
π′b(X) < π′b(α) < π′b(V ′).
Case π′b(X) < π′b(α) < π′b(V ′) : In this case all the pairs (β, α) with β = α are
automatically excluded. We also observe that we cannot have π′t(V ′) = π′t(α)− 1,
since in this case π′red would not be irreducible, so let us call W 6= V ′ the letter
that appears just before α in the top line. The general form of π′ therefore is
π′ =
(
X A . . . V ′ . . . W α . . . β
Y . . . W . . . β . . . X . . . α . . . V ′
)
.




X A . . . V ′ α . . . β . . . W




X A . . . V ′ α . . . β . . . W




X . . . β . . . W A . . . V ′ α




X . . . β . . . W A . . . V ′ α
Y . . . W . . . α . . . X . . . V ′ . . . β
)
and we get a solution of equation (4.15). Note that this sequence of steps does the
trick both in the cases A = V ′ and A 6= V ′.
Case π′b(β) < π′b(α) < π′b(X) : We consider two subcases A = V ′ and A 6= V ′.
Subcase A = V ′: The general form of π′ is
π′ =
(
X A ∗ ∗ ∗ Y ∗ ∗ ∗ α . . . β
Y ∗ ∗ ∗ β . . . α . . . X . . . A
)
where the asterisques denote the letters {x ∈ A ; π′t(x) < π′t(α)} \ {A} =
{y ∈ A ; π′b(y) < π′b(β)} and where π′t(α) = π′b(β) + 2. We therefore
don’t have a solution of (4.17). We apply the following Rauzy steps
7→
(
X A . . . β ∗ ∗ ∗ Y ∗ ∗ ∗ α




X A . . . β ∗ ∗ ∗ Y ∗ ∗ ∗ α




X ∗ ∗ ∗ Y ∗ ∗ ∗ α A . . . β
Y ∗ ∗ ∗ β . . . α . . . A . . . X
)
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and we get a solution of equation (4.17). Note that in this case we may
have α = β or α 6= β and the sequence of steps works in both cases.
Subcase A 6= V ′: The general form of π′ is
π′ =
(
X A . . . V ′ . . . α . . . β
Y . . . A . . . β . . . α . . . X . . . V ′
)
where both the cases α = β and α 6= β are possible and π′t(α) = π′b(β)+2.
Again this is not a solution of (4.17). We apply the following Rauzy steps:
π′ 7→
(
X A . . . V ′ . . . β . . . α




X A . . . V ′ . . . β . . . α




X . . . V ′ . . . β . . . α A
Y . . . A . . . β . . . α . . . V ′ . . . X
)
.
Calling π′′ this last vertex of our Rauzy path, if α = β we have
π′′ =
(
X . . . V ′ . . . α A
Y . . . A . . . α V ′ X
)
and we get a solution of (4.17) with the two Rauzy steps:
π′′ 7→
(
X . . . V ′ . . . α A




X . . . V ′ A . . . α
Y . . . A X . . . α V ′
)
.
In the case α 6= β we continue from the general expression of π′′ and we
get a solution of equation (4.15) with the steps
π′′ 7→
(
X . . . V ′ . . . β . . . α A




X . . . V ′ . . . β A . . . α
Y . . . A . . . α . . . V ′ . . . X . . . β
)
.
This completes step 3. The summarized result is that if the proposition is true
for any Rauzy class with less that d letters, then it is also true for the Rauzy class
R with d letters that we are considering for the pairs of letters (β, α) ∈ A2 with
α 6= A,X and β 6= Y,X.
Step 4. Since the letters X and Y (and A and B) play a symmetric role in our
proof we can also consider the alphabet AY := A\{Y }, the essential AY -decorated
Rauzy class RY that contains the cycle γ(π̃, bottom,X) and the reduced Rauzy
class RredY that we get from it. Again the alphabet of RredY is the whole AY and
any element πred in RredX satisfies πred b(B) = πred t(X) = 1. Therefore, with a
proof symmetric to the one in step 3, that is exchanging the roles of X with Y and
of A with B respectively, we get that the proposition is true for any ordered pair
of letters β, α) with β 6= Y,B and α 6= X,Y .
Step 5. Combining the results of the preceding steps we get that the propo-
sition is true for any pair of letters as in the statement exept for the only pair
(β, α) = (B,A). To complete the induction we provide a solution for this pair. We
come back to the standard vertex π̃. It may be good of degenerate and we consider
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separately the two cases.
π̃ degenerate. We have two subcases
(1) A = B. In this case
π̃ =
(
X A . . . W . . . Y
Y A . . . W X
)




X . . . W . . . Y A




X . . . W . . . Y A




X . . . W A . . . Y




X . . . W A . . . Y




X . . . Y . . . W A
Y . . . W A X
)
and we get a solution of equation (4.17). Thanks to the symmetry of π̃
we can get also a solution of equation (4.16).
(2) A 6= B. Since d ≥ 5 there exists a letter C 6= X,Y,A,B that is second to
last both in top and bottom lines and we have
π̃ =
(
X A . . . B . . . C Y
Y B . . . A . . . C X
)
.
We apply the following Rauzy steps
π̃ 7→
(
X A . . . B . . . C Y




X A Y . . . B . . . C




X A Y . . . B . . . C




X . . . B . . . C A Y




X . . . B . . . C A Y




X . . . B Y . . . C A
Y . . . A X . . . C B
)
and we get a solution of equation (4.15).
π̃ good. (A 6= B is implied.) Let π̂ be the element obtained from π̃ letting Y
win one time, that is
π̂ =
(
X A . . . Y
Y X B . . .
)
We consider the alphabet AY = A \ {Y } and the AY -decorated Rauzy class RY
that contains π̂. We note that RY is an essential decorated Rauzy class and we call
RredY its reduction. Since π̃ is good then the alphabet of RredY is A′′ := A\ {X,Y }.
As we said in step 1 the rauzy class RredY contains a standard element, thus let us
consider any such π̂st, that is
π̂st =
(
A . . . B
B . . . A
)
.




X A . . . Y . . .
Y X B . . . A
)
.
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Letting A win the correct number of times we get
π̃ 7→
(
X A . . . Y
Y X B . . . A
)
.
which is a solution of equation (4.16). Since the argument is symmetric changing
the top line with the bottom one we can get also a solution of equation (4.17). 
Note. The natural claim would have been to say that for the pairs of letters
(β, α) with α 6= β (and β 6= Y, α 6= X) we always have a solution of (4.15) and we
need to consider equations (4.16) or (4.17) just for the pairs with β = α. Unfortu-
nately this is not true, for example it can be proved that for all hyperelliptic Rauzy
classes (with d ≥ 3) there never exists a solution π for the pair (B,A) considered
in step 5.
4.3. Uniform control of the speed of shrinking.
Let us fix any pair of letters (β, α) with πt(α), πb(β) > 1 for all π ∈ R. Corollary
4.2.2 says that any such pair has property A or B (or both), therefore a pre-reference
path η can be associated to it as in definition 4.1.6. Proposition 4.1.12 gives a
sufficient criterion to get, for any (π, λ) ∈ ∆(1)(R), infinite reduced triples (β, α, n)
that are solutions of equation (1.3). This sufficient criterion is formulated as a
shrinking target property for the map Fη defined in equation (4.9). More precisely
we look at the iterates Fkη (π, λ) and we have a solution for any k ∈ N such that
the corresponding iterated falls into a shrinking neighborhood localized at the face
of the simplex ∆(1)πend opposite respectively to the vertex eα, in case of property A,
or to the vertex eV , in case of property B. At the k-th iterate the thickness of the
shrinking neighborhood is
‖λ(rk)‖−1ϕ(‖qγk(π,λ)‖).
What makes things complicated is that the speed of shrinking of the thickness
depends from the starting point (π, λ). In this paragraph we apply well known
results on the ergodic theory of the Rauzy-Veech and Zorich algorithms to get a
lower bound for this speed of shrinking. Since ergodic properties are going to be
used the sufficient criterion that we will get (proposition 4.5.1 in paragraph ??) will
hold no more for any (π, λ) ∈ ∆(1)(R) but just for almost any one (with respect to
the Lebesgue measure on ∆(1)(R)). We fix a constant θ > 1 and we introduce the
sequence
(4.18) ψk := θkϕ(θk).
Lemma 4.3.1. Let ϕn be a sequence such that nϕ(n) is decreasing monotone. If∑∞
n=1 ϕn = +∞, then for any parameter θ > 1 the sequence ψk defined by equation
(4.18) has divergent series.
Proof: The proof is just a classical exercise in calculus. 
For any pair (β, α) ∈ A2 with πt(α), πb(β) > 1 for all π ∈ R let us consider a
pre-reference path η : πstart → πend given by lemmas 4.1.2 or 4.1.3 and the asso-
ciated map Fη : ∆(1)(R) → ∆(1)πend defined by equation (4.9). Recall the notations
introduced in paragraph 4.1.2.
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Proposition 4.3.2. There exists a constant θ > 1 (depending on η) such that
if ψk is the sequence defined in equation (4.18) the following is true. For almost
any (π, λ) ∈ ∆(1)(R) there exists an integer N such that for any k ≥ N the path





Proof: For any finite path γ in the Rauzy diagram and any (π, λ) ∈ ∆(1)γ without
connections let us denote with γ̃(π, λ) the shortest segment of the Zorich’s path
associated to (π, λ) that begins with γ. For any (π, λ) ∈ ∆(1)γ without connections,
for any k ∈ N, the path γk ∈ Γ(k),η such that (π, λ) ∈ ∆(1)γk and the associated
integer rk = rk(π, λ) satisfy:
(4.20) ‖qγk(π,λ)‖ ≤ ‖qγ̃k(π,λ)‖ and ‖λ(rk)‖ ≥ ‖tB−1γ̃k(π,λ)λ‖.
For any finite path γ in the Rauzy diagram let us call with T (γ) its Zorich’s
time, that is the number of Zorich’s elementary steps that compose γ. Applying
the Oseledet’s theorem to the Zorich’s cocycle we have that there exists a positive
constant τ > 1 such that for almost any (π, λ) ∈ ∆(1)(R) and for any k ∈ N
sufficiently big, the path γk ∈ Γ(k),η such that (π, λ) ∈ ∆(1)γk satisfy:
(4.21) ‖qγ̃k(π,λ)‖ ≤ τT (γ̃k(π,λ)) and 1
‖tB−1γ̃k(π,λ)λ‖
≤ τT (γ̃k(π,λ)).
Let us now consider the positive integer function Z : ∆(1)(R)→ N∗ defined by
Z(π, λ) := min{i ∈ N∗;Zi(π, λ) ∈ ∆(1)η }
and the first entering map Z̃η : ∆(1)(R)→ ∆(1)η of the Zorich map Z : ∆(1)(R)→
∆(1)(R) into the simplex ∆(1)η , that is Z̃η(π, λ) := ZZ(π,λ)(π, λ). Finally we con-
sider the Birkhoff sum SkZ : ∆(1)(R) → N∗ of the function Z with respect to the
map Z̃η.
Recall the map R̃η : ∆(1)(R) → ∆(1)η defined in paragraph 4.1.2. Since the
path η is neat (see definition 4.1.4), corollary 4.1.10 applies to Fη = PQη ◦ R̃η,
then the Rauzy-Veech algorithm, when following any path γk ∈ Γ(k),η, pass from
∆(1)η exactly k times. The map Z is an acceleration of the Rauzy-Veech algorithm,
therefore for any k ∈ N, any γk ∈ Γ(k),η and any (π, λ) ∈ ∆(1)γk without connections
we have:
T (γ̃k(π, λ)) ≤ SkZ(π, λ) +R,
where we denoted R = R(η) ∈ N the number of simple arrows composing the fixed
path η.
Since the Zorich’s map Z is ergodic (see theorem 2.1.7 in paragraph 2.1.4)
we have that there exists a constant C such that limk→∞ k−1SkZ(π, λ) = C for
almost any (π, λ) ∈ ∆(1)(R) (C being equal to the inverse of µ(∆(1)η ), where µ is the
invariant measure for the Zorich’s map). Therefore for almost any (π, λ) ∈ ∆(1)(R)
there exists an integer N such that for any k ≥ N we have
SkZ(π, λ) ≤ Ck
(in fact this is true modulo a small change of C, that is taking C + ε instead of C
for any choice of ε > 0). We deduce that there exist a constant C such that for
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almost any (π, λ) ∈ ∆(1)γ , for any k ∈ N sufficiently big, the path γk ∈ Γ(k),η such
that (π, λ) ∈ ∆(1)γk satisfy:
(4.22) T (γ̃k(π, λ)) ≤ Ck.
Now we put together the results of equations (4.20), (4.21) and (4.22) and
defining θ := τC we get that for almost any (π, λ) ∈ ∆(1)(R), for any k ∈ N
sufficiently big, the path γk = γk(π, λ) ∈ Γ(k),η such that (π, λ) ∈ ∆(1)γk and the
associated integer rk = rk(π, λ) satisfy:
‖qγk(π,λ)‖ ≤ θk and 1
‖λ(rk)‖
≤ θk.
Finally, since the sequence nϕ(n) is decreasing monotone, we get that for almost
any (π, λ) ∈ ∆(1)(R) there exists an integer N such that for any k ≥ N the path




The proposition is proved. 
4.4. Local constructions
4.4.1. General case. We recall that if W is any letter in the alphabet A we
denote with AW the sub-alphabet A \ {W}.
Definition 4.4.1. For any π ∈ R, any letter W ∈ A and any ε > 0 we define
the set E(π,W, ε) of thoseAW -colored paths γ starting at π such that qγW > 1/ε that
are minimal with these two properties with respect to the ordering ≺ introduced
in paragraph 2.1.4. We also define the set N(π,W, ε) of those paths ν starting at
π that satisfy qνW < 1/ε, end with an arrow with winner W and are minimal with
these two properties with respect to ≺.
It is easy to see from the definition of E(π,W, ε) and N(π,W, ε) that we have












Lemma 4.4.2. For any letter W ∈ A, any π ∈ R and any ε > 0, for any
γ ∈ E(π,W, ε) we have
(4.24) (π, λ) ∈ ∆(1)γ ⇒ λW < ε.




tBγei. Any of these vectors has W coordinate equal to







Since vW is the most height vertex of the simplex ∆
(1)
γ in the W direction then it is
the one with biggest W coordinate, whose value is 〈BγeW ,eW 〉
qγW
. Now, by definition
of E(π,W, ε), the letter W newer wins in the trajectory γ, therefore BγeW = eW
and the maximum value of the coordinate W for vectors in ∆(1)γ is (qγW )
−1, that is
smaller that ε by definition of E(π,W, ε). The lemma is proved. 
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Let us consider any pair (β, α) with πt(α), πb(β) > 1 and a pre-reference path
η : πstart → πend given by lemmas 4.1.2 or 4.1.3. If (β, α) has property A then η
may be chosen as in lemma 4.1.2 and in this case we know that Rauzy paths ending
with η give rise to triples (n, β, α) such that |Tnubβ−utα| is equal to the length of an
interval and these triples are automatically reduced. On the other hand if the pair
(β, α) satisfy property B and not property A then the pre-reference path η has to
be chosen as in lemma 4.1.3, therefore even after having applied η the condition of
having a reduced triple is independent from the past and some more combinatorial
work is necessary to get it. This will be the subject of paragraph 4.4.2.
Lemma 4.4.3. For any pair of letters W and L in A and any π ∈ R, if we have
a path γ : π → π′ satisfying
(4.25) Bγ(eL − eW ) ∈ NA
then for any (π, λ) ∈ ∆(1)γ ⊂ ∆(1)π we have λW ≤ λL.
Proof: Reasoning in the same way as in lemma 4.4.2, in order to have that
λW ≤ λL for any λ ∈ ∆(1)γ it is equivalent to have that the condition is true for the
vertices vi of the simplex ∆
(1)
γ . The condition is 〈vi, eL − eW 〉 ≥ 0 for any i = 1..d,
that is
〈tBγei, eL − eW 〉 = 〈ei,tBγ(eL − eW )〉 ≥ 0
for any i = 1..d, that is Bγ(eL − eW ) ∈ Nd. The lemma is proved. 
4.4.2. Pairs with property B. In this paragraph we fix a pair (β, α) satisfy-
ing property B and a pre-reference path η : πstart → πend as in lemma 4.1.3. Since
the element π(β, α) satisfying equation (4.16) is in second to last position in η and
since η ends with an arrow having α as winner, then we have {x ∈ A ; πtend(x) <
πtend(α)} ∪ {V } = {y ∈ A ; πbend(y) < πbend(β)} and πtend(V ) = πbend(β), that is
πend =
(
. . . L . . . α V . . .
. . . V . . . L β . . . α
)
.
where L ∈ A is the letter such that πbend(L) = πbend(β)− 1 and πtend(L) < πtend(α).
Let us define the set A′ := {x ∈ A ; πtend(x) < πtend(α)} and let us call a the number
of elements of A′. We will keep these notations fixed in all this paragraph.
Let us consider the essential (A\A′)-decorated Rauzy classR∗ = R∗(πend) that
contains πend and the associated reduced Rauzy class Rred = Rred(πend) obtained
from R∗ with the operation of reduction described in paragraph 2.2.2. Let us call
A′′ ⊂ A \ A′ the alphabet of Rred. Since πend is an essential elements of R∗ then
there exists a good letter for πend, furthermore there exists only one good letter
and it is evident that it is V .
Lemma 4.4.4. Let γ̂ : πend → π̂ be any A′-separated path starting at πend and
ending in π̂. Then for any letter x ∈ A′ ∪ {α} we have:
(4.26) π̂t(x) = πtend(x).
Moreover if γ̂ : πend → π̂ is maximal A′-separated, then its ending point π̂ satisfies
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Proof: If the first statement of the lemma is not true there exists an A′-separated
path γ̂ : πend → π̂ starting at πend and ending in π̂ such that equation (4.26) is not
true. We can suppose that γ̂ is minimal with this property, that is π̂ is the first
element in γ̂ where condition (4.26) does not hold, therefore there exists a letter
x ∈ A′ ∪ {α} such that
π̂t(x) = πtend(x) + 1.
Let γlast : π → π̂ be the last arrow in γ̂ and let W be the letter that wins in γlast.
We must have πt(W ) < πt(x). Since γ̂ is A′−separated then W ∈ A\A′, therefore
π still doesn’t satisfy condition (4.26), which is absurd by minimality of γ̂.
Now let us consider a maximal A′-separated path γ̂ : πend → π̂ starting at
πend and ending in π̂. By maximality of γ̂ there exists a letter y ∈ A′ such that
π̂t(y) = d or π̂b(y) = d. By the first part of the lemma the only possibility is
π̂b(y) = d. Moreover L is the rightmost letter of A′ in the permutation πend and
in order to invert its position with respect to any other letter of y ∈ A′ it has to
arrive in last position in the bottom line at least one time, which may happen just
at the end of γ̂ since it is an A′-separated path. Therefore we have π̂b(L) = d.
To prove equation (4.27) let us decompose γ̂ as γ̂ = η(1)η1...η(m)ηm, where
m = d − a − 1 and for any i = 1..m the sub-path η(i) is not drifting and ηi is a
drifting arrow. Let us write η̂(i) := η(1)η1...η(i). For any i = 1..m let us also call





respectively the starting and ending point of ηi. Since V is the only good letter for
π we have α1 = V . Then we have
Bη(1)eV = eV and Bη1eV = eV + eβ1
and the only good letters for π(1)e are V and β1. Let us put I0 := {V }. Let us fix
k ≤ m and suppose by induction that for any 1 ≤ i < k we have that there exists








and the good letters for πe(i) are exactly the x ∈ Ii. Just observe that the base
of the induction hypothesis is satisfied by I0. Let us consider the path η̂(k) =
η̂(k−1)ηk−1η
(k). By the induction hypothesis Bη̂(k−1)ηk−1(eV ) =
∑
x∈Ik−1 ex and
the good letters for πe(k − 1) are exactly the x ∈ Ik−1. Since there is no drift for
any arrow in η(k) then its winner is never in Ik−1, therefore we have Bη̂(k)(eV ) =∑
x∈Ik−1 ex. Now let us consider the k-th drifting arrow ηk, its winner αk and its
loser βk. Since the first part of the lemma says that all the drifting arrows of γ̂ are
top arrows then πs(k)bβk = d, therefore βk is not an element of Ik−1, moreover since
ηk is drifting we have πs(k)tαk = d and πs(k)
b
αk
< db(πs(k)), therefore πe(k)bβk =
πs(k)bαk+1, that is βk come in good position for πe(k) and putting Ik := Ik−1∪{βk}
the inductive step follows. The lemma is proved. 
Remark 4.4.5. Let us consider any path γ ∈ E(πend, V, ε) (definition 4.4.1).
Since by definition V never wins in γ and it is the only good letter for πend, then
there is no drift for any arrow contained in γ, that is d(π′) = d(πend) for any
π′ ∈ R∗ touched by γ. In other words for any γ ∈ E(πend, V, ε) and for any vertex
π′ ∈ R∗ touched by γ any letter x ∈ A′ ∪ {α} has to keep its position in the top
line constant and equal to πtend(x) and any letters x ∈ A′ ∪ {β, V } has to keep its
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position in the bottom line constant and equal to πbend(x). In particular γ has to
be A′-separated.
We fix a path γ ∈ E(πend, V, ε) and we introduce the set ΓA
′
γ of maximal A′-
separated paths γ̂ : πend → π̂ that begin with γ. Thanks to lemma 4.4.4 for any
γ̂ ∈ ΓA′γ the ending point π̂ ∈ R∗ of γ̂ satisfies π̂b(L) = d, therefore there is a
bottom arrow starting at π̂ that has L as winner. Let us call ν(L, a) the path
starting at π̂ where L wins exactly d− a times. Let us call Γ(L, a) the set of path
starting at π̂ where L wins less than d− a times and then it loses one time.
Definition 4.4.6. Let us consider the fixed pair of letters (β, α) satisfying
property B, the letter V ∈ A and the pre-reference path η(β, α) given by lemma
4.1.3 and its last element πend. Let us fix any ε > 0. Then we define















Lemma 4.4.7. Let us consider the fixed pair of letters (β, α) satisfying property
B, the letter V ∈ A and the pre-reference path η : πstart → πend given by lemma
4.1.3. Let us fix any ε > 0. For any γ′ ∈ E(πend, V, ε) we have
(4.28) (π, λ) ∈ ∆(1)γ′ ⇒ λV < min{λL, ε}.
Proof: Since any γ′ ∈ E(πend, V, ε) begins with a path γ in E(π, V, ε) then lemma
4.4.2 tells us that λV < ε for any λ ∈ ∆(1)γ′ . We decompose any γ′ ∈ E(πend, V, ε)








where the first equality follows from equation (4.27) and the second from the fact
that the winner in ν(L, a) is always L and this letter is not contained in A\A′. On
the other hand we have




Here the first equality follows since γ̂ is A′-separated, therefore L newer wins in
it, the second follows since equation (4.26) implies that the ending point π̂ of γ̂
satisfies {x ∈ A; π̂tx > a} = A\A′ and ν(L, a) is the concatenation of exactly d− a
bottom arrows with winner L. Therefore we have
Bγ′(eL − eW ) = eL
and the lemma follows from lemma 4.4.3. 
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4.5. The uniform shrinking target property.






Moreover if the pair (β, α) has property B and η : πstart → πend and V are respec-





Proposition 4.5.1. For any pair (β, α) ∈ A2 with πt(α), πb(β) > 1 let us
consider a pre-reference path η : πstart → πend given by lemmas 4.1.2 or 4.1.3 and
the associated map Fη : ∆(1)(R)→ ∆(1)πend defined by equation (4.9).
• If the pair (β, α) has property A and η is given by lemma 4.1.2, then for
almost any T = (π, λ) ∈ ∆(1)(R) in order to have infinitely many triples
(β, α, n) reduced for T and solutions of equation (1.3) it is sufficient to
have infinitely many solutions k ∈ N of
(4.29) Fkη (π, λ) ∈ ∆
(1)
E(πend,α,ψk)
• If the pair (β, α) has property B and η is given by lemma 4.1.3, then for
almost any T = (π, λ) ∈ ∆(1)(R) in order to have infinitely many triples
(β, α, n) reduced for T and solutions of equation (1.3) it is sufficient to
have infinitely many solutions k ∈ N of
(4.30) Fkη (π, λ) ∈ ∆
(1)
E(πend,V,ψk)
Proof: Let θ > 1 be the parameter given by proposition 4.3.2 and let ψk be the
associated sequence.
Let us suppose that the pair (β, α) has property A and η is given by lemma
4.1.2. Then for any (π, λ) ∈ ∆(1)(R) equation 4.13 in proposition 4.1.12 gives a
sufficient condition. Proposition 4.3.2 says that for almost any (π, λ) ∈ ∆(1)(R),
to have infinitely many solutions k ∈ N of equation 4.13 it is sufficient to have
infinitely many solutions of
λ̂(rk)α ≤ ψk.
Equation (4.25) in lemma 4.4.3 implies that if (πend, λ) ∈ ∆(1)E(πend,α,ψk), then λα ≤
ψk, therefore for almost any (π, λ) ∈ ∆(R), to have infinitely many solutions k ∈ N
of equation 4.13 it is sufficient to have infinitely many solutions of
λ̂(rk) ∈ ∆(1)E(πend,α,ψk).
If the pair (β, α) has property B and η is given by lemma 4.1.3 then equation
4.14 in proposition 4.1.12 gives a sufficient condition for any (π, λ) ∈ ∆(1)(R).
Applying proposition 4.3.2 we get as before that for almost any (π, λ) ∈ ∆(1)(R),
to have infinitely many solutions k ∈ N of equation 4.14 it is sufficient to have
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Equation (4.28) in lemma 4.4.7 implies that if (πend, λ) ∈ ∆(1)E(πend,V,ψk), then
λV ≤ min{λL, ψk}, therefore for almost any (π, λ) ∈ ∆(R), to have infinitely many
solutions k ∈ N of equation 4.14 it is sufficient to have infinitely many solutions of
λ̂(rk) ∈ ∆(1)E(πend,V,ψk).
The proposition is proved. 
4.6. The local estimate.
4.6.1. Preliminary facts. In this paragraph we develop the notation that
we will use to prove theorem 4.6.1 and we recall some facts from paragraph 2.2.2
in the background.
For any π in any Rauzy class on an alphabet A with d elements let us call
Lebd−1 the Lebesgue measure on the simplex ∆
(1)
π normalized in order to have
Lebd−1(∆
(1)
π ) = 1/d!. With this normalization, for any Rauzy path γ starting at π









Given a family Γπ of Rauzy paths γ starting at π we introduce the notation






For any integer 2 ≤ k ≤ d − 1 and for any (k − 1)-dimensional sub-simplex
∆′ ⊂ ∂∆(1)π let us call Lebk−1 the Lebesgue measure on ∆′ normalized in order
to have Lebk−1(∆
(1)
π ) = 1/k!. Given a proper sub-alphabet A′ of A with d′ < d
letters let us consider the (d′ − 1)-simplex ∆̂(1)π,A′ ⊂ ∂∆
(1)
π whose extremal points
are exactly the vectors eα ∈ Zd with α ∈ A′. If γ is any A′-colored Rauzy path
starting at π, for any α ∈ A′ we have
tBγeα ∈ Span{eα′ ;α′ ∈ A′}
therefore if we call ∆̂(1)γ,A′ ⊂ ∂∆
(1)
γ the (d′ − 1)-face of ∆(1)γ spanned by the vectors
(1/qγα)
tBγeα with α ∈ A′, we have ∆̂(1)γ,A′ ⊂ ∆̂
(1)
π,A′ . For the sub-simplex ∆̂
(1)
γ,A′ , by
the normalization of Lebd′−1 on ∆̂
(1)


















When the sub-alphabet A′ is AW = A\{W} for some letter W ∈ A we will simply
write ∆̂(1)π to denote the (d−2)-simplex ∆̂(1)π,AW . Similarly for any AW -colored path
γ starting at π we will simply denote with ∆̂(1)γ the (d − 2)-simplex ∆̂(1)γ,AW . As a
particular case of the discussion above, ∆̂(1)γ is a sub-simplex of ∆̂
(1)
π . By our choice
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of the normalization of the Lebesgue measure Lebd−2 on ∆̂
(1)
π , for any AW -colored
path γ starting at π we have






For any fixed π and W ∈ A let us consider the AW -decorated Rauzy class RcolW that
contains π (see paragraph 2.2.1 in the background). Here we suppose that RcolW is
essential. In this case we can associated to it a reduced Rauzy class RredW on some
sub-alphabet Ared ⊂ AW . We also have a reduction map red : RcolW → RredW , which
extends to a map red : Πcol(RcolW ) → Π(RredW ). The inclusions Ared ⊂ AW ⊂ A
induce naturally a decomposition





Let us denote PAred : RA → RA
red
and PAW \Ared : RA → RAW \A
red
the canonical
projections respectively on the first and on the second factors in equation (4.33). For
any vector v ∈ RA+ we introduce the simplified notation v̂ := PAred(v). Similarly for
paths ν ∈ Πcol(RcolW ) we also write ν̂ := red(ν) ∈ Π(RredW ). The associated matrix
Bν̂ acts on the first factor in equation (4.33). Lemma 2.2.1 in paragraph 2.2.2 says
that for any ν ∈ Πcol(RcolW ) the associated vector qν = Bν~1 satisfies
(4.34) q̂ν̂ = PAred(q
ν) and PAW \Ared(q
ν) = ~1.
Let a be the number of letters of Ared. For any π ∈ RcolW and ν ∈ Πcol(RcolW ) let
us consider the reduced elements π̂ := red(π) ∈ RredW and ν̂ = red(ν) ∈ Π(RredW ).
Let us also consider the (a − 1)-simplex ∆(1)π̂ corresponding to π̂ and its (a − 1)-
subsimplex ∆(1)ν̂ associated to ν̂. Equation (4.34) implies







Theorem 4.6.1. There exists a positive constant C, that depends only from
the number d of letters of A, such that for any π ∈ R, any letter W ∈ A and any




Proof: By definition paths in E(π,W, ε) are AW -colored. For any γ ∈ E(π,W, ε)
we consider the (d− 1)-simplex ∆(1)γ and its base ∆̂(1)γ defined in paragraph 4.6.1.
Equation (4.32) in paragraph 4.6.1 implies that it is sufficient to prove that there
exist two positive constants N ∈ N and C, with 0 < C < 1, such that for any
π ∈ R, any W ∈ A and any ε > 0 we have
(4.37) Lebd−2{γ ∈ E(π,W, ε) ; qγW < 2
N/ε} ≥ C,
then the theorem follows redefining C by C = C/(d2N ).
Let us call RcolW the decorated Rauzy class that contains π. If RcolW is not es-
sential then E(π,W, ε) contains just one Rauzy path γ. The letter W is the loser of
any arrow composing γ, this implies that qγα = 1 for any α ∈ AW . Therefore, if we
denote with γ(k) the finite Rauzy sub-path of γ composed by its first k arrows, we
have qγ(k)W = k, hence 1/ε ≤ q
γ
W ≤ 1/ε+ 1 and equation (4.37) follows immediately.
76 4. DIVERGENT CASE, ARBITRARY GENUS
It follows that from now on and during all the proof of the theorem we can suppose
that RcolW is essential. Let us call RredW := red(RcolW ) the associated reduced Rauzy
class and Ared ⊂ AW the corresponding sub-alphabet.
We considerAW -colored paths ν : π → π′ starting at π and such that qνW < 1/ε.
Any γ ∈ E(π,W, ε) begins with such a ν. For any such ν let us call E(π,W, ε|ν)
the set of γ ∈ E(π,W, ε) that begin with ν. Let us also call S(π,W, ε|ν) the set of
paths η ∈ Π(RcolW ) starting at the ending point π′ of ν and such that the composed
path γ = νη is in E(π,W, ε|ν). For ν as before and η ∈ S(π,W, ε|ν) the composed
path γ = νη satisfies
qγ = Bηqν .
Definition 4.6.2. An intermediate path is an AW -colored path ν : π → π′
starting at π, such that qνW < 1/ε, that satisfies the following property: for any
AW -colored path η : π′ → π′′ starting from the ending point π′ of ν and containing
at least one arrow where W loses, we have (Bηqν)W ≥ 1/ε.
The set of Rauzy paths starting at π is partially ordered by the relation ≺
defined by equation (2.8) in paragraph 2.1.4. The partial ordering ≺ pass to the
set of intermediate paths starting at π. Let us introduce the set I(π,W, ε) of the
intermediate paths starting at π, minimal with respect to this ordering.
Lemma 4.6.3. For any γ ∈ E(π,W, ε) there exists an unique path ν = ν(γ) ∈
I(π,W, ε) such that γ ∈ E(π,W, ε|ν). On the other hand for any ν ∈ I(π,W, ε) the
set E(π,W, ε|ν) is not empty.
Proof: Let us consider any γ ∈ E(π,W, ε) and let us decompose it as γ = γ′γlast,
where γlast is the last arrow of γ. By minimality of paths in E(π,W, ε) the arrow
γlast has W as loser. The path γ′ : π → π′ is of course AW -colored and satisfies
qγ
′
W < 1/ε. Let us call π
′ the ending point of γ′. Any AW -colored path η : π′ → π′′
starts with γlast, since the other arrow starting from π′ has W as winner, therefore
we can decompose any such η as η = γlastη′. It follows that Bηqγ
′





W > 1/ε and therefore γ
′ is intermediate. For any γ ∈ E(π,W, ε),
among the intermediate beginnings of γ there exist a minimal one, and this one is
of course unique by minimality. The second statement is evident. The lemma is
proved. 
Remark 4.6.4. Let us decompose any γ ∈ E(π,W, ε) as γ = νη, where ν =
ν(γ) ∈ I(π,W, ε) is given by lemma 4.6.3 and η ∈ S(π,W, ε|ν). Let us also consider
the sub-path γ2nd−to−last ≺ γ that ends with the arrow where the letter W loses for
the second to last time in γ. The letter W loses exactly one time in η (at the end of
it), therefore γ2nd−to−last ≺ ν, but in general γ2nd−to−last is not intermediate and
it does not coincide with ν.





Proof: The family of simplices {∆̂(1)γ ; γ ∈ E(π,W, ε)} form a partition mod 0
of the base ∆̂(1)π . On the other hand any γ ∈ E(π,W, ε) starts with the (unique)
minimal intermediate path ν = ν(γ) given by lemma 4.6.3 and for the associated
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simplices we have ∆̂(1)γ ⊂ ∆̂(1)ν . This means that the family of all simplices ∆̂(1)ν with
ν ∈ I(π,W, ε) covers ( mod 0) the base ∆̂(1)π . By minimality of paths ν ∈ I(π,W, ε)
the simplices ∆̂(1)ν are all disjoint, therefore they form a partition mod 0. The
corollary is proved. 
For any integer k ∈ N let us consider the set I(π,W, ε|k) of paths ν ∈ I(π,W, ε)
with M(qν) ≥ 2k/ε. We have I(π,W, ε) =
⋃
k=1..∞ I(π,W, ε|k) (the union is not
disjoint).
Lemma 4.6.6. There exist two positive constants C and θ, that depend only
from the number d of letters of A, such that for any π ∈ R, any W ∈ A, any ε > 0
and for any k ∈ N∗ we have
(4.38) Lebd−2(I(π,W, ε|k)) ≤ Ckθ2−(k−1).
Proof: We decompose any ν ∈ I(π,W, ε) as ν = ν′νlast, where νlast is the last
arrow in ν, and we consider the family
I ′(π,W, ε) := {ν′ ; ν ∈ I(π,W, ε)}.
We note that the map I(π,W, ε)→ I ′(π,W, ε); ν 7→ ν′ is a bijection. This because
if for some ν′ ∈ I ′(π,W, ε) there exist two paths ν1 and ν2 in I(π,W, ε) such that
ν′ = ν′1 = ν
′
2, then ν
′ would be intermediate, which is absurd by minimality of
paths in I(π,W, ε). For any k ∈ N we define the set I ′(π,W, ε|k) of paths ν′ such
that the associated ν is in I(π,W, ε|k)
Let us fix any k ∈ N and consider any ν′ : π → π′ in I ′(π,W, ε|k). By minimality
of paths in I(π,W, ε) the sub-path ν′ is not intermediate. Therefore there exists
an AW -colored path η′ : π′ → π′′ starting at the ending point π′ of ν′, containing
one arrow where W loses and such that we have (Bη′qν
′
)W < 1/ε. Let us call
X ∈ Ared the letter that wins against W in η′. In terms of the reduced path ν̂′ and
the reduced vector q̂ν̂′ , since (Bη′qν
′






Let us fix X ∈ Ared and define the set I(π,W, ε|k,X) of those paths ν ∈ I(π,W, ε|k)
such that the associated path ν′ ∈ I ′(π,W, ε|k) satisfies qν′X < 1/ε. We also define






(the union is not disjoint). For any ν ∈ I(π,W, ε|k,X) and the associated ν′ we
observe that M(qν) ≤ 2M(qν′). It follows that for any ν′ ∈ I ′(π,W, ε|k,X) we have
M(qν
′
) ≥ 2k−1/ε. By definition of the set E(π,W, ε) we have qν′W < 1/ε, therefore







therefore the set Red(I ′(π,W, ε|k,X)) of reduced paths ν̂′ with ν′ ∈ I ′(π,W, ε|X, k)
is contained in
{γ̂ ∈ Π(RredW ) ; q̂
γ̂
X < 1/ε and M(q̂
γ̂) ≥ 2k−1/ε}.
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Let us call a the cardinality of the reduced alphabet Ared. Equation (2.13) in
paragraph 2.2.5 implies that there exist two positive constants C and θ that depends
only from a such that for any k ∈ N we have
Leba−1{γ̂ ∈ Π(RredW ) ; q̂
γ̂
X < 1/ε and M(q̂
γ̂) ≥ 2k−1/ε} ≤ Ckθ2k−1
that implies
Leba−1(Red(I ′(π,W, ε|k,X))) ≤ Ckθ2k−1.
From the last inequality, using equation (4.35) in theorem 2.2.3 (paragraph 2.2.5)
we get




and modulo modifying the constant C it follows trivially that Lebd−2(I(π,W, ε|k,X)) ≤
Ckθ2k−1. When π and W vary (respectively in R and W ), the cardinality of AW
is always smaller than d, therefore we can chose a pair of constants C and θ that
work for any π and W , these C and θ depend only on d. We sum over all X ∈ Ared
and modulo changing C into aC we get equation (4.38). The lemma is proved. 
For any ν ∈ I(π,W, ε) and any integerm ≥ 1 let us consider the set S(π,W, ε|ν,m)
of paths η ∈ S(π,W, ε|ν) such that we have (Bηqν)W ≥ 2mM(qν).
Lemma 4.6.7. There exist two positive constant C and θ, that depend only from
the number d of letters of A, such that for any ν ∈ I(π,W, ε), for the reduced path
ν̂ ∈ Red(I(π,W, ε)) ⊂ Π(RredW ) and for any integer m ≥ 1 we have
(4.39) Pν̂(Red(S(π,W, ε|ν,m))) ≤ Cmθ2−(m−1).
Proof: Let us fix ν ∈ I(π,W, ε) and a positive integer m. Let us consider
any η ∈ S(π,W, ε|ν,m) and let us decompose it as η = η′ηlast, where ηlast is its
last arrow . Since the composed path γ = νη is in E(π,W, ε) then the arrow
ηlast has the letter W as loser. Moreover, since ν is minimal intermediate, the
sub-path η′ is {W}-separated. Let Y ∈ Ared be the letter that wins against W
in the arrow ηlast. Since η′ is {W}-separated and obviously qνW ≤ M(qν), then
(Bη′qν)Y ≥ (2m − 1)M(qν) ≥ 2m−1M(qν), that is
M(Bη′qν) ≥ 2m−1M(qν).
Let us consider the ending point π′ of the fixed path ν and for M ≥ m − 1 let
Γ(ν|M) be the set of {W}-separated paths η′ in the decorated Rauzy class RcolW
starting at π′ such that
2MM(qν) ≤M(Bη′qν) < 2M+1M(qν).
Let us denote Γ̂(ν|M) := Red(Γ(ν|M)). Since any path η′ ∈ Γ(ν|M) is {W}-
separated, remark 2.2.2 in paragraph 2.2.4 implies that there exists a positive inte-
ger s with s ≤ 2(d− 1) such that the reduced path η̂′ of η′ is a concatenation
(4.40) η̂′ = η̂1...η̂s
of s paths η̂i not complete with respect to the reduced alphabet Ared. We put
q̂(0) := q̂ν̂ and η̂0 := ν̂ and for any i = 1..s we define inductively η̂i := η̂i−1η̂i and
q̂(i) := Bη̂i q̂
(i−1). We can find s non-negative integers m1, ..,ms such that for any
i ∈ {1, .., s} we have:
(4.41) 2miM(q̂(i−1)) ≤M(Bη̂i q̂(i−1)) < 2mi+1M(q̂(i−1)).
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It turns out that m1, ..,ms satisfy the relation:
(4.42) M − s− 1 ≤ m1 + ..+ms ≤M.
Let us fix a positive integer s with s ≤ 2(d−1) and s non-negative integers m1, ..,ms
satisfying equation (4.42) and let us define Γ(ν|m1, ..,ms) as the set of η′ ∈ Γ(ν|M)
such that the corresponding reduced path η̂′, decomposed as in equation (4.40),
satisfies the s conditions in equation (4.41) for the values m1, ..,ms. For any k ∈
{0, .., s − 1} we also define the set Γ̂(ν|m1, ..,mk) of those η̂k that satisfy the first
k conditions in equation (4.41) for the first k integers m1, ..,mk. For any η̂k ∈
Γ̂(ν|m1, ..,mk) we define the set Γ̂(ν|m1, ..,mk|η̂k) of those η̂k+1 ∈ Γ̂(ν|m1, ..,mk+1)
that begin with η̂k.
Let us fix any s with s ≤ 2(d − 1), any set of s integers m1, ..,ms satisfying
equation (4.42), any k ∈ {0, .., s−1} and any η̂k ∈ Γ̂(ν|m1, ..,mk). Equation (2.14)
in theorem 2.2.3 (paragraph 2.2.5 in the background) implies that there exist two
positive constants C and θ, depending only from the cardinality of Ared, such that
Pη̂k(Γ̂(ν|m1, ..,mk+1)) ≤ C(mk+1 + 1)θ2−mk+1 .
Applying this last equation s times we get
Pν̂(Γ̂(ν|m1, ..,ms)) ≤ Πsi=1C(mi + 1)θ2−mi ≤ CsMsθ2−M+s+1.
For any s with s ≤ 2(d − 1) the number of possible vectors (m1, ..,ms) ∈ Ns
satisfying equation (4.42) is proportional to Ms−1, therefore summing over all the
possible (m1, ..,ms) ∈ Ns and all the s ∈ {1, .., 2(d − 1)}, modulo changing the
constants C and θ we get
Pν̂(Γ̂(ν|M)) ≤ C(M + 1)θ2−M .
Since {η̂′; η ∈ S(π,W, ε|ν,m)} ⊂
⋃
M≥m−1 Γ̂(ν|M), summing over all M ≥ m − 1
we get
Pν̂{η̂′; η ∈ S(π,W, ε|ν,m)} ≤ Cmθ2−(m−1)
that trivially implies
Pν̂(Red(S(π,W, ε|ν,m))) ≤ Cmθ2−(m−1).
Letting π and W vary respectively in R and A the cardinality of the alphabet Ared
is always less or equal to d− 1, therefore a pair of constant C and θ can be chosen
in order to work for all π and W . These constants will depend only on d. The
lemma is proved. 
Here we finish the proof of theorem 4.6.1. For any k ∈ N let us define
I(π,W, ε|k) := I(π,W, ε) \ I(π,W, ε|k).
For any ν ∈ I(π,W, ε) and for any integer m ≥ 1 let us define
S(π,W, ε|ν,m) := S(π,W, ε|ν)\S(π,W, ε|ν,m).
Let us fix any pair of positive integers (k,m). For any ν ∈ I(π,W, ε|k) we have
M(qν) < 2k/ε. For any ν ∈ I(π,W, ε|k) and for any η ∈ S(π,W, ε|ν,m) we have
(4.43) (Bηqν)W < 2mM(qν) < 2k+m/ε.
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Let C and θ be the constant that appear in lemmas 4.6.6 and 4.6.7. We take N ∈ N
such that CNθ2N−1  1 and we put c := 1 − CNθ2N−1. Equation (4.43) implies
that the set {γ ∈ E(π,W, ε); qγW < 22N/ε} contains⊔
ν∈I(π,W,ε|N)
S(π,W, ε|ν,N).
Lemma 2.2.1 in the background implies that for any ν ∈ I(π,W, ε) we have
Lebd−2(S(π,W, ε|ν,N)) = Lebd−2(∆̂(1)ν )Pν̂(Red(S(π,W, ε|ν,N)))
therefore we get
Lebd−2{γ ∈ E(π,W, ε); qγW < 2
2N/ε} ≥∑
ν∈I(π,W,ε|N)
Lebd−2(∆̂(1)ν )Pν̂(Red(S(π,W, ε|ν,N))) ≥ cLebd−2(I(π,W, ε|N)) ≥ c2
from the results in lemmas 4.6.6 and 4.6.7. Equation (4.37) therefore follows with
C = c2. The theorem is proved. 
4.6.3. Pairs with property B..
Proposition 4.6.8. There exists a positive constant C > 0 such that for any
pair of letters (β, α) satisfying property B, for any pre-reference path η : πstart →
πend given by lemma 4.1.3, for the associated letter V , and for any ε > 0 we have
(4.44) Leb(∆(1)E(πend,V,ε)) ≥ Cε.
Proof: Recall the definition of the set A′ := {x ∈ A ; πtend(x) < πtend(α)}
introduced in paragraph 4.4.2. With the notation of the same paragraph we call
a the number of letters in A′. Let us consider any γ ∈ E(πend, V, ε) and the set
E(πend, V, ε|γ) of those paths γ′ ∈ E(πend, V, ε) that begins with γ. We prove that
(4.45) Pγ(E(πend, V, ε|γ)) ≥
1
2d−a
that implies the proposition with C ′ := C2−(d−a), where C is the constant ap-
pearing in theorem 4.6.1. We recall that for a fixed γ ∈ E(πend, V, ε) any γ′ ∈
E(πend, V, ε|γ) is decomposed as γ′ = γ̂ν(L, a), where γ̂ ∈ ΓA
′
γ (the set of maximal
A′−separated paths beginning with γ, see definition after remark 4.4.5). We have

















since {∆(1)γ̂ ; γ̂ ∈ ΓA
′
γ } form a partition mod 0 of ∆
(1)


















The finite path ν(L, a) is concatenation of d− a bottom arrows. Any of the d− a
letters in A \ A′ is the loser of exactly one of these arrows, on the other hand the












x for x ∈ A′.
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Since the trajectories γ̂ ∈ ΓA′γ are {L}-separated we have q
γ̂
L = 1, therefore if



















−(d−a) and the result in equation (4.45) follows. The propo-
sition is proved. 
4.7. End of the proof: generalized Borel-Cantelli argument.
We fix any pair (β, α) ∈ A2 such that πt(α), πb(β) > 1 for all π ∈ R. We con-
sider a pre-reference path η : πstart → πend as in definition 4.1.6 and the associated
map Fη : ∆(1)(R)→ ∆(1)πend defined by equation (4.9).
Lemma 4.7.1. • If (β, α) has property A, a pre-reference path η can be chosen
as in lemma 4.1.2 and in a way such that the following holds. For any ε > 0 and
for any ν in the sets E(πend, α, ε) or N(πend, α, ε) (introduced in definition 4.4.1),
the simplex ∆(1)ν admits a non-trivial partition into connected components of the
domain of the map Fη.
• If (β, α) has property B, a pre-reference path η can be chosen as in lemma
4.1.3 and in a way such that the following holds. For any ε > 0 and for any ν in
the sets E(πend, V, ε) or N (πend, V, ε) (introduced in definition 4.4.6), the simplex
∆(1)ν admits a non-trivial partition into connected components of the domain of the
map Fη.
Proof: • For any π in the Rauzy class R and any ε > 0 the letter α never wins in
paths in E(π, α, ε) and wins just one times in paths in N(π, α, ε). In view of lemma
4.1.11, to have the required property, it is enough to choose a pre-reference path
η : πstart → πend containing at least two arrows with winner α. This is possible as
observed in remark 4.1.7 at the end of paragraph 4.1.2. Such η cannot be contained
in any path ν in the sets E(πend, α, ε) or N(πend, α, ε).
• Assume now that the pair (β, α) has the property B. Let us recall the defini-
tion of the sub-alphabet A′ of A given in paragraph 4.4.2 and let us denote with a
the number of its elements. In view of lemma 4.1.11, to have the required property,
it is enough to choose a pre-reference path η : πstart → πend containing at least
d− a+ 2 arrows with winner V , this is possible as observed in remark 4.1.7 at the
end of paragraph 4.1.2. Such an η cannot be a sub-path of any path ν in the sets
E(πend, V, ε) and N (πend, α, ε), this because the letter V wins at most d − a + 1
times in paths in these sets. The lemma is proved. 
Definition 4.7.2. For any real number M such that M > 1 we say that the
vector q ∈ RA+ is M -equilibrated if qi < Mqj for any i, j ∈ A. We say that the finite
Rauzy path η is a M -equilibrated path if for any vector q ∈ RA+ the vector Bηq is
M -equilibrated.
Lemma 4.7.3. For any M > 1, if η is a M -equilibrated path and γ is any finite
Rauzy path ending with η, then we have
(4.46) ‖ dPγ
dLebd−1
‖ ≤Md and ‖dLebd−1
dPγ
‖ ≤Md.
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Proof: Let γ be any finite path in the Rauzy diagram ending at the element π
and consider the probability measure Pγ . For any Rauzy path ν starting at the















Since γ ends with η we can write γ = γ′η for some γ′ and therefore qγ = Bηqγ
′
.
Since η is an M -equilibrated path it follows that qγ is an M -equilibrated vector.











When ν varies among all the finite Rauzy paths starting at π the sub-simplices ∆(1)ν
form a base of the Borel σ-algebra of ∆(1)π , therefore the estimation in equation
(4.46) follows. The lemma is proved. 
Lemma 4.7.4. There exists a constant M depending only on the number of
intervals d such we can choose a pre-reference path η : πstart → πend as in definition
4.1.6 which satisfies the supplementary condition of lemma 4.7.1 and which is M -
equilibrated.
Proof: A sufficient condition on η for being M -equilibrated is that all the entries
of the matrix Bη are positive and that its norm ‖Bη‖ is less that M . Since in any
Rauzy class R any letter wins against any other it is sufficient to consider any finite
pre-reference path η : πstart → πend that contains any arrow of the Rauzy diagram
D, this will assure that all entries in Bη are positive. Moreover if η is given by
lemma 4.1.2 we ask that it contains at least two arrows where the letter α wins, if
η is given by lemma 4.1.3 we ask that it contains at least d−a+2 arrows where the
letter V wins. Pre-reference paths satisfying these requirements exist since lemmas
4.1.2 and 4.1.3 just specify the beginning and the ending part of η. Then it is
enough to put M := ‖Bη‖, this value will work for the all pair (β, α). Since the are
(d − 1)2 such pairs the maximum over the cases is still a finite quantity and will
depend just from the number of intervals. 
Definition 4.7.5. Let (β, α) be a pair with πt(α), πb(β) > 1 for all π ∈ R.
A reference path for the pair (β, α) is a pre-reference path η : πstart → πend as in
definition 4.1.6 that satisfy the supplementary conditions in lemma 4.7.4.
Since reference paths form a subset of pre-reference paths, everything we did
for pre-reference paths still work when η is a reference path as in definition 4.7.5.
Therefore from now on, for any pair (β, α) such that πt(α), πb(β) > 1 we consider
a reference path η : πstart → πend as in definition 4.7.5 and we associate to it the
map Fη : ∆(1)(R)→ ∆(1)πend defined in equation 4.1.8. Proposition 4.5.1 still gives a
sufficient condition in order to have, for almost every T ∈ ∆(1)(R), infinitely many
reduced triples (β, α, n) that are solutions of |Tnubβ − utα| < ϕ(n). For any k ∈ N
we recall the family of paths Γ(k),η introduced in paragraph 4.1.2, whose elements
are the paths γk which give the connected components ∆
(1)
γk of the domain of the
k-th iterated of Fη. Theorem 4.6.1, proposition 4.6.8 and lemma 4.7.3 imply the
following consequence:
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Corollary 4.7.6. There exists a constant C > 0, depending only on the num-
ber of intervals d, such that for any (π, λ) ∈ ∆(1)(R) without connections, any
k ∈ N and any γk ∈ Γ(k),η such that (π, λ) ∈ ∆(1)γk , we have the following estimates.









Proof: Let us consider a reference path η as in definition 4.7.5 and the associated
map Fη. By the definition of Fη, for any k ∈ N, any γk ∈ Γ(1),η ends with η
and this one in M -equilibrated. Therefore we can apply lemma 4.7.3 and we get
‖ dPγkdLebd−1 ‖ ≤ M
d and ‖dLebd−1dPγk ‖ ≤ M
d. If η is chosen as in lemma 4.1.2 we apply




) ≥MdLebd−1(∆(1)E(πend,α,ψk)) ≥ CM
dψk.
Equation (4.47) follows redefining C as CMd. If η is chosen as in lemma 4.1.3 we








Equation (4.48) follows redefining C as C ′Md. The corollary is proved. 
4.7.1. The Borel-Cantelli argument. Here we finish the proof of propo-
sition 4.0.6. From now on the proof is the same both for pairs with property A
and pairs with property B. Therefore to simplify our notation, for any k ∈ N we
just write Ek instead of E(πend, α, ψk) (if the pair (β, α) has property A) or instead
of E(πend, α, ψk) (if the pair (β, α) has property B). We also write Nk instead of
N(πend, α, ψk) (if the pair (β, α) has property A) or instead of N (πend, α, ψk) (if










Ck := {(π, λ) ∈ ∆(1)(R);Fkη (π, λ) ∈ ∆(1)(Nk)}.
For any k ∈ N and any finite Rauzy path ν recall the set Γ(k),ην defined in para-
graph 4.1.2 of those finite Rauzy path γk such that ∆
(1)
γk is a connected component





Lemma 4.7.7. Let C be the constant appearing in corollary 4.7.6. For any pair

































(1)(Nn)) ≤ (1− Cψn)
∑
γn∈Γ(n),η
Leb(∆(1)γn ) = (1− Cψn)
thanks to corollary 4.7.6. According to lemma 4.7.1 the path η is not contained
in any νn ∈ Nn. Corollary 4.1.10 implies that for any νn ∈ Nn the simplex ∆(1)νn
admits a non-trivial decomposition into connected components of the domain of





For any γn ∈ Γ(n),η, any νn ∈ Nn and any γ1 ∈ Γηνn we define the path γn+1 =
γnνnγ1, which corresponds to a connected component ∆
(1)
γn+1 of the domain of





Let us suppose that for m > n we have Leb(
⋂m















According to lemma 4.7.1 the path η is not contained in any νm ∈ Nm. Corollary
4.1.10 implies that for any νm ∈ Nm the simplex ∆(1)νm admits a non-trivial decom-






For any γm in the union above, any νm ∈ Nm and any γ1 ∈ Γηνm we define the
path γm+1 = γmνmγ1, which corresponds to a connected component ∆
(1)
γm+1 of the























νm+1) and recalling corol-





















































and by the induction hypothesis we get that Leb(
⋂m+1
n Ck) ≤ Π
m+1
k=n (1−Cψk). The
lemma is proved. 





n∈N(1− an) = 0.
Proof: The proof is a classical exercise in calculus. 
For any N ∈ N we put C̃N :=
⋂∞
k=N Ck. Thanks to lemmas 4.7.7 and 4.7.8 we
have Leb(C̃N ) = 0 for any N ∈ N. Any (π, λ) for which there is just a finite number
of solutions of
Fkη (π, λ) ∈ Ek
is contained in some C̃N and Leb(
⋃
N∈N C̃N ) = 0, that is, for almost any (π, λ) ∈
∆(1)(R) there are infinitely many solutions k ∈ N of Fkη (π, λ) ∈ Ek. In the two
cases of property A or B this means that equations respectively (4.29) or (4.30)
have infinite solutions for almost any (π, λ) ∈ ∆(1)(R). Therefore proposition 4.5.1
implies proposition 4.0.6 at the beginning of this chapter. Thanks to 3.3.1 part




Divergent case, genus one
In this section M denotes a topological torus and Σ ⊂ M a finite subset with
r elements. We consider translation structures X on the pair (M,Σ). Let us fix a
singular point p0 ∈ Σ as base point for the absolute periods H1(M,Z). If w is an




w; γ ∈ H1(M,Z)}
defines a lattice, that is a co-compact subgroup of C. The holomorphic 1-form w is
identified with the constant form dz over C/Λ and is therefore uniquely determined.
The moduli space of holomorphic 1-forms on a torus is therefore identified with the
space of lattices, that is GL(2,R)/SL(2,Z). Let pi 6= p0 be any other point in Σ
different from the base point of the absolute periods. Since w has no zeros on M
the only free parameter left to determine a translation structure X is the position
of pi. This position is identified with the coset Λi := Λ + vi of Λ in C (where vi is




w; γ connects p0 to pi}
that is the integral of w over the relative periods starting at p0 and ending at pi.
The datum of a translation structure X on a torus with r marked points is often
called marked torus. Fixing in p0 the origin of the associated lattice Λ and calling
vi the position of any other pi 6= p0 we write
X = (Λ, v1, .., vr−1).
At any point in Σ the total angle is 2π, therefore the stratum associated to these
topological data is H(0, .., 0), where the coefficient 0 appears r times. Since all
the angles at marked points are 2π, for any pi ∈ Σ there is just an horizontal
outgoing separatrix. It follows that the moduli space Ĥ(0, .., 0) defined in paragraph
3.1.1 coincides with H(0, .., 0). In particular, for any X ∈ H(0, .., 0), to specify a
configuration of saddle connection it is enough to fix the pair pi, pj of points in Σ
where the saddle connection starts and ends respectively. Therefore for a marked
torus X and for i, j ∈ {0, .., r − 1} we redefine the configuration C(pj ,pi)(X) as
the set of straight segments on X that connect pj with pi and that have no other
marked point in their interior.
5.1. Some more background.
Theorem 1.4.1 and theorem 1.4.2 concern respectively marked tori and irra-
tional rotations, anyway to prove them we use some arguments which work in gen-
eral for translation surfaces of any genus and interval exchange transformations.
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We collect these arguments in this preliminary paragraph, the reader can skip and
come back to it after reading paragraph 5.2.
5.1.1. Action of SO(2,R) on ∆(1)(R). In this paragraph we apply to a trans-
lation structure X(π, λ, τ) a rotation of its vertical direction and we study what is
the effect on the parameter space of length data normalized to one. Let us fix any
admissible datum π over the alphabet A and consider the application
(5.1) ρπ : ∆π ×Θπ → ∆
(1)
π
(λ, τ) 7→ ‖λ‖−1λ.
For any λ ∈ ∆π let us consider the linear map f(π,λ) in hom(Rd, (~1)⊥) defined by




Note that ‖λ‖ = 〈λ,~1〉, but for the vector τ we use the scalar-product notation to
stress that 〈τ,~1〉 may also be negative. For any (λ, τ) ∈ ∆π ×Θπ we also consider
the function s(λ,τ) : (−π/2, π/2)→ R defined by
(5.3) s(λ,τ)(θ) =
tan θ
‖λ‖ − 〈τ,~1〉 tan θ
.
Now let us consider any stratum H̃i(k1, .., kk) of the moduli space of translation
surfaces marked in pi. For any π ∈ Si(k1, .., kk) it is identified with H̃(Mπ,Σπ, k).
We recall the subset fπ ⊂ ∆π defined in paragraph 2.4.3 and the embedding
Iπ : fπ × Θπ → H̃i(k1, .., kr) defined in paragraph 2.4.4. Iπ has a continuous
extension
Iπ : ∆π ×Θπ → H̃i(k1, .., kr)
(λ, τ) 7→ X(π, λ, τ)
Now we fix any (λ, τ) ∈ ∆π×Θπ and we consider consider the associated translation
surface X(π, λ, τ) = Iπ(λ, τ) ∈ H̃i(k1, .., kr). Let SO(2,R)X(π, λ, τ) be the orbit of
X(π, λ, τ) under the application θ 7→ RθX(π, λ, τ), where
Rθ :=
(
cos θ − sin θ
sin θ cos θ
)
.
Let C(π, λ, τ) be the connected component of SO(2,R)X(π, λ, τ) ∩ Iπ(∆π × Θπ)
that contains X(π, λ, τ). Let I(π, λ, τ) ⊂ (−π/2, π/2) be the maximal interval such
that the parametrization
(5.4)
I(π, λ, τ) → C(π, λ, τ)
θ 7→ RθX(π, λ, τ)
is defined: it is an open interval containing 0. There exists an unique lift
(5.5)
I(π, λ, τ) → ∆π ×Θπ
θ 7→ (λθ, τθ)
of the parametrization in equation (5.4) such that for any θ ∈ I(π, λ, τ) we have
RθX(π, λ, τ) = Iπ(λθ, τθ) and for θ = 0 we have (λ0, θ0) = (λ, θ). Let ρπ be
the application defined by equation (5.1), let f(π,λ) be the linear map defined by
equation (5.2) and s(λ,τ) be the smooth function defined by equation (5.3). We
have the following:
5.1. SOME MORE BACKGROUND. 89
Lemma 5.1.1. Let us consider any (λ, τ) in ∆π × Θπ, the associated transla-
tion surface X(π, λ, τ) in H̃i(k1, .., kr) and the interval I(π, λ, τ) defined by equation
(5.4). The function s(λ,τ) restricted to I(π, λ, τ) gives a smooth change of parame-
ter, moreover if θ 7→ (λθ, τθ) is the lift of the application θ 7→ RθX(π, λ, τ) defined
in equation (5.5), then the map θ 7→ ρπ(λθ, τθ) satisfies




that is it is a diffeomorphism which sends I(π, λ, τ) onto an open segment R(π, λ, τ)
in ∆(1)π .
Proof: For the data (π, λ, τ) let us consider the vectors ξtα, ξ
b
β ∈ C defined in









that gives the explicit formula for the endpoints of the interval I(π, λ, τ):

















The function s(λ,τ) has a singularity for θ = arctan(‖λ‖/〈τ,~1〉), that is not in





(1 + θ2)(‖λ‖ − 〈τ,~1〉 tan θ)2
> 0
for all θ ∈ I(π, λ, θ) and the assertion on s(λ,τ) follows. The explicit formula for the
lift θ 7→ (λθ, τθ) in equation (5.5) is λθ = λ cos θ − τ sin θ and τθ = λ sin θ + τ cos θ.
After some elementary computations, we get











For θ ∈ I(π, λ, τ) we have λθ ∈ RA+, therefore 〈λθ,~1〉 = ‖λ‖ cos θ − 〈τ,~1〉 sin θ > 0.
The lemma is proved. 
5.1.2. Getting reduced triples from non-reduced ones.
Lemma 5.1.2. Let T be an i.e.t. without connections. There exist an ε > 0
(depending on T ) such that the following is true. If (β, α, n) with πt(α), πb(β) > 1
and n ∈ N is a triple non reduced for T and such that
(5.7) |Tnubβ − utα| < ε
then there are two triples (β, x, h) and (y, α, l) reduced for T with 0 ≤ h, l < n that
satisfy
(5.8) |Thubβ − utx|, |T luby − utα| < |Tnubβ − utα|.
Proof: First of all we chose
ε := 1/2 min
x,y∈A
|utx − uby|
(When taking the minimum it is understood that we don’t consider the trivial
distances utx − utx = 0 or uby − uby = 0 for all x, y ∈ A). Since T has no connections
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we have ε > 0. In particular our choice implies that all the intervals Itx or I
b
y with
x, y ∈ A have length at least 2ε. Let α, β be letters in A such that πt(α), πb(β) > 1
and let (β, α, n) be a triple non reduced for T and such that condition in equation
(5.7) holds. Being non reduced there exists some k ∈ {0, .., n} and a letter z ∈ A
with utz ∈ T−k(I(β, α, n)) or ubz ∈ T−k(I(β, α, n)). We consider the smallest k ∈
{0, .., n} such that the last condition holds. By minimality of k we have that T−i
is a translation on I(β, α, n) for any i = 0, .., k, that is
|Tnubβ − utα| = |Tn−kubβ − T−kutα| < ε.
Without any loss in generality we suppose that we have utz ∈ T−k(I(β, α, n)). We
can also suppose that we have




Since by our choice of ε we have |utx − uty| > ε for any x 6= y the condition above
implies k ≥ 1. Moreover there are no other points utw or ubw in T−k(I(β, α, n)).
The first inequality in equation (5.9) implies that (β, z, n− k) is a triple with
|Tn−kubβ − utz| < |Tnubβ − utα|.
Now we look to the second inequality in equation (5.9). By minimality of k no
other singularities of T or T−1 are contained in (utz, T
−kutα) and in all its iterates
T i(utz, T
−kutα) for any i = 0, .., k. We apply T one time on the interval. Recalling
that for any letter x ∈ A we have limε→0 T (utx + ε) = ubx, we get
ubz < T
−(k−1)utα.
Then we apply T the remaining k− 1 times and we get that the triple (z, α, k− 1)
satisfy
|T k−1ubz − utα| < |Tnubβ − utα|.
Now, if both the two triples are reduced, we are done. If not we call j(β, α, n)
the number of singularities, both for T and T−1, that are contained in the orbit
I(β, α, n), T−1I(β, α, n), .., T−1I(β, α, n).
We observe that j(β, z, n − k), j(z, α, k − 1) < j(β, α, n), therefore we can start a
descending induction procedure until we get two reduced triples. Observe that in
this procedure equation (5.8) keeps true and that the the two letters β and α are
always respectively the first letter of the triple (β, x, h) and the second in the triple
(y, α, l). The lemma is proved. 
Let ϕ : N→ R+ be a sequence such that nϕ(n) is decreasing monotone.
Corollary 5.1.3. Let T be an i.e.t. without connections and let (β, α) ∈ A2
with πt(α), πb(β) > 1. If there exist infinitely many triples (β, α, n), not reduced
for T but solutions of equation (1.3), that is such that
|Tnubβ − utα| ≤ ϕ(n),
then there are two letters x, y in A with πt(x), πb(y) > 1 and two sequences of
triples (y, α, li) and (β, x, hi) reduced for T and solutions of equation (1.3)
Proof: We first observe that since nϕ(n) is decreasing monotone, then ϕ(n)→ 0
as n → ∞, therefore any sequence of triples (β, α, ni) that satisfy equation (1.3)
eventually satisfy condition (5.7) in lemma 5.1.2.
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Let us suppose to have a sequence of triples (β, α, ni) non reduced for T and
satisfying equation (1.3). We construct the two sequences (y, α, li) and (β, x, hi) of
reduced triples as follows. Let us first apply lemma 5.1.2 to any (β, α, n1) with n1
big enough. We get two reduced triples (y1, α, l1) and (β, x1, h1). Since h1, l1 < n1
and ϕ(n) is decreasing monotone, then equation (5.8) implies that (y1, α, l1) and
(β, x1, h1) are solutions of equation (1.3).
Let us suppose by induction that (yk, α, lk) and (β, xk, hk) are chosen. Then
we take nk+1 such that
|Tnk+1ubβ − utα| < min{|Thkubβ − utx|, |T lkuby − utα|},
and we apply lemma 5.1.2 to (β, α, nk+1). We get two reduced triples (yk+1, α, lk+1)
and (β, xk+1, hk+1). Since hk+1, lk+1 < nk+1 and ϕ(n) is decreasing monotone,
then equation (5.8) implies that (yk+1, α, lk+1) and (β, xk+1, hk+1) are solutions of
equation (1.3).
It may happen that the pairs of letters (xk, yk) appearing in these two sequences
are not always the same, anyway there exist some pair (x, y) and two subsequences
of (yk, α, hk) and (β, xk, lk) such that this is true. The corollary is proved. 
5.2. Reduction to an arithmetic formulation.
In this paragraph we assume part b) theorem 1.4.2 and we prove theorem 1.4.1.




ϕ(t)dt = ∞ then for any X ∈ H(0, .., 0) and for almost any θ ∈ S1 the
rotated marked torus Xθ has at least 2r−1 different configurations C(pj ,pi)(Xθ) each
one containing infinitely many saddle connection γ which are solutions of equation
(1.4), that is:




Remark 5.2.1. For an arbitrary marked torus X we cannot expect that almost
any Xθ in its SO(2,R) orbit is modϕ-Liouville, that is we cannot expect that for
generic θ any configuration C(j,i)(Xθ) contains infinitely many saddle connections
satisfying equation (1.4). For example, with r = 4 marked points, we can consider
the marked torus X = (Λ, v1, v2, v3) given by the lattice Λ = Z2 and by the extra
marked points v1 := (1/2, 0), v2 := (0, 1/2) and v3 := (1/2, 1/2) (we recall that in
this chapter we denote Σ = {p0, .., pr−1}, where p0 always coincides with the origin
of the lattice Λ). For such X it is easy to check that for any i = 0, 1, 2, 3 and for
any θ ∈ [0, 2π) all the configurations C(i,i)(Xθ) are empties.
For arbitrary X we also ask if our result is optimal, that is if it is always possible
to find, for generic θ, more than 2r − 1 configurations for Xθ containing each one
infinitely many solutions of equation (1.4) .
Let us recall that any translation surface X (including marked tori) determines
an (unique) abelian differential wX , that defines an element of hom(H1(M,Σ,Z),C).
For any θ ∈ [−π, π) let us call wθ the abelian differential associated to Xθ and also
the associated element in hom(H1(M,Σ,Z),R2).
Lemma 5.2.2. Let X ∈ H(0, .., 0) without any vertical or horizontal connection.
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• There exists a basis {γ̃1, γ̃2} of the absolute homology H1(M,Z) such that
the periods wi := wX(γ̃i) of wX satisfy
(5.10) <(w1),<(w2) > 0 and =(w1) < 0,=(w2) > 0.
• There exist an open interval I ⊂ R containing 0 such that for any θ ∈ I
the periods wi(θ) := wθ(γ̃i) of the rotated marked torus Xθ (over the base
{γ̃1, γ̃2} of H1(M,Z) constructed above) satisfy equation (5.10).
Proof: The periods of wX over the absolute homology H1(M,Z) form a lattice
Λ ⊂ C. The first part of the statement correspond to find a base {w1, w2} of Λ







the changes of base correspond to multiplication on the right by elements of SL(2,Z).
Since X has neither vertical nor horizontal connections, both the quantities
a<(w1) + c<(w2) and b=(w1) + d=(w2)
are never zero for any choice of integers a, b, c, d ∈ Z with ad − bc = 1. Using the
generators of SL(2,Z) it is a trivial exercise to find a base satisfying equation (5.10).
To prove the second part it is sufficient to argue that condition in equation
(5.10) is open in SL(2,R), therefore it keeps true under small rotations. The lemma
is proved. 
Let R be a Rauzy class on an alphabet A with d = r + 1 letters such that
there are i.e.t. in ∆(R) that are rotations. An element π ∈ R is called rotational
if πt(α)− πb(α) = const mod d for any α ∈ A. Interval exchange transformation
with rotational combinatorial data are rotations.
Lemma 5.2.3. Let X ∈ H(0, .., 0) without any vertical or horizontal connection.
Let I be the open interval associated to X by lemma 5.2.2. There exist a rotational
π such that for any θ ∈ I the rotated marked torus Xθ has length-suspension data
in ∆π ×Θπ.
Proof: Let Λ be the lattice in C associated to X and let {w1, w2} be the base of
Λ given by lemma 5.2.2. The origin of the lattice is identified with the 0 of C. Let
S be the open segment on the real line of C defined by
S = (0,<(w1 + w2)).
The interval S projects to an interval in the quotient C/Λ, that we still call S. This
interval is parallel to the horizontal direction, its left endpoints is p0 and the right
one is on the vertical line passing trough p0. It follows that the first return map
to the section S of the vertical flow on X is a rotation, therefore its combinatorial
datum π is rotational. It follows that the marked torus X is representable with
length-suspension data (λ, τ) in ∆π×Θπ. Now let θ vary in the interval I given by
lemma 5.2.2. Let Λθ be the lattice in C associated to Xθ and let {w1(θ), w2(θ)} be
the base of Λθ given by lemma 5.2.2. Then the embedding in C/Λθ of the horizontal
open segment Sθ defined by
Sθ = (0,<(w1(θ) + w2(θ)))
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gives a section for the vertical flow on Xθ that make the same construction work.
Therefore Xθ is suspension of an i.e.t. with the same combinatorial datum π as X,
that is a rotation. The lemma is proved. 
For the rotational π determined by lemma 5.2.3 and for x ∈ A let us introduce
the elements U t/bx ∈ homZ(Rd,R) (with coefficients in N, therefore positive on Rd+)
defined by the formula




Their meaning is that if T = (π, λ) then the singularities for T and T−1 are given






y(λ). For the same π let us also call A and
M the letters in A such that respectively πt(A) = 1 and πb(M) = 1. Since any T
in ∆π is a rotation it is continuous at all utx except for x = M . For the same reason
T−1 is continuous at all uby except for y = A. For T = (π, λ) let us call T̂ = (π, λ̂)
the corresponding normalized i.e.t. (where λ̂ = (‖λ‖−1λ). It easy to see that the
rotation number α = α(T ) of T ∈ ∆π is given by
(5.11) α(T ) = U bA(λ̂).
In other terms for T̂ : [0, 1)→ [0, 1) we have.
(5.12) T̂ x = x+ α(T ) mod Z.
If π is the rotational element determined by lemma 5.2.3, for any x in A we consider
the relative homology classes ζ̃x ∈ H1(M,Σ,Z) defined in paragraph 3.2.1. All these
elements depend only on π and x.
Let X and I be respectively the flat torus and the open interval in lemma
5.2.2. For any θ in the I we consider the complex numbers ζx(θ) := wθ(ζ̃x). For
any x ∈ A let us decompose ζx(θ) as ζx(θ) = λx(θ) + iτx(θ), where λx(θ) and τx(θ)
are real. Lemma 5.2.3 implies that for any θ ∈ I the rotated marked torus RθX
is representable with the zippered rectangles constructions of paragraph 2.4.1 and
moreover it has length-suspension data in ∆π ×Θπ, that is λ(θ) ∈ ∆π, τ(θ) ∈ Θπ
and RθX = X(π, λ(θ), τ(θ)) for any θ ∈ I. In particular the i.e.t. Tθ := (π, λ(θ)) is
a rotation. As before, the top/bottom singularities of Tθ = (π, λ(θ)) are given by
u
t/b
x (θ) = U
t/b
x (λ(θ)) and among these points the only two true discontinuity points




θ ). If for any θ ∈ I we put λ̂(θ) = ‖λ(θ)‖−1λ(θ)
we have a normalized rotation T̂θ = (π, λ̂(θ)). The top singularities for T̂θ and T̂−1θ







ones the only two true discontinuity point are respectively ûtM (θ) and û
b
A(θ).
Proposition 5.2.4. Let us suppose that
∑∞
n=1 ϕ(n) = ∞. Then for any pair
y, x of letters in A such that πt(x), πb(y) > 1 and almost any θ in the interval I
(defined by lemma 5.2.2) there exist infinitely many triples (y, x, n) that are solu-
tions of |T̂nθ ûby(θ)− ûtx(θ)| ≤ ϕ(n). Anyway these triples may not be all reduced for
T̂θ.
Proof: (Using part a) of theorem 1.4.2.) Let (λ, τ) ∈ ∆π × Θπ such that the
marked torus X coincides with X(π, λ, τ). Lemma 5.1.1 implies the map θ 7→ T̂θ
is the parametrization of a segment in ∆(1)π , in particular the length datum λ̂(θ) of
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T̂θ is given by
λ̂(θ) = λ+ s(π,λ)(θ)f(π,λ)(τ)
where the linear map f(π,λ) : Θπ → (~1) and the smooth function s(π,λ) : I → R
are defined in paragraph 5.1.1. In particular we recall that the function s(π,λ) is a
smooth change of parameter on I. Let y, x be letters inA such that πt(x), πb(y) > 1.
By linearity of the functionals U tx and U
b
y defined above we have that the singular-
ities ûtx(θ) and û
b















where v̂tx and v̂
b
y are the values respectively of U
t
x and of U
b
y on f(π,λ)(τ). The
last pair of equations, together with equation (5.12), implies that the quantity
|T̂nθ ûby(θ)− ûtx(θ)| equals to
(5.13) ‖(ûby(0) + s(π,λ)(θ)v̂by) + nα(θ)− (ûtx(0) + s(π,λ)(θ)v̂tx)‖.
Using equation (5.11) again we see that the rotation number α(θ) of T̂θ is given by





with v̂bA = U
b
A(f(π,λ)τ).
Lemma 5.2.5. For any marked torus X = X(π, λ, τ) we have v̂bA 6= 0.

































Recall the Veech construction of paragraph 2.4.1. For any x ∈ A the eight of the




πb(y)<πb(x) τy. Since π is rotational, the
condition πb(x) < πb(A) is equivalent to πt(x) ≥ πt(M) and πb(x) ≥ πb(A) is


















In the same way we get that for πb(x) ≥ πb(A) we have hx = −
∑
πb(y)<πb(A) τy.
We conclude that ‖λ‖v̂bA = Area(X) 6= 0, ant the lemma is proved. 
Lemma 5.2.5 implies that we can write
(5.14) s(π,λ)(θ) = (α(θ)− ûbA(0))/(v̂bA)
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Putting together equations (5.13) and (5.14) we get that for any y, x ∈ A such that
πt(x), πb(y) > 1 there exists real constants Cx,y and Dx,y (depending on π, λ, τ)
such that for any n ∈ N we have
(5.15) |T̂nθ ûby(θ)− ûtx(θ)| = ‖Cx,y + (n+Dx,y)α(θ)‖.
We apply theorem 1.4.2 with the two fixed constants Cx,y and Dx,y and we get that
for almost any α ∈ [0, 1) there are infinitely many solutions n ∈ N of
‖Cx,y + (n+Dx,y)α‖ ≤ ϕ(n).
Now we recall that in lemma 5.1.1 we proved that for any data (π, λ, τ) the function
θ 7→ s(π,λ)(θ) is C∞ and invertible on I. Together with equation (5.14) this implies
that the function I → [0, 1); θ 7→ α(θ) is C∞ and invertible on I, in particular it
preserves sets of zero lebesgue measure. Therefore we get that for any y, x ∈ A
such that πt(x), πb(y) > 1 and for almost any θ ∈ I there are infinitely many triples
(y, x, n) that are solution of
|T̂nθ ûby(θ)− ûtx(θ)| ≤ ϕ(n)
and proposition is proved. 
5.2.1. Proof of theorem 1.4.1. Let X ∈ H(0, ..0). We want to prove a
statement that concerns almost any Y ∈ SO(2,R)X. For any X the set of marked
tori Y in SO(2,R)X that have horizontal or vertical connections form a countable
subset of SO(2,R)X. It follows that to prove theorem 1.4.1 it is sufficient to prove
that for any X ∈ H(0, .., 0) without vertical or horizontal connections there exists
an interval I ⊂ R containing 0 such that for almost any θ in I the statement
holds for the rotated marked torus RθX. Given X without vertical or horizontal
connections we consider the interval I given by lemma 5.2.2 and let θ vary in I.
We recall that if T̂θ = (π, λ̂(θ)) is the normalized of Tθ = (π, λ(θ)), then we
have λ(θ) = ‖λ(θ)‖λ̂(θ). This implies that




We decompose I into subsets Ik with k ∈ Z such that for any θ ∈ Ik we have
2k−1 ≤ ‖λ(θ)‖ < 2k. Let us suppose that
∑∞
n=1 ϕ(n) =∞. Let us fix any k. Since
to multiply ϕ by a factor 2k does not affect the divergence (or the convergence) of
its series, proposition 5.2 implies that for any y, x such that πt(x), πb(y) > 1 and
almost any θ in Ik there exists a sequence of triples (y, x, n) that are solutions of
|Tnθ uby(θ)− utx(θ)| ≤ ϕ(n).
Since the last statement holds for any k ∈ Z, then it holds for almost any θ ∈ I.
Let us fix y, x such that πt(x), πb(y) > 1 and consider a (generic) θ ∈ I such that
there exist infinitely many triples (y, x, n) as above. There are two cases:
(1) The family of triples (y, x, n) contains a subsequence (y, x, ni) of triples
reduced for Tθ. In this case we keep the subsequence (y, x, ni).
(2) The family of triples (y, x, n) contains just finitely many reduced triples
(possibly 0). In this case we apply corollary 5.1.3 and we get two pairs
(y, ν) and (µ, x) in A2 with πt(x), πt(ν), πb(y), πb(µ) > 1 that correspond
to two infinite families of triples (y, ν, l) and (µ, x, h) reduced for Tθ and
solutions of equation (1.3).
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Without any loss of generality we can now suppose that Area(X) = 1 and therefore
that Area(RθX) = 1 for all θ ∈ I. (If Area(X) 6= 1, since the multiplication of ϕ
by a constant keep its integral divergent, we can still make the argument work).
We can also suppose that RθX has uniquely ergodic vertical flow, since this is
true for almost any θ ∈ I. Then we apply proposition 3.2.3 and the two cases
above lead to the following two possible situations: in case (1) the configuration
C(y,x)(RθX) contains infinitely many solutions of equation (1.4), in case (2) the
two configurations C(y,ν)(RθX) and C(µ,x)(RθX) contain infinitely many solutions
of equation (1.4).
Now we consider all the pairs (y, x) ∈ A2 with πt(x), πb(y) > 1, we apply the
argument above and we look at all the different configurations C(w,v)(RθX) that
contain infinitely many solutions of equation (1.4) obtained in this way. The worst
case is when for all the pairs x, y we always have case (2) and moreover the letters
µ and ν that appear applying corollary 5.1.3 are always the same. In this case
we have exactly 2r− 1 different configurations containing each one infinitely many
solutions of equation (1.4). In all the other cases the different configurations are
always more than 2r − 1. Theorem 1.4.1 is proved.
5.3. Proof of the arithmetic statement.
This paragraph is devoted to the proof of theorem 1.4.2. We recall the state-
ment. We consider equation (1.9), that is
{(n+ x)α− y} < ϕ(n)
where ϕ : N → R+ is a positive sequence such that nϕ(n) is decreasing monotone
and v = (x, y) is any fixed vector in R2. Then theorem 1.4.2 says:
a: If
∑∞
n=1 ϕ(n) < +∞, then for almost every α ∈ R+ there exist finitely
many solutions n ∈ N of equation (1.9).
b: If
∑∞
n=1 ϕ(n) = ∞ then for almost any α equation (1.9) has infinitely
many solutions n ∈ N.
Part a) of the theorem correspond to the easy half of the Borel-Cantelli argu-
ment and we can prove it directly here. Let us fix any pair of integers m and n in
N and let us consider the set
Cmn := {α ∈ [m,m+ 1); {(n+ x)α− y} < ϕ(n)}.
We also consider the function fn,m : [m,m + 1) → [0, 1), defined by fn,m(α) :=
{(n+x)α−y}, which is piecewise linear and has the same slope on all its branches.
The branches of fn,m are defined on sub-intervals of [m,m + 1), if we exclude the
leftmost and the rightmost of these intervals all the others have the same length
(equal to 1/(n+ x)) and restricted to them fn,m is surjective onto [0, 1). It follows
than for any ε > 0 and any n big enough, for any subinterval I of [0, 1) we have
Leb(f−1n,m(I)) ≤ (1 + ε)Leb(I).
In particular for any m in N and for any n big enough we have Leb(Cmn ) ≤ (1 +
ε)ϕ(n). Since ϕ has convergent series it follows that
∞∑
n=1
Leb(Cmn ) < +∞
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and therefore equation (1.9) has just finitely many solutions for almost any α in the
interval [m,m+1). Since the same argument works on any other interval [m,m+1)
then part a) of theorem 1.4.2 follows.
Part b) of theorem 1.4.2 is more complicated and its proof takes the remaining
of this section. In the next two paragraphs we recall some classical facts about the
continued fraction algorithm (paragraph 5.3.1, see [K] for more details) and develop
some useful machinery (paragraph 5.3.2, which is a rephrasing of some ideas coming
from [Y2] at pages 105,106.).
5.3.1. About the classical continued fraction. For two vectors v, w ∈ R2+
we write
v ≺ w if det(v, w) > 0 and v  w if det(v, w) ≥ 0
where (v, w) denotes the matrix with v as first column vector and w as second
column vector. Let us define r−2 := (1, 0) ∈ N2 and r−1 := (0, 1) ∈ N2. For any
α ∈ R+ we define a vector r0 = r0(α) ∈ N2 by
r0(α) := a0(α)r−1 + r−2
where a0(α) ∈ N is such that a0r−1 +r−2  (1, α) ≺ (a0 +1)r−1 +r−2. Let us write
the vector r0(α) as r0(α) = (q0(α), p0(α)), with q0(α), p0(α) ∈ N. Letting α vary
in R+ we introduce the family of integer vectors Q0 := {r0(α);α ∈ R+} ⊂ N2 and
the partition Q0 := {I(r0); r0 ∈ Q0} whose elements are the intervals I(r0) with
constant value for the function α 7→ r0(α).
Now let us suppose that for any α > 0 and for all i < n we have defined all
the vectors ri(α) = (qi(α), pi(α)), with qi(α), pi(α) ∈ N, the associated families
of integer vectors Qi := {ri(α);α ∈ R+} and the partitions Qi := {I(ri); ri ∈ Qi}
whose elements are the intervals I(ri) ⊂ R+ with specified value for the function
α 7→ ri(α). Then we define by induction
(5.16) rn(α) := an(α)rn−1(α) + rn−2(α)
where an(α) is the positive integer such that
anrn−1 + rn−2  (1, α) ≺ (an + 1)rn−1 + rn−2 if n is even
and
(an + 1)rn−1 + rn−2 ≺ (1, α)  anrn−1 + rn−2 if n is odd .
We write rn(α) = (qn(α), pn(α)) with qn(α), pn(α) ∈ N and letting α vary in R+
we define the family of integer vectors Qn := {rn(α);α ∈ R+} and the partition
Qn := {I(rn); rn ∈ Qn} whose elements are the intervals I(rn) ⊂ R+ with specified
value for the function α 7→ rn(α). For any n ∈ N we also consider the σ-algebra
generated by the partition Qn and we still call it Qn.
Definition 5.3.1. For any fixed α ∈ R+ we say that the vectors rn(α) ∈ N2
defined above are the approximations of α with respect to the continued fraction
algorithm.
Let us now consider any interval J contained in R+ (endpoints included or not)
and define
(5.17) i(J) := min
{






98 5. DIVERGENT CASE, GENUS ONE
Let us define Ji(J) ⊂ I as the maximal subinterval that is measurable with respect
to Q16i(J). It is easy to show that Ji(J) is not empty. There are two possibilities:
either J = Ji(J) and the endpoints of J are both of the form p/q with (q, p) ∈
Q16i(J), or J \ Ji(J) 6= ∅. In this second case we define a prober subset of J by
Ji(J)+1 := J \ Ji(J). If one of the two endpoints of J is of the form p/q with
(q, p) ∈ Q16i(J) then the subset Ji(J)+1 consists of just one interval, if not it is a
pair of disjoint intervals.
Let us fix any integer k > i(J) and suppose by induction that for any j with
i(J) ≤ j < k we have defined a decomposition
(5.18) J = Ji(J) ∪ ... ∪ Jj ∪ Jj+1,
of J with the following property: Ji(J) ∪ ... ∪ Jj is the maximal subinterval of J
that is measurable with respect to Qj and for any l with i(I) < l ≤ j the subset
Jl is an interval or a pair of disjoint intervals and is measurable with respect to Ql
but not for Ql−1. Note that this property implies that the rest Jj+1 is empty, an
interval or a pair of intervals according to the fact that both, just one, or none of
the endpoints of J are of the form p/q with (q, p) ∈ Qj . Then the decomposition of
I in equation (5.18) is defined also for k as follows. If J has both its endpoints of
the form p/q with (q, p) ∈ Qk−1, then Jk = ∅ and we put also Jk = ∅ and Jk+1 = ∅.
In the other case Jk is a non-empty subset of J , we define Jk as the maximal subset
of Jk which is measurable with respect to Qk and we put Jk+1 := Jk \ Jk.
Lemma 5.3.2. Let J ⊂ be any interval contained in R+. For any k ≥ i(J) we
have
(5.19) Leb(Jk+1) ≤ (1/2)k+1−i(J)Leb(Ji(J)).
Moreover if there exists some k ∈ N such that Jk = ∅ then Jk = ∅ and J has
endpoints in Q.
The proof is consequence of very classical results on the continued fraction
algorithm and is left to the reader.
5.3.2. Twisted continued fraction. Let us call G the semidirect product
between SL(2,Z) and Z2 defined with the standard action of SL(2,Z) on Z2. The
elements (A, b) ∈ G with A ∈ SL(2,Z) and b ∈ Z2 act on GL(2,R)× R2 by
(Λ, v) 7→ (ΛA,Λb+ v).
Starting from the base of Z2 given by Λ := {r−2 = (1, 0); r−1 = (0, 1)}, the column
vectors of the matrix ΛA, written as r = (q, p), give rise to the approximations
p/q for α described in paragraph 5.3.1. For any fixed v ∈ R2 the vectors {s =
ΛAb + v ; A ∈ SL(2,Z), b ∈ Z2}, written as s = (q + x, p + y), with p, q ∈ Z and
q+ x, p+ y > 0 and where v = (x, y), give rise to approximations for α of the form
p+y
q+x . The classical continued fraction gives for any α a sequence of good rational
approximations pn/qn. Here we want to do the same: for any α we define a sequence
of good approximations sn chosen in the set of points p+yq+x .
Let us fix any v ∈ R2. For any r0 ∈ Q0 let us put r′0 := r0 + r−1 and define
Λ(r0) as the fundamental domain in C spanned by the base of Z2 given by {r0, r′0}.











k ∈ N and then define the fundamental domain Λ(rk)
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spanned by the pair of vectors (rk, r′k). For k ∈ N and rk ∈ Qk let also define v(rk)
as the element of minimal length between the vectors w ∈ {v + Z2} that satisfy
(5.20) det(rk, w),det(w, r′k) > 1.
Observe that with this definition we have
(5.21) <(v(rk)) < 2(qk + q′k).
Let us fix α > 0. We observe that for k even the k-th approximant rk(α) =
(qk(α), pk(α)) satisfies rk  (1, α) ≺ r′k. For any n ∈ N we first consider the 16(n−
1)-th approximation r16(n−1)(α) ∈ Q16(n−1) of α with respect to the continued
fraction algorithm. Then we define the n-th twisted approximation sn(α) according
to the following two cases:
• If r16(n−1)(α)  (1, α) ≺ v(r16(n−1)(α)) we define
νn(α) := min{ν ∈ N; v(r16(n−1)) + νr16(n−1)  (1, α)}.
Observe that in this case we always have νn(α) ≥ 1. Then we define
(5.22) sn := v(r16(n−1)) + νnr16(n−1).
• If v(r16(n−1)(α))  (1, α) ≺ r′16(n−1)(α) we define
νn(α) := max{ν ∈ N; v(r16(n−1)) + νr′16(n−1) ≺ (1, α)}
In this case we may also have νn(α) = 0. Then we define
(5.23) sn := v(r16(n−1)) + νnr′16(n−1).
For any n ∈ N we write sn(α) = (kn(α) + x, jn(α) + y) with kn(α), jn(α) ∈ Z.
Observe that we always have sn(α) ≺ (1, α). Letting α vary in R+ we define the
family of vectors
Pn := {sn(α) ; α ∈ R+} ⊂ (Z2 + v) ∩ R2+
and the partition Pn := {I(sn); sn ∈ Pn} whose elements are the intervals I(sn) ⊂
R+ with specified value for the function α 7→ sn(α). We also consider the σ-algebra
generated by the partition Pn and we still call it Pn. We observe that for any n ∈ N
the σ-algebra Pn is a refinement of Q16(n−1).
Definition 5.3.3. For any fixed α ∈ R+ we say that the vectors sn(α) ∈
(Z2 + v) ∩ R2+ defined by equation (5.22) or (5.23) are the twisted approximations
of α with respect to v + Z2.
Lemma 5.3.4. For any α > 0 Let us consider the sequences of the approxima-
tions rn (defined by equation (5.16)) and the twisted ones sn (defined by equations
(5.22) or (5.23)). Then we have
(5.24) kn + x < q16n−8.
Proof: We first suppose that we are in the case r16(n−1)(α)  (1, α) ≺ v(r16(n−1)(α)).
In this case we have
kn + x < 2q16n−15 + 3q16(n−1)) < q16n−13 + q16n−14 ≤ q16n−8.
On the other hand, if we are in the case v(r16(n−1)(α))  (1, α) ≺ r′16(n−1)(α), we
have
kn + x < 2q16n−14 + 2q8n−13 < 2q16n−12 ≤ q16n−8.
The lemma is proved. 
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If sn(α) is defined according to equation (5.22), that is we are in the case
r16(n−1)(α)  (1, α) ≺ v(r16(n−1)(α)), then we define
s′n := sn − r16(n−1)
If sn(α) is defined according to equation (5.23), that is we are in the case v(r16(n−1)(α)) 
(1, α) ≺ r′16(n−1)(α), then we define
s′n := sn + r
′
16(n−1).
Let us write s′n = (k
′
n + x, j
′




n ∈ Z. Observe that by definition we
have sn(α) ≺ (1, α) ≺ s′n(α). If sn(α) is defined by equation (5.22) we have
det(sn, s′n) = det(r16(n−1), v(r16(n−1)))
If sn(α) is defined by equation (5.23) we have
det(sn, s′n) = det(v(r16(n−1)), r
′
16(n−1))
In both cases, recalling that det(r16(n−1), r′16(n−1)) = 1, equation (5.20) implies
(5.25) 1 ≤ det(sn, s′n) < 2.
Lemma 5.3.5. For any n ∈ N and for any atom I(sn) of Pn we have
(5.26) i(I(sn)) = n.
Proof: First of all we observe that any atom I(sn) of Pn is contained in some
atom I(r16(n−1)) of Q16(n−1), therefore there is no rational p16(n−1)−4/q16(n−1)−8
contained in I(sn), thus i(J) ≥ n.
Now we prove that i(I(sn)) ≤ n. Let us put k := i(I(sn)) and suppose that
k > n. By definition, there is no rational r16(k−1)−8 contained in I(sn), that means
that I(sn) is a subinterval of some atom of Q16(k−1)−8. Since k > n, I(sn) is a





On the other side we have
|I(sn)| =
|det(sn, s′n)|
(kn + x)(k′n + x)
,
therefore equation (5.25) implies that
q16n−8q
′
16n−8|det(sn, s′n)| < (kn + x)(k′n + x).
Equation (5.24) in lemma 5.3.4 says that kn + x < q16n−8, that implies that we
have also k′n + x < q
′
16n−8, therefore the last condition is absurd. The lemma is
proved. 
Lemma 5.3.6. Let J be any interval contained in some atom I(sn) of Pn. Then
(5.27) Leb(J) ≤ (1/2)i(J)−nLeb(I(sn)).
Proof: We put I := I(sn) and k := i(J). If k = n the lemma is trivially true, thus
we can suppose that k > n. We use the decomposition of I defined by equation
(5.18) until the k-th step:
I = In ∪ ... ∪ Ik−1 ∪ Ik.
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Since i(J) = k then J is contained in some atom I(r16k−24) of Q16k−24, therefore
either J ⊂ Il for some l = n, .., k − 1 or J ⊂ Ik. In the second case the lemma
follows immediately from lemma 5.3.2, in the first we just recall that the length of
an atom I(rn) of Qn is 1/(qnq′n) and the uniform estimate qn(α) < 2qn+2(α) holds
for any n ∈ N and any α ∈ R, the lemma is therefore proved. 
5.3.3. A sufficient condition. For any fixed v = (x, y) ∈ R2 and for almost
every α ∈ R+ we look for a condition on α sufficient to have infinite solutions n ∈ N
of
{(n+ x)α− y} < ϕ(n).
For any α > 0 we consider the twisted approximations sn(α) with respect to v. Let
us denote α̂ := (1, α) ∈ R2+. Since for any n ∈ N we have by definition sn(α) ≺ α̂,
then
det(sn(α), α̂) =
∣∣∣∣ kn(α) + x 1jn(α) + y α
∣∣∣∣ = (kn(α) + x)α− jn(α)− y > 0.
On the other hand
|det(sn(α), α̂, )| ≤
|α̂|
|sn(α)|




as n→∞, therefore for n big enough we have {(kn(α) + x)α− y} = det(sn(α), α̂).
For any n ∈ N and for any fixed sn ∈ Pn and the associated interval I(sn) ∈ Pn we





The property of the family of functions {Υ[sn]}sn∈Pn that is sufficient to prove
theorem 1.4.2 is the following:
Proposition 5.3.7. If ψ : N→ R+ is a positive sequence such that
∑
n∈N ψn =
+∞ then for almost every α ∈ R+ we have infinite solutions n ∈ N of
(5.29) Υ[sn(α)](α) < ψn.
Proposition 5.3.7 will be proved in the next (and last) paragraph, here we show
how it implies theorem 1.4.2.
For any n ∈ N and any sn ∈ Pn the function Υ[sn](α) defined by equation
(5.28) satisfies




Therefore for any α ∈ R+ in order to have infinite solutions of equation (1.9) it is





It is a well known fact (see [K]) that for the standard continued fraction exists a
constant ν > 0 such that for almost every α ∈ R+ the denominators qn = qn(α)
satisfy qn ≤ enν for any n big enough. Since for any α > 0 and any n we have
kn(α)+x < q8n(α) and k′n(α)+x < q8n(α) then there exists a positive real number
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γ > 0 such that for any n big enough and for almost every α ∈ R+ we have
kn(α) + x < enγ and kn(α) + x < enγ . We put
ψn := enγϕ(enγ).
Since by assumption t 7→ tϕ(t) is monotone, recalling that for equation (5.25) in
paragraph 5.3.2 we always have 1 ≤ det(sn, s′n) < 2, for almost every α ∈ R+ and





It follows that to prove theorem 1.4.2 it is sufficient to prove for almost any α ∈ R+
there exist infinite solutions n ∈ N of Υ[sn(α)](α) < ψn. It is a simple computation
to see that if
∑
n∈N ϕ(n) = ∞ that also
∑
n∈N ψ(n) = ∞, therefore the sequence
ψn satisfy the hypothesis in proposition 5.3.7 and theorem 1.4.2 follows.
5.3.4. The sufficient condition has total measure. In this paragraph we
prove proposition 5.3.7. Let us define





n≥M Cn. Proposition 5.3.7 says that Leb(C) = 0 and in order to
show it it is sufficient to prove that for any M ∈ N we have Leb(
⋂
n≥M Cn) = 0.
Thus we fix any M ∈ N and we re-define C :=
⋂
n≥M Cn. To show that C has zero
measure we define a nested family of sets
Ĉn ⊃ Ĉn+1...
such that C ⊂ Ĉn for any n ∈ N and Leb(Ĉn)→ 0 as n→∞.
For any atom I(sn) of Pn the function Υ[sn] : I(sn) → [0, 1) is bijective and
linear, therefore Υ[sn]−1[0, ψn) is a subinterval of I(sn) and we have
(5.31) |I(sn) ∩ Cn| = (1− ψn)|I(sn)|.
Let us recall the index i(J) ∈ N associated by equation (5.17) to any interval J
contained in R+. Lemma 5.3.5 says that i(I(sn)) = n, therefore
(5.32) i(I(sn) ∩ Cn) ≥ n.
Here we define the sets Ĉn. The first element of the family will be defined for
n = M . We put ĈM := CM . The connected components of ĈM are the subintervals
of the atoms I(sM ) of the σ-algebra PM defined by the condition Υ[sM ](α) ≥ ψM .
We observe that equation (5.32) implies that for any connected component J of ĈM
we have i(J) ≥ M . For n > M the definition of Ĉn is less simple and is given by
induction.
Let us fix n ∈ N and suppose that for any integer k < n the sets Ĉk are defined.
We also assume by induction that for any k ∈ {1, .., n − 1} and for any connected
component J of Ĉk we have i(J) ≥ k. Now we complete the inductive step. Let us
consider a connected component J of Ĉn−1. By your inductive hypothesis there are
two cases.
• if i(J) > n−1 then we put J∩Ĉn := J , that is the interval pass unchanged
to step n of the iterative construction. We observe that in this case we
trivially have i(J) ≥ n.
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• if i(J) = n − 1 we decompose it as J = Jn−1 ∪ Jn according to equa-
tion (5.18). The subinterval Jn−1 is Q8(n−1)-measurable, therefore Pn-
measurable and we put Jn−1∩Ĉn := Jn−1∩Cn. We observe that equation
(5.32) implies that if J ′ is any connected component in this intersection
we have i(J ′) ≥ n. The other part remains unchanged, that is we put
Jn ∩ Ĉn := In. As we have seen in the discussion of the decomposition in
equation (5.17), the rest In is empty or consists of one or two intervals. If
J ′ is a connected component of In it cannot contain any atom of Q8(n−1),
therefore i(J ′) ≥ n.
The inductive step is complete, therefore the sets Ĉn are defined for all n ∈ N and
they have the property that if J is a connected component of Ĉn, than we have
i(J) ≥ n.







For any n > M we also set Γnn := 1.
Lemma 5.3.8. For any n ∈ N, any 0 ≤ k < n and any connected component J
of Ĉk with i(J) = k we have
(5.33) Leb(J ∩ Ĉn) ≤ ΓnkLeb(J).
Proof: During all the proof of this lemma, for any interval J we will use the no-
tation |J | := Leb(J). We first show that if the interval J is a connected component
of Ĉn−1 with i(J) = n− 1 then
|J ∩ Ĉn| ≤ (1− ψn/2)|J |.
To see this we consider the decomposition J = Jn−1∪Jn defined in equation (5.18)
and we recall that J ∩ Ĉn = (Jn−1 ∩Cn)∪Jn, this is possible since Jn−1 is Q8(n−1)-
measurable and therefore Pn-measurable. Equation (5.31) implies |Jn−1 ∩ Cn| =
(1− ψn)|Jn−1| and thus
















|J | ≤ (1− ψn/2)|J |,
where the last inequality follows from lemma 5.3.2. For any fixed n ∈ N the proof
of the lemma is by descending induction on k. The argument above proves the first
step of the induction, that corresponds to k = n− 1.
Now, for any fixed n, we suppose by induction hypothesis that the lemma is
proved for any j ∈ {k, .., n− 1} and we consider a connected component J of Ĉk−1
with i(J) = k−1. We decompose J as J = Jk−1∪Jk according to equation (5.18).
We have that Jk−1 is Q8(k−1)-measurable and therefore Pk-measurable, thus
|J ∩ Ĉn| = |(J ∩ Ĉk) ∩ Ĉn| = |(Jk−1 ∩ Ck) ∩ Ĉn|+ |Jk ∩ Ĉn|
Our aim is to show that |J ∩ Ĉn| ≤ Γnk−1|J |, in order to do that we have to take
account of the two summands in the last equation. We first consider the second
one. Let us write Jk = J ′1 ∪ J ′2, where J ′1 and j′2 are the connected components of
Jk. We observe that, as a consequence of lemma 5.3.2, for both ε = 1, 2, either J ′ε is
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empty, or it musts satisfy i(J ′ε) = k. In the second case we can apply the inductive
hypothesis to J ′ε and we get |J ′ε ∩ Ĉn| ≤ Γnk |J ′ε|. In the first case this last inequality
keeps trivially true. Summing over ε = 1, 2 we have
(5.34) |Jk ∩ Ĉn| ≤ Γnk |Jk|.
Here we pass to the first summand. The connected components of Ĉk belonging to
Jk−1∩Ck are the intervals J ′ that arise from the intersection of an atom of Pk with
Ck. For these intervals the index l = i(J ′) defined by equation (5.17) may take all
the values from k to ∞. For any such value l we define the set Pk,l(Jk−1) of those
sk ∈ Pk such that, if I(sk) is the associated atom of Pk, then J ′(sk) := I(sk) ∩ Ck
has index i(J ′(sk)) = l. We have






We separate 3 cases.
• If l = k. For any sk ∈ Pk,k(Jk−1) equation (5.31) says that
|J ′(sk)| = (1− ψk)|I(sk)|.
Moreover since J ′(sk) is a connected component of Ĉk with i(J ′(sk)) = k
the inductive hypothesis of the lemma implies that
|J ′(sk) ∩ Ĉn| ≤ Γnk |J ′(sk)|,
which together with the first inequality gives us
|I(sk) ∩ Ĉn| ≤ (1− ψk)Γnk |I(sk)|.
• l ∈ {k+ 1, .., n− 1}. As a consequence of the iterative construction of the
sets Ĉn, for any sk ∈ Pk,l(Jk−1) the interval J ′(sk) keeps untouched until
the step l+ 1, that is it is a connected component of Ĉl with i(J(fk)) = l.
The inductive hypothesis implies
|J ′(sk) ∩ Ĉn| ≤ Γnl |J ′(sk)|.
On the other hand, since J ′(sk) is contained in some atom I(sk) of Pk,
lemma 5.3.6 implies
|J ′(sk)| ≤ (1/2)l−k|I(sk)| ≤ (3/4)l−(k−1)|I(sk)|,
where the last inequality holds since l > k. Therefore we have
|I(sk) ∩ Ĉn| ≤ (3/4)l−(k−1)Γnl |I(sk)|
• If l ≥ n. The iterative construction of Ĉn says that for any sk ∈ Dk,l(Jk−1)
the interval J ′(sk) pass untouched the n-th step, that is J ′(sk) is a con-
nected component of Ĉn. Lemma 5.3.6 gives
|I(sk) ∩ Ĉn| = |J ′(fk)| ≤ (1/2)l−k|I(sk)| ≤ (3/4)n−(k−1)|I(sk)|.
Summing the components arising from the tree cases above we get
|Jk−1 ∩ Ĉn| ≤ max
(




















= max{(1− ψk), (1− 1/4)}Γnk = (1−min{ψk, 1/4}) Γnk ,
where the second to last equality follows from the definition of Γnk . Therefore we
get
(5.35) |Jk−1 ∩ Ĉn| ≤ (1−min{ψk, 1/4}) Γnk |Jk−1|.
Summing (5.34) and (5.35) we get






























min{ψk, 1/4} ≤ 1− (1− 1/2) min{ψk, 1/4}
= 1−min{ψk/2, 1/8} = max{(1− ψk/2), 7/8}.
It follows that
|J ∩ Ĉn| ≤ max{(1− ψk/2), 7/8}Γnk |J | = Γnk−1|J |
by definition of Γnk−1. The lemma is proved. 
Now let us consider any connected component J of ĈM . The inductive definition
of the sets Ĉn implies that J is a connected component of Ĉk up to k = i(J). Lemma
5.3.8 implies that for any n > i(J) we have
Leb(J ∩ Ĉn) ≤ Γni(J)Leb(J).
It is easy to see that
∑
n∈N ψ(n) =∞ implies that
lim
n→∞
Πnk=1(1− ψ(k)) = 0,
and this last condition implies that for any fixed k ∈ N we have limn→∞ Γnk = 0.
It follows that for any connected component J of ĈM we have Leb(J ∩ Ĉn) → 0
as n → ∞. Therefore µ(J ∩ C) = 0 for any J and we deduce that µ(C) = 0.
Proposition 5.3.7 is proved.
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