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Abstract
Development of reliable interatomic potentials is crucial for theoretical studies of relationship between chem-
ical composition, structure and observable properties in glass-forming metallic alloys. Due to ambiguity of
potential parametrization procedure, some crucial properties of the system, such as crystallization stability
or symmetry of the ground state crystal phase, may not be correctly reproduced in computer simulations.
Here we address this issue for Cu64.5Zr35.5 alloy described by two modifications of embedded atom model
potential as well as by ab initio molecular dynamics. We observe that, at low supercooling, both models
provide very similar liquid structure, which agrees with that obtained by ab initio simulations. Hoverer,
deeply supercooled liquids demonstrate essentially different local structure and so different crystallization
stability. The system, which demonstrate more pronounced icosahedral sort-range order, is more stable to
crystallization that is in agreement with Frank hypothesis.
Keywords: Cu-Zr alloys, glass-forming ability, nucleation, molecular dynamics, embedded-atom model,
icosahedral short-range order
1. Introduction
Understanding relationship between chemical
composition, short-range order (SRO) and nucle-
ation stability in supercooled metallic liquids is cru-
cial to fabricate bulk metallic glasses. One of the
generally accepted paradigm suggests that icosahe-
dral SRO (ISRO) is responsible for stability of su-
percooled metallic liquids. Such SRO provides local
minima of potential energy but it is incompatible
with translational order that causes so-called geo-
metric frustration [1, 2, 3]. Following the pioneer-
ing work by Frank [4], years of research have estab-
lished that this idea can explain dynamical arrest
in supercooled liquids [5, 6] as well as glass-forming
ability of metallic alloys [7, 8, 9, 10, 11].
Among other glass-forming metallic alloys the
Cu-Zr-based ones are of special interest due to their
high glass-forming ability [12, 13]. Moreover, sim-
ulated Cu-Zr alloys have become model systems
∗Corresponding author. E-mail: rrylcev@mail.ru
demonstrating pronounced ISRO [7, 8, 9, 10, 11,
14].
Molecular dynamics (MD) is the main theoret-
ical tool for investigating SRO in supercooled liq-
uids and glasses because it provides direct infor-
mation regarding atomic-level structure. The key
point of any MD simulation is the choice of interac-
tion potential determining all the system properties
at microscopic level. The most relevant type of po-
tentials for describing metallic alloys is Embedded
Atom Model (EAM), which usually provides good
description of structural properties of both liquid
and glassy metallic alloys [15, 16, 17]. However, de-
velopment of EAM potentials is a rather complex
task due to the fact that many independent pa-
rameters need to be determined. Such parameters
are usually obtained via fitting procedure, during
which some properties calculated by EAM match to
those either experimentally measured or calculated
by ab initio methods. This procedure is often am-
biguous one: some properties (especially those in-
volved in fitting procedure) may be described rather
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well while others may not [18, 19]. In regard to
glassforming systems that means that, despite of
good description of structure, some crucial proper-
ties of the system, such as crystallization stability
or symmetry of the ground state crystal phase, may
not be correctly reproduced in simulations [20, 17].
For example, recently we showed that, despite of
pronounced ISRO, Cu64.5Zr35.5 alloy described by
widely accepted EAM potential [15] nucleates in
sufficiently lengthy simulations with the formation
of Cu2Zr intermetallic compound with structure of
C15 Laves phase. Moreover the alloy is actually
unstable to crystallization for large system sizes
(N > 20, 000).
Such problems can be in principle overcome
within the framework of ab initio molecular dy-
namics (AIMD). This method does not require any
fitting and, in principle, can provide comprehen-
sive information regarding structural properties of
a system under consideration. However, strong
limitations on time and spatial scales available in
AIMD simulations raise concerns about applicabil-
ity of the method for describing supercooled liquids
and glasses.
Here we address these issues for Cu64.5Zr35.5 al-
loy described by two modifications of EAM poten-
tial as well as by AIMD. We show that, at low su-
percooling, both models provide very similar liq-
uid structure, which is in good agrement with that
obtained by AIMD. Hoverer, deeply supercooled
liquids demonstrate essentially different SRO and
so different crystallization stability. The system,
which demonstrate more pronounced ISRO, is more
stable to crystallization that is in agreement with
Frank hypothesis.
2. Methods
For MD simulations, we use LAMMPS Molecular
Dynamics Simulator [21]. Periodic boundary condi-
tions in Nose-Hoover NPT ensemble at P = 0 were
imposed. The number of particles was N = 50, 000.
The MD time step was 2 fs that provides good en-
ergy conservation at given thermodynamic condi-
tions.
Even though many properties of metals can be
satisfactory described with using pair potentials
[22, 23, 24, 25], many-body effects are usually im-
portant for describing crystallization (see, for exam-
ple, Ref. [26]). Thus, EAM potentials are applied
in classical MD simulations of Cu-Zr alloys. We
use two versions of EAM potential developed in the
group of M. Mendelev from Ames Laboratory. The
first one (hereinafter referred to as EAM-2008) is a
widely accepted model [15, 27], which has been spe-
cially designed to describe liquid and glassy states
of the Cu-Zr alloys. The second one (hereinafter re-
ferred to as EAM-2017) is modified version of EAM-
2008 developed by the same group [28]. The main
difference between two models is due to pair inter-
action between Cu and Zr; the embedded function
F (ρ) for Zr and electron density functions ρ(r) for
Zr-Zr and Cu-Zr are also slightly different; other
functions are the same for both models.
Initial configurations were prepared as hcp-
lattices with random seeding of the species in the
lattice sites. These configurations were melted,
completely equilibrated at T = 1200 K for 1 ns,
then immediately cooled down to T = 850 K and
isothermally annealed at this temperature for 0.2
µs. Note that annealing of N = 50, 000 particles for
0.2 µs (∼ 108 MD steps) requires about a month of
calculations in 128 supercomputer cores.
To study the structure of liquid, glassy and crys-
talline phases, we use radial distribution functions
g(r), Voronoi tessellation (VT) [29] and visual anal-
ysis of the snapshots. Detailed description of these
methods is presented in Refs. [30, 11, 17].
The classical MD results for the high-
temperature liquid state (at T = 1200 K)
were compared with those obtained by AIMD.
To perform AIMD, we use open source quantum
chemistry and solid state physics software package,
CP2K. Projector augmented-wave (PAW) pseu-
dopotentials and Perdew-Burke-Ernzerhof gradient
approximation to the exchange-correlation func-
tional were used. The simulations were performed
at the Γ point only, with a time step of 2 fs. Cubic
supercell of 512 atoms with target composition
was built. Initial configuration was a random
distribution of the atoms, which were subsequently
equilibrated at 3000 K and 1200 K for 10 ps at
each stage. Additional simulations for 10 ps were
performed to collect data for calculating structural
properties.
3. Results
Our first purpose is to compare two versions of
EAM potential for Cu-Zr and to check how closely
both models describe structure of the Cu-Zr liquids
in comparison with AIMD. In Fig. 1 we show partial
radial distribution functions g(r) of Cu64.5Zr35.5 al-
loy calculated by using both versions of EAM as
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Figure 1: Comparison of radial distribution functions of Cu64.5Zr35.5 alloy calculated by using two versions of EAM as well as
by AIMD. (a)-(c) correspond to T = 1200 (slightly supercooled liquid ) and (d)-(f) correspond to T = 850 (deeply supercooled
liquid near glass transition).
well as by AIMD. We see that both EAM mod-
els demonstrate practically the same structure at
T = 1200 K, which corresponds to slightly su-
percooled liquid (Fig. 1(a)-(c)). Comparison with
AIMD reveals good agrement. However, for deeply
supercooled liquid at T = 850 K, g(r) for the EAM
models under consideration are noticeably different
(Fig. 1(d)-(f)). Such difference is probably caused
by difference in UCu−Zr which becomes important
and low temperatures.
In Fig. 2 we show histograms of the most pop-
ular Voronoi polyhedra for Cu64.5Zr35.5 alloy at
T = 1200 K. We see again that both EAM po-
tentials demonstrate practically the same results.
Comparison with AIMD reveals qualitative agree-
ment; the list of the most popular Voronoi polyhe-
dra is the same for EAMs and AIMD but they frac-
tions are essentially different. For example, fraction
of icosahedra for AIMD is greater by a factor of two.
Our main purpose it to study crystallization sta-
bility of simulated Cu-Zr alloys. Recently we re-
ported that Cu64.5Zr35.5 alloy described by EAM-
2008 is actually unstable to crystallization for large
system sizes (N > 20, 000); it nucleates with the
formation of Laves phases [20]. Here we perform the
same annealing for Cu64.5Zr35.5 with EAM-2017. In
Fig. 3, we show time dependencies of the poten-
tial energy Ep for both systems mentioned. We see
that average Ep is constant for EAM-2017 but de-
creases essentially for EAM-2008. That means the
former is stable to crystallization on the simulation
timescales.
To compare structural evolution of the systems
under consideration, we perform Voronoi analysis.
In Fig. 4 we demonstrate time dependencies of the
fractions of the most popular Voronoi polyhedra.
All the polyhedra presented are ZCN Kasper poly-
hedra (including icosahedron Z12) and their dis-
torted modifications (CN is coordination number)
[31]. Note that the increase of the fraction of both
icosahedra and Z16 in Cu64.5Zr35.5 with EAM-2017
is due to the growth of C15 Laves phase, which is
build of these polyhedra [20]. Comparison of the
pictures reveals that Cu64.5Zr35.5 with EAM-2017
has more pronounced ISRO order than that with
EAM-2008. Indeed the latter has only 6% of icosa-
hedral clusters in the supercooled liquid state (be-
fore the crystal growth starts) whereas the former
has 10% of icosahedra. We suggest that causes crys-
tallization stability of Cu64.5Zr35.5 EAM-2017 alloy
that is in agreement with Frank hypothesis.
Analysis of Fig. 4(a,b) allows making important
conclusions regarding growth of crystal nuclei in
Cu64.5Zr35.5 with EAM-2008. First, we see that
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Figure 2: Histograms of the most popular Voronoi polyhedra
for Cu64.5Zr35.5 alloy at T = 1200 K calculated by using two
versions of EAM as well as by AIMD.
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Figure 3: Time dependencies of potential energy Ep for
Cu64.5Zr35.5 alloy described by different EAM potentials at
T = 850 K. Inset demonstrates spatial distributions of the
centers of Z16 polyhedra at t = 0.1 µs for EAM-2008.
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Figure 4: Time dependencies of fractions of the most pop-
ular Voronoi polyhedra for Cu64.5Zr35.5 alloy described by
both EAM-2008 (a,b) and EAM-2017 (c,d) at T = 850 K.
Panels (a,c) and (b,d) correspond to Cu-centered and Zr-
centered polyhedra, respectively.
fraction of Z16 polyhedra in supercooled liquid is
order of magnitude less than fraction of icosahe-
dra. That suggests the Z16 polyhedron is an useful
indicator of the growth of Laves phases. In the in-
sert for Fig. 3 we show spatial distributions of the
centers of Z16 polyhedra in Cu64.5Zr35.5 alloy de-
scribed by EAM-2008 at T = 850 K and t = 0.1 µs.
This distribution clearly demonstrates the existence
of several independent nuclei. This observation is
in agreement with recent studies [32, 33] where the
authors observe that crystallization at low super-
cooling levels occurs through a mononuclear sce-
nario but high concentration of crystal nuclei form
at high supercooling levels.
4. Conclusions
Doing molecular dynamics simulations we com-
pare structure and crystallization stability of two
Embedded Atom Models for Cu64.5Zr35.5 alloy de-
veloped by M. Mendelev and co-authors (EAM-
2008 [15] and EAM-2017 [28]). Exploring their
structural evolution at isothermal annealing near
the glass transition temperature for 0.2 µs, we ob-
serve that crystallization stability of supercooled
Cu-Zr liquids is closely related to ISRO that is in
agreement with Frank hypothesis. Indeed, the alloy
with EAM-2017 demonstrating more pronounced
ISRO (about 10% of ico-like clusters) is stable to
4
crystallization at simulation timescales. Whereas,
the one with EAM-2008 having about 6% of ico-like
clusters nucleates with the formation of C15 Laves
phase. In general, SRO of Cu-Zr alloys is polytetra-
hedral that means it is mainly presented by Kasper
polyhedra. Thus, besides icosahedra, other Kasper
polyhedra, such as Z13 and Z11, can play important
role in crystallization stability.
We observe that systems demonstrating simi-
lar structure in both equilibrium and slightly su-
percooled liquid states can have noticeably dif-
ferent structure and crystallization stability being
deeply supercooled. That conclusion may be im-
portant for developing interatomic potentials pro-
cedure. Indeed, our findings rise a question if an
EAM potential developed with using fitting of high-
temperature structure properties is suitable for sim-
ulating deeply supercooled liquids and glasses.
We also observe that crystallization of the sys-
tem at high supercooling level (i.e., at temperatures
comparable to and below the glass transition tem-
perature) occurs through polynuclear scenario that
is in agreement with recent studies [32, 33].
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