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Abstract
Can certain degrees of freedom of a closed physical system, described by a time-independent Hamil-
tonian, become more and more classical as they evolve from some state? This question is important
because our universe seems to have done just that! We construct an explicit, simple, example of such a
system with just two degrees of freedom, of which one achieves ‘spontaneous classicalization’. It starts
from a quantum state and under the usual Hamiltonian evolution, becomes more and more classical (in
a well-defined manner in terms of the Wigner function) as time progresses. This is achieved without the
usual procedures of integrating out a large number of environmental degrees of freedom or conventional
decoherence. We consider different ranges of parameter space and identify the conditions under which
spontaneous classicalization occurs in our model. The mutual interaction between the sub-systems of a
larger system can indeed drive some of the subsystems to a classical configuration, with a phase space tra-
jectory of evolution. We also argue that the results of our toy model may well be general characteristics
of certain class of interacting systems. Several implications are discussed.
1 Introduction
The issue of quantum to classical transition of physical systems has attracted great amount of interest since
the inception of quantum theory. With the triumph of the quantum theory over the years, we have come
to accept the idea that any system — at a fundamental level — will be described by the principles of
quantum theory. The idea of deterministic evolution in classical physics has to give way to the probabilistic
interpretation of the quantum theory in which systems actually evolve according to probabilistic quantum
laws. On the other hand, we also know for a fact that the classical equations of motion (without any
probabilistic interpretation) also seem to work, at least for macroscopic objects in nature. This contrast, in
one form or another, has intrigued the physics community ever since the successful arrival of the quantum
theory on the scene. Standard quantum theory suggests that particles like electrons, atoms, molecules etc
— which are the building blocks of larger chunks of matter — should be subject to the quantum laws.
We can indeed observe and verify the quantum predictions at the corresponding microscopic scales. But
the macroscopic objects, built from the very same entities which obey quantum laws appear to evolve in a
deterministic manner. Why is that even though the nature is fundamentally probabilistic, the macroscopic
objects around us seem to be behave in a deterministic manner for all practical purposes? How can these
two — seemingly orthogonal notions — be reconciled?
This discomfort has led to intense debates triggered by different perspectives as to which notions one
should (or should not) adhere to and even attempts to modify the quantum theory. There are proposals in
quantum theory, [1, 2, 3], which try to explain why macroscopic objects tend to satisfy the classical notion of
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determinism as an emergent and effective phenomena. But there are also counter-arguments [4, 5] exploring
the limitations of such attempts.
One popular approach for explaining the classical behavior of macroscopic objects is that of decoherence
[1, 2, 3], which suggests that what we perceive as classicality is in fact an effective attribute of a subsystem
which we are temporarily concerned about. The subsystem, in reality, is in interaction with a large number
of other quantum degrees of freedom which we chose to ignore. This choice to ignore all other degrees
of freedom (except those of our subsystem), is the root cause of an effective evolution for the subsystem
which is indistinguishable, for all practical purposes, from a deterministic evolution. In this approach, the
apparent classicality of the macroscopic objects (or microscopic objects interacting with an apparatus) is
related to the instability of majority of states in the Hilbert space, caused by the interaction of the subsystem
with the environment (including the apparatus). Only very few of the states remain stable in the course of
interaction, which serve as the pointer states of the composite system. The system can remain in the mixture
of the pointer states, but the quantum superposition of pointer states leads to unstable states [1]. Thus, the
environment induces the selection of certain privileged states, depending upon the details of the environment
and of its interaction with the system, which the system can ultimately end up in. All this happens within
a decoherence time which is much smaller than any other dynamical time scale in the system.
This approach, as a possible solution to the problem of classicality observed in macroscopic systems,
seems to be prima facie satisfactory. However, there are debates regarding whether it is indeed the complete
answer [4, 5]. Is it sufficient to end up with classical expectation values being dominant in order to term the
system as classical? Moreover, this approach depends heavily upon the contribution of the environment we
chose to ignore. This makes it inapplicable for the cases in which the classical behavior is sought for closed
systems without any environment. That is, this scheme is not applicable for a closed system which starts in
a quantum state and gradually evolves into one with a classical behavior. We know at least one such system,
namely our universe, which, to the best of our understanding, has successfully done so. Although there are
attempts to apply decoherence mechanism to the early universe, with a selection of a part of the universe as
the system of interest and everything else as environment [6, 7, 8, 9, 10, 11], it is still not fully clear if this
selection of system and environment is very natural or will necessarily end up in yielding classicality [12, 13].
Other competing suggestions [14, 15] make use of interaction of the system with a plausible stochastic
field to induce the emergence of classicality. However, the origin of the stochastic field or its contribution to
the evolution of universe are quite ambiguous. It is also not clear whether such a scheme is applicable for
a closed system. A common entity in both the approaches seems to be the interaction of the system with
some “other degrees of freedom”, which in one case is the large number of environmental degrees of freedom
and in the other is an unknown stochastic field. In a sense, both the approaches rely on the evolution being
affected by unknown external degrees of freedom which are larger in number than those in the system we are
focusing on. In the context of quantum cosmology, the role of decoherence has traditionally been explored
in great detail [8, 9, 10, 11, 7, 16, 6] with only some recent attempts invoking other approaches for the issue
[12, 13].
To clarify the distinction between the quantum behavior and the expected classical behavior of a system,
it is more convenient to consider the behavior in phase space (i.e, x − p space) than in the configuration
space. One way to see this is to note that the uncertainty principle is a relation between conjugate variables
and hence is more easily dealt with in phase space than in the configuration space. Classically, we can set
the initial condition for a system to be some point in phase space, i.e, some particular pair of values of (x, p).
Then, under the classical equations of motion, this point moves in the phase space on a trajectory. Given
an initial condition, the system will be found on a point on the trajectory at any later time. The situation is
very different in the quantum domain. Unlike in classical case, we cannot set the initial condition as a point
in phase space as it is forbidden by the uncertainty principle. The quantum description is formulated in
terms of a distribution, given by the wavefunction, which in the phase space, is manifested as Wigner quasi-
probability distribution (quasi since it is not necessarily always positive definite) or the Wigner function
[33]. The Wigner function provides an equivalent formulation of quantum theory, in the phase space. But
since, in general, the Wigner function cannot always be seen as a classical distribution in phase space owing
to possible regions of its negative values, this presents another possible point of departure from classical
physics.
Once we have defined the initial state as such a distribution in phase space, the evolution equation derived
from the Schro¨dinger equation is different from the Liouville equation for evolution of classical distribution.
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This is the third point of departure from classical physics.
To summarize, we have noted three points of departure from classical physics. First, we cannot set a
single point in phase space as the initial condition of the state as the state demands some spread due to the
uncertainty principle. Second, even if we attempt to salvage the situation by considering the initial state as
a classical probability distribution, the candidate quantum distribution turns out to be very different from
a classical one, since it may not be positive definite. Third, even if we come to terms with the negative
regions, the evolution equation for this distribution has higher order corrections compared to the classical
Liouville equation, so that we cannot even imagine each point of the distribution as following its own classical
trajectory. (These are not the only aspects of quantum behavior though. For example, operators have to be
Weyl transformed before expectation values can be found by integration over phase space with the Wigner
function. For operators made up of only the position operator or only the momentum operator, the Weyl
transform would just replace operators by c-numbers, but the transform is non-trivial for operators containing
both position and momentum [34].)
The first point above is non-negotiable and the evolution of the system can no longer be viewed as one
along a definite trajectory in the phase space. However, the second point can be negotiated for certain
special states. For example, Wigner functions corresponding to Gaussian states, are positive definite [35].
Moreover, the third point can also be taken care of, for the potentials which are at most quadratic in the
position variable [34]. So, for Gaussian Wigner functions evolving in potentials which are at most quadratic,
it is only the first point that stops us from having a specific trajectory of evolution.
But there are certain unbounded potentials which have the property that an initial Gaussian Wigner
function will evolve to be highly squeezed about the classical trajectory at late times. Examples are the
inverted harmonic oscillator potential [17, 37, 36] and the free particle potential [38]. For example, the
inverted harmonic oscillator with frequency ω would lead to squeezing about the line p − ωx. But the
uncertainty principle extracts its price for the high squeezing about the trajectory by demanding extreme
broadening along the trajectory. Thus, in this case, although there may be large amount of squeezing about
the trajectory, the system is not completely deterministic in the sense that the probability distribution is not
peaked about a particular point at a particular time, as we would expect if we try to imagine the evolution
of a classical particle. Such a state is described as a “squeezed state”.
So, at late times there is an almost infinite spread in x or p direction, so that a measurement of x or p
may give any value. However, any measurement of p−ωx is expected to give zero. Thus although we do not
have information of individual phase space variables, but for the inverted harmonic oscillator, distribution in
phase space relates one variable to the other through an equation, which happens to be the classical equation
of motion.
As noted in [36], this is very unlike the coherent state, taken as the most classical state in areas of physics
like quantum optics, and hence may even be deemed very “non-classical”. Nevertheless, such highly squeezed
states do exhibit many features that we expect from a classical system [17, 37, 36, 38]. The corresponding
wavefunctions approach the WKB limit and the system will be practically indistinguishable from a classical
stochastic system. So in this case, instead of a deterministic classical system, what we obtain is a distribution
of classical systems.
Thus, it is possible to construct systems [17, 38, 18] which during evolution spontaneously tend to develop
classical character in the above sense, without the help of any active or dynamic environmental quantum
degrees of freedom. In such systems the unboundedness of the governing potential is exploited as the system
rolls down the potential so that the Wigner function gradually starts peaking on a trajectory (as a first
signature of a gradually fading quantum character) which is the solution of the classical equations of motion.
Therefore, such systems acquire a classical trajectory (in the sense of probability being peaked around it in
the phase space) at late times.
There are models in the context of quantum cosmology [17, 19], where such an emergence of the classical
correlation is used as a pointer of classicality. However, whether a strong classical correlation alone is sufficient
for a system to be dubbed classical is also debated [20, 21, 22] from different points of view. Usually, in
a typical conservative system, there is a compromise between the spread of the Wigner function and the
diagonalization of the density matrix [18, 20, 23, 24]. In the analysis in [17, 19], the focus is on classical
correlation without too much concern for decoherence, which makes the value of these approaches debatable.
However, Kiefer et. al..[25] suggested that in the context of cosmological perturbations, analysis of the
classical correlation alone should be sufficient for an apparent classicalization since the quantum coherence
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is expected to be suppressed anyway, owing to interaction with other fields.
Another approach of estimating classicality of the state is to analyze its overlap with a coherent state
[21, 24]. This scheme is useful in the case of quadratic potentials but does not work for a more general case.
In this paper, we will study whether a spontaneous classicalization can be obtained by turning on a
coupling between two quantum systems which do not have unbounded Hamiltonian in the absence of the
coupling. We study the effect of interaction between two quantum systems and show that a coupling of
sufficient strength between these systems can produce this dramatic outcome. For this purpose, we will
first consider two simple harmonic oscillators and add a linear coupling between them. We will explore the
properties of the oscillators one at a time, using reduced density matrices, reduced Wigner functions etc.
constructed in a suitable manner. Our scheme of studying the reduced functions is quite different from
what is done in the context of decoherence, because our model describes an isolated system of only two
harmonic oscillators, unlike decoherence which requires a large number of environmental degrees of freedom
to be integrated out if the off-diagonal elements of the reduced density matrix are to be suppressed. Our
mechanism does not rely on the existence of only a few stable pointer states which the system will be
ultimately guided into. In fact, we will show that although we have an emergence of classical correlation
through a sharply peaked Wigner function around the classical trajectory, the density matrix remains non-
diagonal as expected for a conservative system. Because of these features this scheme is quite different —
conceptually and mathematically — from the scheme of decoherence.
To avoid possible misunderstandings, we stress on the fact that our main aim is to point out that an
exactly solvable, model system behaves in two drastically different ways when a parameter describing the
system is varied across a critical value. (We expect such a behavior to occur in more realistic systems as
well, though it is difficult to demonstrate it mathematically.) We use a criterion for classicality, adapted to
this specific context, to highlight this behavioral difference in our model system. Our aim is not to come
up with a criterion for classicality which is universally valid (and in fact we very much doubt whether such
a criterion exists) or to debate broader philosophical aspects of different criteria for classicality which one
can introduce. Instead we introduce a criterion which seems to be reasonable and highlights what we want
to highlight in this specific context. This perspective provides the backdrop for the results reported in this
paper and should be kept in mind. Nevertheless, we will be able to show that the system can be considered
classical, even from the perspective of other reasonable notions of classicality available in the literature.
Our interest, in a more general sense, is in studying the role of interactions vis-a´-vis the development of
effective classical features in any subsystem of interest within any arbitrary system. Since we will be interested
(in future works) in generalizing this approach to a more realistic non-quadratic interaction (needed e.g., in
quantum cosmology), we do not attempt a coherent state analysis here. It will be interesting to investigate
the role of the back-reaction of matter fields in making some of the degrees of freedom of the universe become
classical. Canonical quantization of the FRW universe [28] ends up with a set-up similar to the one we are
going to consider in the paper, and hence our analysis here will be a first step in that direction. Further, we
argue that the number of extra degrees of freedom is actually irrelevant for the analysis. Having shown that
the classicalization can be achieved with the help of just one extra degree of freedom, we realize that this
model has the potential to describe, through a more general analysis, the evolution scheme of the universe
which has the bulk of its constituents becoming practically classical during later stages. Therefore, the
effect of different types of coupling of the geometry with matter fields in the early epoch will be particularly
interesting. That analysis is left out for a future work.
We have organized our paper in the following form. In section II, we set-up our model of two harmonic
oscillators with a linear coupling. We will explore its properties at the classical level and identify the
interesting regimes. In section III, we study the quantum physics of this system when the coupling parameter
is in one range which we call sub-critical. In this regime, we observe the quantum behavior of the system in
terms of reduced functions. We also see that the quantum domain is characterized with an emergent thermal
behavior without we having traced out of a large environmental degrees of freedom. Section IV deals with
the case where the coupling parameter is such that the system is super-critical. This leads to the building
up of classical correlation in one set of variables. We also test the effectiveness of this build up in terms
of different schemes. We verify that the density matrix not only loses its thermal character in this regime
but also remains non-diagonal indicating the lack of a large environment. Nevertheless the system achieves
classicality. In Section V, we will discuss the connection of such a model to more interesting physical systems
and compare and contrast information obtainable from such a model. We will also discuss the generality of
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our analysis. We will summarize our results in section VI.
2 Model: Oscillators with linear coupling
We will consider a system of two harmonic oscillators coupled linearly with each other and described by the
Lagrangian:
L =
1
2
m1 ˙˜x
2
1 +
1
2
m2 ˙˜x
2
2 −
1
2
m1ω
2
1x˜
2
1 −
1
2
m2ω
2
2x˜
2
2 + λ˜x˜1x˜2, (1)
where all the parameters are real. While this is a seemingly trivial model, we will see that it has all the
features we need and does lead to interesting results which are obtainable analytically. In particular, it
can mimic features in more general models [27], [28] with unbounded Hamiltonian, for certain range of
parameters. (In fact, [27] uses a similar model for studying the back reaction of Hawking radiation on black
hole.)
With some rescaling, the above Lagrangian can be written as
L =
1
2
x˙21 +
1
2
x˙22 −
1
2
ω21x
2
1 −
1
2
ω22x
2
2 + λx1x2, (2)
where
x1{2} =
√
m1{2}x˜1{2}; λ =
λ˜√
m1m2
. (3)
The momenta corresponding to x1{2} is given as
p1{2} = x˙1{2} =
p˜1{2}√
m1{2}
.
The classical equations of motion of this system are
x¨1 + ω
2
1x1 = λx2
x¨2 + ω
2
2x2 = λx1. (4)
We see that the two variables appear as source terms in each other’s equation of motion and the coupling
parameter governs the strength of the source term relative to the restoring force. The Hamiltonian for this
system is given as
H = 1
2
p21 +
1
2
p22 +
1
2
ω21x
2
1 +
1
2
ω22x
2
2 − λx1x2. (5)
The potential appearing in Eq.(5)
V (x1, x2) =
1
2
( x1 x2 )
(
ω21 −λ
−λ ω22
)(
x1
x2
)
(6)
can be diagonalized by a real orthogonal transformation and written, in the diagonal basis, as
V (x1, x2) = VD(X−, X+) =
1
2
( X− X+ )
(
Ω˜2− 0
0 Ω˜2+
)(
X−
X+
)
, (7)
The two expressions for the potential are related through the orthogonal transformation O generated by:(
Ω˜2− 0
0 Ω˜2+
)
= OT
(
ω21 −λ
−λ ω22
)
O, (8)
where the normal mode co-ordinates are given by(
X−
X+
)
= OT
(
x1
x2
)
, (9)
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and the explicit form of the diagonalizing, orthogonal, matrix is:
O =
(
c−(ω
2
1 − ω22 −∆) c+(ω21 − ω22 +∆)
−2c−λ −2c+λ
)
=
(
cos θ − sin θ
sin θ cos θ
)
, (10)
with,
c2± =
1
2∆2 ± 2(ω21 − ω22)∆
.
One can verify that the normal mode frequencies can be expressed in terms of the original frequencies and
the coupling constant as
Ω˜2± =
(ω21 + ω
2
2)±∆
2
, (11)
with,
∆ =
√
(ω21 − ω22)2 + 4λ2. (12)
The kinetic energy part of the Hamiltonian becomes, in terms of the normal mode variables,
1
2
p21 +
1
2
p22 =
1
2
P 2+ +
1
2
P 2−, (13)
where (
P−
P+
)
= OT
(
p1
p2
)
. (14)
Thus, the Hamiltonian can be written as that of two uncoupled oscillators:
H = 1
2
P 2− +
1
2
P 2+ +
1
2
Ω˜2−X
2
− +
1
2
Ω˜2+X
2
+. (15)
This procedure is completely standard and we have essentially performed the normal mode analysis of the
coupled harmonic oscillator and transformed the system to two uncoupled oscillators with the normal mode
frequencies given by Ω± in Eq.(11). The original coordinates of the oscillators are related to the normal
mode co-ordinates through the orthogonal transformation Eq.(9). We can now study the quantum evolution
of this system in a straight forward manner. Note, however, that the normal mode frequencies remain real
only as long as λ < ω1ω2. If we parametrize λ as
λ = ξω1ω2,
the criterion of the normal mode frequencies to remain real becomes ξ < 1. So this problem corresponds to
that of two harmonic “oscillators” only as long as ξ < 1 (sub-critical regime). As soon as ξ > 1 (super-critical
regime), one of the normal mode frequencies, namely Ω˜−, becomes imaginary and the corresponding mode
X− becomes an inverted “oscillator” (which, of course, does not oscillate at all!). We will discuss both these
cases starting from the sub-critical coupling.
3 Quantum Dynamics with ξ < 1
3.1 Density Matrix
As long as both the normal mode frequencies are real, we have the standard harmonic oscillator eigenstates
for the Hamiltonian in terms of X−, X+; with the quantum state of the system being a direct product of the
two individual harmonic oscillator states
Ψ(X−, X+) = ψ1(X+)ψ2(X−).
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In particular, we can construct a Gaussian state which is the ground state of this Hamiltonian:
Ψ =
1√
~π
(Ω˜−Ω˜+)
1
4 exp
[
− (Ω˜−X
2
− + Ω˜+X
2
+)
2~
]
. (16)
This state can be expressed in terms of the original variables as
Ψ =
1√
~π
(Ω˜−Ω˜+)
1
4 exp
[
− (Ax
2
1 + Bx22 + 2Cx1x2)
2~
]
, (17)
with
A = Ω˜−O211 + Ω˜+O212,
B = Ω˜−O221 + Ω˜+O222,
C = Ω˜−O11O21 + Ω˜+O12O22, (18)
using the orthogonal transformation matrix O identified in Eq.(10). The normalization remains the same
owing to the orthogonality of the transformation between (X−, X+) modes and (x1, x2) modes. The corre-
sponding ground state density matrix is:
ρ(x1, x
′
1;x2, x
′
2) =
(
Ω˜−Ω˜+
~2π2
)1/2
exp
[
− (Ax
2
1 + Bx22 + 2Cx1x2)
2~
]
exp
[
− (A
∗x′21 + B∗x′22 + 2C∗x′1x′2)
2~
]
. (19)
which, of course, is time-independent because we are working with a stationary state. We now want to
concentrate on the behavior of one of the two modes (say x2) and hence we will construct the reduced
density matrix defined by:
ρR(x2, x
′
2) =
∫
dx1ρ(x1, x1;x2, x
′
2), (20)
which is obtained from Eq.(19) by tracing out the x1 modes. On performing the integration, we get
ρR(x2, x
′
2) =
(
Ω˜−Ω˜+
~πAR
)1/2
exp
[
− 1
2~
((
B − C
2
2AR
)
x22 +
(
B∗ − C
∗2
2AR
)
x′22 −
|C|2
AR x2x
′
2
)]
. (21)
The parameters appearing in the reduced density matrix are all real as long as ξ < 1. Thus the coefficients
for x22 and x
′2
2 are same for the sub-critical case. Interestingly enough, this reduced density matrix can be
mapped to a thermal density matrix with a frequency ωT and an inverse temperature βT , given by:
ρT (x2, x
′
2) =
√(
ωT
~π
tan
~βTωT
2
)
exp
[
− ωT
2~ sin~βTωT
{(x22 + x′22 ) cos~βTωT − 2x2x′2}
]
, (22)
provided we identify the parameters of the thermal density matrix as
ω2T =
B
A (AB − C
2),
βT =
1
~ωT
cosh−1
(
2AB
C2 − 1
)
. (23)
Thus, for the mode x2 we obtain a thermal character with a frequency which is different from its original
frequency and a temperature which is determined by the coupling as well as the original frequencies of the
system. We can also rewrite these quantities in terms of the parameters appearing in the original Lagrangian
Eq.(1) as
ω2T =
ω21ω
2
2(ω
2
1 − ω22) + λ2(ω22 − ω21 +
√
ω21ω
2
2 − λ2)
λ2 + ω21(ω
2
1 − ω22)
,
βT~ωT = cosh
−1
(
2(ω22
√
ω21ω
2
2 − λ2 + ω21(2ω22 +
√
ω21ω
2
2 − λ2))− 3λ2
λ2
)
. (24)
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Therefore, we see that when we construct the reduced density matrix starting from the ground state of
the uncoupled system, i.e. the ground state of the normal modes, it becomes a thermal density matrix
characterized by a temperature and a frequency which are specified in terms of the parameters of the
original coupled system. That is, in the sub-critical regime the reduced density matrix acquires a thermal
character for the mode x2 when x1 is traced out. A similar result can easily be obtained for the mode x1 as
well. [The thermal nature of the reduced system is also studied in [30], where one obtains a thermal entropy
for the observable oscillator (untraced one)]. From the above expressions Eq.(24), we can see that in the
absence of coupling, i.e. in the λ→ 0 limit, the reduced density matrix becomes one with zero temperature
and the frequency ω2 which corresponds to the ground state of the untraced mode x2, as to be expected.
It is interesting to note that the emergent thermal behavior of the system arises due to its interaction
with just a single extra degree of freedom and we did not need to trace over a large number of degrees of
freedom.
This result is interesting in its own right as it sidesteps the necessity (often taken as mandatory) for a
large number of environmental degrees of freedom for a system to display an apparent thermal character.
This result can have interesting implications for a system in contact with a thermal bath [31] and for quantum
fields in curved space [32], wherein one is usually accustomed to tracing out a large number of degrees of
freedom in order to obtain thermal behavior for the system of interest. We will pursue these aspects in a
subsequent work.
3.2 Wigner Function
Let us next consider the Wigner function which is related to the probability distribution in phase space and
defined as
W [X+, X−, P+, P−] =
1
~
∫
dudvΨ∗[X+ − u/2, X− − v/2]e
[
−i
P+
~
u−i
P
−
~
v
]
Ψ[X+ + u/2, X− + v/2]. (25)
If we start with the ground state of the Hamiltonian, we get:
W [X−, P−;X+, P+] =
4
~2
exp
(
− P
2
−
Ω˜−~
− Ω˜−
~
X2−
)
exp
(
− P
2
+
Ω˜+~
− Ω˜+
~
X2+
)
. (26)
Because the state is Gaussian, the Wigner function can be taken as the probability distribution in the
phase space. We see here that the Wigner function for the ground state of the normal modes nicely separates
into products of functions of canonical variables, showing complete lack of correlation between the canonically
conjugate variables. This is in sharp contrast with a classical system following a trajectory in phase space
where the coordinate and momentum are correlated. As in the previous section, it will be useful to look at
the reduced Wigner function when we are concerned with one of the modes. To study, say x2, we construct:
WR[x2, p2] =
∫
dx1dp1W [X−, P−;X+, P+], (27)
by tracing over x1. Using Eq.(26) we obtain
WR[x2, p2] =
4π
√
Ω˜−Ω˜+~√
(Ω˜− cos2 θ + Ω˜+ sin
2 θ)(Ω˜+ cos2 θ + Ω˜− sin
2 θ)
× exp
[
− x
2
2Ω˜−Ω˜+
~(Ω˜− cos2 θ + Ω˜+ sin
2 θ)
− p
2
2
~(Ω˜+ cos2 θ + Ω˜− sin
2 θ)
]
. (28)
We again see that even the reduced Wigner function remains uncorrelated in x2 and p2 since it separates
into a product of two functions one depending only on x2 and the other only on p2. The evolution of this
system keeps the phase space variables uncorrelated unlike for a (semi-) classical system [37, 29].
To summarize, we have seen that as long as the coupling parameter is sub-critical, the system prepared
in the ground state, evolves in time in a purely quantum fashion. This quantum domain is characterized by
8
two interesting features. First, the Wigner function shows no signature of correlation between the conjugate
quantities.
Second, if only one mode is considered at a time (irrespective of the configuration of the other mode),
its behavior will be that of a thermal system with a temperature and effective frequency determined by the
coupling parameter value apart from the parameters of the uncoupled system at the beginning. We will next
analyze the behavior of these two aspects of the system when the coupling turns super-critical.
4 Quantum Dynamics with ξ > 1
We will first build up some mathematical machinery required to describe super-critical coupling, viz. the
regime λ > ω1ω2 where one of the normal mode frequency turns imaginary and the Hamiltonian becomes
unbounded from below. In this regime, many of the notions would need to be re-examined with interesting
implications. We first rewrite the Hamiltonian Eq.(15) as
H = 1
2
P 2+ +
1
2
Ω2+X
2
+ +
1
2
P 2− −
1
2
Ω2−X
2
−. (29)
with the identifications
Ω˜+ → Ω+,
Ω˜− → iΩ−, (30)
from Eq.(15) to Eq.(29). These identifications help us to write Ω2− as a positive quantity in Eq.(29). More
specifically,
Ω2− =
∆− (ω21 + ω22)
2
> 0. (31)
For this case, with λ > ω1ω2 one of the frequencies of the decoupled modes has become imaginary, so the
degrees of freedom X− has an inverted ‘oscillator’ potential.
Even for this super-critical coupling, we can start the system in a Gaussian state for both the uncoupled
oscillators in the normal coordinates. (Such a choice of Gaussian initial state is well motivated by the
fact that ultimately we would like to proceed from the quantum mechanical description to a quantum field
theoretic description wherein a Gaussian state will describe a vacuum state.) But unlike in the case of
bounded Hamiltonian, the Gaussian state Eq.(16) now fails to be an eigenstate of the system and will evolve
in time. Therefore, consideration of the time evolution is needed in the super-critical case. So we consider a
general initial Gaussian state of type
Ψ(X−, X+; 0) = N exp {−(αX2− + α˜X2+ + 2βX+X−)}, (32)
where all the parameters are real. Since the Hamiltonian becomes decoupled in X± modes, the evolution
can be studied through the action of the propagators of these two modes. The full propagator becomes the
product of propagators for simple harmonic and inverted oscillators. Evolution of the general Gaussian state
is obtained through the action of the propagator of the system on the initial state (details in Appendix A).
This time evolution, in turn, leads to a time dependent Wigner function given by:
W = |A|2 2π√
BRCR −D2R
exp
[
−2[(DRDI −BICR)X+ − CRP+2~ + DRP−2~ − (DICR −DRCI)X−]2
CR(BRCR −D2R)
]
× exp
[
−2X+P−
~
DI
CR
]
exp

−2[P 2−~2 + 4CI P−~ X− + 4(C2R + C2I )X2−]
4CR


× exp
[
−2[(BR + D
2
I
CR
)X2+ + 2
(DRCR +DICI)
CR
X+X−]
]
, (33)
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with the normalization given as
A = N
√
α1α2√
α˜k1 − β2 − k1α1β1
.
The parameters B,C and D are time dependent. Their exact expressions are given in the Appendix A. Here
we will only need their asymptotic expressions for studying the system at late times. We now consider the
two cases β = 0 and β 6= 0 separately.
4.1 Wigner Function: β = 0
Let us start with the case of β = 0. This will be of particular interest if we start the system from the ground
state of the coupled system, which will be the same as the ground states of the normal modes (before the
coupling parameter is switched on). For this case the Wigner function Eq.(33) becomes
W = |A|2 2π√
BRCR
exp

−2
(
BIX+ +
P+
2~
)2
BR

 exp {−2CRX2−}
× exp {−2BRX2+} × exp
[
−1
2CR
(
P−
~
+ 2CIX−
)2]
, (34)
with the coefficients having the asymptotic values
BR = α˜
Ω2+
4~2 cosec
2 Ω+t
α˜2 +
Ω2
+
4~2 cot
2Ω+t
; BI =
Ω+
2~
(
Ω2+
4~2 − α˜2
)
cotΩ+t
α˜2 +
Ω2
+
4~2 cot
2Ω+t
,
CR = α
Ω2
−
4~2 cosech
2 Ω−t
α2 +
Ω2
−
4~2 coth
2Ω−t
Ω−t≫1−−−−−→ αΩ
2
−
4~2
4e−2Ω−t
α2 +
Ω2
−
4~2
,
CI = −Ω−
2~
cothΩ−t
(
Ω2
−
4~2 + α
2
)
α2 +
Ω2
−
4~2 coth
2Ω−t
Ω−t≫1−−−−−→ −Ω−
2~
. (35)
These expressions determine the profile of the system in the phase space as time evolves. We will now focus
on the two constituent modes separately.
4.1.1 Reduced Wigner function: Mode x2
To study the mode x2, we translate everything back in to the coupled basis and obtain the reduced Wigner
function for the x2 mode by integrating the full Wigner function Eq.(34) over the x1, p1 coordinates of the
phase space. This calculation yields (in units with ~ = 1), in the asymptotic limit of Ω−t ≫ 1 (when
CR → 0) the result
WR(x2, p2) ∼ exp
[
− 2BR(p2 + 2CIx2)
2 sec2 θ
4B2I + 4B
2
R − 8BICI + 4C2I
]
. (36)
This describes the dominant behavior of the reduced Wigner function at late times. (To be precise, there is
another term in the argument of exponential which is quadratic in x2, whose strength gradually diminishes
with CR → 0 during the course of evolution. The phase space distribution remains well-defined due to
a corresponding compensation in the normalization; see Appendix A). Here, we will concentrate on the
properties of the dominant part at late times, which captures the possible emergence of classical correlations.
The Wigner function, in fact, peaks at the “classical trajectory” if the variance
σ2 =
(BI − CI)2 +B2R
BR
cos2 θ, (37)
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becomes small in some appropriate sense. We will now make this idea quantitative. For this purpose, we
can study the behavior of the reduced Wigner function by comparing this variance in Eq.(37) to that of a
typical quantum state of x2 mode. We want the variance in the trajectory to be small so that the Wigner
function becomes proportional to a Dirac delta distribution around the classical trajectory (see Appendix
D). Moreover, we wish to obtain a criterion for classicality in a dimensionless form.
For a system with a deterministic, classical, trajectory, we can find a value of p for a given value of x.
But for a quantum system described by a Wigner function, there will be a spread in the possible values of p
at any given x. If this spread is smaller than a typical spread we expect in the quantum state of the system,
we can consider it a signal for build up of classical correlation in phase space. More precisely, for every point
on the trajectory (with a given x), we can calculate the variance in the p-value, which can be compared with
the typical variance in p for a quantum system. The ground state of any system will be a natural choice for
a typical quantum state. Thus, we can take a typical quantum state for x2 mode to have a variance in p2 of
about
σ2Q ∼ ω2~.
We can see from Eq.(35) and Eq.(37) that the variance in the Gaussian for the reduced Wigner function
is an oscillatory function varying between a minimum and maximum values at late times. We evaluate the
maxima of the variance and demand it to be small when compared to that of a typical quantum state. We
can see that as long as α˜ > Ω+/2~, the variance gets maximized for cotΩ+t = −Ω+/Ω− at late times, with
the maximum value ( ~ = 1 ):
σ2M = α˜
(
1 +
Ω2−
Ω2+
)
cos2 θ. (38)
Therefore, our criterion for classical correlation gets translated into the condition:
α˜(Ω2− +Ω
2
+)
Ω2+ω2
cos2 θ ≪ 1. (39)
Using the previously defined expressions for θ and Ω± Eq.(10), Eq.(11) and writing
λ = ξω1ω2 and ω1 = fω2, (40)
with ξ > 1, the condition Eq.(39) can be expressed as,
ω2
α˜
≫ (
√
(f2 − 1)2 + 4ξ2f2 − (f2 − 1))√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1) . (41)
Thus, the condition for emergence of classical correlation in the Wigner function relates the dispersion of
the mode x2 to that of one of the uncoupled modes X+. The variance for the regime α˜ < Ω+/2~, attains
the maximum value whenever cotΩ+t = Ω−/Ω+, with the maximum value
σ2M =
(
Ω2+ +Ω
2
−
4α˜
)
cos2 θ. (42)
In this regime, the criterion of strong classical correlation will become
α˜
ω2
≫
√
(f2 − 1)2 + 4ξ2f2 − (f2 − 1)
8
. (43)
Thus we have identified the region of the parameter space which will make an initial Gaussian state evolve
to a sharply peaked Wigner function. If we decide to prepare the initial state in the state analogous to the
ground state, this will correspond to the choice,
α˜ =
Ω+
2~
.
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In this case we can verify the variance does not oscillate at late times and hence its value can be used directly
in our criterion. One can also verify, through some straightforward analysis, that in this case,
σ2M
ω2
=
[
√
(f2 − 1)2 + 4ξ2f2 − (f2 − 1)]
2
√
2[
√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1)]1/2 ,
so that the limit f ≫ ξ2 > 1 satisfies the criterion for the existence of classical correlation. It is important to
note that we get an emergent correlation between the phase space variables in the reduced Wigner function
when the system parameters satisfy some condition. Further, the larger is the separation between ω1 and ω2,
(i.e. the larger is the value of f) the better is the correlation. However, although for large f the variance gets
smaller, it remains a non-zero constant, as long as f is finite, irrespective of how long we wait. This suggests
that the mode x2 does not get “more classical” than a particular limit. There is always some amount of
residual (quantum) variance left. We know from the transformation Eq.(9), that the modes x1 and x2 can be
thought of as been made up by combining the normal modes X±. We see that the interesting case, viz. the
one in which classical correlation emerges, involves aligning x2 along X− more and more effectively, which
(as a normal mode) attains vanishing variance at very late times.
4.1.2 Reduced Wigner function: Mode x1
Let us next study the fate of the other mode x1 under the evolution and test its behavior from the point of
view of the Wigner function. We can again do the same analysis as before, by tracing over x2, p2 coordinates
of the phase space. Starting with Eq.(34) we do the integration over x2, p2 to obtain, in the late time limit
(which coincides with CR → 0, DR → 0) the result:
WR(x1, p1) ∼ exp
[
− 2BR(p1 + 2CIx1)
2 cosec2 θ
4B2I + 4B
2
R − 8BICI + 4C2I
]
. (44)
As before, we do see a possibility of the build up of the correlation with a variance which is oscillatory at
late times. Just as in the case of x2, we again have two different regimes 2α˜ < Ω+ and 2α˜ > Ω+, where
the variance of the trajectory for x1 modes attains two different maxima values. We can again obtain the
expression for σ2M/ω1 (in which we compare the variance to that in a typical quantum state corresponding
to x1) as
σ2M
ω1
=
α˜[
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)]
ω2f [
√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1)] for 2α˜ > Ω+, (45)
which, for a strong correlation, needs to satisfy
ω2
α˜
≫ [
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)]
f [
√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1)] . (46)
Similarly in the regime 2α˜ < Ω+ we have
σ2M
ω1
=
[
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)]ω2
8fα˜
, (47)
which, for a strong correlation will require
α˜
ω2
≫ [
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)]
8f
. (48)
For both x1 and x2 modes to simultaneously develop classical correlations we need to satisfy (i) both Eq.(41)
and Eq.(46) in the regime 2α˜ > Ω+ or (ii) Eq.(43) and Eq.(48) in the regime 2α˜ < Ω+. Clearly, this demands
a very special initial configuration in terms of values of α˜ and hence simultaneous classicality for both the
modes will not be feasible for a typical state. Analysis done for the constant variance case at 2α˜ = Ω+, when
we start with a ground state in the normal modes, shows that
σ2M
ω1
=
√
2[
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)]
4f [
√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1)]1/2
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which in the limit f ≫ ξ2 > 1 (which induces the correlations between x2 and p2) turns out to be of order
unity,
σ2M
ω1
=
√
(f2 − 1)2 + 4ξ2f2 + (f2 − 1)
2
√
2f [
√
(f2 − 1)2 + 4ξ2f2 + (f2 + 1)]1/2 ∼ O(1). (49)
This shows that the correlation between x1 and p1 has not developed sufficiently in this limit and the
region of parameter values we identified for classicality of x2 mode is not compatible with the corresponding
region of interest for x1. So, while the mode x2 starts behaving classically in appropriate limit, the mode x1
retains the quantum nature since its correlation build up is feeble. One can, in principle, debate our choice of
selecting a particular dimensionless parameter to define classicality; but we can clearly see that the relative
variance in x1 mode is much larger than that of x2. As discussed above, the limit f ≫ ξ2 > 1 ‘aligns’ the
variables (x1, x2) towards (X+, X−) and hence the mode x1 is expected to remain non-classical.
We thus see that when we study the reduced Wigner functions for the modes x1 and x2, the Wigner
function in one of the modes becomes strongly peaked around a trajectory which satisfies the classical
equations of motion, while there is no significant peaking for the reduced Wigner function of the other mode.
Such a trend is reversed if we take ξ2 ≫ f > 1. This fact indicates that one of the modes (with the lower
frequency) turns classical, while the other (large frequency) mode remains quantum mechanical. Although
we have chosen the sharpness of Wigner function as the signature of classicality for the mode x2, this outcome
can also be motivated through some other techniques of gauging the classicalization in such a system. We
will briefly discuss two such prominent proposals in literature.
1. Proposal of Morikawa:
This proposal [20] studies the classicality of a system through two criteria, Classical Correlation (CC)
and Quantum Decoherence (QD). In a Wigner function of the type
W (x, p) ∼ exp
[
− (p− β¯x)
2
4γ¯2
− α¯2x2
]
, (50)
the peaking of the Classical Correlation (CC) will be occurring if
δCC ∼ α¯γ¯
β¯
≪ 1, (51)
which, in a sense, measures the variance in the variables with respect to their expectation values. Further,
for a system to be characterized as classical, it is required that a separate criterion of Quantum Decoherence
(QD)
δQD ≡ α¯
γ¯
≪ 1, (52)
is also satisfied. This parameter measures the ratio of quantum coherence length in the system to the typical
size of the system. For a system to qualify as being classical, Morikawa suggested that both the criteria CC
and QD have to be satisfied simultaneously. This demand is not satisfied in typical conservative systems
owing to their apparently incompatible structure, viz. CC increases with γ¯ while QD decreases with γ¯.
In our case we see that reduced Wigner function of x2 assumes the form Eq.(36) asymptotically. We
can see that while the parameters analogous to β¯ and γ¯ approach a non-zero constant value asymptotically,
the parameter analogous to α¯2 gets vanishingly small in the asymptotic limit. This makes the case for the
original mode x2 quite interesting as both criteria of classicality get satisfied in the late time limit. After a
sufficiently long but finite time the modes x2 becomes effectively classical in this sense.
2. Classicality parameter:
Following the discussion in [26], we can associate another parameter to measure classicality with our
reduced Wigner functions. The idea behind this scheme is to quantify the strength of correlation between
the phase space variables. Formally, it is defined as
C = 〈pq〉W√〈p2〉W 〈q2〉W , (53)
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where the symbol 〈 〉W represents the averaging over the Wigner function. The limit C → 1 marks a strong
correlation between the canonical variables and signals classicality, whereas the other limit C → 0 suggests
that there is effectively no correlation. If we use this parameter for classicality criterion, we obtain for a
Wigner function of kind Eq.(50),
C = β¯√
(4γ¯2α¯2 + β¯2)
. (54)
We once again see here that this parameter vanishes for Eq.(28) since the value of parameter β¯ vanishes.
Thus as long as the coupling parameter is below the threshold, this parameter also suggests that there is no
notion of classical correlation. On the other hand, we can see from Eq.(36) that in the late time limit α¯→ 0
(for more details refer to Appendix A), we obtain C → 1, which suggests a gradual building up of a strong
classical correlation.
3. Discussion:
It should, however, be stressed that these two proposals are insensitive to the value of γ¯. So they suggest
that, irrespective of the value of f , there is always an emergent classical correlation (classicality) if we wait
long enough and if the coupling strength is super-critical. The limitations of the two proposals become
further apparent if we scrutinize the behavior of mode x1 according to them. We immediately see that
since the reduced Wigner function has a functional behavior qualitatively the same as before in the late
time limit (CR → 0). The criteria set by these two schemes will be satisfied, suggesting that even the mode
x1 develops a classical character (with a time scale different from the time scale for the mode x2 in both
the schemes). But we have already seen that the corresponding reduced Wigner function does not peak
around a trajectory in the phase space leading to the absence of any appreciable correlation between the
corresponding conjugate variables. But the two criteria discussed above suggest a complete classicalization
of the full system at late times. Since this conclusion challenges the notion of a specific trajectory as a
prominent feature of classicality, we prefer to stick with our choice (of considering the variance around the
classical trajectory) as a measure of classicalization for the rest of the paper.
These results show that our model indeed shows classical character (at least partially, if not fully for the
system) at late times, irrespective of the criterion used to test the classicality the system. If we start with
the initial state prepared in a Gaussian form in the normal modes, with the width of the Gaussian in X+
similar to the one determined by the normal mode frequency, there exists a parameter range in which one of
the coupled modes acquires classicality, while the other mode remains as quantum mechanical. Furthermore,
the degree of classicality for this mode (identified with the one with lower frequency) is not achieved to
arbitrary precision; certain degree of “quantumness” (measured by the residual non-zero variance around
the classical trajectory) remains. This “quantumness” is also a measure of the coupling between the coupled
modes. As the strength of the coupling is increased, keeping the frequencies constant, we move from this
regime to the one in which quantum features of x2 get enhanced. All these go to emphasize a very interesting
role of the coupling. No classicality emerges until the coupling strength increases above a certain critical
value. When the coupling parameter becomes super-critical, one of the normal modes “tips over” and we
see a spontaneous emergence of classicality in the Wigner function. For a range of value of parameters of
the theory, this peaking of the Wigner function becomes very effective. Moreover, the coupling ensures that
some amount of quantum nature is retained by the mode which turns classical even at arbitrarily later times.
4.2 Wigner function: β 6= 0
This case deals with a more general scenario and includes, for instance, the situation in which the initial
state is the ground state of the original modes (rather than the normal modes). Similar analysis now leads
to an expression of the Wigner function as in Eq.(33), with the late time behavior of the parameters given
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by:
B → −


iΩ+
2~ α˜ cotΩ+t−
Ω2+
4~2 − β
2
α2+
Ω2
−
4~2
(
α+ iΩ−2~
)
iΩ+
2~ cotΩ+t
(α˜− iΩ+2~ cotΩ+t)− β
2
α2+
Ω2
−
4~2
(
α+ iΩ−2~
)

 , (55)
D → −
[
βΩ+Ω−2~2 exp (−Ω−t) cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cotΩ+t− i(Ω−α˜2~ + Ω+α2~ cotΩ+t)
]
→ 0, (56)
C → −

 αΩ2− exp (−2Ω−t)~2
α2 +
Ω2
−
4~2
+ i
Ω−
2~

→ −iΩ−
2~
. (57)
As a consistency check we can verify that β = 0 ⇒ D = 0, reproduces standard results for the uncoupled
case and that the expressions remain finite at all times. With the late time behavior of the parameters
appearing in the Wigner function encoded in the relations Eq.(55), Eq.(56) and Eq.(57) we look at the late
time reduced Wigner function which is again of the form Eq.(34). The evolution drives the system to the
uncoupled limit D → 0, although the parameters BR, BI in this case behave somewhat differently. We can
immediately see that the expression for the variance remains the same as Eq.(37). One can verify that BR
does not ever vanish, BI remains finite during oscillation and the variance is again an oscillatory function
which has a finite maximum value. Therefore, as before, the dominant late time behavior of the reduced
Wigner function is one with a correlation between canonical variables with the strength of the correlation
oscillating between a maximum and a minimum value. The extrema of the variance for x2 have the values
σ2M =
(
Ω−
2 +Ω+
2
)
2Ω+
2
(
α˜− αβ˜2
) ((α˜− αβ˜2)2 + β˜4Ω−2
4~2
+
Ω+
2
4~2
± ∆˜
)
, (58)
with,
∆˜ =
√((
α˜− αβ˜2
)2
+ β˜
4Ω−
2
4~2
)2
+
Ω+
4
16~4
− 2Ω+
2
4~2
((
α˜− αβ˜2
)2
− β˜4Ω−
2
4~2
)
, (59)
and
β˜2 =
β2
α2 +
Ω2
−
4~2
.
We will now consider some specific cases.
4.2.1 Ground state of the coupled modes in the absence of the coupling
If we take the initial state as the ground state of the Hamiltonian in the coupled modes in the absence of
the coupling, i.e.
Ψ0(x1, x2) = N exp
(
−ω1
2~
x21 −
ω2
2~
x22
)
, (60)
it can be easily verified that
α =
ω1
2~
cos2 θ +
ω2
2~
sin2 θ, (61)
α˜ =
ω1
2~
sin2 θ +
ω2
2~
cos2 θ, (62)
β =
(ω2 − ω1)
2~
cos θ sin θ. (63)
It is not difficult to show that even with this initial state the variance of the trajectory for x2 remains
extremely small in the regime f ≫ ξ2 > 1, whereas the variance in the trajectory for the mode x1 remains
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large. Therefore, the emergence of the classical correlation in one of the modes appears to be a more general
feature not specific to the initial state we chose previously. 1.
4.2.2 Back to sub-criticality
We next study the state in Eq.(60) when the coupling parameter is sub-critical, i.e. ξ < 1. In the subcritical
case the straight line fails to be the classical equation of the trajectory for x2. Moreover, there is no
meaningful “reduced description” for either of the modes as there is no regime where the contribution of
coupling becomes insignificant. We show that the reduced Wigner function does not show any efficient
peaking about the trajectory (of the super-critical case), as expected.
The general Wigner function will again be of the form of Eq.(33), with the expressions for parameters
B,C,D having oscillatory behavior
B = −

 iΩ+
2~
cotΩ+t−
(α− iΩ−2~ cotΩ−t)
Ω2+
4~2 cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cotΩ−t cotΩ+t− i(Ω−α˜2~ cotΩ−t+ Ω+α2~ cotΩ+t)

 (64)
D = −
[
βΩ+Ω−4~2 cosecΩ−t cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cotΩ−t cotΩ+t− i(Ω−α˜2~ cotΩ−t+ Ω+α2~ cotΩ+t)
]
, (65)
C = −

 iΩ−α2~ cotΩ−t− Ω2−4~2
α− iΩ−2~ cotΩ−t
+
β2α22
k1(α˜k1 − β2 − k1α1β1)

 , (66)
where we have
α1 =
iΩ+
2~ sinΩ+t
; β1 = cosΩ+t
α2 =
iΩ−
2~ sinΩ−t
; β2 = cosΩ−t
k1 = α− α2β2. (67)
As before, it will be instructive to study the case for β = 0 first, which is not qualitatively very different from
β 6= 0 whose quantitative details we provide in the Appendix B. One can show that the Wigner function for
this system, when reduced in favor of x1 mode, has a form similar to Eq.(50) with
γ¯2 =
(BR cos
2 θ + CR sin
2 θ)
2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR
,
α¯2 =
2BRCR
[{(BR − CR)2 + (BI − CI)2} sin2 2θ + 4BRCR]
[2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR](BR cos2 θ + CR sin2 θ)
,
β¯ =
2(BRCI cos
2 θ + CRBI sin
2 θ)
(BR cos2 θ + CR sin
2 θ)
, (68)
and for mode x2, we have:
γ¯2 =
(BR sin
2 θ + CR cos
2 θ)
2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR
, (69)
with the same α¯ and β¯ as before. We see from Eq.(64), Eq.(65) and Eq.(66) that all the parameters remain
oscillatory instead of some of them vanishing at asymptotic times. We also note that the variance term for
both the modes contain sin θ as well as cos θ terms in the numerator, unlike in the super-critical case, which
keeps the variance at non-vanishing values due to their linear independence. With these expressions we can
see that the variance of the distribution about the straight line in the phase space does not get vanishingly
1The approaches of [20] and [26] also suggest the classicalization of the system even in this case, owing to the structure of
the Wigner function which is still of the form Eq.(36).
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small as in the super-critical case. The alternative criteria of classicality (of [20] and [26]) also leads to the
conclusion that the system remains non-classical in the sub-critical case. Therefore, we see that although the
functional behavior of the reduced Wigner function remains of the type in Eq.(36), suggestive of a peaking
about the trajectory (of the super-critical case), the efficiency of peaking remains poor in the sub-critical
case.
4.3 Density Matrix
In this subsection we discuss the fate of the thermal character of the density matrix once the coupling has
crossed the threshold. For a state of the kind
Ψ = A exp {−(BX2+ + CX2− + 2DX+X−)}, (70)
the density matrix is given by
ρ = |A|2 exp {−(B∗X ′2+ + C∗X
′2
− + 2D
∗X ′+X
′
−)− (BX2+ + CX2− + 2DX+X−)}. (71)
We have dropped the arguments in the left hand sides of the above equations just for convenience. Using the
transformation between {X+, X−} and {x1, x2} modes in Eq.(10) and integrating the trace of the density
matrix, over x1 modes, we obtain the reduced density matrix in favor of x2 mode as
ρ ∼ exp
[
−
(
B∗ cos2 θ + C∗ sin2 θ + 2D∗ sin θ cos θ − [(C
∗ −B∗) sin θ cos θ +D∗ cos 2θ]2
2BR sin
2 θ + 2CR cos2 θ − 4DR sin θ cos θ
)
x22
]
× exp
[
−
(
B cos2 θ + C sin2 θ + 2D sin θ cos θ − [(C −B) sin θ cos θ +D cos 2θ]
2
2BR sin
2 θ + 2CR cos2 θ − 4DR sin θ cos θ
)
x
′2
2
]
× exp
[
2|(C∗ −B∗) sin θ cos θ +D∗ cos 2θ|2
2BR sin
2 θ + 2CR cos2 θ − 4DR sin θ cos θ
x2x
′
2
]
. (72)
For Eq.(72) to resemble that of a thermal density matrix, we first require the coefficients (in the exponent)
of x22 and x
′2
2 to be equal. We observe that the coefficient of 2x1x2 is already real, so if the coefficients of x
2
2
and x
′2
2 become identical, then one can bring the reduced density matrix in the form of Eq.(21) which also
has two coefficients. This criterion can be rewritten as
B cos2 θ + C sin2 θ + 2D sin θ cos θ − [(C −B) sin θ cos θ +D cos 2θ]
2
2BR sin
2 θ + 2CR cos2 θ − 4DR sin θ cos θ
∈ R, (73)
which — in the late time limit i.e. CR → 0, D → 0 — gives
(BR + iBI) cos
2 θ + iCI sin
2 θ − [(iCI −BR − iBI) sin θ cos θ]
2
2BR sin
2 θ
∈ R, (74)
yielding the condition
CI → 0. (75)
This criterion is not satisfied in the most general case. It is a special case of ξ = 1 where the coupling just
turns critical. We note that the criterion of the thermality of the reduced density matrix Eq.(73) relates the
parameters in the wavefunction to the parameters of the theory (f, ξ). For the interesting range f ≫ ξ2 > 1
the criterion Eq.(73) gets reduced to
BRCI = DRDI , (76)
for a general Gaussian with BR 6= 0. In the super-critical limit the coefficient D → 0 generically, and thus we
obtain the criterion Eq.(75) for a general Gaussian state. In the sub-critical case when we have the normal
mode ground state as the initial state, the above criterion for thermality is readily satisfied, as discussed in
section III. Therefore, we see that onset of super-criticality is marked with the disappearance of the thermal
character of the reduced density matrix for the individual modes.
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It is also important to note that CI is essentially the source of the correlation Eq.(36). Any non-zero CI
triggers correlation on the one hand, while destroying the possible thermal character of the density matrix at
late times on the other hand. In other words, the thermal character of the reduced density matrix is lost along
with the emergence of spontaneous classical correlation for x2. If we do the analysis for the reduced density
matrix of mode x1 we again get the same condition as in Eq.(75). Therefore, onset of classicality in the
modes destroys the thermal character in both the modes. This seems to be a strong indicator of correlation,
because note that we started with a general Gaussian initial state Eq.(70), whose reduced density matrix
would have turned thermal in appropriate limit, if CI → 0, i.e. β¯ → 0 which generates correlations in the
first place. That is to say, if no correlation is generated, we can always have a reduced density matrix which
is thermal.
As discussed before, the emergence of classical correlation characterized by this approach is not necessarily
the decoherence limit because of the lack of environment. It can be verified from the expression Eq.(72)
that the off-diagonal terms are not negligible in the regime f ≫ ξ2 > 1, as would have been in the case of
decoherence. The classical behavior of mode x2 in our case is linked only with the emergence of classical
correlations. This approach suggests that only one of the two modes remains quantum throughout in the
absence of development of any effective correlation. (For more detailed discussion of this approach see [19]
and references therein.)
Let us summarize the discussion so far. We have established that the emergence of classical character
occurs spontaneously when the coupling constant turns critical. The parameters in the theory seem to be
effective for deciding the strength of classical correlation irrespective of whether the initial state is a ground
state of either the coupled modes or the uncoupled modes. In fact, as we will discuss later in section V, the
emergence of the classical correlation seems independent of the choice of the initial state. As we have seen
in the previous two cases, the dominant character of the evolution is to drive the system towards a classical
configuration for one of the modes. This classical configuration is identified as one whose Wigner function
distribution is essentially a function sharply peaked around the classical trajectory. We have also seen that
the coupling introduces a subleading correction to the sharply peaked nature of the distribution, giving the
system a residual signature of its quantum origin. We will briefly describe the general nature of these results
in the next section.
5 Emergent classicality: a more general analysis
The analysis of our model with linear coupling turns out to be an important indicator of the role of the
interaction in building up the correlation between the conjugate variables in a system which starts out
quantum mechanically. Our choice of interaction might be useful in extending the analysis to other interesting
cases such as free particle limit (ω1/2 → 0), models of interaction of moduli field with normal matter field
(ω1/2 → iω1/2)[27, 28] and so on. More specifically, we will be interested in the future extension of this work
to gravitational degrees of freedom. We will be interested in examining the interaction of the scale factor
of the universe (treated as a quantum system), which appears as the moduli field in quantum cosmological
models, with the modes of gravitational radiation under this context.
It is interesting to note that (although in a drastically simplified form) we have performed a full quantum
analysis of the “back-reaction” of one mode on another for this specific, simple coupling. However, the
description of the gravitational degrees of freedom in the quantum cosmological models are more complicated
than the linear coupling used here. Even then, if the role of interaction turns out to be similar, we can hope for
an understanding of the full back reaction and its role in emergent classicality of spacetime with a quantum
matter field riding over it. It is also important to evaluate the relation between the coupling parameter and
the residual quantum behavior in a more general context, which will be indicative of the scale at which the
quantum attributes of spacetime, if any, will be important vis-a´-vis the strength of the coupling parameter.
Another important aspect of classicalization in this scheme is the frequency dependence. We have seen
that for an effective classicalization of mode x2, its frequency should be vastly separated from that of the
mode x1, i.e. f ≫ 1. In harmonic oscillator system, the frequency also determines the separation between the
energy eigenstates. Thus the mode whose quantum levels are more separated, retains more of its quantum
nature. It is not the energy of the system which is crucial; as we will see shortly, for the classicalization of
mode x2, it is not required to be in ground state. It can well be in an excited state or a combination of
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excited states. In the field theoretic generalization of this model we anticipate the density distribution of
the corresponding field to determine the effective classicalization. Now, as promised before, we will rapidly
discuss the applicability of this model in a more general context.
5.1 Properties of the Propagator:
In previous sections we have demonstrated the classicalization of a part of the system when the coupling
turns super-critical if we start with a Gaussian initial state. However, similar results can be obtained for a
more broad class including non-Gaussian states as well. For example we can prepare the system in an initial
state
Ψ{X+, X−; 0} ∼ X+ exp {−aX2+}ζ(X−) (77)
where ζ(X−) is an arbitrary function
2 of X− which is not odd and a ∈ R. Computations for such states are
analytically tractable and we obtain the Wigner function of the system at late times to be:
W [X+, P+;X−, P−] ∼
[
4a2~2(P+ −X+Ω+ cot(Ω+t))2 − Ω2+
(
a~2 cosec2(Ω+t)− (P+ cot(Ω+t) +X+Ω+)2
)]
× exp
[
− (P
2
+ +Ω
2
+X
2
+)(Ω
2
+ + 4a
2
~
2) + (Ω+
2 − 4a2~2) ((P 2+ − Ω2+X2+) cos(2Ω+t) + 2P+X+Ω+ sin(2Ω+t))
4aΩ+
2
~2
]
×δ(P− − Ω−X−). (78)
In the limit a → Ω+/2~, the X+ part of the above Wigner function correctly reduces to that of the first
excited state of the corresponding harmonic oscillator X+. Once again, we can integrate one of the original
modes to obtain the reduced Wigner function in the favor of the other one. We had already seen that the
limit f ≫ ξ2 > 1 aligns x1, x2 with X+, X−. This corresponds to a limit θ → π/2 in Eq.(10). If we choose a
large but finite f , it is equivalent to the choice of θ = π/2 − ǫ with ǫ ≪ 1. In that case one can show that
the reduced Wigner function for the mode x2 for the case a = Ω+/2~ is
WR[x2, p2] ≈ δ(p2 − Ω−x2) +O(ǫ2), (79)
which again suggests that the mode x2 is guided to a classical configuration during evolution.
Thus the results what we have obtained can be argued to be somewhat more general. First, from
the expression Eq.(41) we realize that the Wigner function will be peaked on the classical trajectory upto
arbitrary precision, for suitable choice of the parameters of the model. Second, soon we will see that
the emergence of classicality is a consequence of the parameters in the model (i.e. the parameters in the
Hamiltonian as well as those entering in the initial state) rather than that of the functional form of the
initial state being Gaussian. To demonstrate this, we can analyze the propagator of the theory. In the linear
interaction model the propagator is the product of X+, X− propagators,
G+[X+, X ′+] ∼ exp
[
iΩ+
2~ sinΩ+t
{(X2+ +X ′2+ ) cosΩ+t− 2X+X ′+}
]
G−[X−, X ′−] ∼ exp
[
iΩ−
2~ sinhΩ−t
{(X2− +X ′2− ) coshΩ−t− 2X−X ′−}
]
. (80)
From above expressions we see that for an initial separable state which is not odd in X− (see Appendix C
for details), the time evolved state will in general be
Ψt ∼ exp { iΩ−
2~
X2−}ξ(X+),
2We could, for example, work with the first excited state of the normal mode instead of the ground state. This choice of
initial state will include such configurations. First excited state of the coupled modes will just be a linear combination of such
states.
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at late times, where ξ(X+) is a solely X+− dependent function determined by the initial state. If we write
the propagators in terms of original x1, x2 modes, we get
G(x1, x2) = exp
[
iΩ−
2~
{(cos2 θx21 + sin2 θx22 + sin 2θx1x2 + x′21 cos2 θ + sin2 θx′22 + sin 2θx′1x′2)′}
]
×
exp
[
iΩ+
2~ sinΩ+t
[(x21 + x
′2
1 ) sin
2 θ + (x22 + x
′2
2 ) cos
2 θ − sin 2θ(x1x2 + x′1x′2)] cosΩ+t
]
exp
[
− iΩ+
~ sinΩ+t
(− sin θx1 + cos θx2)(− sin θx′1 + cos θx′2)
]
. (81)
The limit f ≫ ξ2 implies θ → π/2. If θ = π/2− ǫ with a small ǫ, we have
G(x1, x2) = G+[x1, x′1]G−[x2, x′2] exp
[
iΩ−
~
{ǫ(x1x2 + x′1x′2)}
]
×
exp
[
− iΩ+
~
{ǫ(x1x2 + x′1x′2) cotΩ+t− ǫ(x1x′2 + x′1x2) cosecΩ+t}
]
, (82)
up to the leading order in ǫ. Now following the lines of discussion in Appendix C, we can see that for a
general non-odd initial state, the time evolved state will have certain interesting features. The integral of
the propagator Eq.(82) over x′2 will result in a Gaussian state for x2 at very late times (see the discussion in
Appendix C). Thereafter any correction to x2 part of the wave function can come only from the last term
in the second exponential when the propagator is integrated over x′1. Therefore, we see that any departure
from the state being a Gaussian in x2, can come only from the last term in the second exponential. Rest of
the propagator gives a quadratic x2 dependence in the exponential at late times. In fact, the amount of a
non-Gaussianity in x2 is controlled by the parameter ǫ and the x1 dependence of the initial state. Clearly
the dominant contribution in the (reduced) Wigner function (for x2) will be a zero variance Gaussian at late
times. A non zero variance comes from a second order O(ǫ2) correction to the x2 dependent part in the time
evolved state if the x1 dependent part also happens to be a Gaussian initially (for details refer to Appendix
A). Any arbitrary initial dependence on x1 will contribute towards a subleading correction in the Wigner
function for x2 giving it a residual quantum character as before.
5.2 Robustness of the results
Another interesting aspect of this model is its stability under the addition of more number of degrees of
freedom with linear interactions. Again with a sufficiently strong coupling between just one pair of modes
we can turn one of the normal mode frequencies imaginary, so that if one of the original modes gets reasonably
aligned with the corresponding normal mode, it acquires classicality. Further one can show, appealing to the
Sylvester’s criterion3, that if such a configuration is achieved it will remain so, irrespective of the coupling
parameter strength between other pairs. In that spirit, we can introduce an environment to the system
without affecting the results, but in true sense that is not required for the classicalization in this particular
context. Interestingly, if the coupling parameters between different constituents are such that the majority
of the eigenvalues are negative and the parameters of the theory are such that some of the initial modes
get strongly projected along the corresponding normal modes, the evolution will guide the system to a
configuration where majority of its constituents embrace classical description while a subdominant part
remains quantum (again this is not so difficult to see through the propagator of the theory) sitting atop
the classical background that has emerged spontaneously during evolution. This configuration is appealing
because it has the potential to mimic the later stages of the evolution of the universe.
3Sylvester’s Criterion: A real symmetric matrix with positive diagonal elements is positive definite if and only if each of its
principal submatrix has positive determinant. Achieving criticality for just one pair denies the matrix the property of positive
definiteness.
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6 Conclusions and Discussion
In the present analysis, we worked with a model of two harmonic oscillators coupled linearly with each other.
The aim of this work was to understand the role of back-reaction completely in an analytically solvable model,
which could give us some insights in more general contexts like cosmology and black hole evaporation. We
studied the effect of the interaction on the evolution of the two quantum systems separately, in terms of
reduced functions, when the initial state happens to be Gaussian in nature. The evolution depends on the
strength of coupling between the modes (systems) in an interesting way. If the coupling strength is below
a critical value, the modes behave in a purely quantum manner devoid of any significant correlation in
the canonically conjugate variables that appear in the Wigner function. Further, we also obtain a thermal
density matrix for one mode when the other mode is traced over. This thermal character arises without any
‘environment’ with large number of degrees of freedom acting as reservoir for the selected mode.
More interesting things start happening as soon as the coupling parameter becomes larger than a critical
value. Then, one of the modes (the one with the lower energy) spontaneously develops a significant classical
correlation in a parameter range as revealed by the Wigner function, while the other mode still retains its
quantum nature in the same sense. For one of the modes, the reduced Wigner distribution function becomes
sufficiently squeezed about the classical trajectory in the phase space and acquires a description which mimics
a classical probability distribution very well. This appearance of spontaneous classicality is something which
is independent of the choice of the initial state as the ground state of the coupled or the uncoupled modes. If
we start with an initially uncoupled system in the ground state and then turn on a sufficiently strong coupling
(non-perturbatively) then one of the modes (with a lower frequency) gradually slips into a “more classical”
configuration while the other mode keeps behaving quantum mechanically, provided the two frequencies of
the modes are sufficiently apart.
There is another surprising feature revealed by the analysis. Even when the coupling is super-critical
and one mode acquires classicality, it does not become completely classical [i.e, the Wigner function does
not becomes proportional to Dirac delta function at late times] but some degree of nonclassicality remains.
This behavior is strengthened when we increase the coupling strength. So, if the coupling parameter in the
super-critical regime gets stronger, the emergent classical features can get progressively diminished. Thus,
the coupling parameter seems to be playing a dual role. On the one hand, it makes one of the modes to get
classical when it becomes super-critical, while on the other hand it leads to a residual quantum variance due
to its coupling to the other mode which remains quantum mechanical. For a given system, one can make
out from the system parameters and the strength of the coupling whether or not there exists a regime of
emergent classicality.
This emergence of classicality occurs for the smallest environment a system can get viz. in a system
with two degrees of freedom of which one is traced out. Therefore, there is no role of decoherence in this
behavior as can be verified from the reduced density matrix. Furthermore, the system which is pushed
towards classical behavior also loses its thermal character in terms of reduced density matrix.
There have been attempts in the earlier literature to obtain “decoherence without decoherence” in con-
nection with the classicality of primordial fluctuations (like e.g in [38]). While our approach also achieves
classicality without decoherence, there are significant differences between the two approaches. First, we
crucially use the unboundedness of the Hamiltonian which arises when the interaction is strong enough; as
a result we have a tunable parameter which determines whether the relevant system will behave classically
or not. Second, as we stressed earlier in this section, the system exhibits certain amount of nonclassicality
even at late times which is residual effect arising from the interaction with the quantum system. Neither
of these features are shared by any of the other approaches we are aware of suggesting that what we have
here is a genuinely new mechanism. We also mention that our approach based on Wigner function is mathe-
matically concrete and bypasses some of the (unsettled) conceptual issues related to superposition of states
and whether diagonalisation of the density matrix (due to standard decoherence) is sufficient for classicality
etc. We have tried to be as concrete as possible in our discussion. This helps us, for example, to study the
behavior of the system at arbitrarily late times and verify that, classicality arising from this mechanism is
not a transient feature — that is, the initial quantum nature will not return after long Poincare´ recurrence
time.
The development of the classical behavior of one of the sub-systems is practically independent of the choice
of the initial state. Difference choices of the initial state contribute only towards the subleading departure
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of the system from developing a classical character. In this sense, the classicalization of the subsystem is a
robust result which is initiated by a strong enough interaction. It will be interesting to investigate if such
a development is also present for more general interactions rather than just the linear coupling we have
analyzed in this paper.
This role of interaction both as a messenger of classicality and a carrier of quantum uncertainty can
have interesting implications for cosmology and black hole physics. A suitable generalization of this model
will have the capacity of mapping the full quantum back reaction on the system of interest. One important
avenue to try out the generalization of this model is in the context of cosmology where the back reaction from
matter and gravitational perturbation degrees of freedom might help the background geometry to emerge
classical on suitable scales decided by the interaction strength. Such a model may provide a picture of a fully
quantum system comprising of many different degrees of freedom (gravity and other fields) interacting with
each other, gradually evolving to a system where quantum fields reside on an effectively classical background
geometry. For instance, this will be a situation closely resembling the scenario for very early universe. We
have also seen that it might not be necessary to constrain all the interactions of different matter fields with
geometry. Only one of the coupling turning critical might well do the job, making the case more interesting
from the point of view of plausibility.
If the results of the present analysis get just translated for the more general case, the strength of the
interaction will also set a scale at which the true quantum properties of background geometry will be visible.
We wish to study the applicability of this model on many different avenues (discussed throughout this paper)
in a future work.
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Appendix A : General Wigner Function for supercritical case
We consider a general Gaussian initial state, so as to be able to reach up to various cases we discussed
previously
Ψ(X−, X+; 0) = N exp {−(αX2− + α˜X2+ + 2βX+X−)}. (83)
Evolution of this general Gaussian state will be obtained from the Kernel of the system, obtained easily
when written in normal modes
ψ(X−, X+; t) =
∫
dX ′−dX
′
+G(X−, X
′
−, X+, X
′
+; t, 0)ψ(X
′
−, X
′
+; 0), (84)
where,
G(X−, X
′
−, X+, X
′
+; t, 0) =
(
Ω+
2πi~ sinΩ+t
) 1
2
(
Ω−
2πi~ sinhΩ−t
) 1
2
× G+ × G−, (85)
with,
G+ = exp
[
iΩ+
2~ sinΩ+t
{(X2+ +X ′2+ ) cosΩ+t− 2X+X ′+}
]
,
G− = exp
[
iΩ−
2~ sinhΩ−t
{(X2− +X ′2− ) coshΩ−t− 2X−X ′−}
]
. (86)
For the initial state of the above mentioned kind, the time evolution gives
Ψ(X−, X+; t) = N
√
α1α2√
α˜k1 − β2 − k1α1β1
exp {α1β1X2+ + α2β2X2− +
α22
α− α2β2X
2
−}
× exp { (k1α1X+ + βα2X−)
2
k1(α˜k1 − β2 − k1α1β1)}, (87)
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with the condition of the state being normalizable imposed through
Re[
β2
k1
+ α1β1 − α˜] ≤ 0,
where we have
α1 =
iΩ+
2~ sinΩ+t
; β1 = cosΩ+t
α2 =
iΩ−
2~ sinhΩ−t
; β2 = coshΩ−t
k1 = α− α2β2. (88)
Now, the time evolved state Eq.(87) can be rewritten in a more comprehensible form as
Ψ(X−, X+; t) = N
√
α1α2√
α˜k1 − β2 − k1α1β1
exp {−(BX2+ + CX2− + 2DX+X−)}, (89)
where, we have
B = −

 iΩ+
2~
cotΩ+t−
(α− iΩ−2~ cothΩ−t)
Ω2+
(2~ sinΩ+t)2
αα˜− β2 − Ω+Ω−4~2 cothΩ−t cotΩ+t− i(Ω−α˜2~ cothΩ−t+ Ω+α2~ cotΩ+t)

 , (90)
D = −
[
β Ω+Ω−4~2 cosechΩ−t cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cothΩ−t cotΩ+t− i(Ω−α˜2~ cothΩ−t+ Ω+α2~ cotΩ+t)
]
, (91)
C = −

 iΩ−α2~ cothΩ−t+ Ω2−4~2
α− iΩ−2~ cothΩ−t
+
β2α22
k1(α˜k1 − β2 − k1α1β1)

 . (92)
This is the most generic form of the evolution of Eq.(83). From here we can easily obtain the late time limits
of this state and obtain the corresponding Wigner function, which is given in Eq.(33). We see that coefficient
D asymptotically gets suppressed and we essentially have a decoupled state in normal modes. The reduced
Wigner function for modes x1 and x2 are given in the Morikawa form with parameters
γ¯21 =
(BR cos
2 θ + CR sin
2 θ)
2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR
α¯2 =
2BRCR
[{(BR − CR)2 + (BI − CI)2} sin2 2θ + 4BRCR]
[2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR](BR cos2 θ + CR sin2 θ)
β¯ =
2(BRCI cos
2 θ + CRBI sin
2 θ)
(BR cos2 θ + CR sin
2 θ)
(93)
and for mode x2,
γ¯22 =
(BR sin
2 θ + CR cos
2 θ)
2{(BR − CR)2 + (BI − CI)2} sin2 θ cos2 θ − 2BRCR
. (94)
Clearly for the super-critical limit CR → 0 at late times, makes the parameter α¯ vanish asymptotically
for both the variables. Furthermore we can verify that coefficients BR, BI and CI have strength of typical
quantum systems. The interesting range f ≫ ξ2 either keeps γ¯ around the value of the corresponding
quantum value (for x1) or makes it much smaller than it (for x2).
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Appendix B : General Wigner Function for sub-critical case
The time evolution for the sub-critical case is governed by the standard normal mode propagators satisfying
harmonic oscillator equations of motion classically. With a state of type Eq.(83) and the propagators
G+ = exp
[
iΩ+
2~ sinΩ+t
{(X2+ +X ′2+ ) cosΩ+t− 2X+X ′+}
]
G− = exp
[
iΩ−
2~ sinΩ−t
{(X2− +X ′2− ) cosΩ−t− 2X−X ′−}
]
, (95)
we obtain the a state of type Eq.(89) whose coefficients keep oscillating in this case without having any
meaningful notion of an asymptotic value
B = −

 iΩ+
2~
cotΩ+t−
(α− iΩ−2~ cotΩ−t)
Ω2+
h~2 cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cothΩ−t cotΩ+t− i(Ω−α˜2~ cothΩ−t+ Ω+α2~ cotΩ+t)

 ,
D = −
[
β Ω+Ω−4~2 cosecΩ−t cosecΩ+t
αα˜− β2 − Ω+Ω−4~2 cothΩ−t cotΩ+t− i(Ω−α˜2~ cotΩ−t+ Ω+α2~ cotΩ+t)
]
,
C = −

 iΩ−α2~ cotΩ−t− Ω2−4~2
α− iΩ−2~ cotΩ−t
+
β2α22
k1(α˜k1 − β2 − k1α1β1)

 . (96)
These general expressions for the parameters can be extended analytically to the super-critical case by
transformation Ω− → iΩ−. Thus the most general results can be obtained from this transformation for
super-critical case as well. We can rewrite the Wigner function Eq.(33) in terms of x1 and x2 modes as
W (x1, x2, p1, p2) = |A|2 2π√
BRCR −D2R
exp {−(α1x21 + α2x22 + βx1x2 + σ1p21 + σ2p22 + λp1p2)}
× exp {−(γ1x1p1 + γ2x2p2 + δ1x1p2 + δ2x2p1)}, (97)
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where,
α1 =
2
BRCR −D2R
[{BR(C2R + C2I )− 2DIDRCI + CR(D2I −D2R)} cos2 θ
+ {B2ICR +B2RCR − 2DIDRBI +BR(D2I −D2R)} sin2 θ
+ {−(BRCI +BICR)DI + (BICI −BRCR +D2I )DR +D3R} sin 2θ], (98)
α2 =
2
BRCR −D2R
[{B2ICR +B2RCR − 2DIDRBI +BR(D2I −D2R)} cos2 θ,
+ {BR(C2R + C2I )− 2DIDRCI + CR(D2I −D2R)} sin2 θ,
+ {(BRCI +BICR)DI − (BICI −BRCR +D2I)DR −D3R} sin 2θ], (99)
β =
2
BRCR −D2R
[2{(BRCI +BICR)DI − (BICI −BRCR +D2I)DR −D3R} cos 2θ,
+ {−B2ICR −B2RCR + 2(BI − CI)DIDR + CR(D2I −D2R) +BR(C2R + C2I −D2I +D2R)} sin 2θ],
(100)
λ =
−DR cos 2θ + (BR − CR) sin θ cos θ
BRCR −D2R
, (101)
γ1 =
BRCI +BICR − 2DIDR + (BRCI −BICR) cos 2θ + {−(BR + CR)DI + (BI + CI)DR} sin 2θ
BRCR −D2R
,(102)
γ2 =
BRCI +BICR − 2DIDR − (BRCI −BICR) cos 2θ − {−(BR + CR)DI + (BI + CI)DR} sin 2θ
BRCR −D2R
,
(103)
δ1 =
2[(CRDI − CIDR) cos2 θ + (BRCI −BICR) cos θ sin θ + (BIDR −BRDI) sin2 θ]
BRCR −D2R
, (104)
δ2 =
2[(BRDI −BIDR) cos2 θ − (CRBI − CIBR) cos θ sin θ + (CIDR − CRDI) sin2 θ]
BRCR −D2R
, (105)
σ1 =
BR cos
2 θ + CR sin
2 θ +DR sin 2θ
2(BRCR −D2R)
, (106)
σ2 =
CR cos
2 θ +BR sin
2 θ −DR sin 2θ
2(BRCR −D2R)
. (107)
This expression is true in general for both the supercritical as well as the sub-critical case, only for the fact
that in the supercritical case some of the parameters become much simplified. We obtain the expression for
the reduced Wigner function for the general case by tracing over the x1 mode.
WR(x2, p2) = 2π√
4α1σ1 − γ21
exp
[
−
(
σ2 − δ
2
1
4α1
+
4α1(γ1δ1 − 2α1λ)2
γ21 − 4α1σ1
)
p22
]
×
exp
[
−
(
δ2 − σ1β
2α1
+
8α1(γ1δ1 − 2α1λ)(βγ1 − 2α1γ2)
γ21 − 4α1σ1
)
p2x2 −
(
α2 − β
2
4α1
+
4α1(βγ1 − 2α1γ2)2
γ21 − 4α1σ1
)
x22
]
.
(108)
The variance in the correlation trajectory will now be determined by the inverse of the coefficient of p22 in
the above expression. Thus, we have
γ¯2 =
1(
σ2 − δ
2
1
4α1
+ 4α1(γ1δ1−2α1λ)
2
γ21−4α1σ1
) .
We can verify that for the supercritical limit the region f ≫ ξ2 sends the variance to the vanishingly small
values asymptotically, whereas the sub-critical case does not contain any such regime. We can also obtain
the results for the initially uncoupled state results, which is the case (D = 0), from here.
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Appendix C : Wigner function for an arbitrary initial state for
X−
For the inverted mode X− we have the expression for the Kernel in Eq.(86). We will try to obtain the
Wigner function for a general initial state Ψ0(X−) which is not vanishing at X− = 0. The time evolved state
for this is given as
Ψt(X−) =
∫
dX ′−G−(X−, X ′−)Ψ0(X ′−). (109)
Since, Ψ0(X−) is a continuous differentiable function, we can Taylor expand it around X− = 0 as
Ψ0(X−) = Ψ0(0) +
∑
n=1
cnX
n
−, (110)
where cn = Ψ
(n)(X−)|0. Therefore, the time evolution will be of the type
Ψt(X−) = exp
(
iΩ−
2~
X2−
)[
c0 +
∑
n
cn
∫
dX ′−X
′n
− exp [ia˜X
′2
− − ib˜X−X ′−]
]
, (111)
where a˜ = Ω−2~ cothΩ−t and b˜ =
Ω−
~ sinhΩ−t
. We obtain the time evolved state, using
∫
dxxn exp [ia˜x2 − ib˜xy] = −1
2
a˜(−ia˜)−n2− 52 ×
[
√
−ia˜b˜ (1− (−1)n) yΓ
(n
2
+ 1
)
1F1
(
n
2
+ 1;
3
2
;− ib˜
2y2
4a˜
)]
−1
2
a˜(−ia˜)−n2− 52 ×
[
a˜ ((−1)n + 1)Γ
(
n+ 1
2
)
1F1
(
n+ 1
2
;
1
2
;− ib˜
2y2
4a˜
)]
,(112)
where 1F1(a, b, z) is the Kummer confluent hypergeometric function and Γ(z) is the Gamma function. We
realize that the parameter b˜ becomes vanishingly small at late times and one can verify that in that limit
the series expansion of Eq.(111) will have vanishing odd terms. The general structure of the time evolved
state, however, will be
Ψt(X−) = exp
(
iΩ−
2~
X2−
)[
α0 +
∑
n
αnb˜
nX2n−
]
, (113)
where α0 receives contribution from all the even terms of the expansion of Eq.(110) and is non-zero generically.
Therefore, the Wigner function will assume the structure
W [X−, P−] ∼ |α0|2δ(P− − Ω−X−) +
∑
n
b˜nfn(X−, P−). (114)
Therefore, we see that unless the initial state is odd, the Wigner function at very late times is dominated by
the Dirac delta distribution (upto a normalization).
Appendix D : Classical equations of trajectories for coupled modes
The mode x2 is a linear combination of uncoupled modes X+ and X−. Now, X+ is a usual harmonic
oscillator and hence X+ and P+ are bounded. But X− and P− will grow without bound. Therefore, x2 and
p2, has the time dependent behavior as,
x2 = sin θ(A−e
Ω−t +B−e
−Ω−t) + cos θ(A+e
iΩ+t +A+e
−iΩ+t) (115)
p2 = Ω− sin θ
(
A−e
Ω−t −B−e−Ω−t
)
+ iΩ+ cos θ
(
A+e
iΩ+t −A+e−iΩ+t
)
. (116)
At late times, we may neglect the contribution of oscillatory terms (specially in the scenario when x2 is
aligned dominantly along X−) to approximate the trajectory as
p2 − Ω−x2 ≈ 0 . (117)
Note that this becomes precise in the limit where cos θ tends to zero, which is a limit that we shall consider
later in the analysis. A similar analysis can be done for the x1 mode gives qualitatively similar results.
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