We consider the minor process of (Hermitian) matrix diffusions with constant diagonal drifts. At any given time, this process is determinantal and we provide an explicit expression for its correlation kernel. This is a measure on the Gelfand-Tsetlin pattern that also appears in a generalization of Warren's process [30] , in which Brownian motions have level-dependent drifts. Finally, we show that this process arises in a diffusion scaling limit from an interacting particle system in the anisotropic KPZ class in 2 + 1 dimensions introduced in [6] . Our results generalize the known results for the zero drift situation.
Introduction
In this paper we determine a determinantal point process living on the Gelfand-Tsetlin cone GT N ,
k+1 } (1) arising both from random matrices diffusions and interacting particle systems. An element x ∈ GT N is called a Gelfand-Tsetlin pattern. Here is a graphical representation of x ∈ GT 4 , which illustrates the interlacing condition on x, x Measures on Gelfand-Tsetlin patterns naturally appear in several fields of mathematics like (a) random matrix theory [4, 21, 17, 26] where the question of universality was recently approached in [23] , (b) random tiling problems [9, 26, 25] , (c) representation theory [10, 11] , and (d) interacting particle systems [6, 24, 25] and diffusions [30, 31] . Probably the most famous example which belongs to more than one of these classes is the Aztec diamond. Indeed, the measure on the Aztec diamond both comes from a random tiling problem [14] and can be obtained through a Markov chain [24] on a (discrete) Gelfand-Tsetlin pattern, which itself can be seen as a special case of the more general Markov chain construction in [6] . A continuous space analogue is for instance Warren's process, a system of interacting standard Brownian diffusions [30, 31] . Recently, the link between the "drift-less" case of [6] and Warren's process has been studied in [18] .
In this paper we consider GUE matrix diffusions with drifts. Its eigenvalue process at a fixed time is a determinantal point process and we explicitly determine its correlation kernel. We then show that the point process arises from a diffusion scaling limit of an interacting particle system in the anisotropic KPZ class in 2+1 dimensions [7, 6] , as well as in a generalization of Warren's process [30] if we let the Brownian motions to have level-dependents drifts. The analogue results for the zero-drift case were all previously known, see [21, 18, 15] .
Remark that the GUE minor process and the Warren process are not the same if considered as stochastic processes. Indeed, this is true already for the zero-drift case. Without drift, the GUE minor process was described in [21] , while Warren's process was introduced in [30] . It is known that the two processes coincide when projected on "space-like" paths [15] , in which case they both are Markovian and determinantal. However, in the whole "space-time" the two processes are different [1] . Here we focus on the fixedtime process although the connection will certainly hold along "space-like" paths as for the zero-drift case, see [15] .
Matrix diffusions
The first model we study on GT N is a variant of the GUE minor process which has been introduced in [21] . Consider an N × N Hermitian matrix H with eigenvalues λ . In this paper we take H(t) to be a GUE matrix diffusion perturbed by a deterministic drift matrix M = diag(µ 1 , . . . , µ N ), i.e., we consider G(t) = H(t) + tM with H evolving as standard GUE Dyson's Brownian Motion starting from 0. The eigenvalues' point process ξ has support on R × {1, . . . , N},
and its correlation function is given as follows (see Section 2 for the proof).
Theorem 1. For a fixed time t > 0 consider the eigenvalues' point process on the N submatrices of H(t). Then, its m-point correlation function ̺ m t is given by
with (x i , n j ) ∈ R × {1, . . . , N} and correlation kernel
with µ − < min{µ 1 , . . . , µ N }.
In an independent work [2] on minors of random matrices by Adler, van Moerbeke, and Wang appeared on the arXiv after this work, the same kernel is computed and a double integral expression is also provided.
Warren's process with drifts
Our second model is Warren's process with drifts that describes the dynamics of a system of Brownian motions {B
is a standard Brownian motion with drift µ 1 starting from the origin. The Brownian motions B 2 1 and B 2 2 are Brownian motions with drifts µ 2 conditioned to start at the origin and, whenever they touch B . Similarly for n ≥ 2, B n k is a Brownian motion with drift µ n conditioned to start at the origin and being reflected off B n−1 k (for k ≤ n − 1) and B n−1 k−1 (for k ≥ 2). The process with µ 1 = · · · = µ N = 0 was introduced and studied by Warren in [30] .
The correlation functions of this process at a fixed time agree with those of the perturbed GUE minor process (the proof is in Section 4).
Theorem 2. For a fixed time t > 0 consider the point process of the positions of the Brownian motions {B n k (t) : 1 ≤ k ≤ n ≤ N} described above. Then, its m-point correlation function ̺ m t is also given by (3).
Interacting particle system
Finally we introduce a discrete model giving rise to Warren's process with drifts under a diffusion scaling limit. This model is a generalization of TASEP with particle-dependent jump rates [7] to the 2+1 dimensional particle system with Markov dynamics introduced in [6] . We denote by x n k ∈ Z the position of a particle labeled by (k, n), with 1 ≤ k ≤ n ≤ N, and call n the "level" of the particle. Particle (k, n) performs a continuous time random walk with one-sided jumps (to the right) and with rate v n . Particles with smaller level evolve independently from the ones with higher level like in the Brownian motion model described above. More precisely, the interaction between levels is the following: (a) if particle (k, n) tries to jump to x and x n−1 k−1 = x, then the jump is suppressed, and (b) when particle (k, n) jumps from x − 1 to x, then all particles labeled by (k + ℓ, n + ℓ) (for some ℓ ≥ 1) which were at x − 1 are forced to jump to x, too. This is a particle system with state space in a discrete Gelfand-Tsetlin pattern.
Consider the diffusion scaling with appropriate scaled jump rates
Then, in the T → ∞ limit, the particle process {x n k (t)} converges to the GUE minor process with drift {λ n k (τ )}.
More precisely, let us denote by P v the probability measure on these particles with jump rates v = (v 1 , . . . , v N ) given in (8) . We fix τ > 0 and set
where
where P µ is the GUE minor measure with drift diag(µ 1 , . . . , µ N ). In Section 3 we show the following result.
Theorem 3. As T → ∞, ν T converges to ν in total variation, i.e.,
In particular, ν T → ν weakly.
2 GUE minor process with drift
Model and measure
Let (H(t) : t ≥ 0) be a process on the N × N Hermitian matrices defined by
where {b kk , b kℓ ,b kℓ } are independent one-dimensional standard Brownian motions 2 . Denote by M = diag(µ 1 , . . . , µ N ) the diagonal drift matrix added to the matrix H. Then, the probability measure on these matrices at time t is given by
where dH =
and const is the normalization constant.
Since we are interested in the statistics of the eigenvalues' minors at time t, we first determine the measure on the eigenvalues of the N × N matrix.
Lemma 2.1. Assume that µ 1 , . . . , µ N are all distinct. Then under (13), the joint probability measure of the eigenvalues λ 1 , . . . , λ N of H is given by
with const a normalization constant and
Remark 2.2. If µ 1 , . . . , µ N are not all distinct, we have to take limits in (14) . For instance, if
Proof of Lemma 2.1. We diagonalize H = UΛU * with a unitary matrix U and the diagonal matrix Λ = diag(λ 1 , . . . , λ N ). Then,
where dU is the Haar measure on the unitary group U. Moreover, since
by integrating over U in (16) and using the Harish-Chandra-Itzykson-Zuber formula, we obtain the desired expression.
Now we focus on the minor process. For 1 ≤ n ≤ N let us denote by H n (t) the n × n principal submatrix of H(t) which is obtained from H(t) by keeping only the n first rows and columns. In particular, H 1 (t) = H 11 (t) and
It is then a classical fact of linear algebra that at any time t, the process (λ 1 , . . . , λ N )(t) lies in the Gelfand-Tsetlin cone of order N,
where x n x n+1 means that x n and x n+1 interlace, i.e.,
The induced measure on {λ n k : 1 ≤ k ≤ n ≤ N} is the following. Proposition 2.3. Fix t > 0. Then, under the measure (13), the joint density of the eigenvalues of
where the normalization constant does not depend on µ 1 , . . . , µ N .
Proof. We first derive (20) under the assumption that the µ 1 , . . . , µ N are all distinct; the case where some of the µ i are equal is then recovered by taking the limit. We prove the statement inductively and follow the presentation in [16] . For N = 1, the density is clearly proportial to exp(−(λ
N distributed according to (13) which we write as
N −1 is a Gaussian vector and x ∈ R is a Gaussian variable. Then we diagonalize H N −1 , i.e., we choose a unitary matrix U such that
N −1 ) the diagonal matrix for the eigenvalues. Since the Gaussian distribution is invariant under unitary rotations and w is independent of H N −1 , we have
where dU is the Haar measure on the unitary group U N −1 . We consider only the part of (23) that depends on U and integrate over U N −1 , using the Harish-Chandra-Itzykson-Zuber formula,
After this integration the measure (23) reads
We focus on the measure on w k and represent the variables in polar coordinates, w k = r k e iϕ k with r k ∈ R + and ϕ k ∈ [0, 2π). Since the Jacobian of this transformation is given by r 1 · · · r N −1 , we get
where dr k and dϕ k are Lebesgue measures on R + and [0, 2π). Then we can express r k and x in terms of the eigenvalues of H N −1 and H N , see e.g. [16] for details,
The Jacobian of the transformation T : (r 1 , . . . , r N −1 , x) → λ N is then given by
and hence, given λ N −1 , we have
Here we used that 2(r
Moreover, by the induction assumption for N − 1 we have
Finally, inserting (29) and (30) into (25) and integrating out ϕ (which multiplies the measure by a finite constant) results in the claimed formula (20).
Correlation functions
Now we determine the correlation functions of the point process on the eigenvalues {λ n k : 1 ≤ k ≤ n ≤ N}, and for that purpose, we rewrite the density in (20) as a product of determinants. We set φ n (x, y) = e µn(y−x) ½ {x>y} and introduce "virtual" variables λ n−1 n = virt with the property that φ n (virt, y) = e µny . Then in (20) we have, up to a set of measure zero,
Moreover, for k = 1, . . . , N we set
where p n are symmetric polynomials of degree n in n variables defined by p 0 ≡ 1 and
Hence we have that
which means that we can rewrite (20) as
Note that by a change of variable w = (tz − x)/ √ t we have
A measure of the form (35) has determinantal correlation functions and the kernel can be computed with Lemma 3.4 of [8] , see the appendix.
Proof of Theorem 1
We prove the theorem first for µ 1 < · · · < µ N and then use analytic continuation. Note that for n = N, the function Ψ n,t n−k in (6) is the same as Ψ
Lemma 2.4. The following identities hold.
(i) For all n ∈ {1, . . . , N}, k ∈ Z and t > 0, we have φ n * Ψ n,t
Proof. Because of Re z < µ n we can exchange the two integrals,
This proves the first statement. To show (ii), we first consider the case n ′ − n = 2. A simple calculation gives
which has the following contour integral representation,
For n ′ − n > 2, we get inductively that
where, as before, we could exchange the integrals because of Re z < µ n .
Next we consider the n-dimensional space V n spanned by the set of functions
According to Lemma 3.4 of [8] we need to find a basis {Φ
The form of the biorthogonal functions can be guessed, with some experience, from the form of the kernel [12] .
Lemma 2.5. We have:
(ii) The functions {Φ n,t n−k : 1 ≤ k ≤ n} are given by (7).
Proof. For any ε > 0 we have
We split the y-integral into one over R + and one over R − . Then we can exchange the integrals over R − and the imaginary axis provided that Re z < µ k and use R − dy e y(µ k −z) = 1 z−µ k . In the same way we integrate over R + taking z such that µ k < Re z < µ k+1 . This gives R + dy e y(µ k −z) = − 1 z−µ k . Putting these two integrals together we get
which is a constant multiple of e µ k x . This proves (i). For (ii) we proceed similarly. Using that 1 ≤ k, ℓ ≤ n we have
When integrating x over R − , we take the z-integral such that Re z < Re w, and when we integrate x over R + , we choose Re z > Re w. Thus, (45) reduces to (−1)
Finally, note that
which shows that the set {Φ n,t n−k : 1 ≤ k ≤ n} spans V n . Next we verify Assumption (A) from Lemma 3.4 in [8] . Indeed,
with c n = e −tµ 2 n /2 = 0 for n = 1, . . . , N.
Finally, we can also determine the value of the normalization constant in (35), since it is given by 1/ det[M kℓ ] 1≤k,ℓ≤N with
Lemma 2.6. We have det M = N n=1 e tµ 2 n /2 , in particular det M > 0.
Proof. By Lemma 2.4 (i) we may write
Once again, we let run the y-integral over R − and R + separately. In the first case we take the z-integral such that Re z < µ k , in the second case such that Re z > µ k . This allows us to exchange the integrals, which gives
Since the integrand has no poles for k > ℓ, we have M kℓ = 0 in this case, while for k = ℓ we get M kk = e −tµ 2 k /2 . Thus, M is upper triangular and the claim follows.
With the results of Lemma 2.4 and Lemma 2.5, Theorem 1 follows directly from Lemma 3.4 of [8] .
We have shown that Theorem 1 holds when we impose µ 1 < · · · < µ N . In particular, the joint density (20) 
Let M > 0 be any fixed real number. The density (20) is analytic in each of the µ j in [−M, M], j = 1, . . . , N. The same holds for the correlation kernel (take e.g., µ − = −M − 1). From this it follows that also the r.h.s. of (52) is analytic in each of the variables µ 1 , . . . , µ N . Since this holds for any M, by analytic continuation it follows that Theorem 1 holds for any given drift vector (µ 1 , . . . , µ N ) ∈ R N . 3) tries to jump, the move is suppressed (blocked by particle (1, 2)), while if particle (2, 2) jumps, then also particles (3, 3) and (4, 4) move by one unit to the right. Particles at level n have a jump rate v n .
2 + 1 dynamics with different jump rates
In this section we show that the correlation functions (3) that we obtained for the GUE matrix diffusion with drifts can be obtained as a limit from an GT N -extension of TASEP with particle-dependent jump rates. This latter process was introduced in [6] . Before we come to the convergence result, let us describe the model. At a fixed time t, let us denote by x(t) = (x n k (t)) 1≤k≤n≤N ∈ GT N the positions of the N(N + 1)/2 particles at time t. We choose initial conditions x n k (0) = k − n − 1 and let the particles evolve as follows: Each particle x n k has an independent exponential clock of rate v n > 0, i.e., particles on the same level have the same jump rates. When the x n k -clock rings, the particle jumps to the right by one, provided that x n k < x n−1 k − 1, otherwise we say that x , and all c particles in this string jump to the right by one, see Figure 1 for an example). This ensures that at any time t, all the particles are in GT N . More precisely, these dynamics imply that the particles stay in a discrete version of GT N , namely
The joint distribution of the particles has been calculated in Theorem 4.1 of [7] , and the result is
Actually, Theorem 4.1 of [7] is a statement about the marginal of a (possibly signed) measure. However, this model is the continuous time limit of a generic Markov chain introduced in Section 2 of [6] , from which it follows that the measure with fully packed initial conditions y n = x n 1 (0) = −n for 1 ≤ n ≤ N is actually a probability distribution. The formulation of (54) follows then from the theorem by taking a(t) = t and b(t) = 0 for all t ≥ 0. Also note that we put the transition from time t = 0 to time t (which is encoded by T t,0 in the theorem) into Ψ N N −k . As shown in [7] , the correlation functions of this point process are determinantal, so what remains to do is the biorthogonalization for the generic jump rates.
Proposition 3.1. Consider a system of particles on GT N with fully packed initial conditions and dynamics described above. Then, at fixed time t, the corresponding point process has m-point correlation function̺ m t given bỹ
with (x i , n i ) ∈ R × {1, . . . , N} and correlation kernel
Proof. By Proposition 3.1 of [7] , we have
for k ≥ 1. A change of variable z = 1/w then yields (59). Next we need to verify that { Ψ n,t n−k : 1 ≤ k ≤ n} is biorthogonal to { Φ n,t n−ℓ : 1 ≤ ℓ ≤ n} (see Eq. (3.5) of [7] ). We split the sum over Z into two parts, one over x ≥ 0 and one over x < 0. Then,
We choose Γ 0 and Γ v such that |w| ≤ |z| which allows us to put the sum inside the integrals. This gives
For x < 0 we choose Γ 0 and Γ v such that they satisfy |w| > |z| which gives
Thus,
Finally, we show that { Φ n,t n−ℓ : 1 ≤ ℓ ≤ n} spans the space of functions V n . We denote by u 1 < · · · < u ν the different values of v 1 , . . . , v n and α k the multiplicity of u k , i.e., α 1 + · · · + α ν = n. Then, we may write
For ℓ = 2, . . . , n, we can represent Φ n,t n−ℓ in the same way, but with exponents α ℓ,i ≤ α i , 1 ≤ i ≤ ν. Since (α k,1 , . . . , α k,ν ) = (α ℓ,1 , . . . , α ℓ,ν ) for k = ℓ, this shows that
which is V n .
We continue by establishing the convergence result under the scaling (8) . Correspondingly, we rescale (and conjugate) the kernel K t and define the rescaled kernel as
(68) where [ · ] denotes the integer part, and the drift v is now µ T = 1 − µ/ √ T . Of course, T is assumed to be so large that µ T > 0 is satisfied.
with K µ τ ≡ K τ given in (4). Proof. Let us define the rescaled functions
where we also rescale the jump rates as in (8) . We have to show that these functions converge to their analogues from (5)- (7). We first verify that φ (58) has residue 0 at infinity and thus the whole integral vanishes, while for y < y ′ , there is no pole at z = 0 and therefore
Hence, for its rescaled version,
with f 0 (z) = z − 1 − ln z, f 1 (z) = ξ ln z, f 2 (z) = −(n + 1) ln z, and
A Taylor expansion around the double critical point of f 0 , i.e., around z c = 1 gives
Fix r > 1 − µ − / √ T and deform Γ 0,v to the contour γ = γ 1 ∪ γ 2 with
Let us verify that γ is a steep descent path for f 0 . On the segment γ 1 , we have that Re 
which means that f 0 is strictly decreasing on γ 2 ∩ {Im z > 0} and strictly increasing on γ 2 ∩ {Im z < 0}. Thus γ is a steepest descent path for f 0 and the major contribution comes from a line segment γ δ = 1 − and by a change of variable W = − √ T (w − 1) and a Taylor expansion in the exponent we get
which converges uniformly for ξ
With the above results we can now prove Theorem 3.
Proof of Theorem 3. Set m = N(N + 1)/2 and define n 1 , . . . , n m by
and
Since the determinants are continuous functions of the kernels, we have by Proposition 3.2 that
for all x 1 , . . . , x m ∈ R. Thus we have shown that the densities of the probability measures in question converge pointwise to each other. Then, (11) is a direct consequence of Scheffé's theorem, see e.g. [5] . 
Warren's process with drifts
We have seen in Section 2 that the eigenvalues' density can be written as a product of determinants, and, in Lemma 2.6, we calculated the normalization constant, so that the probability measure on the eigenvalues reads
with dλ = 1≤k≤n≤N dλ n k , and
In this section we explain the connection to a system of Brownian motions in GT N . More precisely, we consider Brownian motions {B n k , 1 ≤ k ≤ n ≤ N} in GT N starting from 0, with drift µ n , and interacting as follows:
• The evolution of B Figure 2 . Note that the projection on {B n 1 , 1 ≤ n ≤ N} differs from the process studied in [27] , where the reflections are in the normal direction.
Let us now describe the system of Brownian motions. Denote by p t be the probability density of the Brownian motions in GT N (its existence will be a consequence of our result). Following [19] , where Brownian motions with oblique reflections were studied, for a Brownian motion with drift µ reflected at the boundary in the direction v, the boundary conditions on the density function may be expressed as follows. Denote by n the normal vector of the boundary, let v be normalized such that n · v = 1 and let
Then, the boundary condition can be written as
Specializing to our case, we get ∂ ∂x n k
k+1 , for 1 ≤ k ≤ N − 1. This process, without drifts, was introduced by Warren in [30] , where he determined the transition probability for any initial condition and also showed that the process is well-defined when starting from 0. We here consider a system of Brownian motions with constant (bounded) drifts, which can be expressed as follows,
where the b n k , 1 ≤ k ≤ n ≤ N, are independent standard Brownian motions and L X−Y (t) is twice the semimartingale local time at zero of X(t) − Y (t). The question of well-definedness was related to the, a priori possible, presence of triple collisions. Bounded drifts do not influence this property as can be seen by applying Girsanov's theorem like in the works [20, 22] .
Reflected Brownian motions can be also defined as follows. A standard one-dimensional reflected Brownian motion can also be defined to be the image under the Skorokhod map of standard Brownian motion. More precisely, one define a Brownian motion, B(t), starting from y ∈ R and being reflected at some continuous function f (t) with f (0) < y is via the Skorokhod representation [28, 3] B(t) = y + b(t) − min 0, inf
where b is a standard Brownian motion starting at 0. In this paper we use as definition of the Warren process with drifts to be the image of independent Brownian motions under the extended Skorokhod map introduced by Burdzy, Kang and Ramanan (see Theorem 2.6 of [13] for an explicit formula).
Proposition 4.1. Denote by p t : GT N → [0, 1] be the probability density defined in (91). Inside GT N , this density satisfies the Fokker-Planck equation (97), the initial condition (98), and the boundary condition (93).
Proof. First observe that by settingΨ
, we can rewrite (91) as a probability measure on GT N with densitỹ 
A Determinantal correlations
Since we refer several times to Lemma 3.4 of [8] , we report it here. 
where x n n+1 are some "virtual" variables and Z N is a normalization constant. If Z N = 0, then the correlation functions are determinantal.
To write down the kernel we need to introduce some notations. Define φ (n 1 ,n 2 ) (x, y) = (φ n 1 * · · · * φ n 2 −1 )(x, y), n 1 < n 2 , 0,
where (a * b)(x, y) = z∈Z a(x, z)b(z, y), and, for 1 ≤ n < N, n , x)} (109) are linearly independent and generate the n-dimensional space V n . Define a set of functions {Φ n j (x), j = 0, . . . , n − 1} spanning V n defined by the orthogonality relations 
for 0 ≤ i, j ≤ n − 1. Further, if φ n (x n n+1 , x) = c n Φ (n+1) 0 (x), for some c n = 0, n = 1, . . . , N − 1, then the kernel takes the simple form K(n 1 , x 1 ; n 2 , x 2 ) = −φ (n 1 ,n 2 ) (x 1 , x 2 ) +
